Calculations are presented for the time evolution of 240 Pu from the proximity of the outer saddle point until the fission fragments are well separated, using the time-dependent density functional theory extended to superfluid systems. We have tested three families of nuclear energy density functionals and found that all functionals show similar dynamics: the collective motion is highly dissipative and with little trace of inertial dynamics, due to the one-body dissipation mechanism alone. This finding justifies the validity of using the overdamped collective motion approach and to some extent the main assumptions in the statistical models of fission. This conclusion is robust with respect to the nuclear energy density functional used. The configurations and interactions left out of the present theory framework only increase the role of the dissipative couplings. An unexpected finding is varying the pairing strength within a reasonable range has only minor effects on the dynamics. We find notable differences in the excitation energy sharing between the fission fragments in the cases of spontaneous and induced fission and we estimate the neutron emission rates before the fragments are fully accelerated.
The history of the discovery and theoretical understanding of nuclear fission is fascinating. Almost eighty years after the official discovery of nuclear fission [1] a full microscopic description is still lacking, which in itself is perhaps a world record in quantum many-body theory. In 1934 Ida Noddack [2] presented credible arguments that perhaps Enrico Fermi [3] had already created fission fragments in his laboratory. Fermi had bombarded Uranium with neutrons, but failed to observed the fission fragments by shielding his Uranium target with a thin aluminum foil to minimize the background due to α-particles [4] , which also likely blocked the fission fragments [5] . Reasoning based on the Gamow theory of quantum tunneling led many at the time to expect that fission would occur on time scales many orders of magnitude longer than the age of the Universe. This explains the shock experienced by the scientific community when Hahn and Strassmann published their observations on January 6th, 1939 (submitted on December 22nd, 1938) [1]. Meitner and Frisch [6] , who became aware of these results during the last days of 1938, figured out the basic explanation of nuclear fission even before the Hahn and Strassmann paper appeared in print. They presented compelling arguments that Gamow's 1930 charged liquid drop model of nuclei [7, 8] , in which the Coulomb interaction between protons competes with the surface nuclear tension, leads to a very natural explanation of the main fission properties. The liquid drop model was almost immediately combined with Bohr's compound model of nuclei by Bohr and Wheeler [9] . According to Bohr and Wheeler [9] , a low energy incident neutron is captured by the Uranium nucleus and leads to the formation of a compound nucleus.
The energy levels in a compound nucleus are separated by ∆E ≈ 10 eV in the 232 Th+n reaction [10] . Thus the evolution of the nuclear shape from a rather compact one corresponding to the ground state of Uranium until it reaches the fission barrier lasts a relatively long time of the order of h/∆E = 0.6 × 10 −16 sec. = 2 × 10 7 fm/c. This time is much longer than the time needed for a nucleon to traverse a nucleus and back, which is approximately 1.7 × 10 −22 sec. = 50 fm/c. The position of the fission barrier is determined by the nuclear elongation, where the increase of the nuclear surface energy is exactly compensated by the decrease of the Coulomb energy of the nucleus. Since the role of the shell-effects and the formation of the fission isomer second well were understood only much later [11, 12] , Bohr and Wheeler did not envision the possibility of asymmetric fission and discussed only the case of symmetric fission. After reaching the outer fission barrier a nucleus evolves towards the scission configurations into two separated fission fragments (FFs) at a much faster rate.
The evolution of the nuclear shape from the ground state to the outer fission barrier is very slow and one often invokes the picture of an adiabatic evolution, particularly in the case of spontaneous fission. The description of the nuclear dynamics, starting when the nucleus exits or passes the outer fission barrier until it reaches the scission configuration, is treated in the literature either as an adiabatic evolution or as a damped or even over-damped motion. So far, it has been impossible to observe directly in experiments this stage of the nuclear dynamics. Yet, the FFs properties are defined during this stage. One class of theoretical models used to describe fission fragment yields is based on the time-dependent generator coordinate method (TDGCM) [13] [14] [15] . Such microscopic approaches invoke the adiabaticity (no entropy production) of the nuclear collective shape evolution [16] , leading to no irreversible energy transfer from the small number of collective degrees of freedom (DoF) to the large number of intrinsic DoF. Another important class of models is based on a classical Langevin description of the fission dynamics, which is also restricted to a small space of collective variables ( 5; elongation, mass asymmetry, neck size, and the two quadrupole deformations of the fragments) [17] . In both classes of models, the assumption of adiabatic evolution of the nuclear collective shape require evaluating a potential energy surface, a collective inertia tensor (in most approaches), and a dissipation tensor (for Langevin dynamics). When a collective Schrödinger equation is derived within the TDGCM for a subset of collective variables, a class of quantum fluctuations are generated, which are not identical with the fluctuations generated in Langevin approaches [18] [19] [20] [21] [22] [23] . However, both the TDGCM and most incarnations of the Langevin approach rely on the assumption that the shape evolution is mostly collective in nature and driven both by the potential energy surface and the inertia tensor. We show here that this assumption is invalid. In statistical scission-point models only the competition between FFs configurations at the scission point are considered [24, 25] , a model to which our results lend partial support.
Since an accurate solution of the time-dependent Schrödinger equation with realistic nucleon interactions will be out of reach for a very long time (if ever), the question arises what would be a reliable microscopic approach? An approach inspired by Feyman's real-time path integral formulation [26, 27] of quantum manybody systems is particularly appealing. The many-body wave function is represented as a sum of exp − i S h , with appropriate weights, over all possible paths joining the initial and final configurations, where S is the action. After introducing auxiliary stochastic fields and performing a Hubbard-Stratonovich transformation, the stationary phase approximation δS = 0 of such a path integral selects a kind of mean field as the most probable trajectory. This mean field trajectory is not uniquely defined [26] , and the current attitude in nuclear physics is to simulate it with a trajectory generated in TDDFT. In experiments, the observed final state of nuclear fission corresponds to a wide FFs distribution of varying charges and masses, and a wide distribution of their kinetic and excitation energies. Langevin and TDGCM approaches suggest that the fluctuations around the most probable trajectory determine the distributions of the FFs on mass, charge, kinetic, excitation energies, angular momenta, and parities. Accounting for such fluctuations is also important in order to restore spontaneously broken symmetries. As Langevin-type simulations and the path-integral formulation both demonstrate, the presence of fluctuations along the entire trajectory is crucial, and the presence of initial state fluctuations alone [28] is of little consequence. We will show that since the nuclear collective dynamics from saddle-to-scission is that of a very viscous fluid, the role of fluctuations only at the start of trajectories is quickly erased.
Even though the mean paths along which nuclei evolve do not convey the whole story in fission, they do determine the average properties of this non-equilibrium quantum process. Complete microscopic characterizations of the average fission path are still lacking, since practically all simulations performed so far have relied on a range of simplifying assumptions, the accuracy of which have not or could not be tested. Here we will consider only the most probable fission trajectories and leave the study of the role of fluctuations in a fully quantum mechanical formulation for future studies [29] . Many basic questions remained unanswered by theory so far and experiment provides most of the time only indirect and hard to quantify insight. What is the nature of the driving force in fission dynamics? Do the FFs at scission emerge excited or not? How is the excitation energy between the FFs shared? Is the one-body or/and the two-body dissipation important and which one of them is dominant, if any? Are pairing correlations still important in the later stages of the evolution before scission? How many neutrons are emitted at scission or before the fission products are fully accelerated? Are ensembles of initial conditions important in modeling the FFs yields and properties? The present study sheds significant light on all these questions.
In our proof-of-concept study [31] we chose rather arbitrarily to use the SLy4 nuclear energy density functional (NEDF) [32] , which accurately describes a large body of nuclear observables throughout the nuclear mass table, even though this functional is not particularly popular among fission practitioners. So far there is no deep understanding of why the properties of various NEDFs used for fission calculations were responsible for the agreement, or the disagreement, with observations. Hundreds of NEDFs have been introduced [33] , depending on a large number of parameters, and the fitting criteria used are not universally established. The SkM* [34] and similarly the UNEDF1 [35] NEDFs, have been designed to accurately describe fission properties. We have adopted SkM* in this study. The other NEDF we chose is the recently developed SeaLL1 [36] , which unlike the hundreds of NEDFs introduced in the literature, relies on the smallest number of fitting parameters, all of them tied to basic nuclear properties, and delivers one of the best global descriptions of a large number of nuclear properties (masses, charge radii, surface tension, isospin symmetry, shell structure, pairing, two-nucleon separation energies, etc.). Apart from exploring the sensitivity of the fission dynamics on the NEDF properties, it is also imperative to study the sensitivity of the dynamics with respect to choosing the initial conditions from which to start a TDDFT trajectory. Recently a claim was made in the literature that an ensemble of peculiarly chosen initial conditions is almost sufficient in order to describe the FFs yields and the total kinetic energy (TKE) distributions [28] , a claim which we do not support.
The role of the pairing correlations in the nuclear shape dynamics has been addressed qualitatively in the past. A simplified picture, was presented by Hill and Wheeler [37] , and was later refined by Bertsch [38] [39] [40] , who emphasized the crucial role of the pairing interaction. While a nucleus deforms the single-particle (sp) levels move up and down, and typically cross in the absence of pairing [41] . The sp population remains unchanged if levels cross, which for large elongations leads to an oblate Fermi surface and a volume excitation of the nucleus. As sp levels are double occupied due to Kramers degeneracies, only the pairing short range interaction would provide a very effective mechanism to move a pair of nucleons in time-reversed states from one level to another at a (avoided) crossing [38] [39] [40] . The probability of such transitions is enhanced in the presence of a Bose-Einstein condensate of Cooper pairs. In our simulations of either fission dynamics or heavy-ion collisions [31, 42, 43] we observed that for realistic nuclear pairing strengths the neutron and proton pairing fields do not retain a long-range phase coherence and, strictly speaking, the dynamics is not one of a superfluid. At zero temperature the two-fluid Landau hydrodynamics reduces to the dynamics of a single classical ideal fluid (no dissipation). Artificially increasing the strength of the nuclear pairing interactions demonstrates their crucial role, the evolution of the nucleus from saddleto-scission becomes an order of magnitude faster, the pairing fields show a clear long-range order, and the pairing fields in the FFs remain entangled after scission, Fig. 1 .
We have chosen an ensemble of initial conditions in the Q 20 , Q 30 collective coordinates, in total 45 different initial conditions. One set of initial conditions (SeaLL1-1) corresponds to configurations of 240 Pu with mean excitation energies and standard deviation 7.9(1.7) MeV in the neighborhood of the outer saddle point, which can be reached in low energy neutron induced fission. The other set of initial conditions (SeaLL1-2) corresponds to excitation energies and standard deviation 2.6(1.8) MeV, which can be reached either in spontaneous fission or with low-energy gamma excitation of 240 Pu. The third set of initial conditions (SkM*) is similar to SeaLL1-1, with excitation energies and standard deviation 8.2(3.0) MeV. The most surprising outcome of these simulations is that in all these sets of initial conditions, which correspond to vastly different initial values of Q 20 , Q 30 , we observed a very strong focusing effect and the final states are remarkably similar, see Fig. 2 and Table I . The neutron and proton numbers of the FFs show very small dispersion. The energy range of our initial conditions is comparable with that generated by Tanimura et al. [28] , but our final distributions are qualitatively different. The stochastic initial ensemble generated in Ref. [28] corresponds to sp occupation probabilities, outside the physical range [0,1]. Another potential source of errors is due to the fact that the TDHF+TDBCS approximation has inherent fundamental [41] .
The energy dispersion of the TKE and of the total excitation energies TXE are only slightly larger than those of the initial energies due to the weak FFs dispersion in masses and charges. The sets SeaLL1-1 and SkM* show remarkable similar trends, even though the times from saddle-to-scission are somewhat longer in the case of SeaLL1-1 than in the case of SkM*. The longer SeaLL1-1 fission times also lead to slightly larger TXE energies. When comparing to SeaLL1-2 one particular aspect emerges: the heavy fragment has more excitation energy than the lighter fragment. The evolution in SeaLL1-2 starts at a lower excitation energy and at larger elongations than in SeaLL1-1, the length of the trajectory is shorter, and the two fragments emerge with very similar temperatures. In the case of SeaLL1-1 and SkM* the heavy fragment emerges with a temperature Table I . The NEDF, the initial excitation energy E * ini , TKE, neutron, proton number number and excitation energies N H , N L , Z H , Z L of the heavy and light fragments, total excitation energy of fragments TXE, and the sum of TKE and TXE, and the average saddle-to-scission times and their corresponding variances in parentheses. All energies are in MeV and S***sy, S***asy stand for symmetric and antisymmetric channels. lower than the light fragment [41] . These differences lead us to conclude that the excitation energy sharing in the cases of spontaneous fission and induced fission are different. This conclusion is in qualitative agreement with the observed wider mass yields for 239 Pu(n,f) when compared to 240 Pu (s.f.) [44] .
Several aspects of the nuclear collective motion were never elucidated in a microscopic calculation, and were treated only phenomenologically. Is the character of the evolution from saddle-to-scission adiabatic? If not, is it controlled by the one-body and/or the two-body dissipation, and if so, to what extent? In phenomenological studies the strength of the one-body dissipation is often artificially reduced and a contribution arising from the two-body dissipation mechanism in included [21] .
The effect of two-body collisions are encoded in the collision integral of the Boltzmann-Uehling-Uhlenbeck equation [45, 46] . The evolution equation for the local number density n(r, t), i.e. the continuity equation mṅ(r, t) + div p(r, t) = 0, and the similar equation for the total local linear momentum density p(r, t), which includes the momentum flux density tensor, do not involve the collision integral. Thus the shapes of the mean field and of the nucleon effective mass, determined by mostly n(r, t), are not directly affected by the two-body collisions. Only the thermalization of the momentum distribution is controlled by the two-body dissipation mechanism. We have evaluated the collective flow energy during the saddle-to-scission evolution, see Fig. ( 
, a quantity also unaffected by two-body collisions. In the case of pure adiabatic evolution one expects a full conversion of the collective potential energy into a collective flow energy of ≈ 15 · · · 20 MeV. Surprisingly, our simulations point to an unexpectedly small E coll from saddle-to-scission, corresponding to a collective speed v coll /c ≈ 0.002 · · · 0.004, significantly smaller than the Fermi velocity v F /c ≈ 0.25. Since in TDDFT one simulates the one-body dynamics, it is natural to discuss adiabaticity at the mean field level. The transition rate between sp states is suppressed if the time to cross an avoided level-crossing configuration satisfies the restriction ∆t h/∆ ≈ 400 fm/c, where ∆ = 1/ρ sp ( F ) is the average sp energy level spacing at the Fermi level. Since on the way from saddle-to-scission several dozen of avoided level crossings occur [39, 40] , this condition is clearly violated. The collective motion is thus expected to be strongly overdamped. From saddleto-scission the nucleus behaves as a very viscous fluid, the role of collective inertia is strongly suppressed, and the trajectories follow predominantly the direction of the steepest descent with the terminal speed determined by the balance between the friction and the driving conservative forces, see Fig. 2 . This result serves as the first microscopic justification for the overdamped Brownian motion model [19] and to the scission-point model [24, 25] . It is equally surprising that in the case of enhanced pairing, when the pairing condensates retain their long-range order throughout the entire saddle-toscission evolution, the collective dynamics has the same general characteristics. The present results put a lower limit of the role of the viscosity on fission times, as fluctuations can only lead to longer trajectories [29] . The character of the collective dynamics unveiled here suggests that in Langevin [19, [21] [22] [23] and TDGCM [13, 14] studies realistic dynamics should be generated at (an approximately) fixed intrinsic energy, since E coll is small up to scission. Therefore, the force driving the collective dynamics is determined by the free energy gradient [18] 
, where S(Q, T ) is the entropy and E tot = E int (Q, T ) + E coll . For each set of collective variables Q the temperature T shall be adjusted so that E int (Q, T ) remains practically equal to its starting value, due to the smallness of E coll . The intrinsic DoF carry most of the entropy of the fissioning nucleus and that drives the fission dynamics until scission. Phenomenologically, such issues have been recently addressed by Randrup and Möller [47] and Ward et al. [48] , assuming that the collective motion is overdamped.
We have estimated the neutron emission rates before the FFs are fully separated, 4.0 × 10 −4 (4.8 × 10 −5 ) neutrons/(fm/c), which are rather stable with respect to the variation of initial conditions, deformation, initial energy, or NEDF. By the time the FFs reach a separation of ≈ 60 fm we find that about 0.4 neutrons are emitted on average [41] . These neutrons are emitted preferentially parallel to the FFs motion, a conclusion likely affected by the finite transverse size of simulation boxes.
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[1] O. Hahn and F. Strassmann, "Über den Nachweis und das Verhalten der bei der Bestrahlung des Urans mittels Neutronen entstehenden Erdalkalimetalle," Naturwissenschaften 27, 11 (1939 In this Online Supplemental Material, we describe our theoretical method and its computational implementation on leadership class computers. We expand the discussion of the main paper on the role of pairing correlations and the internal temperatures of the fission fragments. We summarize the limitations of the time-dependent Hartree-Fock + BCS theory and present a critique of the stochastic mean field methods of Ayik [49] and implemented by Tanimura et al. [28] .
THEORETICAL FRAMEWORK AND NUMERICAL IMPLEMENTATION
Our theoretical framework is called the timedependent superfluid local density approximation (TD-SLDA), which is an extension to time-dependent processes of nuclear density functional theory with local energy functionals [50] . Within TDSLDA, the evolution of the wave functions are formally equivalent to the time-dependent Hartree-Fock-Bogoliubov (TDHFB) approximation with local potentials,
where we have suppressed the spatial r and time coordinate t and k labels the quasiparticle wave functions (qpwfs) [u kσ (r, t), v kσ (r, t)], with σ =↑, ↓ the z-projection of the intrinsic spin. The single-particle Hamiltonian h σσ (r, t), and the pairing field ∆(r, t) are functionals of various neutron and proton densities, which are computed from the quasiparticle wave functions, see Ref. [51] for details.
In the present study we have significantly increased the size of the simulation box compared to our proofof-principle results of [31] , from 22.5 2 × 40 fm 3 to 30 2 × 60 fm 3 , using the same lattice constant l = 1.25 fm, which corresponds to a momentum cutoff p c = hπ/l ≈ 500 MeV/c in each spatial direction. The momentum space is in this case a cube p 3 c . We use Fast Fourier Transform (FFT) to compute spatial derivatives, since it reduces the number of floating point operations significantly, while practically ensuring machine precision for derivatives. We avoid computing first-order derivatives when possible, e.g., we take advantages of standard relationships such as
for increased numerical accuracy. The evaluation of single first order derivatives requires the elimination of the highest frequency in the Fourier transform for numerical accuracy. If couplings to gauge fields is required, as in Ref. [52] , we use the discretized symmetrized form
When evaluating first order derivatives of products of functions we use Leibniz rule
As discussed in Ref. [53] with a careful choice of the size of the box and of the spatial lattice constant one can achieve very high numerical accuracy with relatively large values of lattice constant l. In computing the Coulomb potential we use the method described in Ref.
[54] to solve the Poisson equation in order to eliminate the contributions from images, which are inherent when using periodic boundary conditions. The initial state is generated using the code HF-BTHO [55] with appropriate constraints on the expectation value of the quadrupole, Q 20 , and octupole, Q 30 moments. HFBTHO calculations are performed in a stretched basis of N 0 = 28 shells with the deformation β and the oscillator frequency ω 0 set as in Ref. [56] . The matrix of the Bogoliubov transformation is then transformed in the coordinate space representation on a spatial lattice of size N x N y N z × 4N x N y N z according to
where ψ nσ (r) are the harmonic oscillator basis spinors, see [57, 58] . The qpwfs are used to reconstruct the densities and the potentials, which define the initial conditions in Eq. (1). A larger simulation box allows us to more precisely characterize the FFs properties. The single-particle level density is denser, and during the dynamics singleparticle states mix more easily. This forced us to include all single-particle levels in the simulations, in order to avoid numerical instabilities for long-time trajectories. This also led to a slightly modified renormalization procedure of the pairing gap constant, using Eqs. (5.47-5.50) from Ref. [59] , in a similar manner to what was described in Refs. [60, 61] . The number of coupled nonlinear time-dependent 3D partial differential equations (PDEs) solved increased significantly from ≈ 56,000 in Ref. [31] to 16 × N x N y N z = 442,368 PDEs. While evaluating the neutron emission rates, we have used in a couple of instances an even larger simulation box 30 2 × 120 fm 3 , which amounted to evolving in time 884,736 PDEs.
The larger cut-off energy and the larger number of PDEs required a smaller time-step integration ∆t = 0.03 fm/c, leading to an error ∼ (E cut ∆t/ h) 5 = 10 −7 , which is required per time-step for the predictor, modifier, and corrector steps, and where the maximum E cut = (3p 2 c /2m). We use the Adams-BashforthMilne predictor-modifier-corrector time-integration algorithm [62] , which has an effective accuracy of ∼ (E cut ∆t/ h) 6 per time-step and which also requires only two evaluations of the right-hand-side of Eq. (1), namely only two applications of the Hamiltonian on the qpwfs. To start the propagation, and to check-point restart a previous calculation, we use a Taylor expansion of the unitary mean field propagator. With such a time-step the particle number is conserved with an absolute error better than ≈ 10 −6 and the total energy with an error ≈ 0.25 · · · 0.5 MeV or better for trajectories as long as 3,000 fm/c, thus 100,000 time-steps.
As mentioned above, the size of the discretized Hamiltonian in Eq. (1) is 4N x N y N z × 4N x N y N z , where N x , N y , N z are the number of lattice points in the corresponding spatial directions. Each qpwf has 4 components and thus one has to solve 16N x N y N z partial differential equations (PDEs), where each function is defined on N x N y N z lattice points. Over the years, we have developed a highly efficient code which takes advantage of the GPU accelerators and which provides a significant speed-up with respect to a CPU-only code.
The simulations were performed on Titan at OLCF, Oak Ridge, USA and Piz Daint in Lugano, Switzerland using a GPU code written in CUDA. A node on Titan has 1 GPU and 16 CPUs. A GPU code on Titan is about 9.4x faster than a CPU code written in C using the same number of nodes. This speed-up is practically equal to the theoretical limit of Titan. On Piz Daint the same GPU code is about 3x faster than on Titan. A fission trajectory of ≈ 3, 000 fm/c, using 512 GPUs on Piz Daint requires less than 10 wall-time hours, with an excellent strong scaling. The code was also benchmarked on Summit at OLCF, Oak Ridge, USA and TSUBAME, at Tokyo Institute of Technology, Japan.
We have compared the efficiency of our code with that of the-state-of-the-art codes in literature for TDHF calculations [63, 64] , see Table II . The TDHF Sky3D code [63] evolves at most ≈ 1, 000 PDEs for the collision of two heavy-ions treating pairing correlations within the BCS approximation. The wall-time using a number of CPUs equal to the number of GPUs in our approach is almost 100x longer for similarly sized problems. It is not entirely clear how to compare codes written to solve somewhat different problems, TDHF and TDHFB for example. As a measure we have used the required computation time per lattice point of one of the components of a single qpwf, when performing a complete calculation of all the qpwfs
where # CU stands for the number of computing units, either CPUs in case of the TDHF codes and GPUs in case of the TDSLDA code. We attribute the superior performance of the TDSLDA solver to the use of a more efficient while very accurate time-integration algorithm, as well as to the use of GPUs. The use of highly efficient and precise FFT for the computation of spatial derivatives could also be a factor. Since in our calculations we have to manipulate large amounts of data, we have taken advantage of fast I/O methods and fast algorithms to exchange data between computing nodes.
The total kinetic energy at a finite separation between the fragments and in the center-of-mass reference frame is evaluated the formula
with the velocity of the fragment f = H, L given by
where p(r) and n(r, ) are the total linear momentum and number densities respectively, and the integral is performed over the appropriate half-box where each fragment is located. The Coulomb interaction energy (direct term only) is given by
where n p (r, t) is the proton number density. The excitation energy of each fragment is calculated by extracting the computed ground state energy of each fragment from the energy of each fragment in its rest frame and the TXE is evaluated from
ADDITIONAL PROPERTIES OF THE FISSION FRAGMENTS
Temperatures of the fragments. There were 16 trajectories in each of the ensembles SeaLL1-1 and SeaLL1-2 respectively, and 13 trajectories which resulted in asymmetric fission in the ensemble SkM*, one which ended in the fission isomer, and one which resulted in an almost symmetric fission configuration. For each trajectory, we have determined the excitation energy E * of the fission fragments (of fractional N and Z numbers) by subtracting the ground-state energy, computed with the HFBTHO code, to the intrinsic energy of the emerging fragment. For applications of nuclear fission, it is useful to express excitation energy of the FFs in terms of an internal temperature. We have used two different methods to extract this temperature.
In the first approach, we have estimated the temperatures of the light and heavy fragments by the simple formula E * = AT 2 /a, where A is the atomic mass of the fragment, T its temperature and a = 10 a rough estimate of the level density parameter [65] . Such simple estimates are often used in simulations of the decay of the fission fragments using either Hauser-Fesbach or statistical evaporation models [66] [67] [68] [69] . In a second approach, we have performed full finite-temperature HFB calculations with the HFBTHO solver. Calculations were done by constraining N, Z, Q 20 and Q 30 to the values extracted in the fragments after scission. For each fragment, we extract the temperature from the function E * (T ). This calculation is more realistic than the simple estimate, even though (i) by constraining only Q 20 and Q 30 , we do not obtain exactly the same shape as the actual fission fragments and (ii) the temperature thus obtained should be thought of as the maximum allowable value; see discussion in [70] .
We show in table III the average value and standard deviations of the internal temperature extracted from each set of initial conditions using both the first approach (columns 2 and 3) and the second approach (columns 4 and 5) described in the text. For completeness, we also list the average value and dispersion of the quadrupole and octupole moments, and the corresponding saddle-to-scission times extracted for the ensembles of initial conditions discussed in the main text and above. As discussed in the main text, the two methods give comparable results. As the excitation energy of the fissioning increases, i.e., going from SeaLL1-2 to SeaLL1-1, the extra excitation energy goes mostly to the light fragment. This suggest that the prompt fission spectrum of spontaneous and neutron-induced fission could be significantly different.
Collective kinetic energy. In the main text we argued that the evolution from saddle-to-scission is strongly non-adiabatic, in the sense that the collective kinetic energy was found to be much smaller than the available energy difference between the saddle point and scission configuration. To illustrate this feature we showed a figure giving the average value and standard deviation of the collective kinetic energy within the 4 sets of initial conditions considered. In order to define the average and standard deviation, the figure in the main paper had to be cut-off at the shortest scission time within a set. Here, we show in Fig. 3 the evolution of E flow for all trajectories separately. E flow1 starts increasing sharply, above 0.5...2 MeV, at scission in the case of each trajectory
In Fig. 6 we display the results of a theoretical exercise. We have applied at random times collective kicks to the nucleus of random intensities according to the prescription
which immediately resulted in an increase of the collective flow energy only. After a relatively short time however, of the order of a few 10's fm/c, this excess collective energy is rapidly dissipated into intrinsic energy and the heating of the nucleus, and this energy is never returned into the collective flow energy. This serves an additional argument that the one-body dissipation mechanism is very effective in bringing the collective flow velocity to the terminal velocity, which is achieved when the friction force cancels the driving force. After each collective "kick" the intrinsic energy of the nucleus increases, see Fig. 7 . but even though the intrinsic energy increased by ≈ 150 MeV, the rate at which the additional energy in absorbed does not change visibly. The one-body dissipation is important after scission also. The light fragment at scission is very elongated and both fragments have also a noticeable amount of octupole deformation, very different than the corresponding moments in the ground state. In Fig. 8 we show the evolution of Q 20 and Q 30 for both FFs after scission. All these moments relaxed rather rapidly, without performing any oscillations to the values very close to the ground state values. Remember however that both FFs are not cold. The absence of oscillations is another strong indication that one-body dissipation is strong and that even the individual FFs large amplitude collective motion is overdamped. The relatively large quadrupole deformation energy of the light fragment is thus converted into heat and its quadrupole moment is reduced. Both fragments have small amounts of octupole deformation at scission, which relax to zero.
Saddle-to-scission times. The saddle-to-scission times τ s→s extracted in this round of simulations is noticeably shorter than those extracted in our initial study [31] .
We attribute these differences partially to the difference of scalar effective masses between the energy functionals. Indeed, for SLy4 m * ≈ 0.7m, which is significantly smaller than m * = m for SeaLL1 and m * ≈ 0.8m for SkyM*. One might argue that the SkM* effective mass is not much different from the SLy4 value. However, the Landau-Zener transition formula reads
where ε q (q) ∝ 1/m * is the slope of the single-particle level with collective coordinate q. Since the effective mass appears in the exponent, even a small difference can lead to large changes in P LZ . Another source of differences arises from the treatment of the pairing correlations. The magnitude of the pairing gap is typically fixed from odd-even nuclear mass staggering and is thus insensitive to the magnitude of the effective mass, which controls the single-particle level density at the Fermi level and therefore the number of single-particle states actively taking part in forming the pairing condensate. In a nucleus with a smaller effective mass, the size of the pairing condensate is thus diminished when compared to the average sp level spacing. While SLy4 describes quite reasonably gross nuclear properties, the single-particle level density at the Fermi level is drastically reduced when compared to observations, which are consistent with an effective mass m * ≈ m. A smaller effective mass leads to a "choppier" potential energy landscape, which would inhibit the transitions at the Fermi level responsible for maintaining the sphericity of the local Fermi sphere [38] and Fig. 4 . Role of pairing correlations. To illustrate the crucial role played by the pairing correlations in fission dynamics, we performed a TDSLDA simulation with an initial configuration identical to the S3 case of Ref. [31] , but enforcing stronger pairing correlations by increasing the absolute value of bare coupling constant g 0 . The corresponding average pairing gaps of neutron and proton in the initial state increase from 0.73 and 0.33 MeV to 2.57 and 1.62 MeV. By increasing the strength of the pairing field, the fission dynamics proceeds approximately ten times faster. Fig. 1 shows the snapshots of the number density, magnitude of pairing field, and phase of pairing field for neutron and proton respectively in these two simulations. The left three columns (Fig. 1) shows the induced fission of 240 Pu with realistic pairing strength, which lasts up to 14,000 fm/c from saddle-to-scission, while the right three columns (Fig. 1) shows the dynamics with an enhanced pairing strength, which lasts only about 1,400 fm/c. In the case with normal pairing strength, the pairing field on the way from saddle-to-scission fluctuates noticeably in magnitude and phase. Therefore, strictly speaking the pairing field during its time evolution stops being a superfluid condensate of Cooper pairs, which otherwise would show a long-range-order. However, in the case with larger pairing strength, the pairing field shows the expected characteristics of a slowly evolving superfluid condensate, the nuclear fluid behaving almost like a perfect or ideal fluid. This pattern was also observed in case of collision of two superfluid heavy-ions [43] . In the absence of pairing correlations the dynamics can come to a stop [71] [72] [73] . Even though realistic pairing correlations are rather weak they still provide enough "lubricant" for the saddle-to-scission evolution to take place.
Neutrons emitted by fission fragments. In Fig. 10 we show show the number of neutrons in the volume where the number density n(r, t) 10 −5 fm −3 as a function of time after scission for all the fission trajectories we have evaluated. The neutron emission rates (the slopes) demonstrate a robust independence on the initial conditions or the NEDF used. 
LIMITATIONS OF THE TIME-DEPENDENT BCS APPROXIMATION
Many limitations of the BCS approximations to treat static pairing correlations in neutron-rich nuclei are wellknown, see [74] for a detailed discussion. Since in the evolution form saddle-to-scission the nucleus "heats up" the importance of the continuum spectrum in the formation of the pairing correlations increases and a BCS treatment becomes questionable. Similarly, for dynamic pairing correlations Scamps et al. [75] showed that the standard TDHF+BCS formalism violates the continuity equationṅ (r, t) + ∇j(r, t) = 0
where
+ φμ(r, t)∇φ * µ (r, t)] (15) with n µ (t) = |v µ (t)| 2 and φ µ (r, t) the TDHF singleparticle orbitals. This violation of the continuity equation can lead to non-physical oscillations of the density. Other limitations are discussed by Magierski et al. [76] .
Here, we wish to emphasize an additional, more troubling deficiency of the TDHF+BCS theory.The TDHF+BCS equations read [75, 77] 
where f(ε µ ) is a cut-off function selecting sp states included (vanishing for ε µ > 0), κ µ (t) = u * µ (t)v µ (t) and g is the strength of the pairing interaction. In the BCS approximation, the space of s.p. states allowed to participate in the formation of Cooper pairs is typically limited (usually within a 5 MeV window around the Fermi level). Because of gauge invariance, the form of the TDHF+BCS equations (16) is not unique, but they can always be brought to the above form.
It can easily be checked by taking the time derivative of Eq. (16c) and using (16b) that equations (16) lead to the solution
where µ 2n µ (t) − 1 is a constant of motion. This is perhaps the worst deficiency of the TDHF+BCS approximation, since it violates a basic property of superfluids that are well-established both in theory [78] and experiment: if one applies a time-dependent external field to a superfluid with a velocity that exceeds the Landau critical velocity, then superfluidity is lost and the system becomes normal with a vanishing order parameter (|κ| → 0). In (17), the time-dependence of the pairing gap is independent of the presence or absence of an external field and of its time-dependence character, at least in the typical approximations used in nuclear physics. The time-dependent BCS approximation becomes thus highly questionable.
In a more detailed treatment one has to replace ∆(t) in Eqs. (16) with
where µµ|V|νν is the matrix element of the pairing interaction [77] . This further more "sophisticated" treatment of the pairing correlations in the BCS approximations leads to only slightly quantitatively different results.
CRITIQUE OF THE STOCHASTIC MEAN FIELD PRESCRIPTION
The prevalent approach to perform real time evolution of many-nucleon systems was developed in the 1970's using path-integral techniques; see Negele and Orland [26] for a review. Starting with a system described by a many-body HamiltonianĤ, one performs a HubbardStratonovich transformation on the many-nucleon evolution operator by introducing auxiliary one-body fields σ(t), formally,
where D[σ(t)] is an appropriate measure depending on all auxiliary fields, W[σ(t)] is a Gaussian weight and h[σ(t] is a one-body Hamiltonian built with the auxiliary one-body fields σ(t). Using the stationary phase approximation, one selects a single mean field trajectoryσ(t), which one may simulate with the TDDFT trajectory. If the initial state is a (generalized) Slater determinant, the final state is also a (generalized) Slater determinant under the evolution of this stationary phase mean field trajectory. After a trivial change of integration variables σ(t) =σ(t) + η(t), the true many-body wave function can be put into the form
where Ψ(0) is the initial wave function, and η(t) are fluctuations around the stationary phase trajectoryσ(t) at time t. In Eq. (19) the weight functions are Gaussian-shaped. Thus, the true many-nucleon wave function is now a time-dependent linear superposition of many time-dependent (generalized) Slater determinants. In this respect the true many-nucleon wave function has a similar mathematical structure as the wave function in the time-dependent generator coordinate method (TDGCM) introduced by Hill and Wheeler [37] and Griffin and Wheeler [79] . One cannot but see the analogy in treating fluctuations around the mean field trajectory with the classical Langevin description of nuclear collective motion as well [18] . The representation (19) (which is an exact one) of the many-body wave function has the great advantage that each trajectory is independent of all the others. One particular aspect of this general structure of the many-nucleon wave function is the nature of the initial wave function. One choice is a single (generalized) Slater determinant and another is a superposition of many such (generalized) Slater determinants.
The results that we report in the main paper suggest that in the absence of any time-dependent fluctuations along the path from saddle-to-scission, the differences in initial conditions for (generalized) Slater determinants are largely washed out during the long time evolution in TDDFT, leading to very small distribution widths of various observables. Because the one-body dissipation is so effective in bringing the collective flow almost to a stop, at any point on the potential energy surface the system will most likely follow the direction of the steepest descent and the collective inertia will have a marginal effect on the collective dynamics. Therefore, in its evolution from saddle-to-scission, the nucleus will largely follow the bottom of the fission valley. The collective nuclear motion becomes very similar to the motion of a viscous fluid. This behavior illustrates one of the major limitations of DFT, which lacks a method to evaluate two-body observables such as the width of the FFs mass and charge yields and of the total TKE of the FFs. A long time ago, Balian and Vénéroni (BV) proposed a prescription to estimate these quantities within the framework of the TDHF theory approach [80] , and this prescription was applied to estimating the width of particle number fluctuations in the fragments [81] .
Alternatively, one can attempt to simulate the effect of a superposition of (generalized) Slater determinants by following the stochastic mean field model introduced by Ayik [49] . Ayik's model is computationally more costly than the TDHF with the BV prescription included: While in the BV approach one has to perform one forward trajectory in time and one backward trajectory in time, in Ayik's prescription one needs an entire ensemble of trajectories, typically a few hundred of them [28] . In addition, Ayik's model is phenomenological in nature, like random matrix theory, since it involves simulating quantal fluctuations of observables with a random ensemble. This makes the statement of Tanimura et al. [28] that they obtained for the "first time a fully microscopic description of the fragment TKE distribution after fission." questionable.
Interestingly, while the widths estimated using either the BV or the Ayik prescription are mathematically identical under certain conditions [49] , the widths of the fission fragments yields distributions obtained by Scamps et al. [81] , using the BV prescription, are dramatically narrower than those obtained by Tanimura et al. [28] , using Ayik's approach. We suggest that this discrepancy arises from the large unphysical fluctuations of all physical observables inherent to the stochastic mean field approach.
In the stochastic mean field prescription one uses an ensemble {λ} λ∈Λ of one-body density matrices ρ λ kl such that
where n k are initial time-independent, zero-temperature, single-particle occupation probabilities obtained by considering pairing interactions as well, ξ λ kl = ξ λ * lk are time-independent, independent Gaussian complex random numbers with zero mean and variance
where overline refers to statistical averaging over the events λ of the ensemble Λ. All other second moments of the distributions vanish. These Gaussian random numbers are chosen non-vanishing in a limited energy window around the Fermi level, see Fig. 11 . By allowing these random fluctuations in the one-body density matrix the total energy of the system also fluctuates. Both the intrinsic excitation energy of the nucleus and the size of the fluctuations of the total energy are controlled by the size of the single-particle energy window where fluctuations are non-vanishing. There is no theoretical argument presented in Ref.
[28] to choose as a starting point of the dynamical simulations the arbitrary deformations Q 20 = 125 or 160 barn. For Q 20 > 125 barn, as is clearly seen from Fig. 11 , the FFs have been already well individualized and no redistribution of the single-particle occupation numbers occurs anymore. At these deformations the size of this single-particle energy window is chosen so as to reproduce on average the increase in the total energy of the nucleus to match the ground state energy. It would seem more natural to start the simulation at the exact configuration where the nucleus emerged from under the barrier at Q 20 ≈ 100 barn. In that case the size of the "fluctuations" would be zero, as the nucleus emerges from under the barrier in its intrinsic ground state. Starting at the deformation Q 20 ≈ 100 barn, however, would deprive the authors from the ability to generate a desired FFs distribution, induced by the presence of fluctuations. The authors even establish that if they were to start their simulations closer to the scission configurations their results would be quite different, thus precluding this approach of its predictive power. One can safely conclude that the FFs distributions definitely depend strongly on the choice of the initial conditions within such a stochastic mean field approach.
The Hermitian matrix n k δ kl + ξ λ kl = m S λ km ν λ m S λ * lm can be diagonalized and the density matrix can be rewritten as ρ λ (r, r , t) = 
where ψ λ k (r, t) = l φ l (r, t)S λ lk and m S λ km S λ * lm = δ kl . The single-particle wave functions in Eq. (20) or in the equivalent Eq. (24) satisfy the TDHF equations (21) with the single-particle Hamiltonian h[ρ λ ] defined through the random density matrix ρ λ (r, r , t) Eq. (20) .
In Figs. 12 and 13 we illustrate one of the problems with the stochastic mean field prescription, which leads (Color online) Average neutron occupation probabilities n k (blue) for a system with N = 150, a Fermi energy ε F = 35 MeV, and an almost constant average single-particle level density at a temperature 1 MeV, the ρ kk = n k ± σ kk (black), σ kk (red), and a typical random realization of the stochastic occupation probabilities n k + ξ kk (green) chosen in an energy window (-5, 5) MeV around the Fermi level. 
the statistical average over the ensemble also reads
and is thus the result of a cancellation of non-physical occupation probabilities ν m ∈ − O(N lev ), O(N lev ) , where N lev > N is the dimension of the matrix ξ λ kl . Let us estimate now the statistical average of a typical interaction term drρ 2 (r, r, t) = dr k n k |φ k (r, t)| 
and in Ref. [28] the authors use the parameter N lev > N to control by how much they can affect the internal energy of the nucleus. A simpler and equally arbitrary approach would be to multiply the density ρ(r, r, t) by 1 + ξ, where ξ is a random number with zero mean. Therefore, the size of the fluctuations of the energy of the nucleus is artificially controlled in Ref. [28] by the arbitrary number of the single-particle levels N lev , or by the arbitrary size of the single-particle energy window where such fluctuations are allowed.
