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Abstract
In contrast with previous approaches where in-
formation flows only towards deeper layers of
a stack, we consider a multi-pass transformer
(MPT) architecture in which earlier layers are
allowed to process information in light of the
output of later layers. To maintain a directed
acyclic graph structure, the encoder stack of
a transformer is repeated along a new multi-
pass dimension, keeping the parameters tied,
and information is allowed to proceed unidi-
rectionally both towards deeper layers within
an encoder stack and towards any layer of sub-
sequent stacks. We consider both soft (i.e.,
continuous) and hard (i.e., discrete) connec-
tions between parallel encoder stacks, relying
on a neural architecture search to find the best
connection pattern in the hard case. We per-
form an extensive ablation study of the pro-
posed MPT architecture and compare it with
other state-of-the-art transformer architectures.
Surprisingly, Base Transformer equipped with
MPT can surpass the performance of Large
Transformer on the challenging machine trans-
lation En-De and En-Fr datasets. In the hard
connection case, the optimal connection pat-
tern found for En-De also leads to improved
performance for En-Fr.
1 Introduction
In recent years, we have witnessed the evolu-
tion of neural architectures from recurrent neu-
ral network (RNN) to long short-term memory
(LSTM) (Hochreiter and Schmidhuber, 1997),
convolutional neural network (CNN), and trans-
former (Vaswani et al., 2017). Thanks to the
increasing ability to capture contextual informa-
tion due to better architectures, performance on
language understanding and generation tasks has
dramatically improved. Convolutional sequence
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Figure 1: Sequential Transformer architectures have
been widely adopted as encoders for many down-
stream tasks. Each attention module contains one self-
attention and one feed-forward network module.
model (Gehring et al., 2017) and Transformer have
been the most popular architectures for language
representation learning.
However, transformer and convolutional se-
quence model simply employ a sequential archi-
tecture in which information flows unidirectionally
from earlier layers to later layers within the archi-
tecture, and downstream tasks only have indirect
access to early features through multiple layers
as shown in Fig. 1. We hypothesize that earlier
layers may benefit from processing information in
light of the output of later layers, and that later lay-
ers may also benefit from more direct connections
with earlier layers, as various layers may contain
complementary information useful to down-stream
tasks such as language understanding and decoding.
Introducing connections from later layers back to
earlier layers is however difficult, as the directed
acyclic graph structure of the models needs to be
maintained in order to effectively train them and
use them to perform inference. Regarding the intro-
duction of more direct connections from earlier lay-
ers to later layers, a naive approach is to use dense
connections (Huang et al., 2017) for all modules,
but this results in a significant increase in model
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size and memory usage, making it difficult to de-
ploy the learned model. Besides, since the dense
connection increases the number of parameters,
care must be taken to fairly compare performance
with other models.
To solve these problems, we consider a multi-
pass transformer (MPT) architecture in which the
encoder stack of a transformer is repeated along
a new multi-pass dimension, keeping the param-
eters tied, and information is allowed to proceed
unidirectionally both towards deeper layers within
an encoder stack and towards any layer of subse-
quent stacks. Subsequent stacks can thus have a
chance to “re-process” an input in light of features
obtained from later layers in a previous stack, and
layers closer to the output of the stack may be more
directly connected to earlier layers in the previous
stack. Weights are shared between the same layers
in different stacks, so that the number of parameters
is not increased.
The MPT architecture is illustrated in Fig. 2 for
the case of a two-pass transformer. A single en-
coder stack, which can be considered as the first-
pass encoder, is cloned to a second-pass encoder
with identical weights, and connections between
all layers of the two stacks are considered based on
residual-like connections, i.e., the output of a layer
in the first stack can be added to the input of a layer
in the second stack. For simplicity, we will also re-
fer to the first stack and its layers as the “inner stack”
and “inner layers”, and the second stack and its lay-
ers as the “outer stack” and “outer layers”. We
consider two particular cases for these connections:
in the soft connection case, a weighted combina-
tion of the outputs of all inner layers is added to
the input of each outer layer, where the weights are
learned during training together with the network
parameters; in the hard connection case, the output
of each inner layer is added to the input of a sin-
gle outer layer, which can only receive information
from that inner layer. The soft connection case adds
a negligible amount of parameters to the network,
while the hard connection case requires performing
a discrete architecture search. We use random neu-
ral architecture search to find the best connection
pattern, motivated by previous work exploring such
methods to obtain a good CNN structure for image
recognition (Xie et al., 2019) .
In this paper, we only consider modifications
of the encoder part of the network, and leave the
exploration of similar modifications to the decoder
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Figure 2: Illustration of our proposed multi-pass trans-
former. The network consisting of the modules on the
left side, referred to as the first-pass encoder stack or
the inner stack, is copied to create a second-pass en-
coder stack, also referred to as the outer stack, sharing
the same weights with the inner stack. The output of
each layer in the inner stack is fed as input into one or
more of the layers in the outer stack by adding it to their
other inputs, similarly to a residual or skip connection.
All possible such connections are here shown. In the
soft connection case, a weight is learned for the resid-
ual connection between each layer pair. In the hard
connection case, each layer can only be involved in a
single residual connection, and the optimal connection
pattern between inner and outer networks is found by
random search. Information is propagated from top to
bottom then from left to right.
part to future work.
Our contribution can be summarized as follows:
• We propose a novel multi-pass transformer
which allows a transformer encoder to process
an input in light of features obtained at various,
including later, stages of the processing. MPT
can outperform Large Transformer by reusing
features from Base Transformer without increas-
ing the number of parameters.
• By training for downstream tasks using either the
output of the first or the second pass encoder, we
simultaneously train two network architectures
with different computation/performance trade-
offs.
• We perform an extensive ablation study to vali-
date the design of our proposed multi-pass trans-
former.
• In contrast with other architecture search meth-
ods which use recurrent controller (Zoph and
Le, 2016), complex reinforcement learning and
evolution algorithm (So et al., 2019), we design
a simple random architecture search on a care-
fully designed search space. We can outperform
the Evolved Transformer that was searched by
Google in a much larger search space, thus vali-
dating the effectiveness of our designed search
space.
2 Related Work
2.1 Neural Architecture
Convolution neural network, recurrent neural net-
work, long short-term memory, and transformer
have been the fundamental building blocks for
modern neural architectures. RNN utilizes a re-
current memory for temporal information propa-
gation. CNN applies a learnable sliding window
for local neighborhood information aggregation.
Transformer utilizes fully-connected self-attention
to learn pairwise information relationships. In
recent years, self attention has been applied to
representation learning (Devlin et al., 2018), vi-
sion language reasoning (Gao et al., 2019a,b), vi-
sion relationship learning (Hu et al., 2018), and
video temporal information aggregation and rea-
soning (Wang et al., 2018; Geng et al., 2020b,a).
Dense networks and residual connections (He et al.,
2016) have been popular multi-path connection pat-
terns for preventing the vanishing or exploding gra-
dient problem. Besides residual and dense connec-
tions, Xception (Chollet, 2017), dual path (Chen
et al., 2017), and FPN (Lin et al., 2017) have also
been quite popular. Most architectures in computer
vision adopt a multi-path approach for efficient in-
formation flow. However, sequential architectures
with limited information flow are typically adopted
in natural language processing (NLP). The motiva-
tion for our proposed multi-pass transformer is to
bring insights from the multi-path architecture de-
sign popular in computer vision to the transformer
architecture originally introduced in NLP, and to
go beyond the typically unidirectional multi-path
architectures through a multi-pass extension.
2.2 Neural Architecture Search
AutoML (Zoph and Le, 2016) firstly proposed neu-
ral architecture search (NAS) to find optimal struc-
tures for image and language models. An RNN
controller with a reward function is utilized to gen-
erate an optimal structure. After training 12,800 ar-
chitectures on CIFAR, state-of-the-art performance
is achieved. The evolved transformer (So et al.,
2019) applied evolution search on a specifically de-
signed space with a combination of self-attention
and convolutional neural networks for machine
translation. After searching, the evolved trans-
former showed that a model with a dual path con-
sisting of convolutional neural network and self-
attention can achieve better performance than a
pure self-attention model. Reinforcement learn-
ing and evolutionary approaches have been widely
used in many neural architecture search papers, and
are believed to be better than random search. How-
ever, the randomly wired network (Lin et al., 2017)
showed that a random search on a well-designed
space can outperform state-of-the-art models found
by evolutionary algorithm.
2.3 Multi-Stage Fusion in Computer Vision
and Natural Language Processing
Combination of residual and dense connections is
the most popular multi-stage fusion mechanism
applied in computer vision and natural language
processing. Multi-stage fusion uses skip connec-
tions and multi-stage feature fusion to perform
efficient information fusion of lower and deeper
features. This can somewhat alleviate the vanish-
ing or exploding gradient problem. Multi-stage
fusion has been widely used as a feature pyramid
in object detection. Recently, multi-stage feature
fusion has also been applied to machine transla-
tion. Simple fusion mechanisms such as concate-
nation, addition, and recurrent fusion have been
applied to fuse multi-stage features (Wang et al.,
2019). However, the model cannot capture multi-
stage information due to the limited capacity of
such simple fusion mechanisms. Dynamic layer
aggregation (Dou et al., 2019) recently proposed a
novel routing-by-agreement algorithm which can
aggregate information from multiple layers by an
expectation-maximization algorithm, achieving the
state-of-the-art on machine translation.
3 Proposed Method
3.1 Transformer for Machine Translation
Transformer architectures have recently been
widely used for sequence generation tasks. The typ-
ical structure consists of encoder and decoder net-
works, which have deep feed-forward architectures
including repeated blocks of self-attention and feed-
forward layers with residual connections (He et al.,
2016) and layer normalization (Ba et al., 2016).
The decoder network also features a source atten-
tion layer in each block to read the encoder’s output.
In this paper, we focus on modifying the encoder
structure only, leaving the modification of the de-
coder to future work. Given a language pair, our
aim is to translate a source sentence to a target
sentence. The source sentence is tokenized by byte-
pair encoding (BPE) and then transformed by a
word embedding layer into a representation con-
sisting of L vectors of dimension C, where L is
the sentence length and C the word embedding di-
mension. The position of each word is encoded
into a position embedding space and added to the
word embedding. The target sentence is similarly
encoded into a word embedding representation,
shifted to the right in order to force the decoder
to only look at past outputs to predict the next out-
put during training.
The continuous representation S ∈ RL×C of
the source at the input of a self-attention module
is translated via linear transforms into query, key,
and value vector sequences, denoted respectively
as SQ, SK , and SV . By using an attention value
between key and query, each word in the source can
aggregate information from other words using self-
attention. The attention outputs can be calculated
as:
Attention(Q,K, V ) = softmax
(QKT√
dK
)
V, (1)
where Q, K, and V denote the query, key, and
value vector sequences, and the attention value is
modulated by the square root of the feature dimen-
sion dK . After the self-attention module aggregates
information from other words, a position-wise feed-
forward network layer (FFN) is used to fuse that
information. Each k-th attention module of the
transformer encoder is a combination of one self-
attention layer and one FFN layer, processing the
input Sink as follows:
Smidk = Attention(S
in,Q
k , S
in,K
k , S
in,V
k ), (2)
Soutk = FFN(S
mid
k ). (3)
where Smidk stands for the intermediate feature in-
side the k-th module, and Soutk for the final output
after FFN. These two notions of output features
for a layer, intermediate and final, will be consid-
ered in the introduction of our proposed multi-pass
transformer. Several modules are stacked to ac-
quire a good representation of the source sentence,
and self-attention is typically implemented using
multi-head attention.
The decoding stage is similar to the encoding
stage, except that self-attention is performed on
each target sentence’s embedding representation
T , and followed by source-attention and FFN. One
layer of the decoding stage performs the following
processing, where SA stands for self-attention, and
SN−1 denotes the output of the last encoder layer:
T SA,Q = Attention(TQ, TK , T V ), (4)
T out = FFN(Attention(T SA,Q, SKN−1, S
V
N−1)).
(5)
We use the same word embedding transforma-
tion for the encoder and decoder. After getting the
representation for the next word in the decoder,
we use cross-entropy loss between the decoder
word embedding and the learned representation
to optimize the transformer model. We denote as
L(SN−1, T ) the loss computed from the output
SN−1 of the encoder, with target sequence T .
3.2 Multi-Pass Transformer
The core idea of the multi-pass transformer is fea-
ture reuse, namely feeding the output of inner lay-
ers from the first-pass encoder into the input of
outer layers from a second-pass encoder. By feed-
ing, we here mean that the output of a given inner
layer is added to the original input of an outer layer
without any transformation (other than potentially
weighting), akin to a form of residual connection.
The first-pass and second-pass networks share pa-
rameters, and the expanded architecture thus has
the same number of parameters as the base trans-
former architecture. Arguably the simplest connec-
tion pattern within such an architecture is that in
which an output of the k-th attention module in the
first-pass encoder is added to the input of the k-th
attention module in the second-pass encoder. We
use this setup as our default MPT architecture. We
consider in this paper two types of connections, soft
and hard, which both include this simplest pattern
as a particular case.
Soft Connections: In the soft connection case,
a weighted combination of the outputs of all in-
ner layers is added to the input of each outer layer,
where the weights are learned during training to-
gether with the network parameters. The output of
the k-th outer layer, S˜outk , can be computed as
S˜outk = AttModule
(
S˜outk−1 +
N−1∑
j=0
αkjS
out
j
)
, (6)
where AttModule(·) denotes the attention module
consisting of self-attention and feed-forward net-
works, Soutj is the output of the j-th inner layer,
and αkj represents a weight for the connection
from the j-th inner layer to the k-th outer layer.
We compute the connection weight via softmax
as αkj = exp(wkj)/
∑
j exp(wkj) with learnable
parameters wkj , to enforce 0 ≤ αkj ≤ 1 and∑
j αkj = 1. Our default architecture, with the
simplest pattern mentioned above, corresponds to
weights αkj = δkj , where δ denotes the Kronecker
delta. Note that this approach adds N2 parame-
ters (with N = 6 in our experiments) to the whole
model, but this is negligible compared to the typical
model size.
Hard Connections: In the hard connection case,
we consider configurations in which the output of
one layer in the first-pass encoder is added to the
input of one layer in the second-pass encoder, with
the constraint that no two outputs can be added to
the same input. This reduces the search space to
the set of permutations on {0, . . . , N − 1}, where
N denotes the number of layers in the inner net-
work, resulting in a search space of size N !, down
from NN without the above constraint. We denote
the i-th hard MPT architecture using the image
[τ
(i)
0 , . . . , τ
(i)
N ] of the sequence [0, . . . , N − 1] via
the associated i-th permutation. In the i-th hard
MPT architecture, the output of layer τ (i)k in the
first-pass encoder is added to the input of layer
k in the second-pass encoder. For example, for
a base transformer architecture with N = 6 lay-
ers, the MPT model denoted as [0, 4, 1, 5, 2, 3] is
shown in Fig. 3. Input to outer layer 0 comes from
inner layer 0, that of outer layer 1 comes from in-
ner layer 4, that of outer layer 2 comes from inner
layer 1, and so on. Our default architecture, with
the simplest pattern mentioned above, is another ex-
ample of hard MPT architecture, which is denoted
as [0, 1, 2, 3, 4, 5]. Because hand-designed connec-
tion patterns are likely not to be optimal because
of the lack of theory to predict the performance
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Figure 3: Best searched model for the hard connection
case with N = 6 attention layers, [0, 4, 1, 5, 2, 3].
of a model based on its architecture, we adopt ar-
chitecture search to find an optimal architecture in
the hard MPT case, as explained in more details in
Section 3.4.
Training procedure: Both for the soft connec-
tion architecture and each hard connection archi-
tecture, we train the model by minimizing, for an
input sequence S and a target sequence T , the ob-
jective function L(S˜N−1, T ) obtained by apply-
ing the decoder to the output S˜N−1 of the second-
pass encoder. Note that we also explored optimiz-
ing the network such that the outputs of both the
first-pass and second-pass encoders could be used
for downstream tasks, by minimizing the sum of
L(SN−1, T ) and L(S˜N−1, T ) or by randomly min-
imizing either. Performance of the second-pass
encoder output remained roughly the same in all
cases. This could be useful in applications where a
system may need to switch between regimes with
low and high computation costs (keeping the same
number of parameters), in which case it could adap-
tively use the output of the first-pass or second-pass
encoders.
3.3 Routing patterns between layers
As can be seen in Fig. 4, we consider four different
routing patterns to infuse features from an inner
Feed-Forward
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Feed-Forward
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Figure 4: Four different routing patters (a), (b), (c) and
(d) depending on whether a feature from an inner layer
is taken at the output or from the middle of a trans-
former module, and whether it is added to the input of
an outer layer before or after the residual connection.
layer to an outer layer. In pattern (a), the output
feature of a transformer module is added into an
outer network layer before the residual connection.
By connecting before the residual, the information
propagates to all the following layers. In pattern
(b), the feature from the inner layer is infused into
the outer layer after the residual connection. By
doing so, information cannot propagate as directly
to the following layers. In pattern (c), instead of
adding the output of the feed-forward neural net-
work into the outer network layer, we directly feed
the information after self-attention into the outer
network layer before the residual connection. In
pattern (d), the information after self-attention is
added into the outer network layer after the residual
connection. The performance of (c) and (d) is ex-
pected to be worse than that of (a) and (b), because
the information after self-attention has not been
fully fused yet, and the model’s learning ability
is thus likely to be decreased. We compare these
routing patterns in Section 4.2
3.4 Architecture Search for Hard MPT
For the base transformer architecture with 6 lay-
ers shown on the left side in Fig. 3, there are 720
associated hard MPT architectures respecting the
constraint we imposed, versus 46,656 without im-
posing the constraint. In previous research, rein-
forcement learning and evolution have been ap-
plied for architecture search. Here, we use random
search for its simplicity and efficiency. A naive
approach would be a random search over all archi-
tectures. However, there is only one connection
swap between neighboring structures in the search
space: we hypothesize that one swap will in gen-
eral not significantly affect the performance. By
using this prior knowledge, we perform a coarse
random search, and forgo search on neighbours of
structures with bad results. We instead perform
fine-grained search around models with good per-
formance.
4 Experiment
4.1 Experiment Setup
We follow the same experiment setup previously
used for the Transformer (Vaswani et al., 2017).
We perform an ablation study on the WMT 2014
English-German (En-De) dataset, which consists of
4.5 million sentence pairs. Byte-pair encoding was
applied to generate a dictionary containing 32,000
tokens. We also evaluate our models on the signifi-
cantly larger WMT 2014 English-French dataset,
consisting of 36 million sentence pairs. Sentences
with approximately the same length are sampled
into the same batch. A single Titan RTX GPU with
24 GB of memory is used to train each base trans-
former model during model search architecture. By
utilizing single GPU training during architecture
search, we can increase the overall training speed
without communication between different GPUs.
Training one base transformer requires about 48
hours. With 32 GPUs running in parallel, we were
able to train 224 models in two weeks. All models
shared the same set of hyper-parameters. Learning
rate was set to 0.0008, with 10,752 tokens in each
batch with a gradient accumulation step of 8 to
simulate 8-GPU parallel training. Besides, weight
decay was 0 with Adam optimization whose hyper-
parameters were set as (0.9, 0.98). We utilized the
same learning schedule as other papers by using the
inverse square root. Dropout ratio was set to 0.1 for
all experiments with label smoothing 0.1. We uti-
lized fp16 for training acceleration. Our Base trans-
former contained 6 layers of self-attention modules
with 512 hidden dimensions by default. During
evaluation, we averaged the model parameters of
the last 5 checkpoints and ran a grid search for op-
timal beam size and length penalty in beam search.
We found that beam size of 4 and length penalty of
0.2 were the optimal setup for our searched model.
Model BLEU
Base Transformer (Vaswani et al., 2017) 27.3
Base Transformer (our implementation) 27.6
MP Transformer [0,1,2,3,4,5] 28.1
MP Transformer [0,1,2,3,4,5](a) 28.1
MP Transformer [0,1,2,3,4,5](b) 27.8
MP Transformer [0,1,2,3,4,5](c) 27.5
MP Transformer [0,1,2,3,4,5](d) 27.3
MP Transformer [5,2,0,4,1,3] (Worst) 27.6
MP Transformer Avg. 27.9
MP Transformer [0,4,1,5,2,3] (Best) 28.4
MP Transformer [Soft Connections] 28.4
Table 1: Ablation study of our proposed approach on
WMT 14 En-De. The proposed multi-pass transformer
does not increase the number of parameters with re-
spect to the original architecture (except in the soft con-
nection case, but only by a negligible amount). All
models thus share the same number of parameters.
4.2 Ablation Study
We first validate various design choices in our pro-
posed architectures. We compare our results with
the performance of the baseline Base Transformer
architecture. This model obtained a BLEU score
of 27.3 in the original paper (Vaswani et al., 2017),
while our reimplementation obtained 27.6.
Comparing routing patterns: As shown in Fig. 4,
several routing patterns can be considered for
reusing features from inner layers in outer lay-
ers. We utilize our default MPT architecture,
which corresponds to the hard MPT architecture
[0, 1, 2, 3, 4, 5], and test its performance on routing
patterns (a), (b), (c), and (d). As we hypothesised
in Section 3.3, Table 1 shows that infusing informa-
tion before the initiation of the residual connection
leads to better performance. Furthermore, feed-
ing the information obtained after the feed-forward
layer is better than the feature obtained after the
self-attention layer. We hypothesize that the feed-
forward layer better fuses the information aggre-
gated from other words. For all other experiments
going forward, we use routing pattern (a).
Effectiveness of Random NAS for hard connec-
tions: As shown in Table 1, random search can
generate hard MPT architectures with significant
variance, which validates the effectiveness of our
carefully designed search space. The performance
difference between the best and worst model is 0.8
(the best model obtains 28.4 while the worst model
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Figure 5: Soft connection weights obtained on the En-
De and En-Fr datasets.
obtains 27.6), which is large. The best model is
the hard MPT architecture with connection pat-
tern [0, 4, 1, 5, 2, 3], which is illustrated in Fig. 3.
By analysing good and bad models, we notice the
following factors may influence the performance.
As seen from the searched network, features from
deeper layer in the inner network should be added
to shallow features in the outer network, which can
increase the longest information path existing in the
model. However, we notice that infusing the final
layer of the inner network to the first layer of the
outer network results in significantly deteriorated
performance; we hypothesize that the existence of
too long a path results in training issues due to
gradient instability. Conversely, performance also
seems to improve when features from shallow lay-
ers in the first network are directly linked to deeper
layers in the outer network. By doing so, our multi-
pass transformer has both long path and short path
information flows, which may be the reason for its
good performance.
Soft connections: Interestingly, we can see that
the performance of the MPT architecture with soft
connections exactly matches that of the best hard
MPT architecture on the En-De dataset, with 28.4.
The optimal weights obtained on the En-De and
En-Fr datasets are shown in Fig. 5. We note that
these optimal weights fit very well with the above
analysis regarding the performance trends in the
hard connection case.
4.3 Comparison with State of the Art
In this section, we compare our best soft and hard
connection architectures with state-of-the-art exten-
sions of the base transformer with similar settings
on both the En-De and En-Fr datasets. For the En-
Fr dataset, we train the soft MPT architecture, as
well as the hard MPT architecture with the best
connection pattern searched on the En-De dataset.
Results are reported in Table 2. Interestingly, both
Model BLEU Params ×106
EN-DE EN-FR EN-DE EN-FR
Base Transformer (BT) (Vaswani et al., 2017) 27.3 38.1 61.2 111.4
Large Transformer (Vaswani et al., 2017) 28.4 41.8 213.0 310.9
The Evolved Transformer (ICML 2019) (So et al., 2019) 28.2 41.3 64.1 221.2
Sentential Context Max Pooling (ACL 2019) (Wang et al., 2019) 27.6 106.9
Sentential Context Attention (Wang et al., 2019) 27.8 107.9
Deep Sentential Context RNN (Wang et al., 2019) 28.3 40.3 114.3 114.3
Linear Combination + BT (ACL 2019) (Dou et al., 2019) 27.7 102.7
Dynamic Combination + BT (Dou et al., 2019) 28.3 113.2
Dynamic Routing + BT (Dou et al., 2019) 28.2 125.8
EM Routing + BT (Dou et al., 2019) 28.8 144.8
MSC Base Transformer (BT) (Wei et al., 2020) 27.7 73.0
6-layer Base Transformer (BT) 27.6 61.2
6+6-layer (tied weihts) Base Transformer (BT) 27.8 61.2
12-layer Base Transformer (BT) 28.5 79.8
MP Transformer [0,4,1,5,2,3] (Proposed) 28.4 41.8 61.2 111.4
MP Transformer [Soft Connections] (Proposed) 28.4 41.6 61.2 111.4
Table 2: Comparison with other state-of-the-art methods on English WMT14 En-De and En-Fr datasets. To com-
pare with simple deep layer structures, a fully unconstrained 12-layer BT and with a model simply concatenating
two 6-layer BTs with tied weights (but without feeding the original input to the 7th layer nor allowing extra direct
connections between layers 1-6 and 7-12 as we propose) were tested for En-De.
our architectures outperform all other models while
using less parameters. We also observe that the best
hard connection pattern found on En-De general-
izes well to En-Fr, and even outperforms the soft
connection architecture on that dataset. We now
give more detailed accounts regarding how each of
the other models relates to our proposed models.
The Evolved Transformer (So et al., 2019): The
evolved transformer performs architecture search
on a much larger search space than us by using an
evolutionary algorithm. An extensive architecture
search is performed on the size of the self-attention
heads, the number of layers, different cascades
between convolution and self-attention, and dense-
residual fusion and architecture search is performed
jointly on the encoder and decoder. The evolved
transformer involves a much larger search space
than our multi-pass transformer. In the proposed
hard MPT architecture, we only perform random
search on a much more restricted but carefully de-
signed search space. The soft MPT architecture
does not even need architecture search, directly
estimating the best continuous connection pattern.
Both our architectures can achieve better perfor-
mance than the evolved transformer as shown in
Table 2, which validates the effectiveness of our
proposed multi-pass transformer.
Sentential Context Transformer (Wang et al.,
2019): The sentential context transformer proposes
to fuse features from all layers in the encoder net-
work by a simple fusion approach like addition, re-
current fusion, concatenation, or attention. Due to
the simplicity of the proposed approaches, only par-
tial information in the features from all layers can
be captured. Furthermore, operators like concate-
nation and recurrent neural network significantly
increase the number of parameters as seen in Ta-
ble 2. Our proposed models can achieve much
better performance than the sentential model with
much fewer parameters as shown in Table 1.
Dynamic Layer Aggregation (DLA) (Dou et al.,
2019): DLA shares the same design concept
with the sentential context transformer by utiliz-
ing multi-layer information fusion, but proposes
a much more efficient mechanism for layer infor-
mation aggregation by utilizing the expectation-
maximization (EM) algorithm. The EM-based
routing-by-agreement algorithm achieves signifi-
cantly better performance. However, the model has
almost double the number of parameters compared
to our models as shown in Table 2. We consider dy-
namic layer aggregation as an orthogonal direction
with respect to our proposed MPT, and we plan to
combine the two approaches in the future.
Multiscale Collaborative Deep Models
(MSC) (Wei et al., 2020): In order to easily
optimize parameters when training very deep NMT
models, MSC applied a block-scale collaboration
mechanism exploiting shortcut connections
propagating gradients from the lower levels of the
encoder to the decoder. To enhance source repre-
sentations with spatial dependencies by contextual
collaboration, Gated Recurrent Units (GRUs)
were applied to summarize state information from
the lower encoder blocks. Although the MSC
with 6 layers (base) achieves 27.68 BLEU with
73M parameters, the performance is lower than
MPTs 28.4 BLEU while requiring 1.2 times larger
memory than MPT’s 61.2M parameters.
5 Discussion
Our main goal is to maximize performance without
increasing memory consumption, and we show that
MPT can achieve comparable performance with
SOTA methods while having a much lower memory
consumption.
Although much deeper models can achieve
higher BLEU scores, more memory consumption is
required. Even if a 12-layer BT could achieve sim-
ilar performance, MPT would still be better than
such a deeper BT in terms of memory consumption
as shown in Table 2. To compare MPT with deeper
networks, a fully unconstrained 12-layer BT and
with a 6+6-layer model simply concatenating two
6-layer BTs with tied weights (but without feed-
ing the original input to the 7th layer nor allowing
extra direct connections between layers 1-6 and
7-12 as we propose) were tested on EN-DE. The
unconstrained 12-layer BT obtained comparable
performance to our method, with 28.5 BLEU, but
using twice larger memory consumption for the en-
coder. The concatenated 6+6 layer model with tied
weights obtained 27.8 without an improvement.
The best number of passes for MPT needs to be
examined. We did evaluate a 3-pass transformer,
and found it performed comparably with 2-pass on
EN-DE, with 28.4 BLEU. We applied 2-pass to
all experiments in the paper. MPT can be applied
to other tasks such as automatic speech recogni-
tion and the best number of passes may be task-
dependent.
6 Conclusion
We proposed a multi-pass transformer for efficient
multi-stage fusion of self-attention features, and
explored both soft and hard connection variants,
using random architecture search for the latter.
Multi-pass transformer can achieve comparable
performance with Large Transformer while using
the same number of parameters as Base Trans-
former. Our proposed multi-pass architecture can
also be used with other architectures such as LSTM
and CNN. Future work includes testing the perfor-
mance of our approach on new architectures and
tasks such as language understanding. We will also
explore other orthogonal research directions such
as efficient multiple layer aggregation, dynamic
routing, and dense connection.
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