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On the occasion of reporting on my paper [l] at the University of Wiscon- 
sin, I found supplementary information on the subject. Hence the present 
note, which can be read without much reference to its predecessor-however, 
I do not pause for introduction and motivation, which are the same as in [l]. 
An appendix concerns errata. 
6. THE ROTATION OF A SINGLE SPECTRAL SUBSPACE 
Let A be a bounded self-adjoint operator on a hilbert space Z; let P 
and P be complementary projectors reducing A, assume the spectra of the 
restrictions of A to PX and ps are contained in disjoint closed intervals. 
If H is a bounded self-adjoint perturbation which is not too large relative 
to the gap in the spectrum of A, then A + H will have spectral projectors P’, 
P’ corresponding in a natural way to P, P. One may seek bounds upon 
the amount of rotation of P. That is, how far can P’ be from P? 
Such a bound was given in Theorem 5.1 [I], with a best-possible con- 
stant, but with an unnatural definition of the amount of rotation. The desired 
result was conjectured in Remark 2 following the theorem. It is proved 
here, and the restriction to finite-dimensional X is removed. 
The spectrum of A restricted to PZ will be assumed c [I, co), and the 
spectrum of A restricted to p&+ will be assumed G (- co, - I]; this is 
an inessential normalization. Thus 
P(A - 1) P 3 0, &A + 1) P < 0. 
The hypothesis will be a bound on // H // = 6. (This would have to be 
multiplied by a suitable constant if one replaced the gap (- 1, 1) between 
the spectra of the parts of A by some interval of different length.) It is 
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clear what subspace should be compared to P: the spectral projector of 
A + H corresponding to [0, co) will be called P’, so that 
P’(A + H)P’>,O, p’(A+H)P’<O 
-the vectors of P’Z are those which spectrally “resemble” those of PZ. 
I use the most customary measure of the separation between PZ and P’?x?: 
namely, 0, the supremum of the acute angle between x and Px, for 
x = P’x # 0. We have [2] 
sin2 0 = sup { // Px II2 : x = P’x & Ij x II = l} 
= sup {(PFP’X, x) : II x Ij = l} 
= 11 P’PP’ II = [/ P’PP’ + P’PP’ j/ (6.1) 
THEOREM 6.1. Let A, P, 6, 0 be dejined as above. Assuming 6 < 1, then 
sin 28 < S. Assuming instead PHP + PHp = 0, then tan 20 < 6. Both 
inequalities are sharp. 
PROOF. The general case can be reduced to the case where all operators 
have only point spectrum (a case which always occurs when & is finite- 
dimensional); I will refer to this reduction as “Step 1.” The pure-point- 
spectrum case is reduced to the two-dimensional case in “Step 2.” “Step 3” 
proves the theorem in two-dimensional space. 
I will postpone Step 1 till the last. 
By the remarks above (6.1), what is to be proved is really a bound on the 
norm of the positive-definite operator P’PP’. I f  this operator has only 
point spectrum, then its norm sin2 0 is its largest eigenvalue. 
Step 2. Assume, then, that x E P’s satisfies 
llx II = 1 and P’PP’x = sin2 e x, 
so that 
P’PP’X = COG e x and 11 px 11 = cos 8. 
Let Q be the projector onto the two-dimensional subspace spanned by x, Px, 
Px =: x - Px. 
(For completeness, the possibility that this subspace is only one-dimen- 
sional should be ruled out. Now x = Px is possible but gives 0 = 0, which 
implies the desired conclusion. Suppose if possible that x = px; that is, 
(Ax, x) < - 1. Because x = P’x, we have ((A + H) x, x) > 0. Subtracting 
inequalities, (Hx, x) > 1. If  the hypothesis is 11 H ]I < 1, this is impossible. 
If  on the other hand the hypothesis is PHP + PHp = 0, then for x = px 
we have 
(Hx, x) = (PHpx, x) = - (PHPx, x) = 0, 
again a contradiction.) 
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Because QP is spanned by eigenvectors of P (viz., Px and px), we know 
that Q t) P. But also Q t+ P’, because QS is equally well spanned by x 
and P’Px, which are eigenvectors of P’. The nonobvious part of this assertion 
is P’Px E&Z, which is true because 
PIP, = Px - P’PP’X = Px - CO82 ex E QS. 
Therefore QPQ and QP’Q are projectors. 
Represent vectors and operators of QZ with respect to the basis vectors 
cos e 
Px= 0 
i 1 
and px = fsiz e) . 
Because Q t) P, it follows from 
A=PAP+PAP (PAP 3 P, PAP < - p) 
that 
QAQ = (2 z,j bl a 1, u2 G - 1). 
Because Q t) P’, it follows in exactly the same way from 
A+H=P’(A+H)P’+&A+H)p’ 
(P’(A + H) P’ > 0, p’(A + H) P’ < 0) 
that Q(A + H)Q has spectral projectors QP’Q and QP’Q corresponding to 
nonnegative and nonpositive spectrum respectively. This means x is an 
eigenvector of Q(A + H)Q, with eigenvalue A 3 0. If  QHQ has (on QX’) 
the matrix ((&)), this will be written 
(6.2) 
The fact that 11 QHQ I/ < /I H 11 tells us, first, that the hypothesis 
1) H 1) < 1 for SF implies the corresponding hypothesis for QZ, and second, 
that if the bound in either part of the theorem is proved for 2-space it can 
be carried back from QX to 3E”. It remains to consider the hypothesis 
PHP + PHp = 0; this, because P t) Q, implies the corresponding state- 
ment for QHQ, to wit, h,, = h,, = 0. 
This completes the reduction to the two-dimensional case. 
Step 3. Though the above reasoning mostly does not occur in Theorem 
5.1 [l], Eq. (6.2) does. Indeed, the statements of Theorems 5.1 and 6.1 
are evidently equivalent in the two-dimensional case; and I have chosen the 
notations above so that the proof now called for can be quoted word-for- 
word from [l] (the passage beginning at Eq. (5.1)). 
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Step 1. This is a technical question of a sort frequently encountered. In 
this case the convenient device is the space of approximate proper vectors 
[3]; (cf. [4]). One can construct a mapping p taking all bounded operators 
on X into the bounded operators on a larger hilbert space, satisfying the 
following conditions. 
(1) p is an isomorphism: that is, it preserves algebraic operations, spectra, 
adjoints, order. Then for any projector P, pP is a projector; etc. 
(2) Every operator of the form pB has only point spectrum. 
Now given A, H, P, P’ as in the theorem, their images under p will have 
all the properties hypothesized too. It has already been noted that 
sin2 0 = /I P’PP’ 11, so a bound on 0 is the same as a bound on the norm of 
a certain operator; and this is preserved under p. Hence proving the conclu- 
sion for p(P’PP’) proves it for P’fiP’. 
This completes the proof of Step 1, and thereby that of the theorem. 
7. A LOWERBOUNDFORTHE CHANGE IN EIGENVALUES 
Hans Schneider noted that Theorem 4.1 [I] is vacuous for a certain broad 
range of cases, and asked whether similar methods would yield inequalities 
which would bear on those cases. In fact this works out readily. Here is 
an exposition in which the previous and the new inequalities are derived 
together. 
Let A be a hermitian matrix with eigenvalues h, , a.., h, , and A + H a 
hermitian matrix with eigenvalues Xi , *a*, h:, . Let V? be the linear function of 
operators defined by GFB = Z P,BP, , where the P, are the projectors on the 
eigenspaces belonging to the respective (distinct) hk . For any operators B, C 
introduce the real Frobenius inner product (B, C) = Re tr (C*B); and the 
norm (not the norm used in 6) 11 B I/ = (B, B)lj2. The hermitian matrices 
now constitute an n2-dimensional real hilbert space 9. 9? is a projector, 
whose range is the set of those hermitian matrices commuting with A. 
As in [l], I simplify by assuming A has simple spectrum and there is a 
natural correspondence between eigenvalues of A and those of A + H. 
(This is a matter of convenience. However, there is an essential assumption, 
concerning the eigenvalue-separation of A + H, which will enter in Theo- 
rem 7.2.) 
The objective is to bound En (hi’ - Q2 in terms of )I %YH /I and I/ %?H 11. 
The result of [l] is, under a certain hypothesis, 
z (hi’ - Q2 3 II %H II2 - II @‘H l12. (7-l) 
The other results below supplement and sharpen this. 
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Let B be the hermitian matrix with the eigenvectors xi of A but the cor- 
responding eigenvalues Xi’ of A -k H. (Note: B # A + H except in the 
trivial case where H tt A.) Then 11 B ~ A /I2 = C(Xi’ - Qz is the quantity 
to be estimated. 
The operation % projects 9 onto a certain subspace %‘9 containing A and 
B. Write C = A + %H; C is the image under g of a matrix (namely A + H) 
which is unitary-equivalent to BEVF. As in [l], I will appeal to the known fact 
that C = &,B, , a convex combination of the unitary-equivalents of B which 
are in 99. Here r runs over the permutations of { 1, ..., n}, B, has eigenvalues 
hi(,) corresponding to eigenvectors xi , while a, 2 0 and &z, = 1. That 
is, C belongs to a certain convex polyhedral body in the n-dimensional 
euclidean space %?9-, having vertices B, which all lie on the sphere of radius 
~1 B I!. For the first theorem of this section I will employ only the trivial 
aspects of the geometrical situation, but the second theorem will require 
detailed examination of the polytope. 
AtH 1 
FIG. 1 
The figure shows the situation. A and C are points of the subspace 279, 
distant // VH I/ from one another. A + His a point lying at distance // S?H I/ 
from C, along a perpendicular to ‘%9. B (like all the B,) lies on the sphere 
about 0 in 9s of radius jj A + H 1) . I f  we are to assert A is far from B 
without knowing where on this sphere B may lie, we have no recourse but 
to bound the distance of A from the sphere, which is ) I/ B 11 - 11 A 11 I. That 
is, we are reduced to applying the triangle inequality to the triangle whose 
vertices are 0, A, B. It is clear that if /I VH 11 is small this is the best we can 
hope for anyhow. It yields the following. 
THEOREM 7.1. With the notations of this section, 
I/B - A II B d(ll A II - II gH II>” + II @‘H II2 - II A II . (7.2) 
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PROOF. 
(II B - A II + II A II)” 2 II B II2 = II A + H II2 = II A + VH + @:H 11’ 
= II A + VEI /I2 + II @H /I2 (7.3) 
because the Pythagorean relation holds between %?H 1 +ZF and 
A+VHE~E 
For fixed A and II %H 11, this is evidently minimized when VH is a negative 
multiple of A; this gives the conclusion. 
REMARK 1. The theorem remains true if, in the right member of (7.2), 
A is replaced by A - r. The real number 7 may be chosen arbitrarily; to 
obtain the sharpest inequality, choose r = tr A. The proof is essentially 
familiar and I omit it. 
REMARK 2. The theorem, though trivial, has some interest, for it gives 
inform,ation when /I VH /I is small and this is the case where (7.1) gives 
none. 
REMARK 3. (7.2), or rather its improvement in Remark I, may be 
“best possible.” Specifically, I conjecture that, for arbitrary A with tr A = 0, 
there exists H = 9?H such that equality holds in (7.2). Note that one can not 
be disappointed at an estimate whose expansion in powers of I/ %?H I/ lacks 
first-order terms; for if U(t) is a unitary group, and we consider U(t)* AU(t) 
as A -f H in the present context, we have B - A = 0, VH = O(P), 
@H = 0(t). 
Now let us see whether more can be done without analyzing the polytope 
of the B, discussed above. If  /I A + H 11 < II A II (which of course may 
happen) then the argument of Theorem 7.1, relying on 
II B - A II 3 II B II - II A II > 
gives no information, so we might seek to base an estimate upon 
II 13 - A II 2 II A II - II B I! . 
This does not work. Whatever the given A, 11 VH I/, and /j %?H 11, it is possible 
to choose H so that II B /I > II A 11; that is, 11 A 11 - 11 B jj can never be given 
a lower bound. 
Accordingly, let us examine more closely the relative positions in %Y= of 
the vectors A (given), C (= A + VH), and B. To fix the angle between 
A and VH is equivalent to fixing 11 C 11, and-by the fact observed in (7.3) 
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that 11 B II2 = 11 C iI2 + /I @H 112-also equivalent to fixing II B I/. For 
each possible value of // C 11, then, we have 
(1) in the triangle whose vertices are 0, A, C, all sides have fixed lengths; 
(2) in the triangle whose vertices are 0, B, C, two of the sides (B and C) 
have fixed length; denote the length of the side B - C by 7, and the acute 
angle at vertex B by 9; 
(3) in finding how close A and B may be, nothing is lost by assuming these 
two triangles are coplanar (that is, that A, B, C are linearly dependent). 
The law of cosines in the second triangle, together with (7.3), gives 
0 = - I/ C II2 + II B II2 + q2 - 2 II B II rl ~0s 9~ 
= /I +?H iI2 + r12 - 2q (7.4) 
where 
K = /I B 11 cos rp. 
Now /I B - A j/ could be estimated more precisely, using the above, and 
the following results thereby sharpened, but I have contented myself with 
using the triangle inequality in the triangle whose vertices are A, B, C: 
II B - A II 3 I rl - II %‘H II I . (7.5) 
Though this is an imprecise way to bound /I B - A II , it reduces the remain- 
ing task to great clarity: we need a restriction on the values 7 may assume. By 
(7.4), we may proceed by restricting K below, or by restricting p above. 
This is where I use the fact, cited at the outset, that C lies within the 
convex polytope whose vertices are the B, . Consequently, the angle y 
assumes its maximum value when C is equal to one of the vertices B, nearest 
B. Now when is 
II R, - B II2 = 2 KG, - U” 
z 
a minimum ? Clearly this will be when rr interchanges two eigenvalues which 
are as close as possible in value, but leaves all other eigenvalues fixed. Denote 
the minimum separation between any two eigenvalues of A + H by d2g 
(this notation departs from [l]). Th en if 7r is such a minimizing permutation, 
II B,, - B 11 = 2g. The maximum possible value of ~JY (for fixed /I B 11) is the 
base angle of the isosceles triangle whose vertices are 0, B, B,,; but there, 
K = /I B I/ cos v = g. Inserting the restriction K > g into (7.4) gives, after 
elementary computations, 
(7 -g)” 32 - II @:H II’. 
This together with (7.5) gives at once the following result. 
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THEOREM 7.2. With the notations of this section, 
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II B - A II >, l/g2 - II VH II2 - I g - II VH II I . 
As a corollary, I will now reprove (7.1), under the hypothesis that H is 
not too large compared to the eigenvalue-separation-specifically, that 
]I VH jl < g. (This is the same hypothesis made in the previous paper.) 
All that is needed is to deduce fromg >, 11 gH Ij the inequality 
dg2 - 11 @Hl/2 -g + (I VH II > d/l1 VH II2 - /I @H l12. 
This is elementary; it reduces indeed to the assertion that for positive 
arguments 5, the function d/52 - II %?H II2 has difference quotients 3 1. 
APPENDIX: ERRATA IN [l] 
1. I apologize for my oversight in saying that the idea of Kato’s paper [5] 
was applied to eigenvectors only subsequently. As I have since been reminded, 
such application is made in Kato’s paper. 
2. On p. 168, second paragraph, for “smaller” read “greater.” 
3. There are several clerical errors at the top of p. 170. Though this 
passage is, if you like, superseded by Section 7 of the present paper, 
I will give the corrections. In the first sentence on p. 170, omit the words 
“fix B and C (hence @H) and”. The third sentence on that page should read 
as follows: It is clear that, %‘H being variable with norm at most y/&?, this 
will be minimized, for fixed B and C, when 
VH z ‘(’ - B, 11 B - C 11-l. 
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