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The weighted star discrepancy of Korobov’s p-sets
Josef Dick∗and Friedrich Pillichshammer†
Abstract
We analyze the weighted star discrepancy of so-called p-sets which go back to
definitions due to Korobov in the 1950s and Hua and Wang in the 1970s. Since then,
these sets have largely been ignored since a number of other constructions have been
discovered which achieve a better convergence rate. However, it has recently been
discovered that the p-sets perform well in terms of the dependence on the dimension.
We prove bounds on the weighted star discrepancy of the p-sets which hold
for any choice of weights. For product weights we give conditions under which
the discrepancy bounds are independent of the dimension s. This implies strong
polynomial tractability for the weighted star discrepancy. We also show that a very
weak condition on the product weights suffices to achieve polynomial tractability.
Keywords: Weighted star discrepancy, p-sets, (strong) tractability, quasi-Monte
Carlo. MSC 2000: 11K38, 65C05.
1 Introduction
For an N -element point set P = {x0, . . . ,xN−1} in the s-dimensional unit cube [0, 1)s the
discrepancy function ∆ is defined by
∆(α1, . . . , αs) :=
AN (
∏s
i=1[0, αi))
N
− α1 · · ·αs
for 0 < α1, . . . , αs ≤ 1. Here AN(E) denotes the number of indices n ∈ {0, 1, . . . , N − 1},
such that xn belongs to the set E. By taking the sup norm of this function, we obtain
the star discrepancy
D∗N(P) = sup
z∈[0,1]s
|∆(z)|
of the point set P.
The motivation for the definition of the star discrepancy comes from quasi-Monte Carlo
integration 1
N
∑N−1
n=0 f(xn) ≈
∫
[0,1]s
f(x) dx of functions over the s-dimensional unit cube
[0, 1]s. There one requires point sets P which are very well distributed. In many cases
the quality of the distribution of a point set is measured by the star discrepancy D∗N(P),
∗J. D. is supported by a QEII Fellowship of the Australian Research Council.
†F.P. is supported by the Austrian Science Fund (FWF): Project F5509-N26, which is a part of the
Special Research Program “Quasi-Monte Carlo Methods: Theory and Applications”.
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which is intimately linked to the worst-case error of quasi-Monte Carlo integration via the
well known Koksma-Hlawka inequality∣∣∣∣∣
∫
[0,1]s
f(x) dx− 1
N
N−1∑
n=0
f(xn)
∣∣∣∣∣ ≤ D∗N(P)V (f),
where V (f) is the variation of f in the sense of Hardy and Krause. See, for example,
[5, 7, 10, 11, 15] for more information.
At the end of the 1990s Sloan and Woz´niakowski [21] (see also [1, 18]) introduced the
notion of weighted discrepancy and proved a “weighted” Koksma-Hlawka inequality. The
idea is that in many applications some projections are more important than others and
that this should also be reflected in the quality measure of the point set.
We start with some notation which goes back to the paper [21]: let [s] = {1, 2, . . . , s}
denote the set of coordinate indices. For u ⊆ [s], u 6= ∅, let γu be a nonnegative real
number (the weight corresponding to the group of variables given by u), |u| the cardinality
of u, and for a vector z ∈ [0, 1]s let zu denote the vector from [0, 1]|u| containing the
components of z whose indices are in u. By (zu, 1) we mean the vector z from [0, 1]
s with
all components whose indices are not in u replaced by 1.
Definition 1 For an N -element point set P in [0, 1)s and given weights γ = {γu : ∅ 6=
u ⊆ [s]}, the weighted star discrepancy D∗N,γ is given by
D∗N,γ(P) = sup
z∈[0,1]s
max
∅6=u⊆[s]
γu|∆(zu, 1)|.
If γu = 1 for all u ⊆ [s] (or γ[s] = 1 and γu = 0 for u ( [s]), then the weighted star
discrepancy coincides with the classical star discrepancy.
The most popular and studied weights in literature are so-called product weights which
are weights of the form γu =
∏
j∈u γj, for ∅ 6= u ⊆ [s], where the γj’s are positive reals,
the weights associated with the jth component. See, for example, [1, 21]. We assume
throughout the paper that the weights γj are non-increasing, i.e., γ1 ≥ γ2 ≥ γ3 ≥ . . ..
Tractability
The dependence on the dimension is the subject of tractability studies [17, 18, 19]. We
introduce the necessary background in the following.
For s,N ∈ N the N th minimal weighted star discrepancy is
discγ(N, s) = inf
P⊆[0,1)s
#P=N
D∗N,γ(P).
We would like to have a point set in the s-dimensional unit cube with weighted star
discrepancy of at most ε ∈ (0, 1) and we are looking for the smallest cardinality N of a
point set such that this can be achieved. For ε ∈ (0, 1) and dimension s ∈ N we define
the information complexity
Nmin(ε, s) := min{N ∈ N : discγ(N, s) ≤ ε},
which is sometimes also called the inverse of the weighted star discrepancy.
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Definition 2 1. We say that the weighted star discrepancy is polynomially tractable,
if there exist nonnegative real numbers C, α and β such that
Nmin(ε, s) ≤ Csαε−β (1)
holds for all dimensions s ∈ N and for all ε ∈ (0, 1). The infima over all α, β > 0
such that (1) holds are called the s-exponent and the ε-exponent, respectively, of
polynomial tractability.
2. We say that the weighted star discrepancy is strongly polynomially tractable, if there
exist nonnegative real numbers C and α such that
Nmin(ε, s) ≤ Cε−α (2)
holds for all dimensions s ∈ N and for all ε ∈ (0, 1). The infimum over all α > 0
such that (2) holds is called the ε-exponent of strong polynomial tractability.
Polynomial tractability means that there exists a point set whose cardinality is poly-
nomial in s and ε−1 such that the weighted star discrepancy of this point set is bounded
by ε. Polynomial tractability and strong polynomial tractability for the classical star
discrepancy are defined in the same manner as in the weighted case.
An excellent survey on tractability of different notions of discrepancy can be found in
the paper [16] or in the books [17, 18, 19] which perfectly summarize the current state of
the art in tractability theory.
Results on the weighted star-discrepancy
We provide an informal description of our results. The details are given in Section 3. We
study three kinds of point sets in the unit cube which go back to Korobov, and Hua and
Wang, and which are sometimes called the “p-sets”. The advantage of these point sets
is that their constructions are very easy (see Section 2 for details). As an example, one
of these p-sets is given by the points ({n/p}, {n2/p}, . . . , {ns/p}) for n = 0, 1, . . . , p − 1,
where p is a prime number, and where {x} = x− ⌊x⌋ denotes the fractional part of x for
positive real numbers x.
For simplicity we restrict ourselves to product weights. Results for general weights
are given in Section 3. In this paper we show that if the product weights γ = {∏j∈u γj}
satisfy
∞∑
j=1
γj <∞,
then for any 0 < δ < 1/2 there exists a constant c
(1)
γ,δ > 0 which depends only on γ and
δ but not on the number of points N and the dimension s, such that Korobov’s p-sets P
satisfy
D∗N,γ(P) ≤ c(1)γ,δ
1
N1/2−δ
.
This implies strong polynomial tractability. If there exists a real number t > 0 such that
the product weights γ = {∏j∈u γj} satisfy
∞∑
j=1
γtj <∞,
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then for any 0 < δ < 1/2 there exists a constant c
(2)
γ,δ,t > 0 which depends only on γ, δ and
t, but not on the number of points N and the dimension s, such that Korobov’s p-sets P
satisfy
D∗N,γ(P) ≤ c(2)γ,δ,t
s
N1/2−δ
.
In this case we have polynomial tractability.
Literature review
To put our results into context, we provide a review of known results. From Heinrich,
Novak, Wasilkowski, and Woz´niakowski [12] it is known that for any number of points N
and dimension s there exists a point set PN,s ⊆ [0, 1)s, such that
D∗N(PN,s) ≤ C
√
s
N
(3)
for some constant C > 0. Hence the classical star discrepancy is tractable with s-exponent
at most one and ε-exponent at most two. It was further shown in [12] that the inverse
of the classical star discrepancy is at least cs log ε−1 with an absolute constant c > 0 for
all ε ∈ (0, ε0] and s ∈ N. This lower bound was improved by Hinrichs [13] to csε−1 with
an absolute constant c > 0 for all ε ∈ (0, ε0] and s ∈ N. From these results it follows,
that the classical star discrepancy cannot be strongly polynomially tractable. We stress
that all mentioned results are non-constructive. A first constructive approach is given in
[6]. However here for given s and ε the authors can only ensure a running time for the
construction algorithm of order Csss(log s)sε−2(s+2) which is too expensive for practical
applications.
The bound (3) can be interpreted as having product weights (γj) for which γj = 1 for
all j. In comparison, to achieve polynomial tractability in our result, we require that for
product weights we have
∑∞
j=1 γ
t
j <∞ for some arbitrarily large real number t > 0. Note
that [12] only show an existence result, whereas our result is completely constructive.
We recall some known results for the weighted star discrepancy. The first result was
shown in [14] (see also [5, 18] for a summary).
Theorem 1 (Hinrichs, Pillichshammer, Schmid) There exists a constant C > 0
with the following property: for given number of points N and dimension s there exists
an N-element point set P in [0, 1)s such that
D∗N,γ(P) ≤ C
1 +
√
log s√
N
max
∅6=u⊆[s]
γu
√
|u|. (4)
Note that the point set P from Theorem 1 is independent of the choice of weights. The
result is a pure existence result. Under very mild conditions on the weights Theorem 1
implies polynomial tractability with s-exponent zero. See [14] for details.
For product weights we have the following result which is taken from [3] (see also [4,
Corollary 8] and [5, Corollary 10.30]):
Theorem 2 (Dick, Leobacher, Pillichshammer) For every prime number p, every
m ∈ N and for given product weights (γj)j≥1 with
∑
j γj <∞ one can construct (component-
by-component) a pm-element point set P in [0, 1)s such that for every δ > 0 there exists a
4
quantity Cγ,δ > 0 with the property
D∗pm,γ(P) ≤
Cγ,δ
pm(1−δ)
.
Note that the point set P from Theorem 2 depends on the choice of weights. The
result implies that the weighted star discrepancy is strongly polynomially tractable with
ε-exponent equal to one, as long as the weights γj are summable. See [3, 4, 5, 14] for
more details.
The next result is about Niederreiter sequences in prime-power base q. For the defi-
nition of Niederreiter sequences we refer to [5, 15]. The following result is [23, Lemma 1]:
Lemma 1 (Wang) For N ∈ N let P be the first N-elements of a Niederreiter sequence in
prime-power base q. For u ⊆ [s] we denote by Pu the |u|-dimensional point set consisting
of the projections of the elements of P onto the coordinates which belong to u. Then we
have
D∗N (Pu) ≤
1
N
∏
j∈u
(Cj log(j + q) log(qN)),
where C > 0 is an absolute constant which is independent of u and s.
Similar results can be shown for Sobol’ sequences and for the Halton sequence (see
[22, 23]). From this result one obtains:
Theorem 3 For the weighted star discrepancy of the first N elements P of an s-dimensional
Niederreiter sequence in prime-power base q we have
D∗N,γ(P) ≤
1
N
max
∅6=u⊆[s]
γu
∏
j∈u
(Cj log(j + q) log(qN)).
In the case of product weights one can easily deduce from Theorem 3 that the weighted
star discrepancy of the Niederreiter sequence can be bounded independently of the di-
mension whenever the weights satisfy
∑
j γjj log j < ∞. This implies strong polynomial
tractability with ε-exponent equal to one. (The same result can be shown for Sobol’ se-
quences and for the Halton sequence).
A comparison of the results presented in this section with the new results will be given
at the end of Section 3.
2 Korobov’s p-sets
Let p be a prime number. We consider the following point sets in [0, 1)s:
• Let Pp,s = {x0, . . . ,xp−1} with
xn =
({
n
p
}
,
{
n2
p
}
, . . . ,
{
ns
p
})
for n = 0, 1, . . . , p− 1.
The point set Pp,s was introduced by Korobov [9] (see also [20, Section 4.3]).
5
• Let Qp2,s = {x0, . . . ,xp2−1} with
xn =
({
n
p2
}
,
{
n2
p2
}
, . . . ,
{
ns
p2
})
for n = 0, 1, . . . , p2 − 1.
The point set Qp,s was introduced by Korobov [8] (see also [20, Section 4.3]).
• Let Rp2,s = {xa,k : a, k ∈ {0, . . . , p− 1}} with
xa,k =
({
k
p
}
,
{
ak
p
}
, . . . ,
{
as−1k
p
})
for a, k = 0, 1, . . . , p− 1.
Note that Rp2,s is the multi-set union of all Korobov lattice point sets with modulus
p. The point set Rp2,s was introduced by Hua and Wang (see [20, Section 4.3]).
Hua and Wang [20] called the point sets Pp,s, Qp2,s and Rp2,s the p-sets.
3 The weighted star discrepancy of the p-sets
The classical (i.e. unweighted) star discrepancy of the p-sets is studied in [20, Theorem
4.7-4.9]. Here we consider the weighted star discrepancy.
Theorem 4 Let p be a prime number. For arbitrary weights γ = {γu : ∅ 6= u ⊆ [s]} we
have:
D∗p,γ(Pp,s) ≤
2√
p
max
∅6=u⊆[s]
γu(max u) (4 log p)
|u| ,
D∗p2,γ(Qp2,s) ≤
3
p
max
∅6=u⊆[s]
γu(max u) (6 log p)
|u| , and
D∗p2,γ(Rp2,s) ≤
2
p
max
∅6=u⊆[s]
γu(max u) (4 log p)
|u| .
The proof of Theorem 4 will be given in Section 4.2.
Note that the point sets Pp,s,Qp2,s and Rp2,s from Theorem 4 are independent of the
choice of weights.
Now we consider product weights and study tractability properties. Let γu =
∏
j∈u γj
where γj > 0 for j ∈ N and γ1 ≥ γ2 ≥ γ3 . . ..
Theorem 5 Assume that the weights γj are non-increasing.
1. If
∞∑
j=1
γj <∞,
then for all δ > 0 there exist quantities c′γ,δ, c
′′
γ,δ, c
′′′
γ,δ > 0, which are independent of
p and s, such that
D∗p,γ(Pp,s) ≤
c′γ,δ
p1/2−δ
,
D∗p2,γ(Qp2,s) ≤
c′′γ,δ
p1−δ
, and
D∗p2,γ(Rp2,s) ≤
c′′′γ,δ
p1−δ
.
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2. If there exists a real number t > 0 such that
∞∑
j=1
γtj <∞,
then for all δ > 0 there exist quantities c′γ,δ,t, c
′′
γ,δ,t, c
′′′
γ,δ,t > 0, which are independent
of p and s, such that
D∗p,γ(Pp,s) ≤
c′γ,δ,t s
p1/2−δ
,
D∗p2,γ(Qp2,s) ≤
c′′γ,δ,t s
p1−δ
, and
D∗p2,γ(Rp2,s) ≤
c′′′γ,δ,t s
p1−δ
.
The proof of Theorem 5 will be given in Section 4.3.
Note that the results in Point 1. of Theorem 5 imply strong polynomial tractability for
the weighted star discrepancy. We show this for the p-set Pp,s. Assume that
∑
j γj <∞.
Fix δ > 0. For ε > 0, let p be the smallest prime number that is larger or equal to
⌈(cγ,δε−1) 21−2δ ⌉ =: M . Then we have D∗p,γ(Pp,γ) ≤ ε and hence
Nmin(ε, s) ≤ p < 2M = 2⌈(cγ,δε−1) 21−2δ ⌉,
where we used Bertrand’s postulate which tells us thatM ≤ p < 2M . Hence the weighted
star discrepancy is strongly polynomially tractable with ε-exponent at most 2.
In the same way, the results in Point 2. of Theorem 5 imply polynomial tractability
for the weighted star discrepancy. We show this for Pp,s. Assume that
∑
j γ
t
j < ∞ for
some t > 0. Fix δ > 0. For ε > 0, let p be the smallest prime number that is larger or
equal to ⌈(scγ,δ,tε−1) 21−2δ ⌉ =: M . Then we have D∗p,γ(Pp,s) ≤ ε and hence
Nmin(ε, s) ≤ p < 2M = 2⌈(scγ,δ,tε−1) 21−2δ ⌉,
where we used again Bertrand’s postulate which tells us that M ≤ p < 2M . Hence the
weighted star discrepancy is polynomially tractable with s-exponent and ε-exponent at
most 2.
With the following table we put the result from Theorem 5 into the context of the
known results from Section 1. The second column “point set P” gives information about
the point set, the column “P = P(γ)” indicates whether the point set depends on γ or
not, the column “SPT” displays the conditions on product weights under which strong
polynomial tractability is achieved and the last column “ε-exponent” displays the respec-
tive ε-exponents of strong polynomial tractability.
point set P P = P(γ) SPT ε-exponent
Theorem 1 existence NO not possible –
Theorem 2 CBC YES
∑
j γj <∞ 1
Theorem 3 explicit NO
∑
j γjj log j <∞ 1
Theorem 5 explicit NO
∑
j γj <∞ ≤ 2
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4 The proofs
4.1 Auxiliary results
For M ∈ N, M ≥ 2, put C(M) = (−M/2,M/2] ∩ Z and Cs(M) = C(M)s the s-fold
Cartesian product of C(M). Further we write C∗s (M) = Cs(M) \ {0}. For h ∈ C(M)
put r(h) = max(1, |h|) and for h = (h1, . . . , hs) ∈ Cs(M) put r(h) =
∏s
j=1 r(hj). The
following result is from Niederreiter [15, Theorem 3.10] (in a slightly simplified form).
Lemma 2 (Niederreiter) For integers M,N ≥ 2 and y0, . . . ,yN−1 ∈ Zs, let P =
{x0, . . . ,xN−1} be the N-element point set consisting of the fractional parts xn = {yn/M}
for n = 0, . . . , N − 1. Then we have
D∗N(P) ≤
s
M
+
1
2
∑
h∈C∗s (M)
1
r(h)
∣∣∣∣∣ 1N
N−1∑
n=0
exp(2πih · yn/M)
∣∣∣∣∣ ,
where “·” denotes the usual inner-product in Rs and where i = √−1.
Now we extend this result to the weighted star discrepancy:
Lemma 3 For integers M,N ≥ 2 and y0, . . . ,yN−1 ∈ Zs, let P = {x0, . . . ,xN−1} be the
N-element point set consisting of the fractional parts xn = {yn/M} for n = 0, . . . , N −1.
Then we have
D∗N,γ(P) ≤ max
∅6=u⊆[s]
γu
|u|
M
+ max
∅6=u⊆[s]
γu
∑
h∈C∗
|u|
(M)
1
r(h)
∣∣∣∣∣ 1N
N−1∑
n=0
exp(2πih · yn,u/M)
∣∣∣∣∣ ,
where yn,u ∈ [0, 1)|u| is the projection of yn to the coordinates given by u.
Proof. We have
D∗N,γ(P) = sup
z∈(0,1]s
max
∅6=u⊆[s]
γu|∆P((zu, 1))| ≤ max
∅6=u⊆[s]
γuD
∗
N(Pu),
where Pu = {x0,u, . . . ,xN−1,u} in [0, 1)|u| consists of the points of P projected to the
components whose indices are in u. For any ∅ 6= u ⊆ [s] we have from Lemma 2 that
D∗N(Pu) ≤
|u|
M
+
∑
h∈C∗
|u|
(M)
1
r(h)
∣∣∣∣∣ 1N
N−1∑
n=0
exp(2πih · yn,u/M)
∣∣∣∣∣ ,
and the result follows. ✷
4.2 The proof of Theorem 4
For the proof of Theorem 4 we use results which were already stated in the book of Hua
and Wang [20].
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Lemma 4 Let p be a prime number and let s ∈ N. Then for all h1, . . . , hs ∈ Z such that
p ∤ hj for at least one j ∈ [s] we have∣∣∣∣∣
p−1∑
n=0
exp(2πi(h1n + h2n
2 + · · ·+ hsns)/p)
∣∣∣∣∣ ≤ (s− 1)√p.
Proof. The result follows from a bound from A. Weil [24] on exponential sums which is
widely known as Weil bound. For details we refer to [2]. ✷
Lemma 5 Let p be a prime number and let s ∈ N. Then for all h1, . . . , hs ∈ Z such that
p ∤ hj for at least one j ∈ [s] we have∣∣∣∣∣∣
p2−1∑
n=0
exp(2πi(h1n + h2n
2 + · · ·+ hsns)/p2)
∣∣∣∣∣∣ ≤ (s− 1)p.
Proof. See [20, Lemma 4.6]. ✷
Lemma 6 Let p be a prime number and let s ∈ N. Then for all h1, . . . , hs ∈ Z such that
p ∤ hj for at least one j ∈ [s] we have∣∣∣∣∣
p−1∑
a=0
p−1∑
k=0
exp(2πik(h1 + h2a+ · · ·+ hsas−1)/p)
∣∣∣∣∣ ≤ (s− 1)p.
Proof. Under the assumption that p ∤ gcd(h1, . . . , hs), the number of solutions of the
congruence h1 + h2x + · · · + hsxs−1 ≡ 0 (mod p) in {0, 1, . . . , p − 1} is at most s − 1.
Hence
∣∣∣∣∣
p−1∑
a=0
p−1∑
k=0
exp(2πik(h1 + h2a + · · ·+ hsas−1)/p)
∣∣∣∣∣ =
∣∣∣∣∣∣∣
p−1∑
a=0
h1+h2a+···+hsa
s−1≡0 (mod p)
p
∣∣∣∣∣∣∣
≤ (s− 1)p.
✷
Now we can give the proof of Theorem 4:
Proof. • We consider Pp,s: Here xn is of the form xn = {yn/M}, where yn =
(n, n2, . . . , ns) ∈ Zs and M = p.
For ∅ 6= u ⊆ [s] we obtain from Lemma 4
∑
h∈C∗
|u|
(p)
1
r(h)
∣∣∣∣∣1p
p−1∑
n=0
exp(2πih · yn,u/p)
∣∣∣∣∣ ≤ 1p
∑
h∈C∗
|u|
(p)
1
r(h)
(max u− 1)√p
≤ max u√
p
(1 + Sp)
|u| ,
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where Sp =
∑
h∈C∗1 (p)
|h|−1. A straight-forward estimate gives
Sp ≤ 2
⌊p/2⌋∑
h=1
1
h
≤ 2
(
1 +
∫ p/2
1
dt
t
)
= 2(1 + log(p/2)). (5)
Hence we obtain
∑
h∈C∗
|u|
(p)
1
r(h)
∣∣∣∣∣1p
p−1∑
n=0
exp(2πih · yn,u/p)
∣∣∣∣∣ ≤ max u√p (2 + 2 log(p/2))|u| ,
Inserting this into Lemma 3 gives
D∗p,γ(Pp,s) ≤ max
∅6=u⊆[s]
γu
|u|
p
+ max
∅6=u⊆[s]
γu
max u√
p
(2 + 2 log(p/2))|u|
≤ 2√
p
max
∅6=u⊆[s]
γu(max u) (4 log p)
|u| .
• We considerQp2,s: Here xn is of the form xn = {yn/M}, where yn = (n, n2, . . . , ns) ∈
Zs. Let M = p2.
For h = (hj)j∈u ∈ Z|u| we write p|h if p|hj for all j ∈ u and p ∤ h if this is not the
case.
For ∅ 6= u ⊆ [s] we obtain from Lemma 5
∑
h∈C∗
|u|
(p2)
1
r(h)
∣∣∣∣∣∣
1
p2
p2−1∑
n=0
exp(2πih · yn,u/p2)
∣∣∣∣∣∣
≤
∑
h∈C∗
|u|
(p2)
p|h
1
r(h)
∣∣∣∣∣∣
1
p2
p2−1∑
n=0
exp(2πih · yn,u/p2)
∣∣∣∣∣∣+
1
p2
∑
h∈C∗
|u|
(p2)
p∤h
1
r(h)
(max u)p.
We consider now the first sum where p | h. Let k = h/p ∈ Zu. Since yn,u = (nj)j∈u
we have from Lemma 4 that∣∣∣∣∣∣
1
p2
p2−1∑
n=0
exp(2πih · yn,u/p2)
∣∣∣∣∣∣ =
∣∣∣∣∣ 1p2
p−1∑
ℓ=0
ℓp+p−1∑
n=ℓp
exp(2πik · yn,u/p)
∣∣∣∣∣
=
∣∣∣∣∣1p
p−1∑
n=0
exp(2πik · yn,u/p)
∣∣∣∣∣
≤ max u√
p
.
Further we have ∑
h∈C∗
|u|
(p2)
p|h
1
r(h)
≤ 1
p
∑
h∈C∗
|u|
(p2)
1
r(h)
≤ 1
p
(1 + Sp2)
|u|,
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where Sp2 =
∑
h∈C∗1 (p
2) |h|−1. As before we find that
Sp2 ≤ 2(1 + log(p2/2)).
Thus we have
∑
h∈C∗
|u|
(p2)
1
r(h)
∣∣∣∣∣∣
1
p2
p2−1∑
n=0
exp(2πih · yn,u/p2)
∣∣∣∣∣∣ ≤
2max u
p
(2 + 2 log(p2/2))|u|
Inserting this into Lemma 3 gives
D∗p2,γ(Qp2,s) ≤ max
∅6=u⊆[s]
γu
|u|
p2
+ max
∅6=u⊆[s]
γu
2(max u)
p
(
2 + 2 log(p2/2)
)|u|
≤ 3
p
max
∅6=u⊆[s]
γu(max u) (6 log p)
|u| .
• We considerRp2,s: Here xa,k is of the form xa,k = {ya,k/M}, where ya,k = (ak, a2k, . . . , as−1k) ∈
Zs and M = p.
For ∅ 6= u ⊆ [s] we obtain from Lemma 6
∑
h∈C∗
|u|
(p)
1
r(h)
∣∣∣∣∣ 1p2
p−1∑
a=0
p−1∑
k=0
exp(2πih · ya,k,u/p)
∣∣∣∣∣ ≤ 1p2
∑
h∈C∗
|u|
(p)
1
r(h)
(max u− 1)p
≤max u
p
(2 + 2 log(p/2))|u|,
where we used (5). Inserting this into Lemma 3 gives
D∗p2,γ(Rp2,s) ≤ max
∅6=u⊆[s]
γu
|u|
p
+ max
∅6=u⊆[s]
γu
(max u)
p
(2 + 2 log(p/2))|u|
≤ 2
p
max
∅6=u⊆[s]
γu(max u) (4 log p)
|u| .
✷
4.3 The proof of Theorem 5
Proof. We give the proof only for Pp,s. The proofs for Qp2,s and Rp2,s follow by the same
arguments.
1. Let δ > 0. Assume that γ1 ≥ γ2 ≥ . . . and
∑
j γj < ∞. For k ∈ N0 let Γk :=∑∞
j=k+1 γj <∞ and note that limk Γk = 0. Let k0 ∈ N be the smallest integer such
that
Γk0 <
δ
8e
,
where e = exp(1). Note that k0 depends on γ and δ, but not on s and p.
We have
kγk ≤
k∑
j=1
γj ≤ Γ0,
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which implies that for any k ∈ N we have
γk ≤ Γ0
k
<∞.
Thus for any finite set u ⊆ N we have
γmax umax u ≤ Γ0 <∞.
Therefore
D∗p,γ(Pp,s) ≤
2√
p
max
∅6=u⊆[s]
(max u)
∏
j∈u
(4γj log p)
≤8Γ0 log p√
p
max
∅6=u⊆[s−1]
∏
j∈u
(4γj log p)
≤8Γ0 log p√
p
ℓ∏
j=1
(4γj log p),
where ℓ ∈ N0 is such that γℓ ≥ 14 log p > γℓ+1. If 14 log p > γ1 then we set ℓ = 0 and set
the empty product
∏0
j=1(4γj log p) to 1. For ℓ ≤ k0 we have
D∗p,γ(Pp,s) ≤
2(4Γ0 log p)
k0+1
√
p
.
Now consider the case when ℓ > k0. For k > k0 we have
(k − k0)γk ≤
k∑
j=k0+1
γj ≤ Γk0
and therefore γk ≤ Γk0k−k0 . Thus we have
D∗p,γ(Pp,s) ≤
2(4Γ0 log p)
k0+1
√
p
ℓ∏
j=k0+1
(4γj log p)
≤2(4Γ0 log p)
k0+1
√
p
(4Γk0 log p)
ℓ−k0
(ℓ− k0)! .
Using Stirling’s formula we obtain
(4Γk0 log p)
ℓ−k0
(ℓ− k0)! ≤
1√
2π(ℓ− k0)
(
4Γk0e log p
ℓ− k0
)ℓ−k0
≤
(
1 +
4Γk0e log p
ℓ− k0
)ℓ−k0
≤e4Γk0e log p
=p4Γk0e ≤ pδ/2.
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There exists a constant cγ,δ > 0 depending on γ and δ but not on s and p, such
that
2(4Γ0 log p)
k0+1 ≤ cγ,δpδ/2 for all p ∈ N.
Thus we obtain
D∗p,γ(Pp,s) ≤
cγ,δ
p1/2−δ
.
2. We use the notation from above. Assume now that for some t > 0 we have
∞∑
j=1
γtj <∞.
We set
Γh,t =
(
∞∑
j=h+1
γtj
)1/t
and we set Γh = Γh,1.
Let h0 be the smallest integer such that
Γh0,t ≤
δ
8ett
.
We estimate max u by s to obtain
D∗p,γ(Pp,s) ≤
2√
p
max
∅6=u⊆[s]
(max u)
∏
j∈u
(4γj log p) ≤ 2s√
p
max
∅6=u⊆[s]
∏
j∈u
(4γj log p)
≤ 2s√
p
ℓ∏
j=1
(4γj log p) ≤ 2s(4Γ0 log p)
h0
√
p
ℓ∏
j=h0+1
(4γj log p),
where ℓ is defined as above and where we set
∏ℓ
j=h0+1
(4γj log p) = 1 if ℓ ≤ h0.
Now we have
(h− h0)γth ≤
h∑
j=h0+1
γtj ≤ Γth0,t
and therefore
γh ≤ Γh0,t
(h− h0)1/t .
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Assume that ℓ > h0. Then, using Stirling’s formula again, we obtain
ℓ∏
j=h0+1
(4γj log p) ≤ (4Γh0,t log p)
ℓ−h0
((ℓ− h0)!)1/t
≤ 1
(2π(ℓ− h0)1/(2t)
(
4Γh0,te
1/t log p
(ℓ− h0)1/t
)ℓ−h0
≤
((
1 +
4Γh0,te
1/t log p
(ℓ− h0)1/t
)(ℓ−h0)/t)t
≤
(
e4Γh0,te
t log p
)t
≤ p4tΓh0,tet
≤ pδ/2.
The result now follows by the same arguments as in the previous case. ✷
References
[1] Dick, J., Sloan, I.H., Wang, X., Woz´niakowski, H.: Liberating the weights. J. Com-
plexity 20: 593–623, 2004.
[2] Dick, J.: Numerical integration of Ho¨lder continuous absolutely convergent Fourier-,
Fourier cosine-, and Walsh series. Submitted for publication, 2014.
[3] Dick, J., Leobacher, G., and Pillichshammer, F.: Construction algorithms for digital
nets with low weighted star discrepancy. SIAM J. Numer. Anal. 43: 76–95, 2005.
[4] Dick, J., Niederreiter, H., and Pillichshammer, F.: Weighted star discrepancy of
digital nets in prime bases. In: Talay, D. and Niederreiter, H., (eds.): Monte Carlo
and Quasi-Monte Carlo Methods 2004, Springer, Berlin Heidelberg New York, 2006.
[5] Dick, J. and Pillichshammer, F.: Digital Nets and Sequences. Discrepancy Theory
and Quasi-Monte Carlo Integration. Cambridge University Press, Cambridge, 2010.
[6] Doerr, B., Gnewuch, M. and Srivastav, A.: Bounds and constructions for the star
discrepancy via δ-covers. J. Complexity 21: 691–709, 2005.
[7] Drmota, M. and Tichy, R.F.: Sequences, Discrepancies and Applications. Lecture
Notes in Mathematics 1651, Springer-Verlag, Berlin, 1997.
[8] Korobov, N.M.: Approximate calculation of repeated integrals by number-theoretical
methods. (Russian) Dokl. Akad. Nauk SSSR (N.S.) 115: 1062–1065, 1957.
[9] Korobov, N.M.: Number-theoretic methods in approximate analysis. (Russian) Gosu-
darstv. Izdat. Fiz.-Mat. Lit., Moscow, 1963.
[10] Kuipers, L. and Niederreiter, H.: Uniform Distribution of Sequences. Wiley, 1974.
14
[11] Leobacher, G. and Pillichshammer, F.: Introduction to Quasi-Monte Carlo Integra-
tion and Applications. Compact Textbooks in Mathematics, Birkha¨user, Basel, 2014
(to appear).
[12] Heinrich, S., Novak, E., Wasilkowski, G.W., and Woz´niakowski, H.: The inverse of
the star discrepancy depends linearly on the dimension. Acta Arith. 96: 279–302,
2001.
[13] Hinrichs, A.: Covering numbers, Vapnik-Cˇervonenkis classes and bounds on the star-
discrepancy. J. Complexity 20: 477–483, 2004.
[14] Hinrichs, A., Pillichshammer, F., and Schmid, W.: Tractability properties of the
weighted star discrepancy. J. Complexity 24: 134–143, 2008.
[15] Niederreiter, H.: Random Number Generation and Quasi-Monte Carlo Methods. No.
63 in CBMS-NSF Series in Applied Mathematics. SIAM, Philadelphia, 1992.
[16] Novak, E. and Woz´niakowski, H.: When are integration and discrepancy tractable?
Foundations of computational mathematics (Oxford, 1999), 211–266, London Math.
Soc. Lecture Note Ser., 284, Cambridge Univ. Press, Cambridge, 2001.
[17] Novak, E. and Woz´niakowski, H.: Tractability of Multivariate Problems, Volume I:
Linear Information. EMS, Zu¨rich, 2008.
[18] Novak, E. and Woz´niakowski, H.: Tractability of Multivariate Problems, Volume II:
Standard Information for Functionals. EMS, Zu¨rich, 2010.
[19] Novak, E. and Woz´niakowski, H.: Tractability of Multivariate Problems, Volume III:
Standard Information for Operators. EMS, Zu¨rich, 2012.
[20] Hua, L.K. and Wang, Y.: Applications of Number Theory to Numerical Analysis.
Springer, Berline, 1981.
[21] Sloan, I.H., Woz´niakowski, H.: When are quasi-Monte Carlo algorithms efficient for
high dimensional integrals? J. Complexity 14: 1–33, 1998.
[22] Wang, X.: A constructive approach to strong tractability using quasi-Monte Carlo
algorithms. J. Complexity 18: 683–701, 2002.
[23] Wang, X.: Strong tractability of multivariate integration using quasi-Monte Carlo
algorithms. Math. Comp. 72: 823–838, 2003.
[24] Weil, A.: On some exponential sums. Proc. Nat. Acad. Sci. U.S.A. 34: 204–207,
1948.
Author’s Addresses:
Josef Dick, School of Mathematics and Statistics, The University of New South Wales,
Sydney, NSW 2052, Australia. Email: josef.dick@unsw.edu.au
Friedrich Pillichshammer, Institut fu¨r Analysis, Universita¨t Linz, Altenbergerstraße 69,
A-4040 Linz, Austria. Email: friedrich.pillichshammer@jku.at
15
