Introduction
The multilocus DNA fingerprinting method ( Jeffreys et al . 1985a, b) has been widely used to determine the genetic similarity between and within populations or groups of individuals (e.g. Degnan 1993; Laughlin & Turner 1994; Scribner et al . 1994; Finch & Lambert 1996; Schenk & Kovacs 1996; Galeotti et al . 1997; Husseneder et al . 1998; Kumar & Rogstad 1998) . In the analysis of population genetic structure, the similarities of DNA fingerprinting patterns, within and between groups of individuals, are compared. First, the genetic similarity between pairs of individuals is estimated by comparing their electrophoretic profiles, which consist of several bands. The genetic similarity between individuals i and j , the band-sharing coefficient b ij , is computed as twice the number of shared bands divided by the sum of the number of bands scored in each individual (Wetton et al . 1987; Lynch 1990 ). Second, estimates of the average band-sharing, within and between populations, are computed as the arithmetic means, B w and B b , of the coefficients obtained from comparisons of individuals sampled in the same and in different populations, respectively. Finally, the within-and betweenpopulations means are compared, and the difference between them can be considered as a measure of population divergence.
A statistical problem arises when we want to test formally whether the difference between the mean band sharing within and between populations, B w − B b , differs significantly from zero. If, to obtain B w and B b , we had taken directly a random sample of within-and betweenpopulation band-sharing coefficients, b ij , for example by drawing random pairs of individuals, even from small populations, there would be no difficulty, and we could legitimately evaluate the significance of B w − B b with a classical parametric method such as the t -test. But this is not a common situation because what we generally have is a random sample of individuals, not of band-sharing coefficients. In this case, each individual provides several coefficients, b ij , which therefore are not statistically independent. Hence, the averages B w and B b , being calculated from such quantities, cannot be used in a t -test without violating the assumption of independence among variates. Lynch (1990 Lynch ( , 1991 showed a way to estimate, correctly, standard errors of B w , B b and of functions of these means, such as B w − B b , but was not explicit as to how these estimates could be employed in a formal statistical test of population divergence. Recently, Danforth & FreemanGallant (1996) , starting from Lynch's approach, proposed a modification of the t -test for B w − B b , where B w , B b and their standard errors are estimated from subsets of truly independent band-sharing coefficients ( b ab , b cd , … , b yz , where a , b , c , … , y , z denote different individuals). Aiming to extract more information from the set of all available b ij values, Danforth & Freeman-Gallant (1996) object to Lynch's (1990) suggestion to use just one subsample of independent coefficients, and propose to use instead many such subsamples, each randomly extracted anew from the overall data set. This method, nevertheless, might still be rather inefficient as it is not clear that the available information is fully exploited (Call et al . 1998) .
For a wide range of situations where a parametric approach is not feasible, various nonparametric methods based on resampling, such as jackknife, permutation tests or bootstrap (Mosteller & Tukey 1977; Efron 1982; Good 1994) , are reasonably effective and commonly used in population biology (e.g. Karlin & Carmelli 1985; Brocchieri et al . 1992; Excoffier et al . 1992; Bertorelle & Barbujani 1995) . Resampling methods are also used in the context of DNA fingerprinting analysis (see Ardern et al . 1997 for a use of the bootstrap). When the means of two sets of band-sharing coefficients, b ij , have to be compared, a permutation test is performed in some cases (e.g. Gompper et al . 1998 ) by directly permuting the b ij values, namely, the coefficients from the combined data set are randomly subdivided into two groups. Unfortunately this approach does not avoid the independence problem because statistical independence of observations is also a requirement for permutation tests (actually, the weaker property of exchangeability is sufficient, but it is more difficult to verify; Good 1994) . For this reason Danforth & Freeman-Gallant (1996) reject permutation tests as a viable alternative to the solution that they propose. However, if we have a random sample of individuals, a valid permutation test can be performed by permuting the individuals themselves. Apparently, such an alternative has not been proposed to date to solve the specific independence problem considered here. More importantly, no comprehensive statistical study has been published on the effect of nonindependence of band-sharing data on power and exactness of the various tests that could be adopted.
In this study we considered five new permutation tests, based on individuals, for comparing mean band-sharing between and within populations, and we evaluated, by simulation, their power and correctness in comparison with the Danforth & Freeman-Gallant (1996) subsampling procedure and with the straightforward t -test, which one could be tempted to use 'naively' in such a case.
Materials and methods
Seven methods, which are potentially useful for detecting genetic differences between two populations, were considered. The statistical behaviour of each method was analysed numerically by simulating different sampling protocols and different levels of divergence between the populations. A large number of samples was generated for each set of conditions using a specific 'genetical' simulation model, and the properties of each statistical test were then evaluated by application to each sample.
The genetical model
A population of individuals sampled for a DNA fingerprinting analysis can be characterized by the mean number of bands per individual, β 0 , and by the average proportion of bands shared by two individuals, β 1 . When two populations are sampled, the average proportion of bands shared by individuals from different populations, β 2 , can be taken as a measure of similarity between the populations. Assuming that β 0 and β 1 are the same in the two populations, the system is thus characterized by three parameters.
Our genetical model (Appendix I), when implemented by a computer program, is able to generate an arbitrary number of random samples from two populations for any given choice of β 0 , β 1 and β 2 (with β 2 ≤ β 1 ). A sample is formed by selecting, independently, n individuals from one population (population A ) and m from the other (population B ), where n ≥ m . Each individual is defined by a vector, x = ( x 0 , … , x L ), of L + 1 binary variables, representing his own fingerprinting profile, so that x i = 0 or x i = 1 indicates, respectively, absence or presence of the i th band.
The genetical model is not intended to mimic realistically the genetic mechanism of actual DNA fingerprinting patterns, but merely to provide simulated data sets of band-sharing coefficients that are statistically analogous to real ones. In fact, the histogram of band-sharing coefficients from a typical simulated sample is well approximated by a Normal distribution (as expected for real data, Lynch 1990 ) and is comparable in shape to that based on 369 comparisons among 141 individuals, sampled from an alpine population of the fat dormouse ( Myoxus glis ) in northeast Italy (A. Pilastro, unpublished) .
In our simulation protocol, the average number of bands per individual, β 0 , and the average band-sharing within population, β 1 , were fixed to 10 and 0.4, respectively, while five possible values were chosen for β 2 (0. 4, 0.39, 0.375, 0.35 and 0.3) , spanning a wide range of degrees of divergence between populations, from genetic identity, when β 2 = β 1 = 0.4, to strong dissimilarity, when β 2 = 0.3. With these values, it results from the genetical model that the number of 'loci' (i.e. the maximum number of bands, L + 1) varies between 25 and 29, depending on the value of β 2 . Similar figures have been observed in different empirical studies (e.g. Jeffreys & Morton 1987; Patenaude et al . 1994) . As β 0 , β 1 and β 2 are population parameters, the values of the corresponding quantities actually observed in our samples fluctuate around the respective parameter values. In particular, the number of bands occurring in any particular individual can be quite different from 10. Three values for the total sample size, n + m , were selected (20, 40 and 100), and three possible values were selected for the proportion, n : m , of individuals sampled from the two populations (1:1, 3:2 and 3:1).
The simulated gel
Each individual fingerprinting pattern generated by the genetical model could be compared with any of the other patterns. In real situations, however, the number of DNA samples that can be arranged on a gel is limited, and the comparison between fingerprinting profiles from different gels is, in general, unreliable. Even within a gel, it is often difficult to identify homologous bands when distant lanes are compared. In other words, the total number of available band-sharing values is often smaller than the theoretical maximum.
These practical limitations were replicated in our simulation by always assuming gels of size g = 20 lanes, and by setting a maximum, f ( f ≤ g ), to the number of consecutive lanes that could be compared with each other, to which we refer as the window size. For example, if f = g = 20, all individuals in a gel can be compared with each other, whereas for f = 2, only the band-sharing coefficients between DNA samples placed in adjacent lanes are available. The window sizes chosen for the simulations were 5, 10 and 20. In actual experiments, window sizes smaller than these (e.g. f = 2,3) might be more common, but in such cases it is also frequent practice to run the same individuals more than once, so that the total number of comparisons obtained from one experiment might easily exceed at least the number achieved in our most stringent simulations ( f = 5).
It was expected that any statistical test comparing B w with B b would be optimally efficient if the numbers of individual band-sharing coefficients used to compute these means, namely the number of comparisons within and between populations, N w and N b , respectively, were as similar as possible given the numbers of individuals from the two populations, n and m. To approach this condition, in our initial batch of simulation runs we assumed that individuals were laid down on a gel in a regular order that depended on the ratio n:m. In the case of n:m = 1:1, individuals of the two populations alternated on the gel, giving the pattern: ab … ab (where a and b indicate individuals from populations A and B, respectively). In the case of n:m = 3:2, the gel layout followed the pattern: aaabb … aaabb, and in the case of n:m = 3:1, the pattern adopted was: aaab … aaab. We refer to this type of gel structure as the regular layout.
For reasons that will be made clear below, we also ran two more batches of simulations, with the same protocol described above but with gel layouts of different types. In the first of these additional batches of simulations, the order of individuals along the gel was chosen entirely at random for each new sample of individuals. We refer to this as the random layout. In the second additional batch, we assumed that the gel was sufficiently large to accomodate all individuals in the sample and, moreover, that all individuals in a gel could be compared with each other. Hence, for this type of gel, which we call the complete layout, f = g = n + m. In this case, the order of individuals along the gel is irrelevant. Thus, even in the setting described above as regular layout there are instances of complete layout, namely in all cases where f = g = 20 and n + m = 20. The random and complete layouts were added to the simulation protocol to answer questions raised by the results obtained with the regular layout. The complete layout is solely theoretical, given that generally it cannot be implemented in the laboratory. On the other hand, the random layout not only can be adopted in practice but also, as it turned out, is to be recommended for statistical reasons.
The statistical tests
For every combination of parameters included in the simulation protocol, r samples were generated (r = 5000 or 1000; see below) and each sample was analysed by each of the seven competing testing procedures. To achieve this, all band-sharing coefficients permitted by gel size, window size and gel layout were first calculated between individuals in the sample. These coefficients were partitioned in the two ensembles, D w and D b , of within-and between-population coefficients, containing N w and N b elements, respectively. The sets D w and D b , obtained from a sample, provided the raw data for all seven tests.
The null hypothesis to test in each case is that the two populations are genetically identical, namely that β 2 = β 1 , against the alternative that the two populations have diverged, so that β 2 < β 1 . As our alternative was onesided, all our tests were one-tailed (but in some situations, different from the one that we were considering, a two-sided or a one-sided alternative in the opposite direction might be more apropriate). Therefore, for each testing procedure the appropriate statistic calculated from the data was checked against the specific probability distribution that characterizes the procedure, and the null hypothesis was rejected if the statistic exceeded the corresponding critical value for a nominal significance level of α = 0.05.
For any given combination of parameters and every testing procedure, we recorded the proportion, p, of samples, in the total of r, for which the null hypothesis was rejected. If the samples were produced under β 2 = β 1 , and if the testing procedure is really a correct one, p should be very close to the nominal level α. Thus, significant deviations of p from 0.05 indicate that a particular procedure is not valid for testing genetic divergence of two populations with DNA fingerprinting data. To achieve high precision, in all cases where β 2 = β 1 the number of replicates was set at r = 5000. In this situation the rejection frequency (p) observed for a correct test, should be contained, with a probability of 95%, in the interval [0.044, 0.056] (calculated from the Normal approximation to the Binomial distribution).
When samples are generated with β 2 < β 1 , the rejection frequency p estimates the power (one minus the probability of a type II error) of a test to identify real genetic divergence between populations. Therefore, the simulations performed with β 2 < β 1 were used to evaluate the performance of each testing procedure in relation to various degrees of divergence between populations and different sampling conditions (sample size, window size, etc.), and provided indications as to which procedure might be best among those that turned out to be correct in the first place. For this analysis of power we set at r = 1000 the number of samples generated for each parameter combination.
Two of the seven statistical methods considered, namely the straightforward t-test, to which we refer here as t-nve (nve = naive), and the test based on subsampling proposed by Danforth & Freeman-Gallant (1996) , identified here as t-ssp (ssp = subsampling), obtain their critical values from the Student's t-distribution. The remaining five methods are new. They are all permutation tests (Good 1994) , which obtain their critical values from the distribution that is generated when the n + m individuals of a sample are randomly reassigned to two populations. The only difference among these permutation tests is that they use different statistics. Three of them, identified as p-dif (dif = difference), p-raw (raw = ratio-within) and p-rab (rab: ratio-between), are based on the mean bandsharings B w and B b , while the other two, p-dsw (dsw: distance-within) and p-dsb (dsb = distance-between), are based on mean square distances between individuals, derived from the band-sharing coefficients. We now describe in more detail the seven procedures. A summary of these procedures is provided in Table 1 .
The test t-nve
This is a plain t-test naively applied to compare the mean band sharing within and between populations, as if all individual band-sharing coefficients were independent. This is clearly not the case, and one requirement for the validity of this test is thus violated. We decided, however, to analyse the kind of errors that affect this simple method when applied to the specific context of fingerprinting data.
Naturally, the test statistic is given by:
where B 
The test t-ssp
This is the test developed and recommended by Danforth & Freeman-Gallant (1996) . The statistic t-ssp has exactly the same form as t-nve, given in eqn 1, but here, to circumvent the problem of statistical dependence, the means and their standard errors are not obtained from all elements of D w and D b , but are computed from appropriate subsamples of independent band-sharing coefficients, taken at random from these sets. Briefly described, the procedure proposed by Danforth & Freeman-Gallant (1996) , and adopted in our simulation, is as follows. First, extract at random from D w a subsample of band-sharing coefficients between individuals such that no individual is used more than once, and compute the average band sharing, B say, in the subsample. Second, repeat this procedure k times (we set k = 1000, as The numbers of independent band-sharing coefficients that can be subsampled from D w and D b , which determine the degrees of freedom of the test, depend on the order of sampling, and therefore vary among subsamples if availability of individual band sharings is limited by gel structure. Danforth & Freeman-Gallant (1996) propose to circumvent this problem by detecting in advance the minimum number of independent band-sharing coefficients that can be extracted, and use this as the value of M w , or M b , for all subsamples. For this reason, in our simulations we did not perform this test with a random layout because otherwise it would have been necessary to determine M w and M b in advance for every one of the thousands of samples that we examined. On the other hand, if the layout is regular it is sufficient to determine these numbers only once for each window size and each n:m value.
The permutation tests
The five permutation tests that we propose are characterized by the same randomization procedure. We therefore describe it with reference to the simplest of these tests, p-dif, which is distinguished by the obvious statistic: 
Once the statistic has been calculated, the testing procedure is carried on as follows.
Irrespective of their true origin, n individuals chosen at random from the total of n + m in the sample are regarded as belonging to population A, whilst the remaining m are attributed to population B. Note that if the null hypothesis were indeed true, the classification of any individual as belonging to one population or the other would be irrelevant because the two populations are genetically indistinguishable. Based on this random classification of individuals, we recomputed the statistic p-dif, obtaining a new pseudovalue, i.e. p*. As the random classification is a mere relabelling of the individuals, which amounts simply to a redistribution of the b ij values among the D w and D b subsets, it can be performed after the band-sharing coefficients have been read from the gel, provided only that the identity of the two individuals compared by each b ij is recorded. As a simple illustration, let us consider a sample of four individuals (a, b, c, d ) , such that individuals a and b come from population A, while c and d come from B. Thus, based on the true origin of the individuals, we have that
The actual value of p-dif is calculated from these sets. We now select, at random, from the sample two individuals to be regarded as belonging to A. Let the choice be (b, c), so that (a, d) will be regarded instead as belonging to B. In other words, the sample of individuals has been randomly permuted to (b, c, a, d) . In practice, this simply means that we now have to redistribute the band-sharing coefficient as follows: D w = {b bc ,b ad } and D b = {b ab ,b bd ,b ac ,b cd }. By computing p-dif from these sets we obtain the pseudovalue p*. Note that permuting individuals is very different from permuting bandsharing coefficients. For example, we could never obtain D w = {b ab ,b ad }, say, which could easily arise from a random permutation of the b ij s.
This randomization is repeated k times (we set k = 1000), obtaining an array of k pseudovalues of p-dif (p 1 *, … , p k *), which, when the null hypothesis is indeed true, can be considered as a realization of the actual distribution of p-dif.
The null hypothesis is therefore rejected, at a 5% level of significance, if the true value of p-dif in our original sample is greater than that particular pseudovalue p c * such that only 5% of the pseudovalues in the list of k are larger than it. For example, if k = 1000, p c * is the 950th element in the array of pseudovalues ordered from least to greatest. Therefore, we take such p c * as the critical value for our test. Note that the correctness of the test would be unaffected even if the number of pseudovalues, k, were much smaller (e.g. k = 20), but then the power of the test would be substantially reduced.
The mean band sharings, B w and B b , are used in two other permutation tests, p-raw and p-rab. In fact, the test statistic of p-raw is the ratio of the mean band sharing within populations, B w , to the overall average band sharing, , the mean of all b ij in D w and D b . Hence:
Thus, when using this test, the null hypothesis is rejected if p-raw is sufficiently large, as with p-dif. The test statistic for p-rab, instead, is simply:
Because, in this case, we would reject the null hypothesis if p-rab was too small, the critical value for the test has to be taken from amongst the smallest pseudovalues of p-rab.
The two remaining permutation tests, p-dsw and p-dsb, are based on 'genetic distance', rather than on similarity as all previous tests. From band-sharing data, we can define a kind of genetic distance between two individuals, i and j, simply as d ij = 1 − b ij , which is necessarily a nonnegative quantity. Thus, we can also define the mean square distances within and between populations, ∆ w and ∆ b , as the means of the quantities d 2 ij = (1 − b ij ) 2 that can be calculated from all the b ij s available in D w and D b , respectively. Also, the overall mean square distance, , is defined as the mean of all d 2 ij . The statistic p-dsw focuses on the distance within populations, while p-dsb focuses on that between populations. In fact, the two statistics are defined as:
If two populations really are distinct, we of course expect ∆ w < ∆ b or, equivalently, ∆ w < < ∆ b . Hence, the critical value for p-dsw is taken from amongst the smallest pseudovalues of p-dsw, while that for p-dsb from among the largest pseudovalues of p-dsb.
In Table 2 we present a scheme that summarizes the entire simulation protocol described above.
Results
The outcome of our simulation experiments is a list that, for each combination of parameters and each statistical test examined, provides the frequency of samples where the null hypothesis of genetic identity between two populations was rejected. Thus, these data describe the performance of the tests over a grid of 315 experimental conditions, estimated from a collection of 567 000 samples with a total of ≈ 30 million individuals ( Table 2 ). The rejection frequencies observed when β 2 = β 1 = 0.4 probe the correctness of the tests; the other data document their power.
Correctness
The rejection frequencies relevant to verify correctness of the tests, when band-sharing coefficients are taken from gels with regular layout, are plotted in Fig. 1 , showing 27 data points for each test, one point for each combination of sampling conditions. Clearly, none of the seven tests appears to be correct because every test has rejection frequencies significantly different from the nominal level, α = 0.05, at least occasionally.
The tests that show the largest deviations from 0.05, occurring apparently at all window sizes (f ) and with all sample sizes (n + m), are the two based on the Student's t-distribution. In the case of t-nve, of course, this is not a surprise, but the extreme conservativeness of t-ssp, Danforth & Freeman-Gallant's (1996) procedure, is quite unexpected. Of a total of 135 000 samples, only 105 significant deviations were found from the null hypothesis, whereas ≈ 6750 ± 80 significant samples would have been found by a correct test! It deserves notice the fact that the great majority of significant samples (91) were found when the window size was smallest (f = 5), namely in the case where there was the greatest proportion of independent band-sharing coefficients among the total available. Even in this case, however, the result was much below expectation (i.e. 2250 ± 46 significant samples). These facts indicate that t-ssp misses much of the available information.
For t-nve, in contrast, it is surprising that it is only when n:m = 3:1 that the test becomes strongly permissive. With less unbalanced samples (i.e. n:m = 3:2 or 1:1), t-nve was indeed almost correct, or even conservative. As the intrinsic error of this test is to overestimate the true number of degrees of freedom, treating many correlated band-sharing coefficients as independent, one would have expected the permissive tendency to be much more prominent (Danforth & Freeman-Gallant 1996) . However, if we investigate these problems more analytically, we see that the apparently surprising behaviours of t-nve and t-ssp are not difficult to explain. In fact, concerning t-nve, for the simpler case where all possible band sharings are available (i.e. f = g = n + m), it is possible to prove (Appendix II) that, when the null hypothesis is true: (i) t-nve is always conservative if n = m; (ii) t-nve is asymptotically correct if N w = N b ; and (iii) t-nve becomes ever more permissive as (n + m) or n:m increase. The behaviour of t-nve in our simulations agrees well with these analytical results, in spite of the limitations on availability of band sharings imposed by gel structure. There is therefore little doubt that these results identify robust properties of t-nve.
With respect to t-ssp, it appears that a major source of its conservative performance is a serious overestimation of the sampling error of B w − B b . The reason for this distortion is that B w and B b are treated by t-ssp as means of just M w and M b independent band-sharing coefficients. However, these quantities are in fact the averages of all band sharings extracted in a very large number of subsamplings. Hence, they are close approximations of the means of all b ij values in D w and D b (i.e. N w and N b , respectively). As our simulation results indicate (see below) that the set of all available band sharings contains more information than any subsample of independent b ij taken from it, it follows that the sampling error of B w and B b must be substantially less than t-ssp presupposes.
As Fig. 1 shows, even the permutation tests are affected by substantial deviations from the behaviour expected of a correct test, the largest distortions occurring in p-dsb and, with a window size of f = 5, in p-raw and p-dsw. This result at first seems rather surprising because in principle there is no reason to doubt the validity of permutation tests, carried out with respect to independent observations. However, on closer analysis we can see that the observed deviations are not really intrinsic to the procedure itself, but rather depend upon the gel structure with regular layout, from which these data were obtained.
When the regular layout is adopted, all samples produced under the same combiation of parameters have the same numbers, N w and N b , of comparisons within and between populations. When, in any one of these samples, individuals are randomly reassigned to the two populations, to generate the distribution of pseudovalues the resulting gel layout ceases to be regular and becomes equivalent to a layout chosen at random. In fact, although each individual keeps, of course, its place in the gel, the order of population types, labelling individuals along the gel, is randomized. Thus, for example, the layout of six individuals, three for each population, which in the original regular order is: ababab, might after randomization become: aaabbb. If available comparisons are limited by gel structure, such (random) changes of gel layout can result in parallel changes of the numbers of band sharing available within-and between populations, although, of course, the total number of comparisons remains the same as in the original sample. For instance, if the window size in the example above is three, in the original regular layout N w = 4 and N b = 5, but in the layout changed by randomization N w = 6 and N b = 3.
Thus, while the distribution of pseudovalues is characterized by fluctuations of N w and N b , the distribution of the true values of the statistic, realized across replicated samples, is produced under a fixed pair N w , N b . This means that the distribution of pseudovalues, from which the critical values of the permutation tests are selected, does not exactly match that of the statistic, which might explain why the permutation tests are often incorrect. The two distributions, however, should coincide when samples are subject to a random layout, and the permutation tests should therefore be fully correct in this case. In addition, consider that when the gel structure corresponds to a complete layout (i.e. f = g = n + m), the randomizations that generate pseudovalues can no longer induce fluctuations of N w and N b because, in this case, N w and N b are independent of the order of individuals on the gel. Hence, the permutation tests should be correct also in the case of complete layout.
In Fig. 2 the rejection frequencies of the five permutation tests, observed when β 2 = β 1 with the random and the complete layout, for each combination of sampling conditions (27 and nine data points, respectively), are plotted next to the corresponding frequencies observed with the regular layout, already shown in Fig. 1 . As shown, with the two new layouts there is no significant deviation from the nominal level, α = 0.05. This result confirms our hypothesis that previously observed deviations from correctness were entirely caused by the combination of regular layout with restrictions on available comparisons, and that all five permutation tests are intrinsically correct.
From this analysis of correctness, we may conclude that, to be certain of using in any case a statistically correct procedure, an experimenter should: (i) arrange individuals on the gels in a random order, unless every individual in the sample can be compared with any other, in which case order is irrelevant; and (ii) use a permutation test based on individuals (not on band-sharing coefficients). Considering, however, that in our simulations with regular layout, when window size was sufficiently large (f = 10 or 20) the deviations from correctness were quite negligible in two of the permutation tests, p-raw and p-dsw, one could even avoid randomizing the gel layout and use a regular layout, if the former procedure is practically inconvenient, provided that one of these two specific tests is used and gels are made to ensure, effectively, a large window size. These tests could also be used to reanalyse data from old gels arranged regularly, instead of preparing fresh gels with a random layout. Perhaps, if the window of the old gels is too small, the data could be complemented by some new gel for the same individuals in a different order, to simulate a sufficently large window size.
Power
The data that document the power of the tests (rejection frequencies observed when β 2 < β 1 ) in the case of regular layout are shown in Fig. 3 . In this scatter diagram, the rejection frequencies of the five tests: t-ssp, p-diff, p-raw, p-rab and p-dsw, observed at each of 108 experimental conditions (Table 2) , were plotted against the rejection frequency of p-dsb in the same situation. In the diagram we also delimited the region around the diagonal outside which the rejection frequency of another test would differ significantly, at a 5% level, from that of p-dsb in a comparison carried out by a χ 2 analysis of the appropriate contingency table with one degree of freedom.
The most prominent feature of the diagram is that the points corresponding to t-ssp lie far below the diagonal, demonstrating that under all conditions investigated, this test has a power much inferior to that of p-dsb, the permutation test used here as a reference. Moreover, t-ssp is even less powerful than any of the other permutation tests because all the points corresponding to these tests are either above the diagonal or closely clustered next to it. It is only in a few extremely favourable situations, where the other tests already reject the null hypothesis with almost certainty, more specifically when samples are large (n + m = 100) and genetic divergence is greatest (β 2 = 0.3), that this test finally agrees with the others and it too almost always identifies the alternative hypothesis. Obviously, the loss of efficiency in t-ssp, relative to all permutation tests, is statistically very significant.
Many points corresponding to permutation tests in this diagram lie above the region of statistically negligible differences from the power of p-dsb and, moreover, a large majority of the points inside this region lie above the diagonal. Thus, there are important differences in power, even among the permutation tests themselves, and p-dsb tends to be the least efficient of them. The same data for the permutation tests shown in Fig. 3 are plotted in Fig. 4A using p-raw as a reference instead of p-dsb (i.e. the power of p-diff, p-rab, p-dsw and p-dsb is plotted against that of p-raw in the same situation). As the large majority of points in this diagram lie below the diagonal, we see that p-raw tends to be the most efficient of the permutation tests, although p-dsw (black points) is quite close to it. The rejection frequency × 100 observed for p-dsb at each simulation condition, when the alternative hypothesis, β 2 < β 1 , is true, is plotted against the rejection frequency × 100 observed in the same condition for five other tests: t-ssp (black circles) and p-dif, p-raw, p-rab, p-dsw (white circles). The dotted lines delimit the region outside which, at 5% level, there is a significant difference between the power of p-dsb and that of another test.
However, as we have seen above, the permutation tests should be used in conjunction with a random gel layout because with the regular layout their correctness in general is not guaranteed. It is therefore more meaningful to compare the powers of these tests observed in the batch of simulations performed with the random layout. Such a comparison is shown in Fig. 4B which, like Fig. 4A , shows the power data corresponding to 108 parameter combinations. We see that the five permuation tests are essentially the same when associated with the proper layout. The three tests based on similarity (p-dif, p-raw and p-rab) are indistinguishable and tend to be more efficient than the two tests based on distance (p-dsw and p-dsb; black points), but the difference is minimal. Nevertheless, the information conveyed by Fig. 4A is still useful. If a researcher who can afford gels with a large window size prefers to use the regular layout, then the data should be tested exclusively with p-raw, or p-dsw, not only because these tests alone are nearly correct in this situation, but also because they are the most powerful. Instead, with the random layout, all five permutation tests are, in practice, equally good in both aspects of correctness and power.
The efficiency of p-raw is affected only marginally by the gel layout. This is shown in Fig. 5A , where the 108 power data of this test for the random layout are plotted against those pertaining to the regular layout. As there are a majority of points below the diagonal, and some points lie slightly below the lower boundary of significance, p-raw tends to be less efficient with the random layout, but the loss is minor. In view of the previous results ( Figs 4B and 3 ) we conclude that, even when combined with the random layout, all permutation tests are much more powerful than t-ssp. Note that if the efficiency of p-raw is somewhat reduced by the random layout, that of other permutation tests (e.g. p-dsb) is substantially enhanced.
Nonparametric tests are often less powerful than corresponding parametric alternatives, but in our case there is not such a clearcut relation between the permutation tests and t-nve. A meaningful and fair comparison can only be carried out in the cases of n:m = 1:1 and 3:2 because t-nve is otherwise very incorrect and permissive. Such a comparison is shown in Fig. 5B , where the power of t-nve in the 72 relevant experimental conditions with random layout (Table 2) is compared with that of p-raw observed in the same situation. We see that the differences in power between the two tests are indeed small, although there are a greater number of points above the diagonal, indicating a tendency of t-nve to perform slightly better. We note, incidentally, that the power of t-nve is essentially the same with random and regular layout.
Power and the experimental protocol
We now consider the effect of experimental conditions on the power of permutation tests performed in conjunction with the random layout. We use p-raw as a representative, but the five tests are essentially equivalent in this context, as demonstrated above. Figure 6 illustrates the relationship of power with the amount of divergence between populations, β 1 − β 2 , for the case of balanced samples (n:m = 1:1). Several curves are shown, corresponding to the different combinations of window size (f) and total sample size (n + m). As expected, the greater the divergence, the more likely it is to identify it. Already when β 1 − β 2 = 0.1 (β 2 = 0.3) the null hypothesis is rejected almost certainly even in a small sample of 20 individuals, if the window size is at least 10. If samples are reasonably large (n + m = 100) a power of 90% or greater is achieved Fig. 5 (A) Effect of gel layout on the power of p-raw. The power achieved in the regular layout, at each simulation condition, is plotted against that achieved in the random layout, at the same condition. (B) Power comparison diagram for p-raw against t-nve, in the random layout. Data points are shown only for sampling conditions where t-nve is not permissive, namely n:m = 1:1 and n:m = 3:2. In both diagrams the dotted lines delimit the region outside which, at the 5% level, there is a significant difference between the powers being compared. when divergence is only 0.05 (β 2 = 0.35), irrespective of window size.
The power increases substantially not only with the sample size, but also with the number of band-sharing coefficients available from the gel. In fact, an increase of the window from f = 5 to f = 10 (with n + m = 20) is equally as effective as doubling the sample from 20 to 40 individuals (while f = 5). Similarly, with a sample of 40, the same change of window size is almost as beneficial as enlarging the sample to 100 individuals. If the window is already wide (f = 10), a further increase of window has more modest effects.
Testing efficiency is greatest if samples are balanced (n:m = 1:1) and it decreases as the imbalance increases. This effect is demonstrated by Fig. 7 , where, for the 36 combinations of window size, sample size and value of β 2 , the power of p-raw in samples with n:m = 3:2 or 3:1 is plotted against the power achieved when n:m = 1:1 in the same situation. It is interesting that, with respect to power, samples with n:m = 1:1 tend to be slightly superior even to samples with n:m = 3:2, although in these samples, with a random layout, the ratio N w /N b is, on average, more balanced than in samples of the former type.
Discussion
The main aim of this study was to investigate the hypotheses that, to test genetic divergence of populations with band-sharing data: (i) the permutation method, as enforced by randomly permuting individuals rather than band-sharing coefficients, is both appropriate and powerful; and (ii) the t-test (t-ssp) modified according to the subsampling procedure suggested by Danforth & Freeman-Gallant (1996) is too inefficient. Both suppositions have been confirmed by our simulation experiments. Moreover, these experiments revealed that t-ssp was also extremely conservative because it almost never rejected the null hypothesis when true, while rejection should have occurred on 5% of the occasions. In contrast, the unmodified t-test (t-nve) was permissive, rejecting too often the null hypothesis when true, but only if the sample was too unbalanced (e.g. n:m = 3:1); however, it was essentially correct or even conservative if samples were more balanced (e.g. n:m = 1:1 or 3:2).
This behaviour of t-nve can be explained only if, within a random sample of individuals, the correlation between band-sharing coefficients involving the same individual is substantial, at least enough to cause serious distortions if ignored (Appendix II). The incidence of such correlation may vary with each particular data set, as shown, for example, by the data analysed by Call et al. (1998) , where no significant correlation was found. However, as there is no way to predict the amount of correlation in advance without a preliminary, laborious subsampling analysis, it seems simpler by far to use, directly, a proper permutation test.
Conversely, one reason why t-ssp is so conservative is that it overestimates the sampling error of B w and B b by treating them as means of the few independent b ij s extracted in each subsampling, while in fact they are averages of practically all coefficients available from pairwise comparisons within-and between populations, respectively. We have found that the power of a permutation test can be increased simply by increasing the window size in a gel. For instance, if in a sample of 20 individuals we increase the window size from f = 5 to f = 10, the power of our test is raised by the same amount that would be gained by doubling the sample to 40 individuals, while keeping f = 5. As a wider window simply increases the number of comparisons that can be made for each individual, it is clear that the additional band sharings thus acquired carry substantial information in spite of being correlated with those that were already accessible through the narrower window. It follows that the set of all b ij s contains more information than any subset of independent coefficients that can be subsampled from it, so that the true sampling error of B w and B b is necessarily smaller than that estimated by t-ssp.
Based on our simulation results, it is then clear that t-nve, and much more so t-ssp, generally cannot be recommended to test genetic divergence of populations with band-sharing data, and that the only viable procedures, Fig. 7 Effect of sample composition (n:m) on power of p-raw, in the random layout. The power achieved when n:m = 1:1, at each simulation condition, is plotted against that achieved when n:m = 3:2 (white circles) or n:m = 3:1 (black circles), at the same condition. Dotted lines delimit the region outside which there is a significant difference, at the 5% level, between the power at n:m = 1:1 and that at other compositions.
among those we examined, are the permutation tests. However, the simulations also uncovered the unexpected and operationally important fact that, in the common situation where owing to gel structure there are limits to the pairwise comparisons that can be made among individuals, an experimenter can be assured, in general, of the correctness of permutation tests only if individuals are not laid down on gels in a fixed, regular pattern, but their order is randomly determined in each experiment. When such a random layout is enforced, the five permutation tests we proposed (p-dif, p-raw, p-rab, p-dsw and p-dsb) become essentially equivalent. Randomization of the gel layout does not significantly reduce the efficiency of the test. In fact, the power of some of the five tests is significantly increased. The power thus achieved is essentially equal to that of the parametric test t-nve, in the experimental conditions where t-nve is approximately correct and thus can be used as a benchmark.
We now summarize the main operational steps to be followed to implement the permutation test on a random sample of individuals, and highlight some practical indications suggested by our simulation results. To implement a permutation test an experimenter should:
1 Choose randomly the order of individuals to be laid down in the consecutive lanes of gels (random layout); compute all band sharings permitted by gel structure and record the identity of the individuals involved by each pairwise comparison. 2 Select one of the five test statistics and compute its value from the data set of within-and between-population band-sharing coefficients. The five statistics are essentially equivalent. Only a very marginal benefit of efficiency may be gained by chosing one of p-dif, p-raw or p-rab instead of p-dsw or p-dsb. 3 Classify at random in the two (or more) populations the individuals of the sample (random permutations); this is a mere relabelling of the individuals, which simply amounts to a particular way of redistributing the band-sharing coefficients among the within-and between-population portions of the data set, analogous to, but probabilistically quite different from, randomly permuting directly the b ij values. Compute again the statistic from the rearranged data set thus obtained, to obtain a pseudovalue. Generate a distribution of pseudovalues by repeating many times (e.g. k = 1000) this procedure. The tail (or tails) of such a distribution provides the critical value to which the actual value of the statistic, computed in step 2, is compared to accept or reject the null hypothesis. This step is computationally intensive and must be perfomed using a computer. We provide an appropriate program that is available on the WWW site of IGBE-CNR at the address HTTP://www.igbe.cnr.pv.it.
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In planning an experiment, the results of our simulations may offer some guidance as to sample characteristics. First, Fig. 6 might be of some use in deciding sample size in relation to the suspected amount of divergence between populations; it seems that in some cases even a sample as small as n + m = 20 may be sufficient, while 100 individuals can apparently provide appropriate power in most situations. Second, if the current window is narrow (e.g. f ≤ 5) and samples are small (e.g. n + m < 40), instead of going to the field to collect more individuals, substantial increases of power could be achieved by improving gel techniques to increase the window size. The number of comparisons available for each individual could be made larger even without actually increasing the window size, for example by making replicate gels with the same individuals but in a different order. On the other hand, if the window is already wide (e.g. f = 10) and samples are large (e.g. n + m ≥ 40), efforts to further increase window size are not very productive. Finally, balanced samples afford more efficient tests. Apparently the best case is n:m = 1:1, while substantial power is lost with n:m = 3:1. 5 There might be situations where an experimenter encounters practical difficulties in implementing a permutation test as prescribed by steps 1-3 above. In such cases, two acceptable alternatives can be tentatively suggested. First, should it be impractical to randomize the gel layout (step 1), it is possible to adopt a fixed, regular layout and still perform an approximately correct permutation test, if gel structure permits a rather large window size (e.g. f = 10). In this case, one should use as test statistic p-raw (or p-dsw) which, with a large f and the regular layout, provides the most nearly correct and most powerful test. The same indication may be given if one needs to analyse data already available from old gels with a regular layout. The second alternative is that if the heavy computations required by the permutation test cannot be performed, it might still be possible to have an approximately correct test if one uses the standard t-test (t-nve). However, this is reasonably safe only if the sample is rather well balanced (e.g. n:m = 3:2 or 1:1). In fact, it appears that t-nve is essentially correct if n:m = 3:2. In the case where n:m = 1:1, the test tends to be conservative, but the distortion is small if the window size is large (e.g. f = 10). With smaller window sizes (e.g. f = 5), t-nve can be too conservative. This work grew from a discussion where G. Bertorelle raised the problem of how to deal properly with the non-independence of band-sharing data. Once the general protocol was formulated, the computational substance of the work was taken care of mainly by G Bertorelle and L. Bucchini, who divided among themselves the parts of the work to be carried out in Padova and in Pavia, respectively. The biological and the mathematical aspects of the work were studied mainly by A. Pilastro and C. Matessi, respectively.
Finally we define a parameter that might be called the mean band-sharing between two individuals from A and B, respectively:
Although β 2 is not precisely the expectation of the band-sharing coefficient between individuals from different populations, it is, all the same, an equivalent index of homogeneity between populations. Equations (A1.1) -(A1.3) determine the triplet {β 0 ,β 1 ,β 2 } as a function of the triplet {L,a,b}. This relation can be easily inverted, so that the genetic structure of the two populations can be fully determined as desired by choosing appropriate values of β 0 , β 1 and β 2 . In particular, because β 1 − β 2 = we see that we can make the two populations identical by setting β 1 = β 2 , or we can increase their divergence, without altering the within-population similarity, by increasing β 1 − β 2 while keeping both β 0 and β 1 constant. The simulations demonstrate that t-nve is sometimes conservative and sometimes permissive. Hence, it must be that, depending on circumstances, t-nve either under-or overestimates the true variance of B w − B b . To explain this behaviour we must analyse in detail Var(B w − B b ), which is given by
Appendix II: correctness of t-nve
------------------------------------------------3La 2 L 2 + ( )b 2 + 6La ------------------------------------- Hence, we get immediately from eqn A2.3 that V = σ 2 , while, to calculate the covariance components of eqns A2.4 and A2.5, all we need to do is to count the number of nonzero terms in each sum. In this way we can determine that:
From this equation it is straightforward to deduce that:
(i) C 1 − C 2 < 0, and therefore t-nve is conservative, if n = m. 
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