In this paper we present a new method of digital steganography, entitled Spread Spectrum Image Steganography (SSIS). Steganography, which means \covered writing" in Greek, is the science of communicating in a hidden manner. Following a discussion of steganographic communication theory and review of existing techniques, the new method, SSIS, is introduced. This system hides and recovers a message of substantial length within digital imagery while maintaining the original image size and dynamic range. The hidden message can be recovered using appropriate keys without any knowledge of the original image. Image restoration, errorcontrol coding, and techniques similar to spread spectrum are described, and the performance of the system is illustrated. A message embedded by this method can be in the form of text, imagery, or any other digital signal. Applications for such a data-hiding scheme include in-band captioning, covert communication, image tamperproo ng, authentication, embedded control, and revision tracking.
I. INTRODUCTION
The prevalence of multimedia data in our electronic world exposes a new avenue for communication using digital steganography. Steganography, where the occurrence of communication is concealed, differs from cryptography in which communication is evident but the content of that communication is camou aged. To be useful, a steganographic system must provide a method to embed data imperceptibly, allow the data to be readily extracted, promote a high information rate or payload, and incorporate a certain amount of resistance to removal 1] 2].
There are many applications for techniques that embed information within digital images. The dispatch of hidden messages is an obvious function, but today's technology stimulates even more subtle uses. In-band captioning, such as movie subtitles, is one such use where textual information can be embedded within the image. The ability to deposit image creation and revision information within the image provides a form of revision tracking as another possible application of digital steganography. This avoids the need for maintaining two separate media, one containing the image itself and one containing the revision data. Authentication and tamperproo ng as security measures are yet other functions that could be provided. Digital image steganographic techniques can also provide forward and backward compatibility by embedding information in an image in an imperceptible manner. If a system has the ability to decode the embedded information, new enhanced capabilities could be provided. If a system did not have the capability to decode the information, the image would be displayed without degradation, leaving the viewer unaware that the hidden data exist. These are but a few of the possible uses of image steganography.
for hidden communication, where the emphasis is placed upon invisibility and the amount of payload, we limit our discussion of existing image steganographic methods to those which have these common goals.
One method of data hiding entails the manipulation of the least signi cant bit (LSB) plane, from direct replacement of the cover LSBs with message bits to some type of logical or arithmetic combination between the two. Several examples of LSB schemes can be found in 8], 9], and 10]. LSB manipulation programs have also been written for a variety of image formats and can be found in 11]. LSB methods typically achieve both high payload and low perceptibility. However, because the fact that the data are hidden in the least signi cant bit may be known, LSB methods are vulnerable to extraction by unauthorized parties.
There are, of course, many approaches that are cover escrow schemes, where it is necessary to possess the original cover signal in order to retrieve the hidden information. Examples of such schemes can be found in 2], 12], and 13].
Several procedures for data hiding in multimedia can be found in 1]. One of these, entitled Patchwork, alters the statistics of the cover image. First, pairs of image regions are selected using a pseudorandom number generator. Once a pair is selected, the pixel intensities within one region are increased by a constant value while the pixels of the second region are correspondingly decreased by the same value. The modi cation is typically small and not perceptible, but is not restricted to the LSB. A texture mapping method that copies areas of random textures from one area of the image to another is also described. Simple autocorrelation of the signal is used to expose the hidden information.
Smith and Comiskey presented several spread spectrum data-hiding methods in 6]. These techniques utilize the message data to modulate a carrier signal, which is then combined with the cover image in sections of nonoverlapping blocks. The message is extracted via cross correlation between the stegoimage and the regenerated carrier; hence, cover image escrow is not necessary. A thresholding operation is then performed on the resulting cross correlation to determine the binary value of the embedded data bits. Some of the hidden data may be lost if the phase of the modulated carrier is recovered in error.
A data-hiding scheme using the statistical properties of dithered imagery is proposed by Tanaka et al. 14] . With this method, the dot patterns of the ordered dither pixels are controlled by the information bits to be concealed. This system accommodates 2 kilobytes of hidden information for a bilevel 256 256 image, yielding a payload of data or information-hiding ratio of 1 information bit to 4 cover image bits. An information-hiding ratio of 1:6 is obtained for trilevel images of the same size. The method has high payload but is restricted to dithered images and is not resistant to errors in the stegoimage.
Davern and Scott presented an approach to image steganography utilizing fractal image compression operations 15]. An information bit is embedded into the stegoimage by transforming one similar block into an approximation for another. The data are decoded using a visual key that speci es the position of the range and domain regions containing the message. Unfortunately, the amount of data that can be hidden using the method is small and susceptible to bit errors. Additionally, the search for similar blocks in the encoder, and the decoder comparison process, are both computationally expensive operations.
Recent research performed by Swanson, Zhu, and Tew k 16] utilizes an approach of perceptual masking to exploit characteristics of the human visual system (HVS) for data hiding. Perceptual masking refers to any situation where information in certain regions of an image is occluded by perceptually more prominent information in another part of the scene 17]. This masking is performed in either the spatial or frequency domain using techniques similar to 2] and 6] without cover image escrow.
Our method of Spread Spectrum Image Steganography (SSIS) is a steganographic communication method that uses digital imagery as a cover signal. It is not to be considered a watermarking method, but rather a data-hiding method that provides the ability to embed a signi cant amount of information within digital images while avoiding detection by an observer, thereby placing emphasis on the maximization of payload and invisibility. Furthermore, SSIS is a blind scheme where the original image is not needed to extract the hidden information. The proposed recipient need only possess a key to reveal the hidden message; otherwise, the very existence of the hidden information is virtually undetectable.
III. SSIS
Techniques of error-control coding, image restoration, and those similar to spread spectrum communication are combined within the SSIS system. The fundamental concept is the embedding of the hidden information within noise, which is then added to a digital cover image. This noise is typical of the noise inherent to the image acquisition process and, if kept at low levels, is not perceptible to the human eye or by computer analysis without access to the original image. To successfully decode the message, image restoration techniques and error-control coding are employed. Image restoration is used to obtain an approximate estimate of the original cover image from the stegoimage. This promotes the estimation of the embedded signal that was added to the cover, in addition to allowing SSIS to be a blind steganography scheme. Finally, because the noise is of low power and the restoration process is not perfect, the estimation of the embedded signal is poor, resulting in an embedded signal bit error rate (BER) that is rather high. To compensate, the message signal is processed by a a low-rate error-correcting code before embedding. This conglomeration of communication and image processing techniques provides a method of reliable blind image steganography.
The major processes of the stegosystem encoder are portrayed in Figure 2 . Within the system, the message is optionally encrypted with key 1 and then encoded via a low-rate error-correcting code, producing the encoded message, m. The sender enters key 2 into a wideband pseudorandom noise generator, producing a real-valued noise sequence, n. Subsequently, the modulation scheme is used to combine the message with the noise sequence, thereby composing the embedded signal, s, which is then input into an interleaver using key 3. This signal is now added with the cover image f to produce the stegoimage g, which is appropriately quantized and clipped to preserve the initial dynamic range of the cover image. The stegoimage is then transmitted in some manner to the recipient. At the receiver the stegoimage is received by the recipient, who maintains the same keys as the sender, uses the stegosystem decoder (shown in Figure 3 ) to extract the hidden information. The decoder uses image restoration techniques to produce an estimate of the original cover image,f, from the received stegoimage,ĝ. The di erence betweenĝ andf is fed into a keyed deinterleaver to construct an estimate of the embedded signal,ŝ. With key 2, the noise sequence, n, is regenerated, the encoded message is then demodulated, and an estimate of the encoded message,m, is constructed. The estimate of the message is then decoded via the low-rate error-control decoder, optionally decrypted using key 1 and revealed to the recipient.
The interleaver in this scheme, which reorders the embedded signal before it is added to the cover image, serves a dual function. The rst is to prevent a group or burst of errors. This allows the errors to occur almost independently within a codeword, thus giving the error-correcting code an equal chance at correcting the errors in all codewords. Secondly, since the interleaver requires a key to stipulate the interleaving algorithm, this key can serve as another level of security to establish the proper order of the embedded signal before decoding.
SSIS uses inherent noise to hide information within the digital image. Since wideband thermal noise, inherent to imagery of natural scenes captured by photoelectronic systems, can be modeled as additive white Gaussian noise (AWGN) 18], this type of noise is used in the SSIS system. In other types of coherent imaging, the noise can be modeled as speckle noise 18], which is produced by coherent radiation from the microwave to visible regions of the spectrum. We postulate that the concepts of SSIS can be extended to imagery with other noise characteristics than those modeled by AWGN. The additional noise that conceals the hidden message is a natural phenomenon of the image and, therefore, if kept at typical levels, is unsuspecting to the casual observer or computer analysis. A. Spread Spectrum Spread spectrum communication describes the process of spreading the bandwidth of a narrowband signal across a wide band of frequencies. This can be accomplished by modulating the narrowband waveform with a wideband waveform, such as white noise. After spreading, the energy of the narrowband signal in any one frequency band is low and therefore di cult to detect. SSIS uses a variation of this technique to embed a message, typically a binary signal, within samples of a low-power white Gaussian noise sequence consisting of real numbers. The resulting signal, which is perceived as noise, is then combined with the cover image to produce the stegoimage. Since the power of the embedded signal is much lower than the power of the cover image, the SNR is low, indicating low perceptibility and low probability of detection by an observer. Subsequently, if embedded signal power is much less than the power of the image, an observer should be unable to visually distinguish the original image from the stegoimage. Additionally, since the message is encoded using a low-rate error-correcting code, the encoding has a similar spreading e ect because a few message bits are spread among the many output bits of the error-correcting encoder.
To construct the embedded signal, we incorporate the concept of a stored reference spread spectrum communications system 19]. The stored reference principle requires independent generation of identical pseudorandom wideband waveforms at both the transmitter and receiver. This can easily be accomplished by a private or public key 20] and identical pseudorandom number generators. In addition, the pseudorandom number generators can be cryptographically secure.
First, we describe a simple sign modulation scheme to provide an example of our spread spectrum process. This method is similar to the technique used in 21]. Assume that the message signal, m, is a bilevel signal consisting of -1,+1 and the spreading sequence, n, is a sequence of real numbers that have a normal distribution with zero mean and some variance, N. The two signals are modulated, or multiplied as in (1), resulting in a sequence of real numbers. In this simple example, the sign of each noise sample is changed corresponding to the value of the message bit to be embedded. The white Gaussian characteristics of the signal is preserved. The decoding process is also elementary. The sequence n is replicated at the receiver, and the sign of this sequence is compared to the sign of the received embedded sequence,ŝ, to recover an estimated value of the message signal,m, as shown in equation (2) . s = m n; (1) sign ŝ n ! =m:
Although this very simple system meets the necessary requirements of producing a Gaussian sequence regardless of the message signal values, a major de ciency lies within the detection of this signal in the presence of noise. This noise usually results from poor embedded signal estimation but also can be contributed by the channel during transmission. Since only the variation of the sign of embedded signal samples indicates the message, a majority of the values occur in the vicinity of zero. Moreover, the distance between s when m = ?1 and s when m = 1 is typically small, leading to the problematic detection of m.
Therefore, in order to improve detection performance, a nonlinear modulation scheme was developed for SSIS. This modulation technique provides an increase in the minimum Euclidean distance between the possible modulated values, thereby enabling an improved estimate of the embedded signal. For this modulation technique, a random sequence, u, that is uniformly distributed between (0,1) is generated. A second sequence is generated by applying the nonlinear transformation of equation (3) to u, which produces u 0 , another uniform random sequence. The transformation of equation (3) 
To adjust the power of the embedded signal, a scale factor is applied to s. The signal is then added to the cover image, which is subsequently quantized and clipped to result in the stegoimage. The scale factor is selected based on human perception and the value to the embedded signal BER. Although an intruder may be aware of the general strategy of the system, the key necessary to generate n is unknown and may thereby prevent decoding of the message. In addition, without the appropriate keys, the modulated signal is statistically indistinguishable from white Gaussian noise.
B. Image Restoration
At the receiver, the embedded signal must be extracted from the received stegoimage in order to be decoded. To do this, image restoration techniques, which lter much of the low-power embedded signal from the stegoimage, are implemented within the system to obtain an estimate of the original cover image. By subsequently subtracting the restored image from the received stegoimage, an estimate of the embedded signal is acquired. Using image restoration with SSIS eliminates the need for the recipient to possess a copy of the cover image.
Since the pixels of a digital image are locally correlated in natural scenes, ltering operations can be used to restore the original image. The challenge of embedded signal estimation can now be viewed as image restoration whose objective is to eliminate additive random noise in the received stegoimage. The restored image can be obtained with a variety of image processing lters, such as mean or median lters, or wavelet shrinkage techniques. The performance of several restoration lters was evaluated within the SSIS system. It would seem reasonable that the best-performing lter in this context would be the one which provides the lowest overall mean-squared error (MSE) between the ltered image and the original cover image, thus providing a restored image that was much like the original cover image in a mean-squared sense. However, through experimentation we found that the lter that performed best within SSIS, by providing the lowest BER out of the decoder, was not the same lter that provided the lowest MSE.
To cite a brief example, Table I exhibits the MSE and resulting embedded signal BERŝ (the BER before the error-correcting decoder), for a sampling of the lters tested using the Lena image as a cover with a stegosignal power of 20. As is evident, the lter that produces a restored image with the lowest MSE is the adaptive Wiener lter implemented using Lee's algorithm 22]. However, this lter does not provide the lowest embedded signal BER. Through experimentation, it was determined that the alpha-trimmed mean lter presented in 23] provided lower embedded signal BER. Upon further investigation, it was determined that although the errors between the original image and the Wiener ltered image were small, they were very frequent in number and the errors encountered using the alpha-trimmed mean lter, although much larger in magnitude, were less numerous. Therefore, the alpha-trimmed mean lter provided better overall detection of the estimated embedded signal,ŝ.
The particular implementation of the alpha-trimmed mean lter used here is an order statistics lter of length N operating on sequence fx j : j = k ? M; ; k; ; k + Mg for N odd given by
where x k (i) is formed from the elements of x j arranged in increasing order, x k (1) x k (2) x k (N ) : (6) The overall parameter selection for our implementation was determined to be the alpha-trimmed lter with N = 9 using 3 3 pixel window with l = 1. Therefore, this lter estimates the center pixel by \trimming" the minimum and maximum values within the window and subsequently taking the mean of the remaining pixels.
Once obtained from the image restoration,ŝ is then compared with an identical copy of the pseudorandom wideband waveform used at the encoder, n. The generation of the identical pseudorandom wideband waveforms is accomplished by the possession of a common key, which is used as a seed for duplicate random number generators. Synchronization of these waveforms is trivial in this system because the beginning of the stegoimage is easily identi ed.
C. Error-Control Coding
Since the image restoration does not result in a perfect copy of the original cover image and the embedded signal is low power, the estimate of the embedded signal is poor. This results in a demodulated message signal that may have a substantial number of bit errors, indicated by a high embedded signal BER (typically greater than 0:15 BER). Therefore, to allow for the suboptimal performance of the signal estimation process, we have incorporated the use of low-rate error-control codes to correct the large number of bit errors.
Any error-correcting code that is capable of correcting the high signal estimation BER can be used within SSIS. For SSIS proof-of-concept, binary expansions of Reed-Solomon codes 24] with a decoder based on a simple idea of Bossert and Hergert 25] using low-weight parity checks were used for error correction. This has now been extended to convolutional codes 26] using the Viterbi algorithm. The use of error correction by SSIS compensates for the suboptimal estimation of the embedded signal, in addition to combating distortion, which may be encountered during transmission of the stegoimage.
At the encoder, the entire decoding process can be simulated, thus permitting selection of the proper error-correcting code for the chosen cover image and embedded signal strength. This allows the assurance that the hidden message can be recovered, with high probability and error free when the transmission channel is noiseless. When the transmission channel is expected to be noisy, it is possible that an appropriate error-correcting code may be selected to correct for the additional errors caused by the channel. Similarly, the error correction may be able to compensate for the errors generated by the use of low levels of compression applied to the stegoimage.
IV. SSIS PERFORMANCE
Five images with di erent characteristics are used to demonstrate the performance of SSIS. The original 256 256 images (containing 64 kilobytes) appear in Figures 4 through 8 and are entitled LAV-25, Allison, Barbara, Ulm, and Eiger, respectively. To maximize payload, we presume the hidden message will be compressed. Furthermore, we assume that this compression method is intolerant of errors, as is the case with Hu man and arithmetic coding. Consequently, we strive for error-free recovery of the hidden data.
A text message was hidden within each of the images. The amplitude of the embedded signal for each image was selected based on visual considerations and embedded signal BER. Table II displays the amplitude or power of the embedded signal, the steganographic SNR (which is the ratio of embedded signal power to cover image power), the embedded signal BER, the rate of the error-correcting code used, the resulting message BER after error correction, and payload in bits per pixel (bpp). The stegoimages appear in Figures 9 through 13 .
The embedded signal estimation performs better for the images that have signi cant smooth areas such as the Ulm and LAV-25 images. This is re ected in the low embedded signal BER and correspondingly the low steganographic SNR. The embedded signal BER permits the use of the rate 1=6 convolutional code, which has a threshold (the level at which the code can typically correct all errors equal to and less than than BER) of 0.22 BER. Conversely, images that have regions of high frequency (such as the Barbara and Eiger images) require a stronger embedded signal power, thus providing a lower steganographic SNR that yields a higher embedded signal BER and requiring an error-correcting code that can correct more errors. As we mention previously, any error-correcting code that is capable of correcting the embedded signal BER can be used. If higher rate codes can be used, the payload amount will increase respectively.
The stegoimages can be made resistant to low levels of additive noise by selecting the proper errorcorrecting code. To demonstrate, we add white Gaussian noise, which is independent of the embedded signal, to the Ulm stegoimage of Figure 12 . When adding noise with a power of 10 to the Ulm stegoimage, the embedded signal BER is increased from 0:1515 to 0:1845, which is still within the acceptable BER range for the particular error-control code used. By increasing the added noise to a power of 20, the embedded signal BER is increased to 0:2108|still within the BER range for this code. This noisy stegoimage is shown in Figure 14 . However, when the additive noise power is increased to 30, the embedded signal BER is 0:2311 and the decoded message BER results increase to 0:01047. Consequently, a stronger error-control code must be used with this much additive noise for error-free message recovery.
Furthermore, the stegoimage can be made resistant to low levels of compression. Using the same stegoimage, we apply JPEG compression with a Q-factor of 95, resulting in a 4:43-bpp compressed image. Figure 15 displays this decompressed JPEG image. After decompression at the decoder, the embedded signal BER is 0:1671, which is within the acceptable BER for this particular error-control code. By decreasing the Q-factor to 90, which results in a 3:30-bpp compressed image, the embedded signal BER is increased to 0:2057|remaining within the acceptable threshold for the error-correcting code. When the Q-factor is decreased to 85, yielding a 2:64-bpp compressed image, the resulting embedded signal BER is 0:2583, slightly above the BER threshold for the code. The compressed stegoimage in the present scenario produces a message BER of 0:0686. Furthermore, when the Qfactor is decreased once more to 80, providing a 2:21-bpp compressed image, the embedded signal BER becomes 0:3001, which is beyond the capabilities of this error-control code. In this case, the (2040,32) binary expansion of the Reed-Solomon code could be used. The threshold of this code is a BER of approximately 0:35.
As an aside, it should be noted that the sender of the stegoimage selects the format in which the stegoimage is transferred to the recipient. Therefore, if a compressed image were necessary, so as not to arouse suspicion from unintended parties, the compression parameters could be chosen in such a way that the embedded signal remains recoverable.
V. CONCLUSIONS/FUTURE WORK
We have presented a novel steganographic methodology that uses error-control coding, image processing, and spread spectrum techniques. This process provides a method for concealing a digital signal within a cover image without increasing the size or dynamic range of the image. Additionally, the original image is not needed to extract the hidden message, and a level of security is provided by the necessity that both sender and receiver possess the same keys. An eavesdropper will be unable to decipher the hidden information without possession of the appropriate keys even though the system methodology may be known. Furthermore, the embedded signal power is insigni cant compared to that of the cover image, providing low probability of detection and leaving an observer unaware that the hidden data exist.
The performance of this system has been illustrated by embedding text messages within ve images to produce stegoimages. When these stegoimages are decoded, the text messages are completely recoverable. In addition, the system's ability to cope with added noise and compression of the stegoimage has been exhibited.
Future work should include improving the embedded signal estimation process in order to lower the signal estimation BER so that higher rate error-correcting codes may be employed, which will increase the payload of this system. Additionally, more complex error-correction could be implemented and it may be advantageous to have the embedded signal be adaptive. Finally, the method presented here could be extented to color imagery and audio signals. 
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