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Abstract
For a family of n-dimensional periodic delay differential equations which encompasses a broad
set of models used in structured population dynamics, the existence of a positive periodic
solution is obtained under very mild conditions. The proof uses the Schauder fixed point
theorem and relies on the permanence of the system. A general criterion for the existence of a
positive periodic solution for Nicholson’s blowflies periodic systems (with both distributed and
discrete time-varying delays) is derived as a simple application of our main result, generalizing
the few existing results concerning multi-dimensional Nicholson models. In the case of a
Nicholson system with discrete delays all multiples of the period, the global attractivity of
the positive periodic solution is further analyzed, improving results in recent literature.
Keywords: delay differential equation; periodic Nicholson system; positive periodic
solution; Schauder fixed point theorem; permanence.
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1. Introduction
In recent years, the question of the existence of periodic solutions for periodic delay
differential equations (DDEs) has attracted the interest of many researchers, and a plethora
of positive answers has been provided by using a variety of methods. To a large extent, the
techniques used in the literature apply to a specific equation only, while other ones apply to
a very particular class of DDEs, with emphasis on scalar models. For some classical models
from mathematical biology, the available existence results require a very restrictive set of
assumptions, which are not easily verifiable, much less extendable to other families of DDEs.
The main purpose of this paper is to investigate the existence of a positive periodic
solution for a broad class of periodic and in general non-monotone n-dimensional DDEs
which encompasses a large number of population models with patch structure. DDEs with
patch structure have extensive applications in population dynamics, where the patch structure
accounts for situations of heterogeneous environments due to several aspects, or in disease
and epidemic models with different classes for cells or individuals, with transition among the
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classes. In particular, the study of periodic models is especially significant, as they reflect
periodical variations of the weather or seasonality of the habitat in general, so the quest for
positive periodic solutions for such models becomes quite relevant.
In this paper, we consider a family of periodic delayed population models with patch
structure and multiple time-varying delays of the form
x′i(t) = −di(t)xi(t)+
n∑
j=1,j 6=i
aij(t)xj(t)+
m∑
k=1
βik(t)
∫ t
t−τik(t)
bik(s, xi(s)) dsηik(t, s), i = 1, . . . , n,
(1.1)
where all the coefficients and delay functions are assumed to be continuous, non-negative
and periodic on t, with a common period ω > 0, and ηik(t, s) are bounded, nondecreasing
on s, locally integrable and ω-periodic on t. Some additional conditions on the coefficients
di(t), aij(t), βik(t) and on the nonlinearities bik(t, x) will be assumed. Special attention will be
given to the study of (1.1) with ηik(t, s) = Ht−τik(t)(s), where Ht(s) is the Heaviside function
Ht(s) = 0 if s ≤ t, Ht(s) = 1 if s > t. In this case, we obtain a system with discrete delays
of the form
x′i(t) = −di(t)xi(t) +
n∑
j=1,j 6=i
aij(t)xj(t) +
m∑
k=1
βik(t)hik(t, xi(t− τik(t))), i = 1, . . . , n. (1.2)
Many important delayed non-autonomous models from mathematical biology can be writ-
ten in the form (1.1), see e.g. [15, 20, 25]. In Section 2, a descriptive set of hypotheses, as
well as a brief biological interpretation of the model, will be given.
The present paper is a continuation of the research recently conducted by Faria, Obaya
and Sanz in [7], where the asymptotic behavior of solutions for non-autonomous systems (1.2)
was carefully analyzed, and sufficient conditions for either the permanence or extinction of
all population given. A permanence result was established in [7] for a generic system (1.2)
with all the coefficients and delays given by non-negative, continuous, bounded functions (not
necessarily periodic), under very mild and optimal sufficient conditions. As we shall see, the
permanence result in [7] can be easily extended to systems (1.1). Here, the leading ideas are,
on one hand, to interpret (1.1) as the result of adding bounded delayed perturbations to a
linear homogeneous ordinary differential equation (ODE) and, on the other hand, to use the
uniform persistence of (1.1): under the same hypotheses for permanence, by applying the
Schauder fixed point theorem we further show that at least one positive period solution must
exist. Our results are achieved under a very weak set of assumptions and have significant
applications.
Among them, and as an important illustration, we have in mind to apply our results to
Nicholson systems with time-dependent, either distributed or discrete, delays, of the forms
x′i(t) = −di(t)xi(t)+
n∑
j=1,j 6=i
aij(t)xj(t)+
m∑
k=1
βik(t)
∫ t
t−τik(t)
γik(s)xi(s)e
−cik(s)xi(s) ds, i = 1, . . . , n,
(1.3)
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or
x′i(t) = −di(t)xi(t)+
n∑
j=1,j 6=i
aij(t)xj(t)+
m∑
k=1
βik(t)xi(t− τik(t))e
−cik(t)xi(t−τik(t)), i = 1, . . . , n,
(1.4)
where the coefficients and delays are continuous and bounded on R, with di(t), cik(t) >
0, aij(t), βik(t), γik(t), τik(t) ≥ 0. In view of our purposes, we give here some references on
Nicholson’s equations and systems, with emphasis on periodic versions of such models.
The Nicholson’ blowflies equation
N ′(t) = −dN(t) + βN(t− τ)e−aN(t−τ) (d, β, a, τ > 0) (1.5)
was introduced by Gurney et al. in 1980 [11], and its biological impact was immediately
apparent, as the proposed model agreed with Nicholson’s experimental data on the Aus-
tralian sheep blowfly (see e.g. [21]). Since then, an immense literature concerning Nicholson’s
equation, generalizations, related models and applications to real world problems has been
produced. The periodic version of (1.5), given by
N ′(t) = −d(t)N(t) + β(t)N(t− τ(t))e−a(t)N(t−τ(t)) , (1.6)
with d(t), β(t), τ(t), a(t) positive, ω-periodic continuous functions (ω > 0), has been studied
in a number of papers. The simplest version of (1.6) is when the delay is a multiple of the
period, in which case the ω-periodic solutions of (1.6) are exactly the ω-periodic solutions of
the equation with no time delay N ′(t) = −d(t)N(t) + β(t)N(t)e−a(t)N(t) . For the particular
situation of τ(t) = mω (m ∈ N) and a(t) ≡ a > 0, Saker and Agarwal [23] showed that
there is a positive ω-periodic solution N∗(t) of (1.6) if mint∈[0,ω] β(t) > maxt∈[0,ω] d(t), and
gave some additional conditions for its global attractivity. See also [16] for a refinement of
the result in [23]. A significant breakthrough was later achieved by Chen [3], who used the
continuation theorem of coincidence degree to establish the existence of a positive ω-periodic
solution of (1.6) under much more general conditions. More recently, an elegant unifying
method, based on the continuation theorem, was proposed by Amster and Idels [1] to show
the existence of positive periodic solutions for a general class of scalar period DDEs with
the form x′(t) = ∓a(t)f(x(t))x(t) ± λb(t)g(xt) (λ > 0 a parameter). Their results apply to
the case of a Nicholson scalar equation with distributed delay, as well as to other important
biological models. For other criteria of existence of periodic solutions for scalar periodic
DDEs within the class x′(t) = ∓a(t)f(x(t))x(t)±λb(t)g(xt) and based on several fixed point
methods, see [4, 10, 19, 27, 30] and references therein.
Only recently has some attention been given to multi-dimensional versions of Nicholson
models, with priority in autonomous Nicholson systems [2, 6, 8, 17]. For n > 1, very little is
known about positive periodic solutions for general non-monotone periodic DDEs. In what
concerns periodic Nicholson systems, results concerning the existence of positive periodic
solutions in the case n = 2 have been established in a few papers, see [18, 26], and seem to
be virtually non-existent for the situation of (1.4) with n > 2, or for the case of distributed
delays (1.3) with n ≥ 2. For related results for periodic or almost-periodic Nicholson systems
with harvesting terms, we refer also to [28, 29, 31].
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In spite of the variety of methods and tools that have been proposed, to the best of our
knowledge, there is no general result in the literature concerning the existence of positive
periodic solutions for periodic n-dimensional Nicholson systems (1.3) or (1.4). Surprisingly,
here a general criterion is obtained as an immediate consequence of our Theorem 3.1, estab-
lished for a far more general framework. The results in [16] and [19] are recovered by our
general criterion, when applied to the scalar version of (1.4). We however believe that sharper
results are to be expected, under more natural restrictions involving the average integrals of
the coefficients over the interval [0, ω], as in [3, 26] for n = 1 – rather than the pointwise
values of such coefficients, as in the results presented here. This will be the subject of future
research.
The contents of the remainder of the paper are now summarized. Section 2 is a section of
preliminaries, where a set of assumptions is introduced and the general criterion for perma-
nence in [7] extended to the family of DDEs (1.1). The main result of the paper, Theorem
3.1, is given in Section 3: in the case of periodic systems (1.1) we show that the sufficient
conditions for permanence are enough to guarantee the existence of at least one positive ω-
periodic solution. The result for periodic n-dimensional Nicholson systems (1.3) is deduced
as a particular case. In Section 4, we consider (1.4) with all the delays multiple of the period,
and give sufficient conditions for the global attractivity of the positive periodic solution. Our
results extend the ones in [16, 19] and improve some criteria in [1, 26]. The situation of
systems with autonomous coefficients is also considered and the global asymptotic stability
of a positive equilibrium deduced under optimal conditions, generalizing the results in [2, 8].
Although emphasis is given to periodic Nicholson systems, other relevant population models
satisfy the hypotheses imposed here; see Sections 2 and 3 for examples.
2. Preliminaries
We start by introducing some standard notation. For τ ≥ 0, set C := C([−τ, 0];Rn) to
be the Banach space endowed with the norm ‖φ‖ = maxθ∈[−τ,0] |φ(θ)|, where | · | is a fixed
norm in Rn. We shall also use |A| to denote the (operator) norm of an n× n matrix A with
constant entries. A vector v ∈ Rn is identified in C with the constant function ψ(s) = v for
−τ ≤ s ≤ 0.
A DDE in C takes the general form
x′(t) = f(t, xt), (2.1)
where f : Ω ⊂ R × C → Rn and xt denotes the restriction of a solution x(t) to the time
interval [t− τ, t], i.e., xt ∈ C is given by xt(θ) = x(t+ θ),−τ ≤ θ ≤ 0. Take Ω = [α,∞) ×D
with α ∈ R and D ⊂ C, and suppose that f is continuous and regular enough so that the
initial value problem is well-posed, in the sense that for each (σ, φ) ∈ [α,∞)×D there exists
a unique solution of the problem x′(t) = f(t, xt), xσ = φ, defined on a maximal interval
of existence: in this situation, this solution is denoted by x(t, σ, φ) in Rn or xt(σ, φ) in C.
Whenever necessary, the more explanatory notation x(t, σ, φ, f) is used.
We designate by C+ the cone of nonnegative functions in C, C+ = C([−τ, 0]; [0,∞)n),
and by intC+ its interior. In C, ≤ denotes the usual partial order generated by C+: φ ≤ ψ
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if and only if ψ − φ ∈ C+; by φ≪ ψ, we mean that ψ − φ ∈ intC+. The relations ≥ and ≫
are defined in the obvious way; thus, we write ψ ≥ 0 for ψ ∈ C+ and ψ ≫ 0 for ψ ∈ intC+.
The situation of no delays (τ = 0) is included in our setting, in which case C is identified
with Rn and C+ with Rn+ := [0,∞)
n.
For simplicity, here we say that (2.1) (or f) is cooperative if it satisfies Smith’s quasi-
monotone condition, given by (see [24])
(Q) for φ,ψ ∈ D,φ ≤ ψ and φi(0) = ψi(0), then fi(t, φ) ≤ fi(t, ψ), i = 1, . . . , n, t ≥ α.
Condition (Q) allows comparison of solutions between two related DDEs x′(t) = f(t, xt) and
x′(t) = g(t, xt): if f ≤ g on [α,∞) ×D and either f or g is cooperative, then, for σ ≥ α and
φ,ψ ∈ D with φ ≤ ψ, we have x(t, σ, φ, f) ≤ x(t, σ, ψ, g) for t ≥ σ whenever the solutions
are defined (see [24]). In particular, (Q) guarantees the monotonocity of solutions of (2.1)
relative to initial data.
Consider a family of non-autonomous systems (1.1), and further suppose that bik(t, 0) = 0
for t ∈ R and bik have partial derivatives with respect to the second variable at x = 0
+, given
by ∂bik∂x (t, 0) = γik(t), for all i, k. In this way, system (1.1) takes the general form
x′i(t) = −di(t)xi(t) +
n∑
j=1,j 6=i
aij(t)xj(t)
+
m∑
k=1
βik(t)
∫ t
t−τik(t)
γik(s)hik(s, xi(s)) dsηik(t, s), i = 1, . . . , n,
(2.2)
where all the coefficients, kernels and delay functions are supposed to be continuous, bounded
and nonnegative. As a special case of (2.2), we shall consider systems with time-dependent
discrete delays in the nonlinear terms, written in the form
x′i(t) = −di(t)xi(t) +
n∑
j=1,j 6=i
aij(t)xj(t) +
m∑
k=1
βik(t)hik(t, xi(t− τik(t))), i = 1, . . . , n. (2.3)
Systems (2.2) and (2.3) are considered as abstract DDEs in the phase space C = C([−τ, 0];Rn),
where
τ = sup{τik(t) : t ≥ 0, i = 1, . . . , n, k = 1, . . . ,m}.
For future reference, Rn is supposed to be equipped with the supremum norm |x| = max1≤i≤n |xi|,
x = (x1, . . . , xn) ∈ R
n. Note that (2.2) is obtained by adding a delayed perturbationM(t, xt)
to the linear ODE
x′i(t) = −di(t)xi(t) +
n∑
j=1,j 6=i
aij(t)xj(t), i = 1, . . . , n, (2.4)
with M(t, xt) of the form M(t, xt) = (M1(t, x1,t), . . . ,Mn(t, xn,t)); for (2.2) each component
Mi(t, φi) is given by
Mi(t, φi) =
m∑
k=1
βik(t)
∫ t
t−τik(t)
γik(s)hik(s, φi(s− t)) dsηik(t, s), (2.5)
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whereas for (2.3) the components Mi(t, φi) read as
Mi(t, φi) =
m∑
k=1
βik(t)hik(t, x(t− τik(t))), (2.6)
for t ∈ R, φi ∈ C([−τ, 0];R), i = 1, . . . , n.
Typically, system (2.2) can be used to model the population growth of either a single
or multiple species structured into n classes or patches, with migration among them: xi(t)
denotes the density of the ith-species population, aij(t) is the dispersal rate of the population
migrating from class j to class i, di(t) is the coefficient of instantaneous loss for class i (which
integrates both the death rate and the migration coefficients referring to the individuals
that leave class i to move to other classes), and Mi(t, φi) is the birth function for class
i. Following the general approach in the literature – though not always justifiable from a
biological viewpoint [5] – multiple time-varying delays have been incorporated in the birth
contribution.
Throughout the paper, hypotheses will be taken from the following set of conditions:
(H0) the functions di, aij , βik, γik, hik(·, x) (x ≥ 0), ηik(·, s) (s ∈ R) and τik are ω-periodic
(ω > 0) on t ∈ R;
(H1) di, aij : R → R (j 6= i) are continuous, with aij(t) ≥ 0, i 6= j, di(t) > 0 for t ∈ R and
i, j ∈ {1, . . . , n};
(H2) there exist a vector u = (u1, . . . , un)≫ 0 and t0 ∈ R such that di(t)ui ≥
∑n
j=1,j 6=i aij(t)uj
for t ∈ R, with di(t0)ui >
∑n
j=1,j 6=i aij(t0)uj , i ∈ {1, . . . , n};
(H3) τik, βik, γik : R → [0,∞) are continuous, ηik : R × R → R are bounded, with ηik(t, s)
nondecreasing on s and locally integrable on t, and
βi(t) :=
m∑
k=1
βik(t)
∫ t
t−τik(t)
γik(s) dsηik(t, s) > 0, t ∈ R, (2.7)
for i ∈ {1, . . . , n}, k ∈ {1, . . . ,m};
(H4) hik : R × [0,∞) → [0,∞) are bounded, continuous and locally Lipschitzian in x, with
hik(t, 0) = 0 for t ∈ R and
hik(t, x) ≥ h
−
i (x) t ∈ R, x ≥ 0, k = 1, . . . ,m,
where h−i : [0,∞) → [0,∞) is continuous on [0,∞), continuously differentiable in a
right neighborhood of 0, with h−i (0) = 0, (h
−
i )
′(0) = 1 and h−i (x) > 0 for x > 0,
i ∈ {1, . . . , n}.
Assumptions (H1)-(H4), together with either (H0) or the boundedness of all functions
in their domains, guarantee the existence and uniqueness of solutions for the initial value
problems of (2.2) with xσ = φ ∈ C
+, defined for t ≥ σ [13]. For (2.3), βi(t) in (2.7) reads
6
simply as βi(t) =
∑m
k=1 βik(t), i = 1, . . . , n. Typically, in (H4) we take h
−
i (x) = min{hik(t, x) :
t ∈ [0, ω], 1 ≤ k ≤ m}.
Hereafter, we designate by A(t), B(t),D(t),M(t) the ω-periodic n × n matrices defined
on R and given by
D(t) = diag (d1(t), . . . , dn(t)), A(t) = [aij(t)]
B(t) = diag (β1(t), . . . , βn(t)), M(t) = B(t) +A(t)−D(t),
(2.8)
where aii(t) ≡ 0, 1 ≤ i ≤ n. In the literature, M(t) is often called the community matrix
for (2.2). In biological terms, (H1)-(H3) are quite natural conditions for periodic structured
population models; for a discussion see [7], also for further references. Jointly with (H0)-(H4),
we shall also consider the following assumption:
(H5) there exists v = (v1, . . . , vn)≫ 0 such that M(t)v ≫ 0 for t ∈ [0, ω].
Besides (1.3), where the nonlinearities are of Ricker-type, other useful population models
satisfying the above hypothesis (H4) can be considered. Among them, models (2.2) with
hik(t, x) = xe
−cik(t)x
α
(α > 0) or with nonlinearities of Mackey-Glass type
hik(t, x) =
x
1 + cik(t)xα
(α ≥ 1), (2.9)
where cik(t) are continuous, positive and bounded, satisfy (H4). See Section 3 for an illus-
trative example.
Motivated by its biological interpretation, only nonnegative solutions of (2.2) are mean-
ingful, and therefore admissible. Here, initial conditions are taken in C0, where
C0 = {φ ∈ C
+ : φ(0)≫ 0}.
The notions of uniform persistence and permanence given below (see e.g. [15]) will always
refer to the choice of C0 as the set of admissible initial conditions, given, as convention, at
the instant of time t = 0: i.e., initial conditions read as x0 = φ ∈ C0; of course, one can
replace [0,∞) by any time interval [α,∞), α ∈ R.
Definition 2.1. A DDE x′(t) = f(t, xt) is said to be uniformly persistent (in C0) if all solu-
tions x(t, 0, φ) with φ ∈ C0 are defined on [0,∞) and there ism > 0 such that lim inf
t→∞
xi(t, 0, φ) ≥
m for all 1 ≤ i ≤ n, φ ∈ C0. The DDE x
′(t) = f(t, xt) is said to be permanent (in C0) if
it is dissipative and uniformly persistent; in other words, all solutions x(t, 0, φ), φ ∈ C0, are
defined on [0,∞) and there are positive constants m,L such that, given any φ ∈ C0, there
exists t0 = t0(φ) for which
m ≤ xi(t, 0, φ) ≤ L for t ≥ t0, i = 1, . . . , n. (2.10)
In general, the nonlinearities in (2.2) are non-monotone in x, thus monotone techniques
do not apply directly. Nevertheless, for the case of systems with discrete delays (2.3), in
[7] the authors considered convenient auxiliary cooperative systems, and exploited results
from the theory of monotone DDEs as in [24], to deduce the global asymptotic behavior of
solutions. For periodic systems (2.2), some consequences and generalizations of results in [7]
are given in the following theorem:
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Theorem 2.1 (i) If (H0)-(H2) are satisfied, then the ω-periodic linear homogeneous system
(2.4) is cooperative and exponentially asymptotically stable.
(ii) If (H0)-(H4) are satisfied, all solutions of (2.2) with initial conditions in C0 are
defined and strictly positive on [0,∞); moreover, (2.2) is dissipative (in C0).
(iii) If (H0)-(H5) are satisfied, then (2.2) is permanent (in C0).
Proof. The assertions in (i) and (ii) are immediate consequences of Theorems 2.1 and 2.3 in
[7]. For the proof of (iii), below we adapt the arguments for the proof of [7, Theorem 3.3],
omitting however details.
After the scaling of variables xˆj(t) = xj(t)/vj , system (2.2) reads as
xˆ′i(t) = −di(t)xˆi(t) +
n∑
j=1,j 6=i
aˆij(t)xˆj(t)
+
m∑
k=1
βik(t)
∫ t
t−τik(t)
γik(s)hˆik(s, xˆi(s)) dsηik(t, s), i = 1, . . . , n,
where aˆij(t) = v
−1
i aij(t)vj , j 6= i, and hˆik(t, x) = v
−1
i hik(t, vix). The matrix D(t) −
[
aˆij(t)
]
still satisfies (H2). In this way, and dropping the hats for simplicity, we consider the original
system (2.2), but suppose that (H5) holds with v = 1 := (1, . . . , 1). Thus, there exist
constants ηi > 0 (i = 1, . . . , n) such that
βi(t) ≥ di(t)−
∑
j 6=i
aij(t) + ηi, t ∈ R.
On the other hand, di(t) −
∑
j 6=i aij(t) ≤ di := maxt∈[0,ω] di(t), and with 1 < αi < 1 + ηi/di
we obtain
α−1i βi(t)− di(t) +
∑
j 6=i
aij(t) > 0, for t ∈ R, i = 1, . . . , n. (2.11)
From the dissipativeness of the system asserted in (ii), and for h−i as in (H4), we can
choose L > m > 0 such that the uniform estimate
lim sup
t→∞
xi(t, 0, φ) < L for φ ∈ C0, i = 1, . . . , n, (2.12)
holds and h−i (m) = minx∈[m,L] h
−
i (x), with (h
−
i )
′(x) > 0 and α−1i x < h
−
i (x) for x ∈ (0,m]
and all i.
Consider the auxiliary cooperative system
x′i(t) =− di(t)xi(t) +
n∑
j=1,j 6=i
aij(t)xj(t)
+
m∑
k=1
βik(t)
∫ t
t−τik(t)
γik(s)Hi(xi(s)) dsηik(t, s) =: Fi(t, xt), i = 1, . . . , n,
(2.13)
where Hi(x) = h
−
i (x) if 0 ≤ x ≤ m, Hi(x) = h
−
i (m) if x ≥ m.
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For x(t) a positive solution of (2.2), for t > 0 sufficiently large and 1 ≤ i ≤ n, we have
xi(t) ≤ L and hik(t, xi(t)) ≥ Hi(xi(t)). Therefore, if (2.13) is uniformly persistent, then (2.2)
is uniformly persistent as well [24].
Now, we consider any solution x(t) = x(t, σ, φ, F ) of (2.13) with xσ = φ ∈ C0 and σ ∈ R.
We claim that there is T = T (σ, φ) ≥ σ such that
xi(t) ≥ m for t ≥ T, 1 ≤ i ≤ n. (2.14)
We first prove that if min{xj(t) : 1 ≤ j ≤ n, t ∈ [T, T + τ ]} ≥ m for some T ≥ σ, then
xj(t) ≥ m for all t ≥ T and j = 1, . . . , n.
For simplicity of exposition, take T = σ = 0. Assume that xj(t) ≥ m for t ∈ [0, τ ] and
j = 1, . . . , n. Let t0 ∈ [τ, 2τ ] and i ∈ {1, . . . , n} be such that xi(t0) = min{xj(t) : 1 ≤ j ≤
n, t ∈ [τ, 2τ ]}. We have
0 ≥ x′i(t0) = −di(t0)xi(t0)+
∑
j 6=i
aij(t0)xj(t0)+
m∑
k=1
βik(t0)
∫ t0
t0−τik(t0)
γik(s)Hi(xi(s)) dsηik(t0, s).
Suppose that xi(t0) < m. For k = 1, . . . ,m and s ∈ [t0 − τik(t0), t0] ⊂ [0, t0], we have
xi(s) ≥ xi(t0), hence Hi(xi(s)) ≥ Hi(xi(t0)). From the definition of βi(t) in (2.7), we obtain
0 ≥

−di(t0) + n∑
j=1
aij(t0)

xi(t0) + βi(t0)Hi(xi(t0))
≥

−di(t0) + n∑
j=1
aij(t0) + α
−1
i βi(t0)

xi(t0) > 0,
(2.15)
which is not possible. Thus, xi(t0) ≥ m. This implies that xj(t) ≥ m on [0, 2τ ] for all
j = 1, . . . , n. By iteration, we obtain the same lower bound m on [0,∞), which proves (2.14).
Next, we need to show that there exists an interval of length τ where the minima of all
components xi(t) are larger to or equal to m. The proof follows by adapting slightly the
arguments in [7], so we do not include it here. 
Remark 2.1 For systems (2.3) with all the coefficients and delay functions continuous and
bounded, if we replace (H2) and (H5) by slightly stronger assumptions, the claims in the
above theorem remain valid without assuming that the coefficients and delay functions are
periodic. See [7] for details, as well as for supplementary results. See also [22], for the uniform
persistence of a Nicholson almost-periodic system with one constant delay in each equation.
3. Existence of a positive periodic solution
In the case of periodic systems, we now show that the criterion for uniform persistence in
Theorem 2.1(iii) also provides a criterion for the existence of a positive ω-periodic solution.
We start with some algebraic definitions.
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Definition 3.1. Let A = [aij ] be a square matrix. We say that A is nonnegative, and write
A ≥ 0, if all its entries are nonnegative. For A with nonpositive off-diagonal entries (i.e.,
aij ≤ 0 for i 6= j), A is said to be a non-singular M-matrix or a matrix of class K if all its
eigenvalues have positive real parts.
We remark that some authors use simply the term M-matrix to designate a non-singular
M-matrix. There are many alternative equivalent definitions of non-singular M-matrices, see
e.g. [9]. Namely, for a square matrix A with nonpositive off-diagonal entries, the following
conditions are equivalent: (i) A is a non-singular M-matrix; (ii) there exists a vector u ≫ 0
such that Au≫ 0; (iii) A is non-singular and A−1 ≥ 0.
Theorem 3.1 Assume (H0)-(H5). Then (2.2) has a positive ω-periodic solution.
Proof. The proof will be divided in several steps.
(i) From Theorem 2.1(i), the linear homogeneous ODE (2.4) is exponentially asymptot-
ically stable. Let K ≥ 1, α > 0 be such that |X(t)X−1(s)| ≤ Ke−α(t−s) for t ≥ s, where
X(t) is the fundamental matrix solution of (2.4) with X(0) = I. For y0 ∈ R
n, the solution of
(2.4) with initial condition y(s) = y0 is given by X(t)X
−1(s)y0. It was observed in Section
2 that (2.4) is cooperative, hence its solutions are monotone relative to the order in Rn, i.e.,
y(t, s, x0) ≤ y(t, s, y0) if x0 ≤ y0. Moreover, for s ∈ R, y0 ∈ R
n, a solution y(t) = y(t, s, y0) of
(2.4) satisfies y′i(t) ≥ −di(t)yi(t), i = 1, . . . , n, and therefore y(t, s, y0) ≥ 0 for t ≥ s whenever
y0 ≥ 0, with yi(t, s, y0) = (X(t)X
−1(s)y0)i > 0 if y0i > 0, for any 1 ≤ i ≤ n. For t ≥ s,
we derive that X(t)X−1(s) ≥ 0, i.e., all entries of the matrices X(t)X−1(s) are nonnegative
(and that their diagonal entries are positive). For the monodromy matrix C = X(ω), we have
C = X−1(t)X(ω+t) for t ∈ R. The matrices T (t) := X(ω+t)X−1(t), t ∈ R, are nonnegative,
ω-periodic and similar to C. Since all the characteristic multipliers of (2.4) have moduli less
than one, the spectral radius ρ(T (t)) of T (t) is less than one. Consequently, I − T (t) is a
nonsingular M-matrix, and has inverse (I − T (t))−1 ≥ 0.
(ii) From (H5), there exists v = (v1, . . . , vn)≫ 0 such that
ηi := min
t∈[0,ω]
(
βi(t)vi − di(t)vi +
∑
j 6=i
aij(t)vj
)
> 0, i = 1, . . . , n. (3.1)
As before, we effect the scaling of variables xˆj(t) = xj(t)/vj in (2.2), and obtain a new
system of the form (2.2) where aˆij(t) = v
−1
i aij(t)vj , j 6= i, and hˆik(t, x) = v
−1
i hik(t, vix).
Hence, and without loss of generality, we may consider (2.2) and take v = (1, . . . , 1) = 1 in
(H5). As in the proof of Theorem 2.1, we deduce that there are constants αi > 1 such that
(2.11) is satisfied.
Theorem 2.1(iii) implies that (2.2) is permanent. Consider uniform lower and upper
bounds m,L for all positive solutions of (2.2), as in the uniform estimates (2.10). As a
result of (H4), we can choose L > m > 0, with m sufficiently small such that h−i (m) =
minx∈[m,L] h
−
i (x), with h
−
i (x) increasing on [0,m] and
α−1i x < h
−
i (x) for x ∈ (0,m], i = 1, . . . , n.
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(iii) We introduce some further terminology. For simplicity, we may suppose that τ ≥ ω
(otherwise we choose some τ¯ ≥ ω and insert C into C([−τ¯ , 0];Rn)). For φ ∈ C such that
φ(t + ω) = φ(t) for all t, t + ω ∈ [−τ, 0], we write φ˜ for the ω-periodic function defined in
R which coincides with φ on [−τ, 0]. Denote by Cω, C
+
ω the sets of ω-periodic continuous
functions φ : R→ Rn, respectively φ : R→ Rn+, which can be identified as subsets of C,C
+,
respectively, with the same topology.
Now, suppose that x(t) = x(t,−τ, φ) is a solution of (2.2), with initial condition x−τ =
φ ∈ Cω. By the variation of constants formula for ODEs,
x(t) = X(t)X−1(t0)x(t0) +X(t)
( ∫ t
t0
X−1(s)M(s, xs) ds
)
(t, t0 ≥ −τ), (3.2)
where M(t, φ) = (M1(t, φ1), . . . ,Mn(t, φn)) is given by (2.5) and, as before, xs = x|[s−τ,s] for
s ≥ −τ . Clearly, x(t) is ω-periodic if and only if xω = x0. From (3.2), x(ω + θ) = x(θ) for
θ ∈ [−τ, 0] if and only if
x(θ) = X(ω + θ)X−1(θ)x(θ) +X(ω + θ)
∫ ω+θ
θ
X−1(s)M(s, xs) ds, (3.3)
for θ ∈ [−τ, 0]. This is equivalent to saying that x(t) is a fixed point of the operator F :
Cω → C defined by
(Fφ)(θ) =
(
I − T (θ)
)−1(
X(ω + θ)
∫ ω+θ
θ
X−1(s)M(s, φs) ds
)
, φ ∈ Cω, θ ∈ [−τ, 0]. (3.4)
Thus, we look for a fixed point φ ∈ int(C+ω ) of the operator F .
(iv) The aim is to apply the Schauder fixed point theorem to the operator F in an
appropriate subset of int(C+ω ).
We first claim that Fφ ∈ C+ω whenever φ ∈ C
+
ω . Let φ ∈ Cω, and set
G(t;φ) := X(ω + t)
∫ ω+t
t
X−1(s)M(s, φs) ds, t ∈ R. (3.5)
We have
G(ω + t;φ) =
∫ ω+t
t
X(2ω + t)X−1(ω + s)M(ω + s, φω+s) ds = G(t;φ), t ∈ R,
because φ(t) and t 7→M(t, ψ) are ω-periodic and X(2ω+ t)X−1(ω+s) = X(ω+ t)CX−1(ω+
s) = X(ω + t)X−1(s). From step (i), T (t) is also ω-periodic, hence Fφ ∈ Cω. Since X(ω +
t)X−1(s) ≥ 0, (I − T (θ))−1 ≥ 0, we further derive that Fφ ≥ 0 for φ ∈ C+ω .
From the continuity of (I − T (θ))−1, there exists c = maxθ∈[−θ,0] |(I − T (θ))
−1|, thus
‖Fφ‖ ≤ cKβ0L0
1
α
(1− e−αω),
where L0, β0 are such that hik(t, x) ≤ L
0 and βi(t) ≤ β
0 for all i, k and t ∈ R, x ≥ 0.
Therefore, F transforms C+ω into a bounded set of C
+
ω . Choose R ≥ L, for L as in (2.10),
such that F(C+ω ) ⊂ [0, R1]ω , where [0, R1]ω := {φ ∈ C
+
ω : φi ≤ R, 1 ≤ i ≤ n}.
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We now prove that F(C+ω ) is equicontinuous in C
+
ω . For φ ∈ C
+
ω , consider G(t;φ) as in
(3.5), and t1, t2 ∈ [−ω, 0]. We have
|(Fφ)(t1)− (Fφ)(t2)| ≤ c |G(t1;φ)−G(t2;φ)|
+
∣∣∣(I − T (t1))−1 − (I − T (t2))−1∣∣∣G(t2;φ) . (3.6)
Observe that ∣∣∣∣
∫ ω+t
t
X−1(s)M(s, φs) ds
∣∣∣∣ ≤ Kβ0L0 1α(eαω − 1) =: C1,
|G(t;φ)| ≤ Kβ0L0
1
α
(1− e−αω), ∀φ ∈ C+ω ,∀t ∈ [−ω, 0],
and
|G(t1;φ) −G(t2;φ)| ≤ |X(t1 + ω)−X(t2 + ω)|C1
+K
∣∣∣∣
∫ t2
t1
X−1(s)M(s, φs) ds −
∫ ω+t2
ω+t1
X−1(s)M(s, φs) ds
∣∣∣∣
≤ |X(t1 + ω)−X(t2 + ω)|C1 +Kβ
0L0
1
α
(1 + e−αω)
∣∣∣e−αt1 − e−αt2∣∣,
for all φ ∈ C+ω , t1, t2 ∈ [−ω, 0]. Inserting these estimates in (3.6), we conclude that the family
F(C+ω ) is equicontinuous. By Ascoli-Arzela` theorem, F(C
+
ω ) is relative compact in C
+
ω .
Next, we claim that
F([m1,∞)ω) ⊂ [m1,∞)ω, (3.7)
where [m1,∞)ω := {φ ∈ C
+
ω : φi ≥ m, 1 ≤ i ≤ n}. Note that all solutions x(t) = x(t, σ, φ) of
(2.2) (with φ ∈ C0) satisfy m ≤ xi(t) ≤ R for t sufficiently large and 1 ≤ i ≤ n.
Take φ ∈ Cω with φ(s) ≥ m1 for s ∈ R. From step (ii), we have hik(s, φi(s)) ≥
h−i (φi(s)) ≥ α
−1
i φi(s) ≥ α
−1
i m for all i, k and s ∈ R. For Mi defined in (2.5), we ob-
tain Mi(s, φi,s) ≥ βi(s)α
−1
i m, and (2.11) yields Mi(s, φi,s) ≥ m[di(s) −
∑
j 6=i aij(s)], i =
1, . . . , n, s ∈ R. Since X(ω + θ)X−1(s) ≥ 0, we deduce that
X(ω + θ)
∫ ω+θ
θ
X−1(s)M(s, φs) ds ≥ mX(ω + θ)
∫ ω+θ
θ
X−1(s)[D(s)−A(s)]1 ds. (3.8)
The differentiation of the identity I = X−1(s)X(s) leads to dds
(
X−1(s)
)
= X−1(s)[D(s) −
A(s)]. From (3.8), we derive
X(ω + θ)
∫ ω+θ
θ
X−1(s)M(s, φs) ds ≥ m[I − T (θ)
]
1,
and finally from (3.4) obtain
(Fφ)(θ) ≥ m
[
I − T (θ)
]−1[
I − T (θ)
]
1 = m1,
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which proves the claim (3.7).
Consider the convex, closed bounded subset [m1, R1]ω := {φ ∈ Cω : m1 ≤ φ ≤ R1}
of Cω. Applying Schauder’s fixed point theorem to the restriction (still denoted by F)
F : [m1, R1]ω → [m1, R1]ω, we conclude that there exists a fixed point φ
∗ ∈ [m1, R1]ω .
From (ii), φ∗(t) is an ω-periodic solution of (2.2). The proof is complete. 
A general criterion concerning the existence of a positive periodic solution for periodic
n-dimensional Nicholson systems is trivially obtained as a consequence of Theorem 3.1.
Theorem 3.2 Consider (1.3) where all the functions di(t), aij(t), βik(t), γik(t), cik(t), τik(t)
satisfy (H0)-(H3) and (H5). Then there exists (at least) one positive ω-periodic solution of
(1.3). A similar results holds for (1.4), with βi(t) in (2.7) replaced by βi(t) =
∑m
k=1 βik(t).
As a by-product, Theorem 3.1 also provides conditions for the existence of a positive
equilibrium for systems with autonomous coefficients.
Theorem 3.3 Consider the system
x′i(t) = −dixi(t) +
n∑
j=1,j 6=i
aijxj(t) +
m∑
k=1
βikhik(xi(t− τik(t))), i = 1, . . . , n, t ≥ 0, (3.9)
where di > 0, aij ≥ 0, βik ≥ 0 with βi :=
∑m
k=1 βik > 0, τik : [0,∞) → [0,∞) are continuous
and uniformly bounded from above by some τ > 0, and
(H4*) hik : [0,∞) → [0,∞) are bounded, locally Lipschitz continuous on [0,∞) and con-
tinuously differentiable on a right neighborhood of 0, with hik(0) = 0, h
′
ik(0) = 1 and
hik(x) > 0 for x > 0,
for all i, j = 1, . . . , n, k = 1, . . . ,m. Define the n× n matrices
A = [aij ], B = diag (β1, . . . , βn), D = diag (d1, . . . , dn), M = B −D +A, (3.10)
where aii := 0 (1 ≤ i ≤ n). Assume that: (i) D−A is a non-singular M-matrix; (ii) Mv ≫ 0
for some vector v ≫ 0. Then (3.9) has a positive equilibrium.
Proof. For D,A as in (3.10), hypotheses (H1), (H2) are satisfied, thus the linear autonomous
ODE x′ = −(D − A)x is exponentially asymptotically stable. Together with (3.9), consider
its associated ODE without delays:
x′i(t) = −dixi(t) +
n∑
j=1,j 6=i
aijxj(t) +
m∑
k=1
βikhik(xi(t)), i = 1, . . . , n, t ≥ 0. (3.11)
Systems (3.9) and (3.11) have the same equilibria. We apply Theorem 3.1 to (3.11), noticing
that in this case ω = 0, τ = 0 and C = Rn, and deduce the existence of a positive equilibrium.

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Remark 3.1 Consider the case of autonomous ODEs x′ = f(x) with f : Rn → Rn a C1
function. From the work of Hofbauer [14], it follows that if x′ = f(x) is dissipative and
the nonnegative cone [0,∞)n is forward invariant for its flow, then there exists a saturated
equilibrium x∗ ≥ 0 (see [14] for a definition), which may however lay on the border of [0,∞)n.
Supplementary results can be found in [12, 14]. On the other hand, if in addition f(0) = 0
and the system x′ = f(x) is uniformly persistent in [0,∞)n \ {0}, obviously there are no
nonnegative equilibria x∗ besides the trivial one, hence a positive equilibrium must exist. For
the ODE (3.11), Theorem 3.3 asserts the existence of such an equilibrium without demanding
the C1-smootheness of the vector field, though; in fact, from our assumptions the vector field
in (3.11) is simply locally Lipschitzian (in order to guarantee the uniqueness of solutions) and
continuously differentiable in a vicinity of 0+. Moreover, for the case of autonomous Nicholson
systems (1.4) (thus with constant coefficients and delays) with cik(t) ≡ 1, the existence of a
positive equilibrium was established in [8] exactly under the conditions in Theorem 3.3.
From Theorem 3.2, we recover or improve some results in the literature.
Corollary 3.1 Consider the equation
x′(t) = −d(t)x(t) +
m∑
k=1
βk(t)hk(t, x(t− τk(t))), (3.12)
where the functions d(t), βk(t), τk(t) are continuous, non-negative and ω-periodic, with d(t) >
0 for t ∈ R, and hk(t, x) satisfy (H4). If
m∑
k=1
βk(t) > d(t), t ∈ [0, ω], (3.13)
then there exists a positive ω-periodic solution of (3.12).
Corollary 3.2 Consider the periodic Nicholson’s equations with distribute delays
x′(t) = −d(t)x(t) +
m∑
k=1
βk(t)
∫ t
t−τk(t)
γk(s)x(s)e
−ck(s)x(s) ds, (3.14)
where d(t), ck(t) > 0, βk(t), γk(t), τk(t) ≥ 0 are continuous and ω-periodic. If
m∑
k=1
(
βk(t)
∫ t
t−τk(t)
γk(s) ds
)
> d(t), t ∈ [0, ω],
then (3.14) has a positive ω-periodic solution. In particular, for the equation
x′(t) = −d(t)x(t) + β(t)
∫ t
t−τ(t)
γ(s)x(s)e−c(s)x(s) ds, (3.15)
there is a positive ω-periodic solution if β(t)
∫ t
t−τ(t) γ(s) ds > d(t), t ∈ [0, ω].
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Remark 3.2 For the periodic Nicholson’s equations with multiple discrete delays,
N ′(t) = −d(t)N(t) +
m∑
k=1
βk(t)N(t− τk(t))e
−ck(t)N(t−τk(t)), (3.16)
where d(t) > 0, ck(t) > 0, βk(t) ≥ 0, τk(t) ≥ 0 are continuous and ω-periodic, Li and Du [16]
proved the existence of a positive ω-periodic solution if (3.13) holds, by using the Krasnoselskii
fixed point theorem on cones. It is clear that the result in [16] follows as a particular case of
Corollary 3.1. On the other hand, Corollary 3.2 improves the result in [1], where the existence
of a positive ω-periodic solution for (3.15) was obtained under the stronger condition
min
t∈[0,ω]
γ(t) > max
t∈[0,ω]
d(t)
τ(t)β(t)
.
For n = 2, the hypotheses (H2), (H5) are also easily verifiable in practice. For illustration,
we state here a criterion for systems with discrete time-varying delays.
Corollary 3.3 Consider the planar system given by
x′1(t) = −d1(t)x1(t) + a1(t)x2(t) +
m1∑
k=1
β1k(t)h1k(t, x1(t− τ1k(t)))
x′2(t) = −d2(t)x2(t) + a2(t)x1(t) +
m2∑
k=1
β2k(t)h2k(t, x2(t− τ2k(t)))
(3.17)
where m1,m2 ∈ N, di(t), ai(t), βik(t), t 7→ hik(t, x) (x ≥ 0), τik(t) are continuous, nonnegative
and ω-periodic, with di(t), ai(t) and βi(t) :=
∑mi
k=1 βik(t) strictly positive for t ∈ [0, ω], and
hik satisfy (H4), i = 1, 2, k = 1, . . . ,mi. In addition, suppose that:
(i) min
t∈[0,ω]
d1(t)
a1(t)
> max
t∈[0,ω]
a2(t)
d2(t)
;
(ii) there exist constants u1, u2 > 0 such that
u1(β1(t)− d1(t)) + u2a1(t) > 0, u2(β2(t)− d2(t)) + u1a2(t) > 0, t ∈ [0, ω].
Then (3.17) has at least one positive ω-periodic solution.
Proof. From condition (i), choose v2 with maxt∈[0,ω]
a2(t)
d2(t)
< v2 < mint∈[0,ω]
d1(t)
a1(t)
. With v =
(1, v2), we have [
d1(t) −a1(t)
−a2(t) d2(t)
]
v > 0, t ∈ [0, ω],
thus (H2) is satisfied. On the other hand, (ii) is hypothesis (H5) for the case n = 2, and the
result follows from Theorem 3.1. 
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Remark 3.3 Liu [18] considered the planar Nicholson system
x′1(t) = −d1(t)x1(t) + a1(t)x2(t) +
m1∑
k=1
β1k(t)x1(t− τ1k(t))e
−c1k(t)x1(t−τ1k(t))
x′2(t) = −d2(t)x2(t) + a2(t)x1(t) +
m2∑
k=1
β2k(t)x2(t− τ2k(t))e
−c2k(t)x1(t−τ2k(t))
(3.18)
with all coefficients and delay functions ω-periodic, continuous and positive. By constructing
a suitable Lyapunov functional, Liu obtained the existence (and uniqueness) of a positive
ω-periodic solution by imposing some other rather restrictive constraints. Among these ad-
ditional conditions, it was assumed that (cf. [18, Theorem 2.1])
min
t∈[0,ω]
(
mi∑
k=1
βik(t)− di(t)
)
> 0, max
t∈[0,ω]
ai(t) + e
−2
mi∑
k=1
max
t∈[0,ω]
βik(t) < min
t∈[0,ω]
di(t), i = 1, 2,
which are assumptions stronger than (i),(ii) in Corollary 3.3.
Remark 3.4 As observed in the Introduction, our results are not optimal, and better criteria
involving the average of the periodic coefficients di(t), aij(t), βi(t) in (2.2) are desirable. In
fact, even for the case of n = 1 with one discrete delay, our method does not allow to recover
the criterion of Chen [3], who establish the existence of a positive ω-periodic solution of (1.6)
under the conditions
β > d exp(2ωd), if τ(t) is ω−periodic
β > d, if τ(t) = mω
where β := 1ω
∫ ω
0 β(t) dt, d :=
1
ω
∫ ω
0 d(t) dt, and m is some positive intege. Another limitation
of our approach is that it cannot be applied directly when there exist some i ∈ {1, . . . , n}, t0 ∈
[0, ω] such that either di(t0) = 0 or βi(t0) (see [10] for an example).
Example 3.1 Consider the π-periodic planar system of Mackey-Glass type
x′1(t) = −(ǫ1 + sin
2 t)x1(t) + | cos(2t)|x2(t) +
(δ1 + cos
2 t)x1(t− sin
2 t)
1 + e− sin
2 txα1 (t− sin
2 t)
x′2(t) = −(ǫ2 + cos
2 t)x2(t) + | cos(2t)|x1(t) +
(δ2 + sin
2 t)x2(t− cos
2 t)
1 + (2 + cos(2t))xβ2 (t− cos
2 t)
(3.19)
where ǫi, δi > 0 for i = 1, 2 and α, β ≥ 1. The nonlinearities have the form (2.9). For (3.19)
and with the notation in (2.8),
D(t)−A(t) =
[
ǫ1 + sin
2 t −| cos(2t)|
−| cos(2t)| ǫ2 + cos
2 t
]
,
M(t) =
[
(δ1 + cos
2 t)− (ǫ1 + sin
2 t) | cos(2t)|
| cos(2t)| (δ2 + sin
2 t)− (ǫ2 + cos
2 t)
]
.
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In addition, suppose that ǫ1ǫ2 ≥ 1, δ1 > ǫ1, δ2 > ǫ2. Note that
M(t)
[
1
1
]
=
[
δ1 − ǫ1 + cos(2t) + | cos(2t)|
δ2 − ǫ2 − cos(2t) + | cos(2t)|
]
.
Clearly, (H5) is satisfied with u = (1, 1). Next, take v2 > 0 such that ǫ
−1
2 ≤ v2 ≤ ǫ1. With
v = (1, v2), we obtain
[D(t)−A(t)]v ≥
[
sin2 t
ǫ−12 cos
2 t
]
for t ∈ [0, π].
Thus, assumption (H2) holds. From Theorem 3.1, we conclude that (3.19) has a π-periodic
positive solution.
Example 3.2 Consider the planar Nicholson system
x′1(t) = −(ǫ1 + cos
2 t)x1(t) + a12e
−2+sin2 tx2(t) + e
cos2 t
∫ t
t−(β1e− cos
2 t+1)
x1(s)e
−(1+| sin s|)x1(s) ds
x′2(t) = −(ǫ2 + sin
2 t)x2(t) + a21e
cos2 tx1(t) + e
sin2 t
∫ t
t−(β2e− sin
2 t+1)
x2(s)e
−esin(2s)x2(s) ds,
(3.20)
where a12, a21, ǫi, βi > 0 for i = 1, 2. The functions βi(t) in (2.7) are given by
β1(t) = e
cos2 t
∫ t
t−(β1e− cos
2 t+1)
ds = β1 + e
cos2 t, β2(t) = e
sin2 t
∫ t
t−(β2e− sin
2 t+1)
ds = β2 + e
sin2 t,
for t ∈ R. For y = cos2 t and matrices defined as in (2.8), we have
D(t)−A(t) =
[
ǫ1 + y −a12e
−(y+1)
−a21e
y ǫ2 + 1− y
]
,M(t) =
[
β1 + e
y 0
0 β2 + e
1−y
]
+A(t)−D(t).
Suppose that
ǫ1ǫ2 +min{ǫ1, ǫ2} ≥ a12a21. (3.21)
In this case, (ǫ2 + 1 − y)(ǫ1 + y) ≥ a12a21 for y ∈ [0, 1], thus one can choose a constant η
such that (ǫ2 + 1 − y)
−1a21 ≤ η ≤ (ǫ1 + y)a
−1
12 for y ∈ [0, 1]. With v = (1, ηe), we have
[D(t)−A(t)]v ≥ 0, t ∈ R and [D(t)−A(t)]v 6≡ 0. Furthermore, for u1, u2 > 0 we have
M(t)
[
u1
u2
]
≥
[
u1(β1 − ǫ1 + 1) + u2a12e
−(y+1)
u1a21e
y + u2(β2 − ǫ2 + 1)
]
.
Assume also that
either βi − ǫi + 1 ≥ 0 for some i ∈ {1, 2} or e
2(ǫ1 − β1 − 1)(ǫ2 − β2 − 1) < a12a21. (3.22)
If either β1 − ǫ1 + 1 ≥ 0 or β2 − ǫ2 + 1 ≥ 0, one finds u ≫ 0 such that M(t)u ≫ 0, t ∈ R; if
βi − ǫi + 1 < 0 for i = 1, 2 and e
2(ǫ1 − β1 − 1)(ǫ2 − β2 − 1) < a12a21, then M(t)u≫ 0, t ∈ R
with u = (1, u2) and u2 chosen so that
e2(ǫ1 − β1 − 1)a
−1
12 < u2 < a21(ǫ2 − β2 − 1)
−1.
From Theorem 3.2, (3.21),(3.22) imply that there is a positive π-periodic solution of (3.20).
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4. An application to periodic Nicholson systems
For a general system (2.2), it is important to establish conditions for the global attractivity
of the positive ω-periodic solution, whose existence was shown in Theorem 3.1. In order to
obtain this global asymptotic behavior of solutions, it is clear that additional constraints
depending strongly on the particular shape of the nonlinearities hik should be imposed. In
this section, we analyze this situation in the case of a Nicholson system (1.4) with constant
discrete delays all multiple of the period. For simplicity, we only consider one delay in each
equation of the system, but straightforward changes allow to consider several delays (all
multiple of the period) as in (1.4).
Consider the periodic Nicholson’s system
x′i(t) = −di(t)xi(t) +
n∑
j=1,j 6=i
aij(t)xj(t) + βi(t)xi(t−miω)e
−ci(t)xi(t−miω), i = 1, . . . , n, (4.1)
wheremi ∈ N, ω > 0, di(t), aij(t), βi(t), ci(t) are continuous and ω-periodic, with di(t), βi(t), ci(t)
positive and aij(t) nonnegative, for all i, j.
We start with an auxiliary lemma regarding the particular nonlinearity h(x) = xe−x.
Lemma 4.1 For any x ∈ (0, 2), define Gx : [0,∞)→ R by
Gx(y) =
{
h(y)−h(x)
y−x , y 6= x
(1− x)e−x, y = x
where h(x) = xe−x, x ≥ 0. Then, for each m ∈ (0, 1) there is δ(x) := maxy≥m |Gx(y)| < e
−x.
Proof. Fix x ∈ (0, 2), and consider Gx defined as above. Note that Gx(x) = h
′(x). It was
shown in [8] that |h(y)−h(z)| < e−z|y−z| for all y > 0 and z ∈ (0, 2]. Since Gx is continuous
and G(∞) = 0, for any m ∈ (0, 1) there exists δ(x) := maxy≥m |Gx(y)|. But δ(x) < e
−x
because |Gx(y)| < e
−x for y 6= x and |Gx(x)| = |1− x|e
−x < e−x. 
Next, we denote
c−i := min
t∈[0,ω]
ci(t), c
+
i := max
t∈[0,ω]
ci(t), i = 1, . . . , n.
Lemma 4.2 For some positive vector v = (v1, . . . , vn) ∈ R
n, suppose that
αi(v) := min
t∈[0,ω]
βi(t)vi
di(t)vi −
∑
j 6=i aij(t)vj
> 1, 1 ≤ i ≤ n, (4.2)
and define
γi(v) := max
t∈[0,ω]
βi(t)vi
di(t)vi −
∑
j 6=i aij(t)vj
, 1 ≤ i ≤ n. (4.3)
A positive ω-periodic solution x∗(t) of (4.1) (whose existence is given in Theorem 3.2) satisfies
x∗i (t)
vi
≤ max
1≤j≤n
log γj(v)
vjc
−
j
, t ∈ [0, ω], i = 1, . . . , n.
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Proof. Observe that (4.2) implies that [D(t)−A(t)]v ≫ 0 and (M(t)v)i ≥ (αi(v)− 1)ηi > 0
for t ∈ [0, ω], where ηi = mint∈[0,ω](di(t)vi −
∑
j 6=i aij(t)vj). Hence, (4.1) satisfies (H1)-(H5).
Incorporating the scaling xˆi(t) = xi(t)/vi (1 ≤ i ≤ n) in the coefficients, one further supposes
that condition (4.2) holds with v = 1, and replace aij(t) by aˆij(t) = v
−1
i aij(t)vj and ci(t) by
vici(t) in (4.1). Below, we drop the hats in the transformed system, not forgetting however
to insert the weights v′is in the final estimates.
Since x∗(t) is ω-periodic, it satisfies
(x∗i )
′(t) = −di(t)x
∗
i (t) +
∑
j 6=i
aij(t)x
∗
j (t) + βi(t)x
∗
i (t)e
−vici(t)x∗i (t), i = 1, . . . , n. (4.4)
For t0 ∈ [0, ω] and i ∈ {1, . . . , n} such that maxt∈[0,ω] |x
∗(t)| = x∗i (t0), we have
0 = −di(t0)x
∗
i (t0) +
∑
j 6=i
aij(t0)x
∗
j (t0) + βi(t0)x
∗
i (t0)e
−vici(t0)x
∗
i (t0)
≤
(
di(t0)−
∑
j 6=i
aij(t0)
)
x∗i (t0)
[
− 1 + γi(v)e
−vici(t0)x
∗
i (t0)
]
which implies evici(t0)x
∗
i (t0) ≤ γi(v), thus x
∗
i (t0) ≤ log γi(v)/(vic
−
i ), and the result follows. 
Theorem 4.1 For (4.1), suppose that there is a vector v = (v1, . . . , vn)≫ 0 such that
αi(v) := min
t∈[0,ω]
βi(t)vi
di(t)vi −
∑
j 6=i aij(t)vj
> 1
γi(v) := max
t∈[0,ω]
βi(t)vi
di(t)vi −
∑
j 6=i aij(t)vj
< e
2c0(v)
c0(v) , 1 ≤ i ≤ n,
(4.5)
where c0(v) = min1≤i≤n(vic
−
i ), c
0(v) = max1≤i≤n(vic
+
i ). Then there exists a unique positive
ω-periodic solution x∗(t), which is a global attractor of all other positive solutions of (4.1);
that is, x(t) − x∗(t) → 0 as t → ∞ for any solution x(t) = x(t, 0, φ) of (4.1) with initial
condition φ ∈ C0.
Proof. As before, suppose that (4.2) holds with v = 1, and replace ci(t) by vici(t), so that
(4.1) reads as
x′i(t) = −di(t)xi(t) +
n∑
j=1,j 6=i
aij(t)xj(t) +
βi(t)
vici(t)
h
(
vici(t)xi(t−miω)
)
, i = 1, . . . , n, (4.6)
where h(x) = xe−x as in Lemma 4.1.
We have αi(v) > 1, γi(v) < e
2c0(v)/c0(v). From Theorem 3.1 and Lemma 4.2, there is
a positive ω-periodic solution x∗(t) of (4.6) whose components satisfy 0 < vici(t)x
∗
i (t) ≤
c0(v)x∗i (t) ≤ c
0(v)maxi
( log γi(v)
vic
−
i
)
< 2 for t ∈ [0, ω]. Effecting the change of variables yi(t) =
19
xi(t)
x∗i (t)
− 1 and using (4.4), (4.6) becomes
y′i(t) =
1
x∗i (t)
{
− d∗i (t)yi(t) +
∑
j 6=i
aij(t)x
∗
j(t)yj(t)
+
βi(t)
vici(t)
[
h
(
vici(t)x
∗
i (t)(1 + yi(t−miω))
)
− h
(
vici(t)x
∗
i (t)
)]}
,
(4.7)
where
d∗i (t) =
∑
j 6=i
aij(t)x
∗
j (t) + βi(t)x
∗
i (t)e
−vici(t)x∗i (t).
Let y(t) = (y1(t), . . . , yn(t)) be any solution of (4.7) with initial condition y0 ≥ −1, y(0) >
−1. Define −zi = lim inft→∞ y(t), ui = lim supt→∞ y(t), and u = maxi ui, z = maxi zi. From
the uniform persistence of (4.1), x∗i (t)(1 + yi(t)) ≥ m, t ≥ 0, for some m ∈ (0, 1), and
−1 < −zi ≤ ui <∞.
It is sufficient to show that max(u, z) = 0. Suppose that max(u, z) = u > 0 (the situation
max(u, z) = z is treated in a similar way). Choose i such that u = ui and take a sequence
tk → ∞ with yi(tk) → u, y
′
i(tk) → 0. Let ε > 0 be small. From (4.7) and Lemma 4.1, for
large k we get
y′i(tk) ≤
1
x∗i (tk)
[
− d∗i (tk) +
∑
j 6=i
aij(tk)x
∗
j (tk)
]
yi(tk)
+ βi(tk)x
∗
i (tk)δ
(
vici(tk)x
∗
i (tk)
)
|yi(tk −miω)|
]
+O(ε)
= βi(tk)
[
− e−vici(tk)x
∗
i (tk)yi(tk) + δ
(
vici(tk)x
∗
i (tk)
)
|yi(tk −miω)|
]
+O(ε).
(4.8)
For some subsequence of (tk), still denoted by (tk), limk vici(tk)x
∗
i (tk) = ξ ∈ (0, 2), limk βi(tk) =
b > 0, limk yi(tk −mω) = w ∈ [−z, u]. The estimate (4.8) leads to
0 ≤ b(−e−ξu+ δ(ξ)|w|) ≤ b(−e−ξ + δ(ξ))u
which is not possible because δ(ξ) < e−ξ for any ξ ∈ (0, 2). Thus u = 0. 
Several important consequences can be deduced from Theorem 4.1.
Corollary 4.1 Consider the classic periodic Nicholson’s equation with a delay multiple of
the period:
x′(t) = −d(t)x(t) + β(t)x(t −mω)e−c(t)x(t−mω), (4.9)
where ω > 0, d(t), β(t), c(t) are continuous, positive and ω-periodic functions and m ∈ N. Set
mint∈[0,ω] c(t) = c
−, maxt∈[0,ω] c(t) = c
+, and suppose that
1 <
β(t)
d(t)
< e2c
−/c+ , t ∈ [0, ω].
Then there exists a unique positive ω-periodic solution x∗(t), which is a global attractor of all
other positive solutions of (4.9). In particular, if c(t) ≡ c > 0, the global attractivity of x∗(t)
holds true if 1 < β(t)/d(t) < e2, t ∈ [0, ω].
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Corollary 4.2 Consider the autonomous Nicholson’s system
x′i(t) = −dixi(t)+
n∑
j=1,j 6=i
aijxj(t)+
m∑
k=1
βikxi(t− τik)e
−cixi(t−τik), i = 1, . . . , n, t ≥ 0, (4.10)
where di > 0, ci > 0, aij ≥ 0 (j 6= i), τik ≥ 0, βik ≥ 0 with βi :=
∑m
k=1 βik > 0 for all i, j, k.
If there exists a vector v ≫ 0 such that
1 < γi(v) < e
2minj (vjcj )
maxj (vjcj) for γi(v) =
βivi
divi −
∑
j 6=i aijvj
, i = 1, . . . , n, (4.11)
then there exists a unique positive equilibrium which is a global attractor of all positive solu-
tions of (4.10).
Proof. The proof follows as the proof of Theorem 4.1, with the positive ω-periodic solution
x∗(t) replaced by the positive equilibrium x∗. 
Corollary 4.3 Consider the autonomous Nicholson’s system
x′i(t) = −dixi(t) +
n∑
j=1,j 6=i
aijxj(t) +
m∑
k=1
βikxi(t− τik)e
−xi(t−τik), i = 1, . . . , n, t ≥ 0, (4.12)
where di > 0, aij ≥ 0 (j 6= i), τik ≥ 0, βik ≥ 0 with βi :=
∑m
k=1 βik > 0 for all i, j, k. If there
exists a vector v ≫ 0 such that
1 < γi(v) < e
2minj (vj)
maxj (vj) , i = 1, . . . , n, (4.13)
where γi(v) are defined in (4.11), then there exists a unique positive equilibrium which is a
global attractor of all positive solutions of (4.12). In particular, this is the case if
1 < γi < e
2 for γi :=
βi
di −
∑
j 6=i aij
, i = 1, . . . , n. (4.14)
Remark 4.1 For the particular situation (4.12), the result in Corollary 4.3 was proven in
[8] under the hypothesis 1 < γi ≤ e
2, 1 ≤ i ≤ n, for γi = γi(1) as in (4.14). To obtain the
result for maxi γi = e
2, the proof however uses results on ω-limit sets for autonomous DDEs,
which do not carry out for (4.1), much less for more general periodic systems (1.4). On the
other hand, adapting the proof in [8], it is now apparent that Corollary 4.2 is valid with
1 < βividivi−
∑
j 6=i aijvj
≤ exp
(2minj(vjcj))
maxj(vjcj)
)
, i = 1, . . . , n, which improves the criterion in [8].
Example 4.1 Consider the 2-dimensional ω-periodic Nicholson system with one single dis-
crete delay given by
x′1(t) = −a1(t)x1(t) + b1(t)x2(t) + c1(t)x1(t− τ)e
−x1(t−τ)
x′2(t) = −a2(t)x2(t) + b2(t)x2(t) + c2(t)x2(t− τ)e
−x2(t−τ),
(4.15)
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where ai(t), bi(t), ci(t) (i = 1, 2) are positive, continuous and ω-periodic functions, and sup-
pose that τ = mω for some m ∈ N. Applying Theorem 4.1, we derive that (4.15) has a
globally attractive positive ω-periodic solution if there exist positive constants v1, v2 such
that
1 <
c1(t)v1
a1(t)v1 − b1(t)v2
< e2 and 1 <
c2(t)v2
a2(t)v2 − b2(t)v1
< e2, t ∈ [0, ω].
In particular, this assertion is valid if
1 <
ci(t)
ai(t)− bi(t)
< e2, t ∈ [0, ω], i = 1, 2. (4.16)
A similar result holds with τ, ω rationally dependent.
We now compare this criterion with the one in [26]. Recently, Troib [26] used the con-
tinuation theorem of coincidence degree to show the existence of a positive periodic solution
x∗(t) for (4.15) under the following constraints:
2Dimin{e
A1 , eA2} < Ai ≤ 4Dimax{e
A1 , eA2}, 2Ci > e
AiAi, i = 1, 2, (4.17)
where Ai = 2ωai, Bi = ωbi, Ci = ωci,Di = max{Bi, Ci}, i = 1, 2, and the notation f =
1
ω
∫ ω
0 f(t) dt is used for an ω-periodic function. We observe however that for the particular
case of the scalar periodic Nicholson equation (1.6) with τ(t) ≡ τ and c(t) ≡ 1, the criterion in
[26] does not apply, since the conditions (4.17) would read as β > de2ωd, βe2ωd < d < 2βe2ωd,
and the set of functions β, d satisfying these conditions is empty. By using a suitable Lyapunov
functional, in [26] the author further obtained the global asymptotic stability of x∗(t) under
the additional restrictions
min
t∈R
ci(t) > e
Mi max
t∈R
ai(t),max
t∈R
ci(t) <
(
min
t∈R
ai(t)−max
t∈R
bi(t)
)
e2, i = 1, 2,
for Mi ≥ lim supt→∞ xi(t), i = 1, 2, for all solutions (x1(t), x2(t)) of (4.15), a hypothesis
much stronger than the assumptions (4.16).
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