On almost periodic solutions of logistic delay differential equations with almost periodic time dependence  by Yuan, Rong
J. Math. Anal. Appl. 330 (2007) 780–798
www.elsevier.com/locate/jmaa
On almost periodic solutions of logistic delay
differential equations with almost periodic time
dependence
Rong Yuan
Department of Mathematics, Beijing Normal University, Beijing 100875, PR China
Received 24 June 2005
Available online 7 September 2006
Submitted by H.R. Thieme
Abstract
In this paper, we study almost periodic logistic delay differential equations. The existence and module of
almost periodic solutions are investigated. In particular, we extend some results of Seifert in [G. Seifert, Al-
most periodic solutions of certain differential equations with piecewise constant delays and almost periodic
time dependence, J. Differential Equations 164 (2000) 451–458].
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0. Introduction
In this paper, we study the dynamics of logistic delay differential equations of the form
N˙(t) = N(t)(a(t)− b(t)f (N([t]))), N > 0, (1)
where [·] denotes the greatest integer function, f (x) is continuously differentiable for x > 0,
f (0) = 0, f (x) > 0 for x > 0, and a(t) and b(t) are positive almost periodic functions.
For the special case of b ≡ 1, the existence, uniqueness, and asymptotic stability of an almost
periodic solution of (1) have been shown by G. Seifert [14]. In the present paper, we will show
that not only do Seifert’s results hold for general b, but also the modules of almost periodic solu-
tions can be characterized. We further solve an open problem of Seifert. In [14], Seifert showed
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We will show in this case that a quasi-periodic solution with frequencies (1,1/τ) actually ex-
ists. Our approach differs from that of Seifert by using approximation theory and properties of
quasi-periodic functions.
Equation (1) has the structure of continuous dynamical systems in intervals of unit length and
combines the properties of differential and difference equations. This system, referred to as a
hybrid system, has been used to model a growth process where part of growth rate is continu-
ous and the feedback control is discontinuous (see [1,3,6,7,14–21] and its references therein).
Recently, the existence of almost periodic solutions for differential equations with piecewise
constant argument (in short, EPCA) has been studied (see [14,16–20] for details). But, no re-
sult on module containment of the almost periodic solutions of EPCA is known previously in
[14,16–20], although the module containments of almost periodic solutions for ODEs and FDEs
have been extensively investigated (e.g., see [2,4,5,10,13]). We note that due to the piecewise
constant in (1), the module containment result in this paper does not follow from those for ODEs
and FDEs.
The present paper is organized as follows. In Section 1 we review some properties of almost
periodic functions and sequences. We state our Main Theorem in Section 2. Quasi-periodic cases
will be discussed in Section 3. The proof of the module containment result will be given in
Section 4.
1. Almost periodic functions/sequences
Assume that ω1,ω2, . . . ,ωr ∈ R. We denote ω = (ω1, . . . ,ωr), m = (m1, . . . ,mr) ∈ Zr , and
〈m,ω〉 = m1ω1 + · · · +mrωr . Set
QP(ω) =
{
f (t) =
∑
m
fme
i2π〈m,ω〉t , t ∈ R
∣∣∣∣∑
m
|fm| < +∞, f−m = f¯m
}
.
Setting |f | =∑m |fm|, it is easily shown that (QP(ω), | · |) is a Banach space. We define
GQP(1,ω) =
{
φ ∈ C(R)
∣∣∣∣ φ(t) =∑
k
φk
({t})ei2π〈k,ω〉[t]; φ−k(s) = φ¯k(s),
∀k, φk ∈ C[0,1];
∑
k
sup
0s1
∣∣φk(s)∣∣< +∞
}
,
where {t} = t − [t] and C(R) denotes the set of continuous functions defined on R. It is easy to
see that GQP(1,ω) is a linear space on R (or C). Clearly, if φ ∈QP(ω), then φ ∈ GQP(1,ω),
since we can write
φ(t) =
∑
k
φke
i2π〈k,ω〉t =
∑
k
φk
({t})ei2π〈k,ω〉[t],
where φk(s) = φkei2π〈k,ω〉s , which implies that GQP(1,ω) is not empty. We define
‖φ‖G =
∑
k
sup
0s1
∣∣φk(s)∣∣, ∀φ ∈ GQP(1,ω).
Clearly, ‖ · ‖G is a norm on GQP(1,ω). Set
QP(ω;Z) =
{
φ(n) =
∑
φke
i2π〈k,ω〉n; n ∈ Z
∣∣∣∣ φ−k = φ¯k, ∑ |φk| < +∞
}
.k k
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integer points t = n ∈ Z. We define ‖φ‖ = ∑k |φk|, ∀φ ∈ QP(ω;Z). It is easy to prove that
(QP(ω;Z),‖ · ‖) is a Banach space.
Lemma 1. Suppose h :R → R has a Taylor expansion on (−d, d), d > 0. Then for any {φ(n) |
n ∈ Z} ∈QP(ω;Z) with ‖φ‖ < d , {h(φ(n)) | n ∈ Z} ∈QP(ω;Z).
It should be pointed out that the statement of Lemma 2 in [17] should be changed to the above
Lemma 1. The proof of Lemma 1 is almost similar to that of Lemma 2 in [17], but we would like
to give its proof for the reader’s convenience.
Proof. Since h has a Taylor expansion on (−d, d), h can be written in the form
h(x) =
∞∑
l=0
hlx
l, x ∈ (−d, d),
with
∑
l |hl | · |x|l < +∞ for each fixed x ∈ (−d, d). Since φ ∈QP(ω;Z) with ‖φ‖ < d , φ can
be written as
φ(n) =
∑
m
φme
i2π〈m,ω〉n, n ∈ Z.
It follows that for each positive integer l,
φl(n) =
∑
m1,...,ml
φm1φm2 · · ·φml ei2π〈m1+m2+···+ml,ω〉n, n ∈ Z.
Thus, we have
h
(
φ(n)
)= ∞∑
l=0
hlφ
l(n) = h0 + h1φ(n)+
∞∑
l=2
hlφ
l(n)
= h0 + h1
∑
m
φme
i2π〈m,ω〉n +
∞∑
l=2
hl
∑
m1,...,ml
φm1φm2 · · ·φml ei2π〈m1+m2+···+ml,ω〉n
= h0 + h1
∑
m
φme
i2π〈m,ω〉n
+
∞∑
l=2
hl
∑
β
∑
m2,...,ml
φβ−(m2+···+ml)φm2 · · ·φml ei2π〈β,ω〉n,
where β = m1 +m2 + · · · +ml . Setting
αl = (m2, . . . ,ml), |αl | = m2 + · · · +ml,
Φβ,αl = φβ−(m2+···+ml)φm2 · · ·φml ,
Hβ =
∞∑
l=2
hl
∑
αl
Φβ,αl + h1φβ,
then
h
(
φ(n)
)= h0 +∑Hβei2π〈β,ω〉n, n ∈ Z.
β
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∑
β
|Hβ |
∑
β
∣∣∣∣∣
∞∑
l=2
hl
∑
αl
Φβ,αl
∣∣∣∣∣+ |h1|
∑
β
|φβ |

∑
β
∞∑
l=2
|hl |
∑
αl
|Φβ,αl | + |h1|
∑
β
|φβ |

∞∑
l=2
|hl |
∑
β
∑
αl
|Φβ,αl | + |h1|
∑
β
|φβ |
=
∞∑
l=2
|hl |
∑
m1,...,ml
|φm1 · · ·φml | + |h1|
∑
β
|φβ |
=
∞∑
l=1
|hl | · ‖φ‖l < +∞.
This completes the proof. 
Lemma 2. [20] If f,g ∈ GQP(1,ω), then f · g ∈ GQP(1,ω).
Definition 1. [8–12] A function f :R → R is called an almost periodic function introduced by
Bohr, if it is continuous and, for any 	 > 0, the 	-translation set of f ,
T (f, 	) = {τ ∈ R; ∣∣f (t + τ)− f (t)∣∣< 	, t ∈ R}
is a relative dense set on R (i.e., there exists l > 0, such that for any a ∈ R, [a, a + l] ∩
T (f, 	) = ∅).
Some properties of almost periodic functions can be found in [8–12]. It is well known that for
every almost periodic function f (t), the mean value
lim
T→∞
1
2T
T∫
−T
f (t) dt = Mt {f }
exists. In addition, the limit
lim
T→∞
1
2T
T+a∫
−T+a
f (t) dt = Mt {f }
exists uniformly with respect to a ∈ R. Let {λj } denote the set of all real numbers such that
a(λj ;f ) := lim
T→∞
1
2T
T∫
−T
f (t) exp(−iλj t) dt = 0.
It is well known that the set of numbers {λj } in the above formula is countable. With each almost
periodic function f we associate the Fourier series
f (t) ∼
∑
ak exp(iλkt),
k
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the Fourier exponents of f . Denote by σb(f ) the set of all Fourier exponents {λk} of f , which
is called the spectrum of f . The set {∑N1 njλj } for all integers N and integers nj is called the
module of f , denoted by mod(f ), which is the least additive subgroup of the integral numbers
containing the Fourier exponents of f .
A finite or countable set of real numbers β1, β2, . . . , βn, . . . is said to be rationally indepen-
dent, if the equality r1β1 + r2β2 + · · · + rnβn = 0 (r1, . . . , rn are rational and n is an arbitrary
natural number) implies that all of r1, r2, . . . , rn are zero. A finite or countable set of rationally
independent real numbers β1, β2, . . . , βn, . . . is called a rational basis of a countable set of real
numbers λ1, λ2, . . . , λn, . . . if every λn is representable as a finite linear combination of the βj
with rational coefficients, that is,
λn = r(n)1 β1 + r(n)2 β2 + · · · + r(n)mk βmk (n = 1,2, . . .),
where the r(n)j are rational numbers. If all r
(n)
j are integers, then the basis is called an integer
basis. If a basis consists of a finite number of terms, then it is called a finite basis.
An integral basis in σb(f ) is called a basic frequencies of f . When a basis in mod(f ) is both
integer and finite, f is called to be quasi-periodic. Let ω1,ω2, . . . ,ωp be rationally independent
real numbers. If each element in mod(f ) is a linear combination of ωj with integral coefficients,
we say that f is a quasi-periodic function with frequencies ( ω12π ,
ω2
2π , . . . ,
ωp
2π ). This definition is
virtually given by Bogoliubov. If we denote by P , QP , AP the set of periodic functions, quasi-
periodic functions, almost periodic functions, respectively, it is well known that the following
relation holds:
P ⊂QP ⊂AP,
and every element of the module of a function in QP is a linear combination with integer coef-
ficients of only finitely many frequencies, whereas in Bohr’s theory any denumerable set of real
numbers is admitted for the frequencies. Clearly, if ω1, . . . ,ωr are rationally independent, then
each function in QP(ω) is quasi-periodic with frequencies (ω1, . . . ,ωr).
Approximation Theorem. [8,9,11,12] For every continuous almost periodic function f :R → R
and for every 	 > 0 there is a trigonometric polynomial
P	(t) =
N	∑
ν=1
bν,	 exp(iλν,	 t)
(
bν,	 ∈ R, λν,	 ∈ σb(f )
)
such that
sup
t∈R
∣∣f (t)− P	(t)∣∣< 	,
where bν,	 is the product of a(λν,	;f ) and certain positive numbers (depending on 	 and λν,	 ).
Clearly, σb( 12f ) = σb(f ). Since f is real, it is clear that a(λk;f ) = a(−λk;f ), which means
that −λk is also a Fourier exponent of f if λk is a Fourier exponent of f . The approximation
theorem tells us that if Pk(t) =∑nkm=1 pk,meiλmt is an approximation trigonometric polynomial
of f we can suppose that pk,meiλmt and p¯k,me−iλmt appear together in the trigonometric poly-
nomial Pk , that is, for any m there exists m′ such that λm′ = −λm and pk,m′ = p¯k,m in the
trigonometric polynomial Pk . p¯k,m is the Fourier coefficient corresponding to the Fourier expo-
nent −λm.
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	 > 0, there exists l = l(	) ∈ N with the property that for any a ∈ Z there is τ ∈ Z satisfying
a  τ < a + l and∣∣g(n+ τ)− g(n)∣∣< 	, ∀n ∈ Z.
Lemma 3. [9] Suppose f :R → R is an almost periodic function, then the sequence {f (n) |
n ∈ Z} is an almost periodic sequence.
We introduce some notations for convenience. Suppose F(θ1, θ2, . . . , θr ) is 1-periodic in
each θ1, θ2, . . . , θr and Lebesgue integrable. The set of such functions is denoted by L(Tr ),
where Tr = Rr/2πZr . Set θ = (θ1, θ2, . . . , θr ), m = (m1,m2, . . . ,mr) ∈ Zr and 〈m,θ〉 =
m1θ1 + m2θ2 + · · · + mrθr . For each F ∈ L(Tr ), we have the Fourier expansion (see [22] for
details) as
F(θ) ∼
∑
m∈Zr
Fme
i2π〈m,θ〉,
where the Fourier coefficients are given by
Fm =
∫
Tr
F (θ)e−i2π〈m,θ〉 dθ.
2. The statement of the Main Theorem
Since the concept of almost periodic functions is in terms of functions on R, it is suggested
that one should find a solution of Eq. (1) on R, and not just on R+0 . Following [7], we say that a
function N :R → R is a solution of Eq. (1) if the following conditions are satisfied:
(i) N is continuous on R;
(ii) the derivative N˙(t) of N(t) exists everywhere, with the possible exception of the point n
(n ∈ Z), where one-sided derivatives exist;
(iii) N satisfies Eq. (1) on each interval (n,n+ 1), n ∈ Z.
Since the standard definition of a sequence is that it is a function on Z+ or Z+0 , we also use
the term “extended sequence” to mean a function on Z as in [14]. We denote by ES the set of
extended sequences, and by BES the set of bounded extended sequences, respectively.
We note that if N(t) solves (1) for k < t < k + 1, k ∈ Z, then by direct integration and the
continuity requirement for solutions of (1) we get easily that
N(k + 1) = e
∫ k+1
k a(s) ds ·N(k)e−f (N(k))·
∫ k+1
k b(s) ds . (2)
We would first like to discuss (2).
Lemma 4. Let φ : BES → BES be defined by φ(x) = y where yk+1 = Fk(xk)Ak, k ∈ Z; here
x = {xk; k ∈ Z},
Fk(u) = u exp
(
−f (u)
k+1∫
b(s) ds
)
, u ∈ R, (3)k
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Ak = exp
( k+1∫
k
a(t) dt
)
, k ∈ Z. (4)
Then
(i) if x is an almost periodic sequence, φ(x) is also an almost periodic sequence.
Furthermore, suppose that a(t), b(t) ∈ QP(ω) and f :R → R has a Taylor expansion on
(−d, d), d > 0. Then
(ii) if x is in QP(ω;Z) with ‖x‖ < d , φ(x) is also in QP(ω;Z).
Remark 1. It is not needed that ω is rationally independent in Lemma 4(ii).
Proof of Lemma 4. If b(t) = 1, conclusion (i) has been shown in [14]. It should be pointed out
that the statement of Lemma 3 in [17] should be changed to the above mentioned conclusion (ii).
The following proof is essentially similar to those in [14,17]. We give the proof for the reader’s
convenience.
(i) It is easy to see that for any real-valued continuous function w(u) on R, the function
w(x) : BES → BES defined by {w(xk); k ∈ Z} maps almost periodic sequences into almost pe-
riodic sequences. It is easily proved that if a(t) and b(t) are almost periodic functions, then
{∫ k+1
k
a(t) dt} and {∫ k+1
k
b(t) dt} are almost periodic sequences. It follows that if {xk} is an al-
most periodic sequence, then {f (xk)
∫ k+1
k
b(t) dt} is an almost periodic sequence, which easily
implies that {φ(xk); k ∈ Z} is an almost periodic sequence.
(ii) Since a(t) and b(t) are in QP(ω), it follows that
a(t) =
∑
m
ame
i2π〈m,ω〉t ,
∑
m
|am| < +∞,
and
b(t) =
∑
m
bme
i2π〈m,ω〉t ,
∑
m
|bm| < +∞.
This implies
k+1∫
k
a(s) ds =
∑
m
am
k+1∫
k
ei2π〈m,ω〉s ds =
∑
m
aˆme
i2π〈m,ω〉k
and
k+1∫
k
b(s) ds =
∑
m
bm
k+1∫
k
ei2π〈m,ω〉s ds =
∑
m
bˆme
i2π〈m,ω〉k,
where
aˆm =
{
am
i2π〈m,ω〉 (e
i2π〈m,ω〉 − 1), 〈m,ω〉 = 0,
am, 〈m,ω〉 = 0,
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bˆm =
{
bm
i2π〈m,ω〉 l(e
i2π〈m,ω〉 − 1), 〈m,ω〉 = 0,
bm, 〈m,ω〉 = 0,
respectively. The convergence
∑
m |aˆm| < +∞ follows from the fact that the norm of the function
u(t) =
{
eit−1
it
, t = 0,
1, t = 0, t ∈ R,
is bounded, which implies
∑
m aˆme
i2π〈m,ω〉k ∈QP(ω;Z). The same holds for b(t). Since f (u)
has a Taylor expansion on (−d, d), d > 0, and ‖x‖ < d , it follows from Lemma 1 that {f (xk)}
is in QP(ω;Z), which implies that the product extended sequence {f (xk)
∫ k+1
k
b(s) ds, k ∈ Z}
is in QP(ω;Z), so that {Fk(xk); k ∈ Z} ∈ QP(ω;Z), since eu has a Taylor expansion on R.
Therefore, we got that {AkFk(xk); k ∈ Z} ∈QP(ω;Z). 
Set
am = inf
k
k+1∫
k
a(s) ds > 0, aM = sup
k
k+1∫
k
a(s) ds,
bm = inf
k
k+1∫
k
b(s) ds > 0, bM = sup
k
k+1∫
k
b(s) ds.
Lemma 5. For any two positive constants 	0, 	1, 	0 < 	1, there exist constants b0,B0, 0 <
b0 <B0, such that if f (x) satisfies 	0 < f ′(x) < 	1 for b0  x  B0, and x = {xk; k ∈ Z} ∈ BES
with b0  xk  B0, k ∈ Z, then b0  φ(xk) B0, k ∈ Z, where φ(·) is as in Lemma 4.
Proof. This lemma is a modified version of [14, Lemma 2]. This proof is essentially similar
to that in [14]. We give the proof for the reader’s convenience. For each b, 0 < b < 	−11 b−1M ,
there exists a unique B = B(b) > 	−11 b−1M such that Be−	1bMB = be−	1bMb , and for x ∈ [b,B],
we have xe−	1bMx  be−	1bMb , and B(b) → ∞ as b → 0+. Choose b0 such that 0 < b0 <
min{	−11 b−1M ,am	−11 b−1M } and B0 = B(b0) > max{ 1	1bm , eaM 1	0bme , 1	1 }.
If x = {xk; k ∈ Z} with b0  xk  B0, k ∈ Z, then we have
e
∫ k+1
k a(s) dsxke
−f (xk)
∫ k+1
k b(s) ds  eamxke−	1xkbM  eamb0e−	1b0bM  b0
and
e
∫ k+1
k a(s) dsxke
−f (xk)
∫ k+1
k b(s) ds  eaM xke−	0xkbm  eaM
1
	0bm
e−1  B0.
This completes the proof. 
From the above proof, we have the following.
Corollary 1. For two constants 	0, 	1 with 0 < 	0 < 	1, there exist positive constants b0,B0,
b0 <B0, and η0 > 0, such that if f˜ (x) satisfies 0 < 	0  f˜ ′(x) 	1 on [b0,B0], supt∈R |a(t) −
a˜(t)| < η and supt∈R |b(t) − b˜(t)| < η, 0 < η < η0, and x = {xk; k ∈ Z} ∈ BES such that b0 
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k ∈ Z, here F˜k(u) = u exp(−f˜ (u)
∫ k+1
k
b˜(s) ds), u ∈ R, A˜k = exp(
∫ k+1
k
a˜(t) dt), k ∈ Z.
Proof. Setting
a˜m = inf
k
k+1∫
k
a˜(s) ds, a˜M = sup
k
k+1∫
k
a˜(s) ds,
b˜m = inf
k
k+1∫
k
b˜(s) ds, b˜M = sup
k
k+1∫
k
b˜(s) ds,
we have
am − η a˜m  am + η, aM − η a˜M  aM + η,
bm − η b˜m  bm + η, bM − η b˜M  bM + η.
If x = {xk; k ∈ Z} with b0  xk  B0, k ∈ Z, then we have
e
∫ k+1
k a˜(s) dsxke
−f˜ (xk)·
∫ k+1
k b˜(s) ds  ea˜mxke−	1xkb˜M
 eam−ηxke−	1xk(bM+η) = eam−ηe−	1xkηxke−	1xkbM
 eam−η−	1xkηb0e−	1b0bM  b0,
if we take η < am−	1b0bM1+	1B0 ;
e
∫ k+1
k a˜(s) dsxke
−f˜ (xk)·
∫ k+1
k b˜(s) ds  ea˜M xke−	0xkb˜m
 eaM+ηxke−	0xk(bm−η) = eη+	0xkηeaM xke−	0xkbm
 eη+	0xkηeaM 1
	0bm
e−1  e(1+	0B0)ηeaM 1
	0bm
e−1  B0,
if we take 0 < η < 11+	0B0 ln(
B0	0bme
eaM
). It suffices to set
0 < η0 < min
{
am − 	1b0bM
1 + 	1B0 ,
1
1 + 	0B0 ln
(
B0	0bme
eaM
)}
.
This completes the proof. 
Lemma 6. Suppose
(H1) for 0 < 	0 < 	1, there exist constants 0 < b0 < B0 such that the statement of Lemma 5
holds;
(H2) f (x) satisfies 	0 < f ′(x) < 	1 for b0  x  B0;
(H3) (i) (1 − bmb0	0) expaM < exp(	0bmb0) and
(ii) 	1bM < 	0bm exp(1 + 	0bm/	1bM − aM).
Then
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here Σ(b0,B0) is the metric space consisting of almost periodic sequences x = {xk; k ∈ Z}
satisfying b0  xk  B0, k ∈ Z, and φ(·) is as in Lemma 4.
Furthermore, assume that a(t), b(t) ∈ QP(ω) and f :R → R has a Taylor expansion on
(−B0,B0). Then
(ii) φ :Σ(b0,B0,ω) → Σ(b0,B0,ω) is a contraction, and so has a unique fixed point in
Σ(b0,B0,ω); here Σ(b0,B0,ω) is the metric space consisting of sequences x = {xk; k ∈
Z} ∈QP(ω;Z) satisfying b0  xk  B0, k ∈ Z, and φ(·) is as in Lemma 4.
Proof. This lemma is a modified version of [14, Lemma 3]. It should be explained that the
statement of Lemma 5 in [17] should be changed to the above mentioned conclusion (ii). The
following proof is essentially similar to those in [14,17]. We give the proof for the reader’s
convenience. Set Fk(u) = ue−f (u)
∫ k+1
k b(s) ds, b0  u B0. We have
F ′k(u) =
(
1 − uf ′(u)
k+1∫
k
b(s) ds
)
e−f (u)
∫ k+1
k b(s) ds
 (1 − 	0bmu)e−f (u)
∫ k+1
k b(s) ds  0, if 1
	0bm
 u B0,
while
F ′k(u) (1 − 	0bmu)e−	0bmu  (1 − 	0bmb0)e−	0bmb0 , if b0  u < 	−10 b−1m .
We also note that
−F ′k(u) =
(
uf ′(u)
k+1∫
k
b(s) ds − 1
)
e−f (u)
∫ k+1
k b(s) ds
 (	1ubM − 1)e−f (u)
∫ k+1
k b(s) ds  0, if b0  u
1
	1bM
,
while
−F ′k(u) (	1ubM − 1)e−f (u)bm  (	1ubM − 1)e−	0ubm, if
1
	1bM
< u B0.
Clearly if (H3) holds, it also holds with aM replaced by aM + δ, δ > 0, and sufficiently small.
Therefore, it follows that
Ak
∣∣F ′k(x)∣∣Ak exp(−aM − δ) exp(−δ), b0  x  B0,
where
Ak = exp
( k+1∫
k
a(t) dt
)
, k ∈ Z.
Now let x = {xk; k ∈ Z} and y = {yk; k ∈ Z} such that xk ∈ [b0,B0] and yk ∈ [b0,B0], k ∈ Z.
Then
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(
φ(x),φ(y)
)= sup{Ak∣∣Fk(xk)− Fk(yk)∣∣; k ∈ Z}
= sup{Ak∣∣F ′k(ξk)∣∣|xk − yk|; k ∈ Z} exp(−δ)d(x, y).
It follows that φ is a contraction on Σ(b0,B0) and has a unique fixed point x¯ = {x¯k; k ∈ Z} ∈
Σ(b0,B0). This completes conclusion (i). Conclusion (ii) can similarly been obtained. 
Remark 2. We provide the above assumptions (H1)–(H3) for our convenience. It should be
said that assumptions (H1)–(H3) in the above mentioned Lemma 6 are essentially the same as
assumptions (H1)–(H2) in [14,17]. Taking f (x) = x, then 	0 = 	1 = 1. Let a(t) and b(t) be any
almost periodic functions such that 45  a(t)  1 and
4
5  b(t)  1 for t ∈ R. Then aM = 1,
bM = 1, am = 45 , bm = 45 . We take b0 = 35 . By using Maple, it is easy to see that hypotheses(H1)–(H3) could be satisfied.
Main Theorem. Let hypotheses (H1)–(H3) hold. Then there exists a unique almost periodic
solution N∗(t) of Eq. (1) with the module containment mod(N∗) ⊂ mod(a, b) + {2kπ | k ∈ Z},
whose range is contained in [b0,B0] where b0 and B0 are as defined in Lemma 5. Every (positive)
solution N(t) of (1) satisfies N(t) − N∗(t) → 0 as t → ∞; i.e., all solutions of Eq. (1) are
asymptotically almost periodic.
Corollary 2. Let hypotheses (H1)–(H3) hold. If a(t) and b(t) are quasi-periodic functions with
frequencies ω, then Eq. (1) possesses a unique quasi-periodic solution N∗(t) with the mod-
ule containment mod(N∗) ⊂ mod(a, b) + {2kπ | k ∈ Z}, whose range is contained in [b0,B0]
where b0 and B0 are as defined in Lemma 4. Every (positive) solution N(t) of (1) satisfies
N(t) − N∗(t) → 0 as t → ∞; i.e., all solutions of Eq. (1) are asymptotically quasi-periodic.
Furthermore, if τ = p
q
is a positive rational and a(t + τ) = a(t), b(t + τ) = b(t), t ∈ R, the
module containment would imply that Eq. (1) will have a unique periodic solution with asymp-
totical stability.
The Main Theorem implies that the cardinal number of the basic frequencies of an almost
periodic solution could be much more than that of an almost periodic scalar EPCA, but the same
as that of almost periodic scalar ODE according to Cartwright’s results [4,5]. This also shows
the difference between EPCA and ODE. This difference appears through the piecewise constant
argument.
Proof of the Main Theorem. This proof will be divided into two parts. The first part is the
following, which shows the existence of an almost periodic solution. The second part will be put
in Section 4, which concerns the module containment. Let x∗ ∈∑(b0,B0) be the unique fixed
point of Lemma 6 and x∗ = {x∗k ; k ∈ Z}. Let t ∈ R and [t] = k0 ∈ Z. Then the unique solution
N∗(t) of Eq. (1) on [k0, k0 + 1] such that N∗(k0) = x∗k0 is given by
N∗(t) = N∗(k0) exp
( t∫
k0
a(s) ds − f (N∗(k0))
t∫
k0
b(s) ds
)
, t ∈ [k0, k0 + 1].
Since x∗ is a fixed point of φ, it follows that
x∗k+1 = x∗k exp
( k+1∫
a(s) ds − f (x∗k )
k+1∫
b(s) ds
)
, k ∈ Z,k k
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that N∗(k) = x∗k , k ∈ Z. We first show that N∗(t) is almost periodic. Since {x∗k }, a(t) and b(t)
are almost periodic and f (u) is continuous, it follows that {f (x∗k )} is almost periodic and they
are bounded, i.e., there exists M > 0 such that∣∣x∗k ∣∣M, ∣∣a(t)∣∣M, ∣∣b(t)∣∣M, ∣∣f (x∗k )∣∣M, k ∈ Z, t ∈ R.
For any 	 > 0, set δ > 0 such that
δeM+M2 +MeM+M2(1 + 2M)δ = 	.
It follows from the almost periodicity that T ({x∗k }, δ) ∩ T (a, δ) ∩ T (b, δ) ∩ T ({f (x∗k )}, δ) is
relatively dense in Z. For each τ ∈ T ({x∗k }, δ)∩ T (a, δ)∩ T (b, δ)∩ T ({f (x∗k )}, δ), we have∣∣x∗k+τ − x∗k ∣∣ δ
and ( t+τ∫
k+τ
a(s) ds − f (x∗k+τ ) ·
t+τ∫
k+τ
b(s) ds
)
−
( t∫
k
a(s) ds − f (x∗k ) ·
t∫
k
b(s) ds
)
 δ + 2δM,
where k = [t]. Therefore,∣∣N∗(t + τ)−N∗(t)∣∣= ∣∣x∗k+τ e∫ t+τk+τ a(s) ds−f (x∗k+τ )·∫ t+τk+τ b(s) ds − x∗k e∫ tk a(s) ds−f (x∗k )·∫ tk b(s) ds∣∣

∣∣x∗k+τ − x∗k ∣∣e∫ t+τk+τ a(s) ds−f (x∗k+τ )·∫ t+τk+τ b(s) ds
+ ∣∣x∗k ∣∣ · ∣∣e∫ t+τk+τ a(s) ds−f (x∗k+τ )·∫ t+τk+τ b(s) ds − e∫ tk a(s) ds−f (x∗k )·∫ tk b(s) ds∣∣
 δeM+M2 +MeM+M2(1 + 2M)δ  	,
where k = [t]. From the definition, we know that N∗(t) is almost periodic.
Next we show that N(t)−N∗(t) → 0 as t → ∞, where N(t) is any (positive ) solution of (1).
Since N∗(k) b0, k ∈ N, and N∗(t) solves (1) on R, we have
N∗(t) = N∗(k)e
∫ t
k a(s) ds−f (N∗(k))·
∫ t
k b(s) ds N∗(k)eam−bM	1N∗(k)
 eam · b0e−bM	1b0  b0, k  t < k + 1.
Let N(0) = N0 > 0; if N0  b0, the argument above clearly shows that N(t) b0 for t  0.
If N0 < b0, we can show that there exists k0 ∈ Z+ such that N(k0)  b0. Otherwise,
N(k) < b0 for all k ∈ Z+.
N(k + 1) = N(k)e
∫ k+1
k a(s) ds−f (N(k))·
∫ k+1
k b(s) ds
N(k)eam−	1bM ·N(k) N(k)eam−	1bMb0 , ∀k ∈ Z+,
which implies that
N(k + 1)N0ek(am−	1bMb0), k ∈ Z+.
Since am − 	1bMb0 > 0, this shows that for k sufficiently large, N(k + 1) > b0, a contradiction.
Similarly, we can argue that N(t) b0 for t  k0.
We can also now show, as in the proof of Lemma 6 that for some δ > 0,
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{∣∣N(k + 1)−N∗(k + 1)∣∣; k ∈ Z+, k  k0}
 e−δ sup
{∣∣N(k)−N∗(k)∣∣; k ∈ Z+, k  k0},
which implies |N(k+1)−N∗(k+1)| → 0 as k → ∞. It is easy to show that |N(t)−N∗(t)| → 0
as t → ∞. The above part of the proof can essentially be found in [14]. We give its details for the
reader’s convenience. Up to now, the existence, uniqueness, and asymptotic behavior of almost
periodic solutions have been shown so that these results can be used. It remains to show the
module containment. The discussion for the module containment will be put in Section 4. 
3. Quasi-periodic cases
In order to discuss the module containment for almost periodic solutions, we would first like
to show a result for the quasi-periodic case.
Theorem 1. Let hypotheses (H1)–(H3) hold. Assume that a(t), b(t) ∈ QP(ω), and f :R → R
has a Taylor expansion on [−B0,B0]. Then there exists a unique quasi-periodic solution
N∗(t) ∈ GQP(1,ω) of Eq. (1) whose range is contained in [b0,B0] where b0 and B0 are as
defined in Lemma 4. Every (positive) solution N(t) of (1) satisfies N(t)−N∗(t) → 0 as t → ∞;
i.e., all solutions of Eq. (1) are asymptotically quasi-periodic. Furthermore, if τ is a positive
irrational and a(t + τ) = a(t), t ∈ R, then Eq. (1) will in this case have a unique quasi-periodic
solution N∗(t) with frequencies (1,1/τ) and N∗(t) has an asymptotical stability.
Remark 3. Theorem 1 will be used in the proof of the Main Theorem in Section 4. Because the
proof of the Main Theorem in Section 2 is incomplete, i.e., the module containment is not proved,
Corollary 2 of the Main Theorem cannot be used to show Theorem 1. Therefore, Theorem 1 will
have to be proved directly.
Proof of Theorem 1. Let x∗ = {x∗k ; k ∈ Z} ∈ Σ(b0,B0,ω) be the unique fixed point of
Lemma 6. We define
N∗(t) = N∗(k) exp
( t∫
k
a(s) ds − f (N∗(k))
t∫
k
b(s) ds
)
, k  t < k + 1,
such that N∗(k) = x∗k . As in the proof of the Main Theorem in Section 2, we know that N∗(t) is
continuous and solves (1) on R. It remains to show that N∗(t) is quasi-periodic.
Since a(t), b(t) ∈QP(ω), we have
a(t) =
∑
m
ame
i2π〈m,ω〉t , a−m = a¯m,
∑
m
|am| < +∞,
b(t) =
∑
m
bme
i2π〈m,ω〉t , b−m = b¯m,
∑
m
|bm| < +∞.
Therefore, when k  t < k + 1, we obtain
t∫
k
a(s) ds =
∑
m
am
t∫
k
ei2π〈m,ω〉s ds
=
∑
am(t − k)+
∑ am
i2π〈m,ω〉e
i2π〈m,ω〉t(1 − e−i2π〈m,ω〉(t−k))〈m,ω〉=0 〈m,ω〉=0
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∑
〈m,ω〉=0
am{t} +
∑
〈m,ω〉=0
am
i2π〈m,ω〉e
i2π〈m,ω〉t(1 − e−i2π〈m,ω〉{t}).
We have a similar representation for b(t).
The series
∑
<m,ω> =0 is convergent by using the fact that the norm of the function
f (t) =
{
eit−1
it
, t = 0,
1, t = 0, t ∈ R,
is bounded. Since x∗ ∈QP(ω;Z), N∗(k) = x∗k can be written in the form
N∗(k) =
∑
m
N∗mei2π〈m,ω〉k =
∑
m
N∗mei2π〈m,ω〉t · e−i2π〈m,ω〉{t}, ∀k ∈ Z, k  t < k + 1.
Therefore, N∗(t) can be written as
N∗(t) =
∑
m
N∗mei2π〈m,ω〉t · e−i2π〈m,ω〉{t}
× exp
(
−
(∑
m
N∗mei2π〈m,ω〉t · e−i2π〈m,ω〉{t}
)
×
( ∑
〈m,ω〉=0
bm{t} +
∑
〈m,ω〉=0
bm
i2π〈m,ω〉e
i2π〈m,ω〉t(1 − e−i2π〈m,ω〉{t})))
× exp
( ∑
〈m,ω〉=0
am{t} +
∑
〈m,ω〉=0
am
i2π〈m,ω〉e
i2π〈m,ω〉t(1 − e−i2π〈m,ω〉{t}))
= F(t,ωt),
where
F(θ1, θ2)
=
∑
m
N∗mei2π〈m,θ2〉 · e−i2π〈m,ω〉{θ1}
× exp
(
−f
(∑
m
N∗mei2π〈m,θ2〉 · e−i2π〈m,ω〉{θ1}
)
×
( ∑
〈m,ω〉=0
bm{θ1} +
∑
〈m,ω〉=0
bm
i2π〈m,ω〉e
i2π〈m,θ2〉(1 − e−i2π〈m,ω〉{θ1})))
× exp
( ∑
〈m,ω〉=0
am{θ1} +
∑
〈m,ω〉=0
am
i2π〈m,ω〉e
i2π〈m,θ2〉(1 − e−i2π〈m,ω〉{θ1})) (5)
is 1-periodic in θ1 and θ2, respectively. Since f has a Taylor expansion on [−B0,B0] and
b0 N∗(k) B0, ∀k, it follows from Lemmas 1 and 2 that N∗(t) can also be rewritten as
N∗(t) =
∑
m
N∗m
({t})ei2π〈m,ω〉[t], ∑
m
sup
0s1
∣∣N∗m(s)∣∣< +∞.
Therefore, N∗(t) ∈ GQP(1,ω). For any positive solution N(t) of Eq. (1), the proof of N(t) −
N∗(t) → 0 is the same as in the proof of the Main Theorem (see Section 2), so we omit it.
The quasi-periodicity of N∗(t) can be shown as follows. Since a(t), b(t) ∈ QP(ω) are almost
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tion. Clearly, F(θ1, θ2) in (5) is Lebesgue integrable. Setting θˆ = (θ1, θ2), we have the Fourier
expansion
F(θ1, θ2) ∼
∑
mˆ
Fmˆe
i2π〈mˆ,θˆ〉,
where the Fourier coefficient
Fmˆ =
∫
T2
F(θˆ)e−i2π〈mˆ,θˆ〉 dθˆ .
We get the Fourier expansion of N∗(t) as
N∗(t) ∼
∑
mˆ
Fmˆe
i2π〈mˆ,ωˆ〉t ,
where ωˆ = (1,ω). It follows that σb(N∗) = {2π〈mˆ, ωˆ〉}. It is clear to see that σb(N∗) has a finite
and integer base. Therefore, N∗ is a quasi-periodic function in Bogoliubov’s sense. 
4. The continuation of the proof of the Main Theorem
This section is a continuation of Section 2. It is known that Eq. (1) possesses a unique almost
periodic solution N∗(t), the range of N∗(t) is in [b0,B0], and every solution N(t) of (1) satisfies
N(t)−N∗(t) → 0 as t → ∞. It suffices to study the module containment of N∗(t). Without loss
of generality, we restrict us to study Eq. (1) in N ∈ [b0,B0]. Since f ′(x) is continuous, it follows
from the Weierstrass approximation theorem that there exists a Bernstein polynomial fj (x) such
that ∣∣fj (x)− f (x)∣∣< 	j , ∣∣f ′j (x)− f ′(x)∣∣< 	j , ∀x ∈ [b0,B0],
and 	j → 0 as j → ∞.
Since a(t) and b(t) are almost periodic, the Approximation Theorem implies that there exist
trigonometric polynomials aj (t) =∑njm=1 aj,meiλmt , bj (t) =∑njm=1 bj,meiλmt , λm ∈ σb(a, b){λ1, λ2, . . .}, such that∣∣a(t)− aj (t)∣∣< 1
j
,
∣∣b(t)− bj (t)∣∣< 1
j
, ∀t ∈ R.
aj (t) and bj (t) can be rewritten as
aj (t) = Fj
(
λ1
2π
t,
λ2
2π
t, . . . ,
λnj
2π
t
)
, bj (t) = Gj
(
λ1
2π
t,
λ2
2π
t, . . . ,
λnj
2π
t
)
,
where Fj (θ1, . . . , θnj ) =
∑nj
m=1 aj,mei2πθm , Gj(θ1, . . . , θnj ) =
∑nj
m=1 bj,mei2πθm are 1-periodic
in each θl , 1 l  nj . Set
Λ˜j :=
(
λ1
2π
, . . . ,
λnj
2π
)
, j = 1,2, . . . .
We consider the following equations:
N˙(t) = N(t)(aj (t)− bj (t)fj (N([t]))). (6j )
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Fj,k(xk)Aj,k , k ∈ Z; here x = {xk; k ∈ Z}, y = {yk; k ∈ Z},
Fj,k(u) = u exp
(
−fj (u)
k+1∫
k
bj (t) dt
)
, u ∈ R,
and
Aj,k = exp
( k+1∫
k
aj (t) dt
)
, k ∈ Z.
Then for sufficiently large j (without loss of generality, for all j ), we have
(i) if x is in QP(Λ˜j ;Z) with ‖x‖ B0, ψj (x) is also in QP(Λ˜j ;Z);
(ii) if x = {xk; k ∈ Z} ∈ BES is such that b0  xk  B0, k ∈ Z, then b0 ψj(xk) B0, k ∈ Z;
(iii) ψj → φ as j → ∞ uniformly on {x = {xk}; b0  xk  B0, k ∈ Z}, where φ(·) is defined
as in Lemma 4.
Proof. We can see from the proof of Lemma 5 that b0,B0 are chosen such that
0 < b0 < min
{
	−11 b
−1
M ,am	
−1
1 b
−1
M
}
and B0 max
{
	−11 b
−1
m , (e	0bm)
−1 expaM
}
,
where am,aM,bm,bM are defined as in the front of Lemma 5. Since aj (t) → a(t), bj (t) → b(t)
as j → ∞ uniformly on R and f ′j (x) → f ′(x) and fj (x) → f (x) as j → ∞ uniformly on
[b0,B0], we have 0 < 	0  f ′j (x) 	1 on b0  x  B0 for j  1. Without loss of generality, we
can assume
0 < 	0  f ′j (x) 	1, b0  x  B0, ∀j. (7)
It follows from Corollary 1 that conclusion (ii) holds. Clearly, aj (t), bj (t) ∈QP(Λ˜j ) and fj (u)
has a Taylor expansion on [−B0,B0]. It is known from Lemma 4 that conclusion (i) holds. Since
|ψj − φ| = sup
{∣∣ψj (x)− φ(x)∣∣; x = {xk; k ∈ Z}, xk ∈ [b0,B0], k ∈ Z},
it is easily seen from the representations of ψj and φ, respectively, that conclusion (iii) holds. 
Since aj (t) → a(t) and bj (t) → b(t) as j → ∞ uniformly on R and hypothesis (H3), we can
assume, without loss of generality, (H3) holds for aj (t), bj (t), ∀j , i.e.,
(H3) (i) (1 − bj,mb0	0) expaj,M < exp(	0bj,mb0) and
(ii) 	1bj,M < 	0bj,m exp(1 + 	0bj,m/	1bj,M − aj,M),
where
aj,M = sup
{ k+1∫
k
aj (t) dt; k ∈ Z
}
,
bj,M = sup
{ k+1∫
k
bj (t) dt; k ∈ Z
}
, bj,m = inf
{ k+1∫
k
bj (t) dt; k ∈ Z
}
.
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(i) ψj :Σ(b0,B0, Λ˜j ) → Σ(b0,B0, Λ˜j ) is a contraction, and so has a unique fixed point
x∗j = {x∗j,k; k ∈ Z} in Σ(b0,B0, Λ˜j ), where Σ(b0,B0, Λ˜j ) is the metric space consisting
of sequences x = {xk; k ∈ Z} ∈QP(Λ˜j ;Z) satisfying b0  xk  B0, k ∈ Z.
(ii) x∗j → x∗ as j → ∞, where x∗ is the unique fixed point of φ defined as in Lemma 6.
Proof. From the proof of Lemma 6, we know that there exists a constant δ > 0 independent of j
such that
d
(
ψj(x),ψj (y)
)= sup{Aj,k∣∣Fj,k(xk)− Fj,k(yk)∣∣; k ∈ Z}
 exp(−δ) · sup{|xk − yk|; k ∈ Z}
= exp(−δ)d(x, y).
It follows that ψj is a uniform contraction with respect to the parameters j and so has a unique
fixed point x∗j = {x∗j,k; k ∈ Z} in Σ(b0,B0, Λ˜j ). Since ψj → φ as j → ∞ uniformly on{x = {xk};b0  xk  B0, k ∈ Z}, it follows that the unique fixed point is continuous with re-
spect to the parameter and x∗j → x∗ as j → ∞. 
Let x∗j = {x∗j,k; k ∈ Z} ∈ Σ(b0,B0, Λ˜j ) be the unique fixed point of ψj . Let t ∈ R and [t] =
k0 ∈ Z. Then the unique solution N∗j (t) of Eq. (6j ) on (k0, k0 + 1) such that N∗j (k0) = x∗j,k0 is
given by
N∗j (t) = N∗j (k0) exp
( t∫
k0
aj (s) ds − fj
(
N∗j (k0)
) t∫
k0
bj (s) ds
)
, t ∈ (k0, k0 + 1). (8)
Since x∗j is a fixed point of ψj , it follows that
x∗j,k+1 = x∗j,k exp
( k+1∫
k
aj (s) ds − fj
(
x∗j,k
) k+1∫
k
bj (s) ds
)
, k ∈ Z,
and so N∗j (k0 + 1) = x∗j,k0+1. Since this holds for any t ∈ R, N∗j (t) solves (6j ) on R and
is such that N∗j (k) = x∗j,k , k ∈ Z, which implies that N∗j (t) is continuous on R. Set m˜j =
(m1,m2, . . . ,mnj ). Since x∗j ∈QP(Λ˜j ;Z), N∗j (k) = x∗j,k can be written in the form
N∗j (k) =
∑
m˜j
N∗j,m˜j e
i2π〈m˜j ,Λ˜j 〉k, ∀k ∈ Z.
It is easy to see
t∫
k
aj (s) ds =
nj∑
m=1
aj,m
iλm
eiλmt
(
1 − e−iλm(t−k)),
t∫
bj (s) ds =
nj∑
m=1
bj,m
iλm
eiλmt
(
1 − e−iλm(t−k)),k
R. Yuan / J. Math. Anal. Appl. 330 (2007) 780–798 797where k = [t]. Therefore, N∗j (t) can be written as
N∗j (t) =
∑
m˜j
N∗j,m˜j e
i2π〈m˜j ,Λ˜j 〉t · e−i2π〈m˜j ,Λ˜j 〉{t}
× exp
(
−fj
(∑
m˜j
N∗j,m˜j e
i2π〈m˜j ,Λ˜j 〉t · e−i2π〈m˜j ,Λ˜j 〉{t}
)
×
nj∑
m=1
bj,m
iλm
eiλmt
(
1 − e−iλm{t})) exp
( nj∑
m=1
aj,m
iλm
eiλmt
(
1 − e−iλm{t})
)
= Fj (t, Λ˜j t),
where
Fj (θ0, θ1, . . . , θnj )
=
∑
m˜j
N∗j,m˜j e
i2π〈m˜j ,θ˜j 〉 · e−i2π〈m˜j ,Λ˜j 〉{θ0}
× exp
(
−fj
(∑
m˜j
N∗j,m˜j e
i2π〈m˜j ,θ˜j 〉 · e−i2π〈m˜j ,Λ˜j 〉{θ0}
)
×
nj∑
m=1
bj,m
iλm
ei2πθm
(
1 − e−iλm{θ0})) exp
( nj∑
m=1
aj,m
iλm
ei2πθm
(
1 − e−iλm{θ0})
)
is 1-periodic in θ0, θ1, . . . , θnj , respectively, and θ˜j = (θ1, . . . , θnj ). Clearly, Fj ∈ L(Tnj+1). Set-
ting θˆj = (θ0, θ1, . . . , θnj ), and mˆj = (m0,m1, . . . ,mnj ), we have the Fourier expansion
Fj (θ0, θ1, . . . , θnj ) ∼
∑
mˆj
Fj,mˆj e
i2π〈mˆj ,θˆj 〉,
where the Fourier coefficient
Fj,mˆj =
∫
T
nj
Fj (θˆj )e
−i2π〈mˆj ,θˆj 〉 dθˆj .
Let Λˆj = (1, Λ˜j ). We get the Fourier expansion of N∗j (t) as
N∗j (t) = Fj (Λˆj t) ∼
∑
mˆj
Fj,mˆj e
i2π〈mˆj ,Λˆj 〉t .
It follows that
mod
(
N∗j (t)
)⊂
{ nj∑
l=1
mlλl; ∀ml ∈ Z
}
+ {2kπ | k ∈ Z},
which implies that limj→∞mod(N∗j (t)) ⊂ mod(a(t), b(t)) + {2kπ}, here we use the superior
limit of sets. From (8) and Lemma 8, it follows that
N∗j (t) → N∗(t), as j → ∞, uniformly on R.
798 R. Yuan / J. Math. Anal. Appl. 330 (2007) 780–798Thus, we have
lim
j→∞a
(
λ;N∗j
)= a(λ;N∗), ∀λ ∈ R.
Therefore, we have mod(N∗(t)) ⊂ mod(a(t), b(t))+ {2kπ | k ∈ Z}.
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