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INTRODUCTION
Discriminant analysis is applicable to a wide range of ecological problems in which multiple measurements are made on samples of observations possessing an identifiable group structure. For example, an ecological application of discriminant analysis would focus on the structure of plant or animal communities indexed by geographically distinct habitats. Replicated samples in each habitat would consist of the abundances of species, and the objective would be to highlight differences in community structure (e.g., Matthews 1979, Tonn and Magnuson 1982, Culver and Beattie 1983). Conversely, discriminant analysis also could be used to highlight habitat differences separating different animal species. In this application replicated samples corresponding to each species would consist of multiple habitat measurements, and the objective would be to highlight differences in habitat use (e.g., Titus 
Munro and Rounds 1985, Seagle 1985)
. The basic statistical features necessary for discriminant analysis are illustrated by these examples: that samples are separable into distinct groups, and each sample consists of the measurement of several attributes. Williams (1983) characterized a number of ecological applications of discriminant analysis in terms of their grouping indices and multivariate attributes.
Discrimination methods include both classification ("predictive discriminant analysis") and separatory approaches ("descriptive discriminant analysis") (Geisser 1977), with the linear combinations of descriptive discrimination known as linear discriminant functions or, more formally, canonical variates. Though predictive and separatory discrimination methods differ theoretically and operationally, they are nonetheless closely related (Williams 1982 (Williams , 1983 . Under assumptions described below, both approaches yield mathematically equivalent classification procedures (Kshirsager and Arseven 1975, Williams 1982) .
Most ecological studies have used a descriptive approach (see, however, Rice et al. 1983 and Verner et al. 1986 for applications of predictive methods). The structure of the canonical variates is often of primary concern to ecologists. A stepwise procedure frequently is used to select variables that are useful in separating groups, and then canonical transformations of these variables are determined. The canonical transforms are interpreted through the signs and magnitudes of the associated canonical coefficients (Green 1971 , Campbell and Atchley 1981 , Williams 1981 , 1983 ) and by means of their correlations with the original variables (e.g., Anderson and Shugart 1974, Reinert 1984a, b). The observations usually are plotted on the corresponding canonical axes, and the resulting display is analyzed for structure (Tatsuoka 1970 , Green 1979 , Campbell and Atchley 1981 .
In practical applications the canonical coefficients must be estimated from available data, the amount of which may be "small" relative to multivariate dimensionality. Thus the canonical variates are characterized by substantial, although largely unstudied, variability (Neff and Marcus 1980 In this article we present the results of a simulation study of these issues. Our objectives were to identify sources of variability in canonical variates and to determine minimum sample sizes necessary to insure adequate estimation of them. In the sections below we outline the mathematics of canonical variates analysis and discuss its application in the ecological literature. We then describe the simulation procedure used to assess stability of the canonical variates and provide a description of results from the simulations. Finally, we offer some guidelines for determining adequate sample sizes.
CANONICAL VARIATES ANALYSIS
Data for a canonical variates analysis consist of samples of observations from two or more groups. Each observation consists of a vector x of measurements, and each has associated with it a grouping index that identifies its group membership. We assume here that within-group distributions of the measurement vectors are specified by group means pi, i = 1, ..., g and common dispersion A, where I is nondegenerate. Canonical variates analysis is essentially a linear transformation of these multidimensional data, consisting of a set of canonical variates that are chosen to exhibit optimal separation of groups, as described in the Appendix. Articles from other sources were included as they were encountered during the review. We believe this search provided a representative overview of discriminant anlaysis in ecological studies.
We reviewed a total of 60 papers and summarized 142 discriminant analyses. For each discriminant analysis we recorded the number of variables, total sample size, number of groups, ratio of total sample size to the number of variables, and whether classification results were given. These attributes could not be determined for all 142 analyses.
For 126 analyses, sample sizes varied from 18 to >3000, with a median of 104.5. Seventy-four of 142 analyses were conducted with two or three groups (mode = 2, maximum = 32 groups). The mean number of variables at the beginning of the discriminant anal- Stepwise procedures were utilized in 63 of 105 analyses (e.g., Thompson and Gates 1982, Squibb and Hunt 1983) , and in 42 they were not used (e.g., Gotfryd and Hansell 1985). For 37 analyses we were unable to determine whether stepwise or direct discriminant analyses were conducted.
METHODS
Since our literature review revealed the need to address issues concerning sample sizes, parameter effects, and stability of the canonical variates, we conducted a simulation study of these issues. The simulation consisted of the replicated generation of groups of multivariate observations, followed by the determination of sample-based canonical variates. The resulting output was examined for bias and stability in both the canonical variate coefficient and the corresponding correct classification rates. The overall procedure consisted of three main parts.
Parameterization. -First, the means, dispersions, and sample sizes were input for each group. Group-specific means Ai = [Ail ... ' iJ consisted of p distinct parameters, and within-group dispersions were assumed to be of the form
where 1' = [1 ... 1]. The inclusion of both variance and correlation parameters allowed for the investigation of dispersion structure in both the variance and covariance terms. Sample sizes n, also were specified, to enable us to examine the statistical effects of sample size, dispersion, system dimensionality, and configuration of means. Data generation. -Second, n, samples of multivariate observations were obtained for group i. Observations were based on computer-generated random samples from a standard normal distribution, with subsequent adjustment by the transformation
This transformation produced samples from a multivariate normal distribution with mean pi and disper- on 1983 ). This process of analyzing randomly generated samples was repeated 100 times for each parameterization and sample size specification. Preliminary runs indicated that 100 replications of the procedure were sufficient for precise specification of statistical properties, in that additional replications beyond 100 affected neither means nor variances to a recognizable degree.
A factorial structure was used for the simulations, involving multivariate dimensionality, dispersion structure, configuration of means, and sample size as design factors. Three groups were assumed throughout, and multivariate dimensions were varied over the range of 10, 20, and 30 variates. Based on field sampling procedures reported in the biology literature, a range of system dimensionality with the largest dimension three times that of the smallest was expected to express any statistical effects of dimensionality.
Three configurations of group means were used, the first group having means along three of the multivariate axes: S. = 4u, 2u1, 3u3 }, where u, is a unit vector along the ith axis. Thus the means in S, were chosen to increase in length arithmetically along the first three axes. A second configuration simply doubled the separation of group means along these axes while retaining the same geometric configuration: S2 = 42u, 4u2, 6u3V. A third configuration increased the degree of asymmetry among means by squaring the lead coefficients in S.: S3 = u, 41u, 9u,1.
The effect of these configurations on variation in the discriminant loadings was not completely predictable. For a given dispersion structure, increasing the separation among means for a given geometric configuration was expected generally to decrease variation in the loadings. An increase in asymmetry in the locations of means, for a given amount of separation, also was expected to decrease variation. However, the precise degree and pattern of these changes could not be anticipated.
The ied from about 1:1 (10 observations per group and system dimension of size 30) to 27:1 (90 observations per group and system dimension of size 10). One hundred discriminant analyses were conducted for each combination of dimensionality, dispersion, sample size, and configuration of group means. Thus 3 x 3 x 4 x 9 x 100 = 32400 analyses were conducted, involving -1500 h of computer time on a Callan STATCAT supermicrocomputer.
RESULTS
Since the number of groups was limited to three, only two discriminant functions were identified in each simulation. Table 1 summarizes the canonical coefficients corresponding to each combination of parameters. Differences in canonical coefficients are seen to be associated with both structure of I as well as the dispersion among group means. However, these factors affect the coefficients in opposite directions. As argued in the Appendix, low levels of stochastic variation generally correspond to large values in -' and, through Eqs. A. 1 and A.2, to large values for the canonical coefficients. But reduced amounts of stochastic variation can be produced either by small variances or by large amounts of multicolinearity among individual variables. In Table 1 , for example, larger values for the canonical coefficients correspond to a2 = 1 than to a2 = 2, and larger coefficients also occur when p 7-0. Larger values for the canonical coefficients also occur when there is greater variation in distances between means. It is argued in the Appendix that asymmetric patterns in these distances correspond both to increased dominance of the lead canonical variate and to increases in the magnitudes of their coefficients. It is also shown that the canonical variates are invariant to simple scale changes. Thus, for example, A and 2A correspond to the same canonical variates. This is seen in Table 1 , wherein the structure for means for group S2 is simply a resealing of those in group Si.
If one considers the objectives of discriminant analysis and the scalings involved, these patterns have an intuitive appeal. The canonical variates are optimally chosen to represent differences among groups, relative to within-group variation. Their ability to do this should increase as dispersion among group means increases and as the amount of stochastic variation decreases. That is, the canonical variates should have greater discriminating power for groups that are "far apart" relative to the underlying stochastic variation. In general, this discriminating power corresponds to the magnitude of the coefficients, which increases with separation among groups and decreases with stochastic variation.
The patterns of variation in the canonical coefficients that arose from the simulations are characterized in Figs. 1-4 
Effect of sample size
The effect of the sample size can be seen by comparison of the plots for a given configuration of means, dispersion structure, and system dimension. As shown in each of the figures, the effect of sample size is fairly uniform across the other factors in the study. For each configuration of group means and each dispersion pattern the estimates of the dominant canonical coefficient are quite unstable for small sample sizes. However, variation in the estimates decreases rapidly with increases of sample size. The point beyond which gains in precision become marginal is specific to dispersion structure and dimensionality, but not to the configuration of means.
Multivariate dimensionality
The effect of dimensionality on coefficient stability is indicated by comparison of plots within each part of the figures. As expected, increases in dimensionality have a destabilizing effect on the coefficient estimates. Thus the standard deviations for coefficient estimates with dimension 30 are generally higher than for di- The effect is most clearly seen for small sample sizes, where, for example, with 10 samples per group there are large differences in variation for dimension 10 and 20. As sample sizes become large relative to dimensionality, however, coefficient variation becomes indistinguishable among the three dimensionalities.
Configuration of group means
The effect of geometric configuration of means on coefficient stability can be seen by comparison of parts a-c in each of these figures. Though the general pattern of response to changes in sample sizes is little affected by configuration, there are differences in stability for a given sample size. Configuration S, engenders the largest variation in estimates, whereas configuration S3 corresponds to the least variation. However, the differences in variability are relatively minor, and suggest that neither absolute distance among group means nor the geometric relationship are significant determinants of coefficient stability.
Effect of dispersion structure
Comparison among the four figures indicates that variation in coefficients is highest for a2 = 1, p = 0.5, lowest for o2 = 2, p = 0, and midrange for the other two cases. From Eq. 6 coefficient variation thus is largest when the generalized variance is smallest, and conversely, variation in the coefficients is smallest when the generalized variance is largest. This result is counterintuitive. We had anticipated that increases in coefficient variation would reflect increases in the stochastic variation of the system. Instead, stochastic variation influenced both the magnitude and the stability in the coefficients. This resulted in an association between means and variances, with high system variability corresponding to small coefficients and also to reduced levels of variation in them. Thus the coefficient of variation for any given configuration, dimension, and sample size was effectively constant for all four dispersion structures. On reflection this constancy makes sense. Since the canonical coefficients inherit their variation from sample-based estimates z and A in Eqs. 3 and 4, one would expect that increasing variation in the sample, and hence in z and A, would result in increasing variation in the coefficient. However, the coefficients are also scaled by A, as shown in Eq. 2. Since large variation results on average in large values of A, the effect of this scaling is to reduce the magnitude of the coefficients, and concomitantly, to reduce the amount of variation in them.
A further examination of patterns in the variability of the canonical coefficients was conducted with analysis of variance (ANOVA). We analyzed the standard deviations of the canonical coefficients with an AN-OVA model that included factors for the levels of covariance, variance, system dimension, configuration of group means, and the number of samples per group. As expected, main effects for all design factors and most of the two-way interactions were highly significant (P < .01). Two-way interactions that were not significant included interactions between group configuration and either dispersion structure or system dimension. With the exception of certain three-way interactions, most of the remaining interactions among design factors were not significant. The only three-way interactions of significance were between dispersion, system dimension, and sample size. These results thus confirm the importance of each of the design factors in influencing the statistical properties of the canonical variates. They also suggest that group configurations, and to a lesser extent the dispersion structure, influence stability of the discriminant functions more or less uniformly across the levels of the other factors. This can be seen by the overall similarities in pattern displayed in each of Figs. 1-4. Again, these results concern patterns of variation only for the lead coefficient of the dominant canonical variate. However, the scaling of coefficients shown in Eq. 2 results in sampling correlations among the coefficients, resulting in similar patterns of variation for each of them.
DISCUSSION
The simulation yielded a number of unanticipated results. We had expected the configuration of means to have considerable effect on the stability of estimates of the canonical coefficients. Lachenbruch (1968) found that error rates, and hence required group sample sizes, decreased with increased distance among means. However, our simulation results indicated that, at least within the range of values characterized by groups S1, S2, and S3, mean configuration is only of marginal importance. We had also expected that the effect of dimensionality would be greater than was found. Though the effect of dimensionality was quite dramatic for small sample sizes, this effect was quickly damped as sample sizes increased. Finally, we had expected that increases in system variability, either through increases in sample variances or decreases in covariances, would result in less stable estimates of the canonical coefficients. Instead, the simulations indicated that increases in sample dispersion lead to decreases in variation of the coefficients. This decrease in variation corresponded to a reduction in magnitudes of the canonical coefficients for increasing sample dispersion.
The substantial variation corresponding to low sample sizes is quickly reduced as sample sizes increase. Furthermore, the point at which substantial reductions in variance cease to occur appears to be roughly a constant multiple of the system dimensionality. For example, in Fig. 2a For discriminant analysis of ecological systems with homogeneous dispersions, choose the total number of samples per group to be at least three times the number of variables to be measured. Two points should be made about this rule. First, it imposes demands on ecologists that may be difficult to meet in some field studies. Indeed, some applications have used sample sizes that were actually less than the system dimensionality. Our simulation results appear quite unambiguous about the inferences from such applications. They suggest that unless the statistical structure of the ecological system is very simple, sampling variability is likely to be so large that no confidence can be placed in the structure of the canonical variates. Similar reliability problems with small samples sizes were found by Rencher The second point to note is that the rule, though conservative by ecological standards, is nonetheless an improvement over conventional thinking about sample size requirements. Within the community of practioners of discriminate analysis it is generally believed (though poorly documented) that one needs at least five times as many samples as the system dimensionality. This is presumed to follow from the large number of parameters that must be effectively estimated in multivariate systems. Such a rule may indeed be appropriate for systems with completely general covariance structures. However, for systems with patterned covariance structures not dissimilar from those used here, our simulations suggest that fewer samples may suffice in some cases. It remains for ecologists to
