Comparative Performance of Complex-Valued B-Spline and Polynomial Models Applied to Iterative Frequency-Domain Decision Feedback
Equalization of Hammerstein Channels dynamic model. A well-known example of CV Hammerstein systems is the single-carrier (SC) block transmission communication channel with nonlinear high-power amplifier (HPA) at transmitter, whereby the CV static nonlinearity of the Hammerstein system is constituted by the nonlinear transmit HPA, and its linear dynamic subsystem is the dispersive channel, which can usually be modeled as a finite-duration impulse response (FIR) filter. Effective identification and inversion of CV Hammerstein systems is, therefore, crucial in these practical applications.
The CV B-spline neural network has widely been used as an effective means for identification and inversion of CV Hammerstein systems [1] - [3] . Compared with its conventional polynomial-based counterpart, B-spline models are proved to have the optimal stability or numerical robustness [4] - [6] , and achieve superior performance in challenging practical applications [1] - [3] , while maintaining a similar computational complexity. In this paper, we review the CV B-spline neural network model as an effective means for identifying and inverting practical Hammerstein systems. In particular, we analyze its optimal robustness property and provide the computational complexity required for calculating the output of a B-spline model, which turns out to be slightly higher than that of the conventional polynomial model, and the both the models have the same order of complexity.
Our main contribution is, however, the derivation of a new CV B-spline neural network-based design for the nonlinear iterative frequency-domain decision feedback equalization (NIFDDFE) of SC Hammerstein communication systems. Effective identification and inverting algorithms are provided for the SC Hammerstein channel based on the CV B-spline neural network approach. We use this challenging real-world application to evaluate the comparative performance of the CV B-spline neural network-based NIFDDFE and its CV polynomial-based NIFDDFE counterpart. The results obtained clearly demonstrate that our B-spline-based NIFDDFE has a superior performance over the polynomial-based NIFDDFE. Our novel application, therefore, reinforces the CV B-spline neural network as a versatile and effective means for solving real-world applications where the underlying systems can be represented by CV Hammerstein models. Throughout this contribution, a CV number x ∈ C is represented either by x = x R + jx I or by x = |x| exp(j x ). The transpose and conjugate transpose operators are denoted by ( ) T and ( ) H , respectively, while ( ) −1 stands for the inverse operation and ( ) * denotes the conjugate operation. Furthermore, the expectation operator is denoted by E{ }.
II. NIFDDFE FOR HAMMERSTEIN CHANNELS
To illustrate the necessity for identifying and inverting CV Hammerstein systems, we begin by introducing our challenging application scenario, the SC block transmission communication system [7] - [10] , where each transmit block consists of N data symbols with M-quadrature amplitude modulation (QAM) expressed as
with 2d denoting the minimum distance between symbol points. Adding the cyclic prefix (CP) of length N cp to x yields
with
The signal blockx is amplified by the HPA to yield the transmitted signal block
where
in which ( ) represents the CV static nonlinearity of HPA and
Typical HPA in the transmitter is the solid-state power amplifier [11] - [13] , whose nonlinearity ( ) is constituted by the HPA's amplitude response A(r ) and phase response ϒ(r ) given by
where r denotes the amplitude of the input to HPA, g a is the small gain signal, β a is the smoothness factor, and A sat is the saturation level, while the phase response parameters α φ . β φ , q 1 , and q 2 are adjusted to match the specific amplifier's characteristics. We adopt the following parameter set defined in the standardization [12] , [13] :
Given the input x k = |x k |e j x k , the output of the HPA is
The operating status of the HPA is specified by the output back-off (OBO), which is defined as the ratio of the maximum output power P max of the HPA to the average output power P aop of the HPA output signal, given by
The smaller the OBO is, the more the HPA is operating into the nonlinear saturation region. The amplified signal blockw is transmitted through the channel whose channel impulse response (CIR) coefficient vector is
where L cir denotes the CIR length. Note that the CP must be chosen to be N cp ≥ L cir . We can always assume that h 0 = 1, because if this is not the case, h 0 can be absorbed into the CV nonlinearity ( ), and the CIR coefficients are rescaled as h i / h 0 for 0 ≤ i ≤ L cir . The combined transmission channel and transmitter, as shown in Fig. 1 , is a Hammerstein system containing the nonlinearity ( ) defined by (6) and (7) followed by the FIR filter with the CIR (11) .
At the receiver, after CP removal, the channel-impaired received signals y k are given by
in which w k−i = w N+k−i for k < i , where e k is the additive white Gaussian noise (AWGN) with E{|e k | 2 } = 2σ 2 e . Our NIFDDFE receiver is shown in Fig. 1 . 
Due to the well-known circular property of CP [7] - [10] Y n = H n W n + Ξ n , 0 ≤ n ≤ N − 1 (14) in which Ξ n is the FD representation of the AWGN with E{|Ξ n | 2 } = 2σ 2 e , and
Our new NIFDDFE involves an iterative detection procedure with the iteration index l ≥ 1. Typically, three to four iterations are sufficient. In particular, let the FD feedforward and feedback equalizers coefficients at the lth iteration by {C 
Passing W 
For the convenience of discussion, assume that the nonlinearity ( ) of the transmitter HPA and its inversion −1 ( ) are both known at the receiver. The soft estimate { x
k=0 of the transmitted data symbols can be calculated according to
By quantizing x can be obtained by minimizing the mean square error but the computation is quite involved [8] . Extending this LIFDDFE design to our new NIFDDFE also yields poor performance. However, we find that the extension of the low-complexity simplified LIFDDFE design of [10] to our NIFDDFE works well with some modifications. We now present how to calculate {C 
which is identical to the nonlinear FD equalization (NFDE) solution of [3] . For the iterations l ≥ 2, we have
For the LIFDDFE, the work [10] finds that the performance is insensitive to the predefined signal-to-noise ratio (SNR) value SNR pre and the predefined symbol error probability P e,pre . In particular, SNR −1 pre = 0.1 and P e,pre = 0.1 yield excellent results. In our NIFDDFE, we also find that SNR −1 pre = 0.1 and P e,pre = 0.1 are appropriate. In the LIFDDFE case, i.e., w k = x k , β is a parameter depending on the modulation scheme for x k . In particular, β = 2, 2/5, and 2/21 for 4-QAM, 16-QAM, and 64-QAM, respectively. In our NIFDDFE, w k is a nonlinearly distorted x k and the severity of this nonlinear distortion depends on the OBO of the transmitter HPA. Intuitively, β should be smaller than the linear case and how small β is also depends on the value of OBO. For 64-QAM with OBO = 3 dB, we find that β = 0.01 is appropriate, i.e., ten times smaller than the linear case. With OBO = 5 dB, an appropriate value is β = 0.05, i.e., only two times smaller than the linear case. This makes sense, as with OBO = 5 dB, the HPA is operating closer to the linear region than the case of OBO = 3 dB. Another modification made is in the feedback coefficients B n of (22). In the LIFDDFE design [10] , B n = −(C n H n − γ ). But we find that with B n of (22), the performance is better for the NIFDDFE.
III. CV B-SPLINE AND POLYNOMIAL IMPLEMENTATIONS OF NIFDDFE
It can be seen that implementing the NIFDDFE requires to identifying and inverting the Hammerstein channel that consists of the unknown static nonlinearity ( ) followed by the FIR filter with the unknown CIR vector h.
A. CV B-Spline and Polynomial Models for ( )

1) CV B-Spline Neural Network:
The CV B-spline neural network approach [1] - [3] offers an effective means for identifying and inverting this Hammerstein channel. We first point out that ( ) meets the following conditions. 1) ( ) is a one-to-one mapping, i.e., a continuous and invertible function. 2) x R and x I are upper and lower bounded by some known finite real values, where x = x R + jx I denotes the CV input to ( ), and the distributions of x R and x I are identical. According to property 2), we have U min < x s < U max , where U min and U max are the known finite real values, while x s denotes either x R or x I , i.e., the subscript s is either R or I . To use a B-spline neural network for modeling ( ), a set of N s univariate B-spline basis functions on x s is parametrized by the piecewise polynomial degree P o and a knot sequence of (
At each end, there are P o − 1 "external" knots that are outside the input region and one boundary knot. As a result, the number of "internal" knots is N s + 1 − P o . Given the set of predetermined knots (25), the set of N s B-spline basis functions can be formed by using the De Boor recursion [14] , yielding for 1
as well as for l = 1, . . . ,
De Boor recursion is shown in Fig. 2 . Using the tensor product between the two sets of univariate B-spline basis functions [15] ,
l,m (x) can be formed and used in the CV B-spline neural network, giving rise to
1 ≤ m ≤ N I , are the CV weights. Denote
where N B = N R N I . The task of identifying the nonlinearity ( ) is turned into one of estimating θ B .
2) CV Polynomial Model: Similarly for the conventional polynomial modeling with polynomial degree P o , let us define the set of P o + 1 polynomial basis functions as
Then, using the tensor product between the two sets of univariate polynomial basis functions, P
be formed, giving rise to the CV polynomial model
CV weights. Define
The task of identifying the nonlinearity ( ) becomes one of estimating θ P .
B. Model Structure Parameters 1) Polynomial Model:
For the conventional polynomial model, there is only one model structure parameter, and choosing the polynomial degree P o = 4 is sufficient for most practical applications.
2) B-Spline Model: For the B-spline neural network, choosing P o = 4 is also sufficient for most applications. In our application, the knot sequence is symmetric and U min = −U max . Given the required average transmitted signal power, the peak amplitude in the symbol set (2) is known, and hence U max is known. N R = N I = N s = 6 to 10 is sufficient for accurately modeling on the finite interval [U min , U max ]. The N s + 1 − P o internal knots may be uniformly spaced in the interval [U min , U max ]. Note that there exist no data for x s < U min and x s > U max in identification, but it is desired that the B-spline model has certain extrapolating capability outside the interval [U min , U max ]. The external knots can be set empirically to meet the required extrapolation capability. However, the precise choice of these external knots does not really matter, in terms of modeling accuracy. 
C. Complexity Analysis 1) Complexity of Polynomial Model (31):
Complexity analysis of the CV polynomial model is straightforward, and the computational complexity of computing the polynomial model (31) is obviously on the order of (1 + P o ) 2 , denoted as O((P o + 1) 2 ). As an example, the computational requirements for P o = 4 are listed in Table I .
2) Complexity of B-Spline Model (28):
Comparing the B-spline modeling of (26)-(28) with the polynomial modeling of (30) and (31) and noting that N B can be significantly larger than N P , it would appear that the complexity of the CV B-spline model would be significantly higher than that of the CV polynomial model. This is in fact not the case, and the complexity of the CV B-spline modeling also depends only on P o and not on the number of basis functions N s .
Given x s ∈ [U min , U max ], there are only P o + 1 basis functions with nonzero values at most. Fig. 3 shows the complexity of generating the B-spline basis function set for P o = 4, which shows that the total requirements are 26 additions and 38 multiplications at most. Thus, in the tensor-product B-spline model (28), there are only (P o + 1) 2 nonzero basis functions at most for any given input, which is comparable with the tensor-product polynomial model (31) with (P o + 1) 2 nonzero basis functions. The upper bound and lower bound computational requirements for the CV B-spline modeling with P o = 4 are listed in Table II , where it can be seen that the complexity of the B-spline modeling is no more than twice of the polynomial modeling. Therefore, the computational complexity of computing the B-spline model (28) is still on the order of O((P o + 1) 2 ).
D. Optimal Robustness Property of B-Spline Model
A critical aspect to consider in a model representation is its stability with respect to perturbation of the model parameters, because in identification, the data are inevitably noisy, which will perturb the model parameters away from their true values. A significant advantage of the B-spline model over the polynomial model is its superior numerical stability. B-spline functions are optimally stable bases [4] - [6] , and this optimality is due to the convexity of its model bases, i.e., they are all positive and sum up to one. In contrast, the polynomial model is far inferior in terms of numerical stability.
Let us first analyze this aspect theoretically. Assume that the real-valued true system can be represented by the polynomial model of degree P o exactly as 
where y s , x s ∈ R. Because of the noisy identification data, the estimated model coefficients are perturbed from their true values to a i = a i + ε i for the polynomial model and to b i = b i + ε i for the B-spline model. Assume that all the estimation noises ε i are bounded by |ε i | < ε max . The upper bound of |y s − y s | for the B-spline model can be worked out to be
Observe that the upper bound of the B-spline model output perturbation only depends on the upper bound of the perturbation noise, it does not depend on the input value x s , the number of basis functions N s , or the polynomial degree P o . Hence, the B-spline model enjoys the maximum numerical robustness, and this optimal robustness property is well known. In contrast, the upper bound of |y s − y s | for the polynomial model can be worked out to be
Observe that the upper bound of the polynomial model output perturbation depends not only on the upper bound of the perturbation noise but also on the input value x s and the polynomial degree P o . The higher the polynomial degree P o , the more serious the polynomial model may be perturbed, a well-known drawback of using polynomial modeling.
We use the simple example of [16] to demonstrate the excellent numerical stability of the B-spline model over the polynomial model in Fig. 4 . Fig. 4(a) shows a quadratic polynomial function y s = 0. 
, which is shown in Fig. 4(b) in solid curve. We draw three noises from a uniformly distributed random number (UDRN) in [−0.0001, 0.0001], and add them to the three parameters in the two models, respectively. Fig. 4(a) and  (b) shows the ten sets of the perturbed functions in dashed curve generated by perturbing the two models' parameters.
It can be clearly seen from Fig. 4(a) that the polynomial model is seriously perturbed, but there is no noticeable change at all in Fig. 4(b) for the B-spline model. Next we draw three perturbation noises from a UDRN in [−0.001, 0.001], and add them to the three parameters of the B-spline model. Again, the B-spline model is hardly affected, as shown in Fig. 4(c) . We then draw three perturbation noises from a UDRN in [−0.01, 0.01] to add to the three B-spline parameters, and the results obtained are shown in Fig. 4(d) . Observe from Fig. 4(a) and (d) that, despite the fact that the strength of the perturbation noise added to the B-spline model coefficients is 100 times larger than that added to the polynomial model coefficients, the B-spline model is still much less seriously perturbed than the polynomial model.
E. Identifying Hammerstein Channel
We will present the identification of the Hammerstein channel using the CV B-spline neural network approach, since the identification algorithm is identical using the CV polynomial modeling approach. Therefore, we drop the subscript B and superscript B from the B-spline model.
Given a block of N training data,
k=0 , the identification task is to obtain the estimates of h and θ by minimizing the cost function
subject to the constraint of h 0 = 1, in which the prediction of y k is given by
The cost function (33) is convex with respect to h when fixing θ , and convex with respect to θ given h. According to [17] and [18] , the estimates of θ and h are unbiased, irrespective to the algorithm used to minimize the cost function (33). In [16] , an alternating least squares (ALS) procedure was proposed, which guarantees to find the unique optimal solution of θ and h in only a few iterations. We adopt this ALS procedure in our current application. This ALS procedure is summarized below. Initialization: Define the amalgamated parameter vector
of ω is ω = ( P T P +ρ I) −1 P T y, where I denotes the identity matrix of appropriate dimension and ρ is a small positive constant, e.g., ρ = 10 −5 . The first N B elements of ω provide an initial estimate for θ , which is denoted as θ (0) . Note that θ (0) is an unbiased estimate for θ for sufficiently small ρ. ALS Estimation Procedure: For 1 ≤ τ ≤ τ max , e.g., τ max = 4, perform the following. θ (τ −1) , calculate the LS estimate h (τ ) . In particular, define the regression matrix Q ∈ C N×(L cir +1)
1) Given
in which
The LS estimate h (τ ) is readily given by
2) Given h (τ ) , calculate the LS estimate θ (τ ) . Specifically introduce
Further define the regression matrix
The LS estimate θ (τ ) is given by θ (τ ) = (S H S) −1 S H y. Clearly, this ALS procedure guarantees to converge to the joint unbiased estimate of h and θ that is the unique minimum solution of the cost function (33). This is simply because given the unbiased estimate θ (τ −1) of θ , the LS estimate h (τ ) is the unbiased estimate of h, and given the unbiased estimate h (τ ) , the LS estimate θ (τ ) is the unbiased estimate of θ .
Remark 1: Because the B-spline modeling has the optimal robustness property as discussed in Section III-D, we expect that the CV B-spline-based estimate B (x) is a more accurate estimate of the true HPA's nonlinearity (x) than the CV polynomial-based estimate P (x). This will be verified in our comparative performance evaluation.
F. Inverting HPA's Nonlinearity 1) CV B-Spline Inverting Model:
We utilize another B-spline neural network to model the inverse mapping of the HPA's CV nonlinearity defined by
Define two knot sequences similar to (25) for w R and w I , respectively. We can construct the inverting B-spline model
(w I ) are similarly calculated based on the De Boor recursion (26) and (27), while
Inverting the HPA's nonlinearity becomes the problem of estimating α B .
2) CV Polynomial Inverting Model: By defining the two sets of polynomial basis functions similar to (30) for w R and w I , respectively, we can construct the inverting polynomial model
Inverting the HPA's nonlinearity is turned into the problem of estimating α P .
3) Estimation Algorithm: To estimate α B or α P needs the input-output training data {w k , x k }, but w k is unavailable. We adopt the same pseudotraining data approach of [2] and [3] , by replacing w k with its estimate w k = B (x k ) or w k = P (x k ) based on the identified HPA's nonlinearity B ( ) or P ( ).
Again we present the estimation algorithm for the CV B-spline inverting model (44) and drop the subscript B and superscript B , since the estimation algorithm for the CV polynomial inverting model is exactly the same. Over the pseudotraining data set { w k , x k } N−1 k=0 , the regression matrix B ∈ R N×N B can be formed as are highly noisy, which will seriously affect the polynomial model but not the B-spline model as analyzed in Section III-D, the CV polynomial inverting model (46) will be a far less accurate estimate of the true HPA's inversion −1 ( ), compared with the CV B-spline inverting model (44). This will be confirmed by our comparative performance evaluation presented in Section IV. 
IV. COMPARATIVE PERFORMANCE EVALUATION
We evaluated the comparative performance of the CV B-spline-based NIFDDFE and the CV polynomial-based NIFDDFE for a 64-QAM Hammerstein channel, in which the HPA was described by (6) and (7) with the parameter set given in (8) . The dispersive channel had 10 taps (L cir = 9) whose CIR coefficients are given in Table III . The size of the transmitted data block was N = 2048. The system's SNR was defined as SNR = E x /N o , where E x was the average power of the input signal x k to the HPA and N o = 2σ 2 e . For the CV B-spline neural network-based approach, the piecewise quartic polynomial of P o = 4 was chosen, and the number of B-spline basis functions was set to N R = N I = 8, while the knot sequences adopted by the two CV B-spline neural networks for identifying and inverting the HPA's nonlinearity are listed in Table IV . For the CV polynomial modeling-based approach, we set the polynomial degree to P o = 4. All the estimation results were obtained by averaging over 100 random runs.
The effectiveness of the CV B-spline neural network-based approach to identify this Hammerstein channel is demonstrated in Table III as well as in Figs. 5 and 6. It can be seen from Table III that the identification of the CIR tap vector in the Hammerstein channel was achieved with high precision even under the adverse operational condition of OBO = 3 dB and Figs. 5 and 6, it can be seen that the CV HPA's nonlinearity identified by the polynomial-based approach is less accurate than the B-spline based approach within the HPA's operational input range, which confirms the analysis in Section III-D.
The combined responses of the HPA's true nonlinearity and its estimated inversion obtained by the CV B-spline inverting scheme under the two operating conditions are shown in Figs. 9 and 10 . The results clearly show the capability of the CV B-spline neural network to accurately model the inversion of the HPA's nonlinearity based only on the pseudotraining data. More specifically, the results of Figs. 9 and 10 clearly indicate that the combined response of the true HPA's nonlinearity ( ) and its estimated inversion B ( ) satisfies B ( (x)) ≈ x that is, the magnitude of the combined response is | B ( (x))| ≈ |x| and the phase shift of the combined response is approximately zero. In other words, B ( ) is an accurate inversion of ( ). This clearly demonstrates the optimal robustness property of the B-spline modeling presented in Section III-D. In contrast, the combined responses of the HPA's true nonlinearity and its estimated polynomial inversion depicted in Figs. 11 and 12 under the two HPA operating conditions unmistakably show that the polynomialbased inversion estimate P ( ) is much less accurate than the B-spline based estimate. Evidently, the polynomial modeling is much more sensitive to the noise contained in the pseudotraining input { w k }.
The bit error rate (BER) performance of the B-spline-based NIFDDFE constructed using the estimated CIR, HPA, and HPA's inversion is shown in Fig. 13 under the two HPA operating conditions. From Fig. 13 , it can be seen that four iterations are sufficient for the NIFDDFE. Since the first iteration of the NIFDDFE is identical to the NFDE solution without using decision feedback [3] , the results of Fig. 10 confirm that the NIFDDFE significantly outperforms the NFDE. The BER performance of the polynomial-based NIFDDFE Fig. 13 .
BER performance of the B-spline-based NIFDDFE under the two HPA operating conditions of OBO = 3 dB and OBO = 5 dB. demonstrates that the B-spline-based NIFDDFE significantly outperforms the polynomial-based NIFDDFE. In particular, when the HPA is operating in the severe nonlinear region, the polynomial-based NIFDDFE exhibits a high error floor, but this is not the case for the B-spline-based NIFDDFE.
V. CONCLUSION
This paper has evaluated comparative performance of the CV B-spline neural network and polynomial modeling approaches applied to the state-of-the-art iterative FD decision feedback equalization of Hammerstein communication channels with the nonlinear HPA at the transmitter. The optimal robustness of the B-spline modeling has been reviewed and it has been shown that the CV B-spline modeling approach has a comparable computational complexity with the conventional CV polynomial modeling approach. Simulation results obtained have verified that the CV B-spline-based NIFDDFE significantly outperforms the CV polynomial-based NIFDDFE design of comparable complexity. Our conclusions have thus demonstrated that the CV B-spline neural network approach offers a highly effective and accurate means for identifying and inverting Hammerstein systems.
