Abstract
of population sizes and correlation structures; b) demonstrating that this effect does not rely on weak tuning; 23 and c) identifying conditions under which the neural code can be made more informative by replacing some of 24 the tuned neurons with untuned ones. These conditions specify when there is a functional benefit to having 25 untuned neurons.
26

Author Summary
27
In the visual system, most neurons' firing rates are tuned to various aspects of the stimulus (motion, contrast, 28 etc.). For each stimulus feature, however some neurons appear to be untuned: their firing rates do not depend The distribution of noisy responses to each stimulus is described by an ellipse in the space of the two neurons' firing rates. The stimulus values are indicated by arrows in panel (A). The ellipses are well separated, meaning that the stimuli can be readily discriminated based on the two cells' firing rates.
If the untuned cell is ignored, then only the tuned cell is observed. 
151
Because the untuned neurons' contribution to the population code relies on their activities reflecting the case, the untuned neurons do not contribute to the population code: the full population and the tuned subset 156 both have the same amount of stimulus information (Fig. 3A) .
the vertical tilt goes away, causing much more overlap in the response distributions. In other words, when To answer this question, I repeated the analysis from Fig. 1 -again, using populations of heterogeneously 180 tuned neurons with limited-range correlations -but altered the fraction of untuned neurons in each population.
181
The maximum information values were obtained with around 30% of neurons being untuned; this effect was larger 182 in larger populations (Fig. 4A ). Because the maximum information does not occur when all of the neurons are 183 tuned (corresponding to an untuned neuron fraction of 0), this analysis shows that neural populations can be Fisher Information (rad. making neuron k untuned will improve the population code whenever the following inequality holds:
where df k ds is the slope of the tuning curve of neuron k, and C is the covariance matrix of the neural variability. side of Eq. 1). Whenever the gain exceeds the loss, it is beneficial to make neuron k untuned. Note that the 215 inequality in Eq. 1 will not necessarily be satisfied by all sets of neural tuning curves and covariance matrices.
216
Consequently, it is not guaranteed that including untuned neurons will always improve the population code.
217
However, under the condition specified by Eq. 1, there is a functional benefit to including untuned neurons in a 218 population.
219
Analysis of in vivo neural activities 220
The theoretical work described above makes a key prediction: the ability to decode a stimulus from the evoked were correlations between the tuned and untuned neurons, the theory predicts that stimulus decoding could be 241 improved by including the untuned neurons, as opposed to ignoring them. on which the stimulus was correctly identified.
247
I first performed this analysis on the full populations of recorded neurons -including the tuned and untuned 248 ones -and compared this to the decoding performance when only tuned neurons were used by the decoder.
249
Using all of the neurons resulted in 10 ± 1% (mean ± S.E.M) better decoding performance (p = 8.9 × 10 −11 , paired one-sided t-test; and p < 10 −8 , non-parametric binomial test of significance) than did using only the 251 tuned neurons (Fig. 6A) . and untuned neurons could yield better decoding vs populations of the same size but containing only tuned cells.
254
To answer this question, I extracted a random subset of the neurons from each population, that was the same 255 size as the set of tuned neurons within that population. I then performed the logistic regression analysis on 256 these random subsets, and compared the performance with that which was obtained on the tuned subsets (Fig. 257 6B). On average, the decoding performance was 4 ± 1% (mean ± S.E.M.) better using the random subsets vs 258 the fully tuned ones, a modest but statistically significant difference (p = 1.7 × 10 −5 , paired single-sided t-test;
259
and p = 0.027, non-parametric binomial test of significance). While this effect was modest in size, the sign was 260 surprising: prior to performing this study, I would not have anticipated that populations containing untuned 261 neurons could form better population codes than do populations the same size but containing only tuned cells.
262
It is important to check that the results in Fig. 6 do not depend on the specific criterion used to distinguish regardless of the specific criterion that is used, the putatively untuned neurons contribute to the population 266 code, and mixed populations of tuned and untuned neurons encode more information than do populations of the 267 same size but containing only tuned neurons. Notably, the sizes of these effects decrease as one uses progressively 268 less strict selection criteria. This is because, with less strict selection criteria, fewer putatively untuned neurons 269 are excluded. In the limit where all neurons are labelled as tuned, there are no untuned neurons, and thus they 270 have no effect. Moreover, in at least some cases, populations with both tuned and untuned neurons can convey more information 276 about the stimulus than do populations of the same size but containing only tuned neurons. These effects were 277 observed in both a theoretical model (Figs. 1-4 ), in and in large population recordings from mouse visual cortex 278 (Fig. 6 ). These experimental findings were not sensitive to the specific criterion used to define neurons as being 279 tuned vs untuned (Figs. S4-S5 ). Thus, untuned neurons are not irrelevant for sensory information coding.
352
Methods
353
I first discuss the theoretical calculations, and then the analysis of experimental data. components. The first, f (s), is the mean (trial-averaged) response to stimulus s, whereas the second component, 360 i , represents the trial-by-trial fluctuations, or "noise" in the neural firing rates.
Following [16, 12, 23] , the tuning curves were generated using Von Mises distributions [16] ,
For each tuned cell, the amplitudes, υ, widths, β, peak locations, φ, and baseline offsets, ρ, were drawn indepen-362 dently from uniform distributions with the following ranges,
363
• υ: 1-51
364
• β: 1-6
365
• φ: 0-2π
366
• ρ: 0-1.
367
The untuned neurons had β values of zero; and their other tuning curve parameters were drawn from the same 368 distributions as were those of the tuned cells (above).
369
The neurons' noise variances were chosen to match the mean responses, in accordance with experimental trial r i [14, 15, 16, 17, 12, 18, 20, 22, 19, 21, 23] :
where the prime denotes a derivative with respect to the stimulus, the supserscript T denotes the transpose to mean firing rate, meaning that standard deviation of noise is equal to square root of mean firing rate).
391
The correlation coefficients ρ ij were calculated as (Fig. 1B )
The tuning curve separation for each cell pair was computed as ∆(φ) ij = | arccos [cos Here, I derive Eq. 1 from the main text, which specifies the conditions under which including untuned neurons 399 in a population improves its ability to encode stimulus information. To do this, I compute the information in the 400 neural population, and the information that would be obtained if one of the neurons were to be made untuned.
401
I then ask when the information increases as a result of this change.
402
I start by considering the linear Fisher information (Eq. 5), and explicitly describe the summation over 403 neurons:
where the prime denotes a derivative with respect to the stimulus, and C(s) = cov ( i | s) is the covariance matrix 405 of the noise in the neural responses to stimulus s.
406
If neuron k were to be replaced by an untuned neuron, f k (s) would be set to zero, and the population would 407 now have a Fisher information value of
where δ ij is the Kronecker delta (equal to 1 if i = j, and zero otherwise), and I(s) the Fisher information value 409 from Eq. 6.
410
WheneverĨ(s) > I(s), the population code is made more informative by the inclusion of an untuned neuron.
411
That condition corresponds to
which is Eq. 1 of the main text.
413
Analysis of in vivo neural recordings
414
Overview of the experiment
415
The full description of the experiment is given by [13] , and so I briefly summarize here. GCaMP6f was expressed 
437
For the non-parametric tests, I identified the number, K, of experiments in which the effect was positive. came from an unbiased coin flip (which assigned a positive, or negative, effect with equal probability). This 442 probability is obtained from the binomial distribution, and gives the probability that we would have observed to different stimuli to overlap substantially. As a a result of that overlap in the stimulus-evoked response 581 distributions, the noise substantially hinders the population code, and thus information saturates with increasing 582 population size.
583
That covariance matrix, C dif f , is given by
where Υ is a (small) scalar parameter that sets the strength of the differential correlations, and C o is a covariance 
595
For the tuned subset of the population, the noise structure in Fig. S2B was identical to the one in (Fig. S2 ).
603
To determine how the effects seen in Fig. S2 depend on the strength of the differential correlations, I repeated 604 those calculations, using a value of Υ = 5 × 10 −3 . In the case, the information saturates at 200 rad −2 . The 605 results of those calculations show that, even in the case of stronger differential correlations, the untuned neurons
606
can improve the population code, so long as they are correlated with the other neurons (Fig. S3) . Intuitively, 607 the untuned neurons help the population reach the point of saturating information more quickly, even if they 608 cannot enable the population to surpass the Υ −1 limit on information set by the differential correlations.
609
Varying the DSI cutoff for labelling cells as "tuned" vs "untuned"; Figs. S4 and S5
610
I repeated the analysis from Fig. 6 with two different cutoffs on the direction selectivity index (DSI), which is 611 used to distinguish "tuned" neurons from "untuned" ones.
612
DSI cutoff of 0.3 ( Fig. S4 ):
613
I labeled cells with DSI > 0.3 as "tuned" and those with DSI < 0.3 as "untuned". I then compared the 614 logistic regression decoding performance on the full population with that on the tuned subset of the population.
615
The full population yielded 13 ± 2% better decoding performance (p = 4.7 × 10 −12 , paired sample single-sided t Fig. S2 lower panels, but with stronger differential correlations) I considered neural populations with tuning curves as in Fig. 1 , and where the untuned neurons were either independent of the tuned ones (A), or where the untuned neurons were correlated with the tuned ones (B). 70% of the neurons in each population were tuned to the stimulus, and 30%
were untuned. Bottom panels show the Fisher information for the full neural populations (black), for the tuned subsets of neurons (red), and for random subsets of 70% of the neurons in each population populations of the same size but containing only tuned cells. To answer this question, I extracted a random subset 619 of the neurons from each population, that was the same size as the set of tuned neurons within that population.
620
I then performed the logistic regression analysis on these random subsets, and compared the performance with 621 that which was obtained on the tuned subsets. On average, the decoding performance was 5 ± 1% (mean ± 622 S.E.M.) better using the random subsets vs the fully tuned ones, a modest but statistically significant difference
623
(p = 3.9 × 10 −6 , paired single-sided t-test; and p = 2.2 × 10 −3 , non-parametric binomial test of significance).
624
DSI cutoff of 0.2 (Fig. S5 ):
625
I labeled cells with DSI > 0.2 as "tuned" and those with DSI < 0.2 as "untuned". I then compared the 626 logistic regression decoding performance on the full population with that on the tuned subset of the population.
627
The full population yielded 7 ± 1% better decoding performance (p = 9.8 × 10 −10 , paired sample single-sided t assessed the classification performance (on the held-out test data) for each value. I then chose the value of λ reg 639 to be near the saturation point of the performance vs λ reg curves ( Ridge regularization parameter λ reg used in training the logistic regression classifier, shown for each different experiment (each curve is for a different imaging experiment). Vertical line indicates the chosen λ reg value, which was selected to fall near the saturation points of the curves.
