Abstract-The Gauss-Markov source produces Ui = aUi−1 + Zi for i ≥ 1, where U0 = 0, |a| < 1 and Zi ∼ N (0, σ 2 ) are i.i.d. Gaussian random variables. We consider lossy compression of a block of n samples of the Gauss-Markov source under squared error distortion. We obtain the Gaussian approximation for the Gauss-Markov source with excess-distortion criterion for any distortion d > 0, and we show that the dispersion has a reverse waterfilling representation. This is the first finite blocklength result for lossy compression of sources with memory. We prove that the finite blocklength rate-distortion function R(n, d, )
I. INTRODUCTION
Asymptotic coding theorems in rate-distortion theory study the minimum coding rate compatible with distortion d in the regime where the coding blocklength n tends to infinity, and establish the equivalence between that operational fundamental limit and the rate-distortion function R(d), which for stationary ergodic sources is given by the limit of normalized mutual informations minimized subject to the distortion constraint [1] - [5] . While not easy to evaluate in general, for Gaussian sources under mean squared error distortion the n-dimensional minimal mutual information problem admits a reverse waterfilling representation [5] , [6] . For Gaussian autoregressive sources, those normalized minimal mutual information converge an integral reverse waterfilling solution [3] , [7] .
As for nonasymptotic fundamental limits, existing analyses [8] , [9] reveal that for i.i.d. sources and separable distortion measures, the minimum source coding rate R(n, d, ) at blocklength n compatible with probability of exceeding distortion d can be approximated as where V (d) is the source dispersion, which captures the optimal convergence speed to R(d), and Q −1 (·) is the inverse of the Gaussian complementary cdf.
This paper presents the first dispersion result for sources with memory. We focus on a simple model for sources with memory, the Gauss-Markov source, and we derive the approximation of type (1) . The dispersion V (d) for the Gauss-Markov source is shown to be the limiting normalized variance of the dtilted information random variable, defined in [8] . Furthermore, like R(d), the dispersion V (d) also has an integral reverse waterfilling representation. For the range of distortions below the critical value d c = σ 2 (1+|a|) 2 , the dispersion is the same as that of the i.i.d. Gaussian noise driving the process (given simply by the constant 1/2), which extends the corresponding result of Gray [3, Eq. (24) ] to the nonasymptotic regime, and monotonically decreases above d c . This suggests that above critical distortion, the Gauss-Markov source {U i } can be easier to compress than the i.i.d. noise driving the process {Z i }, a surprising insight given that the rate-distortion function of {Z i } is actually smaller than that of {U i } for d > d c . These main results are presented in Section II. In proving the converse and achievability (presented in Section III and IV), we develop several new tools including a nonasymptotic refinement of Gray's result [3, Eq. (19) ] on the eigenvalue distribution of the covariance matrix of the Gauss-Markov source. Our key tool in achievability proof is the construction of a typical set based on the maximum likelihood estimator. Due to space constraints many proofs are omitted in this version. The details are in the full paper [10] .
Notations: Lowercase (uppercase) boldface letters denote vectors (random vectors) of length n. We omit the dimension where there is no ambiguity, i.e. u ≡ u n ≡ (u 1 , . . . , u n ) and U ≡ U n ≡ (U 1 , . . . , U n ). For a random variable X, we use E[X] and Var [X] to denote its mean and variance, respectively. All logarithms are base e. For any positive integer m, we denote by [m] the set of intergers {1, 2, ..., m}. We use the standard O(·), o(·) and Θ(·) notations to characterize functions according to their asymptotic growth rates. We write matrices using sans serif font, e.g. matrix A.
II. PROBLEM FORMULATION AND MAIN RESULTS

A. Source model and definitions
The Gauss-Markov source {U i } ∞ i=0 satisfies the following difference equation:
for i ≥ 1, and U 0 = 0, where a ∈ [0, 1) is the gain, and Z i 's are the innovations, independently and identically distributed (i.i.d.) Gaussian random variables, i.e., Z i ∼ N (0, σ 2 ). We adopt (2) as the simplest model capturing information sources with memory: gain a determines how much memory (as well as the growth rate), and the innovation Z i represents new information generated at each time step.
The distortion between two n-dimensional vectors u and v, denoted by d (u, v), is the normalized squared Euclidean distance (mean squared error) between u and v:
An (M, n) code consists of an encoding function f n :
, and a decoding function g n :
The nonasymptotic fundamental limits under the excess distortion criterion, that is, the operational quantities of interest, are defined as follows. Given n ∈ N, d > 0 and ∈ (0, 1), the minimum achievable code size and the minimum achievable rate are defined as
Given n ∈ N and d > 0, the n-th order (informational) ratedistortion function (n-th order RDF) is defined as
where I(·; ·) is the mutual information. We say that (U, V * ) is a RDF-achieving pair if its joint distribution is P U P V * |U where P V * |U is a minimizer of the optimization problem (7). For
where
is the negative derivative with respect to
Shannon's achievability in [1] and Kieffer's strong converse [11] for stationary ergodic sources together imply that lim n→∞ R(n, d, ) = R U (d) for any d > 0 and any ∈ (0, 1). It is known, e.g. [3] , [7] , that the normalized expected value of d-tilted information equals the n-th order RDF:
The rate-dispersion function V (d), introduced in [8, Def. 7] and simply referred to as dispersion in this paper, is defined as
The main result of this paper is a complete characterization of the dispersion V (d) for the Gauss-Markov source in (2).
B. Nonasymptotic and asymptotic rate-distortion functions
Particularizing the n-th order reverse waterfilling solution [5] , [6] , [12] to the Gauss-Markov source (2), we have
where θ n > 0 is the water level matched to d at blocklength n via (14), and σ
are the eigenvalues of the covariance matrix
Particularizing [7, Th. 6.3 .2] to the Gauss-Markov source, we note that its asymptotic RDF is given by the limiting reverse waterfilling over its power spectrum [7] , [13] :
is the power spectrum of the Gauss-Markov source (2), θ > 0 is the water level matched to d via (16), and the function g is defined as
Gray [3] also showed the following relation between the RDF R U (d) of the Gauss-Markov source U (2) and the
where the critical distortion d c and the maximum distortion
and R Z (d) = max 0,
for d > 0 is the RDF for i.i.d. Gaussian source derived by Shannon [1] . Equality in (18) is a deep result stating that in a range of low distortions, the asymptotic rate-distortion tradeoff of a Gauss-Markov source and its driving innovation process are the same. 1 The maximum distortion is where the rate-distortion function becomes 0. It is equal to the stationary variance of the source. 2 The results (15), (16), (18) hold for general Gaussian autoregressive sources.
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C. Main Results Theorem 1 (Gaussian approximation for Gauss-Markov source). Fix any ∈ (0, 1) and d ∈ (0, d max ), where d max is defined in (19). The minimum achievable source coding rate for the Gauss-Markov source U in (2) satisfies
where R U (d) is the rate-distortion function of the GaussMarkov source, given by (15), and the dispersion V (d) is given by
where θ > 0 is the water level matched to the distortion d via (16), and the function g is defined in (17).
The proof of Theorem 1 consists of converse and achievability, presented in Sections III and IV below. Just like their rate-distortion functions, the dispersions of U and its innovation process Z are comparable:
be the dispersions of the Gauss-Markov source (2) and the memoryless Gaussian source
Proof. The minimum in (21) equals 1 for d ∈ (0, d c ] and is less than 1 for d > d c .
Corollary 1 parallels Gray's result (18) [3] for the ratedistortion functions of U and Z, and they together imply that for d ∈ (0, d c ], the fundamental limites of lossy compression of the Gauss-Markov source and the i.i.d. Gaussian source
are the same, up to the second-order term. Furthermore, (18) and Corollary 1 together imply that for d ∈ (d c , σ
2 ), the Gauss-Markov source is harder to compress in the limit of n going to infinity since R U (d) > R Z (d), but the Gauss-Markov source approaches its asymptotic fundamental limit faster since
The dispersion V (d) for a = 0.5 is plotted in Fig. 1 . Using the residue theorem from complex analysis (see [10] for details), we also derive the coordinates of the two corner points P 1 and P 2 on the solid line:
By analogy with the informational RDF, defined in (10), we define the informational dispersion as the limiting variance of d-tilted information (defined in (8)):
Theorem 2 below, proved in [10] , establishes equivalence between the informational dispersion in (24) and the operational dispersion in (12), which we computed in Theorem 1 by reverse waterfilling.
Theorem 2. For the Gauss-Markov source U in (2) and for
It is known, from Gray [3] , that lim n→∞ (2) can be rewritten as Z = AU, and Z ∼ N (0, σ 2 I), the random vector U in (2) follows N (0, Σ U ), where Σ U = σ 2 (A T A) −1 is its covariance matrix, and A is an n × n lower triangular matrix:
The random vector X = ∆ S T U is referred to as the decorrelation of U, where S is the unitary matrix in the eigendecomposition of the positive definite matrix (
. . , 1/µ n ), and 0 < µ 1 ≤ µ 2 . . . ≤ µ n are the eigenvalues of A T A. It is clear that X ∼ N (0, Σ X ) with covariance matrix Σ X = σ 2 Λ, i.e., X 1 , . . . , X n are independent zero-mean Gaussian random variables with variances σ
2) Equivalence: U and its decorrelation X are equivalent in terms of their fundamental limits. Indeed, any excess-distortion code for U can be transformed, via S, into an excess-distortion code for X with the same code parameters , n, M, d, and vice versa.
3) Distribution of eigenvalues: We develop a nonasymptotic refinement (Theorem 3 below) of Gray's result [3] on the distribution of the eigenvalues of Σ U . The main tool we use is a sharp bound relating the eigenvalues of two sequences of symmetric tridiangonal matrices (Lemma 4 in Appendix A).
For any bounded, L-Lipschitz and non-decreasing function F (t) over the interval
and for any n ≥ 1, the eigenvalues σ
where C L > 0 is a constant that depends on the Lipschitz constant L and the maximum absolute value of F .
III. NON-ASYMPTOTIC CONVERSE Theorem 4 (Converse).
For the Gauss-Markov source (2), for ∈ (0, 1), and d ∈ (0, d max ), the minimum achievable source coding rate satisfies
where R U (d) is given in (15), and V (d) is given in (21).
We present two converse proofs. The first one is based on sphere covering, which yields a tight converse for d ∈ (0, d c ], but it is not tight for d ∈ (d c , d max ). The second proof, based on a general converse result of Kostina and Verdú [8] , provides a tight converse for d ∈ (0, d max ).
A. Geometric proof Theorem 5. Given ∈ (0, 1) and d ∈ (0, d max ), the size of any (n, M, d, )-excess distortion code for the Gauss-Markov source (2) must satisfy
where r(n, ) is such that P(G < n · r(n, )/σ 2 ) = 1 − , and G is a random variable distributed according to the χ 2 -distribution with n degrees of freedom.
Proof. See [10] . 
Remark 1. The converse (31) holds for general Gaussian autoregressive processes defined by Gray [3, Eq. (1)], see [10] .
B. Converse proof via d-tilted information
Due to the limited space here, we only present the main tools used to prove Theorem 4. The proof consists of analyzing the behavior of the general converse in [8] , and a concentration result in Theorem 7 below, proved in [10] . d max ) , the minimum achievable source coding rate is bounded as
J is a universal constant, and R U (d), V (d) are given in (15), (21), respectively.
A. Main tools and achievability proof
The proof is inspired by the work of Kostina and Verdú [8, Th. 12] , where the same problem was addressed for stationary and memoryless sources. The key difference is the proof of Lemma 2 below, which relates the probability of the distortion balls to d-tilted information for the Gauss-Markov source.
Lemma 1 (Random coding bound, [8, Cor. 11] ). Let X be the decorrelation of U. There exists an (n, M, d, )-excess distortion code with
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where the infimum is over all pdf's P Y on R n with Y independent of X. 
