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NON-DEGENERACY CONDITIONS FOR
BRAIDED FINITE TENSOR CATEGORIES
KENICHI SHIMIZU
Abstract. For a braided finite tensor category C with unit object 1 ∈ C,
Lyubashenko considered a certain Hopf algebra F ∈ C endowed with a Hopf
pairing ω : F ⊗ F → 1 to define the notion of a ‘non-semisimple’ modular
tensor category. We say that C is non-degenerate if the Hopf pairing ω is non-
degenerate. In this paper, we show that C is non-degenerate if and only if it
is factorizable in the sense of Etingof, Nikshych and Ostrik, if and only if its
Mu¨ger center is trivial, if and only if the linear map HomC(1, F)→ HomC(F, 1)
induced by the pairing ω is invertible. As an application, we prove that the
category of Yetter-Drinfeld modules over a Hopf algebra in C is non-degenerate
if and only if C is.
1. Introduction
The S-matrix of a ribbon fusion category C is the square matrix whose (i, j)-th
entry is the invariant of the Hopf link colored with i and j, where i and j run
over the isomorphism classes of simple objects of C. A modular tensor category is a
ribbon fusion category whose S-matrix is invertible. This notion is widely studied
in connection with conformal field theories, topological quantum field theories and
quantum computing; see, e.g., [Tur94, BK01, EGNO15] and references therein.
With motivation coming from conformal field theories and topological quantum
field theories [FSS13], and also from purely mathematical point of view, it is in-
teresting to consider a ‘non-semisimple’ generalization of the notion of a modular
tensor category. Such a notion has been proposed and investigated by Lyubashenko
[Lyu95a, Lyu95b, Lyu95c]: If C is a braided finite tensor category (which is not nec-
essarily semisimple), then the coend
(1.1) F =
∫ X∈C
X ⊗X∗
is a Hopf algebra in C and has the Hopf pairing ωC : F⊗ F→ 1 defined in terms of
the braiding of C. We say that C is non-degenerate if ωC is. Kerler and Lyubashenko
[KL01] used the term ‘modular tensor category’ to mean a non-degenerate ribbon
finite tensor category.
As explained in [KL01], a ‘non-semisimple’ modular tensor category in this sense
also yields an invariant of closed 3-manifolds and a projective representation of the
mapping class group of a closed surface as in the semisimple case. On the other
hand, there seems to be a difficulty in dealing with and analyzing the coend F and
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thus it is not easy to check whether a given braided finite tensor category is non-
degenerate. The aim of this paper is to give conditions for a braided finite tensor
category that are equivalent to the non-degeneracy.
Before describing our results, we first explain how the Hopf pairing ωC relates to
the S-matrix in the semisimple case. We consider the map
ΩC : HomC(1,F)→ HomC(F,1), f 7→ (f ⊗ idF) ◦ ωC
induced by ωC . Following Takeuchi [Tak01], we say that C is weakly-factorizable if
ΩC is invertible. If C is a ribbon fusion category, the source and the target of ΩC
have natural bases, and the S-matrix is in fact the representation matrix of ΩC with
respect to these bases (see §5.1 for details). Thus the S-matrix of C is invertible if
and only if C is weakly-factorizable.
Next, we recall that the non-degeneracy of a braided finite tensor category C is a
generalization of the factorizability of a Hopf algebra [RSTS88]; see [KL01, §7.4.6]
for the detail. On the other hand, Etingof, Nikshych and Ostrik [ENO04] introduced
a certain functor G : C ⊠ C → Z(C) defined in terms of the braiding (see §3.2), and
then defined that C is factorizable if G is an equivalence. This condition is based on
Schneider’s characterization of factorizability of finite-dimensional quasitriangular
Hopf algebras [Sch01, Theorem 4.3].
Finally, we introduce the following notion: For a full subcategory D of C, the
Mu¨ger centralizer [Mu¨g03] of D in C, denoted by D′, is defined to be the full
subcategory of C consisting of all objects X ∈ C such that σY,X ◦ σX,Y = idX⊗Y
for all Y ∈ D, where σ is the braiding of C. We call C′ the Mu¨ger center of C, and
say that the Mu¨ger center of C is trivial if every object of C′ is isomorphic to the
direct sum of finitely many copies of the unit object 1 ∈ C.
Now our results in this paper are summarized as follows:
Theorem 1.1. For a braided finite tensor category C, the following assertions are
equivalent:
(1) C is non-degenerate.
(2) C is factorizable.
(3) C is weakly-factorizable.
(4) The Mu¨ger center of C is trivial.
This theorem follows from Theorems 3.3, 4.2 and 5.2. It has been known that
these conditions are equivalent in the case where C is semisimple; see [Bru00, Mu¨g03,
DGNO10, EGNO15]. We therefore have obtained a non-semisimple generalization
of characterizations of the non-degeneracy of a braided fusion category.
For a Hopf algebra B ∈ C, the category YD(C)BB of Yetter-Drinfeld modules
over B is defined [Bes97]. The category YD(C)BB is in fact a braided finite tensor
category. As an application of the above theorem, we prove that YD(C)BB is non-
degenerate if and only if C is (Theorem 6.2). As we will explain in §6.5, this result
provides a new source of factorizable Hopf algebras which are not the Drinfeld
double in general.
Organization of this paper. The present paper is organized as follows: In
Section 2, we fix conventions and recall basic results on finite tensor categories,
Frobenius-Perron dimensions, and Hopf monads from [ML98, Kas95, EGNO15,
BV07, BV12, BLV11].
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In Section 3, we prove the equivalence (1) ⇔ (2) of the above theorem (Theo-
rem 3.3). Till the end of this introduction, we assume that C is a braided finite
tensor category. We first recall the definitions of the non-degeneracy and the fac-
torizability of C in detail. It turns out that the category CF of F-comodules is
equivalent to C ⊠ C, and the category CF of F-modules is equivalent to Z(C) (Lem-
mas 3.6 and 3.7). Let ω♮ : CF → CF be the functor induced by the Hopf pairing
ω = ωC . We prove that the functor obtained by the composition
C ⊠ C ≈−−−−−→ CF ω♮−−−−−→ CF ≈−−−−−→ Z(C)
is isomorphic to the functor C ⊠ C → Z(C) used to define the factorizability. The
equivalence (1)⇔ (2) is easily proved once the above claim is verified.
In Section 4, we prove the equivalence (2) ⇔ (4) of the above theorem (The-
orem 4.2). By using the central Hopf monad and its relation to the induction to
the Drinfeld center, we prove the following formula for the Frobenius-Perron di-
mensions: If A and B are tensor full subcategories of C (see Definition 4.3 for the
precise meaning), then we have
FPdim(A ∩ B) FPdim(A ∨ B) = FPdim(A) FPdim(B),
where A∩B is the intersection of A and B and A∨B is the tensor full subcategory
of C ‘generated’ by them (Lemma 4.8). The equivalence (2) ⇔ (4) is proved by
applying this formula to two particular copies of C in Z(C). The formula also yields
the equations
FPdim(D) FPdim(D′) = FPdim(C) FPdim(D ∩ C′) and D′′ = D ∨ C′
for a tensor full subcategory D ⊂ C (Theorem 4.9), which are already known in the
semisimple case [EGNO15, §8.21].
Note that the implication (1)⇒ (3) of Theorem 1.1 is obvious. In Section 5, we
prove (3)⇒ (4) to complete the proof of the theorem. More precisely, we show that
the Mu¨ger center C′ is trivial if ΩC is injective (Theorem 5.2). For this purpose, we
consider the coend
F
′ =
∫ X∈C′
X∗ ⊗X
whose ‘domain of integration’ is different from F. As we have shown in [Shi15],
there is a canonical monomorphism φ : F′ → F that respects the universal dinatural
transformations. By the definition of ΩC , we see that the image of the map
HomC(1,F
′)
HomC(1,φ)−−−−−−−−−−−→ HomC(1,F) ΩC−−−−−→ HomC(F,1)
is one-dimensional. Hence, if ΩC is injective, then we have
(1.2) dimk HomC(1,F
′) = 1
As an application of the integral theory for unimodular finite tensor categories
developed in [Shi15], we prove that (1.2) is equivalent to that the Mu¨ger center of
C is trivial. We also give some observations on the rank of ΩC .
In Section 6, we give an application of Theorem 1.1. Let B be a Hopf algebra in
C. We first observe that the Mu¨ger center C′ can be embedded into the category
YD(C)BB of Yetter-Drinfeld modules. The main result of this section (Theorem 6.2)
states that YD(C)BB is a braided finite tensor category such that
FPdim(YD(C)BB) = FPdim(C) FPdim(B)2,
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and the Mu¨ger center of YD(C)BB is precisely the category C′. Thus, by our result,
YD(C)BB is non-degenerate if and only if C is. Finally, in §6.5, we explain how
this result yields examples of factorizable Hopf algebras including so-called small
quantum groups.
Acknowledgments. The author is supported by JSPS KAKENHI Grant Number
JP16K17568.
2. Preliminaries
2.1. Monoidal categories. For the basic theory of monoidal categories, we refer
the reader to [Kas95] and [EGNO15]. All monoidal categories are assumed to be
strict. Given a monoidal category C = (C,⊗,1) with tensor product ⊗ and unit
object 1, we set Cop = (Cop,⊗,1) and Crev = (C,⊗rev,1), where (−)op means the
opposite category and ⊗rev is the reversed tensor product defined by X ⊗rev Y =
Y ⊗X .
Our notation for duality follows [EGNO15, §2.10]. Thus, for an object X of a
rigid monoidal category C, we denote byX∗ the left dual object ofX with evaluation
evX : X
∗ ⊗X → 1 and coevaluation coevX : 1 → X ⊗X∗. If C is rigid, then the
assignment X 7→ X∗ gives rise to an equivalence (−)∗ : Cop → Crev of monoidal
categories. A quasi-inverse of (−)∗, denoted by ∗(−), is given by taking a right dual
object. For simplicity, we assume that (−)∗ and ∗(−) are strict monoidal functors
and mutually inverse to each other.
2.2. Finite tensor categories. Throughout, we work over an algebraically closed
field k. Given an algebra A over k, we denote by Rep(A) the category of finite-
dimensional left A-modules. In particular, Vec := Rep(k) is the category of finite-
dimensional vector spaces. A finite abelian category is a k-linear category that is
equivalent to Rep(A) for some finite-dimensional algebra A over k. We note that,
by the Eilenberg-Watts theorem, a k-linear functor between finite abelian categories
has a left (right) adjoint if and only if it is left (right) exact.
Lemma 2.1. Let A be a finite abelian category over k, and let T be a k-linear left
exact comonad on A. Then the category AT of T -comodules is also a finite abelian
category over k such that the forgetful functor U : AT → A preserves and reflects
exact sequences.
Proof. By the dual of [EM65, Proposition 5.3], the categoryAT is a k-linear abelian
category such that U preserves and reflects exact sequences. Now let P be a pro-
jective generator of Aop (which exists since also Aop is finite). Then, since
HomAT (−, T (P )) ∼= HomA(U(−), P ) = HomAop(P,−) ◦ U,
the T -comodule T (P ) is a projective generator of (AT )op. By the standard argu-
ment, one can show that (AT )op is a finite abelian category. Hence so is AT . 
A finite tensor category [EO04] is a rigid monoidal category such that C is a
finite abelian category, the tensor product of C is k-linear in each variable, and the
unit object of C is a simple object. By a tensor functor, we mean a k-linear exact
strong monoidal functor between finite tensor categories.
Let A and B be k-linear categories. A k-linear functor F : A → B is said to be
dominant (= surjective [EGNO15]) if every object of B is a subobject of F (X) for
some X ∈ A. Suppose that A and B are finite tensor categories. A tensor functor
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F : A → B is dominant if and only if every object of D is a quotient of F (X) for
some X ∈ C, if and only if a left adjoint of F is faithful, if and only if a right adjoint
of F is faithful [BN11, Lemma 3.1].
2.3. Frobenius-Perron dimension. Let C be a finite tensor category. ForX ∈ C,
we denote by FPdim(X) ∈ R+ the Frobenius-Perron dimension of X [EO04]. The
Frobenius-Perron dimension of C is defined by
FPdim(C) :=
m∑
i=0
FPdim(Vi) FPdim(Pi),
where {Vi}mi=0 is the complete set of representatives of isomorphism classes of simple
objects of C and Pi is the projective cover of Vi.
For the basic properties of the Frobenius-Perron dimensions, we refer the reader
to [EGNO15, Chapter 6]. We recall the following useful formula which is important
in this paper: Let F : A → B be a dominant tensor functor between finite tensor
categories. If I is right adjoint to F , then we have
(2.1) FPdim(I(X)) =
FPdim(A)
FPdim(B) FPdim(X)
for all X ∈ B [EGNO15, Lemma 6.2.4]. This formula holds also in the case where
I is left adjoint to F , since then X 7→ ∗I(X∗) is right adjoint to F .
2.4. Ends and coends. Let A and V be categories, and let P and Q be functors
from Aop ×A to V . A dinatural transformation ξ from P to Q is a family
ξ = {ξX : P (X,X)→ Q(X,X)}X∈A
of morphisms in V satisfying
Q(X, f) ◦ ξX ◦ P (f,X) = Q(f, Y ) ◦ ξY ◦ P (Y, f)
for all morphisms f : X → Y in A. For a while, we regard an object M ∈ V as a
constant functor from Aop×A to V . Then an end of Q is an object E ∈ V endowed
with a dinatural transformation ξ from E to Q satisfying the following universal
property: For every dinatural transformation ξ′ from E′ ∈ V to Q, there exists a
unique morphism φ : E′ → E such that ξ′X = ξX ◦φ for all X ∈ A. A coend of P is
an object C ∈ V endowed with a dinatural transformation from P to C satisfying
a similar universal property. An end of Q and a coend of P are written as∫
X∈A
Q(X,X) and
∫ X∈A
P (X,X),
respectively. See [ML98, IX] for basic properties of ends and coends. We also note
the following lemma [BV12, Lemma 3.9]:
Lemma 2.2. Let A, B and V be categories, let G : A → B be a functor with left
adjoint F : B → A, and let P : Aop × B → V be a functor. Then we have∫ X∈A
P (X,G(X)) ∼=
∫ X∈B
P (F (X), X),
meaning that if either one of these coends exists, then both exist and they are canon-
ically isomorphic.
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2.5. Deligne tensor product. The Deligne tensor product A⊠B of finite abelian
categories A and B is a finite abelian category having a certain universal property
for functors from A×B that are k-linear and right exact in each variable. If A and
B are (braided) finite tensor categories, then A ⊠ B is naturally a (braided) finite
tensor category; see [Del90] or [EGNO15, §1.11].
For finite abelian categories A and B, we denote by Lex(A,B) the category of
k-linear left exact functors from A to B. Recall that the Deligne tensor product
A⊠ B also has a universal property for functors from A× B that are k-linear and
left exact in each variable. Using this universal property, we define a k-linear left
exact functor
(2.2) ΦA,B : Aop ⊠ B → Lex(A,B), X ⊠ Y 7→ HomA(X,−) · Y,
where “·” means the canonical action of Vec on B. The Eilenberg-Watts theorem
implies that ΦA,B is an equivalence. Moreover, the coend
(2.3) ΦA,B(F ) =
∫ X∈A
X ⊠ F (X)
exists for all F ∈ Lex(A,B), and the assignment F 7→ ΦA,B(F ) is in fact a quasi-
inverse of the equivalence ΦA,B (see [Shi14] for the detail).
Now let C be a finite tensor category, and let D = (−)∗ be the left duality functor
on C. By considering the image of F ∈ Lex(C, C) under the functor
Lex(C, C) Φ−−−−→ Cop ⊠ C D⊠id−−−−−−−→ C ⊠ C ⊗−−−−−→ C,
we obtain the following result:
Lemma 2.3. The coend
∫ X∈C
X∗ ⊗ F (X) exists for each F ∈ Lex(C, C).
2.6. The Drinfeld center. Let C be a monoidal category, and let S be a monoidal
full subcategory of C. The centralizer of S is the monoidal category Z(S; C) defined
as follows: An object of this category is a pair (V, c) consisting of an object V of C
and a natural isomorphism cX : V ⊗X → X ⊗ V (X ∈ S) satisfying
cX⊗Y = (idX ⊗ cY ) ◦ (cX ⊗ idY )
for all objects X,Y ∈ S. A morphism f : (V, c)→ (W,d) in Z(S; C) is a morphism
f : V → W in C such that (idX ⊗ f) ◦ cX = dX ◦ (f ⊗ idX) for all X ∈ S. The
tensor product of objects of Z(S; C) is given by the formula
(V, c)⊗ (W,d) = (V ⊗W, (c⊗ idW )(idV ⊗ d))
for (V, c), (W,d) ∈ Z(S; C). The composition and the tensor product of morphisms
are defined in an obvious way.
Definition 2.4. We call Z(C) := Z(C; C) the Drinfeld center of C.
The Drinfeld center has the braiding Σ given by Σ(V,c),(W,d) = cW .
2.7. The central Hopf monad. Let C be a finite tensor category. A bimonad
on C is a comonoidal (= oplax monoidal) endofunctor on C endowed with a struc-
ture of a monad such that the multiplication and the unit are comonoidal natural
transformations. A Hopf monad on C is a bimonad on C admitting an antipode;
see [BV07, BV12, BLV11] for the basic theory of Hopf monads.
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The quantum double of the identity Hopf monad, which we call the central Hopf
monad, plays an important role in this paper. It is defined as follows: Applying
Lemma 2.3 to the functor F = V ⊗ (−), we see that the coend
(2.4) ZC(V ) =
∫ X∈C
X∗ ⊗ V ⊗X
exists for each V ∈ C. Let iC(V ;X) : X∗ ⊗ V ⊗ X → ZC(V ) (V,X ∈ C) denote
the universal dinatural transformation for the coend. By the parameter theorem
for coends [ML98, IX.7], the assignment V 7→ ZC(V ) extends to an endofunctor on
C such that the morphism iC(V ;X) is natural in V . We now define
Z
(0)
C
: ZC(1)→ 1 and Z(2)C (V,W ) : ZC(V ⊗W )→ ZC(V )⊗ ZC(W )
for V,W ∈ C to be the unique morphisms such that Z(0)
C
◦ i(1;X) = evX and
(2.5)
Z
(2)
C
(V,W ) ◦ iC(V ⊗W ;X)
= (iC(V ;X)⊗ iC(W ;X)) ◦ (idX∗ ⊗ idV ⊗ coevX ⊗ idW ⊗ idX)
for all X ∈ C. Then ZC = (ZC , Z(2)C , Z(0)C ) is a comonoidal endofunctor on C. With
the help of the Fubini theorem for coends [ML98, IX.8], we define µ : ZC ◦ZC → ZC
to be the unique morphism such that
(2.6) µV ◦ iC(ZC(V );Y ) ◦ (idY ∗ ⊗ iC(V ;X)⊗ idY ) = iC(V ;X ⊗ Y )
for V,X, Y ∈ C. Finally, we define η : idC → ZC by ηV = iC(V ;1) for V ∈ C. Then
the triple (ZC , µ, η) is a monad on C, which is in fact a quasitriangular Hopf monad
on C (we omit the description of other structure morphisms since we will not use
them; see [BV12] for details).
Definition 2.5. We call ZC the central Hopf monad on C.
Given an object (V, c) ∈ Z(C), we define a : ZC(V )→ V in C by
(2.7) a ◦ iC(V ;X) = (evX ⊗ idV ) ◦ (idX∗ ⊗ cX)
for X ∈ C. Then the pair (V, a) is a ZC-module. This correspondence allows us to
identify Z(C) with the category of ZC-modules.
3. Non-degeneracy and factorizability
3.1. Non-degeneracy. Let C be a braided finite tensor category with braiding σ,
and let ZC be the central Hopf monad on C. Then F := ZC(1) is a coalgebra with
the comultiplication ∆ and the counit ε given respectively by
(3.1) ∆ = Z
(2)
C (1,1) and ε = Z
(0)
C .
The coalgebra F is in fact a Hopf algebra in C with structure morphisms defined as
follows: The multiplication is the unique morphism m : F⊗ F→ F such that
(3.2) m ◦ (i(1;X)⊗ i(1;Y )) = i(1;X ⊗ Y ) ◦ (σX∗⊗X,Y ∗ ⊗ Y )
for all X,Y ∈ C. The unit u : 1→ F is given by u = i(1). The antipode of F is the
unique morphism S : F→ F such that, for all X ∈ C,
(3.3) S ◦ i(1;X) = (evX ⊗ i(1;X∗)) ◦ (X∗ ⊗ σX∗∗⊗X∗,X) ◦ (coevX∗ ⊗X∗ ⊗X).
There is a unique morphism ωC : F⊗ F→ 1 such that
(3.4) ωC ◦ (i(1;X)⊗ i(1;Y )) = (evX ⊗ evY ) ◦ (X∗ ⊗ σY ∗,XσX,Y ∗ ⊗ Y )
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for all X,Y ∈ C. The morphism ω = ωC is a Hopf pairing in the sense that the
following equations hold:
ω ◦ (m⊗ F) = ω ◦ (F⊗ ω ⊗ F) ◦ (F⊗∆),(3.5)
ω ◦ (F⊗m) = ω ◦ (F⊗ ω ⊗ F) ◦ (∆⊗ F),(3.6)
ω ◦ (u⊗ F) = ε = ω ◦ (F⊗ u).(3.7)
See, e.g., [Lyu95b] for the detail. Now we introduce the following terminology:
Definition 3.1. We say that the braided finite tensor category C is non-degenerate
if the Hopf pairing ω = ωC is non-degenerate in the sense that the composition
(3.8) F
id⊗coev−−−−−−−−−→ F⊗ F⊗ F∗ ω⊗id−−−−−−−→ F∗
is an isomorphism in C, or, equivalently, the composition
(3.9) F
coev⊗id−−−−−−−−−→ ∗F⊗ F⊗ F id⊗ω−−−−−−−→ ∗F
is an isomorphism in C.
3.2. Factorizability. Let C be a braided tensor category with braiding σ, and let
C denote the finite tensor category Crev equipped with the braiding σ given by
(σV,W : V ⊗rev W →W ⊗rev V ) := (σ−1V,W :W ⊗ V → V ⊗W )
for V,W ∈ C. By using the universal property of the Deligne tensor product, we
define the k-linear exact functor G by
(3.10) G : C ⊠ C → Z(C), V ⊠W 7→ (V ⊗W, c),
where the natural isomorphism c is given by
(3.11) cX : V ⊗W ⊗X
idV ⊗σ
−1
X,W−−−−−−−−→ V ⊗X ⊗W σV,X⊗idW−−−−−−−−→ X ⊗ V ⊗W
for X ∈ C. The functor G is in fact a braided tensor functor with the monoidal
structure given by the braiding of Z(C).
Definition 3.2 (Etingof, Nikshych and Ostrik [ENO04]). The braided finite tensor
category C is factorizable if the functor (3.10) is an equivalence.
Now we can state the main result of this section as follows:
Theorem 3.3. A braided finite tensor category is factorizable if and only if it is
non-degenerate.
3.3. Restriction-of-scalars functor. To prove Theorem 3.3, we first prepare a
technical lemma for functors induced by algebra morphisms. Let C be a finite tensor
category which is not necessarily braided. Given an algebra A in C, we denote by
CA the category of right A-modules in C. A morphism φ : A→ B of algebras in C
induces a functor
Resφ : CB → CA, (M,µ) 7→ (M,µ ◦ (idM ⊗ φ)),
which we call the restriction of scalars along φ. We remark:
Lemma 3.4. Resφ is an equivalence if and only if φ is an isomorphism.
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Proof. This lemma is proved by generalizing the standard argument in the ordinary
ring theory to the C-enriched setting (see, e.g., [Par77b, Par77a, Par78]): Let HomB
be the internal Hom functor for the left C-module category CB. If we view B as an
A-B-bimodule by φ, then Resφ is isomorphic to
R = HomB(B,−) : CB → CA.
The functor L = (−)⊗A B : CA → CB is left adjoint to R. Let η be the unit of the
adjunction L ⊣ R. Then one can check that the composition
A
ηA−−−−−→ RL(A) ∼= HomB(B,A⊗A B) ∼= HomB(B,B) ∼= B
coincides with φ. Thus, if Resφ is an equivalence, then η is an isomorphism, and
hence φ is an isomorphism. The converse is clear. 
Let F be a coalgebra in C. Then A = ∗F is an algebra in C as the image of the
algebra F ∈ Cop under the tensor functor ∗(−) : Cop → Crev. If (M, δ) is a right1
F -comodule in C, then the object M is a right A-module by
M ⊗A δ⊗id−−−−−−→M ⊗ F ⊗A id⊗ev−−−−−−−→M.
We identify the category CF of right F -comodules with the category CA of right
A-modules by this correspondence.
Now we suppose that C is braided. As we have seen, the coend F is a Hopf
algebra in C endowed with a canonical Hopf pairing ω = ωC . By (3.5)–(3.7), the
algebra F acts on every right F-comodule (M, δ) by
(3.12) aδ :M ⊗ F δ⊗id−−−−−−→M ⊗ F⊗ F id⊗ω−−−−−−−→M.
Hence we get a functor
(3.13) ω♮ : CF → CF, (M, δ) 7→ (M,aδ).
If we identify CF with the category of right ∗F-modules, then the functor ω♮ corre-
sponds to the restriction of scalars along (3.9). Thus, by Lemma 3.4, we have:
Lemma 3.5. ω♮ is an equivalence if and only if C is non-degenerate.
The proof of Theorem 3.3 is outlined as follows: Below, we see that there are
equivalences CF ≈ C ⊠ C and CF ≈ Z(C) of categories (Lemmas 3.6 and 3.7). A key
observation for the proof is that the composition
C ⊠ C ≈−−−−−→ CF ω♮−−−−−→ CF ≈−−−−−→ Z(C)
is isomorphic to the functor G defined by (3.10). Once this fact is recognized, it is
obvious that G is an equivalence if and only if ω♮ is, and thus if and only if C is
non-degenerate by the above lemma.
1Since C is not assumed to be braided, the algebra A acts on a right F -comodule from the
right unlike the case of ordinary coalgebras over a field.
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evX =
X∗ X
coevX =
X X∗
σX,Y =
X Y
Y X
σ−1X,Y =
Y X
X Y
iC(V ;X) =
X∗ V X
ZC(V )
m =
F F
•
F
u = ◦
F
∆ =
F F
•
F
ε = ◦
F
Figure 1. Graphical convention
3.4. Representation theory of the Hopf algebra F. Let C be a braided finite
tensor category, and let F ∈ C be the Hopf algebra defined in §3.1. We now give a
description of the category of (co)modules over F. For this purpose, it is convenient
to use the graphical technique to express morphisms in C. In our convention, the
source and the target of a morphism are placed at the top and the bottom of the
picture, respectively. If X and Y are objects of a braided finite tensor category
with braiding σ, then the evaluation evX , the coevaluation coevX , the braiding
σX,Y , its inverse are expressed as in Figure 1. Some morphisms related to the Hopf
algebra F are also expressed by special diagrams as in the figure.
For an object V ∈ C, we define a morphism ρV by
(3.14) ρV : V
coev⊗id−−−−−−−−−→ V ⊗ V ∗ ⊗ V id⊗i(1;V )−−−−−−−−−−→ V ⊗ F.
By the definition of the comultiplication of F, it is easy to see that the object X is
a right F-comodule with coaction ρV . Thus we call ρV the canonical coaction of F.
We now give the following description of the category of F-comodules:
Lemma 3.6. The following functor is an equivalence:
C ⊠ C → CF, V ⊠W 7→ (V ⊗W, idV ⊗ ρW ).
This is a special case of Lyubashenko’s result [Lyu99, §2.7]. The original proof
uses the notion of squared coalgebras. There is also a proof based on the theory of
module categories over finite tensor categories [Shi16, Lemma 3.5].
The category of F-modules is described as follows:
Lemma 3.7. There is an isomorphism CF ∼= Z(C) of categories.
This is a special case of Majid’s result [Maj92, Theorem 3.2]. We give a different
(but essentially same) proof by enlightening the role of the central Hopf monad.
Proof. For V ∈ C, we define ξV : V ⊗ F→ ZC(V ) by
(3.15) ξV ◦ (idV ⊗ iC(1;X)) = iC(V ;X) ◦ (σV,X∗ ⊗ idX)
for all X ∈ C. Then we have
(3.16) ηV = ξV ◦ (idV ⊗ u) and µV ◦ ξZC(V ) ◦ (ξV ⊗ F) = ξV ◦ (idV ⊗m)
for all V ∈ C. Indeed, it is easy to check the first equation. The second one can be
verified as in Figure 2. Equation (3.16) means that ξ is in fact an isomorphism of
monads. Thus their categories of modules are also isomorphic. 
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Let (V, c) be an object of Z(C). By the construction of the category isomorphism
Z(C) ∼= CF in the above lemma, the right F-module corresponding to (V, c) is the
object V with the action
⊳V : V ⊗ F ξV−−−−−→ ZC(V ) a−−−−→ V,
where a is the action of ZC on V defined by (2.7). Thus,
(3.17) ⊳V ◦ (idV ⊗ iC(1;X)) = (evX ⊗ idV ) ◦ (idX∗ ⊗ cX) ◦ (σV,X∗ ⊗ idX).
3.5. Proof of Theorem 3.3. We consider the following diagram:
C ⊠ C ≈
Lemma 3.6
G
CF
ω♮
Z(C) ≈
Lemma 3.7
CF
Let F1 : C ⊠ C → CF and F2 : Z(C)→ CF be the equivalences given in Lemmas 3.6
and 3.7, respectively, and set E1 = ω
♮F1 and E2 = F2G. For all objects V,W ∈ C,
the underlying object of the F-module Ei(V ⊠W ) is V ⊗W . Let ⊳i (i = 1, 2) denote
the action of F on Ei(V ⊠W ). Figure 3 shows ⊳1 = ⊳2. Thus we have
E1(V ⊠W ) = E2(V ⊠W ).
This implies that E1 ∼= E2 as functors from C ⊠ C to CF, that is, the diagram in
concern commutes up to isomorphisms. By the argument at the last of §3.3, we
conclude that C is factorizable if and only if C is non-degenerate. The proof is done.
4. Factorizability and the Mu¨ger center
4.1. The Mu¨ger center. Let C be a braided finite tensor category with braiding
σ, and let D be a full subcategory of C. The Mu¨ger centralizer of D in C is the full
subcategory of C consisting of all objects V ∈ C such that σV,X ◦σX,V = idX⊗V for
all X ∈ D. The Mu¨ger centralizer of D in C is denoted by Mu¨gC(D), or simply by
D′ if the ambient category C is clear from the context.
Definition 4.1. We call C′ = Mu¨gC(C) the Mu¨ger center of C. We say that the
Mu¨ger center of C is trivial if every object of C′ is isomorphic to the direct sum of
finitely many copies of the unit object 1 ∈ C, or, equivalently, C′ ≈ Vec.
It has been known that a ribbon fusion category is a modular tensor category if
and only if its Mu¨ger center is trivial [Bru00, Mu¨g03, EGNO15]. The main purpose
of this section is to generalize this fact to the non-semisimple case as follows:
Theorem 4.2. A braided finite tensor category is factorizable if and only if its
Mu¨ger center is trivial.
4.2. Dimensions of tensor full subcategories. Theorem 4.2 will be proved by
using a formula of the Frobenius-Perron dimension of the tensor full subcategory
generated by two tensor full subcategories (Lemma 4.8). We first clarify what we
mean by a tensor full subcategory:
Definition 4.3. A topologizing subcategory [Ros95, §5.3] of an abelian category A
is a full subcategory of A closed under finite direct sums and subquotients. Let C be
a finite tensor category. By a tensor full subcategory of C, we mean a topologizing
subcategory of C closed under the tensor product and the duality functors.
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X∗ X Y ∗ Y
ξV
V
ξZC(V )
µV
ZC(V )
(3.15)
=
V X∗ X Y Y ∗
µV
ZC(V )
(2.6)
=
V X∗ X Y Y ∗
ZC(V )
=
V X∗ X Y Y ∗
ZC(V )
(3.15)
=
V X∗ X Y Y ∗
ξV
ZC(V )
(3.2)
=
V X∗ X Y Y
•
ξV
ZC(V )
Figure 2. Proof of Equation (3.16)
V ⊗W X∗ X
⊳2
V ⊗W
(3.17)
=
V ⊗W X∗ X
c
V ⊗W
(3.11)
=
V W X∗ X
WV
=
V W X∗ X
V W
(3.4), (3.14)
=
V W X∗ X
V
ρW
W
ωC
(3.12)
=
V ⊗W X∗ X
⊳1
V ⊗W
Figure 3. Proof of ⊳1 = ⊳2
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We remark:
Lemma 4.4. Let S be a topologizing subcategory of a finite abelian category A.
Then S itself is a finite abelian category such that the inclusion functor i : S →֒ A
preserves and reflects exact sequences.
Proof. Let M ∈ A be an object. If X and Y are subobjects of M belonging to S,
then their sum X+Y ⊂M also belongs to S as a quotient of X⊕Y ∈ S. From this
observation, we see that M has the largest subobject, say t(M) ⊂M , belonging to
S. Since S is closed under quotient objects, the assignment M 7→ t(M) extends to
a k-linear functor t : A → S. Moreover, we have
HomA(V,M) = HomS(V, t(M))
for all V ∈ S and M ∈ A. Namely, the functor t is a right adjoint of i.
Applying the same argument to iop : Sop → Aop, we see that iop has a right
adjoint (the condition that S is closed under subobjects is equivalent to that Sop
is closed under quotient objects). Hence, i also has a left adjoint.
Now we consider the k-linear idempotent comonad T := i ◦ t on A associated
to the adjunction i ⊣ t. Since i and t has left adjoints, so does T . The full sub-
category S can be identified with the category AT of T -comodules and, under this
identification, the forgetful functor AT → A corresponds to the inclusion functor
S →֒ A. The claim of this lemma now follows from Lemma 2.1. 
Now let C be a finite tensor category. For a topologizing subcategory S of C, we
denote by tS : C → S the functor defined by taking the largest subobject belonging
to S. By the proof of the above lemma, tS is k-linear and left exact. We often
regard the functor tS as a k-linear left exact endofunctor on C by composing the
inclusion functor. By Lemmas 2.2 and 2.3, the coends
ZS(V ) :=
∫ X∈S
X∗ ⊗ V ⊗X and
∫ X∈C
X∗ ⊗ V ⊗ tS(X)
exist for each V ∈ C and are canonically isomorphic. The assignment V 7→ ZS(V )
gives rise to a k-linear endofunctor on C.
We are interested in the case where S is a tensor full subcategory of C. If this is
the case, then one can endow ZS with the structure of a Hopf monad in a similar
way as the central Hopf monad. By the same argument as in §2.7, we have:
Lemma 4.5. The monoidal category of ZS-modules can be identified with the cen-
tralizer Z(S; C) introduced in Subsection 2.6.
An object (V, c) ∈ Z(C) becomes an object of Z(S; C) by restricting the natural
isomorphism c = {cX}X∈C to X ∈ S. The forgetful functor from Z(C) to Z(S; C)
is defined in this manner. We remark:
Lemma 4.6. Z(S; C) is a finite tensor category such that
(4.1) FPdim(Z(S; C)) = FPdim(S) FPdim(C),
and the forgetful functor U : Z(C)→ Z(S; C) is dominant.
Proof. We use the theory of exact module categories and the dual tensor category;
see [EGNO15, Chapter 7]. We consider the finite tensor categories D := S ⊠ Crev
and E := C ⊠ Crev. The category C is an exact E-module category by
(X ⊠ Y ) ⊲ V = X ⊗ V ⊗ Y (X,Y,M ∈ C).
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Let i : D → E be the tensor functor induced by the inclusion functor S →֒ C.
Then D acts on C through i. Since the base field is assumed to be algebraically
closed, every indecomposable projective object of D is of the form P ⊠Q for some
indecomposable projective objects P ∈ S and Q ∈ C. Although P is not projective
in C in general, the object (P ⊠ Q) ⊲ M = P ⊗M ⊗ Q is projective in C for all
M ∈ C since Q is projective in C. Thus C is an exact D-module category.
It is known that Z(C) is equivalent to the dual tensor category of E with respect
to C. In the same way, we see that Z(S; C) is equivalent to the dual tensor category
of D with respect to C. This implies that Z(S; C) is a finite tensor category. Now,
by the Morita invariance of the Frobenius-Perron dimension, we have
FPdimZ(S; C) = FPdim(D) = FPdim(S) FPdim(C).
The functor U is dual to (i, C) in the sense of [EGNO15]. Since i is fully faithful,
U is dominant by [EGNO15, Theorem 7.17.4]. 
We now compute the Frobenius-Perron dimensions of FS := ZS(1) and
F˜S :=
∫ X∈S
X ⊠X ∈ Cop ⊠ C.
Lemma 4.7. FPdim(F˜S) = FPdim(FS) = FPdim(S).
Proof. We define F : Cop⊠C → C by F (X⊠Y ) = X∗⊗Y (X,Y ∈ C). By definition,
F is k-linear and exact. For all objects X,Y ∈ C, we have
FPdimF (X ⊠ Y ) = FPdim(X) FPdim(Y ) = FPdim(X ⊠ Y ).
Every simple object of Cop⊠ C is of the form X ⊠Y for some simple objects X and
Y of C. Since F is exact, and since the Frobenius-Perron dimension of an object
depends only on the composition factors of the object, we have
FPdimF (M) = FPdim(M)
for all M ∈ Cop ⊠ C. The first equality is the case where M = F˜S .
To prove the second equality, we consider the Hopf monad ZS introduced in the
above. If we identify Z(S; C) with the category of ZS-modules by Lemma 4.5, then
the free ZS-module functor
L : C → Z(S; C), V 7→ ZS(V )
is left adjoint to the forgetful functor Z(S; C) → C. By (2.1), (4.1) and the fact
that tensor functors preserve Frobenius-Perron dimensions, we have
FPdim(FS) = FPdim(L(1)) =
FPdim(Z(S; C))
FPdim(C) FPdim(1) = FPdim(S). 
For a k-linear functor F :M→ N between finite abelian categories, we denote
by Im(F ) the full subcategory of N consisting of all subquotients of objects of the
form F (X) for some X ∈ M. Let A and B be topologizing subcategories of C,
and let T : A ⊠ B → C be the functor induced by the tensor product of C. We
set A ∨ B = Im(T ). It is easy to see that A ∩ B and A ∨ B are topologizing full
subcategories of C as well.
Now we suppose that A and B are tensor full subcategories of C and, moreover,
the functor T : A ⊠ B → C has a structure of a tensor functor (this assumption is
satisfied if, for example, C is braided). Then A∨B is also a tensor full subcategory
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of C. We give the following formula for the Frobenius-Perron dimension of A ∨ B
(see [EGNO15, Lemma 8.21.6] for the semisimple case):
Lemma 4.8. Under the above assumptions, we have
FPdim(A ∨ B) FPdim(A ∩ B) = FPdim(A) FPdim(B).
Proof. We consider the following tensor functor:
F : Aop,rev ⊠ B → A∨ B, X ⊠ Y 7→ T (X∗ ⊠ Y ) = X∗ ⊗ Y.
Since F is exact, it has a right adjoint, say R. By (2.1), we have
FPdim(A ∨ B) FPdim(R(1)) = FPdim(Aop,rev ⊠ B) = FPdim(A) FPdim(B).
Thus, to prove this lemma, it suffices to show that
(4.2) FPdim(R(1)) = FPdim(A ∩ B).
Let Φ = ΦA,B and Φ = ΦA,B be the category equivalences given by (2.2) and (2.3),
respectively. Set L = Lex(A,B). For every E ∈ L, we compute:
HomL(E,Φ(R(1))) ∼= HomAop⊠B(Φ(E), R(1))
∼= ∫X∈AHomAop⊠B(X ⊠ E(X), R(1))
∼= ∫X∈AHomC(X∗ ⊗ E(X),1)
∼= ∫X∈AHomC(E(X), X)
∼= ∫X∈AHomB(E(X), tA∩B(X))
∼= HomL(E, tA∩B),
where tA∩B : C → A ∩ B is regarded as an object of L by composing the inclusion
functors. By the Yoneda lemma and Lemma 2.2, we have
R(1) ∼= Φ(tA∩B) ∼=
∫ X∈A
X ⊠ tA∩B(X) ∼=
∫ X∈A∩B
X ⊠X = F˜A∩B.
Now (4.2) follows from Lemma 4.7. The proof is done. 
4.3. Proof of Theorem 4.2. Let C be a braided finite tensor category with braid-
ing σ. We prove the main theorem of this section which states that C is factorizable
if and only if the Mu¨ger center of C is trivial.
We define tensor full subcategories C+ and C− of Z(C) by C± = Im(T±), where
T+ and T− are braided tensor functors defined by
(4.3) T+ : C → Z(C), V 7→ (V, σV,−) and T− : C → Z(C), V 7→ (V, σ−1−,V ),
respectively. The functors T+ and T− are fully faithful, and therefore we have
FPdim(C±) = FPdim(C)
by [EGNO15, Corollary 6.3.5]. The tensor full subcategories A = C+ and B = C−
of Z(C) satisfy the assumptions of Lemma 4.8. Thus we have
(4.4) FPdim(C+ ∨ C−) FPdim(C+ ∩ C−) = FPdim(C)2
by that lemma.
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The full subcategory C+∨C− is the image of the functor G : C⊠C → Z(C) used to
define the factorizability. By (4.4) and the basic properties of the Frobenius-Perron
dimensions [EGNO15, Section 6], we have the following logical equivalences:
G is an equivalence ⇐⇒ FPdim(C+ ∨ C−) = FPdimZ(C)
⇐⇒ FPdim(C+ ∩ C−) = 1
⇐⇒ C+ ∩ C− ≈ Vec.
By the definition of C+ and C−, the full subcategory C+ ∩C− can be identified with
the Mu¨ger center of C. Thus C is factorizable (i.e., G is an equivalence) if and only
if C′ ≈ Vec. The proof is done.
4.4. Dimensions of the Mu¨ger centralizer. Let C be a braided finite tensor
category, and let S be a full subcategory. By the definition of a braiding, the full
subcategory S ′ is in fact a tensor full subcategory of C. Thus we can talk about
the Frobenius-Perron dimension of S ′. We have used Lemma 4.8 to prove the main
theorem of this section. As an application of this lemma, we also give the following
theorem:
Theorem 4.9. For every tensor full subcategory D of C, we have
FPdim(D) FPdim(D′) = FPdim(C) FPdim(D ∩ C′),(4.5)
D′′ = D ∨ C′.(4.6)
In particular, if C is factorizable (or, equivalently, non-degenerate), then
FPdim(D) FPdim(D′) = FPdim(C),(4.7)
D′′ = D(4.8)
by Theorem 4.2. Equations (4.5)–(4.8) have been known in the semisimple case
[EGNO15]. Our proof goes along almost the same way as [EGNO15, §8.21].
Proof. Factorizable case. We first prove this theorem under the assumption that
C is factorizable. Let U : Z(C) → Z(D; C) be the forgetful functor. We define the
tensor full subcategories C+ and C− of Z(D; C) by
C± = Im(U ◦ T±),
where T+ and T− are the functors given by (4.3). By the same argument as in the
proof of Theorem 4.2, we have
(4.9) FPdim(C+ ∩ C−) · FPdim(C+ ∨ C−) = FPdim(C)2.
Let G be the functor used to define the factorizability. By the assumption, G is an
equivalence. Since U is dominant as proved in Lemma 4.6, we have
C+ ∨ C− = Im(U ◦G) = Im(U) = Z(D; C).
We also have C+ ∩ C− ≈ D′. Hence, by (4.1) and (4.9),
FPdim(D′) · FPdim(D) FPdim(C) = FPdim(C)2.
Since FPdim(C) 6= 0, we obtain (4.7), which is equivalent to (4.5) in this case. By
replacing D with D′ in (4.5), we also obtain
FPdim(D′) FPdim(D′′) = FPdim(C).
Thus FPdim(D) = FPdim(D′′). Since D ⊂ D′′, we have D = D′′.
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General case. Now we prove the general case. For a full subcategory S of Z(C),
we set SX = Mu¨gZ(C)(S). We regard C and D ⊂ C as full subcategories of Z(C) by
the functor T+ : C → Z(C) given by (4.3). Since Z(C) is factorizable [ENO04], and
since this theorem has been proved in the factorizable case, we have
(4.10) FPdim(CX) = FPdim(Z(C))
FPdim(C) = FPdim(C).
For a full subcategory S ⊂ C, we still denote by S ′ = Mu¨gC(S) the Mu¨ger centralizer
of S in C. We also have the following equations:
(4.11) D ∩ CX = D ∩ C′ and (D ∨ CX)X = DX ∩ CXX = DX ∩ C = D′.
Now we compute the Frobenius-Perron dimension of D∨CX ⊂ Z(C) in two different
ways: First, by Lemma 4.8 and equations (4.7) and (4.11), we have
(4.12) FPdim(D ∨ CX) = FPdim(D) FPdim(C
X)
FPdim(D ∩ CX) =
FPdim(D) FPdim(C)
FPdim(D ∩ C′) .
Second, by equations (4.10) and (4.11), we have
(4.13) FPdim(D ∨ CX) = FPdimZ(C)
FPdim((D ∨ CX)X) =
FPdim(C)2
FPdim(D′) .
Comparing (4.12) and (4.13), we get (4.5). Finally, we prove (4.6) as follows: By
replacing D with D′ in (4.5), we have
(4.14)
FPdim(D′) FPdim(D′′) = FPdim(C) FPdim(D′ ∩ C′)
= FPdim(C) FPdim(C′).
Now we consider the tensor full subcategory E = C′∨D of C. The Mu¨ger centralizer
of E in C is computed as follows:
(4.15) E ′ = (C′ ∨ D)′ = C′′ ∩ D′ = C ∩ D′ = D′.
By applying (4.5) to E , we have
(4.16)
FPdim(E) FPdim(E ′) = FPdim(C) FPdim(E ′ ∩ C′)
= FPdim(C) FPdim(C′).
By (4.14)–(4.16), we have FPdim(D′′) = FPdim(E). Since E ⊂ D′′, we conclude
that E = D′′. Thus (4.6) is proved. 
5. Weak-factorizability
5.1. Comparison to the original definition. In this section, we first explain
the relation between the non-degeneracy of a braided finite tensor category and the
S-matrix of a ribbon fusion category. Then we give another condition for braided
finite tensor categories that is equivalent to the non-degeneracy.
Let C be a finite tensor category. There are two vector spaces
CE(C) = HomC(F,1) and CF(C) = HomC(1,F)
associated to the coend F =
∫X∈C
X∗ ⊗X . The former can be thought of as the
space of ‘central elements’. Indeed, we have
(5.1) CE(C) ∼=
∫
X∈C
HomC(X
∗ ⊗X,1) ∼=
∫
X∈C
HomC(X,X) ∼= End(idC)
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by the basic properties of ends and coends [ML98, IX]. On the other hand, if
C = Rep(H) for some finite-dimensional Hopf algebra H , then we have
(5.2) CF(C) ∼= {f ∈ Homk(H, k) | f(ba) = f(aS2(b)) for all a, b ∈ H},
where S is the antipode of H (see the end of Section 3 of [Shi15]). Thus CF(C) is
an analogue of the space of ‘class functions’.
If C is braided, then the Hopf pairing ω : F⊗ F→ 1 induces a linear map
(5.3) ΩC : CF(C)→ CE(C), f 7→ (f ⊗ id) ◦ ω.
Let H be a finite-dimensional quasitriangular Hopf algebra. By (5.1), (5.2) and the
description of ωRep(H) given in [KL01, §7.4.6], we see that ΩRep(H) is bijective if
and only if H is weakly-factorizable in the sense of Takeuchi [Tak01, Definition 5.1].
Based on the above discussion, we introduce the following terminology:
Definition 5.1. A braided finite tensor category C is weakly-factorizable if the
linear map ΩC is bijective.
As observed in Bakalov-Kirillov [BK01] and Takeuchi [Tak01], the map ΩC closely
relates to the S-matrix in the semisimple case. Let C be a ribbon fusion category
with braiding σ and twist θ, and let {Vi}mi=0 be the complete set of representatives
of the isomorphism classes of simple objects with V0 = 1. For i, j = 0, . . . ,m, the
(i, j)-th entry sij of the S-matrix is defined to be the quantum trace of
Vi ⊗ V ∗j σ−−−−→ V ∗j ⊗ Vi σ−−−−→ Vi ⊗ V ∗j .
As C is semisimple, we may assume
(5.4) F =
m⊕
i=0
V ∗i ⊗ Vi
and the X-th component i(1;X) : X∗⊗X → F of the universal dinatural transfor-
mation is just the inclusion morphism if X is one of V0, . . . , Vm. We set
coev′X = (idX∗ ⊗ θX) ◦ σX,X∗ ◦ coevX (X ∈ C)
and then define χi ∈ CF(C) and ei ∈ CF(C) (i = 0, . . . ,m) by
χi : 1
coev′−−−−→ V ∗i ⊗ Vi inclusion−−−−−−−→ F and ei : F projection−−−−−−−→ V ∗i ⊗ Vi ev−−→ 1.
The sets {χi}mi=0 and {ei}mi=0 are bases of CF(C) and CE(C), respectively. With
respect to these bases, the linear map ΩC is represented as
ΩC(χi) =
m∑
j=0
sij
s0j
ej (i = 0, . . . ,m).
Consequently, the ribbon fusion category C is a modular tensor category if and only
if C is weakly-factorizable.
For a general braided finite tensor category C, the S-matrix of C cannot be
defined at least in an obvious way. On the other hand, the map ΩC can be defined
in the non-semisimple case. Thus it is natural to ask how the weak-factorizability
relates to the non-degeneracy of C. We answer this question by proving:
Theorem 5.2. If the map ΩC is injective, then the Mu¨ger center of C is trivial.
NON-DEGENERACY CONDITIONS 19
Combining this theorem with Theorems 3.3 and 4.2, we see that a braided finite
tensor category C is non-degenerate if and only if it is factorizable, if and only if
it is weakly-factorizable, if and only if the map ΩC is injective, if and only if the
Mu¨ger center of C is trivial.
Remark 5.3. If C is unimodular in the sense of [ENO04], then CE(C) and CF(C)
have the same dimension [Shi15]. Thus, in this case, ΩC is bijective if and only if
it is surjective.
Remark 5.4. The surjectivity of the map ΩC does not imply the bijectivity of ΩC in
general. Indeed, let H be the algebra over the field C of complex numbers generated
by g and x subject to the relations g2 = 1, x2 = 0 and gx = −xg. The algebra H
is a quasitriangular Hopf algebra (called Sweedler’s four-dimensional Hopf algebra
in literature) with the comultiplication ∆, the counit ε, the antipode S and the
universal R-matrix R determined by
∆(g) = g ⊗ g, ∆(x) = x⊗ g + 1⊗ x, ε(g) = 1, ε(x) = 0,
S(g) = g, S(x) = −gx, R = 1
2
(1⊗ 1 + 1⊗ g + g ⊗ 1− g ⊗ g).
The category C := Rep(H) is a symmetric finite tensor category. Let α : H → C
be the algebra map sending g and x to −1 and 0, respectively. Then we have
CE(C) = End(idC) ∼= C and CF(C) = spanC{ε, α}
under the identifications (5.1) and (5.2). The map ΩC is surjective in this case, but
not bijective.
5.2. Results on class functions. Let C be a finite tensor category. We provide
some results on the space CF(C) of ‘class functions’ to prove Theorem 5.2. Let S
be a topologizing subcategory of C. As we have mentioned in §4.2, the coend
FS =
∫ X∈S
X∗ ⊗X ∈ C
exists. Let iS(X) : X
∗⊗X → FS (X ∈ S) denote the universal dinatural transfor-
mation of the coend FS . Note that F = FC. By the universal property of the coend
FS , there is a unique morphism φS : FS → F in C such that the equation
(5.5) iC(X) = φS ◦ iS(X)
holds for all objects X ∈ S. We call φS the canonical inclusion in view of the
following lemma proved in [Shi15]:
Lemma 5.5. Let S be a topologizing subcategory of a finite tensor category C.
Then the morphism φS defined by (5.5) is a monomorphism. Thus, in particular,
the following linear map is injective:
(5.6) HomC(1,FS)
HomC(1,φS)−−−−−−−−−−−−→ HomC(1,F) = CF(C).
The above lemma yields the following lower bound of the dimension of the space
of class functions (we have considered the case where C is pivotal in [Shi15]).
Lemma 5.6. Let {Vi}mi=0 be the complete set of representatives of the isomorphism
classes of simple objects of a finite tensor category C. Then we have
(5.7) #{i = 0, . . . ,m | Vi ∼= V ∗∗i } ≤ dimk CF(C).
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Proof. Let S be the full subcategory of C consisting of semisimple objects. As S is
semisimple, FS is of the form (5.4). Thus we have
HomC(1,FS) ∼=
m⊕
i=0
HomC(1, V
∗
i ⊗ Vi) ∼=
m⊕
i=0
HomC(V
∗∗
i , Vi).
By Schur’s lemma, dimk HomC(1,FS) is equal to the left-hand side of (5.7). The
claim of this lemma now follows from the injectivity of the map (5.6). 
To prove Theorem 5.2, we need the following technical lemma:
Lemma 5.7. A finite tensor category C is equivalent to Vec if and only if
(5.8) dimk CF(C) = 1.
Proof. The ‘only if’ part follows from (5.2) with H = k. The ‘if’ part is proved as
follows: Suppose that (5.8) holds. Let D ∈ C be the distinguished invertible object
introduced in [ENO04] as a categorical analogue of the modular function. As it is
invertible, D is a simple object such that D ∼= D∗∗. Thus, by Lemma 5.6, we have
D ∼= 1. This means that C is unimodular in the sense of [ENO04].
We have introduced the notions of integrals and cointegrals for unimodular finite
tensor categories in [Shi15]. As an application of these notions, we have established
the Maschke-type theorem for such categories [Shi15, Proposition 5.9]. The theorem
implies that C is semisimple if and only if the algebra CE(C) (∼= End(idC)) has no
non-zero nilpotent elements. Now we have isomorphisms
CE(C) ∼= CF(C) ∼= k
of vector spaces by (5.8) and the Fourier transform [Shi15, Definition 5.11]. Thus
CE(C) is isomorphic to k as an algebra. By the above-mentioned fact, we conclude
that C is semisimple.
Since C is semisimple, every simple object V ∈ C satisfies V ∼= V ∗∗. Thus, again
by Lemma 5.6, we see that the unit object of C is the unique simple object of C (up
to isomorphisms). This means that C ≈ Vec. The proof is completed. 
5.3. Proof of Theorem 5.2. We give a proof of Theorem 5.2. Let C be a braided
finite tensor category, and set S = C′. Then we have
(5.9) ωC ◦ (φS ⊗ idF) = (ε ◦ φS)⊗ ε,
where ε : F→ 1 is the counit. Indeed, for all X ∈ S and Y ∈ C, we have
ωC ◦ (φS ⊗ idF) ◦ (iS(X)⊗ iC(Y ))
= (evX ⊗ evY ) ◦ (idX∗ ⊗ σY ∗,XσX,Y ∗ ⊗ idY ) (by (3.4), (5.5))
= evX ⊗ evY (by the definition of C′)
= (εφS ⊗ ε) ◦ (iS(X)⊗ iC(Y )) (by (3.1), (5.5)).
For f ∈ CF(S), we define c(f) ∈ k by c(f) · id
1
= ε ◦ φS ◦ f . By (5.9), the map
(5.10) CF(S) = HomC(1,FS) (5.6)−−−−−−→ CF(C) ΩC−−−−−→ CE(C)
sends f ∈ CF(S) to c(f) · ε. If f = u is the unit of FS , then c(f) = 1. Hence the
image of CF(S) under (5.10) is a one-dimensional subspace spanned by ε.
Now suppose that ΩC is injective. Then (5.10) is also injective as the composition
of injective maps. Hence, by the above argument, CF(S) is one-dimensional. Thus
we apply Lemma 5.7 to obtain C′ = S ≈ Vec. The proof is done.
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Figure 4. Proof of Equation (5.12)
5.4. On the rank of ΩC. Let C be a braided finite tensor category, and let ΩC be
the linear map defined by (5.3). In view of our results, the rank of ΩC seems to be
an important invariant of C. We consider the subspace
ΞC := {ξ ∈ End(idC) | ξV⊗X = ξV ⊗ idX for all V ∈ C and X ∈ C′}
of End(idC). Then the rank of ΩC is bounded from the above as follows:
Proposition 5.8. rankΩC ≤ dimk ΞC .
Proof. We prove the claim by showing that the image of the linear map
(5.11) CF(C) ΩC−−−−−→ CE(C) (5.1)−−−−−−→
∼=
End(idC)
is contained in ΞC . Let ξ
(f) ∈ End(idC) be the image of f ∈ CF(C) under (5.11).
By definition, ξ(f) is the natural transformation given by
ξ
(f)
V = (idV ⊗ ΩC(f)) ◦ (idV ⊗ i(V )) ◦ (coevV ⊗ idV ) (V ∈ C),
where i(V ) : V ∗ ⊗ V → F (V ∈ C) is the universal dinatural transformation for the
coend F. We prove the equation
(5.12) ξ
(f)
V⊗X = ξ
(f)
V ⊗ idX (V ∈ C, X ∈ C′)
as in Figure 4. The first and the last diagrams in the figure express the left-hand
side and the right-hand side of (5.12), respectively. The first and the third equalities
of Figure 4 follow from the definition of the structure morphisms of F. To verify
the second equality of Figure 4, we prove
(5.13) ω ◦ (idF ⊗ i(X)) = (ε⊗ ε) ◦ (idF ⊗ i(X))
in a similar way as (5.9). Now the equality is verified as follows:
ω ◦ (idF ⊗m) ◦ (idF ⊗ i(V )⊗ i(X))
= ω ◦ (idF ⊗ ω ⊗ idF) ◦ (∆⊗ i(V )⊗ i(X)) (by (3.6))
= (ε⊗ ε) ◦ (idF ⊗ ω ⊗ idF) ◦ (∆⊗ i(V )⊗ i(X)) (by (5.13))
= (ω ⊗ ε) ◦ (idF ⊗ i(V )⊗ i(X)).
Hence ξ(f) ∈ ΞC for all f ∈ CF(C). The proof is done. 
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Remark 5.9. Proposition 5.8 is motivated by [DGNO10, Theorem 3.4], which states
that the rank of the S-matrix of a ribbon fusion category F is equal to the number
of F ′-components of F . In view of [DGNO10, Theorem 3.4], we might conjecture
that the image of (5.11) is precisely ΞC , and thus the equation
(5.14) rankΩC = dimk ΞC
holds. Our results show that (5.14) holds if C is non-degenerate (but the converse
does not by Remark 5.4). Our arguments in §5.3 imply that (5.14) holds if C is
symmetric.
6. Non-degeneracy of the Yetter-Drinfeld category
6.1. The Yetter-Drinfeld category. Let C be a braided finite tensor category
with braiding σ, and let B be a Hopf algebra in C with multiplication m, unit u,
comultiplication ∆, counit ε and antipode S (note that S is invertible in this case
[Tak99]). The structure morphisms of B will be depicted as in Figure 1 of §3.4.
For M ∈ CB and N ∈ CB, the action of M and the coaction of N are illustrated as
in Figure 5.
Definition 6.1. A (right-right) Yetter-Drinfeld module overB (= a crossed module
of Bespalov [Bes97]) is an object M ∈ C endowed with a right action ⊳M and a
right coaction δM of B satisfying the Yetter-Drinfeld condition
(6.1)
(idM ⊗m) ◦ (σB,M ⊗ idB) ◦ (idB ⊗ δM⊳M ) ◦ (σM,B ⊗ idB) ◦ (idM ⊗∆)
= (⊳M ⊗m) ◦ (idM ⊗ σM,B ⊗ idB) ◦ (δM ⊗∆),
which is illustrated in Figure 6. A morphism of Yetter-Drinfeld modules over B is
a morphism between underlying objects that is both B-linear and B-colinear. We
denote by YD(C)BB the category of the Yetter-Drinfeld modules over B and call it
the Yetter-Drinfeld category of B.
When the action ⊳M and the coaction δM are trivial, the Yetter-Drinfeld con-
dition (6.1) reduces to σB,M ◦ σM,B = idM⊗B (see also Figure 6). Thus an object
of the Mu¨ger center C′ turns into a Yetter-Drinfeld module over B by the trivial
action and the trivial coaction. We can regard C′ as a full subcategory of YD(C)BB
in this way.
As shown by Bespalov [Bes97, Section 3], the categoryYD(C)BB is a rigid monoidal
category with the monoidal structure inherited from CB and CB. Moreover, it has
the braiding Σ given by
(6.2) ΣM,N = (idN ⊗ ⊳M ) ◦ (σM,N ⊗ idB) ◦ (idM ⊗ δN )
for M,N ∈ YD(C)BB, where ⊳M :M ⊗B →M and δN : N → N ⊗B are the action
and the coaction of B on M and N , respectively. The braiding Σ and its inverse
are expressed as in Figure 7.
The main result of this section is:
Theorem 6.2. The braided monoidal category YD(C)BB is in fact a braided finite
tensor category with Frobenius-Perron dimension
FPdim(YD(C)BB) = FPdim(C) FPdim(B)2.
The Mu¨ger center of YD(C)BB is given by
(YD(C)BB)′ = C′,
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Figure 7. The braiding of the Yetter-Drinfeld category
where C′ is regarded as a full subcategory of YD(C)BB in the above way.
Thus, by Theorems 3.3 and 4.2, the braided finite tensor category YD(C)BB is non-
degenerate if and only if C is. There are also braided monoidal categories BBYD(C),
BYD(C)B and BYD(C)B of left-left, left-right, right-left Yetter-Drinfeld modules
over B. Since these categories are isomorphic to YD(C)BB as braided monoidal
categories [Bes97, Corollary 3.5.5], they are also braided finite tensor categories,
which are non-degenerate precisely if C is.
6.2. The fundamental theorem for Hopf bimodules. To prove the main the-
orem of this section, we first recall from [BD98] the fundamental theorem for Hopf
bimodules over a braided Hopf algebra.
Let C be a braided finite tensor category, and let B ∈ C be a Hopf algebra. The
category BCB of B-bimodules in C is a finite tensor category with the monoidal
structure inherited from BC and CB, and the triple (B,∆, ε) is in fact a coalgebra
in BCB. Thus we can consider the category
B
BCB := B(BCB)
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of left B-comodules in BCB. If M ∈ CB, then B ⊗M is an object of BBCB by the
left action ⊲, the right action ⊳ and the left coaction δ given respectively by
⊲ = m⊗ idM , ⊳ = (m⊗ idM ) ◦ (idB ⊗ σM,B) and δ = (∆⊗ idM ).
Let B ⋉M denote the object of BBCB obtained from M ∈ CB in this way. Bespalov
and Drabant [BD98, Proposition 3.6.3] showed that the functor
(6.3) CB ≈−−−−−→ BBCB, M 7→ B ⋉M
is an equivalence (the fundamental theorem for Hopf bimodules). Let BBCBB be the
category of B-bicomodules in BCB, and let
U1 : YD(C)BB → CB and U2 : BBCBB → BBCB
be the forgetful functors. Bespalov and Drabant [BD98, Theorem 4.3.2] also showed
that the equivalence (6.3) lifts to an equivalence
(6.4) YD(C)BB ≈−−−−−→ BBCBB
of categories such that the following diagram is commutative:
(6.5) YD(C)BB
U1
(6.4)
≈
B
BCBB
U2
CB (6.3)≈ BBCB.
6.3. Finiteness of the Yetter-Drinfeld category. We keep the notations of the
previous subsection. Now we prove that the Yetter-Drinfeld category YD(C)BB is a
braided finite tensor category. The functor U2 has a right adjoint given by
R2 :
B
BCB → BBCBB , M 7→M ⊗B.
By the above commutative diagram, U1 also has a right adjoint, say R1. It is easy
to see that U2◦R2 is a k-linear exact comonad on BBCB whose category of comodules
is precisely BBCBB . Thus, without knowing any explicit description of R1, we see that
U1◦R1 is a k-linear exact comonad on CB whose category of comodules is equivalent
to YD(C)BB. This proves:
Lemma 6.3. YD(C)BB is a finite tensor category.
Proof. By Lemma 2.1 and the above argument, YD(C)BB is a finite abelian category.
The other axioms of finite tensor categories are verified easily. 
Next, we compute the Frobenius-Perron dimension of YD(C)BB. The commuta-
tive diagram (6.5) is also useful for this purpose. Indeed, by (6.5), we have
B ⋉R1(M) ∼= (B ⋉M)⊗B
for all M ∈ CB. In particular, B ⊗R1(M) ∼= B ⊗M ⊗B as objects of C. Thus the
Frobenius-Perron dimension of R1(M) is given by
(6.6) FPdim(R1(M)) = FPdim(B) FPdim(M).
By (2.1) and (6.6), we have:
Lemma 6.4. FPdim(YD(C)BB) = FPdim(C) FPdim(B)2.
For later use, we note:
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Lemma 6.5. The forgetful functor U : YD(C)BB → C is dominant.
Proof. Let UB : CB → C be the forgetful functor. Then U is decomposed as:
U : YD(C)BB U2−−−−−→ CB UB−−−−−→ C.
If X is a non-zero object of a finite tensor category, then the endofunctors X ⊗ (−)
and (−)⊗X on the finite tensor category are faithful. Thus R2 is faithful. By the
commutative diagram (6.6), R1 is also faithful, and hence the tensor functor U2 is
dominant. Similarly, since a left adjoint of UB (i.e., the free B-module functor)
is faithful, the tensor functor UB is dominant. Thus U is also dominant as the
composition of k-linear left exact dominant functors. 
6.4. The Mu¨ger center of the Yetter-Drinfeld category. To complete the
proof of Theorem 6.2, we compute the Mu¨ger center of YD(C)BB. If M ∈ C′, then
ΣX,M ◦ ΣM,X = σX,M ◦ σM,X = idM⊗X
for all X ∈ YD(C)BB . Thus we have
C′ ⊂ (YD(C)BB)′.
To prove the converse inclusion, we recall from [Bes97, Lemma 3.9.3] that there are
the Yetter-Drinfeld B-modules P and Q defined as follows:
(1) The Yetter-Drinfeld module P is the object B ∈ C with the coaction given
by the comultiplication. The action ⊳ad of B on P is given by
⊳ad = m ◦ (S ⊗m) ◦ (σB,B ⊗ idB) ◦ (idB ⊗∆).
(2) The Yetter-Drinfeld module Q is the object B ∈ C with the action given
by the multiplication. The coaction δad of B on Q is given by
δad = (idB ⊗m) ◦ (σB,B ⊗ idB) ◦ (S ⊗∆) ◦∆.
Observe that the following equations hold:
ε ◦ ⊳ad = ε⊗ ε and δad ◦ u = u⊗ u.
Now let M be a Yetter-Drinfeld module over B with action ⊳M and coaction δM .
By the definition of the braiding Σ, we have the following four equations:
ΣQ,M ◦ (u⊗ idM ) = δM , (ε⊗ idB) ◦ ΣM,P = ⊳M ,
Σ−1M,Q ◦ (u⊗ idM ) = idM ⊗ u, (ε⊗ idB) ◦ Σ−1P,M = idM ⊗ ε.
Suppose that M ∈ (YD(C)BB)′. Then we have
δM = ΣQ,M ◦ (u ⊗ idM ) = Σ−1M,Q ◦ (u⊗ idM ) = idM ⊗ u
and, in a similar way, ⊳M = idM ⊗ ε. By the definition of the braiding Σ, we have
ΣN,M = σN,M and ΣM,N = σM,N for all N ∈ YD(C)BB. The assumption that M
belongs to the Mu¨ger center turns into:
σN,MσM,N = idM⊗N for all N ∈ YD(C)BB.
By Lemma 6.5 and the naturality of the braiding σ, we see that this equation
actually holds for all objects N ∈ C. Hence M ∈ C′. This shows
(YD(C)BB)′ ⊂ C′.
The proof is done.
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6.5. Factorizable Hopf algebras. There are some constructions of Hopf algebras
with triangular decomposition (such as the quantized universal enveloping algebra
of a semsimple Lie algebra) from a Hopf algebra in a braided monoidal category
[Maj90, Maj99, Som96]. Combining such constructions with our result, we obtain
a source of factorizable Hopf algebras: Let H be a finite-dimensional factorizable
Hopf algebra, and let B be a Hopf algebra in C = Rep(H). Since BYD(C)B has a
fiber functor, there is a unique (up to isomorphism) quasitriangular Hopf algebra
U such that there is a k-linear braided monoidal equivalence
BYD(C)B ≈ Rep(U)
commuting with the fiber functors. The quasitriangular Hopf algebra U is given ex-
plicitly by the double-bosonization of Majid; see [Maj99, Appendix B]. Our results
guarantee that U is factorizable. We note that the dimension of the Hopf algebra
U may not be a square number, since there is the decomposition
U = B∗ ⊗k H ⊗k B
of vector spaces by the construction. Thus U cannot be obtained by the Drinfeld
double construction in general.
Sommerha¨user [Som96, Section 5] and Majid [Maj99, Section 4] have essentially
pointed out that this kind of construction produces the so-called small quantum
group uq(g). Example 6.6 below gives the detail of the construction with the help
of the theory of Nichols algebras [AS02, AS10]. Our results explain that uq(g) with
specific q is factorizable (see Lyubashenko [Lyu95d] for more general case).
Example 6.6. For simplicity, we assume k = C. Let A = (aij)i,j=1,...,m be a Cartan
matrix of finite type, and let D = diag(d1, . . . , dm) be a diagonal matrix such that
di ∈ {1, 2, 3} and diaij = djaji for all i, j. We fix an odd integer N > 1 that is
relatively prime to the determinant of DA and consider the group
Γ := 〈g1, . . . , gm | gNi = 1, gigj = gjgi (i, j = 1, . . . ,m)〉.
Set q := exp(2π
√−1/N). There is the pairing 〈 , 〉 on Γ given by
(6.7) 〈gi11 · · · gimm , gj11 · · · gjmm 〉 = qi1j1+···+imjm (i1, . . . , im, j1, . . . , jm ∈ Z).
We define the bimultiplicative map χ : Γ× Γ→ C× by
χ(gi, gj) = q
diaij (i, j = 1, . . . ,m).
Let H = CΓ be the group algebra of Γ. The category Rep(H) is equivalent to the
category of finite-dimensional Γ-graded vector spaces by the pairing (6.7). Braidings
of such categories have been well-understood; see, e.g., [DGNO10, §2.11]. One can
check that H is a factorizable Hopf algebra with the universal R-matrix
R =
∑
g,h∈Γ
χ(g, h) eg ⊗ eh, where eg =
∑
x∈Γ
〈g, x〉x.
There is a CΓ-module V = spanC{x1, . . . , xm} such that
g · xi = 〈g, gi〉xi (g ∈ Γ, i = 1, . . . ,m).
By [AS02, Theorem 4.3], the Nichols algebraB(V ) of V is isomorphic to the positive
part of the small quantum group uq(g) associated to the semisimple Lie algebra g
corresponding to A. If B = B(V ), then the Hopf algebra U in the above is shown
to be isomorphic to uq(g) by a similar computation as [Maj99].
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