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ABSTRACT
We present new abundances derived from Cu i, Cu ii, Zn i, and Zn ii lines in six warm
(5766 ≤ Teff ≤ 6427 K), metal-poor (−2.50 ≤ [Fe/H] ≤ −0.95) dwarf and subgiant (3.64 ≤ log g ≤ 4.44)
stars. These abundances are derived from archival high-resolution ultraviolet spectra from the Space
Telescope Imaging Spectrograph on board the Hubble Space Telescope and ground-based optical spec-
tra from several observatories. Ionized Cu and Zn are the majority species, and abundances derived
from Cu ii and Zn ii lines should be largely insensitive to departures from local thermodynamic equi-
librium (LTE). We find good agreement between the [Zn/H] ratios derived separately from Zn i and
Zn ii lines, suggesting that departures from LTE are, at most, minimal (. 0.1 dex). We find that the
[Cu/H] ratios derived from Cu ii lines are 0.36 ± 0.06 dex larger than those derived from Cu i lines
in the most metal-poor stars ([Fe/H] < −1.8), suggesting that LTE underestimates the Cu abundance
derived from Cu i lines. The deviations decrease in more metal-rich stars. Our results validate pre-
vious theoretical non-LTE calculations for both Cu and Zn, supporting earlier conclusions that the
enhancement of [Zn/Fe] in metal-poor stars is legitimate, and the deficiency of [Cu/Fe] in metal-poor
stars may not be as large as previously thought.
Keywords: nuclear reactions, nucleosynthesis, abundances — stars: abundances — stars: atmospheres
— stars: individual (HD 19445, HD 76932, HD 84937, HD 94028, HD 140283, HD 160617)
— stars: population II — ultraviolet: stars
1. INTRODUCTION
One key objective in the study of late-type stellar
abundances is to identify the limits of calculations made
assuming that local thermodynamic equilibrium (LTE)
holds in the line-forming layers of the atmosphere. Of
Email: iur@umich.edu
∗ Based on observations made with the NASA/ESA Hubble
Space Telescope, obtained from the data archive at the Space Tele-
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NASA through grant number AR-15051 and makes use of data
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Archive (KOA), which is operated by the W.M. Keck Observa-
tory and the NASA Exoplanet Science Institute (NExScI), under
contract with NASA. These data are associated with programs
C314Hr, H6aH, and H283Hr. Other data has been obtained from
the European Southern Observatory (ESO) Science Archive Fa-
cility. These data are associated with programs 65.L-0507(A),
67.D-0439(A), and 080.D-0347(A). This work has also made use
of data collected from McDonald Observatory of the University of
Texas at Austin.
particular interest are the elements copper (Cu, Z = 29)
and zinc (Zn, Z = 30), two of the heaviest Fe-group el-
ements. The [Cu/Fe] and [Zn/Fe] ratios deviate sig-
nificantly from their Solar ratios in the most metal-
poor stars, which have presumably been enriched by
metals from limited numbers of earlier nucleosynthesis
events. Specifically, [Cu/Fe] is substantially sub-Solar
in stars with [Fe/H] . −2, exhibiting a plateau around
[Cu/Fe] ≈ −0.7 to −1.0 or a very slight decrease in
[Cu/Fe] with decreasing [Fe/H] (e.g., Sneden et al. 1991;
Mishenina et al. 2002; Bihain et al. 2004; Cayrel et al.
2004; Lai et al. 2008; Sobeck et al. 2008; Ishigaki et al.
2013). The [Zn/Fe] ratio increases to super-Solar ra-
tios as [Fe/H] decreases (e.g., in addition to many of the
studies listed above, Barklem et al. 2005; Nissen et al.
2007; Saito et al. 2009; Roederer et al. 2010; Hollek et
al. 2011; Cohen et al. 2013; Jacobson et al. 2015; Reg-
giani et al. 2017). It is important that these trends are
characterized reliably so that models of supernova nucle-
osynthesis and chemical evolution can be tuned appro-
priately (e.g., Timmes et al. 1995; Goswami & Prantzos
2000; Franc¸ois et al. 2004; Kobayashi et al. 2006; Ro-
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mano & Matteucci 2007; Hirai et al. 2018). The [Zn/H]
ratios in Galactic stars also serve as a metallicity refer-
ence to compare with damped Lyman-α systems, where
Zn remains largely in the gas phase (e.g., Pettini et al.
1994; Prochaska & Wolfe 1999; Akerman et al. 2005;
Rafelski et al. 2012).
These stellar abundances are based on LTE radiative
transfer calculations in standard one-dimensional, hy-
drostatic model atmospheres. Takeda et al. (2005) per-
formed the first non-LTE calculations of three optical
Zn i lines (at 4722, 4810, and 6362 A˚) to reassess [Zn/Fe]
ratios in metal-poor stars with −4 < [Fe/H] < 0. They
found minor non-LTE corrections to the LTE abun-
dances, usually < 0.1 dex, in the sense that LTE under-
estimates the abundance. The corrections were largest
in the most metal-poor stars, mildly exaggerating the
observed [Zn/Fe] enhancement in low-metallicity stars.
Yan et al. (2015) used the Cu model atom devel-
oped by Shi et al. (2014) to perform non-LTE cal-
culations for three high-excitation optical Cu i lines
(at 5105, 5218, and 5782 A˚) in late-type stars with
−1.6 < [Fe/H] < −0.1. Each of these lines behaved
slightly differently when calculated in non-LTE, but all
showed significant positive corrections to the LTE abun-
dances. The corrections were smallest for the metal-rich
stars, ≈ +0.03 dex, and increased to nearly ≈ +0.20 dex
for the most metal-poor star. Yan et al. (2016) obtained
similar results when they applied non-LTE calculations
to rederive [Cu/Fe] ratios in the sample of Nissen &
Schuster (2010). Andrievsky et al. (2018) performed
non-LTE calculations for Cu i lines in dwarf and giant
stars spanning −4.2 < [Fe/H] < −1.4. For the lowest-
metallicity stars in their sample, which were cool giants,
only the Cu i resonance lines at 3247 and 3273 A˚ were
available. The non-LTE corrections were substantially
larger in these cases, ranging from ≈ +0.5 to +1.2 dex
in seven stars with [Fe/H] < −2. That study was also
able to resolve the issue of discrepant abundances de-
rived from the Cu i lines at 3273 and 5105 A˚, an effect
noticed in a metal-poor giant star by Bonifacio et al.
(2010). Yan et al. and Andrievsky et al. had one line
(Cu i λ5105 A˚) in one star (HD 94028) in common, and
they derived different non-LTE corrections to the Cu
abundance, +0.17 dex and +0.48 dex, respectively. An-
drievsky et al. attributed this discrepancy to differences
in the adopted model atoms.
One way to test the reliability of the non-LTE cal-
culations for Cu and Zn is to derive abundances from
Cu ii and Zn ii lines, which arise from the majority
species of each atom and should be relatively immune
to non-LTE effects. The challenge is that Cu ii and
Zn ii lines are only found in the ultraviolet (UV) part
of the spectrum of late-type stars, far below the at-
mospheric cutoff. Acquiring such spectra requires ac-
cess to an echelle spectrograph in space. Roederer &
Lawler (2012) made the first such attempts, using a
high-resolution (R ≡ λ/∆λ ∼ 114,000) UV spectrum of
the metal-poor subgiant star HD 160617. One UV Zn ii
line gave concordant results with several optical Zn i
lines, but the UV Cu ii lines predicted abundances about
a factor of two higher than the optical Cu i lines. Roed-
erer et al. (2014b) conducted a study of high-resolution
(but less so, R ∼ 30,000) UV spectra of two metal-poor
giants, finding similar results, but with large (≈ 0.3–
0.5 dex) uncertainties that could mask substantial dif-
ferences. Roederer et al. (2016a) also studied Cu i and
ii and Zn i and ii lines in the metal-poor main sequence
star HD 94028, reporting agreement between the neu-
tral and ionized species, but with combined uncertain-
ties ≈ 0.20–0.25 dex. Andrievsky et al. (2018) analyzed
high-resolution UV spectra of two warm, metal-poor
stars, finding that their Cu ii lines yielded LTE abun-
dances consistent with non-LTE calculations for optical
Cu i lines. For completeness, we note that Zn can only
be detected via resonance lines of Zn i and Zn ii in the
UV in the most metal-poor stars (Roederer et al. 2016b).
Here, we present a fresh reanalysis of Cu i and ii and
Zn i and Zn ii lines in six stars with high-quality UV
spectra. We minimize systematic effects by (1) select-
ing stars with a limited range of effective temperatures
(Teff) and surface gravities (log g); (2) rederiving stel-
lar parameters and metallicities by a consistent method;
and (3) analyzing the lines in a consistent manner with
the same atomic line data, grid of model atmospheres,
and line analysis code. This enables us to assess the re-
liability of LTE calculations for Cu i and Zn i lines in
warm, metal-poor stars and check the reliability of the
non-LTE calculations.
Throughout this work, we adopt the standard nomen-
clature for elemental abundances and ratios. For el-
ement X, the absolute abundance is defined as the
number of X atoms per 1012 H atoms, log (X) ≡
log10(NX/NH)+12.0. For elements X and Y, the
abundance ratio relative to the Solar ratio is defined
as [X/Y] ≡ log10(NX/NY) − log10(NX/NY). We
adopt the Solar photospheric abundances of Asplund
et al. (2009): log (Fe) = 7.50, log (Cu) = 4.19, and
log (Zn) = 4.56. By convention, abundances or ra-
tios denoted with the ionization state are understood
to be the total elemental abundance as derived from
transitions of that particular ionization state after Saha
ionization corrections have been applied.
2. OBSERVATIONS
We download UV spectra from the Mikulski Archive
for Space Telescopes (MAST). These spectra were col-
lected using the Space Telescope Imaging Spectrograph
(STIS; Kimble et al. 1998; Woodgate et al. 1998) on
board the Hubble Space Telescope (HST ). We consider
a star for inclusion in the sample if extant R ∼ 30,000 or
R ∼ 114,000 spectra cover at least 2037 ≤ λ ≤ 2127 A˚,
where the Cu ii and Zn ii lines are found. Inspection of
the data reveals that stars that are warm (Teff > 5600 K)
and metal-poor ([Fe/H] < −1.0 or so) with R ∼ 114,000
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spectra provide tolerable levels of line blending and a
reliable estimate of the local continuum. The STIS
R ∼ 114,000 observations were made using the E230H
echelle grating, the 0.′′09 × 0.′′2 slit, and the NUV Multi-
anode Microchannel Array detector. The six stars meet-
ing these criteria are listed in Table 1 along with the in-
strument, program identification (ID) number, datasets,
principle investigator (PI), resolving power, and signal-
to-noise (S/N) ratio per pixel in the continuum at a
reference wavelength.
We supplement the UV spectra with high-resolution
optical spectra downloaded from online archives, includ-
ing the European Southern Observatory (ESO) Science
Archive Facility and the Keck Observatory Archives
(KOA). These data were collected with the Ultravio-
let and Visual Echelle Spectrograph (UVES; Dekker et
al. 2000) on the Very Large Telescope, the High Accu-
racy Radial velocity Planet Searcher (HARPS; Mayor et
al. 2003) on the ESO 3.6 m Telescope at La Silla, and
the High Resolution Echelle Spectrometer (HIRES; Vogt
et al. 1994) on the Keck I Telescope. Table 1 lists the
instrument, program ID number, PI, resolving power,
and S/N ratio associated with these data. An optical
spectrum of one star was collected previously using the
Robert G. Tull Coude´ Spectrograph (Tull et al. 1995)
at the Harlan J. Smith Telescope at McDonald Obser-
vatory (see details in Roederer et al. 2014a). The Mc-
Donald Observatory does not have an online archive,
and this spectrum may be obtained by contacting IUR
directly.
3. STELLAR PARAMETERS
3.1. Fe Lines
We compile a list of Fe i lines with reliable oscillator
strengths from the National Institute of Standards and
Technology (NIST) Atomic Spectral Database (ASD;
Kramida et al. 2017b) with grades C or better (≤ 25%
uncertainty, or 0.12 dex). These log gf values mainly
come from work by O’Brian et al. (1991). We supple-
ment this list with results from recent laboratory studies
by Den Hartog et al. (2014) and Ruffoni et al. (2014),
whose uncertainties are generally reliable to better than
5% (0.02 dex). We discard any Fe i lines with lower ex-
citation potential (E.P.) levels less than 1.2 eV, because
previous studies have shown that these lines may yield
higher-than-average abundances in metal-poor dwarfs
and giants (e.g., Cayrel et al. 2004; Cohen et al. 2008,
2013; Lai et al. 2008; Bergemann et al. 2012).
We adopt log gf values for Fe ii lines from Mele´ndez
& Barbuy (2009). Their values for the Fe ii lines in our
study were obtained by renormalizing relative theoreti-
cal log gf values within a given multiplet to an absolute
scale set by laboratory measurements of the upper level
lifetime. We also discuss consideration of an alternative
set of Fe ii log gf values from NIST, with log gf grades
C or better, in Section 3.2.
We measure equivalent widths (EWs) of Fe lines us-
ing a semi-automatic routine that fits Voigt or Gaussian
line profiles to continuum-normalized spectra (Roederer
et al. 2014a). We visually inspect each line, and any line
determined to be blended, suffer from uncertain contin-
uum placement, or otherwise compromised is discarded
from consideration. We retain 97–152 Fe i lines and 12–
17 Fe ii lines, spanning 3724–7749 A˚, and these lines and
our EW measurements are reported in Table 2.
3.2. Model Atmosphere Parameters
All stars in the sample are relatively bright and
nearby, so broadband photometry is readily available.
Optical and near-infrared magnitudes for these stars are
available in catalogs by Ducati (2002) and Munari et
al. (2014) for Johnson B and V , the Two Micron All
Sky Survey (2MASS; Cutri et al. 2003) for J , H, and
K; and Paunzen (2015) for Stro¨mgren-Crawford b and
y. We construct six colors with calibrated color-Teff
relations (B − V , V − J , V − H, V − K, J − K, and
b− y). We adopt reddening estimates from Casagrande
et al. (2011). These stars are located in the foreground
of the reddening layer, so E(B − V ) < 0.005 for all
six stars (see also Mele´ndez et al. 2010). We deredden
colors according to the extinction coefficients of McCall
(2004).
Parallaxes calculated from the Tycho-2 Gaia Astro-
metric Solution (Gaia Data Release 1; Gaia Collabora-
tion et al. 2016) are available for 5 stars in the sample.
A parallax measurement for the other star (HD 84937)
is available from the Hipparcos re-reduction by van
Leeuwen (2007). For the other five stars, the Hippar-
cos and Tycho-2/Gaia parallaxes agree to better than
their 1.6σ combined uncertainties.
We adopt Teff values calculated from the Casagrande
et al. (2010) metallicity-dependent color-Teff calibra-
tions. For each star, the final Teff is determined using a
Monte Carlo resampling method. We draw 104 samples
from each input parameter (magnitudes, reddening, and
metallicity). We assume Gaussian uncertainties, includ-
ing conservative minimum uncertainties of 0.02 mag in
magnitude, 0.02 mag in E(B−V ), and 0.3 dex in metal-
licity. Each calculation is self-consistent and uses the
same set of input draws, and we adopt the median of the
final distribution as Teff . We estimate the uncertainty
as the quadrature sum of the standard deviation of the
Casagrande et al. Teff distribution and the standard de-
viation of the Teff values predicted by the Casagrande
et al., Alonso et al. (1999), and Ramı´rez & Mele´ndez
(2005) color-Teff calibrations. We report these values in
Table 3.
We calculate log g from fundamental relations:
log g = 4 log Teff + log(M/M)− 10.61 + 0.4(BCV
+V − 5 log d+ 5− 3.1E(B − V )−Mbol,).(1)
Here, M is the mass of the star (Casagrande et al.
2010), BCV is the bolometric correction in the V band
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Table 1. Characteristics of Archival UV and Optical Spectra
Star Instrument Program ID Datasets PI R S/Na
UV Spectra
HD 19445 STIS GO-14672 OD65A1010-A8030 Peterson 114,000 50
HD 76932 STIS GO-9804 O8P201010-02040 Duncan 114,000 55
HD 84937 STIS GO-14161 OCTKA0010-AD030 Peterson 114,000 45
HD 94028 STIS GO-8197 O5CN01010-03040 Duncan 114,000 65
HD 140283 STIS GO-7348 O55Z01030-01050, O55Z02010 Edvardsson 114,000 45
HD 160617 STIS GO-8197 O5CN04010-54050 Duncan 114,000 25
Optical Spectra
HD 19445 HIRES H283Hr · · · Boesgaard 49,000 550
HD 76932 UVES 67.D-0439(A) · · · Primas 49,600; 57,000b 310
HD 84937 HIRES C314Hr · · · Gal-Yam 49,000 190
HD 94028 Tull c · · · Roederer 30,000 140
HD 140283 UVES 67.D-0439(A) · · · Primas 49,600 · · ·
HARPS 080.D-0347(A) Heiter 115,000 230
HD 160617 UVES 65.L-0507(A) · · · Primas 49,600 · · ·
HIRES H6aH Boesgaard 49,000 160
aS/N values are given at 2100 A˚ and 5000 A˚ for the UV and optical spectra, respectively
b Values for the blue and red components of the spectrum
c See Roederer et al. (2014a) for observational details
Table 2. Fe Lines and EWs
Star Species λ E.P. log gf EW
(A˚) (eV) (mA˚)
HD19445 FeI 4001.66 2.18 −1.90 12.1
HD19445 FeI 4005.24 1.56 −0.61 87.9
HD19445 FeI 4009.71 2.22 −1.25 31.0
Note—The complete version of Table 2 is available in the
online edition of the journal. A sample is shown here to
illustrate its form and content.
(Casagrande & VandenBerg 2014), V is the apparent
magnitude, and d is the distance in pc, which is calcu-
lated from the parallax measurement. Mbol, is the So-
lar bolometric magnitude, 4.75, and the constant 10.61
is calculated from the Solar constants log Teff = 3.7617
and log g = 4.438. We draw 104 samples from each of
these input parameters. The median of these calcula-
tions gives the log g value, and their standard deviation
gives the uncertainty. We report these values in Table 3.
The Teff and log g values for these stars place them on
the main sequence or slightly evolved beyond the turnoff
point.
We interpolate model atmospheres from the α-
enhanced ATLAS9 grid of models (Castelli & Ku-
rucz 2003), using an interpolation code provided by
A. McWilliam (2009, private communication). We de-
rive Fe abundances using a recent version of the LTE
line analysis software MOOG (Sneden 1973; 2017 ver-
sion). Rayleigh scattering, which affects the continuous
opacity at shorter wavelengths, is treated as isotropic,
coherent scattering as described in Sobeck et al. (2011).
We adopt damping constants for collisional broadening
with neutral hydrogen from Barklem & O’Mara (2000)
and Barklem & Aspelund-Johansson (2005), when avail-
able, otherwise we adopt the standard Unso¨ld (1955)
recipe, except as noted in Section 4.1.
We iteratively determine the microturbulent velocity,
vt, and model metallicity, [M/H]. Lines yielding an
abundance more than 0.4 dex from the mean are culled.
Convergence is reached when there is no dependence be-
tween line strength and abundance derived from Fe i
lines, and when the input [M/H] agrees with the derived
[Fe/H] ratios to within 0.1 dex. Metallicity uncertainties
are estimated by drawing 250 samples of model parame-
ters and EWs from normal distributions, assuming a 5%
uncertainty in each EW measurement. We recompute
the abundance for each set, and the standard deviation
of the results is adopted as the uncertainty. These values
are also listed in Table 3.
The agreement between Fe abundances derived from
Fe i and Fe ii lines is superb. The mean difference, in the
sense of [Fe ii/H]−[Fe i/H], is +0.02 ± 0.02 (σ = 0.05).
Our method of deriving model parameters and Fe abun-
dances does not enforce Boltzmann excitation equilib-
rium or Saha ionization equilibrium, so this agreement
does not result by construction. Instead, when Fe i lines
with E.P. < 1.2 eV are excluded, departures from LTE
in neutral Fe are relatively small for the stars in this
sample. This matches predictions from non-LTE calcu-
lations, which show that most Fe ii lines are essentially
in LTE and the amount of Fe i over-ionization has a mi-
Cu II and Zn II Lines in Late-Type Stars 5
Table 3. V Magnitudes, Model Atmosphere Parameters, and Derived Iron Abundances
Star V Teff log g vt [M/H] [Fe i/H] [Fe ii/H] [Fe ii/H]−[Fe i/H]
(mag) (K) [cgs] (km s−1)
HD 19445 8.06 6070 ± 76 4.44 ± 0.14 1.60 ± 0.10 −2.2 ± 0.1 −2.12 ± 0.05 −2.15 ± 0.04 −0.03 ± 0.07
HD 76932 5.86 5945 ± 93 4.17 ± 0.11 1.10 ± 0.10 −1.0 ± 0.1 −0.95 ± 0.07 −0.95 ± 0.06 +0.00 ± 0.10
HD 84937 8.32 6427 ± 93 4.14 ± 0.14 1.45 ± 0.10 −2.2 ± 0.1 −2.16 ± 0.06 −2.11 ± 0.05 +0.05 ± 0.07
HD 94028 8.22 6097 ± 74 4.34 ± 0.14 1.30 ± 0.10 −1.6 ± 0.1 −1.52 ± 0.05 −1.53 ± 0.05 −0.01 ± 0.07
HD 140283 7.22 5766 ± 64 3.64 ± 0.13 1.30 ± 0.10 −2.6 ± 0.1 −2.59 ± 0.05 −2.50 ± 0.05 +0.09 ± 0.06
HD 160617 8.74 6050 ± 67 3.91 ± 0.13 1.50 ± 0.10 −1.9 ± 0.1 −1.89 ± 0.04 −1.84 ± 0.04 +0.05 ± 0.06
nor impact (. 0.1 dex) in warm, metal-poor stars (e.g.,
Mashonkina et al. 2011; Bergemann et al. 2012; Sitnova
et al. 2015).
However, the choice of which log gf scale to adopt for
Fe ii lines plays a significant role in determining the level
of agreement. The NIST log gf values for Fe ii decrease
the [Fe ii/H] ratios by 0.09–0.15 dex, and the average
[Fe ii/H]−[Fe i/H] would be −0.10 ± 0.03 (σ = 0.07).
The NIST log gf values for the Fe ii lines in our study
have typical uncertainties of 0.12 dex, so the differences
between the NIST and Mele´ndez & Barbuy (2009) log gf
scales are within the stated uncertainties. We trust that
future laboratory work may help to improve these val-
ues. In the meantime, we note that the key results of the
present study, the [Cu ii/Cu i] and [Zn ii/Zn i] ratios,
are calculated independently from the [Fe/H] ratios.
3.3. Comparison with Previous Results
We now compare our Teff , log g, and [Fe/H] values
with those from previous work. We select studies for
comparison that have at least three stars in common
with our sample. We also require that the previous
study derived at least one of the ratios [Cu/Fe] or
[Zn/Fe] for each star, which we use for further com-
parisons in Section 4.3. Six studies meet these criteria:
Sneden et al. (1991), Mishenina & Kovtyukh (2001) and
Mishenina et al. (2002) (considered as one), Bihain et
al. (2004), Nissen et al. (2007), Roederer (2012), and
Bensby et al. (2014).
For HD 19445, HD 76932, HD 84937, HD 94028,
HD 140283, and HD 160617, this results in a total num-
ber of stellar parameter comparisons of 3, 5, 5, 4, 6,
and 2 stars, respectively. We find no evidence that
our values differ substantially from previous work. The
differences between our Teff , log g, and [Fe/H] values
all agree to better than 2 standard deviations of the
mean of those from previous studies for all stars except
HD 160617. Only two previous studies meet our criteria
for HD 160617, Nissen et al. (2007) and Bensby et al.
(2014). Our Teff value is in good agreement with previ-
ous work. The log g and [Fe/H] values of the two previ-
ous studies agree to within a few hundredths of a dex,
producing small standard deviations. Our log g value is
higher than their mean by only 0.06 dex, and our [Fe/H]
Table 4. Atomic Data for Cu
and Zn Lines
Species λ E.P. log gf
(A˚) (eV)
Cu i 3247.54 0.00 −0.05
3273.96 0.00 −0.35
5105.54 1.39 −1.50
5218.20 3.82 +0.26
Cu ii 2037.13 2.83 −0.23
2054.98 2.83 −0.29
2104.80 2.98 −0.51
2126.04 2.83 −0.23
Zn i 2138.56 0.00 +0.16
3075.90 0.00 −3.85
3302.58 4.03 −0.02
4680.14 4.01 −0.85
4722.15 4.03 −0.37
4810.53 4.08 −0.15
Zn ii 2062.00 0.00 −0.29
value is lower than their mean by only 0.12 dex. Both
of these are well within the combined uncertainties, and
we regard the stellar parameters of HD 160617 as also
being in agreement with previous work.
4. COPPER AND ZINC ABUNDANCE ANALYSIS
4.1. Cu and Zn Lines
Several Cu i and Zn i lines are found in the optical
part of the spectrum, while the Cu ii and Zn ii lines are
only found in the UV. Table 4 lists the wavelengths,
E.P., and log gf values for the lines used in this study.
We adopt the log gf values for the Cu i lines at 3247.54
and 3273.96 A˚ from NIST. Both values have grades of
AA, indicating uncertainties ≤ 1% (0.004 dex). The
log gf values of the Cu i lines at 5105.54 and 5218.20 A˚
each have C+ grades (< 18%, 0.09 dex), according to
NIST. Additional Cu i lines at 5700.24 and 5782.13 A˚
are not reliably detected in our spectra.
Roederer & Lawler (2012) evaluated the quality of
oscillator strengths available for seven Cu ii lines.
Kramida et al. (2017a) have released an updated critical
compilation of Cu ii oscillator strengths, which are in-
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cluded in the most recent NIST ASD update. The two
sets of oscillator strengths agree to within their stated
uncertainties, and we simply adopt the values recom-
mended by Roederer & Lawler. Four of these lines,
listed in Table 4, are detected in most of our spectra.
Roederer & Lawler (2012) also evaluated the oscilla-
tor strengths for Zn i lines commonly used in abundance
analyses of late-type stars, and we adopt those recom-
mended values. Their uncertainties range from 0.02 to
0.08 dex. We adopt the log gf value for the Zn i line at
2138.56 A˚ from NIST.
We adopt the log gf value for the Zn ii resonance line
at 2062.00 A˚ from the work of Bergeson & Lawler (1993),
who estimated an uncertainty of 0.03 dex. The other
Zn ii resonance line at 2025.48 A˚ is too blended to be
useful as an abundance indicator.
The Zn ii resonance line (4s 2S−4p 2Po) at 2062.00 A˚
is saturated in all stars in the sample, and its abun-
dance sensitivity is expressed through its damping
wings. We calculate the broadening of this line with
neutral hydrogen atoms using the Anstee, Barklem and
O’Mara (ABO) theory, originally developed for neutral
species (e.g., Anstee & O’Mara 1991, 1995; Barklem &
O’Mara 1997), and extended to singly-ionized species
by Barklem & O’Mara (1998). The neutral and singly-
ionized cases differ in that an approximation originally
due to Unso¨ld (1955) is not expected to be generally
valid for ions. Specifically, an energy debt parameter,
Ep, appearing in the ABO theory is approximated to
Ep = −4/9 atomic units for neutrals, but for ions it
is usually calculated in detail on a line-by-line basis.
However, such calculations require good knowledge of
the fundamental atomic data (wavelengths, oscillator
strengths) for transitions in the ion. Lack of such data
for Zn ii means that a detailed calculation of Ep is not
possible. Thus, we calculate the broadening with the
Unso¨ld approximation value, Ep = −4/9 atomic units.
Within this approximation we obtain the broadening
cross section at relative velocity v = 104 m/s to be
161 atomic units, with a velocity dependence parameter
α = 0.30 (see Anstee & O’Mara 1995). The log of the
line width (full width at half maximum) per perturber
at 104 K is −7.9394 rad s−1 cm3. Test calculations
reveal that the resonance line is not terribly sensitive
to this assumption. Doubling or halving the the value
of Ep, which roughly spans the range of values seen in
other atoms (Barklem & O’Mara 1998, 2000; Barklem
& Aspelund-Johansson 2005), leads to variation of the
cross section by at most 25%, and this is perhaps in-
dicative of the error in the calculated value. We note
that for Fe ii, Ep = −4/9 atomic units is in fact a
good approximation for the vast majority of levels (see
Figure 2 of Barklem & Aspelund-Johansson 2005).
Cu is an odd-Z element with two I = 3/2 isotopes,
63Cu and 65Cu, giving rise to hyperfine structure (HFS)
and isotope shifts (IS) that may impact the observed
line profiles and derived abundances. We adopt a So-
lar isotope mixture for Cu in our syntheses. For Cu i,
we adopt the HFS/IS patterns given by the Kurucz
(2011) database. No modern measurements of the IS,
magnetic dipole, or electric quadrupole are available for
the levels connected by our Cu ii transitions of inter-
est. Roederer & Lawler (2012) assembled trial HFS/IS
patterns from early work by Elbel et al. (1963) and El-
bel & Hu¨hnermann (1969) for the Cu ii line at 2126 A˚
to gauge the potential impact of neglecting the HFS/IS
on the derived abundances, and we repeat this exercise
here. For most stars, there is no discernible impact at
the 0.01 dex level. Only in the most metal-rich stars,
HD 76932 and HD 94028, do the HFS/IS component
patterns result in a mild abundance decrease, by 0.04
and 0.02 dex, respectively. Data are not available for the
other Cu ii lines of interest here. We conclude that the
derived Cu ii abundances in HD 76932 and HD 94028
could be overestimated by a few hundredths of a dex.
No HFS/IS component patterns are considered for any
Zn i or ii line.
4.2. Abundances
We derive abundances for all Cu and Zn lines by com-
paring the observed line profiles to MOOG synthetic
spectra with varied Cu or Zn abundances. We gener-
ate line lists using a modified version of the linemake
code (C. Sneden 2017, private communication), which
includes additional updates for UV transitions relevant
to late-type stellar spectra. This code replaces the Ku-
rucz (2011) line list entries with wavelengths, log gf val-
ues, molecular lines, and HFS/IS component patterns
from modern experimental work. Lawler et al. (2009,
2017) summarize the methods and limitations of these
laboratory efforts.
Abundances derived from individual Cu i and ii lines
are reported in Table 5, and abundances derived from in-
dividual Zn i and ii lines are reported in Table 6. Table 7
lists the mean Cu abundance ratios, and Table 8 lists the
mean Zn abundance ratios. The statistical uncertainty
estimates account for the impact of noise, uncertainties
in the continuum placement, minor blends, and log gf
values. The systematic uncertainty estimates account
for the impact of uncertainties in the model atmosphere
parameters. We estimate the systematic uncertainties
by recomputing the Cu or Zn abundances in a series of
250 trials, each with a different set of approximate Cu
or Zn EWs and model atmosphere parameters.
Figures 1 and 2 show the Cu and Zn lines used in
HD 84937. We do not use the Cu i lines at 3247 and
3273 A˚ when they saturate in cooler and more metal-
rich stars. We derive abundances from one or more Cu i
resonance lines and one or more high-excitation lines in
only two stars, but in these two cases we find no sig-
nificant abundance discrepancies. Commentary on indi-
vidual lines in the UV spectrum of HD 160617 may be
found in Section 5 of Roederer & Lawler (2012). One
Zn i line used in the present study, at 2138.56 A˚, was
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Table 5. Derived log  Abundances and Uncertainties for Individual Cu Lines
Star Cu i Cu ii
3247.54 A˚ 3273.96 A˚ 5105.54 A˚ 5218.20 A˚ 2037.13 A˚ 2054.98 A˚ 2104.80 A˚ 2126.04 A˚
HD 19445 1.17 ± 0.10 1.25 ± 0.10 · · · · · · 1.51 ± 0.10 1.55 ± 0.15 1.59 ± 0.15 1.57 ± 0.15
HD 76932 · · · 3.07 ± 0.20 3.07 ± 0.05 3.15 ± 0.10 3.13 ± 0.20 3.07 ± 0.20 3.17 ± 0.20 3.19 ± 0.25
HD 84937 1.15 ± 0.10 1.13 ± 0.05 · · · · · · 1.37 ± 0.20 1.39 ± 0.10 1.57 ± 0.20 1.47 ± 0.10
HD 94028 2.13 ± 0.25 2.09 ± 0.20 2.17 ± 0.20 · · · 2.27 ± 0.15 2.33 ± 0.15 2.45 ± 0.15 2.37 ± 0.15
HD 140283 0.57 ± 0.10 0.61 ± 0.05 · · · · · · · · · 0.99 ± 0.20 · · · 0.97 ± 0.10
HD 160617 1.31 ± 0.15 1.41 ± 0.10 · · · · · · 1.75 ± 0.15 1.81 ± 0.15 1.92 ± 0.15 1.83 ± 0.15
Note—The stated uncertainties reflect the quality of the fit to the line profile, including factors like noise, blending features, and
continuum placement.
Table 6. Derived log  Abundances and Uncertainties for Individual Zn Lines
Star Zn i Zn ii
2138.56 A˚ 3075.90 A˚ 3302.58 A˚ 4680.14 A˚ 4722.15 A˚ 4810.53 A˚ 2062.00 A˚
HD 19445 2.68 ± 0.20 2.84 ± 0.25 2.58 ± 0.20 2.68 ± 0.15 2.64 ± 0.10 2.62 ± 0.05 2.68 ± 0.15
HD 76932 3.80 ± 0.25 · · · 3.64 ± 0.20 3.80 ± 0.10 3.84 ± 0.05 3.84 ± 0.05 3.82 ± 0.10
HD 84937 · · · 2.74 ± 0.20 2.82 ± 0.15 · · · 2.52 ± 0.10 2.56 ± 0.10 2.58 ± 0.15
HD 94028 3.30 ± 0.20 · · · 3.22 ± 0.15 3.20 ± 0.10 3.20 ± 0.05 3.22 ± 0.05 3.34 ± 0.15
HD 140283 2.18 ± 0.20 2.30 ± 0.15 2.14 ± 0.15 2.08 ± 0.20 2.24 ± 0.05 2.16 ± 0.05 2.30 ± 0.15
HD 160617 2.99 ± 0.15 2.93 ± 0.10 2.82 ± 0.10 2.73 ± 0.20 2.82 ± 0.05 2.79 ± 0.05 2.94 ± 0.15
Note—The stated uncertainties reflect the quality of the fit to the line profile, including factors like noise, blending
features, and continuum placement.
Table 7. Derived Cu Abundance Ratios
Star [Cu i/H] [Cu i/Fe i] [Cu ii/H] [Cu ii/Fe ii] [Cu ii/H]−[Cu i/H]
± stat. ± sys. ± stat. ± sys. ± stat. ± sys. ± stat. ± sys. ± stat. ± sys.
HD 19445 −2.98 ± 0.09 ± 0.11 −0.86 ± 0.10 ± 0.12 −2.65 ± 0.14 ± 0.05 −0.50 ± 0.14 ± 0.06 +0.33 ± 0.16 ± 0.12
HD 76932 −1.10 ± 0.23 ± 0.10 −0.15 ± 0.24 ± 0.12 −1.05 ± 0.19 ± 0.07 −0.10 ± 0.20 ± 0.09 +0.04 ± 0.29 ± 0.12
HD 84937 −3.06 ± 0.09 ± 0.10 −0.88 ± 0.09 ± 0.12 −2.75 ± 0.18 ± 0.05 −0.64 ± 0.19 ± 0.07 +0.31 ± 0.19 ± 0.11
HD 94028 −2.07 ± 0.16 ± 0.11 −0.54 ± 0.17 ± 0.12 −1.85 ± 0.16 ± 0.05 −0.32 ± 0.17 ± 0.07 +0.22 ± 0.23 ± 0.12
HD 140283 −3.59 ± 0.06 ± 0.09 −1.00 ± 0.08 ± 0.10 −3.21 ± 0.28 ± 0.05 −0.71 ± 0.29 ± 0.07 +0.38 ± 0.29 ± 0.10
HD 160617 −2.81 ± 0.10 ± 0.12 −0.92 ± 0.11 ± 0.13 −2.38 ± 0.16 ± 0.04 −0.54 ± 0.17 ± 0.06 +0.44 ± 0.19 ± 0.13
Note—The statistical uncertainties (“stat.”) include contributions from line fitting and log gf values. The systematic uncertainties
(“sys.”) include contributions from uncertainties in the model atmosphere parameters.
not discussed there. This line is blended with a Ni ii
line at 2138.58 A˚. Fedchak & Lawler (1999) report an
experimental log gf for this Ni ii line. The influence of
this blending feature is minimal at low metallicity. Even
in higher-metallicity stars, however, the high resolving
power of the STIS E230H spectra enables us to derive
abundances from the blue (short) side of the Zn i line
that is largely unaffected by the blend with Ni ii. This
line yields abundances in good agreement with those de-
rived from Zn i lines in the optical spectrum, as can be
inferred from Table 6.
4.3. Comparison with Previous Results
We now compare our derived [Cu/Fe] and [Zn/Fe] ra-
tios with the previous studies listed in Section 3.3. For
[Cu/Fe] in HD 19445, HD 76932, HD 84937, HD 94028,
HD 140283, and HD 160617, this results in a total of 2,
3, 1, 2, 1, and 1 derivations in comparison stars. For
[Zn/Fe], the same six stars have a total of 3, 5, 4, 4,
5, and 2 derivations in comparison stars. Our derived
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Table 8. Derived Zn Abundance Ratios
Star [Zn i/H] [Zn i/Fe i] [Zn ii/H] [Zn ii/Fe ii] [Zn ii/H]−[Zn i/H]
± stat. ± sys. ± stat. ± sys. ± stat. ± sys. ± stat. ± sys. ± stat. ± sys.
HD 19445 −1.92 ± 0.07 ± 0.05 +0.20 ± 0.09 ± 0.07 −1.88 ± 0.24 ± 0.06 +0.27 ± 0.24 ± 0.07 +0.04 ± 0.25 ± 0.08
HD 76932 −0.73 ± 0.06 ± 0.06 +0.22 ± 0.09 ± 0.09 −0.74 ± 0.20 ± 0.07 +0.21 ± 0.20 ± 0.09 −0.01 ± 0.21 ± 0.09
HD 84937 −1.95 ± 0.09 ± 0.06 +0.23 ± 0.11 ± 0.09 −1.98 ± 0.24 ± 0.09 +0.13 ± 0.25 ± 0.10 −0.03 ± 0.26 ± 0.11
HD 94028 −1.35 ± 0.06 ± 0.04 +0.18 ± 0.08 ± 0.06 −1.22 ± 0.24 ± 0.06 +0.31 ± 0.25 ± 0.08 +0.13 ± 0.25 ± 0.07
HD 140283 −2.37 ± 0.06 ± 0.05 +0.22 ± 0.08 ± 0.07 −2.26 ± 0.24 ± 0.08 +0.24 ± 0.25 ± 0.09 +0.11 ± 0.26 ± 0.09
HD 160617 −1.74 ± 0.06 ± 0.05 +0.15 ± 0.07 ± 0.06 −1.62 ± 0.24 ± 0.07 +0.22 ± 0.24 ± 0.08 +0.12 ± 0.25 ± 0.09
Note—The statistical uncertainties (“stat.”) include contributions from line fitting and log gf values. The systematic uncertainties
(“sys.”) include contributions from uncertainties in the model atmosphere parameters.
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Figure 1. Comparison of observed and synthetic spectra for Cu i and ii lines in HD 84937. The observed spectra are marked
by filled squares. The red line marks the best-fit model spectrum, the gray lines mark the ± 1σ uncertainties, and the black
line marks a model spectrum with no Cu present.
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Figure 2. Comparison of observed and synthetic spectra for Zn i and ii lines in HD 84937. The observed spectra are marked
by filled squares. The red line marks the best-fit model spectrum, the gray lines mark the ± 1σ uncertainties, and the black
line marks a model spectrum with no Zn present. An additional Zn i line at 3302.94 A˚ is marginally discernible in the upper
right panel. This line is too weak and blended to use as an abundance indicator. The lower right panel shows a zoom-in around
the Zn ii line at 2062.00 A˚.
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abundance ratios agree well in most cases, within 2 stan-
dard deviations of the mean of previous analyses.
One exception is [Cu/Fe] in HD 19445. We de-
rive [Cu/Fe] = −0.86 ± 0.16 from Cu i lines, whereas
Mishenina et al. (2002) derived −0.54 ± 0.10. We use
the two Cu i resonance lines in the blue part of the spec-
trum, while Mishenina et al. used three high-excitation
Cu i lines in the red part of the spectrum. None of
these high-excitation lines is visible in our HIRES spec-
trum. Mishenina et al. did not report the log gf values
adopted, so we cannot compare these with our own. The
only other study that derived [Cu/Fe] in HD 19445, Bi-
hain et al. (2004), found [Cu/Fe] = −0.65 ± 0.14 based
on the resonance lines in the blue. Their result is con-
sistent with both Mishenina et al. and us, so we do not
regard this as a serious discrepancy.
The other exception, formally, is [Zn/Fe] in HD 84937.
We derive [Zn/Fe] = +0.23 ± 0.14 from Zn i lines.
Previously, Sneden et al. (1991) derived [Zn/Fe] =
+0.14 ± 0.10, Mishenina et al. (2002) derived [Zn/Fe] =
+0.09 ± 0.11, Nissen et al. (2007) derived [Zn/Fe] =
+0.06 ± 0.06, and Bensby et al. (2014) derived
[Zn/Fe] = +0.11 ± 0.27. We are aware of one ad-
ditional derivation of the [Zn/Fe] ratio in HD 84937,
+0.16 ± 0.08 (Sneden et al. 2016). Our result agrees
with four of these five previous studies, so we are not
concerned about the [Zn/Fe] ratio in HD 84937.
We noted in Section 1 the discrepancy between the
non-LTE calculations of Yan et al. (2015) and An-
drievsky et al. (2018) for the Cu i line at 5105 A˚ in
HD 94028, the only line and star common to the two
studies. From their tables and discussion, we infer non-
LTE log (Cu) abundances of 2.37 (Yan et al.) and 2.63
(Andrievsky et al.) for this line. Our log  abundance
inferred from the four Cu ii lines in HD 94028 is 2.34,
which favors the Yan et al. value. Further evaluation
of the two sets of non-LTE calculations must await the
availability of additional lines in more stars in common.
Four previous studies have also examined Cu ii or
Zn ii lines in one or two stars each per study. Roed-
erer & Lawler (2012) derived [Cu ii/Fe] and [Zn ii/Fe]
in HD 160617, Roederer (2012) derived [Zn ii/Fe] in
HD 94028 and HD 140283, Roederer et al. (2016a) rean-
alyzed both [Cu ii/Fe] and [Zn ii/Fe] in HD 94028, and
Andrievsky et al. (2018) derived [Cu ii/Fe] in HD 84937
and HD 140283. Our ratios agree in all cases with those
derived by previous analyses within their mutual 1σ un-
certainties. The same STIS spectra were used in all of
these studies, so it is reassuring that there is good agree-
ment.
5. DISCUSSION
5.1. Copper
Figure 3 illustrates the Cu abundances derived in
this study. The top panel of Figure 3 compares the
[Cu/Fe] ratios derived from neutral lines with a repre-
sentative selection of previous studies from the litera-
ture. The references are listed in the caption to Fig-
ure 3. We make no attempt to distinguish among stars
in different Galactic components or to correct for dif-
ferences in the atomic data or lines used by different
authors. For consistency with the present sample, only
relatively warm (Teff > 5600 K) subgiant or main se-
quence stars are included. Our derived [Cu/Fe] ratios
trace the trends found in metal-poor stars in the Solar
neighborhood, as revealed by previous studies. There
is a plateau at [Cu/Fe] = −0.92 ± 0.04 for the four
stars in our sample with [Fe/H] < −1.8, a gradual in-
crease of [Cu/Fe] with increasing metallicity, and an-
other plateau at [Cu/Fe] ≈ −0.1 for comparison stars
with [Fe/H] > −0.8.
The middle panel of Figure 3 illustrates the [Cu/Fe]
ratios derived from singly-ionized lines. The overall
trend among stars with [Fe/H] . −1 is shifted up by
a few tenths of a dex relative to the trend found when
using neutral lines. The [Cu/Fe] ratios remain sub-
Solar in the lowest metallicity stars, and the plateau, if
such a description is appropriate, is found at [Cu/Fe] =
−0.60 ± 0.05 for the four stars in our sample with
[Fe/H] < −1.8. The trend of increasing [Cu/Fe] with
increasing metallicity remains, although the magnitude
of the slope is reduced. The [Cu/Fe] ratio in the most
metal-rich star in our sample, HD 76932, remains con-
sistent with the Solar ratio.
The bottom panel of Figure 3 shows two sets of values
on the same axes, and we propose that these two quan-
tities probe the same effect. The black squares show the
difference (∆) between the [Cu/H] ratios derived from
ionized lines and neutral lines in our study. The mag-
nitude of the difference is greatest in the lowest metal-
licity stars (+0.36 ± 0.06 dex), and it decreases toward
higher metallicities. We interpret the difference shown
in the bottom panel as evidence of the over-ionization
of neutral Cu in warm, metal-poor stars, which leads to
an under-prediction of the Cu abundance in LTE. The
open diamonds and circles in the bottom panel of Fig-
ure 3 show the theoretical non-LTE corrections for Cu i
lines calculated by Yan et al. (2015) and Andrievsky et
al. (2018). The sign and magnitude of the non-LTE cor-
rections generally match our empirical measurements of
the differences between abundances derived from Cu ii
and Cu i lines, although the Andrievsky et al. non-LTE
calculations predict slightly larger corrections at the low-
est metallicities studied. We are encouraged by the over-
all agreement, and we propose that these observational
signatures generally validate the theoretical calculations
for warm stars by Yan et al. and Andrievsky et al.
5.2. Zinc
Figure 4 illustrates the our derived [Zn/Fe] ratios. A
representative selection of [Zn/Fe] ratios from previous
studies of warm, metal-poor stars is shown for compari-
son. The top panel shows the ratios derived from neutral
lines. The six stars in our sample exhibit a consistent
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Figure 3. Derived Cu abundances. The top panel shows
[Cu/Fe] derived from Cu i and Fe i lines for the stars in our
sample, which are designated by filled squares. The sam-
ples of Yan et al. (2015) and Andrievsky et al. (2018) are
designated by open diamonds and circles. A representative
selection of other literature studies of disk and halo stars
is designated by small gray circles. These data are drawn
from Sneden et al. (1991), Mishenina & Kovtyukh (2001);
Mishenina et al. (2002), Reddy et al. (2003, 2006), Bihain
et al. (2004), Lai et al. (2008), Nissen & Schuster (2011),
and Ishigaki et al. (2013). The middle panel shows [Cu/Fe]
derived from Cu ii and Fe ii lines for the stars in our sam-
ple. Two stars analyzed by Andrievsky et al., one star an-
alyzed by Roederer & Lawler (2012), and one star analyzed
by Roederer et al. (2016a) are also shown. The bottom panel
compares our [Cu ii/Cu i] ratios with the Cu i non-LTE cor-
rections presented by Yan et al. and Andrievsky et al. Note
that the [Cu ii/Cu i] ratios in the bottom panel are calculated
from the [Cu/H] ratios, so they are not a simple difference of
the [Cu/Fe] ratios shown in the top panels. The dotted line
in all panels represents the Solar [Cu/Fe] ratio.
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Figure 4. Derived Zn abundances. The top panel shows
[Zn/Fe] derived from Zn i and Fe i lines for the stars in our
sample, which are designated by filled squares. The sample
reanalyzed by Takeda et al. (2005) is designated by open dia-
monds. A representative selection of other literature studies
of disk and halo stars is designated by small gray circles.
These data are drawn from Sneden et al. (1991), Mishenina
& Kovtyukh (2001), Mishenina et al. (2002), Reddy et al.
(2003, 2006), Bihain et al. (2004), Nissen et al. (2007), Lai
et al. (2008), Nissen & Schuster (2011), Ishigaki et al. (2013),
and Bensby et al. (2014). The middle panel shows [Zn/Fe]
derived from Zn ii and Fe ii lines for the stars in our sam-
ple. Three stars (re)analyzed by Roederer (2012), Roederer
& Lawler (2012), and Roederer et al. (2016a) are also shown.
The bottom panel compares our [Zn ii/Zn i] ratios with the
Zn i non-LTE corrections presented by Takeda et al. Note
that the [Zn ii/Zn i] ratios in the bottom panel are calculated
from the [Zn/H] ratios, so they are not a simple difference of
the [Zn/Fe] ratios shown in the top panels. The dotted line
in all panels represents the Solar [Zn/Fe] ratio.
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enhancement of [Zn/Fe] = +0.19 ± 0.02. As in the case
of Cu, the stars in our sample outline the general trends
found in the stars with similar metallicity in the com-
parison samples.
The middle panel of Figure 4 shows the [Zn/Fe] ra-
tios derived from ionized lines. The mean [Zn/Fe] ratio
is +0.23 ± 0.04. No trends with metallicity are appar-
ent, and the results are in good agreement with previous
work.
The black squares in the bottom panel of Figure 4
mark the difference (∆) between the [Zn/H] ratios de-
rived from ionized lines and neutral lines in our study.
The mildly enhanced [Zn ii/Zn i] ratios found in this
study are not significant in any given star. Considering
all six stars as representatives of a single population,
if such a simplification is appropriate, yields a mean
[Zn ii/Zn i] ratio of +0.06 ± 0.04 dex, which is also not
significant. The overall good agreement in the mean off-
sets may suggest that our uncertainty estimates are too
conservative. The open diamonds in the bottom panel
of Figure 4 mark Zn i non-LTE corrections from Takeda
et al. (2005). The non-LTE effects in Zn i are predicted
to be small, < 0.1 dex, and match the differences found
by our study.
The agreement between these two quantities is per-
haps not surprising. The first ionization potential of Zn
is 9.39 eV, approximately 1.5 eV higher than the next-
highest Fe-group element (Fe, 7.90 eV; Morton 2003),
and considerably higher than the first ionization po-
tential of Cu (7.73 eV). A substantial fraction of Zn
atoms in the atmospheres of these warm stars is ex-
pected to remain neutral (≈ 5–50%; Roederer & Lawler
2012; Sneden et al. 2016), in contrast to other Fe-group
elements (∼ 0.1–5%; Sneden et al.). Any over-ionization
of neutral Zn has less impact on the derived abundances.
Photon pumping, the bound-bound equivalent of over-
ionization, has been shown to have a notable impact on
the level populations of UV resonance Fe ii lines (Cram
et al. 1980; Shchukina et al. 2005). If a similar effect
occurs for the Zn ii UV resonance lines, it would exac-
erbate the good agreement in abundances derived from
Zn i and ii lines. We conclude that any such photon
pumping in the Zn ii resonance line at 2062 A˚ is mini-
mal.
5.3. HD 84937: a Complete Census of Fe-Group
Elements from Majority Species
Sneden et al. (2016) derived abundances for Sc
through Ni from 1,158 lines of neutral and singly-ionized
species (except for Sc i, for which no lines were avail-
able) in UV and optical spectra of HD 84937, which
is among the UV-brightest metal-poor stars in the sky.
One of the key results of that study was that LTE abun-
dance calculations for most lines of neutral and ionized
species yielded statistically identical results for all ele-
ments from Ti (Z = 22) to Ni (Z = 28). This implies
that deviations from LTE cannot be too large among the
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Figure 5. Comparison of [X/Fe] ratios for elements in
the Fe group of HD 84937. The blue circles indicate ratios
derived from lines of neutral species, and the red squares
indicate ratios derived from lines of singly-ionized species.
The data from Sc to Ni are taken from Sneden et al. (2016),
and the data for Cu and Zn are derived in the present study.
The dotted line marks the Solar ratio.
Fe-group elements in the atmosphere of HD 84937 and
presumably other stars with similar stellar parameters
and metallicity.
Sneden et al. (2016) also derived [Cu/Fe] and [Zn/Fe]
from neutral species only, because no spectrum covering
the Cu ii and Zn ii lines was available at the time. The
combined results of Sneden et al. and our work are shown
in Figure 5. To the best of our knowledge, HD 84937 is
the first metal-poor star whose complete Fe-group (21 ≤
Z ≤ 30) pattern has been derived from the majority (i.e.,
singly ionized) species of each element.
Our results extend this good agreement to Zn. The
[Zn/Fe] ratio derived from 4 neutral lines is determined
to a precision of 0.14 dex. The large abundance uncer-
tainty, 0.25 dex, associated with a single, saturated UV
resonance line of Zn ii could mask moderate deviations
from LTE. There is no evidence, however, for deviations
larger than ≈ 0.1 dex at present.
Cu is the exception to the good agreement estab-
lished by other Fe-group species. However, the dis-
agreement is only moderately significant, [Cu ii/Cu i]
= 0.31 ± 0.22 dex, and it is not apparent in Figure 5,
where the Fe abundances are folded into the [Cu/Fe]
ratios. The uncertainty is dominated by the statistical
uncertainty in measuring Cu ii lines, and it is unlikely
that significantly higher S/N spectra can be obtained
for HD 84937 or other stars like it in the foreseeable fu-
ture. The consistent results for Cu i obtained from other
metal-poor stars in our sample suggest that it is likely
that LTE calculations underestimate the abundance de-
rived from Cu i lines in HD 84937.
Cu II and Zn II Lines in Late-Type Stars 13
6. SUMMARY
We examine archival UV and optical spectra of six
warm (5766≤ Teff ≤ 6427 K), metal-poor (−2.50≤ [Fe/H]≤
−0.95) dwarf and subgiant (3.64 ≤ log g ≤ 4.44) stars.
We analyze optical and UV lines from the neutral and
singly-ionized species of Fe, Cu, and Zn to assess the
differences that may result from over-ionization of the
minority neutral species in the atmospheres of these
stars.
We conclude that Cu abundances derived from Cu i
lines in warm, metal-poor stars may be underestimated
by≈ 0.36± 0.06 dex at the lowest metallicities, [Fe/H]<
−1.8. At higher metallicities the magnitude of the effect
lessens. Previous theoretical work by Yan et al. (2015)
and Andrievsky et al. (2018) suggests this underestima-
tion is caused by the non-LTE over-ionization of neutral
Cu. Our results validate those calculations, although the
Andrievsky et al. calculations may slightly overestimate
the magnitude of the non-LTE corrections at the low-
est metallicities. Additional observational comparisons
would help clarify this matter.
Abundances derived from Zn ii and Zn i differ by only
0.06 ± 0.04 dex on average, which is not significant. A
substantial fraction of neutral Zn is present, unlike in the
case of Cu, minimizing the impact of any over-ionization
of Zn. These results affirm the non-LTE calculations of
Takeda et al. (2005), which predict only small non-LTE
corrections for Zn i. Thus LTE abundances derived from
optical Zn i lines are essentially correct to better than
0.1 dex.
Our analysis of Cu ii and Zn ii lines in the metal-poor
([Fe/H] = −2.15) turnoff star HD 84937 complements
the extensive work of Sneden et al. (2016) to provide
a complete set of abundances for all Fe-group elements
(Sc through Zn) derived from the majority singly-ionized
species. The abundances derived from lines of neutral
and singly-ionized species in HD 84937 moderately dis-
agree for only one element, Cu. Roederer et al. (2018)
have begun to extend this approach on six additional
stars, including several analyzed in the present study.
We cannot understate the importance of access to a
high-resolution UV echelle spectrograph in space for this
work.
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