Methods of summation of Rogosinski and Bernstein.
In this note we shall discuss certain matrix methods of summation, though otherwise, §1 and §2 are not connected.
In this section, we shall study some properties of the method (B h ) where we say the series X)w" is summable (B h [2] , and more recently by Karamata [3 ; 4] .
Two methods (A) and (B) are equivalent, (A) = (B), when all series summable (A) are summable (B) to the same sum and inversely; on the other hand, the method (B) is more powerful than the method (A), (A) C (-B), when all series summable (^4) are summable (B) to the same sum.
In the paper of Karamata ) is more powerful than (G) [4] , Here we shall prove Karamata's theorem for \ < h; our proof will be simpler than that given in [3] .
The partial sums B n of the (B h ) method may be expressed, after easy calculations, in terms of <r v the partial sums of the (Ci) method. The transformation from a v to B n is regular and hence any (Ci)-summable series is summable (B h ) for all A, i.e., (d) C (B*).
Our main theorem is
In our proof we shall need a theorem of Agnew [1], which was rediscovered by Rado [10] . In the formulation of Rado, if the method (T):
We shall introduce the method (K c ) where
If we express the partial sums of (K c ) in terms of a v , the partial sums of (G)> i^ = (1 -C) . <T n -i + £<T w i w + 1 it follows at once from the theorem of Agnew that (K c ) = (Ci) if c > J. We shall now prove that (B h ) = (X 7 *) for /* > | and the proof of Theorem 1.1 will then follow.
Proof. We have where the prime means that the term with ju = v has the additional factor (1 -c). Substituting in B n , we obtain, with 6 = ir/2(n + h) and a = 1 -1/c,
and changing the order of summation in the first sum,
{cos tf -cos ( M + 1)0} + a n cos ?z0
Here, the expression in square brackets is (1 - Here, for the coefficient of K ny
We break the sum of the absolute values of the other coefficients into two parts, the second part of which is w-1
1-2a cos 6 +a 
Z>2<£+*(1).
Now we shall turn our attention to the first part of the sum Z>i< a n cos nd -a
As before 1 -2 a cos 0 + a 2 = c~2 + o(l/n), and therefore
f-TT"^.
(i -H)
Here we have assumed that a n = 0(1), that is, \a\ < 1. We shall proceed to
give an estimate of \a cos nd -cos(n + 1)0|. We have -K h \a cos nd -cos (n + 1)0| = a sm 2 n + h 2 n + h and so
Substituting the above estimate for \a cos nd -cos(n + 1)0| in our expression for D, we obtain 1 2>i< 2c c
To satisfy the theorem of Agnew, the absolute value of the coefficient of Kn must be greater than the sum of the absolute values of the other coefficients.
In our case, this is true if
If c = h, this reduces to Other results concerning the method (^4) have been obtained by Lorentz [7] and by Silverman and Szâsz [13] . We shall show that any bounded sequence summable (A) is convergent if and only if none of the roots of (2.1) lie on the unit circle. This will easily follow from Theorem 2.2 (the main theorem of this section), where we describe all (A)-summable sequences under the above hypotheses on the roots of (2.1).
We shall first prove La a J If we define t n -a n /a n , then part (i) of our theorem means that, for \a\ > 1" a n t n -> a implies to + h + . . . + t n -c + a n /a n , where (1 -a)a n -» a. (ii) Substituting the value of a n in (2.2) we have We now return to the method (A). The 6 y are first those a t with |«-*| < 1 and then the #i, a 2 , . . . , a k all taken with their multiplicities. There will be Wi transformations with b j = ai and so on.
The first m -m k+ \ + . . . + m t transformations are all equivalent to convergence by the theorem of Kubota, and therefore the convergence of a n will be equivalent to the convergence of o%. Hence, in proving our theorem we may assume that all \a\ > 1. For the first transformation al is a convergent sequence, and therefore f n t -f -f a n -ca\ -f <Jni c w -> (7 by Theorem 2.1 (i). If now we repeat this argument p times and use Theorem 2.1 (i), (ii), and (iii), we shall obtain as the final result expression (2.4) for s n . Conversely, substituting s n in the expression for (A), we see s n is (A) summable. This proves the theorem. We shall next prove a lemma that will enable us to prove a further theorem on methods of type (A). We shall show that if y n = 0(1) we have a contradiction. Assume the first / of the a% are all those having that modulus which is the maximum modulus of the a t that is M = |a 2 | = . We have, since y n -0(1), (2.6) P Ml (») + e ina >P" « + ...+ e*"'P" (n) = o{\).
We write Q* for the coefficients in 
