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Abstract-using an inequality for convex functions by Andrica and %a [l] (2.1), we point out 
a new inequality for log mappings and apply it in information theory for the Shannon entropy and 
mutual information. @ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
In 1996, Dragomir and Goh [2] p roved the following analytic inequality for the logarithmic map 
kd*). 
THEOREM 1. Let~~,pi>O(i=l,...,n)withC~=“=lpi=landb>l. Then 
cl L log, ( 1 2 PiEi - -g Pi l%b tii=l i=l 
(1.1) 
Equality holds iff & = . . . = En. 
They applied inequality (1.1) in information theory for the entropy mapping, conditional en- 
tropy, mutual information, etc. 
In this paper, we obtain similar results to Theorem 1 and apply them for Shannon’s entropy 
and mutual information. 
The author would like to thank the anonymous referee for his valuable comments which have improved the 
presentation of the paper. 
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2. SOME ANALYTIC INEQUALITIES 
We use the following result due to Andrica and Rag;a [l]. 
THEOF& 2. Let f : [u,b] --+ R be twice differentiable on (a,b) and m < f”(x) < M for all 
x E (a, b). If xi E [a, b] (i = 1, n) and p = (P~)~=T;sE is a probability distributi’on, then 
(2.1) 
The following corollary, containing another application of (2.1), holds. 
COROLLARY 1. Let xi, wi > 0 (i = 1,. . . ,n) and put W, := cy=, wi. Consider also the 
arithmetic mean An(w, a); i.e., we recall 
An(w, a) := $2 wiai. 
n 2=1 
If zi E [m,M] C (0, W) (i = 1,. . . , n), then we have the inequalities 
exp 
[ 
& ,$ wiwj Cxi -“jj2 n a,j=1 1 [ 1 
fi xyi 1’wn 
5 iff~;uJ,u)l.4n(~,a) 
(2.2) 
’ exp 
[ ’ 
1 2 WiWj (Xi -Xj)2 
4mW,2 i j=l 1 a 
Equality holds in (2.2) iff x1 = . . . = x,. 
PROOF. Consider the mapping f(x) = xlnx, x > 0. Since 
f”(X) = k, x E (O,~), 
then M-l 5 f”(x) 1. m-l provided m 5 x 5 M, and by (2.1), we deduce (2.2). I 
The following analytic inequality for the logarithmic map holds. 
LEMMA 1. Let & E [m, M] c (0, oo), pi > 0 (i = 1, . . . , n) with Cyi”=, pi = 1. Then we have 
0 I & ,J$ pipj (Ei - tj)2 5 &di 1nJi - kpiti ln 2PiC 
2,pl i=l i=l ( 1 i=l 
_ n (2.3) 
I & ,C PiPj (ti - 5jj2 f 
2,pl 
The case of equality holds in all inequalities simultaneously 8 [r = . . . = tn. 
The proof is obvious by Theorem 2 for the convex mapping f : (0, oo) + R, j(x) = x In x. 
The following corollary has important applications for the entropy mapping. 
COROLLARY 2. Under the above assumptions for & (i = 1,. . . , n), we have 
Equality holds iff 61 = . . . = tn. 
The proof is obvious by the above lemma, choosing pi = l/n (i = 1,. . . , n). 
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3. APPLICATIQNS FOR SHANNON’S ENTROPY 
Now, let X be a discrete random variable with the range R = (21,. . . , z,} and the probability 
distribution pi,. . . ,p,, (pi > 0, i = 1, . . . , n). Define the entropy mapping 
H(X) = - epi lnpi. 
i=l 
The following theorem is well known in the literature and concerns the maximum possible value 
of H(X) in terms of the size of R (see [3, p. 171). 
THEOREM 3. Let X be defined as above. Then 
OIH(X)Ilnn. (3.1) 
Furthermore, H(X) = 0 iflpi = 1 for some i and H(X) = Inn iflpi = l/n for all i E (1,. . . ,n}. 
In the recent paper [2], Dragomir and Goh, by the use of the analytic inequality (l.l), proved 
the following converse result. 
THEOREM 4. Let X be defined as above. Then 
0 < Inn - H(X) < C (pi -pj)2. (3.2) 
l<i<j<n 
Equality holds simultaneously in both inequalities iff pi = l/n. for ail i E (1, . . . , n}. 
Using Corollary 2, we can complement Theorem 4 as follows. 
THEOREM 5. Let X be a random variable taking values in R. Assume that 
O < P = iyj!Pi, P=maxpi<l. 
i=T;si 
Then we have the inequality 
or, equivalently, 
0 I & 2 (pi - pj)2 5 Inn - H(X) 
i,j=l 
I & ,g (Pi -PJ2 
2,3=1 
05 & C (Pi - Pj)2 i Inn - H(X) 
l<i<j<n 
5 Tj!$ C (Pi-Pj)2. 
l<i<j<n 
(3.3) 
(34 
The case of equality holds iff pi = l/n for all i E { 1,. . . , n}. 
Now, let us denote 6 := mini<i<j$, Ipi - pj] and A := maxi<i<j<n Ipi - pjl. The following 
corollary holds. 
COROLLARY 3. Under the above assumptions for X, we have the inequality 
(n - 1)h2 
<Inn--H(X) 5 
(n - 1)A2 
2P 2P . 
(3.5) 
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In order to point out another upper bound for the difference Inn - H(X), we use the following 
discrete inequality of Griiss type: 
d%-~~w;&~[;] (‘-;[;])(A-a)(B-b) (3.6) 
i=l 
provided that a < ai 5 A, b 5 bi 5 B for all i E { 1, . . . , n}, which is well known in the literature 
as the Biernacki, Pidek, and Ryll-Nardzewski inequality [4]. 
Now, if in (3.6), we assume that bi = ai, then we obtain 
;&($u~)“~&[;] (1-;[;])(&u)2. 
i=l 2=1 
The following corollary holds. 
COROLLARY 4. Let X be as in Theorem 5. Then we have the inequality 
O<lnn-H(X) < -!- 2 
2p [21 cn - [51> PJ -d2. 
PROOF. By the right-hand side of inequality (3.4), we have 
Inn-H(X) I & c (~i-pj)~. 
l<i<j<n 
On the other hand. 
l<g<n@I -PA2 = cgpf - (@i)‘) - - 
which, by inequality (3.7), can be maximised by 
[J (n- Cf]) (P-1-4~. 
Finally, using (3.9), we can deduce the desired inequality (3.8). 
The following corollary also holds. 
COROLLARY 5. Let X be as in Theorem 5. Then we have the inequality 
PROOF. Prom (3.9), we can state that 
Inn-H(X)<& nkp:--1 . i 1 i=l 
We observe that 
0 5 2 (Pi - P) (P - Pi) 
i=l 
(3.7) 
P-8) 
(3.9) 
I 
(3.10) 
(3.11) 
=p+p-~pf-npP, 
i=l 
Inequality for Logarithmic Mapping 1277 
from which results 
&l<n(p+P)-n2pP-1 
k=l 
= (1 - ?xp)(Q - 1). 
Using (3.11), we deduce the first inequality in (3.10). 
For the second inequality, we observe that 
ab i ;(a + b)2, a,bEIR, 
and then for a = l/n - p, b = P - l/n, we deduce 
(iep) (P-g iy2, 
and the corollary is proved. I 
4. APPLICATIONS FOR MUTUAL INFORMATION 
We consider mutual information, which is a measure of the amount of information that one 
random variable contains about another random variable. It is the reduction in the uncertainty 
of one random variable due to the knowledge of the other [5, p. 181. 
DEFINITION 1. Consider two random variables X and Y with a joint probability mass function 
T(Z, y) and probability mass functions p(x) and q(y). The mutual information is 
I(X;Y) = c C’(“,Y)b (gg)). 
XEX XEY 
The following theorem holds. 
THEOREM 6. Assume that p, q, T are as above and 
for all (2,~) E X x y. 
Then we have the inequality 
OS&j 
[ 
T2(X, Y)
(r,y)EXxy P(XMY) - l c - I 5 ICXT y, 
Sk c 
[ 
T2(?Y) 1 
(s,y)EXxy poq(y) - 1 . 
PROOF. Using Lemma 1 and the fact that 
we can state the following inequality: 
(4.1) 
(4.2) 
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Now, if in (4.3) we choose pi := p(z)q(y), ti = r(z, y)/p(z)q(y), (CC, y) E X x y, and taking into 
account that 
c 
(GY)EXXY 
p(z)q(y$-;$2;)y) = (z,ygxy $$g$ 
c Pc-44Y$$$$j = c +GY) = 17 
(TY)EXXY (+,y)EXxY 
C p(x)&)- In -!@L = 1(X; Y), 
(r,Y)EXxY P(ZMY) P(ZMY) 
then, by (4.3), we deduce the desired inequality (4.2). I 
The following weighted version of Griiss’ discrete inequality is well known and may be proved 
in a similar manner to the integral version [4]: 
provided that a 5 ai 5 A, b 5 bi 5 B for all i E (1,. . . ,n} and pi > 0 (i = 1,. . . ,n) with 
Czlpj = 1. If in (4.4) we put ai = bi = & and assume that m 5 & 5 A4 (i = 1, . . . , n), 
then (4.4) becomes 
\  I  
O<kp&- &I& 2<$(M-m)2. 
i=l ( ) i=l 
(4.5) 
Using (4.5), we can state the following corollary of Theorem 6,. 
COROLLARY 6. With the assumptions of Theorem 6, we have the following inequality which 
provides an upper bound for the mutual information: 
0 < 1(X, Y) < (y;mJ2. - - (4.6) 
PROOF. If in (4.5) we put pi = p(z)q(y), & = r(cc, y)/p(z)q(y), (z, y) E X x y, and taking into 
account that (4.1) holds, we have 
which is clearly equivalent to 
) 
2 
5 :(A4 - m)2, 
Using the second inequality in (4.2), we deduce (4.6). 
COROLLARY 7. With the assumptions in Theorem 6, we have the inequality 
0 5 I(X,Y) 5 +-(A4 - 1)(1 -m). 
I 
(4.7) 
Inequality for Logarithmic ‘Mapping 1279 
PROOF. We observe that for -oc < m < [k 5 M < M (Ic = 1,. . . ,n) and pk > 0 (k 3 1,. . . ,n) 
with CL==, pk = 1, we have the inequality 
k=l 
=.(m + M) kpktk - mM - kpke:. 
k=l k=l 
Putting in (4.8) pk = p(z)q(y), & = T(Z, y)/p(z)q(y), we obtain 
which is clearly equivalent to 
c %?Y) --l<m+M-mM-l=(M-1)(1-m). 
(5,y)EXxy p(z)q(y) 
Using the second part of (4.2), we deduce (4.7). 
REMARK 1. Taking into account that for any a, b E R we have 
(4.8) 
a6 5 :(a + b)2 
andputtinga=M-l,b=l-m,wededuce 
(M - l)(l -m) 5 a(M - m)2. 
Comparing now the upper bounds provided by Corollaries 6 and 7, we can conclude that the last 
one is better. 
REFERENCES 
1. D. Andrica and I. Rasa, The Jensen inequality: Refinements and applications, Anal. Num. Theor. Approx. 
14, 105-108, (1985). 
2. S.S. Dragomir and C.J. Goh, A counterpart of Jensen’s discrete inequality for differentiable convex mappings 
and applications in information theory, M&Z. Comput. Modelling 24 (Z), l-11, (1996). 
3. R.J. McEliece, The Theory of Information and Coding, Addison-Wesley, Reading, MA, (1977). 
4. J.E. PeEariC, F. Proschan and Y.L. Tong, Convex Functions, Partial Orderings and Statistical Applications, 
Academic Press, (1992). 
5. T.M. Cover and J.A. Thomas, Elements of Information Theory, John Wiley & Sons, (1991). 
