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2To the memory of my grandmother Adele.
Introduction
Non linear fiber optics concerns with the non linear optical phenomena occur-
ring inside optical fibers. Although the field of optical fiber communications
traces its beginning to the 1960 [1], the use of optical fibers for commercial
purpose became feasible only after 1970 when fiber losses were reduced to be-
low 20dB/Km [2]. Further progress in fabrication technology resulted by 1979
in a loss of only 0.2dB/Km in the 1.55µm wavelength region [3], a loss level
limited mainly by the fundamental process of Rayleigh scattering.
The field of fiber optics has continued to grow during the decade of 1990s.
This growth was boosted by several advances in lightwave technology, the most
important being the advent of high-capacity fiber optic communication systems
[4]. In such systems, the transmitted signal is amplified periodically by using
optical amplifiers to compensate for residual fiber loss. As a result, the non
linear effects, which are present in the fiber, accumulate over long distances,
and the effective interaction length can exceed thousands Kilometers.
An optical fiber looks like a thin strand of glass and consists of a central
core surrounded by a cladding whose refractive index is slightly lower than
that of the core. The guiding properties of an optical fiber are characterized
by a dimensionless parameter defined as V = a(ω/c)(n21−n22)1/2 where a is the
core radius, ω is the frequency of the light, and n1 and n2 are the refractive
indices of the core and the cladding, respectively. The parameter V determines
the number of modes supported by the fiber. Optical fibers with V < 2.405
support only a single mode and are called single-mode fibers [4].
Our work is focused on the one-dimensional nonlinear Schro¨dinger equation
for the propagation of light in single-mode fibers, in the presence of attenuation,
dispersion, and non linear effects. We immediately point out that, by contrast
to the usual theory of evolutionary PDEs, in our NLSE the evolution variable
is the ’space’ variable, namely the longitudinal coordinate of the fiber. The
derivation of this NLSE from Maxwell’s equations relies on some assumptions
3
4that are commonly met in today’s fiber optic communication systems. The
lowest-order nonlinear effects originate from the third-order susceptibility χ(3),
[4, 5], which is responsible for phenomena such as third-harmonic generation
and nonlinear refraction. Among these, nonlinear refraction, a phenomenon
referring to the intensity dependence of the refractive index, plays the most
important role. We refer to Agrawal’s book [4] for a detailed derivation of the
NLSE from Maxwell equations.
From the mathematical point of view, the treatment of Schro¨dinger equa-
tion (even the linear one) may be delicate since such equation possesses a
mixture of the properties of parabolic and hyperbolic equation. Particularly
useful tools are energy and Strichartz’s estimates. In the NLSE for optical fi-
bers, because of attenuation, there is not conservation of energy. In this thesis,
we study problems of local nature (local existence of solutions, uniqueness) and
problems of global nature (global existence) by the Kato’s method [6] based on
a fixed point argument and Strichartz’s estimates. Moreover, the tools used in
[7] to study global problems connected with finite-time blow up of solutions,
are used in our work to show a closeness result between the NLSE for optical
fibers and an integrable NLSE. To achieve this result we first define the Pain-
leve´ property for a partial differential equation; then, we employ the Painleve´
analysis [8] to investigate the integrability of a general non autonomous one-
dimensional Schro¨dinger equation: explicit constraints on the parameters of
the general non autonomous equation can be obtained by the Painleve´ analysis,
which provides an effective way to construct integrable non autonomous NLSE
systems [8]. Under these conditions, these integrable non autonomous NLSE,
can be converted into the standard NLSE with cubic nonlinearity [8]. The
parameters of the NLSE for single-mode fibers, in the presence of attenuation,
dispersion, and non linear effects, does not satisfy these conditions. To obtain
an integrable equation we need to introduce one more term in the NLSE: the
equation so-constructed is now integrable. Under special conditions on the
added term we show that the two equations are close each other in the sense
of the L2- norm, i.e. two arbitrary solutions of the integrable equation and of
the NLSE are close in the L2- norm. The proof uses argumentations usually
employed to prove finite-time blow up of solutions of the standard cubic NLSE
[7].
Conversion of integrable system into the standard cubic NLSE is a fantastic
tool to obtain analytical solutions for general integrable non autonomous NLSE
5starting from the solutions of the standard NLSE. In particular, we shall apply
such technique to the so-called soliton-like solutions and to the continuous wave
solutions.
Group Velocity Dispersion in a nonlinear optical fiber plays a very crucial
role in the shaping of the pulse propagating through the fiber. In a fiber having
a constant anomalous dispersion, due to exact balancing between the effects
of nonlinearity and linearity dispersion, the shape of a suitably prepared pulse
does not change as it propagates through the nonlinear optical fiber. Such a
pulse is called a soliton [9, 4].
The continuous wave solutions are related with the analysis of noisy fibers.
Through the fiber, an optical pulse is affected by the amplified spontaneous
emission (ASE) noise generated by optical amplifiers. In systems operating in
the linear regime, the characteristics of ASE noise do not change after propa-
gation through the optical fiber. On the other hand, when nonlinear effects
are not negligible, signal and noise interactions occur during propagation. As
a result, at certain frequencies, the noise may be amplified or attenuated. In
[10] it is assumed that for the purpose of investigating the interaction between
signal and noise, the signal can be considered a continuous wave (CW) i.e. an
electromagnetic wave of constant amplitude, and the noise can be treated as a
perturbation of the CW solution of the NLSE. Then, it is reasonable to study
stability against small perturbations of modulus and phase of such solutions.
From a mathematical point of view, such stability results are obtained in [11]
for the standard NLSE in a fiber having constant normal dispersion. In this
case, because of these solutions are time-homogeneous, the transformation ob-
tained by Painleve´ analysis, does not work properly over all real time; thus, we
prove a stability result depending on the width of an arbitrary interval of time
for the standard NLSE. Such result can be easily converted into integrable non
autonomous NLSE system. In the regime of anomalous dispersion there is not
stability of such type. This phenomenon is referred as modulation instability
and it admits solutions whose shape does not change during the propagation
(such as the soliton-like solutions [4]). In the case of soliton-like solutions for
the standard NLSE, because of phase and translation symmetries there exists
an orbital stability, i.e. stability modulo such symmetries [12]. This type of
stability are obtained by Lyapunov method and it is strongly based on the
conservation of the Hamiltonian and square integral functionals. In [13] this
approach is extended to solitary waves of general Hamiltonian systems that
6are invariant under a group of transformations. By contrast to the normal
dispersion regime, in this case, transformation obtained by Painleve´ analysis
works properly for every real time. Thus the well-known results for the stan-
dard NLSE can be easily converted into integrable non autonomous NLSE
system. The idea for a future development is to convert the functionals which
are conserved in the standard NLSE into functionals which are invariant under
any group of transformations for an integrable non autonomous NLSE; thus,
in view of [13] obtain a type of stability modulo such transformations.
This thesis is organized as follows. In Chapter 1 we describe the characteri-
stic of the nonlinear optical fibers. Then we derive the NLSE for a single-mode
optical fiber, under suitable physical approximations. In Chapter 2 we adapt
to our case well-know results about local and global existence and uniqueness
of solutions of the Cauchy problem for the Schro¨dinger equations. In particu-
lar we are interested to solutions in the Hilbert spaces H1 and H2. In Chapter
3 we describe the Painleve´ analysis, giving conditions under which a general
non autonomous NLSE is integrable. Under these conditions we get a tran-
sformation that allows to convert integrable non autonomous NLSE into the
standard cubic NLSE. Then we specialize the general context to the NLSE for
optical fiber systems, and we show the closeness between such a NLSE and an
integrable NLSE. Finally, in Chapter 4 we deal with solitary-wave solutions
of the NLSE. In particular, we present results about existence and stability
of CW solutions for the Standard NLSE. Then we convert these results to
the integrable NLSE by means of the tools obtained in Chapter 3. Moreover,
we consider the CRLP perturbation method [10] and obtain the perturbed
phase within a class of functions which derivative has L2-norm inside a defini-
te bounded interval of R+. At last we show existence and orbital stability of
soliton-like solutions of the standard NLSE. Then we convert these results to
the integrable NLSE.
This thesis work has been carried within the joint research project between
the Department of Mathematics ’Ulisse Dini’ in Florence and the CNIT (Con-
sorzio Nazionale Interuniversitario per le Telecomunicazioni) in Pisa, which
has sponsored my PhD grant.
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Capitolo 1
Optical Fiber
1.1 Fiber characteristics
An optical fiber (or optical fibre) is a flexible, transparent fiber made of a pure
glass (silica) not much wider than a human hair. It functions as a waveguide to
transmit light between the two ends of the fiber. Optical fibers are widely used
in fiber-optic communications, which permit transmission over longer distances
and at higher bandwidths (data rates) than other forms of communication.
Fibers are used instead of metal wires because signals travel along them with
less loss and are also immune to electromagnetic interference.
Optical fiber typically includes a transparent core surrounded by a trans-
parent cladding material with a lower index of refraction. Light is kept in the
core by total internal reflection, which is an optical phenomenon that hap-
pens when a ray of light strikes a medium boundary at an angle larger than
a particular critical angle with respect to the normal to the surface. If the
refractive index is lower on the other side of the boundary and the incident
angle is greater than the critical angle, no light can pass through and all of
the light is reflected. This causes the fiber to act as a waveguide.
The material of choice for low-loss fibers is pure silica glass synthesized by
fusing SiO2 molecules. The refractive-index difference between the core and
the cladding is realized by the selective use of dopants during the fabrication
process. For example GeO2 increases the refractive index of pure silica and is
suitable for the core, while materials such as boron and fluorine are used for
the cladding because they decrease the refractive index of silica.
Depending on refraction index n1 of the core, optical fibers can be classified
9
10 CAPITOLO 1. OPTICAL FIBER
as follows
• step-index fibers if n1 is constant inside the core;
• graded-index fibers in which the refractive index of the core decreases
gradually from the center to the core boundary.
Two parameters that characterize an optical fiber are the relative core
cladding index difference
∆ =
n1 − n2
n1
where n2 is the cladding refractive index and n2 < n1, and the so called V -
parameter defined as
V = k0a
√
n21 − n22,
where k0 =
2pi
λ
, a is the core radius and λ is the wavelength of light.
The V-parameter determines the number of modes supported by the fiber.
Modes are the possible solutions of the Helmholtz equation for waves, which is
obtained by combining Maxwell’s equations and the boundary conditions, as
we will see in the next. These modes define the way the wave travels through
space, i.e. how the wave is distributed in space. Waves can have the same
mode but have different frequencies. This is the case in single-mode fibers,
where we can have waves with different frequencies, but of the same mode,
which means that they are distributed in space in the same way, and that
gives us a single ray of light. A step-index fiber supports a single mode if
V < 2.405. Optical fibers designed to satisfy this condition are called single-
mode fibers. The main difference between the single-mode and multi mode
fibers is the core size. The core radius a is typically 25µm for multi mode
fibers, while for single-mode fibers is required to be < 5µm. The numerical
value of the outer radius b is less critical as long as it is large enough to confine
the fiber modes entirely. A standard value of b = 62.5µm is commonly used
for both single-mode and multi mode fibers. Since nonlinear effects are mostly
studied using single-mode fibers, the term optical fiber in what follows refers
to single-mode fibers.
1.2 Fiber losses
An important fiber parameter provides a measure of power loss during tran-
smission of optical signals inside the fiber. If P0 is the power launched at the
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input of a fiber of length L, the transmitted power PT is given by
PT = P0 exp(−αL)
where the attenuation real positive constant α is a measure of total losses of
all sources. It is customary to express α in units of dB/km using the relation
αdB = −10
L
log
(
PT
P0
)
≈ 4, 343α,
where the previous equation was used to relate αdB and α.
Fiber losses depend on the wavelength of light. Silica fiber exhibits a
minimum loss of about 0.2dB/km near 1.55µm. Losses are considerably higher
at shorter wavelengths, reaching a level of a few dB/km in the visible region,i.e.
λ is in the range of 380 ÷ 760nm. Note, however, that even a 10dB/km loss
corresponds to an attenuation constant of only α ' 2×10−5cm−1, an incredibly
low value compared to that of most other materials.
1.3 Chromatic Dispersion
When an electromagnetic wave interacts with the bound electrons of a dielec-
tric, the medium response, in general, depends on the optical frequency ω. This
property, referred to as chromatic dispersion, manifests through the frequency
dependence of the refractive index n(ω).
Fiber dispersion plays a critical role in propagation of short optical pulses
because different spectral components associated with the pulse broadening
can be detrimental for optical communication system. Mathematically, the
effects of fiber dispersion are accounted for by expanding the mode-propagation
coefficient β in a Taylor series about the frequency ω0 at which the pulse
spectrum is centred:
β(ω) + n(ω)ω
c
= β0 + β1(ω − ω0) + 1
2
β2(ω − ω0)2 + · · · ,
where c is the speed of light and
βm =
(dmβ
dωm
)
ω=ω0
(m = 0, 1, 2, · · · ).
The parameters β1 and β2 are related to the refractive index n and its
derivative through the relations
β1 +
1
vg
+ ng
c
=
1
c
(
n+ ω
dn
dω
)
, β2 =
1
c
(
2
dn
dω
+ ω
d2n
dω2
)
,
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where ng is the group index and vg is the group velocity. Physically speaking,
the envelope of an optical pulse moves at the group velocity while the parame-
ter β2 represents dispersions of the group velocity and is responsible for pulse
broadening, in other words the frequency dependence of the group velocity
leads to pulse broadening simply because different spectral components of the
pulse do not arrive simultaneously at the fiber output. Consider an optical
fiber of length L, a specific spectral component at the frequency ω would ar-
rive at the output end of the fiber after a time delay T = L/vg. If ∆ω is the
spectral width of the pulse, the extent of pulse broadening is governed by
∆T =
dT
dω
∆ω =
d
dω
( L
vg
)
∆ω = L
d
dω
(dβ
dω
)
∆ω =
d2β
dω2
∆ω ≡ Lβ2∆ω.
This phenomenon is known as the group-velocity dispersion (GVD), and β2 is
the GVD parameter. It follows from this equation that the physical dimension
of β2 is L
−1T 2. Nonlinear effects in optical fiber can manifest qualitatively dif-
ferent behaviors depending on the sign of the GVD parameter. In standard
silica fibers, β2 vanishes at a wavelength of about 1.27µm and becomes negati-
ve for longer wavelength. This wavelength is referred to as the zero-dispersion
wavelength and is denoted as λD. For wavelength such that λ < λD, the fiber
is said to exhibit normal dispersion as β2 > 0. In the normal-dispersion regime,
high frequency (blue-shifted) components of optical pulse travel slower than
low-frequency (red-shifted) components of the same pulse. By contrast, the
opposite occurs in the anomalous-dispersion regime in which β2 is negative.
Silica fibers exhibit anomalous dispersion when the light wavelength exceeds
the zero-dispersion wavelength. The anomalous dispersion regime is of consi-
derable interest for the study of nonlinear effects because it is in this regime
that optical fibers supports solitons through a balance between the dispersive
and nonlinear effects.
1.4 Polarization-Mode Dispersion
Even a single-mode fiber is not truly single mode because it can support two
degenerate modes that are polarized in two orthogonal directions. In a Carte-
sian reference system x, y, z, we assume that the wave vector is referred along
the z− axis and so the polarization occurs in the plane x, y. Under ideal con-
ditions (perfect cylinder symmetry and stress-free fiber), a mode excited with
its polarization in the x direction would not couple to the mode with the
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orthogonal y-polarization state. In real fibers, small departures from cylin-
der symmetry because of random variations in core shape and stress-induced
anisotropy result in a mixing of the two polarization states by breaking the
mode degeneracy. Mathematically, the mode-propagation constant β beco-
mes slightly different for the modes polarized in the x and y direction. This
property is referred to as modal birefringence.
The axis along which the mode index is smaller is called the fast axis be-
cause the group velocity is larger for light propagating in that direction. For
the same reason, the axis with the larger mode index is called the slow axis.
As a result of this mode-propagation constant difference, light launched into
the fiber with a fixed state of polarization changes its polarization in a ran-
dom fashion. If an input pulse excites both polarization components, the two
components travel along the fiber at different speeds because of their diffe-
rent group velocities. The pulse becomes broader at the output and because
group velocities change randomly in response to random changes in fiber bi-
refringence. This phenomenon is referred to as polarization-mode dispersion
(PMD).
The extent of pulse broadening can be estimated from the variance of the
time delay ∆T occurring between the to polarization components during pro-
pagation of an optical pulse, because of random changes in birefringence oc-
curring along the fiber. These changes tend to equalize the propagation times
for the two polarization components. In fact, PMD is characterized by the
root-mean-square value of ∆T obtained after averaging over random pertur-
bations. The variance of ∆T is found to depend on
√
L, where L denotes the
fiber length. Because of its
√
L dependence, PMD-induced pulse broadening
is relatively small compared with the GVD effects.
For some applications it is desirable that fibers transmit light without chan-
ging its state of polarization. Such fibers are called polarization maintaining
or polarization preserving fibers [4]. The use of polarization maintaining fibers
requires identification of the slow and fast axes before an optical signal can be
launched into the fiber. Structural changes are often made to the fiber for this
purpose. For example a way is that, cladding is flattened in such a way that
the flat surface is parallel to the slow axis of the fiber. Such a fiber is called “D
fiber” after the shape of the cladding and makes axes identification relatively
easy. When the polarization direction of the linearly polarized light coincides
with the slow or fast axis, the state of polarization remains unchanged during
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propagation.
1.5 Pulse propagation in fibers
Like all electromagnetic phenomena, the propagation of optical fields in fibers
is governed by Maxwell’s equations. In the International System of Units,
these equations are [4]
∇× E = −∂B
∂t
,
∇×H = J + ∂D
∂t
,
∇·D = ρf ,
∇·B = 0,
where E and H are electric and magnetic field, respectively, and D and B are
corresponding electric and magnetic flux densities. The current density vector
J and the charge density ρf represent the sources for the electromagnetic field.
The flux densities D and B arise in response to the electric and magnetic
fields propagating inside the medium and are related to them through the
constitutive equations given by [4]
D = 0E + P
B = µ0H + M
where 0 is the vacuum permittivity and µ0 is the vacuum permeability, and
P and M are the induced electric and magnetic polarizations.
Optical fiber are a non magnetic medium: this is expressed by the relation
M = 0; moreover optical fiber is a medium without free charges, and so it
occurs that J = 0 and ρf = 0.
Maxwell’s equations can be used to obtain the wave equation that describes
light propagation in optical fibers. By taking the curl of the first equation of
the previous system and using the second one and the constitutive equations
one can eliminate B, H and D in favour of E and P and obtain
∇× (∇× E) = − 1
c2
∂2E
∂t2
− µ0∂
2P
∂t2
, (1.1)
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where c is the speed of the light in the vacuum and the relation ε0µ0 = 1/c
2
was used. To the equation (1.1) it needs to add the condition
∇ · (0E + P) = 0 (1.2)
and the boundary conditions that the passage to the surface that separates
different dielectric media the tangential component of E and the normal com-
ponent of D are continuous. The problem will be closed by expressing the
polarization P in terms of the electric field E.
If the medium is isotropic and the response of the medium is instantaneous
to the electric field we have that
P = 0χE,
where χ is a positive real constant called electric susceptibility. Now we recall
the relation for a vector in R3
∇× (∇× E) = ∇(∇ · E)−∆E.
So we can write eq. (1.1) as
∆E−∇(∇ · E)− 1
c2
∂2E
∂t2
− µ0∂
2P
∂t2
= 0 (1.3)
∆E−∇(∇ · E)− 1
c2
∂2E
∂t2
− χ 1
c2
∂2E
∂t2
= 0
and so we obtain that
∆E− n
2
c2
∂2E
∂t2
= 0
∇ · E = 0
where n =
√
1 + χ is the refractive index of the medium.
Generally the response of the medium to the electric field is not instanta-
neous. In an isotropic medium this delay si described by
P(r, t) = 0
∫ +∞
−∞
χ(t− t′)E(r, t′)dt′, (1.4)
where due to causality, the electric susceptibility χ(t− t′) is equal to zero for
t − t′ < 0. It also rapidly decrease as |t − t′| → ∞. By defining the Fourier
transform and its inverse for a field F(t) as
F̂(ω) =
∫ +∞
−∞
F(t)eiωtdt, F(t) =
1
2pi
∫ +∞
−∞
F̂(ω)e−iωtdω,
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we have from (1.4) that
P̂(ω) = 0χ̂(ω)Ê. (1.5)
Then it follows from (1.2)− (1.3) that
∆Ê(ω) +
ω2
c2
(1 + χ̂)Ê(ω) = 0 (1.6)
∇ · Ê(ω) = 0. (1.7)
The refractive index n(ω) =
√
1 + χ̂(ω) in this case depends on the frequency.
Moreover it is necessarily a complex number. In fact, we observe that, because
of causality, the Fourier transform
χ̂(ω) =
∫ +∞
−∞
χ(t)eiωtdt,
is a well-defined analytic function over the upper half complex plane such that
χ̂(ω) = 0 for ω →∞. Then by applying the Cauchy theorem over a boundary
C described in the figure below we obtain that∫
C
χ̂(ω)
ω′ − ωdω
′ = 0.
No we refer to CR as the outer semi-circumference and to C as the inner one.
By sending R to infinity, the contribute of this integral along CR is zero and
so we have that ∫
|ω′−ω|≥
χ̂(ω)
ω′ − ωdω
′ +
∫
C
χ̂(ω)
ω′ − ωdω
′ = 0.
By sending  to zero we have that
P
∫ +∞
−∞
χ̂(ω)
ω′ − ωdω
′ − ipiχ̂(ω) = 0 (1.8)
where it is introduced the principal part
P
∫ +∞
−∞
χ̂(ω)
ω′ − ωdω
′ = lim
→0
∫
|ω′−ω|≥
χ̂(ω)
ω′ − ωdω
′.
Let us separate χ̂(ω) into its real and imaginary part:
χ̂(ω) = χ̂′(ω) + iχ̂′′(ω) (1.9)
By substituting eq (1.9) into eq. (1.8) we obtain the Kramers-Kronig relations
χ̂′(ω) =
1
pi
P
∫ +∞
−∞
χ̂′′(ω)
ω′ − ωdω
′ (1.10)
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χ̂′′(ω) = − 1
pi
P
∫ +∞
−∞
χ̂′(ω)
ω′ − ωdω
′ (1.11)
They show the reason why the refractive index must be a complex number.
Rew
Imw
w′·
The boundary C.
1.5.1 General Relation between P and E
The polarization P is usually a complicated nonlinear function of E. In the
nonlinear case, when E is sufficiently weak, the polarization can be expand
into a power series of E :
P = χ(1) · E + χ(2) : EE + χ(3)... EEE + · · ·
where χ(j) is the jth order susceptibility. In general, χj is a tensor of rank
j + 1. Thus, the jth component of P is given by
1
0
Pj =
∫ +∞
−∞
χ
(1)
jk (t− t′)Ek(t′)dt′
+
∫ ∫ +∞
−∞
χ
(2)
jkl(t− t1, t− t2)Ek(t1)El(t2)dt1dt2
+
∫ ∫ ∫ +∞
−∞
χ
(3)
jklm(t− t1, t− t2, t− t3)Ek(t1)El(t2)Em(t3)dt1dt2dt3
+ · · · ,
where we used the Einstein summation convention.
Without loss of generality we can assume that the coefficients are symmetric
into the arguments and into the indices. Moreover if we assume that P depends
linearly on the electric field and the response of the isotropic and homogeneous
18 CAPITOLO 1. OPTICAL FIBER
medium is not instantaneous we have [14] that
1
0
P =
∫ +∞
−∞
χ(1)(t− t′)E(t′)dt′
+
∫ ∫ +∞
−∞
χ(2)(t− t1, t− t2)E(t1)× E(t1)dt1dt2
+
∫ ∫ ∫ +∞
−∞
χ(3)(t− t1, t− t2, t− t3)(E(t1) · E(t2))E(t3)dt1dt2dt3
where χ is a scalar and not a tensor and the nonlinear dependence of E is built
in the only way we can construct a vector bilinear and trilinear in E. Moreover
if we assume that the medium is centrosymmetric that is when E is replaced
by −E, P is replaced by −P, we see that the second order in E is zero and so
the leading nonlinearity is cubic.
An optical fiber has cylindrical symmetry, and so it is a centrosymmetric
medium. Then in this case the leading nonlinearity is cubic. Let us define
PL(r, t) = 0
∫ +∞
−∞
χ(1)(t− t′)E(r, t′)dt′ (1.12)
and
PNL(r, t) = 0
∫ +∞
−∞
χ(3)(t− t1, t− t2, t− t3)(E(r, t1) ·E(r, t2))E(r, t3)dt1dt2dt3
(1.13)
In view of these definitions eq. (1.1) becomes
−∇× (∇× E)− 1
c2
∂2E
∂t2
= µ0
∂2PL
∂t2
+ µ0
∂2PNL
∂t2
(1.14)
with
∇ · (0E + P) = 0. (1.15)
1.5.2 Optical Fiber as a waveguide
We first consider the case when PNL = 0. In this way eq. (1.14) becomes
linear. We have to consider separately the equation (1.14) in the core and the
cladding. Specifically, we have to first find a solution in the inner cylinder of
radius a, which is limited and propagates in the z direction and then a solution
in the outer cylinder of radius a, which vanishes at large r, then we have to
connect the two solutions on the surface which encloses the core, i.e. r = a, so
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that they meet the conditions of continuity of the tangential component of E
and normal component of 0E + P.
In the frequency domain, making use of Fourier transform with respect the
time t we have that
∂̂2E
∂t2
= −ω2Ê ∂̂
2P
∂t2
= −ω2P̂L = −ω2χ̂(1)Ê
because of (1.12). Moreover we have that
D̂(x, ω) = 0Ê(x, ω) + P̂(x, ω) =
{
0n
2
1(ω)Ê(x, ω) for r =
√
x2 + y2 < a
0n
2
2(ω)Ê(x, ω) for r =
√
x2 + y2 > a
where we set n2i (ω) = 1 + χ̂
(1)(ω).
We have seen that the refractive index is a complex number; the imaginary
part takes to account the absorption of the fiber. In what follows we neglect
this effect. We will include the loss fiber in the next. So we can approximate
n(ω) as a real number. Another approximation that is valid for a single-mode
fiber is that
0 <
n1(ω)− n2(ω)
n1(ω)
 1
which allows to consider D̂ continuous in Ê and so we can consider to be
continue across the core-cladding interface also the normal component of Ê.
This approximation may appear incoherent with the physical problem, because
it is the refractive index difference that makes possible the fiber in a waveguide.
But we will catch up this by taking the cylindrical symmetry of the solution
and the single-mode propagation on z axis.
Therefore eq .(1.14) becomes
∆Ê(x, ω) +
n21(ω)ω
2
c2
Ê(x, ω) = 0 for r < a (1.16)
∆Ê(x, ω) +
n22(ω)ω
2
c2
Ê(x, ω) = 0 for r > a (1.17)
with
∇ · Ê(x, ω) = 0. (1.18)
For each components Êx, Êy, Êz we seek a dependence of type
ψ(r, θ) exp
[
i
β(ω)ω
c
z
]
, (1.19)
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which describes a wave packet with cylindrical symmetry, that propagates
along z direction with wave number
κ(ω) =
β(ω)ω
c
.
Now we assume that
n1(ω) > β(ω) > n2(ω). (1.20)
This assumption makes sense in view to obtain solutions for which optical
fiber works as a waveguide. Now it is useful to write eqs (1.16), (1.17) into
cylindrical coordinates (r, θ, z) :(1
r
∂
∂r
r
∂
∂r
+
1
r2
∂2
∂θ2
)
ψ(r, θ) + h2ψ(r, θ) = 0, 0 ≤ r < a (1.21)
(1
r
∂
∂r
r
∂
∂r
+
1
r2
∂2
∂θ2
)
ψ(r, θ)− q2ψ(r, θ) = 0, r > a, (1.22)
where
h =
ω
c
√
n21 − β2 (1.23)
q =
ω
c
√
β2 − n22 (1.24)
depend on ω. Now we separate the variables
ψ(r, θ) = ϕ(r)e±ilθ (1.25)
where l = 0, 1, 2, · · · and we obtain that the function ϕ(r) satisfies the Bessel
equations
r2
d2ϕ(r)
dr2
+ r
dϕ(r)
dr
+ (h2r2 − l2)ϕ(r) = 0 0 ≤ r < a (1.26)
r2
d2ϕ(r)
dr2
+ r
dϕ(r)
dr
− (q2r2 + l2)ϕ(r) = 0 r > a. (1.27)
It is well-known that the general solution of the first equation is
ϕ(r) = c1Jl(hr) + c2Yl(hr), (1.28)
where Jl and Yl are the Bessel functions of first and second kind, respectively.
While the general solution of the eq. (1.27) is
ϕ(r) = c3Il(qr) + c4Kl(qr) (1.29)
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where Il and Kl are the modified Bessel functions of first and second kind
respectively. Now we list some properties of these special functions.
For x 1 we have that [15]
Jl(x) ≈ 1
l!
(x
2
)l
, l = 0, 1, 2, 3, . . . (1.30)
Y0(x) ≈ 2
2pi
(
ln
x
2
+ 0.5772 . . .) (1.31)
Yl(x) ≈ −(l − 1)!
pi
(2
x
)l
l = 1, 2, 3, . . . (1.32)
K0(x) ≈ log 2
x
− 0.5772 . . . (1.33)
Kl(x) ≈ (l − 1)!
2
(2
x
)l
l = 1, 2, 3, . . . . (1.34)
While for x 1 and l = 0, 1, 2, 3, . . . we have that [15]
Il(x) ≈
( 1
2pix
)1/2
ex (1.35)
Kl(x) ≈
( pi
2x
)1/2
e−x. (1.36)
Since we are interested to solutions which are limited for r = 0 and which
vanish for r →∞, it needs to have [15] c2 = c3 = 0.
Since eqs (1.16), (1.17) are not coupled into Cartesian components of the
field Ê, each component can be chosen independently, provided that condition
(1.18) is satisfied. Therefore we can assume that Ê is polarized in the y axis
direction and so we have that the components of E along the x and y axes are
Êx = 0 (1.37)
Êy =
{
AlJl(hr)e
ilθ+iκz for 0 ≤ r ≤ a
BlKl(qr)e
ilθ+iκz for r ≥ a (1.38)
where Al and Bl are arbitrary constants. While the component Êz is given by
the requirement that the divergence of Ê is zero. Then because of (1.18) and
(1.19) we have that
Êz =
i
κ
∂Êy
∂y
and being
∂Êy
∂y
=
∂Êy
∂r
sin θ +
∂Êy
∂θ
cos θ
r
22 CAPITOLO 1. OPTICAL FIBER
we obtain that
Êz =

iAl
h
κ
(J ′l sin θ + i
l
hr
Jl cos θ)e
ilθ+iκz for 0 ≤ r ≤ a
iAl
q
κ
(K ′l sin θ + i
l
hr
Kl cos θ)e
ilθ+iκz for r ≥ a
(1.39)
where J ′l and K
′
l are the first derivative with respect the argument. Now we
use the continuity of components Êy and Êz across the core-cladding interface;
so we obtain that
Al
Bl
=
Kl(qa)
Jl(ha)
(1.40)
and
hKl(qa)J
′
l (ha) = qJl(ha)K
′
l(qa). (1.41)
Fixed ω and l Eq. (1.41) is a transcendental equation in β. To study this
equation, we list some other properties of special functions, that is
J ′l (x) =
1
2
(Jl−1(x)− Jl+1(x)) = Jl−1(x)− l
x
Jl(x) (1.42)
2l
x
Jl(x) = Jl−1(x) + Jl+1(x) (1.43)
and
−K ′l(x) =
1
2
(Kl−1(x) +Kl+1(x)) = Kl−1(x) +
l
x
Kl(x) (1.44)
− 2l
x
Kl(x) = Kl−1(x)−Kl+1(x). (1.45)
To study Eq. (1.41) we fix x = ha = aω
c
√
n21 − β2 and V = aωc
√
n21 − n22 =√
(ha)2 + (qa)2. Therefore eq (1.41) becomes
fl(x) = gl(x) (1.46)
where
fl(x) = x
J ′l (x)
Jl(x)
+ l (1.47)
gl(x) =
√
V 2 − x2K
′
l(
√
V 2 − x2)
Kl(
√
V 2 − x2) + l (1.48)
So we seek solution of (1.46) such that 0 ≤ x ≤ V.
Let us consider first the function fl(x).We know that the function Jl(x) has,
for x ≥ 0, a countable infinite simple zeros jl,r where the index r = 0, 1, 2, 3, . . .
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is chosen in order to obtain an increasing series of zeros. In the regular interval
jl,r ≤ x ≤ jl,r+1 the function fl(x) is decreasing. In fact
f ′l (x) = x
J ′′l (x)Jl(x)− (J ′l (x))2
Jl(x)2
+
J ′l (x)
Jl(x)
= x
Jl(x)
′′
Jl(x)
− x(J
′
l (x))
2
Jl(x)
+
J ′l (x)
Jl(x)
=
1
xJl(x)
[x2J ′′l (x) + xJ
′
l (x)]− x
(
J ′l (x)
Jl(x)
)2
Now because of Jl solves the Bessel equation
J ′′l +
1
x
J ′l (x) +
(
1− l
2
x2
)
Jl(x) = 0
we obtain that
xf ′l = −x2 + l2 −
(
x
J ′l (x)
Jl(x)
)2
. (1.49)
From (1.42) it follows that
x
J ′l (x)
Jl(x)
= x
Jl−1(x)
Jl(x)
− x l
x
Jl(x)
Jl(x)
= −l + xJl−1(x)
Jl(x)
Then we obtain that
xf ′l = −x2 + l2 −
(
− l + xJl−1(x)
Jl(x)
)2
= −x2 + l2 − l2 − x2
(
Jl−1(x)
Jl(x)
)2
+ 2lx
Jl−1(x)
Jl(x)
= −x2 + x2Jl−1
J2l
[
2l
x
Jl − Jl−1
]
= −x2 + x2Jl−1
J2l
[
Jl−1 + Jl+1 − Jl−1
]
by (1.43)
= x2
(
Jl−1Jl+1
J2l
− 1
)
.
From (1.43) , for x = jl,r, zero of Jl(x) it follows that Jl−1 = −Jl+1 and so we
have that
(Jl−1Jl+1)(jl,r) = −J2l+1(jl,r).
Then
lim
x→j±l,r
f ′l = −∞
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Finally, if we prove that ∆l + Jl−1Jl+1 − J2l is negative we obtain that the
function fl is decreasing. We note that for x = jl,r, ∆l = −J2l+1 < 0. Moreover
if we prove that the possible maximum of the function ∆l are negative we get
our goal:
∆′l = J
′
l−1Jl+1 + J
′
l+1Jl−1 − 2JlJ ′l
=
1
2
[Jl−2 − Jl]Jl+1 + 1
2
[Jl − Jl+2]Jl−1 − Jl[Jl−1 − Jl+1] by (1.42)
=
1
2
[Jl−2 + Jl]Jl+1 − 1
2
[Jl + Jl+2]Jl−1
=
1
2
[2(l − 1)
x
Jl−1
]
Jl+1 − 1
2
[2(l + 1)
x
Jl+1
]
Jl−1 by (1.43)
=
l
x
Jl−1Jl+1 − 1
x
Jl−1Jl+1 − l
x
Jl−1Jl+1 − 1
x
Jl−1Jl+1
= −2
x
Jl−1Jl+1
Now we observe that the zeros of the function Jl−1 are shifted to the left
with respect to the zeros of Jl so that we have
0 < jl−1,1 < jl,1 < jl−1,2 < jl,2 < · · · < jl−1,r < jl,r < jl−1,r+1 < jl,r+1.
Because of J−1 = J1 and thanks to (1.43) we have that
f0(x) = −xJ1(x)
J0(x)
(1.50)
fl(x) = x
Jl−1(x)
Jl(x)
, l = 0, 1, 2, · · · (1.51)
Therefore we can define the behavior of the function fl(x) : in the intervals of
regularity jl,r < x < jl,r+1 fl(x) decreases from +∞ to −∞.
For l ≥ 1, fl(x) has simple zeros in jl−1,r; so it is positive for jl,r < x <
jl−1,r+1 and negative for jl−1,r+1 < x < jl,r+1. For l = 0, in the intervals
j0,r < x < j0,r+1 the function f0(x) changes sign in x = j1,r.
Now we consider the function gl(x) that we rewrite, thanks to Eqs (1.45)
and K−1 = K1, as
g0(x) = −
√
V 2 − x2K1(
√
V 2 − x2)
K0
√
V 2 − x2 (1.52)
gl(x) = −
√
V 2 − x2Kl−1(
√
V 2 − x2)
Kl
√
V 2 − x2 , l = 1, 2, 3, . . . (1.53)
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By repeating the same arguments used for the function fl(x), we prove that
the function gl(x) is increasing in the interval 0 ≤ x ≤ V. Moreover thanks to
(1.34) we have that, for x 1,
Kl−1(x)
Kl(x)
≈ x l = 0, 1, 2, 3, . . .
and so approximately we have that gl(V ) = 0. So for the fiber mode l = 0
equation (1.46) has r solutions when
j1,r−1 < V < j1,r, r = 1, 2, . . . , j1,0 = 0, (1.54)
while for each fiber mode l ≥ 1, it admits r solutions when
jl−1,r < V < jl−1,r+1, r = 1, 2, . . . (1.55)
In conclusion for
V = a
ω
c
√
n21 − n22 < jl,1 (1.56)
it propagates only fiber modes up to mode l included. In particular for
V = a
ω
c
√
n21 − n22 < 2.405, (1.57)
being j0,1 ≈ 2.405, the first zero of J0(x), there is one fiber mode of propagation
for l = 0 and so for values of ω such that it is valid eq (1.57) the fiber is a
single-mode fiber.
1.5.3 Derivation of NLSE
In this section we derive a basic equation that governs propagation of optical
pulses in nonlinear dispersive fibers. The starting point is the wave equation
(1.14). By means of relations
P = PL + PNL
and
∇× (∇× E) = ∇(∇·E)−∆E = −∆E
it can be written in the form
∆E− 1
c2
∂2E
∂t2
= µ0
∂2PL
∂t2
+ µ0
∂2PNL
∂t2
.
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As first simplifying assumption PNL is treated as a small perturbation to
PL; this is justified because nonlinear changes in the refractive index are< 10
−6
[4]. Second, the optical field is assumed to maintain its polarization along the
fiber length; this is not really the case, unless polarization-maintaining fibers
are used. Third, the optical field is assumed to be quasi-monochromatic, i.e.,
the pulse spectrum, centered at ω0, is assumed to have a spectral width ∆ω
such that ∆ω/ω0  1. The value of ω0 is given to be ∼ 1015s−1 [4], so the
last assumption is valid for pulses as short as 0.1ps, for example. To study eq
(1.14) we pursue the approach described in [4]. Let us write the electric field
as
E(r, t) =
1
2
yˆ[E(r, t) exp(−iω0t) + c.c.] (1.58)
where yˆ is the polarization unit vector, E(r, t) is a slowly varying complex
function of time (relatively to the optical period). In a similar way, we write
the polarization as
PL(r, t) =
1
2
yˆ[PL(r, t) exp(−iω0t) + c.c.] (1.59)
PNL(r, t) =
1
2
yˆ[PNL(r, t) exp(−iω0t) + c.c.]. (1.60)
The linear component PL can be obtained by substituting eq (1.59) in the
expression PL(r, t) = 0
∫ +∞
−∞ χ
(1)(t− t′)E(r, t′)dt′ and making use of eq (1.58)
we have that
1
2
yˆ[PL(r, t) exp(−iω0t)+c.c.] = 1
2
yˆ
∫ +∞
−∞
χ(1)(t−t′)[E(r, t′) exp(−iω0t′)+c.c.]dt′
and so
PL(r, t) = 0
∫ +∞
−∞
χ(1)(t− t′)E(r, t) exp[iω0(t− t′)]dt′.
To evaluate PNL(r, t) we make another considerable simplification that oc-
curs if the nonlinear response is assumed to be instantaneous, so that the time
dependence of χ(3) is given by the product of three delta function of the form
δ(t− ti). From this eq. (1.13) reduces to
PNL(r, t) = 0χ
(3)(E(r, t) · E(r, t))E(r, t) (1.61)
and thus PNL(r, t) = 0χ
(3)|E(r, t)|2E(r, t).
When eq. (1.58) is substituted in eq (1.61), PNL(r, t) is found to have
a term oscillating at ω0 and another term oscillating at the third-harmonic
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frequency 3ω0. The letter term is generally negligible in optical fiber. Because
of this fact and PNL(r, t) =
1
2
yˆ[PNL(r, t) exp(−iω0t) + c.c.] it is found that [4]
PNL(r, t) ≈ 0NLE(r, t)
where the nonlinear dielectric constant is defined as NL + 34χ(3)|E(r, t)|2.
Because of the slowly varying envelope approximation and the perturbative
nature of PNL, NL is treated as a constant during the derivation of the propa-
gation equation. Therefore we can work in the Fourier domain and so the wave
equation for the Fourier transform of the slowly varying amplitude E(r, t) it
is found to be
∆Ê + (ω)k20Ê = 0, (1.62)
where k0 = ω/c , (ω) = 1 + χ̂1(ω) + NL and
Ê(r, ω − ω0) =
∫ +∞
−∞
E(r, t) exp[i(ω − ω0)t]dt.
The dielectric constant (ω) takes into account both linear and nonlinear ef-
fects of refractive index and absorption. In our perturbative approach it is
approximately assumed as
 ≈ n2 + 2n1
where 1 is a small perturbation given by [4]
1 = n˜|E|2 + iα
2k0
, (1.63)
where n˜ is a measure of the fiber nonlinearity and α takes into account the
fiber absorption.
Equation (1.62) can be solved by using the method of separation variables.
If we assume a solution of the form
Ê(r, ω − ω0) = F (x, y)Â(z, ω − ω0) exp(iβ0z),
where Â(z, ω) is slowly varying function of z and β0 is the wave number to be
determined later, Eq. (1.62) leads
∂2F
∂x2
Â+
∂2F
∂y2
Â+F
∂2Â
∂z2
+F2iβ0
∂2Â
∂z2
−Fβ0Â+ (ω)k20FÂ+ β˜F Â− β˜F Â = 0
where we introduced the coefficient β˜. Because of Â is assumed to be a slo-
wly varying function of z, i.e. ∂2Â/∂z2  ∂Â/∂z, we can neglect the se-
cond derivative ∂2Â/∂z2. Then we obtain that F and Â solve the following
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equations:
∂2F
∂x2
+
∂2F
∂y2
+ [(ω)k20 − β˜2]F = 0, (1.64)
2iβ0
∂Â
∂z
+ (β˜2 − β20)Â = 0. (1.65)
The coefficient β˜ is determined by solving the eigenvalue equation (1.64). This
equation can be solved by using the first order perturbation theory [4]; we
first replace  with the refractive index n2 and obtain the modal distribution
F (x, y) as we claimed in the section 1.5.2. Then we include the effect of 1 in
Eq. (1.64.) In the first order perturbation theory, 1 does not affect the modal
distribution F (x, y). However the eigenvalue β˜ it is found [4] to be
β˜(ω) = β(ω) + ∆β, (1.66)
and ∆β it is found [4] to be
∆β =
k0
∫ +∞
−∞ 1|F (x, y)|2dxdy∫ +∞
−∞ |F (x, y)|2dxdy
In view af all this the electric field E(r, t) can be written as
E(r, t) =
1
2
yˆ{F (x, y)A(z, t) exp[i(β0z − ω0t)] + c.c.}, (1.67)
where A(z, t) is the slowly varying pulse envelope. The Fourier transform
Â(z, ω − ω0) of A(z, t) satisfies eq. (1.65), which, from eq (1.66) and making
use of the approximation β˜2 − β20 = (β˜ + β0)(β˜ − β0) ≈ 2β0(β˜ − β0), becomes
∂Â
∂z
= i[β(ω) + ∆β − β0]Â. (1.68)
At this point, recalling the section 1.3, the function β(ω) can be expanded in
a Taylor series about the carrier frequency ω0 as
β(ω) = β0 + β1(ω − ω0) + 1
2
β2(ω − ω0)2 + · · · ,
where
βm =
(dmβ
dωm
)
ω=ω0
(m = 0, 1, 2, · · · ).
The cubic and higher-order terms in this expansion are generally negligible
if the spectral width ∆ω  ω0, that is an approximation that our approach
provide. For this reason eq. (1.65) becomes
∂Â
∂z
= i[(ω − ω0)β1 + 1
2
(ω − ω0)2β2 + ∆β]Â (1.69)
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Now, we can go back to the time domain by taking the inverse Fourier tran-
sform of eq. (1.69), and we obtain the propagation equation for A(z, t); during
the Fourier transform operation, ω−ω0 is replaced by the differential operator
i(∂/∂t). The resulting equation for A(z, t) becomes
∂A
∂z
= −β1∂A
∂t
− iβ2
2
∂2A
∂t2
+ i∆βA. (1.70)
The term with ∆β includes the effect of fiber loss and nonlinearity. From
eq.(1.63) we obtain that
∆β = i
α
2
+
k0n˜|A|2
∫ +∞
−∞ |F (x, y)|4dxdy∫ +∞
−∞ |F (x, y)|2dxdy
;
so the result is
∂A
∂z
+ β1
∂A
∂t
+
iβ2
2
∂2A
∂t2
+
α
2
A = iγ|A|2A, (1.71)
where γ is a nonlinear parameter defined as
γ + n˜ω0
cAeff
,
where
Aeff +
∫ +∞
−∞ |F (x, y)|2dxdy∫ +∞
−∞ |F (x, y)|4dxdy
Eq. (1.71) describes propagation of picosecond optical pulse in single-mode
fibers. It is often referred as the nonlinear Schro¨dinger (NLS) equation because
it can be reduced to that form under certain conditions. It includes the effects
of fiber losses through α, of chromatic dispersion through β1 and β2, and of
fiber nonlinearity through γ. The physical significance of the parameters β1 and
β2 has been discussed. Briefly, the pulse envelope moves at the group velocity
vg ≡ 1/β1 while the effects of group-velocity dispersion (GVD) are governed by
β2. The GVD parameter can be positive or negative depending on whether the
wavelength λ is below or above the zero-dispersion wavelength λD of the fiber.
In the anomalous-dispersion regime(λ > λD), β2 is negative, and the fiber
can support optical solitons. In standard silica fibers, β2 ∼ 50ps2/Km in the
vicible region but becomes close to −20ps2/Km near wavelengths ∼ 1.5µm,
the change in sign occurring in the vicinity of 1.3µm.
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We conclude this chapter by showing that equation (1.71) is actually a
Nonlinear Schrodinger Equation. In fact, in a time frame moving with the
signal group velocity, where we introduce the change of variable T = t− z/vg,
eq.(1.71) becomes
i
∂A
∂z
= −iα
2
A+
β2
2
∂2A
∂T 2
− γ|A|2A.
Moreover, let us introduce the amplitude U(z, T ) as
A(z, T ) = exp[−αz/2]U(z, T )
in this way we obtain that eq. (1.71) becomes
i
∂U
∂z
(z, T ) =
β2
2
∂2U
∂T 2
(z, T )− γe−αz|U(z, T )|2U(z, T ) (1.72)
Capitolo 2
Nonlinear Schro¨dinger Equation
2.1 Introduction
In chapter 1 we obtained the non linear Schrodinger equation that governs
propagation of optical pulses inside single-mode fiber:
i
∂A(z, t)
∂z
= −iα
2
A(z, t) +
β2
2
∂2A(z, t)
∂t2
− γ|A(z, t)|2A(z, t), (2.1)
where A is the slowly varying amplitude of the pulse envelope and t is measured
in a frame of reference moving with the pulse at the group velocity vg. The
three terms on the right-hand side of Eq. (2.1) govern, respectively, the effects
of fiber loss (α > 0), dispersion (β2 ∈ R\{0}) and non linearity (γ > 0) on
pulses propagating inside optical fibers. Depending on the initial width T0
and the peak power P0 of the incident pulse, either dispersive or non linear
effects may dominate along the fiber. It is useful to introduce two length scales,
known as the dispersion length LD and the nonlinear length LNL. Depending
on the relative magnitude of LD, LNL, and the fiber length L, pulses can
evolve quite differently.
Let us consider a time scale normalized to the input width T0 as
τ =
t
T0
.
In addition, we introduce a normalized amplitude U as
A(z, τ) =
√
P0 exp(−αz/2)(U(z, τ)),
where P0 is the peak power of the incident pulse. We now take into conside-
ration a space scale normalized to the fiber length as
ζ =
z
L
,
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where L is the fiber length. Thus, it turns out that U(ζ, τ) satisfies
i
∂U(ζ, τ)
∂ζ
=
L
LD
sgnβ2
2
∂2U(ζ, τ)
∂τ 2
− e−αLζ L
LNL
|U(ζ, τ)|2U(ζ, τ), (2.2)
where sgnβ2 = ±1 depending on the sign of the coefficient β2 and
LD =
T 20
|β2| LNL =
1
γP0
.
The dispersion length LD and the nonlinear length LNL provide the length
scales at which dispersive or nonlinear effects become important for pulse evo-
lution. Depending on the relative magnitudes of L,LD, LNL, we notice from
Eq. (2.2) that when L is longer or comparable to both LD and LNL, disper-
sion and nonlinearity act together as the pulse propagates along the fiber. We
observe that Eq. (2.2) is now dimensionless; thus, we refer to this particular
propagation regime, being L ∼ LD ∼ LNL, as the following mathematical
model
{
ivz(z, t) + vtt(z, t) + C1e
−C2z|v(z, t)|2v(z, t) = 0
v(0, t) = ϕ(t)
(2.3)
where C1 = ±1, C2 > 0, z and t are real variables. The sign of C1 depends on
the sign of the parameter β2 which represents dispersion of the group velocity
and refers to normal dispersion if β2 > 0 or anomalous dispersion if β2 < 0.
While the coefficient C2 takes into account fiber loss. In what follows we
show some well-known results about uniqueness and local and global existence
of solutions of the problem (2.3), referring to [7],[16]. The physical sense of
equation (2.1) suggests to study problem (2.3) in the Hilbert space H1(R); as
matter of fact, in chapter 1 we pointed out that the function |v|2 in eq. (2.11)
has dimension of physical power, that is [|v|2] = W ; the dimension of power is
energy divided by time. The SI unit of power is the watt (W ), which is equal
to one joule per second. Therefore, being power the first temporal derivative
of the energy, it is natural to consider the Hilbert space H1(R) with respect
time variable t.
In addition, we present also well-known results about uniqueness and exi-
stence of solutions of problem (2.3) in the Hilbert space H2(R); this will allow
us to consider a class of functions such that if v is in it then the function
t 7→ t2v(z, t) belongs to L2(R) for every z in a suitable interval of R.
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2.2 Sobolev space
Throughout these notes, we consider Lp spaces of complex-valued functions
(unless the contrary is explicitly stated, all functions we will deal with are
complex-valued). Being Ω an open set of R, Lp(Ω) denotes the space of (class
of) measurable functions u : Ω→ C such that ||u||Lp <∞ with
||u||Lp =

(∫
Ω
|u(t)|pdt
)1/p
if p ∈ [0,∞[
sup essΩ|u(t)| if p =∞.
The quantity Lp(Ω) denotes a Banach space and L2(Ω) is a Hilbert space when
equipped with the scalar product
(u, v)L2 =
∫
Ω
u(t)v(t)dt.
We refer to q as the conjugate of p such as 1/p+ 1/q = 1.
Proposition 2.1 (Holder inequality). Let p ∈ [0,∞] and let q its conjugate.
If u ∈ Lp(Ω) and v ∈ Lq(Ω) then we have that∫
Ω
|u(t)v(t)|dt ≤ ||u||Lp ||v||Lq . (2.4)
Let I be an interval of R, and X a Banach space; for p ∈ [0,∞] we denote
with Lp(I,X) the space of (class of) measurable functions f : I → X such
that the function z 7→ ||f(z)|| belongs to Lp(I). For f ∈ Lp(I,X), one defines
||u||Lp(I,X) =

(∫
Ω
||u(t)||pdt
)1/p
if p ∈ [0,∞[
sup essΩ||u(t)|| if p =∞.
Let Ω be an open subset of R. Let u ∈ Cm(Ω), m ≥ 1. Let α ∈ N and
Dα = ∂
α
∂tα
, by integration by parts we have that∫
Ω
Dαuϕ = (−1)α
∫
Ω
uDαϕ, (2.5)
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for all ϕ ∈ Cmc (Ω), that is for all functions compactly supported with all their
derivatives up to order m. We note that both integrals in (2.4) are well-defined
since Dαuϕ ∈ Cc(Ω) and uDαϕ ∈ Cc(Ω).
A function u defined almost everywhere on Ω is said to be locally integrable
on Ω provided u ∈ L1(U) for every open U b Ω, that is for every U such that
U ⊂ Ω and U is compact. Referring to eq. (2.4), the right-hand side makes
sense as soon as f ∈ L1loc(Ω) and the left-hand side makes sense as soon as
Dαu ∈ L1loc(Ω). This motives the following definitions of weak derivative.
Definition 1. Let u ∈ L1loc(Ω) and α ∈ N. We say that Dαu ∈ L1loc(Ω) if there
exists uα ∈ L1loc(Ω) such that∫
Ω
uαϕ = (−1)α
∫
Ω
uDαϕ, (2.6)
for all ϕ ∈ Cαc (Ω). Such a function uα is then unique and we set Dαu = uα.
If uα ∈ Lploc(Ω)(respectively, u ∈ Lp(Ω)) for some 1 ≤ p ≤ ∞, we say that
Dαu ∈ Lploc(Ω) (respectively, Dαu ∈ Lp(Ω)).
For m ∈ N and p ∈ [0,∞] the Sobolev spaces are defined as follows.
Wm,p(Ω) + {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω) for α ≤ m} (2.7)
For u ∈ Wm,p(Ω), we set
||u||Wm,p =
∑
α≤m
||Dαu||Lp ,
which defines a norm on Wm,p(Ω). We set Hm(ω) = Wm,2(Ω), and we equip
Hm(Ω) with the scalar product
(u, v)Hm =
∑
α≤m
∫
Ω
(Dαu,Dαv),
which defines on Hm(Ω) the norm
||u||Hm =
(∑
α≤m
||Dαu||2L2
) 1
2
,
which is equivalent to the norm || · ||Wm,2 .
We have [17]
Proposition 2.2. Wm,p(Ω) is a Banach space and Hm(Ω) is a Hilbert space.
If p < ∞, then Wm,p(Ω) is separable, and if 1 < p < ∞, then Wm,p(Ω) is
reflexive.
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We now define the subspaces Wm,p0 (Ω) for p < ∞. Formally, Wm,p0 (Ω) is
the subspace of functions of Wm,p(Ω) that vanish on ∂Ω together with their
derivatives up to order m− 1.
Definition 2. Let 1 ≤ p < ∞ and let m ∈ N. We denote by Wm,p0 (Ω) the
closure of C∞c (Ω) in W
m,p(Ω), and we set Hm0 (Ω) = W
m,2
0 (Ω).
When Ω = R, one can characterize the space Wm,p(R) by means of the
Fourier transform which is defined by
Fu(ω) = uˆ(ω) =
∫
R
u(t)e−2piitωdt
when u ∈ L1(R). It is clear that F : L1(R) → L∞(R). Let us define the
Schwartz space functions:
S(R) = {u ∈ C∞(R) : tβDαu ∈ L∞(R) for all α, β ≥ 0}
where α, β are positive integer. The Fourier transform verify [16]
F : S(R) −→ S(R).
We define the inverse of the Fourier transform F∗ by
F∗(uˆ)(t) =
∫
R
uˆ(ω)e2piiωtdω.
It is clear that F∗ satisfies
(Fu, v) = (u,F∗v),
for u, v ∈ S(R). From this and the inversion formula it follows that, for u, v ∈
S(R),
(Fu,Fv) = (u, v) = (F∗u,F∗v).
Thus F and F∗ extend uniquely from S(R) to isometries on L2(R) and are
inverse to each other. Thus we have the Plancherel theorem [16]:
Proposition 2.3. The Fourier transform
F : L2(R) −→ L2(R)
is unitary, with inverse F∗.
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Furthermore we have that [7]
Proposition 2.4. Let u ∈ L2(R) and α ∈ N. Then Dαu ∈ L2(R) if and only
if | · |αû ∈ L2(R). Moreover, F(Dαu)(ω) = (2pii)αωαû(ω), where ω ∈ R. In
particular ||Dα(u)||L2 = (2pi)α|| | · |û||L2 .
A tempered distribution is a continuous linear functional w : S(R) → C.
The space S(R) has a topology, determined by the seminorms
pk(u) =
k∑
j=0
sup
t∈R
〈t〉k|Dju(t)|,
where 〈t〉 = (1 + |t|2)1/2. The distance function
d(u, v) =
∞∑
k
2−k
pk(u− v)
1 + pk(u− v)
makes S(R) a complete metric space; with such a topology it is a Freche´t
space. For a linear map w : S(R) → C to be continuous, it is necessary and
sufficient that, for some k and C,
w(u) ≤ Cpk(u) for all u ∈ S(R).
The set of all continuous linear functional on S(R) is denoted S ′(R) and is
called the space of tempered distributions. In view of all this, we can produce
the following definition
Definition 3. Given m ∈ N,
Hm(R) = {u ∈ S ′(R) : (1 + | · |2)m2 û ∈ L2(R)}.
For these spaces we have the following embedding result [7]
Proposition 2.5. Let m ≥ 1 then Hm(R) ↪→ L∞(R).
2.3 The Schrodinger Operator
The operator ∆ = D2 = ∂2/∂t2 acts on L2(R). It is well-known that ∆ is self-
adjoint on L2(R) and that (∆u, u) ≤ 0; this implies that the operator A = i∆
generates the group of isometries on L2(R), that we denote as (T (z))z∈R.
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Given ϕ ∈ L2(R), it is well-known that the linear problem
u ∈ C(R, L2(R)) ∩ C1(R, (D(∆)∗)
iuz + utt = 0 for all u ∈ (D(∆))∗
u(0) = ϕ
where D(∆) = {u ∈ H10 (R), utt ∈ L2(R)} and (D(∆))∗ is the dual space of
D(∆), posses only one solution given by u(z) = T (z)ϕ.
The quantity T (z) can be expressed explicitly in Fourier domain. Indeed,
given ϕ ∈ S(R), and given u ∈ C∞(R,S(R)) to be defined by
û(z)(ω) = e−4pi
2i|ω|2zϕ̂(ω) for all z , ω ∈ R.
We have iuˆz − 4pi2|ω|2uˆ = 0 in R × R, and so iuz + utt = 0 in R × R. Since
u(0) = ϕ, we deduce that u(z) = T (z)ϕ. Thus, we obtain that
F(T (z)ϕ)(ω) = e−4pi2i|ω|2zϕˆ(ω) (2.8)
for all ϕ ∈ S(R), z ∈ R, ω ∈ R.
Given z 6= 0, we define the function Kz as
Kz =
( 1
4piit
)1/2
e
it2
4z for t ∈ R.
Since K̂z = e
−i4pi2ω2t, it easily follows from (2.8) that, for all ϕ ∈ S(R),
T (z)ϕ = Kz ? ϕ; i.e.
T (z)ϕ(t) = (4piiz)−1/2
∫
R
e
i|t−s|2
4z ϕ(s)ds.
Concerning the non homogeneous problem, we now set the problem in the
Hilbert spaceH1(R). Let ϕ ∈ H1(R) and g ∈ C(H1(R), H−1(R))( whereH−1 is
the dual space of H1), we call a function v(·, t) ∈ C([0, Z], H1)∩C1([0, Z], H−1)
a generalized solution (or H1-solution) of the problem{
ivz + vtt + g(v) = 0
v(0) = ϕ
(2.9)
if v(0, t) = ϕ in the sense of the space H1 and v(z, t) solves the equation
ivz + vtt + g(v) = 0 for every z ∈ [0, Z], in the sense of the space H−1.
38 CAPITOLO 2. NONLINEAR SCHRO¨DINGER EQUATION
Furthermore, because of Duhamel’s formula we can express the solution as
v(z) = T (z)ϕ+ i
∫ z
0
T (z − z′)g(v(z′))dz′, for all z ∈ [0, Z]. (2.10)
Moreover if g is bounded on bounded sets, we have that a function v ∈
L∞([0, Z], H1(R)) is a solution (weak solution) of (2.9) if and only if it satisfies
(2.10). The same occurs if v ∈ C([0, Z], H1(R))(strong solution). Finally we
introduce the notion of uniqueness in H1.
Definition 4. Consider g ∈ C(H1(R), H−1(R)). We say that there is unique-
ness in H1 for the problem (2.8) if, given ϕ ∈ H1(R) and any interval I 3 0,
it follows that any two H1-solution coincide on I.
2.4 H1 Solution
Let f be a function of continuous complex argument, i.e. f ∈ C(C,C), such
that
f(0) = 0, (2.11)
|f(u)− f(v)| ≤ L(M)|u− v| (2.12)
for all u, v ∈ C such that |u|, |v| ≤M, with
L(·) ∈ C([0,∞)). (2.13)
Set
g(v)(t) = f(v(t))
for all measurable v : R→ C and almost all t ∈ R.
Theorem 2.4.1. Let ϕ ∈ H1(R). If f ∈ C1(C,C), then there exists a maximal
interval I ⊂ R on which is defined a unique function v ∈ C(I,H1(R)) ∩
C1(I,H−1(R)) such that ivz + vtt + g(v) = 0 for all z ∈ I and v(0) = ϕ.
Proof We only sketch the idea of the Proof, for more details we refer
to [7] and [6].
The uniqueness follows immediately from [[7], Proposition 4.2.3]. For the
local existence we proceed as follows. Let us set M = C||ϕ||H1 , where C is a
positive real number and
E = {v ∈ L∞((−Z,Z), H1(R)) : ||v||L∞((−Z,Z),H1(R)) ≤M},
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where Z > 0. The function space E equipped with the distance
d(u, v) = ||u− v||L∞((−Z,Z),H1(R))
is a Banach space. Given ϕ ∈ H1(R) and v ∈ E we now set
H(v)(z) = T (z)ϕ+ i
∫ z
0
T (z − z′)g(v(z′))dz′.
From Strichartz’s estimates [[7], Theorem 2.3.3] we have that
H(v) ∈ C([−Z,Z], H1(R))
and
||H(v)||L∞((−Z,Z),H1(R)) ≤ η(M,Z)M,
where η is a continuous function depending on the initial value ϕ and on Z.
Furthermore if we choose Z small enough (in this case Z depends on ϕ only by
||ϕ||H1) we have thatH(v) ∈ E and d(H(v),H(u)) ≤ 12d(v, u). In particular, H
is a strict contraction on E. The Banach fixed point theorem implies thatH has
a unique fixed point v ∈ E. Moreover, v ∈ C([−Z,Z], H1(R)). The maximality
of the interval of existence immediately follows from the uniqueness properties
that there exists a solution v ∈ C([−Z,Z], H1(R)). 2
Let us consider the problem (2.3), and set
f(v) = C1e
−C2z|v|2v.
If |u|, |v| ≤M, we have that
|f(v)− f(u)| = |C1|e−C2z|(|v|2v − |u|2u)|
= e−C2z|(|v|2v − |v|2u) + (|v|2u− |u|2u)|
≤ e−C2z[|v|2|v − u|+ ||v|2 − |u|2||u|]
= e−C2z
[|v|2|v − u|+ |(|v| − |u|)(|v|+ |u|)||u|]
≤ e−C2z(M2|v − u|+ 2M |v − u|M)
= 3M2e−C2z|v − u|.
Let I = [0,Λ] with Λ > 0. The function f(v) = C1e
−C2z|v|2v belongs to
C(C,C) for every z ∈ I. Moreover it satisfies properties (2.11) ÷ (2.13), that
is f(0) = 0, and |f(u) − f(v)| ≤ L(M)|u − v|, with |v|, |u| ≤ M and with
L(M) = 3e−C2ΛM2. Thus, as a simple consequence of theorem 2.4.1 we have
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Proposition 2.6. Let ϕ ∈ H1(R) and I = [0,Λ](Λ > 0) be a bounded interval
of R. Then, if f(v) = C1e−C2z|v|2v there exists a maximal interval J ⊂ I on
which the problem {
ivz + vtt + g(v) = 0
v(0) = ϕ
with g(v)(t) = f(v(t)) a.a. t ∈ R has a unique solution v ∈ C(J,H1(R)) ∩
C1(J,H−1(R)).
Remark 2.1. The coefficient C2 is a positive real number; therefore, the Pro-
position holds for every z running along the positive real numbers. Indeed,
since C2z > 0 for every z > 0 we obtain that |f(v)− f(u)| ≤ 3M2|v − u|, and
so the thesis of Proposition still holds true.
By contrast, if z < 0, in order to satisfy (2.12) it is needed that z runs in a
bounded interval. However, since the length of an optical fiber is positive and
finite, we always refer to a bounded interval of real positive numbers.
Remark 2.2. If C2 = 0 we easily have that |f(v)−f(u)| ≤ 3M2|u−v| and so
Theorem 2.4.1 still holds true in this case. Therefore the standard Nonlinear
cubic problem {
ivz + vtt + C1|v|2v = 0
v(0) = ϕ
has a maximal H1- solution, both if C1 is positive or negative.
Let us consider again the equation
ivz + vtt + C1e
−C2z|v|2v = 0, v(0) = ϕ. (2.14)
From (2.10) it follows that a H1 solution of the problem can be written as
v(z) = T (z)ϕ+ iC1
∫ z
0
eC2z
′T (z − z′)[|v|2v]dz′
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In order to establish the absolute continuity of H1 norm of such solution, we
take into consideration the following estimate:
|||v|2v||2H1 +
∫
R
|(|v|2v)|2dt+
∫
R
| ∂
∂t
(|v|2v)|2dt
=
∫
R
|(|v|2v)|2dt+
∫
R
|(2vt|v|2 + v2v¯t)|2dt
≤ ||v||2L∞||v||2L2 +
(
2
(∫
R
|(vt|v|2)|2dt
)1/2
+
(∫
R
|(v2v¯t)|2dt
)1/2)2
≤ ||v||2L∞||v||2L2 +
(
2||v||2L∞||vt||L2 + ||v||2L∞||vt||L2
)2
= ||v||2L∞||v||2L2 + 9||v||4L∞||v||2L2
≤ K2||v||2H1
where K = max{sup |v|, 3 sup |v|2} and we used Holder inequality and Sobolev
immersion H1(R) ↪→ L∞(R).
Then by recalling that the operator T (z) is a isometry on the functions
space H1(R), we have that
||v(z)||H1 ≤ ||ϕ||H1 + |C1|K
∫ z
0
e−C2z
′ ||v||H1dz′.
We now need the following statement,
Theorem 2.4.2 (Gronwall Lemma). Let I 3 0 be an interval of R, and u, v :
I → R two non negative functions. Let c ≥ 0 be a constant such that
v(z) ≤ c+
∫ z
0
u(z′)v(z′)dz′, for all z ∈ I, z ≥ 0
then it is valid
v(z) ≤ ce
∫ z
0 u(z
′)dz′ (2.15)
So by applying theorem 2.4.2 we have that
||v(z)||H1 ≤ ||ϕ||H1 exp
[
|C1|K
∫ z
0
e−C2z
′
dz′
]
(2.16)
From (2.16) it follows that
sup
z∈[0,Z)
||v(z)||H1 ≤ ||ϕ||H1 exp
[
K
[1− eC2Z
C2
]]
. (2.17)
We are now ready to state
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Proposition 2.7. Let ϕ ∈ H1(R). Then, the solution of the problem{
ivz + vtt + C1e
−C2z|v|2v = 0
v(0) = ϕ
there exists for every z ∈ R.
Proof Let us suppose that the solution of the problem exists only into
the maximal interval [0, Z). Let us consider δ such that 0 < δ < Z; by the
local existence, we have for the initial data vδ(t, Z− δ) = v(t, Z− δ) a solution
vδ on the time interval [Z−δ, Z−δ+η) for some η > 0, where v is the solution
on the maximal interval [0, Z]. Since we have uniform bounds (independent of
δ) on ||u||H1 if Z <∞, it follows that η is independent of δ. Thus, if we choose
δ sufficiently small, we have
Z − δ + η > Z.
However, for the uniqueness, vδ and v coincide on R× [Z−δ, Z), and therefore
vδ extends v beyond the maximal interval of existence. This is a contradiction.
2
Remark 2.3. If C2 = 0 Proposition 2.7 works properly; indeed, (2.16) becomes
||v(z)||H1 ≤ ||ϕ||H1 exp
[ ∫ z
0
|C1|Kdz′
]
and so
sup
z∈[0,Z)
||v(z)||H1 ≤ ||ϕ||H1 exp
[
KZ
]
.
Thus, if Z < ∞ we obtain that the H1-norm is absolutely continuous on z ∈
[0, Z].
2.5 H2 Solution
In this section we show a result about uniqueness and existence of a H2 solution
of the initial value problem (IVP){
ivz(z, t) + vtt(z, t) + g(v(z, t)) = 0
v(0) = ϕ(t)
(2.18)
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with ϕ ∈ H2(R). From [Cazenave, Lemma 4.2.8] it follows that if I 3 0 is
an interval, and g ∈ C(H2(R), L2) is bounded on bounded sets, then v ∈
C(I,H2(R)) ∩ C1(I, L2(R)) is a solution of the IVP (2.18) if and only if v
satisfies the integral equation
v(z) = T (z)ϕ+ i
∫ z
0
T (z − z′)g(v(z′))dz′, for all z ∈ I.
Let us assume that g : H2(R)→ L2(R). Suppose that there exist 0 ≤ s < 2
and 2 ≤ r, ρ <∞ such that
g ∈ C(Hs(R), L2(R)) is bounded on bounded sets (2.19)
and
||g(u)− g(v)||Lρ′ ≤ L(M)||u− v||Lr (2.20)
for all u, v ∈ H2(R) such that ||u||Hs , ||v||Hs ≤M.
Theorem 2.5.1. Let g : H2(R) → L2(R) satisfy (2.19), (2.20). For every
ϕ ∈ H2(R), there exists an open interval I of R and a unique, maximal solution
v ∈ C(I,H2(R)) ∩ C1(I, L2(R)) of IVP (2.18).
Proof The uniqueness follows from [[7], Proposition 4.2.9]. The idea to
prove the local existence is the same as the one we showed in Theorem 2.4.1.
Let consider
H(v)(z) = T (z)ϕ+ i
∫ z
0
T (z − z′)g(v(z′))dz′.
Let define a suitable bounded Banach space E. In [[7],Theorem 4.8.1] it is
found that H : E → E is a strict contraction. Therefore, from the Banach
fixed point theorem we obtain a solution of the problem (2.8). It is remarkable
that the interval constructed, on which there is local existence, depends on the
initial value ϕ by ||ϕ||H2 . 2
Furthermore we have
Proposition 2.8. Let v(z) be a solution given by the theorem. If
Re(g(w), iw)L2 = 0 for all w ∈ H2(R),
then ||v(z)||L2 = ||ϕ||L2 for all z ∈ I.
Moreover if there exists G ∈ C1(H2(R),R) such that g = G′, then E((v(z)) =
E(ϕ) for all z ∈ I, where
E(v) + 1
2
∫
R
|vt|2dt−
∫
R
G(v(t))dt for all u ∈ H2(R)
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Proof We only sketch the proof. For more details we refer to [7].
Multiplying the equation ivz + vtt + g(v) = 0 by iv we obtain that
d
dz
||v(z)||2L2 = 2 Re(vz, v) = 2 Re
[
(−vtt, v) + (g(v), iv)
]
= 0.
Moreover multiplying ivz + vtt + g(v) = 0 by vz we have that
E(v(z)) = Re(ivz, vz) = 0,
where E(v(z)) is obtained by Re
[
(−vtt, vt) + (g(v), vt)
]
. 2
Now we show that there exists a unique maximal solution of the problem
(2.3, ) that is
ivz + vtt + C1e
−C2z|v|2v = 0, v(0, t) = ϕ(t),
where C1 = ±1 and C2 > 0.
Let us assume that v ∈ H2(R), we define g(v) = C1e−C2z|v|2v; by using
Holder inequality and the immersion H2 ↪→ L∞ we obtain
||g(v)||2L2 =
∫
R
|g(v)|2dt = |C1|2e−2C2z
∫
R
||v|2v|2dt
≤ e−2C2z||v||4L∞ ||v||2L2
≤ ||v||4L∞||v||2L2
for every z > 0. To show that g(v) ∈ L2(R) it is needed that ||v(z, ·)||L∞ , ||v(z, ·)||L2
are finite for ||v(z)||H2 ≤ K for all z ∈ I, interval of R+, and K positive con-
stant. We know that ||v||L2 ≤ ∞, easily. Then the L∞ norm of v can be
controlled by means of the H2 norm of v by the following argument: let us
consider the fundamental theorem of calculus for a function v(t) ∈ H2(R),
that is
v(t)− v(s) =
∫ t
s
v′(τ)dτ,
where t > s and v′ is the first derivative with respect to the variable t, in the
sense of distributions. From this it follows that
|v(t)− v(s)| ≤
∫ t
s
|v′|(τ)dτ
Then, by using Holder inequality we obtain that
|v(t)− v(s)| ≤ ||v′||L2|t− s| 12
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Now we integrate between t− r and t+ r with r > 0 with respect the variable
s. Then, using the inverse triangular inequality ||v(t)| − |v(s)|| ≤ |v(t)− v(s)|
we have that
|v(t)| ≤ |v(s)|+ ||v′||L2|t− s| 12
2r|v(t)| ≤
∫ t+r
t−r
|v(s)|ds+
∫ t+r
t−r
||v′||L2|s|1/2ds
because of |t − s| ≤ |s| for s ∈ (t − r, t + r). Again, from Holder inequality it
follows that
2r|v(t)| ≤ r1/2||v||L2 + 2
3
r3/2||v′||L2 ≤ 3
2
(
r1/2||v||L2 + r3/2||v′||L2
)
Now let us consider the function h(r) = 3
2
(
r1/2||v||L2 + r3/2||v′||L2
)
; this func-
tion is continuous in r ∈ R − 0. Thus, let us calculate the derivative and
compute the minimum:
h′(r) =
3
2
(
− ||v||L2
2r
√
r
+
||v′||L2
2
√
r
)
The minimum is reached for r¯ = ||v||L2/||v′||L2 and so h(r¯) = 3
(
||v||L2||v′||L2
)1/2
.
In this way we have that
|v(t)| ≤ 3K
for ||v||H2 ≤ K.
In view of this we have that g(v) ∈ L2(R) and it satisfies property (2.19).
From the last argument it follows that, if ||u||H2 , ||v||H2 ≤M then |u|, |v| ≤
3M. Now, since
||v|2v − |u|2u| ≤ 3(3M)2|v − u|
it follows that
||g(v)− g(u)||L2 = |C1|e−C2z
(∫
R
|(|v|2v − |u|2u)|2dt
)1/2
≤ 27M2e−C2z
(∫
R
|v − u|2dt
)1/2
≤ 27M2||v − u||L2
and so we uncover that g verifies property (2.20), for every z ∈ I, interval of
R+. We resume all this into
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Proposition 2.9. For every ϕ ∈ H2(R) there exists a maximal interval I of
real positive numbers such that the initial value problem
ivz + vtt + C1e
−C2z|v|2v = 0, v(0) = ϕ, (2.21)
has a unique, maximal solution v ∈ C(I,H2(R)) ∩ C1(I, L2(R)).
Remark 2.4. Let us consider g(w) = C1e
−C2z|w|2w; we note that
Re(g(w), iw)L2 = Re
∫
R
g(w)(−iw¯)dt = −C1e−C2zRe
∫
R
i|w|4dt = 0
Therefore, from proposition (2.8) it follows that ||v(z)||L2 = ||ϕ||L2 for every z
in a suitable interval on which v(z, t) is a solution of the problem (2.18).
Remark 2.5. If g(u) = C1|u|2u, that is C2 = 0, then all conditions of theorem
2.5.1 are satisfied, and so the problem
ivz + vtt + C1|v|2v = 0, v(0) = ϕ,
has a maximal H2-solution. Moreover conditions of proposition 2.8 also are
satisfied and so we have the conservation of the following quantities:∫
R
|u(z, t)|2dt, 1
2
∫
R
|ut|2dt− C1
4
∫
R
|u(z, t)|4dt.
Capitolo 3
Integrable System
3.1 Introduction
The Painleve´ property for ordinary differential equations is defined as follows.
The solutions of a system of ordinary differential equations are regarded as
analytic functions of a complex variable. The movable singularities of the
solution are the singularities of the solution whose location depends on the
initial conditions. Thus, they are movable. The system is said to possess the
Painleve´ property when all the movable singularities are single-valued.
One major difference between analytic functions of one complex variable
and analytic functions of several complex variables is that, in general, the
singularities of a function of several complex variables cannot be isolated. If
f = f(ξ1, . . . , ξn) is a meromorphic function of n complex variables (2n real
variables), the singularities of f occur along analytic manifolds of (real) di-
mension 2n − 2. These manifolds are determined by conditions of the form
φ(ξ1, . . . , ξn) = 0, where φ is an analytic function of (ξ1, . . . , ξn) in a neighbo-
rhood of the manifold. Therefore, we say that a partial differential equation
has the Painleve´ property when the solutions of the PDE are single-valued
about the movable, singularity manifolds. For the sake of correctness, if the
singularity manifold is determined by the condition φ(ξ1, . . . , ξn) = 0, and
u(ξ1, . . . , ξn) is a solution of PDE, then we assume that
u = u(ξ1, . . . , ξn) = φ
α
∞∑
j=0
ujφ
j,
where φ = φ(ξ1, . . . , ξn) and u = u(ξ1, . . . , . . . ξn) are analytic functions of
(ξ1, . . . , . . . ξn) in a neighborhood of the singularity manifold, and α is an in-
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teger. Substitution of the expression of the u into the PDE determines the
possible value of α and defines the recursion relations for uj, j = 0, 1, 2, . . . .
In [18] it is indicated that the Painleve´ property may provide a unified
description of integrable behavior in dynamical systems, while, at the same ti-
me, providing an efficient method for determining the integrability of particular
systems.
In this chapter we will find a NLSE that is Painleve´ integrable. Afterwards,
we will introduce some transformations that allow us to pass to the standard
NLSE : iQZ + QTT + ρ|Q|2Q = 0 where ρ can be both positive or negative
real number. Finally we prove a result of ’closeness’; let u be a solution of the
equation
iuz +
β2
2
utt − γe−αz|u|2u = 0 (3.1)
presented in the first chapter; we prove that this solution is close in the L2
norm to a solution of a integrable NLSE.
3.2 Integrability and compatibility conditions
To perform the analysis of the Painleve´ test for partial differential equations,
i.e., the well known Weiss-Tabor-Carnevale (WTC) test, we consider a non
autonomous generalized NLSE with real coefficients:
ivz(z, t) + f(z, t)vtt(z, t) + g(z, t)|v(z, t)|2v(z, t) + V (z, t)v(z, t) +
ih(z, t)v(z, t) = 0. (3.2)
Here f(z, t) and g(z, t) (z, t real variables) are the dispersion and the nonli-
nearity managements parameters, respectively. The function V (z, t) denotes
the external potential applied and h(z, t) is the dissipation (h > 0) or gain
(h < 0). We follow [8] to obtain some conditions which guarantee that Eq.
(3.2) pass the WTC test.
In order to perform conveniently the Painleve´ analysis we first complexify
Eq. (3.2), which becomes
i
∂u(z, t)
∂z
+ f(z, t)
∂2u(z, t)
∂t2
+ g(z, t)v(z, t)u(z, t)2 + V (z, t)u(z, t)
+ih(z, t)u(z, t) = 0 (3.3)
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−i∂v(z, t)
∂z
+ f(z, t)
∂2v(z, t)
∂t2
+ g(z, t)u(z, t)v(z, t)2 + V (z, t)v(z, t)
−ih(z, t)u(z, t) = 0 (3.4)
where u(z, t) and v(z, t) are treated as independent complex functions of va-
riables z, t and the functions f(z, t), g(z, t), V (z, t) and h(z, t) are analytic on
the non characteristic singularity manifold ϕ(z, t) = 0. By using the following
ansatz ϕ(z, t) = t+ φ(z) [8] the solutions of Eqs. (3.3), (3.4) can be expanded
on the non characteristic singularity manifold as
u(z, t) = [t+ φ(z)]−p
∞∑
j=0
uj(z)[t+ φ(z)]
j, (3.5)
v(z, t) = [t+ φ(z)]−q
∞∑
j=0
vj(z)[t+ φ(z)]
j, (3.6)
where u0 6= 0, v0 6= 0.
We also expand f, g, V, h on the same singularity manifold as follows:
f(z, t) =
∞∑
i=0
fi(z)[t+ φ(z)]
i, g(z, t) =
∞∑
i=0
gi(z)[t+ φ(z)]
i
V (z, t) =
∞∑
i=0
Vi(z)[t+ φ(z)]
i, h(z, t) =
∞∑
i=0
hi(z)[t+ φ(z)]
i (3.7)
where fi(z) =
1
i!
∂f(z,t)
∂zi
|t=−φ(z), and similarly for g(z, t), V (z, t) and h(z, t).
Substituting expressions (3.5)−(3.7) into Eqs. (3.3) and (3.4) and collecting
the same power of φ(z), one can obtain [8] (i) the values of p and q, and the
equations concerning the first terms derived; and (ii) the general recursion
relations of uj and vj.
Therefore, by the standard procedure for the leading-order analysis, we get
p = q = 1 and
2f0(z) + g0(z)u0(z)v0(z) = 0.
The recursion relations are
A(j)
(
uj
vj
)
=
(
Qj g0u
2
0
g0v
2
0 Qj
)(
uj
vj
)
=
(
Fj
Gj
)
, (3.8)
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where
Qj = (j − 1)(j − 2)f0 + 2g0u0v0, (3.9)
Fj = −i[uj−2,z + (j − 2)uj−1φz]− gju20v0 −
j∑
k=1
(j − k − 1)(j − k − 2)fkuj−k
−g0v0
j−1∑
m=1
uj−mum − g0
j−1∑
m=1
m∑
k=0
vj−mum−kuk −
j−1∑
m=1
m∑
k=0
k∑
l=0
gj−mvm−kuk−lul
−
j−2∑
m=0
Vj−m−2um − i
j−2∑
m=0
hj−m−2um, (3.10)
with i the imaginary unit and Gj has a similar expression which can be ob-
tained from Fj by first interchanging uj and vj and then taking its complex
conjugate. In addition we use the notation that once an index is less than
zero, the expression itself is zero.
The above-mentioned recursion relations uniquely determine the unknown
expansion coefficients uniquely unless the determinant of the matrix in Eq.
(3.8) is zero. Those values of j at which the determinant is equal to zero
are called the resonances, and the conditions which ensure Eq. (3.8) to have
solutions at the resonances are named compatibility conditions.
In [8] it is found that from Eqs. (3.8) − (3.10) resonances only occur at
j = −1, 0, 3, 4. So the compatibility conditions of Eq. (3.2) are given by [8]
Proposition 3.1.
f(z, t) = f(z), g(z, t) = g(z), h(z, t) = h(z), V (z, t) = V0(z)+V1(z)t+V2(z)t
2,
(3.11)
where V0(z) and V1(z) are arbitrary and V2(z), f(z), g(z), h(z) satisfy the rela-
tion
(4f 2ggz − 2ffzg2)h− 4f 2g2h2 − 2f 2g2hz − g2ffzz + f 2ggzz − 2f 2g2z
+f 2z g
2 + fzgfgz + 4V2f
3g2 = 0. (3.12)
Condition (3.11) suggests that the Painleve´ integrable class of Eq.(3.2)
should have the form of
ivz(z, t) + f(z)vtt(z, t) + g(z)|v(z, t)|2v(z, t)
+[V0(z) + V1(z)t+ V2(z)t
2]v(z, t) + ih(z)v(z, t) = 0, (3.13)
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where f(z), g(z), h(z) and V2(z) are related by (3.12) and V0, V1 are arbitrary.
We now set the transformation
u(z, t) = v(z, t) exp
[
−
∫ z
0
h(z′)dz′
]
, for every z ∈ R.
Thus, Eq. (3.13) becomes
i
∂v(z, t)
∂z
− ih(z)v(z, t) + f(z)∂
2v(z, t)
∂t2
+ g(z)|v(z, t)|2v(z, t)
+[V0(z) + V1(z)t+ V2(z)t
2]v(z, t) + ih(z)v(z, t) = 0,
and so the loss/gain term can be eliminated formally. Thus, in what follows
we only consider the model with h(z) ≡ 0, i.e.
i
∂v(z, t)
∂z
+ f(z)
∂2v(z, t)
∂t2
+ g(z)|v(z, t)|2v(z, t)
+[V0(z) + V1(z)t+ V2(z)t
2]v(z, t) = 0. (3.14)
Then, for h ≡ 0 the relation between V2, f, g becomes
− g2ffzz + f 2ggzz − 2f 2g2z + g2f 2z + gfgzfz + 4V2f 3g2 = 0. (3.15)
3.3 Transformation to the standard NLSE
In this section we look for a transformation which convert Eq (3.14) into the
Standard NLSE
i
∂Q
∂Z
(Z, T ) + κ
∂2Q
∂2T
(Z, T ) + χ|Q(Z, T )|2Q(Z, T ) = 0 (3.16)
where κ and χ are real coefficients. If κχ > 0, Eq. (3.16) is called focusing,
while if κχ < 0, Eq. (3.16) is called defocusing.
We look for a transformation in the form [8]
v(z, t) = Q(q(z), p(z, t))eia(z,t)+c(z), (3.17)
where p(z, t), q(z), a(z, t) and c(z) are real functions to be determined and
v(z, t), Q(Z, T ) are the solutions of Eqs. (3.14), (3.16), respectively.
In order to substitute Eq. (3.17) into Eq. (3.14) we take the first deriva-
tive of v(z, t) with respect the variable z. Thus, using Eq. (3.17) and letting
p(z, t) = T, q(z) = Z, we have that
vz(z, t) =
[
qz(z)QZ(Z, T ) + pz(z, t)QT (Z, T )
+iaz(z, t)Q(Z, T ) + cz(z, t)Q(Z, T )
]
eia(z,t)+c(z).
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We now take the second derivative with respect the variable t, and we obtain
that
vtt(z, t) =
[
(pt(z, t))
2 QTT (Z, T ) + ptt(z, t)QT (Z, T )
+ipt(z, t)at(z, t)QT (Z, T ) + iatt(z, t)Q(Z, T )
]
eia(z,t)+c(z)
+
[
iat(z, t)pt(z, t)QT (Z, T )− (at(z, t))2 Q(Z, T )
]
eia(z,t)+c(z)
We are now ready to substitute Eq. (3.17) into Eq. (3.14); so we obtain
that
iqzQZ + fp
2
tQTT + ge
2c|Q|2Q+ i[Q(cz + fatt) +QT (pz + 2fptat)]
+fpttQT − (az + fa2t − V0 − V1t− V2t2)Q = 0
Comparing this with Eq. (3.16) we obtain that
cz + fatt = 0, (3.18)
pz + 2fptat = 0,
az + fa
2
t − V0 − V1t− V2t2 = 0,
ptt = 0.
From the first two and the fourth equations above we get
a(z, t) = − cz(z)
2f(z)
+ h1(z)t+ h2(z) (3.19)
and
p(z, t) = t e2c(z) − 2
∫
f(z)h1(z) e
2c(z)dz, (3.20)
where h1(z) and h2(z) are functions to be determined. Inserting a(z, t) and
p(z, t) into the third equation in Eqs. (3.18), collecting the coefficients of all
powers of t, and further setting them as zero, we get
− czzf + czfz + 2fc2z − 2V2f 2 = 0, (3.21)
−2c2h1 + h′1 − V1 = 0,
fh21 + h
′
2 − V0 = 0.
From the last two equations of this system h1(z) and h2(z) can be solved:
h1(z) = h(z) e
2c(z), (3.22)
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h2(z) =
∫ [
V0(z)− f(z)h2(z)e4c(z)dz
]
+ A2, (3.23)
where h(z) =
∫
V1(z)e
−2c(z)dz + A1. Here A1 and A2 are real constants.
Finally, in comparison to the standard NLSE equation one has
ge2c
qz
= χ
fe4c
qz
= κ (3.24)
The above equations give
c(z) =
1
2
ln
κg(z)
χf(z)
, q(z) =
κ
χ2
∫
g2(z)
f(z)
dz +K1, (3.25)
where K1 is a constant of integration. Usually we choose K1 such that q(0) = 0.
Then it is easy to determine the remaining transformation parameters a(z, t)
and p(z, t) as [8]
a(z, t) =
1
4f(z)
d
dz
(
ln
χf(z)
κg(z)
)
t2+
g(z)
f(z)
r(z)t−
∫ (
g2(z)
f(z)
r2(z)−V0(z)
)
dz+K2
(3.26)
p(z, t) =
κg(z)
χf(z)
t− 2κ
χ
∫
g2(z)
f(z)
r(z)dz. (3.27)
Here we defined r(z) as
r(z) =
∫
f(z)
g(z)
V1(z)dz +K3 (3.28)
3.3.1 An explicit integrable model
We now consider the equation
ivz(z, t) +
β2
2
vtt(z, t)− γ e−αz|v(z, t)|2v(z, t) = 0 (3.29)
which we pointed out in Chapter 1 and that governs propagation of optical
pulses inside single-mode fibers. We know that the quantity |v|2 has dimen-
sion of power physics, i.e. [|v|2] = W, in the International System of Units.
Moreover, we found that
[α] = L−1, [β2] = T 2L−1, [γ] = W−1L−1,
where in the International System of Units L and T are dimension symbol of
length and time respectively.
54 CAPITOLO 3. INTEGRABLE SYSTEM
In order to specialize the previous general context to Eq. (3.29), we set
f(z) =
β2
2
, g(z) = −γe−αz.
Thus, from compatibility condition (3.15) it follows that(β2
2
)2(
−γe−αz
)(
−γα2e−αz
)
−2
(β2
2
)2(
γαe−αz
)2
+4V2
(β2
2
)3(
−γe−αz
)2
= 0,
then we have that
−γ2α2 + 4V2γ2β2
2
= 0,
and so it easily follows that
V2 =
α2
2β2
.
For arbitrariness of the functions V0(z) and V1(z) we set V0(z) ≡ 0, V1(z) ≡ 0.
Therefore, Eq. (3.14) becomes
ivz +
β2
2
vtt − γe−αz|v|2v + α
2
2β2
t2v = 0. (3.30)
We immediately find that Eq. (3.30) is dimensionally balanced; indeed the
dimension of the last term is L−1[v], in accordance to the other terms in the
equation.
We are now ready to present the transformation that allows us to convert
Eq. (3.30) into the standard NLSE (3.16). From the first of Eqs. (3.25) it
follows that
c(z) =
1
2
ln
(κ(−γe−αz)
χβ2
2
)
=
1
2
ln
(−2γκ
χβ2
e−αz
)
and so
c(z) = ln
√
K − α
2
z (3.31)
where we defined K = − 2γκ
χβ2
. We observe that K must be positive; this condi-
tion is achieved if the sign of the products β2γ and κχ are opposite. In order
to have K dimensionless, we set
[κ] = T 2L−1, [χ] = W−1L−1.
We will see that these assumptions are in accordance to the transformation
that we will find in the next. From Eq. (3.31) and these assumptions it easily
follows that c(z) is dimensionless, being z a length([z] = L).
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By continuing to evaluate the transformations, from the second of (3.25)
we obtain that
q(z) =
κ
χ2
∫ z
0
2γ2e−2αz
′
β2
dz′ +K1 = − κγ
2
αβ2χ2
e−2αz +
κγ2
αβ2χ2
+K1
= K
γ
2αχ
e−2αz −K γ
2αχ
= K
γ
2αχ
(e−2αz − 1) (3.32)
where K = − 2γκ
χβ2
and we have assumed K1 = 0 in order to get q(0) = 0. We
notice that q is a length([q] = L), as expected.
We recall that we assumed V0 ≡ V1 ≡ 0 and so we have from Eq. (3.28),
by setting K3 = 0, that r(z) = 0. Thus, from Eqs. (3.26) and (3.27), setting
K2 = 0, a straightforwardly calculation leads to
a(z, t) =
1
2β2
d
dz
ln
( χβ2
−2γκe
αz
)
t2 =
α
2β2
t2 (3.33)
and
p(z, t) = −2γκ
χβ2
e−αzt = Ke−αzt. (3.34)
We immediately find that a is dimensionless, while p is a time as we expected.
We now collect these results in the following
Theorem 3.3.1. Let us set T = p(z, t) and Z = q(z). Then a solution v(z, t)
of
ivz +
β2
2
vtt − γe−αz|v|2v + α
2
2β2
t2v = 0
can be converted into a solution of the standard NLSE provided that K > 0 by
the following transformation
v(z, t) =
√
K exp
[
i
α
2β2
t2 − α
2
z
]
Q(Z, T ), (3.35)
where Q(Z, T ) is a solution of the standard NLSE iQZ +κQTT +χ|Q|2Q = 0.
Proof Let us substitute (3.31), (3.32), (3.33), (3.34) into (3.17). Then,
we obtain that
v(z, t) = exp
[
i
α
2β2
t2 + ln
√
K − α
2
z
]
Q(Z, T ) (3.36)
=
√
K exp
[
i
α
2β2
t2 − α
2
z
]
Q(Z, T ) 2
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Remark 3.1. From Eq. (3.35) it easily follows that physical dimension of the
solution v of Eq. (3.30) equals the one of the solution Q of Eq. (3.16) is the
same.
We should now claim that the transformations obtained above are inverti-
ble. Let us first list them in the following way:
T (z, t) = Ke−αzt
Z(z) = Kγ
2αχ
(e−2αz − 1)
v(z, t) =
√
Ke
i α
2β2
t2−α
2
z
Q(Z(z), T (z, t))
(3.37)
where Q(Z, T ) is a solution of the standard NLSE (3.16), and v(z, t) fulfils Eq.
(3.30).
In order to have inversion, we write the Jacobian matrix of the (3.37) :

∂Z(z)
∂z
∂Z(z)
∂t
∂T (z,t)
∂z
∂T (z,t)
∂t

that is  −
Kγ
χ
e−2αz 0
−αKe−αzt Ke−αz

Thus, we observe that the Jacobian (i.e. the determinant of the Jacobian
matrix) is different to zero for every z ∈ R and t ∈ R. In order to have a
correspondence between the sign of z and Z we restrict z ∈ R+ and we assume
that χ < 0. In this way we obtain that Z(z) ∈ [0, Kγ
2α|χ|), for every z ≥ 0.
Remark 3.2. In what follows, unless the contrary is explicitly stated, we assu-
me χ < 0. Thus, we always refer to Z as to belong in a bounded interval of R+.
The coefficient κ in Eq. (3.16) can be both positive or negative real number.
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3.3.2 Mathematical Models
In the introduction of Chapter 2 we pointed out the dimensionless Eq. (2.2);
then, we referred to it as Eq. (2.3) that is
iuz(z, t) + utt(z, t) + C1e
−C2z|u(z, t)|2u(z, t) = 0, (3.38)
where C1 = ±1 and C2 is a real positive coefficient. The sign of C1 depends on
the sign of the parameter β2 that represents dispersion of the group velocity
and refers to anomalous dispersion if β2 < 0 and normal dispersion if β2 > 0.
We notice that Eq. (3.38) is dimensionless, that is u(z, t) is a complex -valued
function of real variables z, t.
In this case, the compatibility condition (3.15) leads by means of a straight-
forwardly calculation to V2 =
C22
4
. Thus, Eq. (3.30) becomes
ivz(z, t) + vtt(z, t) + C1 e
−C2z|v(z, t)|2v(z, t) + C
2
2
4
t2v(z, t) = 0. (3.39)
We immediately notice that this equation is dimensionless.
We now take into consideration a scaling-transformation for Eq. (3.16) by
setting
Q =
√
P0Q∗, Z = L˜Z∗, T = T˜0T∗,
where P0 is the peak power of the incident pulse, L˜ =
Kγ
2αχ
(e−2αL − 1), with L
the fiber length, and T˜0 = K e
−αLT0, with T0 the input pulse width.
Therefore, Eq. (3.16) becomes
i
∂Q∗
∂Z∗
+ sgn(κ)
L˜
L˜D
∂2Q∗
∂T 2∗
− L˜
L˜NL
|Q∗|2Q∗ = 0, (3.40)
where sgn(κ) = ±1 depending on the sign of the parameter κ, and we defined
L˜D =
T˜
|κ| , L˜NL =
1
|χ|P0 .
We now assume the approximation that L˜ ∼ L˜D ∼ L˜NL; moreover, we consider
the change of variable Z¯∗ = sgn(κ)Z∗. Thus, we can refer to Eq. (3.40) as the
following equation
iQZ(Z, T ) +QTT (Z, T ) + ρ|Q(Z, T )|2Q(Z, T ) = 0, (3.41)
where ρ = ±1. Henceforth, unless the contrary is explicitly stated, we refer
to dimensionless Eqs. (3.38), (3.39), (3.41) as Non Linear Schrodinger Equa-
tion (NLSE), Transformed Non Linear Schrodinger Equation (TNLSE) and
Standard Non Linear Schrodinger Equation (SNLSE), respectively.
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Because of Eqs. (3.24), (3.25), (3.26), (3.27), the transformations that
allow us to convert Eq. (3.39) into Eq. (3.41) are the following
T (z, t) = C1
ρ
e−C2zt
Z(z) =
C21
2ρ2C2
(1− e−2C2z)
v(z, t) =
√
C1
ρ
ei
C2
4
t2−C2
2
zQ(Z(z), T (z, t))
(3.42)
provided that the product C1ρ > 0. Thus, we can relax the previous transfor-
mations to have 
T (z, t) = e−C2zt
Z(z) = 1
2C2
(1− e−2C2z)
v(z, t) = ei
C2
4
t2−C2
2
zQ(Z(z), T (z, t))
(3.43)
In this case, we have that Z(z) ∈ [0, 1
2C2
), for every z ≥ 0.
3.4 Approximation
In order to establish a closeness between a solution of Eq. (3.39) and a solution
of Eq. (3.38), in this section we need to consider a class of functions v(z, t)
such that the finiteness of the integral
∫
R t
4|v(z, t)|2dt holds for every z in a
suitable interval of R.
We have seen that, because of Duhamel’s formula, if v0 ∈ H1(R) and I 3 0
is an interval of R, an arbitrary H1 solution of the problem{
ivz + vtt + C1e
−C2z|v|2v + C22
4
t2v = 0
v(0) = v0
satisfies the following integral equation
v(z) = T (z)v0 + iC1
∫ z
0
e−C2z
′T (z − z′)[|v(z′, ·)|2v(z′, ·)]dz′
+ i
C22
4
∫ z
0
T (z − z′)t2v(z′, ·), (3.44)
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for all z ∈ I, where T (z) is given by
T (z)ϕ(t) = (4pii|z|)−1/2
∫
R
e
i|t−s|2
4z ϕ(s)ds.
Similarly, if u0 ∈ H1(R) and I 3 0 is an interval of R, an arbitrary H1
solution of the problem{
iuz + utt + C1e
−C2z|u|2u = 0
u(0) = u0
satisfies the following integral equation
u(z) = T (z)u0 + iC1
∫ z
0
e−C2z
′T (z − z′)[|u(z′, ·)|2u(z′, ·)]dz′, (3.45)
for all z ∈ I.
In order to establish a distance between the solutions of Eq. (3.44) and
Eq. (3.45) we need to claim that the function z → t2v(z, t) belongs to L2(R)
for every z in a suitable interval of R. By using the transformations (3.43),
we easily notice that this claim is equivalent to show that the function Z →
T 2Q(Z, T ) belongs to L2(R) for every Z in a suitable interval of R.
Lemma 3.4.1. Let I = [0, L] (L > 0) be an interval of R, assume that v(z, t)
is an arbitrary solution of equation (3.39) on I, and Q(Z, T ) an arbitrary
solution of equation (3.41) on I˜ , i.e. the transformed of I by Z(z). Then the
function z → t2v(z, t) ∈ L2(R) for every z ∈ I if and only if the function
Z 7→ T 2Q(Z, T ) ∈ L2(R) for every Z ∈ I˜ .
Proof From (3.43) we have that
v(z, t) = ei
C2
4
t2−C2
2
zQ(Z, T )
where
T (z, t) = e−C2zt Z(z) =
1
2C2
(1− e−2C2z).
Thanks to these transformations we have that if I = [0, L], then
I˜ = [0,
1
2C2
(1− e−2C2L)].
Then obtain that
||t2v(z, t)||2L2 =
∫
R
|t2v(z, t)|2dt
=
∫
R
e−C2z
∣∣∣(eC2zT)2Q(Z, T )∣∣∣2eC2zdT
= e4C2z
∫
R
|T 2Q(Z, T )|2dT
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Therefore ||(·)2v(z, ·)||L2 = e2C2z||(·)2Q(Z(z), ·)||L2 . Thus, it follows the thesis
of the Lemma. 2
Because of Lemma 3.4.1 we can shift the claim that function z 7→ t2v(z, t)
belongs to L2(R) for every z in a suitable interval or R, in the context of
standard NLSE. In what follows we carry out some arguments of [7] to show
that the function Z 7→ T 2Q(Z, T ) belongs to L2(R), for every Z in a suitable
interval of R. Recalling that Q(Z, T ) is a solution of the NLSE, we start mul-
tiplying formally the standard NLSE (3.41) by |T |4Q, where Q is the complex
conjugate of Q :
iT 4QZQ+ T
4QTTQ+ ρT
4|Q|4 = 0. (3.46)
We now integrate over R with respect to the variable T :
i
∫
R
T 4QZQdT +
∫
R
T 4QTTQdT + ρ
∫
R
T 4|Q|4dT = 0. (3.47)
Let us integrate by part in the second term of the previous equation:∫
R
T 4QTTQdT = −
∫
R
QT
d
dT
(T 4Q) +
[
(T 4Q)QT
]+∞
−∞
= −
∫
R
QT
d
dT
(T 4Q) + 0
= −
∫
R
T 4|QT |2dT − 4
∫
R
T 3QTQdT,
then we take the imaginary part of Eq. (3.47) and we obtain that
1
2
d
dZ
∫
R
|T 2Q|2dT = 4Im
∫
R
(T 2Q)(TQT )dT
We require the finiteness of the integral
∫
R |T |2|QT (Z, T )|2dT, for every Z in
a suitable interval, in order to use Cauchy-Schwartz inequality. So let us set
W (Z, T ) = QT (Z, T ); furthermore, we differentiate the standard NLSE (3.41)
with respect to the variable T and obtain:
iQZT +QTTT + ρ(2|Q|2QT +Q2QT ) = 0
finally, we have that W fulfils
iWZ +WTT + ρ(2|Q|2W +Q2W ) = 0 (3.48)
We are now ready to prove the following result
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Proposition 3.2. Let I = [0, L] (L > 0) be a bounded interval of R; let
Q(Z, T ) be a H2 solution on I of the standard NLSE (3.41). Let W = QT be
a solution of Eq. (3.48) with W (0) = QT (0).
If |·|W (0) ∈ L2(R) then the function Z 7→ |T |W (Z, T ) belongs to L∞(I, L2(R)).
Proof We start multiplying formally Eq. (3.48) by T 2W :
iT 2WZW + T
2WTTW + ρ(2T
2|Q|2|W |2 + T 2Q2W 2) = 0.
We now integrate over R with respect to the variable T, then we take the
imaginary part, and so we have that
1
2
d
dZ
∫
R
T 2|W (Z, T )|2dT = −Im
(∫
R
T 2WTT (Z, T )W (Z, T )dT
+2ρ
∫
R
T 2|Q(Z, T )|2|W (Z, T )|2dT + ρ
∫
R
T 2Q2(Z, T )W
2
(Z, T )dT
)
.
We notice that the second integral on the right-hand side of the previous
equation is a real quantity, so we have that
1
2
d
dZ
∫
R
T 2|W (Z, T )|2dT = −Im
(∫
R
T 2WTT (Z, T )W (Z, T )dT
+ρ
∫
R
T 2Q2(Z, T )W
2
(Z, T )dT
)
.
Taking an integration by part with respect the variable T in the first integral
on the right-hand side of the previous equation we obtain that
1
2
d
dZ
∫
R
T 2|W (Z, T )|2dT = Im
(∫
R
[
|WT (Z, T )|2T 2
+2WT (Z, T )TW (Z, T )
]
dT −
∫
R
ρT 2Q2(Z, T )W
2
(Z, T )dT
)
finally, since the first integral on the right-hand side of previous equation is a
real quantity we arrive at
1
2
d
dZ
∫
R
T 2|W (Z, T )|2dT = Im
∫
R
[
2WT (Z, T )TW (Z, T )
−ρT 2Q2(Z, T )W 2(Z, T )
]
dT
= Im
∫
R
TW (Z, T )
[
2WT (Z, T )− ρTW (Z, T )Q2(Z, T )
]
dT.
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Let us set h(Z) = ||TW (Z)||2L2 ; we have from the previous relation that
h′(Z) = 2Im
∫
R
TW (Z, T )
[
2WT (Z, T )− ρTW (Z, T )Q2(Z, T )
]
dT
We observe that we obtained the previous relation only by a formal calculus.
It is not a rigorous equation.
So by the fundamental theorem of calculus we have that
h(Z) = h(0) +
∫ Z
0
2Im
(∫
R
TW (Z ′)
[
2WT (Z
′)− ρTW (Z ′)Q2(Z ′)
]
dT
)
dZ ′.
From Cauchy-Schwartz inequality we obtain
h(Z) ≤ h(0) + 2
∫ Z
0
||TW (Z ′)||L2 ||2WT (Z ′)− ρTW (Z ′)Q2(Z ′)||L2dZ ′
and from triangular inequality we have that
h(Z) ≤ h(0) + 2
∫ Z
0
||TW (Z ′)||L2
[
||2WT (Z ′)||L2 + ||ρTW (Z ′)Q2(Z ′)||L2
]
dZ ′.
Now by using Holder inequality and the Sobolev immersion H2(R) ↪→
L∞(R) we notice that:
||ρTWQ2||L2 = |ρ|
(∫
R
|TW |2|Q2|2dT
)1/2
≤ |ρ|
(
||Q||4L∞||TW ||2L2
)1/2
= |ρ| ||Q||2L∞||TW ||L2
So we uncover this relation
h(Z) ≤ h(0)+2
∫ Z
0
[
2||TW (Z ′)||L2||WT (Z ′)||L2+|ρ| ||TW (Z ′)||2L2||Q(Z ′)||2L∞
]
dZ ′
By assumption we have that Q(Z, T ) ∈ C(I,H2(R)). Since W (Z, T ) =
QT (Z, T ), we have that ||WT (Z)||L2 is finite for every Z ∈ I. Moreover, sin-
ce ||Q(Z)||L∞ ≤ C||Q(Z)||H2 , with C real positive constant, we have that
||Q(Z)||2L∞ is finite for every Z ∈ I. In this way we obtain that
h(Z) ≤ h(0) + C˜
∫ Z
0
[√
h(Z ′) + h(Z ′)
]
dZ ′ (3.49)
where C˜ = max
{
2 supZ∈I ||WT (Z)||L2 , supZ∈I ||Q(Z)||2L∞
}
. We should now ha-
ve that h(Z) is finite for all Z ∈ I. First we observe that h(0) = ||TW (0)||L2 ,
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that is finite by hypothesis. By contradiction, we assume that there exists
Z0 ∈ I such that
lim
Z→Z0
h(Z) =∞;
then there is δ > 0 such that h(Z) > 1 for all Z ∈ J = (δ, Z0). In this way we
can write, also because h is a positive function, that
h(Z0) ≤ h(0) + C
∫ Z0
0
h(Z ′)
[
1 + (h(Z ′))−1/2
]
dZ ′
≤ h(0) + C
∫ Z0
δ
h(Z ′)
[
1 + (h(Z ′))−1/2
]
dZ ′
≤ h(0) + 2C
∫ Z0
δ
h(Z ′)dZ ′
and from Gronwall Lemma it follows that h(Z0) is finite; that is a contradiction.
Thus, we obtain that the function Z 7→ |T |W (Z, T ) belongs to L2(R) for every
Z ∈ I.2
Remark 3.3. Let I = (−L,L) (L > 0) be an interval of R, and Q(Z, T ) a H2
solution of the standard NLSE on I. We should claim that ||Q(Z)||H2 is finite
for every Z ∈ R. Because of Proposition 2.7 we know that
||Q(Z)||L2 + ||QT (Z)||L2
is finite for every Z ∈ R. Thus, it remains to estimate ||QTT (Z)||L2 .
Let us set g(Q) = ρ|Q|2Q, we have that g ∈ C(H2(R), L2(R)) and it is
bounded on bounded sets; indeed
||ρ|Q(Z)|2Q(Z)||L2 ≤ |ρ| ||Q2(Z)||L∞ ||Q(Z)||L2 .
Let us set
V (Z) = i
∫ Z
0
T (Z − Z ′)f(Z ′)dZ ′.
Since g(Q) ∈ L∞(I, L2(R)) and d
dZ
g(Q) ∈ L∞(I, L2(R)) from [[7], Lemma
4.8.5] we have the following estimate:
||VTT ||L∞(I,L2) ≤ ||g(Q)||L∞(I,L2) + C|| d
dZ
g(Q)||L∞(I,L2) + C||g(Q(0))||L2 ,
where C is independent of I and f. If, in addition, f ∈ C(I, L2(R)), then
V ∈ C(I, L2(R)).
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Furthermore, from [[7], Lemma 4.8.3] we have that
||g(Q)||L∞(I,L2(R)) ≤ L(M) for ||Q||L∞(I,H1(R)) ≤M
where L(M) is a coefficient depending on M.
Moreover, from [[7], Lemma 4.8.4] we have that
|| d
dZ
g(Q)||L∞(I,L2) ≤ L(M)||QZ ||L∞(I,L2)
where L(M) is a coefficient depending on M, and ||Q||L∞(I,H1(R)) ≤M.
We now notice that ||QZ(Z)||L2 = ddZ ||Q(Z)||L2 = 0 since the L2 norm is
preserved with respect to the variable Z.
Therefore, by setting
Q(Z, T ) = T (Z)Q(0) + iρ
∫ Z
0
T (Z − Z ′)|Q(Z ′)|2Q(Z ′)dZ ′
we have that
||QTT (Z)|| ≤ L(M) + |ρ| ||Q(0)||2L∞||Q(0)||L2 .
Since ||Q(Z)||H1 ≤ M for every Z ∈ R we have that ||Q(Z)||H2 if finite for
every Z ∈ R.
Remark 3.4. The previous remark allows us to consider the coefficient C˜ in
(3.49) independent of Z. This remarkable consideration will be very useful in
the next.
Remark 3.5. Relation (3.49) can be solved with respect the function h(Z) by
using a Gronwall argumentation: let us set I = [0, L] a bounded interval of R
and
u(Z) + h(0) + C˜
∫ Z
0
[√
h(Z ′) + h(Z ′)
]
dZ ′.
From (3.49) it follows that h(Z) ≤ u(Z) for every Z ∈ I. Furthermore, we can
consider the coefficient C˜ independent on Z, because of Remark 3.4. Thus, we
can write
u′(Z) = C˜
[√
h(Z) + h(Z)
]
≤ C˜
[√
h(0) + C˜
∫ Z
0
[√
h(Z ′) + h(Z ′)
]
dZ ′
+ h(0) + C˜
∫ Z
0
[√
h(Z ′) + h(Z ′)
]
dZ ′
]
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Therefore by differentiating the function ln[
√
u + 1] with respect the variable
Z, we obtain that
d
dZ
ln[
√
u(Z) + 1] =
u′(Z)
2[
√
u(Z) + u(Z)]
≤ C˜
2
We now integrate with respect to the variable Z and we obtain that
ln[
√
u(Z) + 1] ≤ ln[
√
u(0) + 1] +
∫ Z
0
C˜
2
dZ ′ for every Z ∈ I.
It then follows that √
u(Z) + 1 ≤ [
√
u(0) + 1]e
∫ Z
0
C˜
2
dZ′ ,
and so being u(0) = h(0), we have that√
h(Z) ≤ [
√
h(0) + 1]e
∫ Z
0
C˜
2
dZ′ − 1, for every Z ∈ I.
We are now ready to prove the following result:
Theorem 3.4.1. Let I = [0, L] (L > 0) be a bounded interval of R, let Q0(T ) ∈
H2(R) and Q(Z, T ) a H2-solution of{
iQZ +QTT + ρ|Q|2Q = 0
Q(0, T ) = Q0(T )
on I. If T 2Q(0, T ) ∈ L2(R) and |T |QT (0, T ) ∈ L2(R), then the function Z 7→
T 2Q(Z, T ) belongs to L∞(I, L2(R)).
Proof Multiplying formally standard NLSE by T 4Q, integrating over
R and taking the imaginary part we have that
1
2
d
dZ
∫
R
|T 2Q(Z, T )|2dT = 4Im
∫
R
T 2Q(Z, T )TQT (Z, T )dT
We recall that the previous relation is obtained by formal calculus and it is
not a rigorous equation. Now, let us define f(Z) = ||T 2Q(Z, ·)||2L2 ; then from
the fundamental theorem of calculus we have that
f(Z) = f(0) +
∫ Z
0
f ′(Z ′)dZ ′
= f(0) +
∫ Z
0
8Im
∫
R
T 2Q(Z ′, T )TQT (Z ′, T )dTdZ ′
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Since TQT (0, T ) ∈ L2(R) by hypothesis, it follows from proposition 3.2 that
the function Z 7→ TQT (Z, T ) belongs to L∞(I, L2(R)). From Cauchy-Schwartz
inequality it follows that
f(Z) ≤ f(0) + 8
∫ Z
0
||TQT (Z ′)||L2
√
f(Z ′)dZ ′. (3.50)
We should now have that f(Z) is finite in I; we first observe that f(0) =
||T 2Q(0)||2L2 , that is finite by hypothesis. Then let us set
g(Z) = ||TQT (Z)||L2
(
f(Z)
)−1/2
.
If f(Z) is not finite for all Z ∈ I, there exists Z0 ∈ I such that
lim
Z→Z0
f(Z) =∞;
for this reason there exists a real number δ > 0 such that one has that f(Z) >
||TQT (Z)||−2, for all Z ∈ J = (δ, Z0). Now, because of g and f are positive
functions on I, we have that
f(Z0) ≤ ||TQ0||2L2 +
∫ Z0
0
g(Z ′)f(Z ′)dZ ′
≤ ||TQ0||2L2 +
∫ Z0
δ
g(Z ′)f(Z ′)dZ ′
≤ ||TQ0||2L2 +
∫ Z0
δ
f(Z ′)dZ ′
where the last inequality holds true because of
(
f(Z)
)−1/2 ≤ ||TQT (Z)||L2 , for
all Z ∈ J and so g(Z) ≤ 1. Therefore we have that
f(Z0) ≤ ||TQ0||2L2 +
∫ Z0
δ
f(Z ′)dZ ′
and the contradiction follows from Gronwall Lemma.
We conclude that the function Z 7→ T 2Q(Z, T ) belongs to L∞(I, L2(R)).2
Remark 3.6. Relation (3.50) can be solved with respect to f(Z) : let us set
I 3 0 a bounded interval of R+ and
u(Z) + f(0) + 8
∫ Z
0
||TQT (Z ′)||L2
√
f(Z ′)dZ ′.
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By differentiating with respect to the variable Z we have that
u′(Z) = 8||TQT (Z)||L2
√
f(Z)
≤ 8||TQT (Z)||L2
√
f(0) + 8
∫ Z
0
||TQT (Z ′)||L2
√
f(Z ′)dZ ′
where we used the relation (3.50), that is
f(Z) ≤ f(0) + 8
∫ Z
0
||TQT (Z ′)||L2
√
f(Z ′)dZ ′.
Therefore by differentiating the function
√
u(Z) we obtain that
d
dZ
√
u(Z) =
u′(Z)
2
√
u(Z)
≤ 4||TQT (Z)||L2 .
We now integrate with respect to the variable Z and obtain that
√
u(Z) ≤
√
u(0) + 4
∫ Z
0
||TQT (Z ′)||L2dZ ′.
We now observe that u(0) = f(0) and from (3.50) and the definition of u(Z),
it follows that
√
f(Z) ≤√u(Z) for every Z ∈ I. So, we can conclude that
√
f(Z) ≤
√
f(0) + 4
∫ Z
0
||TQT (Z ′)||L2dZ ′. (3.51)
As a consequence of theorem 3.4.1 we have the following result that will be
useful in the next.
Lemma 3.4.2. Let I = [0, L] (L > 0) be a bounded interval of R, let Q0 ∈ H2,
and let Q(Z, T ) ∈ L∞(I,H2(R)) be a solution of the problem{
iQZ(Z, T ) +QTT (Z, T ) + ρ|Q(Z, T )|2Q(Z, T ) = 0
Q(0, T ) = Q0(T )
(3.52)
on I. If T 2Q0(T ) ∈ L2(R), then the function Z 7→ |T |Q(Z, T ) belongs to
L∞(I, L2(R)).
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Proof Since T 2Q0(T ) ∈ L2(R), because of theorem 3.4.1 we deduce
that the function Z 7→ T 2Q(Z, T ) belongs to L∞(I, L2(R)). Now we have that∫
R
|T |2|Q(Z, T )|2dT =
∫
R
(T 2Q(Z, T ))Q(Z, T )dT.
We apply the Cauchy-Schwartz inequality and we obtain that∫
R
|T |2|Q(Z, T )|2dT ≤
(∫
R
|(T |2|Q(Z, T )|)2dT
)1/2(∫
R
|Q(Z, T )|2dT
)1/2
,
for every Z ∈ I. Thus, because of Theorem 3.4.1 and Q(Z, ·) ∈ H2(R) the
finiteness of the integrals on the right side of the previous inequality holds.
Therefore, the thesis of the Lemma follows. 2
We should now make use of Theorem 3.4.1 and Lemma 3.4.1 to prove the
claim that the function z 7→ t2v(z, t) belongs to L2(R) for every z in a suitable
interval of R+. Because of Theorem 3.3.1 we can write
v(z, t) = ei
C2
4
t2−C2
2
zQ(Z(z), T (z, t)). (3.53)
For convenience we write the inverse transformations of (3.43) :
t(Z, T ) =
(
1− 2C2Z
)−1/2
T
z(Z) = − 1
2C2
ln
(
1− 2C2Z
)
Q(Z, T ) = ei
C2
4
t2−C2
2
zv(z(Z), t(Z, T ))
(3.54)
where Z ∈ [0, 1
2C2
).
Corollary 3.4.1. Let I = [0, L] (L > 0) be a bounded interval of R, let us set
J = Z(I). Let v(z, t) as in Eq. (3.53), with Q(Z, T ) ∈ C(J,H2(R)) solution of
the standard NLSE (3.41). If t2v(0, ·) ∈ L2(R) and |t|vt(0, ·) ∈ L2(R) then the
function z 7→ t2v(z, t) belongs to L2(R) for every z ∈ I.
Proof In order to apply Theorem 3.4.1 we need T 2Q(0, T ) ∈ L2(R)
and |T |QT (0, T ) ∈ L2(R). Thus, making use of (3.54) we obtain that
Q(0, T ) = e−i
C2
4
t2(0,T )v(0, t(0, T )).
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We differentiate this relation with respect to the variable T and we have that:
QT (0, T ) = e
−iC2
4
t2
[− iC2
2
tv(0, t)
dt
dT
+ vt(0, t)
dt
dT
]
= e−i
C2
4
t2
[− iC2
2
tv(0, t) + vt(0, t)
]
where we used t(0, T ) = T and dt
dT
= 1. By using the relation T (0, t) = t we
obtain that
TQT (0, T ) = te
−iC2
4
t2
[− iC2
2
tv(0, t) + vt(0, t)
]
We now integrate this relation over R with respect the variable T, and by
making use of the equation dT = dt we obtain that∫
R
|TQT (0, T )|2dT =
∫
R
∣∣∣[− iC2
2
t2v(0, t) + tvt(0, t)
]∣∣∣2dt
≤
[(C2
2
)2 ∫
R
∣∣∣t2v(0, t)∣∣∣2dt+ ∫
R
∣∣∣tvt(0, t)∣∣∣2dt],
so by hypothesis we have that TQT (0, T ) belongs to L
2(R).
Furthermore, we have that∫
R
∣∣∣T 2Q(0, T )∣∣∣2dT = ∫
R
∣∣∣(t)2e−iC24 t2v(0, t)∣∣∣2dt
=
∫
R
|t2v(0, t)|2dt,
so also T 2Q(0, T ) belongs to L2(R). Therefore, by Theorem 3.4.1 we have that
the function Z 7→ T 2Q(Z, T ) belongs to L2(R) for every Z ∈ J. Finally, from
Lemma 3.4.1 it follows that
||t2v(z)||L2 = e2C2z||T 2Q(Z)||L2 ,
thus, we deduce that the function z 7→ t2v(z, t) belongs to L2(R) for every
z ∈ I. 2
As an application of Theorem 3.4.1 we have the following result
Proposition 3.3. Let I = [0, L] (L > 0) be a bounded interval of R, Q(Z, T ) ∈
C(I,H2(R)) be a solution of the problem (3.52) on I. Let us assume that
T 2Q(0, T ) ∈ L2(R), |T |QT (0, T ) ∈ L2(R). Then
v(z, t) = ei
C2
4
t2−C2
2
zQ(Z, T )
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belongs to C(I˜ , H2(R)), where I˜ = Z−1(I) is given by the inverse transform of
Z(z) = 1
2C2
(1− e−2C2z).
Proof We recall that the H2 norm is defined as follows:
||v(z)||2H2 + ||v(z)||2L2 + ||vt(z)||2L2 + ||vtt(z)||2L2 .
So we begin by evaluating the L2 norm of v(z, t), that is
||v(z)||2L2 = e−C2z
∫
R
|Q(Z, T )|2eC2zdT
=
∫
R
|Q(Z, T )|2dT
and so it is finite for all z ∈ I˜ because of Q(Z, ·) ∈ H2(R) for every Z ∈ I.
Moreover
∂v(z, t)
∂t
= ei
C2
4
t2−C2
2
z
[
+ i
C2
2
tQ(Z, T ) +
dT
dt
QT (Z, T )
]
= ei
C2
4
t2−C2
2
z
[
+ i
C2
2
eC2zTQ(Z, T ) + e−C2zQT (Z, T )
]
,
where we used the inverse transformation t = e−C2zT. Thanks to the lemma
3.4.2. it follows that the integral
∫
R |TQ(Z, T )|2dT is finite; in addition, the
integral
∫
R |QT (Z, T )|2dT is finite because of Q(Z, ·) ∈ H2(R). We can then
conclude that the integral
∫
R
|vt(z, t)|2dt
is finite for every z ∈ I. Furthermore, since dT
dt
= e−C2z and t = eC2zT, we
have that
3.4. APPROXIMATION 71
∂2v(z, t)
∂t2
= ei
C2
4
t2−C2
2
z(i
C2
2
)t
[
i
C2
2
tQ(Z, T ) + e−C2zQT (Z, T )
]
+ei
C2
4
t2−C2
2
z
[
i
C2
2
Q(Z, T ) + i
C2
2
t
dT
dt
QT (Z, T )
+e−C2zQTT (Z, T )
dT
dt
]
= ei
C2
4
t2−C2
2
z(i
C2
2
)eC2zT
[
i
C2
2
eC2zTQ(Z, T )
+e−C2zQT (Z, T )
]
+ ei
C2
4
t2−C2
2
z
[
i
C2
2
Q(Z, T )
i
C2
2
eC2zTe−C2zQT (Z, T ) + e−C2zQTT (Z, T )e−C2z
= ei
C2
4
t2−C2
2
z
[
− C
2
2
4
e2C2zT 2Q(Z, T )
+i
C2
2
TQT (Z, T ) + i
C2
2
Q(Z, T ) + i
C2
2
TQT (Z, T ) + e
−2C2zQTT (Z, T )
]
= ei
C2
4
t2−C2
2
z
[
− C
2
2
4
e2C2zT 2Q(Z, T ) + iC2TQT (Z, T )
+e−2C2zQTT (Z, T ) + i
C2
2
Q(Z, T )
]
.
We now observe that the integral
∫
R |QTT (Z, T )|2dT is finite because ofQ(Z, ·) ∈
H2(R). Moreover from theorem 3.4.1 and proposition 3.2 it follows that the
integrals ∫
R
|T 2Q(Z, T )|2dT
∫
R
|TQT (Z, T )|2dT
are finite. So we easily conclude that the integral∫
R
|vtt(z, t)|2dt
is finite. We deduce that the function v(z, ·) belongs to H2(R) for every z ∈ I˜ .2
Remark 3.7. Let I = [0, L] (L > 0) be an interval of R and Z(z) = 1
2C2
(1−
e−2C2z) for every z ∈ I. We know that there exists a H2 solution Q(Z, T ) of the
standard NLSE (3.41) on Z(I). Thus, from Theorem 3.3.1 we have a solution
of the transformed NLSE given by
v(z, t) = ei
C2
4
t2−C2
2
zQ(Z, T ).
72 CAPITOLO 3. INTEGRABLE SYSTEM
Because of Proposition 3.3 we now know under which assumptions on Q(Z, T )
this function is a H2 solution of the transformed NLSE (3.39).
Now we can produce the following definition
Definition 5. Let v0 ∈ H2(R) and I = [0, L] (L > 0) be a bounded interval of
R. Let v(z, t) be a H2 solution on I of{
ivz + vtt + C1e
−C2z|v|2v + C22
4
t2v = 0
v(0, t) = v0(t)
(3.55)
and u(z, t) a H2 solution on I of{
iuz + utt + C1e
−C2z|u|2u = 0
u(0, t) = v0(t)
(3.56)
We define the distance between u(z, t) and v(z, t) as
d(v(z), u(z)) = ||v(z)− u(z)||L2 (3.57)
We know that a solution of Eq. (3.55) can be expressed by
v(z) = T (z)v0 + iC1
∫ z
0
e−C2z
′T (z − z′)|v(z′, ·)|2v(z′, ·)dz′
+ i
C22
4
∫ z
0
T (z − z′)t2v(z′, ·)dz′.
and similarly we can express a solution of Eq. (3.56) as
u(z) = T (z)u0 + iC1
∫ z
0
e−C2z
′T (z − z′)|u(z′, ·)|2u(z′, ·)dz′.
In what follows we state two properties about the unitary semi group
operators (T (z))z≥0. We have [7]
Proposition 3.4. For every ϕ ∈ L2(R), the function z → T (z)ϕ belongs to
L∞(R, L2(R)) ∩ C(I, L2(R))
and
||T (z)ϕ||L2 = ||ϕ||L2 .
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Proposition 3.5. Let I 3 0 be an interval of R, J = I. Let f ∈ L1(I, L2(R)),
then function
z → Φf (z) =
∫ z
0
T (z − z′)f(z′)dz′ for z ∈ I
belongs to L∞(I, L2(R))∩C(J, L2(R)). Furthermore, there exists a constant C
independent of I, such that
||Φf ||L∞(I,L2) ≤ C||f ||L1(I,L2)
Let us set f(z, t) = |v(z, t)|2v(z, t)− |u(z, t)|2u(z, t). Then we have that
|f(z)| = |(|v(z)|2v(z)− |u(z)|2u(z))|
≤ (|v(z)| − |u(z)|)(|u(z)|+ |v(z)|)|v(z)|+ |u(z)|2|v(z)− u(z)|
≤ |v(z)− u(z)|(|u(z)|+ |v(z)|)|v(z)|+ |u(z)|2|v(z)− u(z)|
≤ 3M2|v(z)− u(z)|
with |u(z)|, |v(z)| ≤M.
Let I be an interval of R such that v(z, t) is a H2 solution of the problem
(3.55) on I, and u(z, t) is a H2 solution of the problem (3.56). Let us set z ∈ I,
then we have that
d(v(z), u(z)) = ||v(z)− u(z)||L2
≤
∣∣∣∣∣∣ ∫ z
0
C1e
−C2z′T (z − z′)[|v(z′, ·)|2v(z′, ·)− |u(z′, ·)|2u(z′, ·)]dz′∣∣∣∣∣∣
L2
+
∣∣∣∣∣∣ ∫ z
0
C22
4
T (z − z′)(·)2v(z′, ·)dz′
∣∣∣∣∣∣
L2
≤ C|C1|
∫ z
0
||v(z′, ·)− u(z′, ·)||L2dz′ + C
2
2
4
∫ z
0
||(·)2v(z′, ·)||L2dz′
where C is a positive constant and proposition 3.5 was used.
Before to state the main result of this chapter, we let |I| denote the width
of a interval I of R.
Theorem 3.4.2. Let I = [0, L] (L > 0) be a bounded interval of R. Let
v0 ∈ H2(R) such that the functions t2v0(t) and t ∂∂tv0(t) belong to L2(R). Given
v(z, t) ∈ L∞(I,H2(R)) a H2-solution of the problem{
ivz + vtt + C1e
−C2z|v|2v + C22
4
t2v = 0
v(0, t) = v0
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and u(z, t) ∈ L∞(I,H2(R)) a H2-solution of the problem{
iuz + utt + C1e
−C2z|u|2u = 0
u(0, t) = v0
For every ε > 0 there exists L(ε) > 0 such that for every L ∈ [0, L(ε)] there
exists δ > 0 depending on ε and L such that, if
||t2v(0)||L2 < δ, ||tvt(0)||L2 < δ
then
||v(z)− u(z)||L2 < ε
for every z ∈ I.
Proof Because of Theorem 3.3.1 we can write
v(z, t) = ei
C2
4
t2−C2
2
zQ(Z(z), T (z, t)), (3.58)
where Q(Z, T ) is a solution of the standard NLSE (3.41) for every Z ∈ I˜ ,
where I˜ = Z(I).
Recalling that Z(z) = 1
2C2
(1− e−2C2z), the interval I shifts in
I˜ = [0,
1
2C2
(1− e2C2L)]
and so if |I| = L it follows that |I˜| = 1
2C2
(1− e2C2L).
Let us set g(z) = ||t2v(z)||2L2 and f(Z) = ||T 2Q(Z)||2L2 . By Lemma 3.4.1
we have that
g(z) = e4C2zf(Z). (3.59)
As pointed out in remark 3.6, we have that
√
f(Z) ≤
√
f(0) + 4
∫ Z
0
||TQT (Z ′)||L2dZ ′. (3.60)
Let us set h(Z) = ||TQT (Z)||2L2 ; from the remark 3.5 we have that
√
h(Z) ≤ [
√
h(0) + 1]e
C˜
2
Z − 1, (3.61)
where C˜ is a positive constant independent of Z, as we pointed out in Re-
mark 3.4. Let first observe that
√
h(0) = ||TQT (0)||L2 ; from the inverse
transformation (3.54) we write
Q(Z, T ) = e−i
C2
4
t2(Z,T )+
C2
2
z(Z)v(z(Z), t(Z, T ))
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and so
Q(0, T ) = e−i
C2
4
t2(0,T )v(0, t(0, T )).
Differentiating this equation with respect to the variable T we obtain that:
QT (0, T ) = e
−iC2
4
t2
[− iC2
2
tv(0, t)
dt
dT
+ vt(0, t)
dt
dT
]
= e−i
C2
4
t2
[− iC2
2
tv(0, t) + vt(0, t)
]
where we used t(0, T ) = T and dt
dT
= 1. By using the relation T (0, t) = t we
obtain that
TQT (0, T ) = te
i
C2
4
t2
[
i
C2
2
tv(0, t) + vt(0, t)
]
= ei
C2
4
t2
[
i
C2
2
t2v(0, t) + tvt(0, t)
]
We now integrate this relation over R with respect the variable T, and by
making use of the equation dT = dt we obtain that
||TQT (0, T )||L2 =
(∫
R
∣∣∣[iC2
2
t2v(0, t) + tvt(0, t)
]∣∣∣2dt)1/2
=
(∫
R
∣∣∣iC2
2
t2v(0, t) + tvt(0, t)
∣∣∣2dt)1/2
= ||iC2
2
t2v(0, t) + tvt(0, t)||L2
≤ C2
2
||t2v(0, t)||L2 + ||tvt(0, t)||L2
<
(C2
2
+ 1
)
δ.
Furthermore, we have that∫
R
|T 2Q(0, T )|2dT =
∫
R
|t2v(0, t)|2dt,
so we have that T 2Q(0, T ) ∈ L2(R), because of t2v(0, t) ∈ L2(R) by hypothesis.
Thus, because of Proposition 3.3, without loss of generality, we can assume
that Q(Z, T ) in Eq. (3.58) belongs to H2(R) for every Z ∈ I˜ . Therefore, we
can apply Theorem 3.4.1 to have the function T 2Q(Z, T ) ∈ L2(R) for every
Z ∈ I˜ , and so to have t2v(z, t) ∈ L2(R), for every z ∈ I. This claim allow us
to consider distance (3.57).
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From (3.61) it follows that
√
h(Z) <
[(C2
2
+ 1
)
δ + 1
]
e
C˜
2
Z − 1. (3.62)
We notice that the right hand side of this inequality is positive for every Z ∈ I˜ .
By assumption, since
√
f(0) = ||t2v(0)||L2 , we deduce that√
f(0) < δ.
Thus, we have that
√
f(Z) ≤
√
f(0) + 4
∫ Z
0
√
h(Z ′)dZ ′
< δ + 4
∫ Z
0
[[(C2
2
+ 1
)
δ + 1
]
e
C˜
2
Z′ − 1
]
dZ ′
= δ +
8
C˜
[(C2
2
+ 1
)
δ + 1
](
e
C˜
2
Z − 1
)
− 4Z. (3.63)
Finally, from (3.59) we can write
√
g(z) = e2C2z
√
f(Z)
< e2C2z
{
δ +
8
C˜
[(C2
2
+ 1
)
δ + 1
](
e
C˜
2
Z − 1
)
− 4Z
}
and so √
g(z) < e2C2zη(Z(z), δ) (3.64)
where we set
η(Z, δ) = δ +
8
C˜
[(C2
2
+ 1
)
δ + 1
](
e
C˜
2
Z − 1
)
− 4Z (3.65)
In order to characterize the behavior of η(Z, δ) we consider the first derivative
with respect Z and we obtain that
∂η(Z, δ)
∂Z
= 4
{[(C2
2
+ 1
)
δ + 1
]
e
C˜
2
Z − 1
}
> 0 for all Z ≥ 0.
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Thus η(Z, δ) is increasing on I˜ . Since η(0, δ) = δ > 0, then the function η(Z, δ)
is positive for every Z ∈ I˜ . Recalling that Z(z) increasing on I, we can state
η(Z(z), δ) ≤ η(Z(L), δ) for every z ∈ I.
Therefore, from Eq. (3.64) we have that√
g(z) < e2C2Lη(Z(L), δ), for all z ∈ I, (3.66)
where we used that C2 > 0 and so e
2C2z is increasing on I.
We now recall that
||v(z)− u(z)||L2 ≤ C|C1|
∫ z
0
||v(z′, ·)− u(z′, ·)||L2dz′
+
C22
4
∫ z
0
||(·)2v(z′, ·)||L2dz′.
Recalling that
√
g(z) = ||(·)2v(z, ·)||L2 , from (3.66) it follows that
||v(z)− u(z)||L2 < C|C1|
∫ z
0
||v(z′, ·)− u(z′, ·)||L2dz′ (3.67)
+
C22
4
∫ z
0
e2C2Lη(Z(L), δ)dz′.
Since z ∈ [0, L], by (3.67) we have that
||v(z)− u(z)||L2 < C|C1|
∫ z
0
||v(z′, ·)− u(z′, ·)||L2dz′ (3.68)
+
C2
4
η(Z(L), δ)L e2C2L.
Therefore, by Gronwall Lemma we obtain that
||v(z)− u(z)||L2 < C2
4
η(Z(L), δ)L e2C2Le
∫ z
0 C|C1|dz′ .
Thus, for every z ∈ [0, L] we have that
||v(z)− u(z)||L2 < C2
4
η(Z(L), δ)L e2C2LeC|C1|L (3.69)
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Given ε > 0, we should prove that there exists δ > 0 such that
C2
4
η(Z(L), δ)L e2C2LeC|C1|L < ε. (3.70)
Let us set
G(L, ε) = ε
4
C2
(1− e−C2L)−1e−
C|C1|
C2
(eC2L−1)
,
we notice that G(L, ε) > 0.
Recalling that
η(Z, δ) = δ +
8
C˜
[(C2
2
+ 1
)
δ + 1
](
e
C˜
2
Z − 1
)
− 4Z
we also set
H(L) =
8
C˜
(
e
C˜
2
Z(L) − 1
)
− 4Z(L).
Thus, we need that δ fulfils[
1 +
8
C˜
( |C2|
2
+ 1
)(
e
C˜
2
Z(L) − 1
)]
δ < G(L, ε)−H(L). (3.71)
We should now have that the function G(L, ε) − H(L) is positive for any
L > 0; we notice that the function G(L, ε) − H(L) is continuous for every
L > 0. Moreover, we have that
lim
L→0
(
G(L, ε)−H(L)) = +∞.
Taking the first derivative with respect to L, we have that
G′(L, ε)−H ′(L) = −ε 4
C2
2C2 + C|C1|+ 1
L2
e−(2C2+C|C1|)L
+4Z ′(L)(1− e C˜2 Z(L));
since Z(L) > 0, we have that G′(L, ε) − H ′(L) is negative for every L > 0.
Thus, there exists L(ε) > 0 such that G(L, ε) − H(L) is positive for every
L ∈ [0, L(ε)]. Then for
δ <
[
1 +
8
C˜
( |C2|
2
+ 1
)(
e
C˜
2
Z(L) − 1
)]−1(
G(L, ε)−H(L)
)
and L ∈ [0, L(ε)] we have that
||v(z)− u(z)||L2 < ε,
for every z ∈ [0, L]. 2
Capitolo 4
Stationary Solutions
4.1 Introduction
The propagation of optical pulses inside single-mode fiber is governed by the
following non linear Schro¨dinger equation
i
∂A(z, t)
∂z
= −iα
2
A(z, t) +
β2
2
∂2A(z, t)
∂t2
− γ|A(z, t)|2A(z, t), (4.1)
which we profusely described in the previous chapters. Optical pulse can be af-
fected by the amplified spontaneous emission (ASE) noise generated by optical
amplifiers. In systems operating in the linear regime, ASE noise is not affected
by propagation through the optical fiber and does not change its characteristic
after propagation; while, when nonlinear effect are not negligible, signal and
noise interaction occur during propagation. For the purpose of investigating
the interaction between signal and noise, the signal can be considered a con-
tinuous wave (CW), i.e. an electromagnetic wave of constant amplitude, and
the noise can be treated as a perturbation of the CW solution of the NLSE.
Let us consider Eq (4.1) with α = 0, that is
i
∂A(z, t)
∂z
=
β2
2
∂2A(z, t)
∂t2
− γ|A(z, t)|2A(z, t) (4.2)
and the propagation of a CW. In the case of CW radiation, the amplitude
A is independent of t at the input end of the fiber at z = 0. Assuming that
A(z, t) remains independent of t during propagation inside the fiber, Eq. (4.2)
is readily solved to obtain the steady-state solution
A(z, t) =
√
P0 e
iφNL , (4.3)
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where φNL = γP0z is the nonlinear phase shift induced by nonlinear effects.
Eq. 4.3 implies that CW light should propagate through the fiber unchanged
except for the gain of a power-dependent phase shift (and a power reduction
in the presence of fiber losses).
We now ask whether the steady-state solution (4.3) is stable against small
perturbations. To answer this question, we slightly perturb the steady-state in
such a manner that
A = (
√
P0 + a(z, t)) exp(iφNL) (4.4)
and examine the evolution of the complex-valued perturbation a(z, t) using a
linear stability analysis. Substituting (4.4) in Eq. (4.2) we have that
iaze
iφNL − (
√
P0 + a)γP0e
iφNL =
β2
2
atte
iφNL − γ|
√
P0 + a|2(
√
P0 + a)e
iφNL ,
that is
iaz =
β2
2
att − γP0(a+ a¯)− γP0(a+ a¯)a− γ|a|2(
√
P0 + a).
By linearizing in a, we obtain that
iaz =
β2
2
att − γP0(a+ a¯).
We now set a(z, t) = a1(z, t) + ia2(z, t), with a1(z, t) and a2(z, t) real -valued
functions. Thus, collecting the imaginary part and the real one, we obtain
∂za1 =
β2
2
∂tta2
∂za2 = −β22 ∂tta1 + 2γP0a1
We now take the Fourier transform of functions a1 and a2; referring to their
real part as A1 and A2 respectively, we arrive at
∂zA1 = −ω2 β22 A2
∂zA2 = ω
2 β2
2
A1 + 2γP0A1
which is solved by
A1(z) = −β2ω
2
2κ
[
C1 sin[kz]− C2 cos[κz]
]
A2(z) = [C1 cos[kz] + C2 sin[κz]],
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where
κ =
|ωβ2|
2
(
ω2 + sgn(β2)
4γP0
|β2|
)1/2
, (4.5)
and C1, C2 are real coefficients. The same results holds for the imaginary part
of the Fourier transform of a1 and a2.
We now recall the well-known identities
cos[kz] =
eiκz + e−iκz
2
sin[κz] =
eiκz − e−iκz
2i
. (4.6)
From Eq (4.5), we notice that if β2 > 0 then κ is real for every ω ∈ R, and
the steady state is stable against small perturbations. By contrast, if β2 < 0
and |ω| <
(
4γP0
|β2|
)1/2
then κ becomes imaginary; therefore, from (4.6) we notice
that the perturbation a(z, t) grows exponentially with z. Thus, the solution
(4.3) is inherently unstable for β2 < 0. This instability is referred as modulation
instability because it leads to a spontaneous temporal modulation of the CW
beam.
Thus, in the normal dispersion regime of optical fibers, i.e. when β2 > 0
we refer to Eq. (4.2) as the following equation:
iQZ +QTT − |Q|2Q = 0. (4.7)
Therefore, because of (3.43) we refer to transformed NLSE as
ivz + vtt − e−C2|v|2v + C
2
2
4
t2v = 0 (4.8)
In this chapter we investigate the stability against small perturbations of CW
solutions of the Eq. (4.7). Then, we shall extend the results got in the context
of the standard NLSE to the TNLSE (4.8). At last we investigate the stability
against small perturbations of CW solutions of the Eq. (4.1).
The occurrence of modulation instability in the anomalous-GVD regime of
optical fibers is an indication of a fundamentally different character of Eq. (4.2)
when β2 < 0. It turns out that this equation has specific pulse-like solutions
that do not change along fiber length, such solutions are known as optical
solitons.
4.2 Time-Homogeneous Solutions
We consider the standard NLSE
iQZ(Z, T ) +QTT (Z, T )− |Q(Z, T )|2Q(Z, T ) = 0 (4.9)
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and we look for solutions of Eq. (4.9) of the form
Φ(Z) =
√
P0e
−iP0Z , (4.10)
where P0 is a positive real coefficient. We notice that these functions do not
vanish for |T | → ∞. In order to claim the existence of such type of solutions
in a suitable functions space, we should note that the Cauchy problem for the
linear problem 
iQZ(Z, T ) +QTT (Z, T ) = 0
Q(0, T ) = Q0(T )
is ill-posed in the space C(R). Indeed, this follows from the fact that the
function √
Z0
Z0 − Z e
−i T2
4(Z0−Z)
with an arbitrary Z0 > 0, belongs to C(R) for each Z ∈ [0, T0) and satisfies
our linear Schro¨dinger equation, but this function is unbounded in any left
half-neighborhood of the point Z = Z0.
4.2.1 Existence
Let now introduce the functions spaces where we should look for non vanishing
solutions as |T | → ∞ of Eq. (4.9).
Definition 6. For an arbitrary positive integer k, Xk is the Banach space
consisting of functions Q(T ) of the argument T ∈ R, absolutely continuous
with their derivatives of order 1, 2, · · · , k− 1 in any finite interval, for each of
which the following norm is finite:
|||Q|||k = sup
T∈R
|Q(T )|+
k∑
i=1
∣∣∣∣∣∣diQ
dT i
∣∣∣∣∣∣
L2(R)
.
In order to define a solution of the problem{
iQZ(Z, T ) +QTT (Z, T )− |Q(Z, T )|2Q(Z, T ) = 0 Z ∈ R, T ∈ R
Q(0, T ) = Q0(T )
(4.11)
4.2. TIME-HOMOGENEOUS SOLUTIONS 83
in Zhidkov spaces Xk(R), we first observe that the Schro¨dinger operator acts in
the spaces L2(R) and Hk(R) , k = 1, 2, 3, . . . , as the following integral operator
GZΦ =
∫
R
K(T − T ′, Z)Φ(T ′)dT ′ , G0Φ + Φ, (4.12)
where Z 6= 0, K(Z, T ) = (4piiZ)−1/2 exp
[
iT
2
4Z
]
. Of course K(Z, T ) is the funda-
mental solution of the operator L = i ∂
∂Z
+ ∂
2
∂T 2
. We also set g(Q) = −|Q|2Q. In
this way the integral formulation of the problem (4.11) can be formally written
as follows:
Q(Z, T ) = GZQ0 +
∫ Z
0
GZ−Z′ g(Q(Z ′, ·))dZ ′. (4.13)
To make rigorous Eq. (4.13) in the spaces Xk(R) we need the following
result
Proposition 4.1. For any k = 1, 2, 3, . . . the operators GZ considered on X
k
satisfy the following properties:
G1 for any interval I ⊂ R the family of operator GZ : Xk → Xk is uniformly
bounded with respect to Z ∈ I;
G2 for any Φ ∈ Xk the function GZΦ : I → Xk is continuous and
lim
Z→0
GZΦ = Φ
in the sense of the space Xk.
Proof [[11], Proposition I.2.7].
Furthermore, because of the next result
Proposition 4.2. Let g(Q) be a complex-valued infinitely differentiable func-
tion of the complex argument Q and I be an interval containing zero. Then, a
function Q(Z, T ) ∈ C(I,X3) ∩ C1(I,X1) satisfies the problem{
i ∂
∂Z
Q+ ∂
2
∂T 2
Q+ g(Q) = 0 Z ∈ I, T ∈ R
Q(0, T ) = Q0 ∈ X3
(4.14)
if and only if Q(0, T ) = Q0 for any T ∈ R and this function is a solution of
Eq. (5.3).
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Proof [[11], Proposition I.2.8],
we can accept the following definition:
Definition 7. Let k = 1 or k = 2, g(Q) be a complex-valued continuous
function of the complex argument Q and I be an interval of R containing
zero. We call a solution Q(Z, T ) ∈ C(I,Xk) of Eq. (4.13) a Xk-solution (or
generalized solution) of the problem (4.11).
Our result on the existence for the standard NLSE in classes of functions
non vanishing as |T | → ∞ is the following.
Theorem 4.2.1. Let k ≥ 1 be an integer. Then, for any Q0 ∈ Xk there
exist Z > 0, depending only on |||Q0|||k, and a unique Xk- solution Q(Z, T )
of the problem (4.11) defined on the interval (−Z,Z). Furthermore, there exist
Z?1 , Z
?
2 > 0 such that this solution can be continued on the interval (−Z?1 , Z?2)
and Z?1 =∞ (resp. Z?2 =∞) if
lim sup
Z→Z?1+
|||Q(Z)|||k < +∞
(resp. if lim supZ→Z?2− |||Q(Z)|||k < +∞).
Proof We now only sketch the proof and, for more details, we refer to
[11] and [19]. Due to proposition 4.2, Eq. (4.13) is equivalent to the problem
(4.11). Therefore, we consider this equation. The Schro¨dinger operator defines
a group on Xk(R) for every integer k = 1, 2, 3, . . . , in particular the family of
operators
(
GZ
)
Z∈R defines a strongly continuous group on X
k(R). Moreover,
in [19] it is shown that there exists a constant C > 0 that depends only on k,
such that for every Q ∈ Xk(R) and Z ∈ R,
|||GZQ|||k ≤ C(1 + |Z|1/4)|||Q|||k. (4.15)
Since g(Q) = −|Q|2Q, it is clear that g(Q) ∈ L∞, for every Q ∈ Xk(R). We
now should prove that g(Q) ∈ Xk(R).
Let α be an integer such that 1 ≤ α < k and let us differentiate α times
the function g; we obtain a linear combination of terms of type
Qa Q
b ∂iQ
∂T i
∂jQ
∂T j
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where a, b, i, j are integers such that 1 ≤ i, j ≤ α ≤ k. By Sobolev immersion
and Holder inequality it can be shown easily that ∂
αg
∂Tα
belongs to L2(R).
We first show the uniqueness of the solution. Let Q0 ∈ X1 and Q1(Z, T )
and Q2(Z, T ) be two solutions of this equation from C(I,X
1). We observe that
ρ
∣∣∣|Q1|2Q1 − |Q2|2Q2∣∣∣ ≤M |Q1 −Q2|, with |Q1|, |Q2| ≤M
and so, thanks to (5.5) and that g(Q) ∈ Xk, we arrive at
|||Q1(Z, ·)−Q2(Z, ·)|||k ≤M
∫ z
0
|||Q1(Z ′, ·)−Q2(Z ′, ·)|||kdZ ′;
then from the Gronwall Lemma it follows that Q1(Z, T ) ≡ Q2(Z, T ) for all
Z > 0.
Let l ≥ 1 be integer. For any R > 0 there exists Z¯ = Z¯(R) > 0 such that,
if |||Q0|||l ≤ R, then the operator G maps the set
MT = {Q(·) ∈ C([−Z¯, Z¯], X l) : Q(0) = Q0 ∈ X l, |||Q(·)|||l ≤ 2|||Q0|||l}
into itself. Moreover, for any R > 0, there exists a constant Z¯1 ∈ (0, Z¯]
such that the map G is a contraction on MZ¯1 , if |||Q0|||l ≤ R. Since a fixed
point of the map G is obviously a solution of the Eq. (4.13), we have that
for any Q0 ∈ X l there exists Z¯ > 0, depending only on |||Q0|||l, such that in
the interval (−Z¯, Z¯) there exists a unique solution Q(Z, T ) ∈ C((−Z¯, Z¯), X l).
Since the Eq. (4.9) is autonomous, a result similar to the above one on the
existence and uniqueness of a X l solution takes place if we pose the initial
condition not at point Z = 0 but at an arbitrary point Z = Z0 6= 0. Therefore,
since the length of the interval of the existence is bounded from below by a
constant Z¯ > 0 depending only on |||Q0|||l, we get the existence of Z¯−l and Z¯+l
such that our X l solution can be continued onto the interval (−Z¯−l , Z¯+l ) and
lim sup
Z→(Z¯−l )+
|||Q(Z, ·)|||l = +∞
if Z¯−l > −∞. (resp. lim supZ→(Z¯+l )− |||Q(Z, ·)|||l = +∞) if Z¯
+
l < +∞).
Let again Q0 ∈ X l, l ≥ 2. Then obviously for each k = 1, 2, . . . , l there
exists a unique Xk-solution of the problem (4.11) an let (Z¯−k , Z¯
+
k ), where Z¯
−
k <
0 and Z¯+k > 0, be the maximal interval of existence. Then,
−∞ ≤ Z¯−1 ≤ Z¯−2 . . . Z¯−l < 0
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and
0 < Z¯+l ≤ . . . Z¯+2 ≤ Z¯+1 ≤ +∞.
Since it follows from Eq. (4.13) that for k = 1, . . . , l − 1, Z¯k+1 ∈ (0, Z¯+k ) and
Z ∈ [0, Z¯k + 1]
|||Q(Z, ·)|||k+1 ≤ |||Q0|||k + C˜
(
max
Z∈[0,Z¯k]
|||Q(Z, ·)|||k
∫ Z
0
|||Q(Z ′, ·)|||k+1dZ ′
)
and by analogy for Z < 0, we have that Z¯−1 = Z¯
−
2 = . . . = Z¯
−
l and Z¯
+
1 = Z¯
+
2 =
. . . = Z¯+l . 2
4.2.2 Stability
In this section, we shall consider a result on the stability of solutions of the
standard NLSE (4.9) non-vanishing as |T | → ∞. These solutions are time-
homogeneous ones Φ(Z) =
√
P0 e
−iP0Z , where P0 > 0.
Let c ∈ R, Q(·) ∈ X1 and Q(T ) 6= 0 for all T ∈ R. Then, one can easily
verify that there exists a unique real-valued function A(·) ∈ X1 and a real-
valued function Ω(·), absolutely continuous in any finite interval and unique
up to adding 2pim, m = 0,±1± 2, . . . to it, such that
Q(T ) =
(√
P0 + A(T )
)
ei[c+Ω(T )] (4.16)
and that
√
P0 +A(T ) = |Q(T )| > 0 for all T ∈ R; in addition, due to relation
Q′(T ) = [A′(T ) + i
(√
P0 + A(T )
)
Ω′(T )]ei[c+Ω(T )], (4.17)
we have
(√
P0 + A(T )
)
Ω′(T ) ∈ L2(R). In particular, if
0 < c1 ≤
√
P0 + A(T ) ≤ c2 < +∞
for all T ∈ R, then Ω′(·) ∈ L2(R).
Conversely, if for a complex-valued function Q(·) there exist real-valued
function A(·) ∈ X1(R) and Ω′(·), absolutely continuous in any finite interval,
such that
(√
P0 + A(T )
)
Ω′(T ) ∈ L2(R), √P0 + A(T ) > 0 for all T ∈ R and
Eq. (5.7) takes place, then Q(·) ∈ X1(R) and Q(T ) 6= 0 for all T ∈ R.
The result on the stability of solutions Φ(Z) =
√
P0 e
−iP0Z we consider
here is the following. The perturbed solution is written as
Q(Z, T ) =
(√
P0 + A(Z, T )
)
ei[−P0Z+Ω(Z,T )] (4.18)
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Theorem 4.2.2. Let δ0 > 0 be such that supT∈R |Q(T )| <
√
P0
2
if A(·) ∈ H1
and ||A(·)||H1 < δ0. Then the solution Φ(Z) is stable for every Z > 0 in the
following sense: for an arbitrary ε ∈ (0, δ0) there exists δ ∈ (0, δ0) such that, if
Q0(·) ∈ X1(R), |Q0| −
√
P0 ∈ H1(R), || |Q0| −
√
P0||H1 < δ, ||Ω′(·)||L2 < δ,
then there exists a X1-solution Q(Z, T ) given by (4.18). Moreover, A(Z, ·) ∈
H1(R) and ||A(Z, ·)||H1 < ε and ||Ω′(Z, ·)||L2 < ε.
Proof Let first k ≥ 1 be integer and Q0(T ) ∈ Xk. Then according to
theorem 4.2.1, there exists a unique (local) Xk-solution of the problem (4.11).
Clearly, for any integer l = 1, 2, · · · , k this problem has a unique local X l-
solution which, of course, coincides with the Xk-solution in all intervals of the
existence of both solutions. Let positive Z¯1, Z¯2, · · · , Z¯k be such that, for any
l = 1, 2, · · · , k, [0, Z¯l) be the maximal half-interval of the existence of the
X l-solution. Clearly, Z¯1 ≥ Z¯2 ≥ · · · ≥ Z¯k > 0.
Lemma 4.2.1. Z¯1 = Z¯2 = · · · = Z¯k = Z > 0.
Proof [[11], Lemma III.3.2]
Let I(Q) =
∫ +∞
−∞ (|Q|2 − P0)2dT.
Lemma 4.2.2. Let the assumptions of theorem 4.2.2 be valid and let I(Q0) <
∞ for some Q0 ∈ X1 and the corresponding X1-solution Q(Z, T ) of the Cauchy
problem (4.11) exists for Z ∈ [0, Z0). Then I(Q(Z, T )) <∞ for all Z ∈ [0, Z0]
and this function is continuous in Z.
Proof [[11], Lemma III.3.3]
Lemma 4.2.3. Let the assumptions of theorem 4.2.2 be valid, Q0 ∈ X1 and
the corresponding X1-solution Q(Z, T ) of the Cauchy problem (4.11) exists for
Z ∈ [0, Z0). Let
M(Q) =
∫ +∞
−∞
{
1
2
|QT |2 − U(|Q|2)− P0
2
|Q|2 +D
}
dT,
where D =
√
P0
2
P0 + U(P0) and U(s) = − s24 . If I(Q0) < ∞, then the quantity
M(Q(Z, T )) is determined for all Z ∈ [0, Z0) and independent of Z.
Proof [[11], Lemma III.3.4]
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Let Q0 ∈ X1 be such that I(Q0) <∞ and Q0(T ) 6= 0 for all T ∈ R. Let also
[0, Z0) be the maximal half-interval such that the corresponding X
1-solution
of the problem (4.11) exists for Z ∈ [0, Z0) and is non zero for these values
of Z and T ∈ R. Then in view of Lemma 4.2.2 − 4.2.3 for Z ∈ [0, Z0) we can
rewrite the functional M(Q) in the following form:
M(Q(Z, T )) = M1 +M2 +M3
where
M1(Q(Z, T )) =
1
2
∫ +∞
−∞
{A2T (Z, T ) + 2P0A2(Z, T )}dT
M2(Q(Z, T )) =
1
2
∫ +∞
−∞
Ω2T (Z, T )(
√
P0 + A(Z, T ))
2dT
M3(Q(Z, T )) = α
(
‖A(·, Z)‖2H1
)
, lim
s→0
α(s)
s
= 0.
Here Q(Z, T ) = (
√
P0 +A(Z, T ))e
i[−P0Z+Ω(Z,T )] where
√
P0 +A(Z, T ) > 0 and
for any fixed Z as functions of T the function A(Z, ·) belongs to H1 and the
function Ω(Z, T ) is absolutely continuous in an arbitrary finite interval.
By Lemma 4.2.2 ||A(Z, ·)||H1 is a continuous function of Z ∈ [0, Z0). Also,
there exists C = max
{
1
2
, P0
2
}
such that
M1(Q) ≥ C||A||2H1 , A ∈ H1.
Consider an arbitrary ε ∈ (0, δ0) and let H(s) = Cs2 + α(s2). Then, there
exists δ1 ∈ (0, δ0) such that H(s) ≥ C2 for any s ∈ (0, δ1]. By means of the
above-mentioned arguments, there exists δ2 ∈ (0, δ1) such that
H(||A(Z, ·)||H1) ≤M1(Q) < C
4
δ1
if ||A(0, ·)||H1 < δ2 and ||Ω′T (·, 0) < δ2. Then, using the continuity of ||A(Z, ·)||H1 ,
we get for such initial data ||A(Z, ·)||H1 < δ1 <  for all Z ∈ [0, Z0).
Finally, in view of the equality
1
2
||Ω′T (
√
P0 + A)||2L2 = M(Q)−M1(Q)−M2(Q)
we obtain ||ΩT (Z, ·)||L2 < ε if ||A(0, ·)||H1 < δ2 and ||ΩT (0, ·)||L2 < δ2 where
δ2 > 0 is sufficiently small. Therefore, for these initial data from
Q′(0, T ) =
[
A′(0, T ) + i(
√
P0 + A(0, T ))Ω
′
T (0, T )
]
eiΩ(0,T )
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there exists C1 > 0 such that ||Q(Z, ·)||X1 < C1 for all Z ∈ [0, Z0). Thus,
Z0 =∞ and the theorem is proved. 2
From the Theorem 4.2.2 it immediately follows
Corollary 4.2.1. Let the assumptions of the theorem be valid. Then, the
solution Φ(Z) is also stable in the following sense: for any ε ∈ (0, δ0) and
d > 0 there exists δ ∈ (0, δ0) such that if Q0(T ) ∈ X1, |Q0| −
√
P0 ∈ H1,
‖|Q0| −
√
P0‖H1 < δ0 (consequently Q0(T ) = (
√
P0 +A)e
iΩ(T ),with A = |Q0| −√
P0) and for the corresponding X
1-solution Q(Z, T ) of the problem (4.11)
||A(0, ·)||H1 < δ and ||ΩT (0, ·)||L2 < δ, then for any Z > 0 and T0 ∈ R there
exists Γ = Γ(Z, T0) such that
||Q(Z, T )eiΓ − Φ(Z)||H1(T0−d,T0+d) < .
Proof Let
Q(Z, T ) =
(√
P0 + A(Z, T )
)
ei[−P0Z+Ω(Z,T )]
be the perturbed solution given by Theorem 4.2.2. We now evaluate
||Q(Z, T )eiΓ − Φ(Z)||H1(T0−d,T0+d).
Thus, we have that
|Q(Z, T )eiΓ − e−iP0Z | = |(
√
P0 + A(Z, T ))e
iΩ(Z,T )+iΓ(Z,T0) −
√
P0|.
We now take the following integral with respect the variable T :∫ T0+d
T0−d
|(
√
P0 + A(Z, T ))e
iΩ(Z,T )+iΓ(Z,T0) −
√
P0|2dT
≤
∫ T0+d
T0−d
|A(Z, T )|2dT +
∫ T0+d
T0−d
|
√
P0e
iΩ(Z,T )+iΓ(Z,T0) −
√
P0|2dT
=
∫ T0+d
T0−d
|A(Z, T )|2dT + P0
∫ T0+d
T0−d
∣∣∣eiΩ(Z,T )+iΓ(Z,T0) − 1∣∣∣2dT
Moreover by differentiating and then taking the integral with respect the
variable T we obtain that∫ T0+d
T0−d
∣∣∣AT (Z, T ) + ΩT (Z, T )(√P0 + A(Z, T ))∣∣∣2dT
≤
∫ T0+d
T0−d
∣∣∣AT (Z, T )∣∣∣2dT + ∫ T0+d
T0−d
∣∣∣ΩT (Z, T )(√P0 + A(Z, T ))∣∣∣2dT.
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Thus, mixing the last two relations we have that
∫ T0+d
T0−d
|(
√
P0 + A(Z, T ))e
iΩ(Z,T )+iΓ(Z,T0) −
√
P0|2dT +
+
∫ T0+d
T0−d
∣∣∣AT (Z, T ) + ΩT (Z, T )(√P0 + A(Z, T ))∣∣∣2dT
≤
∫ T0+d
T0−d
|A(Z, T )|2dT + P0
∫ T0+d
T0−d
∣∣∣eiΩ(Z,T )+iΓ(Z,T0) − 1∣∣∣2dT
+
∫ T0+d
T0−d
∣∣∣AT (Z, T )∣∣∣2dT + ∫ T0+d
T0−d
∣∣∣ΩT (Z, T )(√P0 + A(Z, T ))∣∣∣2dT
= ||A(Z, ·)||2H1 +
∫ T0+d
T0−d
∣∣∣ΩT (Z, T )(√P0 + A(Z, T ))∣∣∣2dT
+P0
∫ T0+d
T0−d
∣∣∣eiΩ(Z,T )+iΓ(Z,T0) − 1∣∣∣2dT
From theorem 4.2.2 it follows that
||A(Z, ·)||H1 < ε, and
∫ T0+d
T0−d
∣∣∣ΩT (Z, T )(√P0 + A(Z, T ))∣∣∣2dT < ε2.
It remains to evaluate the integral∫ T0+d
T0−d
∣∣∣eiΩ(Z,T )+iΓ(Z,T0) − 1∣∣∣2dT.
We claim that there exists Γ(Z, T0) such that it is as small as we wish. In
order to show it, we observe that, since Ω(Z, ·) is absolutely continuous for
every Z > 0, we have that
Ω(Z, T )− Ω(Z, T0) =
∫ T
T0
ΩT (Z, τ)dτ. (4.19)
Then by Holder inequality Eq. (4.19) becomes
|Ω(Z, T )− Ω(Z, T0)| ≤ ||ΩT (Z, ·)||L2|T − T0|1/2,
so, recalling that T ∈ (T0 − d, T0 + d) and that from Theorem 4.2.2 we have
that ||ΩT (Z, ·)||L2 < ε, we obtain that
|Ω(Z, T )− Ω(Z, T0)| <
√
2d ε. (4.20)
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Therefore if we choose Γ(Z, T0) = pi−Ω(Z, T0) because of (4.20) and the Euler
identity eipi + 1 = 0 we can make the integral∫ T0+d
T0−d
∣∣∣eiΩ(Z,T )+iΓ(Z,T0) − 1∣∣∣2dT
small, and so the thesis of the Corollary easily follows. 2
We would now give an estimate about the coefficient δ0 that is stated in
theorem 4.2.2; in Chapter 2 we have claimed that if a function belongs to
the Hilbert space H2(R), its L∞ norm can be controlled by its H2(R) norm.
Now we claim that the coefficient that make this control is the real number 1.
Indeed, let us start with the following statement:
Proposition 4.3. Let I ⊂ R be an open interval, bounded or not, and let
A(·) ∈ H1(I). Then there exists a sequence (An)n∈N ⊂ C∞c (R) such that
(An)|I → A in the sense of H1(I).
Proof [[20], Theorem VIII.6].
We now recall the Young’ inequality:
ab ≤ 1
p
ap +
1
p′
bp
′
for all a ≥ 0, b ≥ 0,
with 1
p
+ 1
p′ = 1.
Finally we have:
Proposition 4.4. Let be A ∈ H1(R). Then we have
||A||L∞(R) ≤ ||A||H1(R) (4.21)
Proof Let be v ∈ C1c (R) and set G(s) = |s|s. The function w = G(v)
is in C1c (R) and w′ = 2|v|v′. Therefore, for T ∈ R we have
G(v(T )) =
∫ T
−∞
2|v(x)|v(x)dx.
So by using Holder’s inequality we obtain
|v(T )|2 ≤ 2||v||L2||v′||L2 .
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From this, by Young’s inequality, we deduce that
||v||L∞ ≤ ||v||H1 for all v ∈ C∞c (R). (4.22)
Now, let be A ∈ H1(R); there exists a sequence (An)n∈N ⊂ C1c (R) such that
An → A in H1(R). By using (4.22) we obtain that (An)n∈N is a Cauchy
sequence in L∞, so An → A in L∞ and we have the thesis. 2
Remark 4.1. Returning to theorem 4.2.2, because of Proposition 4.4 it is
enough to choose
δ0 =
√
P0
2
to have the implication
sup
T∈R
|Q(·)| <
√
P0
2
if ||A(·)||H1 < δ0.
4.3 Transformed Time-Homogeneous Solutions
We should now convert results achieved in the previous section to the TNL-
SE. Thus, let consider (3.43) by setting ρ = −1. Therefore, the following
transformation 
T (z, t) = e−C2zt
Z(z) = 1
2C2
(1− e−2C2z)
v(z, t) = ei
C2
4
t2−C2
2
zQ(Z(z), T (z, t))
(4.23)
allows us to convert the TNLSE
ivz(z, t) + vtt(z, t)− e−C2z|v(z, t)|2v(z, t) + C
2
2
4
t2v(z, t) = 0 (4.24)
into the standard NLSE
iQZ(Z, T ) +QTT (Z, T )− |Q(Z, T )|2Q(Z, T ) = 0. (4.25)
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The function Φ(Z) =
√
P0 e
−iP0Z is solution of (4.25) for every Z > 0. Let
consider Z ∈ [0, 1
2C2
); then from (4.23) it follows that
v(z, t) = ei
C2
4
t2−C2
2
zΦ(Z(z)) (4.26)
solves Eq. (4.24) for every z ≥ 0.
Let consider the perturbed solution of (4.25) given by Theorem 4.2.2, that
is
Q(Z, T ) =
(√
P0 + A(Z, T )
)
ei
[
−P0Z+Ω(Z,T )
]
, (4.27)
with Z ∈ [0, 1
2C2
). From (4.23) we have that
w(z, t) = ei
C2
4
t2−C2
2
zQ(Z(z), T (z, t)), (4.28)
solves Eq. (4.24) for every z ≥ 0.
Let t1, t1 ∈ R, such that t1 < t2 and I = (t1, t2) be a bounded interval of R;
we have easily that v(z, ·) ∈ H1(I), for every z ≥ 0. Furthermore, because of
Theorem 4.2.2 it follows straightforwardly that also w(z, ·) ∈ H1(I) for every
z ≥ 0. Indeed, differentiating Eq. (4.28) with respect to the variable t we have
that
wt(z, t) =
[(
i
C2
2
t
)
Q(Z(z), T (z, t)) + e−C2zQT (Z(z), T (z, t))
]
and taking the square integral over I with respect to the variable t we arrive
at ∫
I
|wt(z, t)|2dt ≤ e−C2z
∫
I
(C2
2
t
)2
|Q(Z(z), T (z, t))|2dt
+e−3C2z
∫
I
|QT (Z(z), T (z, t))|2dt
that is obviously finite for every z > 0.
We are now ready to state the following result as consequence of Corollary
4.2.1 :
Theorem 4.3.1. Let τ > 0, ε ∈ (0,
√
P0
2
) and
Q(Z, T ) =
(√
P0 + A(Z, T )
)
ei
[
−P0Z+Ω(Z,T )
]
,
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with ||A(Z)||H1(R) ≤ ε, ||ΩT (Z)||L2(R) < ε, be a solution of (4.25) for every
Z ∈ [0, 1
2C2
) given by Theorem 4.2.2. Let us consider
v(z, t) = ei
C2
4
t2−C2
2
z
(√
P0 e
−iP0Z(z)
)
and
w(z, t) = ei
C2
4
t2−C2
2
z Q(Z(z), T (z, t)).
Then, for every z ≥ 0 and t0 ∈ R, there exists Γ = Γ(z, t0) such that
||w(z)eiΓ − v(z)||H1(t0−τ,t0+τ) < ε H(z, τ), (4.29)
where H is a smooth function depending on τ, z.
Proof In order to evaluate ||w(z)eiΓ − v(z)||H1(t0−τ,t0+τ) we take the
first derivative of w(z, t) with respect the variable t :
wt(z, t) =
[(
i
C2
2
t
)
Q(Z(z), T (z, t)) +QT (Z(z), T (z, t))
dT
dt
]
ei
C2
4
t2−C2
2
z
=
[(
i
C2
2
t
)
Q(Z(z), T (z, t)) +QT (Z(z), T (z, t))e
−C2z
]
ei
C2
4
t2−C2
2
z
we now take the first derivative of v(z, t) with respect the variable t :
vt(z, t) =
[(
i
C2
2
t
)(√
P0 e
−iP0Z(z)
)]
ei
C2
4
t2−C2
2
z.
Because of (4.23) we have that z = z(Z) and t0 = t0(Z, T ). So, let us set Γ
as in Corollary 4.2.1. Thus, we have that∫ t0+τ
t0−τ
|wt(z, t)eiΓ − vt(z, t)|2dt
= e−C2z
∫ t0+τ
t0−τ
∣∣∣(iC2
2
t
)
Q(Z(z), T (z, t))eiΓ + e−C2zQT (Z(z), T (z, t))eiΓ
−(iC2
2
t
)(√
P0 e
−iP0Z(z)
)∣∣∣2dt
= e−C2z
∫
I˜
∣∣∣iC2
2
eC2zT
(
Q(Z, T )eiΓ −
√
P0 e
−iP0Z
)
+ e−C2zQT (Z, T )
∣∣∣2eC2zdT
=
∫
I˜
∣∣∣iC2
2
eC2zT
(
Q(Z, T )eiΓ −
√
P0 e
−iP0Z
)
+ e−C2zQT (Z, T )
∣∣∣2dT,
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where I˜ =
(
e−C2z(t0 − τ), e−C2z(t0 + τ)
)
. Thus, we have that
||wt(z)eiΓ − vt(z)||L2(I) ≤ C2
2
eC2z
(∫
I˜
∣∣∣T(Q(Z, T )eiΓ −√P0 e−iP0Z)∣∣∣2dT)1/2
+e−C2z
(∫
I˜
∣∣∣QT (Z, T )∣∣∣2dT)1/2.
Taking into consideration the first integral of the previous inequality, by Holder
inequality and Theorem 4.2.2 we arrive at∫
I˜
∣∣∣T(Q(Z, T )eiΓ −√P0 e−iP0Z)∣∣∣2dT
≤ sup
T∈I˜
|T |2 ||Q(Z) eiΓ −
√
P0 e
−iP0Z ||2
L2(I˜)
< 4τ 2 e−2C2zε2.
Furthermore, from Theorem 4.2.2 it easily follows that∫
I˜
∣∣∣QT (Z, T )∣∣∣2dT ≤ ε2.
Moreover, we have that∫ t0+τ
t0−τ
|w(z, t)eiΓ − v(z, t)|2dt = e−C2z
∫ t0+τ
t0−τ
|Q(Z, T )eiΓ −
√
P0e
iρP0Z |2eC2zdT
=
∫ t0+τ
t0−τ
|Q(Z, T )eiΓ −
√
P0e
iρP0Z |2dT
< ε2
Summing up, we have that
||w(z, t)eiΓ − v(z, t)||H1(t0−τ,t0+τ) ≤
≤ C2
2
eC2z
(
4τ 2 e−2C2zε2 + ε2
)1/2
+ ε
Finally, setting
H(z, τ) =
[C2
2
eC2z
(
4τ 2 e−2C2z + 1
)1/2
+ 1
]
we have the thesis of the Theorem, that is
||w(z, t)eiΓ − v(z, t)||H1(t0−τ,t0+τ) ≤ H(z, τ) ε 2
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4.4 Optical pulse into absorption regime
In [10] the propagation of light in optical fibers is governed by the equation
iuz(z, t) +
β2
2
utt(z, t)− γe−αz|u(z, t)|2u(z, t) = 0, (4.30)
that we obtain from (4.1) by setting the transformation
A(z, t) + exp[(−αz/2)u(z, t)],
and then by reversing the z- axis.
In [10] is given special attention to the propagation of a stochastic process,
such as an optical signal affected by the amplified spontaneous emission (ASE)
noise generated by optical amplifiers. For the purpose of investigating the
interaction between signal and noise, the signal is considered a continuous
wave (CW), and the noise is treated as a perturbation of the CW solution
of the Eq. (4.30). In order to have stability against small perturbation of
CW solution, we assume β2 > 0, whereas α and γ are always positive real
coefficients.
Taking a non-rigorous analysis based on the approach described in [10] and
on the results carried out in section 4.2.2, we investigate small perturbations
against CW solution of Eq. (4.30).
Let consider the CW solution as
Ψ(z) =
√
P0 e
−iφNL(z), (4.31)
where P0 is a positive real coefficient and
φNL(z) =
∫ z
0
γP0 exp[−αζ]dζ (4.32)
is the deterministic time-independent nonlinear phase rotation of the noise-free
solution. We write the perturbed solution of Eq. (4.30) as
u(z, t) =
√
P0 [1 + c(z, t)] e
−iθ(z,t) (4.33)
where c(z, t) is a complex -valued function and θ(z, t) is a real -valued function.
Substituting Eq. (4.33) into Eq. (4.30) we obtain the complex differential
equation
cz(z, t)− i(1 + c(z, t))θz(z, t) =
i
β2
2
[
ctt(z, t)− i(1 + c(z, t))θtt(z, t)− 2ict(z, t)θt(z, t)− (1 + c(z, t))θ2t (z, t)
]
−iγP0 e−αz|1 + c(z, t)|2(1 + c(z, t)). (4.34)
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If we write c(z, t) = a(z, t) + i b(z, t) with a(z, t) and b(z, t) real -valued func-
tion, Eq. (4.33) has one additional degree of freedom; as a consequence, in
(4.34), we have two equations for three unknown quantities a, b and θ, which
makes the system undetermined. Hence, we have the freedom to arbitrarily
add an additional equation to relate these three variables. In [10] it is found
an equation for θ in order to minimize the impact of the terms that will be
neglected in the linearization process. Since the term θz(z, t) on the left-hand
side of (4.34) is multiplied by the factor i(1 + c(z, t)), we may equate it to the
fourth and the fifth term on the right-hand side of (4.34) and eliminate the
common factor, obtaining
θz(z, t) = γP0 exp(−αz)|1 + c(z, t)|2 + β2
2
θ2t (z, t). (4.35)
We now consider the following assumptions: let φ(z, t) be a real -valued func-
tion such that ||φt(z, ·)||L2 is finite for every z > 0. Thus, we set
θ(z, t) = φNL(z) + φ(z, t), (4.36)
where φNL(z) is given by (4.32). Furthermore, Theorem 4.2.2 and Remark
4.1 suggest to assume∫
R
(
φt(z, t)
)2
dt ∈
(
0,
√
P0
2
)
for all z > 0 (4.37)
and ∫
R
|c(z, t)|2dt ∈
(
0,
√
P0
2
)
for all z > 0, (4.38)
where
(
0,
√
P0
2
)
is a bounded interval of R. If we assume that the loss α in op-
tical fiber affects both the functions φ(z, t) and c(z, t), we have that a possible
function that fulfils (4.37) should be
φ2t (z, t) = e
−αz e−
4pit2
P0 . (4.39)
Indeed, at z = 0 we have that∫
R
(
φt(0, t)
)2
dt =
∫
R
e
− 4pit2
P0 dt =
√
P0
2
,
so, it is clear that the function e−αz e−
4pit2
P0 satisfies (4.37). Similarly, we set
|c(z, t)|2 = e−αz e− 4pit
2
P0 . (4.40)
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In view of all these assumptions, Eq. (4.35) becomes
γP0e
−αz + φz = γP0e−αz(1 + 2a+ |c|2) + β2
2
(φt)
2,
that because of (4.39) and (4.40) turns into
φz(z, t) = 2γP0 e
−αz a(z, t) + γP0 e−2αz e
− 4pit2
P0 +
β2
2
e−αz e−
4pit2
P0 . (4.41)
The other two equations of the system are obtained by dividing the re-
maining terms of (4.34) into real and imaginary parts. Writing explicitly
c(z, t) = a(z, t) + ib(z, t), the system of three real equations is

az(z, t) =
β2
2
(
− btt(z, t) + θtt(z, t) + a(z, t)θtt(z, t) + 2at(z, t)θt(z, t)
)
bz =
β2
2
(
att(z, t) + b(z, t)θtt(z, t) + 2bt(z, t)θt(z, t)
)
φz(z, t) = 2γP0 e
−αz a(z, t) + γP0 e−2αz e
− 4pit2
P0 + β2
2
e−αz e−
4pit2
P0
(4.42)
Recalling (4.36) and (4.39) we obtain that
θtt(z, t) = φtt(z, t) = − pi
P0
t e−
α
2
z e
− 2pi
P0
t2
. (4.43)
We now compute the Fourier transforms of the functions e
− 4pit2
P0 and t e
− 2pi
P0
t2
with respect the variable t. It is well-known that
F
(
e−κt
2
)
(ω) =
√
pi
κ
e−
ω2
4κ and F
(
te−κt
2
)
(ω) = − ω
2κ
√
pi
κ
e−
ω2
4κ .
Thus, we obtain that
F
(
e−αz e−
4pit2
P0
)
=
√
P0
2
e−
P0ω
2
16pi
and
F
(
− pi
P0
e−
αz
2 t e
− 2pit2
P0
)
=
√
P0
2
e−
αz
2 ω e−
ω2P0
8pi .
Finally, by neglecting the quadratic terms in the first and the second equations
of the system (4.42) and denoting the Fourier transform by uppercase letters
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of the corresponding quantities in lowercase, we obtain the following system:
Az(z, ω) =
β2
2
ω2B(z, ω) +
√
P0
2
e−
αz
2 ω e−
P0ω
2
8pi
Bz(z, ω) = −β22 ω2A(z, ω)
Φz(z, ω) = 2γP0 e
−αzA(z, ω) + γP0
√
P0
2
e−2αz e−
P0ω
2
16pi + β2
2
√
P0
2
e−αz e
P0ω
2
16pi
(4.44)
Let us first solve the first two equations of system (4.44). Since Bz =
−β2
2
ω2A, we have that
B(z) = B(0) +
∫ z
0
β2
2
ω2A(z′)dz′. (4.45)
Substituting Eq. (4.45) in the first equation of the system (4.44) we obtain
that
Az =
β2
2
ω2
(
B(0) +
∫ z
0
β2
2
ω2A(z′)dz′
)
+
√
P0
2
ω e−
P0ω
2
8pi e−
αz
2 .
Differentiating with respect the variable z we have that
Azz =
(β2
2
ω2
)2
A− α
2
√
P0
2
ω e−
ω2P0
8pi e−
αz
2 ,
whose solution is easily found to be
A(z, ω) =
2α
√
P0/2 ω e
−ω2P0
8pi
(β2ω2)2 − α2 e
−αz
2 + c1 e
−β2ω2
2
z + c2 e
β2ω
2
2
z, (4.46)
where c1 and c2 are arbitrary real coefficients. Substituting Eq. (4.46) into
Eq. (4.45) we obtain that
B(z, ω) = −β2
2
ω2
[
−4
√
P0/2 ω e
−ω2P0
8pi
(β2ω2)2 − α2 e
−αz
2 − 2c1
β2ω2
e−
β2ω
2
2
z+
2c2
β2ω2
e
β2ω
2
2
z
]
+κ1,
(4.47)
where κ1 is a real coefficient. Finally, substituting Eq. (4.46) into the third
equation of the system (4.44), and integrating with respect the variable z we
have that
Φ(z) = 2γP0
[
− 4
3
√
P0/2 ω e
−ω2P0
8pi
(β2ω2)2 − α2 e
− 3αz
2 − 2c1 e
−β2ω2
2
z−αz
β2ω2 + 2α
+
2c2 e
β2ω
2
2
z−αz
β2ω2 − 2α
]
− γP0
2α
√
P0
2
e−2αz e−
P0ω
2
16pi − β2
2α
√
P0
2
e−αz e−
P0ω
2
16pi .
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Thus, the stability against small perturbation is provided with ω 6= ±
√
α
β2
and
ω 6= ±
√
2α
β2
.
4.5 Soliton-like solutions
Modulation instability occurs in the regime of optical fibers when in Eq. (4.1)
β2 < 0. In this case, it turns out that Eq. (4.1) has specific solutions that do
not change along fiber length. If the fiber loss are ignored, i.e. α = 0, Eq.
(4.1) becomes Eq. (4.2). Because of β2 < 0, we can refer to the Eq. (4.2) as
the dimensionless model
iQZ(Z, T ) +QTT (Z, T ) + |Q(Z, T )|2Q(Z, T ) = 0, (4.48)
where Z, T ∈ R. We look for solutions of Eq. (4.48) as
Q(Z, T ) = Φ(T ) eiθZ , (4.49)
where the profile Φ(T ) is a real -valued positive function independent of the
variable Z, and θ is a real positive coefficient. The solutions of these kinds
will be called the solitary waves if Φ is a bounded function possessing limits
as T → ±∞.
Substitution of Eq. (4.49) into Eq. (4.48) leads to consider the following
equation:
Φ′′(T )− θΦ(T ) + Φ(T )3 = 0. (4.50)
Adding the condition: Φ(+∞) = Φ(−∞) = 0 we solves Eq. (4.50) making
a qualitative analysis. First of all, we note that if a solution of this equation
is bounded on a half interval [0, b), it can be continued onto a right half-
neighborhood of the point b. Indeed, if a solution Φ of (4.50) is bounded, then
it follows from this equation that the second derivative Φ′′(·) is bounded, too,
therefore the first derivative Φ′(·) of this solution is also bounded. Setting
Φ0 = Φ(0) +
∫ b
0
Φ′(T )dT and Φ′0 = Φ
′(0) +
∫ b
0
Φ′′(T )dT and considering the
Cauchy problem for equation (4.50) with the initial data Φ(b) = Φ0, Φ
′(b) =
Φ′0, we immediately get our statement.
Let f1(Φ) = Φ
3 − θΦ and F1(Φ) =
∫ Φ
0
f1(p)dp =
Φ2
2
(
Φ2
2
− θ
)
. Then the
equality
{1
2
(Φ′)2 + F1(Φ)}′ = 0 (4.51)
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follows from (4.50). Let be b =
√
2 θ > 0 such that F1(b) = 0, f1(b) > 0
and F1(Φ) < 0 if Φ ∈ (0, b). Let us prove that equation (4.50) has a solution
satisfying the conditions Φ(∞) = 0. Indeed we take an arbitrary point T0 ∈ R
and the following initial data for equation (4.50) :
Φ(T0) = b, Φ
′(T0) = 0.
therefore, by (4.50) we have that Φ′′(T0) < 0, thus Φ′(T ) < 0 in a right half-
neighborhood of the point T0. There cannot exist a point T > T0 such that
Φ(T ) = 0 because otherwise the function E = 1
2
[Φ′(T )]2 + F1(Φ(T )) must be
positive at the point T and, hence, non-equal to itself at T0 (Φ
′(T ) 6= 0 for
this point T by the uniqueness theorem because Φ ≡ 0 is a solution of the
equation). Furthermore, Φ′(T ) 6= 0 for any T > T0 such that Φ(T ) ∈ (0, b) be-
cause otherwise there is no conservation of the energy E. Hence Φ(T ) ∈ (0, b)
for all T > T0. The above facts easily imply, in particular, that the solution
Φ is global, i.e. it can be continued onto the whole half-line T > T0. Also, in
view of the above arguments, the graphs of the function Φ has a horizontal
asymptote as T → +∞. A simple corollary of the above considerations is that
Φ(+∞) = 0. By analogy, Φ(−∞) = 0, Φ(T ) ∈ (0, b) for all T and Φ′(T ) > 0
from the left of the point T0.
Let us prove that the above-constructed solution Φ = Φ(θ, T ) satisfying equa-
tion (4.50) and the conditions Φ(θ,±∞) = 0, Φ(θ, T ) > 0 for T ∈ R and
∂Φ(θ,T0)
∂T
= 0 is continuously differentiable as a function of the argument θ
for an arbitrary T0(in view of the invariance of the equation with respect to
translations in T, one cannot state the differentiability with respect to θ of an
arbitrary family of solutions depending on the parameter θ). It follows from
that the parameter b =
√
2 θ is locally continuously differentiable as a function
of θ ∈ (θ0− δ, θ0 + δ) for some δ > 0, and θ0 > 0. This is true from the implicit
function theorem because b is a solution of the algebraic equation F1(θ, b) = 0,
where ∂
∂r
F1(θ, r) |r=b 6= 0, and, thus, the continuous differentiability of the
function φ(θ, T ) with respect to θ is proved.
We shall call the corresponding solitary waves of the above-constructed
function Φ(T ) as soliton-like solutions. Moreover, we refer to Φ(T ) as ground
state. Defining
R(T ) =
Φ(θ−1T )√
θ
we have that
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R′′ −R +R3 = 0. (4.52)
There exists a unique positive solution of Eq. (4.52) of the form
R(T ) =
√
2
cosh(T )
(4.53)
that satisfies the zero boundary conditions at infinity. We refer to the function
R(T ) as the fundamental ground state. Thus, for every fixed θ > 0 the unique
solution Φ of Eq. (4.50) satisfying the conditions Φ(θ,±∞) = 0, Φ(θ, T ) > 0
for T ∈ R and ∂Φ(θ,0)
∂T
= 0 can be expressed as
Φ(θ, T ) =
√
2 θ
cosh(θ T )
. (4.54)
Taking the first derivative with respect to the variable T and recalling the
well-known relations between hyperbolic functions and exponential, we obtain
that
Φ′(θ, T ) = −θ
√
2 θ
tanh(θ T )
cosh(θ T )
= −2θ
√
2 θ eθT (e2θT − 1)
(e2θT + 1)2
.
Therefore, we have that
|Φ(T )|+ |Φ(T )|′ =
√
2 θ
cosh(θ T )
+ θ
√
2 θ
tanh(θ T )
cosh(θ T )
=
2
√
2 θ eθT
(e2θT + 1)2
[
(1 + θ)e2θT + (1− θ)].
Thus, we easily have that
|Φ(T )|+ |Φ(T )|′ ≤ A1 e−A2|T | (4.55)
for some positive real constants A1 and A2. Then, we obtain that the ground
state Φ(·) ∈ H1(R).
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4.5.1 Transformed soliton-like solutions
Let us recall the transformations (3.43) where we set ρ = 1. As consequence
we have that C1 = 1. Thus, we obtain that
T (z, t) = e−C2zt
Z(z) = (1− e−2C2z)
v(z, t) = ei
C2
4
t2−C2
2
zQ(Z(z), T (z, t))
(4.56)
where Q(Z, T ) and v(z, t) are solutions of
iQZ(Z, T ) +QTT (Z, T ) + |Q(Z, T )|2Q(Z, T ) = 0 (4.57)
and
ivz(z, t) + vtt(z, t) + e
−C2z|v(z, t)|2v(z, t) + C
2
2
4
t2v(z, t) = 0 (4.58)
respectively. In the previous section we pointed out the existence of soliton-
like solution of Eq. (4.57), such as
Q(Z, T ) =
√
2 θ
cosh(θT )
eiθZ , (4.59)
with θ real positive coefficient. Because of Theorem (3.3.1) we have that the
function
v(z, t) = ei
C2
4
t2−C2
2
z
√
2 θ
cosh(θT (z, t))
eiθZ(z) (4.60)
solves Eq. (4.58).
Proposition 4.5. Let I be an interval of R+; then the function v(z, t) belongs
to C(I,H1(R)).
Proof Without loss of generality, we set I = [0, L). We have that
||v(z)||2H1 + ||v(z)||2L2 + ||vt(z)||2L2 .
Let us set
Φ(T ) =
√
2 θ
cosh(θT )
.
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Taking the first derivative with respect to the variable t we have that
∂v(z)
∂t
=
[
i
C2
2
tΦ(T (z, t)) + Φ′(T (z, t))
dT (z, t)
dt
]
ei(
C2
2
t2+θZ(z))−C2
2
z
=
[
i
C2
2
eC2zTΦ(T (z, t)) + Φ′(T (z, t))e−C2z
]
ei(
C2
2
t2+θZ(z))−C2
2
z.
Therefore, we obtain that
|vt(z)| ≤ C2
2
e
C2
2
z|T | |Φ(T )|+ e−3C22 z|Φ′(T )|.
We now make use of (4.55) to obtain that
||vt(z)||2L2 ≤
(C2
2
)2
eC2z
∫
R
|T |2|Φ(T )|2eC2zdT + e−3C2z
∫
R
|Φ′(T )|2eC2zdT
≤
(C2
2
)2
e2C2zA1
∫
R
(T )2e−A2|T |dT + e−2C2zA1
∫
R
e−A2|T |dT,
that is finite for every z ∈ I.
Moreover we have that
||v(z)||2L2 = e−C2z
∫
R
|Φ(T )|2eC2zdT
=
∫
R
|Φ(T )|2dT ≤ A1
∫
R
e−A2|T |dT
that is finite for every z ∈ I. Therefore, summing up the last two inequalities
the thesis of the Proposition easily follows.2
We should now have the existence of such solutions also for Eq. (4.1) when
β2 < 0. By reversing the z-axis (i.e. we take the change of variable z¯ = −z)
and defining A(z, t) = exp(−αz)U(z, t) we have that Eq. (4.1) becomes
iUz(z, t) +
β2
2
Utt(z, t)− γe−αz|U(z, t)|2U(z, t) = 0 (4.61)
where we continue to refer to the variable z¯ as z. By means of scaling- tran-
sformation, as showed into the introduction of Chapter 2, because of β2 < 0
we refer to Eq. (4.61) as the following dimensionless equation:
iuz(z, t) + utt(z, t) + e
−C2z|u(z, t)|2u(z, t) = 0, (4.62)
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where the fiber loss is taken into consideration by the real positive constant
C2. Thus, we will achieve our goal by means of a straightforwardly application
of Theorem 3.4.2.
Let us consider the function
v(z, t) = ei
C2
4
t2−C2
2
zΦ(T ) eiθZ , (4.63)
where Φ(T ) =
√
2θ
cosh(θT )
and T (z, t) = e−C2zt, Z(z) = 1
2C2
(1−e−C2z). We know
that v(z, t) is a solution of Eq. (4.58). In order to apply Theorem 3.4.2 we
compute the first derivative with respect to t of Eq. (4.63)
vt(z, t) =
(
i
C2
2
t
√
2θ
cosh(θ e−C2zt)
− θ
√
2θe−C2z tanh(θ e−C2zt)
cosh(θ e−C2zt)
)
ei
C2
4
t2−C2
2
z+iθZ(z)
and the following integrals:∫
R
|t2v(z, t)|2dt = 2θe−C2z
∫
R
t4
cosh2(θ e−C2zt)
dt (4.64)
∫
R
|tvt(z, t)|2dt = e−C2z
∫
t2
∣∣∣iC2
2
t
√
2θ
cosh(θ e−C2zt)
− θ
√
2θe−C2z tanh(θ e−C2zt)
cosh(θ e−C2zt)
∣∣∣2dt
≤ 2θ
(C2
2
)2
e−C2z
∫
R
t4
cosh2(θ e−C2zt)
dt
+2θ3e−3C2z
∫
R
t2 tanh2(θ e−C2zt)
cosh2(θ e−C2zt)
dt. (4.65)
We notice that the integrals on the right-hand side of the Eqs. (4.64), (4.65)
are finite. Thus, by choosing a suitable θ we can consider the quantities
||(·)2v(z, ·)||L2 and || | · |vt(z, ·)||L2 small as we wish for every z in a suita-
ble interval of R+. Therefore, let us set ε > 0; then, by means of the Theorem
3.4.2 we deduce for an arbitrary solution u(z, t) of Eq. (4.62) that
||v(z)− u(z)||L2 < ε, (4.66)
for every z in a suitable interval I ⊂ R+ containing 0 and depending on ε.
Finally, we can conclude that we approximate the profile of the function
u(z, t) as
e−
C2
2
z
√
2θ
cosh(θ e−C2zt)
(4.67)
for almost all t ∈ R and for every z in a suitable interval of R+. Here, θ is
taken to be enough to hold hypothesis of the Theorem 3.4.2 true.
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4.5.2 Orbital Stability
Let consider Eq. (4.2) with β2 < 0. In this case, we pointed out that special
solutions exist which conserve their shape along the optical fiber. Referring to
Eq. (4.2) as Eq. (4.57) we called such solutions as soliton and presented them
as
Q(Z, T ) = Φ(θ, T ) eiθZ ,
where Φ(θ, T ) is referred as ground state. Let consider the fundamental ground
state R(T ), which is solution of the equation:
R′′(T )−R(T ) +R3(T ) = 0. (4.68)
We shall now discuss about a type of stability of the fundamental ground state,
which turns out from the symmetries of the standard NLSE (4.57).
NLSE (4.57) has phase and translation symmetries, i.e. if Q(Z, T ) solves
NLSE then eiΓQ(Z, T + T0) solves NLSE for any T0 ∈ R and Γ ∈ [0, 2pi). By
orbital stability [12] means stability modulo these symmetries. An orbit of a
function Q(Z, T ) is defined as
OQ + {Q(Z, T + T0)eiΓ
∣∣(T0,Γ) ∈ R× [0, 2pi)} (4.69)
The deviation of the solution Ψ(Z, T ) of Eq. (4.57) from OQ is measured by
the following metric[
dθ(Ψ(Z),OQ)
]2
+ inf
T0∈R, Γ∈[0,2pi)
{
||ΨT (Z, ·+ T0)eiΓ −QT ||2L2
+θ||Ψ(Z, ·+ T0)eiΓ −Q||2L2
}
. (4.70)
Since the minimum in (4.70) is attained, this defines functions T0(Z) and
Γ(Z). In [21] a system of coupled non linear differential equations (modulation
equations) are derived for T0(Z) and Γ(Z). It is proved that if T0(Z) and Γ(Z)
evolve according to the modulation equations, then the ’modulated’ ground
state is linearly stable. Because of this fact the proof of the following result
given by Weinstein is based on Lyapunov analysis.
Theorem 4.5.1. Let Q(Z, T ) be the unique solution of the standard NLSE
with initial data Q0 ∈ H1(R). Then the ground state is orbitally stable, i.e.,
for any ε > 0, there is a δ(ε), such that if
dθ(Q0,OR) < δ(ε), (4.71)
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then for all Z > 0
dθ(Q(Z),OR) < ε (4.72)
We only sketch the main steps of the proof given by [12].
Step 1: Lyapunov functional. We consider the Lyapunov functional
E[Q] +
∫
R
[1
2
|QT (Z, T )|2 − 1
4
|Q(Z, T )|4 + θ|Q(Z, T )|2
]
dT, (4.73)
and we write the solution
Q(Z, T + T0)e
iΓ + R(T ) +W, (4.74)
where W (Z, T ) = U(Z, T ) + iV (Z, T ) with U, V real -valued functions. The
quantity H = ∫R [12 |QT (Z, T )|2 − 14 |Q(Z, T )|4dT and N = ∫R |Q(Z, T )|2]dT
are respectively the Hamiltonian and the square integral functionals, which
are conserved for standard NLSE.
Then,
∆E + E[Q0(·)]− E[R(·)]
= E[Q(Z, ·)]− E[R(·)] by conservation of E
= E[Q(Z, ·+ T0)eiΓ]− E[R(·)] by scale invariance (4.75)
= E[R +W ]− E[R] by (4.74)
≥ (L+U,U) + (L−V, V )−K1||W ||2+ηH1 −K2||W ||6H1 , with η > 0.
Here,
L+ = − ∂
2
∂T 2
+ 1− 3R2 L− = − ∂
2
∂T 2
+ 1−R2 (4.76)
are, respectively, the real and the imaginary parts of the linearized NLSE
operator about the ground state and K1, K2 real positive constants. The
inequality in (4.75) is arrived at as follows. First Taylor expand the previous
line about R. The first variation of E at R vanishes because R solves Eq (4.68).
the second variation is the quadratic functional in U and V. The remaining
terms o(|W |3) can be estimated from below by an interpolation estimate of
Nirenberg and Gagliardo (see for example [22]).
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Step 2 : Spectral properties of L+ and L− If T0 = T0(Z), and Γ = Γ(Z)
are chosen to minimize dθ(Q(Z),OR), then∫
R2(T )R′(T )U(Z, T )dT = 0, (4.77)∫
R3(T )V (Z, T )dT = 0. (4.78)
To estimate the first two terms in the inequality (4.75), one has to consider the
spectral properties of the linear operators L+ and L−. Since L−R = 0, R > 0,
which is non degenerate. Therefore, L− can be rewritten as
L− = − 1
R
∂
∂T
(
R2
∂
∂T
( 1
R
·
))
,
and so
(L−V, V ) =
∫ ∣∣∣ ∂
∂T
(V
R
)∣∣∣2R2dT ≥ 0.
Therefore, L− is a non negative operator. Also, the infimum of (L−V, V )/(V, V )
under the constrain (4.78) can be zero only if V = R, but this contradicts
(4.78). Thus
(L−V, V ) > c||V ||2L2 , (4.79)
and also,
(L−V, V ) > c1||V ||2H1 . (4.80)
The analysis of the term (L+U,U) is slightly more delicate. Let first assume
that the perturbed solution has the same L2 norm as the ground state. Setting
U = U‖ + U⊥, where U‖ = (U,R)R and U⊥ = U − U‖, condition ||Q(Z)||L2 =
||R||L2 , implies that
(U,R) = −1
2
((U,U) + (V, V )) (4.81)
Now,
(L+U,U) = (L+U‖, U‖) + 2(L+U‖, U⊥) + (L+U⊥, U⊥).
Since L+R
′ = 0 and (R′, R) = 0, we have that
inf
(f,R)
(L+f, f) = 0,
and the infimum is attained at f = KR′, K ∈ R. But this violates (4.77);
thus,
(L+U⊥, U⊥) ≥ K1(U⊥, U⊥)
= K1
[
(U,U)− 1
4
[
(U,U) + (V, V )
]2]
, K1 > 0
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Also, by (4.81),
(L+U‖, U‖) =
1
4
(L+R,R)
[
(U,U) + (V, V )
]2
,
where (L+R,R) ≤ 0.
Finally one has that
(L+U⊥, U‖) ≥ K2||W ||L2||WT ||L2 .
Summing up one can find that
(L+U,U) ≥ C1||U ||2H1 − C2||WT ||2L2 ||W ||2L2 − C3||W ||2L2 . (4.82)
To obtain (4.82) for a more general perturbation one can rescales the ground
state R(T ) as R˜(T ) = θR(θT ) such that R˜ has the same L2- norm as Q, and
||R˜−R||H1 < ε.
Step 3: A lower bound for ∆E Thanks to (4.80) and (4.82) we have
that
(L+U,U) + (L−V, V ) ≥ K3||W ||2H1 −K4||W ||3H1 −K5||W ||4H1 . (4.83)
Furthermore, since√
min(θ, 1)||W (Z)||H1 ≤ dθ(Q(Z),OR) ≤
√
max(θ, 1)||W (Z)||H1 (4.84)
it follows that
∆E ≥ g[dθ(Q(Z),OR)], (4.85)
where
g(Z) = cZ2(1− aZη − bZ4) with a, b, c, η > 0. (4.86)
The essential properties of g are that g(0) = 0 and g(Z) > 0 for 0 < Z  1.
Step 4 : Stability result The stability result can be derived from (4.85)
as follows. Let ε > 0 be sufficiently small. Then, by continuity of E in H1,
there is a δ(ε) > 0 such that is
dθ(Q0,OR) < δ(ε), (4.87)
then
∆E(0) < g(ε). (4.88)
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Since ∆E is constant in Z, (4.85) implies that g
[
dθ(Q(Z),OR)
]
< g(δ(ε)) for
all Z > 0. Therefore, since dθ(Q(Z),OR) is a continuous function of Z,
dθ(Q(Z),OR) < ε for all Z > 0, (4.89)
i.e. the ground state is stable. 2
We should now convert Theorem 4.5.1 into the context of the TNLSE. Let
Q(Z, T ) be a solution of Eq. (4.57). Because of translations and phase shift
symmetries of the standard NLSE , we have that the function Q(Z, T +T0)e
iΓ
is still a solution of Eq. (4.57), for some T0 ∈ R and Γ ∈ [0, 2pi). Thus, from
(4.56) we can write
w(z, t) = ei
C2
4
t2−C2
2
zQ(Z(z), T (z, t) + T0)e
iΓ,
which is, because of Theorem 3.3.1, a solution of Eq. (4.58). With this in mind
we can produce the following definition:
Definition 8. Let v(z, t) be a solution of the Eq. (4.58), such that
v(z, t) = ei
C2
4
t2−C2
2
zQ(Z(z), T (z, t))
with Q(Z, T ) a solution of Eq. (4.57). Then we define the orbit of v(z, t) as
Gv +
{
v(z, t, T0,Γ) = e
i
C2
4
t2−C2
2
zQ(Z(z), T (z, t)+T0)e
iΓ | T0 ∈ R, Γ ∈ [0, 2pi)
}
.
(4.90)
Reversing the first equation of transformations (4.56) with respect to the
variable t and the third one to have Q(Z, T ) as function depending on v(z, t)
we obtain that 
t(z, T ) = eC2zT
Z(z) = 1
2C2
(1− e−2C2z)
Q(Z(z), T ) = e−i
C2
4
t2+
C2
2
zv(z, t(z, T ))
(4.91)
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Let us set
v(z, t) = ei
C2
4
t2−C2
2
z R(T (z, t)) eiZ(z) (4.92)
where R(T ) is referred as the fundamental ground state. Let consider
w(z, t) = ei
C2
4
t2−C2
2
zQ(Z(z), T (z, t) (4.93)
and
w(z, t, T0,Γ) = e
i
C2
4
t2−C2
2
zQ(Z(z), T (z, t) + T0)e
iΓ. (4.94)
We now take into consideration distance (4.70). By means of (4.91) we
compute∫
R
|QT (Z, T + T0) eiΓ −R′(T ) eiZ |2dT (4.95)
=
∫
R
∣∣∣(wt(z, t, T0,Γ)− vt(z, t)) + iC2
2
t(v(z, t)− w(z, t, T0,Γ))
∣∣∣2( dt
dT
)2
dt
= e2C2z
∫
R
∣∣∣(wt(z, t, T0,Γ)− vt(z, t)) + iC2
2
t(v(z, t)− w(z, t, T0,Γ))
∣∣∣2dt
and∫
R
|Q(Z, T + T0) eiΓ −R(T ) eiZ |2dT =
∫
R
|w(z, t, T0,Γ)− v(z, t)|2dt. (4.96)
Let us define
d˜θ(w(z, T0,Γ)− v(z))
= inf
T0∈R,Γ∈[0,2pi)
[
e2C2z
∫
R
∣∣∣(wt(z, t, T0,Γ)− vt(z, t)) + iC2
2
t(v(z, t)− w(z, t, T0,Γ))
∣∣∣2dt
+θ
∫
R
|w(z, t, T0,Γ)− v(z, t)|2dt
]
(4.97)
Therefore, we can produce the following result by means of straightforwardly
application of Theorem 4.5.1.
Corollary 4.5.1. Let v(z, t) as in (4.92) and
w(z, t) = ei
C2
4
t2−α
2
zQ(Z(z), T (z, t)),
where Q(Z, T ) satisfies the assumptions of the Theorem 4.5.1. Then, for any
ε > 0 there is a δ(ε) such that if
d˜θ(w(0),Gv) < δ(ε) (4.98)
then for all z ≥ 0
d˜θ(w(z),Gv) < ε. (4.99)
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Proof. Because of Eqs. (4.95), (4.96) we have that
d˜θ(w(z), v(z))0 = dθ(Q(z), R). (4.100)
Thus, from Theorem 4.5.1, restricted to the interval Z ∈ [0, 1
2C2
), we have that
for any ε > 0 there exists a δ(ε) > 0 such that d˜θ(w(0), v(0)) < δ(ε) implies
that dθ(w(z), v(z)) < ε, for every z such that Z(z) ∈ [0, 12C2 ) 2
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