Abstract~This paper is aimed at understanding epileptic patient disorders through the analysis of surface electroencephalograms (EEG). It deals with the detection of spikes or spike-waves based on a nonorthogonal wavelet transform, A multilevel structure is described that locates the temporal segments where abnormal events occur. These events are then visually interpreted by means of a 3D mapping technique. This 3D display makes use of a ray tracing scheme and combines both the functional (the EEG but also its wavelet representation) and the morphological data (acquired from computed tomography [CT] or magnetic resonance imaging [MRI] devices). The results show that a significant reduction of the clinical workload is obtained while the most important episodes are better reviewed and analyzed.
INTRODUCTION
Monitoring epileptic patients, prior to surgery, aims at identifying the parts of the brain where abnormal processes take place. Because the seizures are unpredictable, an intensive data collection is performed over days, these data being stored for further visual analysis. The key information in epilepsy remains the electroencephalographic (EEG) signals acquired from electrodes on and inside the head (more than 100 channels may be used). In addition, synchronized video and voice recording is usually needed to depict the outward signs of neurological disorders (such as muscle twitching, convulsion, or vocalization). However, in-depth anatomical and functional knowledge is also required in order to specify the brain structures originating the discharges and the paths along which they propagate. This information is partly brought by the imaging modalities such as computed tomography (CT), magnetic resonance imaging (MRI), and SPECT.
The complexity of the interpretation task at hand and the need to reduce the clinical workload has motivated a number of applied and basic research works. The studies conducted in EEG signal processing have been mainly devoted to the detection and the recognition of transient (spikes and spike-waves) and seizure activities. They also concerned the localization of epileptic foci described by a dipole or a set of dipoles within a simplified geometrical model (for example, a sphere). When more realistic morphologies are dealt with, sophisticated procedures of image processing are required for tissue segmentation, sensor registration, and three-dimensional (3D) data display (3). This paper does not intend to cover all these aspects but rather attempts to provide a framework of practical and immediate interest. The first problem addressed below, is the detection of abnormal epileptic events. Between seizures, the EEG of an epileptic patient is characterized by occasional epileptiform transients such as spikes and sharp waves. The detection of these interictal events is then particularly helpful in the interpretation of the underlying processes. J. Gotman (11) gave an overview of the methods developed to recognize and quantify spikes, sharpwaves and spike-waves. Recent approaches facilitate detection by making use of the spatial and temporal context of the EEG (9, 10, 12) . Although a determined effort to automate the detection of epileptiform transients was undertaken, a complete solution has not been found yet, due to the wide variety of shapes of these transient signals and their similarities to waves that are part of the background activity and to impulsive artifacts.
From a signal processing standpoint, the detection of spikes and sharp waves can be seen as a classical detection problem in which, at each time, the hypothesis "presence of spike" is confronted to its opposite. The difficulties encountered here lie in the time-varying characteristics of both relevant signals (not perfectly known signal) and noises (superposition of transient artifacts and locally stationary activities), and in the unknown firing rate of the interictal events. To face the composite structure of the noises and the inherent nonstationary character of the observations, we propose a new two-stage detection scheme based on time-scale representation (or wavelet transform) The second problem we consider is the 3D mapping of the scalp-recorded brain activities onto the patient morphology. The detection level allows the analysis to focus on the most important EEG episodes and triggers the 3-D rendering module. The capability of matching functional and morphological data greatly facilitates the tracking of the spatiotemporal propagation of the brain waves. If we assume that the head is previously imaged, the solution consists of the registration of the sensors into a common reference coordinate system, the interpolation of the potential on the scalp, and its combination with the geometrical surface features for rendering. It is done by means of a ray tracing technique described in the section entitled 3D Cartography. The results of the overall methodology are reported in the Results and Discussion section.
THE DETECTION MODEL
EEG signals observed over a period of time [O, T] can be described, after sampling, by a random process X(k)
This relation describes the relevant activities (elementary waves, background activity, noise, artifacts, etc.) that constitute the signal (Fig. 1) . F(k), the background activity, may be considered as a piece-wise stationary signal present either casually or over the whole duration of the observation; for each i, Pi represents a brief duration potential, with time occurrence Op,, and corresponds to an abnormal neural discharge; the Aj terms may be related to artifacts occurring at times OA/finally, measurement noise that is stationary throughout the observation is gathered in the term B(k); the entities np and n a represent respectively the number of temporal occurrences of brief useful events and artifact transient signals over the period of observation.
The component F(k) includes basic activities (Alpha, Beta, etc.) as well as ictal stationary periods of time (recruitment phase during an epileptic seizure for example). The distinction between the Aj and Pi terms depends on the goals of the study: in our case, the epileptic events to be detected are described by the P; terms; conversely, transitory waves associated to sleep, vertex sharp transients or K complexes belong to the set of artifacts. In all cases, independently from the application, transitory signals generated by eye movements are represented by Aj terms.
Our objective is the detection of short duration and 
WAVELET TRANSFORM
The wavelet transform of a signal S(t) is the decomposition of this signal over a set ~ of functions obtained after dilation and translation of an analyzing wavelet t~ which verifies the admissibility conditions (13) . The coefficients or details resulting from this decomposition are denoted Da, b with:
where the asterisk designates the complex conjugate, and
The set of (D.,b), a non zero and b real, constitutes the continuous wavelet transform. By using ~a(t) = (1)/ (V~a~) ~*(-t/a), D~, b can be written as:
and Da, b may be seen as the output, observed at time b, of a filter with impulse response 0a(t), S(t) being the input and where a is used to adjust the bandwidth. Thus, this transformation acts on the signal as a filter bank whose frequency characteristics are related to + and to the dilation factor a. Two methods may be used to compute Da. b.
9 According to function 0, and for the particular values a = 2 -m, b = n.a, where m and n are integer values, a subset of ~ can constitute an orthonormal base of LZ(R) (4) . The wavelet analysis is thus seen through the associated multiresolution analysis and the decomposition over an orthogonal base of LZ(R) leads to high-and low-pass filtering followed by decimations. S(t) is then decomposed into a discrete set of orthogonal details which allow the exact reconstruction of the original signal (15) . This choice, useful in the field of coding where the goal is to compress the information and to reduce redundancies, is less relevant for detection purpose (22) . Indeed, the equivalent filter bank is imposed (the bandwidths stay in a ratio 1/2), and the choice of O is not related to the signals under study. In this case, the obtained frequency band decomposition may not distinguish events whose spectra do not overlap. 9 ~ does not provide a base of LZ(R). The representation is thus redundant and the computation ofDa. b is directly obtained from Eq. 2. The wide set of functions + satisfying the admissibility conditions allows to choose the analyzing wavelet according to the signal characteristics and to modify the parameters a and b without constraining them to particular values. In other words, from a priori knowledge about the signal, the study may be restricted to an appropriate set of scale parameters.
The goal is to build a decision structure, able to enhance and to detect transient signals present in a locally stationary background activity. Relying on a combination of decomposition levels, the approach based on nonorthogonal wavelets appears the most suitable for our problem (a comparison of wavelet families has been reported in 18).
The complex wavelet used here is:
where k sets up the number of oscillations of the complex part (the admissibility conditions are verified for k different from -1, 0, 1),fo is the normalized frequency, and C is a normalization coefficient (11 t~ ][ = 1). Some remarkable properties of this wavelet were described in Reference 18: it was demonstrated that the inflexion points and the maxima of S(t) are respectively the maxima and the minima, according to the time localization variable b of the squared modulus of its decomposition. Similarly, to a local extremum of signal S(t), corresponds, in the transformed domain, a zero-crossing modulo 7r of the phase of the decomposition. Some of the other advantages of this representation that may be of interest in a detection scheme are the following: (i) the redundancy of the decomposition levels and their mutual relations, such as the evolution of maxima through scales with respect to the signal content, and (ii) the behavior of maxima for the smallest scales of analysis (thus high frequencies) and their ability to take into account the local regularity of the studied signal. Indeed, the signal "trace" or "fingerprint signature" appears more clearly on the chosen resolution levels, while the background activity is projected onto a reduced range of scales and decreases more rapidly as the resolution increases.
PRESENTATION OF THE DECISION STRUCTURE
Classically, a decision structure compares a threshold to a scalar statistical quantity that is a function of a wellchosen observation vector (1) . In this study, the former is defined by keeping only a subset of possible decomposition coefficients Da. b (covering approximately the bandwidth [7 Hz, 35 Hz] ). Considering the mixed features of the observation and of the perturbations (composed of quasistationary and impulsive components), a two-level decision system was designed (19) (Fig. 2) . The role of the first level is to separate the background activity and the measurement noise from transient signals (artifacts, useful waves). The decision structure makes use of a filtering/ square/summation scheme (the summation being performed in the scales domain). At each time n, the observation vector is built from the coefficients D .... computed from the samples X(k) (for M values a i correctly chosen). The resulting statistics can be written as:
where h 1 is the decision threshold. and eye movements). Crossing the h 1 threshold allows the observation instants in which an impulse-like signal occurs to be selected. Experimentally, when a significant wave or an artifact is present, the decomposition evolution through scales changes: the Aj(k) are magnified on the smallest scales. The squared modulus increases (resp. decreases) for high resolution if the threshold crossing is due to an artifact (resp. useful wave) (18) . These remarks lead us to build a decision parameter G k (18) Experimentally, this quantity takes distinct values in the presence of an artifact or a useful wave. By comparing G k to a threshold h 2, the second level separates the useful signals from artifacts.
Choice of Thresholds
The nonstationary character of the background activity prescribes an adaptive adjustment of h 1 and h 2. The threshold h I has been chosen to control the false alarm rate given by Eq. 6. The threshold h 2 was computed to guarantee a minimal rate of good classification of useful waves and artifacts.
Computation of h 1. Because the T n probability density function is unknown, it was determined through simulation. Based on autoregressive modeling of real EEG stationary periods without transients, normal EEG activities where generated. Abnormal EEG was obtained by adding (randomly, according to a gaussian distribution) real transients, selected on signals recorded from epileptic patients. On simulated background signals (without transients), the amplitude distribution of the corresponding outputs at the first detection level was studied. The resulting curves and the expression of (6) suggest that the probability density function of the statistic T n follows a chisquare distribution with N degrees of freedom where N can be evaluated by:
It is then possible to adjust h a for a given false alarm rate. The presence of transient signals modifies the distribution of T,. It was experimentally noticed that the occurrence of a transient on a sample of T n often shifts it value to another one significantly higher. Thus, it is possible to derive a value A such that Pr{T, < A/H1} --~ 0 where H 1 represents the hypothesis of a transient alone. Now, if we consider the histogram of a series of T,, corresponding to an observation "polluted" with transient signals, this histogram will correspond to a mixing distribution estimator:
Pr{T, < x} = Pa Pr{T, < xlHl}
where Pl represents the transient occurrence probability. The term Pr{T, < x/H1} can be neglected for x ~< A and moreover, if the signal is only present on a small subset of samples T,, Pa is small when compared with 1 and then we obtain:
Pr{T, < x} ~ Pr{T, < xlHo} for x ~< a.
This property leads to choose a value for A equal to the abscissa for which the empirical cumulative probability distribution T,'s crosses the value //3 and k a can be computed by h 1 = A tljt2/3, where t u is the value such that Pr{Z > tu} = u if Z follows a chi-square probability density function with two degrees of freedom, 13 being the desired false alarm probability.
Computation of h 2. The threshold h 2 is used to separate useful waves from transients due to artifacts. The study of the probability distribution of gravity centers was undertaken and suggests a comparison between the quantity G k, evaluated from Eq. 7 and a threshold h 2 chosen to guarantee a minimal rate of useful waves detection. Moreover, the shape of the histograms shows that the distribution Pc of the Gk's may be modeled by a linear combination of two gaussian density functions, each one associated to a transient signal set:
+ @;2 Exp-\v%l'
where ot is seen as the probability that a useful transient influences G k. The first term of this equality represents the first part of the curve (corresponding to useful signals). Parameters m a and ~r 1 were estimated to deduce a reasonable value for h 2. In order to reduce the computation time, the proposed approach estimates directly parameters m~ and ~a using the hypothesis that, in the first part of the histograms, the second term of Pc (corresponding to the distribution of artifacts) can be discarded. Thus, taking the logarithmic value of Pc and approximating this quantity by cx 2 + dx + e, estimations of the mean m 1 and the variance O" 1 are obtained with: ~ = N/lii2cl;
. The decision threshold h 2, corresponding to the chosen criteria, can then be computed from these two estimated parameters. To guarantee a minimum rate of good classification, we set h 2 ~--mR + 5~']1.
CARTOGRAPHY

Problem Statement
A 3D surface mapping (or cartography) is defined as the display on the scalp surface of a function correlated to the brain neurophysiology. The analysis and the interpretation of the brain magnetic and electric signals depend directly on the display techniques (6) . It includes the following components: Several methods exist to solve each of the problems mentioned above.
The Electrode Registration
The registration of the electrodes on the morphological data is one of the critical problems in the overall methodology. All the subsequent processing depends directly on its accuracy. The position of the electrodes on the patient's head is usually given by a standard setting. Using the International 10-20 System (14), the electrodes are placed on the head at relative positions defined with respect to two landmarks: the inion and the nasion. Although theoretical positions of the electrodes are well known, the physical placing is made by a human operator or with help of a helmet, leading to a lack of accuracy in the positioning. For that reason, the registration methods involving the real locations of the electrodes is preferred. Depending on the degree of interactivity, this registration may be performed in different ways: (i) a manual positioning of the electrodes on the 3D morphological data; (ii) a halfautomatic positioning for the registration of the standard electrode setting based on anatomical landmarks; (iii) external markers on the patient's head which are visible through the imaging modality; and finally (iv) an automatic positioning where the electrodes are directly located on the patient by optical, ultrasound, mechanical, or magnetic devices.
Interpolation
The interpolation of a function F over a surface S can be written as: N (12) where F(p,t) is the value of the function at point p and instant t, and ai(p,t) is a weighting factor of the function Fi(t ) depending on p. The problem is the estimation of o~i(p,t) that depends on the geometry of S and on the interpolation function. The first step is the estimation of the location of p with respect to the electrode positions pi's, usually given by a geometrical modeling of the morphology. The surface S where the interpolation is performed can be modeled by a simple geometric shape (e.g., a
F(p,t) = Z ~ 't) 9 Fi(t), i-I
sphere [17] ), a parametric surface or its voxel based description. This latest solution is faithful to the anatomy but extremely computer-time consuming. The simple geometric models are justified because of the spherical (or eUipsoidal) global shape of the human head. The second step consists of interpolating the function F for each point p at time t. Several interpolators are described in the literature and used for potential mapping. In the case of a spherical model of the head, the multiquadratic (16) and the spherical splines (17) interpolators can be applied. For parametric surfaces, B-splines can be used (20) .
Rendering
The final result of the 3D surface mapping depends on the realistic rendering of both the patient's anatomy and the potentials computed on the surface points. Several visualization methods are available for rendering anatomical data (see 2 for a survey). The multipurpose ray tracing (7), a new conceptual framework for ray tracing techniques, provides the basic functionalities involved in the fusion of morphological and functional data.
Multipurpose Ray Tracing. The principle of the ray tracing techniques to render 3D medical images is the following: rays are cast from the screen pixels through the 3D database. The information related to the 3D structures is collected and processed along the rays. The advantages of this rendering technique concern the processing capabilities (local segmentation, tissue characterization, etc.) and the realism and the accuracy of the visual representation. New advances are given by the integrated multipurpose ray tracing framework where the high level functionalities required in medical image processing (such as dissection, 3D measurements, etc.) are performed during the visualization, without demanding any processing of the 3D volume. This framework is completely defined by the nature of the primitive operators, the spatial support in which they are applied, the traversal mode along the ray, and the combination rules specifying the processing sequence along the ray. The multipurpose ray tracing applied to the 3D potential mapping involves:
9 The interactive location and extraction of anatomical landmarks (e.g., the reference landmarks needed for the standard electrodes settings), 9 The registration of electrodes on the anatomical data (electrode projection or points to surface registration), EEG Analysis for Mapping Seizures 549 9 The fitting of geometrical shapes on the anatomy (5), 9 The definition of the spatial region of interest where the interpolation is performed, and 9 The extraction of the head surface points that are going to be seen from a specific point of view and their geometrical relations to the image plane (3D projection on the screen, surface normal estimation, shading).
Combination of Information. The last step is to render the physiological function over the 3D surface. The problem with merging both elements is:
9 The F(p) function must be encoded in such a way that its variations are easily perceived. Usually, this coding is made by the help of light spectrum color maps. 9 The rendering of surfaces by using shading techniques.
The basic shading technique modifies only the luminosity of a point and not its color hue.
The HSL (hue, saturation, luminosity) color space is well suited for the rendering of both elements. F(p) defines the hue on the H axis; the shading is computed from the surface normal, the point of view and the light source direction, along the S and L axis.
Display Modes
Two display modes have been developed: (i) a spatial sequence of time indexed maps where each map is a head surface displayed from a point of view at a given instant t. This mode allows a simultaneous sight of the time varying activity: and (ii) a temporal juxtaposition (an animation) of several points of view. The mapping is shown as a unique screen, where only the surface function changes with time. This display mode is helpful for the understanding of the temporal behavior. Several points of view can be computed to have full insight into the function-structure correlation.
The mapping is not only restricted to the display of raw signals. Their transforms (the amplitude and phase information on several decomposition levels) can also be rendered. Depending on the type of information associated with each signal, a visualization protocol must be defined:
9 The EEG takes positive and negative values. The associated color map displays the negative values as blue hues going continuously to green (zero) and then to red (positive values). 9 The square modulus of the wavelet decomposition function is real non-negative. The associated color map is blue for zero and goes gradually to red (maximal values). 9 The interpolation and display of the phase information must be handled in a different way. The phase gets values from -~ to ~r (modulo 2"rr) and the jumps between values (from w to -~) leads to interpolation errors. However the relevant phase information lies close to the zero and "rr crossings (modulo 2~r) and is enhanced if we interpolate and display only the absolute values of the phase. The associated color map start from blue (zero) going to red (1<).
RESULTS AND DISCUSSION
On the whole set of tested background signals, the estimated values for N (from Eq. 8) range approximately from 1.7 to 2.6 with a mean value close to 2. Thus, the number of degrees of freedom of the X2,U distribution was set to N = 2 and, using the Kolmogorov-Smirnov goodness-of-fit test (21) , the likelihood of the • hypothesis was verified. A comparison of theoretical and experimental false alarm probabilities obtained on simulated signals without transients (rasp. with transients) is reported in Table 1 (resp. Table 2 ). It points out that the false alarm probability can be reasonably adjusted to a given value.
Experiments were also performed on real signals samples at 200 Hz and collected from scalp electrodes (according to the International 10-20 setting) over a 10-min period of time. The results obtained by automatic detection were compared with those obtained from a visual analysis by a physician who counted 982 useful waves for the whole period of time. Hypotheses on the law, the degree of freedom of the Tn's and the statistical distribution of Gk's were also verified on short stationary signals segments; these hypotheses were assessed on a large number of cases (Fig. 4) . The thresholds kl and k 2 were adaptively adjusted using the relations described in the section above entitled Choice of Thresholds. The analysis of the performances ( Table 3 ) has shown that:
9 A large number of useful waves (862 on the 982 extracted by the physician, i.e., 88%) and artifacts were correctly detected by the first detector level, as well as 46 pathological transients (i.e., 5%) considered nonsignificant because of no interest for diagnosis. Any wave that did not belong to these groups was never exhibited. 9 The second level detector rejected a large number of artifact transients (147 on 206, i.e., 68%) and only a small number of useful waves (22 on 982, i.e., 2.5%) were classified as artifacts. 9 The decision structure leads to the detection of low amplitude epileptic events (this result is important since these events have a strong medical significance). 9 The introduction of the spatial dimension could improve the current performances: a nondetection on one channel often occurs simultaneously with a detection on a close electrode.
A temporal segment extracted from the same data has been used to exemplify the 3D mapping. The head morphology was described by a CT image volume consisting of 150 slices with a 256 x 256 spatial resolution. The electrode registration was performed by pointing the inion and the nasion: theses landmarks being known, the location of the sensors can be computed by projecting the standard setting onto the head surface. The interpolation has been carried out by means of spherical splines that provide a good compromise between accuracy and computation time. All these procedures were implemented on a HP 9000-835 computer using the multipurpose ray tracing software (8) .
Figures 5 and 6 illustrate the display modes. Any point of view of the head can be selected and a time sequence of potential mapping can be analyzed (Fig. 5) . A sequence of time indexed maps, for the same viewpoint, can also be visualized (Fig. 6) . The two first rows show the original EEG cartography and the last two the module of the 10th level (with to k = 2,fo = 0.01 a = 1/3 resulting from the wavelet decomposition at the same instants. The interpretation of these data points out that the spike originates in the frontal part of the brain and propagates toward the left temporal region. The raw signal map leads to the same conclusion but a more extended area with both left and right distributions seems involved. This example emphasizes that the wavelet representation provides a better spatial discrimination and has a good sensitivity to the spatiotemporal evolutions. Other experiments on surface and depth recordings show that the changes in the frequency contents observed in epilepsy (recruiting rhythms or spike bursts) can also be separated at a given level of the multiscale decomposition.
CONCLUSION
A multilevel structure based on the time-scale representation and developed to detect fast transients signals indicating epileptic activity in the electroencephalograph signals has been described. The search of transients in an observation period was classically brought back to a succession of choices between two hypotheses (presence or absence of spike-like signal). The difficulties come from the fact that the waveforms are changing, that the occurrence law of the events is not known, and that the noise added to the signal is nonstationary. The tests performed on simulated and real signals demonstrated that the approach used to adjust the decision thresholds is efficient. These results decomposition levels; a decision statistics can be built and their properties controlled from the wavelets transform. In addition, a solution has been proposed to fuse morphological and functional features. This 3D mapping leads to more realistic views of spatiotemporal relationships. It can be applied to the most important episodes automatically extracted from long-term recording, either to the original signals or their transforms. New cues as to the localization and the propagation of spikes within the brain can then be expected.
