To obtain estimates of the probability that a river flow will exceed a given threshold at time t + 1, given the flow value at time t, two stochastic models are considered: a filtered Poisson process and a diffusion process with jumps. Estimates derived from linear regression are also considered. The model parameters are assumed to depend on the flow value. An application to the Delaware River is presented.
Introduction
In Lefebvre and Bensalma (2014) , the authors used a filtered renewal process to model river flows. That is, they assumed that the flow X(t) of a certain river at time t can be modelled as follows (see Parzen 1962 
in which τ n is the arrival times of the events of a renewal process {N(t), t ≥ 0}. The times T n = τ n -τ n−1 between the successive renewals are assumed to be independent and identically distributed random variables. Moreover, Y 1 , Y 2 , . . . are independent and identically distributed random variables, and are also independent of {N(t), t ≥ 0}. In this application, the terms Y n are generally taken to be exponentially distributed. Figure 1 gives an example of a trajectory of a filtered renewal process having the response function defined in equation (1). Various authors have used the above stochastic process as a model for river flows, but with {N(t), t ≥ 0} assumed to be a Poisson process with rate λ. See, for instance, Weiss (1973) , Yang (2011) , Koch (1985) and Konecny (1992) . This assumption entails that the random variables T 1 , T 2 , . . . are exponentially distributed. Lefebvre and Bensalma (2014) showed that, at least in the case of the Delaware River, the exponential distribution is not a good model for T n . Now, if we consider the flow values during a whole calendar year, as the authors did in Lefebvre and Bensalma (2014) , we indeed find that the exponential distribution must be rejected for T n . However, in practice, the model parameters actually depend on the current flow value. As will be seen in Section 3, it turns out that the exponential distribution provides a good fit to the data when the value of X(t) is large. Hence, we can revert to the simpler filtered Poisson process to estimate the probability that the flow at time t + 1 will exceed a given threshold, given the value of X(t), if X(t) is large enough.
Next, a class of stochastic processes that has been widely used in mathematical finance to model asset prices is that of diffusion processes with jumps. Cont and Tankov (1975) provide almost 400 references on the subject, which is based on the seminal paper written by Merton (1976) .
Let {D(t), t ≥ 0} be a diffusion process and {N(t), t ≥ 0} be a Poisson process. A diffusion process with jumps {X D (t), t ≥ 0} is defined by
where Y n is defined as above. That is, we add a compound Poisson process (which is a particular filtered Poisson process) to a diffusion process. The two stochastic processes are assumed to be independent. A simplified trajectory of a diffusion process with (positive) jumps is presented in Fig. 2 .
Contrary to the filtered Poisson process defined in equation (1), which behaves deterministically between events, the paths of a diffusion process with jumps are completely random. In Section 2, we will assume that {D(t), t ≥ 0} is a Wiener process with a negative drift. Hence, after an event of the Poisson process occurred, X D (t) is likely to decrease. However, it can theoretically continue to increase for a while. Furthermore, even if it does indeed decrease, it does not always do it exponentially, as in the case of the filtered Poisson process with the response function chosen in equation (1). Therefore, we can assert that a diffusion process with jumps is likely to provide a more realistic model than the process defined in equation (1) for the variations of a river flow.
Remark. Notice that both the Poisson process and the Wiener process are Lévy processes. That is, they have independent and stationary increments. This entails that we assume that the flow at time t + 1, for instance, depends only on the flow at time t. If we assume instead that {N(t), t ≥ 0} is a renewal process (but not a Poisson process), then we must take the past into account to forecast the future flow values. Intuitively, one may imagine that at least recently observed flow values, say on the two previous days, should be useful to forecast the flow at future times, and this is what was done in Lefebvre and Bensalma (2014) . However, as mentioned above, we found that when the current flow is large, the Poisson process can be used as a model for the variations of the flow over time. This obviously simplifies the computations that must be made to obtain flow forecasts. Moreover, in practice, simple models that are easy to implement often produce forecasts that are almost as good as (or even better than) the ones derived from seemingly more realistic models. Indeed, especially when it comes to the estimation of the model parameters, there may be a larger subjective part in the use of the dataset that tends to offset the gain in realism. Therefore, the fact that we can use Lévy processes in the present paper, although they are not completely realistic, is a welcome simplifying assumption. Furthermore, it leads to a satisfactory level of accuracy, which is the most important point.
The problem of estimating the probability of exceeding a given threshold is important in hydrology. The estimated probability of threshold exceedence is needed in hydrological risk analysis and in engineering design. Often, the estimate of such a probability is based on historical data, using the concept of the return period. However, because of climate change, this concept must be reconsidered (see Salas and Obeysekera 2014) .
To obtain the statistical distribution of the threshold exceedence, the domain of statistics known as extreme value analysis is appropriate and has been used extensively. Recently, Cheng et al. (2014) have studied the problem of estimating return levels, return periods and risks of climatic extremes in the framework of non-stationary extreme value analysis.
Another technique that has been popular to estimate probabilities of threshold exceedence is simulation, often combined with other statistical techniques. In particular, many authors appealed to ensemble prediction (or ensemble forecasting) to obtain streamflow forecasts and estimates of threshold exceedences; see Van Den Bergh and Roulin (2010) and the references therein, as well as Addor et al. (2011) and Wetterhall et al. (2011) . Mel et al. (2014) have developed two methods to reduce the amount of computation time needed to implement ensemble prediction and have applied these methods to the city of Venice. Ben Abdallah et al. (2013) used Monte Carlo simulation and other techniques to estimate the future sea level increase at the end of the century due to global warming.
In addition to enabling the forecasting of extreme flow values, the techniques mentioned above have also been used in various papers to estimate the probability of threshold exceedence for other quantities, such as seasonal turbidity (see Towler et al. 2010) . Piccini et al. (2012) computed estimates of the probability of exceeding nitrate contamination thresholds with the help of indicator kriging.
Here, our objective is to estimate the probability of threshold exceedence on the day following the current observed flow, based on two stochastic processes with jumps. As will be seen, the jump part of the processes is really important to obtain accurate forecasts.
Notice that we do not want to estimate the probability of threshold exceedence over a long period of time, as in some of the papers mentioned above, but rather immediately after the current observed flow. Moreover, our technique relies on the assumption of stationarity during the time period from which data is collected. However, this time period is much shorter than the one generally needed to obtain reliable estimates using extreme value analysis.
In the next section, we will derive formulas to estimate the probability that the river flow will increase by at least y units between times t and t + 1, based on the two models defined above. In Section 3, these formulas will be applied to estimate the probability in question in the case of the Delaware River. Moreover, we will also consider linear regression to obtain an estimate of this probability. Finally, we will end this paper with a few remarks in Section 4.
2 Theoretical probability of exceeding a given river flow threshold
We will develop formulas for the value of the river flow at time t + 1, given the observed flow at time t. First, in the case of the filtered Poisson process {X(t), t ≥ 0}, we can write
Hence, we obtain
Now, we assume that between times t and t + 1, there will be at most one event of the Poisson process. That is, we consider that the probability that there will be two or more events in the interval (t, t + 1] is negligible. It follows that where Y is a random variable distributed as Y n and τ is uniformly distributed on (t, t + 1]. Indeed, as is well known, given that an event of a Poisson process occurred in a given interval [a, b] , the arrival time of this event is uniformly distributed on [a, b] .
Remark. In practice, flow values are generally recorded on a daily basis. Therefore, it is not really possible to determine the number of events that occurred during the interval (t, t + 1]. We can only assume that an event occurred when the value of X(t + 1) is larger than (or equal to) X(t). Furthermore, we will see in Section 3 that, with the point estimate of λ that will be computed, the probability of two events or more during one day is approximately equal to 0.03, so that it can be neglected. Next, let
We want to estimate this probability when x is large, so that if y too is large then there is a high risk of flooding.
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Since X(t + 1) will be smaller than X(t) if there are no events between t and t + 1, we deduce from what precedes that we can write where we used the fact that Y is assumed to be exponentially distributed with parameter µ. The definite integral above can be expressed in terms of the exponential integral function.
In the next section, the various parameters that appear in the above formula will be estimated in the case of the Delaware River, and the probabilities obtained from this formula will be compared to the corresponding frequencies observed over an 11-year period. Actually, because the value of λ, in particular, is likely to depend on the current flow value, we will limit ourselves to estimate the probability p(x, y) for a fixed value of x, namely x = 10 000 cubic feet per second (ft 3 /s, 1 ft = 0.3048 m). We will now derive the formula that corresponds to the one in equation (7) when we use a diffusion process with jumps to model the variations of the river flow.
We choose for the diffusion process {D(t), t ≥ 0} in (2) a Wiener process with (negative) drift parameter θ and dispersion parameter σ 2 . We can write
That is, D(t)|D(0) has a Gaussian distribution with mean D(0) + θt and variance σ 2 t. Contrary to the case of the filtered Poisson process, it is possible that X D (t + 1) will be larger than X D (t) even if there are no events of the Poisson process in the interval (t, t + 1]. Let
Under the above assumptions, we can write where
and Z e Nðθ; σ 2 Þ
Notice that this probability actually does not depend on x, contrary to p(x, y). However, it was assumed that the model parameters depend on x. This time, we could get an expression in terms of the error function.
Finally, we will also use linear regression to estimate the probability that corresponds to p(x, y). Let
where ε~N(0, σ 2 ). That is, we assume that {X R (t), t ≥ 0} is an autoregressive process of order 1, denoted by AR(1). Then, the formula for p(x, y) is simply
In the next section, we will use the values of the flow of the Delaware River during an 11-year period to first estimate the various parameters that appear in the above formulas, and then we will be able to compare our three point estimates of
the probability that the river flow will increase by at least y units between times t and t + 1 to the corresponding observed frequencies.
Implementation of the various models
We will apply the three models considered in the previous section to estimate the probability that the flow of the Delaware River will increase by at least y ft 3 /s in one day, for various values of y, when it is currently equal to x. The observed daily values of the flow of this river are available on the website of the U.S. Geological Survey (http://nwis.water data.usgs.gov). We chose the Montague station (no. 01438500), and we used the data from 23 January 2003 to 22 January 2014; that is, an 11-year period. After having estimated the parameters, we will be able to calculate the point estimates of the probabilities p(x, y), p D (x, y) and p R (x, y). Finally, these point estimates will be compared to the observed frequencies of the events considered in this paper.
As we mentioned previously, it is very likely that the parameters that we must estimate actually depend on the flow value x. Therefore, we will compute the point estimates in question for x = 10 000. We chose this value because it represents a flow value which is already high, and is such that if the flow increases by, say, at least 5000 ft 3 /s per day, then there could be a risk of flooding. Moreover, we needed enough observations to get reliable frequencies. Actually, there are not enough instances when the current flow is exactly equal to 10 000 ft 3 /s in the dataset. Therefore, we decided to use all the cases when x belongs to the interval [10 000, 11 000). There are then 106 data points.
Before estimating the parameters, we should check that the exponential distribution is indeed an appropriate model for the random variables T n , which should be the case if {N(t), t ≥ 0} is a Poisson process.
Remark. Because a Poisson process has independent and stationary increments, not only is the time between successive events exponentially distributed with mean 1/λ, the waiting time until an event, from any time instant, is also exponentially distributed with mean 1/λ. Therefore, to test whether we can assume that {N(t), t ≥ 0} is a Poisson process, we can compute the time elapsed between each of the 106 data points and the following event, and test whether the exponential distribution provides a good fit to the data. Moreover, we should check that the observed waiting times until the following event constitute a random sample from the underlying random variable. Because the correlation coefficient of pairs of successive observed waiting times is approximately equal to −0.03, this assumption indeed seems plausible.
Assuming that our dataset constitutes a particular random sample from an exponential distribution, we performed a chisquare goodness-of-fit test of this model for the random variables T n . Since the mean of the observations is equal to 4.708, we set the parameter of the exponential distribution equal to 1/4.708. The results are shown in Table 1 .
We find that the test statistic is equal to 6.07, which, when compared to a chi-square distribution with 6 degrees of freedom, yields a p-value of 0.415. Hence, we can state that the exponential distribution is certainly an acceptable model for the random variables T n . Moreover, as can be seen in Fig. 3 , the empirical cumulative distribution function of the data is quite close to the cumulative distribution function of an exponentially distributed random variable with parameter λ = 1/4.708.
Estimation of the parameters
Firstly, we will estimate the parameters in the definition of the filtered Poisson process {N(t), t ≥ 0}, namely the constant c in the response function (see equation (1)), the rate λ of the Poisson process, and the parameter µ of the exponentially distributed random variables Y n . According to the model, when there are no events in the interval [t, t + 1], we can write
Therefore, to estimate the constant c, we can consider all the cases when the value of X(t + 1) is smaller than that of X(t), compute the arithmetic mean of the ratios X(t + 1)/X(t) and setĉ
We find that there are 78 observations (out of 106) in the dataset for which X(t + 1) < X(t). With these observations, we computedĉ ' 7.72. Next, since the value of the flow increased (or remained at the same level) 28 times out of 106, in the time period considered, we can estimate the rate λ of the Poisson process {N(t), t ≥ 0} by 
Finally, to estimate the parameter µ of the exponential distribution, we use the fact that when an event of the Poisson process occurred between times t and t + 1, it did so on average at time t + 1/2. Hence, we deduce from the model that the approximate value of the signal is given by
Computing (with c replaced by 7.72) the arithmetic mean of the 28 observations for which X(t + 1) ≥ X(t), we obtained that the mean value of the signals is about 8465. It follows that we setμ = 1/8465. Thus, our point estimate of the probability p(10 000, y) iŝ
Secondly, in the case of the diffusion process with jumps {X D (t), t ≥ 0}, we must estimate the drift θ and the dispersion parameter σ 2 of the Wiener process, as well as the parameter µ of the exponential distribution and the rate λ of the Poisson process. We can use the same point estimate of λ as that computed for the filtered Poisson process; that is,λ = 28/106 ' 0.264.
When there are no events in the interval t; t þ 1 ½ , the flow value will move, on average, from X(t) to X(t + 1) = X(t) + θ. Hence, computing the arithmetic mean of the decreases for the 78 instances when X(t + 1) < X(t), we find that θ ' −1269.1.
Similarly, we can estimate σ 2 by computing the variance of the 78 flow decreases. We obtainσ 2 ' (662.6) 2 . To estimate the parameter µ of the exponentially distributed random variables Y n , we consider the 28 cases when the flow at time t + 1 was larger than or equal to the flow at time t. Since, when an event occurred in the interval [t, t + 1], we can write that (on average)
where Y~exp(µ), to estimate µ we can compute the mean flow increase and subtractθ from this mean increase. We find that the mean increase is equal to 6664, so that we set
Thus, we obtain 
Thirdly, it is a simple matter to estimate the parameters a, b and σ 2 in the autoregressive model (13). We find that X(t + 1) = 2.61X(t) -16031 andσ ' 6180.49. It follows that p R 10000; y ð Þ'Q À1:61 ð Þ10000 þ y þ 16031 6180:49
Numerical results
We applied the above formulas with y = 5000, 10 000 and 20 000. The results are presented in Table 2 , as well as the corresponding observed frequencies in the dataset.
Looking at these results, we notice at once that p (10 000, y) andp D (10 000, y) are practically equal, even though the corresponding models are different. Indeed, in the case of the filtered Poisson process, we used a response function that is such that the river flow decreases exponentially (and deterministically) between events of the Poisson process, whereas in (2) the river flow evolves according to a Wiener process between events. Actually, we see in Fig. 4 that the values ofp (10 000, y) andp D (10 000, y) are almost the same for y in the interval [0, 40 000]. There is only a small difference between the two functions in the interval [0, 1000] (see Fig. 5 ). Presumably, the two curves would differ more importantly for values of x much smaller than 10 000. Moreover, we can state thatp (10 000, y) andp D (10 000, y) are good approximations to the corresponding frequencies. Since these frequencies were computed by using all the flow values in the interval [10 000, 11 000], otherwise the dataset would have been too small, the estimates would probably have been even more accurate if we could have considered only observations that are exactly equal to 10 000.
Finally, it is clear that the autoregressive model does not provide accurate point estimates of the probabilities considered, at least when we compare the point estimates obtained to the corresponding frequencies. Because it was found in Lefebvre (2003) that we can obtain very good short-term forecasts of river flows by making use of simple linear regression and working on a logarithmic scale, we computed the same point estimates by assuming that lnX R (t + 1) = alnX R (t) + b + ε, where ε , N 0; σ 2 ð Þ. The values ofp R (10 000, y) in Table 2 become:p ln R (10 000, 5000) = 0.0803,p ln R (10 000, 10 000) = 0.00107 andp ln R (10 000, 20 000) = 0.00018. Therefore, we must conclude that the new point estimates are not more accurate. The functionp R (10 000, y) is shown in Fig. 6 , together with the two functions already presented in Fig. 4 . The reason why we do not obtain good results with simple linear regression, whether working on a logarithmic scale or not, is probably that we really need to incorporate the jump part of the stochastic processes considered above into the model to be able to forecast large increases of the flow values from time t to t + 1.
Remark. The results presented above would have been more impressive if we had used a separate validation dataset and at least a second location, as well as various values of x. Nevertheless, we see that stochastic processes with jumps seem much more appropriate than processes that fail to take into proper account the possibility of rapid increases of the flow values. Our aim was to show that the two models used in this paper are worth considering to estimate the probability of an almost sudden large increase of a river flow.
Conclusion
We considered two stochastic models for the variations of river flows. Both models assumed that events that lead to increases of the river flow occur according to a Poisson process with rate λ, and that the size of the signals follows an exponential distribution with parameter µ. However, in the case of the filtered Poisson process, we used a deterministic exponentially decreasing response function, whereas we assumed that the river flow evolves according to a Wiener process with negative drift in the second model considered.
We were interested in obtaining an explicit expression for the probability that the river flow will cross a given threshold the day after the current flow. Moreover, because this probability is especially important when the current flow value X(t) = x is already quite large, we set x equal to 10 000 ft 3 /s. Then, we computed the probability that the flow at time t + 1 will increase by at least y ft 3 /s. In the application to the Delaware River presented in Section 3, we chose the values y = 5000, 10 000 and 20 000.
In Section 3, after having estimated the various model parameters, we saw that the theoretical formulas obtained in Section 2 yielded very good results when compared to the corresponding observed frequencies, which was not the case when we made use of simple linear regression to compute the probabilities of interest.
To estimate the model parameters and compute the observed frequencies, we used the data collected over an 11-year period, which is quite long. This was necessary because we needed a large enough number of observations for which x belongs to the interval [10 000, 11 000). To obtain perhaps even better results, we could extend this time period. However, due to climate change, in particular, it might not be a good idea to use data that were collected, say, 50 years ago. Of course, if one can assume that the process being studied is stationary, then one should use all the data that are available in order to improve the accuracy and reduce the uncertainty of parameter estimates. Therefore, a first step could be to check whether or not stationarity can be assumed; see Koutsoyiannis (2013) and Montanari and Koutsoyiannis Table 2 are indicated by the three crosses.
(2014). One must also remember that, as is well known in statistics, one can reject any continuous distribution proposed as a model for a given random variable by taking a large enough number of observations. Therefore, taking too many observations may lead to rejecting an actually acceptable model (like the exponential distribution for the random times between successive events in the present paper).
After having computed the probability of threshold crossings, we could try to find the distribution of the flow at time t + 1, given X(t). This entails computing the distribution of sums of random variables. Even more importantly, we could try to do the same, but in the case where we assume that there will be an event in the interval [t, t + 1].
