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Abstract 
In this paper we describe and justify a method for integrating over implicitly defined curves. This method does not 
require that the Jacobian be known explicitly. We give a proof of an asymptotic error expansion for this method which 
is a modification of that of Lyness [4]. @ 1999 Elsevier Science B.V. All rights reserved. 
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1. Introduction 
The predictor-corrector methods for numerically tracing implicitly defined curves have been devel- 
oped and investigated in a number of papers and books. For recent surveys, see., e.g. [l, 21. Siyyam 
and Syam [5], describe the idea of the predictor-corrector method for tracing an implicitly defined 
closed curves and they presented a device for reliable stopping. They used the Euler-Predictor and 
the Gauss-Newton Corrector. They presented the modified trapezoidal rule for approximating the 
line integrals over implicitly defined closed curve. This rule was developed by Georg [3] to ap- 
proximate surface integrals for implicitly defined surfaces. Siyyam and Syam [5] proved that the 
modified trapezoidal rule has an asymptotic error expansion in even powers of l/m over a scalar 
and vector field. But their proof was very long and complicated. In this paper, we present another 
proof which is shorter and easier than their proof. Moreover, our new proof depends on the idea of 
the Euler-Maclaurin summation. 
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We shall mean that a map is smooth if it has continuous derivatives as the discussion requires. For 
a smooth map f : !.T + W’ and a smooth curve C with a parametrization, say @ = ( (pI, (p2,. . . , cp,) : 
S -+ !R”, S = [0, l] and C = {Q(u) 1 u E [0, 1]}, the line integral SC f dC can be written as an ordinary 
integral, i.e.; 
LfdC= i’ j(@(u)).B'(u)du. 
For the latter integral the trapezoidal rule takes the form 
over the partition points ni = i/m in [0, I]. Let Xi = @(ui) for i = 0 : m, the modified trapezoidal rule 
takes the form 
J C f dC = ; mj[f(z) + f(x,+, )I . [-%+I - 41, 1=0 (1.1) 
where X0 and X, are the endpoints of C 
Theorem 1.1. The modijied trapezoidal rule ( 1.1) admits an asymptotic error expansion in even 
powers of l/m. 
In this paper, we present a new proof for Theorem 1.1. 
2. Asymptotic error expansion for the modified trapezoidal rule 
In this paper we use the following norm I] (al, ~2,. . . , a,) 11 = ,/ctf + ai + - . a + CY~. First, we want 
to prove Theorem 1.1 for a scalar field f : ‘3” + %. Let uj = j/m and Xj = @(uj) for j = 0 : m. Define 
the quadrature 
(2.1) 
The main result in this paper is that Q@)f has an h2-expansion. That is, setting h = l/m, when 
S E C2”)(C) and @( u is sufficiently well behaved, we have ) 
Q@‘f = s, f dc + B2h2 + B4h4 + . . . + B2,h2P + 0(h2’+’ >P (2.2) 
where the coefficients BZq are independent of h for 4 = 1 : p. 
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However, the line integral Jc f dc can be written as 
(2.3) 
where J2(u) = ((P:(u))~ + ((p;(u))’ + . . . + ((P:(u))~ 
and 
g(u) = f(@(u))J(u)- (2.4) 
In Theorem 2.1, we want to study the asymptotic expansion of II&+, - & 11 for any i = 0 : m - 1. 
Theorem 2.1. Let Q(u) be C(P)(S), and let A= [lx+, -&II. Then, 
A=h@,,+h& +... + hP-‘6 P-1 ) + O(hP+‘) 2 (2.5) 
where & = J(uj) and 6, = S,,(uj) where S,,(u) is a function of IA having continuous derivatives of 
order p, 
Proof. It is easy to see that A2 = IlX~+l-~ill’ = CEl(cpi(uj+l)-cpi(uj))2. Expand ‘pi(uj+l) = qi(uj+h) 
about uj to get 
where [j lies between Uj and uj+i. Simplify Eq. (2.6) to obtain 
( 
P-1 
A* = h2 J2(uj) + 1 c,(uj)hS + O(h”‘*). 
s=l 
For sufficiently small h, we may take the square root of Eq. (2.7) to get 
A=h(&,+h& f... + hp-‘6,_,) + O(hP+‘) 9 
(2.6) 
(2.7) 
where &-, = J(uj). Since the derivatives of cpl, q2,. . . , (P,, of order p are continuous functions of u, it 
follows that so are the derivatives of c, of order p - 1 - s. Finally, so long as J(u) is bounded a 
way from zeros in S, we find that 6, also has this order of continuity. 0 
We should note that the proof of Theorem 2.1 is for II&+, -4 II. The proof is similar for II&_, --xi 11, 
but 
S,,(u)=(--1)s~,-l(u). (2.8) 
Moreover, we should note that the functions 6, i(u) do not depend on m for I = - 1 and 1. As for 
C’&(U) = J(u), it depends only on (pl, (~2, . . . , (P,,. 
To clarify our discussion, we need the following definition. 
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Definition 2.2. Let 1, E {- 1, l} and B be any interval subset of 3. Then define a?)(B) = 1 or 0 
depending on whether or not the interval with endpoints Uj and uj+n is a subset of B. 
For 1 E { - 1, 1 }, define the quadratures R$y’g and Q!.m’f as 
(2.9) 
where /ij,i = IlXj+i -Xjll. Let h = l/m. From Eq. (2.4), we can rewrite the quadrature (2.9) as 
Ry’g = 2 h8;y’(S)f(Xj)J(Uj). (2.11) 
j=O 
The expression of Theorem 2.1 allows us to establish the following. 
Theorem 2.3. Let @ E C(p)(S) and let R:r’g and Qy’f be given by (2.9) and (2.10), respectively. 
Then, 
QY'f = C h”R”‘g,j, + O(h’), 
s=o 
(2.12) 
where 
&i(U) = ~s,Aww~)) (2.13) 
and G,,(u)is as in Theorem 2.1. 
Proof. Using formulas (2.5) and (2.10), we obtain 
P-1 
= 
c h”@“%s,, + O(W, 
s=o 
where sd4 = &&)f(@(u)). 0 
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We should note that gO,i(u) coincides with g(u). Also, R~~‘g,,~. depend on h via m, so Q”‘f is 
not an h-expansion. If g E C(P)(S), the following Euler-Maclaurin summation formula is valid, 
P---l 
Ry’g = C hjBj(R2.i g) + O(hP), (2.14) 
j=O 
where 
and Bj(RL; g) is independent of m. Substitute formula (2.14) in (2.12) to establish the following: 
Bo(R, s> = 1’ g(u) du 
0 
(2.15) 
p-1 
Ql;“‘f = C h” 
( 
2 hjBj(R1.i gs,d) + O(h”+‘) 
1 
+ O(hP) 
so j=O 
s 
I p-’ &(A; f) = 
0 
g(u)du + c ms + O(W 
s=o 
(2.16) 
where 
B,(A; f) = C h’Bj(R1.i gs-j,i) 
j=O 
(2.17) 
if Q(u) and f(@(u)) are C(P)(S). In Theorem 2.4, we want to state a very useful property of the 
coefficients in the Euler-Maclaurin expansion. 
Theorem 2.4. The coejkients in the Euler-Maclaurin expansion (2.14) satisfy 
Bj(Ri.;g)=(-l)‘Bj(R-j.;g). (2.18) 
Proof. One can establish this result by direct evaluation of the coefficients in terms of Bernoulli 
function. But our approach is based on the fact that a symmetric rule has an m2-expansion. It is 
easy to see that Rg = i(Ry’g + R’_“,!g) is symmetric. Thus, 
Bj(R-i.; g)= 
-Bj(R*;g) if j is odd 
Bj(Ri; g) 
Hence, we establish the relation (2.18). 0 
From Eqs. (2.8) and (2.13), we see that 
g.+.(u) = (- 1 )“g,-2.(u). 
Define the quadrature 
@“j’ = ;Qi”‘f + ;Q’_;‘f. 
(2.19) 
(2.20) 
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Thus, 
(2.21) 
Hence, quadrature (2.21) is the modified trapezoidal rule. In Theorem 2.5, we establish the asymp- 
totic error expansion of quadrature (2.21). 
Theorem 2.5. Let Q, and f (@) be C(P)(S). The quadrature (2.21) has an h*-error expansion. 
Proof. From Eqs. (2.17), (2.18) and (2.19) we obtain 
= ~(-l)‘(-l)“‘h’B,(R_~;~~_j,_~)=(-l~~~(-l;f). 
j=O 
(2.22) 
Thus, the coefficients of h” in the expansion is (& 1; f) + &(-1; f))/2. From Eq. (2.18), this 
coefficient vanishes when s is odd. 0 
Theorem 2.5 gives us the asymptotic error expansion for the modified trapezoidal rule for a scalar 
field. To prove Theorem 1.1, let f = (f,, f2,. . . , fn) :'W + 'W be a given function and let C1 be a 
subcurve of C with endpoint X = (x1,x2,. . . ,x,) and Y = (yl, ~2,. . . , y”). Then the line integral of f 
over C1 is defined by 
/ f dCi = 1’ f(@(u)) . Q’(u) du = 2 1’ J;.(@(u))@:(u) du, 
Cl 0 i=l 
while the modified trapezoidal rule is given by 
i[f(X) + f(Y)] * [x - Yl = k $LjW) +.fXy)lLxi - Yil 
r=l 
which follows from the approximation that 
r I f;:@(u))@;(u) du = ; [J;:(x) + _h(y>l[xi - Vi1 
JO L 
(2.23) 
(2.24) 
(2.25) 
for all i = 1 : n. The principle idea of the proof is to apply the techniques we used to prove that 
Eq. (2.25) has an asymptotic error expansion of even power of l/m for all j = 1 : n. Since the finite 
addition preserves the asymptotic expansion, we conclude that our modified trapezoidal rule for 
approximating the line integral of a vector field still has an asymptotic expansion of even power 
of l/m. 
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