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QUOTIENTS AND LIFTS OF SYMMETRIC DIRECTED GRAPHS
MANUELA AGUIAR, ANA DIAS, AND MIRIAM MANOEL
Abstract. Given a directed graph, an equivalence relation on the graph vertex set is said to be
balanced if, for every two vertices in the same equivalence class, the number of directed edges from
vertices of each equivalence class directed to each of the two vertices is the same. In this paper
we describe the quotient and lift graphs of symmetric directed graphs associated with balanced
equivalence relations on the associated vertex sets. In particular, we characterize the quotients
and lifts which are also symmetric. We end with an application of these results to gradient
and Hamiltonian coupled cell systems, in the context of the coupled cell network formalism of
Golubitsky, Stewart and To¨ro¨k (Patterns of synchrony in coupled cell networks with multiple
arrows. SIAM Journal of Applied Dynamical Systems 4 (1) (2005) 78–100).
Keywords: symmetric directed graph, quotient graph, lift graph, symmetric matrix, bidirectional
coupled cell network, synchrony subspace.
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1. Introduction
Let G be a directed graph with a finite set of vertices V = {1, . . . , n} and a finite set of edges
E. An equivalence relation ⊲⊳ on V is balanced when, for any two vertices u and v in the same
⊲⊳-class, the number of directed edges in E from vertices of each ⊲⊳-class directed to u and to v is
the same. Coloring the vertices of the graph by choosing one color for each ⊲⊳-class, the coloring
is said to be balanced when ⊲⊳ is balanced.
We recall that the adjacency matrix of G is the n×n matrix, denoted by AG, with non-negative
integer entries, where the (i, j) entry is the number of directed edges in E from vertex j to vertex i.
Also, given an equivalence relation ⊲⊳ on V , we define the polydiagonal subspace of Rn associated
with ⊲⊳ by
∆⊲⊳ = {x ∈ R
n : xu = xv whenever u ⊲⊳ v, ∀u, v ∈ V } .
Trivially, we have that:
Theorem 1.1. An equivalence relation ⊲⊳ on the set of vertices of a directed graph G is balanced
if and only if the graph adjacency matrix AG leaves the polydiagonal subspace ∆⊲⊳ invariant.
In [14] it is proved that the set of all balanced equivalence relations of a graph forms a complete
lattice taking the relation of refinement. Moreover, an algebraic and algorithmic description of
this lattice using the graph adjacency matrix eigenvector structure is given in [2].
Given a balanced equivalence relation on the vertex set V of a directed graph G, with edge set
E, the graph with vertex set V/ ⊲⊳ and edge set given by the edges ([u]⊲⊳, [v]⊲⊳), where (u, v) ∈ E,
is the quotient graph of G by ⊲⊳ and is denoted by Q = G/ ⊲⊳. Thus, the set of vertices of Q is
formed by one vertex corresponding to each ⊲⊳-equivalence class; the edges are the projections of
the edges in the original graph. A graph G with a finite set of vertices V and a finite set of edges
E is a lift of a graph Q when G = Q/ ⊲⊳ for some balanced relation ⊲⊳ on V .
The valency or the indegree of a vertex is the number of arrows directed to it. A graph is
regular when all the vertices have the same valency. It follows, trivially, that:
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Remark 1.2. Given a balanced equivalence relation ⊲⊳ on the vertex set of a directed graph G,
the valency of the vertices is preserved under the quotient and lifting operations. Moreover, G is
regular if and only if G/ ⊲⊳ is regular. ♦
A relevant observation concerning lifts and quotient graphs is the following:
Remark 1.3. Fixing G and a balanced equivalence relation ⊲⊳ of G, the quotient graph Q = G/ ⊲⊳
is unique. Varying the balanced equivalence relation ⊲⊳, in general, the quotient graph Q = G/ ⊲⊳
also varies. Fixing Q, say with k vertices and choosing n > k, in general, there can be several
different lifts of Q with n vertices. See [4] for details and a systematic method of enumerating the
lifts of a general (quotient) graph Q. ♦
A directed graph G is symmetric when, for every edge in E, the corresponding inversed edge
also belongs to E. Using the graph adjacency matrix AG, the graph G is symmetric if and only if
AG = A
t
G where A
t
G denotes the transpose matrix of AG.
This work focuses on symmetric directed graphs, sometimes also called bidirected graphs, and
the associated quotient and lift graphs, using balanced equivalence relations. As it can easily be
seen, in general, the property of a graph being bidirected may not be preserved under the lifting
and quotient operations. In fact, for most of the symmetric directed graphs, there are quotient
and lift graphs that are not symmetric. We illustrate that with a few examples.
Example 1.4. Consider the symmetric Petersen graph G pictured in Figure 1. Let ⊲⊳ be the
equivalence relation on the set of vertices of G with classes
⊲⊳= {{1, 2, 3, 4, 5}, {6, 7, 8, 9, 10}} ,
which correspond to the coloring of the vertices of the Petersen graph presented in Figure 2. We
have that ⊲⊳ is balanced. Graphically, we see that as every grey vertex of G receives two edges
from grey vertices and one edge from one black vertex. Similarly, every black vertex of G is the
input of two edges from black vertices and one edge from one grey vertex. Equivalently, we have
that the order-10 adjacency matrix of G leaves invariant the linear space
∆⊲⊳ = {x : x1 = · · · = x5, x6 = · · · = x10} .
Note that the quotient graph G/ ⊲⊳ is the 2-vertex symmetric graph Q in Figure 3, which has
adjacency matrix
AQ =
(
2 1
1 2
)
.
Moreover, the restriction of AG to ∆⊲⊳ is similar to AQ.
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Figure 1. The Petersen graph is an example of a 10-vertex symmetric directed
graph, where all the edges are bidirectional.
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Figure 2. A 2-color balanced coloring ⊲⊳ of the Petersen graph G: every grey
vertex receives two edges from grey vertices and one edge from one black vertex;
every black vertex is the input of two edges from black vertices and one edge from
one grey vertex. The quotient G/ ⊲⊳ is the 2-vertex graph of Figure 3.
1 2
Figure 3. A 2-vertex symmetric directed graph Q. There are symmetric and non
symmetric graphs G with balanced colorings ⊲⊳ such that Q = G/ ⊲⊳. Equivalently,
there are symmetric and non-symmetric lifts G of Q.
Considering now the equivalence relation ⊲⊳2 on the set of vertices of G with classes
⊲⊳2= {{1, 3, 9, 10}, {2, 7}, {4, 5, 6, 8}} ,
corresponding to the coloring of the vertices of the Petersen graph presented in Figure 4, we have
that ⊲⊳2 is also balanced and Q2 = G/ ⊲⊳2 is the non-symmetric graph of Figure 5. The quotient
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graph Q2 has the non-symmetric adjacency matrix
AQ2 =

 0 1 22 1 0
2 0 1

 .
♦
1
6
7 10
2 5
8 9
3 4
Figure 4. A 3-color balanced coloring ⊲⊳2 of the Petersen graph G. The quotient
G/ ⊲⊳2 is the 3-vertex graph of Figure 5.
1 2 3
Figure 5. A 3-vertex non-symmetric directed graph Q2, which is the quotient
G/ ⊲⊳2 where G is the (symmetric) Petersen graph and ⊲⊳2 is the balanced coloring
presented in Figure 4.
In Section 2 we describe the quotient and lift graphs of symmetric directed graphs associated
with balanced equivalence relations on their set of vertices. In particular, we characterize the
quotient and lift graphs of symmetric directed graphs which are also symmetric directed graphs. In
Section 3, these results are applied to gradient and Hamiltonian coupled cell systems, in the context
of the formalism of Golubitsky, Stewart and co-workers [15, 11, 10], where coupled cell systems
are dynamical systems associated with graphs (coupled cell networks). Networks of gradient and
Hamiltonian coupled systems have received some attention lately, see for example [5] and [13] for
gradient networks and [6] and [16] for Hamiltonian networks, as well as references therein.
2. Quotients and lifts of symmetric graphs
In this section, we characterize quotients and lifts of symmetric directed graphs. In particular,
we identify the quotients and the lifts of symmetric (bidirected) graphs that are also symmetric
(bidirected).
Theorem 2.1. An m-vertex graph Q is a quotient graph of an n-vertex symmetric directed graph
G by a balanced equivalence relation on the set of vertices of G, with m < n, if and only if the
entries of the adjacency matrix AQ = [qij ]m×m of Q satisfy the following: there are positive integers
k1, . . . , km summing n and such that kiqij = kjqji.
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Proof. Let G be an n-vertex symmetric directed graph. Thus its adjacency matrix is an n ×
n symmetric matrix. Consider a balanced equivalence relation on its set of vertices and the
corresponding quotient graph Q with adjacency matrix AQ = [qi,j ]m×m. Let i = {i1, . . . , iki} and
j = {j1, . . . , jkj} be any two such equivalence classes. Since the relation is balanced, it follows
that the number of edges directed from vertices of the class j to each vertex of the class i is the
constant qij . Thus, the total number of directed edges from vertices of j to vertices of i is then
kiqij . Moreover, as G is bidirectional, all these directed edges are bidirectional. It then follows
that the total number of directed edges from vertices of class i to vertices of class j, which is kjqji,
satisfy
kiqij = kjqji .
Conversely, let Q be a graph with adjacency matrix AQ = [qij ]m×m such that there are positive
integers k1, . . . , km summing n > m and such that kiqij = kjqji for all i, j = 1, . . . , m. We construct
a symmetric matrix A of order n from the matrix AQ in the following way:
(i) Consider A as a block matrix with m×m blocks Qij, with 1 ≤ i, j ≤ m.
(ii) For i and j such that i ≤ j, define the submatrix Qij of A as a matrix of order ki × kj with
the row sum qij and column sum qji.
(iii) For j < i, set the submatrix Qji = Q
T
ij .
It follows that A is symmetric. Let G be the n-vertex graph with set of vertices {1, . . . , n} and
adjacency matrix A. It follows that G is bidirectional. Moreover, by construction, the equivalence
relation ⊲⊳ on the set of vertices of G with classes I1 = {1, . . . , k1}, I2 = {k1 + 1, . . . , k1 +
k2}, . . . , Im = {km−1 + 1, . . . , km}, is balanced and Q is the quotient of G by ⊲⊳. That is, the
graph G is a bidirectional lift of the graph Q. 
Remark 2.2. In Lemma 4.3 of [8], it is obtained that in order for a graph to be a quotient of
a regular symmetric graph of valency v then its adjacency matrix satisfies the conditions stated
in Theorem 2.1 and the vector (k1, . . . , km) is a left eigenvalue of that matrix associated with the
eigenvalue v. ♦
Remark 2.3. We recall that a square matrix (qij) is a combinatorially symmetric matrix when
the entries satisfy the condition, qij = 0 if and only if qji = 0, for all i, j . From Theorem 2.1, it
follows that the adjacency matrix of a quotient graph of a symmetric directed graph by a balanced
equivalence relation on the vertex set is a combinatorially symmetric matrix. Thus a necessary
condition for Q to be a quotient graph G/ ⊲⊳ of a symmetric directed graph G under a balanced
equivalence relation ⊲⊳ is that, for any two vertices in Q, if they are connected then there is at
least one bidirectional connection between them. ♦
Remark 2.4. Let Q be an m-vertex graph under the hypothesis of Theorem 2.1, that is, taking
AQ = [qij ]m×m to be its adjacency matrix, then there are positive integers k1, . . . , km summing
n > m and such that kiqij = kjqji. We have that:
(i) If k1, . . . , km are coprime, then the possible symmetric directed networks G constructed fol-
lowing the proof of the theorem are symmetric directed lifts of Q with the minimum number of
vertices, n =
∑m
i=1 ki.
(ii) Trivially, in general, there are lifts G of the graph Q, where Q = G/ ⊲⊳ for balanced ⊲⊳, that
are not symmetric directed graphs. ♦
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Figure 6. A 3-vertex directed graph Q which is not symmetric and admitting lifts
G which are symmetric graphs and such that Q = G/ ⊲⊳ for balanced ⊲⊳.
Example 2.5. Consider the directed graph Q given in Figure 6. The adjacency matrix of Q is
AQ =

 0 3 21 1 2
1 3 0

 .
The entries of AQ satisfy q12 = 3q21, q13 = 2q31 and 3q23 = 2q32, that is, the matrix satisfies the
hypothesis in Theorem 2.1 for k1 = 1, k2 = 3 and k3 = 2. Hence, by Theorem 2.1 the graph Q
is a quotient of a symmetric graph G by some balanced equivalence relation of the set of vertices
of G. Moreover, by Remark 2.4 the symmetric lifts with the minimum number of vertices have
6 vertices. In fact, the two matrices below are adjacency matrices which realize such symmetric
graphs: 

0 1 1 1 1 1
1 1 0 0 1 1
1 0 1 0 1 1
1 0 0 1 1 1
1 1 1 1 0 0
1 1 1 1 0 0


,


0 1 1 1 1 1
1 1 0 0 0 2
1 0 1 0 1 1
1 0 0 1 2 0
1 0 1 2 0 0
1 2 1 0 0 0


.
♦
As illustrated in the introduction and in the above example, given a symmetric directed graph
G and a balanced equivalence relation ⊲⊳ on its set of vertices, the quotient Q = G/ ⊲⊳ may not be
a symmetric graph. In the next result we give a necessary and sufficient condition for the quotient
Q to be a symmetric graph.
Theorem 2.6. Let Q be an m-vertex quotient graph of an n-vertex symmetric directed graph G,
with m < n, associated with a balanced equivalence relation ⊲⊳ on the vertices of G. The quotient
graph Q is symmetric if, and only if, for each pair of connected vertices in Q, the corresponding
⊲⊳-classes on the set of vertices of G have the same cardinality.
Proof. Let G be an n-vertex symmetric directed graph and Q an m-vertex quotient graph of G
associated with a balanced equivalence relation ⊲⊳, with classes Ii for i = 1, . . . , m, where n > m.
Denote the cardinality of class Ii by ki, for i = 1, . . . , m and so the sum of k1, . . . , km is n. Take
the adjacency matrix AQ = [qij ] of Q according to the first part of the proof of Theorem 2.1. Thus
the positive integers k1, . . . , km satisfy kiqij = kjqji. In particular, we have that qij = 0 if and
only if qji = 0. Take i, j such that i 6= j and qij 6= 0. If qij = qji and kiqij = kjqji then ki = kj,
that is, the classes Ii and Ij have the same cardinality. Conversely, if ki = kj and kiqij = kjqji,
then qij = qji. Thus AQ is symmetric if, and only if, for every pair of vertices i, j of Q which are
connected, that is, such that qij 6= 0, the classes Ii and Ij have the same cardinality. 
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Example 2.7. Consider the 6-vertex symmetric directed graph G in Figure 7 with adjacency
matrix
AG =


0 0 1 0 1 1
0 0 0 1 1 1
1 0 0 0 1 1
0 1 0 0 1 1
1 1 1 1 0 1
1 1 1 1 1 0


.
Also, consider the following two balanced equivalence relations on the set of vertices of G: ⊲⊳1=
{{1, 2}, {3, 4}, {5, 6}} and ⊲⊳2= {{1, 2, 3, 4}, {5}, {6}}. For each relation, there are connections
between vertices of any class to vertices of any other class. Since the cardinality of all the ⊲⊳1-
classes is the same, it follows from Theorem 2.6 that the corresponding quotient graph Q1 = G/ ⊲⊳1
(Figure 8 (a)) must be symmetric; in fact, the adjacency matrix of Q1 is the symmetric matrix

 0 1 21 0 2
2 2 1

 .
Since the cardinality of the ⊲⊳2-classes is not the same, it follows from Theorem 2.6 that the
quotient graph Q2 = G/ ⊲⊳2 (Figure 8 (b)) is not symmetric; in fact, the adjacency matrix of Q2
is the non-symmetric matrix

 1 1 14 0 1
4 1 0

 .
♦
2 5 1
4 6 3
Figure 7. A 6-vertex symmetric directed graph G admitting quotient graphs that
are symmetric and non symmetric, as for example, the quotient graph Q1 = G/ ⊲⊳1
in Figure 8 (a) is symmetric and the quotient graph Q2 = G/ ⊲⊳2 in Figure 8 (b) is
non symmetric.
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Figure 8. (a) A symmetric graph Q1 which is the quotient G/ ⊲⊳1 of the symmetric
directed graph G in Figure 7 by the balanced equivalence relation ⊲⊳1 with classes
{1, 2}, {3, 4} and {5, 6}. (b) A non symmetric graph Q2 which is the quotient G/ ⊲⊳2
by the balanced equivalence relation with classes {1, 2, 3, 4}, {5} and {6}.
Corollary 2.8. If an n-vertex symmetric directed graph has an m-vertex connected symmetric
quotient graph for a balanced relation of its set of vertices, where n > m, then n is a multiple of
m.
We apply now the previous results to characterize the lifts of symmetric directed graphs using
balanced equivalence relations.
Corollary 2.9. Let Q be a symmetric directed graph. We have that for any symmetric lift G of
Q, where Q = G/ ⊲⊳ and ⊲⊳ is a balanced equivalence relation at the set of vertices of G, any two
connected vertices in Q must unfold to the same number r of vertices in G. Moreover, the lift
graph G has no multiple connections if and only if that number of vertices equals the number of
connections between the two quotient vertices.
Theorem 2.10. Let Q be an m-vertex symmetric directed connected graph with multiple edges.
Take p to be the maximum of the entries of the adjacency matrix of Q. Then:
(i) The symmetric lifts G of Q, where Q = G/ ⊲⊳ for balanced ⊲⊳, with no multiple edges have mr
vertices with r ≥ p.
(ii) For any r ≥ p there are symmetric lifts G of Q, where Q = G/ ⊲⊳ for balanced ⊲⊳, with no
multiple edges and mr vertices.
Proof. Let Q be an m-vertex symmetric directed connected graph with multiple edges and take p
to be the maximum of the entries of the adjacency matrix of Q. Let G be a symmetric lift of Q,
where Q = G/ ⊲⊳ for balanced ⊲⊳.
(i) As Q is symmetric, applying Corollary 2.9, it follows that if there is any connection between
two vertices then they both unfold to the same number r of vertices in G. As Q is connected, it
follows that there is a directed path linking all the vertices of Q. Thus all the vertices must unfold
to the same number r of vertices in G. As it is required that G has no multiple edges, then r ≥ p.
Thus any such lift has mr vertices with r ≥ p.
(ii) Let r ≥ p and denote the adjacency matrix of Q by AQ = [qij ]m×m. Following the procedure in
the second part of the proof of Theorem 2.1 , with k1 = · · · = km = r, we build, from the matrix
AQ, a symmetric matrix A of order mr with all the entries equal to 0 or 1. By construction, the
symmetric matrix A is the adjacency matrix of a symmetric lift of Q with no multiple edges, mr
vertices where each vertex in Q unfolds to r vertices, and where Q = G/ ⊲⊳ for balanced ⊲⊳. 
QUOTIENTS AND LIFTS OF SYMMETRIC DIRECTED GRAPHS 9
Example 2.11. Consider the 3-vertex symmetric directed graph presented in Figure 9. Note that
it is connected and it has adjacency matrix
 0 1 31 0 2
3 2 0

 .
Two possible symmetric lifts with no multiple edges are the 9-vertex and 12-vertex networks with
adjacency matrices given, respectively, by


0 0 0 1 0 0 1 1 1
0 0 0 0 1 0 1 1 1
0 0 0 0 0 1 1 1 1
1 0 0 0 0 0 1 1 0
0 1 0 0 0 0 0 1 1
0 0 1 0 0 0 1 0 1
1 1 1 1 0 1 0 0 0
1 1 1 1 1 0 0 0 0
1 1 1 0 1 1 0 0 0


,


0 0 0 0 1 0 0 0 1 1 1 0
0 0 0 0 0 1 0 0 0 1 1 1
0 0 0 0 0 0 1 0 1 0 1 1
0 0 0 0 0 0 0 1 1 1 0 1
1 0 0 0 0 0 0 0 1 1 0 0
0 1 0 0 0 0 0 0 0 1 1 0
0 0 1 0 0 0 0 0 0 0 1 1
0 0 0 1 0 0 0 0 1 0 0 1
1 0 1 1 1 0 0 1 0 0 0 0
1 1 0 1 1 1 0 0 0 0 0 0
1 1 1 0 0 1 1 0 0 0 0 0
0 1 1 1 0 0 1 1 0 0 0 0


.
♦
1
2 3
Figure 9. A 3-vertex symmetric directed graph Q admitting symmetric lifts G,
namely, Q = G/ ⊲⊳ for balanced ⊲⊳ where G is a symmetric graph.
3. Application to coupled cell systems
We apply the results obtained in Section 2 to the study of two classes of coupled dynami-
cal systems. We follow the formalism of coupled cell networks of Golubitsky, Stewart and co-
workers [15, 11, 10], where the cells (the dynamical systems) and the couplings between the cells
are abstracted through a graph – the coupled cell network. The classes we consider are the gradient
and Hamiltonian coupled cell systems (Sections 3.1 and 3.2, respectively).
The coupled cell systems admissible by a given graph G must be consistent with G in the
following way. A set of ordinary differential equations is associated with each vertex (cell). Thus
a finite-dimensional vector space Pv is assigned to each vertex v ∈ V , where V denotes the set
of vertices of the graph. The total configuration space is then P =
∏
v∈V Pv. Let xv denote
coordinates on Pv. The space Pv is called the cell phase space of v and P is the total phase space
of the coupled cell system consistent with G. Any coupled cell system associated with G, for a
given choice of Pv, is
x˙ = F (x), (x ∈ P )
where the system associated with vertex v takes the form
x˙v = gv (xv, xv1 , . . . , xvℓ) .
10 MANUELA AGUIAR, ANA DIAS, AND MIRIAM MANOEL
The first argument xv in gv represents the internal dynamics of the cell v and each of the remaining
variables xvp indicates an input edge from cell vp to the cell v. As we are assuming that the input
edges directed to any cell v are of the same type, we have that gv is invariant under any permutation
of the corresponding input variables. Moreover, systems associated with cells of the same valency
are governed by the same function gv. Vector fields F satisfying the above properties are called
G-admissible. Thus if G is a regular graph with valency ℓ, then the coupled cell systems are
determined by a unique gv, say g, and have the form
x˙v = g (xv; xv1 , . . . , xvℓ) ,
where the overbar indicates the invariance of g under any permutation of the vertex coordinates
xv1 , . . . , xvℓ .
Example 3.1. Consider the Petersen graph in Figure 1 which is regular of valency 3. If each
vertex phase space is Rm, for some m ≥ 1, the total phase space is P = (Rm)10 and the associated
coupled cell systems have the form
(3.1)
x˙1 = g(x1, x2, x5, x6)
x˙2 = g(x2, x1, x3, x7)
x˙3 = g(x3, x2, x4, x8)
x˙4 = g(x4, x3, x5, x9)
x˙5 = g(x5, x1, x4, x10)
x˙6 = g(x6, x1, x8, x9)
x˙7 = g(x7, x2, x9, x10)
x˙8 = g(x8, x3, x6, x10)
x˙9 = g(x9, x4, x6, x7)
x˙10 = g(x10, x5, x7, x8)
,
for some smooth function g : (Rm)4 → Rm. ♦
Synchrony, one of the phenomena explored by the coupled cell networks formalism, is an impor-
tant concept from the point of view of the dynamics of the associated coupled cell systems. Take
an equivalence relation ⊲⊳ on the vertex set of a graph and consider the associated polydiagonal
subspace ∆⊲⊳. In this setup, a synchrony subspace ∆⊲⊳ of G is a polydiagonal subspace which is
flow-invariant under any coupled cell system associated with the graph structure of G. Moreover,
a crucial result that caracterizes the relations ⊲⊳ for which ∆⊲⊳ is indeed a synchrony subspace uses
precisely the balanced property. Theorem 4.3 of [11], followed by Corollary 2.10 and Theorem 4.2
of [2], can be stated in the following way:
Theorem 3.2. Given a graph G, we have that the following statements are equivalent:
(i) An equivalence relation ⊲⊳ on the graph set of vertices is balanced.
(ii) For any choice P of the total phase space, the polydiagonal subspace ∆⊲⊳ is a graph synchrony
subspace.
(iii) The polydiagonal subspace ∆⊲⊳ is flow-invariant for all linear admissible vector fields taking
the vertex phase spaces to be R.
(iv) The graph adjacency matrix leaves the polydiagonal subspace ∆⊲⊳ invariant.
Hence, we have two types of criteria to enumerate the synchrony subspaces of a graph: one is
algebraic using the graph adjacency matrix; the other is graph theoretical, by finding the balanced
equivalence relations (colorings) of the set of vertices of the graph.
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Fixing a graph G and one of its synchrony subspaces ∆⊲⊳, by Theorem 5.2 of [11] we have that
the restriction of any coupled cell system associated with G is a coupled cell system consistent
with the quotient graph Q = G/ ⊲⊳. Moreover, any admissible vector field of Q can be seen as the
restriction to ∆⊲⊳ of an admissible vector field of G.
Example 3.3. Consider the Petersen graph G (Figure 1) and the balanced equivalence relation
⊲⊳2= {{1, 3, 9, 10}, {2, 7}, {4, 5, 6, 8}} , corresponding to the coloring of its vertices presented in
Figure 4. Choosing the representatives 1, 2, 4 of the ⊲⊳2-classes, we have that the equations (3.1)
restricted to ∆⊲⊳2 are
x˙1 = f(x1, x4, x2, x4)
x˙2 = f(x2, x1, x1, x2)
x˙4 = f(x4, x4, x1, x1)
,
which are consistent with the quotient graph Q2 = G/ ⊲⊳2 (Figure 5). ♦
The importance of the existence of flow-invariant subspaces under the dynamics of a system has
been long recognized. For example, flow-invariant subspaces can imply the existence of non-generic
dynamical behavior such as heteroclinic cycles and networks, leading to complex dynamics. In the
context of coupled cell systems, synchrony subspaces are examples of flow-invariant spaces, having
an important role in understanding the dynamics of the coupled cell systems associated with a
given graph. Moreover, the restriction of the dynamics of a coupled cell system to a synchrony
subspace is again a coupled cell system whose structure is consistent with a graph that has fewer
vertices (the quotient graph), with a lower-dimensional phase space, and potentially with known
dynamics. The dynamics of the quotient can then be lifted to the overall phase space and give
full information concerning the dynamics on those synchrony subspaces. Moreover, the knowledge
of the set of all synchrony subspaces of a coupled cell graph and the associated quotients can be
used, for example, to investigate the possibility of the associated coupled cell systems to support
heteroclinic behavior. See for example [1, 3].
In [12], gradient coupled cell systems are addressed and it is shown that only symmetric directed
graphs can have admissible coupled cell systems with gradient structure. An analogous result is
obtained in [7] for Hamiltonian coupled cell systems. Moreover, there are in general coupled cell
systems associated with symmetric directed graphs that are neither gradient nor Hamiltonian.
Nevertheless, for symmetric graphs, there are always coupled cell systems with each one of those
structures, as explained in [12, 7]. The next two sections are devoted to these two types of coupled
cell systems. Using the results of Section 2, we show that the extra structure of being gradient or
Hamiltonian for the coupled cell systems admissible by a (symmetric) network G can be lost by
the systems admissible by a (non-symmetric) quotient network Q of G. Conversely, we see that
gradient (Hamiltonian) dynamics can appear for a symmetric quotient network Q of a symmetric
or a non-symmetric network G but whose associated dynamics is not gradient (Hamiltonian).
Throughout, the total number of cells in a coupled system is denoted by n and we take
coordinates on the (identical) cells so that the cells state space is Rm, for some m ≥ 1.
3.1. Gradient coupled cell systems. In this section we investigate quotients and lifts of sym-
metric graphs related to gradient structure, that is, associated with a coupled dynamical system
given by the (negative) gradient of a smooth function f : P → R,
(3.2) x˙ = −∇f(x),
where x = (x1, . . . , xn) denotes the state variable of the total phase space P = (R
m)n and, for
i = 1, . . . n, xi ∈ R
m is the variable of cell i.
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The function f whose gradient is an admissible vector field for a given graph G is called an
admissible gradient function for G. Hence, the gradient structure of a coupled system is in one-to-
one correspondence with the existence of an admissible gradient function associated with it. We
also notice that a necessary condition for an admissible vector field to be gradient is that each
individual cell to be also gradient.
In [12] the characterization of admissible gradient functions is given for symmetric graphs
with no multiple edges. We remark that the result generalizes directly for symmetric graphs with
multiple edges and loops. The result is given in Theorem 3.4 below.
We first recall that a graph is called bipartite if its set of vertices V can be devided into two
disjoint subsets V 1 and V 2 such that every edge of G connects a vertex in a subset to a vertex
in the other. If the graph is bipartite, we reorder the numbering of cells if necessary so that
V 1 = {1, . . . , r} and V 2 = {r + 1, . . . , n}, r > 1, and AG is an order-n matrix of the block form
AG =
(
0r B
C 0n−r
)
.
We then have:
Theorem 3.4. Let G be a symmetric graph that may have multiple edges and loops, and let
AG = (aij) denote the adjacency matrix of the graph G. A function f : P → R is an admissible
gradient function associated with G if, and only if, there exist smooth functions α : Rm → R and
β : R2m → R such that
(3.3) f(x) =
n∑
i=1, i≤j
aijβ(xi, xj) +
n∑
i=1
α(xi).
If G is bipartite and in addition there exist vi ∈ V 1 and vj ∈ V 2 with same valency, or if G is not
bipartite, then β is invariant under permutation of the vector variables.
Proof. It follows the steps of the proof of [12, Theorem 2.4], just observing that here the existence
of an edge between two vertices in the graph may not be unique. Also, for the proof of the
non-bipartite case, instead of taking the maximal subgraph containing no odd cycles we take the
maximal subgraph containing no odd cycles nor multiple edges. 
Example 3.5. The simplest graph with multiple edges is given in Figure 10. From Theorem 3.4,
choosing the cell phase spaces to be R, the function f : R2 → R,
(3.4) f(x1, x2) = −2x
2
1
x2 − 2x1x
2
2
is an admissible gradient function for this graph. ♦
1 2
Figure 10. The simplest 2-cell graph with multiple edges.
Example 3.6. Consider the graph of Figure 8. From Theorem 3.4, the general form of the
admissible gradient functions associated with this graph is given by
(3.5) f(x1, x3, x5) = β(x1, x3) + 2β(x1, x5) + 2β(x3, x5) + β(x5, x5) + α(x1) + α(x3) + α(x5),
with β(x, y) = β(y, x). ♦
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It is a consequence of Theorem 2.10 that any symmetric directed graph admits a symmetric
directed lift. We remark that an admissible vector field associated with a symmetric graph can
admit a restriction to an invariant subspace with a gradient dynamics even if it is not of a gradient
type, as we illustrate in the next example.
Example 3.7. Consider the symmetric directed graph of Figure 11. We recall from [12, Lemma
2.2] that for any graph with more than three vertices, a necessary condition for a function f to be
admissible for this graph is that
(3.6)
∂3f
∂xi∂xj∂xk
≡ 0,
for any two-by-two distinct cells i, j, k. It then follows that the system of equations
(3.7)
x˙1 = x2x4 + x1(x2 + x4)
x˙2 = x1x3 + x2(x1 + x3)
x˙3 = x2x4 + x3(x2 + x4)
x˙4 = x1x3 + x4(x1 + x3)
defines a coupled cell system admissible for the graph of Figure 11 which is not gradient. As
the equivalence relation ⊲⊳ with classes {1, 3} and {2, 4} is balanced for this graph, we have that
∆⊲⊳ = {x : x1 = x3, x2 = x4} is a synchrony subspace. Moreover, the corresponding quotient is
the graph given in Figure 10. Equations (3.7) restricted to ∆⊲⊳ correspond to:
(3.8)
x˙1 = x
2
2 + 2x1x2
x˙2 = x
2
1 + 2x2x1,
.
corresponding to a gradient coupled cell system admissible for the graph in Figure 10. Note that
f/2, for f as in (3.4), is an admissible gradient function for it. ♦
4
1 2
3
Figure 11. The symmetric regular 4-cell graph of valency 2.
We finally observe that, as more naturally expected, gradient admissible vector fields can also
be lifted to vector fields that are still gradient.
Example 3.8. The vector field (3.8) associated with the graph of Figure 10 can be lifted to an
admissible vector field for the graph of Figure 11 which is gradient. In fact, taking f˜ : R4 → R,
f˜(x1, x2, x3, x4) = β(x2, x1) + β(x2, x3) + β(x4, x1) + β(x4, x3),
for β(x, y) = −1/2(x2y + xy2), we have that f˜ is an admissible gradient function for the graph
of Figure 11 which restricts to (3.4) on the synchrony subspace ∆. That is, the restriction of the
admissible gradient function f˜ for the graph of Figure 11 is an admissible gradient function for its
quotient graph in Figure 10. ♦
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3.2. Hamiltonian coupled cell systems. In this section quotients and lifts of symmetric graphs
related to a Hamiltonian dynamical systems are investigated. A Hamiltonian coupled dynamical
system is a system defined from ordinary differential equations
(3.9) (q˙, p˙)t = J∇h(q, p),
where
J =
(
0nm Inm
−Inm 0nm
)
.
The variable vectors q = (q1, . . . , qn) and p = (p1, . . . , pn) are called position and momentum
vectors, respectively, and form the total phase space P = (R2m)n where, for i = 1, . . . n, (qi, pi) ∈
R2m are the position and momentum variables of each cell.
The function h : Rmn ×Rmn → R satisfying (3.9) is the Hamiltonian function of the system,
and when this system of equations is a coupled system associated with a given graphG this is called
an admissible Hamiltonian function for G. Hence, the Hamiltonian structure of a coupled system is
in one-to-one correspondence with the existence of an admissible Hamiltonian function associated
with it. In addition, a necessary condition for an admissible vector field to be Hamiltonian is that
each individual cell be also Hamiltonian.
In the following theorem we characterize the admissible Hamiltonian functions of any symmet-
ric graph. This corresponds to Theorem 3.4 of the previous section adapted to the Hamiltonian
setup.
Theorem 3.9. Let G be a symmetric graph that may have multiple edges and loops, and let
AG = (aij) denote the adjacency matrix of the graph G. A function h : P → R is an admissible
Hamiltonian function associated with G if, and only if, there exist smooth functions α : R2m → R
and β : R2m ×R2m → R such that
(3.10) h(q, p) =
n∑
i=1, i≤j
aijβ(qi, qj , pi, pj) +
n∑
i=1
α(qi, pi).
If G is bipartite and in addition there exist vi ∈ V 1 and vj ∈ V 2 with same valency, or if G is not
bipartite, then β is invariant under the permutation σ(qi, qj , pi, pj) = (qj , qi, pj, pi).
Proof. It is the same as the proof of Theorem 3.4. To see this, consider the similarity between
the expressions (3.3) and (3.10) so that the algebraic arguments used to prove the result for an
admissible gradient function in the first case hold to construct an admissible Hamiltonian function
for the second. For the present case, it is crucial to notice that (3.6) holds by replacing each xl,
for l = i, j, k, by ql and pl. 
Example 3.10. Consider the graph of Figure 10. Taking the cell phase spaces to be R, the
function h : R4 → R defined by
(3.11) h(q1, q2, p1, p2) = 2p
2
1
q2 + 2p
2
2
q1,
is an admissible Hamiltonian function for this graph. ♦
As expected from the discussion in Section 3.1 for gradient coupled systems, an admissible
vector field associated with a symmetric graph can admit a restriction to an invariant subspace
with a Hamiltonian dynamics even if it is not Hamiltonian, as we illustrate in the next example.
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Example 3.11. As before, consider the symmetric directed graph of Figure 11. Note that the
following coupled cell system
(3.12)
q˙1 = p1(q2 + q4)
q˙2 = p2(q1 + q3)
q˙3 = p3(q2 + q4)
q˙4 = p4(q1 + q3)
p˙1 = −p2p4
p˙2 = −p1p3
p˙3 = −p2p4
p˙4 = −p1p3
is admissible for that graph but it is not Hamiltonian. However, its restriction to the synchrony
subspace Ω = {(q,p) : (q1, p1) = (q3, p3) (q2, p2) = (q4, p4)}, leads to the quotient graph given in
Figure 10 with reduced equations
(3.13)
q˙1 = 2p1q2
q˙2 = 2p2q1
p˙1 = −p
2
2
p˙2 = −p
2
1
.
These equations define an admissible Hamiltonian coupled cell system for the quotient graph in
Figure 10. Note that h/2, for h as in (3.11), is an admissible Hamiltonian function for this quotient
graph. ♦
Again as for gradient coupled systems, admissible Hamiltonian systems can also be lifted to
vector fields that are still Hamiltonian.
Example 3.12. The admissible and Hamiltonian coupled cell system (3.13) associated with the
graph of Figure 10 can be lifted to a coupled cell system which is admissible and Hamiltonian for
its lift of Figure 11. Notice that h˜ : (R4)2 → R defined by
h˜(q, p) = β(q2, q1, p2, p1) + β(q2, q3, p3, p3) + β(q4, q1, p4, p1) + β(q4, q3, p4, p3),
for β(x, y, z, w) = 1/2(z2y + 2w2x), is an admissible Hamiltonian function for this graph which
restricts to (3.11) on the synchrony subspace Ω. ♦
3.3. Gradient and Hamiltonian coupled cell systems. The general form of the gradient
admissible functions and Hamiltonian admissible functions for G and Q are related in the following
way:
Proposition 3.13. Let G be a symmetric graph and let ⊲⊳ be a balanced relation on the set of
vertices of G defining a symmetric connected quotient graph Q = G/ ⊲⊳. Let fG (hG) to be a
gradient (Hamiltonian) admissible function of a gradient (Hamiltonian) coupled cell system of G.
Then, there is a gradient (Hamiltonian) admissible function fQ (hQ) for the coupled cell system
of G restricted to ∆⊲⊳, such that
fG|∆⊲⊳ ≡ k f
Q, hG|∆⊲⊳ ≡ k h
Q,
where k is the cardinality of the ⊲⊳-classes.
Proof. It follows from Theorem 2.6 that the cardinality k of every ⊲⊳-class is the same. The result
then follows from Theorems 3.4 and 3.9 and the definition of quotient graph. 
Corollary 3.14. Let G be a symmetric graph and let ⊲⊳ be a balanced relation on the set of
vertices of G defining a symmetric quotient graph Q = G/ ⊲⊳. Then:
(i) The gradient (Hamiltonian) admissible functions for G restricted to the synchrony subspace
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determined by ⊲⊳ are gradient (Hamiltonian) admissible functions for Q.
(ii) A gradient (Hamiltonian) admissible function for Q is a restriction of a gradient (Hamilton-
ian) admissible function for G.
As we have shown, from our results, it follows that gradient and Hamiltonian dynamics can
appear in coupled cell systems that are neither gradient nor Hamiltonian. This already comes
from the fact that non symmetric graphs can often admit quotient graphs by balanced relations
that are symmetric. But this comes also from the more subtle situation in the level of symmetric
graphs, for which gradient and Hamiltonian structure can occur on proper synchrony subspaces.
For a given gradient (or Hamiltonian) coupled cell system associated to a symmetric graph
G, we are also able to identify the flow invariant subspaces of the total phase space where the
restriction of the dynamics is still gradient (or Hamiltonian). These are precisely the subspaces
defined by each balanced relation ⊲⊳ for which Q = G/ ⊲⊳ is symmetric.
Example 3.15. Consider a gradient coupled cell system associated with the symmetric graph G
in Figure 7, part of the gradient dynamics of the system appears in the restriction to the synchrony
subspace ∆⊲⊳1 = {x : x1 = x2, x3 = x4, x5 = x6} but not in the restriction to the synchrony
subspace ∆⊲⊳2 = {x : x1 = x2 = x3 = x4}. The same goes for Hamiltonian dynamics. ♦
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