The structure of some matrices arising in tomography  by Koltracht, Israel et al.
The Structure of Some Matrices Arising in Tomography 
Israel Koltracht* 
Department of Mathematics 
University of Connecticut 
Stows, Connecticut 
and 
Peter Lancaster+ and Digby Smith 
Department of Mathematics G Statistics 
University of Calgary 
Calgary, Alberta, Canada T2N lN4 
Submitted by Yair Censor 
ABSTRACT 
Linear algebraic systems Rx = y are considered which are generated by typical 
limited-angle tomographic problems. A detailed examination is made of vectors x for 
which Rx = 0 and which are responsible for “ghost images” frequently referred to in 
the literature. In particular, the construction of an orthogonal basis for the subspace of 
all such vectors x is investigated and is complete in some special cases. It is shown 
how advantage can be taken of this information. 
0. INTRODUCTION 
A well-established technique for tomographic inversion when projections 
provide only limited coverage of the subject takes advantage of a simple 
geometric discretization (pixelation) of a rectangular field between two 
parallel rows of regularly spaced transmitting and receiving devices. Model 
geometries of this kind are particularly useful in seismic borehole tomogra- 
phy. A wide-ranging introduction to the subject can be found in the book of 
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Herman 181, and more recent developments including seismic problems can 
be found in the paper of Ivansson [9] and the volumes of papers [lS] and [IT]. 
More geometrical details will be given in the next section. 
For the purpose of this introduction let us simply emphasize that the 
.modeling process leads ultimately to a set of real linear algebraic equations 
written in matrix form as Rx = y. (Boldface symbols will denote column 
vectors.) Here, R is in general rectangular, of size r X s, say, and is 
determined precisely by the geometry of the data collection. The vector y is 
in R’ (the linear space of real column vectors of length r). It is determined 
experimentally and is therefore subject to significant errors in many cases. 
Notable features of the system Rx = y in practical applications are: 
(1) r and s are large (possibly in the range lo’-103). 
(2) R has rank less than min(r, s). 
(3) the system is inconsistent (as a result of measurement errors in y). 
Each of these features is found to be troublesome when it comes to the 
design and analysis of algorithms for the calculation of solutions (or least- 
squares approximate solutions) of Rx = y. 
To fully understand these problems it is helpful to have detailed knowl- 
edge of the subspace of R” consisting of solutions x to the homogeneous 
problem Rx = 0. This subspace is called the kernel of R and denoted by 
Ker R. When the data collection has simple geometrical features, these are 
reflected in the structure of matrix R and hence in the vectors of Ker R. 
From the practical point of view, the ‘vectors x for which Rx = 0 
represent subjects for which the projection data (vector y) is zero. Thus, they 
are referred to in the literature as “ghosts”: they are images that cannot be 
identified using only the geometric and projection data. The negative point of 
view is that the “ghosts” may pollute an otherwise good reconstruction of the 
subject. More positively, if Ker R is known, this information may be useful in 
the development of optimal reconstructions. Indeed, even partial knowledge 
of Ker R can be very useful. 
Our objective in this paper is a detailed examination of Ker R for a 
simple prototype of data-collection geometry. Experience gained in this case 
will also be relevant for other geometries. In Section 1 the chosen geometry 
(consisting of an array of n rows and m columns of pixels) is described, and 
the resulting matrix R is introduced. Section 2 contains a detailed descrip- 
tion of the main source of “ghost images.” This consists of two kinds of kernel 
vectors, and the section includes the construction of an orthogonal basis for 
their span. The corresponding subspace S, does not fill out the whole of 
Ker R, in general, and the complementary orthogonal subspace S, (such 
that Ker R = 4,8 Y2, where @ denotes an orthogonal direct sum> is more 
difficult to describe and is the subject of Section 3. In particular, we draw 
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attention to the description of the kernel when m = n. This is essentially 
complete if m = n < 18. 
In Section 4 we discuss some applications of the knowledge of Ker R 
gleaned in preceding sections. In particular, a preliminary investigation of a 
two-stage process is described in which, first, a vector in (or close to) the 
solution manifold of Rx = y is found (by whatever process the user prefers), 
and then knowledge of Ker R is used to search in (or close to) the solution 
manifold for a solution satisfying additional constraints. In an appendix we 
give a brief introduction to the analysis of Ker R‘ when the two lines of 
transmitters and receivers are perpendicular (rather than parallel). This is a 
geometry that is common in seismology and generates a so-called vertical 
seismic profile (VSP): The vertical line is associated with a vertical borehole, 
and the horizontal line with the local earth surface. 
1. COLLECTION GEOMETRY AND THE TOMOGRAPHY MATRIX 
We consider the standard model for a two-dimensional problem of 
tomography known in geophysics as “well-to-well” OF “cross borehole” 
tomography. It is assumed that there are two vertical boreholes in the earth 
(see Figure 1) and that signals (usually seismic or electromagnetic waves> 
can be transmitted from any point in one hole and collected by receivers 
which may be placed anywhere in the other hole. 
Transmitters Receivers 
Borehole Borehole 
FIG. 1. Well-to-well geometry. 
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In this paper we concern ourselves with the situation in which the signals 
may be assumed to travel in straight lines. It is also assumed that the 
reciprocal of the velocity of propagation (or “slowness” or “attenuation”) of 
the signals characterizes the materials in the section under investigation. 
Thus, if (t, s) denote space coordinates in the section, we write v(t, s) for the 
local velocity of propagation, and if u denotes distance measured along a line 
segment from source to receiver, we suppose that the “time delay,” 
is recorded for each line segment L. 
To be more specific about the data-collection geometry, it will be 
assumed that signals are transmitted from n equally spaced points in one 
borehole and collected at n similarly placed receivers in the second. This 
determines a vertical rectangular section of the earth, which we break into n 
congruent horizontal strips with a source and receiver at the midpoint of 
each end. A set of nm pixels (elementary rectangular domains) is then 
introduced by dividing the n rectangles defined by location of the sources 
and receivers into m equal vertical strips. This is illustrated in Figure 2, for 
n=3and m=4. 
The discretization is completed by assuming that m and n are chosen 
large enough to assure that the velocity of propagation is effectively constant 
in each pixel. There are therefore mn unknown values of o(s, t) (or its 
reciprocal) to be determined, and by sending signals from every source to 
every receiver, we obtain n2 relations connecting these mn unknowns. 
It should be recognized that this is an ideal data-collection geometry that 
may not be realized in some practical experiments. However, the simple 
geometry has its advantages and its adherents (see [5] and [14], for example). 
It also admits a thorough discussion of the structure of the resulting algebraic 
FIG. 2. Data-collection geometry. 
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FIG. 3. Discretization and numeration with n = 3, m = 4. 
system, as well as discussion of the “ghost images,” some of which will also 
appear in other geometries. See, for example, the different geometries 
adopted in the paper [l], [2], and [3]. 
Let x1,x2 ,..., x,, be the unknowns associated with the pixels and 
arranged row by row starting with the top one, so that x1,. . .,x, correspond 
to the first row of the discretized section, x,, r, . . . , xzm to the second, etc. 
This convection is illustrated in Figure 3 for the case n = 3, m = 4. 
Using this convention, we can write the line integral associated with the 
line segment Lj,k connecting source j with receiver k (1~ j, k < n) in the 
form 
1 
da -= 
L,,k 4t, s) 
E ri(j,k)xiefyj,k. 
i=l 
(1.1) 
where (for fixed j, k) most of the r&j, k) are zero, and when they are 
nonzero they represent the length of the line segment Lj k as it intersects 
the pixel associated with xi. The quantities yji,k (time delays) are collected 
data. The set of n2 equations of the form (1.1) can be expressed as the 
matrix-vector equation 
Rx=y, (1.2) 
where R is n2 x nm and x a vector in [w”” is to be determined. 
The ordering of rows of R is chosen as follows: (1,1),(1,2), . . . , 
(1, n>,(2,1),(2,2), . . . ,(2, n), . . . , (n, l>,(n,2>, . . . ,(n, n), where the first element 
of each ordered pair corresponds to the source number and the second 
element to the receiver number. Both sources and receivers are ordered from 
top to bottom. Thus the k th row of R corresponds to the source-receiver pair 
(i, j) where k = (i - l)n + j. However, note that the subspaces Ker R that 
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we are to investigate are independent of the ordering of the rows of R. We 
adopt the name “tomography matrix” for R. 
Observe that, given n and m, the matrix R is completely determined 
except for a scalar multiple defined by the dimensions of the pixels being 
used. Also, if R,,, is the coefficient matrix for a grid of size n X m, then: 
(a) Rnxm is a square matrix if and only if n = m. 
(b) R,,, is a large matrix by most standards. 
(c) R,,, is sparse. It is easy to see that, although each row of Rnxm has 
length mn, there are not more than m + n - 1 nonzero entries in each row. 
(d) For m > 2, the matrix R,,,, has nontrivial kernel. In particular, 
dimKer R,,, > m - 1 (see Section 2). 
(e) For n 2 2 and m > 2 the matrix R,,, does not have full rank. This 
follows because for 1~ p < n - 1 the sum of the two rows of R,,, for 
projections (p, p) and (p + 1, p + 1) is just a scalar multiple of the sum of the 
two rows for projections (p + 1, p) and (p. p + 1). Thus the row rank of R,,, 
is less than n2. Since the matrix R,,, has nontrivial kernel, the column rank 
is less than nm. This means R,,, is not a full-rank matrix and as a result of 
experimental and modeling errors, the system (1.2) may become inconsistent. 
Let us demonstrate properties (d) and (e) of R,,, for the simplest 
nontrivial cases. 
For n = m = 2 the crossborehole model is indicated in Figure 4(a) and 
the corresponding matrix has the form 
where (Y = &/2. Thus 
Kerbx2 = span([l, -l,l, -l]r) 
For n = 2, m = 3 the model is indicated in Figure 4(b) and the corre- 
sponding matrix is given by 
rl 1 10 0 0 
R 2X3 = I ppoopp 2 z 0 p P yBB,O 000111 
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FIG. 4. (a) Four-pixel model. (b), (c) Six-pixel models. 
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where p = m/3. Now 
Ker Rexa = span 
1 
-1 
0 
1 ’ 
-1 
0 I 
1 
0 
-1 
1 
0 
-1 
1 
-2 
1 
%I 
-1 . 
2 
Finally for n = 3, m = 2 the model is illustrated in Figure 4(c) and the 
matrix is given by 
R 3X2 = 
110000 
aooaoo 
POPPOP 
OacX000 
,o 0 110 0 
0 0 (Y 0 0 (Y 
OPBPPO 
‘0 0 0 (Y (Y 0 
-0 0 0 0 1 1 
where (Y = e/2, p = m/3. Now 
KerR3X2 =span{[l, -l,l, -l,l, -llT). 
2. CHARACTERIZATION OF TWO TYPES OF 
KERNEL ELEMENTS OF TOMOGRAPHY MATRICES 
In this section we construct an orthogonal set of vectors in Ker R,,,,. It 
consists of two types of vectors. In general they do not generate the whole 
kernel. It is convenient to represent vectors x E lWnXtn in the framework of 
the tomography model as n x m matrices: 
Xl 
1: 
x2 
. . . x m 
x,,+1 X 
. . . 
,n f 2 X2,” 
x= . . 
qn-l)m+l 4 
q,-l),n+2 . *. X”,n 
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It is obvious that vectors x which have values 1 in one of the columns, - 1 in 
another column, and zeros elsewhere are elements of Ker R,Xp,Z. We call 
such elements vertical stripes, and the subspace of Ker R,,,, spanned by 
these vectors is denoted by V. 
Let the vectors ejEIWflX”‘, j=I,..., m - 1, be defined by setting values 
in the j th column of ej equal to j, values in the j + Ith column equal to - j, 
and other values equal to zero. Thus, 
ej = 
_i -_i 
j -_i 
0 . . 0 
.i -j 
PROPOSITION 1. Starting with v,, = 0, define recursively vj = ej + vj _ 1 
for j = 1,. . , m - 1. Then (v,?, v,) = 0 ifp # y, and also Y = span{v,, . , v,,~ _ 1). 
Proof. Now 
(-nk(k-1) if j=k-1, 
(ej,ek> = 
- nk(k +l) if j=k+l, 
2nk2 if j=k, 
0 otherwise. 
Suppose p > 9; then 
P Y 
v,=Cei and v4= cek. 
j=l k=l 
Now if q > 2 then 
5 i (ej,ek)=n 5 -k’+k-k2-k+2k2 =O. 
k=2 j-l k=2 I 
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(v,,v,>= f: 2 (ej,ek) 
j=l k=l 
= 2 5 (ej,ek) 
k=l j=l 
= J$l(ej.c,)+ 5 i (ej,ek> 
k=2 j=l 
= 2n” -2n2 = 0. 
It follows that the dimension of span{v,,.. .,v,_i) is m - 1. NOW 
span{v,,v,,...,v,_,}_ p Cs an(e,,e,,..., e,_,}cY, and since dimY=m-1, 
we may conclude that span{v,, v2,. . . , v,,,_ 1} = 3’. n 
In the case m = n = 2, dim Ker R, x2 = 1 and Ker Rzxz is spanned by 
1 -1 
x= 
[ 1 1 -1 
For n > 3 new elements can be found in Ker R, Xm. For n = m = 3 the 
simplest representative of this new type has the form 
More generally, they are defined with the use of the vector 
1 
2 
u= . , H n 
and therefore we call them linear stripes. First let m be even, say m = 2M, 
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and let A 1,. . , A, be real numbers, not all equal to zero, such that Cy+Aj = 0. 
Define uj = A,u, where j = 1,. . . , M; then 
is an element of Ker R,,,. 
Indeed, let xij = h,i and suppose 9 > p. The (p,q) line integral has the 
form 
m 9 
f (p.9)= C C ffijxij3 
j=l i-p 
where there exists a constant c, depending only on the length of intersection 
of the line of integration with each vertical strip, such that for all j, 
c;=paij =c. Now 
f (p,9)= E It “ijxij 
j-1 i= P 
M q m 9 
= C C ff,,h,i + C C aijhji 
j=li=p j=M+1 i=p 
M 9-P 
=c c ap+r,jAj( p + 1) + E 
j=l 1=0 
‘Epaq-r,jAj(4 - ‘) 
j=M+l I=0 
M 9-p M o--r) 
= c -z- “p+l,jAj(P+‘)+ C ‘c’(~p-l,m+l-kAm+l-k(q-Z). 
j=l l=O k=l I=0 
Now Aj = A,,,+l_j for all j, and by symmetry CY~+~ j = (Y~_[ m+l_j, so 
M Y-P 
f (P,Y) = c c ‘Yp+l,jAj(P +’ + 4 - I> 
j=l I=0 
= (P + 4) E Aj 9Epap+l,j 
j=l I=0 
=c(p+q) : A,=O, 
j=l 
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as required. A similar proof applies for 9 < p. We now define the subspace 
_k of Ker R,,, to be the span of all vectors of the form (2.1). 
When n is odd, say n = 2N - 1, then the corresponding vectors in 
Ker RX,, are defined as follows: 
where 
and _.Y is the span of all such vectors x. 
Let k = [i(rn + 111, where [xl is the integer part of X. For j = 1,. . . , k - 1 
define vectors fj E R” X’n by setting the jth column of fj to vj = [ j, Zj, . . . , nj I’, 
the j + lth column to -vj, the (n - j)th column to -vj, and the (n - j + l)th 
column to vj: 
fj = co,. . .) o,vj, -vj,o ,...) 0, -vj,vj,o )..., 01, 
where 
fk+=[O ,...) o,v~_1’-2v~_1,v~_1,0~...‘ol 
if m is odd. The next proposition shows that _zY has dimension k - 1, and 
also how an orthogonal basis for -8 can be found. 
PROPOSITION 2. Starting with y,, = 0, define recursively yj = yj_l + fj 
for j = l,..., k - 1. Then (yP, yq) = 0 zj p f 9, and also _& = 
span{y,,y,,...,yk-l). 
Proof. Let z = C~=li2 = n(n + 1)(2n + 1)/6, and suppose m is even. 
Then 
I 
-2i(i-1)z if j=i-1, 
(fjTfi> = 
-2i(i+l)z if j=i+l, 
4i2z if j=i, 
\O otherwise. 
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Suppose p > q. Now if q > 2 then 
,k 2 (fj,fi) =z 5 -2i2+2i-2i2-2i+4i2 do. 
i=Zj=l [ i=2 1 
Also 
= 5 i (fj,fi) 
i=l j=l 
= i (fj>fl>+ 5 i (fjTfi> 
j=l i=2j=l 
= 2(4-4) = 0. 
It follows that the dimension of spaniy,, . . . , yk _ I) is k - 1. Now 
Since dim _/ = k - 1, it follows that spamy,, y,, . . . ,y&l} = ~8. A similar 
proof applies if m is odd. n 
It follows from the next proposition that Y n 2 = (01. Indeed, we now 
show how to construct an orthogonal basis for the direct sum Yi 2. First 
we have some construction to do. 
Let k =[i(m+l)] and let a=[l,l,...,l]r. For j=l,...,k -2 define 
n+l 
w.=- - - 3 2 [ a ,..., a, ja,O ,..., 0, ja,a,a ,..., a], (2.2) 
where the columns numbered j + 1 and m - j contain - ja. If m is odd, 
then define 
w&l= ?[a ,..., a, -2(k -l)a,a ,..., a], 
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where - 2(k - I>a is contained in the k th column, and when m is even, 
define wk_ i y g b E uation (2.2). Now wj E Y for j = 1,2,. . . , k - 1. Finally, let 
zj=yj-wj for j=I,...,k-1. 
PROPOSITION 3. The m + k -2 vectors 
{X 1,...,x,-1,z1,..., Zk-1) 
form an orthogonal basis for Yi 2. 
Proof If i # j then (yi,yj) = (wi,wj) = (y,,w,) = (yj,wi) = 0. It fol- 
lows that (zi,zj) = 0. Now each zj has the property that the sum of each 
column is zero, that is, CY=~(Z~)~,~ = 0. If v E Y then (zj,v) = 0 and (zj,xi) 
= 0 for all j = 1, . , k - 1 and i = 1, . . . , m - 1. Now 
dim(span{x,, . . . ,x,,_~, zl,. . . , z,_,)) = m + k - 2 = dim(Y i -8) and 
span{x, ,..., x,_i,zi ,..., zk_i)CYiJ. n 
It follows from the above proposition that for n > 2, m > 3, 
m+l 
dimKerR>m-2+ - 
[ 1 2 . 
3. DISCUSSION OF THE REMAINING PART OF Ker R 
It can be shown that for n = m < 6, Ker R, xn = 3’4 __f. This follows 
from the data of Table 1. 
The dimensions of V and _/ are given by Propositions 1 and 2 respec- 
tively. The dimension of Ker R, Xn is computed by counting the number of 
zero singular values. The singular-value decomposition was computed on a 
CYBER 205 computer in double precision, and because of an obvious gap 
between positive and near-zero singular values (due to rounding-error accu- 
mulation), we can have confidence in the computed dimensions of Ker R,,,. 
TABLE 1 
n dim Y dim -8 dimKer R,,, 
2 1 0 1 
3 2 1 3 
4 3 1 4 
5 4 2 6 
6 5 2 7 
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n dim Y 
7 6 
8 7 
9 8 
10 9 
11 10 
12 11 
13 12 
14 13 
15 14 
16 15 
17 16 
18 17 
19 18 
20 19 
TABLE 2 
dim _/ dim & dimKer R,,, 
3 2 11 
3 4 14 
4 2 14 
4 4 17 
5 6 21 
5 8 24 
6 8 26 
6 8 27 
7 12 33 
7 16 38 
8 22 46 
8 24 49 
9 22 52 
9 28 56 
The reliability of the computation is apparent up to size n = 20. The 
dimensions of Ker R,,, are presented in Table 2 for n = 7,. . . ,20. They 
indicate that for n = m > 7, elements different from vertical and linear 
stripes appear in Ker R,,,. These new elements include what are called 
here midrange edge effects, and they occur because in the data-collection 
geometry used here relatively few rays cross the midrange pixels at the top 
and bottom of the array. Nonzero entries in such elements are adjacent to 
each other and are located near the middle of the top or bottom rows. There 
are two such independent elements in the case n = m = 7, as follows: 
There are four such independent elements in the case n = m = 8: 
x= 
-0 0 a -a -b b 0 0' 
000 0 0 0 0 0 
000 0 0 0 0 0 
000 0 0 0 0 0 
000 0 0 0 0 0 
000 0 0 0 0 0 
000 0 0 0 0 0 
-0 0 c -c -d d 0 0 
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For any n we denote by &’ the subspace spanned by such midside 
elements, which we have been able to construct by ad hoc methods with the 
property that 
(Wi_f)n&4={0}. 
The dimensions of W, 2, and & are listed in Table 2. We find that 
dim(Y-l-i+i)=dimKerR,,, for 2 < n < 18 and n = 20, so a basis for 
the kernel of R is known in these cases. As one might expect, midrange 
kernel elements become more difficult to enumerate as n increases. Never- 
theless, taking advantage of Propositions 1, 2, and 3, an orthogonal basis for 
the kernel of R has been constructed for n = 10 and can in principle be 
constructed for any n between 2 and 18. This extension of the orthogonal 
basis for Yi _.Y (described in Proposition 3) to an orthogonal basis for 
Y-i- 2 i & has been done in an ad hoc way, and a systematic procedure 
valid for any n has not been discovered. 
Vectors of Ker R n xR2 that are not in Yi _/ i & can be constructed in 
some cases. We present two examples in cases when m > n. 
(1) Reflector elements. Let n = 3 and m = 6. Then 
-1000 0 
0000 0 
0 0 0 1 -1 1 
is an element of Ker RzX6. It is possible to show that such elements are in 
Ker R, X,I, whenever m satisfies the inequality 4(n - 2) < m < 4(n - 1). 
(2) Isolation block elements. Let n = 4, m = 8. Then 
i 
0 0000000 
a -a 0 0 0 0 0 0 
xc 
0 0000000 
0 0000000 I 
is in Ker Rdxs. Such elements with a block [a, a2 . . . aj] contained in one 
of the rows of x with I$= la i = 0 and all other elements of x set to zero also 
occur for other values of n < m. 
Finally we would like to propose several conjectures based on computer 
experiments with modest-size tomography matrices. 
(1) If m is held fixed and n increases, then for all n > m, dimKer Rnxnl. 
= dimKer R,x,. 
(2) If n is held fixed and m increases, then there exists a stabilizing 
integer M such that, for m > M, rank R, Xm = rank RnXM. 
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(3) Asymptotically, as n + 00, the dimension of Ker R,,, exceeds kn2 for 
some k > 0 and all sufficiently large n. 
4. APPLICATIONS OF THE KERNEL STRUCTURE 
In this section we describe three possible applications of the characteriza- 
tion of elements of the kernel of the tomography matrix as developed above. 
First let us briefly describe one of the standard techniques used for the 
solution of the system of equations 
Rx=y, 
where R is the tomography matrix, y is the collected projection data 
corresponding to line integrals, and x is the vector of unknown attenuations 
of pixels in the discretized model as presented in Section 1. This technique is 
known as the algebraic reconstruction technique (ART) (see [S], [6]). It is an 
iterative process of the form 
X ‘+l= Ax" +b, s=o,1,2 )..., (4.1) 
where x0 is any vector in Iw” ““, 
rT,...,rf are the rows of R, and b is a fixed vector expressed in terms of 
elements of R and y. The iterates xs always converge, and in case the system 
Rx = y is consistent they converge to its minimal-norm solution. Moreover, 
lim s --rm xs = i is the same for any choice of x0 in the row space of R, 
spa&F, . . . , rf], which we refer to as Im RT, the image, or range, of RT. In 
this case X is also in the row space. 
1. 
The first application of the kernel structure of R simply takes advantage 
of the observation that if? is a computed reconstruction at distance 6 from 
the manifold of solutions (in the consistent case), or manifold of vectors 
minimizing (1 Rx-y I( (in th e consistent case), then 6 is the same for any 
vector Z + x0 where x0 E Ker R (see Figure 6 below). Here, we suggest an ad 
hoc procedure for doing this to incorporate additional information not used in 
the computation of si. Note that % may be found by the above ART algorithm, 
one of its variants, regularization, or any other algorithm. 
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(a (bl 
(dl 
.’ 
FIG. 5. (a> Original object. (b) Best approximate solution predicted by the ART 
algorithm. (cl The image of(b) plus a kernel element. (d) The image of the algorithm 
(4.31 using boundary data. 
In the context of the geophysical problem, it is possible that some 
information about the section between boreholds is available and can be 
expressed in terms of elements of Ker R. (For example, as proposed in [2], 
knowledge of vertical fractures may be incorporated in this way.> This is used 
to generate x0 and is added to ;G, with a view to enhancing the image. If X is 
generated by the ART process described above, one may add this vector x0 
after the ART iteration is terminated, or the same effect may be produced by 
using x0 as the initial vector x0 = x0 in (4.1). 
Let us consider a synthetic example. A 10 X 10 array of pixels is indicated 
in Figure 5(a) with prescribed “densities” or “slowness” at the levels 0, i, 
and 1 as indicated by the depth of shading. Using the corresponding vector R 
and the precisely known elements of R, we compute y = Rji. Then we use 
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TABLE 3 
DATA FOR 10 x 10 IMAGES OF FIGURE 5. 
0.329 0.012 - 0.027 - 0.156 -0.156 
0.212 0.188 - 0.029 - 0.126 - 0.242 
0.155 0.258 0.045 0.362 0.190 
0.142 0.267 0.567 0.345 0.681 
0.135 0.256 0.566 0.851 0.692 
0.128 0.237 0.560 0.358 0.716 
0.127 0.214 0.049 0.371 0.244 
0.127 0.174 0.019 - 0.114 - 0.207 
0.149 0.115 - 0.035 -0.101 -0.128 
0.199 - 0.018 -0.011 - 0.085 - 0.085 
- 0.169 
- 0.244 
0.185 
0.682 
0.694 
0.717 
0.244 
- 0.203 
- 0.127 
- 0.076 
-0.169 - 0.014 0.039 0.312 
- 0.148 - 0.022 0.207 0.207 
0.353 0.043 0.264 0.161 
0.345 0.561 0.263 0.150 
0.855 0.562 0.250 0.139 
0.362 0.561 0.231 0.130 
0.374 0.053 0.211 0.125 
-0.108 0.02 0.169 0.122 
- 0.084 - 0.042 0.104 0.149 
- 0.076 - 0.020 - 0.035 0.209 
0.179 -0.138 0.073 
0.062 0.038 0.071 
0.005 0.108 0.145 
- 0.008 0.117 0.667 
- 0.015 0.106 0.666 
- 0.022 0.087 0.660 
- 0.023 0.064 0.149 
- 0.023 0.024 0.119 
- 0.001 - 0.035 0.065 
0.049 - 0.168 0.089 
(b) Data for Figure 5(c) 
- 0.056 
- 0.026 
0.462 
0.445 
0.951 
0.458 
0.471 
- 0.014 
- 0.001 
0.015 
- 0.056 - 0.069 - 0.069 
-0.142 -0.144 - 0.048 
0.290 0.285 0.453 
0.781 0.782 0.445 
0.792 0.794 0.955 
0.816 0.817 0.462 
0.344 0.344 0.474 
-0.107 - 0.103 - 0.008 
- 0.028 - 0.027 0.016 
0.015 0.024 0.024 
0.086 - 0.111 
0.078 0.057 
0.143 0.114 
0.661 0.113 
0.662 0.100 
0.661 0.081 
0.153 0.061 
0.121 0.019 
0.058 - 0.046 
0.080 - 0.185 
0.162 
0.057 
0.011 
0.000 
- 0.011 
- 0.020 
- 0.025 
- 0.028 
- 0.001 
0.059 
(c) Data for Figure 5(d) 
0.000 0.549 0.015 - 0.364 - 0.364 - 0.379 - 0.379 0.036 0.547 0.000 
0.000 0.250 0.149 -0.112 - 0.403 - 0.423 -0.110 0.154 0.253 0.000 
0.000 0.131 0.021 0.426 0.287 0.265 0.440 0.018 0.133 0.000 
0.000 0.050 0.513 0.426 0.872 0.858 0.438 0.515 0.048 0.000 
0.000 0.023 0.477 0.962 0.888 0.882 0.966 0.484 0.017 0.000 
0.000 0.037 0.482 0.446 0.905 0.912 0.441 0.479 0.043 0.000 
0.000 0.065 - 0.023 0.431 0.392 0.408 0.417 - 0.019 0.066 0.000 
0.000 0.134 - 0.003 - 0.048 - 0.203 - 0.181 - 0.062 0.000 0.131 0.000 
0.000 0.161 0.137 - 0.097 - 0.304 - 0.286 - 0.097 0.126 0.163 0.000 
0.000 0.396 0.029 - 0.272 - 0.272 - 0.258 - 0.258 0.005 0.394 0.000 
(a) Data for Figure 5(b) 
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the ART algorithm to find j7, which appears pictorially in Fig. S(b). (The 
negative and zero densities appear as unshaded pixels, so the representation 
is misleading in this respect.) The numerical values for X are tabulated in 
Table 3(a) to three decimal places. The reconstruction is poor, due to the 
limited angles of observation, as experience leads one to expect. The “smear- 
ing” of the objective in the lines of the projections is typical. 
Now we observe that, comparing Figure 5(a) and (b), the errors seem to 
be dominated by a vertical-stripe pattern (see Section 2). So an ad hoc kernel 
element is constructed with densities - 0.15 in the first and last two columns 
of pixels and +O.lO in the six central columns. The result is again a solution 
of the consistent system Rx = y. It is shown in Figure 5(c) and Table 3(b), 
and is visibly a better representation of the original object. 
It can be objected that the improved image is obtained only because we 
know what object we are trying to re-create. However, prior information can 
be used in a similar way. For example, a vertical-stripe kernel element can 
be anticipated in the reconstruction whenever there is a strong contrast in 
densities between the center and the vertical boundaries of the whole 
picture. 
Before discussing the next application, note that, knowing an orthogonal 
basis for Ker R, it is not difficult to compute the orthogonal projection of any 
vector onto Ker R, or onto its orthogonal complement Im RT (see Section 5.8 
of [ll], for example). For this purpose, it is not necessary to compute the 
projection matrix explicitly; only the orthogonal basis vectors for Ker R are 
stored, and each projection is computed as required. 
If P is the orthogonal projection matrix onto Im RT, then Z - P is the 
orthogonal projection onto Ker R. Thus, P will project any solution (or 
least-squares solution in the inconsistent case) onto the solution (least-squares 
solution, respectively) of minimal euclidean norm. Thus, for consistent sys- 
tems ART will produce the minimal-norm solution X, and if x is the desired 
solution, then x- ji is necessarily in Ker R. Note that for the following 
application, (only), a basis for the whole of Ker R is required. For example, 
this is available in the cases m = n < 18 of Section 3. 
2. 
As a second application of the kernel structure we consider some modifi- 
cations of the ART algorithm. A full discussion can be found in the book of 
Herman [8] and includes smoothing, constraining, and weighting of the 
iterates x’. However, these modifications will generally drive xs out of the 
space Im RT on which A [of Equation (4.1)] is contractive and so produces 
convergence. It is plausible, therefore, that the projection of xs back onto 
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Im Rr after such modification will have a positive effect on the convergence 
of ART to its limit in Im RT. 
Let us take a specific example. Let Q denote the (nonlinear) con-straining 
operator which sets to zero all negative entries of a vector and leaves the 
nonnegative entries unchanges. If Q is applied after each sweep of the 
algorithm (4.0, we obtain the iterative process: given z”, let 
Z S+l=Q(A~S+b), s=o,1,2 ).... (4.2) 
Then the sequence {z”)~=, will not generally be in Im RT, and if there is 
reason to believe that the required image is represented by a vector that is 
in Im RT, then we may take advantage of the projector P and generate a 
sequence {~‘)~=,, in Im RT as follows: Given 5’ in Im RT, let 
5 s+l = PQ(A&$ +b), s=o,1,2 ,... . (4.3) 
It can be shown that both sequences {zSl and (5”) converge, and the proofs 
will be published elsewhere (see [lo]). In Figure 5(d) and Table 3(c) we 
illustrate the use of the algorithm (4.3) with the image further enhanced by 
the use of the boundary data that the density, or slowness, at the vertical 
boundaries is zero. 
3. 
As a final proposal suppose (for simplicity) that the system Rx = y is 
consistent. We are to find the solution which is also nonnegative (i.e., x > 0, 
Solution 
IflIRT 
FIG. 6. The solution manifold. 
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or Qx = x) and for which (1 x[I is minimal. It is shown in [lo] that, in the 
algorithm (4.2), zS + z, where z >/.O, and Rz = y, although ((zI( is not neces- 
sarily minimal. We assume that, using any algorithm whatever, a solution z of 
Rx = y .is determined to sufficient accuracy (see Figure 6). The idea here is 
similar to that of the first application, but a systematic search is made to find 
a vector x,, in Ker R such that z +x, is a solution satisfying the nonnegative 
constraint. 
Define the (full-rank) matrix V whose columns are an orthonormal basis 
for Ker R. Then UTU = I,, where v is the dimension of Ker R, and P = 
I - UU T, Also, every solution of Rx = y can be written in the form x = z - Vg 
for some 5 in R’“. Now the condition x 2 0 is equivalent to Vg < z. SO we 
obtain the minimization problem with inequality constraints: 
min IlUt - 41, c={~EW(Ug<z}. (4.4) 
SEC 
FIG. 7. Optimizing along the solution manifold. 
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This is a problem of modest size and complexity when compared to 
formulation of the original task as a constrained minimization problem: 
The supplementary problem (4.4) is also in a form where standard algorithms 
can be applied (see [71, 1181, [121, and [4]) and (in that context) has the 
remarkable feature that the same matrix appears in the functional to be 
minimized and in the definition of the constraint set C. However, there is a 
danger that if z is not determined with sufficient accuracy, then the con- 
straints may be inconsistent. The algorithms of the NAG library are suffi- 
ciently robust to produce some answers in spite of this (see [7]). Two such 
“improved’ solutions are shown in Figure 7(a) and (b) and are produced by 
the use of two different starting vectors in the iterative solution of (4.4). 
Recall that these should be compared with Figure 5(a) (the image we want to 
reproduce) and Figure 5(b) [th e representation of the vector z in (4.411. 
These improvements are substantial enough to suggest that further research 
and experimentation are justified. 
APPENDIX. WELL-TO-SURFACE TOMOGRAPHY MATRICES 
In this appendix we give a brief survey of results obtained for the (more 
complex) geometry resulting from signals transmitted from a vertical bore- 
hole to a horizontal surface (or vice versa>. This is the VSP (vertical seismic 
profile) geometry of geophysics (see Ivansson [S], for example). We examine 
the case of n transmitters and n receivers regularly spaced as indicated in 
Figure 8 for n = 4. The same discretization for the medium is used as for the 
well-to-well geometry. The reason for this is that one may wish to superim- 
pose the two arrays of receivers in some experiments. 
FIG. 8. Well-to-surface geometry. 
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TABLE 4 
Dimension of Ker R 
n d 
6 1 
7 0 
8 1 
9 2 
10 3 
11 3 
12 5 
13 5 
14 7 
15 9 
16 8 
17 9 
18 12 
19 13 
20 14 
FIG. 9. A kernel element when n = 6. 
FIG. 10. Kernel elements for 4 X 8 array. 
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It is clear that in a well-to-surface situation only $(n + 1) pixels are 
sampled, so we obtain a system of equations Rx = y in which x is a vector of 
$n(n + 1) unknowns while the system includes n2 scalar equations, i.e., R 
has size n2 X $(n + 1). Not surprisingly, the kernel of R is more modest 
than in the well-to-well case. However, there is a nontrivial kernel as long as 
n > 8. In Table 4 we give an experimental determination of the dimension of 
the kernel of R, say d. In Figure 9 we show a nonzero kernel element 
associated with the case n = 6. 
An example of two nonzero kernel elements for 4 transmitters and 8 
receivers is given in the 4 X 8 array of Figure 10, where (a = 3, b = - 1, 
c = 0) and (a = 0, b = 5, c = - 3) produce independent kernel elements. 
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