We provide a new robust convergence analysis of the well-known power method for computing the dominant singular vectors of a matrix that we call the noisy power method. Our result characterizes the convergence behavior of the algorithm when a significant amount noise is introduced after each matrix-vector multiplication. The noisy power method can be seen as a meta-algorithm that has recently found a number of important applications in a broad range of machine learning problems including alternating minimization for matrix completion, streaming principal component analysis (PCA), and privacy-preserving spectral analysis. Our general analysis subsumes several existing adhoc convergence bounds and resolves a number of open problems in multiple applications:
Introduction
can enter the computation through a variety of sources including sampling error, missing entries, adversarial corruptions and privacy constraints. It is desirable to have one robust method for handling a variety of cases without the need for ad-hoc analyses. In this paper we consider the noisy power method, a fast general purpose method for computing the dominant singular vectors of a matrix when the target matrix can only be accessed through inaccurate matrix-vector products. Figure 1 describes the method when the target matrix A is a symmetric d × d matrix-a generalization to asymmetric matrices is straightforward. The algorithm starts from an initial matrix X 0 ∈ R d×p and iteratively attempts to perform the update rule X → AX . However, each such matrix product is followed by a possibly adversarially and adaptively chosen perturbation G leading to the update rule X → AX + G . It will be convenient though not necessary to maintain that X has orthonormal columns which can be achieved through a QR-factorization after each update. The noisy power method is a meta algorithm that when instantiated with different settings of G and X 0 adapts to a variety of applications. In fact, there have been a number of recent surprising applications of the noisy power method:
1. Jain et al. [JNS13, Har14] observe that the update rule of the well-known alternating least squares heuristic for matrix completion can be considered as an instance of NPM. This lead to the first provable convergence bounds for this important heuristic.
2. Mitgliakas et al. [MCJ13] observe that NPM applies to a streaming model of principal component analysis (PCA) where it leads to a space-efficient and practical algorithm for PCA in settings where the covariance matrix is too large to process directly.
3. Hardt and Roth [HR13] consider the power method in the context of privacy-preserving PCA where noise is added to achieve differential privacy.
In each setting there has so far only been an ad-hoc analysis of the noisy power method. In the first setting, only local convergence is argued, that is, X 0 has to be cleverly chosen. In the second setting, the analysis only holds for the spiked covariance model of PCA. In the third application, only the case p = 1 was considered.
In this work we give a completely general analysis of the noisy power method that overcomes limitations of previous analyses. Our result characterizes the global convergence properties of the algorithm in terms of the noise G and the initial subspace X 0 . We then consider the important case where X 0 is a randomly chosen orthonormal basis. This case is rather delicate since the initial correlation between a random matrix X 0 and the target subspace is vanishing in the dimension d for small p. Another important feature of the analysis is that it shows how X converges towards the first k p singular vectors. Choosing p to be larger than the target dimension leads to a quantitatively stronger result. Theorem 2.4 formally states our convergence bound. Here we highlight one useful corollary to illustrate our more general result. log(dτ/ε)) so that after L steps we have that (I − X L X L )U ε.
The corollary shows that the algorithm converges in the strong sense that the entire spectral norm of U up to an ε error is contained in the space spanned by X L . To achieve this the result places two assumptions on the magnitude of the noise. The total spectral norm of G must be bounded by ε times the separation between σ k and σ k+1 . This dependence on the singular value separation arises even in the classical perturbation theory of Davis-Kahan [DK70] . The second condition is specific to the power method and requires that the noise term is proportionally smaller when projected onto the space spanned by the top k singular vectors. This condition ensures that the correlation between X and U that is initially very small is not destroyed by the noise addition step. If the noise term has some spherical properties (e.g. a Gaussian matrix), we expect the projection onto U to be smaller by a factor of
In the case where p = k + Ω(k) this is precisely what the condition requires. When p = k the requirement is stronger by a factor of k. This phenomenon stems from the fact that the smallest singular value of a random p × k gaussian matrix behaves differently in the square and the rectangular case.
We demonstrate the usefulness of our convergence bound with several novel results in some of the aforementioned applications.
Application to memory-efficient streaming PCA
In the streaming PCA setting we receive a stream of samples
Our goal is to compute the dominant k eigenvectors of the covariance matrix A = E z∼D zz . The challenge is to do this in space linear in the output size, namely O(kd). Recently, Mitgliakas et al. [MCJ13] gave an algorithm for this problem based on the noisy power method. We analyze the same algorithm, which we restate here and call SPM:
The algorithm can be executed in space O(pd) since the update step can compute the d × p matrix A X −1 incrementally without explicitly computing A . The algorithm maps to our setting by defining G = (A − A)X −1 . With this notation Y = AX −1 + G . We can apply Corollary 1.1 directly once we have suitable bounds on G and U G .
The result of [MCJ13] is specific to the spiked covariance model. The spiked covariance model is defined by an orthonormal basis U ∈ R d×k and a diagonal matrix Λ ∈ R k×k with diagonal entries λ 1 λ 2 · · · λ k > 0. The distribution D(U , Λ) is defined as the normal distribution N(0, (U Λ 2 U + σ 2 Id d×d )). Without loss of generality we can scale the examples such that λ 1 = 1. One corollary of our result shows that the algorithm outputs X L such that (I − X L X L )U ε with probability 9/10 provided p = k + Ω(k) and the number of samples satisfies
Previously, the same bound 1 was known with a quadratic dependence on k in the case where p = k. Here we can strengthen the bound by increasing p slightly.
While we can get some improvements even in the spiked covariance model, our result is substantially more general and applies to any distribution. The sample complexity bound we get varies according to a technical parameter of the distribution. Roughly speaking, we get a near linear sample complexity if the distribution is either "round" (as in the spiked covariance setting) or is very well approximated by a k dimensional subspace. To illustrate the latter condition, we have the following result without making any assumptions other than scaling the distribution: Corollary 1.2. Let D be any distribution scaled so that Pr { z > t} exp(−t) for every t 1. Let U represent the top k eigenvectors of the covariance matrix E zz and σ 1 · · · σ d 0 its eigenvalues. Then, SPM invoked with p = k + Ω(k) outputs a matrix X L such with probability 9/10 we have
The corollary establishes a sample complexity that's linear in d provided that the spectrum decays quickly, as is common in applications. For example, if the spectrum follows a power law so that σ j ≈ j −c for a constant c > 1/2, the bound becomes n =Õ(k 2c+2 d/ε 2 ).
Application to privacy-preserving spectral analysis
Many applications of singular vector computation are plagued by the fact that the underlying matrix contains sensitive information about individuals. A successful paradigm in privacypreserving data analysis rests on the notion of differential privacy which requires all access to the data set to be randomized in such a way that the presence or absence of a single data item is hidden. The notion of data item varies and could either refer to a single entry, a single row, or a rank-1 matrix of bounded norm. More formally, Differential Privacy requires that the output distribution of the algorithm changes only slightly with the addition or deletion of 1 That the bound stated in [MCJ13] has a σ 6 dependence is not completely obvious. There is a O(σ 4 ) in the numerator and log((σ 2 + 0.75λ 2 k )/(σ 2 + 0.5λ 2 k )) in the denominator which simplifies to O(1/σ 2 ) for constant λ k and σ 2 1. a single data item. This requirement often necessitates the introduction of significant levels of noise that make the computation of various objectives challenging. Differentially private singular vector computation has been studied actively since the work of Blum et al. [BDMN05] . There are two main objectives. The first is computational efficiency. The second objective is to minimize the amount of error that the algorithm introduces.
In this work, we give a fast algorithm for differentially private singular vector computation based on the noisy power method that leads to nearly optimal bounds in a number of settings that were considered in previous work. The algorithm is described in Figure 3 . It's a simple instance of NPM in which each noise matrix G is a gaussian random matrix scaled so that the algorithm achieves (ε, δ)-differential privacy (as formally defined in Definition 4.1). It is easy to see that the algorithm can be implemented in time nearly linear in the number of nonzero entries of the input matrix (input sparsity). This will later lead to strong improvements in running time compared with several previous works.
1. Let X 0 be a random orthonormal basis and put
We first state a general purpose analysis of PPM that follows from Corollary 1.1. 
When p = k + Ω(k) the trailing factor becomes a constant. If p = k it creates a factor k overhead. In the worst-case we can always bound X ∞ by 1 since X is an orthonormal basis. However, in principle we could hope that a much better bound holds provided that the target subspace U has small coordinates. Hardt and Roth [HR12, HR13] suggested a way to accomplish a stronger bound by considering a notion of coherence of A, denoted as µ(A). Informally, the coherence is a well-studied parameter that varies between 1 and n, but is often observed to be small. Intuitively, the coherence measures the correlation between the singular vectors of the matrix with the standard basis. Low coherence means that the singular vectors have small coordinates in the standard basis. Many results on matrix completion and robust PCA crucially rely on the assumption that the underlying matrix has low coherence [CR09, CT10, CLMW11] (though the notion of coherence here will be somewhat different).
Theorem 1.4. Under the assumptions of Theorem 1.3, we have the conclusion
Hardt and Roth proved this result for the case where p = 1. The extension to p > 1 lost a factor of √ d in general and therefore gave no improvement over Theorem 1.3. Our result resolves the main problem left open in their work. The strength of Theorem 1.4 is that the bound is essentially dimension-free under a natural assumption on the matrix and never worse than our worst-case result. It is also known that in general the dependence on d achieved in Theorem 1.3 is best possible in the worst case (see discussion in [HR13] ) so that further progress requires making stronger assumptions. Coherence is a natural such assumption. The proof of Theorem 1.4 proceeds by showing that each iterate X satisfies X ∞ O( µ(A) log(d)/d) and applying Theorem 1.3. To do this we exploit a non-trivial symmetry of the algorithm that we discuss in Section 4.3.
Other variants of differential privacy. Our discussion above applied to (ε, δ)-differential privacy under changing a single entry of the matrix. Several works consider other variants of differential privacy. It is generally easy to adapt the power method to these settings by changing the noise distribution or its scaling. To illustrate this aspect, we consider the problem of privacy-preserving principal component analysis as recently studied by [CSS12, KT13] . Both works consider an algorithm called exponential mechanism. The first work gives a heuristic implementation that may not converge, while the second work gives a provably polynomial time algorithm though the running time is more than cubic. Our algorithm gives strong improvements in running time while giving nearly optimal accuracy guarantees as it matches a lower bound of [KT13] up to aÕ( √ k) factor. We also improve the error dependence on k by polynomial factors compared to previous work. Moreover, we get an accuracy improvement of O(
for the case of (ε, δ)-differential privacy, while these previous works only apply to (ε, 0)-differential privacy. Section 4.2 provides formal statements.
Related Work
Numerical Analysis. One might expect that a suitable analysis of the noisy power method would have appeared in the numerical analysis literature. However, we are not aware of a reference and there are a number of points to consider. First, our noise model is adaptive thus setting it apart from the classical perturbation theory of the singular vector decomposition [DK70] . Second, we think of the perturbation at each step as large making it conceptually different from floating point errors. Third, research in numerical analysis over the past decades has largely focused on faster Krylov subspace methods. There is some theory of inexact Krylov methods, e.g., [SS07] that captures the effect of noisy matrix-vector products in this context. Related to our work are also results on the perturbation stability of the QR-factorization since those could be used to obtain convergence bounds for subspace iteration. Such bounds, however, must depend on the condition number of the matrix that the QR-factorization is applied to. See Chapter 19.9 in [Hig02] and the references therein for background. Our proof strategy avoids this particular dependence on the condition number.
Streaming PCA. PCA in the streaming model is related to a host of well-studied problems that we cannot survey completely here. We refer to [ACLS12, MCJ13] for a thorough discussion of prior work. Not mentioned therein is a recent work on incremental PCA [BDF13] that leads to space efficient algorithms computing the top singular vector; however, it's not clear how to extend their results to computing multiple singular vectors.
Privacy. There has been much work on differentially private spectral analysis starting with Blum et al. [BDMN05] who used an algorithm known as Randomized Response which adds a single noise matrix N either to the input matrix A or the covariance matrix AA . This approach appears in a number of papers, e.g. [MM09] . While often easy to analyze it has the disadvantage that it converts sparse matrices to dense matrices and is often impractical on large data sets. Chaudhuri et al. [CSS12] and use the so-called exponential mechanism to sample approximate eigenvectors of the matrix. The sampling is done using a heuristic approach without convergence polynomial time convergence guarantees in the first case and using a polynomial time algorithm in the second. Both papers achieve a tight dependence on the matrix dimension d (though the dependence on k is suboptimal in general). Most closely related to our work are the results of Hardt and Roth [HR13, HR12] that introduced matrix coherence as a way to circumvent existing worst-case lower bounds on the error. They also analyzed a natural noisy variant of power iteration for the case of computing the dominant eigenvector of A. When multiple eigenvectors are needed, their algorithm uses the well-known deflation technique. However, this step loses control of the coherence of the original matrix and hence results in suboptimal bounds. In fact, a rank(A) factor is lost.
2 Convergence of the noisy power method 
Convergence argument
We will make use of a non-recursive expression for the principal angles, defined in terms of the set P k of p × p projection matrices Π from p dimensions to k dimensional subspaces:
Claim 2.2. Let U ∈ R d×k have orthonormal columns and X ∈ R d×p have independent columns, for p k. Then
Fix parameters 1 k p d. In this section we consider a symmetric d × d matrix A with singular values σ 1 σ 2 · · · σ d . We let U ∈ R d×k contain the first k eigenvectors of A. Our main lemma shows that tan θ k (U , X) decreases multiplicatively in each step.
Lemma 2.3. Let U contain the largest k eigenvectors of a symmetric matrix A ∈ R d×d , and let
for some ε < 1. Then
Proof. Let Π * be the matrix projecting onto the smallest k principal angles of X, so that
We have that
Similarly, and using that 1/ cos θ 1 + tan θ for any angle θ,
Plugging back into (1) and using σ k = σ k+1 + 4∆,
where the last inequality uses that the weighted mean of two terms is less than their maximum. Finally, we have that
because the left hand side is a weighted mean of the components on the right. Since
σ k+1 +4∆ ) 1/4 = (σ k+1 /σ k ) 1/4 , this gives the result.
We can inductively apply the previous lemma to get the following general convergence result.
Theorem 2.4. Let U represent the top k eigenvectors of the matrix A and γ = 1 − σ k+1 /σ k . Suppose that the initial subspace X 0 and noise G is such that
at every stage , for some ε < 1/2. Then there exists an
Proof of Theorem 2.4. We will see that at every stage of the algorithm,
so Lemma 2.3 applies at every stage. This means that
iterations the tangent will reach ε and remain there. Observing that
gives the result.
Random initialization
The next lemma essentially follows from bounds on the smallest singular value of gaussian random matrices [RV09] .
Lemma 2.5. For an arbitrary orthonormal U and random subspace X, we have
Proof. Consider the singular value decomposition U X = AΣB of U X. Setting Π to be matrix projecting onto the first k columns of B, we have that
. 
with the desired probability. Rescaling τ gets the result.
With this lemma we can prove the corollary that we stated in the introduction.
Proof of Corollary 1.1. By Claim 2.5, with the desired probability we have tan θ k (U , X 0 )
. Rescale τ and apply Theo-
3 Memory efficient streaming PCA
Our goal is to compute the dominant k eigenvectors of the covariance matrix A = E z∼D zz . The challenge is to do this with small space, so we cannot store the d 2 entries of the sample covariance matrix. We would like to use O(dk) space, which is necessary even to store the output. The streaming power method (Figure 2 , introduced by [MCJ13] ) is a natural algorithm that performs streaming PCA with O(dk) space. The question that arises is how many samples it requires to achieve a given level of accuracy, for various distributions D. Using our general analysis of the noisy power method, we show that the streaming power method requires fewer samples and applies to more distributions than was previously known.
We analyze a broad class of distributions:
is (B, p)-round if for every p-dimensional projection P and all t 1 we have Pr z∼D { z > t} exp(−t) and Pr z∼D P z > t · Bp/d exp(−t) .
The first condition just corresponds to a normalization of the samples drawn from D. Assuming the first condition holds, the second condition always holds with B = d/p. For this reason our analysis in principle applies to any distribution, but the sample complexity will depend quadratically on B.
Let us illustrate this definition through the example of the spiked covariance model studied by [MCJ13] . The spiked covariance model is defined by an orthonormal basis U ∈ R d×k and a diagonal matrix Λ ∈ R k×k with diagonal entries Let U ∈ R d×k be an orthonormal basis for the eigenvectors corresponding to the first k eigenvalues of A. Then, the streaming power method SPM returns an orthonormal basis X ∈ R d×p such that tan θ(U , X) ε with probability 9/10 provided that SPM receives n samples from D for some n satisfying
k). More generally, for all p k one can get the slightly stronger result
Instantiating with the spiked covariance model gives the following:
Corollary 3.3. In the spiked covariance model D(U , Λ) the conclusion of Theorem 3.2 holds for p = 2k with
ε 2 · dk . We can apply Theorem 3.2 to all distributions that have exponentially concentrated norm by setting B = d/p. This gives the following result.
Corollary 3.4. Let D be any distribution scaled such that Pr z∼D [ z > t] exp(−t) for all t 1.

Then the conclusion of Theorem 3.2 holds for p = 2k with
If the eigenvalues follow a power law, σ j ≈ j −c for a constant c > 1/2, this gives an n = O(k 2c+2 d/ε 2 ) bound on the sample complexity.
Error term analysis
Fix an orthonormal basis X ∈ R d×k . Let z 1 , . . . , z n ∼ D be samples from a distribution D with covariance matrix A and consider the matrix
where A = 1 n n i=1 z i z i is the empirical covariance matrix on n samples. Then, we have that AX = AX + G. In other words, one update step of the power method executed on A can be expressed as an update step on A with noise matrix G. This simple observation allows us to apply our analysis of the noisy power method to this setting after obtaining suitable bounds on G and U G . 
Proof. We will use a matrix Chernoff bound to show that
n log d gives the result. However, matrix Chernoff inequality requires the distribution to satisfy a norm bound with probability 1. We will therefore create a closely related distributionD that satisfies such a norm constraint and is statistically indistinguishable up to small error on n samples. We can then work withD instead of D. This truncation step is standard and works because of the concentration properties of D.
Indeed, letD be the distribution obtained from D be replacing a sample z with 0 if
For sufficiently large constant C, it follows from the definition of (B, p)-round that the probability that one or more of n samples from D get zeroed out is at most 1/n 2 . In particular, the two product distributions D (n) andD (n) have total variation distance at most 1/n 2 . Furthermore, we claim that the covariance matrices of the two distributions are at most O(1/n 2 ) apart in spectral norm. Formally,
In the first inequality we use the fact that z only gets zeroed out with probability 1/n 2 . Conditional on this event, the norm of z is larger than tC log(n) with probability at most n 2 exp(− 1 2 tC log n) exp(−t). Assuming the norm is at most tC log(n) we have zz t 2 C 2 log 2 (n) and this bounds the contribution to the spectral norm of the difference. Now letG be the error matrix defined as G except that we replace the samples z 1 , . . . , z n by n samplesz 1 , . . . ,z n from the truncated distributionD. By our preceding discussion, it now suffices to show that
To see this, let S i =z iz i X. We have
Similarly,
The claims now follow directly from the matrix Chernoff bound stated in Lemma A.4.
Proof of Theorem 3.2
Given Lemma 3.5 we will choose n such that the error term in each iteration satisfies the assumptions of Theorem 2.4. Let G denote the instance of the error term G arising in the -th iteration of the algorithm. We can find an n satisfying
such that by Lemma 3.5 we have that with probability 1 − O(1/n 2 ),
Here we used that by definition 1/n ε and 1/n σ k −σ k+1 and so the 1/n 2 term in Lemma 3.5 is of lower order. With this bound, it follows from Theorem 2.4 that after L = O(log(d/ε)/(1 − σ k+1 /σ k )) iterations we have with probability 1 − max{1, L/n 2 } that tan θ(U , X L ) ε. The over all sample complexity is therefore
Here we used that 1 − σ k+1 /σ k = (σ k − σ k+1 )/σ k . This concludes the proof of Theorem 3.2.
3.3 Proof of Lemma 3.6 and Corollary 3.4 Recall, that D is the normalization term. Let P be any projection operator onto a k-dimensional space. Then,
By rotational invariance of g , we may assume that P is the projection onto the first k coordinates. Hence, P g is distributed like the norm of N(0, σ 2 /D) k . Using standard tail bounds for the norm of a gaussian random variables, we can see that P z 2 = O(t(kλ 2 1 + kσ 2 )/D) with probability 1 − exp(−t). On the other hand, D = Θ(
. We can now solve for B by setting
Corollary 3.4 follows by plugging in the bound on B and the eigenvalues of the covariance matrix into our main theorem.
Proof of Corollary 3.4.
In the spiked covariance model D(U , Λ) we have
Plugging this bound into Theorem 3.2 gives Corollary 3.4.
Privacy-preserving singular vector computation
In this section we prove our results about privacy-preserving singular vector computation. We begin with a standard definition of differential privacy, sometimes referred to as entry-level differential privacy, as it hides the presence or absence of a single entry.
Definition 4.1 (Differential Privacy). A randomized algorithm M : R d×d → R (where R is some arbitrary abstract range) is (ε, δ)-differentially private if for all pairs of matrices A, A ∈ R d×d differing in only one entry by at most 1 in absolute value, we have that for all subsets of the range S ⊆ R, the algorithm satisfies:
The definition is most meaningful when A has entries in [0, 1] so that the above definition allows for a single entry to change arbitrarily within this range. However, this is not a requirement for us. The privacy guarantee can be strengthened by decreasing ε > 0.
For our choice of σ in Figure 3 the algorithm satisfies (ε, δ)-differential privacy as follows easily from properties of the Gaussian distribution. See, for example, [HR13] for a proof. It is straightforward to prove Theorem 1.3 by invoking our convergence analysis of the noisy power method together with suitable error bounds. The error bounds are readily available as the noise term is just gaussian.
Proof of Theorem 1.3. Let m = max X ∞ . By Lemma A.2 the following bounds hold with probability 99/100:
.
By Corollary 1.1, if we also have that max
for a sufficiently large constant τ, then we will have that
after the desired number of iterations, giving the theorem. Otherwise,
Low-rank approximation
Our results readily imply that we can compute accurate differentially private low-rank approximations. The main observation is that, assuming X L and U have the same dimension, tan θ(U , X L ) α implies that the matrix X L also leads to a good low-rank approximation for A in the spectral norm. In particular
Moreover the projection step of computing X L X L A can be carried out easily in a privacypreserving manner. It is again the ∞ -norm of the columns of X L that determine the magnitude of noise that is needed. Since A is symmetric, we have X A = (AX) . Hence, to obtain a good low-rank approximation it suffices to compute the product AX L privately as AX L + G L . This leads to the following corollary. 
There is an (ε, δ)-differentially private algorithm that given A and k, outputs a rank 2k matrix B such that with probability 9/10,
TheÕ-notation hides the factor O log(log(d)/γ) .
Proof. Apply Theorem 1.3 with p = 2k and run the algorithm for L + 1 steps with L = O(γ −1 log d). This gives the bound
Moreover, the algorithm has computed
By definition of the algorithm and Lemma A.2, we have
Given that the α-term gets multiplied by σ 1 , this bound on G L is of lower order and the corollary follows.
Principal Component Analysis
Here we illustrate that our bounds directly imply results for the privacy notion studied by Kapralov and Talwar [KT13] . The notion is particularly relevant in a setting where we think of A as a sum of rank 1 matrices each of bounded spectral norm. Proof. The first claim follows from the privacy proof in [HR12] . We sketch the argument here for completeness. Let D be any matrix with D 2 1 (thought of as A−A in Definition 4.4) and let x = 1 be any unit vector which we think of as one of the columns of X = X −1 . Then, we have Dx D · x 1, by definition of the spectral norm. This shows that the " 2 -sensitivity" of one matrix-vector multiplication in our algorithm is bounded by 1. It is well-known that it suffices to add Gaussian noise scaled to the 2 -sensitivity of the matrix-vector product in order to achieve differential privacy. Since there are kL matrix-vector multiplications in total we need to scale the noise by a factor of √ kL. The second claim follows analogously. Here however we need to scale the noise magnitude to the " 1 -sensitivity" of the matrix-vector product which be bound by √ n using CauchySchwarz. The claim then follows using standard properties of the Laplacian mechanism.
Given the previous lemma it is straightforward to derive the following corollaries. There is an algorithm that given a A and parameter k, preserves (ε, δ)-differentially privacy under unit spectral norm changes and outputs a rank 2k matrix B such that with probability 9/10,
TheÕ-notation hides the factor O log(log(d)/γ) .
Proof. The proof is analogous to the proof of Corollary 4.3.
A similar corollary applies to (ε, 0)-differential privacy.
Corollary 4.7. Let A ∈ R d×d be a symmetric matrix with singular values σ 1 . . . σ d and let
There is an algorithm that given a A and parameter k, preserves (ε, δ)-differentially privacy under unit spectral norm changes and outputs a rank 2k matrix B such that with probability 9/10,
Proof. We invoke PPM with p = 2k and Laplacian noise with the scaling given by Lemma 4.5 so that the algorithm satisfies (ε, 0)-differential privacy. Specifically, G ∼ Lap(0, λ) d×p where
3. Indeed, with probability 99/100, we have
We can now plug these error bounds into Corollary 1.1 to obtain the bound
Repeating the argument from the proof of Corollary 4.3 gives the stated guarantee for low-rank approximation.
The bound above matches a lower bound shown by Kapralov and Talwar [KT13] up to a factor ofÕ( √ k). We believe that this factor can be eliminated from our bounds by using a quantitatively stronger version of Lemma A.3. Compared to the upper bound of [KT13] our algorithm is faster by a more than a quadratic factor in d. Moreover, previously only bounds for (ε, 0)-differential privacy were known for the spectral norm privacy notion, whereas our bounds strongly improve when going to (ε, δ)-differential privacy.
Dimension-free bounds for incoherent matrices
The guarantee in Theorem 1.3 depends on the quantity X ∞ which could in principle be as small as √ 1/d. Yet, in the above theorems, we use the trivial upper bound 1. This in turn resulted in a dependence on the dimensions of A in our theorems. Here, we show that the dependence on the dimension can be replaced by an essentially tight dependence on the coherence of the input matrix. In doing so, we resolve the main open problem left open by Hardt and Roth [HR13] . The definition of coherence that we will use is formally defined as follows.
Definition 4.8 (Matrix Coherence). We say that a matrix A ∈ R d×d with singular value decomposition A = U ΣV has coherence
Here U ∞ = max ij |U ij | denotes the largest entry of U in absolute value.
Our goal is to show that the ∞ -norm of the vectors arising in PPM is closely related to the coherence of the input matrix. We obtain a nearly tight connection between the coherence of the matrix and the ∞ -norm of the vectors that PPM computes.
Theorem 4.9. Let A ∈ R d×d be symmetric. Suppose NPM is invoked on A, and L n, with each G sampled from N (0, σ 2 ) d×p for some σ > 0. Then, with probability 1 − 1/n,
We may write any column x of X as x = The previous theorem states that no matter what the scaling of the Gaussian noise is in each step of the algorithm, so long as it is Gaussian the algorithm will maintain that X has small coordinates. We cannot hope to have coordinates smaller than µ(A)/d, since eventually the algorithm will ideally converge to U . This result directly implies the theorem we stated in the introduction.
Proof of Theorem 1.4. The claim follows directly from Theorem 1.3 after applying Theorem 4.9 which shows that with probability 1 − 1/n,
Proofs of supporting lemmas
We will now establish Lemma 4.13 and Lemma 4.14 that were needed in the proof of the previous theorem. For that purpose we need some basic symmetry properties of the QR-factorization.
To establish these properties we recall the Gram-Schmidt algorithm for computing the QRfactorization. 
The first states that the Gram-Schmidt operation commutes with an orthonormal transformation of the input. Note that A and O commute, since they share the same eigenbasis by the assumption of the lemma. This is what we needed to prove.
The previous lemmas lead to the following result characterizing the distribution of signs of inner products between the columns of X and the eigenvectors of A. Note that O is an orthonormal transformation. Clearly, any column Ox of OX satisfies the conclusion of the lemma, since u i , Ox = z i u i , x . Since the Gaussian distribution is rotationally invariant, we have that OG and G follow the same distribution. In particular, denoting by Y the matrix computed by the algorithm if OG 0 , . . . , OG were chosen, we have that Y and X are identically distributed. Finally, by Lemma 4.12, we have that Y = OX . By our previous observation this means that Y satisfies the conclusion of the lemma. As Y and X are identically distributed, the claim also holds for X .
We will use the previous lemma to bound the ∞ -norm of the intermediate matrices X arising in power iteration in terms of the coherence of the input matrix. We need the following large deviation bound. The claim follows by taking a union bound over all d entries of X.
