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Be 1 ief，チャネルキャパシティにもとづく量的情報流(織率分布μ とプログラム M のシャノンエント
ロビー，最小エントロビー，推測エントロビー， Be 1 ief，チャネルキャパシティにもとづく量的情
報流をそれぞれ， SE [μ] (M) , ME [μ] (M) , GE [μ] (M) , BE [μ) (M) , CC (M) と書く)を紹介する.また，
困難さの指標である検証複雑性理論の k-safety という概念と計算複雑性クラスについて説明する.
第 3 章比較問題の困難性
第 2 章で紹介した 5 つの量的情報流の定義にもとづく比較問題の困難性を，同じく第 2 章で紹介
した計算複雑性クラスと検証複雑性理論の悶難さの尺度を用いて議論している.検証困難性につい















































Cerny ら [CSF' 11] は，我々と同様に量的情報流の計算複雑性を研究した.彼らは，下限値と
expl ici t-state なフログラムを受け取りその定義した量的情報流が下限値以上かを判定する問題




X=ME I X=GE X=cc 
X[U](M)話q k-safety でない
X[U]伽)孟q (q 固定) k-safety でない k-safety 
〉 μ.X[μ]ωの三五q k-safety でない / Vμ.X[μ](M)三五q (q 固お k-safety 
表 4: 上限問題の計算複雑性のまとめ
X=SE X=ME I X=GE X=cc 
X[U]伽)三五q PP 困難
X[U](M)孟q (q 固定) オープン| coNP 困難 coNP 完全
Vμ.X[μ](M)三五q PP 困難 レ/Vμ.X[μ](附三五q (q 固定。 coNP 完全
解析の困難さを明らかにした.
・ ほ的情報流の自動解析手法
Heusser と Malacar i a [ACSAC' 10] はチャネルキャパシティにもとづく上限問題をモデル検査器で
解く手法を提案しいくつかのプログラムを検証した.彼らの手法は我々が提案したチャネルキャパ
ティにもとづく上限問題を解く手法と同じである.



































第 3 章では，与えられた 2 つのフログラムのどちらがより多くの機密情報を漏洩するかを
判定する量的情報流の比較問題の困難性を議論している.量的情報流の定義として既存研究
で提案されている 5 つの尺度のそれぞれについて，困難性の尺度である計算複雑性クラス，




る量的情報流の上限問題の困難性を議論している.第 3 章と同様に，量的情報流の 5 つの尺
度のそれぞれについて，計算複雑性および検証複雑性の両面から網羅的に困難性を議論して
おり，重要な成果である.
第 5 章では 3 章および4章の問題設定を変更した場合の困難性について議論している.
具体的には，機密情報のサイズを固定した場合，およびフログラムにルーフが含まれる場合
についての計算複雑性および、検証複雑性を議論しており， 3 章および4 章の結果を補完する，
重要な成果である.
第 6 章では，関連研究について議論している.
第 7 章は結論である.
以上要するに本論文は，量的情報流解析の困難性についての網羅的な結果を示すことによ
って量的情報流の尺度の選択および解析の自動化についての知見を与えるものであり，情報
基礎科学および、情報セキュリティ理論の発展に寄与するところが少なくない.
よって，本論文は博士(情報科学)の学位論文として合格と認める.
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