Purpose: To investigate the feasibility of the autoregressive moving average (ARMA) model for quantiˆcation of cerebral blood ‰ow (CBF) with dynamic susceptibility contrastenhanced magnetic resonance imaging (DSC-MRI) in comparison with deconvolution analysis based on singular value decomposition (DA-SVD).
Introduction
Magnetic resonance imaging (MRI) techniques that measure cerebral perfusion have become increasingly important. Compared with methods using single photon emission computed tomography (SPECT) or positron emission tomography (PET), quantiˆcation of cerebral perfusion with dynamic MRI has the advantages of improved spatial resolution, no patient exposure to ionizing radiation, and the opportunity to combine morphological and functional information during a single imaging session. 1 The use of an intravascular contrast agent in combination with dynamic susceptibility contrastenhanced MRI (DSC-MRI) to measure cerebral perfusion is an attractive approach, although not completely straightforward. 1 For quantiˆcation, in terms of absolute values, of perfusion parameters such as cerebral blood ‰ow (CBF) and cerebral blood volume (CBV) with DSC-MRI, the arterial input function (AIF) of the contrast agent entering the tissue must be determined.
in the brain. 8, 9 Deconvolution can be performed with several methods, and an algebraic approach based on SVD has been shown to be one of the most reliable. 8, 9 Recently, Neyran et al. 10 presented a method for mapping quantitative parameters-such as regional myocardial blood ‰ow (rMBF), regional myocardial blood volume (rMBV) and mean transit time-with the autoregressive moving average (ARMA) model. They reported that functional maps of the two parameters, rMBF and rMBV, were robustly and quickly obtained with the ARMA model. This model comprises parametric modeling of a dynamic system based on input and output observations. The ARMA model, however, has not yet been applied to quantiˆcation of CBF with DSC-MRI, and the feasibility of this model is not clear when applied to quantiˆcation of CBF with DSC-MRI. Therefore, the purpose of this study was to investigate the feasibility of the ARMA model for quantiˆcation of CBF with DSC-MRI in comparison with deconvolution analysis based on SVD (DA-SVD).
Materials and Methods

Simulation of AIF
The simulations were set up in the same fashion as those reported by Ostergaard et al. 8, 9 and Vonken et al. 11 First, the time-dependent concentration of AIF [CAIF(t )] was modeled as a gammavariate function, i.e.,
where t0 is the contrast arrival time, and a and b are shape parameters that depend on the vascular architecture and blood ‰ow. A recirculation was added consisting of a copy of the above function with a delay of td, which was convolved using an exponential with a time constant of tr. The parameters used in this study were t0＝10 s, a＝3.0, b＝1.5 s, td＝8 s and tr＝30 s. Second, we used a linear relationship between the vascular concentration of the paramagnetic contrast agent and the observed T2*.
12,13
The MR signal intensity at time t [ S (t )] was consequently modeled as
where R2*(t ) and TE are the reciprocal of T2* at time t and the echo time, respectively. 12, 13 In the present study, S0 and TE were taken as 400 and 30 ms, respectively. 6 Before injection of the contrast agent, a base level of R2 *＝ 10 s -1 was assumed, and the R2 * in the arterial pixels was assumed to change as a function of time, according to k×CAIF(t ), where k is the proportionality constant between the change in R2*( DR2*) and the concentration of the contrast agent, chosen to give DR2*＝256 s -1 during peak enhancement, as done by Vonken et al.
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Simulated signal-time curves were generated in the form of dynamic images (64 frames with a time step of 1.0 s). Gaussian noise was then added to give signal-to-noise ratios (SNRs) ranging from 10 to 100. The SNR is given as follows:
where s is the standard deviation of the noise generated from normally distributed random numbers with zero mean and unit variance. Finally, the AIF was obtained by converting the resulting signal-time curve into a concentration-time curve with the following equation:
12,13
where C (t ) and Sp denote the concentration of the contrast agent at time t and the precontrast (baseline) signal, respectively. In this simulation, Sp was obtained by averaging the precontrast signal. In the present study, kh was set to 1.0 for simplicity. R(t ) is the residue function, which is the relative amount of contrast agent in the VOI in an idealized perfusion experiment, where a unit area bolus is instantaneously injected [ R(0)＝1] and subsequently washed out by perfusion [ R (/) ＝0]. In this simulation, we used three diŠerent models for R (t ), as done by Ostergaard et al. 8 
Exponential Residue Function
This residue function is
This function describes the vasculature as a single, well-mixed compartment.
Triangular Residue Function
This function describes an intermediate model between a single, well-mixed compartment and a model of parallel capillaries with equal transit times and``plug ‰ow.''
Box-shaped Residue Function
This function describes a vascular bed with``plug ‰ow'' where the capillaries are in parallel with equal length and mean transit times.
In the above equations, MTT denotes the mean transit time and is given by CBV W CBF. The CVOI(t ) was obtained from eq. (5) for the true AIF given by eq. (1) and various CBF and CBV values, and was converted into the MR signal intensity with eq. (2) in the same manner as in the simulation of AIF. Finally, Gaussian noise was added to the resulting MR signal intensity with eq. (3), which was again converted into a concentration-time curve with eq. (2).
Quantiˆcation of CBF Quantiˆcation of CBF with the ARMA Model
The general discrete form of an ARMA model with input, CAIF(tk ), and output, CVOI(tk ), is given by (9) where CAIF(tk ) and CVOI(tk ) represent the concentration of AIF and that in the VOI at time tk (k＝1, …, N), respectively, and aj ( j＝1, …, n) and bi ( i ＝0, …, m) are constants. m and n are also constants, providing model order. Equation (9) can be given in matrix form as
( 1 0 ) where In the above equation, CAIF(tk) and CVOI(tk) were assumed to be zero when kÃ0. The least-squares solution of eq. (10) yields the coe‹cients aj ( j＝1, …, n) and bi (i＝0, …, m). Finally, we obtained the impulse response function from CVOI(tk) in eq. (9) by setting CAIF(t1)＝1 and CAIF(tk)＝0 for k»1.
10
The CBF was obtained from the maximum value of the impulse response function thus obtained. ) show the mean and the standard deviation (SD) of the estimated CBF values against the SNR, respectively. In these cases, CBF and cerebral blood volume (CBV) were assumed to be 60 mlW 100 g W min and 4 ml W 100 g, respectively. The exponential residue function [R(t)] was assumed, and the eŠects of delay and dispersion in arterial input function (AIF) were neglected.  for m＝1 and n＝ 1,  for m＝1 and n＝2, # for m＝1 and n＝3, $ for m＝1 and n＝4,  for m ＝2 and n＝2 and  for m＝3 and n＝2. 
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Before applying the ARMA model, CAIF(t) and CVOI(t) were processed with an averagingˆlter having a weight of [0.25 0.5 0.25]. Unless speciˆ-cally stated, m and n were taken as 1 and 2, respectively.
Quantiˆcation of CBF with DA-SVD For comparison, CBF was also quantiˆed with DA-SVD. The details of this approach have been described elsewhere. 8 In this approach, the elements in the diagonal matrix obtained by SVD are set to zero when they are smaller than the threshold value given beforehand. In this study, the threshold value was taken as 0.15. As in the ARMA model, CAIF(t) and CVOI(t) were processed with an averagingˆlter having a weight of [0.25 0.5 0.25] before DA-SVD was applied.
Simulation of Delay and Dispersion in AIF
As pointed out by Calamante et al., 14 measuring the true AIF [CAIF(t)] for each pixel is not practical; therefore, it is usually estimated from a major vessel such as the internal carotid artery or middle cerebral artery. As a result, the estimated AIF may undergo a delay and dispersion during its passage from the point of measurement to the particular pixel of tissue. A delay was simulated by adding a delay time (d) to t0 in eq. (1) . The eŠect of dispersion was taken into account by convolving CAIF(t) with a vascular transport function h(t ) from the site of measurement to the given pixel. In the present study, h(t ) was given by
where t is the dispersion constant.
Statistical Analysis
A Monte Carlo simulation of 1,000 runs was performed for each condition. The mean and the standard deviation (SD) of the estimated CBF values for 1,000 runs were calculated.
Results
First, we investigated the optimal order of the ARMA model. Figure 1 shows an example of the relationship between the SNR and the CBF value estimated using the ARMA model with various model orders. Figures 1(a) and 1(b) show the mean and the SD of the estimated CBF values against the SNR, respectively. In these cases, CBF and CBV were assumed to be 60 ml W 100 g W min and 4 ml W 100 g, respectively. The residue function was assumed to be exponential, and the eŠects of delay and dispersion in AIF were neglected. As shown in Fig. 1(a) , the overestimation of the estimated CBF value increased considerably with the increase in m value. When m＝1 and n＝2, the estimated CBF value was closest to the assumed value at each SNR except for an SNR of 10. As shown in Fig. 1(b) , when the SNR exceeded 40, the SD of the estimated CBF value decreased with an increasing n value. (f ) show the results obtained with deconvolution analysis based on singular value decomposition (DA-SVD) for SNRs of 10, 30 and 100, respectively. In these cases, CBV was assumed to be 4 ml W 100 g. The eŠects of delay and dispersion in AIF were neglected. The symbols , $ and  indicate cases in which R(t) was assumed to be exponential, triangular and box-shaped, respectively. The error bar represents the SD for 1,000 simulations. When the SNR was lower than 30, the SD was smallest at m＝1 and n＝2. , CBF and CBV were assumed to be 60 ml W 100 g W min and 4 ml W 100 g, respectively, while in (c) and (d) they were assumed to be 25 ml W 100 g W min and 2 ml W 100 g, respectively. The eŠects of delay and dispersion in AIF were neglected. The symbols , $ and  indicate cases in which R(t) was assumed to be exponential, triangular and box-shaped, respectively. The error bar represents the SD for 1,000 simulations. 90 K. Murase et al.
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between the assumed CBF value and that estimated with DA-SVD for SNRs of 10, 30 and 100, respectively. In these cases, CBV was assumed to be 4 ml W 100 g, and the eŠects of delay and dispersion in AIF were neglected. Although the ARMA model considerably overestimated CBF at an SNR of 10, it estimated CBF more accurately than DA-SVD at an SNR of 100 for the exponential or triangular residue function. For the box-shaped residue function, the estimated CBF value was always larger than that for the exponential or triangular residue function in both the ARMA model and DA-SVD. Figures 3(a) and 3(c) show the relationship between the SNR and the CBF value estimated with the ARMA model for a CBF of 60 ml W 100 g W min and a CBV of 4 ml W 100 g simulating the gray matter and for a CBF of 25 ml W 100 g W min and a CBV of 2 ml W 100 g simulating the white matter, while Figs. 3(b) and 3(d) show the relationship between the SNR and the CBF value estimated with DA-SVD for CBFs of 60 ml W 100 g W min and 25 ml W 100 g W min and CBVs of 4 ml W 100 g and 2 ml W 100 g, respectively. In these cases, the eŠects of delay and dispersion in AIF were neglected. In general, the ARMA model was more sensitive to the SNR than was DA-SVD. Although both the ARMA model and DA-SVD tended to overestimate CBF at a low SNR, the extent of CBF overestimation in the ARMA model was greater than that in DA-SVD, and it was more prominent at lower CBFs. When the SNR was higher than approximately 50, the ARMA model estimated CBF more accurately than did DA-SVD for the exponential or triangular residue function, which corresponds to the results shown in Fig. 2 . (d) show the results obtained with DA-SVD. In (a) and (b) CBF was assumed to be 60 ml W 100 g W min, while in (c) and (d) it was assumed to be 25 mlW 100 g W min. The SNR was taken as 30, and the eŠects of delay and dispersion in AIF were neglected. The symbols , $ and  indicate cases in which R(t) was assumed to be exponential, triangular and box-shaped, respectively. The error bar represents the SD for 1,000 simulations. CBF value estimated with DA-SVD for a CBF of 60 ml W 100 g W min and 25 ml W 100 g W min, respectively. In these cases, the SNR was taken as 30 and the eŠects of delay and dispersion in AIF were neglected. With the ARMA model, the estimated CBF value showed a greater change according to CBV for the box-shaped residue function than for the exponential or triangular residue function.
Figures 5(a) and 5(c) show the relationship between the delay time (d) in AIF and the CBF value estimated with the ARMA model for CBFs of 60 ml W 100 g W min and 25 ml W 100 g W min, and CBVs of 4 ml W 100 g and 2 ml W 100 g, respectively, while Figs. 5(b) and 5(d) show the relationship between d and the CBF value estimated with DA-SVD for CBFs of 60 ml W 100 g W min and 25 ml W 100 g W min, respectively. In these cases, the SNR was taken as 30 and the eŠect of dispersion in AIF was neglected. The CBF value estimated by the ARMA model decreased with increasing d. In contrast, the CBF value estimated by DA-SVD decreased at a delay of 1-2 s and oscillated thereafter.
Figures 6(a) and 6(c) show the relationship between the dispersion constant (t) in AIF and the CBF value estimated with the ARMA model for CBFs of 60 ml W 100 g W min and 25 ml W 100 g W min, and CBVs of 4 ml W 100 g and 2 ml W 100 g, respectively, while Figs. 6(b) and 6(d) show the relationship between t and the CBF value estimated with DA-SVD for CBFs of 60 ml W 100 g W min and 25 ml W 100 g W min, and CBVs of 4 mlW 100 g and 2 ml W 100 g, respectively. In these cases, the SNR was taken as 30 and the eŠect of delay in AIF was neglected. With the ARMA model, the estimated CBF value decreased with an increase in t in a manner similar to that of DA-SVD.
Discussion
In this study, we described simulations per- In (a) and (b) CBF and CBV were assumed to be 60 ml W 100 g W min and 4 ml W 100 g, respectively, while in (c) and (d) they were assumed to be 25 ml W 100 g W min and 2 ml W 100 g, respectively. The SNR was taken as 30, and the eŠect of dispersion in AIF was neglected. The symbols , $ and  indicate cases in which R(t) was assumed to be exponential, triangular and box-shaped, respectively. The error bar represents the SD for 1,000 simulations.
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formed to investigate the feasibility of the ARMA model for quantiˆcation of CBF with DSC-MRI in comparison with DA-SVD. In particular, we focused on the robustness against the SNR, change in CBV, and delay and dispersion in AIF. The ARMA model is a linear algebraic technique without any direct curve-ˆtting and a limited number of parameters. This model assumes only a linear diŠerential relation between the concentration of AIF and that in the VOI. 10 Thus, it is faster than DA-SVD and simpler in terms of computational complexity. 10 In our case, the ARMA model was faster than DA-SVD by a factor of approximately 50. The robustness in deconvolution can be achieved by the introduction of constraints. With DA-SVD, constraints were introduced by a threshold of the singular values prior to inversion. With the ARMA model, constraints were introduced by the choice of the model order [m and n in eq. (9)]. This model order is generally determined empirically for the more robust estimation of parameters. We then investigated the optimal model order from the CBF values estimated by the ARMA model with various orders for various SNRs (Fig. 1) . As shown in Fig. 1 , CBF was considerably overestimated at a large m value; furthermore, the SD increased with increasing m value, indicating that m should be taken as small. On the other hand, the SD decreased with increasing n value for an SNRAE40, reaching the minimum at n ＝2 for an SNRÃ30 [ Fig. 1(b) ]. The mean CBF value was closest to the assumed value at m＝1 and n＝2 [ Fig. 1(a) ]. These results suggest that the model order of m＝1 and n＝2 was appropriate. Thisˆnding agreed with that reported by Neyran et al. 10 Neyran et al. 10 applied the ARMA model to quantiˆcation of rMBF. One major diŠerence that , CBF and CBV were assumed to be 60 ml W 100 g W min and 4 ml W 100 g, respectively, while in (c) and (d) they were assumed to be 25 mlW 100 g W min and 2 ml W 100 g, respectively. The SNR was taken as 30, and the eŠect of delay in AIF was neglected. The symbols , $ and  indicate cases in which R(t) was assumed to be exponential, triangular and box-shaped, respectively. The error bar represents the SD for 1,000 simulations.
we should consider in its application to CBF quantiˆcation appears to be the physiological range of blood ‰ow. The physiological range of rMBF is from 0 to approximately 400 ml W 100 g W min, while that of CBF is from 0 to approximately 100 ml W 100 g W min. Neyran et al. 10 reported that with ‰owsº100 ml W 100 g W min, rMBF was well estimated by DA-SVD and was overestimated by the ARMA model. At higher ‰ows, rMBF began to be underestimated by DA-SVD. The maximum reachable value for DA-SVD was 123±26 ml W 100 g W min. With the ARMA model, rMBF was overestimated up to 250 mlW 100 g W min and slightly underestimated thereafter. Our simulation results (Figs. 2 and 3) indicated that the ARMA model was more sensitive to the SNR than was DA-SVD. As shown in Fig. 3 , the ARMA model markedly overestimated CBF when the SNR was lower than approximately 50. However, when the SNR exceeded approximately 50, the ARMA model estimated CBF more accurately than did DA-SVD for the exponential or triangular residue function. In general, the SNR depends on the pulse sequence used. Calamante et al. 14 reported that the typical SNR values obtained in vivo were 36 and 30 for gray and white matter, respectively. Recently, the sensitivity-encoding (SENSE) technique has been developed to enhance the performance of MRI by means of arrays of multiple receiver coils. 15 This technique is expected to improve the SNR. Thus, incorporating this technique would enhance the usefulness of the ARMA model.
In many practical cases, a change in CBF is accompanied by a change in CBV. However, in patients with ischemic stroke, especially in the acute phase, abnormally increased CBV values are often observed. 16 Thus, we investigated the robustness against the change in CBV (Fig. 4) . Although the CBF value estimated by DA-SVD tended to increase with increasing CBV, the dependency of the ARMA model on CBV was somewhat diŠerent from that of DA-SVD (Fig. 4) . With the ARMA model, the estimated CBF value showed a greater change depending on CBV for the box-shaped residue function than for the exponential or triangular residue function. When the residue function was assumed to be exponential, the change in the CBF value estimated by the ARMA model was somewhat smaller than that by DA-SVD for the studied range of CBV. However, our results suggest that we should carefully interpret the estimated CBF values in such diseased tissues with abnormally increased CBV in both the ARMA model and DA-SVD.
Calamante et al.
14 investigated the eŠects of delay and dispersion in AIF on the accuracy of the perfusion parameters obtained by DA-SVD. They reported that the CBF was underestimated up to a delay of 1.5-2.0 s, thereafter oscillating around a 35z underestimation. The maximum CBF underestimation obtained with the simulated delayed data was 40z for a delay of approximately 2 s. An equivalent underestimation is very quickly reached with a dispersion of 1.5-2 s, but in the case of dispersion, this continues to increase further as dispersion increases. We also investigated the eŠects of delay and dispersion in AIF on the accuracy of the CBF values estimated by the ARMA model and DA-SVD (Figs. 5 and 6 ). With DA-SVD, the results obtained in this study were very similar to those reported by Calamante et al. 14 However, the eŠect of a delay in AIF on the ARMA model was quite diŠerent from that on DA-SVD. As shown in Fig. 5 , the ARMA model was signiˆcantly aŠected by the delay in AIF and the estimated CBF value decreased with increasing delay time in AIF. As for the dispersion in AIF, the ARMA model was aŠected in a manner similar to DA-SVD (Fig. 6) .
As pointed out by Calamante et al., 14 while the error introduced by the delay can be corrected with information on the arrival time of the bolus, the correction for the dispersion is less straightforward and requires a model for the vasculature. Ostergaard et al. 17 incorporated a more complicated vascular model into a DSC-MRI study in an eŠort to account for the eŠect of delay and dispersion in AIF. In that study, they applied a modiˆed version of the vascular model described by Kroll et al. 18 The vasculature was modeled as a major feeding artery (with aˆxed relative dispersion and a delay determined by its volume fraction) in a series with small parallel vessels (considered as simple delay lines) with relative ‰ows and weights according to a given ‰ow heterogeneity. This method could be used to correct for the dispersion, but further validation will be necessary. Recently, Alsop et al. 19 have proposed a method to measure the AIF local to each voxel in order to minimize dispersion eŠects. This method will be useful for the detection and correction of signiˆcant distortions in AIF. Investigation and implementation of these methods will be the subjects of a future study.
In conclusion, we investigated the feasibility of the ARMA model for quantiˆcation of CBF with DSC-MRI in comparison with DA-SVD. We believe that this study will contribute to a better understanding of the usefulness and limitations of the ARMA model when applied to quantiˆcation of CBF with DSC-MRI.
