A sample of 37 Galactic, 10 LMC and 6 SMC cepheids is compiled for which individual metallicity estimates exist and BV IK photometry in almost all cases. The Galactic cepheids all have an individual distance estimate available. For the MC objects different sources of photometry are combined to obtain improved periods and mean magnitudes. A multiparameter Period-Luminosity relation is fitted to the data which also solves for the distance to the LMC and SMC. When all three galaxies are considered, without metallicity effect, a significant quadratic term in log P is found, as previously observed and also predicted in some theoretical calculations. For the present sample it is empirically determined that for log P < 1.65 linear P L-relations may be adopted, but this restricts the sample to only 4 LMC and 1 SMC cepheid. Considering the Galactic sample a metallicity effect is found in the zero point in the V IW K P L-relation (−0.6 ± 0.4 or −0.8 ± 0.3 mag/dex depending on the in-or exclusion of one object), in the sense that metal-rich cepheids are brighter. The small significance is mostly due to the fact that the Galactic sample spans a narrow metallicity range. The error is to a significant part due to the error in the metallicity determinations and not to the error in the fit. Including the 5 MC cepheids broadens the observed metallicity range and a metallity effect of about −0.27 ± 0.08 mag/dex in the zero point is found in V IW K, in agreement with some previous empirical estimates, but now derived using direct metallicity determinations for the cepheids themselves.
Introduction
The importance of the cepheid Period-Luminosity relation (P L-relation) has long been recognised and is the basis of the determination of the Hubble constant by Mould et al. (2000) and Freedman et al. (2001) . The most important uncertainties in this derivation are the zero point of the P L-relation based on an adopted distance modulus (DM) to the LMC, and the adopted metallicity correction. Mould et al. (2000) and Freedman et al. (2001) adopt corrections in the Wesenheitindex (W = V − 2.55(V − I)) of −0.24 ± 0.16 and −0.2 ± 0.2 mag/dex, respectively. This metallicity effect is important as the galaxies surveyed by the HST Key Project span a factor of 30 in oxygen abundance (Ferrarese et al. 2000) .
Theoretical pulsation models lead to different results: linear models (e.g. Sandage et al. 1999 , Alibert et al. 1999 , Baraffe & Alibert 2001 ) predict a moderate dependence, while nonlinear convective models (Bono et al. 1999 , Caputo et al. 2000 predict a larger dependence, and in the sense that metal-rich cepheids are fainter (see Table 7 in Groenewegen & Oudmaijer 2000 , for values at typical periods). Recently, Fiorentino et al. (2002) suggested that there is also a dependence on the Helium abundance. On the observational side the results seem to indicate consistently that metal-rich cepheids are brighter, and various estimates have been given in the literature, −0.88 ± 0.16 mag/dex (BRI bands, Gould 1994; ) , −0.44 +0.1 −0.2 mag/dex (V R bands, Sasselov et al. 1997) , −0.24 ± 0.16 mag/dex (V I bands, Kochanek 1997), −0.14 ± 0.14 mag/dex (V I bands, Kennicutt et al. 1998 ), −0.25 ± 0.05 mag/dex (V I bands, Kennicutt et al. 2003) , and −0.21±0.19 in V , −0.29±0.19 in W ,−0.23±0.19 in I,−0.21±0.19 mag/dex in K (Storm et al. 2004 ). The potential drawback or caveat is that no individual abundance determinations of individual cepheids are being used in these studies but rather abundances of nearby HII regions, or even a mean abundance of the entire galaxy.
The present paper aims at investigating the metallicity dependence from the observational side, but using cepheid individual metallicity determinations. This has become possible because of advances in abundance determinations for the Galaxy (Fry & Carney 1997 , Andrievsky et al. 2002a ,b,c, Luck et al. 2003 and LMC (Luck et al. 1998) , as well as recent advances in individual distance estimates for Galactic cepheids based on surface-brightness relations (Fouqué et al. 2003) , a Bayesian statistical analysis to solve the surface-brightness equations (Barnes et al. 2003) , direct measurement of distances based on combining radial velocity data with interferometric observations (Kervella et al. 2003) , and distance determinations of cepheids in open clusters (Tammann et al. 2003 ).
The paper is organised as follows. In Sect. 2 the datasets on individual distance and metallicity determinations for Galactic cepheids are presented and compared. The Magellanic Cloud sample is also described. In Sect. 3 the model and the results are presented. The conclusions and future prospects are outlined in Sect. 4.
The data

Galactic cepheids
Distances for Galactic cepheids have been taken from Benedikt et al. (2002, B02) , Nordgren et al. (2002, N02) , Lane et al. (2002, L02) , Fouqué et al. (2003, F03) , Barnes et al. (2003, B03) , Kervella et al. (2003, K03) , and Tammann et al. (2003, T03) . Some of them have independent determinations, and these are compared in Table 1 . T03 (largely based on Feast 1999) does not quote error bars and here a uniform error bar of 0.15 in DM is assigned as recommended by Feast (1999) , that takes into account the error in the Pleiades distance, as well as the uncertainty due to the reddening in the main-sequence fitting method which is the method used for these distances. The agreement between the different determinations is (surprisingly) good in many cases. The finally adopted distances (last column in Table 1 ) are weighted means, but with the error bar for the F03 determinations multiplied by a factor of 5. The error bars quoted by F03 appear very small when compared to those in B03 which are also based on the surface-brightness technique, and sometimes appear even smaller than the rms error in the fundamental surface-brightness relations (e.g. . The factor of 5 roughly brings the error bars in F03 to the level of B03. When the individual determinations are very different the error bar is slightly increased (WZ Sgr, l Car).
The absolute magnitudes in BV IK have been taken from the following sources in order of preference. F03, where appropriate, changed to allow for the finally adopted distance in Table 1 , or for the increased error bar in the distance. T03 for the BV I absolute magnitudes (where appropriate, changed to allow for the finally adopted distance), with observed K magnitudes from Groenewegen (1999) , dereddened using the E(B − V ) listed by T03, and using A K = 0.3 E(B − V ). For the stars only listed in B03, the observed BV IJK magnitudes come from Groenewegen (1999) and from the electronic database of Fernie et al. (1995) . Recent K-band photometry for CF Cas and DL Cas was taken from Hoyle et al. (2003) . Dereddening was done using the values in the electronic database using A V = 3.3 E(B − V ), and A B = 1.33
Abundance determinations have been considered from the recent papers by Fry & Carney (1997) , Andrievsky et al. (2002a, b, c) and Luck et al. (2003) 1 . A comparison of stars in common is given in Table 2 , which also lists the adopted value in this study. The disagreement between the studies is at times worrisome, and the impact will be discussed in Sect. 4. It also appears from the work of Andrievsky et al. and Luck et al., as well as from the intercomparison made in Table 2 that the errors listed in Fry & Carney are unrealistically small, and for stars that only appear in that paper a minimum error in [Fe/H] of 0.06 dex has been adopted 2 . The finally adopted sample of stars with recent distance and metallicity determinations is listed in Table 3 , and consists of 37 objects. Listed are the name, observed period, adopted distance modulus with error, corresponding absolute magnitudes in BV IK, adopted reddening and metallicity with error, and finally a code for fundamental mode (FU = 0) anf first overtone (FO = 1) pulsators.
Magellanic Cloud cepheids
The metallicity determination for 10 LMC and 6 SMC cepheids come from Luck et al. (1998) (The values as derived using Kurucz ATLAS9 model atmospheres are being used). An error bar of 0.10 dex had been adopted.
Optical photometry was taken from , Freedman et al. (1985) , Moffett et al. (1998) , Barnes et al. (1999) , Caldwell et al. (2001) , and Sebo et al. (2002) , and infrared photometry from Welch et al. (1987) and Laney & Stobie (1986b) . Corresponding BV IK datasets were joined (with offsets sometimes applied), and analysed using the program "Period98" (Sperl 1998 ) to find (improved) periods and mean magnitudes (and Fourier coefficients). The results are listed in Table 4 . The error quoted for the mean magnitudes is the rms in the fit, but has been used as an error estimate.
Reddening values when available are taken from Caldwell & Laney (1994) , Laney & Stobie (1986a , 1994 and Caldwell & Coulson (1985) while for HV 900 and HV 909 an average of 0.06 has been adopted. The effect of increased reddening will be discussed later.
The cepheids are not located all at the same distance because of depth and projection effects. The magnitudes to be added to the observed values to correct for this are listed in Table 4 and have been determined using the position angle and inclination from Van der Marel & Cioni (2001) for the LMC and Caldwell & Laney (1991) for the SMC. The effect is small but should be considered when aiming for the highest accuracies.
The model and results
The following Period-Luminosity-Colour-Metallicity (P LCZ)-relation is fitted to the data, where both the zero point and slope are allowed to vary quadratically with metallicity: 
where M is the absolute magnitude in a given photometric band, P 0 the fundamental period (in days), [Fe/H] the metallicity on a logarithmic scale relative to Solar, (m 1 − m 2 ) represents an arbitrary colour term, x LMC and x SMC are 1 for the LMC, respectively SMC, cepheids and 0 otherwise. The absolute magnitudes for the MC cepheids are calculated assuming default DM of 18.50 and 18.90, respectively (which represent "rounded" values that are within 0.1 mag of recent determinations, see e.g. Feast 2003 , Walker 2003 , Storm et al. 2004 , and for the LMC corresponds to the value adopted by Mould et al.
and Freedman et al. in the HST key project), and ∆ LMC and ∆ SMC represent corrections to that.
The observed periods of the first overtone pulsators are "fundamentalised" using P 0 = P 1 /(0.716 − 0.027 log P 1 ) (Feast & Catchpole 1997) .
The results of the fitting are listed in Table 5 . In the fitting the error in the absolute magnitudes includes the error in the distance modulus for the Galactic cepheids, a 0.01 error in E(B−V ) for all cepheids, the error in the mean magnitudes for the MC cepheids and a 0.01 error in the depth effect for the MC cepheids. The (non-negligible) error in the fit when including a metallicity effect, due to the error therein, will be discussed in detail below. First, the classical (linear) PL-relations in BV IW K are determined for stars with log P > 0.4 for the Galaxy only, and the fit for the V -band is shown in Fig. 1 as an example. The slopes in BV IW K, respectively, BV I agree at the 2σ or better level with those in F03 and T03 (his mean relation). At log P = 1 the agreement with F03 for the absolute magnitudes is excellent in all filters (typically 0.03 mag or about 1σ or better), with T03 the difference is larger (about 0.1 mag fainter, which is also at the 1σ level). The reason for the latter effect is probably that in 10 out of 15 cepheids in Table 1 the adopted distance is in the end smaller than the one taken by T03.
Second, the PL-relations in BV IW K are determined for all three galaxies combined and allowing for the quadratic term in log P but not yet for any metallicity dependence. The result in the V -band is shown in Fig. 2 . This fit and the results in the tables show that there is a significant quadratic term in log P when the long-period MC cepheids are included in the fit.
One can also observe that the best fitting distance to, in particular, the SMC seems to have become shorter than the default value of 18.90 (there is some scatter depending on the band, and some dependence on the reddening) and that the error bar in the linear term in log P has increased significantly.
Deviations from a linear P L-relation have long been observed, e.g. Sandage & Tammann (1968) and at log P ≈ 1.7 − 1.8. The presence of a quadratic term in the P L-relation was predicted by the model calculations of Bono et al. (1999) in the V-band (see also Fiorentino et al. 2002) , and they proposed two linear relations with the break at log P = 1.4. Our results show that the linear relation may be valid to slightly longer periods than log P = 1.4. The upper cut-off in log P is determined empirically in such a way that the quadratic term becomes statistically insignificant (in all colours BV IW K), and a linear fit in log P is therefore justified. This cut-off is log P = 1.65, in good agreement with the quoted earlier observational results.
In view of this, two samples will be considered, both with cepheids in the period range 0.4 < log P 0 < 1.65, viz. a purely Galactic sample, and a second sample that includes all three galaxies but only 1 SMC and 4 LMC stars. For this reason ∆ LMC and ∆ SMC are no longer fitted in what follows.
Next the effect of metallicity is considered for the Galactic sample, as a possible change of the zero point. As is clear from Fig. 1 , any dependence would be heavily influenced by the outlier EV Sct which has [Fe/H] = −0.37. Therefore Table 5 includes both cases, where this star is either kept or is excluded from the sample when fitting the P LZ-relation in the Galaxy. The coefficient α 2 is strongly negative (−0.2 to −0.8 mag/dex) but only significant at the 2-3 σ level considering the formal Fig. 4 . Top: Linear Period-Luminosity relation in the V-band for Galaxy, SMC, LMC for log P < 1.65. Other panels as Fig. 1. error in the fit. Figure 3 shows the result for the V -band, excluding EV Sct.
As noted earlier, there are some worrisome discrepancies between independent metallicity determinations for the same object (see Table 2 ). The fit parameters quoted are based on assuming that there is no error in the independent variables period and metallicity. For the period this is certainly the case but not for the metallicity. Therefore a set of 1000 simulations was run where the metallicity of each star was set to its observed value plus its attributed error multiplied by a number drawn from a Gaussian distribution. The fitting was then repeated and the 23th and 977th ordered values, which correspond to ±2σ, of the fit parameters determined. The analysis of the V W K bands shows that the σ due to the error in the metallicity is ≈0.03 in both slope and zero point. This error should be quadratically added to the errors in the fit listed in Table 5 , but this has only a marginal effect. On the other hand, the σ due to the error in the metallicity α 2 for V W K with (without) EV Sct included in the sample is 0.18 (0.24), 0.16 (0.21) and 0.14 (0.17), respectively. The total error in α 2 becomes, respectively, 0.31 (0.39), 0.30 (0.38), 0.29 (0.36) mag/dex. This implies that the metallicity effect in the zero point for the Galactic sample is −0.6 ± 0.4 mag/dex in V W K when EV Sct is excluded and −0.8 ± 0.3 when EV Sct is included.
These results indicate that to obtain a better estimate of the metallicity effect based on Galactic cepheids alone, one would need more data points at low and high metallicities. Good candidates would be cepheids in the direction of the centre and the anti-centre of the Galaxy. However, these stars would be at considerable distance and probably an enlargement of the Galactic sample would be limited by our ability to accurately determine individual distances.
When all three galaxies are considered, the baseline in metallicity is now much larger (EV Sct is included, but the star does not influence the solution just because the baseline in metallicty is much larger now). The coefficient α 2 is now determined at the ∼6 σ level. In the B-band its value is slightly positive, in V IW K negative at about −0.27 mag/dex. Figure 4 shows the result for the V -band. The error bars listed have to be increased to include the uncertainty due to the error in the metallicity itself. As before, Monte Carlo simulations have been performed and σ values of 0.061, 0.035, 0.050, respectively, in V W K were determined in α 2 . This implies that the metallicity effect is −0.27 ± 0.08 mag/dex, and is within the error the same in V W K. Error bars of 0.04 should be added quadratically to the listed ones for the slopes and zero points (independent of photometric band) due to the error in the metallicity.
The results in B and to a lesser extent in V and I depend somewhat on the adopted reddenings to the MC cepheids. The last block of results in Table 5 refers to the situation where a uniform reddening of E(B − V ) = 0.151 and 0.092 for LMC and SMC, respectively, has been adopted (the mean reddening of cepheids adopted by the OGLE team). The results in the Wesenheit index and the K-band are essentially unchanged.
When considering the metallicity effect in Galaxy, LMC and SMC it was sofar assumed that the slope in the log P dependence does not depend on metallicity. In reality, there is increasing evidence that the slopes in the Galaxy, LMC and SMC are different, see e.g. the recent discussion in Fouqué et al. (2003) . Equation (1) allows for an explicit metallicity dependence of the slope in log P , and a test calculation allowing α 5 to vary was performed. A non-conclusive (1σ) result was obtained and this is likely due to the very small numbers of MC cepheids. When an increased sample of MC cepheids with metallicity determinations becomes available the metallicity dependence of the slope in log P can be investigated in more detail.
More complicated fitting formulae, for example with a quadratic metallicity dependence, or a colour term, have been tried but did not result in parameters which are determined in a significant way.
Discussion
An attempt has been made, using the currently available data of cepheids with direct metallicity determinations, to quantify the metallicity dependence of the cepheid P L-relation.
For a purely Galactic sample, the range in metallicity covered is too small to draw any firm conclusions. A metallicity effect of −0.6 ± 0.4 or −0.8 ± 0.3 mag/dex in V W K is derived, depending on whether the only Galactic star with a significantly sub-solar metallicity is excluded or included.
For the combined sample of Galactic, SMC and LMC cepheids the problem is that most of the MC cepheids have such long periods, in the regime where the P L-relation is no longer linear. Restricting the sample in periods to log P < 1.65 a metallicity effect of about −0.27 ± 0.08 mag/dex in the zero point is found (in V IW K). However, the sample of MC cepheids is presently too small to additionaly solve for a metallicity dependence of the slope in log P . Formally, the result for the Galactic sample is in agreement with that comprising all three galaxies.
This result based on the sample including the MC cepheids is in agreement with other recent empirical estimates (most recently by Kennicutt et al. 2003 and Storm et al. 2004) . However, it is stressed that this study is the first to use direct cepheid metallicity determinations to arrive at this result. In agreement with Storm et al. (2004) we find that in the range V to K the metallicity effect seems not to depend on wavelength, contrary to theoretical calculations (e.g. Bono et al. 1999 ), which predicted a decreasing effect towards longer wavelengths.
The method here developed (Eq. (1)) is general and can easily be extended to other functional forms, or to include other galaxies. In principle, the distance to a galaxy and the metallicity dependence can be derived independently. For the present restrictive sample this is not the case however, since the distribution over metallicity is correlated with the parent galaxy. In other words, α 2 , ∆ LMC and ∆ SMC are strongly correlated: a change in the DM to the MCs can be 'compensated for' by a change in the metallicity effect. Therefore, it was decided to not solve for the distance moduli. However, in the second block of results in Table 5 (no metallicity effect, but allowing for a quadratic term in log P ) there is some indication that the best fitting DM might be slightly longer than 18.50 for the LMC and slightly shorter than 18.90 for the SMC (although there is some scatter depending on the wavelength). Simply adopting values of 18.55 and 18.80, respectively, within the error bars of the current best independent estimates (Feast 2003 , Walker 2003 , would result in a value for α 2 of −0.38 ± 0.08 mag/dex in V , that is, it would make the metallicity effect slightly stronger (and similarly for the other bands).
It is shown that the error in the independent variable metallicity is a significant contributor to the final error in the metallicity effect as it is larger than the error in the fitting in the dependent variable, but of little effect in the final error in slope and zero point. The mean error in metallicity of the stars in the Galactic plus MC sample is about 0.08 dex. By repeating the Monte Carlo simulations it was derived that for a uniform error bar of 0.05 dex the two sources of error become comparable, Table 5 . Results of the fitting. Coefficients refer to Eq. (1). The last column gives the rms in the fit
