Abstract. We investigate the graph associated with the p-groups of maximal class. Our main result is a periodicity theorem which extends recent results of du Sautoy and of Eick and Leedham-Green. We also obtain further details on the shape of the graph.
Introduction
A group of prime-power order p n has maximal class if its nilpotency class is n À 1. The investigation of the p-groups of maximal class was initiated by Wiman [19] . The first major results are due to Blackburn [2] who also obtained a full classification of the 2-and 3-groups of maximal class. Motivated by Blackburn's success, the pgroups of maximal class became a well-studied type of p-groups and, as a generalization, Leedham-Green and Newman [15] defined the coclass of a group of order p n and nilpotency class c as n À c.
The investigations by Newman [16] and the results by Leedham-Green and McKay [10] , [11] , [12] , [13] show that the p-groups of maximal class are significantly more di‰cult to classify for p d 5. Despite many e¤orts, there is still no classification of these groups available. This is also noted in Problem 3 of Shalev [18] , which asks for a complete classification of the 5-groups of maximal class.
It is the aim of this paper to investigate the classification of p-groups of maximal class further. We follow the general philosophy of coclass theory and analyse the structure of the coclass graph GðpÞ associated with the p-groups of maximal class. The vertices of Gð pÞ correspond to the isomorphism types of finite p-groups of maximal class. Two vertices G and H are connected with a directed edge G ! H if and only if G is isomorphic to H=zðHÞ where zðHÞ denotes the centre of H. In this case, H is an immediate descendant of G and G is the parent of H. A descendant of G is a group which lies on a path having root G.
Blackburn [2] showed that for every prime p the graph Gð pÞ consists of an isolated vertex corresponding to the cyclic group of order p 2 and an infinite tree Tð pÞ whose root corresponds to the elementary abelian group of order p 2 . The tree TðpÞ has a unique infinite path starting at its root. This path is the mainline of Tð pÞ and we denote the groups on the mainline by S 2 ; S 3 ; . . . where S n has order p n . Let B n be the finite subtree of Tð pÞ induced by all descendants of S n which are not descendants of S nþ1 . We call this subtree the n-th branch of Tð pÞ. This set-up is summarized in Figure 1 .
We introduce some more notation. The depth of a vertex in a rooted tree is its distance to the root. The depth of a rooted tree is the length of a maximal path. For an integer k let B n ½k be the subtree of B n induced by the groups of depth at most k in B n . In contrast to p ¼ 2; 3, for p d 5 there exists no integer k such that B n ½k ¼ B n for almost all n. This is one of the main reasons why a full classification for p d 5 is significantly more complicated.
Du Sautoy [6] and Eick and Leedham-Green [7] proved a periodic pattern in coclass trees for arbitrary prime and coclass. Eick and Leedham-Green also provide explicit bounds for the parameters of this periodicity. In the case of maximal class, their results imply that B n ½l p ðnÞ is isomorphic to B nþ pÀ1 ½l p ðnÞ for all n and l p ðnÞ ¼ n À v p u p with u p ¼ 6p À 9 2 and v p ¼ 6p 2 À 9 2 p À 1 2 :
Computer experiments suggest that this function l p ðnÞ is not best possible and that a significantly larger subtree of B n embeds into B nþ pÀ1 . In particular, Newman [16] conjectured for p ¼ 5 that B n ½n À 1 embeds into B nþ4 for all n d 6. This suggests that for every p d 5 there exists a function e p ðnÞ ¼ n À b p such that B n ½e p ðnÞ embeds into B nþ pÀ1 for almost all n. We show that this is the case and prove the following in Section 8. Again, Newman's investigations suggest that the function e p ðnÞ is not best possible. However, as an illustration of the strength of Theorem 1.1, we prove that the depth of B n is only a constant away from e n ð pÞ; see Section 10.1. Hence, Theorem 1.1 embeds a complete branch except for a collar whose depth is bounded by c p . Since c p is independent of n, our periodicity is significantly stronger than the periodic pattern in TðpÞ proved by Eick and Leedham-Green. Computational investigations show that B n does not embed into B nþ pÀ1 for p d 5. Thus it appears that Theorem 1.1 is close to the best possible result. Figure 2 depicts the conclusions of Theorems 1.1 and 1.2.
Eick and Leedham-Green [7] carried out a detailed structure analysis of the groups in a coclass graph. Based on this, they defined periodicity classes of groups which underpin the graph isomorphisms. They also showed that the infinitely many groups in a periodicity class can be described by a single parametrized group presentation. We show that the same holds for our extended periodicity; see Section 9 for details. The resulting presentations exhibit the construction of the groups in a periodicity class as group extensions.
Leedham-Green and McKay [13] , [14] suggested partitioning the groups in a branch of TðpÞ into skeleton groups (called constructible groups in [14] ) and twig groups; see Section 2 for a detailed definition. They investigated the skeleton groups and showed that their determination reduces to certain number-theoretic questions. The skeleton groups of a branch form a full subtree, which we call the skeleton of the branch. For every skeleton group we define its twig as the subtree induced by the group itself and all of its twig group descendants. We prove in Section 10.2 that the general shape of the pruned branch B n ½e p ðnÞ is determined completely by its skeleton. 
Preliminaries
2.1 Notation. Throughout this paper let p d 5 be a prime and d ¼ p À 1. Let n d p þ 1 and e c e p ðnÞ be positive integers. We call the pruned branch B n ½e p ðnÞ for n d p þ 1 the body of B n and denote it by T n ¼ B n ½e p ðnÞ.
2.2
The space group of maximal class. Closely related to the tree T ¼ Tð pÞ is the p-adic space group S ¼ Sð pÞ of maximal class. If y is a primitive pth root of unity over the p-adic numbers Q p , then one can define S ¼ P y T where P ¼ C p ðyÞ is the cyclic group generated by y acting via multiplication on T ¼ ðZ p ½y; þÞ. The dimension of S is the p-adic rank d ¼ p À 1 of its translation subgroup T. For m d 2 we write T 1 ¼ T and T m ¼ g m ðSÞ. Note that T m is the principal ideal of Z p ½y generated by ðy À 1Þ mÀ1 , and pT m ¼ T mþd . The groups on the mainline of T can then be defined as
2.3 Skeleton groups. We now consider the branches of the coclass tree and give an explicit construction of the skeleton groups. In general, a skeleton group is obtained from a finite homomorphic image of S by twisting the image of the translation subgroup T. To define such a twisting, we consider a surjective P-homomorphism f : T5T ! T m and an integer 0 c e c e p ðmÞ. We let f define a multiplication on the additive group T=T mþe via
This multiplication is compatible with the natural action of P on T, which allows us to construct the skeleton group C f ; e as C f ; e ¼ P y T=T mþe :
By definition, the skeleton groups in the body T m at depth e are the groups in T m which are isomorphic to a group of type C f ; e ; cf. [14, Definition 8.4.8].
2.4 Degree of commutativity. An important invariant of a p-group G of maximal class is its degree of commutativity. For j d 2 let P j ¼ g j ðGÞ be the jth term of the lower central series and define P 1 as the 2-step centralizer C G ðP 2 =P 4 Þ. If G has order p m with m d 4, then
is a composition series with cyclic factors and the degree of commutativity of G is defined as follows: it is the maximum integer l such that ½P j ; P k c P jþkþl for all j; k d 1 if P 1 is not abelian, and l ¼ m À 3 if P 1 is abelian. Note that the degree of commutativity of G=P mÀ1 cannot be less than l except when P 1 is abelian. The following lemma yields a lower bound for l. For a proof we refer to [8] and [14, 
Extension structure
The aim of this section is to give a first structure analysis of the groups in a body. Recall that T is the translation subgroup of the space group S and T eþ1 ¼ g eþ1 ðSÞ.
We write
Then A e is an S-module of order p e and we prove the following.
Theorem 3.1. Every group at depth e in the body T n is an extension of A e by S n .
Proof. Let G be a group at depth e in T n with composition series
as defined in Section 2.4. Since n d p þ 1, the degree of commutativity l of G is positive and, therefore, e c e p ðnÞ implies that P n is abelian. Let s A GnP 1 be arbitrary. It follows from [14, Lemma 8.2.1] that P n and A e are isomorphic as P-modules where y A P acts on P n by conjugation by s. Since e c e p ðnÞ and jGj ¼ p nþe , it can be deduced from Lemma 2.1 that l d e À 1 and, hence, P 1 =P n acts trivially on P n . The group S n acts on P n via S n G G=P n and, thus, P n G A e as S n -modules. r
Mainline groups
Theorem 3.1 shows that the quotient S n ¼ S=T n and section A e ¼ T=T eþ1 of the padic space group S play an important role in the construction of the groups in the body T n . In this section, we consider the mainline group S n in more detail. First, we describe S n by a certain polycyclic presentation. This presentation will be used in Section 5.3 to describe the extensions of A e by S n by polycyclic presentations. Second, we consider the automorphism groups of S and S n . We use these groups in Section 7 to decide whether two maximal class extensions of A e by S n are isomorphic.
Standard presentations.
The next lemma provides a presentation for S n which corresponds to the split extension S n ¼ P y T=T n . We decompose n ¼ xd þ 1 þ i with integers x d 1 and i A f0; . . . ; d À 1g, and we write q ¼ p x . Note that T n ¼ qðy À 1Þ i T.
Lemma 4.1. The group S n can be described by the polycyclic presentation with abstract generating set S ¼ fg; t 1 ; . . . ; t d g and defining relations Proof. As a pro-p group, S ¼ P y T is generated by y A P and 1; y; . . . ; y dÀ1 A T, and S corresponds to the images of these generators under the projection S ! S n . r
We call fSjR n g the standard presentation of S n and write hSjR n i for the group it defines. We identify the elements of hSjR n i with the normalized words g a 0 t
with non-negative integers a 0 c d, a 1 ; . . . ; a dÀi c q, and a dÀiþ1 ; . . . ; a d c pq. We also identify S n with hSjR n i.
Automorphism groups.
We need some preliminary definitions to describe the automorphisms of S. First, we let the group of units UðZ p ½yÞ act on T and T=T n , respectively, by multiplication. For an integer j with p F j we define the ring automorphism s j A AutðZ p ½yÞ by y 7 ! y j . For an integer i let u i ¼ ðy i À 1Þ=ðy À 1Þ. Note that u i A Z p ½y and u i is a unit if and only if p F i. Proof. We consider the homomorphism j : AutðSÞ ! AutðPÞ Â AutðTÞ; a 7 ! ðaj P ; aj T Þ:
Its kernel is isomorphic to the group of 1-cocycles Z 1 ðP; TÞ and consists of the automorphisms að1; 1; tÞ with t A T. If g ¼ y denotes the generator of P, then, by [9, §8.9] , the image of j is CompðP; TÞ ¼ fða; bÞ A AutðPÞ Â AutðTÞ j bðt g Þ ¼ bðtÞ aðgÞ for all t A Tg;
the group of compatible pairs. If M A GLðZ p ; dÞ is the action matrix of g on T with respect to f1; y; . . . ; y dÀ1 g, then CompðP; TÞ is isomorphic to the normalizer of M in GLðZ p ; dÞ and the lemma follows from a straightforward, but technical, computation of this normalizer. r Lemma 4.3. The homomorphism AutðSÞ ! AutðS n Þ, a 7 ! aj S n , is surjective.
Proof. Let a A AutðS n Þ be arbitrary. It follows from n d 4 that the 2-step centralizer of S n is P 1 ðS n Þ ¼ T=T n . This shows that T=T n is characteristic and, thus, aðgÞ ¼ g j a for some j with 1 c j c p À 1 and some a A T=T n . Let a be represented by t
and defineâ
Then ðað j; 1; u À1 jâ aÞj S n Þ À1 a fixes g and we can assume that aðgÞ ¼ g and aðt 1 Þ ¼ c for some c A T=T n . Note that c ¼ t e 1 for some unit e A UðZ p ½yÞ and, since t l ¼ t g lÀ1 1 for l A f1; . . . ; dg, this shows that aj T=T n corresponds to the multiplication by e. Thus, aðg l tÞ ¼ g l t e proves that a ¼ að1; e; 0Þj S n . r
Cohomology
By Theorem 3.1, every group at depth e in the body T n is an extension of A e by S n and thus corresponds to an element of the cohomology group H 2 ðS n ; A e Þ. We determine the isomorphism type of this group and prove that it is independent of n for n d p þ 1 and e c e p ðnÞ. We then consider the extension defined by an element of H 2 ðS n ; A e Þ and describe it by a certain polycyclic presentation. For this purpose, we start with a preliminary paragraph on presentations of extensions.
Polycyclic presentations of extensions.
Let fSjR n g be the standard presentation of S n ; see Lemma 4.1. We choose a consistent polycyclic presentation fA e jC e g of A e ¼ T=T eþ1 and identify A e with the group defined by this presentation. Let M e be the set of words in S U A e which contains the conjugate relations describing the Smodule structure of A e . Every extension of A e by S n can then be described by a polycyclic presentation with generating set S U A e and defining relations M e U C e U R ? n where
for some words x ij in A e ; cf. Lemma 4.1. We write x ¼ ðx ij Þ and denote this presentation by EðxÞ. The group defined by EðxÞ is
and we identify the elements of EðxÞ with the set of normalized words in S U A e . Note that EðxÞ can be defined for an arbitrary list x ¼ ðx ij Þ of words in A e but then EðxÞ is not necessarily an extension of A e by S n . Recall that EðxÞ is consistent if and only if EðxÞ is such an extension. The investigation of consistent presentations can be used to determine the structure of H 2 ðS n ; A e Þ. We will consider these aspects in more detail in Section 5.3 and we refer to [9, §8.7 and §12.4] and [3] for background information.
5.2
The cohomology group. The aim of this paragraph is to determine the structure of H 2 ðS n ; A e Þ for n d p þ 1 and e c e p ðnÞ as described in the following theorem. We briefly explain this decomposition of H 2 ðS n ; A e Þ. The summand Hðn; eÞ is defined as an epimorphic image of the homomorphism group Hom P ðT5T; TÞ. The group Mðn; eÞ is defined as the image of the transgression homomorphism trg : H 1 ðT n ; A e Þ P ! H 2 ðS n ; A e Þ. Finally, Tðn; eÞ is constructed as Tðn; eÞ ¼ K l N where K is the kernel of the restriction homomorphism res :
and N G C p arises as the image of a subgroup of Hom P ðT5T; A e Þ.
We describe the construction of N and Hðn; eÞ in more detail. Since e c e p ðnÞ, every P-homomorphism f : T5T ! A e can be applied to the elements of T=T n 5T=T n , and we can define a 2-cocycle g f : S n Â S n ! A e by g f : S n Â S n ! A e ; ðg i a; g j bÞ 7 ! note that A e is 2-divisible as p d 5. If f A Hom P ðT5T; TÞ, then g f : S n Â S n ! A e is defined by the composition of f and the projection to A e . The next lemma follows readily.
Lemma 5.2. The map Hom P ðT5T; A e Þ ! H 2 ðS n ; A e Þ defined by f 7 ! g f þ B 2 ðS n ; A e Þ is a monomorphism.
By [14, Theorem 8.3.7] , the image of the monomorphism of Lemma 5.2 is equal to N l Hðn; eÞ where the generator of N G C p is defined by a P-homomorphism T5T ! T e =T eþ1 and
We now consider the transgression trg and restriction (1). ¼ 1 in A e . Moreover, the extension described by EðxÞ splits if and only if
in A e ; see also Lemma 5.6 for a detailed computation. Now it follows from [9, Lemma 8.47] that, up to equivalence, the extensions that we consider are defined by EðxÞ where x 00 ; x 0d A T e =T eþ1 and x 01 ¼ Á Á Á ¼ x 0ðdÀ1Þ ¼ 1, that is, ker res G C p Â C p . A detailed description of this computation can also be found in [4] . r
Proof of Theorem 5.1. We define Mðn; eÞ as the image of the transgression trg and note that H 1 ðT; A e Þ P G Hom P ðT; A e Þ G A e . Let c : Hom P ðT5T; A e Þ ! H 2 ðS n ; A e Þ be the monomorphism of Lemma 5.2 and decompose im c ¼ N l Hðn; eÞ as defined above. If f : T5T ! A e is a P-homomorphism with cð f Þ A Mðn; eÞ, then g f ða; bÞ ¼ g f ðb; aÞ for all a; b A T=T n and hence f ¼ 0. This already shows that N l Mðn; eÞ l Hðn; eÞ c H 2 ðS n ; A e Þ:
We now consider the restriction res : H 2 ðS n ; A e Þ ! H 2 ðT=T n ; A e Þ P . It follows from the universal coe‰cients theorem (see [17, (11.4.18) , C p , and C p .
A description by tail vectors.
We show how the elements of H 2 ðS n ; A e Þ can be associated with certain lists (tail vectors) of elements in A e . For a 2-cocycle g A Z 2 ðS n ; A e Þ let EðgÞ be the corresponding extension of A e by S n with underlying set S n Â A e . If we consider S U A e as a polycyclic generating set of EðgÞ, then there exists a unique list x ¼ ðx ij Þ of words in A e such that the polycyclic presentation induced by this generating set is EðxÞ; see Section 5.1. We call x ¼ x g the tail vector defined by g with tails x ij . The mapping g ! x g is a homomorphism whose kernel contains B 2 ðS n ; A e Þ. Hence, if ZðS n ; A e Þ ¼ fx g j g A Z 2 ðS n ; A e Þg and BðS n ; A e Þ ¼ fx g j g A B 2 ðS n ; A e Þg; then H 2 ðS n ; A e Þ G ZðS n ; A e Þ=BðS n ; A e Þ. We call ZðS n ; A e Þ the group of tail vectors of S n in A e , and we refer to [3] , [9] for proofs and details. We now transfer Theorem 5.1 to the language of tail vectors and, first, we determine the tail vectors which define split extensions. in A e as e c e p ðnÞ. r The 2-cocycle g f A Z 2 ðS n ; A e Þ (see Lemma 5.2) defines a tail vector x ¼ x f with trivial tails x 00 ; x 01 ; . . . ; x 0d , and x ij ¼ f ðt j 5t j Þ for 1 c i c j c d. We define Hðn; eÞ ¼ fx f j f A Hom P ðT5T; TÞg:
Let t : S n ! S be a transversal defining g : S n Â S n ! T n ; ðu; vÞ 7 ! ÀtðuvÞ þ tðuÞ þ tðvÞ:
If h : T n ! A e is a P-homomorphism, then h g is a 2-cocycle whose cohomology class lies in Mðn; eÞ. It defines a tail vector x with trivial tails x ij if i 0 j and ði; jÞ 0 ð0; dÞ. We define Mðn; eÞ ¼ fx hg j h A Hom P ðT n ; A e Þg:
Let a A A e be a generator of the unique minimal P-invariant subgroup of A e . It follows from the proofs of Theorem 5.1 and Lemma 5.4 that there is a subgroup of tail vectors Tðn; eÞ ¼ hu; v; wi G C 3 p where u and v have non-trivial tails u 00 ¼ a and v 0d ¼ a only, and w is a tail vector defined by a 2-cocycle g f with f A Hom P ðT5T; A e Þ and im f ¼ hai.
Remark 5.7. We have shown that
ZðS n ; A e Þ ¼ BðS n ; A e Þ l Tðn; eÞ l Mðn; eÞ l Hðn; eÞ;
and we call the elements in these direct summands coboundary, twig, mainline, and hom tail vectors, respectively. We identify the quotient ZðS n ; A e Þ=BðS n ; A e Þ with the direct sum Tðn; eÞ l Mðn; eÞ l Hðn; eÞ, and this decomposition corresponds to the decomposition of H 2 ðS n ; A e Þ (see Theorem 5.1), via the isomorphism induced by Z 2 ðS n ; A e Þ ! ZðS n ; A e Þ, g 7 ! x g . Hence, we assume that every tail vector x of S n in A e has trivial coboundary tails x 01 ; . . . ; x 0ðdÀ1Þ ; cf. Lemma 5.6. Note that every extension of A e by S n can be defined by such a tail vector x.
Tail vectors defining maximal class extensions
The aim of this section is to characterize the tail vectors which define the groups in the body T n . For this purpose, we consider the set Sðn; eÞ ¼ fx f A Hðn; eÞ j f A Hom P ðT5T; TÞ surjectiveg of surjective hom tail vectors and write THðn; eÞ ¼ Tðn; eÞ l Hðn; eÞ:
We define TSðn; eÞ as the set of those elements in THðn; eÞ which have a non-trivial image in THðn; 1Þ, that is, TSðn; 1Þ ¼ THðn; 1Þnf0g and, if e d 2, then TSðn; eÞ ¼ fx þ y j x A Tðn; eÞ; y A Sðn; eÞg:
The main result of this section is the following theorem.
Theorem 6.1. Let m be a tail vector of S n in A e defining EðmÞ G S nþe .
(a) If x A TSðn; eÞ, then Eðm þ xÞ is a group at depth e in T n .
(b) If G is a group at depth e in T n , then G G Eðm þ xÞ for some x A TSðn; eÞ. Theorem 6.1 yields a complete list of groups at depth e in the body T n . However, this list may contain isomorphic groups. The reduction up to isomorphism is discussed in Section 7. The remaining paragraphs in this section yield a proof of Theorem 6.1.
Mainline tail vector.
As a preliminary step, we determine a tail vector defining the mainline group S nþe . Again, we write n ¼ xd þ 1 þ i with integers x d 1 and
Definition 6.2. The P-homomorphism i n; e : T n =T nþe ! A e is defined as
The use of the standard presentations of S nþe and S n allows us to define a transversal t : S n ! S nþe by mapping a normalized word s A S n to s A S nþe . This gives rise to a 2-cocycle d n; e A Z 2 ðS n ; T n =T nþe Þ defined by d n; e ða; bÞ ¼ ÀtðabÞ þ tðaÞ þ tðbÞ.
Definition 6.3. The mainline tail vector e n; e A ZðS n ; A e Þ is the tail vector defined by the 2-cocycle i n; e d n; e .
We now investigate this tail vector further. We denote by p e : A e ! A eÀ1 the projection and apply p e to a tail vector with tails in A e by applying it to the tails. Lemma 6.4. (a) As tail vectors, e nþd; e ¼ e n; e and, if e d 2, then p e ðe n; e Þ ¼ e n; eÀ1 . (c) Let g A Z 2 ðS n ; A e Þ be a 2-cocycle defining x ¼ x g and, hence, EðxÞ G EðgÞ. We can assume that g is defined by a P-homomorphism f : T n ! A e such that gða; bÞ ¼ f ðÀtðabÞ þ tðaÞ þ tðbÞÞ where t : S n ! S is a transversal. Now one can deduce that the 2-step centralizer P 1 ðEðgÞÞ is abelian and g p ¼ 1 and Lemma 6.5. Let y A ZðS n ; A e Þ, x A THðn; eÞ, and t A Tðn; eÞ.
(a) Eðe n; e þ xÞ satisfies g p ¼ x 00 and ðgt 1 Þ p ¼ x 00 x 0d .
(b) EðyÞ has maximal class if and only Eðy þ tÞ has maximal class.
(c) If Eð yÞ has maximal class, then Eð yÞ and Eð y þ tÞ have the same parent.
Proof. (a) The group EðxÞ satisfies g p ¼ x 00 and
Since e c e p ðnÞ, the exponent of A e is a divisor of the relative order of t j , which divides is the projection, then pð yÞ ¼ pð y þ tÞ and Eðpð yÞÞ is the common parent. r Let x be a tail vector of S n in A e defining a group EðxÞ in the body T n . We consider the composition series EðxÞ > P 1 > Á Á Á > P nþe ¼ 1 as defined in Section 2.4. Recall that EðxÞ ¼ hS U A e j C e U M e U R ? n ðxÞi and A e ¼ hA e jC e i and, hence, P n is naturally isomorphic to A e . Further, we identify P 1 =P n with T=T n via t i P n 7 ! y iÀ1 þ T n . The proof of Theorem 3.1 shows that P 0 1 c P n c zðP 1 Þ and thus commutation in EðxÞ induces a P-homomorphism ðT=T n Þ5ðT=T n Þ ! A e . This defines a P-homomorphism
which is surjective if e d 2 since EðxÞ lies in the body T n (and not in T nþ1 ).
The proof of the next lemma is heavily based on [14, Section 8.2]. It also yields the proof of Theorem 6.1. Lemma 6.6. Let x A TSðn; eÞ and decompose x ¼ t þ x f where t A Tðn; eÞ has trivial tails t ij for 1 c i c j c d and f : T5T ! A e is a P-homomorphism.
(a) The group Eðe n; e þ xÞ has depth e in T n and satisfies CommðxÞ ¼ f , g p ¼ t 00 and ðgt 1 Þ p ¼ t 00 t 0d .
(b) If y A ZðS n ; A e Þ defines a group of maximal class with Commð yÞ ¼ f , g p ¼ t 00 , and ðgt 1 Þ p ¼ t 00 t 0d , then Eð yÞ G Eðe n; e þ xÞ.
Proof. A 2-cocycle defining e n; e þ x f is considered in the proof of [14, Theorem 8.2.7] which shows that it defines a group of maximal class, and so does e n; e þ x f . Now Lemma 6.5 shows that Eðe n; e þ xÞ has maximal class and g p ¼ t 00 and ðgt 1 Þ p ¼ t 00 t 0d . Since x A TSðn; eÞ, the group Eðe n; e þ xÞ has depth e in T n and, by construction, commutation defines f . Part (b) follows from (a) and [14, Lemma 8.3.3 and Proposition 8.2.7]. r 6.3 Commutation in skeleton groups. Let f : T5T ! T n be a surjective Phomomorphism defining a skeleton group C f ; e in the body T n . Then commutation in C f ; e induces a surjective homomorphism T5T ! T n =T nþe defined by f . We use the isomorphism i n; e : T n =T nþe ! A e of Definition 6.2 to translate it to a Phomomorphism Commð f ; eÞ : T5T ! A e : Then Commð f ; eÞ ¼ Commðx i n; e f Þ and Lemma 6.6 implies that C f ; e G Eðe n; e þ x Commð f ; eÞ Þ:
7 The isomorphism problem Theorem 6.1 shows that every group at depth e in the body T n is isomorphic to a group Eðe n; e þ xÞ with x A TSðn; eÞ. We now decide when two of these groups are isomorphic. For this purpose, we define an AutðSÞ-module structure on THðn; eÞ and prove the following.
Theorem 7.1. Let M be a set of AutðSÞ-orbit representatives in TSðn; eÞ. Up to isomorphism, the groups at depth e in the body T n are fEðe n; e þ xÞ j x A Mg. Theorem 7.1 provides an approach for solving the isomorphism problem for the groups in a body. To use this approach, we need to study the action of the automorphism group AutðSÞ in more detail. The remainder of this section is devoted to a proof of Theorem 7.1.
Compatible pairs.
An important tool for reducing group extensions up to strong isomorphism is compatible pairs. The group of compatible pairs of S n and A e is defined as CompðS n ; A e Þ ¼ fða; bÞ A AutðS n Þ Â AutðA e Þ j bða g Þ ¼ bðaÞ aðgÞ for all a A A e g and it acts on Z 2 ðS n ; A e Þ and H 2 ðS n ; A e Þ; see [9, p. 55] . It follows from Lemma 4.3 that CompðS; A e Þ ! CompðS n ; A e Þ; ða; bÞ 7 ! ðaj S n ; bÞ; is surjective, and hence the action of CompðS n ; A e Þ can be pulled back to an action of CompðS; A e Þ. We now recall how compatible pairs can be used to solve the isomorphism problem for group extensions of maximal class. A proof can be found in [7, Theorem 20 The isomorphism H 2 ðS n ; A e Þ G Tðn; eÞ l Mðn; eÞ l Hðn; eÞ (see Remark 5.7) furnishes the latter group with a CompðS; A e Þ-module structure. The following remark shows explicitly how a compatible pair acts on this group. Remark 7.3. Let x be a tail vector of S n in A e and define the transversal t : S n ! EðxÞ to map a normalized word s A S n to s A EðxÞ. We call G x : S n Â S n ! A e ; ðu; vÞ 7 ! tðuvÞ À1 tðuÞtðvÞ;
the canonical 2-cocycle defined by x. If c ¼ ða; bÞ is a compatible pair and g is a 2-cocycle defining x (for example g ¼ G x ) then y ¼ x c is the tail vector defined by
Recall that y is modified by an element of BðS n ; A e Þ to obtain trivial tails y 01 ; . . . ; y 0ðdÀ1Þ . 7.2 An Aut(S )-module structure. We use the group of compatible pairs to define an AutðSÞ-action on the group of tail vectors, and we provide a proof of Theorem 7.1.
As a preliminary step, we show that TSðn; eÞ is invariant under CompðS; A e Þ.
Lemma 7.5. The group THðn; eÞ and set TSðn; eÞ are CompðS; A e Þ-invariant.
Proof. Let c ¼ ða; bÞ be a compatible pair. First, we consider x A Tðn; eÞ with trivial tails x ij for 1 c i c j c d and with canonical 2-cocycle G x . Using Lemma 4.2, it is easy to see that G c x induces a tail vector y with trivial tails y ij ¼ 1 for all i 0 0, that is, y A Tðn; eÞ. If x ¼ x f is defined by a P-homomorphism f : T5T ! A e , then a 2-cocycle defining x is g f : S n Â S n ! A e ; see Lemma 5.2. Then
shows that g c f defines a tail vector y with trivial tails y 11 ; . . . ; y dd , that is, y lies in THðn; eÞ. If f is surjective, then so is f c and therefore y A TSðn; eÞ. r Lemma 7.6. If y 1 ; y 2 A TSðn; eÞ, then Eðe n; e þ y 1 Þ G Eðe n; e þ y 2 Þ if and only if y Note that e c n; e defines a mainline group and hence lies in Mðn; eÞ by Lemma 6.4. Now Lemma 7.5 shows that e c n; e À e n; e A Mðn; eÞ V TSðn; eÞ ¼ 0: r Lemma 7.6 tells us that we have to consider the action of the stabilizer S n; e ¼ Stab CompðS; A e Þ ðe n; e Þ in order to solve the isomorphism problem for the groups in the body T n . The following lemma describes the structure of this stabilizer and thereby defines an AutðSÞ-module structure on the group of tail vectors, which proves Theorem 7.1. We use the isomorphism i n; e : T n =T nþe ! A e of Definition 6.2 to define the homomorphism x n; e : AutðSÞ ! AutðA e Þ; a 7 ! i n; e aj T n =T nþe i À1 n; e : Lemma 7.7. The stabilizer S n; e can be written as S n; e ¼ fða; x n; e ðaÞÞ j a A AutðSÞg.
Proof. By definition, Eðd n; e Þ and S nþe are equivalent extensions of T n =T nþe by S n , and Eðe n; e Þ G Eðd n; e Þ; see Section 6.1. Hence Stab CompðS n ; T n =T nþe Þ ðd n; e þ B 2 ðS n ; T n =T nþe ÞÞ is the image of the natural mapping from AutðS nþe Þ to AutðS n Þ Â AutðT n =T nþe Þ; see [9, Theorem 8.64 ]. Now the assertion follows from Lemma 4.3 and the translation from T n =T nþe to A e using the isomorphism i n; e . r
Graph embeddings
The aim of this section is to prove Theorem 1.1 and to construct a graph embedding from the body T n into the branch B nþd such that T n and B nþd ½e p ðnÞ are isomorphic. By Theorem 7.1, the groups at depth e in the body T n are parametrized by those AutðSÞ-orbits in THðn; eÞ G C
which are contained in TSðn; eÞ. We define the isomorphism n n; e : THðn; eÞ ! THðn þ d; eÞ as the identity mapping on tail vectors and prove the following lemma.
Lemma 8.1. The mapping n n; e is an AutðSÞ-module isomorphism.
This will allow us to show that Eðe n; e þ xÞ 7 ! Eðe nþd; e þ n n; e ðxÞÞ induces a graph isomorphism T n G B nþd ½e p ðnÞ which proves Theorem 1.1. First, we need a preliminary lemma which follows from Lemma 4.2 and the definition of x n; e . Lemma 8.2. If a A AutðSÞ, then x nþd; e ðaÞ ¼ x n; e ðaÞ.
Proof of Lemma 8.1. Let x A THðn; eÞ and let G 0 and G 1 be the canonical 2-cocycles defined by x and n n; e ðxÞ, respectively; see Remark 7.3. Let p : S nþd ! S n be the projection which maps every element in S nþd to the corresponding normalized word in S n . We write a j ¼ aj S nþ jd for j ¼ 0; 1 and, by construction, a 0 p ¼ p a 1 . We now prove that
ð * Þ Then x nþd; e ðaÞ À1 G 1 ða 1 ; a 1 Þ ¼ x n; e ðaÞ À1 G 0 ða 0 ; a 0 Þ ðp; pÞ, and Lemmas 7.5 and 8.2 imply that n n; e ðx a Þ ¼ n n; e ðxÞ a , which proves the theorem. Let t : S n ! S nþd be the transversal which maps a normalized word s A S n to s A S nþd . Every element u A T=T nþd can be written as u ¼ u 0 d u in S nþd where u 0 ¼ tðpðuÞÞ corresponds to the normalized word representing u in S n and d u A T n =T nþe . Since x lies in THðn; eÞ, the tail vectors x and n n; e ðxÞ both have trivial tails x 11 ; . . . ; x dd . Since e c e p ðnÞ, the exponent of A e is a divisor of the relative orders of t 1 ; . . . ; t d in S n ; see Lemma 4. If G is a group in the body T n , then G G Eðe n; e þ xÞ for some x A TSðn; eÞ and we define iðGÞ ¼ Eðe nþd; e þ n n; e ðxÞÞ.
Proof of Theorem 1.1. It has already been shown that i n ¼ ij T n yields a bijection between the groups at depth e in T n and B nþd ½e p ðnÞ, respectively. It remains to prove that i n is a graph homomorphism. Obviously, i n maps the root of T n to the root of B nþd , and all groups at depth 1 in T n and T nþd are descendants of S n and S nþd , respectively. For e d 2 we consider the projection p e : A e ! A eÀ1 . Now p e n n; e ¼ n n; eÀ1 p e implies the assertion. r
Parametrized presentations
Equipped with the graph embeddings of Definition 8.3, we define the periodicity class of a group G in the body T n as PðGÞ ¼ fG; iðGÞ; i iðGÞ; . . .g. We show that the infinitely many groups in such a periodicity class can be described by a single parametrized presentation.
Theorem 9.1. If G is a group in the body T n , then the groups in PðGÞ can be described by a single parametrized presentation with one integer parameter.
Proof. We can assume that G ¼ EðxÞ with x ¼ e n; e þ y for some y A TSðn; eÞ. By definition, n n; e ð yÞ ¼ y as tail vectors. Lemma 6.4 shows that the mainline tail vectors e nþmd; e and e n; e coincide for all m d 0. Hence, the periodicity class of G is PðGÞ ¼ fG 0 ; G 1 ; . . .g with G m ¼ EðxÞ where x ¼ e nþmd; e þ y is considered as an element of ZðS nþmd ; A e Þ. We now determine presentations of these groups. If x A ZðS n ; A e Þ, then EðxÞ is the presentation with generating set S U A e and defining
Proof. For p ¼ 5, it follows from [2] and [11] , [12] that B n has depth exactly n for all n d 4; see also [16, p. 58] . Now let p d 7 and let S n ! H 1 ! Á Á Á ! H m be a path of maximal length in B n ; that is, H j has order p nþ j and positive degree of commutativity d j for j A f1; . . . ; mg. Assuming that m > 1, it follows from [14, Proposition 8.2.3 and Lemma 8.2.1] that the 2-step centralizer of H 1 is non-abelian. Thus, if H 1 > P 1 > Á Á Á > P nþ1 ¼ 1 is the composition series of Section 2.4, then 
