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Unimodular gravity is an appealing approach to address the cosmological constant problem. In
this scenario, the vacuum energy density of quantum fields does not gravitate and the cosmological
constant appears merely as an integration constant. Recently, it has been shown that energy dif-
fusion that may arise in quantum gravity and in theories with spontaneous collapse is compatible
with this framework by virtue of its restricted diffeomorphism invariance. New studies suggest that
this phenomenon could lead to higher-order equations in the context of homogeneous and isotropic
Universe, affecting the well-posedness of their Cauchy initial-value problem. In this work, we show
that this issue can be circumvented by assuming an equation of state that relates the energy density
to the function that characterizes the diffusion. As an application, we solve the field equations
analytically for an isotropic and homogeneous Universes in a barotropic model and in the mass-
proportional continuous spontaneous localization (CSL) scenario, assuming that only dark matter
develops energy diffusion. Different solutions possessing phase transition from decelerated to ac-
celerated expansion are found. We use cosmological data of type Ia Supernovae and observational
Hubble data to constrain the free parameters of both models. It is found that very small but
nontrivial energy nonconservation is compatible with the barotropic model. However, for the CSL
model, we find that the best-fit values are not compatible with previous laboratory experiments.
We comment on this fact and propose future directions to explore energy diffusion in cosmology.
I. INTRODUCTION
Independent observations of type Ia Supernovae (SNe Ia)
suggest that the Universe is passing through a phase of ac-
celerated expansion [1, 2]; an event that it is likely to have
began at a redshift of z = 0.64 [3–5]. The simplest explana-
tion for this phenomenon is to add the cosmological constant
to the Einstein’s field equations. When matter fields are in-
cluded, however, quantum fluctuations generates an effective
value that it tightly constrained by observational data. This
fact pushes down the bare cosmological constant by several
orders of magnitude in order to cancel the huge contributions
coming from the matter sector. The lack of explanation for
this unnatural choice of the parameters is known as the cos-
mological constant problem (for a review see [6]).
On the other hand, the discrepancy between two indepen-
dent measurements of the Hubble constant that disagree at
four sigma level can be regarded as a current cosmological
puzzle as well [7–9]. The first one involves the measurement
of the receding velocity of SNe Ia and it represents a model-
independent estimation [10–12]. The second one, is an ex-
trapolation of the data coming from the cosmic microwave
background (CMB) and it assumes the Lambda cold dark
matter (ΛCDM) paradigm [13]. There are three possible res-
olutions to this tension: (i) a modification of the statistical
setup to refine the measurements [14–17], (ii) possible sys-
tematic errors that have not been fully accounted for the
analysis, and (iii) a modification of the laws of gravitation.
Unimodular gravity (UG) is an interesting approach to
deal with these two puzzles at once. It is based on a re-
stricted diffeomorphism invariance of the Einstein–Hilbert
action that preserves the volume element [18–26]. In fact,
several of their properties and implications at the quantum
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level have been studied [27–44].1 Their analysis through con-
strained Hamiltonian dynamics shows that, even though it
has less symmetries than general relativity (GR), it propa-
gates the same number of degrees of freedom by virtue of an
additional constraint [23].
The Noether theorem associated to this symmetry im-
plies a modified conservation law for matter fields. On shell,
Bianchi identities gives rise to the Einstein’s field equation
with the cosmological constant arising as an integration con-
stant. Moreover, the vacuum energy density of quantum
fields can be removed from the field equations by rescaling an
additional component of the energy-momentum tensor that
appears from the restricted invariance [32]. In consequence,
there is no cosmological constant problem whatsoever. It is
worth mentioning that this reduced symmetry have been ex-
plored in modified gravity theories as well, e.g. in f(R) and
f(T ) gravities [45–48], F (G) with G being the Gauss–Bonnet
invariant [49], unimodular Einstein–Cartan theory [50, 51],
supergravity [52, 53], to mention a few.
On the other hand, UG provides a suitable setup to rec-
oncile gravitation with the energy-momentum nonconserva-
tion that arises from quantum collapse or quantum gravity
discreteness [42, 54, 55]. As mentioned in Ref. [42], this phe-
nomenon appears when the density matrix is modeled by
the Kossakowski–Lindblad equation [56, 57], and it has been
used by Susskind, Unruh, Hawking, and others, to character-
ize the evolution of pure states into mixed states in evapora-
tion of black holes [58–60]. Although this effect is assumed
to be very small, its accumulation along the Universe’s his-
tory is recorded in an effective cosmological constant that
drives the cosmic acceleration [42]. Even more, such a pro-
cess provides a resolution to the Hubble tension [61] and it
might explain the low spin of black holes detected via gravi-
1 There exist, however, a covariant formulation of UG that introduces
a dynamical exact 4-form, whose value is fixed on-shell by means of
a Lagrange multiplier (see Ref. [23]).
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2tational waves [62]. For polytropic compact objects, energy-
momentum nonconservation may produce measurable effects
that can be constrained by current experimental data [63].
In a homogeneous and isotropic Universe, energy diffusion
could lead to third-order time derivatives of the scale fac-
tor [64, 65], introducing the jerk parameter of cosmogra-
phy [66] into the Friedmann’s equations. However, it is well-
known that higher-order time derivatives may produce un-
desirable features from an initial-value problem viewpoint,
complicating its physical interpretation.
In this work, we point out that the latter issue can be
avoided by assuming an equation of state (EoS) that relates
the diffusion function with the energy density of matter. This
choice is inspired by the mass-proportional continuous spon-
taneous localization (CSL) [67–70], where energy is created
due to quantum collapse. To this end, we start from the mod-
ified conservation law in UG arising from the restricted dif-
feomorphism invariance. Then, we study a barotropic model
that encompasses the physics behind the energy diffusion pro-
cess and later we focus on the CSL model. In a matter dom-
inated era, we solve the field equations analytically by as-
suming that only dark matter develops energy diffusion. Dif-
ferent accelerated solutions with phase transition are found.
We contrast the distinct models with measurements of the
Hubble parameter and receding velocity of SNe Ia. The ob-
servational limits allow for the barotropic model to be com-
patible with very small but nontrivial energy diffusion at the
background level, driving the accelerated expansion without
the cosmological constant problem. In the case of the CSL
model, our analysis shows it can fit the data proficiently,
however, either the best-fit parameters are not compatible
with previous experimental data or it does not give a best-fit
when the latter is taken into account beforehand. This fact
reinforces the result of Ref. [71], where similar conclusions
were obtained from observations of the CMB.
The article is organized as follows: in Sec. II, a review
of unimodular gravity is given. In Sec. III, we present the
two models under consideration and solve the field equations
analytically for a homogeneous and isotropic Universe. In
Sec. IV, we use the observational evidence coming from SNe
Ia and observational Hubble data to constraint both models
and in Sec. V we present our main results. Finally, Sec. VI
is devoted to conclusions and further remarks. Throughout
the manuscript, we use the metric signature (−,+,+,+), the
Riemann tensor is Rλρµν = ∂µΓ
λ
ρν + ..., while the Ricci ten-
sor and scalar are defined as Rµν = R
λ
µλν and R = g
µνRµν ,
respectively.
II. UNIMODULAR GRAVITY
Unimodular gravity can be described in different but equiv-
alent ways [18–26]. Here, we focus on those realizations given
by an action principle that remains invariant under volume-
preserving diffeomorphisms, i.e. those generated by vector
fields ξµ satisfying ∇µξµ = 0. This can be done by introduc-
ing a Lagrange multiplier λ(x) that fixes the volume element
on shell according to (see [35])
S [gµν , λ,Ψ] =
1
2κ
∫
d4x
√−g
[
R− 2λ(x)
(
1− ε0(x)√−g
)]
+
∫
d4x
√−gLm [gµν ,Ψ] , (1)
where κ = 8piGN , Lm is the matter Lagrangian, Ψ are
the matter fields, and ε0(x) is a non-dynamical 4-form that
breaks the diffeomorphism invariance down to volume pre-
serving diffeomorphisms.
It is well-known that diffeomorphism invariance of the mat-
ter action generated by an arbitrary vector field imples the
conservation law ∇µTµν = 0. Therefore, the reduced sym-
metry of UG must modify the latter, since vector fields that
generate the symmetries of (1) are no longer arbitrary but
subject to the condition of being divergence-free. In or-
der to obtain the modified conservation law, the restriction
∇µξµ = 0 can be solved as ξµ = 12µνλρ∇λαµν , where αµν
is an arbitrary 2-form. The Noether theorem associated to
this reduced symmetry implies that ∇[µ∇λTν]λ = 0. This,
in turn, can be solved locally through the Poincare´ lemma to
obtain [42]
∇µ (Tµν − gµνQ) = 0. (2)
Here, Q = Q(x) is an arbitrary function that measures the
nonconservation of the energy-momentum tensor and here-
after is referred to as the diffusion function. In fact, if
Q = constant, the usual conservation law is obtained. The
case Q 6= constant will play a key role in the forthcoming
analysis.
The field equations are obtained by performing arbitrary
variations of (1) with respect to gµν , λ, and Ψ, giving
Rµν − 1
2
gµνR+ λ(x)gµν = κTµν , (3)
√−g = ε0, (4)
δLm
δΨ
= 0, (5)
respectively. Equation (3) can be interpreted as the Ein-
stein’s field equations with a cosmological function λ(x),
bearing in mind that the metric gµν has its volume element
fixed through Eq. (4). Taking the trace on Eq. (3), the
variable cosmological constant can be solved algebraically as
λ(x) = (κT +R) /4, with T being the trace of the energy-
momentum tensor. Replacing it back into (3), one obtains
Rµν − 1
4
gµνR = κ
(
Tµν − 1
4
gµνT
)
, (6)
which is identified as the traceless part of the Einstein’s field
equations. This fact shows that UG possesses one indepen-
dent equation less than GR with an additional constraint [c.f.
Eq. (4)]. Taking the covariant divergence on Eq. (6) and us-
ing the conservation law in Eq. (2), a first integral of motion
is obtained
λ(x) = Λ + κQ(x), (7)
where Λ is an integration constant that should be fixed by
initial data. Thus, it becomes clear that the variable cosmo-
logical constant is sourced by the energy diffusion function
Q(x). Interestingly, Eq. (2) allows for ∇µλ(x) 6= 0 after
Bianchi identities, in contrast to promoting the cosmological
constant to be a field in the standard Einstein–Hilbert action.
Moreover, the vacuum energy density of quantum fields does
not gravitate, since the right-hand side of Eq. (3) is invariant
under the simultaneous shift symmetry Tµν → Tµν + 〈ρ〉gµν
and Q→ Q+ 〈ρ〉.
In the next section, we assume an homogeneous and
isotropic Universe filled with matter, and find Q(x) from the
field equations in two different models.
3III. COSMIC ACCELERATION FROM DIFFUSION
Assuming that the Universe is homogeneous and isotropic
at large scales, the line element is given by the Friedmann–
Lemaˆıtre–Robertson–Walker (FLRW) metric that is
ds2 = −dt2 + a2(t)
(
dr2
1− kr2 + r
2dϑ2 + r2 sin2 ϑdϕ2
)
, (8)
where a(t) denotes the scale factor and k = ±1, 0 stands for
spherical, hyperbolic, and flat spatial sections, respectively.
Additionally, we consider a perfect fluid that describes the
matter sector with an energy-momentum tensor given by
Tµν = p gµν + (ρ+ p)uµuν , (9)
where p, ρ and uµ are the pressure, energy density and fluid
element four-velocity, respectively, normalized as uµu
µ = −1.
Furthermore, we shall assume that Tµν and the diffusion
function are isotropic and homogeneous as well, implying
that Ttt = ρ(t), Tij = a
2(t)p(t)δij , and Q = Q(t).
For these ansa¨tze, the Eq. (3) leads to the Friedmann’s
equations in UG, which are
3H2 = κ
∑
i
(ρi +Qi) + Λ− 3k
a2
, (10)
2H˙ + 3H2 = −κ
∑
i
(pi −Qi) + Λ− k
a2
, (11)
where dot denotes derivative with respect to the cosmic time,
H(t) = a˙/a is the Hubble function, and the sum over all
species is assumed. Notice that we have considered different
Q’s for the sake of generality. The constraint Eq. (4), on the
other hand, reads
ε0 =
a3r2 sinϑ√
1− kr2 , (12)
while the conservation law for matter in Eq. (2) becomes
ρ˙i + Q˙i + 3H (ρi + pi) = 0. (13)
The energy diffusion function, and therefore the variable
cosmological constant, can be modeled in different ways. For
this purpose, we consider two distinct scenarios in the next
Subsections. The first one, is a barotropic model that encom-
passes the phenomenon we are interested in, while the second
one is a well-studied scenario known as the CSL model. This
will provide a setup to understand the dynamical evolution
of λ(t) in different contexts.
A. A barotropic model
We propose a model where the pressure and diffusion func-
tion are parametrized by a barotropic EoS, i.e. p = wρ and
Q = xρ, with w and x being real constants. Physically,
this means that diffusion is proportional to the derivative of
energy density with respect to the cosmic time and its pro-
portionality constant, x, is expected to be small. In such a
case, Eq. (13) can be solved as
ρi = ρ0i a
− 3(wi+1)xi+1 , (14)
where xi 6= −1 and ρ0i is an integration constant.2 Addition-
ally, in order for the energy density to scale as the inverse of
some power of the scale factor, the condition xi+1 > 0 must
be met for wi > −1. We assume that this restriction holds
from hereon.
Defining the deceleration parameter q = −a¨/(H2a), the
Friedmann’s equations can be written in terms of the redshift
z as
H(z)2
H20
=
∑
i
(1 + xi)Ω0i(1 + z)
3(wi+1)
xi+1
+ Ω0Λ + Ω0k (1 + z)
2
, (15)
H(z)2q(z)
H20
=
1
2
∑
i
(1 + 3wi − 2xi) Ω0i (1 + z)
3(wi+1)
xi+1 − Ω0Λ.
(16)
Here, we have defined Ωi = κρi/(3H
2), ΩΛ = Λ/(3H
2), and
Ωk = −k/H2 as the dimensionless density parameters, while
the subscript zero denotes evaluation at present time, e.g.
H0 = H(0), Ω0i = κρ0i/(3H
2
0 ), and so on. Throughout this
manuscript, we use the normalization a(0) = 1. In general,
each diffusion function admits a different EoS, namely Qi =
xiρi (no sum over i).
Since Λ is an integration constant, it should be fixed by
initial data. To do so, we take the first integral of motion (7)
and evaluate it in the FLRW ansatz, giving
H˙ + 2H2 =
κ
6
∑
i
(ρi − 3pi + 4Qi) + 2Λ
3
− k
a2
. (17)
It is straightforward to show that this expression is not inde-
pendent of the Friedmann Eqs. (10) and (11). The value of
the integration constant can be found by evaluating Eq. (17)
at present time, giving
2Λ
3
= H20 (1− q0) + k +
H20
2
∑
i
(3wi − 4xi − 1) Ω0i, (18)
where q0 denotes the value of the deceleration parameter at
t = 0. One can use the second Friedmann equation to sim-
plify this expression further. Evaluating Eq. (16) at present
time and replacing the value of q0 in the last expression, we
get
Ω0Λ = 1− Ω0k −
∑
i
(1 + xi) Ω0i, (19)
which can be obtained analogously by evaluating Eq. (15)
at present time. Therefore, Eq. (19) represents the Fried-
mann’s constraint at present time in presence of energy dif-
fusion, which implies that Ω0Λ is completely determined by
Ω0k, xi, Ω0i, and H0. Nevertheless, since the parameter xi
is assumed to be constant during the cosmic evolution, its
present value must be determined by cosmological data. In
this sense, instead of having two free parameters as in the
ΛCDM model after the Friedmann’s contraint, i.e. Ω0k and
Ω0m, this model has three.
2 Imposing x = 1 before the integration implies that ρ = −p, which
represents the EoS for dark energy. Hereafter, we restrict ourselves
to the case where xi 6= −1.
4In a flat FLRW Universe dominated by dust, the energy
density scales as ρm = ρ0ma
−3 and the value of the dimen-
sionless density associated to the integration constant, ΩΛ,
obeys
1 = Ωm + (ΩΛ + xΩm) ≡ Ωm + Ωλx, (20)
where Ωm = κρm/(3H
2) and Ωλx is the dimensionless pa-
rameter associated to the variable cosmological constant λ(t)
in the barotropic model. Thus, the number of free parame-
ters in this case is reduced by one. The cosmic evolution of
Ωλx is given in Fig. 2 for the unique solution having phase
transition in this model.
In order to avoid negative energy density for matter fields,
the condition Ωm ≥ 0 must be met. This, in turn, implies
that
1− ΩΛ
1 + x
≥ 0. (21)
Since we have demanded 1+x > 0 for a reasonable scaling of
the matter’s energy density, the condition (21) implies that
ΩΛ ≤ 1. This bound is saturated when ΩΛ = 1, which is
equivalent to demand that Ωm = 0 for x 6= 1.
Then, the Friedmann’s equations in a flat Universe for a
matter dominated era are
H(z)2
H20
= (1 + x)Ω0m(1 + z)
3
x+1 + Ω0Λ, (22)
H(z)2q(z)
H20
=
1
2
(1− 2x) Ω0m (1 + z)
3
x+1 − Ω0Λ. (23)
These equations admit exact solutions in four distinctive
cases: (i) Ω0Λ = 0, (ii) Ω0Λ = 1, (iii) 0 < Ω0Λ < 1, and
(iv) Ω0Λ < 0, which should be treated separately. In what
follows, we define the parameter y ≡ −3/(1 + x) where, due
to the previous considerations, implies that y < 0.
1. Case when Ω0Λ = 0
This case correspond to a Universe filled only with a dark
matter, whose energy density is modified by the factor (1+x)
introduced by Q(x) [c.f. Eq. (20)]. As we will see below, the
solution for the scale factor resembles the one obtained for
the Einstein–de Sitter model, i.e.
a(t) =
[√−3yΩ0m
2
H0(t− t0)
]− 2y
, (24)
where t0 is an integration constant. Since y < 0, this solution
represents a power-law expansion without phase transition,
and therefore is disfavored by observations. It can be decel-
erated or accelerated for if −2/y is lesser or greater than 1,
respectively.
2. Case when Ω0Λ = 1
Since we have previously demanded 1+x > 0, this case im-
plies Ω0m = 0 from Eq. (20). Thus, the evolution correspond
to a de Sitter solution with a scale factor
a(t) = a0e
H0t, (25)
where a0 is an integration constant and H0 =
√
Λ/3. We
shall not consider this solution from now on.
Figure 1. Behaviour of λ(t) defined in Eq. (7) for the barotropic
model when 0 < Ω0Λ < 1, considering the best-fit values of
Table I. For ΛCDM, we use Λ = 3H20 Ω0Λ with mean values
Ω0Λ = 0.689 and H0 = 67.66 km s
−1 Mpc−1 as reported by the
Planck Collaboration [13].
3. Case when 0 < Ω0Λ < 1
In this scenario, dark matter coexists with negative pres-
sure dark energy modeled by the variable cosmological con-
stant λ(t) = Λ + κQ(t). Since the dark matter density is a
decreasing function of time, the variable cosmological con-
stant also decreases as the cosmic time evolves, going to a
constant value Λ (see Fig. 1).3 Therefore, it is expected that
a phase transition from a decelerated to accelerated expan-
sion occurs, ending with a de Sitter-like behavior. In fact,
the Friedmann’s equations in this case are solved by
a(t) =
(
− yΩ0Λ
3Ω0m
) 1
y
sinh−
2
y
[
−y
√
Ω0Λ
2
H0(t− t0)
]
. (26)
Thus, it becomes clear that this solution possesses a phase
transition and its behaviour is more likely to describe the
observational data. The age of the Universe in this case is
τ = − 2
yH0
√
Ω0Λ
arcsinh
(√
− yΩ0Λ
3Ω0m
)
, (27)
where the integration constant t0 has been fixed according
to the normalization a(0) = 1. This solution will be taken
into account in forthcoming sections to be constrained with
cosmological data.
4. Case when Ω0Λ < 0
The last possibility characterizes a Universe filled with
dark matter and a negative integration constant Λ. This
solution represents an anti-de Sitter Universe with future cos-
mological singularity, whose scale factor is given by
a(t) =
(
yΩ0Λ
3Ω0m
) 1
y
cos−
2
y
[
y
√−Ω0Λ
2
H0(t− t0)
]
, (28)
3 A similar behaviour is found for the CSL model of Sec. III B, that
has been previously outlined in Ref. [42].
5Figure 2. Cosmic evolution of the dimensionless parameter
Ωλx associated to the variable cosmological constant λ(t) in the
barotropic model with 0 < Ω0Λ < 1.
where, recall, y < 0. However, it does not exhibit a phase
transition and it is therefore unsupported by experimental
data.
In the next section, we consider the specific form of the
diffusion function obtained in Ref. [42] for the CSL model in a
cosmological setup and solve the field equations analytically.
B. Continuous spontaneous localization
The CSL model [67–70, 72] is one of the most studied
and refined approaches to solve the measurement problem
of quantum mechanics. It describes quantum-to-classical
transitions through stochastic and nonlinear terms in the
Schro¨dinger equation, that produce the quantum collapse
of the wave function. Remarkably, the appearance of en-
ergy divergences in collapse models [73–75] can be avoided
by introducing energy dissipation of matter [76, 77], which
has been shown to be compatible with the volume-preserving
diffeomorphisms invariance of UG [42].4 In this Subsection,
we focus on this scenario that provides a specific prediction
for the diffusion function Q(t).
For matter, the CSL model predicts a characteristic form
of the diffusion function that can be expressed as [42]5
QCSL(t) = Q0 − ξCSL
∫
ρmdt, (29)
where Q0 is an integration constant and ρm is the energy
density of the matter content. As we will see next, Q0 con-
tributes to an effective value of the integration constant that
plays the role of the cosmological constant. The latter will
be fixed by initial data through their corresponding Fried-
mann’s constraint. Moreover, current experimental data im-
pose severe constraints on the free parameter according to
3.3× 10−42 s−1 < ξCSL < 2.8× 10−29 s−1 (see [42] and refer-
ences therein).
4 It is worth mentioning that an additional framework with similar
predictions is the causal set approach to quantum gravity [78, 79].
For concreteness, we restrict ourselves to the CSL setup and leave
causal sets for a future studies.
5 In Ref. [42], this form was taken for baryons only. Here, we consider
that dark matter behaves similarly to baryons, although an extension
that distinguishes their nature is straightforward.
Assuming a dust-like dark matter component, the conser-
vation law (13) is solved by
ρm = ρ0me
ξCSLt a−3, (30)
where ρ0m is an integration constant related to the present
energy density of matter. Thus, the effect of energy diffu-
sion in the CSL model is to provide a modulation of the
scaling of matter. Although one would expect an exponen-
tial grow of energy density at late times, the backreaction of
diffusion generates a similar modification on the scale factor
[see Eqs. (36)-(40) below] that cancels out the exponential in
Eq. (30), producing a decay on the energy density as long as
the scale factor grows.
Considering that only dark matter develops diffusion, the
Friedmann’s equations in the CSL scenario become
H(z)2
H20
=
[
eξCSLt(1 + z)3 − ξCSL
∫
eξCSLt(1 + z)3dt
]
Ω0m
+ Ω0Λeff + Ω0k(1 + z)
2, (31)
q(z)H(z)2
H20
=
[
eξCSLt(1 + z)3
2
+ x
∫
eξCSLt(1 + z)3dt
]
Ω0m
− Ω0Λeff , (32)
where ΩΛeff = ΩΛ+κQ0/(3H
2) and Ω0Λeff represents its value
at present time. In the flat case, and defining the quantity
Ωξ ≡ ξ2CSL/(9H2) > 0 (with Ω0ξ denoting its present value),
we find that these equations admit exact solutions in three
distinct cases: (i) Ω0Λeff > Ω0ξ, (ii) Ω0Λeff < Ω0ξ, and (iii)
Ω0Λeff = Ω0ξ.
The Friedmann’s constraint for each case are
1 =
√
Ωξ ±
√
Ωm + ΩΛeff − Ωξ, (33)
1 =
√
Ωξ +
√
Ωm, (34)
where the upper and lower sign of Eq. (33) correspond to the
first and second case, respectively, while Eq. (34) corresponds
to the third case. To obtain a clearer meaning of Eqs. (33)
and (34) before the analytical solutions are presented, we
subtract
√
Ωξ in their both sides and take their second power.
Both results can be summarized in
1 = Ωm + ΩΛeff + 2
√
Ωξ − 2Ωξ ≡ Ωm + Ωλξ, (35)
where Ω0Λeff = Ω0ξ is contained as a particular case. Thus,
Ωλξ is interpreted as the dimensionless parameter associated
to the variable cosmological constant λ(t) for the CSL model.
Remarkably, the case when Ω0Λeff < Ω0ξ [i.e. with the minus
sign in Eq. (35)], admits a sign flip of the variable cosmolog-
ical constant as time evolves, passing from a de Sitter to an
anti de Sitter phase at very late times. Its cosmic evolution
is displayed in Fig. 6 for the three analytical solutions found
below.
In the following, we discuss each of these cases separately
and provide the analytic form of the scale factor that solve
Eqs. (31) and (32). Remarkably, it is found that the pres-
ence of energy diffusion generates an exponential modulation
of the scale factor in all cases. This feature induces a phase
transition from decelerated to accelerated expansion, provid-
ing a suitable setup to be constrained by cosmological data.
1. Case when Ω0Λeff > Ω0ξ
This scenario represents a Universe filled with dark mat-
ter, where the effective integration constant dominates over
6energy diffusion at present time. Therefore, in the constraint
given by Eq. (35), the variable cosmological constant remains
positive during the whole evolution. In fact, solving the
Friedmann’s equations (31) and (32), we obtain a scale factor
a(t) =
(
Ω0m
Ω0Λeff − Ω0ξ
) 1
3
exp
[√
Ω0ξH0t
]
× sinh 23
[
3
√
Ω0Λeff − Ω0ξ
2
H0 (t− t0)
]
. (36)
Remarkably, this solution represents a Universe with phase
transition from deceleration to acceleration driven by energy
diffusion induced by quantum collapse, with a de Sitter-like
expansion at late times. The age of the Universe in this
scenario is
τ =
2
3H0
√
Ω0Λeff − Ω0ξ
arcsinh
(√
Ω0Λeff − Ω0ξ
Ω0m
)
, (37)
where the integration constant t0 has been fixed by a(0) = 1.
2. Case when Ω0Λeff < Ω0ξ
In this scenario, the Universe is filled with dark matter
whose diffusion function dominates over the cosmological in-
tegration constant. The constraint given by Eq. (33) indi-
cates that Ωm decreases to a minimum value and the variable
cosmological constant takes negative values at late times (see
Figs. 5 and 6). This behavior is encoded in the solution of
the scale factor as a function of the cosmic time, that is
a(t) =
(
Ω0m
Ω0ξ − Ω0Λeff
) 1
3
exp
[√
Ω0ξH0t
]
× cos 23
[
3
√
Ω0ξ − Ω0Λeff
2
H0 (t− t0)
]
. (38)
Therefore, the exponential modulation induced by quantum
collapse generates a phase transition during the period when
the variable cosmological constant remains positive. As time
evolves, it can take negative values, leading to a big crunch
for very far future times. The behaviour of the scale factor of
this solution is plotted in Fig. 4 and the variable cosmological
constant in Fig. 5. The age of the Universe in this case is
given by
τ =
2
3H0
√
Ω0ξ − Ω0Λeff
[
pi
2
+ arccos
(√
Ω0ξ − Ω0Λeff
Ω0m
)]
,
(39)
where, as before, the integration constant t0 has been fixed
according to a(0) = 1.
3. Case when Ω0Λeff = Ω0ξ
Whenever the dimensionless parameters related to the ef-
fective integration constant and energy diffusion are equal at
present time, the function Ωξ goes to its minimum value as
long as Ωm goes to zero with the cosmic expansion. Thus, the
Figure 3. Scale factor of CSL and ΛCDM models, up to present
time, according to the best-fit values of Table I.
Figure 4. Very far future behaviour of scale factors of CSL and
ΛCDM models, considering the best-fit values of Table I.
variable cosmological constant reaches a nontrivial asymp-
totic value and it is expected to have a de Sitter-like expan-
sion at late times driven by Ωξ. Integrating the Eqs. (31)
and (32) we obtain the scale factor, which takes the form
a(t) =
[
3
√
Ω0m
2
H0 (t− t0)
] 2
3
exp
[√
Ω0ξH0t
]
. (40)
This solution represents a power-law expansion modulated
by an exponential function of the cosmic time, with a de
Sitter behaviour at late times. Remarkably, it has a phase
transition from decelerated to accelerated expansion due to
the nontrivial contribution of energy diffusion. The age of
the Universe in this case is
τ =
2
3H0
√
Ω0m
, (41)
where the normalization a(0) = 1 has been used.
In the next section, we constrain the parameters of the
barotropic and CSL models using observational data for a flat
FLRW Universe. To this end, we focus on solutions possess-
ing phase transition and compare them with observational
Hubble data (OHD) and SNe Ia data.
7Figure 5. Behaviour of λ(t) defined in Eq. (7) for the three
solutions of the CSL model presented in this work, using the
best-fit values of Table I. In the case of ΛCDM (Q = 0), we
use Λ = 3H20 Ω0Λ with mean values Ω0Λ = 0.689 and H0 =
67.66 km s−1 Mpc−1 as reported by the Planck Collaboration [13].
Figure 6. Cosmic evolution of the dimensionless parameter Ωλξ
associated to the variable cosmological constant λ(t) in the CSL
model.
IV. COSMOLOGICAL CONSTRAINTS
To impose the constraints on the preceding models, we
compute the best-fit value of their parameters by means
of the affine-invariant Markov Chain Monte Carlo method
(MCMC) [80]. This is implemented in the pure-Python code
emcee [81] by setting 24 chains with 4500 steps. In order for
the latter to explore the whole parameter space and get set-
tled in the maximum of the probability density, 1500 burn-in
steps are performed beforehand.
Since we are implementing Bayesian statistical analysis to
estimate the free parameters and their confidence regions, we
construct the Gaussian likelihood functions
LI = N exp
(
−χ
2
I
2
)
. (42)
Here, N is a normalization constant and I stands for each
data set under consideration, namely OHD, SNe Ia, and their
joint analysis with χ2joint = χ
2
OHD +χ
2
SNe. They are described
in the following, alongside their χ2 functions.
A. Observational Hubble Data
To constrain the models with OHD, we use the data set of
Ref. [82] that consist of 51 Hubble data points in the redshift
range 0.07 ≤ z ≤ 2.36. In this catalog, 31 data point are
obtained by the differential age method [83], where the points
can be estimated using
H(z) = − 1
1 + z
dz
dt
, (43)
with dz/dt being measured using the 4000A˚ break feature as
a function of the redshift. This method is model-independent
since it relies on the metallicity and the age of the stellar pop-
ulation of early galaxies estimated through spectroscopy. The
remaining data points come from measurements of baryon
acoustic oscillation, assuming that the data of H(z) is ob-
tained independently. Hence, the merit function of the OHD
is constructed as
χ2OHD =
51∑
i=1
[
Hi −Hth (zi, θ)
σH,i
]2
, (44)
where Hi and Hth are the observational and theoretical Hub-
ble parameters at redshift zi, respectively, σH,i is the associ-
ated error of Hi, and θ denotes the free parameters.
It is worth mentioning that we consider the present value
of the Hubble constant H0 as a free parameter as well. Thus,
for the Bayesian analysis, we use a Gaussian prior G(γ, δ)
over the dimensionless Hubble parameter, h, where γ and
δ are the mean value and standard deviation, respectively.
This is done according to H0 = 73.24 ± 1.74 km s−1 Mpc−1,
measured with a 2.4% of uncertainty according to Ref. [84].
B. Type Ia Supernovae
In addition to OHD, SNe Ia data can be used to con-
strain the models as well. Currently, there are three main
catalogs: Union 2.1 with 557 points in the redshift range
0.015 ≤ z ≤ 1.4 [85], JLA with 740 points in the redshift
range 0.01 ≤ z ≤ 1.3 [86], and Pantheon with 1048 point in
the redshift range 0.01 ≤ z ≤ 2.3 [87]. Here, we focus on
the latter that is a compilation of 279 SNe Ia data discov-
ered by the Pan-STARRS1 Medium Deep Survey, combined
with their estimated distance from the Sloan Digital Sky Sur-
vey, Supernova Legacy Survey, and various low-z and Hubble
Space Telescope samples. In this case, the merit function is
constructed as
χ2SNe =
1048∑
i=1
[
µi − µth (zi, θ)
σi
]2
, (45)
where µi and µth are the observational and theoretical dis-
tance modulus of each SNe Ia at redshift zi, respectively, σi
is the error in the measurement of µi, and θ encompasses the
free parameters of the respective model.
In the Pantheon sample, the observational distance modu-
lus is obtained by using the modified version of the Tripp
formula [88]. This method, however, is endowed with at
least three nuisance parameters that must be jointly esti-
mated with the cosmological parameters θ. To overcome this
8problem, the method BEAMS with bias correction was pro-
posed [89], in which its value reduces to
µi = mB −M, (46)
where mB is the apparent B-band magnitude of a fiducial
SNe Ia and M is a nuisance parameter. Even more, the
Pantheon sample gives the corrected apparent magnitudemB
directly. On the other hand, the theoretical distance modulus
in a flat FLRW spacetime is defined through the relation
µth (zi, θ) = 5 log10
[
dL (zi, θ)
Mpc
]
+ µ¯, (47)
where µ¯ = 5 [log10 (c) + 5], c is the speed of light given in
units of km s−1, and dL is the luminosity given by
dL (zi, θ) = (1 + zi)
∫ zi
0
dz′
H (z′, θ)
. (48)
Equation (45) can be written in matrix notation (denoted
by bold symbols) according to
χ2SNe = M
†C−1M, (49)
where C is the total covariance matrix given by
C = Dstat +Csys, (50)
and we have defined M = mB − µth (zi, θ) −M. The en-
tries of the diagonal matrix Dstat denote the statistical un-
certainties of mB for each redshift, while Csys denotes the
systematic uncertainties in the BEAMS with bias correction
approach.6 In order to reduce the number of free parameters
and marginalize over M, we define M = M¯ − µ¯ with M¯
being an auxiliary nuisance parameter and µ¯ being defined
below Eq. (47). Thus, Eq. (49) can be expanded as [90]
χ2SNe = A (z, θ)− 2B (z, θ)M¯+ CM¯2, (51)
where
A (z, θ) = M¯†C−1M¯, (52)
B (z, θ) = M¯†C−1 1, (53)
C = 1†C−1 1, (54)
with M¯ = mB − µth (zi, θ) + µ¯.
Minimizing Eq. (51) with respect to M¯ gives M¯ = B/C
and it reduces to
χ2SNe
∣∣∣
min
= A (z, θ)− B (z, θ)
2
C
. (55)
Notice that this function depends only on the free parameters
of the model. In fact, Eq. (49) provides the same information
as Eq. (55), since the best-fit parameters minimize the merit
function. Then, the χ2min gives an indication of the goodness
of fit: the smaller its value, the better is the fit.
6 The Pantheon data set is available online in the GitHub reposi-
tory https://github.com/dscolnic/Pantheon. The corrected apparent
magnitude mB for each SNe Ia together with their respective red-
shifts and errors are available in the document lcparam full long.txt.
The full systematic uncertainties matrix is available in the document
sys full long.txt.
V. RESULTS AND DISCUSSION
The two models are contrasted with OHD and SNe Ia
data through their corresponding Hubble parameters. For
the barotropic model, we consider the solution (22) subject
to the Friedmann’s constraint (20). Hence, their free param-
eters are θ = {Ω0m, h, x}. For Ω0m we use the flat prior
F ∈ [0, 1], for h we use the Gaussian prior G(0.7324, 0.0174),
and for x an EoS-like flat prior F ∈ [−1, 1].
For the CSL model, on the other hand, we take into ac-
count all the solutions with phase transition, subject to the
constraint (35). Thus, the free parameters of the first two
cases are θ = {Ω0m,Ω0ξ, h}, while for the last one we have
θ = {Ω0m, h}. The same priors as for the barotropic model
are used for Ω0m and h. For Ω0ξ, we consider a flat prior
F ∈ [0, 1] derived from Eq. (33), where the region allowed
by laboratory experiments is contained. In each case, the
Hubble parameter as a function of the redshift is obtained
numerically.
For further comparison, we obtain the best fit of the free
parameters of the ΛCDM model after the Friedmann’s con-
straint, i.e. θ = {Ω0m, h}, with a flat prior F ∈ [0, 1], using
H2ΛCDM
H20
= Ω0m (1 + z)
3
+ 1− Ω0m. (56)
It is worth mentioning that the a parameter in the emcee
code is modified to obtain a mean acceptance fraction be-
tween 0.2 and 0.5 for each model [81]. Their values are: 7
for ΛCDM, 5 for the barotropic model, and 4 for the CSL
model.
Even though the value of χ2min characterizes the goodness
of the fit, it does not take into account the number of free
parameters. Thus, one could add more of them at will such
that the likelihood gets minimized. To overcome this prob-
lem, we compare their goodness through two statistical indi-
cators: the Akaike Information Criterion (AIC) [91] and the
Bayesian Information Criterion (BIC) [92], defined respec-
tively as
AIC = 2θN − 2 ln (Lmax), (57)
BIC = θN ln (n)− 2 ln (Lmax). (58)
Here, Lmax represents the maximum value of the likelihood
function calculated for the best-fit parameters, θN is the
number of free parameters, and n is the number of the data
samples. Thereby, these indicators characterize the model
according to the number of free parameters, where the most
favored one minimizes their AIC and BIC values. Since the
latter depends on the logarithm of the total observational
data, it gives a better smoking gun than AIC. Thus, a model
possessing a higher value of BIC when compared to the other,
is considered as a criterion against it.
From the observational data of OHD, SNe Ia, and their
joint analysis, we provide the best-fit values for the parame-
ters of each model in Table I, alongside their AIC and BIC
indicators. In Figs. 7-11, we show the allowed regions of the
parameter space for the ΛCDM, barotropic, and CSL models,
respectively.
The results of Table I indicate that, for the joint analysis,
the barotropic model has lower χ2min than ΛCDM, reproduc-
ing better the cosmological data of SNe Ia and OHD. How-
ever, since ΛCDM has less free parameters, it gives a lower
BIC. Thus, even though we found evidence that ΛCDM is
9statistically preferred, the small difference between their in-
dicators is not strong enough to be conclusive about which
model is better. In this case, the age of the Universe obtained
from Eq. (27) is τ = 14.392± 0.183 Gyr.
On the other hand, the CSL model with Ω0Λeff > Ω0ξ also
reproduces better the cosmological data than ΛCDM, as it
can be seen from the difference of their χ2min in the joint
analysis. The ΛCDM model, in contrast, is statistically pre-
ferred as one concludes from their BIC’s values. However,
the best fit of Ω0ξ is translated into 4.2×10−19s−1 ≤ ξCSL ≤
9.7 × 10−19s−1, which is clearly incompatible with previ-
ous laboratory experiments (see [42] and references therein).
This is in agreement with the conclusions of Ref. [71], whose
results obtained from the CMB are also in tension with ear-
lier data. Moreover, imposing a prior compatible with pre-
existing data yields to similar values for h and Ω0m when
compared to ΛCDM, differing only in their associated errors.
This indicates that the CSL model tends to the latter when
the value of Ω0ξ → 0. Nevertheless, the obtained value for
Ω0ξ is not a best fit in this case, since it does not maximize
the probability within the restricted prior. The age of the
Universe in this case is τ = 14.338± 0.183 Gyr.
Data Best-fit values Goodness of fit
Ω0m h x Ω0ξ χ
2
min AIC BIC
ΛCDM Model
OHD 0.248+0.015−0.014 0.715
+0.010
−0.010 - - 27.9 31.9 35.7
SNe Ia 0.299+0.022−0.021 0.732
+0.017
−0.017 - - 1026.9 1030.9 1040.8
Joint 0.265+0.013−0.012 0.705
+0.009
−0.009 - - 1057.1 1061.1 1071.1
Barotropic Model
OHD 0.267+0.038−0.035 0.710
+0.014
−0.014 0.027
+0.046
−0.045 - 27.0 33.0 38.8
SNe Ia 0.306+0.058−0.050 0.732
+0.017
−0.017 0.041
+0.310
−0.194 - 1027.1 1033.1 1048.0
Joint 0.295+0.023−0.022 0.699
+0.009
−0.009 0.054
+0.035
−0.032 - 1053.5 1059.5 1074.5
CSL Model with Ω0Λeff > Ω0ξ
OHD 0.301+0.038−0.031 0.700
+0.012
−0.013 - 0.009
+0.013
−0.006 26.7 32.7 38.5
SNe Ia 0.346+0.031−0.032 0.732
+0.018
−0.017 - 0.052
+0.056
−0.038 1028.2 1034.2 1049.1
Joint 0.310+0.025−0.022 0.697
+0.009
−0.009 - 0.010
+0.010
−0.006 1053.7 1059.7 1074.7
CSL Model with Ω0Λeff < Ω0ξ
OHD 0.487+0.023−0.020 0.659
+0.009
−0.009 - 0.106
+0.013
−0.010 31.7 37.7 43.5
SNe Ia 0.415+0.041−0.031 0.732
+0.017
−0.017 - 0.237
+0.157
−0.069 1031.5 1037.5 1052.4
Joint 0.450+0.015−0.014 0.674
+0.008
−0.008 - 0.116
+0.009
−0.008 1078.4 1084.4 1099.4
CSL Model with Ω0Λeff = Ω0ξ
OHD 0.474+0.016−0.016 0.662
+0.009
−0.009 - - 31.1 35.1 39.0
SNe Ia 0.385+0.023−0.022 0.732
+0.017
−0.017 - - 1029.9 1033.9 1043.8
Joint 0.446+0.013−0.013 0.675
+0.008
−0.008 - - 1076.8 1080.8 1090.8
Table I. Results of best-fit parameters and statistical indicators. The uncertainties correspond to 1σ (68.3%) of confidence level (CL).
The cases when Ω0Λeff < Ω0ξ and Ω0Λeff = Ω0ξ do not
minimize neither the χ2min nor the BIC’s value in compari-
son with ΛCDM. Indeed, although the latter case has less
free parameters than the barotropic and CSL model with
Ω0Λeff > Ω0ξ, the large value of its χ
2
min undermines the re-
maining statistical indicators. Even more, in both cases, the
best fit values of Ω0m obtained from the joint analysis of
OHD and SNe Ia data is ruled out by model-independent
estimations [93]. Thus, we conclude that these two cases are
not well supported by cosmological observations.
VI. CONCLUSIONS AND FURTHER REMARKS
In this work, we address the issue of higher-order equations
generated by energy diffusion in homogeneous and isotropic
UG [64, 65], by assuming an EoS that relates the diffusion
function with the energy density of matter. We study a Uni-
verse filled with dark matter that develops energy diffusion
and, to determine their observational viability, two models
possessing such a feature are considered and contrasted with
cosmological data.
First, we study a barotropic model that incorporates the
phenomenon of diffusion to gain intuition. Although the cos-
mological integration constant is fixed by initial data, energy
diffusion introduces an additional parameter. Four exact so-
lutions are found in this scenario, with one of them having a
phase transition from decelerated to accelerated expansion.
Remarkably, this model is successful at describing the joint
analysis of OHD and SNe Ia data, even though ΛCDM is sta-
tistically preferred for having less free parameters. However,
their small difference in BIC’s value indicates that, in order
to be conclusive, more data is needed.
Second, a well-known scenario with energy-momentum
nonconservation generated by quantum collapse is analyzed:
the CSL model. Three analytical homogeneous and isotropic
solutions are found. Remarkably, all of them possess phase
transition induced by energy diffusion. When contrasted
with observations, the CSL model with Ω0Λeff > Ω0ξ gives,
according to experimental data, a better description of the
cosmological evolution than ΛCDM model. Nevertheless, the
latter has fewer free parameters and it is therefore more fa-
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vorable from a statistical viewpoint. However, the best fit
value of Ω0ξ forces the free parameter of the CSL model to
lie in a region that is incompatible with other laboratory ex-
periments. On the other hand, the cases when Ω0Λeff = Ω0ξ
and Ω0Λeff < Ω0ξ gives neither a good fit nor a compatible
prediction with model-independent measurements of Ω0m.
On the other hand, the CSL model that emulates a vari-
able cosmological constant with sign flip at late times opens
the possibility of having a Universe with phase transition
from de Sitter to anti de Sitter expansion with a very far
future cosmological singularity: a big crunch. Moreover, al-
though we found evidence that some cases studied here tend
to ΛCDM asymptotically, the source of the accelerated ex-
pansion is radically different in this scenario. This fact rein-
force the idea of exploring broadly the implications of energy
diffusion in cosmology.
The present work may open new avenues to explore the
diffusion phenomenon in UG. For instance, cosmological per-
turbations have been discussed in Ref. [94], showing that UG
could have observable effects in the CMB through the Sachs–
Wolfe effect [95]. For adiabatic fluctuations, however, the
differences with GR are negligible at large scales. Later, the
same effect was computed in gauge invariant way, concluding
that cosmological perturbations of UG and GR are identi-
cal [96]. In spite of this, both studies assumed the conserva-
tion of the energy-momentum tensor. Thus, it is certainly of
great interest to study cosmological perturbations with en-
ergy diffusion and to determine whether it could affect the
CMB or structure formation.
An appealing approach to restore the energy-momentum
conservation in UG is to consider interacting fluids. Although
their energy-momentum tensor may not need to be con-
served individually, their interaction could imply a energy-
conservation of the whole system.7 This setup has been con-
sidered in different scenarios [97–103], but it has not been im-
plemented in UG. The cosmological consequences of such in-
teraction are worth exploring, since the backreaction of more
than one fluid become relevant in phase transitions between
different matter dominated eras. The predictions of the in-
teracting model can be contrasted with observational data
in the same spirit as it has been done here. These studies
are relevant for determining the viability of UG with energy-
momentum nonconservation and they are left for future con-
tributions.
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Figure 7. Joint and marginalized constraints of Ω0m and h for the ΛCDM model. The admissible regions correspond to 1σ (68.3%),
2σ (95.5%), and 3σ (99.7%) CL, respectively.
7 We thank to A. Arza for pointing this out.
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Figure 8. Joint and marginalized constraint of Ω0m, h and x for the barotropic Model. The admissible regions correspond to 1σ (68.3%),
2σ (95.5%), and 3σ (99.7%) CL, respectively.
Figure 9. Joint and marginalized constraint of Ω0m, h and Ω0ξ for the CSL Model with Ω0Λeff > Ω0ξ. The admissible regions correspond
to 1σ (68.3%), 2σ (95.5%), and 3σ (99.7%) CL, respectively.
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Figure 10. Joint and marginalized constraint of Ω0m, h and Ω0ξ for the CSL Model with ΩΛ0eff < Ω0ξ. The admissible regions correspond
to 1σ (68.3%), 2σ (95.5%), and 3σ (99.7%) CL, respectively.
Figure 11. Joint and marginalized constraint of Ω0m and h for the CSL Model with Ω0Λeff = Ω0ξ. The admissible regions correspond
to 1σ (68.3%), 2σ (95.5%), and 3σ (99.7%) CL, respectively.
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