Facilitating the revolution for smarter cities, vehicles are getting smarter and equipped with more resources to go beyond transportation functionality. On-Board Units (OBU) are efficient computers inside vehicles that serve safety and non-safety based applications. However, much of these resources are underutilised. On the other hand, more users are relying now on cloud computing which is becoming costly and energy consuming. In this paper, we develop a Mixed Integer linear Programming (MILP) model that optimizes the allocation of processing demands in an architecture that encompasses the vehicles, edge and cloud computing with the objective of minimizing power consumption. The results show power savings of 70% -90% compared to conventional clouds for small demands. For medium and large demand sizes, the results show 20% -30% power saving as the cloud was used partially due to capacity limitations on the vehicular and edge nodes.
. Architecture of distributed processing service using vehicles, edge nodes, and the cloud.
The architecture is divided into three layers, as can be seen in Fig. 1 . The first layer is made of the vehicles. Modern vehicles are now equipped with On Board Units (OBU) of very high computational performance and communication capabilities. They form the first choice for processing destination. The second layer is formed of edge nodes. It provides second level for processing destination close to end user through dedicated servers. Both of these layers are in the local tier of the architecture. The last layer is the conventional cloud servers, which are geographically distant but of powerful computing capabilities. The edge and core switches and routers architecture is based on [17] . The model assumes the vehicles and the edge nodes communicate using one or more wireless interfaces such as Dedicated Short Range Communication (DSRC) and WiFi. It is assumed that the source node (the one that has the request) has knowledge of the available resources of the other nodes, and it chooses where to send its request to be served. This forms distributed type of dynamic control, which can be implemented using Software-Defined Network (SDN) concepts [18, 19] .
OPTIMISATION MODEL AND RESULTS
We developed a Mixed Integer linear Programming (MILP) model to optimise the location in which a demand is served with minimum power consumption. The power consumed in transmission, reception, and processing, increasing linearly with the demand, are calculated for each of the nodes used, in addition to the idle power for each one. The model ensures the conservation of processing capacity of each node, as well as the communication interface bandwidth capacity. Also, the full traffic is sent to every processing node regardless of the assigned processing in it. The model is evaluated in a parking lot with 20 cars parked within 150 meters from each other, communicating using the DSRC interface. The parking lot is surrounded by 4 edge nodes, and each node is connected to 5 vehicles through the WiFi. Each edge node is composed of a server and an access point and they can also communicate with each other using WiFi. Demands are generated by the vehicles and are composed of two parts, the data to be sent (traffic in kbps), and the processing it requires (MIPS). We use the estimations made in [20] for the traffic and the associated processing, where it takes 2000 instructions per bit for the video generation application that is selected as an example for the evaluation. Table 1 shows the parameters values for the three types of processing nodes. Cloud servers are highly efficient with processing efficiency of 4 instructions per cycle [27] . For edge nodes we considered processing efficiency of 3 instructions per cycle. The OBUs in vehicles are efficient enough to accommodate real-time and safety applications with 2 instructions per cycle for the vehicles. We assumed the power consumption in the cloud server and in the edge nodes server (the Raspberry Pi in Table 1 ) to be consumed fully in processing. The communication power in the edge, on the other hand, is solely consumed by the access point, while for cloud the communication power is the power consumed in the routers and switches leading to it. For the vehicles the same approach in [21] is followed where a typical type of computer is said to dedicate 58% of its power consumption to processing and 21% to communication, and the rest to storage. The model is evaluated for a varied number of requests ranging from 1 to 10 requests of equal demands initiated by vehicles. The demands are classified into low, medium and high based on the size of the single demand and consequently the total demand. Three demand values representing small video (2880 MIPS), medium video (2 times bigger) and large video (4 times bigger), were used and the traffic was generated according to [20] . The model decides where to serve each and how many nodes to use. We use the term "serve locally" to indicate the use of vehicles and edge node. Figure 2 shows the total power consumption at the three levels of processing resources available (vehicles, edge nodes, cloud) under the three demand levels as the number of requests increases. For small demands, it is most power efficient to serve them locally at all times. As for medium demand sizes, the demands are served locally if the requester processing demand is within local processing capacity. For 9 and 10 requests, the vehicles and edge nodes were no longer enough to serve the full processing demand, therefore, the part exceeding the vehicles and edge nodes capacities was sent to the cloud, which explains the large increase in the power consumption when compared with 8 requests. The same trend is noticed in the high demands' values but at lower number of requests. The processing capacities of the vehicles and edge nodes were exceeded after 4 requests due the large demand size which creates competition on the use of local resources. Figure 3 shows the power saving percentage comparing local processing with the conventional cloud. The small demand values experience power saving between 90% for a single request and 74% for 10 requests. For the medium demand values, the power saving is slightly less than the small demands with power saving of 87% for a single request and decreasing to 68% for 8 requests. For the high demands, the power saving starts at 81 % for single requests and drops to 66% for 4 requests. This reduction in power saving is due to the need for more service nodes as the demand increases. The increase in serving nodes means more idle power is used as well as more redundancy in the traffic since each serving node needs to receive the full amount of traffic. For the medium and high demand values, the substantial drop in power saving happens at 9 requests and 5 requests respectively. These are the instances when the model was forced, by limitation of processing capacity of vehicles and edge nodes, to the cloud to be served, causing the power saving to drop to levels of 20% -30%.
CONCLUSIONS
In this paper, we presented a distributed service architecture based on vehicular network and edge computing for processing demands originating from stationary vehicles. A MILP model was developed to minimise the power consumption by optimising the use of vehicles and edge nodes to perform processing. The performance of the model was evaluated for three processing demand volumes and the results were compared with the use of conventional cloud servers to serve all the demands. The model shows power savings up to 90% for smaller demand values, and a gradual decrease in savings for medium and high demands due to partial use of cloud servers. This saving can be improved by reducing the amount of demand forced into the cloud served, and this in turn can be achieved by increasing processing and communication capacities of vehicles and edge nodes. 
