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Abstract
In this manuscript, we are interested on the long-term behaviour of branching processes with
pairwise interactions (BPI-processes). A process in this class behaves as a pure branching process
with the difference that competition and cooperation events between pairs of individual are also
allowed. BPI-processes form a subclass of branching processes with interactions, which were recently
introduced by González Casanova et al. [9], and includes the so-called logistic branching process
which was studied by Lambert [18].
Here, we provide a series of integral tests that fully explains how competition and cooperation
regulates the long-term behaviour of BPI-processes. In particular, we give necessary and sufficient
conditions for the events of explosion and extinction, as well as conditions under which the process
comes down from infinity. Moreover, we also determine whether the process admits, or not, a
stationary distribution. Our arguments uses the moment dual of BPI-processes which turns out
to be a family of diffusions taking values on [0, 1], that we introduce as generalised Wright-Fisher
diffusions together with a complete understanding of the nature of their boundaries.
Key words and phrases: Branching processes with interactions, moment duality, generalised
Wright-Fisher diffusions, Lamperti transform, explosion, extinction, stability, coming down from
infinity.
MSC 2020 subject classifications: 60J80, 60K35.
1 Introduction and main results.
A branching process or Bienaymé-Galton-Watson process (BGW) is a continuous time and discrete
state-space Markov chain where particles or individuals (of the same nature) give birth independently
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at some constant rate to a random number of offspring or die independently at constant rate (see for
instance the monographs of Harris [11] or Athreya and Ney [3] for further details). Besides their elegance
and tractability, it is well-known that branching processes are offset by the difficulty that it predicts
that the population will, with probability one, either die out or grow without bound. On the event of
dying out, the process can decay indefinitely or be absorbed at {0} in finite time. On the other hand,
if the process does not die out, the process can grow indefinitely or be absorbed at {∞} in finite time.
The latter event is known as explosion and occurs typically when the process performs infinitely many
large jumps in a finite time with positive probability.
In order to circumvent various unrealistic properties of pure branching processes, as their degenerate
long-term behaviour, several authors have introduced generalisations of these processes by incorporat-
ing interactions between individuals. Following the study of Lambert [18] (see also Jagers [12]) and the
recent manuscript of González Casanova et al. [9], one approach consists in generalising the birth and
death rates by considering polynomial rates as functions of the population size that can be interpreted
as a different type of interactions between individuals. For example, competition pressure and cooper-
ation which are ubiquitous fundamental mechanisms in biology in various space and time scales, and
thus deserves special attention. It is important to mention that continuous time BGW processes with
polynomial rates similar as the one we focus here (but not the same) can also be found in Chen [5]
and Pakes [22]. The authors in these papers make stronger integrability assumptions on the offspring
distributions than the ones we consider here. Moreover, the approach we develop and the results we
obtain are quite different.
Formally speaking, we study a continuous time and discrete state-space Markov chain, in which
natural births and natural deaths both occur at rates proportional to the current population size (as
in the continuous time BGW process) but we also consider additional births and deaths events, due to
cooperation and competition, that occur at a rate proportional to the square of the population size.
We call this family of processes as branching processes with pairwise interaction (or BPI-processes for
short). More precisely, consider the parameters c, d ≥ 0, (bi, i ≥ 1) and (pii, i ≥ 1) such that bi, pii ≥ 0,
for i ≥ 1, and
b :=
∑
i≥1
bi <∞ and ρ :=
∑
i≥1
pii <∞. (1)
The BPI-process Z = (Zt, t ≥ 0) is a continuous time Markov process with values in N0,∞ := N∪{0,∞}
whose dynamics are described through its infinitesimal generator matrix Q = (qi,j)i,j∈N0,∞ which is given
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by
qi,j =


ipij−i + i(i− 1)bj−i if i ≥ 1 and j > i,
di+ ci(i− 1) if i ≥ 1 and j = i− 1,
−i(d + ρ+ (b+ c)(i− 1)) if i ≥ 1 and j = i,
0 otherwise.
It is important to note that a BPI-process can also be understood as the counting process of a particle
system where particles may coalesce (i.e. competition event) or fragment with or without collisions
(i.e. cooperation and branching events, respectively). We denote by Pz the law of Z when issued from
z ∈ N0 := N ∪ {0}.
Observe that the total natural birth rate, given that the size of the population is z ∈ N, is thus ρz
and the natural death rate dz. In particular, when ρ > 0, the parameter pii/ρ represents the probability
of having i new individuals born at each reproduction event. Then, the function
Ψd,ρ(u) := d− (ρ+ d)u+
∑
i≥1
piiu
i+1, u ∈ [0, 1], (2)
characterises completely the underlying branching mechanism of the BPI-process, i.e., when c = b = 0,
the BPI-process becomes a continuous time BGW process whose branching mechanism is given by Ψd,ρ.
In the sequel, we refer to Ψd,ρ defined in (2) as the branching mechanism.
On the other hand, the extra death rate cz(z − 1) models competition pressure, i.e., deaths may
occur if one of the z individuals select another from the remaining z − 1 ones at constant rate c and
then kills it. The extra birth rate bz(z− 1) corresponds to the interaction coming from cooperation, i.e.
when b > 0, each pair of individuals interact and produce i new individuals with probability bi/b. These
interactions motivate the introduction of the function
Φc,b(u) := c− (c + b)u+
∑
i≥1
biu
i+1, u ∈ [0, 1], (3)
which characterises the cooperation and competition mechanisms of the BPI-process. In the sequel, we
refer to Φc,b as the interaction mechanism.
An interesting and special case is the so-called logistic branching process (or LB-process for short),
i.e. when c > 0 and b = 0. The LB-process was introduced and deeply studied by Lambert in [18] under
the following log-moment condition ∑
i≥1
ln(i) pii <∞. (4)
Another important example is the corresponding counting block process of the so-called Kingman’s
coalescent which corresponds to the absence of natural deaths, branching and cooperation (i.e. d = ρ =
3
b = 0) in our model (see Kingman [16] for further details).
Models with cooperation have appeared in the literature before, for instance we mention Sturm and
Zwart [25] and more recently González Casanova et al. [9], where a more general model is considered
which includes other types of interactions besides competition and cooperation, namely annihilation
(which is a pairwise interaction event) and catastrophes (which is a multiple interaction event). Despite
that annihilation is a pairwise interaction event, we exclude it from our model due to its complexity (it
produces negative jumps of size equals 2) and since it cannot be covered with the techniques we develop
here.
According to the infinitesimal generator Q defined above, we have the following classification of the
states of a BPI-process (we refer to Chapters 2 and 3 of the monograph of Norris [21] and references
therein for background on continuous time Markov chains).
{∞} {0} {1} If ρ > 0 If ρ = 0 and b > 0
is absorbing is absorbing is absorbing Z is irreducible Z is irreducible
whenever when d > 0 when d = ρ = 0 on N whenever on N \ {1} whenever
ρ > 0 or b > 0 and c > 0 d > 0 or c > 0 d > 0 or c > 0
Table 1: Classification of the states of the BPI-process.
The aim of this manuscript is to study the long-term behaviour of BPI-processes with general branch-
ing and interaction mechanisms; and the precise understanding of how competition and cooperation
regulates their growth. In other words, we are interested in studying the nature of the absorbing states
{0} (extinction of the population), {1} and {∞} (explosion of the population) as well as whether the
process possesses or not a stationary distribution. In this direction, we define
ζ0 := inf{t ≥ 0 : Zt = 0}, ζ1 := inf{t ≥ 0 : Zt = 1} and ζ∞ := inf{t ≥ 0 : Zt = ∞},
the hitting times of the states {0}, {1} and {∞}, with the usual convention that inf ∅ =∞. We say that
the BPI-process Z explodes with positive probability if and only if Pz(ζ∞ <∞) > 0 and that it becomes
extinct with positive probability if and only if Pz(ζ0 <∞) > 0. It may happen that a BPI-process does
not become extinct but eventually will decay to 0 with positive probability, in that case we say that the
BPI-process becomes extinguished with positive probability, that is to say
Pz
(
lim
t→∞
Zt = 0
)
> 0.
A rather surprising phenomenon is that competition does not always prevent explosion while cooperation
could also not prevent extinction. Nevertheless, the competition pressure as the population size increases
could cause a compensation near {∞} in order to allow the population to survive forever, i.e., the process
will never reach the absorbing states {0} and {∞}.
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It is important to note that in the case of LB-processes (i.e. c > 0 and b = 0), Lambert [18] found that
the log-moment condition (4) is enough (but not sufficient) to guarantee that the process never explodes,
see Theorems 2.2 and 2.3 in [18]. Moreover, under (4), it is observed in [18] that the competition alone
has no impact on the extinction of the population. Indeed, when d = 0, the process admits a stationary
distribution and, when d > 0, the process gets absorbed at {0} a.s. The event of explosion of LB-
processes was not formally studied in [18] and one of our aims is to fully describe such behaviour by
providing a necessary and sufficient condition.
Recently, Foucart [7] studied the event of extinction for the continuous-state and continuous-time
branching process with competition (or logistic CSBP) improving the results of Lambert [18] in the
continuous-time and continuous-state setting. Furthermore, Foucart [7] established a criterion for ex-
plosion. However, the LB-process cannot be seen as a logistic CSBP. Specifically, competition in [7]
(see equation (7)) appears as a negative non-linear drift while in our case competition corresponds to
an extra negative jump. In the general scenario, i.e. when there is cooperation, González Casanova et
al. [9] (see Theorems 1 and 3) have proven similar results under the rather strong assumption that the
mean of the offspring size at each birth time is finite, i.e.
∑
i≥1 ipii <∞. We recall that the case consid-
ered in González Casanova et al. [9] includes annihilation and catastrophes, events that we cannot cover
with the techniques developed in this manuscript. Nevertheless, our results provide a straightforward
stochastic bound (via a coupling argument) for the model considered in [9] in some of the events that
we are interested on.
In this manuscript, we provide integral tests under which a BPI-process explodes in finite time,
becomes extinct, extinguished or absorbed at {1}. Moreover, we also give an integral test for the
existence of a stationary distribution and a condition under which the process comes down from infinity.
Through this work and unless we specify otherwise, we always assume that
c > 0 and ς := −c +
∑
i≥1
ibi ≤ 0. (H)
Observe that when ς < 0, we necessarily have that c > 0. When ς = 0 and c = 0, the process Z is
nothing but a BGW-process whose long-term behaviour has been well studied. In other words, under
assumption (H), we always assume that there is competition and that the mean of the offspring at each
birth event given by cooperation is bounded by the competition.
Following the terminology in González Casanova et al. [9], we say that a BPI-process is in the
supercritical, critical or subcritical cooperative regime accordingly as ς > 0, ς = 0 or ς < 0. Here, the
supercritical cooperative regime is not considered since the approach we develop basically cannot be
applied in this case as we will see later. Nevertheless, Gonzalez-Casanova et al. [9] (see Theorem 1) have
shown that in this regime, and when
∑
i≥i ipii < ∞, the process explodes in finite time with positive
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probability. On the other hand, the long-term behaviour in the critical cooperative regime has not been
treated in [9] but during the preparation of this manuscript we knew that some new developments have
been done in the general setting (i.e. including annihilation and catastrophes as in [9]) by González
Casanova et al. [8] under the conditions
∑
i≥1 ipii <∞ and
∑
i≥1 i
2bi <∞.
Before we present our main results, we introduce some notation. For x, y ∈ (0, 1), we define
Qc,bd,ρ(y; x) :=
∫ x
y
Ψd,ρ(w)
wΦc,b(w)
dw, J c,bd,ρ(y; x) := exp
(
Qc,bd,ρ(y; x)
)
, Sc,bd,ρ(y; x) :=
∫ x
y
du
J c,bd,ρ(y; u)
,
Rc,bd,ρ(y; x) :=
∫ x
y
1
uΦc,b(u)
J c,bd,ρ(y; u)du, E c,bd,ρ(y; x) :=
∫ x
y
Rc,bd,ρ(u; x)du,
and
Ic,bd,ρ(y; x) :=
∫ x
y
1
J c,bd,ρ(y; u)
Rc,bd,ρ(y; u)du.
Note that the above quantities are always finite whenever x, y ∈ (0, 1). For θ ∈ (0, 1) and i = 0, 1, we
also define
Qc,bd,ρ(θ; i) := limx→iQ
c,b
d,ρ(θ; x), J c,bd,ρ(θ; i) := limx→iJ
c,b
d,ρ(θ; x), Sc,bd,ρ(θ; i) := limx→iS
c,b
d,ρ(θ; x),
Rc,bd,ρ(θ; i) := limx→iR
c,b
d,ρ(θ; x), E c,bd,ρ(θ; i) := limx→i E
c,b
d,ρ(θ; x) and Ic,bd,ρ(θ; i) := limx→i I
c,b
d,ρ(θ; x).
These last quantities may be finite or infinite. Most of the integral test that we present below will be in
terms of the above quantities.
We start our exposition by studying the event of explosion for the BPI-process in the (sub)critical
cooperative regime. In particular, this includes the LB-process, i.e. the case b = 0 and c > 0 which is
the model studied in [18] and, up to our knowledge, its event of explosion has not been described yet.
Our first main result provide a complete description of the explosion event in the sense that necessary
and sufficient conditions are given.
Theorem 1 (Explosion). Suppose that z ∈ N. The (sub)critical cooperative BPI-process explodes with
positive probability, i.e. Pz(ζ∞ <∞) > 0, if and only if one of the following two conditions is satisfied:
(i) Ic,bd,ρ(θ; 1) <∞, E c,bd,ρ(θ; 1) <∞ and Qc,bd,ρ(θ; 1) = −∞, for some θ ∈ (0, 1), or
(ii) Ic,bd,ρ(θ; 1) =∞ and E c,bd,ρ(θ; 1) <∞, for some θ ∈ (0, 1).
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The following corollaries are useful and straightforward consequences of Theorem 1. The first corol-
lary provides a simpler condition for a (sub)critical cooperative BPI-process to do not explode and the
second one, provides a simpler necessary and sufficient condition for explosion with positive probability
in the subcritical cooperative regime. For simplicity on exposition, we refer their proofs at the Appendix.
Corollary 1. If Qc,bd,ρ(θ; 1) ∈ (−∞,∞), for some θ ∈ (0, 1), then the (sub)critical cooperative BPI-process
issue from z ∈ N does not explode.
Corollary 2. In the subcritical cooperative regime, i.e. ς < 0, we have that a BPI-process explodes with
positive probability if and only if E c,bd,ρ(θ; 1) <∞, for some θ ∈ (0, 1).
Moreover, we can also determine when a (sub)critical cooperative BPI-processes explode almost
surely. This is the purpose of the following result.
Proposition 1. Suppose that z ∈ N, ρ > 0, and that either condition (i) or (ii) in Theorem 1 is fulfilled.
Then, the associated BPI-process explodes a.s., i.e. Pz(ζ∞ <∞) = 1, if and only if d = 0.
We stress that Theorem 1 implies that the LB-process studied in Lambert [18] never explodes under
the log-moment condition (4). Actually this is also the case for any subcritical cooperative BPI-process.
Indeed, suppose that ς < 0 and that the log-moment condition (4) is satisfied. We introduce
p¯ik :=
∑
i≥k
pii and b¯k :=
∑
i≥k
bi for k ∈ N,
and note that condition (4) is equivalent to
∑
k≥1 k
−1p¯ik < ∞. We also observe that Ψd,ρ and Φc,b can
be rewritten as follows
Ψd,ρ(u) = (1− u)
(
d−
∑
i≥1
p¯iiu
i
)
and Φc,b(u) = (1− u)
(
c−
∑
i≥1
b¯iu
i
)
for u ∈ [0, 1]. (5)
From the previous identity, we note
−ς(1 − u) ≤ Φc,b(u) ≤ c(1− u), for u ∈ [0, 1], (6)
which implies that there exists a constant C > 0 such that |Qc,bd,ρ(θ; 1)| ≤ C
∑
k≥1 k
−1p¯ik < ∞, for
θ ∈ (0, 1). By Corollary 1, we deduce that subcritical cooperative BPI-processes do not explode whenever
the log-moment condition (4) is satisfied. On the other hand, the moment condition
∑
i≥1 ipii < ∞
assumed in [9] is clearly a sufficient condition for not explosion of subcritical cooperative BPI-processes.
In the critical cooperative regime (ς = 0), the moment condition
∑
i≥1 ipii < ∞ also implies that
critical cooperative BPI-processes do not explode. To see this, we define m := −d + ∑i≥1 ipii. If
m ≤ 0, then Ψd,ρ(u) ≥ 0 for all u ∈ [0, 1]. In this case, it follows from the right-hand side of inequality
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(6) that 0 < Qc,bd,ρ(θ; 1) < ∞, and our claim follows again from Corollary 1. If m > 0, there are two
possibilities either Qc,bd,ρ(θ; 1) ∈ (−∞, 0) or Qc,bd,ρ(θ; 1) = −∞. For the case Qc,bd,ρ(θ; 1) ∈ (−∞, 0), Corollary
1 immediately implies the claim. If Qc,bd,ρ(θ; 1) = −∞, we note
E c,bd,ρ(θ; 1) ≥
∫ 1
θ
1
Ψd,ρ(u)
∫ 1
u
Ψd,ρ(x)
xΦc,b(x)
exp
(
Qc,bd,ρ(u; x)
)
dxdu ≥ −
∫ 1
θ
du
Ψd,ρ(u)
= ∞
since 0 < −m(1− u) < Ψd,ρ(u) < (1− u)(d−
∑
i≥1 p¯iiθ
i) <∞. Thus our claim follows from Theorem 1.
It is important to note that a classical coupling argument between continuous-time Markov chains
([20, Chapters IV and V]) shows that, under our main hypothesis (H), Theorem 1 also implies the result
established in Theorem 1 in [9] for more general classes of subcritical cooperative branching processes
with interactions (i.e. including annihilation and catastrophes).
Once we know that a (sub)critical cooperative BPI-process does not explode, it is natural to study the
event of extinction. This is the purpose of our second main result which determines when (sub)critical
cooperative BPI-processes will reach extinction, in finite time or eventually, through integral tests.
Before we state such result, we first deduce the following claim which is important for determining the
probability of extinction and says
d > 0 implies that |Rc,bd,ρ(θ; 0)| <∞, for some θ ∈ (0, 1).
Indeed, we note that limu→0Ψd,ρ(u)/Φc,b(u) = d/c ∈ (0,∞). Moreover, for d ≥ 0, we have the following
inequalities: for all ε > 0, there exists θ ∈ (0, 1) such that
(d/c− ε) ln(θ/x) ≤
∣∣∣Qc,bd,ρ(θ; x)∣∣∣ ≤ (d/c+ ε) ln(θ/x), for x ∈ (0, θ). (7)
Hence, under the assumption that d > 0, we take ε ∈ (0, d/c) and conclude that there is a constant
C > 0 such that
|Rc,bd,ρ(θ; 0)| ≤ C
∫ θ
0
ud/c−ε−1du <∞,
which implies our claim.
For our next result, we assume that d > 0 and write Rc,bd,ρ(0; 1) := Rc,bd,ρ(θ; 1) − Rc,bd,ρ(θ; 0), for some
θ ∈ (0, 1), which it is well-defined but it may be infinite if Rc,bd,ρ(θ; 1) = ∞, for some θ ∈ (0, 1).
Theorem 2 (Extinction). Suppose that d > 0 and z ∈ N. Hence
(i) if Sc,bd,ρ(θ; 1) <∞, for some θ ∈ (0, 1), and one of the following conditions is satisfied: Ic,bd,ρ(θ; 1) = ∞
or E c,bd,ρ(θ; 1) = ∞ or Qc,bd,ρ(θ; 1) ∈ (−∞,∞]. Then the (sub)critical cooperative BPI-process get
absorbed at 0 in finite time almost surely, i.e., Pz(ζ0 <∞) = 1,
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(ii) otherwise,
Pz
(
lim
t→∞
Zt = 0
)
=
1
Rc,bd,ρ(0; 1)
∫ 1
0
uz
uΦc,b(u)
J c,bd,ρ(θ; u)du < 1,
where Pz (limt→∞ Zt = 0) = 0 whenever Rc,bd,ρ(θ; 1) = ∞.
We point out that the quantity on the right-hand side of the probability in Proposition 2 (ii) is
well-defined since the integral is less or equal to Rc,bd,ρ(0; 1).
Following Lambert [18], our aim is to provide a deeper insight into the law of the random time ζ0.
With this purpose in mind, we will show how to extend the results established by Lambert to our case.
It is important to mention that the proofs are based in a slight adaptation to those of [18], and thus, we
leave the details to the interested reader to keep this article of a reasonable size; see Section 5 below.
Nevertheless, we believe that these results are important by their own and must be reported for future
reference.
For what follows, we assume that Qc,bd,ρ(θ; 1) ∈ (−∞,∞), for some (and then for all) θ ∈ (0, 1).
Note that Corollary 1 implies that the (sub)critical cooperative BPI-process Z does not explode in
this case. Moreover the above condition also implies that Sc,bd,ρ(θ; 1) < ∞. Hence if d > 0, from
Theorem 2, we deduce that the process Z gets absorbed at 0 in finite time almost surely. The condition
Qc,bd,ρ(θ; 1) ∈ (−∞,∞) allows us to define the function m(u) := Qc,bd,ρ(u; 1), for u ∈ (0, 1]. We also define
the nonnegative decreasing function τ : (0, 1] → [0, ξ) by τ(u) := ∫ 1
u
em(v)dv, for u ∈ (0, 1], where
ξ :=
∫ 1
0
em(v)dv ∈ (0,∞]. Observe that the mapping τ is a bijection whose inverse on [0, ξ) is denoted
by ϕ. In particular, ϕ′(u) = −e−m(ϕ(u)) for u ∈ [0, ξ). Finally, we introduce the function
Hq,z(u) :=
∫ ∞
0
e−qtEz[u
Zt ]dt, for z ∈ N0, u ∈ [0, 1] and q > 0.
Note that when u = e−λ, for λ ≥ 0, the function Hq,z is just the Laplace transform of the q-resolvent
measure of the BPI-process Z started at z. But since Z is an integer-value process is more convenient
to work with the current definition of Hq,z. The next result corresponds to Lemmas 2.1, 3.6 and 3.7 in
[18].
Lemma 1. Suppose that Qc,bd,ρ(θ; 1) ∈ (−∞,∞), for some θ ∈ (0, 1), d > 0, z ∈ N0 and q > 0.
(i) As a function of u ∈ [0, 1), Hq,z ∈ C2([0, 1),R) and it solves the second-order linear differential
equation
− uΦc,b(u)y′′(u)−Ψd,ρ(u)y′(u) + qy(u) = uz. (8)
Let (Ehq ) be the homogeneous differential equation associated to (8). Then,
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(ii) for any solution (I, fq) of (E
h
q ), for any open interval I0 ⊂ I on which fq(·) does not vanish, the
function gq(u) := f
′
q(u)/fq(u), for u ∈ I0, solves on I0 the Riccati differential equation
y′(u) + y2(u) +
Ψd,ρ(u)
uΦc,b(u)
y(u) =
q
uΦc,b(u)
. (9)
(iii) For any solution (J, gq) of (9), the function hq(u) := exp(−m(ϕ(u)))gq(ϕ(u)), for u ∈ τ(J), solves
on τ(J) the Riccati differential equation
y′(u)− y2(u) = −qr2(u), (10)
where r(u) := |ϕ′(u)|(ϕ(u)Φc,b(ϕ(u)))−1/2, for u ∈ (0, ξ).
(iv) The equation (10) has a unique nonnegative solution wq(·) defined on (0, ξ−) and vanishing at ξ−.
In addition, wq is positive on (0, ξ), and for any u sufficiently small or large, wq(u) <
√
qr(u). As
a consequence,
∫ ξ
0
wq(w)dw converges, and wq decreases initially and ultimately.
Now, we are able to state the next result which determines the law of ζ0 and that corresponds to
Theorem 3.9 in [18].
Theorem 3. Suppose that Qc,bd,ρ(θ; 1) ∈ (−∞,∞), for some θ ∈ (0, 1), d > 0, z ∈ N0 and q > 0.
Recall the function wq defined in Lemma 1 part (iv) and the notation ξ :=
∫ 1
0
em(v)dv. We have that, for
u ∈ [0, 1],
qHq,z(u) = 1−
∫ τ(u)
0
e−
∫ τ(u)
t
wq(x)dx
(∫ ξ
t
qr2(y)(1− ϕz(y))e−
∫ y
t
wq(x)dxdy
)
dt.
In particular, we have
Ez[e
−qζ0 ] = 1−
∫ ξ
0
e−
∫ ξ
t
wq(x)dx
(∫ ξ
t
qr2(y)(1− ϕz(y))e−
∫ y
t
wq(x)dxdy
)
dt.
Furthermore, the expectation of ζ0 is finite and is equal to
Ez[ζ0] =
∫ ξ
0
xr2(x)(1− ϕz(x))dx =
∫ 1
0
1− yz
yΦc,b(y)
e−m(y)
(∫ 1
y
em(x)dx
)
dy.
As we mentioned before and according to Theorem 2.2 in Lambert [18], when d = 0 and the log-
moment condition (4) is satisfied the LB-process is positive recurrent in N and moreover it admits a
stationary distribution. Thus, it is natural to ask under which conditions a (sub)critical cooperative
BPI-process is positive recurrent in N and if it also admits a stationary distribution.
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Our next main result deals with the existence of a stationary distribution for (sub)critical cooperative
BPI-processes. We first note that when d = 0, we necessarily have |Sc,b0,ρ(θ; 0)| < ∞. To see this, it is
enough to observe that d = 0 implies Ψ0,ρ(u) ≤ 0, for all u ∈ [0, 1].
Let us assume that d = 0 and we write Sc,bd,ρ(0; 1) := Sc,bd,ρ(θ; 1)− Sc,bd,ρ(θ; 0), for some θ ∈ (0, 1), which
is well-defined and may be infinite.
Theorem 4. Suppose that d = 0 and z ∈ N.
(i) If Sc,b0,ρ(θ; 1) <∞, for some θ ∈ (0, 1), and one of the following conditions is satisfied: Ic,b0,ρ(θ; 1) = ∞
or E c,b0,ρ(θ; 1) = ∞ or Qc,b0,ρ(θ; 1) ∈ (−∞,∞]. Then Z converges in law as t→∞ towards a random
variable Z∞ on N whose probability generating function is given by
E
[
uZ∞
]
:=
Sc,b0,ρ(0; u)
Sc,b0,ρ(0; 1)
, for u ∈ [0, 1].
In particular, if ρ > 0, then the support of Z∞ is N. If ρ = 0, then Z∞ ≡ 1.
(ii) Otherwise, Pz (limt→∞ Zt = ∞) = 1.
The result in Theorem 4 improves those in Theorem 2.2 of [18] and Theorem 3 of [9], which only deals
with the subcritical cooperative case. Indeed, both results make strong assumptions on the offspring
distribution, the former assume the log-moment condition (4) and the latter a first moment condition.
In both cases, the imposed assumptions implies Sc,b0,ρ(θ, 1) <∞, for some θ ∈ (0, 1). In order to see this,
we recall that |Qc,b0,ρ(θ, 1)| <∞, for some θ ∈ (0, 1), whenever ς < 0 and (4) is satisfied.
Moreover, one can easily see from the probability generating function of the stationary distribution
in Theorem 4 that d = 0 and the log-moment condition (4) are necessary and sufficient conditions for
the stationary distribution to admit a first moment in the subcritical cooperative regime. In the critical
cooperative regime, the latter assertion does not always hold. For instance, consider the BPI-process
with parameters d = 0, c = 1, pi1 = ρ ∈ (0, 1), b1 = b = 1 and pii = bi = 0 for all i ≥ 2. In this case, the
log-moment condition (4) is fulfilled and the stationary distribution is such that
P(Z∞ = k) =
Γ(ρ− 1 + k)
Γ(ρ− 1)k! , for k ∈ N,
and whose probability generating function is given by E[uZ∞ ] = 1 − (1 − u)1−ρ, for u ∈ [0, 1]; here Γ(·)
denotes the so-called gamma function. In other words, Z∞ is distributed as a Sibuya distribution with
parameter 1 − ρ. From the form of the distribution of Z∞, it is clear that it does not admit a first
moment and in fact it has no moments of any order. This particular BPI-process appears in González
Casanova et al. [10] in connection with the Wright-Fisher diffusion with efficiency which is described as
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the unique strong solution, taking values on [0, 1], of the following SDE
dUt = −ρUt(1− Ut)dt+
√
2Ut(1− Ut)2dBt, with U0 = x,
where B = (Bt, t ≥ 0) is a standard Brownian motion and x ∈ [0, 1]; see also Theorem 6 in Section 3
below for a precise statement.
Finally, our last main result provides a condition for the (sub)critical cooperative BPI-process to
come-down from infinity. We consider the usual definition of (instantaneously) coming-down from
infinity, which means that the state {∞} is an entrance boundary for the process Z; see for instance
Definition 2.1 in [4]. We say that a BPI-branching process (instantaneously) comes-down from infinity
if there exits t > 0 such that lima→∞ limz→∞ Pz(ζa < t) > 0, where ζa := inf{t ≥ 0 : Zt = a} for a ∈ N0.
Theorem 5 (Coming-down from infinity). Suppose that Ic,bd,ρ(θ; 1) < ∞, for some θ ∈ (0, 1), and
E c,bd,ρ(θ; 1) = ∞. Then a (sub)critical cooperative BPI-process (instantaneously) comes-down from infinity.
In Section 6, we will construct, under the assumptions given in Theorem 5, the law of the (sub)critical
cooperative BPI-process starting from infinity, say P∞. Now, we suppose that Ic,bd,ρ(θ; 1) < ∞, for
some θ ∈ (0, 1), and that Qc,bd,ρ(θ; 1) < ∞ as in Lambert’s approach [18]. According to the proof of
Corollary 1 (see the Appendix), the latter condition implies that E c,bd,ρ(θ; 1) = ∞, and thus the (sub)critical
cooperative BPI-process comes-down from infinity. In particular, Theorem 3 implies that
E∞[e
−qζ0 ] = exp
(
−
∫ ξ
0
wq(x)dx
)
, q > 0,
where the function wq(·) is defined in Lemma 1 (iv); this follows by using a similar identity as in equation
(14) in [18].
The previous results leave some open questions that we are planning to answer in the near future.
A natural and interesting question in this setting is the speed at which the process comes down from
infinity; see for instance Aldous [1] for the case of the counting block of the Kingman coalescent or
Bansaye et al. [4] for general birth-death processes. On the other hand, Kyprianou, et al. [17] studied
the excursions from infinity of the counting block of a “fast” fragmentation-coalescence process that is
a version of the BPI-process with d = ρ = b = 0, c > 0 and an extra-birth rate that sends the process
to {∞}. Their goal was to analyse how the extreme form of fragmentation “competes” against the
Kingman’s coalescent rate (i.e., the competition rate in the BPI-process). Following [17], it would be of
interest to study the excursions of the BPI-process (in the general setting) from infinity in order to see
how the cooperation mechanism acts against the Kingman’s coalescent rate.
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In this work, we shall follow a different route than Lambert [18] and González Casanova et al. [9]
to deduce our results and instead we use a complete analysis of the boundaries of the moment dual
of the BPI-process and its Lamperti type representation (random time change). This route is closer
to the approach used in Foucart [7], where the CSBP with logistic competition is studied, but with
the difference that competition is now represented as an extra jump downwards, and besides that our
process possesses a cooperation mechanism, events that are not considered in [7]. Thus new tools have
to be developed in order to deduce our results. We also point out that BPI-processes do not satisfy
the branching property and thus most of the traditional arguments for branching processes are not
applicable.
To be more precise, our arguments to analyse the long-term behaviour of BPI-processes is a remark-
able duality connection with some generalisations of Wright-Fisher diffusions. This duality relationship
has been established in Theorem 2 of [9] for the subcritical cooperative BPI-process to study similar
problems under the moment assumption
∑
i≥1 ipii <∞ and also in the presence of other types of interac-
tions besides competition and cooperation. Here, we will extend Theorem 2 in [9] for our particular case,
i.e. only in the presence of competition and cooperation, and when
∑
i≥1 ipii = ∞. A precise definition
and construction of this dual will be given later in Section 3. We further show that this duality is valid
even in the critical regime and prove some path properties of such generalised Wright-Fisher diffusions
which may be of independent interest.
For a precise description of the event of explosion another important tool is required. Indeed we
describe a Lamperti-type representation (random time change) for BPI-processes in terms of modified
branching processes with immigration, which are introduced and studied in Section 2. Actually, most of
our results can be obtained using the Lamperti-type representation but a complete knowledge of the law
of the modified branching process with immigration is needed. Unfortunately, we can only determine
such law in two cases (see below) but these cases are enough to deduce many of our result through
coupling arguments. However, we found the duality argument more direct and more explicit but still
the Lamperti representation is required for the description of the event of explosion in finite time. The
motivation of introducing the modified branching processes with immigration comes from Lambert [19]
where a particular case of the underlying process has appeared (without cooperation, i.e. b = 0). It is
important to note that not formal proof or further properties of such process have been reported to the
best of our knowledge .
The reminder of this manuscript is organised as follows. In Section 2, we introduce the modified
branching process with immigration and prove that it is the underlying process in the Lamperti-type
representation of BPI-processes. In this section, we also show some useful properties of this modified
branching process with immigration. Section 3 deals with the duality relationship between BPI-processes
and generalisations of the Wright-Fisher diffusion as well as some path properties of the latter which will
be useful for the sequel. Section 4 is devoted to the proofs of Theorem 1 and Proposition 1 which are
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derived from the aforementioned time-change and duality relationship. In Section 5, we prove Theorems
2 and 4, underline the main ideas of the proofs of Lemma 1 and Theorem 3. Finally, we establish
Theorem 5 in Section 6.
2 Lamperti transform
In this section, we formally define the modified branching process with immigration that plays an
important role for determining whether the process explodes almost surely. We establish some useful
properties for our purposes but further analysis on its path behaviour can be carry on specially in the
subcritical case, i.e. ς < 0, that we decide not to include here to keep this article of a reasonable size. We
also prove that the BPI-process is a time-change of this modified branching process with immigration.
First we introduce some notation that we are going to use in the remainder of this paper.
Given a topological space E, let C([0,∞), E) denote the space of continuous paths from [0,∞) to
E furnished with the uniform topology. We also denote by D([0,∞), E) the space of càdlàg paths from
[0,∞) to E equipped with the Skorokhod topology. For a measurable function f : E → R, we write
‖f‖∞ = supx∈E |f(x)|, i.e., the supremum norm of f . For E ⊆ R, let C(E,R) be the set of continuous
functions from E to R. For n ≥ 1, we let Cn(E,R) be the set of functions in C(E,R) which together
with their derivatives up to the n-th order are continuous. We also use C0(E,R) to denote the set of
continuous functions from E to R which vanish at infinity.
Let X = (Xt, t ≥ 0) be a continuous-time Markov process with values in N0,∞ whose infinitesimal
generator matrix A = (ai,j)i,j≥0 is given by
ai,j =


pij−i + (i− 1)bj−i if i ≥ 1 and j > i,
pij−i if i = 0 and j > i,
d+ c(i− 1) if i ≥ 1 and j = i− 1,
−(d + ρ+ (b+ c)(i− 1)) if i ≥ 1 and j = i,
−ρ if i = 0 and j = i,
0 if otherwise.
Recall that the parameters d, c, ρ, b, (pii, i ≥ 1) and (bi, i ≥ 1) are defined in (1). We denote by Pz the
law of X when issued from z ∈ N0,∞.
The process X can be thought as a compound Poisson process that never goes below the state
{0} with additional upward jumps and downward jumps of size 1 that occur at rates proportional to
the current state of the process. More precisely, its dynamics are similar to a branching process with
immigration. As we mentioned in the introduction, this type of processes have appeared in [19] (see pp.
97-98) in relation with LB-processes (i.e., BPI-processes with no cooperation) but not further properties
have been established.
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Consider that the space N0,∞ is equip it with the discrete topology in order to make it a Polish space
and recall that the generator of the Markov process X is the linear operator (D(L mp),L mp), where
D(L mp) :=
{
f ∈ C0(N0,∞,R) : lim
t→0
Ez[f(Xt)]− f(z)
t
exists for z ∈ N0,∞
}
and
L
mpf(z) := lim
t→0
Ez[f(Xt)]− f(z)
t
,
for f ∈ D(L mp) and z ∈ N0,∞; we refer for instance to Chapter 4 in [6] for background on theory
of Markov processes. Following the construction in Section 4.2 of [6] and the result in Problem 15 in
Section 4.11 of [6] (see also Chapter 6, Section 4 in [6]), it is not difficult to see that for f ∈ D(L mp)
and z ∈ N0,∞,
L
mpf(z) :=
∑
i≥1
pii (f (z + i)− f(z))1{0≤z<∞} + d (f (z − 1)− f(z))1{1≤z<∞}
+ c(z − 1) (f (z − 1)− f(z))1{1≤z<∞} + (z − 1)
∑
i≥1
bi(f(z + i)− f(z))1{1≤z<∞}. (11)
Remark 1. Define the family of functions
E :=
∞⋃
n=1
{
n∑
i=1
θie
−λiz : θi ∈ R, λi ∈ R+ and z ∈ N0,∞
}
,
and observe that E ⊂ C0(N0,∞,R) separates points of N0,∞. Furthermore, the set E satisfies: (i) 1 ∈ E ;
(ii) f1 · f2 ∈ E for all f1, f2 ∈ E ; (iii) θ1f1 + θ2f2 ∈ E for all f1, f2 ∈ E and θ1, θ2 ∈ R. Therefore,
the Stone-Weierstrass Theorem (see for instance Theorem IV.9 in [23]) implies that E is dense in
C0(N0,∞,R). Finally, also note that E ⊂ D(L mp). This follows from the construction in Section 4.2 of
[6] and Problem 15 (a) in Section 4.11of [6]; details are left to the interested reader.
The above motivates the following definition.
Definition 1. Let X = (Xt, t ≥ 0) be the Markov process with sample paths in D(N0,∞, [0,∞)) whose
transition semi-group is generated by (D(L mp),L mp).
We define the probability generating function Gz(u, t) of X started at z ∈ N, as follows
Gz(u, t) := Ez[u
Xt ], for u ∈ [0, 1] and t ≥ 0.
We next compute the probability generating function of the process X. In this direction, observe that
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our main assumption (H) implies that
∫ u
0
dw
Φc,b(w)
<∞, for u ∈ [0, 1),
where Φc,b is the interaction mechanism defined in (3). Thus, we define the mapping Υ : [0, 1)→ R+ by
Υ(u) :=
∫ u
0
dw
Φc,b(w)
, for u ∈ [0, 1),
which is clearly continuous and bijective. Notice also that we can continuously extend Υ on [0, 1] by
taking Υ(1) := limu↑1Υ(u) =∞. We denote such extension by Υ with a slight abuse of notation (observe
that now Υ : [0, 1]→ R+ ∪ {∞}) and we write Υ˜ for its inverse mapping.
For instance, when b = 0 (no cooperation), we have that Υ(u) = −c−1 ln(1 − u) for u ∈ [0, 1], and
thus, Υ˜(w) = 1− e−cw for w ∈ R+ ∪ {∞}. For the following particular case, when c > 0, b1 = b ≤ c and
bi = 0 for all i ≥ 2, we have for u ∈ [0, 1] and w ∈ R+ ∪ {∞}, that
Υ(u) =
{
1
c−b
ln
(
c−bu
c(1−u)
)
if b < c,
1
c
u
1−u
if b = c,
and Υ˜(w) =
{
ce(c−b)w−c
ce(c−b)w−b
if b < c,
cw
1+cw
if b = c.
As we will show in Section 3, the associated BPI-process of this last example is in a duality relationship
with a so-called Wright-Fisher diffusion with efficiency studied recently in [10].
Proposition 2. Suppose that either c = d and b = 0, or d = 0. Then,
Gz(u, t) = (Υ˜(t +Υ(u)))
z exp
(∫ Υ˜(t+Υ(u))
u
Ψd,ρ(w)− Φc,b(w)
wΦc,b(w)
dw
)
, for z ∈ N, u ∈ [0, 1] and t ≥ 0.
Proof of Proposition 2. For u ∈ (0, 1] and z ∈ N, define the function H(z, u) := uz. We note that
H(·, z) ∈ D(L mp); see Remark 1. Hence
L
mpH(·, u)(z) = (Ψd,ρ(u) + Φc,b(u)(z − 1))uz−11{z≥0} + (Φc,b(u)− d(1− u))u−11{z=0}.
Furthermore, Dynkin’s theorem (see Proposition 4.1.7 in [6]) implies that the process
(
H(Xt, u)−H(z, u)−
∫ t
0
L
mpH(·, u)(Xs)ds, t ≥ 0
)
,
is a martingale. Then,
Gz(u, t)−Gz(u, 0)−
∫ t
0
Ez
[
(Ψd,c(u) + Φc,b(u)(Xs − 1))uXs−1
]
ds
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+ (Φc,b(u)− d(1− u))u−1
∫ t
0
Pz(Xs = 0)ds = 0.
On the one hand, c = d and b = 0 imply that Φc,b(u)− d(1− u) = 0. On the other hand, d = 0 implies
that Pz(Xt = 0) = 0 for t ≥ 0. Thus, we deduce that Gz(u, t) satisfies the following equation
−Φc,b(u) ∂
∂u
Gz(u, t) +
∂
∂t
Gz(u, t) = (Ψd,ρ(u)− Φc,b(u))u−1Gz(u, t),
for t ≥ 0, z ∈ N and u ∈ (0, 1], with initial condition Gz(u, 0) = uz. Then one notes that the function
defined in Proposition 2 satisfies the above equation. On the other hand, one could also use the method
of characteristics to solve the above equation and note that the resulting function can be continuously
extended on [0, 1].
It is important to note that in the cases when either c = d and b = 0, or d = 0, the process X
will never reach the state {∞} in finite time. Indeed, the latter can be deduced by letting u ↑ 1 in the
expression of Gz(u, t) of Proposition 2. In the general case, one can also show that X will never reach
the state {∞} in finite time via a classical comparison argument for continuous-time Markov processes
on N0,∞ (see for instance [20, Chapters IV and V]); we left the details for the interested reader.
Finally, we show that BPI-processes can be constructed from the modified branching process with
immigration after we perform a random time change in Lamperti’s manner. We start by recalling that
the generator of the BPI-process Z is the linear operator (D(L BPI),L BPI), where
D(L BPI) :=
{
f ∈ C0(N0,∞,R) : lim
t→0
Ez[f(Xt)]− f(z)
t
exists for z ∈ N0,∞
}
and
L
BPIf(z) := lim
t→0
Ez [f(Xt)]− f(z)
t
,
for f ∈ D(L BPI) and z ∈ N0,∞. Following the same reasoning as we have done for the Markov process
X, it is not difficult to see that for f ∈ D(L BPI) and z ∈ N0,∞,
L
BPIf(z) :=
∑
i≥1
zpii (f (z + i)− f(z))1{1≤z<∞} + dz (f (z − 1)− f(z))1{1≤z<∞}
+ cz(z − 1) (f (z − 1)− f(z))1{1≤z<∞} + z(z − 1)
∑
i≥1
bi(f(z + i)− f(z))1{1≤z<∞}. (12)
Recall the definition of the set of functions E in Remark 1 and notice that E ⊂ D(L BPI). Analogously
as the Definition 1, we have the following definition for the BPI-process.
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Definition 2 (Branching process with pairwise interactions). Let Z = (Zt, t ≥ 0) be the Markov process
with sample paths in D(N0,∞, [0,∞)) whose transition semi-group is generated by (D(L BPI),L BPI). We
call Z the BPI-process.
Then, we observe that
L
BPIf(z) = zL mpf(z), z ∈ N0,∞ and f ∈ C0(N0,∞,R),
which suggests that the BPI-process Z is a version of the process X after a random time-change. More
precisely, we define σ0 := inf{t ≥ 0 : Xt = 0} and σ1 := inf{t ≥ 0 : Xt = 1}; and, for t ≥ 0, the random
clock
θt :=


∫ t∧σ1
0
ds
Xs
if d = ρ = 0,∫ t∧σ0
0
ds
Xs
if otherwise.
Let us introduce, its right-continuous inverse as follows t 7→ Ct := inf{u ≥ 0 : θu > t} ∈ [0,∞]. The
Lamperti time-change of the process X is the process Zmin = (Zmint , t ≥ 0) defined by
Zmint =


XCt if 0 ≤ t < θ∞,
1 if t ≥ θ∞ and σ1 <∞,
∞ if t ≥ θ∞ and σ1 = ∞,
if d = ρ = 0, and otherwise,
Zmint =


XCt if 0 ≤ t < θ∞,
0 if t ≥ θ∞ and σ0 <∞,
∞ if t ≥ θ∞ and σ0 = ∞.
Lemma 2. For z ∈ N, the process Zmin under Pz is a BPI-process.
Proof. By [6, Proposition 4.1.7], the process (f(Xt) −
∫ t
0
L mpf(Xs)ds, t ≥ 0) is a martingale, for any
f ∈ D(L mp). On the other hand, by definition of the time-change, for any t ∈ [0, θ∞), we have the
following identities
∫ Ct
0
ds
Xs
= t and Ct =
∫ t
0
Zmins ds. Since the (continuous) time-change of a martingale
remains a martingale (under the time-changed filtration), we have
(
f(XCt)−
∫ Ct
0
L
mp(Xs)ds, t ∈ [0, θ∞)
)
=
(
f(Zmint )−
∫ t
0
Zmins L
mp(Zmins )ds, t ∈ [0, θ∞)
)
is a martingale; see for example [6, Theorem 6.1.3]. We conclude that the process Zmin solves the
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martingale problem associated with the BPI-process (see [6, Proposition 4.1.7 and Section 4.3]) which
allows us to deduce the desired result.
Assume that Zmin is issued from z ∈ N. If d > 0 or ρ > 0, we observe that Zmin hits its boundaries
{0} or {∞} if and only if θ∞ < ∞. Otherwise, if d = 0 or ρ = 0, we observe that Zmin hits {1} or
{∞} if and only if θ∞ <∞ as long as b > 0 or c > 0. In particular, {1} is an absorbing state whenever
d = ρ = 0.
3 Duality: Generalisations of Wright-Fisher diffusions
The aim of this section is to show that the (sub)critical cooperative BPI-process is in a duality relation-
ship with a generalised Wright-Fisher diffusion. Consider the linear operator L dual given by
L
dualf(u) = Ψd,ρ(u)f
′(u) + uΦc,b(u)f
′′(u), u ∈ (0, 1) and f ∈ C([0, 1],R) ∩ C2((0, 1),R).
We shall show that there exists a restriction of the domain
D(L dual) :=
{
f ∈ C([0, 1],R) ∩ C2((0, 1),R) : L dualf ∈ C([0, 1],R)
}
,
such that the operator L dual generates a Feller semigroup on C([0, 1],R) that one can associate to a
unique (in finite-dimensional distribution) Markov process with sample paths in C([0, 1],R), and prove
that such Markov process is in duality with the (sub)critical cooperative BPI-process. It is important
to point out that there is not a unique semi-group associated with L dual as several boundary conditions
are possible. Therefore, one needs to be careful while showing the announced duality. To specify the
appropriate restrictions of the domain of the operator L dual, we will use Feller’s boundary classification
for which we refer to Section 8.1 of [6] (see also Chapter 23 of [14]). Consider a process taking values
on [a, b] with −∞ ≤ a < b ≤ ∞,
- the boundary a (resp. b) is said to be accesible if there is a positive probability that it will be
reached in finite time, i.e., the process can enter into a (resp. b). If a (resp. b) is accesible, then
either the process cannot get out from a (resp. b) and the boundary a (resp. b) is said to be an
exit or the process can get out from a (resp. b) and the boundary a (resp. b) is called a regular
boundary,
- the boundary a (resp. b) is inaccesible if it cannot be reached in finite time from the interior of
[a, b]. If the boundary a (resp. b) is inaccesible, then either the process cannot get out from a
(resp. b), and the boundary a (resp. b) is said to be natural or the process can get out from a
(resp. b) and the boundary a (resp. b) is said to be an entrance.
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The following two lemmas classify the boundaries 0 and 1 of the operator L dual. The proofs are
rather technical and can be found at the Appendix A.
Lemma 3. The boundary 0 is classified as follows:
(i) Suppose that d > c, then the boundary 0 is inaccesible. Furthermore, 0 is an entrance boundary.
(ii) Suppose that d < c, then the boundary 0 is accesible. Furthermore, 0 is a regular boundary if d > 0
and an exit one if d = 0.
(iii) Suppose that d = c. If Sc,bc,ρ(θ; 0) = −∞, for some θ ∈ (0, 1), then 0 is inaccesible and an entrance
boundary. If |Sc,bc,ρ(θ; 0)| <∞, for some θ ∈ (0, 1), then 0 is accesible and a regular boundary.
Lemma 4. The boundary 1 is classified as follows:
(i) If ς < 0, then the boundary 1 is accesible. Furthermore, 1 is an exit boundary if E c,bd,ρ(θ; 1) = ∞,
for some θ ∈ (0, 1), and a regular one if E c,bd,ρ(θ; 1) <∞.
(ii) Suppose that ς = 0. The boundary 1 is accesible if Ic,bd,ρ(θ; 1) < ∞, for some θ ∈ (0, 1), and it is
inaccesible if Ic,bd,ρ(θ; 1) = ∞. Furthermore, if 1 is accesible (resp. inaccesible), then 1 is an exit
(resp. a natural) boundary if E c,bd,ρ(θ; 1) =∞ and a regular (resp. an entrance) one if E c,bd,ρ(θ; 1) <∞.
We then establish the duality between (sub)critical cooperative BPI-processes and some generaliza-
tions of Wright-Fisher diffusions.
Theorem 6. Fix θ ∈ (0, 1), and for i = 0, 1, define
Di(L
dual) :=


D(L dual) if i is inaccessible,
{f ∈ D(L dual) : limu→i L dualf(u) = 0} if i is an exit,
{f ∈ D(L dual) : limu→0 J c,bd,ρ(θ; u)f ′(u) = 0} if i = 0 is regular,
{f ∈ D(L dual) : limu→1 J c,bd,ρ(θ; u)f ′(u) = 0} if i = 1 is regular andJ c,bd,ρ(θ; 1) = 0,
{f ∈ D(L dual) : limu→1 L dualf(u) = 0} if i = 1 is regular andJ c,bd,ρ(θ; 1) 6= 0.
There exists a unique (in finite-dimensional distribution) Markov process U = (Ut, t ≥ 0) with sample
paths in C([0, 1],R) whose transition semi-group is generated by
{
(f,L dualf) : f ∈ D0(L dual) ∩D1(L dual)
}
.
Moreover, let Qu denote the law of U issued from u ∈ [0, 1], then
Ez
[
uZt
]
= EQu [U
z
t ] , for all t ≥ 0, z ∈ N and u ∈ [0, 1]. (13)
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Note that the dual process U is well-defined as long as Φc,b(u) ≥ 0, for all u ∈ [0, 1], which is satisfied
due to our main assumption (H). It is important to note that in the supercritical cooperative regime
(i.e. when ς > 0), the latter property cannot be guaranteed. In other words, the duality approach cannot
be used in that case .
We also point out that the condition limu→i L
dualf(u) = 0, for i = 0, 1, corresponds to the boundary
i being absorbing which occurs when i is an exit boundary or i = 1 is regular with J c,bd,ρ(θ; 1) 6= 0. In the
case when 0 is regular, the condition limu→0J c,bd,ρ(θ; u)f ′(u) = 0 corresponds to 0 being instantaneously
reflecting. Similarly, if 1 is regular with J c,bd,ρ(θ; 1) = 0, the condition limu→1J c,bd,ρ(θ; u)f ′(u) = 0 corre-
sponds to 1 being instantaneously reflecting; for instance we can compare this condition with Proposition
VII.3.13 of [24].
The following remark provides conditions under which the boundaries 0 or 1 are regular reflecting.
Remark 2. (i) According to Lemma 3, if 0 < d < c or d = c with |Sc,bc,ρ(θ; 0)| < ∞, the boundary 0
is regular. Moreover, in this case, one necessarily have that Qc,bd,ρ(θ; 0) = −∞, which is equivalent to
J c,bd,ρ(θ; 0) = 0, for some θ ∈ (0, 1). To see this, note that the inequality (7) shows that J c,bd,ρ(θ; 0) = 0 if
d > 0. In other words, 0 is a regular reflecting boundary.
(ii) According to Lemma 4, the boundary 1 is regular if E c,bd,ρ(θ; 1) < ∞ and ς < 0 or if ς = 0,
E c,bd,ρ(θ; 1) < ∞ and Ic,bd,ρ(θ; 1) < ∞. Moreover the boundary 1 is regular reflecting whenever Qc,bd,ρ(θ; 1) =
−∞ or equivalently J c,bd,ρ(θ; 1) = 0. Otherwise, i.e., if Qc,bd,ρ(θ; 1) ∈ (−∞,∞], for some θ ∈ (0, 1), then 1
is regular absorbing.
d < c or
d = c and |Sc,bd,ρ(θ; 0)| <∞
accesible
regular reflecting
(i.e. always Qc,bd,ρ(θ; 0) = −∞)
d > c or
d = c and Sc,bd,ρ(θ; 0) = −∞
inaccesible entrance
Table 2: Classification of the boundary {0} of the dual process U .
It is important to point out that the relationship (13) is known as moment duality (see for instance
[13]) and has appeared between many interesting branching processes with interactions and frequency
processes that arise in population genetics. The most simple example corresponds to the case when
d = ρ = b = 0, where the process U is the classical Wright-Fisher diffusion. Furthermore, choosing
d = b = 0, c = 1, pi1 = ρ and pii = 0, for all i ≥ 2, corresponds to the case when U is the so-
called Wright-Fisher diffusion with selection. A formal construction via diffusion approximations of the
previous two stochastic processes can be found in Section 10.2 of [6]. Recently, González-Casanova et
al. [10] studied a model that they called Wright-Fisher diffusion with efficiency which corresponds to
the case d = 0, c = 1, pi1 = ρ, b1 = b ∈ [0, 1] and pii = bi = 0 for all i ≥ 2. The previous examples
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accesible
(i.e. Ic,bd,ρ(θ; 1) <∞)
inaccesible
(i.e. Ic,bd,ρ(θ; 1) = ∞)
E c,bd,ρ(θ; 1) <∞
regular reflecting if Qc,bd,ρ(θ; 1) = −∞
regular absorbing if Qc,bd,ρ(θ; 1) ∈ (−∞,∞]
entrance
E c,bd,ρ(θ; 1) =∞ exit natural
Table 3: Classification of the boundary {1} of the dual process U . Note that if ς < 0 then Ic,bd,ρ(θ; 1) <∞;
see (24).
emphasises the relevance of this dual relationship. We refer to the works of Alkemper and Hutzenthaler
[2], González-Casanova et al. [9] and reference therein for further examples.
Proof of Theorem 6. From Theorem 8.1.1 in [6], we deduce that
{
(f,L dualf) : f ∈ D0(L dual) ∩D1(L dual)
}
,
generates a Feller semi-group on C([0, 1],R). Then, from Theorem 4.2.7, and Propositions 4.1.6 and
4.2.9 in [6], there exists a unique (in finite-dimensional distribution) Markov process U = (Ut, t ≥ 0) with
sample paths in C([0, 1],R) whose transition semi-group is generated by {(f,L dualf) : f ∈ D0(L dual)∩
D1(L
dual)}. This proves the first claim.
We now prove the identity (13). The idea is to apply Proposition 1.2 in [13] with the function
H(z, u) = uz, for u ∈ [0, 1] and z ∈ N0,∞. Note that H(·, u) ∈ D(L BPI) (recall Definition 2 and Remark
1) and that Proposition 1.1.5 in [6] implies that the mapping z 7→ Ez[H(Zt, u)] belongs to D(L BPI),
for all t ≥ 0. Since H(z, ·) is a polynomial on [0, 1], it should be plain that H(z, ·) ∈ C2([0, 1],R) and
that limu→i L
dualH(z, ·)(u) = 0, for i = 0, 1, and limu→1J c,bd,ρ(θ; u) ∂∂uH(z, u) = 0 if J c,bd,ρ(θ; 1) = 0 (this
includes the case when 1 is regular reflecting). Furthermore, if d > 0 (this includes the case when 0
is regular reflecting), then limu→0J c,bd,ρ(θ; u) ∂∂uH(z, u) = 0 (recall Remark 2). Thus, we conclude that
H(z, ·) ∈ D0(L dual) ∩ D1(L dual). On the other hand, Proposition 1.1.5 in [6] again implies that the
mapping u 7→ EQu [H(z, Ut)] belongs to D0(L dual) ∩D1(L dual) for all t ≥ 0. Finally, observe that
L
BPIH(·, u)(z) =
∑
i≥1
zpii
(
uz+i − uz)+ dz (uz−1 − uz)
+ cz(z − 1) (uz−1 − uz)+ z(z − 1)∑
i≥1
bi(u
z+i − uz)
= Ψd,ρ(u)zu
z−1 + uΦc,b(u)z(z − 1)uz−2 = L dualH(z, ·)(u), (14)
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for z ∈ N and u ∈ [0, 1]. We also have that L BPIH(·, 1)(∞) = 1 = L dualH(∞, ·)(1), L BPIH(·, u)(0) =
0 = L dualH(0, ·)(u) and L BPIH(·, u)(∞) = 0 = L dualH(∞, ·)(u) for u ∈ [0, 1). This verifies the
assumptions of Proposition 1.2 in [13], and therefore, the identity (13) follows.
We now study the behavior of the dual process U . Define the hitting time τw = inf{t ≥ 0 : Ut = w},
for w ∈ [0, 1].
Lemma 5. Fix 0 < a < b < 1 and θ ∈ (a, b). For u ∈ [0, 1], define the following function,
Ta,b(u) :=
Sc,bd,ρ(θ; u)− Sc,bd,ρ(θ; a)
Sc,bd,ρ(θ; b)− Sc,bd,ρ(θ; a)
∫
b
u
Sc,bd,ρ(θ; b)− Sc,bd,ρ(θ; x)
xΦc,b(x)
exp
(∫ x
θ
Ψd,ρ(w)
wΦc,b(w)
dw
)
dx
+
Sc,bd,ρ(θ; b)− Sc,bd,ρ(θ; u)
Sc,bd,ρ(θ; b)− Sc,bd,ρ(θ; a)
∫ u
a
Sc,bd,ρ(θ; x)− Sc,bd,ρ(θ; a)
xΦc,b(x)
exp
(∫ x
θ
Ψd,ρ(w)
wΦc,b(w)
dw
)
dx, u ∈ [a, b],
and Ta,b(u) = 0 for u /∈ [a, b]. Suppose that u ∈ [a, b], then
(i) the stopping time τa ∧ τb is a.s. finite. Furthermore, EQu [τa ∧ τb] = Ta,b(u) <∞,
(ii) Qu(τa > τb) =
Sc,b
d,ρ
(θ;u)−Sc,b
d,ρ
(θ;a)
Sc,b
d,ρ
(θ;b)−Sc,b
d,ρ
(θ;a)
1{u∈[a,b]}.
It is important to note that Sc,bd,ρ and Ta,b are well-defined, that is to say |Sc,bd,ρ(θ; u)| < ∞ and
Ta,b(u) <∞ for all u ∈ (0, 1).
Proof of Lemma 5. For n ∈ N and θ ∈ (a, b), we choose εn ∈ (0, θ) such that εn ↓ 0 as n → ∞. For
u ∈ [0, 1], we define the functions
fn(u) :=


− Ψd,ρ(u)
uΦc,b(u)
if u ∈ (a+ εn, b− εn),
− Ψd,ρ(a+εn)
(a+εn)Φc,b(a+εn)
if u ∈ [0, a+ εn],
− Ψd,ρ(b−εn)
(b−εn)Φc,b(b−εn)
if u ∈ [b− εn, 1],
Sn(u) :=
∫ u
θ
exp
(∫ x
θ
fn(w)dw
)
dx,
hn(u) :=


1
uΦc,b(u)
if u ∈ (a+ εn, b− εn),
1
(a+εn)Φc,b(a+εn)
if u ∈ [0, a+ εn],
1
(b−εn)Φc,b(b−εn)
if u ∈ [b− εn, 1],
and
Tn(u) :=
Sn(u)− Sn(a)
Sn(b)− Sn(a)
∫
b
u
(
Sn(b)− Sn(x)
)
hn(x) exp
(
−
∫ x
θ
fn(w)dw
)
dx
+
Sn(b)− Sn(u)
Sn(b)− Sn(a)
∫ u
a
(
Sn(x)− Sn(a)
)
hn(x) exp
(
−
∫ x
θ
fn(w)dw
)
dx.
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It is a simple exercise (but tedious) to show that Sn, Tn ∈ C2([0, 1],R) which implies that Sn, Tn ∈
D0(L
dual) ∩D1(L dual). For u ∈ [0, 1], note that limn→∞ fn(u) = f(u) and limn→∞ hn(u) = h(u), where
f(u) := − Ψd,ρ(u)
uΦc,b(u)
1{u∈[a,b]} − Ψd,ρ(a)
aΦc,b(a)
1{u∈[0,a)} − Ψd,ρ(b)
bΦc,b(b)
1{u∈(b,1]},
and
h(u) :=
1
uΦc,b(u)
1{u∈[a,b]} +
1
aΦc,b(a)
1{u∈[0,a)} +
1
bΦc,b(b)
1{u∈(b,1]}.
Moreover, supn≥1 ‖fn‖∞ < ∞ and supn≥1 ‖hn‖∞ < ∞, which imply that supn≥1 ‖Sn‖∞ < ∞ and
supn≥1 ‖Tn‖∞ <∞. Observe that limn→∞ Sn(u) = S(u), for u ∈ [0, 1], where
S(u) :=
∫ u
θ
exp
(∫ x
θ
f(w)dw
)
dx,
and that limn→∞ Tn(u) = T (u), for u ∈ [0, 1], with
T (u) :=
S(u)− S(a)
S(b)− S(a)
∫
b
u
(
S(b)− S(x)
)
h(x) exp
(
−
∫ x
θ
f(w)dw
)
dx
+
S(b)− S(u)
S(b)− S(a)
∫ u
a
(S(x)− S(a))h(x) exp
(
−
∫ x
θ
f(w)dw
)
dx.
In particular, for u ∈ [a, b], we have that
S(u)− S(a) = Sc,bd,ρ(θ; u)− Sc,bd,ρ(θ; a) and T (u) = Ta,b(u). (15)
Note also that supn≥1 ‖L dualSn‖∞ <∞ and supn≥1 ‖L dualTn‖∞ <∞. Moreover, limn→∞ L dualSn(u) =
L dualS(u) and limn→∞ L
dualTn(u) = L
dualT (u), for u ∈ [0, 1]. We also have that
L
dualS(u) = 0 and L dualT (u) = −1, for u ∈ [a, b]. (16)
By Proposition 4.1.7 in [6], we know that the process (Tn(Ut) −
∫ t
0
L dualTn(Us)ds, t ≥ 0) is a mar-
tingale. Hence by the dominated convergence theorem (T (Ut) −
∫ t
0
L dualT (Us)ds, t ≥ 0) is actually a
martingale. Therefore, the optional sampling theorem together with (15) and (16) implies
EQu [t ∧ τa ∧ τb] = EQu
[∫ t∧τa∧τb
0
L
dualT (Us)ds
]
= Ta,b(u)− EQu [Ta,b(Ut∧τa∧τb)] ,
for u ∈ [a, b] and t ≥ 0. By letting t→∞, we see that EQu [τa ∧ τb] ≤ Ta,b(u) <∞, i.e. τa ∧ τb <∞ a.s.
Since Ta,b(a) = Ta,b(b) = 0, we deduce that EQu [τa ∧ τb] = Ta,b(u) which shows part (i).
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The proof of (ii) is very similar. Again Proposition 4.1.7 in [6] and the dominated dominated
convergence theorem guarantee that (S(Ut)−
∫ t
0
L dualS(Us)ds, t ≥ 0) is a martingale. Then the optional
sampling theorem and (16) allow us to conclude
S(u) = EQu [S(Uτa∧τb∧t)]− EQu
[∫ τa∧τb∧t
0
L
dualS(Us)ds
]
= EQu [S(Uτa∧τb∧t)] ,
for u ∈ [a, b] and t ≥ 0. By letting t→∞, the dominated convergence theorem and (i) imply that
S(u) = EQu [S(Uτa∧τb)] = EQu
[
S(Uτa∧τb)1{τa<τb} + S(Uτa∧τb)1{τa>τb}
]
,
for u ∈ [a, b]. In other words, (ii) follows by using the identity (15).
We have the following useful consequence of Lemma 5. We verify that the dual process U is regular
in (0, 1), i.e., there is a positive probability that U reach any point in (0, 1) from any starting point in
(0, 1).
Corollary 3. Suppose that u ∈ (0, 1). Then, for any w ∈ (0, 1), Qu(τw <∞) > 0.
Proof. Assume first that u < w. Then we can always find a ∈ (0, u) and b ∈ (w, 1) since u, w ∈ (0, 1).
Thus τw < τb, and Lemma 5 (ii) implies that Qu(τw <∞) > Qu(τb <∞) > Qu(τb < τa) > 0. Similarly,
one can prove the case u ≥ w, which concludes our proof.
We continue by studying the long-term behaviour of the dual process U . As preparation step, we
need the following two technical results which are also a consequence of Lemma 5 and their proofs can
be found in Lemma 6.1 and Theorem 7.3 in Chapter 15 in [15].
Lemma 6. Suppose that the process U starts from U0 = u ∈ (0, 1). The following statements are
equivalent:
(i) Qu(τ1 <∞) > 0 (resp. Qu(τ0 <∞) > 0);
(ii) Ic,bd,ρ(θ; 1) <∞, for some θ ∈ (0, 1) (resp. Ic,bd,ρ(θ; 0) <∞);
(iii) Eu[τ1 ∧ τb] <∞, for 0 < b < u < 1, (resp. Eu[τ0 ∧ τb] <∞, for 0 < u < b < 1).
Lemma 7. Suppose that the process U starts from U0 = u ∈ (0, 1). For i = 0, 1, if {i} is not a regular
reflecting boundary, then |Sc,bd,ρ(θ; i)| =∞, for some θ ∈ (0, 1), if and only if Qu (limt→∞ Ut = i) = 0.
We make the following useful observations which will be required for the sequel. We first observe
that
if Sc,bd,ρ(θ; 1) =∞, then Qc,bd,ρ(θ; 1) = −∞, for all θ ∈ (0, 1), (17)
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which follows by a contradiction argument. Furthermore,
if Sc,bd,ρ(θ; 1) = ∞, then Ic,bd,ρ(θ; 1) = ∞, for all θ ∈ (0, 1). (18)
To see this, we note that
Ic,bd,ρ(θ; x) =
∫ x
θ
(Sc,bd,ρ(θ; x)− Sc,bd,ρ(θ; u))Rc,bd,ρ(θ; du), for x ∈ [θ, 1],
where Rc,bd,ρ(θ; du) is a strictly positive measure on (θ, 1).
We first deal with the case d = 0. The next result generalises Corollaries 1 and 2 in [9] and Corollary
1 in [10].
Proposition 3. Suppose that the process U starts from U0 = u ∈ (0, 1) and that d = 0. There exists a
{0, 1}-valued random variable U∞ such that limt→∞ Ut = U∞ almost surely. More precisely,
(i) if Sc,b0,ρ(θ; 1) <∞, for some θ ∈ (0, 1), and one of the following conditions is satisfied: Ic,b0,ρ(θ; 1) = ∞
or E c,b0,ρ(θ; 1) =∞ or Qc,b0,ρ(θ; 1) ∈ (−∞,∞]. Then
Qu(U∞ = 1) = 1−Qu(U∞ = 0) =
Sc,b0,ρ(0; u)
Sc,b0,ρ(0; 1)
.
In particular, Qu(U∞ = 1) = 1−Qu(U∞ = 0) = u whenever ρ = 0.
(ii) Otherwise, Qu (U∞ = 0) = 1.
Proof. We first observe that under the assumption that d = 0, Lemma 3 (i) implies that 0 is an exit
boundary (i.e., absorbing). On the other hand, since d = 0, we also have that |Sc,b0,ρ(θ; u)| < ∞, for all
u ∈ [0, 1) (see the comments before Theorem 4 for an explanation about this fact). Hence, we split the
proof in two cases depending if Sc,b0,ρ(θ; 1) is finite or not.
Case (1). Assume that Sc,b0,ρ(θ; 1) = ∞, and thus Ic,b0,ρ(θ; 1) = ∞ (see the implication in (18)). By
Lemma 4, the boundary 1 is inaccesible. Moreover, Lemmas 6 and 7 imply that Qu (τ1 <∞) = 0 and
Qu (U∞ = 1) = 0, for u ∈ (0, 1). On the other hand, we also note from Lemma 6 that τ0 ∧ τb < ∞ a.s.,
for b ∈ (0, 1), and since U possesses continuous paths, τ0 6= τb. So, Qu(τ0 < ∞) ≥ Qu(τ0 < τb) and
Lemma 5 (ii) implies Qu(τ0 < ∞) = 1 by first letting a → 0 and then b → 1. In other words, we have
Qu (U∞ = 0) = 1.
Case (2). Now, we consider the case Sc,b0,ρ(θ; 1) < ∞. We first note that when ρ = 0, Sc,b0,0(θ; u) = u,
for u ∈ [0, 1]. By the same arguments of the proof of Lemma 5 (ii), we have that (Sc,b0,ρ(θ;Ut))t≥0 is a
bounded continuous martingale and by Dubins-Schwarz’s Theorem, Sc,b0,ρ(θ;U·) = B〈Sc,b0,ρ(θ;U·)〉· a.s., where
B is a standard Brownian motion. Furthermore, one can readily check that 〈Sc,b0,ρ(θ;U·)〉∞ < ∞ a.s.
26
which implies that (Sc,b0,ρ(θ;Ut))t≥0 converges a.s., and thus U converges a.s., as well. Next, Lemma 5 (i)
implies that Qu(τa∧ τb <∞) = 1 for 0 < a ≤ u ≤ b < 1. Applying the Markov property at an arbitrary
time t > 0, we conclude that a.s. lim inft→∞ Ut ≤ a or lim supt→∞ Ut ≥ b. Since a and b are arbitrary, it
follows that U∞ is either 0 or 1 because 0 is an exit boundary. We now have the following two sub-cases:
(2.1) Suppose that Ic,b0,ρ(θ; 1) < ∞, E c,b0,ρ(θ; 1) < ∞ and Qc,b0,ρ(θ; 1) = −∞, i.e. that the boundary 1 is
regular reflecting. Thus, Qu (U∞ = 0) = 1, for u ∈ (0, 1).
(2.2) Assume that either Ic,b0,ρ(θ; 1) = ∞ or E c,b0,ρ(θ; 1) = ∞ or Qc,b0,ρ(θ; 1) = (−∞,∞], i.e. the boundary 1
is not regular reflecting. To find the corresponding probabilities of U∞, note from Lemma 5 (ii)
that Qu(τa < τb) = Sc,b0,ρ(u; b)(Sc,b0,ρ(a; b))−1, for 0 < a < u < b < 1. By letting b → 1 and then
a → 0, we deduce Qu(U∞ = 0) ≥ Sc,b0,ρ(u; 1)(Sc,b0,ρ(0; 1))−1. Similarly, we obtain Qu(U∞ = 1) ≥
Sc,b0,ρ(0; u)(Sc,b0,ρ(0; 1))−1, and so the equality holds in both relationships.
To conclude our proof, we observe that the case (2.2) corresponds to part (i) and cases (1) and (2.1)
corresponds to part (ii).
Finally, we study the case d > 0. Recall that if d > 0, we write Rc,bd,ρ(0; 1) = Rc,bd,ρ(θ; 1)−Rc,bd,ρ(θ; 0),
for some θ ∈ (0, 1), which is well-defined and may be infinite (see the comments above Theorem 2 for
an explanation about this fact).
Proposition 4. Suppose that the process U starts from U0 = u ∈ (0, 1) and that d > 0.
(i) If Sc,bd,ρ(θ; 1) <∞, for some θ ∈ (0, 1), and one of the following conditions is satisfied: Ic,bd,ρ(θ; 1) =
∞ or E c,bd,ρ(θ; 1) = ∞ or Qc,bd,ρ(θ; 1) ∈ (−∞,∞]. Then U is transient and limt→∞ Ut = 1 almost
surely.
(ii) Otherwise, U is recurrent. Furthermore, if Rc,bd,ρ(θ; 1) <∞, for some θ ∈ (0, 1), then U is positive
recurrent and it converges in law towards its stationary (or invariant) distribution ν∞ on [0, 1]
defined by
ν∞([0, x]) :=
Rc,bd,ρ(0; x)
Rc,bd,ρ(0; 1)
, for x ∈ [0, 1].
On the other hand, if Rc,bd,ρ(θ; 1) =∞, then U is null-recurrent.
Proof. We first prove that if Sc,bd,ρ(θ; 1) < ∞, for some θ ∈ (0, 1), and one of the following conditions is
satisfied: Ic,bd,ρ(θ; 1) =∞ or E c,bd,ρ(θ; 1) =∞ or Qc,bd,ρ(θ; 1) ∈ (−∞,∞), then U is transient and limt→∞ Ut =
1 almost surely. Otherwise, U is recurrent. We divide the proof in several cases.
Case (1). Assume that Sc,bd,ρ(θ; 1) = ∞, and that d > c or d = c with Sc,bc,ρ(θ; 0) = −∞. If d > c,
one deduces from the inequality (7) that Sc,bd,ρ(θ; 0) = −∞ (just take ε ∈ (0, d/c − 1)). Hence in this
27
case Sc,bd,ρ(θ; 0) = −∞ and Sc,bd,ρ(θ; 1) = ∞. On the one hand from Lemmas 3, 4 and the remark at
(18), we deduce that the boundaries 0 and 1 are inaccesible. On the other hand, Lemma 7 implies that
Qu (limt→∞ Ut = 0) = Qu (limt→∞ Ut = 1) = 0 for u ∈ (0, 1). Moreover, from Lemma 5 (ii) and the
continuity of the paths, we have that
Qu(τb <∞) ≥ Qu(τb < τa) =
Sc,bd,ρ(a; u)
Sc,bd,ρ(a; b)
, for 0 < a < u ≤ b < 1. (19)
By letting a → 0 and since Sc,bd,ρ(θ; 0) = −∞, we see that Qu(τb <∞) = 1 for 0 < u ≤ b < 1. Similarly,
one sees that Qu(τa <∞) = 1 for 0 < a ≤ u < 1. This shows that U is recurrent.
Case (2). Assume that Sc,bd,ρ(θ; 1) = ∞, and that 0 < d < c or d = c with |Sc,bc,ρ(θ; 0)| < ∞. If
0 < d < c, we deduce from the inequality (7) that |Sc,bd,ρ(θ; 0)| <∞ (just take ε ∈ (0, 1− d/c)). Hence in
this case, we have |Sc,bd,ρ(θ; 0)| <∞ and Sc,bd,ρ(θ; 1) = ∞. On the one hand, we observe that Ic,bd,ρ(θ; 1) = ∞
(again from (18)), implying that the boundary 1 is inaccesible (see Lemma 4). Moreover, Lemma 7
implies that Qu (limt→∞ Ut = 1) = 0 for u ∈ (0, 1). On the other hand, Lemma 3 and Remark 2 imply
that 0 is regular reflecting. Then, we have that Q0(τw < ∞) > 0 for some w ∈ (0, 1), and the strong
Markov property together with Corollary 3 implies thatQ0(τw <∞) > 0 for all w ∈ (0, 1). Fix w ∈ (0, 1)
and take δ ∈ (0, 1) and t > 0 such that Q0(τw > t) < δ. By the Markov property at t and induction on
n ∈ N, we obtain that Q0(τw > nt) ≤ δn which implies that E0[τw] < ∞. In other words, we have that
Q0(τw < ∞) = 1, for all w ∈ (0, 1). Now, observe from Lemma 6 that τ0 ∧ τb < ∞ a.s., for b ∈ (0, 1),
and by the continuity of the paths of U , τ0 6= τb. So, Qu(τ0 < ∞) ≥ Qu(τ0 < τb) and from Lemma 5
(ii), we deduce Qu(τ0 < ∞) = 1, for u ∈ (0, 1), by first letting a → 0 and then b → 1. This shows that
U is recurrent.
Case (3). Assume that Sc,bd,ρ(θ; 1) < ∞ and that d > c or d = c with Sc,bc,ρ(θ; 0) = −∞. Ac-
cording to Lemma 3, these assumptions imply that 0 is inaccesible. Moreover, Lemma 7 implies that
Qu (limt→∞ Ut = 0) = 0, for u ∈ (0, 1). On the other hand, since Sc,bd,ρ(θ; 1) < ∞, the boundary 1 can
be either regular reflecting or not. If 1 is regular reflecting (i.e., Ic,bd,ρ(θ; 1) < ∞, E c,bd,ρ(θ; 1) < ∞ and
Qc,bd,ρ(θ; 1) = −∞, according to Remark 2 part (ii)), then one can deduce that U is recurrent. Indeed,
the latter can be obtained following the same arguments of Case (2) by symmetry. If 1 is not regular
reflecting (i.e., Ic,bd,ρ(θ; 1) =∞ or E c,bd,ρ(θ; 1) =∞ or Qc,bd,ρ(θ; 1) ∈ (−∞,∞]), we have two sub-cases:
(3.1) If Ic,bd,ρ(θ; 1) < ∞, and E c,bd,ρ(θ; 1) = ∞ or Qc,bd,ρ(θ; 1) ∈ (−∞,∞], Lemma 6 implies that τ1 ∧ τa < ∞
a.s., for a ∈ (0, 1), and by the continuity of the paths of U , τ1 6= τa. So, Qu(τ1 <∞) ≥ Qu(τ1 < τa),
for u ∈ (a, 1), and from Lemma 5 (ii) we obtain that Qu(τ1 < ∞) = 1, for u ∈ (0, 1), by first
letting b→ 1 and then a → 0. Thus, Qu (limt→∞ Ut = 1) = 1 which shows that U is transient.
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(3.2) If Ic,bd,ρ(θ; 1) = ∞, and E c,bd,ρ(θ; 1) =∞ or Qc,bd,ρ(θ; 1) ∈ (−∞,∞], Lemma 5 (ii) implies
Qu(τb <∞) = 1 for 0 < u ≤ b < 1,
(recall the inequality (19)). Applying the Markov property at an arbitrary time t > 0, we con-
clude that a.s. lim supt→∞ Ut ≥ b. Since b is arbitrary and 1 is not reflecting, it follows that
Qu (limt→∞ Ut = 1) = 1, for u ∈ (0, 1). Thus, U is transient.
Case (4). Assume that Sc,bd,ρ(θ; 1) <∞, and that 0 < d < c or d = c such that |Sc,bc,ρ(θ; 0)| <∞. Recall
from the proof of case (2) that |Sc,bd,ρ(θ; 0)| <∞ and 0 is regular reflecting. Moreover, also from the proof
of case (2), Q0(τw <∞) = 1, for all w ∈ (0, 1), and Qu(τ0 <∞) = 1, for u ∈ (0, 1). Now, if 1 is regular
reflecting then using the same arguments as in the case (2), we can deduce that Q1(τw < ∞) = 1, for
w ∈ (0, 1), and Qu(τ1 <∞) = 1, for u ∈ (0, 1). Note that the strong Markov property at time τu implies
that
Q0(τ1 <∞) = EQ0
[
1{τu<∞}Qu(τ˜1 <∞)
]
for u ∈ (0, 1), (20)
where τ˜1 := inf{t ≥ 0 : Uτu+t = 1}. In other words, we have Q0(τ1 < ∞) = 1. Similarly, one can also
show that Q1(τ0 <∞) = 1. Therefore, U is recurrent whenever 1 is regular reflecting.
If 1 is not regular reflecting, we have two sub-cases:
(4.1) If Ic,bd,ρ(θ; 1) < ∞, and E c,bd,ρ(θ; 1) = ∞ or Qc,bd,ρ(θ; 1) ∈ (−∞,∞], Lemma 6 implies that τ1 ∧ τa < ∞
a.s., for a ∈ (0, 1), and by the continuity of the paths of U , τ1 6= τa. So, Qu(τ1 <∞) ≥ Qu(τ1 < τa),
for u ∈ (a, 1). By letting b→ 1 in Lemma 5 (ii) together with (20), we deduce
Q0(τ1 <∞) ≥
Sc,bd,ρ(a; u)
Sc,bd,ρ(a; 1)
,
which implies that Q0(τ1 < ∞) = 1 by letting u → 1. Then the strong Markov property implies
that Qu(τ1 < ∞) = 1, for u ∈ (0, 1), and thus Qu (limt→∞ Ut = 1) = 1 which shows that U is
transient.
(4.2) If Ic,bd,ρ(θ; 1) = ∞, and E c,bd,ρ(θ; 1) = ∞ or Qc,bd,ρ(θ; 1) ∈ (−∞,∞], it follows from a similar argument
as in case (3.2) that Q0 (limt→∞ Ut = 1) = 1. Thus, an application of the strong Markov property
allows us to conclude that Qu (limt→∞ Ut = 1) = 1, for u ∈ (0, 1), and thus U is transient.
Finally, we prove that if U is recurrent and Rc,bd,ρ(θ; 1) < ∞ then U is positive recurrent and it con-
verges in law towards its stationary (or invariant) distribution ν∞. Since Rc,bd,ρ(θ; 1) <∞, the comments
above Theorem 2 guarantees that |Rc,bd,ρ(0; 1)| < ∞ (and it is not zero). Therefore, the measure ν∞ is
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well-defined and in particular, it has support on (0, 1). We now show that ν∞ is a stationary (or invari-
ant) distribution for the process U issued from U0 = u ∈ (0, 1). Consider the function gz : [0, 1] → R
given by gz(u) := u
z, for u ∈ [0, 1] and z ∈ N ∪ {0}. Note that gz ∈ D0(L dual) ∩ D1(L dual) (see proof
of Theorem 6). Then
∫ 1
0
L
dualgz(u)ν∞(du) =
∫ 1
0
(
Ψd,ρ(u)zu
z−1
uΦc,b(u)
+ z(z − 1)uz−2
)
exp
(∫ u
θ
Ψd,ρ(w)
wΦc,b(w)
dw
)
du∫ 1
0
1
uΦc,b(u)
exp
(∫ u
θ
Ψd,ρ(w)
wΦc,b(w)
dw
)
du
.
By integration by parts,
∫ 1
0
Ψd,ρ(u)zu
z−1
uΦc,b(u)
exp
(∫ u
θ
Ψd,ρ(w)
wΦc,b(w)
dw
)
du
= zuz−1 exp
(∫ u
θ
Ψd,ρ(w)
wΦc,b(w)
dw
) ∣∣∣u=1
u=0
−
∫ 1
0
z(z − 1)uz−2 exp
(∫ u
θ
Ψd,ρ(w)
wΦc,b(w)
dw
)
du
= −
∫ 1
0
z(z − 1)uz−2 exp
(∫ u
θ
Ψd,ρ(w)
wΦc,b(w)
dw
)
du;
where we have used (7) and we always have that Qc,bd,ρ(θ, 1) = −∞ (when U is recurrent, recall also the
implication in (17)) to obtain the last identity. Then, we conclude that
∫ 1
0
L dualgz(u)ν∞(du) = 0 for
all z ∈ N ∪ {0}. Since the space of all polynomials on [0, 1] is dense on C2([0, 1],R), the above equality
shows that ν∞ is a stationary distribution for the process U ; see for instance Proposition 4.9.2 in [6].
Therefore, the convergence in law of U to its stationary distribution follows for instance from Theorem
20.20 or Lemma 23.17 in [14].
4 Explosion: Proofs of Theorem 1 and Proposition 1
The aim of this section is to prove the explosion criteria that appears in Theorem 1. Our approach uses
the duality relationship established in Theorem 6.
Proof of Theorem 1. Recall that U = (Ut, t ≥ 0) denotes the dual process of the BPI-process defined in
Theorem 6. Then the duality relationship (13) in Theorem 6 implies that
Pz(Zt <∞) = lim
u→1
Ez[u
Zt ] = lim
u→1
EQu [U
z
t ], for z ∈ N and t ≥ 0.
Note that, for z ∈ N, Z does not explode in finite time if and only if Pz(Zt <∞) = 1, for all t ≥ 0. We
also note, from the proof of Theorem 6, that U has a Feller semigroup in C([0, 1],R).
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In our arguments, we use the following claim whose proof can be found in the Appendix (see the
arguments below (24)). In the subcritical cooperative regime, i.e. ς < 0, we necessarily have Ic,bd,ρ(θ; 1) <
∞ for some θ ∈ (0, 1).
Let us now consider the case Ic,bd,ρ(θ; 1) < ∞. Lemma 4 and the previous observation imply that 1
is an accesible boundary for the dual process U . If E c,bd,ρ(θ; 1) = ∞, then Lemma 4 also shows that 1
is an exit (i.e. absorbing) which implies that Pz(Zt < ∞) = 1 and the BPI-process does not explodes.
If E c,bd,ρ(θ; 1) < ∞ and Qc,bd,ρ(θ; 1) ∈ (−∞,∞], then Lemma 4 and Remark 2, part (ii), imply that 1 is a
regular absorbing boundary, and thus, Pz(Zt < ∞) = 1. If E c,bd,ρ(θ; 1) < ∞ and Qc,bd,ρ(θ; 1) = −∞, again
Lemma 4 and Remark 2, part (ii), indicate that 1 is a regular reflecting boundary which implies that
Pz(Zt <∞) < 1 and the BPI-process explodes in finite time with positive probability.
Next, suppose that Ic,bd,ρ(θ; 1) = ∞. Lemma 4 and the claim from above indicate that 1 is an
inaccesible boundary for the dual process U . If E c,bd,ρ(θ; 1) < ∞, Lemma 4 shows 1 is an entrance
boundary which implies that Pz(Zt <∞) < 1 and the BPI-process explodes in finite time with positive
probability. If E c,bd,ρ(θ; 1) =∞, Lemma 4 implies that 1 is a natural boundary, and then, Pz(Zt <∞) = 1.
This completes the proof.
We end this section with the proof of Proposition 1.
Proof of Proposition 1. Consider the representation of the BPI-process Z = (Zt, t ≥ 0) in Definition 2
given by the time-change of the modified branching process with immigration X in Lemma 2. Moreover,
we work under the law Pz, for z ∈ N0,∞. We deduce from the proof of Theorem 1 and the time-change
that when one of the conditions in Theorem 1 is satisfied, we have that {ζ∞ = ∞} = {σ0 < ∞} when
ρ > 0. Take z ∈ N and suppose first that d > 0. Then one has Pz(σ0 = ∞) < 1 since the modified
branching process with immigration X is irreducible in N (ρ > 0) and there is a positive probability for
X to jump from the state {1} to the state {0}; recall the infinitesimal generator of X given in (11).
In the case d = 0, we have that Pz(σ0 < ∞) = 0 since the modified modified branching process with
immigration X never reaches the state {0}; see again the infinitesimal generator of X given in (11).
Thus, Pz(σ0 =∞) = 1.
5 Extinction and stationarity
The aim of this section is to prove Theorems 2 and 4 which are devoted to the event of extinction and
the existence of a stationarity distribution for the (sub)critical cooperative BPI-process. The proofs of
both results are based on the duality relationship presented in Section 3. We also provide some details
of the proofs of Lemma 1 and Theorem 3 which are natural extensions of the results of Lambert [18].
Our purpose is to convince the reader that everything can be carried out as in [18] and not to provide
complete proofs of both results.
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Recall that U = (Ut, t ≥ 0) is the dual process of the BPI-process defined in Theorem 6 and that U
has a Feller semigroup in C([0, 1],R) (see proof of Theorem 6).
Proof of Theorem 2. Recall that we have assumed that d > 0. Then, the duality relationship (13) in
Theorem 6 and the Dominated Convergence Theorem imply that
lim
t→∞
Ez[u
Zt ] = Ez[u
limt→∞ Zt ] = EQu
[(
lim
t→∞
Ut
)z]
, for z ∈ N and u ∈ [0, 1]. (21)
Since Sc,bd,ρ(θ; 1) < ∞, for some θ ∈ (0, 1), and Ic,bd,ρ(θ; 1) = ∞ or E c,bd,ρ(θ; 1) = ∞ or Qc,bd,ρ(θ; 1) ∈ (−∞,∞],
we conclude from Proposition 4 (i) that Pz (limt→∞ Zt = 0) = 1. This shows the first part of Theorem
2 (i). We now prove that the BPI-process get absorbed at 0 in finite time almost surely, that is to say
Pz(ζ0 <∞) = 1. Applying again the duality relationship (13) in Theorem 6, we see that
Pz(ζ0 ≤ t) = lim
u→0
Ez[u
Zt ] = Ez[u
limt→∞ Zt ] = lim
u→0
EQu [U
z
t ] , for z ∈ N and t ≥ 0. (22)
Since d > 0, recall from Lemma 3 and Remark 2 part (i) we have that 0 is either an entrance or a
regular reflecting boundary for the dual process U . If 0 is an entrance boundary, for each fixed t ≥ 0,
we have that Pz(ζ0 ≤ t) = EQ0 [Uzt ] = limu→0 EQu [Uzt ] > 0 and Proposition 4 part (i) implies that
Pz(ζ0 < ∞) = 1. Now, if 0 is a regular reflecting boundary, then Pz(ζ0 ≤ t) = EQ0 [Uzt ] > 0 and, again,
Proposition 4 (i) implies that Pz(ζ0 <∞) = 1.
Finally, Theorem 2 (ii) follows from (21) and Proposition 4 part (ii).
Next, we prove Theorem 4 which deals with the stationarity of the BPI-process.
Proof of Theorem 4. By the duality relationship in Theorem 6 and the Dominated Convergence Theo-
rem, we have that for z ∈ N and u ∈ [0, 1], limt→∞ Ez[uZt ] = EQu [(limt→∞ Ut)z]. Since d = 0, Theorem
4 follows directly from Proposition 3.
Finally, we provide some details of the proofs of Lemma 1 and Theorem 3 just to convince the reader
that everything can be carried out as in [18].
Proof of Lemma 1. We start by proving (i). The fact that the function Hq,z ∈ C2([0, 1),R) follows
easily by the Dominated Convergence Theorem. Note that the function f(u) := uz, for z ∈ N0 and
u ∈ [0, 1], belongs to D(L BPI) (recall Remark 1). Then the forward Kolmogorov equation implies
that qHq,z(u) = u
z +
∫∞
0
e−qtEz[L
BPIf(Zt)]dt, where we recall that L
BPI denotes the generator of the
BPI-process defined in (12). Therefore, the second claim in (i) follows from the identity in (14).
Second, we prove (ii). Since fq solves the homogeneous equation (E
h
q ) associated with (8), we have
that −uΦc,b(u)f ′′q (u)− Ψd,ρ(u)f ′q(u) + qfq(u) = 0, for u ∈ I. Note from the definition of gq in (ii) that
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f ′′q (u)/fq(u) = g
′
q(u) + g
2
q(u), for u ∈ I0. By taking u ∈ I0 such that fq(u) 6= 0, the claim in (ii) follows
by dividing the previous differential equation by −uΦc,b(u)fq(u).
Thirdly, we show (iii). From the definition of the function hq in (iii), we see that
h′q(u) = e
−2m(ϕ(u))
(
m′(ϕ(u))gq(ϕ(u))− g′q(ϕ(u))
)
= e−2m(ϕ(u))
(
g2q(ϕ(u))−
q
ϕ(u)Φc,b(ϕ(u))
)
,
for u ∈ τ(J), where we have used that gg satisfies (9) and m′(u) = −Ψd,ρ(u)/(uΦc,b(u)) to obtain the
last equality. By recalling that ϕ′(u) = −e−m(ϕ(u)), we obtain that
h′q(u) = h
2
q(u)−
qϕ′(u)2
ϕ(u)Φc,b(ϕ(u))
,
which implies the claim in (iii).
Finally, (iv) follows from a simple adaptation of the argument of [18, Proof of Lemma 2.1].
Proof of Theorem 3. The proof follows along the lines of that of [18, Theorem 2.3 and Theorem 3.9].
It is only important to see that the condition Qc,bd,ρ(θ; 1) ∈ (−∞,∞), for some θ ∈ (0, 1), implies that
Pz(ζ0 < ∞) = 1, for z ∈ N. To see this recall from the implication in (17) that Qc,bd,ρ(θ; 1) ∈ (−∞,∞)
implies that Sc,bd,ρ(θ; 1) <∞. Then Pz(ζ0 <∞) = 1 is a consequence of Proposition 2 (i).
6 Coming-down from infinity: Proof of Theorem 5
In this section, we prove Theorem 5 which deals with the property of coming-down from infinity. We
also show how to construct a version of the (sub)critical cooperative BPI-process starting from infinity,
i.e., a BPI-process with an entrance law from {∞}. The approach developed below is based in that of
[7, Lemma 6.2 and Lemma 6.3]. So, we only provide enough details to convince the reader and avoid
repetitions. Let U = (Ut, t ≥ 0) be the dual process of the BPI-process defined in Theorem 6.
Lemma 8. Suppose that Ic,bd,ρ(θ; 1) < ∞, for some θ ∈ (0, 1), and E c,bd,ρ(θ; 1) = ∞. For any t > 0,
u 7→ Qu(Ut = 1), for u ∈ [0, 1], is the Laplace transform of certain probability measure ηt over N0.
Moreover, ηt → η0 := δ{∞} weakly, as t→ 0.
Proof. The duality relationship (13) in Theorem 6 implies that
lim
z→∞
Ez[u
Zt ] = lim
z→∞
EQu [U
z
t ] = Qu(Ut = 1), for u ∈ [0, 1] and t ≥ 0.
Since Ic,bd,ρ(θ; 1) <∞, for some θ ∈ (0, 1), and E c,bd,ρ(θ; 1) = ∞, Lemma 4 implies that 1 is an exit boundary
for the dual process U . Furthermore, [15, Chapter 15, Theorem 7.1] shows that limu→1EQu [e
−λτ1 ] = 1,
for λ > 0 and where τ1 = inf{t ≥ 0 : Ut = 1}. So, for u close enough to 1, we get for any t > 0
33
that Qu(Ut = 1) = Qu(τ1 ≤ t) > 0, where τ1 = inf{t ≥ 0 : Ut = 1}. Moreover, one see that
limu→1Qu(τ1 ≤ t) = 1. Therefore, the Lévy’s continuity theorem implies that u 7→ Pu(Ut = 1) is the
Laplace transform of certain finite measure ηt on N0, which is the weak limit of the law of Zt under Pz
as z →∞. Moreover, by the continuity of the paths of U , if u ∈ [0, 1), then limt→0Qu(Ut = 1) = 0, and
if u = 1 then limt→0Qu(Ut = 1) = 1. This entails that limt→0 ηt = δ{∞} weakly.
Lemma 9. Suppose that Ic,bd,ρ(θ; 1) < ∞, for some θ ∈ (0, 1), and E c,bd,ρ(θ; 1) = ∞. For any function
f ∈ C0(N0,∞,R) and any t ≥ 0, set Ptf(z) := Ez[f(Zt)] for z ∈ N0 and Ptf(∞) :=
∑∞
z=0 f(z)ηt({z}).
This defines a Feller semigroup (Pt, t ≥ 0) over N0,∞. Furthermore, if (Zt, t ≥ 0) is a càdlàg Markov
process with semigroup (Pt, t ≥ 0), and ζ := inf{t ≥ 0 : Zt <∞}, then P∞(ζ = 0) = 1.
Proof. This result is the discrete-space counterpart of [7, Lemma 6.3] and can be proved following exactly
the same argument.
Proof of Theorem 5. The proof follows from Lemma 9 since we have that P∞(ζ = 0) = P∞( ∀ t > 0, Zt <
∞) = 1; see [4, Definition 2.1 and Proposition 2.2].
A Appendix
Here, we provide the proofs of Corollaries 1 and 2 and Lemmas 3 and 4. We first start with the proofs
of Corollaries 1 and 2.
Proof of Corollary 1. It is enough to show that
if Qc,bd,ρ(θ; 1) ∈ (−∞,∞), for some θ ∈ (0, 1), then E c,bd,ρ(θ; 1) =∞ and Rc,bd,ρ(θ; 1) = ∞. (23)
Recall that J c,bd,ρ(θ; x) = exp(Qc,bd,ρ(θ; x)), for x ∈ [θ, 1]. Since Qc,bd,ρ(θ; 1) ∈ (−∞,∞), there exists a
constant C > 0 such that J c,bd,ρ(θ; x) ≥ C, for x ∈ [θ, 1] (one could choose θ closer to 1 if necessary).
Note that the inequality at the right-hand side of (6) holds even in the critical cooperative regime,
i.e., we always have that Φc,b(u) ≤ c(1 − u), for u ∈ [0, 1]. Then there is constant C ′ > 0 such that
Rc,bd,ρ(θ; 1) =
∫ 1
θ
1
xΦc,b(x)
J c,bd,ρ(θ; x)dx ≥ C ′
∫ 1
θ
(1−x)−1dx = ∞. Since E c,bd,ρ(θ; 1) =
∫ 1
θ
Rc,bd,ρ(u; 1)du, it follows
that E c,bd,ρ(θ; 1) =∞.
Proof of Corollary 2. It is enough to show that
if ς < 0, then Ic,bd,ρ(θ; 1) <∞ and Qc,bd,ρ(θ; 1) ∈ [−∞,∞), for some θ ∈ (0, 1). (24)
Then our claim follows from (23) and Theorem 1. We start by showing that Qc,bd,ρ(θ; 1) ∈ [−∞,∞), for
some θ ∈ (0, 1), whenever ς < 0. To see this, note first that we always have that Ψd,ρ(u) ≤ (1 − u)d
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for u ∈ [0, 1]. Next, recall from (6) that Φc,b(u) ≥ −(1 − u)ς for u ∈ [0, 1]. Then, for x ∈ (θ, 1),
Qc,bd,ρ(θ; x) ≤ −d(x− θ)/(θς) which implies that Qc,bd,ρ(θ; 1) ∈ [−∞,∞).
We now prove that Ic,bd,ρ(θ; 1) < ∞, for some θ ∈ (0, 1), whenever ς < 0. Since limu→1Ψd,ρ(u) = 0,
for 0 < ε < −ς one can choose θ ∈ (0, 1) such that −ε < Ψd,ρ(u) < ε, for u ∈ [θ, 1]. Then the inequality
in (6) implies that Qc,bd,ρ(x; y) ≥ (ε/ς) ln( y1−y 1−xx ), for all θ ≤ x ≤ y < 1. Thus, one can find a constant
C > 0 such that Ic,bd,ρ(θ; 1) ≤ C
∫ 1
θ
∫ 1
u
(1− u)−1−ε/ς(1− x)ε/ςdxdu <∞. This completes the proof.
Finally, we study the boundaries 0 and 1 of the operator L dual and prove Lemma 3 and Lemma
4. We will use Feller’s boundary classification for which we refer to [6, Chapter 8, Section 1] (or [14,
Chapter 23]). Following the presentation of [6, Chapter 8, Section 1], for x ∈ [0, 1], note, after some
simple interchanges of order integration, that
Ic,bd,ρ(θ; x) =
∫ x
θ
Rc,bd,ρ(θ; u)Sc,bd,ρ(θ; du) and E c,bd,ρ(θ; x) =
∫ x
θ
Sc,bd,ρ(θ; u)Rc,bd,ρ(θ; du)
Proof of Lemma 3. By (H), limu→0Φc,b(u) = c. Then, for any 0 < ε0 < c, we choose θ ∈ (0, 1) such
that c− ε0 ≤ Φc,b(u) ≤ c + ε0, for all u ∈ (0, θ), i.e, Φc,b is bounded away from zero.
We start with the proof of part (i), and thus, suppose that d > c. The Feller’s tests imply that 0 is
inaccesible if and only if Ic,bd,ρ(θ; 0) = ∞, for some θ ∈ (0, 1), i.e., 0 is accesible if and only if Ic,bd,ρ(θ; 0) <∞.
Moreover, the Feller’s tests implies that 0 is an entrance boundary if and only if Ic,bd,ρ(θ; 0) = ∞ and
E c,bd,ρ(θ; 0) < ∞, for some θ ∈ (0, 1), i.e., 0 is a natural boundary if and only if Ic,bd,ρ(θ; 0) = ∞ and
E c,bd,ρ(θ; 0) = ∞. Since d > c and Φc,b is bounded away from zero, for any 0 < ε1 < d/c− 1, there exist
θ1 ∈ (0, θ) and a constant C1 > 0 such that the inequality (7) implies that
Ic,bd,ρ(θ1; 0) ≥
∫ θ1
0
∫ x
0
1
xΦc,b(x)
(
x
y
)d/c−ε1
dydx ≥ C1
∫ θ1
0
∫ x
0
1
x
(
x
y
)d/c−ε1
dydx = ∞,
which implies that 0 is inaccesible if d > c. Next, we check that E c,bd,ρ(θ; 0) < ∞. Since d > 0 and Φc,b is
bounded away from zero, for any 0 < ε2 < d/c, there exist θ2 ∈ (0, θ) and a constant C2 > 0 such that
the inequality (7) implies that
E c,bd,ρ(θ2; 0) ≤
∫ θ2
0
∫ x
0
1
yΦc,b(y)
(
x
y
)−d/c+ε2
dydx ≤ C2
∫ θ3
0
∫ x
0
1
y
(
x
y
)−d/c+ε2
dydx <∞ (25)
which implies that 0 is an entrance boundary if d > c. The proof of part (i) is now completed.
Next, we prove part (ii), and thus, suppose that d < c. Recall that the Feller’s tests imply that 0 is
accesible if and only if Ic,bd,ρ(θ; 0) <∞, for some θ ∈ (0, 1). Moreover, the Feller’s tests imply that 0 is a
regular boundary if and only if Ic,bd,ρ(θ; 0) =∞ and E c,bd,ρ(θ; 0) <∞, for some θ ∈ (0, 1), i.e., 0 is an exit if
and only if Ic,bd,ρ(θ; 0) = ∞ and E c,bd,ρ(θ; 0) = ∞. Since 0 ≤ d < c and Φc,b is bounded away from zero, for
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any 0 < ε3 < 1− d/c, there exist θ3 ∈ (0, θ) and a constant C3 > 0 such that the inequality (7) implies
that
Ic,bd,ρ(θ3; 0) ≤
∫ θ3
0
∫ x
0
1
xΦc,b(x)
(
x
y
)d/c+ε3
dydx ≤ C3
∫ θ3
0
∫ x
0
1
x
(
x
y
)d/c+ε3
dydx <∞,
which implies that 0 is accesible if 0 ≤ d < c. If 0 < d < c, the inequality (25) implies that E c,bd,ρ(θ; 0) <∞,
for some θ ∈ (0, 1). Thus, 0 is a regular boundary if 0 < d < c. If d = 0, then Ψd,ρ(u) ≤ 0 for
all u ∈ [0, 1]. Thus, since Φc,b is bounded away from zero, there is a constant C4 > 0 such that
E c,bd,ρ(θ; 0) ≥ C4
∫ θ
0
∫ x
0
y−1dydx = ∞. Hence 0 is an exit boundary if d = 0 which finishes the proof of
part (ii).
Finally, we prove part (iii), and thus, assume that d = c. Note that
Ic,bd,ρ(θ; x) =
∫ θ
x
(Sc,bd,ρ(θ; u)− Sc,bd,ρ(θ; x))Rc,bd,ρ(θ; du), for x ∈ [0, θ].
If Sc,bc,ρ(θ; 0) = −∞, for some θ ∈ (0, 1), then Sc,bc,ρ(θ; u) − Sc,bc,ρ(θ; 0) = ∞, for all u ∈ (0, 1). Hence
Ic,bc,ρ(θ; 0) =∞ since Rc,bc,ρ(θ; du) is a strictly positive measure on (0, θ). This proves that 0 is inaccesible
if Sc,bc,ρ(θ, 0) = −∞. Since d = c, the inequality (25) implies that E c,bc,ρ(θ; 0) < ∞, for some θ ∈ (0, 1),
and thus, 0 is an entrance boundary if d = c which completes the proof of the first statement of part
(iii). Suppose now that |Sc,bc,ρ(θ; 0)| < ∞. Since d = c and Φc,b is bounded away from zero, for any
0 < ε4 < 1, there are θ4 ∈ (0, θ) and a constant C4 > 0 such that the inequality (7) imply that
|Rc,bc,ρ(θ; 0)| ≤ C4
∫ θ4
0
xε4dx < ∞. Therefore, the second statement of part (iii) follows by noticing that
Ic,bd,ρ(θ; u) + E c,bd,ρ(θ; u) = Rc,bd,ρ(θ; u)Sc,bd,ρ(θ; u) for u ∈ [0, 1].
Proof of Lemma 4. The Feller’s tests imply that 1 is inaccesible if and only if Ic,bd,ρ(θ; 1) = ∞, for some
θ ∈ (0, 1), i.e., 1 is accesible if and only if Ic,bd,ρ(θ; 1) < ∞. Moreover, the Feller’s tests imply that
1 is an entrance (resp. a regular) boundary if and only if Ic,bd,ρ(θ; 1) = ∞ (resp. Ic,bd,ρ(θ; 1) < ∞) and
E c,bd,ρ(θ; 1) <∞, for some θ ∈ (0, 1), i.e., 1 is a natural (resp. an exit) boundary if and only if Ic,bd,ρ(θ; 1) = ∞
(resp. Ic,bd,ρ(θ; 1) <∞) and E c,bd,ρ(θ; 1) =∞. Therefore, our claim follows from the above Feller’s tests and
(24).
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