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ABSTRACT
This paper proposes a framework for tracking multiple fluo-
rescent objects in 2D + time video-microscopy. We present
a novel batch-processing track-before-detect multiple object
tracking approach based on a spatio-temporal marked point
process model of ellipses. Our approach takes into account
events such as births, deaths, splits and merges of objects
which are motivated by the biological and physical consid-
erations. We show the performance of the proposed model
on synthetic biological data and a real total internal reflection
fluorescence microscopy (TIRF) image sequence.
Index Terms— multiple object tracking, fluorescence mi-
croscopy, marked point process, stochastic geometry, RJM-
CMC
1. INTRODUCTION
Microscope image and video quality has experienced a large
increase in recent years and the analysis of microscope data
is now commonplace in fields such as medicine or biological
research. The high acquisition speed of the cameras allows
the real time observation of dynamic cellular and sub-cellular
processes. As such, this approach can generate vast amounts
of data that have to be stored, processed and analyzed. Auto-
matic and semi-automatic methods for information retrieval
are of great importance to the human operator in this field.
Multiple object tracking is a tedious task in 2D + time video-
microscopy data as the signal to noise ratio (SNR) is quite low
[1] and the tracking difficulty is raised by the high number of
objects, object appearances and disappearances, clutter and
false alarms [2]. Sequential methods have been proposed to
tackle this problem, including Kalman filters combined with
Probabilistic Data Association [3, 4], Probability Hypothesis
Density filters [5, 6] or Multiple Hypothesis Tracking [7, 8].
Although these methods can be used for real-time analysis,
they can provide limited results due to their sequential nature,
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i.e. the impossibility to correct past decisions based on cur-
rent data.
In this paper, we propose an energy minimization-based ap-
proach for tracking multiple sub-cellular structures using a
batch optimization scheme. Objects are modeled using el-
lipses. Objects are allowed to appear, disappear, split or
merge. This design choice is motivated by the underlying
biological and physical considerations of the highly complex
protein-protein interactions. We design a novel marked point
process model of ellipses and embed the widely known re-
versible jump MCMC into a simulated annealing scheme to
simulate our model which leads to very good overall results.
2. BACKGROUND
The 3D image cube (2D + time) is modeled as a bounded
set K = [0, Ihmax ] × [0, Iwmax ] × {1, · · · , T}. A marked
point process [9] of ellipses is considered onK, with the mark
space M defined as M = [am, aM ]× [bm, bM ]× (−π2 ,
π
2 ]×
[0, L], where am, aM and bm, bM are the minimum and max-
imum length of the semi-major and semi-minor axis respec-
tively, ω ∈] − π2 ,
π
2 ] is the orientation of the ellipse and l ∈
[0, L] is its label. Thus, an ellipse u can be defined as u =
(ch, cw, t, a, b, ω, l) and a marked point process of ellipses X
is a point process on W = K ×M . While the semi-axes a
and b and the orientation ω describe the physical properties of
an ellipse, the label l is used as an identifier. Trajectories are
extracted by grouping objects according to their label.
The distribution of a point process can be defined by its prob-
ability density function where the Poisson point process plays
the analogue role of the Lebesgue measure on Rd, where d is
the dimension of the object space [10]. The Gibbs family of
processes is used to define the probability density as follows:





- X = {x1 ∪x2 ∪ · · · ∪xt ∪ · · · ∪xT} is the configuration of
ellipses, with xt being the configuration of ellipses at time t;
- Y represents the 3D image cube;
- θ is the parameter vector;
- c(θ|Y) is the normalizing constant;
- Uθ(X,Y) is the energy term.
Using the Maximun A Posteriori (MAP) criterion, the most
likely configuration of objects corresponds to the global min-
imum of the energy:
X ∈ argmax
X∈Ω
fθ(X = X|Y) = arg min
X∈Ω
[Uθ(X,Y)]. (2)
The energy function is divided in two parts: an external en-
ergy term, Uextθext(X,Y) which determines how good the con-
figuration fits the input sequence, and an internal energy term,
U intθint(X), which incorporates knowledge about the interac-
tion between objects in a single frame and across the entire
batch considered. The total energy can be written as the sum






The parameter vectors of the external and internal energy
terms are θext and θint respectively and θ = [θext, θint]. In
our model, the parameter vector θ contains 4 parameters and
is computed automatically (further details can be found in
[11]).
3. ENERGY FORMULATION
3.1. Internal energy term
The internal energy term consists of a set of constraints
meant for a correct detection of objects and to facilitate
tracking. These constraints target the layout of the objects.
For instance, geometric and physical consistency should be
maintained (e.g. interpenetration among objects should be
avoided).
The dynamic model. One property of tracking (as opposed
to individual detections per frame) is that in most cases ob-
ject trajectories are smooth. Hence, configurations in which
objects exhibit a motion described by a dynamic model can
be favored. This motion model, denoted by d(·, ·, ·), depends
on the application. The dynamic model used throughout this
work for microtubule scenarios is a constant velocity model
[12]. Let v ∈ xt−1, u ∈ xt, w ∈ xt+1 be three objects, then
the dynamic model can be written in terms of their positions
pos(v), pos(u) and pos(w) as follows:
d(v, u, w) := ||pos(v)− 2pos(u) + pos(w)||2 (4)
Note however that any motion model can be inserted into the
model.
An energy term is designed to favor objects which follow a
given motion model s.t. for an object u that exists at time t it
is written as:
U intdyn(u) =
 d(·, u, ·)− dyn0 if ∃ (v ∈ xt−1 and w ∈ xt+1)s.t. d(v, u, w) ≤ dyn0
0 otherwise
(5)
where dyn0 is a threshold that describes how much objects
can deviate from the motion model but still be awarded. Note
however that this motion model does not restrict the velocity
of the objects in terms of magnitude. If the maximum veloc-
ity of objects is known a priori, it can be incorporated into the
model by imposing a maximum distance between the objects
v and u, respectively u and w.
The energy term that awards configurations which follow the
dynamic model is the sum over all objects in the configura-
tion:




This term favors the creation of objects where the data evi-
dence is reduced but the dynamic model motivates the exis-
tence of an object.
Label persistence. In order to distinguish between distinct
trajectories a label is added to the mark of each object. This
label can be viewed as a trajectory identifier. Different labels
mean different trajectories. Thus, the number of labels has to
be kept closely related to the number of trajectories in the data
set. Ideally, the large number of objects u scattered across the
image sequence should be assigned to a rather small number
of labels. In this regard, the set of labels present in a config-
uration X is constructed by labels(X) =
⋃
u∈X l(u), where
l(u) is the label of object u. Configurations where the number
of distinct labels is small are favored in the following way:





where |labels(X)| represents the cardinality of the set.
Mutual exclusion. Handling object collision or overlap-
ping in a given frame is a crucial aspect when detecting
and tracking objects. In this model, an infinite penalty is
attributed to any configuration that contains objects that
overlap more than a given extent s. Thus, the probabil-




the area of intersection
between the objects ui and uj , with ui, uj ∈ xt, the non-
overlapping energy term can be defined as:









0 if A(ui, uj) < s
+∞ otherwise (9)
where s ∈ [0, 1] corresponds to the amount of overlapping
allowed by the model and n(xt) is the number of objects in
the configuration xt at time t. Consequently, if two or more
objects overlap more than the allowed amount s in a given
frame t, only one of those objects will be detected.
The internal energy term is computed as the sum of its parts
described in eq. 6, eq. 7 and eq. 8 weighted by the parameters
γdyn, γlabel and γo respectively.
3.2. External energy
We use a statistical approach to determine whether an object
is present or absent. In this sense, we compute the difference
between two consecutive frames,Dt. This will result is a gray
level image in which the intensity of a pixel represents the
amount of change present at that location between the frames.
The larger the amount of change (resp. the higher the intensity
of a pixel), the more likely it is for a moving target to be
present in that location. We use a sliding window u, which
is translated over every pixel p. We have the following two
hypotheses:
• H0: the ellipse covers only the background without any
target being present and denote the area with A;
• H1: the ellipse is placed in the center of a target. The
area corresponding to the interior of a target is denoted
Iu, while the area corresponding to the exterior of a
target is denoted Fu.
We are interested in the following probabilities:{
P (H0|Dt): The probability of H0, knowing the scene Dt;
P (H1|Dt): The probability of H1, knowing the scene Dt.
(10)










where P (H0) is the probability that the window u covers only
the background, independent of the observation and P (H1)
is the probability of a target being located at the center of the
window, independent of the observation.
We define the likelihood ratio:
log Λ = log
P (Dt|H1)
P (Dt|H0)
= log(P (Dt|H1))−log(P (Dt|H0)).
(12)
Using the Neyman-Pearson lemma [13], the decision of
whether a target is or not present at a given location is taken
as follows: {
log Λ > τ , a target is present;
log Λ < τ , a target is not present. (13)
Detection model. To compute P (Dt|H0) and P (Dt|H1) we
will make the following simplifying assumptions [14, 15]:
• The intensity of each pixel in Dt is independent and
uniformly distributed (A1);
• Each pixel within a target follows a Gaussian distribu-
tion of unknown parameters (mean and variance) (A2);
• Each pixel within the background follows a Gaussian
distribution of unknown parameters (mean and vari-
ance) (A3);
• The variance within the target and the background is
equal (A4).
On the one hand, it is essential to realize that these constraints
are not very restrictive when a small sliding window is used,
even in the presence of inhomogeneous background. On the
other hand, it is clear that this model is not well adapted when
the background presents a visible texture.
Using the assumptions (A1-3), we can write the logarithm of











Hence, P (Dt|H0) and P (Dt|H1) can be calculated using eq.
14:
P (Dt|H0) = P (A)⇔ log(P (Dt|H0)) = L(A)
P (Dt|H1) = P (Iu)× P (Fu)⇔
⇔ log(P (Dt|H1)) = L(Iu) + L(Fu). (15)
The logarithm of the likelihood ratio can be written as:
log Λ = L(Iu) + L(Fu)− L(A). (16)
As the quantities mS and σS in eq. 14 are unknown (here
S stands for the areas A, Iu and Fu), a classical solution to
solve this problem is to replace them by their maximum like-
lihood estimates m̂S and σ̂S respectively. After incorporating
the assumption (A4) and making a few simplifications we ob-
tain the following expression for eq. 16 [16]:
log Λ = NIum̂Iu +NFum̂Fu −NAm̂A, (17)
where:
- NIu , NFu , NA are the number of pixels in the areas Iu, Fu
and A respectively;
- m̂Iu , m̂Fu , m̂A are the estimated means of the areas Iu, Fu
and A respectively.
Choosing a threshold τ . We have obtained a simple and rel-
atively fast pre-detection algorithm that can be described in
the following way: For each time instance t, for each pixel
of the difference image Dt, compute the generalized likeli-
hood ratio given by eq. 17 for each sliding ellipse u. For
each time t, we obtain a 2D matrix which we denote with
MtGLRT . An application-dependent threshold τ is applied to
this matrix based on the desired probability of false alarms.
A single threshold is manually chosen for an entire data set
(details can be found in [16]).
External energy formulation. The external energy term for
an object u = (xu, yu, tu, au, bu, ωu, lu) is written as follows:
Uextstat(u) =
{
−1 if MtuGLRT (xu, yu) > τ,
+1 if MtuGLRT (xu, yu) < τ.
(18)
The external energy term for a configuration X associated to






The energy is clearly not convex. The dependence caused
by the high-order physical constraints is the main reason that
drives the energy to be non-convex. The target distribution is
the posterior distribution of X, i.e. π(X) = f(X|Y), defined
on a union of subspaces of different dimensions. The most
widely known optimization method for non-convex energy
functions and an unknown number of objects is the reversible
jump Markov Chain Monte Carlo (RJMCMC) sampler devel-
oped by [17]. RJMCMC uses a mixture of perturbation ker-
nels to create tunnels through the walls of high energy. Stan-
dard perturbation kernels are used in our experiments. We
embed a parallel implementation of the RJMCMC sampler
[18, 19] in a simulated annealing scheme to find a minimizer
of the energy function. A geometric law is used to decrease
the temperature parameter of the simulated annealing.
5. RESULTS
The proposed approach is first tested on three synthetic bi-
ological image sequences. The image sequences have been
generated with Icy [20], an online available toolbox for bio-
logical image sequences developed by the Quantitative Image
Analysis Unit at the Pasteur Institute in Paris.
The sequences consist of 100 images, each 512 × 512 pix-
els, with approximately 35 objects per frame. The three se-
quences exhibit the signal to noise ratios (SNRs) of 20, 10
and 7 dB respectively. Difficult scenarios containing multiple
intersecting trajectories are depicted in Table 1 and the quan-
titative tracking results are displayed in Table 2. The objects
are considered to exhibit a directed motion.
Table 1. Difficult scenarios with two or more crossing or by-
passing trajectories in synthetic biological image sequences.
First row: Ground truth trajectories. Second row: Trajec-
tories obtained using proposed method closely resemble the
ground truth trajectories. Third row: Trajectories obtained
using MHT (Icy plugin) are highly fragmented.
The model has been applied on a real fluorescence mi-
croscopy sequence of 300 images of 512 × 256 pixels, by
Table 2. Quantitative analysis of the detection and track-
ing results obtained using the built-in MHT tracker within
Icy [20], the continuous energy minimization algorithm de-
veloped by [21] and the proposed method for the three syn-
thetic biological image sequences. The proposed model out-
performs current state of the art methods by more than 5%.
Fig. 1. Detection and tracking results (bottom left and right)
on a real biological TIRF sequence of 300 images (top left; by
courtesy of J. Salamero, PICT IBiSA, UMR 144 CNRS Insti-
tut Curie [22]). The visual assessment of the results reveals
their very good quality.
courtesy of J. Salamero, PICT IBiSA, UMR 144 CNRS
Institut Curie [22]. The TIRF image sequence shows the
microtubule transport inside a cell. The tracking results are
depicted in Figure 1. The visual assessment of the results is
very good. Long, smooth tracks are identified which corre-
spond to the motion patterns in microtubule transport.
6. CONCLUSIONS
In this paper we have proposed a novel spatio-temporal
marked point process of ellipses to detect and track mov-
ing objects in fluorescent microscopy image sequences. This
method can be applied to other types of imagery, e.g. re-
mote sensing data. As the experimental results show, the
novel method increases the performance by at least 5% com-
pared to state of the art methods. The length of the image
sequences does not influence the overall tracking accuracy.
The proposed scheme could be extended to comprise various
motion patterns which could be used for tracking objects with
different behaviors.
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