An analytic expression for the electrostatic potential of a point charge within a concentric multilayered dielectric medium is derived in terms of a Legendre expansion. A novel Brownian dynamics algorithm for solving the Poisson equation for the reaction-field potential of charges near dielectric interfaces is presented. To test both the computed and analytic solutions, the reaction-field potential and self-energy of a charge within a liposome are calculated and compared.
I. INTRODUCTION
Biological membranes are phospholipid bilayers that enclose the aqueous contents of cells and organelles. Charge transfer and ion diffusion processes within and across such membranes are pivotal in a variety of biophysical processes. For example, chloroplasts ͑in green plants͒ and mitochondria ͑in eucariotic cells͒ possess an internal membrane folded over itself in a multilamellar structure. These membranes play a decisive role in cell metabolism. It appears that the synthesis of ATP from ADP is coupled to proton fluxes across the mitochondrial cristea or thylakoid vesicle membranes within the chloroplasts ͑Ref. 1, Chap. 20͒.
Model proton transfer reactions in heterogeneous systems, as studied by steady-state and time resolved fluorescence, include photodissociation of excited-state dye acids embedded in reverse micelles, [2] [3] [4] within the cavity of apomyoglobin, 5 vesicles, 6 and multilamellar vesicles ͑MLVs͒. 7 The vesicles were prepared biochemically and osmotic stress was applied to change the interbilayer spacing. 8, 9 Using this setup, the effect of the intermembranal distance on geminate proton recombination could be investigated. 7 The transient kinetics is influenced by the geometry, ionic mobility and ionic interactions. In order to disentangle the various effects, at least some of them should be known with sufficient accuracy. The present work deals with a new approach for determining the electrostatic potential in these systems, under the assumption that the water and organic phases can be represented as continuous media with two distinct dielectric constants, . Thus the MLV system under consideration is depicted by concentric spherical dielectric discontinuities.
Continuum theories of bio-electrostatics [10] [11] [12] [13] [14] [15] show how the presence of low dielectric lipid bilayers causes electrostatic potentials to deviate substantially from the simple Coulomb law. Charges in the aqueous phase are repelled from a ͑neutral͒ interface. In addition, ionic interactions within the water phase are enhanced by the presence of the low dielectric lipid. In analyzing the experimental results, 5 one work assumed Coulomb interactions subject to an effective dielectric constant, eff (r). Another work on the electrostatic properties of zwitterionic micelles 16 applied a model with the same dielectric constant for the lipid and water layers. It is desirable to obtain accurate electrostatic potentials by solving the Poisson equation for the actual geometry, involving a step-function (r) at the water-lipid interface. While the solution for a single spherical dielectric discontinuity is readily available, 17 to our knowledge an extension to multilamellar dielectric layers has not been documented. We obtain the desired solution by straightforward application of the Legendre expansion method. 17, 18 In addition, we calculate the appropriate potential using an extension of our Brownian dynamics ͑BD͒ method for solving the Poisson equation near dielectric interfaces. 19 The motivation for applying BD algorithms to electrostatics is that, unlike conventional grid methods, BD is independent of spatial grids and of the ''artificial'' boundary-conditions that need be imposed on the surface of the ''region of interest'' ͑ROI͒. The BD method requires only to record the coordinates of the particles along their stochastic trajectories. Each trajectory may be simulated on a separate processor, and the algorithm becomes easily parallelizable. The anticipated growing role of parallel computing in scientific computation justifies the efforts invested in development of BD methods.
The diffusion approach to electrostatics, [19] [20] [21] [22] [23] [24] like the diffusion-Monte-Carlo approach to quantum mechanics, 25 may be considered as a special case of the so-called ''probabilistic potential theory. '' 26,27 However, between the recognition of the formal mathematical analogy and the development of practical computational algorithms there lies a gap to be bridged. Due to these difficulties, the electrostatic potential has been calculated prior to our work 19 only by a lattice random-walk method and for fixed-potential ͑rather than fixed-charge͒ boundary conditions. 23 A BD implementation requires casting the electrostatic problem in a diffusion framework that admits a local analytic solution ͑for the piecewise constant (r)). This solution then serves as a ''Brownian propagator.'' Our earlier work 19 solved this problem by using the ''Smoluchowski representation,'' in which (r) depicts an equilibrium distribution for virtual particles moving in a virtual field of force. It admits an analytic solution for a planar interface.
From the algorithmic perspective, the aim of the present work is extending the BD method to calculate the ''reaction field'' ͑RF͒ directly. Taking the difference between the actual potential, (r), and the Coulomb potential for a charge in a uniform dielectric medium eliminates the divergence at the point of the charge. 14, 15 Reaction field Brownian dynamics ͑RFBD͒ involves running simultaneously pairs of stochastic trajectories, one for the full geometry ͑with dielectric discontinuities͒ and another for the reference state ͑no discontinuities͒ with the same sequence of random numbers. The difference in mean residence times between the two trajectories provides the RF with low statistical noise. RFBD is compared with the Legendre expansion solution for the MLV geometry.
II. LEGENDRE EXPANSION
Consider the problem of obtaining the electrostatic potential, (r), for a point unit charge located a distance a ϭ͉a͉ from the center of the concentric spherical shells depicted in Fig. 1 . Each of the N shells represents a uniform dielectric medium, with a dielectric constant n , n ϭ1, . . . ,N. The nth dielectric layer is bound by two concentric spheres with radii R nϪ1 and R n . Note that a ''real'' MLV might contain surface charges from the head-groups of the lipidic chains. The electrostatic potential of charged vesicles can be obtained from our Green function solution using the principle of superposition namely, sum the potential for a point charge at different locations on the surface.
Suppose that a ''test charge'' is located at a distance r ϵ͉r͉ from the center, where the vectors r and a form an angle . The Poisson equation in three-dimensional space 17 
ٌ͓͑rٌ͒͑r͔͒ϭϪ4␦͑rϪa͒, ͑1a͒
is to be solved subject to the requirement that the electrostatic potential, (r), tends to zero at infinity. 
for nϭ1, . . . ,N. A n (k) and B n (k) are coefficients to be determined. In this notation, one may define the self-energy of a unit charge within the layer n a , where the charge is situated, as
͑3͒
R n a Ϫ1 ϽaϽR n a . E n a (a) represents the energy of transferring the charge from a uniform medium of dielectric constant n a to its specified position within the MLV. Within the n a layer, E n a is a measure of the self-induced potential field which characterizes the work, ⌬E n a , for moving the charge between two points inside this layer. The coefficients A n (k) and B n (k) will now be chosen so that the appropriate continuity conditions are satisfied at each of the NϪ1 dielectric boundaries. For brevity, we omit the index k whenever a result is understood to be valid for all kϭ0, . . . ,ϱ. First, to avoid divergence of the potential at r ϭ0 or ϱ one sets
The other coefficients should satisfy the additional conditions of continuity of the electrostatic potential:
and the normal electric displacement ͑field͒:
Geometry of a ''multilamellar vesicle.'' The dielectric permittivity has spherical symmetry and is piecewise constant between the NϪ1 spherical surfaces with radii R n . The point charge q is situated a distance ͉a͉ from the common center of all spheres.
at the surface of the nϭ1, . . . ,NϪ1 spherical shells. Using the Legendre polynomial representation, the Coulomb potential can be written as 17, 18 
where we have defined ͑r ͒ϵmax͑ r,a ͒; ͑r ͒ϵ min͑r,a ͒ ͑r ͒ . ͑6b͒
Substituting into Eq. ͑2͒ and applying the two continuity conditions, Eqs. ͑5a͒ and ͑5b͒, produces a set of 2NϪ2 linear equations
where nϭ1, . . . ,NϪ1, and
Imposing the additional condition ͑4͒, one obtains the following recursion relations:
with the coefficients C n defined by
These relations are the main result of this section. Starting with A 1 ϭX, B 1 ϭ0, they are propagated up to the equation for A N ϭ0, which sets X. Substituting X into the equations then provides the desired coefficients. Two particular cases are of interest. First, for two dielectric layers separated by a single spherical surface, the recursion relations yield the closed-form solution
which is well-known. 17 For three dielectric layers, the solution for A 1 reads
By substituting A 1 into Eq. ͑9͒ together with B 1 ϭ0, the remaining 3 coefficients may easily be generated. Note how Eq. ͑11͒ reduces to Eq. ͑10a͒ by setting 2 ϭ 3 .
III. BROWNIAN DYNAMICS APPROACHES
Brownian dynamics ͑BD͒ approaches to electrostatics [19] [20] [21] [22] [23] [24] may be considered as special cases of ''probabilistic potential theory,'' 26, 27 in which the Coulomb potential is given probabilistic interpretation. In particular, this theory deals with mapping of electrostatic problems into diffusive ones. In such mappings, there are many ways of identifying the probability density, mobility and bias of the diffusing ''particles'' with the electrostatic analogs, but only a few may be useful in actual BD algorithms. What is required is a presentation which admits analytic solutions in some simple limits, from which random numbers can consequently be picked. The simplest case of free diffusion, which corresponds to a Gaussian random number, is insufficient. It is not possible to cross a dielectric interface using a Gaussian random number valid for one side only, without accumulating excessive errors.
We have found 19 that the problem of a piecewise constant (r) can be treated using an analytic solution for a planar interface. From such a solution one can then construct a ''Brownian propagator,'' which allows crossing the interface with finite time-steps and low error-levels. Nevertheless, the time-step near the interface will still be limited by the linear approximation to the interfacial geometry. It follows that analytic solutions ͑if exist͒ for nonlinear geometries that match the interface more closely will allow larger time-steps, 24 but only at the cost of slower evaluation of the Brownian propagator. It remains to be seen where the conflicting needs for larger time-steps and faster random-number generation become balanced. We use a combination of Gaussian and planar propagators in the algorithm described below. We first review the principles of our BD algorithm reported earlier, 19 then describe its extension towards a direct computation of reaction-field potentials.
A. Direct Brownian dynamics
The starting point is the connection between the timeindependent Poisson equation and a time-dependent Smoluchowski equation for diffusion in a field of force. 19, 20 The solution of Eq. ͑1a͒ may be obtained from the time integral, 
͑13͒
In this equation, Ϫln (r) plays the role of an interaction potential ͑measured in units of thermal energy͒, and the charge density becomes the initial condition, p͑r,0͉r 0 ͒ϭ␦͑ rϪr 0 ͒. ͑14͒
The validity of the above formulation can be verified by direct integration of Eq. ͑13͒. It might be interpreted by saying that the electrostatic potential is carried by noninteracting, virtual particles ͑''Poissons''͒ released at tϭ0 from the location of the point-charge at r 0 ϭa. These particles, diffusing with a diffusion coefficient of unity, in an external dimensionless potential, Ϫln (r). To calculate (r), one first evaluates the probability density, p(r,t͉a), for a particle to arrive at r by time t, having started from point a at tϭ0. Due to the property that
it may be evaluated by execution of discrete stochastic steps. The time integral of this quantity ͑the ''mean residence time '' 28 ͒ is the desired electrostatic potential, scaled by (r). The above mapping between diffusion and electrostatics differs from what is conventionally assumed in ''probabilistic potential theory,'' 26 which amounts to a simple diffusion equation rather than the Smoluchowski equation ͑13͒. Our approach is closest to that of Gersten and Nitzan, 20 who apply a backward ͑adjoint͒ Smoluchowski representation. However, they have neither propagated this equation in time nor performed the integral in Eq. ͑12͒. To do so effectively, for three dimensional systems, requires a local analytic solution for the interaction potential in the Smoluchowski equation namely, for the specified (r). Such a solution is unavailable for the general spatial dependence considered by Gersten and Nitzan, 20 but can be found in the special case of interest, when (r) is a step-function at the lipid-water interface.
Let us approximate the interface locally as a plane. An analytic solution of Eq. ͑13͒ is available for a planar interface separating two media of dielectric constants ϩ and Ϫ . Denote by x the coordinate perpendicular to the plane ͑which is located at xϭ0), with Ϯ the dielectric constants on its Ϯ sides. For particles initially at r 0 ϭ(x 0 ,y 0 ,z 0 ), x 0 Ͼ0, the solution at a later time t is given by
where the positive and negative signs are used for xϾ0 and xϽ0, respectively ͑see Sec. IV C below͒. In the above expression, we have defined
Indeed, it is easy to verify that the time integral of Eq. ͑16͒ is
This agrees with the solution of the Poisson equation for a unit charge at point aϭ(x 0 ,y 0 ,z 0 ), as found by the method of images. 17 On the xϾ0 side ͑where the charge is located͒ the potential becomes a superposition of potentials from the original charge and its image. On the other side of the interface, one sees the potential of the original charge scaled by 1Ϫ␣ ͑note that, for xϽ0, r ϩ ϭr Ϫ ).
In the direct BD approach, 19 one takes advantage of the integral relation in Eq. ͑15͒, to move the virtual particles using random numbers from the distribution p(r,t͉r 0 ), as discussed in Sec. IV below. Thus r 0 becomes the momentary location of the particle prior to its next move, not just its initial location at r 0 ϭa.
B. Reaction-field Brownian dynamics
Consider a charge situated in the layer n a , where the dielectric constant is 0 ϵ n a . In the homogeneous case, when (r)ϭ 0 throughout, the potential is simply given by Coulomb's law
In the presence of dielectric interfaces, both functions, (r) and 0 (r), have the same divergence at the charge location. Hence the RF potential, defined by 14, 15 RF ͑ r͒ϵ͑r͒Ϫ 0 ͑ r͒, ͑20͒
becomes finite at rϭa. In addition, when the charge is in one of the water layers which has the same as at infinity, 0 ϭ N ϵ(ϱ), then (r)→ 0 (r) also as r→ϱ. Under these conditions, RF (r) tends to zero much faster than (r) itself. From the RF potential it is possible to obtain the selfenergy of a charge q within its dielectric layer n a . From the definition of E n a in Eq. ͑3͒ we obtain
For spherical symmetry, E n a depends only on the distance from the center, a, and Ϫ2(dE n a /da) is the force operating on the charge along this coordinate. In the present work we always take qϭ1.
In the special case of the planar interface considered above, Eq. ͑18a͒ reduces to
As before, r ϯ ϵr Ϫ (r ϩ ) when xϾ0 (xϽ0), whereas aϭx 0 Ͼ0 is the distance from the interface.
By running two Brownian trajectories simultaneously, one for the actual and another for a reference geometry, Reaction-field Brownian dynamics ͑RFBD͒ enables one to calculate RF (r) directly. This allows us to obtain the difference between the two divergent potentials without invoking an unstable subtraction procedure.
IV. NUMERICAL TECHNIQUES
This section details the more technical aspects of the algorithm, including the geometric setup, virtual particle movement rules, geometry-sensitive time-step determination, rules for trajectory termination and residual evaluation. It extends our earlier report 19 in allowing direct calculation of RF potentials and self-energies. This constitutes an important aspect also of conventional finite-difference and boundaryelement algorithms. In addition, we have modified the trajectory termination rules and residual evaluation, using a more efficient algorithm described below.
A. Geometrical setup
The geometry of the MLV computation is presented in Fig. 2 . The ''region of interest'' ͑ROI͒, where the RF potential, RF (r), is to be evaluated, is the box of linear dimension d. A charge is placed at point a, typically within the ROI. For integration purposes only, the ROI is divided into ''integration bins,'' here taken as uniformly sized cubes. The MLV with its concentric spherical interfaces is within the ROI. The dielectric constant changes discontinuously across these interfaces. Each interface is enclosed within an imaginary ''active zone'' ͑A͒ which itself is enclosed within a ''buffer zone'' ͑B͒. Here these zones are concentric spherical shells, see the enlarged portion of Fig. 2 . We denote their cumulative widths by l A and l B , respectively. These parameters represent the maximal distance between a point within the corresponding zone and the dielectric interface.
The two widths are chosen as follows. First, we set l B proportional to the length of the integration bin ͑in the present implementation it is 1.5 times the bin length͒. Then we make l A sufficiently small for the curved interface to be locally approximated by a plane. This allows us to use the planar propagator, Eq. ͑16͒, in layer A. For example, for a sphere of radius R we set l A ϭR/10. In addition, we demand that l A рl B . Thus in the limit of a planar interface, l A ϭl B , and layer B disappears.
B. RFBD principles
To evaluate the RF potential, pairs of virtual particles are initially placed at the location of the point-charge. Within each pair, the ''actual particle'' moves under the constraints of the actual environment, whereas a ''reference'' particle moves in a uniform dielectric medium, 0 ϵ n a . The reference particle may be thought of as carrying a negative weight, so that whenever both particles occupy the same integration bin for the same epoch ⌬t, their contribution to the integral in Eq. ͑12͒ cancels. The integral thus gives us RF (r) directly.
To ensure that the divergence at rϭa is subtracted exactly ͑and not up to some statistical noise͒, we use the same set of three Gaussian random numbers to propagate the pair of particles along the three Cartesian directions. A fourth random number is applied for carrying the actual particle across the dielectric interface whenever it is located in the active region, A. For a point charge outside of region A, the first few stochastic steps for the two particles coincide, and their contribution to RF cancels identically. The efficiency of a BD algorithm depends on a prudent choice of geometrically sensitive time-steps and Brownian propagators, 19, 29 as detailed below.
C. Movement rules
The heart of a BD algorithm involves the rules for moving the particles. Geometry-sensitive movement rules can improve the accuracy and efficiency of the algorithm. Far from the dielectric interface, in zones B and C ͑see Fig. 2͒ , the particles execute Gaussian random moves in the three Cartesian directions. These are fast to compute, because efficient algorithms for generating Gaussian random numbers exist e.g., the Box-Müller method. 30 In zone A, near the dielectric interface, the motion can no longer be approximated by free diffusion.
The algorithm for crossing the interface is based on the solution in Eq. ͑16͒ for diffusion near a planar discontinuity in the potential. We assume that by time t 0 the virtual particle is located at the point r 0 ϭ(x 0 ,y 0 ,z 0 ). The function p(r,t͉r 0 ) then determines its probability to move to the new location rϭ(x,y,z) within the time interval tϵ⌬t A defined below. The problem simplifies because p(r,t͉r 0 ) factors into Gaussian functions in z and y times the function
A section through the three-dimensional region of interest ͑ROI͒, a cubic region ͑of dimension d) where the electrostatic potential should be computed. It is divided into cubic integration bins, and contains a ''liposome'' whose oily phase ͑grey͒ lies inbetween the two concentric spheres. The demo ͑two-dimensional͒ stochastic trajectory starts at the center of the liposome, traverses the lipidic layer several times, and is eventually terminated a distance L(t) from the ROI boundary. The enlarged portion of ROI ͑right panel͒ is discussed in the text.
where f t (x) is a Gaussian, Eq. ͑17b͒, and the negative sign applies to interface crossing. g t (x) is depicted in Fig. 3 . The z and y moves are therefore executed using two independent Gaussian random numbers, whereas for the x move we need to generate a random number out of g t (x). Note that g t (x) is a Gaussian function, f t (xϪx 0 ), from which ␣ f t (͉x͉ϩx 0 ) has been subtracted for xϽ0 and added symmetrically at xϾ0, see Fig. 3 . This is equivalent to first finding the endpoint of the given step, x, from a Gaussian random number out of the distribution f t (xϪx 0 ). Subsequently, a uniform random number, , determines whether the trajectory is reflected (x→Ϫx). Reflection is implemented whenever Ͼg t (x)/ f t (xϪx 0 ) namely, only if the endpoint x is in the low dielectric side of the interface.
D. Time-steps
To further enhance the efficiency of the algorithm, the propagation time-step ⌬t varies with the zone where the particle is located, see Fig. 2 . The strategy is to make ⌬t as large as possible, subject to the restriction that the probability of hopping across any one zone in a single step is negligibly small. For virtual particles initially at the location of the charge, the first ⌬t value is exceedingly small ͑here, 10 Ϫ5 ⌬t B ). It is then increased by a given factor ͑here, 1.05͒ every step until it reaches ⌬t A or ⌬t B , which are specified below.
Using the predefined values of l A and l B , we set
This implies that in zone C, outside layer B, the time step ⌬t B is limited by the requirement that the probability for crossing the integration bin in a single hop is small. In zone A the ͑possibly smaller͒ value of ⌬t A assures that, in addition, the planar approximation for the interface holds. Within layer B, the particle moves with a variable time step ⌬t(l) ϭ⌬t A (l/l A ) 2 , where l is the distance from the interface. Thus ⌬t(l) interpolates between the two time-steps: ⌬t(l A ) ϭ⌬t A and ⌬t(l B )ϭ⌬t B . Outside the ROI, ⌬t is again allowed to increase, provided only that the probability of returning into the ROI in one hop remains small.
E. Trajectory termination
In our earlier BD implementation, 19 the ROI was enclosed within a larger box of linear dimension D and trajectories were terminated upon leaving this outer box. The average lifetime of a trajectory was T, and D had to be taken sufficiently large so that the ultimate return probability from its outer surface to the ROI was negligible. Since the ultimate return probability relates to an infinitely long waiting time, D had to be substantially larger than d ͑in practice we took D/dϭ5), which meant that most of the volume in which particles moved was outside the ROI. It is clear that the algorithm is optimized by investing most of the computation time for moving particles within the ROI. Therefore we have modified the trajectory termination algorithm.
In the present implementation, a fixed termination time T is chosen. If by time t a trajectory is outside the ROI, its remaining lifetime is TϪt. The trajectory could then be terminated provided that its probability to diffuse to the surface of the ROI namely, across the distance L(t) in Fig. 2 , during its remaining lifetime is negligible. Thus we terminate a trajectory if L͑t ͒Ͼcͱ2͑ TϪt ͒. ͑25͒
Again, we find that cу3 produces satisfying results (cϭ4 was used in the present work͒. Since L(t) can be significantly smaller than D, a larger fraction of the computational effort is devoted to the ROI.
F. Residual evaluation
Evaluation of the potential by Eq. ͑12͒ requires integrating the diffusional Green function up to tϭϱ. In practice, trajectories are terminated at time T so the need arises to evaluate the residual namely, the integral from T to infinity. If T is sufficiently large, this residual will be a constant, independent of r. Thus it will not affect the calulation of electrostatic forces. Nevertheless, for solvation problems that involve transferring a charge from infinity to its specified location near the dielectric interface, we do want to ensure that the potential approaches zero at infinity. Hence we employ the following residual estimate.
At long times, p(r,t͉r 0 ) will resemble a wide Gaussian. Within the ROI, p(r,t͉r 0 )/(r) will assume the r-independent form p͑r,t͉r 0 ͒ ͑r͒ ϳ 1 eff ͱ4t 3 , tϾT,
͑26͒
for some ''effective'' dielectric constant, eff . Hence the residual potential, ⌬, is given by FIG. 3 . The planar Brownian propagator, Eq. ͑23͒. A random number out of this distribution ͑bold curve͒ is equivalent to two random numbers, one Gaussian ͑from the dashed distribution͒ and the other uniform, as explained in the text. In the example shown, the interface is at xϭ0, the ͑virtual͒ particle is located at x 0 ϭ1 and tϭ0.5. In panel ͑a͒, the particle is in the high-dielectric side, ␣ϭ1/2, whereas in panel ͑b͒ it is in the low dielectric side, ␣ϭϪ1/2.
Our previous BD implementation 19 involved taking eff Ϸ N , the dielectric constant outside the MLV.
We now avoid this assumption by calculating directly the fraction of trajectories remaining in the ROI by time T, denoted by P(T). Using Eq. ͑26͒, we find that
where V is the volume of the ROI. By substituting into Eq. ͑27͒ one obtains the following estimate:
for the residual of the potential. We find that use of this procedure always brings the difference between the calculated and analytic potentials to within the statistical error.
V. RESULTS
We now present a calculation of the self-energy and the electrostatic potential for a model liposome. We assume that it is constructed of neutral amphiphilic molecules, with no permanent charges at its surface. The latter case can be obtained as an extension of the present solution by applying the principle of superposition. We take Nϭ3 concentric dielectric layers with 1 ϭ 3 and 1 / 2 ϭ10. This factor is smaller than the water/lipid ratio of 20-40, which somewhat facilitates the computation. We restrict the discussion to a point charge, which may be either inside the liposome, aϽR 1 , in the lipid bilayer, R 1 ϽaϽR 2 , or outside in the bulk ''water'' phase, aϾR 2 . Distances and potentials will be given in dimensionless units such that when the distance unit is set to 1 cm the electrostatic potential unit becomes the esu. Figure 4 shows, as bold curves, the self-energy calculated from Eq. ͑3͒ for a charge in the water ͑upper part, positive E n a ) and the lipid phase ͑lower part, negative E n a ). Note that the two calculations refer to different reference states: a uniform medium of dielectric constant, n a , of the layer where the charge is located. Thus a charge in the water phase, the reference state is water and E n a corresponds to the energy of transferring a unit charge from infinity ͑bulk water͒ to the designated distance, a, from the common center of the spheres. This energy rises very rapidly near the interfaces and becomes infinite in the lipid phase. The ͑negative͒ slopes of the curves describe the electrostatic forces, which act to repel the charge from the lipid phase. A charge diffusing within the liposome therefore sees a smaller effective inner volume.
The E n a (a) curve for the lipid phase refers to a different reference state, of an infinite uniform lipid. Replacing part of this phase by water stabilizes the charge, hence E n a Ͻ0 in this layer. Since the medium at infinity is water, E n a within this layer cannot be interpreted as the energy of transferring a charge from infinity. However, its derivative still provides us with the force acting on the unit charge. Whenever the charge is not exactly in the middle of this layer, it encounters a strong attraction to the interface.
The points in Fig. 4 were obtained from the full RF potential, evaluated at the location of the charge, Eq. ͑21͒. The calculation of RF is described below. At this point we note that, perhaps contrary to the situation for grid methods, the relative error in E n a decreases as a approaches the interface. Figures 5-7 shows the RF potential, Eq. ͑2͒, for a point charge inside the liposome, in the lipid bilayer and outside the liposome, respectively. Each figure is composed of three panels: ͑a͒ shows the contours of the potential ͑equipoten-tials͒ in all three regions, whereas panels ͑b͒ and ͑c͒ show cuts along two perpendicular directions: the line connecting the charge to the center, x, and the orthogonal coordinate, y. These two panels compare the analytic expression ͑lines͒ with the numerical RFBD calculations ͑symbols͒.
The calculations in Figs. 5-7 involve 1800, 2300 and 3300 stochastic trajectories, respectively. The increase in the number of trajectories reflects the reduced residence times within the ROI for trajectories starting outside the liposome. For the same reason, the average number of time-points along a given trajectory decreased, from 3200 to 2500 to 1950 points, respectively. Thus the total number of moves, the product of these two numbers, was nearly constant and hence also the computational effort. The total CPU on a 180 MHz SGI R5000 Indy workstation was about 6 min. While this time is long in comparison with conventional grid methods, 19 it did not require ''focusing'' to overcome boundary condition problems.
The figures indicate where the interaction potential differs from the simple Coulomb law applicable for a uniform medium. Recall that the electrostatic potential, (r,), is obtained by adding to the RF potential in the figures a Coulomb term centered at a, for the corresponding n a . Since (r,) depicts the interaction between two ions at points a and r, a zero RF potential means that the mutual force is well approximated by a Coulomb term. In contrast, in regions where the RF potential is strongly varying, the interionic force deviates substantially from Coulomb's law.
VI. CONCLUSION
We have presented an analytic series solution for the electrostatic potential within an inhomogeneous dielectric medium composed of concentric dielectric shells. This solution can be useful to describe electrostatic interactions within structures such as liposomes and multilamellar vesicles. In addition, we have presented the principles and practice of a reaction-field Brownian dynamics ͑RFBD͒ algorithm, which uses pairs of stochastic trajectories to eliminate the singularities at the point charge by calculating directly the RF potential. To our knowledge, this is the first attempt of treating this type of problem by probabilistic methods.
Although the slow convergence properties of stochastic trajectories probably render the BD technique less efficient than the more established grid methods, it has certain inherent properties that make it worth investigating. These include independence of spatial grids or artificial boundary conditions and accuracy retention near interfaces. In addition, the RFBD method can be easily implemented on parallel computers that will speed up the computation considerably.
