Abstract-We study the general formation problem for a group of mobile agents in a plane, in which the agents are required to maintain a distribution pattern, as well as to rotate around or remain static relative to a static/moving target. The prescribed distribution pattern is a class of general formations that the distances between neighboring agents or the distances from each agent to the target do not need to be equal. Each agent is modeled as a double integrator and can merely perceive the relative information of the target and its neighbors. A distributed control law is designed using the limit-cycle based idea to solve the problem. One merit of the controller is that it can be implemented by each agent in its Frenet-Serret frame so that only local information is utilized without knowing global information. Theoretical analysis is provided of the equilibrium of the N -agent system and of the convergence of its converging part. Numerical simulations are given to show the effectiveness and performance of the proposed controller.
I. INTRODUCTION
In recent years, control of multi-agent systems has captured increasing attention due to both its wide practical potential in various applications, such as exploration [1] , environmental monitoring [2] , pursuit and evasion [3] , [4] , [5] , and surveillance [6] , and its theoretical challenges arising from restrictions in application implementations.
Formation control is one of the most actively studied topics within the realm of control and coordination of multiagent systems, since in such cooperative tasks the robots can benefit from forming clusters or moving in a desired formation with certain geometric shapes [7] , [8] , [9] . In particular, by forming desired patterns, the robots are able to successfully complete the tasks [8] and even to improve their performance, such as the quality of the collected data, and the robustness of group motion against random environmental disturbances [9] . One theoretical challenge of such formation control problems for multi-agent systems arises from the fact that the robots can use only local information to implement their distributed control strategies without centralized coordination.
Intensive research efforts have been devoted to the distributed formation control for multi-agent systems in the systems and control community [8] , [10] , [11] . A considerable amount of studies have focused on consensus based formation control where the formation control problem is converted by a proper transformation to a state consensus problem. Specifically, the dynamics of the agents are modeled as single-integrators [12] , [13] , double-integrators [14] , and unicycles [15] , [16] , [17] ; some constrained conditions are considered including input saturation [12] , agents' locomotion constraints [18] , finite-time control [19] , and limited communication [20] . With the aid of limit-cycle oscillators, the property of collision avoidance has been guaranteed when controlling a group of agents to form a circle around a prescribed target [21] . Using the nonlinear bifurcation dynamics, including limit cycles, [22] has proposed swarm control laws to realize some formation configurations of large-scale swarms. From these studies, the potential of limitcycle oscillators to formation controllers design has been shown, which greatly inspires our work in this paper.
The goal of this paper is to design a distributed controller that can guide a group of mobile agents with doubleintegrator dynamics to form any given general formation in a plane. The general control objective of the problem comprises two specific sub-objectives. The first is target circling that each agent rotates around or remains fixed relative to a static/moving target as expected, as well as keeping desired distance to the target. The second is distribution adjustment that each agent maintains the desired distance from its neighbors. It's worth to emphasize that the general formations allow that the distance between neighboring agents are distinguished and the distances from the agents to the target are different. In addition, the agents can only sense local information including the relative information of the target and their two neighbors.
To realize the general formation, a limit-cycle based design is delivered in this paper. We propose to use a controller comprised of two parts to deal with the two sub-objectives of target circling and distribution adjustment. The key idea is to first design a limit cycle oscillator as the converging part, which makes each agent keep a desired distance to the static/moving target as well as rotating counterclockwise/clockwise around or remaining static relative to the target as required. Then a layout part is introduced to the designed limit cycle oscillator to further make the agents maintain desired distance from its two neighbors. Subsequently, an integrated controller is obtained to solve the general formation problem. Our proposed controller can be implemented by agents in their Frenet-Serret frame, so that only local information is utilized without knowing global information.
The rest of the paper is organized as follows. In Section II, we formulate the general formation problem. Then we design a distributed controller and provide some theoretical analysis on its performances in Section III. Simulation results are given in Section IV. Finally, Section V concludes this paper. Proofs of all assertions in this paper are omitted due to length limit and can be found in an expanded version of the paper [23] .
II. PROBLEM FORMULATION
We consider a group of N , N ≥ 2, agents labeled 1 to N and a static/moving target labeled 0 to be circled around in a plane (see Fig. 1(a) ). The N agents' initial positions are not required to be distinguished from each other, whereas no agent occupies the same position as the target. For ease of expression, we label the agents based on their initial positions according to the following three rules: i) the labels are sorted firstly in ascending order in a counterclockwise manner around the target; ii) for the agents who lie on the same ray extending from the target, their labels are sorted in ascending order by the distance to the target point; and iii) for the agents who occupy the same position, their labels are chosen randomly. Then we consider the case when the agents' neighbor relationships are described by an undirected ring graph G = (V, E), where V = {1, 2, . . . , N } and
In such a way, each agent only has two neighbors that are immediately in front of or behind itself. We denote the set of agent i's two neighbors by N i = {i − , i + } where
Let
T ∈ R 2 denote the position, velocity and control input of agent i, respectively. Each agent i is described by a double-integrator dynamics model
The dynamics of the static/moving target are described as follows
where
T ∈ R 2 denote the position, velocity and acceleration of the target, respectively. In this paper, the General Formation problem in a plane is formalized as to design local controllers for all agents by only using the relative information between the agent and the target and the relative information between the agent and its two neighbors such that all the agents asymptotically form a desired formation to keep the static/moving target as a reference point. The general formation is required to rotate clockwise/counterclockwise around the target, or to remain static relative to the target, and to maintain a prescribed distribution pattern without the requirement that all the desired distances between neighboring agents are equal nor the requirement that the desired distances between each agent and the target are equal.
To formulate the problem mathematically, the following variables are introduced. Letp i (t) be the relative position between agent i and target measured by agent i at time t,
Denote α i (t) as the angular of the vectorp i (t) for agent i. The relative velocity between agent i and the target can be derived as
We further introduce the variableŝ α i as the angular distance from agent i to i + , which is formed by counterclockwise rotating the ray extending from the target to agent i until reaching agent i + . Similarly,α i − is the angular distance from agent i − to i. Let d i denote the desired angular spacing from agent i to i + , and R i denote the desired distance from agent i to the target. Then the desired distribution pattern of the N agents is determined by the two vectors
and
Let Ω ∈ R denote each agent's desired angular velocity relative to the target. For Ω > 0 (resp. Ω < 0), the desired formation is required to rotate counterclockwise (resp. clockwise) around the target. For Ω = 0, the desired formation is required to remain static relative to the target.
Note that only local information of d i and d i − in vector d is available to each agent i. We say a prescribed general formation
With the above preparation, we are ready to formulate the General Formation Problem of interest.
Definition 1 (General Formation Problem): Given an admissible general formation characterized by R ∈ R N and d ∈ R N in a plane with a desired angular velocity Ω ∈ R to a static/moving target p 0 . Design distributed control laws u i (t), i ∈ V, such that with any initial states
where · * denotes the state at the equilibrium point in this paper.
III. MAIN RESULTS
In this section, we propose a control law to solve the General Formation Problem, and then give theoretical analysis.
A. Limit-cycle-based control design
The proposed control law takes the following form:
Note that the controller is designed in the form of a limit cycle oscillator as the converging part corresponding to the first sub-objective target circling, while a layout part Γ i (t) is introduced to deal with the second sub-objective distribution adjustment.
, and β i (t) θ i (t) − α i (t), whereθ i is the angular of the vectorv i . Then the system (2) under control laws (10) can be represented in the polar coordinates
where E i and Γ i are given by (11) . Now we have the overall closed-loop system in the polar coordinates with states ρ i (t),v i (t) and β i (t) described by equations (12) . It is worth to emphasize that the variables α i (t) here can be treated as additional states, which are only used for analysis purposes and are not known to the agents (see Fig. 1(b) ).
Furthermore, for each agent i, we construct a moving frame, the Frenet-Serret frame, that is fixed on the agent with its origin at the representing point and x-axis coincident with the orientation of the vectorp i (t). The agent i's FrenetSerret frame is shown by ( e x i , e y i ) in Fig. 1(b) . One can easily check that our proposed control laws (10) can be successfully implemented by agents in their Frenet-Serret frame without knowing the information of global coordinates.
B. Analysis of Equilibrium
Now, we analyze the equilibria of the N -agent system (2) under the control law (10) . For this purpose, we consider both the closed-loop system (12) in the polar coordinates and the dynamics of additional states α i described by (13) . Then the equilibrium points can be calculated by solving
It is known from the definition of the angular distanceα i thatα
Together with (13) , one arrives at a subsystem with statesα ï
We first analyze the statesα,α at the equilibrium point of system (12).
Proposition 1: Any equilibrium point of the N -agent system (12) is also an equilibrium of the following system
We further rewrite the system (17) into a compact form α
where (19) .
Note that system (18), which merely contains variableŝ α,α, is helpful when calculating the equilibrium of the Nagent system, especially the layout part Γ * i (t). Next we give some useful results about system (18) to facilitate the discussion on the equilibrium of the N -agent system (2) under the control law (10) .
For analysis purposes, we introduce a pair of variables (δ, ξ)
Then we have
where Lemma 4: System (18) achieves consensus asymptotically. Specifically,α(t) → d andα(t) → 0 N as t → ∞.
With the above preparation, we are ready to calculate the equilibria of the N -agent system (2) under the control law (10) (i.e., the closed-loop system in the polar coordinates (12)) by solving (14) . All the equilibrium points can be classified into the following three cases:
• Case I:
Proposition 2 (Equilibrium Case I): The equilibrium of the N -agent system (12) is (21) when Ω = 0 and is (22) when
(for Ω = 0)
Proposition 3 (Equilibrium Case II): The equilibrium of the N -agent system (12) is (23) 
(for ∀Ω)
Proposition 4 (Equilibrium Case III): The equilibria of the N -agent system (12) are (24) and (26) when Ω = 0, and are (25) and (26) when
where i a ∈ V 1a , i b ∈ V 1b ,and d , d are constants whose value are related to the initial states.
Note that the equilibrium (21) or (22) corresponds to the desired formation structure. Finally, we summarize the above discussion on the equilibria of the N -agent system (12) in the following proposition.
Proposition 5: The N -agent system (12) has equilibria (21), (24), (23) , (26) when Ω = 0, and has equilibria (22) , (25), (23), (26) when Ω = 0.
C. Analysis of convergence
Following the idea used to design the controller, we first focus on the case when only the first part, the converging part, of the controller works.
We emphasize that the converging part concerns the relationship between each agent and the static/moving target, and no interaction between agents is included. Thus, to analyze the system's convergence under the converging part of the controller, we just need to focus on each agent and the target, and therefore it can be regarded as a single-agent case. It's obvious that for this case, the system has equilibria (21), (22) , and (23).
Theorem 1: Suppose that N = 1. The equilibrium (21) corresponding to Ω = 0 and the equilibrium (22) corresponding to Ω = 0 are locally stable equilibria. When σ = 0, the equilibrium (23) is unstable.
For the case when the layout part is included and then the integrated controller is considered, the analysis becomes more challenging and we do not have a complete result yet.
Nevertheless, we will demonstrate the effectiveness of our controller by simulations in the next section.
IV. SIMULATION RESULTS
In the simulations, we consider a system consisting of six agents. The target starts from or stays still at the point (0, 0) in the plane without loss of generality. The initial states of the six agents are generated randomly.
We present three typical scenarios. For Example 1, the desired general formation is a circle rotating clockwise around a static target, where the agents' rotating velocity Ω = −0.2, the distance from agents to the target is 1, and the angular distances between neighbors are set to be equal. For Example 2, the desired general formation is a form of two concentric circles rotating counterclockwise around a moving target, where the agents' rotating velocity Ω = 1, the distance from the agent to the target is 0.6 for agent 1, 3, 5 and 1.5 for agent 2, 4, 6, and the angular distances between neighbors are set to be equal. For Example 3, the desired general formation is a right triangle remaining static relative to a moving target, where the agents' rotating velocity Ω = 0. For ease of comparison, for each case, we use the same parameters of the controllers as λ 1 = λ 2 = 1, µ = 1, σ = −1; and the same trajectories of the moving target in Example 2 and 3.
We run the simulations and show the results in Fig. 2 . The simulation results clearly indicate that our proposed controllers solve the general formation problem, while no collision ever occurs.
V. CONCLUSIONS
In this paper, we have studied the general formation problem for a group of mobile agents in a plane. The problem includes two sub-objectives: target circling and distribution adjustment. Using the limit-cycle based design idea, we have designed a distributed local controller combined two parts to solve the general control problem. The theoretical analysis has provided to show the convergence of the system under the converging part of the proposed controller, while numerical simulations have been performed to demonstrate the performance of the whole controller. Currently, we are working on the theoretical analysis when the layout part is included in the whole controller. 
