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1. Introducción 
 
El objetivo de este proyecto es realizar una primera aproximación a la configuración y 
depuración remota de diseños basados en FPGA. Para ello se utilizan tres plataformas 
diferentes: un entorno Web, un microprocesador y un bloque que el usuario deberá 
utilizar a la hora de diseñar el proyecto para la FPGA. Se deberán programar las tres 
plataformas para que estén sincronizadas y se intercambien información entre ellas, con 
lo que se deberán realizar diferentes protocolos de comunicación. 
 
La aplicación final está orientada a la utilización en laboratorios remotos, dónde los 
alumnos de las asignaturas podrán conectarse vía Internet utilizando cualquiera de los 
exploradores por defecto de los sistemas operativos Windows XP, Windows 7 o Linux 
(hoy en día los sistemas operativos más utilizados) y sin necesidad de ningún software 
adicional.  
 
Los servidores que albergan la página Web, además tendrán una aplicación corriendo 
que será la que haga de enlace entre la interfaz Web y la placa donde se encuentra la 
FPGA. Dicha aplicación será la encargada de recibir las órdenes que el usuario 
introduzca en la página Web, descodificarlas según sean tramas para la descarga del 
fichero de configuración u órdenes para la depuración de la FPGA, enviarlas hacia la 
FPGA, esperar la respuesta de la FGPA y devolver el resultado hacia la página Web.  
 
Tanto para la comunicación entre el servidor y la Web como para la comunicación entre 
el servidor y la FPGA, se han utilizado protocolos estándar (socket TCP y bus SPI, 
respectivamente) sobre los cuales se han implementado protocolos particulares para 
realizar todas las operaciones necesarias. 
 
Cómo se puede ver en la siguiente figura (Figura 1) existen tres partes claramente 
diferenciadas en el proyecto y que deberán estar sincronizadas entre ellas: 
1. Interfaz usuario: es la vista que tiene el usuario final y está basada en la 
programación de un applet en Java. Para su ejecución simplemente se 
requiere un navegador Web con el paquete de Java instalado. Aunque por 
temas de seguridad de Java el cliente deberá permitir el acceso al disco a la 
aplicación manualmente. 
2. Placa Colibri: es la placa que hace de puente entre la interfaz usuario y la 
placa FPGA. Está basada en un microprocesador PXA270 de Intel y es una 
placa de evaluación proporcionada por Toradex. Es la encargada de hacer la 
función de servidor descrita anteriormente. Deberá descodificar las órdenes 
recibidas desde la interfaz de usuario y actuar sobre la placa con la FPGA. 
Las acciones que deberá hacer sobre la FPGA serán la de programarla con el 
fichero de configuración subido desde la Web y enviar las órdenes de 
depuración hacia el firmware. 
3. Placa FPGA: contendrá el programa a depurar por el usuario. Placa de 
evaluación de Avnet basada en una FPGA Spartan 3A de Xilinx. El usuario 
antes de crear el fichero de configuración deberá encapsular el firmware bajo 
test en un bloque de más alto nivel que proporciona la funcionalidad de 
depurador. Sólo necesita el conexionado correcto con la placa Colibri.  
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Figura 1. Escenario 
 
En la Figura 1 también se puede ver la interacción entre las diferentes partes que 
componen el sistema y el protocolo utilizado para ello. Así por ejemplo, se aprecia que 
la placa Colibri interactúa con las otras dos partes del sistema y que hace de puente ya 
que no existe comunicación directa entre ellas. Por tanto, una función importante que 
hace la placa Colibri es la transformación de las tramas que llegan por TCP de la 
Interfaz de usuario a tramas entendibles por la Placa FPGA y que retransmite mediante 
el bus SPI. De igual manera ocurre en el camino inverso.  
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2. Placa FPGA 
Es una placa de evaluación de Avnet que, entre otros componentes, está basada en la 
familia de FPGA’s Spartan 3A de Xilinx, concretamente en una XC3S400A. 
 
Inicialmente está desconfigurada y será mediante el fichero de configuración subido por 
el usuario como se configurará. 
 
Hay que tener en cuenta que además de la programación del firmware de la FPGA, la 
placa de evaluación también requiere de una configuración hardware (conexionado con 
la placa Colibri y jumpers de configuración). Esta configuración es totalmente 
transparente al usuario final y deberá ser el encargado del mantenimiento del sistema el 
que supervise que dicha configuración sea la correcta. 
 
En el diseño a grabar en la FPGA para poder realizar el depurado remoto, se pueden 
diferenciar claramente dos bloques. El primero de ellos es el que el usuario quiere 
testear (en adelante DUT) y el segundo que hace de puente entre la placa Colibri y la 
FPGA a la vez que gestiona los recursos utilizados por el DUT (en adelante depurador). 
 
En la siguiente figura (Figura 2) se muestra la placa con la FPGA utilizada. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2. Imagen placa FPGA 
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2.1. Introducción a las FPGA 
Una FPGA (del inglés Field Programmable Gate Array) es un dispositivo 
semiconductor que contiene bloques de lógica cuya interconexión y funcionalidad se 
puede programar. La lógica programable puede reproducir desde funciones tan sencillas 
como las llevadas a cabo por una puerta lógica o de complejas como las de constituir un 
microprocesador. 
 
En la programación se tiene que definir la función lógica que realizará cada uno de los 
CLB (Configurable Logic Blocks), seleccionar el modo de trabajo de cada IOB (Input 
Output Bank) e interconectarlos. 
 
El diseñador cuenta con la ayuda de entornos de desarrollo especializados en el diseño 
de sistemas a implementarse en un FPGA. Un diseño puede ser capturado ya sea como 
esquemático, o haciendo uso de un lenguaje de programación especial. Estos lenguajes 
de programación especiales son conocidos como HDL o Hardware Description 
Language (lenguajes de descripción de hardware). Los HDLs más utilizados son: 
• VHDL 
• Verilog 
• ABEL 
 
Hay que tener en cuenta que en la programación de una FPGA no se está programando 
software sino que se está describiendo hardware. Una de las cosas que llevan a 
confusión al describir hardware, es que la ejecución no es secuencial (como en el caso 
del software), sino que se ejecuta todo el diseño a la vez. 
 
Una de las ventajas de utilizar el lenguaje de programación en lugar del uso de 
esquemáticos, es que existen programas que lo interpretan y permiten la simulación del 
sistema (como es el ModelSim de Mentor que es el programa utilizado en este proyecto 
para la simulación). Por ello, en este proyecto se ha descrito el módulo depurador en 
VHDL. Sin embargo, los módulos DCM no se han podido simular porque son bloques 
específicos de Xilinx y no se encuentran en las librerías del ModelSim. 
 
2.2. Configuración Hardware 
Para la configuración Hardware de la FPGA se tienen que tener en cuenta dos partes, 
por un lado la conexión con la placa Colibri y, por otro lado, la configuración de 
jumpers para que la placa trabaje con la funcionalidad deseada. 
 
-4- 
  Placa FPGA 
 
Figura 3. Posición jumpers y conectores placa FPGA 
 
2.2.1. Jumpers de configuración 
La siguiente tabla (Tabla 1) muestra el estado de los jumpers para el correcto 
funcionamiento de la placa: 
 
Jumper Función Estado pin Descripción 
JP1 Protección escritura flash Pin 1-2 abierto Sin protección 
JP2 Alimentación 1 Pin 1-2 cerrado USB 
JP3 Power-on reset Pin 1-2 abierto No reset 
Pin 1-2 abierto 
Pin 3-4 abierto Modo programación 
Pin 5-6 abierto 
Slave serial JP4 
PUDC Pin 7-8 abierto Configuración sin pull-ups 
JP5 FPGA suspend Pin 2-3 cerrado Deshabilitar modo suspendido 
JP6 SPI externo Pin 1-2 abierto Habilitar SPI externo 
JP7 Alimentación 2 Pin 1-2 cerrado USB 
Tabla 1. Configuración jumpers placa FPGA 
 
Con la configuración especificada, la placa debe alimentarse mediante el USB. Así que 
también se deberá conectar un cable USB en el conector mini-USB de la placa. 
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2.2.2. Pin-out conectores 
En la Tabla 2 y en la Tabla 3 se puede ver la localización de las señales utilizadas en la 
FPGA para la comunicación con la placa Colibri. 
 
Por falta de disponibilidad en los conectores accesibles en la placa FPGA, también es 
necesario soldar un cable en el terminal 1 de la resistencia R28 y otro en el terminal 1 de 
la resistencia R25 (ver Figura 3 para su localización) con las señales INIT y DONE, 
respectivamente. Además en el pin 1 del jumper JP3, se deberá conectar la señal PROG-
B. Estas tres señales están asociadas a la programación de la FPGA. 
 
Nº Pin* Nombre Tipo** Descripción 
4 MOSI_SPI Entrada Línea de entrada de datos canal SPI 
6 MISO_SPI Salida Línea de salida de datos canal SPI 
8 SS_SPI Entrada Línea de selección del canal SPI 
10 CLK_SPI Entrada Línea de reloj del canal SPI 
12 ACABADO Salida Indica que se han producido todos los pasos de la depuración 
14 Reset Entrada Línea de reset firmware 
40 GND   
Notas:  * sólo se muestran los pines utilizados, el resto de pines no tienen conexión 
** el tipo de salida tomado desde el punto de vista de la FPGA 
Tabla 2. Pin-out conector J4 placa FPGA 
 
 
Nº Pin* Nombre Tipo** Descripción 
3 MISO Entrada Línea de datos para la programación de la FPGA 
4 SCK Entrada Línea de reloj para la programación de la FPGA 
Notas:  * sólo se muestran los pines utilizados, el resto de pines no tienen conexión 
** el tipo de salida tomado desde el punto de vista de la FPGA 
Tabla 3. Pin-out conector J8 placa FPGA 
 
La conexión entre las dos placas se deberá hacer teniendo en cuenta la descripción de 
las señales de las tablas anteriores (Tabla 2 y Tabla 3) y además la descripción de las 
señales de la placa Colibri (Tabla 6 y Tabla 7). La asociación deberá ser las señales con 
el mismo nombre y el tipo de salida deberá ser complementario (una señal en una placa 
estará configurada como entrada y en la otra como salida). 
 
2.3. Programación del firmware en la FPGA 
Para la configuración de la FPGA se utiliza el modo Esclavo Serie. En éste modo de 
programación, se requiere de un master (en el proyecto la placa Colibri) que se encarga 
de proporcionar la señal de reloj y la línea de datos a través de la interfaz serie mostrada 
en la siguiente figura (Figura 4). 
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Figura 4. Esquema configuración Slave Serial 
 
El protocolo a seguir para configurar la FPGA en modo Esclavo Serie es el siguiente, en 
la Figura 5 se puede ver esquematizado todo el proceso: 
1. el master inicia la secuencia de programación bajando la línea PROG_B de la 
FPGA y monitoriza que la señal INIT pase a nivel alto, indicando que la FPGA 
está lista para recibir los datos de configuración. 
2. se empieza la transferencia de datos por el canal serie. El master tiene que 
proporcionar la línea de reloj y actualizar la línea de datos en cada flanco de 
bajada del reloj. 
3. una vez se ha transferido todo el archivo de configuración, se monitorizan las 
señales INIT y DONE. Un nivel alto en la señal DONE indica que la 
programación se ha realizado con éxito, mientras que un nivel bajo en INIT 
indica que ha habido algún error en el proceso de programación. 
4. la programación finaliza tras realizar unos ciclos de reloj adicionales, entre otras 
cosas para que los PLL’s internos se enganchen con las señales de reloj de sus 
entradas.  
 
 
Figura 5. Pasos programación FPGA 
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Para más información sobre la programación de la familia de FPGA’s utilizada en este 
proyecto ver el documento facilitado por Xilinx en su página Web Spartan-3 
Generation Configuration User Guide (ug332.pdf). 
 
2.4. Descripción general del firmware 
El firmware desarrollado en el proyecto se ha realizado por bloques, siendo el bloque 
depurador el de más alto nivel. Esto quiere decir que el bloque depurador contiene los 
diferentes bloques que realizan una función específica. La programación modular tiene 
varias ventajas: permite tener una visualización general de la aplicación con la simple 
inspección del nivel más alto, cada módulo realiza una función específica y sólo esa con 
lo que se simplifica el diseño, facilita la detección de errores en el diseño, entre otras. 
 
La Figura 6 muestra la conexión entre los diferentes apartados que componen el bloque 
depurador y que se comentan a continuación. 
 
bus_SPI.vhd control.vhd DCM2ENABLE
DUT
CLK2
PLACA COLIBRI
CANAL SPI INT
CLK1
DCM1
SYSTEM CLK
 
Figura 6. Esquema bloque depurador 
 
Los códigos utilizados en cada uno de los bloques aparecen en el Anexo 2 y la 
simulación del proyecto aparece en el Anexo 3. 
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2.4.1. debuger.vhd 
Es el componente de más alto nivel en el FW y es el encargado de hacer de puente entre 
los diferentes módulos que lo componen. 
 
2.4.2. DCM1 
Es el encargado de suministrar el reloj general para el bloque depurador (16MHz) y está 
siempre habilitado. Creado a partir de MegaWizard de Xilinx. Para más información 
acerca de la creación de un bloque con MegaWizard de Xilinx ver Anexo 1. 
 
Para este bloque DCM, sólo se utilizará la entrada de reloj y la salida del reloj. 
Proporcionará el reloj a todo el bloque de depuración por una línea dedicada, esto hará 
que se minimice el retardo de propagación de la señal de reloj. Este parámetro es 
importante a la hora de realizar el diseño ya que limita en la frecuencia máxima a la que 
se puede trabajar. 
 
2.4.3. DCM2 
Es el encargado de suministrar el reloj general para el bloque bajo test, la habilitación o 
deshabilitación del bloque viene dado por el bloque de control. Creado a partir de 
MegaWizard de Xilinx. Para más información acerca de la creación de un bloque con 
MegaWizard de Xilinx ver Anexo 1. 
 
De la misma forma que en el anterior módulo, la señal de salida de reloj también se 
fuerza que se rute por una línea dedicada. Además en este caso se hace uso de la señal 
de habilitación, lo que permitirá al bloque de control gestionar el número de ciclos que 
se quiere ejecutar el código bajo test. 
 
Todo y que los dos DCM se crean a partir de instancias diferentes, hay que tener en 
cuenta que deben tener la misma frecuencia de salida. Ya que de no ser así, el firmware 
de control no sería capaz de asegurar que los ciclos que el usuario quiere ejecutar y los 
que realmente se ejecutan sean los mismos. 
 
2.4.4. bus_SPI.vhd 
Se encarga de recibir las órdenes que llegan por el bus SPI desde la placa Colibri y 
pasarlas al bloque de control. 
 
Para más información acerca del bus SPI, consultar apartado Descripción general 
bus SPI del capítulo Comunicación placa FPGA-placa Colibri. 
 
• Entradas: 
o CLK: reloj del sistema 
o RESET: línea de reset del sistema 
o SDI_SPI: línea de entrada del canal SPI. 
o SCLK_SPI: línea de reloj del canal SPI. 
o CS_SPI: línea de chip select del canal SPI. 
o DATA_OUT(7 a 0): vector con el byte a enviar por el canal SPI. 
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• Salidas: 
o SDO_SPI: línea de salida del canal SPI. 
o DATA_IN(7 a 0): vector con el byte recibido. 
o ADDR_REG(7 a 0): vector con la dirección del registro a acceder. 
o READ_REG: cuando está activa, se quiere hacer una lectura del registro 
indicado en ADDR_REG. Señal activa por nivel bajo. 
o WRITE_REG: al activarse se pasa hacer una escritura del registro 
indicado en ADDR_REG. Señal activa por nivel bajo. 
 
• Variables internas: 
o estat: es la variable que conforma la máquina de estados. 
o CS_filt: chip select del canal SPI después de haber pasado por el filtro. 
o SDI_filt: línea SDI del canal SPI después de haber pasado por el filtro. 
o SCLK_filt: línea de reloj después de haber pasado por el filtro. 
o SCLK_ant: valor anterior de la variable SCLK_filt. 
o BIT: índice que controla el bit que toca del byte que se está 
recibiendo/enviando. Es un integer con rango de 0 a 7. 
o NUM_BYTES(6 a 0): indica el número de bytes que quedan por 
enviar/recibir de la trama actual. Al ser de 6bits, indica que se podrán 
manejar tramas de hasta 127bytes. 
o BYTE(7 a 0): buffer auxiliar para guardar los datos que se reciben por el 
bus SPI. 
 
• Descripción de funcionamiento: 
Dentro del bloque se dispone de un filtro para las entradas del bus SPI, 
intentando así filtrar posibles glitches y evitando falsas detecciones. El filtro 
está configurado para validar la señal después de 4 ciclos de reloj de 16MHz, 
por tanto, es capaz de filtrar glitches de hasta 250ns. 
 
El bloque trabaja a la frecuencia de 16MHz y vuelve al estado inicial al 
activarse el reset general. 
 
La máquina de estados interna evoluciona, en mayor parte, según el reloj del 
canal SPI aunque se aprovecha que la frecuencia de trabajo es mayor que la 
del canal SPI para habilitar la lectura y escritura de los registros y hacer 
pequeñas operaciones. 
 
En el siguiente flujograma (Figura 7) se muestra la evolución de la máquina 
de estados interna. 
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s0
s2
s3
s9s6
s4s5 s8
s10s7
s1
CS = 0
rising SCLK
BIT = 0
rising SCLK
BIT = 0
BYTE(0) = 0
BIT = 0
BYTE(0) = 1
falling SCLK rising SCLK
BIT = 0 BIT = 0
NUM_BYTES = 0
BIT != 0
BIT != 0
NUM_BYTES = 0
BIT != 0 BIT != 0
NUM_BYTES != 0 NUM_BYTES != 0
 
Figura 7. Máquina estados bus_SPI.vhd 
A continuación se explica de forma más detallada cada estado y las acciones 
que se realizan en cada uno de ellos. Para simplificar el diagrama no se ha 
puesto, pero si estando en cualquier estado se desactiva la línea de chip 
select se regresa al estado de reposo s0. 
 
• s0 
Es el estado reposo y en él se reinician todas las variables del bloque. 
El sistema permanece en éste estado hasta que se detecta la 
activación del chip select. 
 
• s1 
Se cambia al estado s2 al detectar una transición de nivel bajo a alto 
en la línea de reloj del canal SPI. Es en este momento cuando se 
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guarda el valor de la línea de entrada del canal serie en el vector de 
direcciones, el índice donde se guarda la captura viene marcado por 
la variable BIT. 
 
• s2 
Se evalúa si ya se ha recibido todo el byte correspondiente al vector 
de direcciones. Si es así (BIT = 0) se salta al siguiente estado y se 
fuerza BIT = 7, si no se vuelve al estado s1. 
 
• s3  
Se cambia al estado s4 al detectar una transición de nivel bajo a alto 
en la línea de reloj del canal SPI. Es en este momento cuando se 
guarda el valor de la línea de entrada del canal serie en el vector 
auxiliar, el índice donde se guarda la captura viene marcado por la 
variable BIT. 
 
• s4 
Se evalúa si ya se ha recibido todo el byte correspondiente al número 
de bytes que vendrán a continuación y si es una operación de 
escritura o lectura. Si aun no se ha recibido todo el byte la variable 
auxiliar BIT será diferente de 0 y se regresará al estado s3. En caso 
de que se haya recibido todo el byte, se deberá mirar si se tiene una 
trama de lectura (BYTE(0) = 0) y saltar al estado s5 o bien si es una 
trama de escritura (BYTE(0) = 1) y saltar al estado s8. 
Independientemente si se debe saltar al estado s5 o s8, se cambia el 
valor de la variable BIT a 7. 
 
• s5  
Se cambia al estado  s6 al detectar una transición de nivel alto a bajo 
en la línea de reloj del canal SPI. Es en este momento cuando se 
aplica el valor del buffer de salida en la línea SDO del bus SPI, el 
índice para saber el bit que se debe utilizar viene marcado por la 
variable BIT. 
 
• s6 
Se evalúa si ya se ha enviado todo un byte de datos, se decrementa el 
contador de número de bytes a enviar (almacenado en la variable 
NUM_BYTES) y se pasa al estado s7. 
 
• s7 
Se evalúa si ya se han enviado todos los bytes solicitados. Si es así se 
pasa al estado de reposo (s0) y si no se vuelve al estado s5 para 
enviar el siguiente byte. 
 
• s8 
Se cambia al estado  s9 al detectar una transición de nivel bajo a alto 
en la línea de reloj del canal SPI. Es en este momento cuando se 
guarda el valor de la línea de entrada del canal serie en el buffer de 
entrada, el índice donde se guarda la captura viene marcado por la 
variable BIT. 
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• s9 
Se evalúa si ya se ha recibido todo un byte de datos, se decrementa el 
contador de número de bytes a escribir (almacenado en la variable 
NUM_BYTES) y se pasa al estado s10. 
 
• s10 
Se evalúa si ya se han recibido todos los bytes solicitados. Si es así se 
pasa al estado de reposo (s0) y si no se vuelve al estado s8 para 
recibir el siguiente byte. 
 
2.4.5.  control.vhd 
Éste bloque es el encargado de hacer de puente entre el DUT y el canal SPI. Habilita el 
DCM que proporciona el reloj al DUT, aplica los estímulos a las entradas del DUT y lee 
las salidas del DUT. 
 
• Entradas: 
o CLK: tiene polaridad inversa al bloque bus_SPI.vhd para que se 
puedan sincronizar con un solo clock. 
o RESET 
o DATA2WRITE(7 a 0): vector con la información a actualizar en el 
registro marcado por ADDR_REG. 
o ADDR_REG(7 a 0): vector con la dirección del registro a leer o 
escribir. 
o READ_REG: indica que se quiere ejecutar una lectura del registro. 
Señal activa por nivel bajo. 
o WRITE_REG: indica que se quiere ejecutar una escritura del registro. 
Señal activa por nivel bajo. 
o SAMPLES(7 a 0): vector con el estado de las salidas del DUT. 
 
• Salidas: 
o DATA2SEND(7 a 0): vector con la información del registro solicitado 
en ADDR_REG. 
o STIMULUS(7 a 0): contiene los valores de las entradas del DUT para 
la siguiente habilitación del DCM. 
o FINISHED: se activa cuando se han aplicado todos los clocks 
solicitados. Señal activa por nivel bajo. 
o ENABLE_DCM: señal de habilitación del DCM asociado al DUT. 
Señal activa por nivel bajo. 
 
• Variables internas:  
o estat: es la variable que conforma la máquina de estados. 
o STATUS(7 a 0): contiene la información del sistema: flag para inicio 
de ciclo de depuración, polaridad del reset en el DUT y flag de reset al 
DUT. 
o NUM_CICLOS(15 a 0): contiene el número de ciclos de reloj que 
quedan para completar la orden de depuración actual. Con lo que se 
podrán ejecutar hasta 65536 ciclos en una sola orden. 
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o estimulo_rst: en esta variable se guarda el valor de la posición 0 del 
vector de estímulos, que siempre se asociará a la línea del reset del 
DUT. 
 
• Descripción de funcionamiento: 
Éste bloque tiene una parte con comportamiento secuencial y otra con comportamiento 
sincrónico. Existe una máquina de estados con dos estados, en el primero se espera a 
recibir la orden de empezar con la depuración y el número de ciclos a ejecutar, así como 
actualizar el registro que toque al activarse la señal WRITE_REG y cargar en 
DATA2SEND el registro que toque al activarse la señal READ_REG. En el segundo la 
señal ENABLE_DCM está activa y en cada ciclo de reloj se descuenta en uno el 
número de ciclos a ejecutar. Una vez el número de ciclos llega a 0, se deshabilita la 
señal ENABLE_DCM, se activa la señal FINISHED y se vuelve al estado s0. Durante 
la ejecución de la depuración no se responderá ni se actualizará correctamente ninguno 
de los registros. Para saber cuando ha finalizado el sistema la depuración, se tendrá que 
monitorizar la señal FINISHED. Mientras dicha señal se encuentra en nivel alto se 
indica que el sistema está cursando una depuración. Por el contrario, si se detecta un 
nivel bajo, el depurador está preparado para recibir nuevos comandos por el bus SPI. 
 
2.5. Mapa memoria FPGA 
En la siguiente tabla (Tabla 4) se muestra el mapa de memoria implementado en el 
bloque de firmware de control: 
 
1 byte REGISTRO DE ESTADO 
2 bytes NÚMERO DE CICLOS 
 
 
N bytes 
 
 
REGISTRO DE ESTIMULOS 
 
 
 
 
M bytes 
 
 
REGISTRO DE MUESTRAS 
 
 
Tabla 4. Mapa memoria FPGA 
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2.5.1.  Registro de Estado 
La dirección del registro es la 0x00 y ocupa 1 byte (dirección final 0x00). En la 
siguiente tabla (Tabla 5) se muestra la información que contiene el registro. 
 
reservado POLARIDAD RESET  RESET START 
7  0 
Tabla 5. Registro de estado 
• Bit 0 ? START 
Habilita el DCM asociado al DUT al producirse una transición de 0 a 1. 
El DCM quedará habilitado el número de ciclos de reloj indicados en el 
registro NÚMERO CICLOS. 
 
Una vez se ha iniciado el proceso este campo pasa a valer 0. 
 
• Bit 1 ? RESET 
Cuando RESET = 1, implica activar el reset del DUT. La polaridad viene 
marcada por el campo POLARIDAD RESET. 
• Bit 2 ? POLARIDAD RESET 
Indica con que polaridad se activa el reset del DUT. En el bloque 
depurador el reset siempre es activo por nivel bajo, pero para el DUT 
dependerá de cómo lo configure cada usuario y, por tanto, es necesario 
este registro para poder implementar un reset del DUT. 
 
2.5.2. Número de ciclos 
En este registro se almacena el número de ciclos que el bloque de control debe dejar 
habilitado el DCM del DUT. La dirección del registro es la 0x01 y ocupa dos bytes 
(dirección final 0x02). Sigue el formato big endian, con lo que en la dirección 0x01 se 
almacenará el byte alto del número de ciclos y el byte bajo se almacenará en la 
dirección 0x02. 
 
2.5.3. Registro de estímulos 
La dirección del registro es la 0x03 y ocupa N posiciones. Aunque el tamaño del 
registro no se fija, con vista a que el sistema pueda ser escalable, si que se ha fijado la 
dirección final del mismo a 0x7F. De éste modo el tamaño máximo permitido es de 
125bytes. 
 
Contiene el valor a aplicar a cada INPUT del DUT, sólo tendrá efecto al iniciarse la 
habilitación del DCM asociado al DUT y no se podrá cambiar de valor hasta que 
finalice la orden de depuración actual. 
 
El ancho del registro es de 1byte y se asocia cada bit directamente con una entrada del 
DUT. Dicha asociación queda en manos del usuario ya que se realiza en el proceso de 
diseño del firmware, una vez compilado el proyecto no se puede deshacer a no ser que 
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se recompile. A excepción del bit de menos peso que se deberá asociar a la línea del 
reset, se puede situar cualquier entrada en cualquier posición del registro de estímulos. 
 
Si se utilizara todo el espacio reservado para controlar las entradas del DUT, se podrían 
llegar a controlar hasta 1000 entradas. 
 
2.5.4. Registro de muestras 
La dirección del registro es la 0x80 y ocupa M posiciones. Aunque el tamaño del 
registro no se fija, con vista a que el sistema pueda ser escalable, si que se ha fijado la 
dirección final del mismo a 0xFF (al tener un solo byte de direcciones ésta es la más alta 
que se puede tener). De éste modo el tamaño máximo permitido es de 128bytes.  
 
Contiene el valor de cada OUTPUT del DUT, se refresca después de haber aplicado 
todos los ciclos de reloj especificados en el registro NÚMERO CICLOS. 
 
El ancho del registro es de 1byte y se asocia cada bit directamente con una salida del 
DUT. Si se utilizara todo el espacio reservado para monitorizar las salidas del DUT, se 
podrían llegar a conectar hasta 1024 salidas. 
 
2.6. Ejemplo uso bloque depurador 
 
Para el desarrollo de éste proyecto se ha diseñado un contador para realizar el rol de 
DUT. Es un bloque sencillo de implementar y que sirve de forma fácil para la 
verificación del comportamiento del depurador. 
 
2.6.1. Descripción del DUT 
 
• Entradas: 
o CLK 
o RESET 
o enable: señal de habilitación de cuenta. Activa por nivel alto. 
 
• Salidas: 
o counter(6 a 0): variable que almacena el valor de la cuenta actual. En el 
firmware aparece como variable de entrada y salida por cuestión de poder 
leer su valor a la hora de actualizarlo. 
o led: salida que activa un led de la placa de evaluación. 
 
• Descripción funcionamiento: 
El funcionamiento es muy sencillo, mientras la señal enable está activa, se incrementa 
en uno el vector counter en cada flanco de subida de la señal de reloj. Cuando enable 
está desactivado, el sistema se queda en el estado actual. El contador se resetea al 
activarse la línea de reset (en este caso activo por nivel alto) o al llegar al valor 125 
momento en el que se complementa el led. 
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2.6.2. Instanciación del DUT 
 
La instanciación del bloque DUT se tiene que hacer en el bloque de más alto nivel 
dentro del proyecto depurador, esto es en el bloque llamado DUT_Y_DEBUGER. 
 
Para instanciar el componente DUT hay que describir las entradas y salidas que tiene en 
el bloque de arquitectura del bloque DUT_Y_DEBUGUER. Para el ejemplo la 
descripción de puertos sería el de la siguiente figura (Figura 8): 
 
 
 component fw_dut IS port( 
 Reset   : IN STD_LOGIC;      
 CLK    : IN STD_LOGIC;    enable  : IN STD_LOGIC;   
  counter :  INOUT STD_LOGIC_VECTOR(6 DOWNTO 0);  
  LED   : OUT STD_LOGIC   
); 
END component; 
fw_dut_module: fw_dut PORT MAP( 
Reset    => reset_dut,     
 CLK    => clk_dut, 
 Enable   => cuenta, 
 
 Counter  => samples(6 DOWNTO 0), 
 LED    => samples(7) 
 
 
 
Figura 8. Descripción puertos del DUT de ejemplo 
 
Por otro lado, también es necesario asociar cada uno de los puertos descritos 
anteriormente a señales del diseño. Para ello se tiene que hacer el PORT MAP, en el 
caso del ejemplo sería el de la siguiente figura (Figura 9): 
 
 
 
 
 
 
 
 
 ); 
 
Figura 9. Asociación de puertos del DUT de ejemplo 
 
Dónde a la derecha del símbolo ‘=>’ se encuentran señales definidas en el bloque 
DUT_Y_DEBUGUER. 
 
Como se puede apreciar en el código (ver Anexo 2), en éste bloque también están las 
instancias del bloque depurador y del DCM que proporciona la línea de reloj del 
sistema.  
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3. Interfaz usuario 
El requisito inicial de la aplicación con respecto a la interfaz de usuario es que no se 
necesitara la instalación de ningún software adicional para su funcionamiento y que 
pudiera ejecutarse en cualquier ordenador. 
 
La elección de los applets Java para la programación de la interfaz de usuario es 
precisamente para cumplir con estas primeras especificaciones del proyecto. En 
cualquier ordenador es posible encontrar un navegador Web con el paquete de java 
instalado ya que cada vez más se encuentran applets en las páginas de Internet. 
 
Para saber si se tiene el paquete de java instalado y conocer la versión de la que se 
dispone, se puede visitar la página oficial de java www.java.com y pulsar sobre el link 
de ¿Tengo Java? Después de cargarse la aplicación se indica si se tiene el paquete de 
java instalado y que versión se recomienda instalar. En el momento de escribir este 
documento la versión recomendada era la versión 6 actualización 23. En caso de no 
tener instalado Java o tener una versión anterior, en la misma página se da la opción de 
descargar la última versión. 
 
Un gran obstáculo con el que me encontré a la hora de desarrollar la aplicación en Java, 
fueron las restricciones de seguridad que plantea. Durante éste capítulo se explicarán 
dichas dificultades y la solución adoptada. 
 
En la siguiente figura (Figura 10) se puede ver una captura de la interfaz de usuario una 
vez se ha descargado del servidor. 
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Figura 10. Aspecto Interfaz usuario 
 
3.1. Definición de applet 
 
Un applet es un componente de una aplicación que se ejecuta en el contexto de otro 
programa, por ejemplo un navegador Web. El applet debe ejecutarse en un contenedor, 
que lo proporciona un programa anfitrión, mediante un plugin, o en aplicaciones como 
teléfonos móviles que soportan el modelo de programación por applets. 
 
A diferencia de un programa, un applet no puede ejecutarse de manera independiente, 
ofrece información gráfica y a veces interactúa con el usuario, típicamente carece de 
sesión y tiene privilegios de seguridad restringidos. El término fue introducido en 
AppleScript en 1993. 
 
Un Java applet es un código JAVA que carece de un método main, por eso se utiliza 
principalmente para el trabajo de páginas Web, ya que es un pequeño programa que es 
utilizado en una página HTML y representado por una pequeña pantalla gráfica dentro 
de ésta. 
 
Por otra parte, la diferencia entre una aplicación JAVA y un applet radica en cómo se 
ejecutan. Para cargar una aplicación JAVA se utiliza el intérprete de JAVA. En cambio, 
un applet se puede cargar y ejecutar desde cualquier explorador que soporte JAVA 
(Netscape, Internet Explorer, Mozilla Firefox...). 
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3.2. Seguridad Java 
Java consta de medidas de seguridad que protegen entre otras cosas de software 
malicioso (incluyendo los virus), mantiene la privacidad de los ficheros e información 
del usuario, y autenticar la identidad de proveedores de código. Se puede someter a 
controles de seguridad cuando un usuario lo requiera. 
 
Los puntos de seguridad que afectan a este proyecto son: 1.- establecer sockets y 2.- 
tener acceso al disco duro del usuario. 
 
El primero de los puntos sobre las restricciones de Java es el de establecer una 
comunicación mediante sockets. Para la funcionalidad inicial de éste proyecto no es 
ninguna limitación ya que Java sí que permite abrir sockets contra la dirección desde la 
que se descarga el applet. 
 
Todo y con eso vale la pena comentarlo porque una de las posibles vías de futuro del 
proyecto pasaría por establecer una comunicación contra un servidor de usuarios y 
contraseñas para autenticar al usuario. En ese caso, las restricciones de seguridad no 
permitirían el establecimiento de la comunicación. 
 
El segundo punto donde entra en juego la política de restricciones de Java es en el 
acceso al disco duro. Por razones obvias de seguridad, Java no permite tener acceso al 
disco duro del cliente ni en escritura ni en lectura. Para esta aplicación es un requisito 
indispensable ya que el firmware a grabar en la FPGA está almacenado en él. 
 
Para conseguir los permisos necesarios hay dos formas distintas, pero en los dos casos 
es necesario que el usuario modifique el fichero policy.java en su máquina (el archivo 
se encuentra en DirectorioInstalaciónJava\lib\security). La primera de ellas, y más 
sencilla para el usuario es sin firmar el applet, y la segunda es con un applet firmado 
digitalmente. 
 
A continuación se comenta únicamente la elegida en el proyecto que es sin firma digital, 
ya que los pasos a seguir para el usuario son mucho más fáciles y que la Universidad en 
sí ya tiene la suficiente confianza para que un usuario acepte la ejecución de un 
programa sugerido por ésta. 
 
Para la obtención de los permisos que se requieren en la aplicación sin necesidad de 
adquirir una firma digital ni que el applet se firme, hace falta seguir el procedimiento 
siguiente: 
1. abrir el fichero policy.java, que se encuentra en la máquina del usuario en la ruta 
DirectorioInstalaciónJava\lib\security 
2. añadir al final del archivo las nuevas reglas. 
Sólo se explicará el formato para las reglas de acceso al disco duro, ya que es la 
única que se necesita en este momento para que la aplicación funcione 
correctamente. 
 
grant codeBase "http://DireccionHost/-" { 
    permission java.io.FilePermission "<<ALL FILES>>", "read"; 
}; 
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Con esta norma lo que se consigue es dar permiso de lectura de todos los 
ficheros del disco duro a las aplicaciones que provengan de la dirección 
especificada después de la palabra clave codeBase (en éste caso 
http://DireccionHost/-). La dirección tiene que aparecer entre comillas y el guión 
final sirve para especificar que sean todos los archivos de esa dirección y los de 
las carpetas que contenga. 
 
Con el fin de facilitar la faena y de evitar al máximo los errores tipográficos, se ha 
generado un script para Windows y otro para Linux. En ambos se pide la dirección de 
instalación de la máquina de java y la dirección del servidor. En el caso de Linux, será 
necesario ejecutar el script con privilegios de root para poder acceder al fichero de 
normas de java. 
 
A continuación muestro los códigos para cada uno de los scripts con un ejemplo de 
ejecución. 
 
El script de Windows es el siguiente (Figura 11): 
 
@echo off 
echo. 
echo Mediante este script se añadirá una nueva norma al fichero de normas de 
java 
echo Se dará permiso de lectura a todos los archivos del sistema 
set /p respuesta=¿Quieres continuar?[s/n]:  
 
if "%respuesta%"== "s" goto norma 
echo Operación cancelada... 
pause 
exit /b 1 
 
:norma 
    set /p path=Entra path del directorio de instalación de java:  
    set /p web=Entra dirección del servidor:  
    echo. >>  "%path%\lib\security\java.policy" 
    echo //Norma para entrar al servidor de depuracion FPGA >> 
"%path%\lib\security\java.policy" 
    echo grant codeBase "%web%/-" { >> "%path%\lib\security\java.policy" 
    echo permission java.io.FilePermission "<<ALL FILES>>", "read"; >> 
"%path%\lib\security\java.policy" 
    echo }; >>  "%path%\lib\security\java.policy" 
    echo. >>  "%path%\lib\security\java.policy" 
    echo Norma creada satisfactoriamente 
    set /p respuesta=¿Ver archivo cambiado?[s/n]:  
    if "%respuesta%"=="s" C:\WINDOWS\system32\notepad.exe 
"%path%\lib\security\java.policy" 
    pause 
    exit /b 1 
Figura 11. Código script Windows 
 
En caso que se haya permitido la ejecución de scripts bastará con hacer doble clic sobre 
el icono del script para ejecutarlo. En caso contrario, simplemente se tendrá que abrir 
una ventana de línea de comandos y ejecutarlo desde ahí. 
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A continuación se muestra una imagen de una ejecución del script (Figura 12) en el que 
se ha configurado que la dirección de instalación del Java es la C:\Archivos de 
Programa\Java\jre6 (directorio por defecto) y la dirección del servidor la 192.168.0.2. 
 
 
Figura 12. Ejecución script Windows 
 
De la ejecución anterior, cabe destacar que en ninguna de las dos entradas se han 
utilizado comillas (“), es importante que sea así o de lo contrario el script no funcionará 
correctamente. También decir que en la dirección de instalación no se tiene que incluir 
el \lib\security y que la dirección del servidor no tiene que incluir la página final sino 
que se da permiso a todo el sitio. 
 
Para el caso de Linux, el script desarrollado es el siguiente (Figura 13): 
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#para ejecutar, abrir un terminal en la carpeta donde se encuentre el 
archivo y teclear 
#sudo sh DepuradorFPGA.sh 
#el comando sudo es para ejecutar el script con privilegios de root (es 
necesario) 
echo "" 
echo "Mediante este script se añadirá una nueva norma al fichero de normas 
de java" 
echo "Se dará permiso de lectura a todos los archivos del sistema" 
echo "Requiere permisos de root (utilizar comando sudo para su ejecución)" 
read -p "¿Quieres continuar?[s/n]: " respuesta 
if test "$respuesta" = s  
then  
    read -p "Entra path del directorio de instalación de java: " path 
    read -p "Entra direccion del servidor: " web 
    echo "//Norma para entrar al servidor de depuracion FPGA" >> 
"$path/lib/security/java.policy" 
    echo "grant codeBase \"$web/-\" {" >> "$path/lib/security/java.policy" 
    echo "  permission java.io.FilePermission \"<<ALL FILES>>\", \"read\";" 
>> "$path/lib/security/java.policy" 
    echo "};" >>  "$path/lib/security/java.policy" 
    echo "" >>  "$path/lib/security/java.policy" 
    echo "Norma creada satisfactoriamente" 
    read -p "¿Ver archivo modificado?[s/n]: " respuesta 
    if test "$respuesta" = s 
    then 
        gedit "$path/lib/security/java.policy" 
    fi 
else 
    echo "Operación cancelada..." 
fi 
read -p "Pulsa enter para continuar" respuesta 
return 1 
 
Figura 13. Código script Linux 
 
Para la ejecución de los scripts en Linux es necesario abrir una ventana del terminal. 
Una vez situados en la carpeta donde se encuentra el script, se deberá ejecutar el 
comando sudo sh DepuradorFPGA.sh que lo iniciará. Es necesario incluir el comando 
sudo para poder tener acceso de escritura al archivo java.policy. 
 
A continuación se muestra la imagen de una ejecución del script (Figura 14). En ella se 
puede ver que se ha configurado como directorio de instalación de Java 
/usr/lib/jvm/jre1.6.0 (directorio por defecto) y como dirección del servidor la 
192.168.0.2. 
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Figura 14. Ejecución script Linux 
 
Se ha intentado que los dos scripts funcionen de la misma manera, así que las 
observaciones para el script de Windows también sirven para el caso del script de 
Linux. 
 
Vemos que lo primero que hacen los scripts es informar de lo que se va a realizar y da la 
opción al usuario de abortar. En caso de permitir la operación se pregunta por la 
dirección de instalación de Java y la dirección del servidor. Por último da la opción de 
abrir el archivo modificado mediante el bloc de notas de Windows o bien el gedit de 
Linux (según el entorno donde se haya ejecutado).  
 
En caso que un alumno quiera ser más restrictivo en la norma a añadir, siempre se 
puede editar directamente el contenido del archivo java.policy. 
 
Para más información acerca de la seguridad de Java, consultar las referencias: 
o http://java.sun.com/docs/books/tutorial/security/index.html 
o http://www.iec.csic.es/CRIPTonOMiCon/java/ie.html 
o http://www.chuidiang.com/chuwiki/index.php?title=Firmar_Applets 
 
 
3.3. Página Web 
Cómo se ha explicado anteriormente un applet requiere de otro programa que lo 
albergue. En éste caso, el applet se ha encastado en una página Web. 
 
Para incorporar subprogramas Java en páginas Web se hace uso de la etiqueta 
<APPLET>, es una de las etiquetas estándar más importantes. 
 
Las etiquetas <APPLET> pueden ser relativamente simples o excepcionalmente 
complejas, de acuerdo con el subprograma mismo y con el grado de personalización que 
quiera dar a éste para determinada página. 
 
Como todas las etiquetas complejas, la etiqueta <APPLET> se compone de varias 
partes; sin embargo, sólo unas cuantas son indispensables. 
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El código siguiente muestra una vista simplificada de las cuatro partes básicas de la 
etiqueta <APPLET>: 
  <APPLET atributos> 
   parámetros-de-subprograma 
   HTML alternativo 
  </APPLET> 
 
Los atributos mínimos que se necesitan para llamar a un applet son 3; el nombre del 
archivo, el ancho que ocupará en la página (expresado en píxeles) y el alto (expresado 
en píxeles). Estos atributos quedan definidos bajo los nombres CODE, WIDTH y 
HEIGHT. 
 
Existen otros atributos para acabar de configurar la llamada al applet, a continuación se 
explican únicamente los utilizados. 
o Id ? proporciona un identificador para poder localizar dentro de la página 
Web el subprograma. 
o Style ? define la posición que ocupara el subprograma dentro de la página. 
o Name ? proporciona un identificador para poder localizar el subprograma 
por otros subprogramas dentro de la misma página. 
 
Por otro lado, las partes configurables del subprograma, se especifican en las etiquetas 
<PARAM>. Estas etiquetas sólo tienen atributos y su estructura es la siguiente: 
<PARAM NAME=”nombre_parámetro” VALUE=”valor_parámetro”>. En este 
subprograma sólo es configurable el puerto de escucha de las conexiones. 
 
Al tener en un parámetro el puerto de escucha, implica que se podrá cambiar dicho 
puerto sin necesidad de compilar nada. Si se desea cambiar el puerto, simplemente hay 
que editar la página Web y al iniciarse de nuevo el subprograma se escuchará por el 
puerto seleccionado. 
 
El campo de HTML alternativo, está reservado para que los navegadores que no 
soportan Java puedan visualizar algún tipo de mensaje de error. Este mensaje estará 
escrito en código HTML y será descartado por los navegadores que sí puedan ejecutar el 
applet. 
 
Por último, se requiere cerrar la etiqueta del applet. Para ello, basta con poner el cierre 
de etiqueta con el tag </APPLET>. 
 
Con estas cuatro partes, queda totalmente formada la etiqueta <APPLET>. 
 
3.4. Descripción general software 
Los applets destacan por no tener una función principal donde se quedan con un bucle 
infinito, sino que la ejecución se hace como respuesta a eventos. En el caso de este 
proyecto, las acciones se realizan como respuesta a pinchar sobre los botones. 
 
En el código utilizado se pueden distinguir varias partes: inicialización, detección de 
operación a realizar, gestión de operación a realizar y finalización. En el Anexo 4 se 
muestra el código entero del applet, vamos ahora a explicar las diferentes partes. 
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3.4.1. Inicialización 
Cuando la máquina virtual de Java carga por primera vez o recarga un subprograma, lo 
primero que hace es hacer una llamada a la función init(). Con lo que será en esta 
función donde se pondrán todas las inicializaciones que se necesiten. 
 
Dentro de la función init(), se llaman a diferentes funciones que inicializan el sistema 
según la funcionalidad que tengan. Estas funciones son: 
o initForm() ? es la encargada de inicializar toda la parte gráfica y de 
insertarla en la ventana destinada al subprograma. Aquí se añaden los 
botones, las casillas de verificación y los campos de texto así como el color 
de la pantalla. 
o usePageParams() ? en esta función se capturan los parámetros que se pasan 
desde la llamada en la página Web y se almacenan en variables para que 
puedan ser utilizadas en el programa. 
o initConexion() ? se inicializa la conexión del socket con el servidor. 
Inicialmente se utilizaba otro parámetro para definir la dirección del 
servidor, pero finalmente se utiliza la función getHost() para recuperar la 
dirección desde donde se ha descargado la aplicación que es donde se 
deberán enviar y de donde se recibirán los datos. De esta forma se simplifica 
la configuración del applet y se puede utilizar la misma página para 
diferentes servidores (como será el caso). 
 
El aspecto al iniciar la aplicación es el mostrado en la Figura 10. 
 
3.4.2. Detección de operación a realizar 
Los botones utilizados en la aplicación son objetos del tipo MiBoton. El tipo MiBoton 
es una extensión de la clase Button en la que se han habilitado los eventos y se ha 
sobrescrito el método processActionEvent() para ejecutar las tareas necesarias. 
 
Cómo en el constructor del objeto se ha reservado un espacio para saber que botón ha 
sido el que se ha pulsado, es fácil saber que acciones hay que hacer en cada caso. Con lo 
que el método processActionEvent() es el encargado de la detección de la operación a 
realizar. 
 
3.4.3. Gestor de operación a realizar 
En el método processActionEvent() (anteriormente comentado), una vez ha detectado el 
botón presionado o acción a realizar, procede a montar la trama según el tipo que se 
haya determinado para su envío por el socket. 
 
Después de haber montado la trama, se crea y se lanza un nuevo hilo de ejecución. Al 
lanzar un hilo la máquina virtual de Java hace una llamada a la función run(), será en 
esta función donde aparecerán las acciones que tiene que llevar a cabo el gestor. 
 
El hilo de ejecución es el encargado de enviar la trama hacia el servidor, esperar a que 
se reciba la respuesta a la solicitud y actuar según los resultados mediante la llamada al 
método ControlDebug(). 
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La razón por la que se usa un hilo de ejecución para el envío y recepción por el socket 
es debido al carácter bloqueante de la función de recepción. Cuando se ejecuta el 
comando de recepción del socket, el sistema se queda esperando en este punto hasta que 
se ha recibido por completo el número de datos solicitados. Inicialmente tanto el envío 
como la recepción por el socket se realizaban sin lanzar un nuevo hilo, pero esto hacía 
que el applet dejara de funcionar correctamente. No se refrescaba la pantalla, entre otras 
cosas. 
 
Según se van completando tareas del gestor, se va actualizando la barra de estado del 
navegador dando información de la acción que se está ejecutando en cada momento. 
 
Los diferentes mensajes que se pueden ver en la barra de estado del navegador y por los 
que se pasa cuando se requiere una tarea y no hay ningún error son: 
1. Envío de trama + tipo de trama. 
2. Ejecutando operación tipo + tipo de operación. 
3. Recibiendo trama de X bytes. Dónde X indica el número de bytes a recibir. 
4. Mostrando trama de X bytes. Dónde X indica el número de bytes que contiene la 
trama. 
5. Petición acabada. 
 
Una tarea sin errores pasa por todos los puntos anteriores, aunque cabe destacar que el 
usuario puede no ver alguno de ellos debido a la velocidad de ejecución. 
 
En caso de error, se manda un mensaje con el error encontrado. Los mensajes de error 
son: 
1. Solo se permite una peticion a la vez! ? indica que todavía no ha terminado la 
tarea anterior y se debe esperar. 
2. Debera capturar un nombre de archivo antes ? cuando se intente programar la 
FPGA y no se haya puesto la ruta del archivo. 
3. Error: socket no creado ? cuando no se ha podido crear el socket contra el 
servidor o se haya desconectado. 
4. No hay grabado ningún firmware ? indica que no hay ningún firmware 
grabado. Esto puede ser bien porque se acaba de iniciar sesión y no se ha 
programado ninguna vez la FPGA o bien porque el último intento de grabar ha 
dado error. 
5. Las excepciones capturadas por los métodos se muestran en la barra de estados 
del navegador, conformando más tramas de error. 
 
3.4.4. Finalización 
El subprograma puede finalizar por varios motivos, entre ellos: el usuario cierra el 
navegador o el usuario cambia de página. En ambos casos, el comportamiento del 
sistema será el mismo, cerrar el socket que está abierto. 
 
La máquina virtual de Java, al igual que al inicio hace una llamada a la función init(), 
justo antes de cerrar la aplicación hace una llamada a la función destroy(). Con lo que es 
en esta función donde se ha colocado el código para cerrar el socket. 
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En el caso de que el usuario se dirija hacia otra página Web, la máquina virtual de Java 
hace una llamada a la función stop(). Es por esto que en esta función se hace una 
llamada a la función destroy(). 
 
3.5. Descripción de funcionamiento 
A continuación se explica en detalle cuales son los pasos que realiza el subprograma 
para poder depurar un proyecto. 
 
En primer lugar -y cada vez que se quiera volver a programar la FPGA- se deberá subir 
al servidor el proyecto que se quiere depurar y así poder grabarlo en la FPGA. Para ello 
en la parte superior de la ventana de subprograma hay un área de texto (Zona 8 en la 
Figura 15) en el que se deberá escribir la dirección donde se encuentre el fichero. Una 
vez se ha introducido la ruta del archivo de configuración de la FPGA, se deberá apretar 
el botón de subir (Zona 6 en la Figura 15). 
 
 
 
Zona 2. Número ciclos 
a ejecutar 
Zona 9. Botón reset 
Zona 3. Vector estímulos 
Zona 10. Botón envío 
 
 
 
Zona 1. Ventana salida 
Zona 5. Flag envío 
trama reset
Zona 6. Botón subida 
Zona 7. Polaridad trama 
reset 
Zona 8. Dirección fichero 
Zona 4. Tipo ejecución 
Figura 15. Detalle zonas interfaz de usuario 
 
Después de presionar sobre el botón de subir, el subprograma envía por el socket TCP 
el fichero de configuración hacia el servidor mediante una trama de programación (para 
más información sobre las tramas de programación sobre el canal TCP, consultar 
apartado Trama de programación en el capítulo Comunicación Interfaz 
Web-placa Colibri) y se espera a que finalice la acción con la repuesta del servidor. 
El resultado de la operación se verá reflejado en la ventana  de salida de subprograma 
(Zona 1 en la Figura 15). Cuando se haya realizado la operación con éxito se verá el 
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mensaje de FPGA programada correctamente, mientras que si hay error el texto que 
aparecerá será Error al configurar la FPGA. En cualquiera de los dos casos, en la barra 
de estado del navegador aparecerá Petición acabada. Hay que distinguir entre error al 
mandar petición de operación y error al ejecutar la aplicación. 
 
Una vez se haya configurado la FPGA correctamente con el proyecto deseado, ya se 
puede empezar a depurar. Tal y como se indica en el mensaje de programación exitosa, 
se tiene que verificar que la polaridad del reset del DUT sea la correcta y desactivar el 
flag de envío del reset en caso de que no se quiera realizar el reset. 
 
Antes de seguir con la explicación del funcionamiento de la interfaz de usuario merece 
la pena mencionar que existen 3 tipos diferentes de reset. A continuación paso a 
numerarlos y a describir las partes del firmware implicadas en cada uno de ellos: 
1. mediante botón de reset (Zona 9 en la Figura 15) ? este es un reset hardware e 
implica que todas las partes del firmware vuelven a su estado inicial, incluso el 
depurador. 
2. envío de trama con el flag de reset activo (Zona 5 en la Figura 15) ? es un reset 
firmware y afecta únicamente al DUT. La polaridad al efectuar el reset viene 
dada por la Zona 7 en la Figura 15. 
3. mediante vector de estímulos (Zona 3 en la Figura 15) ? mediante el bit 0 del 
vector de estímulos se puede provocar un reset firmware (solamente afecta al 
DUT). 
 
Siempre que en la barra de estado del navegador aparezca Petición acabada, en la 
ventana de salida (Zona 1 en la Figura 15) el subprograma volcará los resultados 
provenientes del servidor sea cual sea la tarea solicitada. En caso de aparecer un 
mensaje de error se deberá actuar en consecuencia. 
 
El envío de tramas hacia el controlador del depurador se hace mediante el botón de 
envío (Zona 10 en la Figura 15) y montará una trama tipo inicio de depuración (ver 
apartado Trama inicio depuración del capítulo Comunicación Interfaz Web-
placa Colibri para más información sobre este tipo de tramas) con los datos de los 
otros campos. 
 
Con el fin de poder avanzar controladamente por el firmware se ha dotado al sistema de 
depurado con un control de número de ciclos de reloj que se dejará ejecutando el DUT. 
Esta variable se podrá introducir en el campo de número de ciclos a ejecutar (Zona 2 en 
la Figura 15). El valor se deberá introducir en hexadecimal. 
 
Además existen dos formas para ejecutar el número de ciclos deseado, ejecución 
seguida o ejecución paso a paso. Frente a una ejecución seguida, el sistema de control 
actuará proporcionando los ciclos introducidos por el usuario sin hacer ninguna pausa. 
Los datos sólo se recogerán una vez haya finalizado todo el ciclo y por la ventana de 
salida se mostrará el estado actual en que se encuentran las señales en la FPGA (sólo se 
tendrá una muestra fuere cual fuere el número de ciclos). Con este tipo de ejecución el 
sistema trabaja a la velocidad real de funcionamiento y puede ser útil para comprobar la 
robustez del diseño cuando se ejecuta en condiciones reales de velocidad. 
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Sin embargo, en la ejecución paso a paso después de cada ciclo de reloj el sistema de 
control para la ejecución y captura el estado de las señales del DUT en ese momento. En 
la ventana de salida aparecerán tantas líneas como ciclos de reloj se hayan ejecutado. La 
primera muestra que se visualiza se corresponde al estado en el primer ciclo de reloj y la 
última dará la información del último ciclo de reloj ejecutado y que será el estado en 
que se encuentra actualmente la FPGA. Este tipo de ejecución se utilizaría, por ejemplo, 
cuando se ha detectado que hay algún error pero aun no se ha encontrado. El 
procedimiento a seguir sería aproximarse al punto donde se intuye que está el fallo y a 
partir de aquí hacer ejecuciones paso a paso y viendo los estados por los que pasa el 
DUT. Al estar parando en cada ciclo de reloj para recoger el estado, el sistema no 
trabaja a la velocidad real con lo que no se puede asegurar que el diseño no tenga fallos. 
Obtener los resultados esperados mediante este tipo de ejecución, NO implica que al 
trabajar a la velocidad real el sistema devuelva los mismos resultados. Hay que tener en 
cuenta que en este modo de ejecución se pueden manejar tamaños de trama 
considerables, con lo que la visualización de toda la trama de respuesta puede alargarse 
según el número de ciclos solicitados. 
 
Los checkbox de la Zona 4 en la Figura 15 están destinados a la selección del tipo de 
ejecución (habilitar uno de ellos, implica la deshabilitación del otro). 
 
Al no tener el conocimiento a priori de la polaridad del reset en el DUT realizado por el 
usuario, se ha dejado como un parámetro configurable en la interfaz de usuario. Deberá 
ser el usuario el que determine cual es la polaridad que ha utilizado para el reset y 
deberá indicarlo utilizando el checkbox de selección de la polaridad (Zona 7 en la 
Figura 15). Para forzar un envío de reset se deberá activar la casilla de envío de reset 
(Zona 5 en la Figura 15), se tendrá en cuenta la polaridad seleccionada. 
 
En la Zona 3 de la Figura 15 aparece el campo destinado al vector de estímulos. En este 
campo el usuario podrá introducir los estímulos que se aplicarán a la entrada del DUT, 
estos estímulos sólo se podrán cambiar enviando tramas de inicio de depuración y nunca 
podrán variar durante la ejecución de la depuración. El dato de esta variable se deberá 
introducir en formato hexadecimal y está restringido al tamaño de un byte (8bits), todo 
y que todo el sistema está preparado para ser fácilmente escalable. El bit de menor peso 
del campo siempre estará relacionado con la entrada del reset del DUT tal y como se ha 
explicado en el tipo de reset número 3, el resto de bits dependerán de cómo las haya 
rutado el usuario en el diseño. 
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4. Placa Colibri 
Es una placa de evaluación de Toradex, está basada en un microprocesador PXA270 de 
Intel. Dicha placa no incorpora directamente el microprocesador sino que tiene un slot 
para introducir la placa, también de Toradex, Colibri XScale PXA270. 
 
Los componentes que tiene la placa de evaluación son básicamente conectores, gestión 
de alimentación, conformación de señales según el tipo de salida y diversos 
interruptores y leds. Por otro lado, la placa XScale además de tener la pastilla con el 
microprocesador también tiene otros elementos como los relojes del sistema, la 
memoria y la capa física de ethernet. 
 
Al conjunto de las dos placas es lo que se denomina en este documento como Placa 
Colibri. En las siguientes figuras se puede ver la placa Colibri (Figura 16) y el detalle de 
la placa Colibri XScale PXA270 (Figura 17). 
 
 
 
 
Figura 16. Imagen placa Colibri 
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Figura 17. Detalle placa Colibri XScale 
 
 
4.1. Configuración servidor Web 
 
La placa Colibri se suministra con acceso a Ethernet mediante el integrado DM9000A 
de Davicom. Este intregado proporciona la capa física y la capa de acceso para el enlace 
de Ethernet, el resto de capas del protocolo de red las realiza el driver instalado en la 
imagen de Windows CE que facilita el fabricante. 
 
Por defecto, la imagen del Windows CE que facilita el fabricante, obtiene los 
parámetros de red mediante el protocolo DHCP. Estos parámetros se pueden cambiar de 
forma parecida a como se cambian en Windows XP. Hay que tener en cuenta, por eso, 
que los cambios que se realizan en la configuración no se guardan de forma permanente 
y se tiene que indicar al sistema para que se graben en memoria no volátil. En el caso de  
la placa Colibri, el fabricante proporciona una aplicación que se ejecuta bajo Windows 
CE y que permite guardar los registros en memoria Flash. La aplicación que permite 
este paso se llama SaveReg y vuelca el estado actual de todos los registros de estado a la 
memoria Flash. 
 
Con la configuración por defecto del servidor, la placa Colibri es capaz de servir cuatro 
webs de configuración. La primera de ellas es RemoteAdmin y permite la gestión de 
usuarios y de los permisos de estos, el acceso a la página es mediante 
@placaColibri/RemoteAdmin. La segunda, permite la gestión remota del servidor web y 
se accede mediante la dirección @placaColibri/WebAdmin. La tercera, permite 
visualizar: la información del sistema, procesos que se están ejecutando (además de 
poder eliminar y llamar a nuevos procesos), ver el sistema de ficheros (pudiendo subir y 
descargar ficheros) y un editor de registros. Para entrar en esta web hay que introducir la 
dirección @placaColibri/SysAdmin. Por último, la cuarta web permite ejecutar 
comandos remotamente. Esta web no se ha utilizado en ningún momento durante el 
proyecto así que no se le hará más mención. Estas webs requieren de autenticación para 
visualizarlas, el usuario y la contraseña para entrar son admin y colibri respectivamente. 
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El objeto de este capítulo es profundizar sobre la segunda de las webs ya que es la que 
permite de forma más rápida y sencilla la gestión del servidor. De todas formas, la 
primera de las webs simplemente consta de una página en la que se pueden dar de 
alta/baja a usuarios con diferentes contraseñas para cada uno de ellos y otra página en la 
que se listan las carpetas de la placa para poder dar/denegar el acceso a los diferentes 
usuarios dados de alta. 
 
La página de inicio del WebAdmin es el de la Figura 18, dónde se puede ver que la 
página está bastante guiada. 
 
Figura 18. Página inicio WebAdmin 
 
Como las opciones del sitio wed por defecto ya se adecuan a las que se quieren en la 
aplicación, los cambios en la configuración del servidor sólo se realizarán sobre este 
sitio. El aprovechar el sitio web por defecto tiene la ventaja de que no se abren más 
puertas de las necesarias a posibles ataques externos que se quieran hacer a la placa. 
Con este sitio se pueden dar diferentes permisos a los usuarios para acceder a los 
directorios virtuales1 existentes, es por esto que la configuración del servidor web será 
básicamente crear un nuevo directorio virtual que albergará la página web creada y 
cambiar los permisos para los existentes. 
 
Una vez se ha accedido a los directorios virtuales disponibles en el sito web por defecto 
se muestra la página de la figura siguiente (Figura 19), dónde se puede ver el listado de 
todos los directorios virtuales existentes. 
                                                 
1 Un directorio virtual es una relación entre la URL solicitada y el recurso del servidor web. Este mapeo 
ya puede ser una carpeta dentro del servidor o incluso una página web diferente que se encuentre en otro 
servidor. También se pueden asociar a librerías aunque no es lo normal y se reserva para las páginas de 
configuración mencionadas anteriormente. 
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Figura 19. Página configuración directorios virtuales 
 
Como se puede ver en la Figura 19 a la derecha de cada uno de los directorios virtuales 
hay un botón para modificarlo. En el caso del último también aparece otro botón para 
eliminarlo ya que este se ha creado posteriormente. Aquí se pueden ver también las 
direcciones de los sitios web que la placa Colibri sirve por defecto y que se comentaban 
anteriormente. El motivo que el recurso del servidor al que dan acceso sean librerías es 
para poder alterar registros internos de la placa y vienen por defecto en la imagen de 
windows. Todo y que los parámetros a los que se accede mediante web también se 
pueden modificar desde Windows CE, se recomienda no alterar estos directorios 
virtuales ya que es mucho más sencilla la interacción. 
 
Tanto al modificar la configuración de un directorio virtual como al crear uno nuevo, se 
direcciona hacia la misma página. Como configuración del directorio virtual que 
merezca una mención especial está: 
1. mapeo del directorio: donde se especifica si es una dirección dentro del mismo 
servidor o una redirección hacia otro servidor, así como la dirección donde se 
mapea. En la siguiente figura (Figura 20) se muestra este campo para el caso en 
que en el navegador sólo se ponga la dirección de la placa Colibri. Se puede 
apreciar como en este caso es una dirección a un directorio físico del propio 
servidor, en concreto a la carpeta www de la Flash que es donde se encuentra la 
página web realizada para el proyecto. 
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Figura 20. Configuración mapeo directorio virtual 
 
2. configuración de los permisos de los usuarios: donde se especifica que usuarios 
tendrán acceso al recurso al que esté asociado el directorio virtual. En la Figura 
21 se muestra la gestión de permisos para el caso en que en el navegador sólo se 
ponga la dirección de la placa Colibri. Se puede apreciar como para este caso se 
requiere un nivel de usuario para poder acceder, dando al enlace Configura the 
allowed users el servidor muestra la página de la Figura 22 donde se dan los 
permisos para cada uno de los usuarios en concreto. Para este caso el trato de los 
usuarios es el mismo, pero por ejemplo para la página de configuración sólo 
debería tener acceso el administrador. 
 
 
Figura 21. Configuración usuarios directorio virtual 1 
 
 
Figura 22. Configuración usuarios directorio virtual 2 
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El resto de parámetros de la configuración se pueden dejar con los valores por defecto. 
 
Este servidor no dispone de motor PHP con lo que las páginas que albergue no podrán 
utilizar este lenguaje. Es por esto que se decidió por utilizar Java para la programación 
de la página Web. 
 
4.2. Configuración Hardware 
Para la configuración Hardware de la placa Colibri basta con conectar los periféricos 
que se quieran utilizar, realizar el conexionado con la placa FPGA y alimentar la placa. 
 
En la Figura 23 se puede ver la localización de los conectores en la placa. 
 
A continuación se pasa a explicar los utilizados para este proyecto. 
 
 
Figura 23. Localización conectores placa Colibri 
 
4.2.1.  Alimentación 
Para la alimentación la placa dispone del conector X1 donde se deberá aplicar la salida 
una fuente de alimentación con tensión entre 7 y 24V. 
 
Además del conector, para encender la placa es necesario pulsar el botón S1. 
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4.2.2.  Monitor 
La placa Colibri dispone de una salida VGA, accesible mediante el conector X24, capaz 
de controlar un monitor estándar de PC con entrada VGA.  
 
Aunque no es necesario para el funcionamiento normal del sistema, sí que se podría 
necesitar para la ejecución de la aplicación. Además aunque no sean indispensables, el 
software del servidor también muestra por pantalla diferentes mensajes con información 
de las tareas que va realizando. 
 
4.2.3.  Teclado y ratón 
Mediante los conectores PS2 (X27), la placa es capaz de controlar un ratón y un teclado. 
Además de por las respectivas entradas PS2 también se pueden conectar mediante los 
USB (X28) que están disponibles en el frontal. 
 
En el caso del teclado su función no es nada necesaria, ya que el Windows CE con el 
que viene la placa Colibri proporciona un teclado virtual. 
 
Para el ratón, al igual que con el monitor, no es necesario para el funcionamiento 
normal del sistema, pero se podría necesitar para iniciar la aplicación y cerrarla. 
 
4.2.4.  Conexión con el PC 
La placa Colibri es capaz de sincronizarse con un PC mediante el conector USB tipo B 
(X29). Mediante esta conexión se podrán descargar los ficheros del PC a la placa. 
 
4.2.5.  Ethernet 
Mediante un RJ-45 (conector M3), la placa Colibri proporciona el acceso a Ethernet. 
 
4.2.6.  Conexión con la placa FPGA 
En la Tabla 6 y en la Tabla 7 se puede ver la localización de las señales utilizadas en la 
Colibri para la comunicación con la placa Colibri. 
 
 
Nº Pin* Nombre Tipo** Descripción 
12 MOSI_SPI Salida Línea de salida de datos canal SPI 
40 CLK_SPI Salida Línea de reloj del canal SPI 
44 ACABADO Entrada Indica que se han producido todos los pasos de la depuración 
47 Reset Salida Línea de reset firmware 
48 SS_SPI Salida Línea de selección del canal SPI 
50 GND   
Notas:  * sólo se muestran los pines utilizados, el resto de pines no tienen conexión 
** el tipo de salida tomado desde el punto de vista del microprocesador 
Tabla 6. Pin-out conector X10 placa Colibri 
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Nº Pin* Nombre Tipo** Descripción 
2 MISO_SPI Entrada Línea de entrada de datos canal SPI 
3 PROG-B Salida Línea de activación programación FPGA 
32 DONE Entrada Línea de programación FPGA completa 
33 SCK Salida Línea de reloj para la programación de la FPGA 
34 INIT Entrada Línea de borrado de la FPGA completa 
35 MISO Salida Línea de datos para la programación de la FPGA 
Notas:  * sólo se muestran los pines utilizados, el resto de pines no tienen conexión 
** el tipo de salida tomado desde el punto de vista del microprocesador 
Tabla 7. Pin-out conector X9 placa Colibri 
 
La conexión entre las dos placas se deberá hacer teniendo en cuenta la descripción de 
las señales de las tablas anteriores (Tabla 6 y Tabla 7) y además la descripción de las 
señales de la placa FPGA (Tabla 2 y Tabla 3). La asociación deberá ser las señales con 
el mismo nombre y el tipo de salida deberá ser complementario (una señal en una placa 
estará configurada como entrada y en la otra como salida). 
 
4.3. Lanzamiento aplicación 
Para el funcionamiento del proyecto, además de necesitar el servidor web, también se 
requiere que esté corriendo una aplicación. 
 
El lanzamiento de la aplicación se puede hacer de tres maneras diferentes, a 
continuación se comenta cada una de ellas. 
 
1. de manera local: de esta manera se necesita tener conectados a la placa al menos 
una pantalla y un ratón. El lanzamiento se realiza mediante la ejecución directa 
de la aplicación, haciendo doble click en el icono de la aplicación. 
2. mediante web: una de las páginas que servía por defecto el servidor web 
(@placaColibri/SysAdmin) proporciona la funcionalidad de lanzar aplicaciones 
remotamente. Dentro de la página web, para lanzar procesos hay que seguir los 
enlaces de Systems tools y después Processes. Una vez seguidos estos pasos, se 
muestra la página de la Figura 24, donde ya se ha introducido la ruta y el nombre 
de la aplicación que queremos ejecutar (\FlashDisk\software\SysInfoDemo) y 
sólo faltará presionar sobre el botón Execute. Después de presionar sobre 
ejecutar, aparecerá un nuevo proceso en la lista de procesos con el nombre y un 
identificador. En la Figura 24 ya se había presionado para lanzar la aplicación y 
se puede ver como el sistema operativo le ha asignado el identificador número 4. 
Ésta aplicación está descargada de la página web del fabricante y muestra la 
información del sistema por pantalla (como el bootloader que tiene cargado, 
sistema operativo, tipo de CPU…) 
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Figura 24. Web para lanzar aplicaciones 
 
3. mediante ejecución automática: por normal general en los sistemas basados en 
Windows CE, se puede indicar en algún lugar que se autoejecute una aplicación 
al arrancar el sistema. Para la imagen que proporciona el fabricante basta con 
crear una carpeta que se llame AutoRun en la memoria no volatil que sea y 
poner dentro las aplicaciones que se necesiten ejecutar. La memoria debe ser no 
volatil ya que sino después de apagar el sistema se perderá y ya puede ser la 
propia Flash de la placa o una memoria USB. En el caso de la propia Flash de la 
placa, la aplicación se lanzará justo después que arranque el sistema operativo. 
Por otro lado, cuando se genere en una memoria USB, la aplicación se ejecutará 
cuando el sistema operativo reconozca el dispositivo independientemente si éste 
acaba de arrancar o ya se estaba trabajando. Cabe destacar que el sistema para 
realizar el lanzamiento automático de aplicaciones depende de la imagen de 
Windows CE que tenga instalada. 
 
 
4.4. Descripción de los registros utilizados 
Para la realización del proyecto software se ha necesitado acceder a algunos de los 
registros del microprocesador de la placa, el Intel PXA270. 
 
Los registros utilizados son los relacionados con los GPIO y los timers, a continuación 
se pasará a hacer una breve descripción de cada uno de ellos aunque se pueden ver con 
más detalle en el datasheet del microprocesador 
(PXA27x_Processor_Family_Developers_Manual.pdf). 
 
El tamaño de cada uno de los registros es de 32bits. 
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4.4.1.  Registros GPIO 
Para el control de los pines de entrada y salida de propósito general (GPIO), existen los 
siguientes registros: 
o GPDR (GPIO Pin-Direction Registers): 
Mediante este registro se programa si la dirección del pin es de entrada o 
de salida. Cada bit de los registros GPDR0/1/2/3 controla un GPIO. Un 
‘0’ en un bit del registro, implica que el GPIO asociado se configurará 
como entrada y, si por el contrario, hay un ‘1’ se comportará como 
salida. GPDR0<31:0> se corresponde con los GPIO<31:0>, 
GPDR1<31:0> se corresponde con los GPIO<63:32>, GPDR2<31:0> se 
corresponde con los GPIO<95:64>, y GPDR3<24:0> se corresponde con 
los GPIO<120:96>. 
o GPLR (GPIO Pin-Level Registers): 
Indica el estado en el que está cada uno de los GPIO. Cada bit del 
registro se corresponde con el estado de uno de los GPIO disponibles. La 
asociación a los GPIO es igual que en el caso del registro GPDR. Éste es 
un registro de sólo lectura y determina el estado de cualquier pin al 
margen que se haya programado como entrada o salida. 
o GPSR y GPCR (GPIO Pin-Set Registers y GPIO Pin-Clear Registers): 
Cuando el GPIO está configurado como salida, el estado del pin se 
controla a través de estos registros. La asociación es como en el caso de 
los registros GPDRx. Para que a la salida el pin se encuentre en el estado 
‘1’, basta con escribir un ‘1’ en el bit del GPCR asociado. De igual 
manera para conseguir un ‘0’ en el pin, se debe escribir un ‘1’ en el bit 
del GPSR asociado. 
 
Los registros mencionados anteriormente son los que se han utilizado para la gestión de 
los GPIO en el proyecto, pero existe alguno más: 
o GRER (GPIO Rising-Edge Detect Enable Registers) ? mediante este 
registro se habilita o deshabilita la petición de interrupción al detectar un 
flanco de subida en el GPIO asociado. 
o GFER (GPIO Falling-Edge Detect Enable Registers) ? mediante este 
registro se habilita o deshabilita la petición de interrupción al detectar un 
flanco de bajada en el GPIO asociado. 
o GEDR (GPIO Edge Detect Status Register) ? las lecturas en este registro 
indican la detección o no de un flanco en el GPIO asociado. La escritura de 
‘1’ en una posición del registro eliminan la detección del flanco. 
o GAFR (GPIO Alternate Function Register) ? cada uno de los GPIO pueden 
ser configurados como entrada/salida o como una de las 3 funciones 
alternativas tanto de entrada como de salida. Es mediante estos registros que 
se controla la función de cada uno de los GPIO. 
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4.4.2.  Registros de timer 
El PXA270 utilizado tiene hasta 12 timers disponibles, pero algunos los utiliza el propio 
sistema operativo (Windows CE) y no pueden ser utilizados por la aplicación del 
proyecto. Mediante el estado de los registros relacionados con los timers, vi que el 
timer4 y el timer5 no se utilizaban con lo que los aprovecho para el control del tiempo 
en la aplicación. 
 
A continuación se explicarán los registros asociados a los timers utilizados. Esta 
información se puede aplicar directamente a los timers 6 y 7, el resto de timers 
funcionan de diferente manera pero no serán explicados. 
 
Para el control de los dos timers se utilizan 4registros (OSCR4/5, OMCR4/5, OSMR4/5 
y OSSR), a pesar que hay otros registros para la gestión de las interrupciones y, en el 
caso de los otros timers, para gestionar funciones especiales (como watchdog, modo 
snapshot o controlar un pin de salida). 
o OMCRn (OS Match Control Registers) ? mediante este registro se controla 
la funcionalidad y la resolución del timer. Sólo tiene definidos los 8bits de 
menor peso, el resto son bits reservados. 
• Channel n Match Against (bit 7): mediante este bit se decide 
si la cuenta se hace mediante el registro de cuenta del timer 4 
o el del propio canal y cuando se empieza a contar. Para el 
timer4 siempre está contando independientemente de este bit. 
• Periodic Timer (bit 6): indica si la cuenta sigue después de 
que coincidan el registro de coincidencia y el registro de 
cuenta. 
• External Syncronization Control (bits 5 y 4): controla cual es 
la fuente para incrementar el contador (interna o externa). 
• Reset OSCRn on Match (bit 3): especifica si el contador se 
resetea al tener una coincidencia o no. 
• Counter Resolution (bits 2 al 0): indica la frecuencia con la 
que trabajará el timer. Se puede escoger entre: deshabilitado 
(0), 1kHz (1), 32.768kHz (2), 1Hz (3), 1MHz (4) o frecuencia 
del reloj externo (5). 
o OSCRn (OS Timer Count Registers) ? este registro se incrementa en cada 
flanco de subida del reloj indicado en el OMCRn correspondiente. 
o OSMRn (OS Timer Match Registers) ? cuando el registro de contador 
coincide con este registro se activa el flag del registro de estado (OSSR) 
correspondiente al timer que toque. En este momento se lanza la 
interrupción en el caso de estar activada. 
o OSSR (OS Timer Status Registers) ? registro que contiene flags para 
indicar que un timer tiene una coincidencia entre el registro de contador y el 
de coincidencia. Para cada timer le corresponde un bit del registro y la 
asociación es directa entre el número de timer y el bit. Así por ejemplo el 
flag para el timer4 es el bit 4 del registro y para el timer5 es el bit 5. Para 
resetear el flag se tiene que escribir un ‘1’ en la posición correspondiente. 
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4.5. Descripción general software 
El software que corre en la placa Colibri es un servidor TCP secuencial. Esto quiere 
decir que el servidor utiliza el protocolo TCP y que sólo admite una conexión 
simultáneamente, ya que tiene que ser una conexión segura en la que todos los paquetes 
lleguen y estén en orden. Además no tiene sentido que puedan aceptar varias conexiones 
puesto que sólo puede manejar una placa FPGA y no se pueden grabar diferentes 
firmwares.  
 
Este software también hace de puente entre las tramas de la interfaz de usuario y las 
tramas de la FPGA, es decir, convierte las tramas del protocolo TCP al protocolo SPI y 
viceversa. 
 
Se ha intentado hacer una programación por bloques para hacer su mantenimiento y 
entendimiento más sencillos. Los bloques que lo forman son: GPIO, Timer, SPP y el 
principal; a continuación se explicarán cada uno de ellos. 
 
Además de estos bloques también se han utilizado diferentes librerías proporcionadas 
por el mismo fabricante de la placa para el mapeo de los registros del microprocesador. 
 
No se han realizado motores cooperativos en el desarrollo del software debido a que la 
funcionalidad del proyecto no lo requiere. El funcionamiento es totalmente secuencial y 
no requiere de hacer cálculos en paralelo. El proceso que sigue el software es el 
siguiente: 
1. está totalmente inactivo mientras espera recibir una nueva tarea. Las tareas se 
reciben única y exclusivamente mediante tramas desde la página web. 
2. una vez ha recibido una tarea, se está pendiente que se realicen los pasos 
relacionados sin necesidad de hacer ninguna otra operación. La página web 
permite el envío de nuevas tareas hasta que no ha recibido respuesta. Además no 
tiene sentido en este proyecto poder enviar tareas sin que haya finalizado la 
anterior. 
3. cuando se termina la tarea actual, se envía la respuesta adecuada según haya 
finalizado correctamente o con errores y se vuelve al paso 1. 
 
En el Anexo 5 se encuentra el código del programa utilizado. Al terminar ciertas 
tareas el código va enviando mensajes que se podrían ver si el sistema estuviera 
conectado a una pantalla. 
 
4.5.1.  Bloque GPIO 
Este bloque lo componen el fichero GPIO.c y el fichero de cabecera GPIO.h y es el 
encargado de gestionar los pines de entrada y salida configurables del microprocesador. 
 
Consta de la definición de una estructura donde se reserva espacio para cada uno de los 
registros asociados a los pines de GPIO y cinco funciones para el manejo de los 
mismos. 
 
o GPIO_Init ? función sin parámetros ni datos de retorno. En esta función se 
reserva memoria para los registros asociados a los GPIO y se inicializan 
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todos los pines utilizados como entradas o salidas según la señal que tengan 
asociada. 
o GPIO_Set ? función que pone a 1 el pin correspondiente al parámetro 
cName. En el caso de pasar como parámetro un pin que no está conigurado 
como salida no hace nada. No tiene datos de retorno. Antes de su utilización, 
requiere que se haya llamado a la función GPIO_Init(). 
o GPIO_Clear ? función que pone a 0 el pin correspondiente al parámetro 
cName. En el caso de pasar como parámetro un pin que no está conigurado 
como salida no hace nada. No tiene datos de retorno. Antes de su utilización, 
requiere que se haya llamado a la función GPIO_Init(). 
o GPIO_Get ? función que devuelve el estado del pin correspondiente al 
parámetro cName. En el caso de pasar como parámetro un pin que no está 
configurado como entrada no hace nada. Antes de su utilización, requiere 
que se haya llamado a la función GPIO_Init(). 
o GPIO_End ? función sin parámetros ni datos de retorno. Libera la memoria 
reservada para la estructura de control de las GPIO. Antes de su utilización, 
requiere que se haya llamado a la función GPIO_Init(). 
 
4.5.2.  Bloque Timer 
Este bloque lo componen el fichero Timer.c y el fichero de cabecera Timer.h y es el 
encargado de gestionar los registros de los timers del microprocesador. En el proyecto 
se configuran el timer4 y timer5. 
 
Consta de la definición de una estructura donde se reserva espacio para cada uno de los 
registros asociados al timer y seis funciones para el manejo de los mismos. 
 
o Timer_Init ? función sin parámetros ni datos de retorno. En esta función se 
reserva memoria para los registros asociados a los timers y se inicializan los 
registros del timer4 para que tenga una resolución de milisegundos y los del 
timer5 para que tenga una resolución de microsegundos. En la hoja excel 
registros.xls se puede ver el valor de los registros con el detalle del 
significado de cada uno de los bits. 
o Timer_GetTicks ? función que devuelve directamente el valor del registro 
OSCR4, no tiene parámetros. Antes de su utilización, requiere que se haya 
llamado a la función Timer_Init(). 
o Timer_DifTicks ?función que devuelve la diferencia entre el valor pasado 
como parámetro y el valor actual del registro OSCR4. El valor devuelto será 
el tiempo en milisegundos transcurrido. Antes de su utilización, requiere que 
se haya llamado a la función Timer_Init(). 
o Timer_Set ? fija el valor del registro OSMR5 con el parámetro pasado y 
activa el timer5. No tiene datos de retorno. Antes de su utilización, requiere 
que se haya llamado a la función Timer_Init(). 
o Timer_Match ? comprueba si el registro de estado tiene el flag de 
coincidencia del timer5 activo. Devuelve 1 en caso de que esté activo, es 
decir, el tiempo especificado haya pasado y 0 en caso contrario. No necesita 
ningún parámetro. Antes de su utilización, requiere que se haya llamado a la 
función Timer_Init(). 
-43- 
  Placa Colibri 
o Timer_End ? función sin parámetros ni datos de retorno. Libera la memoria 
reservada para la estructura de control de los timers. Antes de su utilización, 
requiere que se haya llamado a la función Timer_Init(). 
 
4.5.3. Bloque SPP 
Este bloque lo componen el fichero SPP.c y el fichero de cabecera SPP.h y es el 
encargado, mediante el bloque GPIO, de generar las señales de los dos canales SPI. 
También requiere el uso del bloque timer ya que es necesario cumplir una serie de 
tiempos. 
 
Para el desarrollo del bloque se tienen que diferenciar dos tipos de funciones: las que 
son accesibles desde otros módulos y las internas del bloque. En cuanto a las funciones 
internas del bloque se utilizan las siguientes: 
 
o SPP_TransmitByte ? genera las señales necesarias para el envío de un byte 
por el canal SPI de datos. El valor de retorno es siempre 0 ya que en el 
protocolo SPI no existe respuesta a las transacciones. El byte a transmitir se 
pasa como parámetro de la función. 
o SPP_ReceiveByte ? genera las señales necesarias para la recepción de un 
byte por el canal SPI de datos. El valor de retorno es siempre 0 ya que en el 
protocolo SPI no existe respuesta a las transacciones. El byte a recibir se 
guarda en el parámetro pasado por referencia a la función. 
 
Por otro lado, para las funciones accesibles para los otros módulos, el bloque está 
compuesto por funciones específicas de cada canal SPI. A continuación paso a detallar 
éste tipo de funciones: 
 
o SPP_Init ? función sin parámetros ni valor de retorno que inicializa el 
estado de reposo de los dos canales SPI y las variables que se utilizan dentro 
del bloque. 
o SPP_ProgramFPGA ? se encarga de generar las señales adecuadas para la 
programación de la FPGA siguiendo el protocolo detallado en el apartado 
Programación del firmware en la FPGA del capítulo Placa FPGA. 
Los parámetros a pasar son: en primer lugar un parámetro pasado por 
referencia donde se encuentra el vector con el fichero a programar, en 
segundo lugar y pasado por valor la longitud del fichero y, por último, un 
parámetro pasado por referencia donde se guardará el estado de la ejecución. 
Éste último parámetro será 1 cuando la programación sea exitosa y 0 cuando 
se produzca algún error. En cuanto al valor de retorno, tomará el valor 1 
cuando se haya finalizado la programación de la FGPA (sea cual sea el 
resultado) y -2 mientras no se haya finalizado. 
o SPP_Transmit ? función que realiza llamadas a la función interna de 
transmisión por el canal SPI (SPP_TransmitByte) hasta realizar el envío 
completo de los datos. Requiere de dos parámetros para su ejecución, el 
primero pasado por referencia con el vector de los datos a transmitir y, el 
segundo, pasado por valor que contiene el número de bytes a enviar. 
o SPP_Receive ? función que realiza llamadas a la función interna de 
recepción por el canal SPI (SPP_ ReceiveByte) hasta realizar la recepción 
completa de los datos. Requiere de dos parámetros para su ejecución, el 
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primero pasado por referencia con la dirección del vector donde se guardarán 
los datos y, el segundo, pasado por valor que contiene el número de bytes a 
recibir. 
 
4.5.4. Bloque principal 
En este bloque es donde se hacen las llamadas a las funciones de otros bloques para 
realizar las tareas en las que consiste la aplicación. El archivo donde se encuentra el 
bloque principal es el Depurador.c. 
 
Lo primero que se realiza es llamar a las funciones de inicialización de los otros bloques 
y así tener controlado el punto de partida de cada uno de ellos. Lo siguiente que se hace 
es reservar espacio en la memoria para los datos que se recibirán por el canal de 
comunicación con la interfaz de usuario y otro para los datos que se recibirán de la 
FPGA. Siguiendo con la inicialización del sistema, se crea un socket para permanecer a 
la escucha de peticiones de conexión por el puerto 5000. El número del puerto se ha 
elegido alto para no entrar en conflicto con los puertos reservados por el sistema, pero 
de manera aleatoria. 
 
Una vez inicializado todo el sistema y con un socket creado para permanecer a la 
escucha, el código entra en un bucle infinito a la espera de recibir una petición de 
conexión. Cuando dicha conexión llega, se deja de hacer caso a posibles conexiones 
futuras hasta que no se detecte que la actual se ha cerrado. 
 
Llegados al punto que hay una conexión establecida, se entra en un bucle controlado por 
una variable que monitoriza el estado de la conexión. Cuando el estado de la variable 
cambia a 0, indicando que se ha cerrado la conexión en curso, se sale de este bucle, se 
cierra el socket creado para la conexión y se regresa al bucle principal permaneciendo 
nuevamente a la escucha de posibles conexiones. 
 
Mientras se tiene una conexión activa, el sistema queda a la espera de recibir comandos 
mediante la conexión en curso. Para cada nuevo comando recibido, se realizan las tareas 
que sean necesarias y una vez finalizadas se vuelve a esperar a otro comando. 
 
Para cada uno de los comandos descritos en el capítulo Comunicación Interfaz 
Web-placa Colibri se realizan diferentes tareas. En el caso de recibir un comando de 
RESET el comportamiento de la aplicación es, en primer, lugar poner un ‘0’ lógico en 
la línea de reset hacia la FPGA que afectará al código del depurador y después enviar 
una trama de reset hacia la FPGA que afectará al DUT (para más información acerca de 
la tramas hacia la FPGA, consultar el capítulo Comunicación placa FPGA-placa 
Colibri). El motivo de hacer el procedimiento en dos pasos es que al hacer un reset 
sobre el código del depurador se pierde toda información acerca de la polaridad del reset 
en el DUT.  
 
En cambio si la trama recibida es de PROGRAMACIÓN, las tareas que se deben 
realizar son: recibir todo el archivo de configuración de la FPGA, lanzar la 
programación siguiendo los pasos del protocolo de programación del apartado 
Programación del firmware en la FPGA del capítulo Placa FPGA y enviar una 
trama de reset hacia la FPGA.  
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Por otro lado, cuando se recibe la trama para el INICIO DEPURACIÓN la aplicación 
comprueba de que tipo de ejecución se trata y rellena los registros del depurador según 
convenga (para más información acerca de los registros del depurador, consultar el 
apartado Mapa memoria FPGA del capítulo Placa FPGA). Para el caso de la 
ejecución seguida, se envía una sola trama de ejecución rellenando el campo de número 
de ciclos con los ciclos marcados en el campo de la interfaz de usuario. Sin embargo, 
cuando la ejecución es paso a paso, se envían tantas tramas de ejecución de un ciclo 
como el número de ciclos marcados en el campo de la interfaz de usuario. 
 
Después de realizar las acciones pertinentes a cada comando, se envía hacia la interfaz 
una trama en la que se puede verificar si la acción ha finalizado. Los códigos de las 
respuestas son: en el caso del comando de reset no se puede afirmar si se ha ejecutado 
correctamente ya que el canal SPI no tiene reconocimiento de los datos que se envían, 
así que, la trama de respuesta a este comando simplemente indica que la acción ha 
terminado. Si se trata de un comando de programación, la respuesta incluye si ha tenido 
éxito con el byte de datos que se envía: un 1 en este campo indica que la programación 
ha finalizado con éxito, mientras que un 0 implica que ha habido algún error al 
programar la PFGA. Por último, en el caso de un comando de inicio de depuración, la 
aplicación devuelve el estado del vector de muestras para cada uno de los ciclos (en el 
caso de haber configurado ejecución por pasos) o el estado actual del vector de muestras 
(en el caso de que la ejecución sea seguida). En este caso, el propio envío del vector de 
muestras indica que la operación se ha realizado con éxito ya que la aplicación 
monitoriza una señal que cambia cuando la FPGA está ejecutando ciclos o está en 
espera. 
 
En el caso que suceda algún tipo de error durante el transcurso normal de la aplicación 
que haga que esta se cierre, antes de salir se libera el espacio reservado para el buffer de 
entrada de cada uno de los canales de comunicación, se cierran los sockets abiertos y 
libera la memoria utilizada por cada uno de los bloques. 
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5. Comunicación placa FPGA-placa Colibri  
Para la comunicación entre la placa FPGA y la placa Colibri se utiliza un protocolo 
propio basado en el bus SPI (del inglés Serial Peripheral Interface). 
 
5.1. Descripción general bus SPI 
Es un bus estándar en el que hay un master y uno o más esclavos. En su versión más 
simple (un esclavo y un master), está formado por 4 líneas que son una línea de reloj 
(SCLK), una línea de salida de datos, una línea de entrada de datos y una línea de 
selección (CS –Chip Select– o SS –Slave Select–, activa por nivel bajo). Las líneas de 
entrada y salida de datos se denominan MISO (Master In Slave Out) y MOSI (Master 
Out Slave In) con lo que queda claramente definido el sentido de cada una. A estas 
líneas también se les hace referencia como SDI (Serial Data In) y SDO (Serial Data 
Out), teniendo en cuenta que la nomenclatura hace referencia al dispositivo al que vayan 
asociados independientemente de si se trata del esclavo o el master. En el caso de tener 
más de un esclavo se tendrán tantas líneas de selección como esclavos.  
 
Al tener la línea de entrada y salida diferenciadas, permite una comunicación FULL 
DUPLEX. 
 
El master siempre es el que inicia la comunicación activando la línea de selección del 
esclavo correspondiente y generando después la señal de reloj. 
 
A diferencia de otros estándares de comunicación (como podría ser I2C), el bus SPI es 
totalmente flexible y no está limitado a la transferencia de bloques de 8 bits. Permite la 
elección del tamaño de la trama de bits, de su significado y propósito. Además de 
aceptar una mayor velocidad de transferencia y ser más simple su implementación. Por 
el contrario, no hay señal de asentimiento con lo que se podrían estar enviando datos sin 
que ningún esclavo los recogiera y que el master no se enterara. Sólo funciona en 
distancias cortas a diferencia de otros buses serie, como podría ser el RS-232, el RS-485 
o el bus CAN. 
 
En las siguientes figuras se puede ver el esquema de conexión entre un master y un 
esclavo (Figura 25) y entre un master y tres esclavos (Figura 26). 
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Figura 25. Conexión SPI (1 master - 1 esclavo) 
 
 
 
Figura 26. Conexión SPI (1 master - 3 esclavos) 
 
5.2. Protocolo comunicación 
Sobre el bus SPI se utiliza un protocolo propio para la comunicación entre las dos 
placas. 
 
Todo y que el bus SPI permite la comunicación full-duplex, se utiliza una versión half-
duplex. Esto implica que hay un tiempo en que el bus está ocupado por el master y otro 
en el que lo ocupa el esclavo. 
 
El rol de master lo efectúa la placa Colibri, mientras que la placa FPGA tiene el rol de 
esclavo. Como se ha comentado anteriormente, la placa Colibri empieza la 
comunicación enviando los siguientes 2 bytes (Tabla 8): 
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DIRECCIÓN INFORMACIÓN DATOS 
1byte 1byte De 1 a 127bytes 
Tabla 8. Estructura trama entre placa FPGA y placa Colibri 
 
• Byte 1 ? DIRECCIÓN: contiene la dirección del registro al que se quiere 
acceder (véase Tabla 4) 
• Byte 2 ? INFORMACIÓN: se especifica si se va hacer una operación de 
lectura o de escritura y el número de bytes que vendrán a continuación. 
 
NÚMERO BYTES R/ W  
7 0
 
o NÚMERO BYTES ? indica los bytes a leer/escribir 
o R/ W  ? ‘1’ operación de lectura, ‘0’ operación de escritura 
 
A continuación se enviarán los bytes indicados por el campo NÚMERO DE BYTES. 
En el caso de una operación de lectura, será la placa FPGA quien envíe los datos. 
Mientras que si es una operación de escritura, será la placa Colibri la que envíe los 
datos. Independientemente del tipo de operación, la placa Colibri seguirá 
proporcionando la señal de reloj hasta que se haya completado la transacción.  
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6. Comunicación Interfaz Web-placa Colibri 
Para la comunicación entre la Interfaz Web y la placa Colibri se utiliza un protocolo 
propio basado en socket TCP. 
 
6.1. Descripción general socket 
Un socket es el punto final de un flujo de datos bidireccional entre procesos a través de 
una red informática basada en el protocolo IP, como puede ser Internet. Los sockets 
constituyen un mecanismo para la entrega de paquetes de datos entrantes al proceso de 
una aplicación o thread, basado en una combinación de direcciones IP local y remota y 
números de puerto. 
 
Las propiedades de un socket dependen de las características del protocolo en el que se 
implementan. El protocolo más utilizado es Transmission Control Protocol (TCP), 
aunque también es posible utilizar UDP o IPX. 
 
Además de ser el más utilizado, el protocolo TCP ofrece características necesarias para 
esta aplicación. El protocolo TCP está orientado a conexión, asegura que los paquetes 
llegan sin errores ni omisiones y que lo hacen en el mismo orden en el que se enviaron. 
 
Las aplicaciones que utilizan sockets están basadas en la estructura cliente-servidor. El 
servidor escucha en un puerto determinado a las peticiones de conexión, mientras que el 
cliente es el que inicia la comunicación. Una vez se ha recibido una petición de 
conexión, el servidor utiliza un segundo puerto para la comunicación con el cliente que 
se ha conectado, dejando libre el puerto de conexión para poder aceptar otra posible 
petición. En la aplicación hecha en este proyecto, no se vuelve a aceptar ninguna 
comunicación hasta que no se ha cerrado la actual. No tiene sentido que dos usuarios 
puedan descargar sus diseños ya que la FPGA sólo puede ejecutar un código a la vez.   
 
Es necesario que los paquetes lleguen ordenados y que no se pierda ninguno, ya que por 
ejemplo, en el proceso de descarga del fichero de configuración la pérdida o 
desordenación de los datos implicaría un error en la configuración de la FPGA. 
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6.2. Protocolo comunicación 
Como se ha comentado anteriormente las comunicaciones entre la placa Colibri y la 
Interfaz Web se basan en un protocolo propio sobre sockets TCP. 
 
Las transacciones siempre las inicia la Interfaz Web y la placa Colibri, una vez acabada 
la acción correspondiente, las responde indicando que se ha completado la operación y 
devuelve el estado. 
 
Se definen tres tipos de tramas distintas según la operación que se quiera realizar, pero 
las tres tienen una misma estructura. En la siguiente tabla (Tabla 9) se muestra la 
estructura general de las tramas utilizadas en la interfaz Web. 
 
 
CÓDIGO FUNCIÓN LONGITUD TRAMA DATOS 
1byte 3bytes De 0 a 224bytes 
Tabla 9. Estructura trama entre Interfaz web y placa Colibri 
• Campo 1 ? CÓDIGO FUNCIÓN: indica el tipo de operación a realizar. 
• Campo 2 ? LONGITUD TRAMA: ocupa 3bytes y se corresponde al 
tamaño de datos a enviar. El rango del tamaño de datos es de 0 a 
16777216bytes y se envía primero el byte más alto siguiendo el formato big 
endian. 
• Campo 3 ? DATOS: contiene los datos necesarios para efectuar la orden 
especificada en el campo CÓDIGO FUNCIÓN. 
 
6.2.1. Trama envío de reset 
La trama de reset se define con el código de función 0x52 (en hexadecimal). Cuando la 
placa Colibri recibe esta orden, realiza un reset hardware sobre la placa FPGA bajando 
la línea de reset. 
 
La trama para este tipo de función es el detallado en la siguiente tabla (Tabla 10): 
 
0x52 0x00 0x00 0x01 Estado
Tabla 10. Orden envío de reset 
 
Dónde el campo Estado se corresponde al valor del registro de estado de la FPGA (para 
más información acerca del registro de estado consultar el apartado Registro de 
Estado del capítulo Placa FPGA). Es necesario pasar esta información adicional ya 
que al provocar el reset hardware, la FPGA pierde todo el conocimiento acerca del DUT 
y no es capaz de resetearlo. 
 
Una vez efectuado el reset, la trama Colibri responde a la Interfaz Web con la siguiente 
trama (Tabla 11): 
 
0x52 0x00 0x00 0x00
Tabla 11. Respuesta a orden envío de reset 
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6.2.2. Trama de programación 
Cuando la operación que se quiere realizar es subir un fichero para configurar la FPGA, 
se tiene que enviar una trama de programación que tiene como código de función 0x50. 
 
Este tipo de tramas requieren el paso de datos que conformarán el fichero de 
configuración. El tamaño del fichero de configuración de una FPGA es siempre fijo y 
sólo depende del dispositivo. En el caso de la FPGA utilizada, el tamaño del fichero es 
de 237568bytes. 
 
La trama a enviar por la interfaz Web sería la siguiente (Tabla 12): 
 
0x50 0x03 0x99 0x90 Estado Fichero configuración 
Tabla 12. Orden de programación 
 
Dónde el campo Estado se corresponde al valor del registro de estado de la FPGA (para 
más información acerca del registro de estado consultar el apartado  Registro de 
Estado del capítulo Placa FPGA). Es necesario pasar esta información adicional ya 
que al programar la FPGA, ésta no tiene  conocimiento acerca del DUT y no es capaz de 
resetearlo. 
 
Por otro lado, el campo Fichero configuración se corresponde con el fichero de 
configuración que el usuario quiere enviar y sigue el formato little endian (las 
direcciones bajas se envían en primer lugar) que es tal y como se transferirá a la FPGA. 
 
La trama anterior se correspondería a una trama de programación para la FPGA que se 
utiliza en el proyecto. De todas formas, el sistema está preparado para soportar otros 
tamaños de fichero, con lo que puede soportar otras FPGA’s. 
 
La respuesta a una trama de programación es de la forma que se detalla en la siguiente 
tabla (Tabla 13): 
 
0x50 0x01 0x00 0x00 Resultado
Tabla 13. Respuesta a orden de programación 
 
Cuando el campo Resultado toma el valor de 1, indica que la programación ha sido 
correcta. Por el contrario, si vale 0, quiere decir que se ha producido algún tipo de error 
en la programación. 
 
6.2.3. Trama inicio depuración 
Con este tipo de tramas se indica a la placa Colibri todos los datos necesarios para 
empezar una instrucción del depurador y se corresponde con el código de función 0x49. 
 
El esquema para una trama de inicio depuración es el mostrado en la siguiente tabla 
(Tabla 14): 
 
0x49 0x00 0x00 0x05 Estado Tipo NºCiclos Estímulos
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ejecución (2bytes) 
Tabla 14. Orden inicio depuración 
 
Dónde los campos Estado, NºCiclos y Estímulos se corresponden con el valor a grabar 
en el registro de estado, registro número de ciclos y registro de estímulos de la FPGA, 
respectivamente (ver apartado Mapa memoria FPGA para más información acerca 
de los registros de la FPGA). En cuanto el campo Tipo ejecución indica que se desea 
una ejecución paso a paso, si toma el valor 1, o ejecución seguido, cuando toma el valor 
0. 
 
La respuesta a este tipo de tramas devuelve el estado del registro de muestras de la 
FPGA (ver apartado Mapa memoria FPGA para más información acerca de los 
registros de la FPGA). La longitud de la trama dependerá del número de ciclos 
solicitado y del tipo de ejecución. En el caso de ser una ejecución seguida, sólo se 
enviarán los datos relativos al último ciclo ejecutado. Por el contrario, si se ha pedido 
una ejecución paso a paso, el tamaño de la trama será el que ocupe el registro de 
muestras multiplicado por el número de ciclos solicitados. 
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7. Líneas futuras 
El proyecto se queda en una fase inicial y se espera que en un futuro se establezcan una 
serie de cambios. A continuación se detallan unas posibles mejoras que se podrían 
aplicar. 
 
7.1. Visualización de los datos 
En ésta primera versión, la visualización de los datos es muy sencilla. Se prevé que en 
próximas versiones los datos se dispongan en forma de cronograma que es una de las 
formas más comunes de representar las transiciones de señales en electrónica digital. 
 
7.2. Control de acceso 
El control de acceso en este momento se realiza mediante usuarios que están dados de 
alta en la placa Colibri. Para crear un nuevo usuario hay que conectarse a la placa y 
seguir una serie de pasos que, a pesar de no ser complicados, requieren una dedicación. 
Se han de entrar uno a uno y esto hace que sea algo inviable ya que, al menos una vez 
por cuatrimestre se tiene que manipular la lista de usuarios. 
 
Por otro lado, tampoco se tiene acceso del tiempo que cada usuario utiliza el recurso ni 
cuando fue su última conexión, etc. 
 
Una posible solución pasaría por tener un servidor de usuarios con sus contraseñas y 
que además contenga fecha y hora de la última conexión y duración de la misma. La 
misma interfaz de usuario podría gestionar el control de acceso, dejando así la 
funcionalidad del otro servidor como almacén de base de datos. 
 
Mediante este control se podrían tener diferentes políticas de acceso. Por ejemplo se 
podría limitar el tiempo que se tiene acceso al recurso y hasta pasado otro tiempo no se 
permitiera volver a conectarse. 
 
La idea de tener un servidor diferente para el control de acceso, radica que el sistema 
está pensado para que haya diferentes servidores y que agotar el tiempo de conexión en 
un servidor implique que ese usuario deba esperar un tiempo para poder hacer uso del 
sistema de nuevo.  
 
Con esta mejora se solucionaría el posible problema de monopolización de los recursos 
por parte de un usuario, dejando libre el acceso. 
 
Otra solución a la problemática del control de acceso, podría ser que los usuarios en 
lugar de conectarse directamente a los servidores albergados en placas Colibri, hicieran 
la conexión contra otro servidor intermedio. En éste servidor intermedio se haría el 
control de acceso de forma local y se redireccionaría hacia el primer recurso libre que 
encontrara. Esto implicaría que se tendrían que enviar mensajes entre el servidor 
intermedio y las placas Colibri. 
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7.3. Configuración dinámica bloque depurador 
En este momento la configuración del bloque de depurador pasa por recompilar de 
nuevo todo el proyecto de firmware. En una futura versión se podría hacer que algunos 
de estos parámetros se pudieran configurar mediante la propia Web; por ejemplo a que 
señal se corresponde cada bit del vector de estímulos o del vector de muestras, 
velocidad de trabajo tanto del firmware de depuración como del DUT (hay que tener en 
cuenta que ambas velocidades tienen que ser iguales para mantener el sincronismo entre 
ellas), tamaño de los buses del vector de muestras y del vector de estímulos, etc. 
 
Cabe destacar también que el tamaño del diseño del bloque depurador ha de ser lo más 
pequeño posible y ocupar el mínimo de recursos disponibles ya que tiene que compartir 
el espacio con el DUT que es la parte más importante. 
 
7.4. Aplicación vector estímulos 
Una limitación que hay en esta versión es que el vector de estímulos sólo se aplica 
cuando se envía la trama de inicio de depuración. Una mejora del sistema podría ser que 
se pudiera aplicar un vector de estímulos nuevo en cada ciclo de reloj. 
 
Esta mejora implicaría tener que pasar un vector de estímulos para cada uno de los 
ciclos que se quisiera ejecutar. La tarea del cambio del vector de estímulos la podría 
llevar a cabo la placa Colibri y sería fácilmente integrable para la ejecución paso a paso, 
no tan evidente para la ejecución seguida. 
 
Además la forma de introducir el vector en la Web podría ser de forma visual mediante 
un cronograma como se ha comentado en la mejora para la visualización. 
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8. Anexo 1 
Para la creación de un bloque estándar de Xilinx mediante el MegaWizard se tienen que 
seguir los siguientes pasos: 
 
1. Abrir el MegaWizard: para ello en la barra de menú Project ? New Source. Se 
abrirá la siguiente pantalla (Figura 27): 
 
 
 
Figura 27. Pantalla inicial MegaWizard 
 
2. Seleccionar la opción IP (CORE Generator & Architectur Wizard) y establecer 
la ruta donde se creará el bloque. Apretar en siguiente. 
3. En la siguiente pantalla (Figura 28), se deberá seleccionar el bloque que se 
quiere generar (en éste caso un DCM) y apretar siguiente. 
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Figura 28. Selección bloque 
 
4. La siguiente pantalla es de información acerca que se ha creado el bloque en la 
dirección correspondiente. Apretar sobre finalizar y automáticamente se abrirá el 
MegaWizard. 
5. Configurar el bloque con las opciones deseadas y siguiendo las indicaciones del 
MegaWizard. 
6. Una vez incluido en el proyecto el archivo .vhd creado por el MegaWizard, sólo 
se tiene que instanciar el bloque en la parte del firmware deseado. 
 
Xilinx ofrece al usuario como se instancian los bloques creados a partir del 
MegaWizard. Para ello, seleccionar el bloque en la arquitectura del proyecto. En 
la pantalla de procesos aparecerá Ver Plantilla de Instanciación HDL, ejecutarlo 
y aparecerá como se instancia el bloque (Figura 29). 
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Figura 29. Plantilla Instanciación de un DCM 
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9. Anexo 2 
El código utilizado para crear el bloque de depuración es el que se muestra en el 
presente anexo dividido por los módulos que lo componen. 
 
9.1. Código filtros 
Para el filtraje de las líneas del canal SPI se utiliza un bloque que habilita la señal a la 
salida después que la señal a la entrada tenga un valor constante durante un número de 
ciclos determinado. A continuación se muestra el código. 
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9.2. Código bus SPI 
El bloque SPI es el que analiza las líneas del protocolo del canal SPI y dispone los datos 
para que el bloque de control los trate. Por otro lado, también controla la línea SDO para 
los datos de salida del protocolo según la información proveniente del bloque de 
control. 
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9.3. Código control 
 
El código control es el que recibe las tramas del bloque SPI, las analiza y las procesa. 
Las acciones que realiza son: habilitar el DCM del firmware bajo test, actualiza los 
registros con los valores recibidos por el bus SPI y entrega al bloque bus_SPI el valor 
de los registros solicitados vía el canal SPI. 
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9.4. Código depurador 
 
El bloque depurador es el bloque donde se instancian los dos módulos anteriores para 
que en un único bloque se tenga toda la funcionalidad. 
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=>
 A
CA
BA
DO
, 
 
 
 
 
 
 
 
WR
IT
E_
RE
G 
=>
 G
RA
BA
R_
RE
G,
 
 
 
 
 
 
 
 
 
 
 
 
 
LE
D_
SP
I 
 =
> 
LE
D_
SP
I)
; 
 
EN
AB
LE
_D
CM
 
=>
 H
AB
IL
IT
AR
_D
CM
, 
 
 
 
LE
D_
MA
RC
HA
 =
> 
LE
D_
MA
RC
HA
);
 
 
 
 
 
 
EN
D 
be
ha
vi
ou
r;
 
  bu
s_
SP
I_
mo
du
le
: 
bu
s_
SP
I 
  
  
PO
RT
 M
AP
 (
 
  
  
  
  
RE
SE
T 
  
  
  
  
  
=>
 R
ST
, 
  
  
  
  
CL
K 
  
  
  
  
  
  
=>
 C
LK
, 
 
 
 
 
--
 S
en
ya
ls
 b
us
 S
PI
 
 
SD
I_
SP
I 
 
=>
 M
OS
I_
SP
I,
 
 
SC
LK
_S
PI
 
=>
 C
LK
_S
PI
, 
 
CS
_S
PI
 
 
=>
 S
S_
SP
I,
 
 
SD
O_
SP
I 
 
=>
 M
IS
O_
SP
I,
 
  
  
 -
- 
Bu
ff
er
 e
nt
ra
da
/s
or
ti
da
 S
PI
 
 
DA
TA
_O
UT
 
=>
 D
AT
O_
A_
EN
VI
AR
, 
 
DA
TA
_I
N 
 
=>
 D
AT
O_
RE
CI
BI
DO
, 
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9.5. Código DUT 
 
Para realizar las pruebas del proyecto se ha utilizado como firmware bajo test un simple 
contador. A continuación se muestra el código. 
 
 
 
 
 
  
  
 
 
 
    
  
 
 
 
 
LI
BR
AR
Y 
ie
ee
; 
US
E 
ie
ee
.s
td
_l
og
ic
_1
16
4.
al
l;
 
us
e 
ie
ee
.s
td
_l
og
ic
_a
ri
th
.a
ll
; 
us
e 
ie
ee
.s
td
_l
og
ic
_u
ns
ig
ne
d.
al
l;
 
  EN
TI
TY
 f
w_
du
t 
IS
 
 
po
rt
( 
 
 
Re
se
t 
 
 :
 I
N 
ST
D_
LO
GI
C;
  
  
  
 
 
CL
K 
 
 
 :
 I
N 
ST
D_
LO
GI
C;
  
  
 
en
ab
le
 
 :
 I
N 
ST
D_
LO
GI
C;
 
 
 
co
un
te
r 
: 
 I
NO
UT
 S
TD
_L
OG
IC
_V
EC
TO
R(
6 
DO
WN
TO
 0
);
  
--
in
ou
t 
pa
ra
 p
od
er
 l
ee
r 
su
 v
al
or
 y
 
po
de
r 
mo
di
fi
ca
rl
o 
 
 
LE
D 
 
 :
 O
UT
 S
TD
_L
OG
IC
 
 
 
 
 
);
 
EN
D 
fw
_d
ut
; 
 AR
CH
IT
EC
TU
RE
 b
eh
av
io
ur
 o
f 
fw
_d
ut
 i
s 
  
Ty
pe
 M
aq
_e
st
 i
s 
(s
0,
 s
1)
; 
 
Si
gn
al
 E
st
at
  
  
  
  
  
  
  
: 
Ma
q_
es
t;
 
 
  BE
GI
N 
   
  
  
  
  
  
pr
oc
es
s(
CL
K,
 r
es
et
) 
be
gi
n 
 
if
 r
es
et
 =
 '
1'
 t
he
n 
 
  
  
es
ta
t 
<=
 s
0;
 
 
  
  
co
un
te
r 
<=
 (
ot
he
rs
 =
> 
'0
')
; 
 
  
  
LE
D 
<=
 '
0'
; 
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el
si
f 
CL
K'
ev
en
t 
an
d 
CL
K 
= 
'1
' 
th
en
 
 
  
  
ca
se
 e
st
at
 i
s 
 
  
  
 w
he
n 
s0
 =
> 
 
 
 
if
 (
en
ab
le
 =
 '
1'
) 
th
en
 
 
 
 
 
if
 (
co
un
te
r 
< 
"1
11
11
01
")
 t
he
n 
 
 
 
 
 
co
un
te
r 
<=
 c
ou
nt
er
 +
 1
; 
 
 
 
 
 e
ls
e 
 
 
 
 
 
LE
D 
<=
 '
1'
; 
 
 
 
 
 
co
un
te
r 
<=
 (
ot
he
rs
 =
> 
'0
')
; 
 
 
 
 
 
es
ta
t 
<=
 s
1;
 
 
 
 
 
 e
nd
 i
f;
 
 
 
 
en
d 
if
; 
 
 
wh
en
 s
1 
=>
 
 
 
  
 i
f 
(e
na
bl
e 
= 
'1
')
 t
he
n 
 
 
 
 
if
 (
co
un
te
r 
< 
"1
11
11
01
")
 t
he
n 
 
 
 
 
 
co
un
te
r 
<=
 c
ou
nt
er
 +
 1
; 
 
 
 
 
 e
ls
e 
 
 
 
 
 
LE
D 
<=
 '
0'
; 
 
 
 
 
 
co
un
te
r 
<=
 (
ot
he
rs
 =
> 
'0
')
; 
 
 
 
 
 
es
ta
t 
<=
 s
0;
 
 
 
 
 
 e
nd
 i
f;
 
 
 
 
en
d 
if
; 
 
 
wh
en
 o
th
er
s 
=>
 
 
  
  
 
  
 e
st
at
 <
= 
s0
; 
 
  
  
  
 c
ou
nt
er
 <
= 
(o
th
er
s 
=>
 '
0'
);
 
 
  
  
 
  
 L
ED
 <
= 
'0
';
 
  
  
  
  
  
en
d 
ca
se
; 
 
en
d 
if
; 
en
d 
pr
oc
es
s;
 
 EN
D 
be
ha
vi
ou
r;
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9.6. Código DUT_Y_DEBUGGER 
 
Por último, el bloque de más alto nivel deberá incluir todos los módulos mostrado 
anteriormente. El código de este último bloque será el mostrado a continuación. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
LI
BR
AR
Y 
ie
ee
; 
US
E 
ie
ee
.s
td
_l
og
ic
_1
16
4.
al
l;
 
us
e 
ie
ee
.s
td
_l
og
ic
_a
ri
th
.a
ll
; 
us
e 
ie
ee
.s
td
_l
og
ic
_u
ns
ig
ne
d.
al
l;
 
  EN
TI
TY
 D
UT
_Y
_D
EB
UG
GE
R 
IS
 
 
po
rt
( 
 
 
Re
se
t 
 
 :
 I
N 
ST
D_
LO
GI
C;
  
  
  
 
 
CL
K 
 
 
 :
 I
N 
ST
D_
LO
GI
C;
  
  
 
MO
SI
_S
PI
 
 :
 I
N 
ST
D_
LO
GI
C;
 
 
  
 C
LK
_S
PI
 
 :
 I
N 
ST
D_
LO
GI
C;
 
 
  
 S
S_
SP
I 
 :
 I
N 
ST
D_
LO
GI
C;
 
 
 
MI
SO
_S
PI
 
 :
 O
UT
 S
TD
_L
OG
IC
; 
  
 
AC
AB
AD
O 
 :
 O
UT
 S
TD
_L
OG
IC
; 
  
 
LE
D_
SP
I 
 :
 O
UT
 S
TD
_L
OG
IC
; 
 
 
LE
D_
MA
RC
HA
: 
OU
T 
ST
D_
LO
GI
C;
 
 
 
LE
D_
BL
IN
K 
: 
OU
T 
ST
D_
LO
GI
C 
 
 
);
 
EN
D 
DU
T_
Y_
DE
BU
GG
ER
; 
 AR
CH
IT
EC
TU
RE
 b
eh
av
io
ur
 o
f 
DU
T_
Y_
DE
BU
GG
ER
 i
s 
  
 
 
Si
gn
al
 s
am
pl
es
 
: 
st
d_
lo
gi
c_
ve
ct
or
(7
 d
ow
nt
o 
0)
; 
 
Si
gn
al
 s
ti
mu
lu
s:
 s
td
_l
og
ic
_v
ec
to
r(
6 
do
wn
to
 0
);
 
 
Si
gn
al
 c
lk
_d
ut
 
: 
st
d_
lo
gi
c;
 
 
Si
gn
al
 r
es
et
_d
ut
 :
 s
td
_l
og
ic
; 
 
Si
gn
al
 c
ue
nt
a:
  
st
d_
lo
gi
c;
 
 
 
 
Si
gn
al
 c
lk
_u
se
r 
: 
st
d_
lo
gi
c;
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CO
MP
ON
EN
T 
PL
L_
50
MH
z 
 
PO
RT
( 
 
 
CL
KI
N_
IN
 :
 I
N 
st
d_
lo
gi
c;
  
  
  
  
  
 
 
 
CL
KF
X_
OU
T 
: 
OU
T 
st
d_
lo
gi
c 
 
 
);
 
 
EN
D 
CO
MP
ON
EN
T;
 
 co
mp
on
en
t 
de
bu
gg
er
 I
S 
 
po
rt
( 
 
 
Re
se
t 
 
 :
 I
N 
ST
D_
LO
GI
C;
  
  
  
 
 
CL
K 
 
 
 :
 I
N 
ST
D_
LO
GI
C;
 
  
 
MO
SI
_S
PI
 
 :
 I
N 
ST
D_
LO
GI
C;
 
 
  
 C
LK
_S
PI
 
 :
 I
N 
ST
D_
LO
GI
C;
 
 
  
 S
S_
SP
I 
 :
 I
N 
ST
D_
LO
GI
C;
 
 
 
MI
SO
_S
PI
 
 :
 O
UT
 S
TD
_L
OG
IC
; 
  
 
MU
ES
TR
AS
 
 :
 I
N 
ST
D_
LO
GI
C_
VE
CT
OR
(7
 D
OW
NT
O 
0)
; 
 
 
ES
TI
MU
LO
S 
: 
OU
T 
ST
D_
LO
GI
C_
VE
CT
OR
(6
 D
OW
NT
O 
0)
; 
 
 
CL
K_
DU
T 
 :
 O
UT
 S
TD
_L
OG
IC
; 
 
 
RE
SE
T_
DU
T 
: 
OU
T 
ST
D_
LO
GI
C;
 
  
 
AC
AB
AD
O 
 :
 O
UT
 S
TD
_L
OG
IC
; 
  
 
LE
D_
SP
I 
 :
 
OU
T 
ST
D_
LO
GI
C;
 
 
 
LE
D_
MA
RC
HA
: 
OU
T 
ST
D_
LO
GI
C 
 
 
);
 
EN
D 
co
mp
on
en
t;
 
 co
mp
on
en
t 
fw
_d
ut
 I
S 
 
po
rt
( 
 
 
Re
se
t 
 
 :
 I
N 
ST
D_
LO
GI
C;
  
  
  
 
 
CL
K 
 
 
 :
 I
N 
ST
D_
LO
GI
C;
  
 
 
en
ab
le
  
  
: 
IN
 S
TD
_L
OG
IC
; 
  
 
co
un
te
r 
: 
 I
NO
UT
 S
TD
_L
OG
IC
_V
EC
TO
R(
6 
DO
WN
TO
 0
);
  
--
in
ou
t 
pa
ra
 p
od
er
 l
ee
r 
su
 v
al
or
 y
 p
od
er
 m
od
if
ic
ar
lo
 
 
 
LE
D 
 
 :
 O
UT
 S
TD
_L
OG
IC
 
 
 
 
 
);
 
EN
D 
co
mp
on
en
t;
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BE
GI
N 
In
st
_P
LL
_5
0M
Hz
: 
PL
L_
50
MH
z 
PO
RT
 M
AP
( 
 
 
CL
KI
N_
IN
 =
> 
cl
k,
 
 
 
CL
KF
X_
OU
T 
=>
 c
lk
_u
se
r)
; 
 de
bu
gg
er
_m
od
ul
e:
 d
eb
ug
ge
r 
 
PO
RT
 M
AP
( 
 
 
Re
se
t 
 
=>
 R
ES
ET
, 
 
 
CL
K 
 
=>
 c
lk
_u
se
r,
 
  
 
MO
SI
_S
PI
 
=>
 M
OS
I_
SP
I,
 
 
  
 C
LK
_S
PI
 
=>
 C
LK
_S
PI
, 
 
  
 S
S_
SP
I 
=>
 S
S_
SP
I,
 
 
 
MI
SO
_S
PI
 
=>
 M
IS
O_
SP
I,
 
  
 
MU
ES
TR
AS
 
=>
 s
am
pl
es
(7
 D
OW
NT
O 
0)
, 
 
 
ES
TI
MU
LO
S=
> 
st
im
ul
us
(6
 D
OW
NT
O 
0)
, 
 
 
CL
K_
DU
T 
=>
 c
lk
_d
ut
, 
 
 
RE
SE
T_
DU
T=
> 
re
se
t_
du
t,
 
  
 
AC
AB
AD
O 
=>
 A
CA
BA
DO
, 
  
 
LE
D_
SP
I 
 =
> 
LE
D_
SP
I,
 
 
 
LE
D_
MA
RC
HA
=>
 L
ED
_M
AR
CH
A)
; 
 fw
_d
ut
_m
od
ul
e:
 f
w_
du
t 
 
PO
RT
 M
AP
( 
 
 
Re
se
t 
 
=>
 r
es
et
_d
ut
, 
  
  
 
 
CL
K 
 
=>
 c
lk
_d
ut
, 
 
 
en
ab
le
 
=>
 c
ue
nt
a,
 
  
 
co
un
te
r 
=>
 s
am
pl
es
(6
 D
OW
NT
O 
0)
, 
 
 
LE
D 
 
=>
 s
am
pl
es
(7
))
; 
 LE
D_
BL
IN
K 
<=
 s
am
pl
es
(7
);
 
cu
en
ta
 <
= 
'1
' 
wh
en
 s
ti
mu
lu
s 
= 
"1
11
11
11
" 
el
se
 
 
 
 
 '
0'
; 
 EN
D 
be
ha
vi
ou
r;
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10. Anexo 3 
La simulación de un proyecto nuevo para FPGA ayuda a solventar muchos problemas 
que sin ella no serían fáciles de detectar. La depuración de código en una FPGA es 
compleja y todo y que los fabricantes dan herramientas, ocupan mucho espacio dentro 
de la FPGA y en ocasiones es imposible depurar. 
 
En este proyecto para poder simular la parte de firmware se ha hecho servir el 
ModelSIM de Mentor. 
 
El firmware final a grabar en la FPGA no es exactamente el que se simula, debido a que 
se utilizan módulos propios de Xilinx que ModelSIM no tiene en sus librerías (por 
ejemplo los módulos DCM y PLL).   Para el bloque DCM en la simulación, se ha 
simulado con un módulo que genera una copia del reloj de entrada a la salida cuando la 
señal de habilitación está activa y que la salida mantenga su valor cuando la señal está 
inactiva. Para el bloque del PLL, simplemente se ha omitido. 
 
Por otro lado, también se ha añadido un nuevo bloque para que el fichero de la 
simulación sea más entendible. Es el encargado de hacer de master del canal SPI. 
 
Cabe destacar también que aunque al realizar una simulación se verifican una serie de 
comportamientos ante diferentes entradas, no se tienen en cuenta velocidades ni 
desvanecimientos de la señal, etc. Esto hace que tener un resultado satisfactorio en una 
simulación, no implica que el proyecto vaya a funcionar. Sin embargo, si se pueden 
extraer conclusiones en el otro sentido: si la simulación no es satisfactoria, el proyecto 
no estará bien programado.  
 
A continuación se muestran diferentes simulaciones que se hicieron para comprobar el 
funcionamiento del firmware. A la izquierda de la imagen de cada una de las 
simulaciones aparece el nombre de las variables y están separadas en tres bloques: una 
para señales generales (clock y reset), otra con las señales del bloque de control y la 
tercera con las señales del bloque SPI. 
10.1. Simulación1 
En esta simulación se envía una trama de escritura del vector de estímulos. Con esta 
simulación se puede como evoluciona el firmware ante una trama de escritura de un 
solo registro. 
 
En la siguiente figura (Figura 30), se puede ver el resultado de la simulación.  
 
En el esquema de las tramas del bus SPI, en primer lugar se enviaba la dirección del 
registro a enviar, después el número de bytes de la trama y si se trata de una operación 
de escritura o de lectura y, por último, los datos de la trama (en el caso de la trama). 
Para más información sobre las tramas SPI, ver capítulo Comunicación placa 
FPGA-placa Colibri. 
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Figura 30. Simulación1 
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Siguiendo el esquema de las tramas de escritura, en la simulación se puede observar que 
las variables se van rellenando según dicho orden. En primer lugar, a medida que se va 
recibiendo el primer byte se va actualizando la variable  (direccion registro en el bloque 
SPI y addr registro en el bloque de control) que contiene la dirección del registro  al 
que se quiere acceder (en este caso al vector de estímulos, dirección 3). Durante la 
recepción del siguiente byte se actualiza la variable numero bytes trama en el bloque 
SPI que pasará a valer 1. Y, finalmente, en el último byte se encuentra la información 
que se almacenará en el registro. 
 
Para los datos, el byte proveniente del bus SPI se almacena en una variable temporal y 
se actualiza en el registro correspondiente al recibir todo el byte, momento en el que la 
línea de escritura se activa. Éste punto está marcado en la simulación con el cursor. 
10.2. Simulación2 
En ésta simulación se muestra el comportamiento del firmware ante una escritura de 
varios registros. En éste caso se grabará en el registro el número de ciclos que se 
deberían hacer en la siguiente ejecución. Como el sistema auto incrementa la dirección 
del registro a grabar en el caso de un acceso múltiple, no es necesario enviar varias 
tramas. 
 
La Figura 31 muestra el resultado de la simulación. En ella se puede observar como la 
línea de escritura se habilita en la recepción del primer byte de datos y se accede a la 
dirección indicada en la trama; y se vuelve a habilitar en el segundo byte de datos 
después de haber incrementado la dirección. Por todo lo demás el comportamiento es el 
mismo que en un acceso simple. 
10.3. Simulación3 
Con ésta simulación se pretende plasmar el acceso a un registro para su lectura. En 
primer lugar se reciben los bytes con la información acerca de la dirección del primer 
registro al que se quiere acceder, el número de bytes que tendrá la trama y que se trata 
de una operación de lectura. Una vez se descodifica que se ha recibido una operación de 
lectura, el bloque SPI habilita la línea de lectura de registro y el bloque de control 
coloca en el buffer de salida los datos del registro correspondiente para que el bloque 
SPI los vaya enviando por el bus. 
 
La Figura 32 muestra el cronograma para la simulación 3. El cursor está colocado en el 
punto donde se ha recibido el segundo byte de la trama y se habilita la línea de lectura. 
 
Para la lectura de registros, sólo está implementada la lectura del vector de muestras y el 
registro de estado con lo que no se puede simular una operación de lectura de varios 
registros ya que estos no son consecutivos y ambos ocupan únicamente un byte. 
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Figura 31. Simulación2 
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Figura 32. Simulación3 
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10.4. Simulación4 
En la siguiente figura (Figura 33) se puede observar las órdenes que se requieren para 
programar el dispositivo y ejecutar 8 ciclos de reloj del DUT. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 33. Simulación4 
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En esta simulación se puede ver como para la programación del dispositivo se necesitan 
enviar 3 tramas de escritura y una de lectura. En las tramas de escritura se configuran: 
en primer lugar el vector de estímulos, después con un acceso múltiple se configuran el 
número de ciclos a ejecutar; y, por último, se actualiza el registro de estado para que 
empiece el ciclo. Una vez se da la orden de para que se inicie la ejecución, se habilita la 
señal de habilitación del DCM del DUT y se deshabilita la señal de acabado. Después 
de realizar los ciclos indicados se deshabilita la señal de habilitación del DCM y se 
vuelve a habilitar la señal de acabado para indicar que se ha terminado el proceso. 
 
Cuando se detecta la finalización del proceso es cuando se envía la orden de lectura para 
recoger el estado de las señales del DUT. Para esta ejecución, podemos ver que se ha 
realizado correctamente comprobando que el vector de muestras pasa a valer el 
resultado esperado “10000111”, ya que por resolución de la simulación no se pueden 
apreciar los ciclos en los que la señal de habilitación del DCM está activa. 
 
10.5. Simulación5 
En esta simulación se pretende ver el funcionamiento del reset mediante el vector de 
estímulos. En este caso el usuario debe conocer cual es la polaridad del reset de su 
diseño y poner el bit de menor peso del vector de estímulos en consecuencia. Para el 
contador que se realizó en este proyecto el reset es activo por nivel alto, con lo que 
poniendo el bit de menos peso del vector de estímulos a 1 provocará un reset del 
contador. 
 
En la Figura 34 se puede observar como después de de actualizar el vector de estímulos, 
la línea de reset del DUT se activa. Además como el reset es una señal asíncrona, el 
estado del vector de muestras es inmediatamente actualizado a su estado después del 
reset. De igual modo, a pesar de que se ejecutan diversos ciclos de reloj al tener la línea 
de reset activa el contador no evoluciona. 
 
10.6. Simulación6 
En este caso el reset se provoca mediante el registro de estado. Para este tipo de reset se 
necesita que el usuario haya colocado correctamente la polaridad del reset. 
 
Como en el caso anterior, al activarse la línea de reset del DUT, éste se resetea 
independientemente de que se esté suministrando la señal de reloj. Como diferencia está 
el momento en que se activa la señal, para este tipo de reset no se activa la señal hasta 
que no se ha recibido la orden de actualizar el registro de estado. 
 
En la Figura 35 aparece el cronograma de un reset mediante el registro de estado. 
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Figura 34. Simulación5 
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Figura 35. Simulación6 
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11. Anexo 4 
 
A continuación  se muestra el código utilizado en el subprograma encastado en la 
página Web. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 i
mp
or
t 
ja
va
.a
wt
.*
; 
im
po
rt
 j
av
a.
ap
pl
et
.*
; 
im
po
rt
 j
av
a.
ne
t.
*;
 
im
po
rt
 j
av
a.
io
.*
; 
im
po
rt
 j
av
a.
aw
t.
ev
en
t.
*;
 
 /*
* 
 *
 L
a 
ej
ec
uc
ió
n 
de
l 
pr
og
ra
ma
 c
om
ie
nz
a 
co
n 
el
 m
ét
od
o 
in
it
()
. 
 
 *
/ 
pu
bl
ic
 c
la
ss
 C
on
tr
ol
De
bu
g 
ex
te
nd
s 
Ap
pl
et
 i
mp
le
me
nt
s 
Ru
nn
ab
le
 
{  
/*
* 
 
 *
 P
un
to
 d
e 
en
tr
ad
a 
de
l 
su
bp
ro
gr
am
a.
  
 
 *
/ 
  
Th
re
ad
 m
_s
ub
pr
oc
es
o 
= 
nu
ll
; 
 
Co
nt
ro
lD
eb
ug
 m
_e
st
e 
= 
th
is
; 
 
 
 
by
te
 d
at
a[
] 
= 
ne
w 
by
te
[1
56
25
00
];
 
 
//
ma
xi
mo
 t
am
añ
o 
fi
ch
er
o 
co
nf
ig
ur
ac
io
n 
 
bo
ol
ea
n 
bP
ro
gr
am
ed
; 
 
 
 
 
pu
bl
ic
 v
oi
d 
in
it
()
 
 
{ 
 
 
in
it
Fo
rm
()
; 
  
 
us
eP
ag
eP
ar
am
s(
);
 
 
 
 
 
 
in
it
Co
ne
xi
on
()
; 
  
} 
 pu
bl
ic
 v
oi
d 
pa
in
t(
Gr
ap
hi
cs
 g
) 
 
{ 
 
} 
  
pu
bl
ic
 v
oi
d 
su
bp
ro
ce
so
Fi
na
li
za
do
 (
bo
ol
ea
n 
bE
xi
to
) 
 
{ 
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if
 (
bE
xi
to
 =
= 
tr
ue
) 
 
 
 
sh
ow
St
at
us
("
Pe
ti
ci
on
 a
ca
ba
da
")
; 
 
 
m_
su
bp
ro
ce
so
 =
 n
ul
l;
 
 
} 
  
pu
bl
ic
 v
oi
d 
st
ar
t(
) 
 
{ 
 
} 
  
pu
bl
ic
 v
oi
d 
st
op
()
 
 
{ 
 
 
de
st
ro
y(
);
 
 
} 
  
pu
bl
ic
 v
oi
d 
ru
n(
) 
 
{ 
 
 
tr
y 
 
 
{ 
 
 
 
Co
nt
ro
lD
eb
ug
()
; 
 
 
 
su
bp
ro
ce
so
Fi
na
li
za
do
(t
ru
e)
; 
 
 
} 
 
 
ca
tc
h 
(I
OE
xc
ep
ti
on
 e
) 
 
 
{ 
 
 
 
sh
ow
St
at
us
(e
.t
oS
tr
in
g(
))
; 
 
 
 
st
op
()
; 
 
 
 
su
bp
ro
ce
so
Fi
na
li
za
do
 (
fa
ls
e)
; 
 
 
} 
 
 
ca
tc
h 
(E
xc
ep
ti
on
 e
) 
 
 
{ 
 
 
 
sh
ow
St
at
us
(e
.t
oS
tr
in
g(
))
; 
 
 
 
st
op
()
; 
 
 
 
su
bp
ro
ce
so
Fi
na
li
za
do
 (
fa
ls
e)
; 
 
 
} 
 
 
 
 
} 
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pu
bl
ic
 v
oi
d 
Co
nt
ro
lD
eb
ug
 (
) 
th
ro
ws
 I
OE
xc
ep
ti
on
 
 
{ 
 
 
 
in
t 
nF
ra
me
Si
ze
; 
 
 
in
t 
by
te
sR
ec
ib
id
os
=0
; 
 
 
m_
Ve
ct
or
Mu
es
tr
as
.s
et
Te
xt
("
")
; 
 
 
nF
ra
me
Si
ze
 =
 (
(d
at
a[
1]
*6
55
36
)&
0x
FF
00
00
)+
((
da
ta
[2
]*
25
6)
&0
x0
0F
F0
0)
+(
da
ta
[3
]&
0x
00
00
FF
);
 
 
 
 
 
 
tr
y 
 
 
{ 
 
 
 
sO
ut
.w
ri
te
(d
at
a,
 0
, 
nF
ra
me
Si
ze
+4
);
 
 
 
 
sO
ut
.f
lu
sh
()
; 
 
 
} 
 
 
ca
tc
h 
(I
OE
xc
ep
ti
on
 e
) 
 
 
{ 
 
 
 
th
ro
w 
(e
);
 
 
 
} 
 
 
if
 (
da
ta
[0
] 
==
 0
x4
9)
 
 
 
 
sh
ow
St
at
us
("
Ej
ec
ut
an
do
 o
pe
ra
ci
ón
 t
ip
o 
Ej
ec
uc
ió
n 
có
di
go
")
; 
 
 
el
se
 i
f 
(d
at
a[
0]
 =
= 
0x
50
) 
 
 
 
sh
ow
St
at
us
("
Ej
ec
ut
an
do
 o
pe
ra
ci
ón
 t
ip
o 
Pr
og
ra
ma
ci
ón
")
; 
 
 
el
se
 i
f 
(d
at
a[
0]
 =
= 
0x
52
) 
 
 
 
sh
ow
St
at
us
("
Ej
ec
ut
an
do
 o
pe
ra
ci
ón
 t
ip
o 
Re
se
t"
);
 
 
 
 
 
 
tr
y 
 
 
{ 
 
 
 
sI
n.
re
ad
(d
at
a,
0,
4)
; 
 
 
} 
 
 
ca
tc
h 
(I
OE
xc
ep
ti
on
 e
) 
 
 
{ 
 
 
 
th
ro
w 
(e
);
 
 
 
} 
 
 
by
te
 b
Fu
nc
Co
de
 =
 d
at
a[
0]
; 
 
 
 
  
 
nF
ra
me
Si
ze
 =
 (
(d
at
a[
1]
*6
55
36
)&
0x
FF
00
00
)+
((
da
ta
[2
]*
25
6)
&0
x0
0F
F0
0)
+(
da
ta
[3
]&
0x
00
00
FF
);
 
 
 
m_
Ve
ct
or
Mu
es
tr
as
.s
et
Te
xt
("
")
; 
 
 
sh
ow
St
at
us
("
Re
ci
bi
en
do
 t
ra
ma
 d
e 
"+
nF
ra
me
Si
ze
+"
 b
yt
es
")
; 
 
 
 
-93- 
   Anexo 4 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
tr
y 
 
 
{ 
 
 
 
fo
r 
(b
yt
es
Re
ci
bi
do
s 
= 
0;
 b
yt
es
Re
ci
bi
do
s 
< 
nF
ra
me
Si
ze
; 
by
te
sR
ec
ib
id
os
++
) 
 
 
 
 
sI
n.
re
ad
(d
at
a,
by
te
sR
ec
ib
id
os
,1
);
 
 
 
} 
 
 
ca
tc
h 
(I
OE
xc
ep
ti
on
 e
) 
 
 
{ 
 
 
 
th
ro
w 
(e
);
 
 
 
} 
 
 
sh
ow
St
at
us
("
Mo
st
ra
nd
o 
tr
am
a 
de
 "
+n
Fr
am
eS
iz
e+
" 
by
te
s"
);
 
 
 
if
 (
bF
un
cC
od
e 
==
 0
x4
9)
 
 
 
{ 
 
 
 
m_
Ve
ct
or
Mu
es
tr
as
.a
pp
en
d(
"M
os
tr
an
do
 l
as
 u
lt
im
as
 "
+I
nt
eg
er
.t
oS
tr
in
g(
nF
ra
me
Si
ze
)+
" 
mu
es
tr
as
\n
")
; 
 
 
 
fo
r 
(i
nt
 i
 =
 0
; 
i 
< 
nF
ra
me
Si
ze
; 
i+
+)
 
 
 
 
{ 
 
 
 
 
m_
Ve
ct
or
Mu
es
tr
as
.a
pp
en
d(
"V
al
or
 m
ue
st
ra
 "
+ 
i 
+"
: 
"+
In
te
ge
r.
to
He
xS
tr
in
g(
da
ta
[i
]&
0x
FF
)+
"\
n"
);
 
 
 
 
} 
 
 
}e
ls
e 
if
 (
bF
un
cC
od
e 
==
 0
x5
0)
{ 
 
 
 
if
 (
da
ta
[0
] 
==
 1
) 
 
 
 
{ 
 
 
 
 
bP
ro
gr
am
ed
 =
 t
ru
e;
 
 
 
 
 
m_
Ve
ct
or
Mu
es
tr
as
.a
pp
en
d(
"F
PG
A 
pr
og
ra
ma
da
 c
or
re
ct
am
en
te
\n
As
eg
ur
ar
 l
a 
po
la
ri
da
d 
de
l 
re
se
t"
);
 
 
 
 
} 
 
 
 
el
se
 
 
 
 
{ 
 
 
 
 
bP
ro
gr
am
ed
 =
 f
al
se
; 
 
 
 
 
m_
Ve
ct
or
Mu
es
tr
as
.a
pp
en
d(
"E
rr
or
 a
l 
co
nf
ig
ur
ar
 l
a 
FP
GA
\n
")
; 
 
 
 
 
 
 
 
 
} 
 
 
}e
ls
e 
if
 (
bF
un
cC
od
e 
==
 0
x5
2)
{ 
 
 
 
m_
Ve
ct
or
Mu
es
tr
as
.a
pp
en
d(
"R
es
et
 d
e 
la
 F
PG
A 
co
mp
le
ta
do
\n
")
; 
 
 
} 
 
} 
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pu
bl
ic
 c
la
ss
 M
iB
ot
on
 e
xt
en
ds
 B
ut
to
n 
 
{ 
 
 
St
ri
ng
 m
_s
tr
Te
xt
o;
 
 
 
Mi
Bo
to
n 
(S
tr
in
g 
s)
 
 
 
{ 
 
 
 
su
pe
r 
(s
);
 
 
 
 
en
ab
le
Ev
en
ts
(A
WT
Ev
en
t.
AC
TI
ON
_E
VE
NT
_M
AS
K)
; 
 
 
 
m_
st
rT
ex
to
 =
 s
; 
 
 
} 
 
 
pu
bl
ic
 v
oi
d 
pr
oc
es
sA
ct
io
nE
ve
nt
 (
Ac
ti
on
Ev
en
t 
ae
) 
 
 
{ 
 
 
 
 
 
 
 
if
( 
s 
!=
 n
ul
l 
&&
 s
In
 !
= 
nu
ll
 &
& 
sO
ut
 !
= 
nu
ll
 )
 
 
 
 
{ 
 
 
 
 
if
 (
m_
su
bp
ro
ce
so
 =
= 
nu
ll
){
 
 
 
 
 
 
 
 
 
 
 
 
in
t 
iN
Ci
cl
os
; 
 
 
 
 
 
 
 
 
 
 
if
 (
m_
st
rT
ex
to
 =
= 
"E
nv
ia
r"
) 
 
 
 
 
 
{ 
 
 
 
 
 
 
if
 (
bP
ro
gr
am
ed
 =
= 
tr
ue
) 
 
 
 
 
 
 
{ 
 
 
 
 
 
 
 
da
ta
[0
] 
= 
0x
49
; 
//
 I
, 
ta
g 
de
 i
ni
ci
o 
ci
cl
os
 
 
 
 
 
 
 
 
da
ta
[1
] 
= 
0x
00
; 
 
 
 
 
 
 
 
da
ta
[2
] 
= 
0x
00
; 
 
 
 
 
 
 
 
da
ta
[3
] 
= 
0x
05
; 
//
lo
ng
 t
ra
ma
 
 
 
 
 
 
 
 
if
(m
_C
as
il
la
En
vi
oR
st
.g
et
St
at
e(
) 
==
 f
al
se
) 
 
 
 
 
 
 
 
{ 
 
 
 
 
 
 
 
 
if
(m
_C
as
il
la
Rs
t0
.g
et
St
at
e(
) 
==
 t
ru
e)
 
 
 
 
 
 
 
 
 
{ 
 
 
 
 
 
 
 
 
 
da
ta
[4
] 
= 
0x
07
; 
 
 
 
 
 
 
 
 
} 
 
 
 
 
 
 
 
 
el
se
 
 
 
 
 
 
 
 
 
{ 
 
 
 
 
 
 
 
 
 
da
ta
[4
] 
= 
0x
03
; 
 
 
 
 
 
 
 
 
} 
 
 
 
 
 
 
 
 
if
(m
_C
as
il
la
Pa
so
AP
as
o.
ge
tS
ta
te
()
 =
= 
tr
ue
) 
 
 
 
 
 
 
 
 
{ 
 
 
 
 
 
 
 
 
 
da
ta
[5
] 
= 
0x
01
; 
 
 
 
 
 
 
 
 
} 
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el
se
 
 
 
 
 
 
 
 
 
{ 
 
 
 
 
 
 
 
 
 
da
ta
[5
] 
= 
0x
00
; 
 
 
 
 
 
 
 
 
} 
 
 
 
 
 
 
 
 
St
ri
ng
 m
_s
tr
Tm
p;
 
 
 
 
 
 
 
 
 
m_
st
rT
mp
 =
 m
_N
um
Ci
cl
os
.g
et
Te
xt
()
; 
 
 
 
 
 
 
 
 
iN
Ci
cl
os
 =
 P
ar
se
St
ri
ng
2I
nt
(m
_s
tr
Tm
p)
; 
 
 
 
 
 
 
 
 
da
ta
[6
] 
= 
(b
yt
e)
 (
(i
NC
ic
lo
s/
25
6)
&0
xF
F)
; 
 
 
 
 
 
 
 
 
da
ta
[7
] 
= 
(b
yt
e)
 (
(i
NC
ic
lo
s)
&0
xF
F)
; 
 
 
 
 
 
 
 
 
m_
st
rT
mp
 =
 m
_V
ec
to
rS
ti
mu
lo
s.
ge
tT
ex
t(
);
 
 
 
 
 
 
 
 
 
da
ta
[8
] 
= 
(b
yt
e)
 P
ar
se
St
ri
ng
2I
nt
(m
_s
tr
Tm
p)
; 
 
 
 
 
 
 
 
} 
 
 
 
 
 
 
 
el
se
 
 
 
 
 
 
 
 
{ 
 
 
 
 
 
 
 
 
if
(m
_C
as
il
la
Rs
t0
.g
et
St
at
e(
) 
==
 t
ru
e)
 
 
 
 
 
 
 
 
 
{ 
 
 
 
 
 
 
 
 
 
da
ta
[4
] 
= 
0x
01
; 
 
 
 
 
 
 
 
 
} 
 
 
 
 
 
 
 
 
el
se
 
 
 
 
 
 
 
 
 
{ 
 
 
 
 
 
 
 
 
 
da
ta
[4
] 
= 
0x
05
; 
 
 
 
 
 
 
 
 
} 
 
 
 
 
 
 
 
 
da
ta
[5
] 
= 
0x
00
; 
 
//
ej
ec
ut
ar
 s
eg
ui
do
 
 
 
 
 
 
 
 
 
St
ri
ng
 m
_s
tr
Tm
p;
 
 
 
 
 
 
 
 
 
m_
st
rT
mp
 =
 m
_N
um
Ci
cl
os
.g
et
Te
xt
()
; 
 
 
 
 
 
 
 
 
iN
Ci
cl
os
 =
 P
ar
se
St
ri
ng
2I
nt
(m
_s
tr
Tm
p)
; 
 
 
 
 
 
 
 
 
da
ta
[6
] 
= 
(b
yt
e)
 (
(i
NC
ic
lo
s/
25
6)
&0
xF
F)
; 
 
 
 
 
 
 
 
 
da
ta
[7
] 
= 
(b
yt
e)
 (
(i
NC
ic
lo
s)
&0
xF
F)
; 
 
 
 
 
 
 
 
 
m_
st
rT
mp
 =
 m
_V
ec
to
rS
ti
mu
lo
s.
ge
tT
ex
t(
);
 
 
 
 
 
 
 
 
 
da
ta
[8
] 
= 
(b
yt
e)
 P
ar
se
St
ri
ng
2I
nt
(m
_s
tr
Tm
p)
; 
 
 
 
 
 
 
 
} 
 
 
 
 
 
 
 
m_
su
bp
ro
ce
so
 =
 n
ew
 T
hr
ea
d 
(m
_e
st
e)
; 
 
 
 
 
 
 
 
sh
ow
St
at
us
 (
"E
nv
ia
nd
o 
tr
am
a 
a 
ej
ec
ut
ar
")
; 
 
 
 
 
 
 
 
m_
su
bp
ro
ce
so
.s
ta
rt
()
; 
 
 
 
 
 
 
} 
 
 
 
 
 
 
el
se
{ 
 
 
 
 
 
 
 
sh
ow
St
at
us
 (
"N
o 
ha
y 
gr
ab
ad
o 
ni
ng
ún
 f
ir
mw
ar
e"
);
 
 
 
 
 
 
 
} 
 
 
 
 
 
} 
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el
se
 i
f 
(m
_s
tr
Te
xt
o 
==
 "
Re
se
t"
) 
 
 
 
 
 
{ 
 
 
 
 
 
 
da
ta
[0
] 
= 
0x
52
; 
//
 R
 
 
 
 
 
 
 
da
ta
[1
] 
= 
0x
00
; 
 
 
 
 
 
 
da
ta
[2
] 
= 
0x
00
; 
 
 
 
 
 
 
da
ta
[3
] 
= 
0x
00
; 
//
lo
ng
 t
ra
ma
 
 
 
 
 
 
 
 
 
 
 
 
 
 
m_
su
bp
ro
ce
so
 =
 n
ew
 T
hr
ea
d 
(m
_e
st
e)
; 
 
 
 
 
 
 
sh
ow
St
at
us
 (
"E
nv
ia
nd
o 
re
se
t"
);
 
 
 
 
 
 
 
m_
su
bp
ro
ce
so
.s
ta
rt
()
; 
 
 
 
 
 
} 
 
 
 
 
 
el
se
 i
f 
(m
_s
tr
Te
xt
o 
==
 "
Su
bi
r"
) 
 
 
 
 
 
{ 
 
 
 
 
 
 
in
t 
nF
il
eS
iz
e 
= 
0;
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
St
ri
ng
 s
tr
No
mb
re
Ar
ch
iv
o 
= 
m_
No
mb
re
Fi
ch
er
o.
ge
tT
ex
t(
);
 
 
 
 
 
 
 
ge
tP
ar
en
t(
).
re
pa
in
t(
);
 
 
 
 
 
 
 
if
 (
st
rN
om
br
eA
rc
hi
vo
.l
en
gt
h(
) 
> 
0)
 
 
 
 
 
 
 
{ 
 
 
 
 
 
 
 
tr
y 
 
 
 
 
 
 
 
{ 
 
 
 
 
 
 
 
  
 F
il
eI
np
ut
St
re
am
 a
rc
hi
vo
En
tr
ad
a=
ne
w 
Fi
le
In
pu
tS
tr
ea
m 
(s
tr
No
mb
re
Ar
ch
iv
o)
; 
 
 
 
 
 
 
 
  
 D
at
aI
np
ut
St
re
am
 d
at
os
En
tr
ad
a 
= 
ne
w 
Da
ta
In
pu
tS
tr
ea
m 
(a
rc
hi
vo
En
tr
ad
a)
; 
 
 
 
 
 
 
 
   
   
   
   
  
 
 
 
 
 
 
 
  
 n
Fi
le
Si
ze
 =
 0
; 
  
 
 
 
 
 
 
  
 w
hi
le
((
da
to
sE
nt
ra
da
.r
ea
d 
(d
at
a,
4+
nF
il
eS
iz
e,
1)
) 
!=
 -
1)
 
 
 
 
 
 
 
 
 
{ 
 
 
 
 
 
 
 
 
 
nF
il
eS
iz
e+
+;
 
 
 
 
 
 
 
 
 
} 
 
 
 
 
 
 
 
 
da
ta
[0
] 
= 
0x
50
; 
//
P 
 
 
 
 
 
 
 
 
da
ta
[1
] 
= 
(b
yt
e)
((
nF
il
eS
iz
e/
65
53
6)
&0
xF
F)
; 
 
 
 
 
 
 
 
 
da
ta
[2
] 
= 
(b
yt
e)
((
nF
il
eS
iz
e/
25
6)
&0
xF
F)
; 
 
 
 
 
 
 
 
 
da
ta
[3
] 
= 
(b
yt
e)
((
nF
il
eS
iz
e)
&0
xF
F)
; 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
m_
su
bp
ro
ce
so
 =
 n
ew
 T
hr
ea
d 
(m
_e
st
e)
; 
 
 
 
 
 
 
 
 
sh
ow
St
at
us
 (
"P
et
ic
io
n 
'"
 +
 s
tr
No
mb
re
Ar
ch
iv
o 
+ 
"'
en
vi
ad
a.
")
; 
 
 
 
 
 
 
 
 
m_
su
bp
ro
ce
so
.s
ta
rt
()
; 
}
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ca
tc
h 
(I
OE
xc
ep
ti
on
 e
) 
 
 
 
 
 
 
 
{ 
 
 
 
 
 
 
 
 
sh
ow
St
at
us
(e
.t
oS
tr
in
g(
))
; 
 
 
 
 
 
 
 
 
su
bp
ro
ce
so
Fi
na
li
za
do
 (
fa
ls
e)
; 
 
 
 
 
 
 
 
} 
 
 
 
 
 
 
} 
 
 
 
 
 
 
el
se
 
 
 
 
 
 
 
{ 
 
 
 
 
 
 
 
sh
ow
St
at
us
 (
"D
eb
er
a 
ca
pt
ur
ar
 u
n 
no
mb
re
 d
e 
ar
ch
iv
o 
an
te
s"
);
 
 
 
 
 
 
 
} 
 
 
 
 
 
} 
 
 
 
 
} 
 
 
 
 
el
se
 
 
 
 
 
{ 
 
 
 
 
 
sh
ow
St
at
us
 (
"S
ol
o 
se
 p
er
mi
te
 u
na
 p
et
ic
io
n 
a 
la
 v
ez
!"
);
 
 
 
 
 
} 
  
  
  
  
  
  
} 
 
 
 
el
se
 
 
 
 
{ 
 
 
 
 
sh
ow
St
at
us
 (
"E
rr
or
: 
so
ck
et
 n
o 
cr
ea
do
")
; 
 
 
 
} 
 
 
 
su
pe
r.
pr
oc
es
sA
ct
io
nE
ve
nt
(a
e)
; 
 
 
} 
 
} 
 
 
 
in
t 
Pa
rs
eS
tr
in
g2
In
t(
St
ri
ng
 s
tr
Au
x)
{ 
 
 
in
t 
iV
al
or
 =
 0
; 
 
 
ch
ar
 p
tc
Tm
p[
] 
= 
ne
w 
ch
ar
[1
6]
; 
 
 
 
 
 
pt
cT
mp
 =
 s
tr
Au
x.
to
Ch
ar
Ar
ra
y(
);
 
 
 
 
 
 
fo
r 
(i
nt
 i
=0
;i
 <
 s
tr
Au
x.
le
ng
th
()
; 
i+
+)
{ 
 
 
 
if
 (
pt
cT
mp
[i
] 
<=
 '
9'
 &
& 
pt
cT
mp
[i
] 
>=
 '
0'
) 
 
 
 
 
iV
al
or
 =
 (
iV
al
or
*0
x1
0)
 +
 p
tc
Tm
p[
i]
-'
0'
; 
 
 
 
el
se
 i
f 
(p
tc
Tm
p[
i]
 <
= 
'F
' 
&&
 p
tc
Tm
p[
i]
 >
= 
'A
')
 
 
 
 
 
iV
al
or
 =
 (
iV
al
or
*0
x1
0)
 +
 p
tc
Tm
p[
i]
-'
A'
+1
0;
 
 
 
 
el
se
 i
f 
(p
tc
Tm
p[
i]
 <
= 
'f
' 
&&
 p
tc
Tm
p[
i]
 >
= 
'a
')
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iV
al
or
 =
 (
iV
al
or
*0
x1
0)
 +
 p
tc
Tm
p[
i]
-'
a'
+1
0;
 
 
 
} 
 
 
re
tu
rn
 i
Va
lo
r;
 
 
} 
  
 
 
pr
iv
at
e 
fi
na
l 
St
ri
ng
 P
ue
rt
oP
ar
am
 =
 "
PU
ER
TO
";
 
  
/*
* 
 
 *
 L
ee
 l
os
 p
ar
ám
et
ro
s 
de
 l
a 
pá
gi
na
 H
TM
L 
qu
e 
co
nt
ie
ne
 e
l 
su
bp
ro
gr
am
a 
 
 
 *
 y
 e
st
ab
le
ce
 l
as
 p
ro
pi
ed
ad
es
 d
el
 m
is
mo
. 
 
 *
/ 
 
pr
iv
at
e 
vo
id
 u
se
Pa
ge
Pa
ra
ms
()
 
 
{ 
 
 
Pu
er
to
Va
lu
e 
= 
In
te
ge
r.
pa
rs
eI
nt
(g
et
Pa
ra
me
te
r(
Pu
er
to
Pa
ra
m)
.t
ri
m(
))
; 
  
} 
  
 
 
La
be
l 
la
be
lF
ic
he
ro
 =
 n
ew
 L
ab
el
("
Ru
ta
 d
el
 f
ic
he
ro
")
; 
 
Te
xt
Fi
el
d 
m_
No
mb
re
Fi
ch
er
o 
= 
ne
w 
Te
xt
Fi
el
d(
10
);
 
 
Mi
Bo
to
n 
m_
Bo
tS
ub
ir
 =
 n
ew
 M
iB
ot
on
("
Su
bi
r"
);
 
  
Ch
ec
kb
ox
Gr
ou
p 
m_
Gr
up
oT
ip
oE
je
cu
ci
on
 =
 n
ew
 C
he
ck
bo
xG
ro
up
()
; 
 
Ch
ec
kb
ox
 m
_C
as
il
la
Pa
so
AP
as
o 
= 
ne
w 
Ch
ec
kb
ox
("
Pa
so
 a
 P
as
o"
, 
m_
Gr
up
oT
ip
oE
je
cu
ci
on
, 
fa
ls
e)
; 
 
Ch
ec
kb
ox
 m
_C
as
il
la
Se
gu
id
o 
= 
ne
w 
Ch
ec
kb
ox
("
Ej
ec
ut
ar
 s
eg
ui
do
",
 m
_G
ru
po
Ti
po
Ej
ec
uc
io
n,
 t
ru
e)
; 
 
 
 
Ch
ec
kb
ox
Gr
ou
p 
m_
Gr
up
oP
ol
ar
id
ad
Re
se
t 
= 
ne
w 
Ch
ec
kb
ox
Gr
ou
p(
);
 
 
Ch
ec
kb
ox
 m
_C
as
il
la
Rs
t1
 =
 n
ew
 C
he
ck
bo
x(
"P
ol
ar
id
ad
 1
",
 m
_G
ru
po
Po
la
ri
da
dR
es
et
, 
tr
ue
);
 
 
Ch
ec
kb
ox
 m
_C
as
il
la
Rs
t0
 =
 n
ew
 C
he
ck
bo
x(
"P
ol
ar
id
ad
 0
",
 m
_G
ru
po
Po
la
ri
da
dR
es
et
, 
fa
ls
e)
; 
 
 
 
Ch
ec
kb
ox
 m
_C
as
il
la
En
vi
oR
st
 =
 n
ew
 C
he
ck
bo
x(
"E
nv
ia
r 
Re
se
t"
, 
tr
ue
);
 
 
 
 
Te
xt
Fi
el
d 
m_
Ve
ct
or
St
im
ul
os
 =
 n
ew
 T
ex
tF
ie
ld
(3
);
 
 
La
be
l 
la
be
l1
 =
 n
ew
 L
ab
el
("
Ve
ct
or
 S
ti
mu
lo
s 
(v
al
or
 e
n 
he
xa
) 
0x
")
; 
 
 
 
Te
xt
Fi
el
d 
m_
Nu
mC
ic
lo
s 
= 
ne
w 
Te
xt
Fi
el
d(
3)
; 
 
La
be
l 
la
be
l2
 =
 n
ew
 L
ab
el
("
Nu
me
ro
 d
e 
ci
cl
os
 (
va
lo
r 
en
 h
ex
a)
 0
x"
);
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Mi
Bo
to
n 
m_
Bo
tE
nv
ia
r 
= 
ne
w 
Mi
Bo
to
n(
"E
nv
ia
r"
);
 
 
Mi
Bo
to
n 
m_
Bo
tR
es
et
 =
 n
ew
 M
iB
ot
on
("
Re
se
t"
);
 
 
Te
xt
Ar
ea
 m
_V
ec
to
rM
ue
st
ra
s 
= 
ne
w 
Te
xt
Ar
ea
(1
0,
30
);
 
 
 
 
/*
* 
 
 *
 I
ni
ci
al
iz
a 
lo
s 
va
lo
re
s 
de
l 
su
bp
ro
gr
am
a 
y 
de
 s
us
 c
om
po
ne
nt
es
 
 
 *
/ 
 
vo
id
 i
ni
tF
or
m(
) 
 
{ 
 
 
th
is
.s
et
Ba
ck
gr
ou
nd
(C
ol
or
.l
ig
ht
Gr
ay
);
 
 
 
th
is
.s
et
Fo
re
gr
ou
nd
(C
ol
or
.b
la
ck
);
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12. Anexo 5 
 
A continuación se muestra el código de la aplicación que corre en la placa Colibri 
divido en los diferentes módulos. 
 
12.1. Bloque timer 
El fichero de cabecera para el bloque timer contiene la definición de una estructura con 
los registros relacionados con los timers del microprocesador y la cabecera de las 
funciones exportables del bloque. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
#ifndef Timer_H  DWORD omcr8; 
#define Timer_H  DWORD omcr9; 
  DWORD omcr10; 
#include "RegAccess.h"  DWORD omcr11; 
#include "MapReg.h" } TIME_REG; 
#include "pxa_type_def.h"  
 void Timer_Init(void); 
#define TIME_BASE   0x40A00000 //Inicializa el controlador de los timers 
 //Pre: ninguno 
typedef volatile struct{  
 DWORD osmr0; DWORD Timer_GetTicks (void); 
 DWORD osmr1;  
 DWORD osmr2; DWORD Timer_DifTicks (DWORD ticks); 
 DWORD osmr3;  
 DWORD oscr0; void Timer_Set(DWORD dwTiempo); 
 DWORD ossr; //Fija el valor del contador a dwTiempo 
(expresado en microsegundos) y activa el 
flag de habilitar cuenta 
 DWORD ower; 
 DWORD oier; 
 DWORD osnr; //Pre: haber llamado a Timer_Init 
 DWORD res1[7];  
 DWORD oscr4; char Timer_Match (void); 
 DWORD oscr5; //Devuelve 0 mientras no haya expirado el 
tiempo especificado en la llamada a 
Timer_Set y 1 al pasar dicho tiempo 
 DWORD oscr6; 
 DWORD oscr7; 
 DWORD oscr8; //Pre: haber llamado a Timer_Set 
 DWORD oscr9;  
 DWORD oscr10; void Timer_End(void); 
 DWORD oscr11; //Libera la memoria reservada para la 
estructura de control de los timers  DWORD res2[8]; 
 DWORD osmr4; //Pre: haber llamado a GPIO_Init 
 DWORD osmr5;  
 DWORD osmr6; #endif 
 DWORD osmr7;  
 DWORD osmr8; 
 DWORD osmr9; 
 DWORD osmr10; 
 DWORD osmr11; 
 DWORD res3[8]; 
 DWORD omcr4; 
 DWORD omcr5; 
 DWORD omcr6; 
 DWORD omcr7; 
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Por otro lado, el código del bloque timer es el mostrado a continuación. 
 
 
 
 
#include "Timer.h" 
 
TIME_REG*  pTIMERegs; 
DWORD   dwTimer; 
unsigned char ucCountEnable; 
 
void Timer_Init(void){ 
 pTIMERegs = MapRegister(TIME_BASE); 
 //Timer 4 
 pTIMERegs->omcr4 |= 0xC2; 
 pTIMERegs->oscr4 = 0x0; 
 
 //Timer 5 
 pTIMERegs->omcr5 = 0xC4; 
 pTIMERegs->oscr5 = 0x0; 
 
 ucCountEnable = 0; 
} 
 
DWORD Timer_GetTicks (void){ 
 return pTIMERegs->oscr4; 
} 
 
DWORD Timer_DifTicks (DWORD ticks){ 
 DWORD actual; 
 
 actual = pTIMERegs->oscr4; 
 if (actual > ticks) 
  return actual - ticks; 
 else 
  return (actual + sizeof(DWORD)) - ticks; 
} 
 
void Timer_Set(DWORD dwTiempo){ 
 dwTimer = dwTiempo; 
 pTIMERegs->oscr5 = 0; 
 ucCountEnable = 1; 
} 
 
char Timer_Match (void){ 
 if (ucCountEnable){ 
  if (pTIMERegs->oscr5 >= dwTimer){ 
   ucCountEnable = 0; 
   return 1; 
  } 
 } 
 return 0; 
} 
 
void Timer_End(void){ 
 UnMapRegister((void*)pTIMERegs); 
} 
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12.2. Bloque GPIO 
La cabecera del bloque GPIO contiene la definición de la estructura con los registros 
relacionados con los puertos de entrada/salida del microprocesador y la cabecera de las 
funciones exportables del bloque. 
 
 
 
 
 
 
 
 
 
 
 
 
 
#ifndef GPIO_H    DWORD gafr2_l; 
#define GPIO_H    DWORD gafr2_u; 
    DWORD gafr3_l; 
#include "RegAccess.h"    DWORD gafr3_u; 
#include "MapReg.h"    DWORD res1[35]; 
#include "pxa_type_def.h"    DWORD gplr3; 
    DWORD res2[2]; 
#define GPIO_BASE 0x40E00000    DWORD gpdr3; 
    DWORD res3[2]; 
#define RESET  0    DWORD gpsr3; 
#define CS  1    DWORD res4[2]; 
#define FINISH 2    DWORD gpcr3; 
#define MISO2  3    DWORD res5[2]; 
#define  MOSI2  4    DWORD grer3; 
#define  CLK2  5    DWORD res6[2]; 
#define DONE  6    DWORD gfer3; 
#define INIT  7    DWORD res7[2]; 
#define PROG_B 8    DWORD gedr3; 
#define TX1  9 } GPIO_REG; 
#define  CLK1  10  
 void GPIO_Init (void); 
typedef volatile struct  //Inicializa los pines de entrada salida 
{ //Pre: ninguno 
    DWORD gplr0;  
    DWORD gplr1; void GPIO_Set(char cName); 
    DWORD gplr2; //Pone a 1 el pin correspondiente a cName 
    DWORD gpdr0; //Pre: haber llamado a GPIO_Init 
    DWORD gpdr1;  
    DWORD gpdr2; void GPIO_Clear(char cName); 
    DWORD gpsr0; //Pone a 0 el pin correspondiente a cName 
    DWORD gpsr1; //Pre: haber llamado a GPIO_Init 
    DWORD gpsr2;  
    DWORD gpcr0; char GPIO_Get(char cName); 
    DWORD gpcr1; //Devuelve el estado del pin 
correspondiente a cName     DWORD gpcr2; 
    DWORD grer0; //Pre: haber llamado a GPIO_Init 
    DWORD grer1;  
    DWORD grer2; void GPIO_End(void); 
    DWORD gfer0; //Libera la memoria reservada para la 
estructura de control de las GPIO     DWORD gfer1; 
    DWORD gfer2; //Pre: haber llamado a GPIO_Init 
    DWORD gedr0;  
#endif     DWORD gedr1; 
    DWORD gedr2; 
    DWORD gafr0_l; 
    DWORD gafr0_u; 
    DWORD gafr1_l; 
    DWORD gafr1_u; 
    DWORD gafr2_l; 
    DWORD gafr2_u; 
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Por otro lado, el código del bloque GPIO es el mostrado a continuación. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
#include "GPIO.h" 
GPIO_REG* pGPIORegs; 
 
void GPIO_Init (void){ 
 pGPIORegs=MapRegister(GPIO_BASE); 
 pGPIORegs->gpdr1|=0x00000020; //Set GPIO37 as output --> RESET 
 pGPIORegs->gpdr1|=0x00000008; //Set GPIO35 as output --> CS
 pGPIORegs->gpdr1&=~(0x00000010);//Set GPIO36 as input --> Acabado 
 pGPIORegs->gpdr0|=0x02000000; //Set GPIO25 as output --> SSPTXD1
pGPIORegs->gpdr0|=0x00800000; //Set GPIO23 as output --> SSPSCLK1 
pGPIORegs->gpdr0&=~(0x01000000);//Set GPIO24 as input --> INIT
 pGPIORegs->gpdr0&=~(0x04000000);//Set GPIO26 as input --> DONE
 pGPIORegs->gpdr0|=0x00010000; //Set GPIO16 as output --> PROG_B 
 pGPIORegs->gpdr1|=0x00000040; //Set GPIO38 as output --> MOSI2 
 pGPIORegs->gpdr0&=~(0x00000800);//Set GPIO11 as input --> MISO2 
pGPIORegs->gpdr1|=0x00040000; //Set GPIO50 as output --> CLK2 
  
 pGPIORegs->gafr0_u&=0xFF003FFF;  
 pGPIORegs->gafr0_l&=0xFF3FFFFF; 
 pGPIORegs->gafr1_l&=0xFFFFCFFF; 
pGPIORegs->gafr1_u&=0xFFFFFFCF; 
} 
 
void GPIO_Set(char cName){ 
 switch (cName){ 
  case RESET:  //GPIO37 
   pGPIORegs->gpsr1=0x00000020; break; 
  case CS:  //GPIO35 
   pGPIORegs->gpsr1=0x00000008; break; 
  case MOSI2:  //GPIO38 mosi2 
   pGPIORegs->gpsr1=0x00000040; break; 
  case CLK2:  //GPIO50 clk2 
   pGPIORegs->gpsr1=0x00040000; break; 
  case PROG_B: //GPIO16 prog_b 
   pGPIORegs->gpsr0=0x00010000; break; 
  case TX1: //GPIO25 tx1 
   pGPIORegs->gpsr0 = 0x02000000; break; 
  case CLK1: //GPIO23 clk1 
   pGPIORegs->gpsr0 = 0x00800000; break; 
  default: break; 
 } 
} 
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void GPIO_Clear(char cName){ 
 switch (cName){ 
  case RESET:  //GPIO37 
   pGPIORegs->gpcr1=0x00000020; break; 
  case CS:  //GPIO35 (cs) 
   pGPIORegs->gpcr1=0x00000008; break; 
  case MOSI2:  //GPIO38 mosi2 
   pGPIORegs->gpcr1=0x00000040; break; 
  case CLK2:  //GPIO50 clk2 
   pGPIORegs->gpcr1=0x00040000; break; 
  case PROG_B: //GPIO16 prog_b 
   pGPIORegs->gpcr0=0x00010000; break; 
  case TX1: //GPIO25 tx1 
   pGPIORegs->gpcr0 = 0x02000000; break; 
  case CLK1: //GPIO23 clk1 
   pGPIORegs->gpcr0 = 0x00800000; break; 
  default: break; 
 } 
} 
 
char GPIO_Get(char cName){ 
 DWORD dwTemp; 
 switch (cName){ 
  case FINISH:  //GPIO36 
   dwTemp = pGPIORegs->gplr1; 
   if (dwTemp & 0x00000010) return 1; 
   else return 0; 
   break; 
  case MISO2:  //GPIO11 miso2 
   dwTemp = pGPIORegs->gplr0; 
   if (dwTemp & 0x00000800) return 1; 
   else return 0; 
   break; 
  case INIT:  //GPIO24 init 
   dwTemp = pGPIORegs->gplr0; 
   if (dwTemp & 0x01000000) return 1; 
   else return 0; 
   break; 
  case DONE:  //GPIO26 done 
   dwTemp = pGPIORegs->gplr0; 
   if (dwTemp & 0x04000000) return 1; 
   else return 0; 
   break; 
  default: 
   printf("Valores pines: %08x\n",pGPIORegs->gplr1); 
   return 2; 
   break; 
 } 
 return 2; 
} 
 
void GPIO_End(void){ 
 UnMapRegister((void*)pGPIORegs); 
} 
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12.3. Bloque SPP 
Para el caso del bloque SPP en la cabecera sólo aparecen las definiciones de las 
funciones exportables del bloque. Además se incluyen el bloque GPIO para tener acceso 
a los puertos de entrada y salida y el bloque timer para tener control temporal. 
 
 
 
 
 
 
 
 
 
#ifndef SSP_H 
#define SSP_H 
 
#include "GPIO.h" 
#include "Timer.h" 
 
void SPP_Init (void); 
//Inicializa el controlador del puerto SPI 
//Pre: ninguno 
 
char SPP_ProgramFPGA (unsigned char *ptucData, unsigned long ulSize, 
unsigned char *ptucStatus); 
//Genera el protocolo para la programacion de la FPGA con el fichero 
almacenado en ptucData y con tamaño ulSize 
//devuelve 1 al acabar y -2 mientras se esta ejecutando. Devuelve en la 
direccion de ptucStatus el resultado de la programacion 
//Pre: haber llamado SPP_Init 
 
char SPP_Transmit(unsigned char *ptucBytes, unsigned char ucNumBytesTX); 
//Transmite por el puerto SPI de datos el buffer ptucBytes de tamaño 
ucNumBytesTX 
//Pre: haber llamado SPP_Init 
 
char SPP_Receive(unsigned char *ptucBytes, unsigned char ucNumBytesRX); 
//Genera la señal de reloj para recibir por el puerto SPI de datos los 
ucNumBytesRX bytes. Los datos se alamcenan 
//en el bufer ptucBytes 
//Pre: haber llamado SPP_Init 
 
#endif 
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A continuación se muestra el código asociado al bloque SPP. En este bloque se declaran 
funciones internas para transmitir un byte de datos por el canal SPI y para recibir un 
byte. 
 
 
 
 
 
 
 
 
 
 
 
 
#include "SPP.h" 
 
unsigned char ucProgramState; 
unsigned long ulIndex; 
unsigned char ucSPIState; 
 
char SPP_TransmitByte(unsigned char ucData); 
char SPP_ReceiveByte(unsigned char *ucData); 
 
void SPP_Init (void){ 
 ucProgramState = 0; 
 ucSPIState = 0; 
 ulIndex = 0; 
 
 GPIO_Set(CS); 
 GPIO_Set(CLK2); 
 GPIO_Set(MOSI2); 
 
 GPIO_Set(PROG_B);  
 GPIO_Clear(CLK1); 
} 
 
char SPP_ProgramFPGA (unsigned char *ptucData, unsigned long ulSize, 
unsigned char *ptucStatus){ 
 unsigned char i; 
 switch (ucProgramState){ 
  case 0: 
   GPIO_Clear(PROG_B); 
   printf("PRG 0\n"); 
   Timer_Set(1000); //us 
   ulIndex = 0; 
   ucProgramState++; 
   printf("Valor de init: %x\n",GPIO_Get(INIT)); 
   break; 
  case 1: 
   if(Timer_Match()){ 
    printf("Valor de init: %x\n",GPIO_Get(INIT)); 
    GPIO_Set(PROG_B); 
    ucProgramState++;; 
   } 
   break; 
  case 2: 
   if (GPIO_Get(INIT) == 1){ 
    printf("Rising en INIT established\n"); 
    Timer_Set(100); 
    ucProgramState++; 
   } 
   break; 
  case 3: 
   if(Timer_Match()){ 
    ucProgramState++; 
   } 
   break; 
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  case 4: 
   for (ulIndex = 0; ulIndex < ulSize; ulIndex++){ 
    for (i=0x80; i>0; ){ 
     GPIO_Clear(CLK1); 
     if (ptucData[ulIndex]&i){ 
      GPIO_Set(TX1); 
     }else{ 
      GPIO_Clear(TX1); 
     } 
     GPIO_Set(CLK1); 
     i = i>>1; 
    } 
   } 
   for (i = 0; i < 16; i++){ //enviar clocks extra 
    GPIO_Clear(CLK1); 
    if (ptucData[ulIndex]&i){ 
     GPIO_Set(TX1); 
    }else{ 
     GPIO_Clear(TX1); 
    } 
    GPIO_Set(CLK1); 
   } 
   ucProgramState++; 
   break; 
  case 5: 
   ucProgramState = 0; 
   if (GPIO_Get(DONE)){ 
    printf("Prog completa\n"); 
    GPIO_Set(CLK1); 
    ptucStatus[0] = 1; 
    return 1; 
   }else{ 
    printf("Error prog\n"); 
    GPIO_Set(CLK1); 
    ptucStatus[0] = 0; 
    return 1; 
   } 
   break; 
 } 
 return -2; 
} 
 
char SPP_Transmit(unsigned char *ptucBytes, unsigned char ucNumBytesTX){ 
 unsigned char i; 
 
 for (i=0; i < ucNumBytesTX; i++){ 
  while(SPP_TransmitByte(ptucBytes[i]) != 0); 
 } 
 
 return 0; 
} 
 
char SPP_Receive(unsigned char *ptucBytes, unsigned char ucNumBytesRX){ 
 unsigned char i; 
 
 for (i = 0; i < ucNumBytesRX; i++){ 
  while(SPP_ReceiveByte(ptucBytes) != 0); 
 } 
 
 return 0; 
} 
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char SPP_TransmitByte(unsigned char ucData){ 
 unsigned char i; 
 
for (i=0x80; i>0; ){ 
 GPIO_Clear(CLK2); 
  if (ucData&i){ 
   GPIO_Set(MOSI2); 
  }else{ 
   GPIO_Clear(MOSI2); 
 } 
  GPIO_Set(CLK2); 
  i = i>>1; 
 } 
 return 0; 
} 
 
char SPP_ReceiveByte(unsigned char *ucData){ 
 unsigned char i,tmp; 
 
 ucData[0] = 0; 
 
 for (i=8;i > 0; ){ 
  GPIO_Clear(CLK2); 
  GPIO_Set(CLK2); 
  i--; 
  tmp = GPIO_Get(MISO2); 
  ucData[0] |= (tmp<<i); 
 } 
 return 0; 
} 
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12.4. Bloque depurador/principal 
El bloque depurador contiene el bucle principal de la aplicación y no tiene fichero de 
cabeceras. A continuación se muestra el código utilizado. 
 
 
 
 
 
 
 
 
 
#include <windows.h>  
#include <stdlib.h> 
#include <malloc.h>  
#include <winsock2.h> 
 
#include "GPIO.h" 
#include "SPP.h" 
#include "Timer.h" 
 
#define MAX_LENGTH 1562500 //tamaño máximo del bitstream (5000000 
bits) 
 
#define PORTNUM               5000 // Port number   
#define MAX_PENDING_CONNECTS  4 // Maximum length of the queue 
 
int WINAPI WinMain( HINSTANCE hInstance, 
     HINSTANCE hPrevInstance, 
     LPTSTR    lpCmdLine, 
     int       nCmdShow) 
{ 
 
 SOCKET ListenSock = INVALID_SOCKET,  // Window socket 
 ClientSock = INVALID_SOCKET;   // Socket for communicating  
                                         // between the server and client 
 SOCKADDR_IN local_sin,               // Local socket address 
              accept_sin;                // Receives the address of the  
                                         // connecting entity 
 int accept_sin_len;                  // Length of accept_sin 
 unsigned char *ptucReceiveSOCK; 
 unsigned char ptucTransmitSOCK[16]; 
      TCHAR szError[100]; 
 unsigned char ucSize; 
 unsigned char ucFuncCode; 
 unsigned char ptucSPI[3]; 
 unsigned int uiNumCiclos; 
 unsigned char *ptucSamples; 
 unsigned char ucCloseCon; 
 unsigned long ulFileSize; 
 unsigned long i; 
 
 WSADATA WSAData;   // Contains details of the Winsock implementation
 
 GPIO_Init(); 
 Timer_Init(); 
 SPP_Init(); 
 
 GPIO_Set(RESET); 
 
 printf("Aplicacion iniciada\n"); 
 ptucReceiveSOCK = (unsigned char *) malloc(MAX_LENGTH);  //reservo 
memoria para la recepcion del bitstream 
 ptucSamples = (unsigned char *) malloc(MAX_LENGTH);  //reservo 
memoria para la transmision de los datos 
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 if (WSAStartup (MAKEWORD(1,1), &WSAData) != 0){ 
  wsprintf (szError, TEXT("WSAStartup failed. Error: %d"), 
WSAGetLastError ()); 
  MessageBox (NULL, szError, TEXT("Error"), MB_OK); 
  return FALSE; 
 } 
 printf("Sesion WSA creada\n"); 
 
 // Crear Socket TCP/IP para escuchar puerto. 
 if ((ListenSock = socket (AF_INET, SOCK_STREAM, 0)) == 
INVALID_SOCKET){ 
  wsprintf (szError, TEXT("Allocating socket failed. Error: 
%d"), WSAGetLastError ()); 
  MessageBox (NULL, szError, TEXT("Error"), MB_OK); 
  WSACleanup (); 
  return FALSE; 
 } 
 printf("Sock creado\n"); 
 
 // Rellenar info socket local 
 local_sin.sin_family = AF_INET; 
 local_sin.sin_port = htons (PORTNUM);   
 local_sin.sin_addr.s_addr = htonl (INADDR_ANY); 
 
 // Asociar la direccion local con ListenSock. 
 if (bind (ListenSock, (struct sockaddr *) &local_sin, sizeof 
(local_sin)) == SOCKET_ERROR){ 
  wsprintf (szError, TEXT("Binding socket failed. Error: 
%d"), WSAGetLastError ()); 
  MessageBox (NULL, szError, TEXT("Error"), MB_OK); 
  closesocket (ListenSock); 
  WSACleanup (); 
  return FALSE; 
 } 
 printf("Bind creado\n"); 
 
 // Escuchar puerto 
 if (listen (ListenSock, MAX_PENDING_CONNECTS) == SOCKET_ERROR){ 
  wsprintf (szError, TEXT("Listening to the client failed. 
Error: %d"), WSAGetLastError ()); 
  MessageBox (NULL, szError, TEXT("Error"), MB_OK); 
  closesocket (ListenSock); 
  WSACleanup (); 
  return FALSE; 
 } 
 printf("Sock a la escucha\n"); 
 
 accept_sin_len = sizeof (accept_sin); 
 
 while(1){ 
  // Aceptar conexion entrante a ListenSock. 
  ClientSock = accept (ListenSock, (struct sockaddr *) 
&accept_sin, (int *) &accept_sin_len); 
 
  if (ClientSock == INVALID_SOCKET) { 
   wsprintf (szError, TEXT("Accepting connection with 
client failed. Error: %d"), WSAGetLastError ()); 
   MessageBox (NULL, szError, TEXT("Error"), MB_OK); 
   closesocket (ListenSock); 
   WSACleanup (); 
   return FALSE; 
  } 
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  ucSize = 0; 
  printf("Conexion aceptada\n"); 
 
  ucCloseCon = 1; 
 
  while(ucCloseCon){ 
   
   if (recv (ClientSock, &ucFuncCode, sizeof (char), 0) != 0){ 
    recv (ClientSock, ptucReceiveSOCK, sizeof (char), 0); 
    recv (ClientSock,ptucReceiveSOCK+1, sizeof (char), 0); 
    recv (ClientSock,ptucReceiveSOCK+2, sizeof (char), 0); 
    ulFileSize = ((ptucReceiveSOCK[0]*65536)&0xFF0000) + 
     ((ptucReceiveSOCK[1]*256)&0x00FF00) + 
((ptucReceiveSOCK[2])&0x0000FF); 
    printf ("FileSize: 0x%x\n",ulFileSize); 
    switch(ucFuncCode){ 
     case 0x52:  // R => resetear toda la FPGA 
      GPIO_Clear(RESET); 
      Timer_Set(1000); 
      while (Timer_Match()!=1); 
      GPIO_Set(RESET); 
      //envio reset del DUT 
       ptucSPI[0] = 0x01; 
       ptucSPI[1] = 0x04; 
       ptucSPI[2] = 0; 
       ptucSPI[3] = 8; 
       GPIO_Clear(CS); 
       while(SPP_Transmit(ptucSPI, 4)!=0); 
       GPIO_Set(CS); 
       Timer_Set(50); 
       while(Timer_Match()!=1); 
       recv (ClientSock, ptucReceiveSOCK, 
sizeof (char), 0); 
       ptucSPI[0] = 0x00; 
       ptucSPI[1] = 0x02; 
       ptucSPI[2] = ptucReceiveSOCK[0]; 
       GPIO_Clear(CS); 
       while(SPP_Transmit(ptucSPI, 3)!=0); 
       GPIO_Set(CS); 
       Timer_Set(50); 
       while(Timer_Match()!=1); 
      printf("Reset completado\n"); 
      ptucTransmitSOCK[0] = 'R'; 
      ptucTransmitSOCK[1] = 0x00; 
      ptucTransmitSOCK[2] = 0x00; 
      ptucTransmitSOCK[3] = 0x00;  
      if (send (ClientSock, &ptucTransmitSOCK[0], 
4*sizeof(char), 0) == SOCKET_ERROR){ 
       wsprintf (szError, TEXT("Sending data 
to the client failed. Error: %d"), WSAGetLastError ()); 
       MessageBox (NULL, szError, 
TEXT("Error"), MB_OK); 
       ucCloseCon = 0; 
      } 
      break; 
     case 0x49:  // I => ejecutar codigo 
      for (i = 0; i < ulFileSize; i++) 
       recv (ClientSock, ptucReceiveSOCK+i, 
sizeof (char), 0); 
       
      GPIO_Set(CS); 
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      ptucSPI[0] = 0x03; 
      ptucSPI[1] = 0x02; 
      ptucSPI[2] = ptucReceiveSOCK[4]; 
      GPIO_Clear(CS); 
      while(SPP_Transmit(ptucSPI, 3)!=0); 
      GPIO_Set(CS); 
      Timer_Set(50); 
      while(Timer_Match()!=1); 
      uiNumCiclos = 
((ptucReceiveSOCK[2]*256)&0xFF00) + (ptucReceiveSOCK[3]&0x00FF); 
      printf("Ciclos a ejecutar %x \n", 
uiNumCiclos); 
      //mirar tipo ejecucion 
      if (ptucReceiveSOCK[1] == 1){ 
 //Ejecucion paso a paso 
        //envio orden de Nºcilos 
        ptucSPI[0] = 0x01; 
        ptucSPI[1] = 0x04; 
        ptucSPI[2] = 0x00; 
        ptucSPI[3] = 0x01; 
        GPIO_Clear(CS); 
        while(SPP_Transmit(ptucSPI, 
4)!=0); 
        GPIO_Set(CS); 
       for (i = 0; i < uiNumCiclos; i++){ 
        ptucSPI[0] = 0x00; 
        ptucSPI[1] = 0x02; 
        ptucSPI[2] = ptucReceiveSOCK[0]; 
        GPIO_Clear(CS); 
        while(SPP_Transmit(ptucSPI, 
3)!=0); 
        GPIO_Set(CS); 
        while (GPIO_Get(FINISH) != 0); 
        ptucSPI[0] = 0x80; 
        ptucSPI[1] = 0x03; 
        GPIO_Clear(CS); 
        while(SPP_Transmit(ptucSPI, 
2)!=0); 
       
 while(SPP_Receive(&ptucSamples[i], 1)!=0); 
        GPIO_Set(CS); 
       } 
       printf("Acabado\n"); 
       ptucTransmitSOCK[0] = 'I'; 
       ptucTransmitSOCK[1] = 0x00; 
       ptucTransmitSOCK[2] = (unsigned 
char)((uiNumCiclos/256)&0x00FF); 
       ptucTransmitSOCK[3] = (unsigned 
char)(uiNumCiclos&0x00FF); 
       if (send (ClientSock, 
&ptucTransmitSOCK[0], 4*sizeof(char), 0) == SOCKET_ERROR){ 
        wsprintf (szError, TEXT("Sending 
data to the client failed. Error: %d"), WSAGetLastError ()); 
        MessageBox (NULL, szError, 
TEXT("Error"), MB_OK); 
        ucCloseCon = 0; 
       } 
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      else if (send (ClientSock, 
&ptucSamples[0], uiNumCiclos*sizeof(char), 0) == SOCKET_ERROR){ 
 
        wsprintf (szError, 
TEXT("Sending data to the client failed. Error: %d"), WSAGetLastError ()); 
        MessageBox (NULL, szError, 
TEXT("Error"), MB_OK); 
        ucCloseCon = 0; 
       } 
       printf("Respuesta enviada\n"); 
      }else{ 
      if(ptucReceiveSOCK[2]!=0 || 
ptucReceiveSOCK[3]!=0){ 
        //envio orden de Nºcilos 
        ptucSPI[0] = 0x01; 
        ptucSPI[1] = 0x04; 
        ptucSPI[2] = 
ptucReceiveSOCK[2]; 
        ptucSPI[3] = 
ptucReceiveSOCK[3]; 
        GPIO_Clear(CS); 
        while(SPP_Transmit(ptucSPI, 
4)!=0); 
        GPIO_Set(CS); 
        Timer_Set(50); 
        while(Timer_Match()!=1); 
        ptucSPI[0] = 0x00; 
        ptucSPI[1] = 0x02; 
        ptucSPI[2] = 
ptucReceiveSOCK[0]; 
        GPIO_Clear(CS); 
        while(SPP_Transmit(ptucSPI, 
3)!=0); 
        GPIO_Set(CS); 
        Timer_Set(50); 
        while(Timer_Match()!=1); 
        while (GPIO_Get(FINISH) != 
0); 
        printf("Acabado\n"); 
        ptucSPI[0] = 0x80; 
        ptucSPI[1] = 0x03; 
        GPIO_Clear(CS); 
        while(SPP_Transmit(ptucSPI, 
2)!=0); 
       
 while(SPP_Receive(&ptucSamples[0], 1)!=0); 
        GPIO_Set(CS); 
        Timer_Set(50); 
        while(Timer_Match()!=1); 
        ptucTransmitSOCK[0] = 'I'; 
        ptucTransmitSOCK[1] = 0x00; 
        ptucTransmitSOCK[2] = 0x00; 
        ptucTransmitSOCK[3] = 0x01; 
        if (send (ClientSock, 
&ptucTransmitSOCK[0], 4*sizeof(char), 0) == SOCKET_ERROR){ 
         wsprintf (szError, 
TEXT("Sending data to the client failed. Error: %d"), WSAGetLastError ()); 
         MessageBox (NULL, 
szError, TEXT("Error"), MB_OK); 
         ucCloseCon = 0; 
        } 
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        else if (send 
(ClientSock, &ptucSamples[0], sizeof(char), 0) == SOCKET_ERROR){ 
         wsprintf (szError, 
TEXT("Sending data to the client failed. Error: %d"), WSAGetLastError 
()); 
         MessageBox (NULL, 
szError, TEXT("Error"), MB_OK); 
         ucCloseCon = 0; 
        } 
        printf("Respuesta 
enviada\n"); 
       } 
       else 
       { 
        ptucTransmitSOCK[0] = 
'I'; 
        ptucTransmitSOCK[1] = 
0x00; 
        ptucTransmitSOCK[2] = 
0x00; 
        ptucTransmitSOCK[3] = 
0x00;  
        if (send (ClientSock, 
&ptucTransmitSOCK[0], 4*sizeof(char), 0) == SOCKET_ERROR){ 
         wsprintf (szError, 
TEXT("Sending data to the client failed. Error: %d"), WSAGetLastError 
()); 
         MessageBox (NULL, 
szError, TEXT("Error"), MB_OK); 
         ucCloseCon = 0; 
        } 
        printf("Respuesta 
enviada\n"); 
       } 
      } 
      break; 
     case 0x50: // P, inicio programacion FPGA 
      recv (ClientSock, ptucReceiveSOCK, 
sizeof (char), 0); 
      for (i = 1; i < ulFileSize; i++){ 
       recv (ClientSock, 
ptucReceiveSOCK+i, sizeof (char), 0); 
      } 
      printf("\nArchivo recibido\n"); 
      ptucTransmitSOCK[0] = 'P'; 
      ptucTransmitSOCK[1] = 0x00; 
      ptucTransmitSOCK[2] = 0x00; 
      ptucTransmitSOCK[3] = 0x01; 
     
 while(SPP_ProgramFPGA(ptucReceiveSOCK+1, 
ulFileSize,&ptucTransmitSOCK[4])==-2); 
       while (GPIO_Get(FINISH) != 0); 
      //envio reset del DUT 
       ptucSPI[0] = 0x01; 
       ptucSPI[1] = 0x04; 
       ptucSPI[2] = 0; 
       ptucSPI[3] = 8; 
       GPIO_Clear(CS); 
       while(SPP_Transmit(ptucSPI, 
4)!=0); 
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      GPIO_Set(CS); 
      Timer_Set(50); 
       while(Timer_Match()!=1); 
       ptucSPI[0] = 0x00; 
       ptucSPI[1] = 0x02; 
       ptucSPI[2] = ptucReceiveSOCK[0]; 
      GPIO_Clear(CS); 
       while(SPP_Transmit(ptucSPI, 
3)!=0); 
       GPIO_Set(CS); 
       Timer_Set(50); 
      while(Timer_Match()!=1); 
      printf("\nReset Enviado\n"); 
      if (send (ClientSock, 
&ptucTransmitSOCK[0], 5*sizeof(char), 0) == SOCKET_ERROR){ 
       wsprintf (szError, TEXT("Sending 
data to the client failed. Error: %d"), WSAGetLastError ()); 
       MessageBox (NULL, szError, 
TEXT("Error"), MB_OK); 
       ucCloseCon = 0; 
      } 
 
      printf("Respuesta enviada\n"); 
      break; 
     default: 
      printf("Funcion no definida\n"); 
      break; 
    } 
   } 
   else { 
    ucCloseCon = 0; 
   } 
  } 
  printf("Conexion finalizada\n");   
  // Deshabilitar recepcion y envio de ClientSock. 
  shutdown (ClientSock, 0x02); 
  printf("Fin comunicacion\n"); 
 } 
 
  // Close ClientSock. 
 closesocket (ClientSock); 
 closesocket (ListenSock); 
   
 free(ptucReceiveSOCK); 
 free(ptucSamples); 
 WSACleanup (); 
 
 Timer_End(); 
 GPIO_End(); 
} 
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13. Anexo 6 
Antes de cargar la imagen del Windows CE que esté configurada, la placa Colibri debe 
de cargar una pequeña aplicación para que el hardware se pueda inicializar 
correctamente y, por ejemplo, se conozca cual es el sitio donde se encuentra la imagen 
del sistema operativo a cargar, en este caso Windows CE. Para esta tarea la placa debe 
de tener grabado lo que durante la redacción de la memoria se ha denominado 
bootloader. 
 
El bootloader siempre tiene que estar localizado en el mismo sitio de la memoria y son 
las primeras instrucciones que ejecutará el microprocesador y permite, entre otras cosas, 
actualizar el sistema operativo. 
 
Durante el desarrollo del proyecto se ha tenido que restaurar tanto la imagen del sistema 
operativo como el bootloader y es por ello que merece la pena hacer mención. En este 
anexo se comenta como restaurar cada una de las dos partes. 
 
En la página del fabricante existe una aplicación de Windows XP para poder restaurar la 
placa, así como un manual de cómo hacerlo. 
 
13.1. Restauración bootloader 
Cuando se ha sobrescrito la parte de la Flash que contiene el código del bootloader, la 
placa no es capaz de arrancar ya que no puede inicializar el hardware. La única forma 
para cargar de nuevo el bootloader es mediante el protocolo de JTAG. 
 
En la versión del manual para restaurar el bootloader que hay en la web se ha eliminado 
el proceso para utilizar el puerto paralelo como JTAG. Fue mediante un correo al 
fabricante como se consiguió tal información. 
 
Para empezar con la restauración del bootloader es necesario la fabricación de un cable 
que en uno de los extremos tenga un conector DB-25 (conector utilizado para el puerto 
paralelo) y por el otro un conector que encaje con el conector X13 de la placa Colibri. 
La descripción de pines que hay que seguir para la realización del cable es el de la Tabla 
15. 
 
CONECTOR X13 CONECTOR DB-25 
Pin* Descripción Pin Descripción 
1 
2 
3V3 
Sin conexión, sólo se 
necesita cuando se 
trata de otro conector 
JTAG 
3 nTRST 5 Data 3 
5 TDI 3 Data 1 
7 TMS 4 Data 2 
9 TCK 2 Data 0 
11 NC Sin conexión 
13 TDO 11 Busy 
15 nSysReset Sólo se necesita para depuración 
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17 NC Sin conexión 
19 NC Sin conexión 
Nota:  * los pines del conector X13 con numeración 2, 4, 6, 8 y 10 se corresponden con GND y se 
deberán conectar con los asociados a masa del puerto paralelo (pines del 18 al 25). 
Tabla 15. Fabricación cable JTAG paralelo 
 
Una vez se tiene el cable paralelo se deberá ejecutar la aplicación de PC que facilita el 
fabricante ColibriLoader. La imagen principal del programa se puede apreciar en la 
Figura 36. 
 
 
Figura 36. Pantalla principal ColibriLoader 
 
Lo primer que se debe hacer es descargarse de la propia web del fabricante la imagen 
del bootloader que se quiera descargar. Lo siguiente será seleccionar el tipo de interfaz 
que utilizará el programa para la descarga, para ello hay que presionar sobre el botón 
Interface Settings que se encuentra en la mitad superior de la ventana. En el caso de ser 
el puerto paralelo con la descripción de pines de la Tabla 15, la opción a seleccionar es 
la del adaptador de JTAG para el puerto paralelo de Toradex. Una vez configurada la 
interfaz habrá que indicar cual es el fichero con la imagen del bootloader que se quiere 
descargar y presionar sobre el botón Download Bootloader. 
 
El fabricante recomienda el uso de un adaptador JTAG por USB para la descarga del 
bootloader, ya que el puerto paralelo es propenso a tener problemas de compatibilidad 
electromagnética. 
 
Una vez el sofware ha terminado con éxito la descarga, la placa Colibri volverá a poder 
arrancar y, si dispone de una imagen de Windows CE, cargarla. Es posible que si se 
utiliza el puerto paralelo sea necesario repetir varias veces el proceso para que se 
descargue correctamente el bootloader. 
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13.2. Restauración imagen Windows CE 
Para la restauración/actualización de la imagen de Windows CE es necesario que el 
bootloader esté funcionando correctamente. De no ser así, lo primero que se deberá 
hacer será descargar uno tal y como se indica en el capítulo anterior de este anexo. 
 
Una vez la placa disponga de un bootloader funcional, se deberá abrir la aplicación 
mencionada anteriormente, ColibriLoader (en la Figura 37 se puede ver una imagen de 
la pantalla principal de la aplicación). Para la descarga de la imagen de Windows CE se 
deberá hacer uso de los controles situados en la mitad inferior de la aplicación. 
 
Después de descargar una versión correcta de la imagen de Windows CE de la misma 
página del fabricante, se deberá indicar a la aplicación donde se encuentra dicha imagen 
y presionar sobre el botón Download Image teniendo seleccionada la opción de 
descarga mediante Ethernet, aparecerá el cuadro de diálogo de la Figura 37. 
 
 
Figura 37. Cuadro diálogo en la descarga de la imagen 
 
Llegados a este punto, el software esperará hasta encontrar algún dispositivo al que 
poder descargar la imagen indicada. 
 
Para hacer que la placa Colibri envíe la solicitud de descarga de la imagen de Windows 
CE habrá que entrar en el menú del bootloader. Esto se consigue abriendo una conexión 
serie al puerto de depuración de la placa Colibri (clavija DB-9 inferior del conector 
X25), para ello se puede utilizar un gestor de puerto serie como es el Hyperterminal de 
Windows y configurando el puerto con los siguientes parámetros: velocidad de 9600 
baudios, longitud de palabra de 8bits, 1bit de parada, sin paridad y sin control de flujo. 
Una vez configurado el terminal serie, se deberá dejar presionada la tecla “espacio” 
mientras se provoca un reset de la placa. Cuando el menú del bootloader aparece, se 
deberá seleccionar la opción F, Download Image to Flash. 
 
Con esto se configura el módulo de ethernet de la placa Colibri y se envía el mensaje 
necesario a la aplicación ColibriLoader para que inicie la descarga sobre ethernet. 
Después de que se envíe todo el fichero con la imagen del Windows CE es necesario 
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esperar uno o dos minutos hasta que se inicie en la placa y será entonces cuando se 
podrá dar por finalizado el proceso de actualización. A través del terminal abierto en el 
PC se envían mensajes sobre el estado en el que se encuentra la actualización. 
 
A continuación se muestra una captura de los mensajes que se envían a través del puerto 
serie al realizar una actualización de la imagen de windows con comentarios en rojo de 
lo que va haciendo. 
 
Toradex Bootloader 3.7 for Colibri Built Nov  9 2010 
 
Press [SPACE] to enter Bootloader Menu ? comprobación de recepción del espacio 
para mostrar menú 
 
 
BootLoader Configuration: 
 
C) Clear Flash Registry 
X) Enter CommandPrompt Mode 
D) Download image to RAM now 
F) Download image to FLASH now 
L) Launch existing flash resident image now 
 
 
Enter your selection: F   ? envío del menú y selección de opción 
Hardware Version not set.  SerialNo: 3486 ? inicio configuración módulo ethernet 
NOR Flash J3: 32 MB, SDRAM: 64 MB 
Core Voltage: 1450 mV 
CPU: PXA270 C5 520 (208), SYS: 208, MEM: 208, SDRAM: 104, SRAM: 208, LCD: 
104 
Set MAC: 00:14:2D:00:0D:9E 
INFO: Trying to initialize the built-in Ethernet Controller... 
operating at 100M full duplex mode 
INFO: DM9000 Ethernet Controller initialized. 
INFO: MAC address: 0-14-2D-0-D-9E 
INFO: Using device name: 'COLIBRI3486' 
InitDHCP():: Calling ProcessDHCP() 
ProcessDHCP()::DHCP_INIT 
Got Response from DHCP server, IP address: 192.168.0.5 
 
ProcessDHCP()::DHCP IP Address Resolved as 192.168.0.5, netmask: 255.255.255.0 
Lease time: -1 seconds 
Got Response from DHCP server, IP address: 192.168.0.5 
No ARP response in 2 seconds, assuming ownership of 192.168.0.5 
  ? inicialización del módulo Ethernet finalizada con resolución de IP 
mediante DHCP 
+EbootSendBootmeAndWaitForTftp ? envío solicitud de descarga de imagen 
Sent BOOTME to 255.255.255.255 
Packet has the following data: 
  boot.bin[NULL]octet[NULL]blksize[NULL]1024[NULL] 
TFTP packet could have 2 name/value pairs 
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Locked Down Link 1 
Src IP 192.168.0.5 Port 03D4   Dest IP 192.168.0.3 Port 049C 
Default TFTP block size set to: 512 bytes 
This TFTP packet contains 1 options. 
We currently only look at the first and expect it to be BLKSIZE. 
The packet's option name is blksize. 
The option's value is 1024 
with a value that is in range. 
BLKSIZE will be adjusted to 1024. 
EthDown::TFTPD_OPEN::boot.bin 
An OACK packet is the proper acknowledgement 
-EbootSendBootmeAndWaitForTftp 
FLASH download [ 0x00080000 ==> 0x00875093 ] ? aceptación descarga y 
envío de la imagen 
 
INFO: FlashErase: 0x00080000 to 0x0087FFFF.  Please wait: 100% 
? borrado de Flash desde la dirección 0x80000 a la dirección 0x87FFFF 
INFO: FlashWrite: 0x00080000 to 0x00875093.  Please wait:  97% 
?escritura de Flash con la nueva imagen y reseteo de la placa 
 
 
Toradex Bootloader 3.7 for Colibri Built Nov  9 2010 
 
Press [SPACE] to enter Bootloader Menu 
 
Hardware Version not set.  SerialNo: 3486 
NOR Flash J3: 32 MB, SDRAM: 64 MB 
Core Voltage: 1450 mV 
CPU: PXA270 C5 520 (208), SYS: 208, MEM: 208, SDRAM: 104, SRAM: 208, LCD: 
104 
Set MAC: 00:14:2D:00:0D:9E 
Decompressing IMAGE(8183390, 16541172) from FLASH(00080000) to 
RAM(A0100000)...  ? inicio de la imagen 
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