ABSTRACT The distributed representation of knowledge graphs (KGs), which embeds the structured graphs into low-dimensional embedding spaces, is widely used to facilitate various applications of AI, such as information retrieval and question answering. The primary elements of KGs, the entities viewed as nodes and the relations regarded as links between entities, naturally make up the local embedding context for each other, which is called the multi-restriction property of KGs. However, this property is not fully explored by previous models, where either only part of the multi-restriction is captured, or the capability of the embedding model is limited to a fixed function without clear interpretation. To address this issue, we propose TBNN, a triple-branch neural network to learn the embeddings of KGs. In particular, the embedding of any element of a KG is determined by its multi-restriction via an interaction layer followed by parallel branched layers. Thus, the entities and relations can be treated equivalently in spite of their seeming differences in the original KG. We define the loss function of TBNN based on the confidence score of the three elements of each triple. In addition, we propose using the log-sum-exp pairwise loss to smooth the hinge loss, which results in better performance. Empirically, we evaluate our model on the tasks of link prediction and triple classification with the subsets of WordNet and Freebase. Experiment results show that our model performs better than the baselines, especially providing stable performance for relations with different mapping properties.
I. INTRODUCTION
Knowledge graphs (KGs) preserve the sub-collections of the almost infinite human knowledge as multi-relational graphs, where the entities serve as individual nodes and the relations capture the edge types between entities. The facts of a KG are usually stored as a set of structured triples with the Resource Description Framework (RDF) format (head entity, relation, tail entity), (h, r, t) for simplicity. Despite clear description of KGs, the symbolic representation is computation inefficient, which greatly impedes both KG completion and the application of KG in other AI fields, such as information retrieval systems [1] , [2] , recommendation systems [3] and questionanswering (Q&A) [4] , [5] . To this end, KG embedding has drawn considerable attention, which projects both entities and relations into a low-dimensional embedding space, and the embeddings are supposed to preserve the properties of the original KG.
KG embedding aims to learn the distributed representation of entities and relations. That is to say, the embedding of a given entity or relation is determined by its local neighbor entities and relations, just as the embedding of a word is determined by its context. In this paper, we detail the distributed restriction as the multi-restriction property of KGs, reflecting the universal interaction of entities and relations. Here we consider the ''context'' within triples. On the one hand, each entity is affected by multiple directly linked relations and the related entities. Just as the example in Fig. 1(a) shows, the entity Trump is linked to the entities Melania, Ivanka and USA respectively via the relations Wife, Daughter, and President\BornIn. Both the above relations and entities are the ''context'' of the entity Trump and will impact the entity's embedding. On the other, each relation exists between a number of entity pairs. As Fig. 1(b) shows, the embedding of the relation BornIn will be affected by multiple entity pairs, such as (Trump, USA), (Meauzac, France) and (Einstein, German). In summary, the multi-restriction property of KGs has two points: First, the restriction property of KGs includes multiple categories, namely relation-to-entity, entity-to-entity and entity-to-relation. Second, the ''context'' in each category may involve multiple entities or relations.
Actually, previous works have made great efforts in modeling the multi-restriction property of KGs. To begin with, translation-based approaches model the multi-restriction property via a predefined linear restriction h + r = t, which is first used in TransE [6] . In spite of its efficiency, the simple linear restriction is incapable of relations with mapping properties of 1-to-Many (e.g., father-to-children), Many-to-1 (e.g., children-to-mother) and Many-to-Many (e.g., parentsto-children), i.e., complex ''context'' with multiple entities. To alleviate this problem, many variants of TransE have sprung up. Some of them transform entities or relations or both of them into hyperplanes and then perform the linear restriction in new spaces [7] - [11] . Some others improve the performance with the help of different entity attributes, such as descriptions [12] - [14] , types [15] and images [16] . It is worth noting that all the above variants adhere to the hypothesis of the linear restriction, which is predefined and fixed. However, since the linear restriction is derived from the case analysis of the experiment results of word2vec [6] , [17] , it may not apply to the whole KG.
Another line of KG embedding models is based on neural networks. Rather than predefine a fixed strong hypothesis like translation-based models, these neural network-based ones model the multi-restriction property through learnable neural networks. Since the weight matrices of neural networks can be learned adaptively, these neural network-based models are supposed to be more flexible in modeling the interaction relationship of entities and relations. To begin with, SE [18] and SME [19] compute the similarity of the two entities of a triple via two branch neural networks. The relation interacts with each entity at each branch respectively and acts as a weight factor in the similarity computation. However, the interaction between the embeddings of the two entities only implicitly contained in the score function. For this reason, NTN incorporates a bilinear layer, where the two entity embeddings can interact across multiple dimensions. Besides, a non-linear activation function is used to increase the model capacity. However, since the relations are represented as slices of a tensor, the expressiveness of NTN is at the cost of large parameter size. Recently, ProjE [20] decreases the parameter size via a shared weight neural network. It uses a learnable combination operator to obtain the weighted composition of the head entity and the relation. The confidence score function is based on the similarity of the composition and the tail entity. However, the network of ProjE also does not include the interaction of entities, and thus this model only implicitly reflects the restriction of entity to entity in the confidence score function. All the above models focus on the similarity between two entities of a triple, taking the relation as a bridge or a weight factor. To the contrary, considering that there is no fundamental difference between relations and entities, ER-MLP [21] and ConvE [22] deal with the relation and entities of an input triple equally and use the probability of a triple as the score function.
The model proposed in this paper also belongs to the class of neural network-based ones. Specifically, we propose a triple-branch neural network (TBNN) to learn the multirestriction property of KGs as far as possible, whose network structure is shown in Fig. 2 . First, we also hold that relations and entities of a KG are equivalent to some extent. For one thing, from the perspective of graph topology, relations can also be abstracted as nodes, with no fundamental difference from entities. Fig. 1 is an illustration of the topology. For another, from the perspective of semantics, relations and entities may have the same semantics. For example, the semantics of the tail entity in (Tak Fujimoto, Profession, Actor) and the relation in (The Wolfman, Actor, Emily Blunt) are the same. To this end, we design three parallel branches of the same structure, enforcing embedding to be compatible with the facts. Second, to learn the multi-restriction property, i.e., the interaction of entities and relations, TBNN incorporates an interaction layer, where the interaction weight matrices among branches are supposed to reflect the interaction pattern of entities and relations. As Fig. 2 shows, in addition to the interaction of the relation and the entities at each branch, the two entities also interact with each other at the relation branch. Therefore, TBNN not only reflects the restriction of entity to entity in the confidence score function but contains explicit interaction of entities via the network structure. Finally, owing to the interaction among different branches, the output of each branch will have high similarity for positive input triples, while low similarity for negative ones. Consequently, we can use the pairwise hinge loss as in most existing models. Unfortunately, the hinge function is non-smooth and thus difficult to optimize. To address this problem, we further propose to use the log-sum-exp pairwise (LSEP) loss, which is a smooth approximation to the hinge loss. Empirically, we evaluate the proposed approach on the standard tasks of link prediction and triple classification. Experiment results show that TBNN can achieve competitive performance compared to state-of-the-art models. Especially, in the task of link prediction, TBNN provides stable performance even for the complex relations (1-to-Many, Many-to-1, and Many-to-Many).
The main contributions of this paper are summarized as follows:
-We propose a triple-branch neural network inspired by the fact that there is no fundamental difference between relations and entities. -The proposed network learns the multi-restriction property of KGs by incorporating interaction among branches. Owing to the interaction among different branches, the outputs of the three branches are supposed to have high similarity for positive input triples, which is the basis of our confidence score function. -We propose to use the log-sum-exp function to smooth the hinge loss. We evaluate TBNN with both hinge loss and LSEP loss on the standard tasks of link prediction and triple classification. The experiment results verify that TBNN with LSEP loss achieves competitive performance compared to state-of-the-art models. The remainder of the paper is organized as follows. Section 2 introduces the architecture of TBNN and details its training procedure. Extensive experimental results are shown in Section 3. Section 4 presents a review of the previous related work on KG embedding. Finally, we conclude the paper in Section 5.
II. METHODOLOGY
In this section, we introduce the architecture of TBNN, followed by the loss functions and the training details. Let's begin with some common notations. A KG is composed of a set of entities and a set of relations, denoted as E and R respectively. Each fact in the KG is stored in a triple (head entity, relation, tail entity), denoted as µ = (h, r, t) with h, t ∈ E and r ∈ R. S represents the collection of triples. KG embedding aims at learning a mapping: e → e ∈ R d ∀e ∈ E and r → r ∈ R d ∀r ∈ R, so as to embed the symbolic KG into the d-dimensional embedding space and thus facilitate the downstream applications.
A. THE ARCHITECTURE OF TBNN
We design the architecture of TBNN to preserve the multirestriction property of a given KG in the embedding space via optimizing the embeddings as well as the parameters of the network. To enforce embedding to be compatible with the facts in the KG, we use facts stored in triples to perform the KG embedding. According to the triple form of (h, r, t), we propose a triple branch neural network, including branch h and branch t corresponding to the two entities, and branch r corresponding to the relation. The three branches are parallel and share the same structure, reflecting that relations and entities are equivalent to some extent. That is to say, we not only regard a relation as a bridge between entities but an independent individual. The structure of TBNN is initially inspired by the structure of Deep Structured Semantic Model (DSSM) [23] . The difference is that in our model, the parameters of each branch are not shared, corresponding to different elements of a triple. Notably, to learn the multi-restriction property of the KG, TBNN incorporates an interaction layer, reflecting the interaction pattern of entities and relations via the interaction weight matrices. The network architecture of TBNN is illustrated in Fig. 2 , which is composed of the non-linear layers, the output layer, and the decision module, among which the interaction layer is the first non-linear layer. More details will be described in the rest of the section.
First, we introduce an interaction layer to learn the interaction pattern of entities and relations. After fed into the corresponding branches of the interaction layer, the three embeddings of an input triple interact at each branch. Specifically, the interaction includes relation branch to the two entity branches and inverse. The interaction between the two entity embeddings is conducted at the relation branch. We compute the outputs of the interaction layer according to:
where h, r and t represent the corresponding embeddings of elements in the triple µ = (h, r, t). The network parameters of the interaction layer can be divided into two parts: First, the parameters of branch x ∈ {h, r, t} include W x 1 as the weight matrix and b x 1 as the bias term. Second, the parameters for interaction include W r,h , W r,t , W h,r and W h,r . To be concrete, W r,h and W r,t denote interaction weight matrices from branch r to branches h and t respectively, reflecting the restriction of ''relation-to-entity''. W h,r and W t,r denote the interaction weight matrices from branches h and t to branch r. Since the two entities also interact with each other at branch r, the interaction at the relation branch not only reflects the restriction of entity-to-relation, but the restriction of entityto-entity. To investigate the effectiveness of the interaction layer in learning the multi-restriction property, we set the interaction matrices to zero for comparison. Additionally, the activation function f (·) is tanh. Next, the following non-linear hidden layers are supposed to increase the ability to capture the multi-restriction property [24] . Since the three branches share the same structure, the outputs of layer i are computed according to similar formulas as follows:
where i ∈ {2, . . . , n}, W x i and b x i with x ∈ {h, r, t} respectively represent the weight matrix and bias term of branch x in layer i. f (·) denotes the tanh function. Although the number of non-linear hidden layers can be arbitrarily increased as in [23] , we find that the complexity of the network cannot always bring about performance gains, which we will discuss in detail in the experiment section. Then, we obtain the final output of each branch at the linear output layer according to:
where W x n+1 and b x n+1 with x ∈ {h, r, t} respectively represent the weight matrix and bias term of branch x in the output layer.
B. LOSS FUNCTION
We compute the confidence scores of the input triples and the corresponding loss in the decision module. Owing to the interaction layer, the information fusion among branches will make the outputs of the three branches have high similarity for positive inputs, while low similarity for negative ones.
In this paper, we adopt cosine similarity as the measure. Therefore, after the outputs are normalized, the similarity score of each two branches is computed by the dot product as follows:
s(x, y) = x out y out (10) where (x, y) is selected from {(h, r), (r, t), (h, t)}. The confidence score of the triple µ = (h, r, t) can be computed by:
The above confidence score function is supposed to produce higher value for positive triples and lower for negative ones:
where S is a set of negative triples corresponding to the positive triple µ. Since there are only positive triples in KGs, we manually construct the negative triples in S by replacing one of the three elements of µ with a random entity or relation:
To enforce the property of Eq. (12), we can use the pairwise hinge loss just like most existing models. Unfortunately, we find that directly using the confidence score function of Eq. (11) in the pairwise hinge loss will make the model difficult to converge in practice. To solve this problem, we exploit the scaled sigmoid function to convert the confidence score function in Eq. (11) to the following form:
where the scale factor α is used to extend the range of the sigmoid function since the dot product of two normalized vectors is restricted to -1 to 1. The value of α can be adjusted dynamically in the training procedure. For simplicity, we set α as a predefined hyper-parameter. Accordingly, the pairwise hinge loss based on the sigmoid-confidence score function is as follows:
where γ is a hyper-parameter that determines the margin. Moreover, considering that the hinge function is non-smooth and thus is difficult to optimize, we make a smooth approximation using the following log-sum-exp pairwise (LSEP) loss:
The LESP loss is asymptotically an upper bound of the following pairwise hinge loss:
which allows the model to have adaptive margins per triple pair, making the learning problem flexible. Especially, it is differentiable and smooth everywhere. T batch ← ∅ //initialize the set of pairs of real and negative triples 6: for (h, r, t) ∈ S batch do 7: (h , r , t ) ← sample(S ) 8 :
Algorithm 1
end for 10: Update the embeddings and network parameters w.r.t. L sigmoid or L lsep 11: end loop until convergence
C. TRAINING
The detailed training procedure is described in Algorithm 1. In line 1, all the entities and relations of the KG are initialized as uniform random embeddings [25] . In line 3, the embeddings of entities and relations are normalized at the beginning of each iteration, which helps remove scaling freedom from the model, so as to regularize the objective function, preventing weight parameters from collapsing or diverging. Then, we randomly selected a small batch of triples S batch from the training set S in line 4, which serve as the current training samples. In lines 6-9, for each triple in S batch , we produce a negative triple by replacing one of its elements randomly. T batch consists of training samples and the corresponding negative ones. In line 10, the loss function is minimized by performing the mini-batch Adam [26] on the entity and relation embeddings as well as the parameters of TBNN.
III. EXPERIMENTS
To evaluate the KG embeddings learned by TBNN, we conduct the following two standard tasks: link prediction for predicting the missing element of a triple and triple classification for deciding whether a triple is correct or not, both of which are widely used in KG completion and other AI applications. We evaluate our model on the public benchmark datasets extracted from the following two popular KGs: WordNet [27] and Freebase [28] . Besides, we attempt different settings in the task of link prediction to analyze the effects of the interaction layer, the total number of non-linear layers and the two loss functions.
A. LINK PREDICTION
Link prediction is a standard knowledge reasoning task, aiming at completing a triple (h, r, t) when one of the entities is missing, i.e., predict t given (h, r) or predict h given (r, t).
1) BENCHMARK DATASETS
WN18 and FB15K are extracted from WordNet and Freebase respectively, widely used as the benchmark datasets in the task of link prediction for the evaluation of KG embedding models. For a fair comparison, we also use the two datasets in our experiment. Table 1 shows the statistics of the datasets, from where we can see that FB15K have much richer relations than WN18. 
2) EVALUATION PROTOCOL
The evaluation system is designed to give the ranking result of candidate entities according to the confidence scores of the possible triples. For each test triple, we first corrupt it by replacing the head entity with each entity of the dataset in turn. The confidence scores of the corrupted triples are computed and sorted by descending order. Then, the same procedure is repeated while replacing the tail entity. Following the existing KG embedding models, we evaluate the performance of link prediction according to the following two metrics: the mean rank of the correct entities and the proportion of the correct candidates ranked within top 10 (hits@10). Ideally, we prefer lower mean rank and higher hits@10. The two metrics are flawed when some corrupted triples happen to be positive triples in the dataset. In this case, these corrupted triples may be ranked above the test triple, which is reasonable and should not be counted as an error. To avoid the interference of this phenomenon, we filter out the positive corrupted triples that have appeared in the dataset before ranking, following the settings in [6] . The above filtering operation ensures that none of the corrupted triples belongs to the candidate set. We name the original setting as ''Raw'' and the new one as ''Filter''. We illustrate the two metrics of mean rank and hits@10 for both ''Raw'' and ''Filter''.
During the training procedure, we select the learning rate η for the Adam optimizer among {0.001, 0.005, 0.01, 0.1}, the margin γ among {0.3, 0.5, 0.8} and the regularization rate λ among {0.0001, 0.001, 0.01}. The number of units in the non-linear layers and the output layer is the same as the dimension d of the input embeddings, selected among We use the Theano library [30] and implement all the codes in Python. All the experiment results are obtained with GPU Quadro K2000. The training process is stopped based on the mean rank of the valid dataset or after a maximum 1000 iteration epochs over the training dataset.
We compare our model with the baselines and the stateof-the-art neural network-based models. We list the results of ProjE [20] obtained from the revised code of the author, which are different from the reported results in the published paper. Moreover, to evaluate the effect of the interaction layer, the total number of non-linear layers, and the two loss functions of TBNN, we conduct the experiment with different network settings.
3) RESULT ANALYSIS
The experiment results of link prediction are shown in Table 2 , from where we observe that: (1) TBNN with interaction layer performs better than it without interaction layer (setting the interaction weight matrices to zero), which proves the effectiveness of the interaction layer in learning the multirestriction property of KGs. (2) The increase of model depth does not bring performance gain. The reason may be that excessive weight parameters will lead to overfitting. Thereby, we use only one non-linear layer, i.e., the interaction layer, in subsequent experiments. Table 3 summarizes the number of parameters of TBNN and other benchmark models. (3) While the translation-based models obtain better performance on WN18, TBNN, as well as other neural networkbased models, perform better on FB15K. Considering that FB15K contains much more relations than WN18, this result TABLE 3. Number of parameters of the benchmark models and the proposed TBNN. n e , n r , and d are the number of entities, relations, and embedding dimension respectively. s is the number of slices of a tensor.
indicates that linear restriction of translation-based models can deal with the KGs with fewer relations effectively, and neural network-based models are more suitable for the KGs with complex relations.
According to the classification criteria in [6] , the 1345 relations in FB15K can be divided into four categories based on their mapping properties: 1-to-1 if a head can appear with at most one tail, 1-to-Many if a head can appear with many tails, Many-to-1 if many heads can appear with the same tail, or Many-to-Many if multiple heads can appear with multiple tails. The threshold is set as 1.5. In FB15K, there are 26.2% of 1-to-1 relations, 22.7% of 1-to-Many, 28.3% of Many-to-1, and 22.8% of Many-to-Many.
The detailed results with respect to the mapping properties of relations are shown in Table 4 , from which we get a deeper understanding of the proposed model. The observations and VOLUME 6, 2018 analysis are as follows: (1) Compared to the previous models, TBNN provides relatively consistent performance for the relations with different mapping properties, indicating that TBNN is effective for all mapping categories of relations. The reason is that rather than set the restriction between relations and entities in advance, TBNN takes relations as equal as entities and learns their interaction relationships adaptively. (2) TBNN improves the performance for most categories of relations, especially when predicting the M side for Many-to-1 and 1-to-Many relations, which further shows the ability of TBNN to pick up the correct candidate entities when faced with complex relations.
B. TRIPLE CLASSIFICATION
Triple classification is another typical task to evaluate KG embedding models, which has been used in previous translation-based models [9] . It aims at deciding whether a given triple (h, r, t) is positive or not. 
1) BENCHMARK DATASETS
Following [9] , we use WN11, FB13 and FB15K in the task of triple classification, whose statistics are shown in Table 5 . WN11 and FB13 are released by NTN [24] . Each positive triple of the valid and test datasets is corrupted by randomly replacing the head or the tail entity with entities from other positive triples, resulting in the equal number of positive and negative samples. Especially, to build much tough valid and test datasets, it is required that the picked entity should once appear at the same position. For instance, for a positive triple (Pablo Picaso, nationality, Spain), (Pablo Picaso, nationality, U.S.) is a potential negative triple rather than the obvious non-relations such as (Pablo Picaso, nationality, Van Gogh). We construct the negative triples of FB15K in the same way.
2) EVALUATION PROTOCOL
The task of triple classification can be seen as a binary classification problem with the following decision rule: If the confidence score of a test triple (h, r, t) is greater than the relation-specific threshold δ r , it will be classified as positive, otherwise negative. According to [9] , the threshold δ r for the relation r is obtained by maximizing the classification accuracy of the valid triples belonging to the relation r.
For WN11and FB13, the settings of hyper-parameters are: η = 0.005, γ = 0.3, λ = 0.001, d = 100 and α = 5.0 for WN11; η = 0.005, γ = 0.5, λ = 0.001, d = 100 and α = 5.0 for FB13. For FB15K, we directly use the learned embeddings in the task of link prediction. 
3) RESULT ANALYSIS
The accuracies of triple classification are shown in Table 6 . We observe that: (1) On the large dataset FB15K, TBNN performs better than the other baselines. Since FB15K contains much more relations than FB13 while fewer entities, it is much sparser for each relation. Thus, this result indicates that the proposed model can better handle sparse KGs.
(2) On FB13, NTN provides the highest classification accuracy, which shows that NTN is powerful for the dense dataset. (3) On WN11, TBNN also provides competitive performance compared with previous models.
IV. RELATED WORK
In recent years, researchers have developed various KG embedding models. Next, we mainly review the following four kinds of models: neural network-based models, translation-based models, bilinear models, and graph-based models.
A. NEURAL NETWORK-BASED MODELS
Neural network-based models learn the multi-restriction property by optimizing the embeddings as well as the weight matrices of the network. SE [18] can be seen as a siamese network by modeling the relation as two weight matrices. SME [19] , [32] projects the relation to the two entities to form a two-branch neural network. However, the lack of nonlinear activation function limits the capacity of SE and SME. NTN [24] mixes SLM [24] and LFM [31] to result in an expressive model. But the relations are modeled as tensors, greatly increasing the number of parameters. ProjE [20] and NAM [33] compare the tail entity with the composition of the head entity and the relation. A major appeal of this compositional operator is that the models can adaptively learn the interaction pattern of the head entity and the relation. The above models view relations as auxiliary information in the similarity computation of entities, with the confidence score as s r (h, t). ER-MLP [21] and ConvE [22] break the above assumption and view relations as important as entities. Specifically, they concatenate the three elements of a triple and send them into a multilayer perceptron (MLP) or a convolutional neural network (CNN) as a whole. In this paper, the parallel structure of the triple branch neural network is also inspired by the statement that relations and entities are equivalent to some extent [19] .
B. TRANSLATION-BASED MODELS
Translation-based models view the relation as the translation between the head entity and tail entity, sharing the same linear restriction h + r = t. This principle is inspired by the experiment results of Word2Vec [17] , such as that vec(''German'') + vec(''capital'') is close to vec(''Berlin''). TransE [6] first uses the linear restriction for KG embedding. The main advantage of TransE is that it requires very few parameters and moreover is easy to train. However, this is at the cost of modeling power. To improve the capacity of the linear restriction for complex relations, a number of variants of TransE have been developed. The improvements come from space transformation [7] - [11] , entity attributes [12] - [16] and the global information of KGs [34] . For example, TransH [7] models each relation as a hyperplane and enables an entity to have distinct distributed representations on each hyperplane, allowing entities playing different roles corresponding to different relations. TransR [8] respectively models entities and relations in one entity space and multiple relation spaces and performs the translation in the corresponding relation space. Recently, TorusE [35] makes a bold attempt to model the linear restriction in a Lie group. In addition, different types of entity attributes such as entity descriptions [12] - [14] , entity types [15] and entity images [16] are used as auxiliary information. PTransE [34] uses the multi-step relation paths between two entities as the global information considering that they may imply the similar meaning as the direct relation. Although all the variants perform better than TransE, they do not deviate from the linear restriction and loses the simplicity feature meanwhile. In this paper, we strive to adaptively learn the multi-restriction property, i.e., the interaction pattern of entities and relations in KGs, considering that the predefined linear restriction may be limited and lack of interpretability to some extent.
C. BILINEAR MODELS
In addition to the above two kinds of KG embedding models, there are also bilinear models which represent each relation as a square matrix and involve a bilinear map that corresponds to a relation matrix with the arguments h and r. RESCAL [29] is the most generalized bilinear model with dense relation matrices. NTN [24] can also be seen as a bilinear model since it includes a bilinear map before nonlinear neural layer. To alleviate the parameter redundancy caused by the dense matrix representation of relations, DistMult [36] restricts the relation representation to diagonal matrices. However, DistMult assumes that each entity pair is symmetric since the confidence scores of (h, r, t) and (t, r, h) are the same. To handle asymmetric and antisymmetric relations, HolE [37] uses the circular correlation to combine entity embeddings, allowing richer interaction of embeddings. Additionally, the asymmetry of ComplEx [38] is inherited from the complex inner product.
D. GRAPH-BASED MODELS
Most graph embedding models focus on node embedding, holding that edges only function as topological connections between nodes. These models perform node embedding via preserving some kind of proximity of the graph. LINE [39] and SDNE [40] preserve the first and second order proximity, which describe the similarity of the directly linked nodes and their shared neighbors. DeepWalk [41] and Node2vec [42] extend skip-gram architecture to graphs, preserving the highorder proximity of nodes along each sequence. Considering the heterogeneity of the edges in multi-relational graphs, G-RNN [43] and [44] use the recurrent neural network (RNN) to compute the embeddings of the multi-hop sequences composed of both nodes and edge types. The above two models can learn the proximity between different sequences. Additionally, R-GCN [45] marks the first use of graph convolutional neural network on multi-relational graphs. Although the KG embedding models with triples as processing units are supposed to learn the global dependencies via information propagating among triples, the above graph embedding models are still worth considering for learning the global structure of KGs.
V. CONCLUSION
In this paper, we propose TBNN, a triple-branch neural network for KG embedding. The parallel branches of TBNN are respectively corresponding to the relation and the two entities of a triple. The three branches share the same structure since that relations and entities are equivalent to some extent. Furthermore, to learn the multi-restriction property of KGs, we add connections among branches at the interaction layer of the neural network. Additionally, we propose to use the log-sum-exp pairwise loss to smooth the widely used pairwise hinge loss. Empirically, we conduct the standard tasks of link prediction and triple classification to evaluate the performance of TBNN. The experiment results show that compared with the baselines, our model can achieve competitive performance and provide consistent performance for relations with different mapping properties. Our future work will focus on the long-distance multi-restriction property of KGs, which is of great significance for long-distance knowledge reasoning. 
