We give conditions for an O(1/n) rate of convergence of Fisher information and relative entropy in the Central Limit Theorem. We use the theory of projections in L 2 spaces and Poincaré inequalities, to provide a better understanding of the decrease in Fisher information implied by results of Barron and Brown. We show that if the standardized Fisher information ever becomes finite then it converges to zero.
Introduction
Convolution of the distributions of independent random variables increases entropy and decreases Fisher information. Inequalities quantifying the change in information are used in proofs of Central Limit Theorems (CLTs) by Shimizu (1975) , Brown (1982) , Barron (1986) and Johnson (2000) . Indeed if Y 1 , Y 2 are independent identically distributed variables with smooth density p(y), score functions ρ(y) = p ′ (y)/p(y) and Fisher Information I(Y ), then
Consequently as in Shimizu (1975) , Brown (1982) , Barron (1986) , in the Central Limit Theorem for standardized sums U n = (X 1 + . . . X n )/ √ n of IID random variables X i , one deduces that the Fisher information is decreasing on the powers-of-two subsequence S k = U 2 k . Identification of the normal as the limiting distribution arises from examining the difference sequence I(S k ) − I(S k+1 ). These papers quantify the change in Fisher Information with each doubling of the sample size, deducing convergence to the normal distribution along the powers-of-two subsequence, and convergence of the whole information sequence I(U n ), by subadditvity of nI(U n ). However, these papers only ever consider the behaviour of the Fisher Information for X ∼ Y + Z τ (for Z τ a small normal perturbation).
The heart of the previous analysis is the comparison of the Fisher information I((Y 1 + Y 2 )/ √ 2) of a sum of independent random variables Y 1 , Y 2 (with score functions ρ 1 (y 1 ) and ρ 2 (y 2 )) with the average information (I(Y 1 ) + I(Y 2 ))/2, where I(Y i ) = Eρ i (Y i ) 2 . The score ρ(u) of the sum is the projection of (ρ 1 (Y 1 ) + ρ 2 (Y 2 ))/2 onto the linear space of functions of Y 1 + Y 2 , so by the Pythagorean identity:
(see Lemma 2.3 for details). In the setting of the CLT for independent identically distributed random variables, one has
where S ′ k is an independent copy of S k , with score function ρ k . Equation (1) then quantifies the drop in information I(S k ) − I(S k+1 ). If the Fisher information I(S k ) is ever finite, since it is decreasing and bounded below, this difference sequence tends to zero, thus the interest is in random variables Y 1 , Y 2 with score functions for which Equation (1) is small. This expression, Equation (1), measures the squared L 2 difference between a 'ridge function' (a function of the sum Y 1 + Y 2 ) and an additive function (a function of the form g 1 (Y 1 ) + g 2 (Y 2 )). From calculus, in general, the only functions f (y 1 , y 2 ) = g 1 (y 1 ) + g 2 (y 2 ) that are both ridge and additive are the linear functions g 1 (y 1 ) = ay 1 + b, g 2 (y 2 ) = ay 2 + b, with a, b 1 , b 2 constants, that is, the functions for which the derivatives g ′ i (y) are constant and equal. The main technique used in the present paper is to establish under general conditions a stability result for this observation; that is, if Equation (1) 
Thus if
close to constant in L 2 , so g 1 and g 2 are close to linear as measured by the (Sobolev) L 2 norm on derivatives. Linear score functions correspond to the family of normal distributions. Hence when f and g are score functions, Equations (1) and (2) provide a means to prove Central Limit Theorems in these Sobolev norms. Now, as is well studied, Sobolev-type inequalities provide a relationship between norms on functions and norms on derivatives: 
where H 1 (Y ) is the space of absolutely continuous functions g such that
For certain Y , R Y is infinite. However, R Y is finite for the normal and other log-concave distributions (see for example Klaasen (1985) , Chernoff (1981) , Chen (1982) , Cacoullos (1982) , Nash (1958) , Borovkov and Utev (1984) ). Indeed, the proof in Klaasen that R Y = τ when Y is N(0, τ ) requires nothing more than the Stein identity (integration by parts):
In Section 3 we show that on convolution, Poincaré constants approach their value in the normal case.
Previous work, as in Lemma 3.1 of Brown (1982) , (see also Barron (1986) 
when Y 1 , Y 2 are independent identically distributed normals.
Brown takes g ∈ L 2 (φ) and considers the projection Our proof shows the validity of Equation (2) for arbitrary random variables with finite Fisher information, and is basis-free. We start with f (Y 1 + Y 2 ), find its additive part with g 1 (
by the Stein identity. A Cauchy-Schwarz inequality completes the proof as detailed in Section 2. One can extend the Brown inequality Equation (3) to hold (with a constant depending on I(Y 1 ) and R Y 1 ) for a wider class of random variables than just normals.
A careful analysis of the behaviour of Poincaré constants on convolution yields the following theorems:
If X i has finite Fisher Information I and Poincaré constant R, then there exists a constant C = C(I, R) such that
We establish a rate of convergence in relative entropy by using an integral form of the de Bruijn identity (see Lemma 1 of Barron (1986)):
and finite Poincaré constant R, then there exists a constant
This O(1/n) rate of convergence is perhaps to be expected. For example if X i is exponentially distributed, and hence U n has a Γ distribution, then J(U n ) = 1/(n − 2), consistent with this. Further, this O(1/n) convergence is consistent with Berry-Esseen-type estimates which give a O(1/ √ n) rate of weak convergence. The following lemma shows the relationship between convergence in Fisher Information, and several weaker forms of convergence: Lemma 1.5 If X is a random variable with density f , and φ is a standard normal, then:
Proof The first bound comes from Shimizu (1975) . The second inequality tightens a bound of Shimizu. Since:
we deduce from the Poincaré inequality for φ that:
where
Unfortunately, Poincaré constants are not finite for all distributions Y . Indeed, as Borovkov and Utev (1984) point out, if R Y < ∞, then by considering g n (x) = |x| n , we inductively deduce that all the moments of Y are finite. From the Berry-Esseen Theorem we know that only (2 + δ)th moment conditions are enough to ensure an explicit O(1/n δ/2 ) rate of weak convergence. In Section 4 we describe a proof of Fisher information convergence under only second moment conditions, though without an explicit rate. This is an extension of Barron's Lemma 2, which only holds for random variables with a normal perturbation.
Note: Our basic inequality, Proposition 2.2, allows for independent random variables that are not identically distributed. Armed with it, one may provide Central Limit Theorems giving information convergence to the normal for random variables satisfying a uniform Lindeberg-type condition (see also Johnson (2000) ). In certain cases we can provide a rate of convergence. One may extend the result to vector valued random variables to give a multivariate Central Limit Theorem with entropy convergence to the normal (see also Johnson and Suhov (2001) ).
2 Projection of functions in L Although the main application of the following Proposition will concern score functions, we present it as an abstract result concerning projection of func-
Proposition 2.2 Consider independent random variables
We find functions g 1 , g 2 and a constant µ such that for any β:
so the Pythagorean relation tells us that the LHS equals
Having removed the additive part of f , we expect that what remains will be almost orthogonal to functions with zero mean. Hence if we define the two functions:
then we expect them to be small. Indeed, by Cauchy-Schwarz, for any u:
so taking expectations over Y 1 , we deduce that
Similarly,
Further, we can explicitly identify a relationship between f 1 , f 2 and g 1 , g 2 , using the Stein identity Eh(
). An interchange of differentiation and expectation (justified by dominated convergence) means that we can rewrite this as
Using the similar expression for f 2 (v) = −(g ′ 2 (v) − µ), and adding β times Equation (4) to (1 − β) times Equation (5), we deduce the result. 
Proof The score ρ(u) of the sum is the projection (conditional expectation, conditioning on 
Restricted Poincaré constants
In the spirit of the Poincare constant defined in Definition 1.1, we introduce the idea of a 'restricted Poincaré constant', where we maximise over a smaller set of functions: 
and in particular:
Proof Unless I and R * are finite, this is a triviality. Note that for a, b positive:
In particular, in the case where f = ρ, h 1 = h 2 = ρ/2 then by Lemma 2.3, the result follows.
Note: since for Y 1 , Y 2 ∼ N(0, 1), R * = 1/2, I = 1, we recover Brown's Equation (3) in this case.
Note: for X discrete-valued, X + Z τ has a finite Poincaré constant, and hence this calculation of an explicit rate of convergence of J(S n + Z τ ) still holds. Via Lemma 1.5 we know that S n + Z τ converges weakly for any τ and hence S n converges weakly to the standard normal.
We obtain Theorem 1.3, the asymptotic result that Fisher information halves as sample size doubles, using a careful analysis of restricted Poincaré constants, showing that they tend to 1/2.
Proof Consider a function f such that Ef (Y 1 +Y 2 ) = 0 and Ef ′ (Y 1 +Y 2 ) = 0, and define g(x) = Ef (x + Y 2 ), so that g ′ (x) = Ef ′ (x + Y 2 ), and hence
Now by our projection inequality, Proposition 2.2:
By Stein's identity, we can expand:
. Writing ǫ(x) for the last term:
Now taking expectations of Equation (7) with respect to Y 1 we deduce that:
where the last line follows by Equation (6) . Now, by Cauchy-Schwarz, we deduce that ǫ(x) ≤ 2g
, so the result follows on rescaling.
Proof of Theorem 1.3 Write R * k for the restricted Poincaré constant of S k . First, since R is finite, then by Proposition 3.3, J(S n ) converges to zero with an exponential rate, so that n J(S n ) < ∞. Now, summing Lemma 3.4:
and hence
Now, Proposition 3.3 and Equation (8) implies convergence at the correct rate along the powers-of-2 subsequence:
We can fill in the gaps using subadditivity:
and for any N, we can write
Convergence of Fisher Information
We can still obtain convergence of the Fisher information, though without such an attractive rate of convergence, if the Poincaré constants are not finite. We will need uniform control over the tails of the Fisher information, and then will bound it on the rest of the region using the projection arguments of Section 2. Note that for I(X) finite, the density of X has bounded variation (since p(y) ≤ |p
Definition 4.1 Given a function ψ, we define the following class:
. IID with finite variance and finite I(X), then
Proof We take the common variance to be equal to 1 and use the notation that p and ρ stand for the density and score function of a single X, and p r for the density of X 1 + . . . X r . We know that U m has score function ρ m (u) = E ( i ρ(X i )| U m = u) / √ m, so by the conditional version of Jensen's inequality
Consider the two terms of Equation (9) separately, firstly writing W for X 2 + . . . X m :
Then for any u:
.
So the second term of Equation (9) is q
and we need a function ψ ′ such that for all R: q 2m (u) (a similar bound will hold for q 2m+1 ) and
we deduce that Equation (10) holds, with ψ ′ (R) = 2 3/4 I/R 1/2 . Note that under a (2 + δ)th moment condition, we obtain ψ ′ (R) = C/R (2+δ)/4 .
By results of Brown (1982) , we know that under a finite variance condition, there exists θ(R) such that EX 2 I(|X| ≥ σR) ≤ θ(R). If in addition, E|X| 2+δ is finite for some δ, the Rosenthal inequality implies that E|U n | 2+δ is uniformly bounded, so we can take θ(R) = 1/R δ .
The other ingredient we require is a bound on the Poincaré constant R
T Un
(the Poincaré constant of U n conditioned on |U n | ≤ T ).
Lemma 4.3 If I(X) is finite then there exist R(T ) and N(T ) such that for all T , R
T Un ≤ R(T ) for n ≥ N(T ).
Proof Writing d n = sup A |f n (A) − φ(A)| (which tends to zero), since f n is bounded then: Combining these two results gives:
