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ABSTRACT 
Given operators E, F, G, and H, defined in an abstract linear space, a’, we form 
the matrix operator 
A(%@ y) = (Ex + FY) @ (Gx + HY), 
defined in the product space a2 and show, under certain conditions, that x is related 
by a similarity transformation to a block diagonal operator 
where rl, and A, are a complete pair of roots of the generalized characteristic equation. 
The roots completely determine the eigenstructure of A. 
1. INTRODUCTION 
Given square matrices E, F, G, and H, all of the same dimension, we 
seek conditions under which the partitioned matrix 
is similar to a partitioned matrix D of the form 
(1.1) 
(1.2) 
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the advantage of this is that the eigenstructure of A is then completely 
determined by the eigenstructures of A1 and Ad. In fact one might think 
of A, and A2 as “eigenvalues” of A”. Corresponding toil, there is an invariant 
subspace .4pi of A and we may regard Yi as the “eigenvector” correspond- 
ing to Ai, i = 1, 2 and the entire space is a direct sum of Y, and 9s. 
Furthermore, in analogy with the scalar case 
f(A) = it-l i”;:” ft/;2j] RI (1.3) 
for every function f(z) analytic on the spectrum of A. Using the notation 
in [7], if Ai and A, have (l)- or (1, 2)-inverses A,+ and As+ then A has the 
(l)- or (1, 2)-inverse 
(1.4) 
(cf. also 191, p. 27); if the inverses A,+, A,+ are commuting [8] then A+ 
is commuting. 
The question of “diagonalizing” A in the above sense has been consid- 
ered by V. Lovass-Nagy and D. L. Powers [B]. They assume that E, F, G, 
and H all commute with one another and show that the problem reduces 
to finding a pair of roots A1 and 11s to the quadratic matrix equation of 
the form 
i12 + B/l + c = 0, (1.5) 
where the matrices B and C (in this case) commute. They then apply 
the quadratic formula to obtain the roots 
Ai, 112 = - &[B * (B2 - 4C)1’2], (1.6) 
where, necessarily, the matrix Q = B2 - 4C is assumed to have a square 
root, i.e., the minimum polynomial of Q has a simple root at the origin. 
For the diagonalization of A they assume further that 
det(Ai - A2) # 0. (1.7) 
This connection between partitioned matrices and quadratic matrix 
equations is also observed from the work of M. G. Krein and H. Langer [4]. 
These authors consider the quadratic eigenparameter problem 
A2x + ABx + Cx = 0, (1.8) 
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where R and C are operators in a Hilbert space 2. They show, on the one 
hand, that the eigenstructure of Eq. (1.8) is associated with the eigen- 
structure of the partitioned matrix operator 
where I is the identity map on 2, and, on the other hand, it is associated 
with the roots of the (operator) equation (1.5). In analogy with Eq. (1.7), 
these latter authors find it necessary to assume that 11, - A, has a 
(bounded) inverse. Their results have been extended in [2], 131, and [5 j. 
In this paper we deal with not necessarily commuting operators E, F, 
G, and H defined on and into a Banach space 9%‘. Thus our present work 
may be regarded as an extension of the discussions in [l-6]. We shall 
show, as in the above mentioned special cases, that the problem of diag- 
onalizing A” leads to finding a cow$lete pair of roots, i.e., their difference 
is invertible, of a quadratic operator equation of the type (1.5). When the 
coefficients do not commute the quadratic formula is, in general, not 
applicable; however, there are various results pertaining to the existence 
and approximation of roots of the general quadratic operator equation 
which we discuss in Sec. 3. In particular, the approximation of roots will 
lead to numerical algorithms for computing the eigen-structure, functions, 
and generalized inverses of a partitioned matrix. 
An interesting consequence of the diagonalization which has been 
observed in [6] (in the case of commuting matrices), is 
Cayley-Hamilton Theorem 
A2 - &-l[1 x (E + FHF-l)]&? + +(I x (FHF-1E 
where we denote, generically for arbitrary W, 
2. DIAGONALIZATION 
Let us attempt to find an operator R such that if I 
then AZ = y 0 Ry for same y in the Banach space 28. 
this property if and only if R is a root of the equation 
the generalized 
- FG)lk = 0, 
(1.10) 
(1.11) 
= x @RxE~#~ 
Clearly, R has 
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G + HR = R(E + FR). (2.1) 
Suppose we can find a complete pair of roots, R1 and R2, to the quadratic 
equation (2.1). If we then define the subspaces 
,4pi = Ix@R~~,~E~‘I, i = 1,2. (2.2) 
then ,4pi is invariant under 6, i = 1,2, and 9P = B @ g is the direct sum 
La’2 = Y, @ 9,. 
Furthermore, if we let 
Ai = E + FR,, i = 1, 2, 
then 
(2.3) 
(2.4) 
A(x @ R,x) = A,x @ RiAix, i = 1,2. 
Let I denote the identity operator on $8 and define 
(2.5) 
R= (2.6) 
Then, in view of Eq. (2.5), for any x @y E 9P, AW(x By) = A(x @ 
R,x + y @ R,y) = Alx @ RIAlx + Azy @ RzAzy = @A+ @Azy). Because 
Ai - A2 is invertible, w is invertible and since x and y are arbitrary we 
obtain the identity (1.2). We have proved the following: 
LEMMA 2.1. If the qztadratic equation (2.1) has a paiy of com@lete roots, 
R, and R,, then we have Eq. (1.2) with the similarity transformation R given 
by (2.6) and with the eigenoperators A,, AZ, given by Eq. (2.4). 
Observe that A1 and A2 are also roots of a quadratic equation, namely : 
A2 _ (E + FHF-l)A -1 F(HF-lE - G), (2.7) 
provided we assume the existence of F-l and we have that : 
LEMMA 2.2. If F-l exists the?% R,, R,, form a complete pair of roots 
of Eq. (2.1) if and only if Al, A_ f o OY a complete pair of roots of Eq. (2.7) and, 
if the complete pair A, and A, exist, the generalized Cayley-Hamilton 
Theorem (1.10) holds. 
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In the event that E, F, G, and H commute then our Eq. (2.7) is identical 
with the generalized characteristic equation obtained in [S]. 
Consider now that we have merely a single root R, of Eq. (2.1) and 
let 1, be the map from 99 onto 9, defined by 
I,x = x @ R,x. (2.8) 
Then, by the closed graph theorem, 1-l exists and 
A, = z-~AZ,. (2.9) 
Clearly if (A; x1,. . , x,) is a Jordan chain of generalized eigenvectors 
corresponding to the eigenvalue A of A,, i.e., 
nixi+, = &+i + xi, i = 0, i, . . , n, xg = 0, (2.10) 
then (A; Z,xi,. . , Ilx,) is a Jordan chain of generalized eigenvectors 
corresponding to the eigenvalue 3, of A. 
Suppose (A; xi, xs,. . .) is a sequence of approximate eigenvectors 
corresponding to the “continuous eigenvalue” 1, i.e., the vectors xi are 
nonzero, uniformly bounded, and 
ilix, - Ax, -+ 0 as kAco (2.11) 
(in the strong topology), then (A; lix,, Iix,, . . ) is a sequence of approximate 
eigenvectors corresponding to the “continuous eigenvalue” ii of A. 
Having shown that the point spectrum of Ai is contained in the point 
spectrum of A and that the continuous spectrum of A, is contained in the 
continuous spectrum of A we now turn our attention to the residual 
spectrum of A,, i.e., those values A for which the range of the operator 
Ai - AI is a closed proper subspace of a. For such a value of ii, the range 
of the operator A” - Af (II is the identity on L?@) does not contain all of 
Y, and hence A is in the spectrum of A”. 
In the event that L&? is a Hilbert space and A is symmetric on .9 then, 
Ai, being a representation of A is symmetrizable [Z]. 
Combining the above remarks with our two lemmas we obtain the 
following theorem. 
THEOREM 2.1. Let R, he any root of Eq. (2.1) and let Al be obtained from 
R, by Eq. (2.4), OY, if F-l exists, let A, be defined as a root of the generalized 
characteristic equation (2.7) then : 
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(1) Ai is a representakwz of A given by 1, on the invariant subspace 9,; 
(2) If 3 is a Hilbert space and A- is symmetric A, is Tzecessarily sym- 
metyizable ; 
(3) If (1; XI>. ., x,) is a Jordan chain of generalized eigenvectors 
corresfionding to the eigenvalue 1 for A, then (A; 1x1,. . , lxn) is a Jordan 
chailt of generalized eigenvectors corresponding to the eigenvalue il for A-; 
(4) If (2; x1> x2,. . . ) is a seqaewe of approximate eigewectors coy- 
responding to the “contixuou’s eigenvalue” /I for AI then (2; 1,x,, 1,x,, . . .) 
is a sequence of approximate eigenvectors corresponding to the “continuous 
eigenvalue” I for A; 
(5) The spetcrum of AI is contained in the spectrum of x; 
(6) If A2 is another root such that Ai, “i2 form a conajdete pair then A 
is diagonalizable in the sense of (1.2) where I? is defined by (2.6) and the 
spectrum of A is the union of the spectra of A, and A2 and, if F-l exists, 
then the generalized Cayley-Hamiltofz i”heorem (1.10) holds. 
3. ROOTS OF OPERATOR EQUATIONS 
M. G. Krein and H. Langer (41 showed that if B and C are positive 
operators, symmetric in Hilbert space [X, ( ., .)] such that C is compact, 
then the quadratic Eq. (1.5) has a root A, such that A,*Al 6 C. Further- 
more, Ai may be chosen so that its spectrum coincides with a certain part 
of the spectrum of the quadratic expression in (1.8). In the event that 
H is finite dimensional then the requirement that B and C are positive 
may be avoided by a simple translation of the parameter. The difficulty 
with this result is that the existence of the root is obtained by a method 
which does not seem to be amenable to computation. However, in the 
strongly damped case 
4(x, x)(Cx, x) < (Bx, x)‘, O#.xEz?, (3.1) 
one may determine the eigenvalues of the root by means of a variational 
principle; cf. [l] for the finite dimensional case, [4] and [5] for the infinite 
dimensional case. In both these papers the authors treat the more general 
equation 
AZ2+BZ+C=0 (3.2) 
and require that 
4(& x)(Cx, x) < (Bx, x)~, O#XE%. (3.3) 
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Eisenfeld [2] has shown that, in the strongly damped case, the roots 
are representations of a symmetric matrix operator which is obtained via 
a transformation of variables. 
Eisenfeld [3] has considered Eq. (3.2) in a Banach space (g, I/ ’ 11) 
(where the symmetry property of operators is, in general, undefined) and 
has shown, under the strongly damped property (assuming B-l exists), i.e., 
for 
41/B-L// IIB-VII < 1, (3.4) 
that a root 2, may be calculated by means of a linear iteration and an 
error bound is provided for. The technique covers a large class of operator 
equations. Equations of the form (3.2) are given special attention in [3] but 
not equations of the form (2.1). 
To apply the iterative technique to Eq. (2.1) we first write it in the form 
R = RAR + B,R + RB, + C. 
For example, by adding R to each side we express Eq. (2.1) as 
R = RFR + RE + (I - H)R - G. 
Then, according to the technique, the sequence of iterates 
z n+l = Z,FZ, + Z,E + (I - H)Z, - G, 92 > 0, 2, = 0, 
converges to a root 2 of Eq. (2.1) provided 
d = [(I - 7)’ - 4llFll llGIl11'2 I== 0,
where 
Furthermore, 
Y = lIEI + IIT - HI1 < 1. 
l/Z, - 2,/l < (1 - d)“llGll/d, n = 1, 2,. . . 
(35) 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
Other properties of 2, are given in [3]. Of course, we may also put 
Eq. (2.1) in the form (3.5) by other means, say by premultiplication by 
E-l if it exists. This would then lead to alternate algorithms for the 
calculation of a root. 
We now return to Eq. (3.2). If A-l exists, a second root of this equation 
may be obtained by first finding root X, of the conjugate equation (e.g., 
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by the iterative technique in [3]) : 
X2A + XB + C = 0 (3.11) 
and setting 
2, = - A-lB(I + X,B-IA). (3.12) 
In the event that A, B, C are symmetric operators in a Hilbert space 
we may take Xi = Z,* and if A, B, C commute we may take Xi = 2,. 
If 2, and Xi are obtained by means of the iterative technique given 
in [3] then 2, and 2, form a complete pair and, in general, strong damping 
conditions of the type (3.3) and (3.4) p ermit a complete pair of roots. 
Finally, we point out that the knowledge of the existence of roots with 
the properties which one find listed in the above mentioned papers is, in 
itself without knowing the root explicitly, an advantage in computing 
the eigenstructure of partitioned matrix operators. 
4. COMMENTS 
1. Whenever the existence of F-I 
do just as well, since A is similar to 
1 H F 
is needed, the existence of G-l would 
G 
E 1 
by permutation. 
2. If Eq. (2.1) has at least one root R,, then A is similar to a block- 
triangular matrix, from which the eigenvalues of A” may be determined. 
More precisely, 
It follows that: 
THEOREM 4.1. For any root R of Eq. (2.1), the spectrum (eigenvalues) of 
A” is the union of the spectrum (eigenvalues) of A = E + FR and the spectmm 
(eigenvalues) of H - RF. 
3. If F-l exists then 11s = F(H - RF)F-l is a root of Eq. (2.7) but 
in general Ai = E + FR and As need not form a complete pair. 
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5. PROSPECTS FOR FUTURE RESEARCH 
It is natural to ask if A” and B are two matrix operators with the same 
generalized characteristic equation, then under what conditions are they 
similar. In view of Theorem 2.1, one such sufficient condition is that the 
generalized characteristic equation possess a complete set of roots. There- 
fore, we ask further for a weaker sufficient condition. This would certainly 
lead to the possibility of a generalized minimum equation. 
Another avenue of research is the diagonalization of matrix operators 
partitioned into ptz? operators. This would lead to a generalized charac- 
teristic equation which is polynomial of degree PZ. In this connection we 
remark that the iterative technique [3] applies to such operator equations. 
We aye grateful to Professor V. Lovass-A’agy for his enthusiastic discus- 
sions and to the reviewer whose comments contributed to the revised paper. 
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