Online auction is the essence of many modern markets, particularly networked markets, in which information about goods, agents, and outcomes is revealed over a period of time, and the agents must make irrevocable decisions without knowing future information. Optimal stopping theory, especially the classic secretary problem, is a powerful tool for analyzing such online scenarios which generally require optimizing an objective function over the input. The secretary problem and its generalization the multiple-choice secretary problem were under a thorough study in the literature. In this article, we consider a very general setting of the latter problem called the submodular secretary problem, in which the goal is to select k secretaries so as to maximize the expectation of a (not necessarily monotone) submodular function which defines efficiency of the selected secretarial group based on their overlapping skills. We present the first constant-competitive algorithm for this case. In a more general setting in which selected secretaries should form an independent (feasible) set in each of l given matroids as well, we obtain an O(l log 2 r)-competitive algorithm generalizing several previous results, where r is the maximum rank of the matroids. Another generalization is to consider l knapsack constraints (i.e., a knapsack constraint assigns a nonnegative cost to each secretary, and requires that the total cost of all the secretaries employed be no more than a budget value) instead of the matroid constraints, for which we present an O(l)-competitive algorithm. In a sharp contrast, we show for a more general setting of subadditive secretary problem, there is noõ( √ n)-competitive algorithm and thus submodular functions are the most general functions to consider for constant-competitiveness in our setting. We complement this result by giving a matching O( √ n)-competitive algorithm for the subadditive case. At the end, we consider some special cases of our general setting as well. 
INTRODUCTION
Online auction is the essence of many modern markets, particularly networked markets, in which information about goods, agents, and outcomes is revealed over a period of time, and the agents must make irrevocable decisions without knowing future information. Optimal stopping theory is a powerful tool for analyzing such scenarios that generally require optimizing an objective function over the space of stopping rules for an allocation process under uncertainty. Combining optimal stopping theory with game theory allows us to model the actions of rational agents applying competing stopping rules in an online market. This first has been done by Hajiaghayi et al. [2004] who considered the well-known secretary problem in online settings and initiated several follow-up papers (see, e.g., [Babaioff et al. 2007a [Babaioff et al. , 2007b [Babaioff et al. , 2008 Hajiaghayi et al. 2007; Immorlica et al. 2006; Kleinberg 2005] ).
Perhaps the most classic problem of stopping theory is the secretary problem. Imagine that you manage a company, and you want to hire a secretary from a pool of n applicants. You are very keen on hiring only the best and brightest. Unfortunately, you cannot tell how good a secretary is until you interview him, and you must make an irrevocable decision whether or not to make an offer at the time of the interview. The problem is to design a strategy which maximizes the probability of hiring the most qualified secretary. It is well known since 1963 [Dynkin 1963 ] that the optimal policy is to interview the first t − 1 applicants, then hire the next one whose quality exceeds that of the first t − 1 applicants, where t is defined by n j=t+1
; as n → ∞, the probability of hiring the best applicant approaches 1/e, as does the ratio t/n. Note that a solution to the secretary problem immediately yields an algorithm for a slightly different objective function optimizing the expected value of the chosen element. Subsequent papers have extended the problem by varying the objective function, varying the information available to the decision-maker, and so on, see, for example, Ajtai et al. [2001] , Glasser et al. [1983] , Vanderbei [1980] , and Wilson [1991] .
An important generalization of the secretary problem with several applications (see, e.g., a survey by Babaioff et al. [2008] ) is called the multiple-choice secretary problem in which the interviewer is allowed to hire up to k ≥ 1 applicants in order to maximize performance of the secretarial group based on their overlapping skills (or the joint utility of selected items in a more general setting). More formally, assuming applicants of a set S = {a 1 , a 2 , . . . , a n } (applicant pool) arriving in a uniformly random order, the goal is to select a set of at most k applicants in order to maximize a profit function f : 2 S → R. We assume f is nonnegative throughout this article. For example, when f (T ) is the maximum individual value [Freeman 1983; Gilbert and Mosteller 1966] , or when f (T ) is the sum of the individual values in T [Kleinberg 2005 ], the problem has been considered thoroughly in the literature. Indeed, both of these cases are special monotone nonnegative submodular functions that we consider in this article. A function f : 2 S → R is called submodular if and only if ∀A, B ⊆ S : f (A) + f (B) ≥ f (A ∪ B) + f (A∩ B). An equivalent characterization is that the marginal profit of each item should be nonincreasing, that is, f (A ∪ {a}) − f (A) ≤ f (B ∪ {a}) − f (B) if B ⊆ A ⊆ S and a ∈ S\B. A function f : 2 S → R is monotone if and only if f (A) ≤ f (B) for A ⊆ B ⊆ S; it is nonmonotone if is not necessarily the case. Since the number of sets is exponential, we assume a value oracle access to the submodular function; that is, for a given set T, an algorithm can query an oracle to find its value f (T ). As we discuss in this article, maximizing a (monotone or nonmonotone) submodular function that demonstrates economy of scale is a central and very general problem in combinatorial optimization and has been subject of a thorough study in the literature.
The closest setting to our submodular multiple-choice secretary problem is the matroid secretary problem considered by Babaioff et al. [2007b] . In this problem, we are given a matroid by a ground set U of elements and a collection of independent (feasible) subsets I ⊆ 2 U describing the sets of elements that can be simultaneously accepted. We recall that a matroid has three properties: (1) the empty set is independent; (2) every subset of an independent set is independent (closed under containment) 1 ; and finally (3) if A and B are two independent sets and A has more elements than B, then there exists an element in A that is not in B and when added to B still gives an independent set. 2 The goal is to design online algorithms in which the structure of U and I is known at the outset (assume we have an oracle to answer whether a subset of U belongs to I or not), while the elements and their values are revealed one at a time in random order. As each element is presented, the algorithm must make an irrevocable decision to select or reject it such that the set of selected elements belongs to I at all times. Babaioff et al. [2007b] present an O(log r)-competitive algorithm for general matroids, where r is the rank of the matroid (the size of the maximal independent set), and constant-competitive algorithms for several special cases arising in practical scenarios including graphic matroids, truncated partition matroids, and bounded degree transversal matroids. However, they leave as a main open question the existence of constant-competitive algorithms for general matroids. Our constant-competitive algorithms for the submodular secretary problem in this article can be considered in parallel with this open question. To generalize both results of Babaioff et al. [2007b] and ours, we also consider the submodular matroid secretary problem in which we want to maximize a submodular function over all independent (feasible) subsets I of the given matroid. Moreover, we extend our approach to the case in which l matroids are given and the goal is to find the set of maximum value which is independent with respect to all the given matroids. We present an O(l log 2 r)-competitive algorithm for the submodular matroid secretary problem generalizing previous results.
Prior to our work, there was no polynomial-time algorithm with a nontrivial guarantee for the case of l matroids-even in the offline setting-when l is not a fixed constant. Lee et al. [2009] give a local-search procedure for the offline setting that runs in time O(n l ) and achieves approximation ratio l + ε. Even the simpler case of having a linear function cannot be approximated to within a factor better than (l/ log l) [Hazan et al. 2006] . Our results imply an algorithm with guarantees O(l log r) and O(l log 2 r) for the offline and (online) secretary settings, respectively. Both these algorithms run in time polynomial in l. In case of the knapsack constraints, the only previous relevant work that we are aware of is that of Lee et al. [2009] which gives a (5 + ε) approximation in the offline setting if the number of constraints is a constant. In contrast, our results work for arbitrary number of knapsack constraints, albeit with a loss in the guarantee; see Theorem 1.3.
Our competitive ratio for the submodular secretary problem is 7 1−1/e . Though our algorithm is relatively simple, it has several phases and its analysis is relatively involved. As we point out here, we cannot obtain any approximation factor better than 1 1−1/e even for offline special cases of our setting unless P = NP. A natural generalization of a submodular function while still preserving economy of scale is a subadditive function f :
. In this article, we show that if we consider the subadditive secretary problem instead of the submodular secretary problem, there is no algorithm with competitive ratioõ( √ n). We complement this result by giving an O( √ n)-competitive algorithm for the subadditive secretary problem.
Background on Submodular Maximization. 3 Submodularity, a discrete analog of convexity, has played a central role in combinatorial optimization [Lovász 1983 ]. It appears in many important settings including cuts in graphs [Iwata et al. 2001; Goemans and Williamson 1995; Queyranne 1995] , plant location problems [Cornuejols et al. 1976 [Cornuejols et al. /1977 [Cornuejols et al. , 1977 , rank function of matroids [Edmonds 1970] , and set covering problems [Feige 1998 ].
The problem of maximizing a submodular function is of essential importance, with special cases including Max Cut [Goemans and Williamson 1995] , Max Directed Cut [Halperin and Zwick 2001] , hypergraph cut problems, maximum facility location [Ageev and Sviridenko 1999; Cornuejols et al. 1976 Cornuejols et al. /1977 Cornuejols et al. , 1977 , and certain restricted satisfiability problems [Håstad 2001; Feige and Goemans 1995] . While the Min Cut problem in graphs is a classical polynomial-time solvable problem, and more generally it has been shown that any submodular function can be minimized in polynomial time [Iwata et al. 2001; Schrijver 2000] , maximization turns out to be more difficult and indeed all the aforementioned special cases are NP-hard.
Max-k-Cover, where the goal is to choose k sets whose union is as large as possible, is another related problem. It is shown that a greedy algorithm provides a (1 − 1/e) approximation for Max-k-Cover [Khuller et al. 1999] and this is optimal unless P = NP [Feige 1998 ]. More generally, we can view this problem as maximization of a monotone submodular function under a cardinality constraint, that is, we seek a set S of size k maximizing f (S). The greedy algorithm again provides a (1 − 1/e) approximation for this problem . A 1/2 approximation has been developed for maximizing monotone submodular functions under a matroid constraint . A (1 − 1/e) approximation has been also obtained for a knapsack constraint [Sviridenko 2004 ], and for a special class of submodular functions under a matroid constraint [Calinescu et al. 2007] .
Recently constant factor ( 3 4
+ ε)-approximation algorithms for maximizing nonnegative non-monotone submodular functions has also been obtained [Feige et al. 2007] . Typical examples of such a problem are max cut and max directed cut. Here, the best approximation factors are 0.878 for max cut [Goemans and Williamson 1995] and 0.859 for max directed cut [Feige and Goemans 1995] . The approximation factor for max cut has been proved optimal, assuming the Unique Games Conjecture [Khot et al. 2004] . Generalizing these results, Vondrák very recently obtains a constant factor approximation algorithm for maximizing non-monotone submodular functions under a matroid constraint [Vondrák 2009 ]. Subadditive maximization has been also considered recently (e.g., in the context of maximizing welfare [Feige 2006] ).
Submodular maximization also plays a role in maximizing the difference of a monotone submodular function and a modular function. A typical example of this type is the maximum facility location problem in which we want to open a subset of facilities and maximize the total profit from clients minus the opening cost of facilities. Approximation algorithms have been developed for a variant of this problem which is a special case of maximizing nonnegative submodular functions [Ageev and Sviridenko 1999; Cornuejols et al. 1976 Cornuejols et al. /1977 Cornuejols et al. , 1977 . The current best approximation factor known for this problem is 0.828 [Ageev and Sviridenko 1999] . Asadpour et al. [2008] study the problem of maximizing a submodular function in a stochastic setting, and obtain constant-factor approximation algorithms. We prove Theorem 1.1 in Section 2. We first present our simple algorithms for the problem. Since our algorithm for the general nonmonotone case uses that of monotone case, we first present the analysis for the latter case and then extend it for the former case. We divide the input stream into equal-sized segments, and show that restricting the algorithm to pick only one item from each segment decreases the value of the optimum by at most a constant factor. Then, in each segment, we use a standard secretary algorithm to pick the best item conditioned on our previous choices. We next prove that these local optimization steps lead to a global near-optimal solution.
The argument breaks for the nonmonotone case since the algorithm actually approximates a set which is larger than the optimal solution. The trick is to invoke a new structural property of (nonmonotone) submodular functions that allows us to divide the input into two equal portions, and randomly solve the problem on one.
Indeed, Theorem 1.1 can be extended for the submodular matroid secretary problem as follows. We prove Theorem 1.2 in Section 3. We note that in the submodular matroid secretary problem, selecting (bad) elements early in the process might prevent us from selecting (good) elements later since there are matroid independence (feasibility) constraints. To overcome this issue, we only work with the first half of the input. This guarantees that at each point in expectation there is a large portion of the optimal solution that can be added to our current solution without violating the matroid constraint. However, this set may not have a high value. As a remedy, we prove there is a near-optimal solution all of whose large subsets have a high value. This novel argument may be interesting in its own right.
We mention in Section 4 our results for maximizing a submodular secretary problem with respect to l knapsack constraints. In this setting, there are l knapsack capacities We prove Theorem 1.4 in Section 5. The algorithm for the matching upper bound is very simple, however, the lower bound uses clever ideas and indeed works in a more general setting. We construct a subadditive function, which interestingly is almost submodular, and has a "hidden good set". Roughly speaking, the value of any query to the oracle is proportional to the intersection of the query and the hidden good set. However, the oracle's response does not change unless the query has considerable intersection with the good set which is hidden. Hence, the oracle does not give much information about the hidden good set.
Finally in our concluding remarks in Section 6, we briefly discuss two other aggregate functions max and min, where the latter is not even submodular and models a bottleneck situation in the secretary problem.
All omitted proofs can be found in the appendix.
Remark. Independent of our study on online submodular maximization [Bateni et al. 2009 ], Gupta et al. [2010] consider similar problems. By reducing the case of nonmonotone submodular functions to several runs of the greedy algorithm for monotone submodular functions, they present O( p)-approximation algorithms for maximizing submodular functions (in the offline setting) subject to p-independence systems (which include the intersection of p matroids), and constant factor approximation algorithms when the maximization is subject to a knapsack constraint. In the online secretary setting, they provide O(1)-competitive results for maximizing a submodular function subject to cardinality or partition matroid constraints. They also obtain an O(log r) competitive ratio for maximization subject to a general matroid of rank r. The latter result improves our Theorem 1.2 when l = 1.
THE SUBMODULAR SECRETARY PROBLEM

Algorithms
In this section, we present the algorithms used to prove Theorem 1.1. In the classic secretary problem, the efficiency value of each secretary is known only after she arrives. In order to marry this with the value oracle model, we say that the oracle answers the query regarding the efficiency of a set S ⊆ S only if all the secretaries in S have already arrived and been interviewed.
Our algorithm for the monotone submodular case is relatively simple though its analysis is relatively involved. First we assume that n is a multiple of k, since otherwise we could virtually insert n − k n k dummy secretaries in the input: for any subset A of dummy secretaries and a set B ⊆ S, we have that f (A ∪ B) = f (B). In other words, there is no profit in employing the dummy secretaries. To be more precise, we simulate the augmented input in such a way that these secretaries are arriving uniformly at random similarly to the real ones. Thus, we say that n is a multiple of k without loss of generality.
We partition the input stream into k equally sized segments, and, roughly speaking, try to employ the best secretary in each segment. Let l := n k denote the length of each segment. Let a 1 , a 2 , . . . , a n be the actual ordering in which the secretaries are interviewed. Break the input into k segments such that
. . , a n }. We employ at most one secretary from each segment S i . Note that this way of having several phases of (almost) equal length for the secretary problem seems novel to this article, since in previous works there are usually only two phases (see, e.g., Hajiaghayi et al. [2004] ). The phase i of our algorithm corresponds to the time interval when the secretaries in S i arrive. Let T i be the set of secretaries that we have employed from i j=1 S j . Define T 0 := ∅ for convenience. In phase i, we try to employ a secretary e from S i that maximizes f
. Then, we are trying to employ a secretary x ∈ S i that has the maximum value for g i (e). Using a classic algorithm Submodular Secretary Problem and Extensions 32:7
ALGORITHM 1: Monotone Submodular Secretary Algorithm
Input: A monotone submodular function f : 2 S → R, and a randomly permuted stream of secretaries, denoted by (a 1 , a 2 , . . . , a n ), where n is an integer multiple of k. Output: A subset of at most k secretaries.
Let
for the secretary problem (see Dynkin [1963] , for instance) for employing the single secretary, we can solve this problem with constant probability 1/e. Hence, with constant probability, we pick the secretary that maximizes our local profit in each phase. It leaves us to prove that this local optimization leads to a reasonable global guarantee.
The previous algorithm fails in the nonmonotone case. Observe that the first if statement is never true for a monotone function, however, for a nonmonotone function this guarantees the values of sets T i are nondecreasing. Algorithm 2 first divides the input stream into two equal-sized parts: U 1 and U 2 . Then, with probability 1/2, it calls Algorithm 1 on U 1 , whereas with the same probability, it skips over the first half of the input, and runs Algorithm 1 on U 2 .
ALGORITHM 2: Submodular Secretary Algorithm
Input: A (possibly nonmonotone) submodular function f : 2 S → R, and a randomly permuted stream of secretaries, denoted by (a 1 , a 2 , . . . , a n ), where n is an integer multiple of 2k. Output: A subset of at most k secretaries.
Let U 1 := {a 1 , a 2 , . . . , a n/2 } Let U 2 := {a n/2 + 1, . . . , a n−1 , a n } Let 0 ≤ X ≤ 1 be a uniformly random value. if X ≤ 1/2 then Run Algorithm 1 on U 1 to get S 1 Output S 1 as the solution else Run Algorithm 1 on U 2 to get S 2 Output S 2 as the solution end if
Analysis
In this section, we prove Theorem 1.1. Since the algorithm for the nonmonotone submodular secretary problem uses that for the monotone submodular secretary problem, first we start with the monotone case. 2.2.1. Monotone Submodular. We prove in this section that for Algorithm 1, the expected value of f (T k ) is within a constant factor of the optimal solution. Let R = {a i 1 , a i 2 , . . . , a i k } be the optimal solution. Note that the set {i 1 , i 2 , . . . , i k } is a uniformly random subset of {1, 2, . . . , n} with size k. It is also important to note that the permutation of the elements of the optimal solution on these k places is also uniformly random, and is independent from the set {i 1 , i 2 , . . . , i k }. For example, any of the k elements of the optimum can appear as a i 1 . These are two key facts used in the analysis.
Before starting the analysis, we present a simple property of submodular functions that will prove useful in the analysis. The proof of the lemma is standard, and is included in the appendix for the sake of completeness.
For each S i ∈ X , we pick one element, say s i , of S i ∩ R randomly. These selected items form a set called R = {s 1 , s 2 , . . . , s |X | } ⊆ R of size |X |. Since our algorithm approximates such a set, we study the value of such random samples of R in the following lemmas. We first show that restricting ourselves to picking at most one element from each segment does not prevent us from picking many elements from the optimal solution (i.e., R).
LEMMA 2.2. The expected value of the number of items in R is at least k(
PROOF. We know that |R | = |X |, and |X | is equal to k minus the number of sets S i whose intersection with R is empty. So, we compute the expected number of these sets, and subtract this quantity from k to obtain the expected value of |X | and thus |R |.
Consider a set S q , 1 ≤ q ≤ k, and the elements of
, and for any i :
where the last inequality follows from a simple mathematical fact:
if c ≥ 0 and x ≤ y. Now we conclude that the probability of the event
Thus, each of the sets S 1 , S 2 , . . . , S k does not intersect with R with probability at most 1/e. Hence, the expected number of such sets is at most k/e. Therefore, the expected value of |X | = |R | is at least k(1 − 1/e).
The next lemma materializes the proof of an intuitive statement: if you randomly sample elements of the set R, you expect to obtain a profit proportional to the size of your sample. An analog of this is proved in Feige [2006] for the case when |R|/|A| is an integer. LEMMA 2.3. For a random subset Aof R, the expected value of f (A) is at least
PROOF. Let (x 1 , x 2 , . . . , x k ) be a random ordering of the elements of R. For r = 1, 2, . . . , k, let F r be the expectation of f ({x 1 , . . . , x r }), and define D r := F r − F r−1 , where F 0 is interpreted to be equal to zero. Letting a := |A|, note that
, from which the lemma follows easily. Let (y 1 , y 2 , . . . , y k ) be a cyclic permutation 
Here comes the crux of our analysis where we prove that the local optimization steps (i.e., trying to make the best move in each segment) indeed lead to a globally approximate solution.
The following theorem wraps up the analysis of the algorithm. 
f (R), where V denotes the set of different values that f (T k ) can get. We also know that
2.2.2. Nonmonotone Submodular. Before starting the analysis of Algorithm 2 for nonmonotone functions, we show an interesting property of Algorithm 1. Consistently with the notation of Section 2.2, we use R to refer to some optimal solution. Recall that we partition the input stream into (almost) equal-sized segments S i : 1 ≤ i ≤ k, and pick one item from each. Then, T i denotes the set of items we have picked at the completion of segment i. We show that f (T k ) ≥ 1 2e f (R ∪ T i ) for some integer i, even when f is not monotone. Roughly speaking, the proof mainly follows from the submodularity property and Lemma 2.1. LEMMA 2.6. If we run the monotone algorithm on a (possibly nonmonotone) submodular function f , we obtain f (T k ) ≥ 1 2e 2 f (R ∪ T i ) for some i. PROOF. Consider the stage i + 1 in which we want to pick an item from S i+1 . Lemma 2.1 implies
At least one of the two right-hand side terms has to be larger than f (R ∪ T i )/2. If this happens to be the first term for any i, we are done: Consider the events that among the elements in R\T i exactly one, say a,
with probability 1/e: that is, if the algorithm picks the best secretary in this interval. Each event E a occurs with probability at least
. Since these events are disjoint, we have
and by summing over all values of i, we obtain
Unlike the case of monotone functions, we cannot say that f (R ∪ T i ) ≥ f (R), and conclude that our algorithm is constant-competitive. Instead, we need to use other techniques to cover the cases that f (R ∪ T i ) < f (R). The following lemma presents an upper bound on the value of the optimum. 
PROOF. The statement follows from the submodularity property, observing that
We are now at a position to prove the performance guarantee of our main algorithm. THEOREM 2.8. Algorithm 2 has competitive ratio 8e 2 .
PROOF. Let the outputs of the two algorithms be sets Z and Z , respectively. The expected value of the solution is thus [
We know that E[ f (Z)] ≥ c f (R ∪ X 1 ) for some constant c , and X 1 ⊆ U 1 . The only difference in the proof is that each element of R\Z appears in the set S i with probability 1/2k instead of 1/k. But we can still prove this lemma for c := 1/4e 2 . The same holds
Since U 1 and U 2 are disjoint, so are X 1 and X 2 . Hence, the expected value of our solution is at least 1 4e 2 [ f (R ∪ X 1 )+ f (R ∪ X 2 )]/2, which via Lemma 2.7 is at least 1 8e 2 f (R).
THE SUBMODULAR MATROID SECRETARY PROBLEM
In this section, we prove Theorem 1.2. We first design an O(log 2 r)-competitive algorithm for maximizing a monotone submodular function, when there are matroid constraints for the set of selected items. Here we are allowed to choose a subset of items only if it is an independent set in the given matroid.
The matroid (U, I) is given by an oracle access to I. Let n denote the number of items, that is, n := |U|, and r denotes the rank of the matroid. Let S ∈ I denote an optimal solution that maximizes the function f . We focus our analysis on a refined set S * ⊆ S that has certain nice properties: (1) f (S * ) ≥ (1 − 1/e) f (S), and (2) f (T ) ≥ f (S * )/ log r for any T ⊆ S * such that |T | = |S * |/2 . We cannot necessarily find S * , but we prove that such a set exists.
Start by letting S * = S. As long as there is a set T violating the second property above, remove T from S * , and continue. The second property clearly holds at the termination of the procedure. In order to prove the first property, consider one iteration. By submodularity (subadditivity to be more precise) we have
Since each iteration halves the set S * , there are at most log r iterations. Therefore, f (S * ) ≥ (1 − 1/ log r) log r · f (S) ≥ (1 − 1/e) f (S). We analyze the algorithm assuming the parameter |S * | is given, and achieve a competitive ratio O(log r). If |S * | is unknown, though, we can guess its value (from a pool of log r different choices) and continue with Lemma 3.1. This gives an O(log 2 r) competitive ratio.
LEMMA 3.1. Given |S * |, Algorithm 3 picks an independent subset of items with size |S * |/2 whose expected value is at least f (S * )/4e log r.
PROOF. Let k := |S * |. We divide the input stream of n items into k segments of (almost) equal size. We only pick k/2 items, one from each of the first k/2 segments.
Similarly to Algorithm 1 for the submodular secretary problem, when we work on each segment, we try to pick an item that maximizes the marginal value of the function given the previous selection is fixed (see the for loop in Algorithm 1). We show that the expected gain in each of the first k/2 segments is at least a constant fraction of f (S * )/k log r. Suppose we are working on segment i ≤ k/2, and let Z be the set of items already picked; so |Z| ≤ i − 1. Furthermore, assume f (Z) ≤ f (S * )/2 log r since otherwise, the lemma is already proved. By matroid properties, we know there is a set T ⊆ S * \Z of size k/2 such that T ∪ Z ∈ I. The second property of S * gives f (T ) ≥ f (S * )/ log r.
ALGORITHM 3: Monotone Submodular Secretary Algorithm with Matroid constraint
Input: A monotone submodular function f : 2 U → R, a matroid (U, I), and a randomly permuted stream of secretaries, denoted by (a 1 , a 2 , . . . , a n ). Output: A subset of secretaries that are independent according to I.
Let U 1 := {a 1 , a 2 , . . . , a n/2 } Pick the parameter k := |S * | uniformly at random from the pool {2 0 , 2 1 , . . . , 2 log r } if k = O(log r) then Select the best item of the U 1 and output the singleton else {run Algorithm 1 on U 1 and respect the matroid} 
Note that each item in T appears in this segment with probability 2/k because we divided the input stream into k/2 equal segments. Since, in each segment, we pick the item giving the maximum marginal value with probability 1/e, the expected gain in this segment is at least
We have this for each of the first k/2 segments, so the expected value of our solution is at least f (S * )/2e log r.
Finally, it is straightforward (and hence the details are omitted) to combine the algorithm in this section with Algorithm 2 for the nonmonotone submodular secretary problem, to obtain an O(log 2 r)-competitive algorithm for the nonmonotone submodular secretary problem subject to a matroid constraint.
Here we show the same algorithm works when there are l ≥ 1 matroid constraints and achieves a competitive ratio of O(l log 2 r). We just need to respect all matroid constraints in Algorithm 3. This finishes the proof of Theorem 1.2.
LEMMA 3.2. Given |S * |, Algorithm 3 picks an independent subset of items (i.e., independent with respect to all matroids) with expected value at least f (S
PROOF. The proof is similar to the proof of Lemma 3.1. We show that the expected gain in each of the first k/2l segments is at least a constant fraction of f (S * )/k log r. Suppose we are working on segment i ≤ k/2l, and let Z be the set of items already picked; so |Z| ≤ i − 1. Furthermore, assume f (Z) ≤ f (S * )/2 log r since otherwise, the lemma is already proved. We claim that there is a set T ⊆ S * \Z of size k − l × k/2l ≥ k/2 such that T ∪ Z is an independent set in all matroids. The proof is as follows. We know that there exists a set T 1 ⊆ S * whose union with Z is an independent set of the first matroid, and the size of T 1 is at least |S * |−|Z|. This can be proved by the exchange property of matroids, that is, adding Z to the independent set S * does not remove more than |Z| items from S * . Since T 1 is independent with respect to the second matroid (as it is a subset of S * ), we can prove that there exists a set T 2 ⊆ T 1 of size at least |T 1 | − |Z| such that Z ∪ T 2 is an independent set in the second matroid. If we continue this process for all matroid constraints, we can prove that there is a set T l which is an independent set in all matroids, and has size at least |S * | − l|Z| ≥ k − l × k/2l ≥ k/2 such that Z ∪ T l is independent with respect to all the given matroids. The rest of the proof is similar to the proof of Lemma 3.1-we just need to use the set T l instead of the set T in the proof.
Since we are gaining a constant times f (S * )/k log r in each of the first k/2l segments, the expected value of the final solution is at least a constant times f (S * )/l log r.
KNAPSACK CONSTRAINTS
In this section, we prove Theorem 1.3. We first outline how to reduce an instance with multiple knapsacks to an instance with only one knapsack, and then we show how to solve the single knapsack instance.
Without loss of generality, we can assume that all knapsack capacities are equal to one. Let I be the given instance with the value function f , and item weights w ij for 1 ≤ i ≤ l and 1 ≤ j ≤ n. Define a new instance I with one knapsack of capacity one in which the weight of the item j is w j := max i w ij . We first prove that this reduction loses no more than a factor 4l in the total value. Take note that both the scaling and the weight transformation can be carried in an online manner as the items arrive. Hence, the results of this section hold for the online as well as the offline setting. PROOF. The latter inequality is very simple: Take the optimal solution to I . This is also feasible in I since all the item weights in I are bounded by the weight in I .
We next prove the other inequality. Let T be the optimal solution of I. An item j is called fat if w j ≥ 1/2. Notice that there can be at most 2l fat items in T since
If there is any fat item with value at least OPT(I)/4l, the statement of the lemma follows immediately, so we assume this is not the case. The total value of the fat items, say F, is at most OPT(I)/2. Submodularity and nonnegativity of f gives f (T \F) ≥ f (T ) − f (F) ≥ OPT(I)/2. Sort the non-fat items in decreasing order of their value density (i.e., ratio of value to weight), and let T be a maximal prefix of this ordering that is feasible with respect to I . If T = T \F, we are done; otherwise, T has weight at least 1/2. Let x be the total weight of items in T and let y indicate the total weight of item T \(F ∪ T ). Let α x and α y denote the densities of the two corresponding subsets of the items, respectively. Clearly x + y ≤ l and
Here we show how to achieve a constant competitive ratio when there is only one knapsack constraint. Let w j denote the weight of item j : 1 ≤ j ≤ n, and assume, without loss of generality, that the capacity of the knapsack is 1. Moreover, let f be the value function which is a nonmonotone submodular function. Let T be the optimal solution, and define OPT := f (T ). The value of the parameter λ ≥ 1 will be fixed in this section. Define T 1 and T 2 as the subsets of T that appears in the first and second half of the input stream, respectively. We first show this solution is broken into two balanced portions. LEMMA 4.2. If the value of each item is at most OPT/λ, for sufficiently large λ, the random variable | f (T 1 ) − f (T 2 )| is bounded by OPT/2 with a constant probability.
PROOF. Each item of T goes to either T 1 or T 2 with probability 1/2. Let the random variable X 1 j denote the increase of the value of f (T 1 ) due to the possible addition of item j. Similarly X 2 j is defined for the same effect on f (T 2 ). The two variables X 1 j and X 2 j have the same probability distribution, and because of submodularity and the fact that the value of item j is at most OPT/λ, the contribution of item j in f (T 1 ) − f (T 2 ) can be seen as a random variable that always take values in range [− OPT/λ, OPT/λ] with mean zero. (In fact, we also use the fact that in an optimal solution, the marginal value of any item is non-negative. Submodularity guarantees that this holds with respect to any of the subsets of T as well.) Azuma's inequality ensures that with constant probability the value of | f (T 1 ) − f (T 2 )| is not more than max{ f (T 1 ), f (T 2 )}/2 for sufficiently large λ. Since both f (T 1 ) and f (T 2 ) are at most OPT, we can say that they are both at least OPT/4, with constant probability.
The algorithm is as follows. Without loss of generality, assume that all items are feasible, that is, any one item fits into the knapsack. We flip a coin, and if it turns up "heads," we simply try to pick the one item with the maximum value. We do the following if the coin turns up "tails." We do not pick any items from the first half of the stream. Instead, we compute the maximum value set in the first half with respect to the knapsack constraint; Lee et al. [2009] give a constant factor approximation for this task. From this argument, we know that f (T 1 ) is at least OPT /4 since all the items have limited value in this case (i.e., at most OPT/λ). Therefore, we obtain a constant factor estimation of OPT by looking at the first half of the stream: that is, if the estimate isÔPT, we get OPT/c ≤ÔPT ≤ OPT. After obtaining this estimate, we go over the second half of the input, and pick an item j if and only if it is feasible to pick this item, and moreover, the ratio of its marginal value to w j is at leastÔPT/6. LEMMA 4.3. This algorithm is a constant competitive algorithm for the non-monotone submodular secretary problem with one knapsack constraint.
PROOF. We give the proof for the monotone case. Extending it for the non-monotone requires the same idea as was used in the proof of Theorem 2. First, suppose there is an item with value at least OPT/λ. With probability 1/2, we try to pick the best item, and we succeed with probability 1/e. Thus, we get an O(1) competitive ratio in this case.
In the other case, all the items have small contributions to the solution, that is, less than OPT/λ. In this case, with constant probability, both f (T 1 ) and f (T 2 ) are at least OPT/4. Hence,ÔPT is a constant estimate for OPT. Let T be the set of items picked by the algorithm in this case. If the sum of the weights of the items in T is at least 1/2, we are done, because all these items have (marginal) value density at leastÔPT/6, so
Otherwise, the total weight of T is less than 1/2. Therefore, there are items in T 2 that are not picked. There might be two reasons for this. There was not enough room in the knapsack, which means that the weight of the items in T 2 is more than 1/2. However, there cannot be more than one such item in T 2 , and the value of this item is not more than OPT/λ. Let z be this single big item, for future reference. Therefore, f (T ) ≥ f (T 2 ) − OPT/λ in this case.
The other case is when the ratios of some items from T 2 are less thanÔPT/6, and thus we do not pick them. Since they are all in T 2 , their total weight is at most 1. Because of submodularity, the total loss due to these missed items is at mostÔPT/6. Submodularity and nonnegativity of f then gives f (T ) ≥ f (T 2 ) − f ({z}) −ÔPT/6 ≥ OPT − OPT λ −ÔPT/6 = O(OPT).
THE SUBADDITIVE SECRETARY PROBLEM
In this section, we prove Theorem 1.4 by presenting first a hardness result for approximation subadditive functions in general. The result applies in particular to our online setting. Surprisingly, the monotone subadditive function that we use here is almost submodular; see Proposition 5.4. Hence, our constant competitive ratio for submodular functions is nearly the most general we can achieve.
Definition 5.1 (Subadditive Function Maximization). Given a nonnegative subadditive function f on a ground set U, and a positive integer k ≤ |U |, the goal is to find a subset S of U of size at most k so as to maximize f (S). The function f is accessible through a value oracle.
Hardness Result
In the following discussion, we assume that there is an upper bound of m on the size of sets given to the oracle. We believe this restriction can be lifted. If the function f is not required to be monotone, this is quite easy to have: simply let the value of the function f be zero for queries of size larger than m. Furthermore, depending on how we define the online setting, this may not be an additional restriction here. For example, we may not be able to query the oracle with secretaries that have already been rejected.
The main result of the section is the following theorem. It shows the subadditive function maximization is difficult to approximate, even in the offline setting. THEOREM 5.2. There is no polynomial-time algorithm to approximate an instance of subadditive function maximization withinÕ( √ n) of the optimum. Furthermore, no algorithm with exponential time 2 t can achieve an approximation ratio better thañ O( √ n/t).
PROOF. Note that for any X ⊆ U, f (X) lies between 0 and k/r . In fact, the optimal solution is the set S * whose value is at least k/r. We prove that with high probability the answer to all the queries of the algorithm is one. This implies that the algorithm cannot achieve an approximation ratio better than k/r.
Assume that X i is the ith query of the algorithm for 1 ≤ i ≤ 2 t . Notice that X i can be a function of our answers to the previous queries. Define E i as the event f (X i ) = 1. This is equivalent to g(X i ) ≤ r. We show that with high probability all events E i occur.
For any 1 ≤ i ≤ 2 t , we have
Pr[E i ] from union bound. Next we bound Pr[E i ]. Consider a subset X ⊆ U such that |X| ≤ m. Since the elements of S * are picked randomly with probability k/n, the expected value of X ∩ S * is at most mk/n. Standard application of Chernoff bounds gives
n , where the last inequality follows from t ≥ log n. Therefore, the probability of all E i events occurring simultaneously is at least 1 − 1/n.
First, we are going to define our hard function. Afterwards, we continue with proving certain properties of the function which finally lead to the proof of Theorem 5.2.
Let n denote the size of the universe, that is, n := |U |. Pick a random subset S * ⊆ U by sampling each element of U with probability k/n. Thus, the expected size of S * is k. Define the function g : U → N as g(S) := |S∩ S * | for any S ⊆ U . One can easily verify that g is submodular. We have a positive r whose value will be fixed below. Define the final function f : U → N as
It is not difficult to verify the subadditivity of f ; it is also clearly monotone.
In order to prove the core of the hardness result in Lemma 5.3, we now let r := λ · and t = (log n) will be determined later.
LEMMA 5.3. An algorithm making at most 2 t queries to the value oracle cannot solve the subadditive maximization problem to within k/r approximation factor. Now we can prove the main theorem of the section.
PROOF OF THEOREM 5.2. We just need to set k = m = √ n. Then, λ = √ 3t, and the inapproximability ratio is ( n t ). Restricting to polynomial algorithms, we obtain t := O(log 1+ε n), and considering exponential algorithms with running time O(2 t ), we have t = O(t ), giving the desired results.
In case the query size is not bounded, we can define f (X) := 0 for large sets X, and pull through the same result; however, the function f is no longer monotone in this case.
We now show that the function f is almost submodular. Recall that a function g is submodular if and only if 
PROOF. The function h(X) := g(X)/r is clearly submodular, and we have
h(X) ≤ f (X) ≤ h(X) + 1. We obtain f (A) + f (B) ≥ h(A) + h(B) ≥ h(A∪ B) + h(A∩ B) ≥ f (A∪ B) + f (A∩ B) − 2.
Algorithm
An algorithm that only picks the best item clearly gives a k competitive ratio. We now show how to achieve an O(n/k) competitive ratio, and thus by combining the two, we obtain an O( √ n)-competitive algorithm for the monotone subadditive secretary problem. This result complements our negative result nicely.
Partition the input stream S into := n/k (almost) equal-sized segments, each of size at most k. Randomly pick all the elements in one of these segments. Let the segments be denoted by S 1 , S 2 , . . . , S . Subadditivity of f implies f (S) ≤ i f (S i ). Hence, the expected value of our solution is i 1 f (S i ) ≥ 1 f (S) ≥ 1 OPT, where the two inequalities follow from subadditivity and monotonicity, respectively.
CONCLUSIONS AND FURTHER RESULTS
In this article, we consider the (non-monotone) submodular secretary problem for which we give a constant-competitive algorithm. The result can be generalized when we have a matroid constraint on the set that we pick; in this case we obtain an O(log 2 r)-competitive algorithm where r is the rank of the matroid. However, we show that it is very hard to compete with the optimum if we consider subadditive functions instead of submodular functions. This hardness holds even for "almost submodular" functions; see Proposition 5.4.
One may consider special non-submodular functions which enjoy certain structural results in order to find better guarantees. For example, let f (T ) be the minimum individual value in T that models a bottle-neck situation in the secretary problem, that is, selecting a group of k secretaries to work together, and the speed (efficiency) of the group is limited to that of the slowest person in the group (note that unlike the submodular case here the condition for employing exactly k secretaries is enforced.) In this case, we present a simple O(k) competitive ratio for the problem as follows. Interview the first 1/k fraction of the secretaries without employing anyone. Let α be the highest efficiency among those interviewed. Employ the first k secretaries whose efficiency surpasses α. THEOREM 6.1. Following the prescribed approach, we employ the k best secretaries with probability at least 1/e 2 k.
Indeed, we believe that this O(k) competitive ratio for this case should be almost tight. One can verify that provided individual secretary efficiencies are far from each other, say each two consecutive values are farther than a multiplicative factor n, the problem of maximizing the expected value of the minimum efficiency is no easier than being required to employ all the k best secretaries. Theorem A.1 in Appendix A provides evidence that the latter problem is hard to approximate.
Another important aggregation function f is that of maximizing the performance of the secretaries we employ: think of picking k candidate secretaries and finally hiring the best. We consider this function in Appendix B for which we present a near-optimal solution. In fact, the problem has been already studied, and an optimal strategy appears in Gilbert and Mosteller [1966] . However, we propose a simpler solution which features certain "robustness" properties (and thus is of its own interest): in particular, suppose we are given a vector (γ 1 , γ 2 , . . . , γ k ) such that γ i ≥ γ i+1 for 1 ≤ i < k. Sort the elements in a set R of size k in a nonincreasing order, say a 1 , a 2 , . . . , a k . The goal is to maximize the efficiency i γ i a i . The algorithm that we propose maximizes this more general objective obliviously; that is, the algorithm runs irrespective of the vector γ , however, it can be shown the resulting solution approximates the objective for all vectors γ at the same time. The reader is referred to Appendix B for more details.
APPENDIXES
A. OMITTED PROOFS AND THEOREMS
PROOF OF LEMMA 2.1. Let k := |B| − |A|. Then, define in an arbitrary manner sets
where the last inequality follows from the nonincreasing marginal profit property of submodular functions. Noticing that b i ∈ B\A and they are distinct, namely b i = b i for 1 ≤ i = i ≤ k, finishes the argument. PROOF OF LEMMA 2.4. Define m := |R | for the ease of reference. Recall that R is a set of secretaries {s 1 , s 2 , . . . , s m } such that s i ∈ S h i ∩ R for i : 1 ≤ i ≤ m and h i : 1 ≤ h i ≤ k. Also assume, without loss of generality, that h i ≤ h i for 1 ≤ i < i ≤ m, for instance, s 1 is the first element of R to appear. Define j for each j : 1 ≤ j ≤ k as the gain of our algorithm while working on the segment S j . It is formally defined as j := f (T j ) − f (T j−1 ). Note that due to the first if statement in the algorithm, j ≥ 0 and thus E[ j ] ≥ 0. With probability 1/e, we choose the element in S j which maximizes the value of f (T j ) (given that the set T j−1 is fixed). Notice that by definition of R only one s i appears in S h i . Since s i ∈ S h i is one of the options,
To prove by contradiction, suppose
· f (R) for any 0 ≤ j ≤ k. Define B := {s i , s i+1 , . . . , s m }. By Lemma 2.1 and monotonicity of f ,
Since the items in B are distributed uniformly at random, and there is no difference between s i 1 and s i 2 for i ≤ i 1 , i 2 ≤ m, we can say and since
, hence proving the supposition false.
PROOF OF THEOREM 6.1. Let R = {a 1 , a 2 , . . . , a |R| } ⊆ S denote the set of k best secretaries. Let S * denote the first 1/k fraction of the stream of secretaries. Let E 1 denote the event when S * ∩ R = ∅, that is, we do not lose the chance of employing the best secretaries (R) by being a mere observer in S * . Let E 2 denote the event that we finally pick the set R. Let us first bound Pr[E 1 ]. In order to do so, define E 1 j for j : 1 ≤ j ≤ |R| as the event that a j ∈ S e . We know that Pr[E
Notice that the final assumption is justified because we can solve the problem of finding the k = n − k ≤ n/2 smallest numbers in case k > n/2. Using Eq. (4), we obtain
The event E 2 happens when E 1 happens and the (k + 1)th largest element appears in S * . Thus, we have Pr[
THEOREM A.1. Any algorithm with a single threshold-that is, interviewing applicants until some point (observation phase), and then employing any one who is better than all those in the observation phase-misses one of the k best secretaries with prob-
PROOF. We assume that we cannot find the actual efficiency of a secretary, but we only have an oracle that given two secretaries already interviewed, reports the better of the two. This model is justified if the range of efficiency values is large, and a suitable perturbation is introduced into the values.
Suppose the first secretary is hired after interviewing a β fraction of the secretaries. If β > log k/k, then the probability that we miss at least one of the k best secretaries is at least 1 − (1 − β) k = 1 − 1/k. If, on the other hand, β is small, say β ≤ log k/k, there is little chance that the right threshold can be picked. Notice that in the oracle model, the threshold has to be the efficiency of one prior secretary. Thus, for the right threshold to be selected, we need to have the (k + 1)th best secretary in the first β fraction-the probability of this even is no more than β. Therefore, the probability of success cannot be more than log k/k.
B. THE SECRETARY PROBLEM WITH THE "MAXIMUM" FUNCTION
We now turn to consider a different efficiency aggregation function, namely the maximum of the efficiency of the individual secretaries. Alternately, one can think of this function as a secretary function with k choices, that is, we select k secretaries and we are satisfied as long as one of them is the best secretary interviewed. We propose an algorithm that accomplishes this task with probability 1 − O( ln k k ) for k > 1. As we did before, we assume that n is a multiple of k, and we partition the input stream into k equally sized segments, named S 1 , S 2 , . . . , S k . Let f (s) denote the efficiency of the secretary s ∈ S. For each set i : 1 ≤ i < k, we compute
which is the efficiency of the best secretary in the first i segments. Clearly, α i can be computed in an online manner after interviewing the first i segments. For each i : 1 ≤ i < k, we try to employ the first secretary in j>i S j whose efficiency surpasses α i . Let this choice, if at all present, be denoted s i . The output of the algorithm consists of all such secretaries {s i } i . Notice that such an element may not exist for a particular i, or we may have s i = s i for i = i . We employ at most k − 1 secretaries. The following theorem bounds the failure probability of the algorithm.
THEOREM B.1. The probability of not employing the best secretary is O( ln k k
).
PROOF. Let (a 1 , a 2 , . . . , a n ) denote the stream of interviewed secretaries. Let a m be the best secretary, and suppose a m ∈ S i , namely (i − 1)l < m ≤ il, where l := n/k. Our algorithm is successful if the second best secretary of the set {a 1 , a 2 , . . . , a m−1 } does not belong to S i . The probability of this event is
The probability of a m ∈ S i is 1/k and conditioned on this event, the probability of failure is at most 1/i. Hence, the total failure probability is no more than
This problem has been previously studied by Gilbert and Mosteller [1966] . This algorithm is simpler and yet "robust" in the following sense. The primary goal is to select the best secretary, but we also guarantee that many of the "good" secretaries are also selected. In particular, we show that the better the rank of a secretary is in our evaluation, the higher is the guarantee we have for employing her. PROOF. Let (a 1 , a 2 , . . . , a n ) denote the stream of interviewed secretaries. Let a m be the secretary of rank y, and suppose a m ∈ S i , namely (i − 1)l < m ≤ il, where l := n/k. Here we define three bad events whose probabilities we bound, and we show that a m is hired provided none of these events occur. In particular, we give an upper bound of O( √ y/k for each event. The claim then follows from the union bound.
Let z := We say the event E 2 happens if a m is not the best secretary among those in sets S i , S i−1 , . . . , S i−z . This happens when there is at least one of the y − 1 secretaries better than a m in these sets. Let W be a random variable denoting the number of these y − 1 secretaries in any of the mentioned sets. Since any secretary is in one of these sets with probability (z + 1)/k (notice that z + 1 is the number of these sets), we can say that the expected value of W is (y − 1)(z + 1)/k. Using the Markov Inequality, the probability that W is at least 1 is at most its expected value which is (y − 1)(z + 1)/k. Thus, using the definition of z, we get an upper bound of O( y−1 k ) for E 2 . Finally, we define E 3 as the event when the best secretary among {a (i−z−1)l+1 , a (i−z−1)l+2 , . . . , a j−1 } (secretaries appearing before a m in the previously mentioned sets) is in set S i . This happens with probability at most 1/(z + 1), because there are z + 1 sets that the best secretary is equally likely to be in each. Thus, we get Pr [E 3 
If none of the events E 1 , E 2 and E 3 happen, we claim a m is employed. Because if the maximum item of items {a (i−z−1)l+1 , a (i−z−1)l+2 , . . . , a j−1 } is in the set S i , and i−z ≤ i < i, then we hire a m for the set S i ; refer to the algorithm when we consider the threshold α i .
The aforementioned algorithm of Gilbert and Mosteller [1966] misses a good secretary of rank y with probability roughly 1/y. On the other hand, one can show that the algorithm of Kleinberg [2005] (for maximizing the sum of the efficiencies of the secretaries) picks secretaries of high rank with probability about 1 − (1/ √ k). However, the latter algorithm guarantees the selection of the best secretary with a probability no more than O(1/ √ k). Therefore, our algorithm has the nice features of both these algorithms: the best secretary is hired with a very good probability, while other good secretaries also have a good chance of being employed.
