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In  the  industrial practice with  the help of  the FEM simulation,  the distribution of stress 
and strain during the deformation can be analyzed in any part of the workpiece. To obtain 
accurate  simulations  and  good  results,  the  knowledge  of  the  elasto‐plastic  material 
properties, especially  in metal  forming,  is very  important. Therefore,  the materials  flow 




their  limitations.  The  tensile  test  suffers  from  the  necking  and  fracture  that  appear  at 
strain  less than 0.5. Friction has a great  influence on compression tests and  large strain 
introduce  barreling.  Since  torsion  test  is  not  subjected  to  necking  or  barreling,  it  is 
suitable to measure the flow curve at large strain. The disadvantage of the torsion test is 
the non‐uniform deformation, which makes the evaluation of the data more complicated. 
The  analytical  evaluation methods  of  the  torsion  test  include  simplifications  trying  to 
compensate the inhomogeneous non‐uniform deformation and therefore the results are 
containing  errors.  In  this  way,  the material  behavior,  obtained  with  these  evaluation 
methods  is  an  approximation  that  proves  insufficient  to  simulate  complex  forming 
operations. 
Therefore, the goal of this thesis is to investigate the inverse modelling for the evaluation 
of  torsion  test.  Suitable  flow models  and modelling  approaches  are  determined  in  a 





model  gave  the most widely  used  equation  for  describe  the material  behavior  at  cold 
deformation. Voce model is particular suitable to fit data to higher strains, and because of 









achieved  with  the  Voce  model,  that  had  show  a  very  good  agreement  with  the 
experimental data. 
For  hot  deformation,  instead,  the  Hansel‐Spittel model  provide  an  accurate  result  for 







Workability  is  a  complex  property  and  describes  the mechanical  performance  of  the 
material. An explicit and simple definition of workability is:  “ The ability to impart a 
particular shape to a piece of metal under the load capacity of the 
available tooling and equipment” [1].  
A full description of  the workability of the material is performed by the flow curve. These 
curves are influenced by two factors substantially: 
 Those  factors,  which  relate  to  the  material,  e.g.  chemical  composition,
metallurgical structures ecc.
 Those  factors, which  are  function  of  the  forming  process,  e.g.    temperature,
strain rate, heat pre‐treatment ecc.
For a metal forming operations, it is important to assess loads and forming energies that 
will  be  needed  to  accomplish  the  necessary  deformation.  The  flow  stress  is  directly 
connected to the instantaneous value of load, which is necessary to continue the yielding 
and  flow  of  the material  at  any  point  during  the  process.  The  flow  stress,  σ,    can  be 
considered to be a function of temperature, T, strain, ε, and strain rate, ߝሶ.  
ߪ ൌ ݂ሺߝ, ܶ, ߝሶሻ Eq 2.1
In hot forming of metals, for example, the influence of strain rate is significant while the 
influence of strain  is  insignificant;  this  is possibile when  the  temperature  it’s below  the 






When  a  solid  material  is  subjected  to  an  external  load,  it  can  recover  its  original 
dimensions when  the  load  is  removed;  This  effect  is  better  know  as  elastic  behavior. 
Related to this  latter there  is the elastic  limit, this  is the  limit of application of the  load, 
below which the material has an elastic behavior.  If the elastic limit is exceeded, the body 
experience  a  permanent  deformation  when  the  load  is  removed.  This  permanent 
deformation is also known as plastic deformation [4]. 
Figure 2.1: typical sytess‐strain curve [5] 
In Figure 2.1  there  is  shown a  typical  stress‐strain curve, where  the  segment  that  start 
from  0.002,  defines  the  elastic  limit,  which  worth  the  Hooke’s  law;  and  E  (Young’s 
modulus)  it’s  the  slope  of  the  curve.  σ0.2%    define  the  yield  stress, which  is  the  stress 
where  the  remaining  strain would  be  0.2%.  Exceeding  the  yield  stress,  the  stress  first 
increase with strain (strain hardening) , passes through a maximum UTS (ultimate tensile 
strength) and then decrease until the strain to fracture (the x in Figure 2.1).  
In  the  plastic  stage,  the  deformation  it’s  made  possible  thanks  to  the  microscopic 
dislocations; however, the crystal structure does not change during a plastic deformation. 
A  conservation  of  crystal  structure  concurrent  with  an  external  change  of  shape  is 
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The  plastic  deformation  of material  results  in  strain  hardening,  also  known  as  work 
hardening. To explain the strain hardening mechanism, dislocation models are often used. 
In  Figure  2.3  typical  schematic  hardening  curve  of  single  crystals  under  a  single  slip  is 
presented.  The  hardening  curve  can  be  interpreted  as  follows. During  the  stage  I,  the 
dislocations can move easily, once the flow reaches the critical shear stress, and the flow 
stress  increase with  the  strain.  The  stage  II  it  is  caused  by  the  interaction  of  primary 
dislocations with the dislocations on the secondary slip system that generate a group of 










In  general  it  is possible  to  classify metal  forming processes  into  two  broad  categories, 
according to the operating temperature: cold working and hot working. “Cold working 
processes are conducted at the temperature which is lower than 
recrystallization temperature, generally at the ambient temperature” [7]. 
Typical cold working processes are cold forging, cold rolling, bending ecc. There are some 
























that T/Tm > 0.6, but each material has  its own  range of  formability as a  function of  the 
melting  temperature.  The  typical  lower  limit  of  the  hot  working  it’s  defined  by  that 






The  upper  limit  of  hot  working  process,  instead,  is  the melting  temperature,  as  said 
previously.  In general  is 50°C below the melting temperature. Such as cold working also 
hot  working  has  its  advantages  and  disadvantages.  The  advantages  of  hot  working 
processes are beside others [14]: 
 The  elevated  temperatures  promote  diffusion  that  can  remove  chemical
inhomogenities, pores can be welded, shut or reduced  in size during deformation
and the metallurgical structure can be altered to improve the final properties.
 Undesirable  coarse  or  columnar  grains may  be  eliminated  and  a  fine,  randomly
oriented grain structure may be obtained.
 Metals with fine grain structures have superior strength, ductility and toughness.













The temperature  influence on the flow behavior of metals  is significant.  In cold working 
















The  slope  of  the  curves  in  Figure  2.5  is  called  strain‐rate  sensitivity  exponent m;  this 
latter describe also the dependency of flow stress σ on the strain rate ߝሶ, and to show this 
effect usually it is used the following mathematical expression [6, 19]:  




ߪ ൌ ܥߝሶ௠  Eq 2.3
Where C is the strength coefficient and is dependent of strain. From Figure 2.5 it can be 
seen that the sensitivity of strenght to strain rate increase with temperature, according to 
the Eq 2.3;  in other words, m  increases with  increasing  temperature, so  the  flow stress 
increases  with  the  increasing  of  strain  rate.    Both  recovery  and  recrystallization  are 





As  mentioned  previously  a  complete  description  of  the  workability  of  a  material  is 
specified by its flow curve. From these curves it is possible calculate the load and forming 




on  the  type of process  that  they undergo.  So  flow  curves  should be obtained by  tests 
which  reproduces the mode of load that will suffer the material in the practice [1] [21]. 
2.2.1 Tension test 
“The tension test is the most common method for determining the 
mechanical properties of materials, such as strenght, ductility, 
toughness, elastic modulus and strain hardening capability”  [22].  In  this 
test,  the  specimen  is mounted  in  the  jaws of a  tension‐testing machine equipped with 
various  accessories which  applies  uniaxial  force  and  then  is  elongated  untile  fracture 










݁ ൌ ሺ݈ െ ݈଴ሻ݈଴
Eq 2.5
where l is the instantaneous length of the specimen and l0 the initial length.  




For  true  strain,  the  elongation  of  the  specimen  is  considered  an  increment  of 
instantaneous length. Then, the true strain is: 
ߝ ൌ ln ൬ ݈݈଴൰ 
Eq 2.7
As  the  specimen  begins  to  elongate  under  a  continuously  increasing  load,  its  cross‐
sectional area decreases permanently and uniformly  throughout  its gage  length. As  the 






0.5.  The  tension  test  is  convenient  to  perform  and  not  influenced  by  friction,  but  the 







bulk  material.  In  this  test,  a  cylinder  specimen  is  subjected  to  a  compressive  load, 
betweem two parallel dies with a constant strain rate. 






4 ݄଴ ൌ ߨ
ܦଶ
4 ݄ → ܦ଴
ଶ݄଴ ൌ ܦଶ݄  Eq 2.8
The flow stress, σ is: 







ߝ ൌ ln ൬݄଴݄ ൰ 
Eq 2.10
where ε is the true compressive strain. These equations are used to obtain the flow curve. 







































The  torsion  test  has  been  used  for  about  50  years  as  a  means  of  hot  workability 
assessment  in metals  and  alloys  [30]  [31].  For  this method  the  specimen  is mounted 
between the two heads of a testing machine and twisted, as Figure 2.10 shows.  
Figure 2.10: typical torsion‐test specimen [21] 
The main advantage of the torsion test  is the fact that  is possible reach very  large strain 
and  investigare  the  plastic  behavior  without  friction  or  necking.  Furthermore  the 
specimen does not present significant changes in shape during deformation as long as the 
gage section is restrained to a fixed length [32] [33]. The disadvantage of the torsion test 
is  the  fact  that  is  characterized  by  non‐uniform  distribution  of  deformation  over  the 
length and cross‐section of specimen, infact the stress and strain are 0 at the center and 
maximum at the surface of the specimen. Hence the deformation in the torsion is not an 






use  analytical  equations  that  reproduce  homogeneous  deformation;  this  is  in  contrast 
with the nature of the torsion test that is an inhomogeneous process. Therefore the aim 







and  tubular  specimen, as  is  show  in Figure 2.11. Solid bar  specimens are easiest  to be 
manufactured and tested [35]; are favored for high‐strain because tubular specimen have 
a tendency to buckle  in this regime. Tubular specimen,  instead, are particularly suitable 




design.  The  geometry  of  gage  section  is  very  important  because  determines  the 
deformation  level  and  deformation  rate,  and  these  are  studied  for  calculate  the  flow 
stress and strain. For solid bar specimens, a possible diameter is 6.5 mm and length varies 






few    available  commercially  torsion  test machines.  Individual  researcher,  designed  the 
apparatus for specific experiments, and most of these machines are designed to provide a 
range of  constant  twist  rate only  [36]  [37].  In  general  the  torsion machines have:  test 








set of a  twist head,   a weight head and a motor. The  twist and  torque sensor  (monitor 
system) record the twist of specimen and torque of the motor. 
Figure 2.12: electrohydraulic torsion test machine with vertical frame [38]. 
For  investigate  the workability  at  elevated  temperatures  using  torsion  tests,  a  heating 
system  is  necessary.  The  two  most  common  methods  of  heating  are  furnace  and 





In order  to analyze and  therefore predict  the constitutive equation  that  represents  the 
flow behavior of material, the raw data must be converted into flow curves.  











































thin.  The  yield  strength  can  be  obtained  by  using  the  tubular  specimen.  The  effective 
stress, σ, and effective strain ε are converted by means of the von Mises yielding criterion 
[24].  






In 1950, Nadai was  the  first  to  formally extend  the elastic analysis of a  torsional bar  to 
include the case of fully plastic flow [43]. He argues that the distortion produced in a solid 
bar  by  relative  twist with  small  angle  can  be  expressed  as  simple  shear  strain  that  is 
proportional to the distance, r, of an element from the bar axis. Hence, according to Eq 
2.15, the torque is: 




The shear strain  is defined  in Eq 2.13 and being ݀ϒ ൌ ߠ݀ݎ, substituting the variables of 
integration in Eq 2.18: 







߬ ൌ ݂ሺϒሻ  Eq 2.24
Since the value of the integral in Eq 2.23 depends on the upper limit,  combining Eq 2.24 
with Eq 2.23 and differentiation with respect to θ, is possible to obtain: 




This expression  is the basis of the graphical technique  for obtaining shear stresses  from 
torque‐twist records; ݀ܯ/݀ߠ  is the slope of the torque‐twist per unit  length curve, and 
can be obtained with this graphical method, as Figure 2.14 show. In the point B, a tangent 
line  is made; ܦܥ ൌ ߠ/ܮ    is  the  twist angle per unit  length, BA  the  torque at  this point; 
clearly  ௗௌቀഇಽቁ
ൌ ܤܥ/ܦܥ, then ܤܥ = ߠ ௗௌఏ  , so the Eq 2.25 become: 






The Nadai’s method although  it  is easy to use, suffers from two  limitations. First, the Eq 
2.24    takes no account of  the  strain‐rate  sensitivity of  the  shear  stress,  so  the Eq 2.25 
cannot  be  applied  at  high  temperature, where  the  strain  rate  sensitivity  is  significant. 
Second,  the  stress  is  considered  only  dependent  on  the  strain.  Therefore,  Fields  and 
Backofen developed  their method which  takes  into account  the  influence of  strain and 
strain rate change over the radius [44].  
According to Eq 2.13 the strain rate can be written as: 










Now  in order  to make  the derivation process easier, a  solid  specimen  is  considered  to 















specimen surface the strain is ϒ௕ ൌ ܽߠ௕ ൌ rߠ௔ ൌ ϒ௥  that is the strain at the suface of the 
core in the first specimen, and the strain rate is ϒ௕ሶ = ܽߠ௕ሶ =ݎߠ௔ሶ = ϒ௥ሶ . Then the torque Mb is: 




























to ܯ௔ െܯ௕  and ሺߠ௕ଷ െ ߠ௔ଷሻ/ߠ௔ଷ ൌ െ3݀ߠ/ߠ. Introducing these changes in Eq 2.32 leads to: 





torque‐twist  curve which  satisfies  the  condition under which  the derivation was made. 










ߠሶ ൌ ߠ ቆߠ௔ሶߠ௔ቇ 
Eq 2.35
The shear stress calculated by Eq 2.32 would be associated with a different strain rate for 
each value of  strain. So  this method  requires  the assumption  that  shear  stess depends 
only upon shear strain and the instantaneous value of strain rate. 



















































Eq 2.40  into Eq 2.33, and  in this way  is possible to obtain the expression  for converting 
torque‐twist into shear stress and shear strain: 




For determine  the value of n,  torsion  tests have  to be conduct at different  strain  rates 
[44]. 
2.2.4.6 Khoddam’s technique  
The  Field  and  Backofen’s  technique  has  been widely  used  in  existing  literature,  but  in 
those  cases where  the  effects  of work  hardeing  and  rate  sensitivity  are  taken  into  an 
average  sense.  These  average  parameters  are  not  adequate  for  representation  of 
phenomena  occurring  during  real  hot  forming  processes,  especially  when  multiple 
regimes of hardening or rate hardening and competing effects of hardening and softening 
mechanisms do exist; so this is a drawback [45]. 
In  the  Field  and  Backofen’s method,  for  determine  hardening  characteristics,  a  linear 
relationship between log M and log ߠ is assumed to avoid a large number of experiments 
and to reduce the existence of noise in measured data. This makes it possible to calculate 





an  appropriate  and universal model. The  rational model  that  represent  a wide  rage of 
torque‐twist behavior, introduced and explained by some authors is:  
ܯሺߠሻ ൌ ∑ ܾ௜ߠ
௤ାଵି௜௤ାଵ௜ୀଵ
ߠ௦ ൅ ∑ ܾ௤ା௝ߠ௦ି௝௦௝ୀଵ  
Eq 2.42
in  which  q,  and  s  are  highest  orders  of  the  polynomial  terms  in  the  numerator  and 
denominator of the rational model, respectively, and bi’s are the parameters of the model 
[46].  
For  estimate  instantaneous  rate  sensitivity,  at  least  three  sets  of  experiment  data  at 
constant twist rate ߠଵሶ , ߠଶሶ  and ߠଷሶ  are needed. Figure 18 show three torque‐twist models 













݉஺ ൌ ሺܯ஺ െܯ஻ሻߠଵ
ሶ
ሺ2ܯ஺ െܯ஻ሻߠଵሶ െ ܯ஺ߠଶሶ
Eq 2.44
݉஻ ൌ 0.5ߠଶሶ ቆ ܯ஺ െܯ஻ܯ஺ߠଵሶ െ ܯ஻ߠଶሶ ൅
ܯ஻ െܯ஼
2ܯ஻ߠଶሶ െ ܯ஼ߠଶሶ െ ܯ஻ߠଷሶ ቇ 
Eq 2.45
݉஼ ൌ ሺܯ஼ െܯ஻ሻߠଷ
ሶ












The  three  conversion  methods  described  above,  have  however,  some  limitations. 
Because,  as mentioned previously,  these methods base  their principle of operation on 
assumptions which have a certain uncertainty. This means that there isn’t a perfect match 
between the flow curve of the material, obtained from one conversion method, and the 
flow  curve  that  derived  from  another  one  of  these  conversion methods,  so  it  is  very 
complex  to  find  the model  most  suitable  to  describe  the  flow  behavior  of  material. 
Assuming,  for  example,  the  stress‐strain  curve  obtained  from  compression  test  like 











The  knowledge of  the elasto‐plastic material properties, especially  in metal  forming,  is 
very  important. Some tests  like tensile tests, compression tests, bending tests etc. have 
been developed with the aim to characterize the deformation behavior of materials [48]. 
For  data  analysis,  these  traditional  tests  use  analytical  equations  and  these  latters 
requires some assumptions and are mostly limitted to homogeneous deformations. Then 





analysis  is  inverse modelling, which  can  also  cope with  inhomogeneous  deformations 
[48].  
The definition of inverse theory is: ”[…] the (mathematical) process of predicting 
(or estimating) the numerical values (and associated statistics) of a set 




data.  It may  be  linear  or  nonlinear,  etc.  In  the  case  of metal  forming  the model  is  a 
mathematical representation of flow behavior of material ( FE‐Model). 
Model Parameters:  the model  parameters  are  the  numerical  quantities,  or  unknowns, 
that one  is attempting  to estimate. The choice of model parameters  is usually problem 
dependent, and quite often arbitrary. In the case of metal forming, could be the material 
data 





The  inverse methods  offers  a  powerful  tool  for  the  identification  of  the  elasto‐plastic 
material parameter and consequently the deformation behavior.  
2.3.1 General procedure  
The main  aim  of  inverse modelling  is  to  identify  a  set  of  unknown  parameters  in  a 
numerical model.  For  this  goal,  a  set  of  iterations  are  executed  for minimize  a  cost 
function  which  express  the  discrepancy  between  the  experimental  data  and  the 
numerical’s  one,  by  comparing  displacement  fileds,  strain  fields,  etc.  By  running  some 
simulations  the  numerical  strain  fields  are  computed with  a  FE model.  The  unknown 




The  success of  the  inverse modelling  is due  to  the  careful  choice of  the mathematical 
model (material model), which are able to describe, or better simulate the deformation of 
materials  in  the  operations  of  metal  forming.  So  these  material  models  “usually 
28
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structure  of  this  latter  take  into  account  the  physical  phenomena  that  occur  in  the 
material, which depend on the kind of material, the conditions of forming and the history 
of deformation [51].  
One  of  advantages  of  the  inverse  methods  is  the  fact  that  are  able  to  deal  with 
heterogeneous  deformation  field,  i.e.  that  are  present  in  the  torsion  sample. 
Heterogeneous strain  fields provide much more  information respect uniform stress and 
strain  fields,  that are  the  results of  the  standard  tests  such as  tensile and compression 
tests.  Hence,  heterogeneous  fields  allow  the  identification  of more  complex material 
models with more model parameters [48]. 
The  limitation of  the  inverse methos  is  the  computational effort, both with  respect  to 
computing power and time, and the complexity of the software involved. Furthermore, an 




























which  is  the convex hull of  its k+1 vertices. For example, a 2‐simplex  is a  triangle, a 3‐







objective  function,  in order  to  find a new  test point and  to  replace  the old one. So  the 







The  advantages  of  this method  are  that  gives  significant  improvement  in  the  first  few 
iterations and quickly produce quite satisfactory results. Also, required only one or  two 









Another  algorithm  widely  used  in  mathematics  and  computing,  is  the  Levenberg‐
Marquardt algorithm (LMA). The LMA  is used  in many software applications for solving 
generic curving‐fitting problem, so it is particularly suitable to identifty the parameters of 
the material models,  in order  to create a  fit with  the  flow curves of  the material  itself. 
However  the  LMA  finds  only  a  local  minimum,  which  is  not  necessarly  the  global 
minimum, see Figure 2.19 
Figure 2.19: difference between local and global minimum [58] 






݂ሺݔሻ ൌ 12෍ ௜݂







to an estimated measurement vector  ݔො ൌ ݂ሺ݌ሻ, ݔො	߳	ܴ௡. An initial parameter estimate  ݌଴ 
(i.e. the parameters of material model have to be guessed at the beginning) and  
a measured vector ݔ are provided and it is desidered to find the vector  ݌ା that satisfy the 
functional  relation   ݂.  In each  interation  step of algorithm,  the parameter vector   ݌,  is 
replaced by a new estimate, ݌ ൅ ߜ௣. To determine  ߜ, the function  ݂ are approximated by 
a Taylor series [61]: 





that converge towards a  local minimizer   ݌ା for ݂. Hence, at each step,  it  is required to 
find the ߜ௣ that minimizes the quantity: 
ฮݔ െ ݂ሺ݌ ൅ ߜ௣ሻฮ ൎ ฮݔ െ ݂ሺ݌ሻ െ ܬߜ௣ฮ ൌ ฮ߳ െ ܬߜ௣ฮ  Eq 2.53
where ߳ is the error (for i.e. discrepancy between experimental data and numerical data). 
The minimum is attained when  ܬߜ௣ െ ߳ is orthogonal to the column space of J. This leads 
to  ܬ்൫ܬߜ௣ െ ߳൯ ൌ 0, which is the solution of the so‐called normal equation [61]: 
ܬ்ܬߜ௣ ൌ ܬ்߳  Eq 2.54
The matrix  ܬ்ܬ is the approximate Hessian. Levenberg’s contribution is to replace the Eq 
2.54 by a “damped version” [61]: 










The  advantage  of  this  method  is  the  fact  that  needs  much  less  iterations  to  find  a 
converged solution that the simplex algorithm, so it is very fast. On the other hand if the 
value of damping term, is large, inverting  ߤ ൅ ሾܬ்ܬ	ሿ௜௜ is not used at all. Marquardt scale 
each  component  of  the  gradient  so  that  there  is  a  larger movement  in  the  direction 
where  the  gradient  is  smaller.  This  avoids  slow  convergence  in  the  direction  of  small 
gradient [62].  
2.4 Material models 
The material models, or  constitutive equation,  are  the mathematical  representation of 
the  flow  behavior  of materials  and  are  used  as  input  to  FE  code  for  calculating  the 
material’s  response  under  determinated  loading  conditions.  Then,  the  success  of  the 

















ߪ ൌ ߪ଴ ൅ ݇ߝ௡  Eq 2.57
herein  ߪ    is  the  stress,  ߪ଴    is  the  initial  yield  stress,  ߝ    is  the  strain,  ݇    is  the  strain 
hardening      and  ݊  is the strain hardening exponent.  
A  reduced  form of  Ludwick’s equation,  that  is  commonly used,  is  called  the Hollomon 
equation:  




less suitable  that  the Ludwick’s one, because  it assumed  the  initial yield stress equal  to 
zero, therefore it does not provide a very accurate reproduction of the flow behavior. 
2.4.1.2 Johnson‐Cook model 
This  empirical  model  has  been  successfully  used  for  a  variety  of  materials  and  for 









Where ߪ    is  the  flow  stress, ߝ    is  the plastic  strain,    ߝሶ    is  the  strain  rate  (s),   ߝ଴ሶ   is  the 
reference plastic strain rate (s‐1), T (°C) is the workpiece temperature, Tm  is the melting 
temperature  of  the  workpiece  material  and  Tref    is  the  reference  temperature  (for 
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example  minimum  temperature  of  test)  .  The  material  yield  strength  is  defined  as 
coefficient A (MPa) and the hardening modulus is defined as coefficient B (Mpa). C and m 
represent  the  coefficient  of  strain  rate  hardening    and  thermal  softening  exponent, 
respectively. The parameter n, instead, is the hardening exponent [63].  
The J‐C model considers isotropic hardening, strain rate hardening and thermal softening, 




ߪ ൌ ܣ ൅ ܤߝ௡ Eq 2.60
2.4.2 Physically‐based 




processes  such  as  high‐speed machining,  explosive  forming,  impact  of  vehicles  etc.  In 
these  processes  the  level  of  strain  rate  is  much  higher  (102  s‐1  to  109  s‐1)  and  the 
temperatures  involved  are  greater  than  0.6 ௠ܶ.  So  an  important  component  in  the 
numerical  modeling  of  plastic  deformations  under  these  condition  is  a  model  that 
describes  the  evolution  of  the  flow  stress  under  a  large  range  of  strain  rates  and 









ߪ௬൫ߝ௣, ߝሶ, ܶ൯ ൌ ߪ௔ ൅ ሺ ௜ܵߪ௜ ൅ ܵ௘ߪ௘ሻ ߤሺ݌, ܶሻߤ଴
Eq 2.61
Herein ߪ௔ is the athermal component,	ߪ௜ is the intrinsic component of the flow stress due 
to  barriers  to  thermally  activated  dislocation  motion,  ߪ௘  is  the  strain  hardening 
component of the flow stress, ( ௜ܵ,	ܵ௘) are strain‐rate and temperature dependent scaling 
factors, and ߤ଴ is the shear modulus at 0 K and ambient pressure [67].  







One  of  the  most  frequently  used  constitutive  equation,  for  the  bulk  metal  forming 
simulations, is the Hansel‐Spittel model: 
ߪ ൌ ܣ݁௠భ்ߝ௠మߝሶ௠య݁௠రఌ ሺ1 ൅ ߝሻ௠ఱ்݁௠ళఌߝሶ௠ఴ்ܶ௠వ Eq 2.62
The Hansel‐Spittel  law has many  rheological parameters  very  complex  to  identify  for a 





This model  is widely used  for hot deformation, but  it  is very complex because have too 
parameters,  therefore  it  requires  considerable  computational  resources,  and  this 
corresponds to an increase of the time required to reach the convergence. To overcome 
this problem, there is a simplified version of the model: 
ߪ ൌ ܣ݁௠భ்ߝ௠మߝሶ௠య݁௠రఌ   Eq 2.63
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In  this  case  there  are 5  coefficient ܣ,݉ଵ,݉ଶ,݉ଷ,݉ସ	to determine  [68].  The  term  that 
take into account the material’s sensitivity to temperature (݉ଵ), the material’s sensitivity 
to strain (݉ଶ,݉ସ) and the material’s sensitivity to the strain rate (݉ଷሻ, are decoupled so 








ߪ ൌ ߪ௦ െ ሺߪ௦ െ ߪ଴ሻ݁ቀି
ఌିఌ಺ఌ೎ ቁ  Eq 2.64
Herein, ߪ௦ is the saturation stress, ߪ଴ and ߝூ  are the true stress and the true plastic strain 
at  the onset of plastic deformation,  respectively, and ߝ௖  is a constant. For  initial plastic 
strain ߝூ ൌ 0 the Eq 2.64 reduces to: 
ߪ ൌ ߪ௦ െ ሺߪ௦ െ ߪ଴ሻ݁ሺି௡ఌ ሻ  Eq 2.65
with three constant ߪ௦, ߪ଴ and ݊. This model assumes the flow curve as a transient of the 




relatively  low  rate of deformation, where  the effect of  the  temperature  rise caused by 











of  its  own,  so  the  case  hardening  process  involves  infusing  additional  carbon  into  the 


















































The measurement data  recording and control unit  is where  the computer  is connected 
with  test  machine.  The  operating  console  has  a  display  for  the  monitoring  of  the 
experiments. The cooling system  is connected to the measuring chamber, and argon gas 
was used as cooling medium. 
In  the  Figure  3.3  it  is  shown  the  structure  of  measuring  chamber.  For  perform  the 
experiment,  the  specimen  shall be  fixed  to  the bottom  and  top  clamping.  The bottom 
clamping can rotate and torque is applied to specimen. The top clamping can be fixed in 
axial  direction  or  movable.  Experiments  at  room  temperature  are  conducted  with  a 


















To  obtain  accurate  simulations  and  good  results,  the  knowledge  of  the  elasto‐plastic 
material properties, especially in metal forming, is very important. Some tests like tensile 
tests,  compression  tests,  torsion  tests  etc.  have  been  developed  with  the  aim  to 
characterize the deformation behavior of materials [48]. 
In  this  thesis  the  FE modelling  is used  for  inverse determination of  flow  curves out of 
torsion tests. For this purpose an elastic‐plastic FE model  is used which considers elastic 




in  experiments  and  calculated  by  the  FE‐model.  To minimize  the  difference  between 
modelled and measured torque, parameters of the flow curve model has been optimized 






The  geometry  of  the  FEM  model  represents  half  of  the  specimen  geometry  using  a 
symmetry plane perpendicular to the axial direction. Figure 4.1 shows the design of the 
FEM model. Regarding the gauge section, the most  important part for the calculation of 
strain  and  stress, more  refined mesh was  designed  in  this  zone.  The mesh  type was 
hexahedron (cubic). 
Figure 4.1: FEM model of the torsion test 
In  the  FEM model  the  convergence  is  the main purpose.  The  simulations  are  always  a 
compromise of the calculation time and accuracy.  In order to find the right compromise 
between  calculation  time  and  accuracy,  the  investigation  and optimization of  the  FEM 















As  previously  mentioned  the  rotational  movement  was  applied  to  one  end  of  the 
specimen. In the real experiments specimen was rotated 720°, what corresponds to 360° 
in  the  ABAQUS model.  This  effect may  be  explained  in  this way:  using  only  half  the 
geometry with  symmetry and  imposing a  rotation of 720°  to one end of  the  specimen, 









mesh  density  which  has  a  great  influence  on  accuracy  and  calculation  time.  The 
discretization should be stable and convergent [4]. In general the accuracy increase with 
increasing  number  of  elements,  but  the  calculation  time  costs much more.  To  find  a 







































In fact another factor, which  influences the success of the simulations  in ABAQUS,  is the 
excessive distortion of the mesh. Figure 4.5 show the excessive distortion of the elements 
during the simulation. This effect can cause an early stop of the simulation, or the  final 




In many nonlinear  simulations  the material  in  the  structure or process undergoes  very 













Unfortunately  this  tool  is very cost‐effective, because  improving mesh quality  increases 







The  first  thing  to do  is  to  import  the node  coordinates of  the elements, as a vector  in 
MATLAB. After that  it must be  indicated the desired angle  for the pre‐deformation, but 
obviously  not  all  the  elements,  that  are  in  the  gauge  length, must  be  rotated with  a 
constant angle. The elements  that are  in  the  lower end of  the gauge  length  should be 
rotated by a small angle, then this  latter  is  increasing for upper elements, until reaching 
the desired angle. So  the  rotational gradient  is a  function of  the gauge  length and  the 
desired angle: 
ݕ ൌ ݉ݔ ൅ ݍ Eq 4.1
Where  ݕ  is  the  gauge  length, ݉  is  the  rotational  grandient  and  ݔ  is  the  angle.  It  is 
assumed that the intercept ݍ is equal to zero. Therefore the rotational gradient is: 





should  be  pre‐deformed  along  this  axis.  For  this  purpose  is  introduced  the  rotational 
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matrix  for  a  counterclockwise  rotation  around  y‐axis  in MATLAB.  The  rotational matrix 
can be used to rotate a coordinate basis  into new one and  in this case, the vector is  left 








After  the  creation  of  this  matrix,  simply  multiply  the  vector  containing  the  node 
coordinates with the matrix itself,  it is possible to obtain the new node coordinates. The 
results  of the simulation after the pre‐deformation, it is show in Figure 4.6. Where in the 












































The most  important output data are  the  torque versus  twisted angle  curve,  see Figure 
4.8.  This  curve  is  subsequent  to  the  simulation,  compared  with  the  experimentally 




By using hot working physical  simulation,  it can quickly generate  the data necessary  to 
improve  or  optimize  a  production  hot working  schedule  [76]. One  of  the main  factor 



































The  flow  models  used  to  describe  the  flow  behavior,  at  room  temperature,  of  the 
material investigated was: Ludwick’s model and Voce model, which have the form: 
























ߪ ൌ ߪ௦ െ ሺߪ௦ െ ߪ଴ሻሺି௡ఌ ሻ (Voce)  Eq 4.5 
In both models, there are three parameters to identify with the inverse modelling. In the 










ߪ ൌ ܣ݁௠భ்ߝ௠మߝሶ௠య݁௠రఌ ሺ1 ൅ ߝሻ௠ఱ்݁௠ళఌߝሶ௠ఴ்ܶ௠వ Eq 4.6
This model  is complex because there are too many parameters to  find with the  inverse 
modelling, this corresponds to an increase of the time required to reach the convergence 
in the simulations. To overcome this problem, a simplified version of the model was used 







practice,  like  tension  test,  compression  test,  bending  test  etc.  For  example  the 
compression test is the most widely used, but one of the biggest disadvantage of this test, 
is  that  can be  reached  strain  levels  relatively  low  if  compared  to other  tests, and  is of 
about  0.8.  Sometimes  in  the  industrial  processes  there  is  the  need  to  achieve  higher 
strain  levels,  and  it  is  possible  to  get  them  through  the  torsion  test.  Due  to  the 
inhomogeneous deformation  in the torsion test, the analytical function used  in this test, 




measured  and  numerically  computed  quantities.  For  implement  this  minimization 
operation,  it  must  be  use  an  optimization  algorithm  implemented  in  MATLAB  were 
coupled with ABAQUS . In this thesis it was used the Levenberg‐Marquadt algorithm. 
5.1 Matlab script  












where  m  is  the  number  of  measure,  ሺܯ௘௫௣ሻ௜  is  the  experimental  measured  torque, 
ሺܯ௡௨௠ሻ௜ is the numerical computed torque and pത are the unknown parameters.  
The necessary condition  for a cost  function  to attain  its minimum, can be expressed by 









model, see  flow chart  in Figure 5.1. To  find  this minimum value  it was possible use  the 
function  non‐linear  least  squares, which  is  called  in MATLAB, ݔ ൌ ݈ݏݍ݊݋݈݊݅݊ሺ݂ݑ݊, ݔ0ሻ. 
This  function  is used  to  fit a set of m observations with a model  that  is non‐linear  in n 
unkown parameters  (m>n). The basis of  the method  is  to approximate  the model by a 
linear one and to refine the parameters by successive iterations [77] 
In  other  words  what  it  does  the  optimization  algorithm  is  to  start  from  the  initial 
parameters of one flow model, and though simulations in ABAQUS, obtains the computed 
torque. Naturally  there are differeces between  the experimental and computed  torque, 
so  that  MATLAB  calculates  this  difference  by  performing  a  subtraction  between  the 










determines  the minimum  of  the  local  approximation  and  that  is why  it  is  an  iterative 
procedure [48]. The Figure 5.2 show how the  iteration procedure works. Where ܥሺ݌̅ሻ  is 
the real cost function, ܥ∗ሺ݌̅ሻ  is the  local approximation of the real cost function,  ݌̅௞ are 
















comparison  between  the  simulation  torque  and  experimental  torque,  calculating  the 
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variables  for  finite‐difference  gradients.  In  Figure  5.3  the  optimization  procedure  of 
Ludwick’s model for cold deformation is shown.  
K n Error
98,49 708,3 0,1769 7255,9323
98,4903 708,3 0,1769 7255,9238
98,49 708,3003 0,1769 7255,9276
98,49 708,3 0,1769003 7255,9416
200,60322 765,05925 0,0657743 5853,5555
200,60352 765,05925 0,0657743 5853,567
200,60322 765,05955 0,0657743 5853,5655
200,60322 765,05925 0,0657746 5853,5471
134,1023 707,06266 0,1140628 4009,3146
134,1026 707,06266 0,1140628 4009,3087
134,1023 707,06296 0,1140628 4009,3105
134,1023 707,06266 0,1140631 4009,3208
212,95462 762,03384 0,0310257 7951,0922
212,95455 762,03379 0,0310258 7951,0392
212,95383 762,0333 0,0310266 7950,9629
212,94671 762,02833 0,0310341 7949,7182
212,87556 761,97873 0,031109 7938,1544
212,17102 761,48757 0,0318509 7826,8865
205,76188 757,01949 0,0386002 6877,4498
173,45492 734,49699 0,0726217 3873,0376
173,45522 734,49699 0,0726217 3873,044
173,45492 734,49729 0,0726217 3873,0433
173,45492 734,49699 0,072622 3873,0298
140,19636 704,97049 0,1129108 3898,1946
166,22977 728,08259 0,0813742 3568,052
166,23007 728,08259 0,0813742 3568,0529










specified  in the DiffMinChange option, so  if this value  is for example 3e‐04, MATLAB runs 
this  second  simulation  by  varying  only  ߪ଴  of  3e‐04.  After  this,  it  is  runned  another 
simulation by varying only ݇ of 3e‐04, and another simulation by varying only ݊ of 3e‐04 .  
Hence at the beginning the algorithm runs many simulation based on the parameters to 
be  changed,  changing  them one per  time.  In  the  case of  Ludwick’s model  for example 
there were three material parameters, so the algorithm has runned three simulation by 
changing one parameters per time and calcultes the square error.  
After  these  variations,  as  it  can  be  seen  from  Figure  5.3,  the  algorithm makes  a  large 
variation  of  all  material  parameters  at  the  same  time.  On  the  basis  of  these  new 
parameters, the algorithm starts again by changing one parameter per time. This iterative 
process goes on until the minimum value of the square error is found. 
In  other  words  looking  at  the  Figure  5.2,  the  algorithm  moves  along  the  curve  by 
performing  these  small  changes  of  3e‐04  and  if  the  point  in which  it  is  located  in  that 
moment is not a minimum, carries a largest change in order to find a minimum.  
In Figure 5.4 the trend of the square error in function of the number of simulation runs is 
shown.  It  can  see  how  it  decreases  with  the  increase  of  the  number  of  simulations 
performed. 
Figure 5.4: square error vs simulation runs curve for the first optimization of the Ludwick’s model 
This   optimization procedure  to  find  the material parameters  is exactly  the same  for all 





































0.1769, when  it was  changed of 3e‐04  ,  resulted  a  variation of 0.17%  compared  to  the 
initial  value.  This  precentage  increases much more, when  the  algorithm  has made  the 
largest  change  to  all  three  parameters  simultaneously.  So  ݊  was  adjusted  to  much, 











































differences between the  flow models,  for the description of the material  flow behavior, 
are  discussed  with  the  comparison  between  torque‐twisted  angle  curves  from  the 
experiments and modeled ones.  
6.1 Investigation at room temperature  
As mentioned  in  the  paragraph  4.2  for  the  simulation  in  ABAQUS  it was  necessary  to 
implement a flow curve, deriving from the experiments, in order to reproduce the plastic 
behavior of the material. Initially for the simulation at room temperature, the flow curve 

































test  influences  more  on  the  flow  stress,  despite  the  attempt  of  reducing  by  using 
lubricant.  For  this  reason  in  Figure  6.2  the  simulation  curve  deriving  from  the 
implementation of the compression test flow curve, reaches very high values of torque, 
moving  away  a  lot  from  the  experimental  curve.  The  simulation  torque‐twisted  angle 
curve deriving, instead, from the implementation of the torsion test machine flow curve, 
is much closer to the experimental one. 
























At  first,  it was necessary  to calculate  the  initial material parameters  (starting point)  for 
the Ludwick´s model  (see paragraph 2.4.1.1  for the description)  from which to start the 
algorithm. For this purpose, the function “cftool” in MATLAB was used.  
This  simple  function  is  able  to  create a  fit, based on a  specific equation, of any  curve. 
Therefore, what has been done  is  to plot  the experimental  flow curve, and subsequent 













it  shows  how  well  the  flow  model  fits  the  experiment  data:  if  the  coefficient  of 
determination  is  1,  this means  all  the  points  of model  fit  the  experiment  data.  If  this 
coefficient is 0, this means no points of model fit the experiment data. The coefficient of 
determination is: 
ܴ௖ ൌ ඨ1 െ ∑ ሺܯ௜ െ ௜݂ሻ
ଶ௜
∑ ሺܯ௜ െ ܯഥሻଶ௜   Eq 6.1 
Where, ܯ௜ is the value of torque at certain point ݅,  ௜݂ is the value of modeled torque and 
ܯഥ   is  the average value of  torque  [1]. The coefficient of determination  in  this case was 




The  results  of  the  optimization  of  Ludwick’s model  are  shown  in  Figure  6.4.  The  blue 
























The  result  of  this  first  optimization  was  not  very  accurate,  in  fact  there  was  a  large 
discrepancy between  the experimental data and modeled ones, especially at  small and 
very large angles. 
A  very  simple  way  to  achieve  a  better  result,  is  to  change  the  starting  points  (see 
paragraph 5.1.2). Looking at  the  flow curve obtained with  the  first optimization,  it was 
possible to see what happens by changing the material parameters. With these change, it 
was  seen what  is  the  effect which  they  have  on  the  flow  curve,  so  as  to  reduce  the 
difference between the torque‐twisted angle curves. The result of the optimization with 




to  increase  the value of  the  flow stress  in  the  final part of  the  flow curve. Therefore  in 
order  to  reduce  the  discrepancy  at  large  angle  values,  the  initial  yield  stress  ߪ଴ was 
















































































As  it can see from Table 6.3, that the error  in the second optimization  is much  less than 
the first one, and this is also confirmed by the fact that the optimized curve in Figure 6.6, 




differences  in some areas. This means  that maybe  there are better modells  to describe 
the flow behavior, at room temperature, of the investigated material. 
6.1.2 Evaluation of  Voce model 




The  results of  the optimization of  the Voce model are  shown  in Figure 6.8. Also  in  this 
case, the blue curve is the torque‐twisted angle curve from the experiment, the red curve 
















































To  reduce  this  discrepancy,  thus  obtaining  a more  accurate  result,  the  starting  points 
have been changed, in particular ߪ௦ in order to increase the saturation point and thus get 
closer to experimental curve. The results of the optimization with the new starting points 
are  shown  in  the  Figure  6.10  and  Figure  6.11.  The  information  regarding  the  starting 
points of the optimizations, are shown in the Table 6.4. 

























































much  lower error not only  than  the  first, but also  than  the  second optimization of  the 
Ludwick’s model, which however had a low value of error.  
In  fact,  as  it  can  see  from  Figure  6.10  that  the  optimized  torque‐twisted  angle  curve 
follows in an excellent way the trend of the experimental one, with very little difference. 
Therefore,  the  Voce model  seems  to  be  the most  suitable  one  to  describe  the  flow 
behavior of the 18CrNiMo7‐6 hardening steel, when it subjected to a cold deformation 
6.2 Investigation at high temperature 



























As  we  can  see  from  Figure  6.12,  the  stress  increases  with  increasing  strain  rate.  In 
general, the flow curve of a material under hot working condition presents an apparent 
peak  of  the  stress.  The  stress  decreases  rapidly  after  this  peak.  This  is  due  to  the 
occurrence of dynamic recrystallization.  
Therefore, the flow curve at high temperature presents a very complex trends because of 



































The  red curve  in Figure 6.14  is  the  smoothed one, and as  it can  see  the noise  is much 
lower than the previous case. After the  filtering of all  flow curves,  it proceeded to their 
implementation in ABAQUS and it was possible run the simulations. 
Since  there  are  three  different  flow  curves,  three  optimizations were  carried  out with 
different  starting  points.  Also  in  this  case  for  the  evaluation  of  goodness  of  fit  the 


































confirm  the  fact  that  the  Hasel‐Spittel  model  is  particularly  suitable  to  describe  the 
behavior  of  materials  under  hot  working  processes.  The  information  regarding  the 
starting  points  and  the  parameters  after  the  optimization  are  stated  in  Table  6.7  and 
Table 6.8. 














































































curves,  is very  low so this  is a good result. However, the Hansel‐Spittel model enables a 
universal  flow  stress  prediction  in  the  whole  range  of  strains,  but  with  omission  of 
physical essence of the impact of dynamic recrystallization.  






























































































































































In  Figure  6.21  the  blue  curve  is  the  flow  curve  0.1  ݏିଵ  obtained  with  its  material 
parameters of Hansel‐Spittel,  the red curve  is  the  flow curve 0.1 ݏିଵ obtained,  instead, 
with  the material parameters of  the  flow curve 1 ݏିଵ. The  same working principle was 
adopted for the flow curve 0.01 ݏିଵ.  
The  inverse modelling  approach  using  one  fit  parameters  for  strain  rate  of  1  ݏିଵ,  for 





























test.  In  this  context  at  first  different  analytical  evaluation methods  of  torsion  test  for 
calculate the flow curve were investigated through a literature survey. In this latter, flow 
models  able  to  reproduce  the  flow  behavior  of  the  investigated  material,  were 
determined.  The  study  done  on  the  traditional  evaluation methods  showed  that  the 
analytical  treatments used  to  calculate  the  flow  curves, are  including  simplifications  to 




deformed mesh mechanism was developed.  In particular  It was used an algorithm  that 
was able to give a sort of pre‐deformation to the mesh and after which, set the rotational 
moment in the opposite direction in order to compensate the excessive distortion.  
Inverse modelling was performed by  comparing  torque  as  a  function of  rotation  angle 
measured in experiments and calculated by the FE‐model. For this purpose, an algorithm 
able  to estimate optimized parameters of  flow models was developed. The  focus  is on 
minimizing  the  differences  between  modelled  and  measured  torque.  To  simplify  the 
inverse  problem,  modelling  was  done  first  for  cold  deformation  and  then  for  hot 
deformation. 
For cold deformation two flow models were used to determine the flow curves from the 
measured data. The Ludwick’s model  is  the most used model  to describe  the materials 
behavior under  cold working  conditions,  so was expecting  a  good  agreement between 
torque‐twisted angle curve  from  the  simulation with  this  flow model and experimental 
one. The  result  indicates a good agreement between  torque‐twisted angle curves using 
this flow model, but with marked difference in some areas. The Voce model assumes the 
flow curve as a transient of the flow stress from an  initial value to the saturation value. 
The  torque‐twisted  angle  curve  obtained  with  this  flow  model,  show  a  very  low 
discrepancy with the experimental curve, revealing itself more suitable than the previous 





was necessary,  set  the  time period per  step  in ABAQUS, equal  to  the  time  required  to 
82
Conclusion 
carry  the  torsion  in  the  real  experimental  tests.  This  corresponds  an  increment  of 
computational  time, but  it was necessary  for  reach  the  convergence  in  the  simulation. 
The flow model used to describe the material behavior at high temperature was Hansel‐
Spittel.  The  results  show  a  great  agreement between  the  torque‐twisted  angle  curves. 
This model enables a universal  flow stress prediction  in  the whole  range of strains, but 












































meshing. When  the mesh  is  too  distorted,  it  causes  an  increase  of  the  computational 
time, and also errors in the simulation. So in the future, develop a re‐meshing tool, could 
reduce these problems; in other words the elements must be refined locally in the zones 
where  the  strain  is  higher.  This  it  can  be  achieved  by  prescribing  a  local  size  of  the 
elements and imposing that the mesh is rebuilt accordingly. 
Another  factor  to  take  into  account  in  computations  are  the  main  sources  of  the 
uncertainties that there are in the simulations. Uncertainties have many origins: changes 
of  material  data,  background  noise,  approximate  modeling  of  interface,  material 
behavior, boundary  conditions, etc. The  challenge  consists  in  identifying, modeling and 
quantifying  these uncertainties and  then  in considering  them during process simulation 
and  optimization.  In  this  regard,  it  could  use  the Monte‐Carlo  approach, which  are  a 
broad class of computational algorithm that rely on repeated random sampling to obtain 
numerical results [78].  
Furthermore  there are some variables which are not easily  included    in  the simulations 
yet and are know to have an influence on formability in practice. Temperature and strain 
rate sensitivity are significant  in many processes, especially  in hot working conditions.  It 
may  an  opportunity  determine  flow  curves  for  hot  deformation with  another  inverse 
modelling approach, using results at different temperature and strain rates to determine 
parameters for one overall model. 
The major  challenge  is  reducing  computational  time.  New  emerging  techniques  show 
quite efficient and effective: the Proper Orthogonal Decomposition (PGD) method is one 
of  them. The PGD allows  to diminish drastically  the computation and  storage cost. The 
main  point  of  PGD  consists  in  calculating  shape  functions  and  the  solution  itself 
simultaneously. This  is a departure  from  the  incremental or step‐by‐step methods used 
traditionally. Indeed, PGD is not based on the concept of an increment; instead, it uses an 
iterative  approach,  which  at  each  iteration,  produces  an  approximation  of  the 
displacements,  strain  and  stresses  everywhere  in  the  structure  over  the  entire  time 
interval  of  interest  [79].  In  some  other  fields  such  as  fluid  mechanics  or  structural 
mechanics,  this  method  allow  reducing  the  computational  time  by  several  order  of 
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ߠሶ   ‐  Angular speed 
ߠ ‐  Twist angle per unit length 
ܮ  mm  Gauge length 
ܫ  ݉ସ  Polar moment of inertia 
݊ ‐  Strain hardening exponent 
݉∗ ‐ Strain rate sensitivity 
ܴ௖ ‐  Coeff. of determination 
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