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Las últimas estimaciones de costes del proceso de verificación y valida-
ción (VV) de sistemas de tiempo real críticos están entorno al 50 % de coste
del total economico de los proyectos, siendo incluso mayor en algunos casos.
Esta fase es tan costosa debido a las extensas pruebas, que tienen como objetivo
comprobar que el sistema cumple con todos sus requisitos. Entre estos requisitos
en sistemas de tiempo real, están aquellos que dependen de parámetros cuya na-
turaleza es de carácter extrafuncional. Uno de estos parámetros es el tiempo de
ejecución. 1 Por este motivo se realizan diferentes análisis, como son el análisis
de planificabilidad, análisis de rendimiento y la caracterización del Worst-Case
Execution Time Profile (WCET). Todos estos análisis se encuadran dentro del
ciclo de vida software en la fase de VV. Veremos en este trabajo que una apro-
ximación de generación manual de modelos de análisis en la fase de VV conlleva
varios riesgos y costes asociados. Riesgos que pueden ser atenuados gracias al
uso de técnicas basadas en el paradigma Model-Driven Engineering (MDE).
Esta técnica permite que cada elemento del proceso de VV se integre de una
manera coherente y cohesionada permitiendo reducir su coste económico.
En el presente trabajo hemos planteado la siguiente hipótesis de trabajo: los
elementos de análisis imprescindibles en la fase de VV generados de una manera
automática reducen el coste económico de esta fase. Entre estos elementos están
el análisis de planificabilidad, el análisis de rendimiento y la caracterización de
los tiempos de ejecución. La calidad de estos modelos de análisis depende del
proceso que realiza la transformación entre los diferentes modelos. Para poder
cuantificar la calidad de estos modelos hemos propuesto un proceso de verifica-
1El correcto funcionamiento de sistemas de tiempo real no sólo depende del resultado lógico
que devuelve la computadora, también depende del tiempo en que se produce ese resultado.
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ción que comprueba que los modelos de análisis corresponde con el modelo de
diseño.
La hipótesis planteada ha sido desarrollada usando el paradigma MDE. Para
ello ha sido usado el framework MICOBS, éste nos permitió definir con mayor
comodidad el proceso propuesto. Parte del presente trabajo ha consistido en la
definición de modelos intermedios en MICOBS que permiten integrar con mayor
facilidad nuevos modelos de análisis. Esta aproximación permite cohesionar los
modelos que constituye el proceso propuesto.
Como parte de los resultado se genera un modelo de planificabilidad, un
modelo de rendimiento y un modelo de verificación. Cada uno de los modelos
generados corresponde a una herramienta que es la encargada de realizar dicho
análisis. El modelo de análisis de planificabilidad corresponde a la herramien-
ta MAST. El modelo de análisis de rendimiento, corresponde a la herramienta
PCM. El modelo de análisis de verificación corresponde a la herramienta Ra-
piCheck. Todos estos modelos son generados a partir de un modelo de diseño
denominado EDROOM el cual está basado en el paradigma CBSE.
Este proceso ha sido probado gracias a su uso en la descripción del ICUSW
del instrumento EPD. Este instrumento va a bordo de la misión Solar Orbi-
ter, una aventura conjunta entre las agencias espaciales European Space Agency
(ESA) y National Aeronautics and Space Administration (NASA). En esta Tesis
mostramos los modelos generados de análisis a partir de la descripción del mo-
delo de diseño. Estos son: el modelo de análisis de planificabilidad, el modelo de
análisis de rendimiento y el modelo de verificación. Estos resultados son usados
para realizar tareas de VV bajo el estándar ECSS-E-ST-40C.
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Abstract
Experts in real time of VV process estimate its economic cost near to 50 %
of overall cost of the project. Even in under some conditions the costs can
be increased. The cause of this economic cost is the intensive tests which aim
is to probe the system convert their requirements. In real time system a set
of properties are extra-functional type, the most prominent of this group is
the execution time. For that reason in real time system the requirements are
satisfied when the system respond to the proper action in the proper time. A
set of analysis are required in VV form, where the timing requirements are
checked. Usually this analysis are: scheduling analysis, performance analysis
and WCET analysis. In this thesis we starting of the premise that the manual
generation of analysis have a group of risks and associated economic costs. The
disadvantages would have been mitigate thankfully to the use of MDE paradigm.
This paradigm enables the cohesion among the elements in the VV process, there
results is reduce the economic cost.
This thesis has set out the following hypothesis: The analysis elements which
are essential in VV process, they are generated in automatic manner, reducing
the economic cost. The essential analysis elements are: scheduling analysis, per-
formance analysis and WCET analysis. In addition a verification process is
added, its aim is boosting the reliability of the generated analysis elements.
The hypothesis suggested has been developed under the MDE paradigm.
The framework MICOBS has been used with this intention, as well as it a ord
to define easier a VV process of real time system then other approach. A set
of models are described in MICOBS to generate a analysis models from design
models. The aim is cohesion among models and remove the their gaps. The
proposed analysis models are decorated with extra-functional properties than
being analyzed. The analysis models proposed in this thesis require the WCET
then they are decorated with it. The annotation could be partial thankfully the
proposed process has the properties of composability y compositionality.
As part of the results a set of models are generated: a scheduling model,
a performance model and verification model. These models are the entry of
a tool. The scheduling analysis model is the entry model of MAST tool. The
performance model is the entry of the PCM model. The verification model is
the entry of Rapicheck model. The initial model is the design model which is
EDROOM and it is based on CBSE paradigm.
The process has been proved in the ICUSW. It manages the the control
unit of the instrument EPD which is on board of Solar Orbiter mission. The
mission is coordinate adventure between ESA and NASA. This Thesis shows
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the scheduling analysis, the performance analysis and the verification analysis.
The results, which have been obtained, are used as part of the documentation
of the process ICUSW VV.
Capítulo 1
Introducción
Dios no juega a los dados.
A. Einstein
Ground Control to Major Tom
Ground Control to Major Tom
Take your protein pills
and put your helmet on




and may God’s love be with you.
D. Bowie
«Suficientemente seguro» se ve
diferente a 35.000 pies de altura.




6 CAPÍTULO 1. INTRODUCCIÓN
1.1. Contextualización
Los procesos de desarrollo de software pueden dividirse principalmente en
dos fases: la fase de diseño e implementación y la fase de verificación y vali-
dación (VV). Existen metodologías de proceso de desarrollo de software, como
la metodología en V, que representan esta división de una manera explícita.
Durante la fase de VV se comprueba, por un lado, que los requisitos iniciales
son factibles y, por otro, que están presentes en el producto resultante. La fase
de VV tiene un impacto significativo en el coste del producto en los sistemas de
tiempo real. Siendo difícil dar una estimación concreta (McDermid y Pumfrey,
2001), algunos autores apuntan a un coste de en torno al 50 % sobre el coste
total del proyecto (Leveson, 1995).
En el presente trabajo de Tesis Doctoral se desarrollan los procesos de VV
que comprueban los requisitos relativos a las restricciones de tiempo de respuesta
y rendimiento en sistemas de tiempo real. En el contexto del proceso en «V»,
la verificación consiste en revisar y asegurar que cada etapa del proceso de
desarrollo es consistente por sí misma. Puede ser ilustrado mediante una simple
pregunta: ¿Estamos construyendo el proceso de una manera correcta? Por su
parte, la validación es el proceso que comprueba que el sistema cumple los
requisitos. Esto también puede ser ilustrado mediante una pregunta: ¿Estamos
construyendo el producto correcto?
La definición de procesos software, MDE (Kent, 2002a), viene aplicándose
con éxito durante la última década (Hugues et al., 2008; Montecchi y Lollini,
2011; Dearle, 2001; Crnkovic et al., 2009a). Una de sus propiedades más desta-
cadas es la de fomentar la continuidad de las etapas que conforman los procesos
de software (Grassi et al., 2007). Para ello utiliza la definición de modelos y
las transformaciones de modelo a modelo. Esta continuidad tiene el efecto de
atenuar casos perniciosos, como es la programación a la carrera (rush to code)
(Selic et al., 1994).
Por otra parte, la ingeniería de software basada en componentes (Component-
Based Software Engineering o CBSE) (Heineman y Councill, 2001) es usada
frecuentemente junto con procesos MDE. El beneficio de este enfoque se debe
a que el diseño y la construcción de sistemas se realizan mediante el empleo de
elementos aislados denominados componentes, que se comunican a través de in-
terfaces bien definidas. El empleo de componentes permite aumentar la cohesión
y reducir el acoplamiento de los elementos que componen el sistema, facilitando
de esa manera su reutilización.
En los últimos años han surgido nuevas líneas de investigación dentro del
CBSE relacionadas con el análisis de Extra-Functional Properties (EFP) de los
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componentes, y la introducción del paradigma de correctness by construction en
las metodologías de desarrollo. En los procesos de VV de sistemas de tiempo
real, su corrección no sólo viene dada por la comprobación de los requisitos fun-
cionales, sino que se tienen en cuenta las EFP relacionadas con el cumplimiento
de las restricciones temporales. La metodología de construcción por corrección,
combinada con el paradigma CBSE, ha dado buenos resultados en el campo de
sistemas de tiempo real. Por ejemplo, mediante su integración en frameworks
(López et al., 2008) como en el estudio de su uso y el impacto en la certifica-
ción de componentes (Sta ord y Wallnau, 2003; Hissam et al., 2003). También
hay estudios más académicos como, por ejemplo, la definición de taxonomías
de CBSE de las propuestas surgidas (Lau y Wang, 2007), su categorización en
función de sus propiedades (Crnkovic et al., 2005), y cuáles son los nuevos retos
que conlleva el uso de este tipo de tecnología (Crnkovi, 2003). Los principios
de composability y de compositionality (Mazzini et al., 2008; Matic, 2008; Göss-
ler y Sifakis, 2005) son especialmente interesantes para analizar las EFP en los
sistemas construidos bajo el paradigma CBSE. Para que un sistema cumpla el
principio de composability, los componentes que lo forman no pueden ver alte-
radas sus EFP por la acción de otros componentes. Asimismo, el principio de
compositionality se cumple cuando las propiedades del sistema, en su conjun-
to, se puede obtener a partir de las propiedades de sus partes, esto es, de los
componentes que lo forman.
Los procesos de VV de los sistemas de tiempo real en aplicaciones espaciales
que siguen la norma de desarrollo software European Cooperation for Space Stan-
dardization, Space Engineering, Software (ECSS-E-ST-40C) son críticos dentro
del proceso de desarrollo. Actualmente, el esfuerzo requerido para proveer su-
ficientes evidencias es costoso en tiempo y dinero, motivado por el incremento
continuo de la complejidad funcional, que se refleja en el tamaño del software.
Esto conlleva un aumento de la criticidad de la fase de VV. En este contexto,
aproximaciones que provean una validación basada en la generación automática
de modelos de análisis, como el análisis de planificación y análisis de rendimien-
to, y procesos de verificación automática de evidencias, implican de por sí una
reducción de los costes del desarrollo de las aplicaciones para el espacio. El ob-
jetivo del proceso de verificación es evitar aquellos casos que dan lugar a que los
modelos de análisis y el sistema final no concuerden, como, por ejemplo: errores
de inversión de prioridad, cambios de contexto superiores a las especificadas,
mutex ocultos, etc.
El trabajo desarrollado en esta Tesis Doctoral tiene aplicación para procesos
de desarrollo de software para sistemas empotrados. Presenta una solución gene-
ral al proceso de VV de este tipo de sistemas desarrollados bajo los paradigmas
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de CBSE y MDE, y aplica los principios de compositionality y composability
para analizar las EFP de los sistemas construidos. Como ejemplo de uso se ha
utilizado el software de control del instrumento EPD (Sánchez et al., 2012),
que forma parte de la misión Solar Orbiter, en la que participan tanto la ESA
y la NASA. Este software ha sido desarrollado por el grupo Space Research
Group (SRG) de la Universidad de Alcalá. El software encargado de gestio-
nar el flujo de datos y comportamiento del instrumento tiene que ser validado
respecto al estándar ECSS-E-ST-40C (ECSS Secretariat, 2009). El proceso pre-
sentado en este trabajo tiene como objetivo ser usado en el proceso VV de este
software de aplicación.
1.2. Objetivos
El objetivo general de este trabajo es presentar una solución al proceso de
VV de sistemas software desarrollados bajo los paradigmas de CBSE y MDE
que automatice las principales actividades de este proceso, y que permite así
reducir el coste económico.
El trabajo se diferencia de otros que siguen el mismo enfoque en que la incor-
poración de la información requerida para el análisis depende de la plataforma
de despliegue. Esto implica que el modelo de diseño no es anotado con las EFP,
sino que un modelo de análisis generado automáticamente a partir de éste —el
cual depende de la plataforma— es anotado. Éste se anota con la información
de traza obtenida a partir de la ejecución de las pruebas unitarias para carac-
terizar los componentes. Este proceso se lleva a cabo basándonos en medidas
obtenidas en los escenarios de prueba sobre cada plataforma, y evaluando el com-
portamiento de un sistema completo sobre distintas alternativas de despliegue.
Además los productos resultantes en forma de modelos de análisis deberán ser
verificados en las plataformas de despliegue donde han sido caracterizados. Con
este propósito la verificación se realiza en las pruebas de integración. Partiendo
de este punto, los objetivos específicos que se plantean son los siguientes:
Generación automática, a partir de un modelo formal de diseño, del aná-
lisis de planificabilidad y del modelo de análisis de rendimiento en confor-
midad con el estándar ECSS-E-ST-40C.
Asignación de los tiempos de ejecución a cada uno de los elementos que
conforman el sistema.
El tiempo de ejecución se analiza usando técnicas de Peor Tiempo de
Ejecución WCET.
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La caracterización del peor tiempo de ejecución se realiza en función del
análisis por separado de cada uno de los elementos que conforman el sis-
tema.
Las propiedades anotadas en el modelo de análisis se categorizan en fun-
ción de la plataforma de despliegue.
Los modelos de análisis son comprobados de una manera automática en
el sistema final mediante un análisis de verificación de evidencias (modelo
de vuelo o modelo de ingeniería).
1.3. Hipótesis
La hipótesis planteada es: la definición de un proceso de VV mediante téc-
nicas MDE —que habilita la generación automática de los modelos de análi-
sis de planificación, rendimiento partiendo del modelo de diseño, así como su
verificación— conllevará la reducción de recursos y tiempos en el desarrollo de
software empotrado, con especial atención en el software embarcado en satélite.
Para este último caso, el estándar de la Agencia Espacial Europea ECSS-E-
ST-40C define como obligatoria la generación de los siguientes aspectos: análisis
de planificabilidad, análisis de rendimiento, y el uso de técnicas WCET para
caracterizar los tiempos de ejecución.
El uso de técnicas MDE permite que se puedan especificar transformaciones
que habilitan la generación de los modelos de planificación, rendimiento, a partir
del modelo de diseño, así como la verificación de que las asunciones hechas para
el análisis son correctas.
El uso del paradigma CBSE permite desacoplar las funcionalidades del sis-
tema y cohesionar la arquitectura. Gracias a este paradigma y al cumplimiento
de un conjunto de restricciones de diseño, se pueden incorporar los principios
de composability y compositionality, que permiten que el sistema sea analizable
a partir de la caracterización de sus partes. Con el fin de obtener el análisis de
planificabilidad y rendimiento empleando estos principios, se han incorporado
herramientas que caracterizacion el WCET de cada una de las partes del sis-
tema. El proceso se ha integrado en un framework que permite la indexación
de las EFP en función de la plataforma. Finalmente, el modelo de verificación
por generación de evidencias permite corroborar que las asunciones en los mo-
delos de planificabilidad y rendimiento son las observadas durante las pruebas
de integración.
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Figura 1.1: En la imagen se describen las transformaciones automáticas y sus re-
sultados en forma de modelos. El resultado final de la generación de los modelos
de análisis da lugar a los objetivos marcados en esta Tesis Doctoral.
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En la figura 1.1 mostramos el proceso general de transformaciones automáti-
cas. El proceso propuesto tiene como meta satisfacer los objetivos marcados en
esta Tesis Doctoral. Las transformaciones entre los modelos transcurren entre
un espacio de tres dimensiones: código, diseño y análisis. Tenemos como pun-
to de partida el Modelo Formal de Diseño, que permite, por un lado, generar
el código de los componentes y, por otro, resolver la inclusión de las distintas
bibliotecas y drivers, de forma que lo que se obtiene sea un código compati-
ble con la plataforma de despliegue elegida. El código es instrumentado para
poder obtener una traza de la ejecución, a partir de las pruebas unitarias, de
integración o funcionales. Del Modelo Formal de Diseño se obtiene también un
Modelo de Diseño Simplificado que reduce la descripción del comportamiento
para facilitar la transformación hacia un Modelo de Análisis Transaccional. En
este modelo se hacen explícitas las transacciones del sistema, entendiendo por
transacción el flujo end-to-end que define todos los pasos que dan respuesta
a un evento recibido. Estos pasos comprenden la ejecución de operaciónes por
parte de los componentes, así como el envío de mensajes entre ellos y el acceso
a los diferentes recursos compartidos. Este modelo incorpora posteriormente la
información de traza de ejecución de las distintas pruebas y de esa forma se
obtiene un Modelo de Análisis Anotado. Éste habilita la utilización de distintas
herramientas de análisis de planificabilidad, rendimiento y verificación, tal como
se pretende demostrar en esta Tesis Doctoral. Un valor añadido de este enfoque
es el de utilizar datos reales para anotar los elementos del modelo, obtenidos
mediante una ejecución en la plataforma concreta sobre la que se pretende hacer
el análisis. El Modelo de Análisis Anotado es utilizado para generar las entradas
que requieren las distintas herramientas de análisis y verificación. Finalmente,
el Modelo de Diseño desde el que se generaron el resto de modelos de la cadena
es contrastado con un análisis de verificación.
El trabajo se diferencia de otros que siguen el mismo enfoque en que la incor-
poración de la información requerida para el análisis depende de la plataforma
de despliegue y no se añade al modelo de diseño, sino que se utiliza la infor-
mación de traza obtenida a partir de la ejecución de las pruebas unitarias para
caracterizar los componentes. Esto permite caracterizar fielmente los compo-
nentes basándonos en medidas obtenidas en los escenarios de prueba sobre cada
plataforma, y evaluar el comportamiento de un sistema completo sobre distintas
alternativas de despliegue. Para dotar al trabajo del enfoque multiplataforma,
se ha integrado en el framework Multi-platform Multi-Model Component-Based
Software Development Framework (MICOBS), que expresamente incluye la pla-
taforma de despliegue como una dimensión que permite indexar la información
de análisis. MICOBS, además, modela fielmente los elementos que forman parte
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del software basado en componentes, distinguiendo entre los componentes, que
se ubican en el nivel de abstracción más alto del sistema y definen las tareas
que cooperan para atender los distintos eventos, las bibliotecas de servicio, lo-
calizadas en el nivel intermedio y dedicadas al procesamiento de la información
y la implementación de los algoritmos, y los drivers, que habilitan el acceso a
los elementos hardware de la plataforma.
1.4. Descripción del proceso de VV
Como ya se ha comentado en la sección anterior, el proceso de VV propuesto
en esta Tesis Doctoral ha sido integrado en el framework MICOBS, basado en los
paradigmas MDE y CBSE. MICOBS se centra en la definición de los procesos
de desarrollo de software para sistemas empotrados, como son los sistemas de
tiempo real embarcados en satélite. La idea central de este framework es la
definición del vector plataforma para categorizar los elementos que son definidos
en el proceso, facilitando el análisis de los sistemas desarrollados, utilizando
los principios de composability y compositionality. Esto significa que es posible
anotar los valores de las EFP para las potenciales plataformas de despliegue.
En la figura 1.2 mostramos cómo encaja el proceso que desarrollamos en esta
Tesis Doctoral en un típico proceso en V.
MICOBS está implementado en Eclipse Modelling Framework (EMF), el
cual se integra en Eclipse Framework (Eclipse). Esto implica que se usan los
mismos mecanismos para definir los modelos y sus transformaciones. Los nue-
vos modelos que han sido integrados para definir el proceso son descritos bajo
las definiciones de EMF. En el caso de las transformaciones se usa el lengua-
je Query, View, Transformation Language (QVTO), teniendo la propiedad de
definir transformaciones de una manera cómoda (Object Management Group,
2008).
Como modelo formal de diseño ha sido escogido el modelo de componentes
EDROOM (Viana et al., 2006; Polo et al., 2002). Se trata de una herramienta
de diseño y generación automática de código que ha sido utilizada con éxito
por el grupo SRG en distintos proyectos de desarrollo de software embarcado
en satélite (Polo et al., 2012a). El modelo de componentes permite describir
su comportamiento a partir de máquinas de estados cuyas transiciones están
disparadas por la recepción de mensajes.
El proceso propuesto empieza una vez definido el diseño del sistema con
EDROOM. El modelo es transformado a un modelo orientado al análisis, defi-
nido como parte de este trabajo de Tesis Doctoral, denominados TSAM. Este
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Figura 1.2: En esta figura mostramos el proceso de desarrollo propuesto bajo
el enfoque en V. Los modelos superpuestos corresponden a la cadena de mo-
delos y a sus transformaciones. El proceso en V es una típica representación
gráfica del ciclo de vida del software. Resume los pasos principales que hay que
tomar en conjunción con las correspondientes entregas de los sistemas de vali-
dación. La parte izquierda de la V representa la corriente donde se definen las
especificaciones del sistema (etapas de requisitos y diseño). La parte derecha
de la V representa la corriente donde se comprueba el sistema (contra las espe-
cificaciones definidas en la parte izquierda, etapas de validación del sistema e
integración y banco de pruebas). La parte de abajo, donde se encuentran ambas
partes, representa la corriente de desarrollo.
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modelo permite definir las transacciones reactivas que especifican la respuesta
del sistema. Además, permite describir los distintos patrones de activación de
los eventos que puedan tener lugar dentro del sistema. Este modelo se ha defi-
nido de forma que no dependa del modelo de diseño, siempre que éste cumpla
con un conjunto de restricciones definidas. El modelo, además, permite obtener
distintos modelos de análisis, por lo que hace el papel de modelo pivote (Balp
et al., 2008).
Una vez descritos el comportamiento reactivo de los componentes (median-
te el modelo transaccional), su WCET tiene que ser caracterizado y anotado
como EFP. Para poder realizar esta caracterización, es necesario integrar una
herramienta de análisis que permita obtener los datos correspondientes. Esta
herramienta es Rapita Verification Suite (RVS)(RapiTime, 2007), que permite
realizar las medidas sobre la propia plataforma o target en la que los componen-
tes se despliegan. Para realizar la anotación de propiedades se pueden emplear
las mismas pruebas unitarias y de integración empleadas para la validación fun-
cional de los componentes. El propio proceso de anotación ha sido automatizado
mediante el uso de transformaciones de modelos. La transformación extrae de
una manera automática la información de las bases de datos generada por las
herramientas RVS.
Tras ser anotado el TSAM, las transformaciones a los modelos de análisis de
planificabilidad MAST, análisis de rendimiento PCM y análisis de verificación
RapiCheck (Ltd., 2014) son habilitadas. El modelo de análisis de planificabilidad
permite validar las restricciones temporales asociadas a los eventos del sistema.
El análisis de rendimiento nos permite validar la sensibilidad del sistema y los
tiempos de respuesta. Por último, se ha planteado un análisis de verificación
que tiene como objetivo comprobar que en el sistema se cumplen las asunciones
de las que parte el TSAM, como la frecuencia de los eventos, y tiempos de
respuesta relativos a la plataforma. La verificación pretende comprobar que no
existen condiciones comunes de error que invalidan los modelos de análisis. El
objetivo es que la generación de evidencias y su comprobación sean automáticos,
ya que un proceso manual sería extremadamente costoso y tendería a generar
fallos inherentes. Sobre todo son de especial interés aquellos errores difíciles de
reproducir. Éstos, por naturaleza, son extremadamente engorrosos de encontrar
y replicar.
Este proceso está siendo usado para el proceso de VV del software de apli-
cación de la unidad de control del instrumento EPD. Los modelos de análisis
obtenidos se entregarán a la ESA como parte de la documentación requerida.
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1.5. Cronografía de la Tesis Doctoral
Esta Tesis Doctoral ha sido financiada por el Ministerio de Economía y
Competitividad, mediante el proyecto con código «AYA2009- 13478-C02-02». De
manera periódica, como requisito para obtener la ayuda, se fueron entregando
los hitos del trabajo de investigación propuestos y su estado.
Como parte de la documentación entregada caben destacar los informes de
los primeros 24 meses —dos años— y el informe de los 48 meses —cuatro años—.
Además, con cada estancia realizada en el extranjero, financiadas con los fondos
para ayudas de «Estancias Breves en el Extranjero», fueron entregados objetivos
de la estancia y, al retorno de la misma, se elaboró un informe de objetivos
cubiertos y nuevas propuestas, en caso de haberse generado.
Las publicaciones relativas a la Tesis Doctoral también forman parte de los
hitos. Por el momento han sido publicadas tres comunicaciones en congreso en
forma de Proceedings, donde en (Fernández-Salgado et al., 2013a) y (Fernández-
Salgado et al., 2013b) se presentó el modelo transaccional y su transformación
al modelo de análisis de planificabilidad, y en (Fernández-Salgado et al., 2015)
se presentó el modelo de verificación. Además, cabe destacar una publicación
en revista (Fernández-Salgado et al., 2016) en la cual se describió una exten-
sión en PCM (éste formará parte del proceso como herramienta de análisis de
rendimiento) para que sea compatible con la definición de sistemas de tiempo
real. Un total de dos publicaciones y una comunicación a congreso como coau-
tor también forman parte de los resultados (Sánchez et al., 2013; Sánchez et al.,
2012; Polo et al., 2012a).
Con la información de la documentación aportada al ministerio y con las
publicaciones ha sido elaborado un cronograma con los hitos. En la figura 1.3 se
muestra en forma de gráfico este cronograma, el cual detallamos en las siguientes
secciones, dividido por años.
1.5.1. Fase exploratoria (primer año)
En esta primera fase se revisó la literatura relacionada con el tema de inves-
tigación a fin de disponer de un marco teórico sólido sobre el que se sustentó el
trabajo. Esta primera fase estuvo marcada por la estancia en una spin-o  de la
Universidad de York denominada Rapita System Ltd. Esta empresa es uno de
los entes promotores observadores que se incluyó en la petición del proyecto. El
objetivo marcado fue la exploración de la viabilidad del análisis del tiempo de
respuesta y de peor caso para la validación del software embarcado en instru-




















































































Figura 1.3: Hitos de la Tesis Doctoral. Se incluyen las estancias realizadas en
centros de investigación, informes de estado al ministerio y publicaciones.
mentos espaciales, y en concreto, en el caso de estudio de la unidad de control
de EPD. Para realizar el análisis se utilizó la herramienta RVS.
Este primer año fue una fase de iniciación en técnicas de WCET con el Dr.
Guillem Bernat, experto en la materia. Para cubrir este objetivo se desarrolló
un caso de uso para la Instrument Control Unit (ICU) de EPD. Éste consis-
tió en el desarrollo de una biblioteca que cubre el protocolo de comunicación
Consultative Committee for Space Data Systems (CCSDS). De este caso de uso
se caracterizaron sus tiempos de ejecución sobre la plataforma Leon. Este es-
tudio permitió conocer los indicadores y las diferentes técnicas de análisis de
WCET.
También fue definida la arquitectura multitarea del software de la ICU, utili-
zado para definir el caso de uso de esta Tesis Doctoral, a partir de las especifica-
ciones. Se usó una notación Unified Modeling Language (UML) y la herramienta
de modelado basada en componentes EDROOM. El documento Architecture De-
sign Document (ADD) se entregó como parte del paquete de documentación del
PDR del software de la ICU de EPD, que se superó con éxito.
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1.5.2. Definición de modelos transaccionales, definición de
la hipótesis (segundo año)
En este segundo año se definió la hipótesis de trabajo de integración de técni-
cas de desarrollo y análisis de software para la validación automática de EFP de
sistemas construidos a partir de componentes. La integración de estas técnicas
permitiría la caracterización de la respuesta temporal del sistema software com-
pleto, a partir de las medidas obtenidas por separado de cada componente. La
integración se realiza sobre el framework MICOBS, siguiendo un enfoque MDE,
y requiere la definición de una cadena de transformación modelo a modelo.
Otro de los hitos de esta fase es la estancia en el centro tecnológico de
Karlsruhe (KIT). El objetivo fue la integración de la herramienta PCM con los
desarrollos llevados a cabo en 2011 de EPD, además de adaptar la herramienta
al paradigma de sistemas de tiempo real. Esto dotó al proceso de una nueva
herramienta que permitió realizar el análisis de rendimiento de sistemas software
de tiempo real mediante el simulador SimuCom que proporciona la herramienta
PCM. De una manera más específica los objetivos fueron:
Crear una extensión de PCM habilitando para realizar el análisis de rendi-
miento de sistemas de tiempo real, basados en planificación de prioridades
fijas con desalojo y el acceso a recursos compartidos bajo protocolos de
herencia de prioridad o de techo de prioridad inmediata.
Validar la extensión mediante diversas pruebas que permitieron comprobar
el correcto funcionamiento del nuevo planificador.
Realizar el análisis de rendimiento preliminar del software de la unidad de
control de EPD. Para ello se usó una estimación de tiempos.
En este año también se realiza una estancia en la Universidad Christian
Albrecht, ubicada en Kiel, Alemania. Éste es uno de los grupos que constitu-
yen el equipo de EPD. En ese momento el instrumento acababa de superar el
Preliminary Design Review (PDR), lo que significaba que habían sido entrega-
dos a la Agencia Espacial Europea los modelos preliminares de arquitectura del
software de aplicación, el documento consolidado de requisitos (como ya se vio
en el primer año), modelos térmicos, etc, del instrumento, cumpliendo con las
especificaciones con las que se aprobó EPD como carga útil para Solar Orbiter.
Los trabajos realizados durante la estancia se centraron en las actividades
relacionadas con los documentos de requisitos y diseño de la arquitectura del
software de aplicación de la unidad ICU. En concreto, se trabajó en la defini-
ción de las interfaces software con los sensores desarrollados en Kiel, los cuales
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son: SupraThermal Electrons, Ions, and Neutrals (STEIN), High Energy Teles-
cope (HET) y Electron Proton Telescope (EPT). Este trabajo se basó en una
definición previa de las interfaces en la que ya estaba especificado el nivel físico
(UART/LVDS) y el formato básico de trama (Sánchez et al., 2012). Durante
esta estancia se definieron con mayor profundidad algunos aspectos relativos al
protocolo de comunicación y a la definición del formato del paquete. Con esta
información se diseñaron casos de uso de la ICUSW.
A partir de las especificaciones acordadas, se abrió la posibilidad de comple-
tar los casos de uso para los modelos de análisis de software desarrollados. Esto
permitió definir los eventos asociados al procesamiento de la información de los
sensores.
Por último, este año se participa en dos publicaciones: una ponencia en con-
greso como coautor, en la cual se describe el modelo formal de diseño EDROOM,
titulándose «Component-based Engineering and Multi-Platform Deployment for
Nanosatellite On-Board Software», y presentada en la conferencia «DASIA»; y
un artículo cuyo título es «Instrument Control Unit for the Energetic Parti-
cle Detector on-board Solar Orbiter», que presenta las soluciones que han sido
adoptadas en el diseño de la ICU de EPD. Las soluciones presentadas en el
artículo sobre la descripción de la ICUSW han sido usadas como caso de uso de
la presente Tesis Doctoral.
1.5.3. Definición del modelo transaccional de diseño y ano-
tación automática del WCET (tercer año)
En este año se publica el trabajo logrado en los dos años anteriores. Se elabo-
ran ponencias para congresos: el modelo transaccional de análisis y la generación
a partir de este del modelo de análisis de planificabilidad MAST. El título del
artículo es «Schedulability Analysis of On-board Satellite Software Based on
Model-Driven and Compositionality Techniques». En la misma línea, y también
como autor, se publica en congreso el artículo «Propuesta de cadena de he-
rramientas para la automatización del análisis de planificabilidad del software
del instrumento EPD a bordo del Solar Orbiter». También se participa como
coautor en la publicación «HW/SW Co-design of the Instrument Control Unit
for the Energetic Particle Detector on-board Solar Orbiter», donde se presentan
cuáles son los retos del proceso de desarrollo de la ICU y su diseño.
Este mismo año se define el modelo transaccional de diseño TSDM. Se trata
de un modelo de diseño simplificado, el cual es independiente de la tecnología
subyacente y permite integrar nuevos modelos de diseño. La integración se faci-
lita, ya que este modelo aplana la jerarquía del comportamiento del modelo de
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diseño, lo que implica que sea más cercano a los modelos de diseño que el mo-
delo transaccional de análisis TSAM. Se crea una transformación a este modelo
desde el modelo EDROOM. Desde este modelo se habilitan las transformaciones
pertinentes al modelo transaccional de análisis TSAM.
Los TSAM son anotados de manera automática con la herramienta RVS. Se
crean transformaciones desde los modelos provistos por RVS al modelo TSAM,
las cuales fueron realizadas en el contexto de un proyecto fin de carrera (Nilas,
2014). Con este propósito la herramienta RVS se integra en el ciclo de vida en
la etapa de pruebas unitarias.
1.5.4. Integración del proceso automático de verificación
por evidencias y demultiplexación del modelo tran-
saccional de análisis en situaciones de tiempo real
(cuarto año)
Durante la revisión de la hipótesis de la Tesis Doctoral en la estancia breve
en el extranjero en Rapita System Ltd. (York, Reino Unido), se incorporan
algunas mejoras de la hipótesis de Tesis Doctoral, como es añadir un proceso de
verificación. Éste se centra en la verificación de un conjunto de propiedades del
sistema, dando lugar al objetivo de verificación del análisis.
La segunda estancia se realizó en la Universidad de Cantabria, en el Grupo
de Computadores y Tiempo Real (CTR). Este grupo ha sido el responsable
del desarrollo de la herramienta de análisis de planificabilidad MAST (Gon-
zález Harbour et al., 2001). Esta herramienta tiene una serie de restricciones
relativas a los operadores de los que se componen las transacciones. Una de es-
tas restricciones afecta al operador branch, que está soportado en el análisis por
simulación, pero no en el análisis formal de planificación. Como en los modelos
transaccionales puede definirse más de una reacción al mismo mensaje —esto de-
pende del estado interno del sistema—, la transformación equivalente al modelo
MAST es un operador branch, donde cada rama es una de las respuestas.
En esta estancia se abordó el problema, se definieron un conjunto de patrones
y se introdujeron, como parte de los modelos transaccionales, las situaciones de
tiempo real. Esto es parte del objetivo de la categorización de las reacciones en
función de la situación de tiempo real y su estado interno.
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1.5.5. Caso de uso y redacción de la Tesis Doctoral (quinto
año)
En 2015 fue publicado el trabajo relacionado con la extensión del análisis
de planificabilidad «Integration of a preemptive priority based scheduler in the
Palladio Workbench».
Además el proceso propuesto ha sido probado con el software de aplicación




There are two ways of
constructing a software design:
One way is to make it so simple
that there are obviously no
deficiencies and the other way is
to make it so complicated that
there are no obvious deficiencies.
The first method is far more
difficult.
C. A. R. Hoare
El peor enemigo del elefante
selvático es el elefante
domesticado.
D. Papanikas
Entre las diferentes fases que componen las metodologías de desarrollo de
software siempre están presentes los procesos de verificación y validación (VV).
Éstos son inherentes a todas las metodologías de diseño de software.
En los sistemas de tiempo real críticos, el proceso de VV cobra una relevancia
mayor que en los sistemas de propósito general, ya que, por su propia naturaleza,
un fallo puede ser catastrófico (Lions, 1996; Leveson, 1995; Accident, 1996). Esto
da lugar a procesos de desarrollo costosos económicamente.
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En esta Tesis Doctoral usamos una clara distinción entre verificación y va-
lidación (Boehm, 1984). En el contexto de un proceso en forma de V (Storey,
1996):
Verificación es la fase de revisión de que cada paso del proceso de desa-
rrollo es consistente y completo, o dicho de otra manera más simple, ¿es-
tamos construyendo el sistema de una manera correcta?
Validación es la comprobación de que el sistema de desarrollo reúne los
requisitos o, dicho de otra manera, ¿estamos construyendo el produc-
to correcto?
En este contexto, verificación es la fase inherente de desarrollo que cumple
con los elementos marcados por el estándar, garantizando que cada paso del pro-
ceso es correcto, mientras que validación es la fase de producción de evidencias
que comprueban que el software concuerda con los requisitos, las restricciones
de diseño y el análisis de la hipótesis.
El proceso de VV no está desligado de las etapas de diseño e implementación.
La complejidad del software es directamente proporcional al coste del proceso de
VV. Por eso, en la fase de diseño se buscan propiedades intrínsecas en elemen-
tos de construcción o integración de restricciones que faciliten las posteriores
fases. También se buscan perspectivas más empíricas, donde los elementos que
debemos verificar y validar son menos costosos de observar, mediante bancos de
pruebas y técnicas de observación.
Esto significa que el proceso de desarrollo de sistemas de software en tiempo
real debe buscar el equilibrio entre el poder expresivo de los modelos utilizados
para el diseño y los costes económicos del proceso de VV. Este equilibrio se
puede lograr mediante el ajuste de la potencia expresiva usado para el diseño de
la aplicación, definiendo restricciones en los modelos. Estas restricciones facilitan
la reducción de los costes económicos del proceso de VV e incluso permite la
definición de nuevas estrategias que no serían posibles si no se aplicasen estas
restricciones.
Las estrategias de VV pueden ser de dos clases. La primera es la relativa
al uso de técnicas basadas en la aplicación de métodos formales como, por
ejemplo, el uso de model-checkers (Holzmann, 1997) y reasoning frameworks
(Shaw, 1989), todos ellos ligados al mundo académico, el cual busca nuevos
caminos que mejoren las actuales propuestas basadas en bancos de pruebas. El
segundo tipo está basado en procesos empíricos, partiendo de bancos de pruebas;
este tipo de estrategia es más típico de la industria, y está aceptado como el
método de facto.
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Ahora vamos a definir los conceptos que son usados en esta Tesis Doctoral
para los términos de sus Functional Properties (FP), y sus EFP.
FP son aquellas propiedades que definen el sistema en función de la
relación entre sus salidas y sus entradas.
EFP son aquellas propiedades que definen cómo el sistema proporciona
las salidas a partir de las entradas, y se centran en aspectos tales como
el tiempo de ejecución en el peor caso, el tiempo medio de respuesta, el
espacio de pila ocupado por las tareas, etc.
Esta categorización es ampliamente usada por la comunidad de sistemas de
tiempo real. Por ejemplo, (Chung y Prado Leite, 2009) fundamentan esta ca-
tegorización con el objetivo de extenderla a la reutilización de software. Podría
decirse que la especificación funcional de un elemento está libre de sus con-
notaciones extrafuncionales cuando conocemos la relación del impacto de las
propiedades no funcionales, por lo que se podría reutilizar en cualquier otro
sistema.
Sea cual sea el tipo de estrategias que hemos visto anteriormente, éstas tie-
nen el mismo objetivo, que es la caracterización de las propiedades del software,
tanto funcionales como extrafuncionales. Éstas pueden ser caracterizadas o bien
por las mismas propiedades intrínsecas de los axiomas de construcción (proce-
so deductivo) o porque han sido observadas en un banco de pruebas (procesos
inductivos). Incluso el uso de estrategias mixtas puede ser interesante. Por ejem-
plo, la empresa SymTa Vision (Racu et al., 2006) usa un método híbrido para
la caracterización del WCET, usando modelos de memoria caché y métodos
basados en trazas de ejecución para realizar el análisis (White et al., 1997).
2.1. CBSE
En los últimos años, dentro del paradigma de Component-Based Software
Engineering (CBSE) han surgido nuevas propiedades intrínsecas. Estas propie-
dades pivotan alrededor de la definición de componentes, los cuales permiten
aumentar la cohesión y reducir el acoplamiento de los elementos que componen
el sistema (Crnkovic et al., 2009). Parte de estas investigaciones están rela-
cionadas con el análisis de EFP de los componentes y la introducción de la
metodología de desarrollo de corrección-por-construcción (correctness by cons-
truction) (López et al., 2008; Sta ord y Wallnau, 2003; Lau y Wang, 2007;
Hissam et al., 2003; Crnkovic et al., 2005; Crnkovi, 2003). Dentro de ésta últi-
ma se definen dos propiedades asociadas a los modelos de componentes como
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son las propiedades de composability y de compositionality (Mazzini et al., 2008;
Matic, 2008; Gössler y Sifakis, 2005). Para que un sistema cumpla el principio
de composability, los componentes que lo forman no tienen que ver alteradas
sus propiedades intrínsecas por la acción de otros componentes. Asimismo, el
principio de compositionality se cumple cuando las propiedades del sistema se
pueden expresar como la composición de las propiedades de sus partes, esto es,
de sus componentes.
Otras restricciones formales son relativas a la descripción de la comunicación
entre componentes. Como, por ejemplo, la eliminación de llamadas cíclicas entre
componentes o la definición de contratos software, pudiendo éstos ser relativos
a propiedades funcionales o no funcionales (Hawkins, 2006). En el trabajo pro-
puesto por (Mangeruca et al., 2013), estos contratos definen qué elementos son
provistos o requeridos por el sistema y se comprueba si son satisfechos cuan-
do el sistema es compuesto. Otras propuestas como, por ejemplo, (De Alfaro
y Henzinger, 2001; Cancila, 2008), sólo permiten usar elementos en el sistema
que cubren los requisitos de las interfaces, de tal manera que sólo se deja conec-
tar aquellos elementos que satisfagan todas las propiedades especificadas. Estas
propuestas son interesantes, ya que aumentan la calidad del sistema resultante
del proceso.
Las técnicas basadas en CBSE pueden ser clasificadas como abstractas o
constructivas (Carloni et al., 2015). Los enfoques abstractos a menudo se basan
en álgebras abstractas y modelan sistemas muy generales (Bruni et al., 2007),
los cuales utilizan, por ejemplo teoría de grafos, para modelar la estructura
arquitectónica de un sistema o la adición de nuevas maneras de expresión de
máquinas de estados que permitan dotarlas de mejoras relativas al poder de
expresión (Harel, 1987). Ejemplos típicos son los estándares de la Object Mana-
gement Group (OMG) (OMG, 2015), como es el caso de Unified Modeling Lan-
guage 2 (UML-2) (Miles y Hamilton, 2006), Systems Modeling Language (Sysml)
(Friedenthal et al., 2008) y Real-Time Object-Oriented Modeling (ROOM) (Selic
et al., 1994). Por otro lado, los modelos de componentes constructivos tienen
como objetivo la generación de sistemas basados en componentes. Definen estra-
tegias y elementos de sistema concretos para un área industrial específica, por
ejemplo en sistemas empotrados existen herramientas como EDROOM (Polo et
al., 2001) y Modeling and Analysis of Real-Time and Embedded Systems (MAR-
TE) (Object Management Group, 2009), y algunas implementaciones de Sysml
como son el caso de (SCADE, 2015). Siempre los modelos constructivos se basan
en los modelos abstractos.
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2.2. Procesos de verificación y validación
Tradicionalmente la industria usa procesos de VV basados en bancos de
pruebas. Estos procesos validan los requisitos marcados y los verifican mediante
la definición de pruebas a partir de los mismos. En los últimos tiempos se ha
visto un incremento de la complejidad del software. Esto implica que las técnicas
de análisis y de VV del software se estén quedando atrás debido al aumento del
coste (McDermid y Pumfrey, 2001). Los sistemas empotrados críticos cada vez
tienen mayor peso en la industria y el número de líneas por sistema está cre-
ciendo exponencialmente. Una estimación del coste del proceso de VV usando
pruebas es difícil de determinar (McDermid y Kelly, 2006). Depende de varios
factores, como el sector industrial, el estándar de facto, etc. Cada sector tiene
diferentes estándares, por ejemplo, automoción, Road Vehicles – Functional Sa-
fety 2626 (ISO-2626), aviación, Software Considerations in Airborne Systems
and Equipment Certification 178-C (DO-178-C) y European Cooperation for
Space Standardization, Space Engineering, Software (ECSS-E-ST-40C). La di-
ferencia entre zonas económicas también afecta, como es el caso de Europa,
donde es más común el uso de técnicas de análisis más formales, estando en
contraposición, por ejemplo, con Estados Unidos, donde es más común el uso
de técnicas más experimentales (Feldt et al., 2010). Todo esto implica que una
estimación del coste de la fase de VV es difícil de cuantificar. Aunque pode-
mos afirmar que su coste no será menor del 50 % del presupuesto del proyecto
(McDermid y Pumfrey, 2001).
El coste es elevado y la complejidad es creciente. La pregunta que se hace la
comunidad investigadora es: ¿cómo podemos optimizar el proceso de VV? En el
caso concreto de esta Tesis Doctoral, ¿cómo podemos optimizarlo y respetar los
procesos de facto de la industria? Hay líneas de investigación que tienen como
objetivo poder reducir el porcentaje de este coste económico.
Existen trabajos recientes que eliminan la definición de los bancos de prue-
bas parcialmente, como la verificación de restricciones, o totalmente, como el
análisis estático de código (Sauser et al., 2009). También hay líneas de investiga-
ción de generación automática de bancos de prueba (Niemann y Haubelt, 2006)
y generación de infraestructuras de bancos de pruebas unitarias (Ltd., 2015;
VectorCast, 2015). A día de hoy los procesos industriales requieren el proceso
VV basado en bancos de pruebas, por lo que estrategias estáticas, cuya ventaja
es el no uso de estos bancos, están fuera del contexto industrial actual.
Una propuesta de verificación interesante es la verificación por asunciones
(Ltd., 2014). Al contrario que las propuestas estáticas, está basada en la com-
probación de determinados hechos, los cuales son observados en el software de
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despliegue. Para ello, mediante técnicas de instrumentación, observa diferentes
parámetros, los cuales serán verificados posteriormente mediante restricciones
especificadas a través de Automata Finito Temporal (AFT). De esta manera
se comprueba en los bancos de pruebas que el sistema cumple con diferentes
requisitos, los cuales pueden ser de naturaleza extrafuncional o funcional. La
utilización de este tipo de técnicas permiten verificar que los modelos de análi-
sis utilizados son válidos.
2.3. MDE
Otra forma de reducir el coste económico consiste en el uso de mecanismos
en forma de herramientas que la industria ha desarrollado, las cuales permiten
automatizar fases o elementos del proceso software de acuerdo con los están-
dares. Éstas permiten automatizar parte del proceso de VV, como por ejem-
plo: análisis de planificabilidad, análisis de pila, análisis de dependencias, etc.
Otras herramientas permiten automatizar la verificación de métricas, como son
WCET (Wilhelm et al., 2003), performance (Rathfelder et al., 2013), caracteri-
zación QoS (Cisco, 2003) o cobertura (Marick, 1999). En los procesos software
estas herramientas pueden ser usadas conjuntamente para cubrir requisitos de
los estándares. Estas herramientas normalmente se articulan formando cadenas
(Perrotin et al., 2012). La vertebración se realiza en torno a la definición del
proceso de desarrollo software, el cual, como hemos visto, es estratégico para la
empresa, sector, nación, etc.
La definición de procesos software mediante técnicas de Modelo MDE (Kent,
2002b) permite integrar los diferentes modelos del proceso software de una ma-
nera coherente, eliminando las discontinuidades entre modelos y vertebrando el
proceso software mediante la definición de los mismos y sus transformaciones.
Esta técnica define cada uno de los elementos que conforman el proceso como
modelo, donde pueden definirse diferentes niveles de abstracción o, incluso más
interesante, diferentes perspectivas del sistema, como son las basadas en las ac-
ciones que deben llevarse a cabo por diferentes roles (Reussner et al., 2007).
MDE define el concepto metamodelo, el cual especifica los elementos y el po-
der expresivo del mismo. Éste puede ser restringido semánticamente. De hecho,
podrían ser expresadas restricciones relativas a la recursividad, anidamiento de
bucles y complejidad ciclomática. Cuando procesos complejos son descritos se
necesitan definir distintos metamodelos que permiten describir distintas vis-
tas de los mismos. Para evitar discontinuidades semánticas MDE soporta la
definición automática de transformaciones entre modelos. La OMG definió pa-
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radigmas en este sentido, como QVTO (OMG, 2015). Estas transformaciones
eliminan las discontinuidades entre modelos, permitiendo definir procesos, es-
trategias y mecanismos de una manera coherente.
Parte de las restricciones propuestas en la fase de diseño, como las relativas
a la recursividad, anidamiento de bucles y complejidad ciclomática, permiten
generar modelos de análisis con una serie de propiedades. Unas de las caracte-
rísticas resultantes es la habilitación de los principios de composability y compo-
sitionality. Ambas propiedades permitirían realizar caracterizaciones parciales
del sistema, y una vez hechas, podremos inferir las mismas propiedades a nivel
de sistema. Por ejemplo, (Gössler y Sifakis, 2005) proponen la caracterización
de las propiedades funcionales de un sistema, y a partir de éstas se infieren las
propiedades del sistema. Para esto se propuso una serie de restricciones, como
la eliminación de posibles efectos, como los deadlocks. En este trabajo estamos
interesados en la eliminación de estos deadlocks, de tal manera que se facilita la
inferencia de las propiedades que deben ser provistas para realizar un análisis
de planificabilidad y de rendimiento.
2.4. Análisis de planificación y rendimiento
Para aplicar una serie de restricciones válidas a los modelos de diseño, antes
hay que entender las restricciones de los modelos de análisis en sistemas de
tiempo real. En especial nos centraremos en los análisis de planificación y de
rendimiento. Estos análisis permiten caracterizar el uso de los recursos que forma
parte de la plataforma, el análisis de las restricciones temporales y los tiempos
de respuesta a los eventos externos. Este tipo de análisis es necesario debido
a que los sistemas de tiempo real no pueden corroborar ciertas propiedades —
por ejemplo, los tiempos de respuesta— con la asignación dinámica de recursos,
debido al indeterminismo que se introducen en los tiempos de ejecución. Por
este motivo se debe fijar de manera estática el ratio de procesamiento de la
CPU, el tamaño de memoria y el tiempo necesario para gestionar las demandas
de entrada/salida. De esta forma es posible cuantificar y verificar sus requisitos
no funcionales.
Las técnicas de análisis de planificación y rendimiento nos permiten identifi-
car aquellos elementos que no cumplen con los requisitos de tiempo de respuesta
y tienen que ser optimizados. Cuando un producto está en fase de integración,
y las optimizaciones son relativas a la arquitectura del software, da lugar a so-
brecostes, poniendo en peligro el proyecto (McDermid y Kelly, 2006). Por este
motivo, es de especial interés que los análisis de planificabilidad y de rendimien-
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to estén presentes a lo largo de las diferentes fases del ciclo de vida, y no sólo
acotados a una última fase de pruebas de integración. De hecho, las únicas opti-
mizaciones que deberían ser realizadas en las pruebas de integración no deberían
tener un alcance más lejano a un módulo software, y su comportamiento a nivel
arquitectónico no debería verse alterado (Laplante, 1992).
Las medidas realizadas en la fase de pruebas sobre la plataforma de des-
pliegue son las más fructíferas, ya que resuelven las incógnitas relativas a la
plataforma y a la implementación detallada del software. Sin embargo, es du-
rante el diseño cuando queremos definir aspectos de la arquitectura que afectan
a los tiempos de respuesta, por ejemplo, que los deadlines se cumplan. En el
caso de que la plataforma no esté disponible es posible inferir las propiedades
del software mediante estimaciones basadas en la experiencia en el desarrollo de
software similar o utilizar la simulación de aquellos elementos que son críticos.
Estas estimaciones se pueden combinar con análisis teóricos, como Rate Mono-
tonic Analysis (RMS), que nos permiten determinar el tiempo de respuesta.
Todas las técnicas de análisis software aquí presentadas están limitadas por
la complejidad computacional. Hasta que lleguen otros modelos computacio-
nales con relaciones distintas de longitud del problema/tiempo de respuesta,
tenemos que trabajar con las limitaciones de las máquinas deterministas (má-
quinas de Turing). En el caso del análisis de planificabilidad y rendimiento, el
problema que queremos resolver es la asignación de recursos en un sistema mul-
titarea. Este problema está relacionado con algoritmos de satisfacción booleana
o N-sat. Aunque los problemas 2-Sat tienen una complejidad polinómica, N-Sat
—resolución de los problemas más interesantes— es no polinómico (NP) com-
pleto. La asignación de recursos, en el caso que nos ocupa, incluye elementos
como multicores, multiprocesadores y algunos elementos relacionados con sin-
cronización (mutex), es un problema NP completo. Sin embargo, si se aplica
un conjunto de restricciones como las anteriormente citadas, el problema puede
pasar de NP completo a NP, de tal manera que pueden usarse algoritmos heurís-
ticos que permiten una asignación de recursos que cumple con las restricciones,
aunque esta asignación no sea la óptima. Por ejemplo, una de estas estrategias
es el uso de un único procesador usando asignaciones estáticas.
Los tiempos de ejecución que tienen que ser caracterizados están relaciona-
dos con el tiempo relativo a las interrupciones/corrutinas, con el software de
aplicación reactivo. Dependiendo de la granularidad de la técnica de extracción
de medición de tiempos de ejecución, esta información podrá ser desgranada en
menor o mayor granularidad de los tiempos de respuesta. Por ejemplo, medir el
tiempo de latencia hardware de una interrupción es difícil debido a que es del
orden de nanosegundos.
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Hay un gran abanico de herramientas de cálculo WCET que se basan en dife-
rentes estrategias de caracterización y con diferentes grados de industrialización
—algunas herramientas son industriales y otras, de carácter académico o demos-
tradores relacionados a proyectos de investigación— Un estudio pormenorizado
de estas herramientas se presentó en (Wilhelm et al., 2008). Entre las diferen-
tes estrategias nos parecen de gran relevancia las técnicas híbridas, las cuales
se basan en medidas in situ combinadas con análisis estático. Estas medidas
son usadas posteriormente para realizar un análisis WCET. Una de estas he-
rramientas es RVS (Ltd., 2007). Esta herramienta instrumenta el código fuente
con elementos inequívocos, de tal manera que tras la ejecución del sistema estos
elementos son capturados con alguna clase de infraestructura, como, por ejem-
plo, un analizador lógico. La herramienta realiza un análisis de WCET, basado
en el árbol Abstract Syntax Tree (AST) del código fuente. RVS presenta varios
perfiles de tiempo de ejecución, entre ellos algunos de carácter analítico, como
es el caso del WCET, y otros de observación, como son el tiempo de ejecución
máximo y el tiempo de ejecución mínimo. Entre sus debilidades se encuentra
que los tiempos de las piezas software son medidos. Esta cualidad implica que
no son deducidos por parte de ningún modelo detallado, como sí sucede en otros
trabajos (Gustafsson et al., 2003; Jin y Li, 2008; Lundqvist, 2002; Sandberg et
al., 2006). Esta debilidad comparativa con análisis estáticos se reduce, ya que
estos últimos, tienen como contrapartida errores inherentes a todo proceso soft-
ware (Black y Shen, 1998), donde para poder corregirlos se deberá realizar un
conjunto de bancos de pruebas. Estos bancos de pruebas se denominan bancos
de prueba de calibración (calibration test). Otras de las limitaciones de RVS son
las relativas al uso de una estructura como los árboles para el análisis de WCET.
Aunque son fáciles de generar a partir del AST, estos árboles realizan una serie
de sobreestimaciones, como es el caso de los bucles triangulares, y otras deficien-
cias (Li et al., 2014), elemento que podría de una manera ideal subsanarse con
propuestas de uso de grafos, como es el caso presentado por (Betts y Bernat,
2006).
Creemos que la significatividad de los tiempos de ejecución, los cuales for-
marán parte del análisis de WCET, dependerá del estándar aplicable al proceso
de desarrollo del software. El tipo de estrategias que puede usarse sería relativo
a la cobertura del código. Por ejemplo, en el caso de un sistema muy crítico,
se deberá comprobar, mediante pruebas, todas las combinaciones de posibles
caminos y todas las combinaciones en elementos de decisión (MC/DC) (ECSS
Secretariat, 2009), esto implica estresar cada elemento del software.
El análisis de planificabilidad nos permite corroborar de una manera analí-
tica con los valores del WCET si las restricciones temporales a nivel de sistemas
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son satisfechas. Hay varias técnicas (Sha et al., 2004), pero las que están exten-
samente usadas en la industria son las estrategias basadas en un Fixed Priority
Preemptive Scheduling (FPPS). Esta conclusión la hemos extraído de un estudio
de mercado del año 2014 realizado por la empresa UBM Tech (Study, 2014),
donde en la cima de la clasificación de los sistemas operativos de tiempo real que
fueron más utilizados por la industria se encuentran: Free Real-Time Operation
System (FreeRTOS), Controller Operation System - II (UC/OS-II) o VxWorks
Real Time Operating System (VxWorks), los cuales se basan en un planificador
FPPS. Otra evidencia a favor de su importancia, esta vez en el contexto de esta
Tesis Doctoral, es que el software embarcado en satélite, el sistema operativo de
tiempo real recomendado por la ESA para sus misiones es Real-Time Executi-
ve for Multiprocessor Systems (RTEMS), también implementa un planificador
FPPS. Por último, vale la pena mencionar que la asignación de prioridades fijas
en las tareas es la base del algoritmo de planificación RMS, que a su vez se
utiliza ampliamente en el diseño de sistemas críticos de tiempo real para ofrecer
garantías de plazos de respuesta.
Con la información del análisis de planificabilidad se pueden identificar los
elementos que no cumplen con las restricciones de tiempos de respuesta. Por lo
que se pasará a realizar un conjunto de optimizaciones en el código fuente. En
este punto creemos que algunas recomendaciones realizadas por Laplante (1992)
merecen ser al menos enumeradas:
Escalas aritméticas, eliminar el uso de operadores de coma flotante por
tablas con factores precalculados. Con esta operación cambiamos el tiempo
de cálculo de operaciones de coma flotante por un acceso a memoria donde
se extraerá el valor precalculado.
Medidas del momento angular, similar a la escala aritmética, reduce
el uso de elementos en coma flotante, en este caso relativos a momentos
angulares.
Tablas del tipo Look-up, similar a las anteriores propuestas, precalcu-
la porciones de una ecuación, por ejemplo, en el caso del cálculo Cyclic
Redundancy Check (CRC) es común su uso.
Funciones intrínsecas, siempre que se pueda, en piezas de código muy
sensibles se deberán usar llamadas a funciones de este tipo (en C se deno-
mina funciones INLINE o macros) en vez de las ordinarias. Nos permite
ahorrar la sobrecarga de llamadas a funciones.
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Eliminación de invariantes en bucles, aquellos elementos que no de-
penden de ningún parámetro que puede cambiar con cada iteración. La
mayoría de optimizadores de compiladores suelen mover estas instruccio-
nes fuera del bucle de una manera automática. En algunos casos, el uso
de optimizaciones por parte de los compiladores no está permitido. Es-
to implica que deberán tenerse en cuenta como optimización de código
manual.
Memorias cachés y registros, este uso no se refiere a la optimización
de tiempo medio, como es el caso de las memorias caché en sistemas de
propósito general, sino memorias que almacenan valores usados con mucha
asiduidad. Por ejemplo, direcciones de memoria que son especialmente
usadas pueden almacenarse en un registro del microprocesador o parte de
la memoria caché, especificando al compilador que éste quedará congelado.
Eliminación de código muerto, si se eliminan caminos de ejecución, se
reducirá la complejidad, y puede ser que se elimine un camino patológico.
En caso de uso pueden ser utilizadas directivas al compilador para incluir
código dependiendo de parámetros de configuración.
Optimización de los caminos de ejecución, puede realizarse mediante
la reducción de puntos de decisión.
Desenrollado de bucles. Los bucles pueden ser desenrollados por un
determinado factor, lo que nos permitirá, dependiendo de este factor, aho-
rrarnos las instrucciones relativas a la condición de iteración del bucle.
Hay más técnicas de optimización, incluso se propuso que este tipo de op-
timizaciones relativas a peores casos se integrasen en las fases de Back-End de
los compiladores de tiempo real (Plazar et al., 2013).
Finalmente vamos a ver las ventajas de un análisis de rendimiento en siste-
mas de tiempo real. En el análisis del sistema es necesario tener en cuenta que
no todos los eventos de un sistema de tiempo real responden a un patrón de tipo
periódico, algunos elementos son esporádicos. Estos elementos pueden ajustarse
a un modelo rate-monotonic ajustando su inter-arrival time a un periodo cons-
tante, aunque en algunos casos, cuando el caso es muy patológico, esto da lugar
a niveles de rendimiento pésimo (Liu, 2000). Por este motivo, los análisis esta-
dísticos, como es el caso del análisis de rendimiento mediante simulación, son
especialmente interesantes, ya que permiten identificar qué elementos son los
que amplían el coeficiente de dispersión de los tiempos de ejecución (Laplante,
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1992). Entre este tipo de análisis estadísticos destacan los basados en teoría de
colas (Brémaud, 1999).
La teoría de colas nos permite modelar los eventos del sistema y el tiempo de
respuesta a los eventos en función de distribuciones de probabilidades. Estamos
especialmente interesados en el modelo M/M/1, donde la tupla está formada
por:
M, es la función exponencial de Poisson del tiempo medio de llegada del
evento.
M, es la función de distribución exponencial de Poisson del tiempo para
satisfacer la demanda.
1, es el número de unidades de CPU para procesar las demandas.
Como restricciones para que el análisis se lleve a cabo, se asume que la
cadencia de producción de eventos es menor que el de consumo, esto es: las








, que la longitud de la
cola es infinita, y que el promedio de llegada de clientes es menor al promedio
al que son atendidos por los servidores. Con este modelo podemos calcular el
tiempo medio de llegada, el tamaño máximo de los bu ers, y el tiempo de
respuesta de los eventos.
Cuando el software que se pretende analizar es complejo, generar modelos
basados en teoría de colas con cierto nivel de detalle es una tarea propensa
a errores. Esta motivación es el punto de partida de varias propuestas; como
por ejemplo, PCM (Becker et al., 2009). Palladio propone describir el modelo
a analizar usando modelos similares a los usados en la etapa de diseño. Estos
modelos de diseño se transforman en complejos modelos de análisis basados en
teorías de colas. Finalmente, y tras ejecutar herramientas de análisis usando los
modelos generados, los resultados son anotados en los modelos de diseño.
Capítulo 3
Modelo transaccional
If you change the way you look at
things, the things you look at
change.
W. Dyer
Medir el progreso del desarrollo
de software por líneas de código es
como medir el progreso de la
construcción de un avión por su
peso.
B. Gates
¿Los índices de los arrays
deberían comenzar en 0 o en 1?
Mi propuesta neutral de usar 0.5
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3.1. Introducción
En este capítulo abordamos la descripción de los modelos denominados
transaccionales, llamados así porque permiten hacer explícitas las transaccio-
nes que implementa el sistema. Estos modelos son una parte fundamental de la
hipótesis planteada en esta Tesis Doctoral, siendo los encargados de habilitar la
generación de modelos de planificación, rendimiento y verificación a partir del
modelo de diseño. También se plantea un conjunto de elementos que tienen que
estar presentes para que un modelo de diseño sea compatible con el proceso.
Los modelos transaccionales propuestos han sido integrados en el framework
MICOBS. Este framework nos da soporte durante las definiciones de transfor-
maciones y la categorización de las EFP que deben ser anotadas para realizar
los análisis de planificabilidad y rendimiento. Por un lado nos facilita la im-
plementación del proceso, ya que hay elementos del propio framework que son
usados como soporte evitando así tener que añadirlos, y por otro lado añade al
paradigma MDE el concepto de plataforma, permitiendo independizar platafor-
ma y software, y actuando como vector para obtener los productos del proceso
(los modelos de análisis y rendimiento) a partir de la plataforma seleccionada.
Requisitos
Diseño


























Figura 3.1: Contextualización de la funcionalidad de los paquetes de modelos
transaccionales en el proceso mostrado en la Tesis Doctoral.
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La funcionalidad principal del modelo transaccional es la de actuar como
pivote, siendo en esta Tesis Doctoral el elemento vertebrador del proceso. De
esta manera cumple la función de interfaz entre la descripción del modelo for-
mal de diseño y los modelos de análisis. La transformación hacia el modelo
transaccional se ha dividido en dos fases. La primera fase consiste en obtener
un Modelo de Diseño Simplificado, que denominamos TSDM, mientras que la
segunda permite obtener el modelo transaccional orientado al análisis que deno-
minamos TSAM. Este enfoque facilita la cadena completa de transformaciones
ya que el TSDM es cercano al origen de la transformación (Modelo Formal de
Diseño), mientras que el TSAM lo es al destino final, es decir, a los modelos
de Análisis. Esto reduce las complejidad de las transformaciones desde distintos
modelos formales de diseño habilitando transiciones desde modelos basados en
diagrama de secuencia (Grønmo y Møller-Pedersen, 2010) o de actividad (Bör-
ger et al., 2000), y hacia nuevos modelos de análisis. De esta manera no hay que
definir una transformación completa desde un nuevo modelo formal de diseño a
cada uno de los modelos de análisis. Sólo se definirán nuevas transformaciones
a su relativo cercano.
El encaje en el proceso de los modelos transaccionales se muestra en la ima-
gen 3.1. En ella vemos que, partiendo del modelo de diseño EDROOM, se define
una transformación al modelo TSDM, desde éste se define una transformación
al modelo TSAM y desde el modelo TSAM se describe un número de trans-
formaciones que dependen de los modelos de análisis que son definidos en el
proceso.
Los costes se reducen gracias a la automatización de los elementos que tienen
que ser generados de acuerdo a los estándares típicos de cada industria, como
el ECSS-E-ST-40C, aplicable al software embarcado en satélite.
Los modelos transaccionales son definidos para la anotación de EFP. Esto
significa que el modelo de diseño no es anotado. El modelo anotado es un mo-
delo equivalente orientado al análisis que permite especificar las propiedades en
función de la plataforma. Esta cualidad nos permite desvincular la plataforma
de sus propiedades.
Gracias a la topología de modelos utilizados el número de transformaciones se
reduce. Si se quiere añadir un nuevo modelo de análisis o de diseño, sólo deberá
definirse una transformación desde o hacia el modelo que le corresponda. Por
ejemplo, si se quiere añadir un modelo formal de diseño se deberá generar una
nueva transformación hacia el modelo TSDM, si en cambio se quiere añadir un
nuevo modelo de análisis se deberá añadir una nueva transformación desde el
modelo TSAM a dicho modelo.
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En resumen, hemos definido dos modelos, uno de ellos es el relativo a una
descripción cercana a los modelos de diseño y el otro es cercano a la descripción
de los modelos de análisis. Ello permitirá reducir los costes como hemos visto
en los párrafos anteriores.
Denominaremos al paquete de modelo transaccional de diseño simplifica-
do como TSDM. El TSDM nos permite definir un modelo intermedio e
independiente de la tecnología de componentes subyacente, de tal manera
que la transformación desde un modelo formal de diseño a éste es cercana.
El paquete que describe el modelo transaccional de análisis se denomina
TSAM. El TSAM permite integrar con facilidad diversas herramientas
de análisis, ya que este modelo contiene información anotada de las EFP
y una descripción reactiva del sistema en secuencias de acciones lineales
similar a las cadenas de Markov (Brémaud, 1999).
Para poder ilustrar mejor los elementos que son descritos en esta sección en
la imagen 3.2 mostramos los modelos y sus transformaciones. De esta manera
el capítulo queda organizado de la siguiente forma: la sección 3.2 trata sobre
qué requisitos tienen que tener los modelos de diseño para ser integrados en el
proceso, en la sección 3.3 se describen las modificaciones realizadas al modelo
de diseño EDROOM para que la información de análisis sea completa y un
resumen en la sección 3.4.3 de su proyección al modelo TSDM, en la sección 3.5
se detallan los modelos TSAM que actúan como lenguaje intermedio de análisis.
Además, en esta sección se describe cómo son anotados los modelos TSAM. En
la sección 3.5.6 se presenta un resumen de la transformación automática desde
el modelo TSDM al modelo TSAM.
3.2. Restricciones del modelo de diseño
Un modelo de diseño para ser integrado en el proceso tiene que cumplir una
serie de patrones y restricciones de diseño. Las restricciones que proponemos
están relacionadas con la propuesta de desarrollo conocido como correctness by
construction (Chapman, 2006). En nuestro caso en particular, definimos que
un sistema es correcto si su análisis de planificabilidad es factible, y además,
demuestra que se cumplen las restricciones temporales. Lo que significa que el
objetivo de estas restricciones es que el modelo de diseño tenga la propiedad
de ser analizable. En el caso particular de esta Tesis Doctoral queremos que los
modelos de diseño basados en componentes sean analizables por composición.
























de análisis y 
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Figura 3.2: Se muestra la transformación desde el modelo de diseño al modelo
transaccional y su anotación. Desde el modelo de diseño EDROOM se genera
el código a desplegar sobre la plataforma y el modelo TSDM, que a su vez se
transforma en el modelo TSAM. Este modelo servirá para generar a partir de
él distintos modelos de análisis requeridos por el estándar ECSS-E-ST-40C.
Hemos dividido las restricciones en dos grupos por claridad en su exposi-
ción. Por un lado tenemos las restricciones a nivel de sistema y por el otro,
restricciones a nivel de componente.
Las restricciones a nivel de sistema, donde seguimos una estrategia de
caja negra y definimos elementos de planificación del sistema, eventos y
comunicación de componentes.
Las restricciones a nivel de componente, donde se sigue una estrategia de
caja blanca, y nos centramos en qué elementos tienen que estar definidos
de una manera explícita en las reacciones.
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3.2.1. Restricciones a nivel de sistema
La restricción propuesta más relevante es la utilización de un patrón de pla-
nificación basado en prioridades fijas con desalojo, junto con el uso de protocolos
herencia de prioridad o techo de prioridad inmediato para evitar fenómenos de
inversión de prioridad. Se recomienda que la gestión de las interrupciones se
realice mediante una estrategia de Top-half y Bottom-half , ya que ajusta los
tiempos de respuesta asociados a las interrupciones.
Además del patrón citado, el conjunto completo de restricciones a nivel sis-
tema es el siguiente:
El sistema debe estar formado por un conjunto de componentes con prio-
ridad fija que se ejecutan sobre un único procesador.
La prioridad de un componente sólo deberá poder ser modificada de una
manera temporal cuando se accede a un recurso compartido. El cambio
de prioridad será realizado en función de los protocolos de herencia (Sha
et al., 1990) o de techo de prioridad (Goodenough y Sha, 1988).
Los recursos compartidos no deben estar anidados. Esto permite eliminar
la posibilidad de fenómenos relacionados con los abrazos mortales.
Los componentes deberán comunicarse entre sí a través del paso de men-
sajes que serán almacenados en colas First In First Out (FIFO) hasta
ser atendidos. Esto permite el desacoplamiento del comportamiento de los
componentes, lo que implica fomentar en el modelo de diseño propiedades
composability y compositionality.
El System Run-time debe proporciona un planificador de prioridades fi-
jas con desalojo, de tal manera que se determina en cada momento qué
componente debe ejecutarse.
El System Run-time debe proporcionar manejadores de eventos de excep-
ción y de interrupción. Éstos pueden estar asociados a controladores de
entrada/salida y temporizadores.
El System Run-time debe ser configurado para que los manejadores de
interrupciones conviertan los eventos en mensajes, enviando éstos a los
componentes que están suscritos a eventos. De esta forma, los componentes
pueden suscribirse a servicios de temporización e interrupción.
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El System Run-time puede personalizar la gestión de las interrupciones
generadas mediante mecanismos de Bottom-half. Este requisito no es
obligatorio, ya que es sólo una medida de eficiencia. Esta eficiencia se ve
plasmada en análisis relativos a tiempos de respuesta. ¿Cómo funciona
este mecanismo? Añadiendo sólo código correspondiente a la captura de
la excepción en el elemento Top-half, y dejando la gestión del evento
en el elemento Bottom-half. De esta forma el Bottom-half gestionará la
parte más pesada, por ejemplo, conversión de evento a mensaje, de esta
manera el sistema tendrá deshabilitadas las interrupciones menos tiempo,
disminuyendo la latencia global de las interrupciones menos prioritarias.
Los eventos a los que responde el sistema deben seguir unos patrones de




3.2.2. Restricciones a nivel componente
Introducimos un conjunto de restricciones de diseño sólo aplicadas a los
componentes. En nuestro caso el uso de los patrones de componentes que pro-
ponemos, junto con las anteriores restricciones, garantiza que el sistema sea
analizable y, además, permite la construcción de modelos de análisis a través
de transformaciones modelo a modelo. Estos son los tipos de componentes que
proponemos:
Componente proactivo, puede enviar mensajes asíncronos, suscribirse
a eventos, iniciar una comunicación síncrona y acceder a recursos compar-
tidos. Por contra, no puede responder a una comunicación síncrona.
Componente reactivo, puede enviar y recibir mensajes asíncronos de
manera idéntica a los componentes proactivos. En la comunicación síncro-
na, sin embargo, este tipo de componentes puede también responder a los
componentes del tipo proactivo. Además, puede estar suscrito a eventos y
acceder a recursos compartidos.
Recurso compartido, sólo puede responder a mensajes síncronos. Esto
permite predecir la respuesta e impide anidamientos de recursos compar-
tidos. Estos elementos no pueden estar suscritos a eventos.
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Los componentes, además de pertenecer a uno de los tres tipos citados, deben
tener las siguientes propiedades:
La reacción de un mensaje por parte de cualquier tipo de componente
debe tener una respuesta finita y predecible, lo que implica que no está
permitida la recursividad.
La respuesta tiene que ser definida como una secuencia de acciones bási-
cas. La naturaleza de estas acciones tiene que expresarse de una manera
explícita, las cuales pueden disparar tanto el envío de mensajes predeter-
minados, como la invocación de funciones. En este sentido se propone el
siguiente conjunto de elementos que pueden formar parte de una acción:
• MsgDatahandler, acción que gestiona la información adjunta a un
mensaje.
• Action, acción que desempeña una función que no supera el alcance
del componente.
• Send, acción que envía un mensaje de naturaleza asíncrona.
• Invoke, acción que envía un mensaje de naturaleza síncrona.
• Reply, acción que define la reacción de un envío de un mensaje
síncrono.
El orden de ejecución de las acciones básicas también tiene que ser explí-
cito. La priorización es la siguiente: MsgDataHandler æ Action æ Send
æ Invoke.
En el caso de la respuesta a un mensaje síncrono, debe incluirse una única
acción de tipo reply intercalada en la secuencia de acciones básicas.
Las funciones que un componente puede invocar deben ser previamente y
explícitamente declaradas. Por ejemplo, las llamadas a bibliotecas externas
tienen que formar parte del modelo de diseño y no encontrarse de una
manera implícita.
3.3. Adaptación del modelo de diseño EDROOM
EDROOM está compuesto por diferentes modelos:
Modelo de definición de comportamiento.
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Modelo de estructura de componentes.
Modelo de definición de protocolos.
EDROOM permite la descripción de un sistema de acuerdo con las restric-
ciones a nivel de sistema y de componente que hemos planteado en la sección
anterior (véase 3.2.1).
En el aspecto de las restricciones a nivel de sistema EDROOM cumple con
todas las restricciones. De hecho, la recomendación del uso de mecanismos del
tipo Bottom-half fue incluida en la última versión, la cual está siendo utilizada
en el desarrollo del software de la ICU del Solar Orbiter (Sánchez et al., 2012).
Sin embargo esto no sucede en el caso de las restricciones a nivel de componente.
EDROOM no define una taxonomía de componentes como las presentadas
en las restricciones. Por ello hemos propuesto una taxonomía idéntica a la ex-
plicada en las restricciones, lo que implica que hemos definido los tres tipos
de componentes, proactivo, reactivo y recurso compartido. A esto sólo hay que
añadir que tanto los componentes del tipo proactivo como los componentes del
tipo reactivo tienen asociados hilos de ejecución mientras que los recursos com-
partidos, no. Este matiz es una cuestión de eficiencia, debido a que los recursos
compartidos sólo pueden aceptar mensajes síncronos, por lo que no tiene senti-
do que tengan un hilo de ejecución asociado, lo que significa un mayor gasto de
recursos.
EDROOM define el comportamiento de cada uno de los componentes me-
diante máquinas de estado. Define un conjunto de estados y transiciones. Cada
transición tiene asociado un conjunto de acciones en forma de código empotrado
(place-holder). Este código de programación es código C++, el cual se ejecu-
tará cada vez que es ejecutada la transición. El problema de esta aproximación
es que no cumple la restricción relativa a la definición explícita de la naturale-
za de las reacciones de los componentes que propusimos en la sección anterior.
La modificación llevada a cabo para habilitar esta restricción es la definición
de un elemento que denominamos msgHandler. Entonces las transiciones ya no
tienen asociado de una manera directa el código, sino un msgHandler. Los
msgHandler están compuestos por un conjunto de elementos que denominamos
msgHandlerItem, los cuales por un lado tienen asociados código C++ y por
otro lado definen una determinada naturaleza. Los tipos de naturaleza de los
msgHandlerItem son los mismos que definimos en las restricciones. Éstos son:
1) MsgDataHandler, 2) Action, 3) Send, 4) Invoke y 5) MsgReply.
La lista con los elementos msgHandler está enumerada porque el orden de
ejecución de los msgHandlerItem depende de su naturaleza. Este orden de eje-
cución es debido al mismo motivo por el que definimos las diferentes naturalezas
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de las reacciones de los componentes. Esto es, conocer de una manera explícita
la reacción de un componente.
La inclusión de una taxonomía de componentes y la redefinición de los
place-holders mediante los msgHandler habilitan la integración de EDROOM
en el proceso propuesto en esta Tesis Doctoral. Con estas restricciones aplica-
das los end-to-end podrán ser reconstruidos y los sistemas resultantes de esta
herramienta estarán libres de deadlocks. Gracias a esta propiedad, el proceso
presentado en esta Tesis Doctoral tiene la propiedad de correctness by construc-
tion.
3.4. Modelo transaccional de diseño TSDM
Flat Component Model
MCLEV Protocol MCLEV Library





Figura 3.3: Se muestran los modelos que conforman el modelo TSDM. Está
formado por modelos MCLEV, los cuales forman parte de la infraestructura de
MICOBS. Además ha sido definido un nuevo modelo, que se denomina FCM.
El modelo TSDM describe un modelo simplificado cercano a los modelos
formales de diseño, siendo una de sus características no depender de ninguna
tecnología de componentes subyacente. Esto lo convierte en un modelo pivote
para la integración de modelos formales de diseño en el proceso.
El modelo TSDM describe un sistema mediante:




En la imagen 3.3 mostramos todos los modelos que conforman el modelo
TSDM. En las próximas subsecciones definimos sus funcionalidades.
3.4.1. Elementos que son usados de la infraestructura MI-
COBS
En la definición del modelo TSDM hemos usado elementos de la infraestruc-
tura de MICOBS que nos permitió definir con mayor facilidad el modelo TSDM.
En especial, el framework MICOBS contiene un modelo denominado MCLEV
(Parra et al., 2011). Los modelos de los cuales está compuesto MCLEV son
mostrados en la imagen 3.3. A continuación pasamos a describirlos:
MCLEV Flat Component System, modelo que describe la composi-
ción del sistema mediante componentes. El atributo Flat indica que este
modelo no expresa jerarquías de componentes. La descripción de los com-
ponentes se define mediante una estrategia de caja negra, esto significa
que define los puertos por los cuales los componentes se suscriben o de-
mandan servicios, pero no el detalle de su comportamiento. Estos puertos
están asociados a unos determinados protocolos. Además, también defi-
nen la composición del sistema mediante las relaciones entre los diferentes
componentes a través de sus puertos.
MCLEV Protocol, modelo que describe los protocolos. Éstos son defi-
nidos en función de los mensajes que pueden ser enviados o recibidos por
los componentes.
MCLEV Library, modelo que describe las bibliotecas que dan un so-
porte funcional a los componentes. Describe las interfaces públicas de cada
una de las bibliotecas.
Todos los modelos del paquete forman parte del framework MICOBS a ex-
cepción del modelo FCM, del cual hablaremos extensamente en la siguiente
sección.
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3.4.2. Descripción del FCM
Hemos visto que el modelo MCLEV no contiene ningún modelo que permita
describir el comportamiento de los componentes. Como ya vimos, las respuestas
de los componentes tienen que ser explícitas para que los modelos de análisis
puedan ser generados, confiriendo al modelo la propiedad de ser analizable. Por
lo que hemos definido un nuevo modelo que junto con los modelos provistos por
MCLEV completa el modelo TSDM.
Este nuevo modelo es el FCM. El modelo FCM describe las reacciones de los
componentes. La descripción de las reacciones se realiza mediante una taxono-
mía que hemos propuesto, la cual tiene como objetivo facilitar la identificación
de los tipos de transiciones que pueden darse en la definición de las máquinas
de estado de Harel. Una vez que un mensaje es recibido por parte del compo-






























Figura 3.4: Mostramos un ejemplo de una máquina de estado típica representada
con el formalismo de Harel. El ejemplo consta de una máquina de estados que
presenta cada uno de los elementos que son categorizados en el modelo FCM.
Podemos ver la categorización de elementos relativos a estados, transiciones,
cambio de contextos y elementos de decisión.
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Hemos definido una taxonomía basada en las máquinas de estado de Ha-
rel —en la figura 3.4 se muestra un ejemplo de una máquina de estado típica
representada por el formalismo de Harel—. Ésta tiene como propósito catego-
rizar las reacciones mediante sus construcciones sintácticas, ampliamente usa-
das en modelos constructivos, como es el caso de ROOM o UML-2. Una abs-
tracción importante incluida en este modelo es la que se ajusta al de Run-To-
Completion (RTC). Esta abstracción implica que se ejecute el mensaje recibido
sin que pueda interrumpirse por la llegada de otro, puesto que sólo hay un hilo
de ejecución. La ejecución implica una secuencia de pasos (steps) hasta alcanzar
un estado destino. Algunos steps son pseudoestados que están explícitos en el
modelo como los choice y las juntion (no confundir con los join, puesto que
no hay varios hilos en un componente, sólo uno). Ambos pseudoestados están
definidos en UML y en el StateChart de Harel, así como en otros modelos de
diseño, como los activity diagrams. El modelo también incluye steps asociados
a tipos de pseudoestados más complejos como son las transiciones con historia,
o las entradas (entry) y salidas (exit) de contextos, que permiten definir una
jerarquía de estados.
Elementos FCM
En esta sección definiremos la taxonomía de máquina de estados basada
en el formalismo de Harel, y una abstracción paralela que tiene el objetivo de
componer cadenas de msgHandler. En la imagen 3.5 mostramos un resumen con
cada uno de los elementos que son usados en la taxonomía.
Primero definimos la taxonomía de transiciones que hemos propuesto. Ésta
se divide en varios grupos, permitiéndonos ilustrar con mayor facilidad. Estos
grupos son:
Estados, categorizan los estados.
Transiciones de decisión, categorizan los puntos de decisión.
Elementos de cambio de contexto, categorizan los elementos que pro-
ducen cambios de contexto.
Transiciones de memoria, categorizan las transiciones de memoria.
Transiciones reactivas a mensajes, categorizan los tipos de transicio-
nes en función de si son reactivos a mensajes.



































Figura 3.5: Taxonomía propuesta para categorizar los elementos de una máquina
de estados, basada en el formalismo de Harel.
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Estados
Diferenciamos dos tipos de estados. Éstos son:
NLeafStateFlatDescriptor, corresponde a los estados que contienen en
su interior más estados, a éstos se pueden acceder mediante elementos de
cambio de contexto.
LeafStateFlatDescriptor, corresponde a los estados que no contienen
más estados en su interior.
La diferencia entre ambos tipos de estado es interesante por varios motivos.
El primero de ellos es que todas las transiciones que partan del tipo LeafState
serán transiciones reactivas a mensajes, mientras que para el tipo NLeafState
no todas las transiciones serán reactivas, ya que este tipo de estados se pueden
comportar como un pseudoestado en algunos casos. En este aspecto profundi-
zaremos más adelante, viendo los tipos de transiciones. La segunda es que en
caso de ser un estado NLeafState este elemento contendrá más contextos de
una manera recursiva, lo que permite diferenciar de una manera explícita la
jerarquía de estados.
Elementos de decisión
Hay dos tipos de elementos de decisión.
Branch, corresponde a las transiciones que dependen del resultado de un
elemento de guarda.
Join, corresponde a las transiciones que convergen desde un conjunto de
transiciones a una sola transición.
Esta categorización permite distinguir entre los dos posibles elementos que
pueden modificar el flujo del comportamiento de un componente.
Transiciones de memoria
Las transiciones de memoria permiten retornar a la última configuración que
había dentro de un contexto.
Hay dos tipos de transiciones de memoria, las cuales son:
MemoryEntry, corresponde a todos los EntryPoint que no están conec-
tados a una transición.
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PureMemoryTransition, para cada contexto se crea un elemento de este
tipo que modela el hecho de alcanzar este contexto fruto de una transición
con memoria definida en un contexto superior. Este elemento permite
componer las transiciones con memoria.
Elementos de cambio de contexto
Estos elementos permiten comunicar transiciones entre estados de diferentes
niveles de jerarquía.
Diferenciamos dos tipos de elementos de cambio de contexto, los cuales son:
EntryPointContext, corresponde a la entrada en un contexto fruto de la
llegada de una transición definida en el contexto superior.
ExitPointContext, corresponde a la salida de un contexto fruto de una
transición de partida definida en el contexto superior.
Transiciones
Diferenciamos dos tipos de transiciones reactivas a mensajes, las cuales son:
Transiciones de disparo (TriggerStep), corresponden a las transicio-
nes disparadas por la recepción de mensajes.
Transiciones de no disparo (NoTriggerStep), corresponde a las tran-
siciones que son ejecutadas a instancia de su relación con una transición
de disparo, formando parte de las respuestas explícitas de un mensaje. Las
que parten de un punto de entrada, las que definen un punto de salida de
un contexto al que llega una transición y las transiciones con memoria
PureMemoryTransition.
Esta categorización de las transiciones es bastante interesante. Nos permite
identificar cada una de las transiciones iniciales que serán ejecutadas cuando se
reciba un mensaje en forma de transiciones de disparo. Esto permite identificar
rápidamente los primeros elementos de respuesta.
Cada una de las categorías anteriores de transiciones, a su vez, se categorizan
de nuevo. El objetivo es tener una representación detallada de los casos en los
que una transición es del tipo de disparo o no. El elemento que hemos usado
en este caso es el relativo a los elementos de origen o destino de una transición
para identificar a qué conjunto van a pertenecer.
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Transiciones de disparo (TriggerStep).
• FromExitPointFree, corresponde a las transiciones que tienen como
origen un ExitPoint, no siendo éste el destino de ningún tipo de
transición.
• MemoryEntry, corresponde a las transiciones del tipo memoria.
• FromLeafState, corresponde a las transiciones que tienen como ori-
gen un LeafStateFlatDescriptor.
• TransFromEdgeStep, corresponde a las transiciones de borde, aso-
ciadas a la membrana de los contextos de un estado del tipo NLeafS-
tateFlatDescriptor.
Transiciones de no disparo (NotTriggerStep).
• FromexitPointNotFree, corresponde a las transiciones que tienen
como destino un ExitPoint, siendo éste el origen de otra transición.
• FromEntryPoint, corresponde a las transiciones que tienen como
origen un EntryPoint.
• PureMemoryTransition, corresponde a cada estado NLeafState, el
cual tiene asociado un elemento de este tipo.
• BranchTransition, corresponde a las transiciones que tienen como
origen un elemento del tipo Branch.
• JoinTransition, corresponde a las transiciones que tienen como ori-
gen un elemento del tipo Join.
MsgHandler
Estos elementos definen las acciones asociadas a las transiciones. Éstas se-
rán ejecutadas cuando la transición tome lugar. Diferenciamos dos tipos de
MsgHandler, los cuales son:
MsgHandlerWithTrigger, corresponde a los MsgHandler que están aso-
ciados a transiciones de disparo.
MsgHandlerWithOutTrigger, corresponde a los MsgHandler que están
asociados a una transición de no disparo.
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Esta categorización permite comprobar directamente si un MsgHandler reac-
ciona a la recepción de un mensaje. De esta manera no hace falta comprobar
la transición a la que está vinculada para saber si es reactivo o no. Gracias a
esta cualidad se pueden conocer de una manera explícita las acciones que se
ejecutarán.
Cadenas de MsgHandler
Las cadenas de MsgHandler describen todas las acciones que serán ejecutadas
en una determinada secuencia cuando un mensaje es recibido. Estas cadenas de
MsgHandler se componen de dos tipos:
El primer elemento de la cadena de MsgHandlers es del tipo MsgHandler-
WithTrigger.
Los consecuentes MsgHandlers tras el primero son del tipo MsgHandler-
WithOutTrigger.
También hay que tener en cuenta que dependiendo del tipo de transición
asociada al MsgHandlerWithTrigger los siguientes MsgHandlerWithOutTrig-
ger deberán estar restringidos en función de su tipo de transición asociadas.
Éstas se enumeran a continuación:
FromExitPointFree, son válidos todos los MsgHandlerWithOutTrigger,
excepto los asociados a transiciones de memoria, como son los elementos
PureMemoryTransition.
FromLeafState, son válidos todos los MsgHandlerWithOutTrigger, ex-
cepto los asociados a transiciones de memoria, como son los elementos
PureMemoryTransition.
MemoryTransition, sólo son válidos los MsgHandlerWithOutTrigger que
están asociados a transiciones de memoria, como son los elementos Pure-
MemoryTransition.
TransFromEdgeStep, sólo son válidos los MsgHandlerWithOutTrigger
que están asociados a transiciones de memoria, como son los elementos
PureMemoryTransition y los elementos FromEntryPoint.
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Analogías con el modelo EDROOM
El FCM categoriza la semántica de las máquinas de estado de Harel. Estas
máquinas de estado son usadas por el modelo de diseño EDROOM que inte-
gramos en este proceso. Ambas sintaxis son equivalentes y la información no se
pierde en ninguno de los sentidos.
Abstracciones como los MsgHandler del modelo FCM eliminan el alcance
(jerarquía) entre estados, los cuales son descritos en el modelo EDROOM. Este
tipo de estrategia está motivada por el divide y vencerás, donde el objetivo es
descomponer las funcionalidades del sistema. Pero en el caso de los modelos de
análisis los alcances y sus descomposiciones no son los mismos. Por este motivo,
las cadenas de MsgHandler del modelo FCM son introducidas con el objetivo
de hacer visibles las reacciones a los mensajes por parte de un componente y
eliminar el alcance de los estados y pseudoestados (jerarquía). En la imagen 3.6
se muestra, en forma de ejemplo, una comparativa entre el formalismo de Harel,
un modelo intermedio que identifica las transacciones disparadas por mensajes
y el formalismo usado para la descripción de los FCM.
La taxonomía de los elementos sintácticos por el modelo TSDM permite
facilitar la transformación hacia cualquier otro modelo. Pueden ser descritas
reglas de transformación para cada uno de los elementos. Las transiciones son
descritas teniendo en cuenta estados o pseudoestados, o puede usarse la relación
de las cadenas de MsgHandler. Ésta última permite conocer la secuencia de
acciones del modelo EDROOM que se ejecutan cuando un mensaje es recibido.
3.4.3. Transformación desde el modelo EDROOM al mo-
delo TSDM
La transformación ha sido dividida en cuatro pasos. El Modelado de com-
ponentes es el primer paso, en el que se asocia un componente EDROOM a un
componente del TSDM. En el segundo paso Comunicación entre componen-
tes, se especifican los protocolos de comunicación que permiten la comunicación
entre componentes. En el siguiente paso Transformación de bibliotecas de
servicio se transforman los tipos de datos definidos en EDROOM y las bi-
bliotecas de servicio que son usadas por las mismas. Para finalizar, en el último
paso, se transforma el comportamiento de los componentes desde el modelo
EDROOM al modelo FCM. En el cuadro 3.1 se muestra un resumen de las
transformaciones propuestas.
La transformación desde EDROOM a MICOBS ya forma parte de la propia
infraestructura de MICOBS.





















































































































































Figura 3.6: Ejemplo de las composiciones de las cadenas de MsgHandler del
modelo FCM. La imagen está compuesta por tres filas, donde la primera mues-
tra una máquina de estado, la siguiente la composición de las transiciones que
toman lugar cuando un mensaje llega y la última muestra la composición de
los msgHandlers. Cada número corresponde con cada una de las cadenas que se
pueden formar. Vemos, en la última fila, cómo en cada cadena el primer elemento
es un MsgHandlerWithTrigger, seguido de un MsgHandlerWithOutTrigger.
La integración de EDROOM en MICOBS ya aporta los modelos MCLEV,
por lo que sólo ha sido necesario definir la transformación relativa al modelo
FCM.
Transformación desde la descripción de comportamiento de EDROOM
al modelo FCM
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Cuadro 3.1: Resumen de la transformación desde EDROOM a FCM.
Elementos de
EDROOM.
Detalle EDROOM. Elemento de FCM.
Estados. Estado: Ei. Un estado del algún tipo por
cada: Ei.
Estado Ei con contexto. Definimos un NLeafStateFlat-
Descriptor.




Elemento de decisión: Dcsi. Se define algún tipo elemento
de decisión.
Dcsi BranchPoint. Se define un Branch.
Dcsi JoinPoint. Se define un Joint.
Transiciones de
memoria.
Transición de memoria: T rmi. Se define algún tipo de transi-
ción de memoria.




Por cada T rmi. Se define un MemoryEntry.





Cambio de contexto: Ctxi. Se define algún elemento de
cambio de contexto.
Por cada T ri de entrada a un
Ei con contexto.
Se define un EntryPointCon-
text.
Por cada T ri de salida a un Ei
con contexto.
Se define un ExitPointCon-
text.




Transiciones: T rCtxi. Se define algún tipo de transi-
ción de contexto.
Por cada T rCtxi elemento de
origen, un Ctxi de salida.
Se define FromExitPointFree.
Por cada T rCtxi elemento de
origen, un Ei del tipo LeafS-
tateFlatDescriptor.
Se define un FromLeafState.
Por cada T rCtxi con origen y




Transiciones: T ri. Se define algún tipo de transi-
ción de no contexto.




Por cada T ri con un origen
Ctxi.
Se define FromEntryPoint.
Por cada T ri que tiene como
origen un Dci tipo Branch.
Se define BranchTransition.
continúa




Detalle EDROOM. Elemento de FCM.
Por cada T ri que tiene como
origen un Dci del tipo Join.
Se define JoinTransition.
MsgHandlers. MsgHandler: Msgi. Se define algún MsgHandler.
Por cada Msgi asociado a una
T ri del tipo Disparo.
Se define MsgHandlerWith-
Trigger.
Por cada Msgi asociado a una





MsgHandler: Msgi. Se define una cadena de ˛msgi.
Por cada Msgi tipo asociado
MsgHandlerWithTrigger.
Se resuelve su T ri asociada
hasta el siguiente Msgi ti-
po asociado MsgHandlerWith-
Trigger, define ˛msgi.
Los modelos que participan en esta transformación son por un lado la defini-
ción del comportamiento de componentes de EDROOM y, por otro lado, el mo-
delo FCM. La transformación de los diferentes elementos del modelo EDROOM
se describe a continuación.
Estados
Por cada estado con contexto del modelo EDROOM se genera un estado del
tipo NLeafStateFlatDescriptor. Por cada estado EDROOM sin contexto se
genera un componente del tipo LeafStateFlatDescriptor.
Elementos de decisión
Por cada BranchPoint y JoinPoint del modelo EDROOM se generan un
Branch y un Join del modelo FCM.
Transiciones de memoria
Esta transformación se divide en tres pasos. En el primero se definen todos los
elementos del tipo PureMemoryTransition, en el segundo se resuelve la cadena
de dependencia entre todos los PureMemoryTransition y el tercero genera los
elementos MemoryEntry. Más en detalle:
1. Los elementos PureMemoryTransition son generados por cada estado del
tipo NLeafStateFlatDescriptor.
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2. La dependencia entre los diferentes elementos del tipo PureMemoryTran-
sition se resuelve con la relación de los NLeafStateFlatDescriptor. Si
un NLeafStateFlatDescriptor contiene otro NLeafStateFlatDescrip-
tor, éstos tienen una relación de dependencia de elementos PureMemory-
Transition. De esta manera se crea la cadena de propagación entre con-
textos de los PureMemoryTransition.
3. Se comprueban los elementos en el modelo EDROOM que corresponden
a los MemoryEntry generando este tipo de elementos y relacionándolos
con el PureMemoryTransition correspondiente al NLeafStateFlatDes-
criptor donde éste se encuentra definido (Son los puntos de entrada sin
transición de partida) —recordemos que los MemoryEntry son aquellos
EntryPointContext que no tienen transiciones de partida—.
Elementos de cambio de contexto
Por cada estado en el modelo EDROOM del tipo NLeafStateFlatDescrip-
tor se comprueban todas sus transiciones. Todas las transiciones de llegada
generan elementos del tipo EntryPointContext y todas las transiciones de sa-
lida generan elementos del tipo ExitPointContext. Estas transformaciones son
descritas en el cuadro 3.1.
Transiciones
Todas las transiciones del modelo EDROOM se transforman en sus elemen-
tos correspondientes del modelo FCM. Las transiciones presentadas en 3.4.2
son transformadas según lo descrito en el cuadro 3.1. Este cuadro agrupa las
transformaciones en los siguientes grupos:
Transiciones de memoria, son transformadas todas aquellas transicio-
nes relativas a transiciones de memoria ya sean bien los elementos Pure-
MemoryTransition o MemoryEntry.
Transiciones de contexto, son transformadas todas aquellas transicio-
nes que provienen del alcance de este contexto. Por ejemplo entre ellas
están las transiciones del tipo FromExitPointFree y FromLeafState.
Transiciones de no contexto, son transformadas todas aquellas tran-
siciones que provienen del alcance de otro contexto, ya que están relacio-
nadas con Elementos de cambio de contexto. Por ejemplo entre estas
transiciones están FromExitPointNotFree y FromEntryPoint.
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MsgHandler
Se transforman todos los MsgHandler del modelo EDROOM a un elemento
del tipo MsgHandlerWithTrigger o un elemento del tipo MsgHandlerWithOut-
Trigger, dependiendo de si está o no vinculado a una transición del tipo de
disparo. El detalle de la transformación se muestra en en el cuadro 3.1.
Composición de transiciones
Por último, se resuelven las cadenas de MsgHandler que son ejecutadas cuan-
do un mensaje se recibe. Como ya vimos, su primer elemento es del tipo Msg-
HandlerWithTrigger y el resto de elementos es del tipo MsgHandlerWithOut-
Trigger. Estas cadenas se componen de la siguiente manera:
1. Cada MsgHandlerWithTrigger tiene que ser resuelto y formar una cadena.
2. Son resueltos mediante la transición asociada a cada MsgHandlerWith-
Trigger. Desde esta transición se resuelven los restantes elementos re-
corriendo las diferentes transiciones de una manera recursiva, sólo se de-
tendrá en el caso de no encontrar una transición que no sea del tipo No
disparo, profundiza siempre que no encuentre un estado hoja.
3. Por cada elemento que ha sido recorrido se extrae su MsgHandlerWit-
hOutTrigger, el cual se asocia a la cadena de MsgHandler.
3.4.4. Resumen
Hemos descrito un modelo orientado al diseño y basado en el paradigma
CBSE, denominado TSDM. Una de sus principales características es ser inde-
pendiente de una determinada tecnología de componentes subyacente, pero es
compatible con herramientas basadas en UML. Su principal objetivo es facilitar
la transformación desde los modelos de diseño a los modelos de análisis. Para ello
define un modelo basado en componentes, donde la distancia de los elementos
es cercana, define componentes, protocolos, librerías de servicio y las reacciones
de los componentes se expresan mediante máquinas de estado. Al mismo tiempo
categoriza la semántica de las máquinas de estado de Harel, con el objetivo de
facilitar las analogías entre el modelo de diseño y el modelo resultante de aná-
lisis. Por este motivo este modelo forma parte de la espina dorsal del proceso
junto con el modelo, que veremos a continuación, que denominamos TSAM.
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El modelo TSDM está formado por modelos provistos por la infraestructura
de MICOBS y un modelo que hemos creado para la definición del comporta-
miento de los componentes FCM. Ambos elementos completan un modelo pivote
de diseño.
En esta sección hemos visto en detalle el modelo FCM. Han sido presentadas
una taxonomía de la sintaxis de las máquinas de estado de Harel y una transfor-
mación desde el modelo EDROOM al modelo TSDM. Con estos elementos, por
un lado, se presenta un modelo que facilita la integración de modelos basados en
el paradigma CBSE, y por otro, se presenta un caso práctico de la integración de
la herramienta EDROOM mediante su transformación a su equivalente TSDM.
3.5. Transactional System Analysis Model
3.5.1. Introducción
El modelo TSAM es un modelo orientado al análisis basado en el paradigma
CBSE. La definición del sistema está basada en componentes que se suscriben o
demandan servicios a través de sus puertos. Los componentes también pueden
demandar servicios mediante dependencias sobre bibliotecas. Cada uno de estos
componentes o bibliotecas de servicio definen sus reacciones en forma de anota-
ción de propiedades EFP. Esto permite que se pueda usar este modelo para la
generación de modelos de análisis.
El modelo TSAM categoriza las EFP en función de su plataforma. Esto
permite desacoplar la plataforma cuando se realiza un determinado análisis.
Este modelo está compuesto por un conjunto de modelos, los cuales descom-
ponen de una manera ortogonal los elementos necesarios para definir un sistema
desde la perspectiva del análisis. Estos modelos son mostrados en la figura 3.7,
donde cada modelo descrito será explicado de una manera concisa durante el
desarrollo de esta sección. Pero podemos decir que básicamente este modelo está
compuesto por:
Componentes, cuyas reacciones están anotadas con propiedades EFP.
Bibliotecas de servicio, cuyas reacciones están anotadas con propiedades
EFP.
Protocolos de comunicación.
Patrones de activación, que describen el ratio de suceso de los eventos.
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TSAM Service Library
TSAM Timing Code














Figura 3.7: Se muestran los modelos que componen el modelo TSAM. Vemos los
modelos ya definidos en la versión estándar de MICOBS y los nuevos modelos
que han tenido que ser definidos para completar dicho modelo. Por ejemplo, el
modelo FCS de MCLEV que forma parte del modelo TSDM es también usado
en el modelo TSAM.
3.5.2. Elementos propios de la infraestructura de MICOBS
MICOBS tiene un enfoque multiplataforma. Esto significa que los elementos
que forman parte del modelo TSAM deben estar anotados con el vector que





Application Programming Interface (API) del sistema operativo.
Este vector puede ser anotado con valores explícitos o con un valor comodín.
Este valor es any, que denota que una de las dimensiones no es significativa del
elemento que está siendo anotado.
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En la definición del modelo TSAM hemos usado elementos de la infraestruc-
tura MICOBS, que nos permitió definir con mayor facilidad el modelo TSAM.
En especial, el framework MICOBS contiene varios modelos que permiten la
anotación de propiedades EFP, la descripción del sistema de componentes y la
definición de bibliotecas. Estos modelos son:
Model Flat Model Architecture Desing (FLATMCAD), este mo-
delo define el sistema mediante composición de componentes. Define los
componentes que conforman el sistema y cómo se relacionan entre ellos
mediante la topología de comunicación.
Transactional System Analysis Model Service Library (TSAMSL),
este modelo contiene la definición de las bibliotecas de servicio usadas en
el sistema.
Transactional Analisys Timing Annotated Code (TACode), este
modelo contiene indicadores relativos al tiempo de ejecución de compo-
nentes y librerías de servicio.
Model Flat Model Architecture Design
El modelo FLATMCAD describe las instancias de los componentes y la
topología de la comunicación. Este modelo integra todas las instancias de com-
ponentes que forman el sistema. Hay que tener en cuenta que este modelo se
denomina Flat porque no puede presentar ninguna clase de jerarquía de com-
ponentes. Esto es debido a que estrategias de jerarquías de componentes son
útiles a la hora de describir sistemas de diseño pero no de análisis. Por otro
lado, la topología de comunicación resuelve las conexiones entre los puertos de
los componentes.
Ya veremos en las transformaciones a modelos de análisis que este modelo
es clave en las transformaciones. Nos ayudará a componer reacciones completas
del sistemas, más allá del alcance de un solo componente, de tal manera que
podremos relacionar todas las reacciones que se llevarán a cabo en el sistema
cuando un evento externo sea disparado.
Transacional System Analysis Service Lybrary Model
El modelo TSAMSL describe las bibliotecas de servicio. Su función es des-
cribir las propiedades EFP de los métodos públicos y privados de las bibliotecas
de servicio. Su anotación está basada en la descripción por parte de cada uno de
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los métodos de sus posibles caminos de ejecución (execution-path). Cada camino
se anota con los tiempos de ejecución mediante una relación con elementos del
tipo TACode.
Los elementos que son definidos por cada biblioteca de servicios TSAMSL
son:
Service Access Interface (SAI), librería de servicio.
Service Access Point (SAP) público, interfaz pública de la librería
de servicio.
Service Access Point (SAP) privado, todos los métodos que son
integrados en la biblioteca.
Transactional Analisys Timming Code
El modelo TACode1 es el encargado de anotar tiempos de ejecución. Los
parámetros de tiempos de ejecución usados son los necesarios para poder realizar
análisis de planificabilidad y rendimiento. Los parámetros que se definen son:
WCET , el peor tiempo de ejecución. Es un valor analítico que deberá ser
anotado con el «peor tiempo de ejecución posible para una determinada
plataforma».
Tiempo de ejecución máximo, el tiempo máximo debe ser anotado
con un valor experimental basado en el mayor tiempo observado.
Tiempo de ejecución mínimo, el tiempo mínimo debe ser anotado con
un valor experimental con el menor tiempo observado.
High Water Mark Analitical Time Profile (HVT), identifica el ca-
mino con el peor tiempo ejecutado. Este valor deberá ser cercano al tiempo
de WCET.
Transactional Analysis Protocol Model
Este modelo transaccional es el encargado de la definición de los protocolos
de comunicación. Un protocolo puede definir mensajes de entrada y de salida.
1Actualmente la herramienta MICOBS cuenta con una integración con la herramienta
RVS Nilas (2014). Esta herramienta permite caracterizar todos los parámetros de tiempos de
ejecución que hemos descrito anteriormente.
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La naturaleza de los mensajes puede ser del tipo síncrono o asíncrono. Por cada
mensaje síncrono se define además un mensaje de respuesta que tiene que ser
implementado por el receptor. A continuación se describen los elementos que
componen un Transactional System Analysis Model Protocol (TSAMProtocol):
Mensajes de entrada, conjunto de mensajes de entrada, denominados
TMessage.
Mensajes de salida, conjunto de mensajes de salida, denominados TMes-
sage.
El elemento TMessage es la abstracción que se usa en el modelo TSAM para
definir los mensajes. Esta abstracción puede ser de tres tipos:
TSendMsg, define un mensaje de naturaleza asíncrono.
TInvokeMsg, define un mensaje de naturaleza síncrona. Tiene asociado
un conjunto de mensajes del tipo TReplyMsg.
TReplyMsg, define un mensaje de naturaleza de respuesta a un mensaje
síncrono.
Descripción de los nuevos elementos
Un conjunto de nuevos modelos fue definido y forma el núcleo del modelo
TSAM. Estos modelos describen las siguientes funcionalidades:
El comportamiento de los componentes.
Definición de las restricciones temporales.
Los patrones de activación de los eventos externos.
Propiedades EFP relativas a la plataforma que tienen que ser tenidas en
consideración para el análisis.
Para cubrir estas funcionalidades hemos definido los siguiente modelos:
TSAMComponent, describe las reacciones de un componente cuando
recibe un mensaje. La descripción de las reacciones es expresada en función
de sus EFP.
62 CAPÍTULO 3. MODELO TRANSACCIONAL
TSAMRTRequirement, describe, por un lado, las restricciones tem-
porales en forma de deadlines, y por otro lado, define los patrones de
activación de eventos externos.
Transaccional System Analisys Platform Model (TSAMPlat-
form), describe propiedades relativas a la plataforma, las cuales hay que
tener en consideración durante el análisis.
Transactional Analysis Component Model
El modelo TSAMComponent es el encargado de describir el comportamiento
reactivo de los componentes en términos de los mensajes que pueden recibir —en
la figura 3.8 se muestra un ejemplo—. La descripción de la recepción se realiza
en términos de sus EFP.
El TSAMMessageHandler es el elemento que define una reacción cuando un
mensaje se recibe. Este elemento está compuesto por los siguientes parámetros:
Puerto y mensaje, son los elementos que describen el puerto y el mensaje
a los cuales el TSAMMessageHandler reacciona.
TSAMBasicHandler, una secuencia de elementos que define la respuesta
del TSAMMessageHandler.
Los TSAMBasicHandler a su vez definen una secuencia de elementos que des-
criben diferentes tipos de reacciones. Estas reacciones son denominadas TSAM-
MessageHandlerItems y pueden ser de diferentes tipos:
TSAMMHiDataHandler, define una acción que gestiona los datos adjuntos
al mensaje recibido.
TSAMMHiAction, define una acción cuyo efecto se limita al ámbito del
TSAMBasicHandler. Esta acción no envía ni trata datos adjuntos al men-
saje recibido.
TSAMMHiSend, define el envío de un mensaje asíncrono. El puerto y el
mensaje son parte de los parámetros de este elemento.
TSAMMHiInvoke, define el envío de un mensaje síncrono. El puerto de
origen y el mensaje son los parámetros.
TSAMMHiReply, define la respuesta a un mensaje síncrono (TSAMMHiInvoke).
Se debe especificar el mensaje de respuesta.
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Mediante los elementos que acabamos de citar, los TSAMMessageHandler,
los TSAMBasicHandler y los TSAMMessageHandlerItems definen de una mane-
ra explícita, las reacciones de tal manera que componen un modelo de análisis.
Cuando el sistema reacciona a un evento externo, la cooperación entre compo-
nentes mediante paso de mensajes gestiona la reacción, que como hemos visto es
descrita con los TSAMMessageHandlerItems. Los TSAMBasicHandler permiten
agrupar secuencias de TSAMMessageHandlerItems para dotar a éstos de mayor
claridad.
El orden de ejecución de los TSAMMessageHandlerItems está preestableci-
do. De esta manera se conoce explícitamente la secuencia de ejecución de los
elementos. Este orden es: 1) TSAMMHiDataHandler, 2) TSAMMHiAction, 3)
TSAMMHiSend, y 4) TSAMMHiInvoke. En la imagen 3.8 mostramos un ejem-
























































Figura 3.8: Se muestra un ejemplo de descripción de un componente en el modelo
TSAMComponent. Este modelo se compone de cadenas de reacciones asociadas
a un puerto y mensaje. Las reacciones se componen de TSAMMessageHandler,
los cuales se componen a su vez de TSAMBasicHandler. En éstos últimos se
definen las posibles acciones formadas por TSAMMessageHandlerItem.
Como hemos visto en el modelo que se ha presentado, hay dos maneras
de cooperación entre componentes. Una de ellas, mediante el envío de mensajes
asíncronos, y la otra, mediante el envío de mensajes síncronos. El envío asíncrono
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no interrumpe el resto de las acciones que debe ejecutar el componente, mientras
que el envío de mensajes síncronos detiene su ejecución hasta que el componente
destino responda por el mismo puerto con un mensaje. Por este motivo han sido
definidos dos tipos de TSAMMessageHandler; cada uno de ellos define de una
manera explícita la naturaleza de la reacción a la que corresponde. De esta
manera son definidos un TSAMMessageHandler de naturaleza asíncrona y otro
de naturaleza síncrona. Más en concreto estos elementos son:
TSAMAsynchMsgHandler, modela la respuesta a una recepción de
mensajes asíncronos. Este tipo de manejador gestiona las reacciones aso-
ciadas a puerto y eventos que están suscritos a protocolos asíncronos.
TSAMSynchMsgHandler, modela la respuesta a una recepción de men-
sajes síncronos. Este tipo de manejador gestiona las reacciones a puertos
asociados a protocolos de tipo síncrono.
El tipo de TSAMMessageHandlerItem contenido en un TSAMMessageHand-
ler está restringido por el tipo de TSAMMessageHandler. En concreto, un TSA-
MAsynchMsgHandler contiene todos los tipos de TSAMMessageHandlerItem, ex-
cepto el TSAMMHiReply, y el TSAMSynchMsgHandler sólo puede contener un
TSAMMHiReply como respuesta a un mensaje síncrono.
No todos los componentes pueden definir los dos tipos de TSAMMessageHand-
ler. Recuerde que hemos añadido una serie de restricciones para poder garanti-
zar que el sistema está libre de abrazos mortales. Por este motivo hemos definido
tres tipos de componentes idénticos a los que definimos en el modelo EDROOM
y que forman parte de la hipótesis de la Tesis Doctoral. Estos son:
Componente proactivo, define sólo TSAMAsynchMsgHandler.
Componente reactivo, define tanto TSAMAsynchMsgHandler como TSAM-
SynchMsgHandler.
Componente recurso compartido, define TSAMSynchMsgHandler.
Hay que tener en cuenta que los componentes del tipo proactivo y reacti-
vo definen sus propios hilos de ejecución, donde se ejecutarán sus TSAMMessa-
geHandlerItems, mientras que los componentes recursos compartidos, por su
parte, no tienen ninguna tarea asociada. Por este motivo hemos categorizado los
componentes proactivo y reactivo en un grupo que denominamos componentes
tareas. Como los componentes recursos compartidos no tienen ninguna tarea
asociada, sus TSAMMessageHandlerItem deben ejecutarse en un componente
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externo a ellos. Esta tarea externa es la de un componente tarea cuya llamada
activa es el TSAMSynchMsgHandler del componente recurso compartido. Esta
relación no permite la definición de los recursos compartidos anidados, ya que
éstos sólo pueden contener TSAMSynchMsgHandler, y éstos a su vez sólo pueden
definir TSAMMHiReply. Estas restricciones son las que hemos visto anteriormente
en la sección 3.2.1.
La interfaz entre componentes y bibliotecas de servicios se modela mediante
los elementos TSAMMessageHandlerItems. Cada TSAMComponent determina qué
servicios son demandados por parte del componente. Esta declaración se realiza
en el modelo mediante una lista de los TSAMSAI requeridos. Al igual que las
interfaces en otros modelos o lenguajes, el TSAMSAI se compone de un conjunto
de funciones públicas llamadas TSAMSAP. Un TSAMSAI puede, a su vez, requerir de
otros TSAMSAI, de tal manera que describen complejos árboles de dependencias.
En el caso de que un TSAMSAP tenga una dependencia externa, es necesario
especificar el nombre del TSAMSAP, el nombre del TSAMSAI, y el número máximo
de llamadas que se hacen al TSAMSAP.
Los items básicos de manejo de mensajes, que denominamos TSAMMessa-
geHandlerItem, son el equivalente a los MsgHandlerItem definidos en el TSDM,
pero añadiendo explícitamente información sobre los distintos caminos de eje-
cución, la dependencia de los SAP de librerías de servicio de cada camino, y la
información sobre el tiempo de ejecución. Entonces, los manejadores de men-
sajes se componen de una secuencia de TSAMMessageHandlerItem —hay que
recordar que estos elementos se definen en el TSAMComponent—. Estos ele-
mentos (items) pueden ser de diferente naturaleza, en función de si modelan el
tratamiento del dato adjunto de un mensaje, la simple ejecución de código o
bien el envío de un mensaje de tipo asíncrono o síncrono. Cuando se modela
cada TSAMMessageHandlerItem se deben definir un conjunto de caminos de eje-
cución o codePaths implícitos en la definición del elemento. Cada camino tiene
asociado un elemento EFP. En nuestro caso cada camino anota las EFP del ti-
po TACode, que contienen la información relativa al peor tiempo de ejecución,
además de otros indicadores como los tiempos mínimos, máximos y medios de
ejecución.
Transactional System Analysis Real-Time Requirement Model
El modelo TSAMRTRequirement incluye información de los eventos, unos
asociados a interrupciones externas, otros a servicios de temporización gestio-
nados mediante interrupciones programadas. El modelo define los patrones de
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disparo de los eventos, las restricciones temporales y las distintas situaciones de
tiempo real en las que se disparan los eventos. Sus parámetros son:
Eventos externos, define un conjunto de eventos externos. Cada uno se
define mediante un tipo de patrón de activación y la definición del elemento
que se activa en el sistema. En este caso la activación se define mediante
la tupla componente, puerto y mensaje, que producirán la reacción del
sistema.
Deadlines, define un conjunto de restricciones temporales. Estas restric-
ciones se definen en función del tiempo que puede transcurrir como má-
ximo desde el inicio de un evento hasta un elemento indicado en un com-
ponente. Este elemento indicado es un TSAMMessageHandlerItem, el cual
es usado para la delimitación de las restricciones temporales. Queremos
destacar que estas restricciones son definidas una vez que el sistema ha
sido construido y no asociado a los componentes.
Las restricciones se expresan en forma de TDeadlines sobre la ejecución de
los diferentes manejadores de los componentes disparados por un evento a nivel
de sistema.
Los tipos de patrones de activación que son definidos están basados en patro-
nes estándares en sistemas de tiempo real (Liu, 2000) —son los mismos que los
definidos en el modelo MAST—. Tres tipos de patrones de activación pueden ser
definidos, periódico, esporádico y de ráfaga. Éstos se especifican a continuación:
Patrón bursty/ráfaga, este patrón nos ayuda a representar conjuntos de
secuencias de interrupciones. Una interrupción que denominamos principal
es la que modela la interrupción inicial. Una vez que sucede el evento tiene
lugar una secuencia de interrupciones. Los parámetros que definen este
patrón son el menor tiempo de llegada (arrival time) de la interrupción
principal, el número máximo de interrupciones de la secuencia y el menor
tiempo de llegada entre interrupciones (inter-arrival time).
Patrón esporádico, este patrón nos ayuda a representar patrones de
activación asociados a elementos de interrupción. El parámetro que forma
parte de este patrón es el menor tiempo de suceso (arrival time) de la
interrupción.
Patrón periódico, este patrón permite modelar los eventos asociados a
temporizadores o eventos que se comportan de una manera periódica. El
parámetro asociado a este tipo de eventos es el periodo del evento (period
time).
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3.5.3. Transactional Platform Configuration Model
El modelo TSAMPlatform es el encargado de definir las propiedades de la
plataforma donde el sistema será desplegado. Estas propiedades son relativas
a parámetros como el tiempo de cambio de contexto, el tiempo de acceso y
liberación de los mutex, gestión de temporizadores y alarmas, manejadores de
interrupción y jitter hardware. Contiene las características tanto del Real-Time
Operating System (RTOS) como del Run-time de componentes. Estas caracte-
rísticas son análogas a las que define la propia herramienta MAST en su Ecore
(Cantabria, 2015).
Los parámetros presentes en este modelo se dividen en cinco grupos:
Procesador, latencias relativas producidas por el microprocesador. Las
latencias que son descritas en este modelo son:
• ISR, latencias de la gestión de interrupciones. Se añaden los elemen-
tos máximo, mínimo y tiempo medio.
• Rango de prioridades válido, se define el rango de prioridades
válido para la gestión de las interrupciones.
• Temporizador del sistema, se define el temporizador del sistema,
el cual define su latencia.
Planificador, latencias relativas al uso del planificador. El modelo defi-
ne un conjunto extenso de políticas de planificación, de las cuales sólo se
encuentra una activa. Éstas son las políticas de prioridades fijas con desa-
lojo. Esto es debido a que uno de los requisitos de la hipótesis planteada
era que este tipo de planificación debería estar activada. Los parámetros
asociados a este tipo de planificador son:
• Rango de prioridades, el rango de prioridades válidas que puede
manejar el planificador.
• Latencia de cambio de contexto, latencia asociada al cambio de
contexto de una tarea.
Bottom-half, número de hilos que gestionan los elementos Bottom-half.
Este elemento es opcional, sólo se deberá configurar en caso de que el
Component Run-Time (CRT) use este tipo de estrategia. Más en concreto,
se debe especificar el número de hilos que gestionará la conversión de los
eventos en mensajes.
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Mutex, latencias introducidas por los mecanismos de acceso de exclusión
mutua. Además, define el protocolo de acceso a los mutex. Hemos definido
los dos protocolos de uso más extendido, los cuales son techo de prioridad
inmediato y herencia de prioridad. Indistintamente del tipo de protocolo
se deben definir dos tipos de latencias. Estas latencias son:
• Captura de un mutex, latencia de la captura de un mutex.
• Liberación de un mutex, latencia de la liberación de un mutex.
Temporizadores, latencias introducidas por la gestión de temporizado-
res. Los temporizadores permiten introducir las latencias introducidas por
los elementos de temporización. Sus parámetros son:
• Sobrecarga de la gestión del temporizador, latencia producida
por la sobrecarga de gestión de latencia del temporizador.
• Sincronización local, temporizador asociado a uno o varios micro-
procesadores. Se especifica la latencia que introduce la sincronización.
• Precisión, precisión en milisegundos del temporizador.
• Eventos, conjunto de eventos que tienen asociado este temporizador.
Alarmas, latencias introducidas por la gestión de alarmas.
3.5.4. Situaciones de tiempo real
Las situaciones de tiempo real permiten desglosar las reacciones del sistema
por posibles categorías. De la misma manera que en los modelos de diseño se
desglosan las funcionalidades del sistema mediante componentes en los modelos
de análisis, éstos se desglosan en las reacciones válidas por situaciones de tiem-
po real en el sistema. Estas situaciones de tiempo real engloban las reacciones
válidas dependiendo de la situación en la que se encuentre el sistema. Dos tipos
de situaciones de tiempo real típicas son el modo nominal de funcionamiento y
el modo de error. En ambas situaciones el sistema no reaccionará de la misma
manera. Nos permite identificar conjuntos de reacciones válidas del sistema de-
pendiendo de su situación. Podemos identificar escenarios de análisis que deben
ser validados.
Las situaciones de tiempo real fueron integradas en el modelo TSAM para
definir estrategias de análisis basadas en composición. Se integra por un lado
desde una perspectiva de caja negra, mediante su asociación a eventos externos.
Estos eventos externos sólo serán validados en análisis relativos a su situación de











































Figura 3.9: Se muestra un ejemplo con una configuración de situaciones de
tiempo real. La imagen representa un componente TSAM donde las reacciones
se describen mediante TSAMMessageHandler y TSAMMessageHandlerItem. En
este caso observamos tres puertos, dos de ellos suscritos a eventos de tempo-
rización e interrupción, y el otro asociado a paso de mensajes. Por ejemplo,
hay asociado un total de tres TSAMMessageHandler para el puerto asociado a
la interrupción. Gracias a las situaciones de tiempo real especificamos bajo qué
eventos reacciona con un determinado TSAMMessageHandler, en este caso han
sido demultiplexados en tres situaciones de tiempo real. Esto significa que se
especifican tres TEvent que actúan sobre el mismo puerto, con tres reacciones
distintas. Un caso opuesto se puede ver en el puerto asociado a un evento de
temporización. En este caso sólo hay una reacción, un TSAMMessageHandler, el
cual tiene asociadas dos situaciones de tiempo real. Éste indica que dos eventos,
asociados al puerto de temporización, están asociados al mismo TSAMMessa-
geHandler. Por último, las situaciones de tiempo real no tienen por qué estar
asociadas sólo a puertos de evento. Vemos un puerto asociado a un protocolo
de naturaleza síncrona, sus TSAMMessageHandler están etiquetados con situa-
ciones de tiempo real, dependiendo del evento que disparó la primera reacción
del sistema.
tiempo real. Por otro lado se integran desde una perspectiva de caja blanca. Ésta
anota las reacciones válidas por cada uno de los componentes. No hay que olvidar
que la recepción de un mismo mensaje tiene diferentes posibles reacciones que
suceden dependiendo de los estados internos del componente. Las situaciones de
tiempo real definen qué estados del componente, en definitiva, son válidos para
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qué determinadas situaciones. Con ambas estrategias el modelo TSAM dispone
de una estrategia de divide y vencerás para vertebrar la generación de modelos
de análisis.
El modelado de las situaciones de tiempo real se hace de la siguiente for-
ma. Cada componente puede definir más de un TSAMMessageHandler por tupla
(puerto, mensajes). Sólo un TSAMMessageHandler es ejecutado a la llegada de
un mensaje; esta selección dependerá del estado interno del componente, y las
situaciones de tiempo real a nivel de sistema. Cada situación de tiempo real
determina qué TSAMMessageHandlers puede ser ejecutado. Este hecho permite
describir bajo qué condiciones y eventos un TSAMMessageHandler es ejecutado.
En consecuencia, como se mencionó anteriormente, nuestro modelo se limita a
una sola TSAMMessageHandler mediante los siguientes elementos: el puerto, el
mensaje y la situación en tiempo real. En la imagen 3.9 mostramos un ejemplo
de cómo se asocian las etiquetas de situaciones de tiempo real tanto a elemen-
tos TEvent como a elementos TSAMMessageHandler. Dependiendo del modelo
de análisis estas etiquetas pueden ser interpretadas de diferentes maneras. Por
ejemplo, como veremos en el capítulo 4, éstas permitirán ayudar a componer
los flujos end-to-end, dependiendo de las situaciones de tiempo real que han si-
do configuradas. Dependiendo de las estrategias de análisis, estas etiquetas son
configuradas de una determinada manera.
3.5.5. Analogías entre el modelo TSDM y el modelo TSAM
Los modelos TSDM y TSAM están basados en el paradigma CBSE. Esto
significa que ambos modelos definen el sistema en términos de componentes,
protocolos de comunicación y bibliotecas de servicio. Sus diferencias radican en
matices como la descripción de las reacciones, el efecto del vector plataforma y
la definición de las situaciones de tiempo real asociadas a los eventos externos.
La asociación al vector plataforma es una diferencia que está presente en
todos los elementos del modelo TSAM. Este valor es interesante desde la pers-
pectiva del análisis, ya que permite categorizar los elementos por plataforma y
componer alternativas en función de estrategias de composición.
En los siguientes apartados vemos una comparativa entre los modelos equi-
valentes del modelo TSDM y del modelo TSAM.
Protocolos
El modelo que definen los protocolos de comunicación entre componentes en
el modelo TSDM se denomina MCLEV Protocol. Su equivalente en el modelo
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TSAM es el modelo TSAMProtocol. Ambos modelos definen la comunicación
entre componentes en términos de mensajes que pueden enviar o recibir.
Sistema
El modelo que define la composición de componentes y su comunicación
es el modelo MCLEV Flat Component System. Su equivalente es el modelo
FLATMCAD. Ambos son similares. Por ejemplo, ninguno de los dos permiten
definir jerarquías de estados. La única diferencia es la relativa a la definición de
la plataforma para la cual el componente es válido. El modelo es el equivalente.
Comportamiento de los componentes
El modelo que define el comportamiento de cada componente en el modelo
TSDM es el modelo Flat Component Model (FLATCMP), mientras que en el
modelo TSAM es el modelo TSAMComponent. En este modelo las discrepancias
son mayores, ya que el modelo TSAMComponent no define un comportamiento
basado en máquinas de estado, sino en cadenas de acciones que se ejecutarán
cuando el mensaje es recibido; incluso estas cadenas de reacciones ya no in-
cluyen elementos condicionales, sino que se describen como posibles cadenas
válidas para la reacción a un mismo mensaje. Estas reacciones deberán organi-
zarse formando situaciones de tiempo real. En el caso del modelo FCM las cosas
son un poco distintas. Las reacciones son descritas por un lado mediante una
máquina de estados, donde cada uno de los elementos que la conforman están
categorizados por tipos de transiciones, y por otro lado, en función de las accio-
nes que serán ejecutadas por la recepción de un mensaje. Esta reacción puede
tener diferentes elementos condicionales que tienen en cuenta estados internos
del propio componente. Las reacciones en este modelo son expresadas en función
de la naturaleza de los elementos y del código empotrado en este modelo. Aho-
ra queda más claro que la generación de los elementos MsgHandler del modelo
TSDM tiene como objetivo facilitar la transformación hacia modelos reactivos,
los cuales son típicos del modelo de análisis. En nuestro caso, en particular,
veremos el modelo MAST y el modelo PCM como modelos de análisis.
Biblioteca de servicio
El modelo que define las bibliotecas de servicio en el modelo MCLEV es el
modelo EDROOM Service Library (EDROOMSL), mientras que en el modelo
TSAM es el modelo TSAMSL. Este trabajo fue realizado de una manera cola-
teral al trabajo de la presente Tesis Doctoral (Nilas, 2014). Las diferencias son
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similares a las que hemos visto entre los modelos de componentes. En el caso
TSDM se definen las interfaces de las librerías de servicio, y en el modelo TSAM
estas interfaces contienen los AST con los tiempos de ejecución anotados.
3.5.6. Transformación desde el modelo TSDM al modelo
TSAM
Al igual que la transformación desde los modelos EDROOM al modelo
TSDM, también la transformación del modelo TSDM al modelo TSAM se divide
en las siguientes fases:
Transformación de los componentes.
Generación de los protocolos de comunicación.
Transformación de las bibliotecas de servicio.
En el cuadro 3.2 se muestra un resumen de las transformaciones.




Detalle TSDM. Elemento de TSAM.
Componentes. Componente: Ci. Un componente en el modelo
transaccional.
Por cada MsgHandler. Se crea de 1 a n TSAMMessa-
geHandler.
Para cada secuencia de Msg-
Handler de un mismo contex-
to.





Se crea un TSAMMessageHand-
lerItem de naturaleza equiva-
lente.
Por cada elemento de decisión
Dci de un MsgHandler.
Se crea TSAMMessageHandler,






Un protocolo de comunicación
en el modelo TSAM.
Por cada mensaje de entrada:
MsgIi del tipo asíncrono en
P ri.
Se genera un mensaje de entra-
da: T SAMMsgIi asíncrono en
el modelo TSAM.
Por cada MsgIi del tipo sín-
crono en P ri.
Se genera un T SAMMsgIi
síncrono en el modelo TSAM.
continúa




Detalle TSDM. Elemento de TSAM.
Por cada mensaje de salida:
MsgOi del tipo asíncrono en
P ri.
Se genera un mensaje de salida:
T SAMMsgOi asíncrono en el
modelo TSAM.
Por cada MsgOi del tipo sín-
crono en P ri.
Se genera un T SAMMsgOi
síncrono en el modelo TSAM.
Por cada mensaje: Msgi del ti-
po msgReply en P ri.
Se genera un mensaje:




Biblioteca de servicio: Lii. Una biblioteca de servicio:
T SAMLii.
Por cada Lii. Se crea un T SAMLii.
Por cada función definida en la
librería: F xi, que es parte de la
interfaz pública.
Se crea un SAPi.
Por cada F ci que NO es parte
de la interfaz pública.
Se crea una Internalfunction.
Por cada F ci se analiza su AST
con RVS.






Tiempos de ejecución: ExT ii. Se crea un T ACODEi.
Por cada Cmpi. Se crea un T ACODEi.
Por cada Lii. Se crea un T ACODEi.
Por cada camino de ejecución:
ExecP athi de un TSAMMessa-
geHandlerItem definido en un
Cmpi.
Se define una entrada con sus
ExT ii.
Por cada camino de ejecución:
ExecP athi de un F xi asociada
a la Lii.
Se definen una entrada con sus





Patrones de activación P Aci. Se definen en un T Eventi en
el modelo TSAMRTRequire-
ment.
Por cada P Aci. Se genera un T SAMP Aci
Se especifica el T SAMCmpi,
T SAMP rti y T SAMMsgi.
Por cada P Aci del tipo perió-
dico.
Se genera un T SAMP Aci del
tipo periódico, se tiene que es-
pecificar el periodo.
Por cada P Aci del tipo aperió-
dico.
Se genera un T SAMP Aci del
tipo esporádico, se tiene que
especificar el menor tiempo de
llegada.
continúa




Detalle TSDM. Elemento de TSAM.
Por cada P Aci del tipo ráfaga
(bursty).
Se genera un T SAMP Aci del
tipo ráfaga, se especifica el me-
nor tiempo de suceso de la inte-
rrupción, el número máximo de
sucesos de la ráfaga, y el menor
tiempo entre cada suceso.
Definición de
los deadlines.
deadlines: Di. Se definen en un T SAMDi
en el modelo TSAMRTRequi-
rement.
Por cada Di. Se genera un T SAMDi, don-
de se tiene que especificar un








tiempos de ejecución depen-
dientes de la plataforma: P lti.
Generación del modelo TSAM-
Platform.
Procesador. Se anota la latencia de ges-
tión de interrupciones, rango
de prioridades y temporizador
asociado.
Planificador. Se anota:
Latencia cambio de con-
texto.
Rango de prioridades.


















3.5.7. Transformación de los componentes
La generación del modelo requiere diferentes transformaciones de diferentes
modelos fuente. La generación de toda la información relativa a los elementos
TSAMMessageHandler, TSAMBasicHandler y los TSAMMessageHandlerItems se
extrae de una transformación desde el modelo FLATCMP. La definición de los
caminos de ejecución, por otro lado, se extrae desde otra transformación. Ambas
generan el modelo definitivo del TSAMComponent.
La transformación desde el modelo FLATCMP al modelo TSAMComponent
define los TSAMMessageHandler junto con el resto de sus elementos relativos, co-
mo son los puertos de comunicación. Por cada elemento MsgHandlers su equiva-
lente es el TSAMMessageHandler. Los elementos tanto MsgHandlerWithTrigger
como los MsgHandlerWithOutTrigger se transforman en TSAMBasicHandler.
Los TSAMBasicHandler equivalen a los diferentes contextos de las máquinas de
estados del modelo EDROOM. Cada MsgHandler tiene asociado un conjunto
de MsgHandlerItem, los cuales tienen un equivalente en el modelo TSAM. Se






La transformación desde el análisis del AST con la herramienta RVS genera
los caminos de ejecución del modelo TSAMComponent. Una de las opciones de
esta herramienta es realizar análisis del AST de código en C, C++ y Ada. La
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transformación que genera el AST fue un trabajo paralelo de la Tesis Doctoral
(Nilas, 2014). Por cada componente desplegado se analiza el código relativo a
cada MsgHandlerItem. Como sabemos, cada MsgHandlerItem tiene su relativo
TSAMMessageHandlerItem. Esto facilita la transformación.
3.5.8. Protocolos de comunicación
La transformación se realiza desde el modelo MCLEV Protocol al mode-
lo TSAMProtocol. Como hemos visto en la sección 3.5.5, ambos modelos son
equivalentes semánticamente y sólo los diferencian los elementos sintácticos,
cambiando únicamente la definición de las palabras reservadas. Los elementos
que se generan en el modelo TSAMProtocol en la transformación son tanto la
descripción de los mensajes como su naturaleza.
3.5.9. Biblioteca de servicio
La transformación se realiza desde el modelo MCLEV Library al modelo
TSAMSL.
La transformación es similar a la realizada en los componentes, la cual fue
explicada en la sección 3.5.7. Es similar ya que la estructura de la librería se
extrae del modelo TSDM correspondiente, pero hay parte de la información que
tiene que ser generada mediante otra transformación. Esta transformación es la
que genera los caminos de ejecución. Como hemos visto anteriormente en las
analogías entre estos modelos, el modelo TSAMSL especifica cuáles son las fun-
ciones que hacen de interfaz denominadas como SAP, pero el caso del modelo
MCLEV Library no especifica estas funciones. Por este motivo, éstas tienen que
ser descritas en el proceso. La manera de identificarlas es gracias a la trans-
formación relativa al AST mediante la herramienta RVS. La herramienta RVS
identifica todas las funciones que pertenecen a la librería. Como parámetro de
esta transformación el usuario deberá especificar aquellas funciones que forman
parte de la interfaz pública y cuáles no.
Para ello cada función será del tipo internal o provided. La transformación
desde el modelo TSDM Library genera de una manera automática las dependen-
cias entre otras librerías del modelo TSAM. La relación de las transformaciones
es uno a uno. Esto implica que las dependencias descritas en el modelo MCLEV
Library serán equivalentes en el modelo TSAMSL.
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3.5.10. Transactional Analisys Timming Code
El modelo TACode se anota con los tiempos de ejecución de cada uno de los
caminos de ejecución. Éstos están descritos en el contexto de cada TSAMMessa-
geHandlerItem y de cada función asociada a una TSAMSL. La anotación de
este modelo no se realiza desde el modelo diseño TSDM, ya que no contiene la
información de una manera explícita. Se tiene que caracterizar el tiempo de eje-
cución del código del componente o librería de servicio. En un trabajo ortogonal
a esta Tesis Doctoral se realizó una transformación automática (Nilas, 2014).
Una vez usada la herramienta RVS para caracterizar el componente, la base de
datos con los tiempos de ejecución se transforma a un modelo TACode.
Los tiempos de ejecución deben ser anotados por cada uno de los caminos
de ejecución.
3.5.11. Transactional System Analysis Real-Time Requi-
rement Model
Los patrones de activación, junto con las restricciones temporales, deben ser
definidas para poder realizar análisis de planificabilidad y de rendimiento. Esta
información debe ser anotada por un experto de dominio, quien debe valorar y
conocer las diferentes situaciones en las que el sistema tiene que trabajar. En
concreto, debe especificar cada uno de los eventos de naturaleza de interrupción
o temporización, especificando la naturaleza del evento con uno de los patrones
de activaciones que se definen en este modelo, como son periódico, esporádico y
de ráfaga. Además, el experto de dominio extraerá de los requisitos del sistema
las restricciones temporales.
3.5.12. Transactional Platform Configuration Model
El modelo TSAMPlatform no puede ser transformado desde el modelo TSDM.
Este modelo tiene que ser definido mediante otros modelos, en particular debe
ser tarea del desarrollador de la plataforma. No hemos propuesto una transfor-
mación en la versión presentada en esta Tesis Doctoral. Actualmente se anota
manualmente. La anotación recomendada de sus parámetros debe realizarse
mediante el uso de plataformas ya calificadas, como es el caso de sistemas ope-
rativos, como la versión de EdiSoft de RTEMS o placas calificadas de algunas
versiones comerciales, como son el caso de las placas de Aeroflex Cobham Gais-
ler (2015). Cada uno de los parámetros deberá ser anotado con WCET.
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3.5.13. Situaciones de tiempo real
Estas situaciones permiten vertebrar estrategias de análisis. Su anotación
es manual, ya que la información del modelo diseño no la contiene, al menos
de una manera explícita. Con ella podemos dividir las reacciones del sistema
dependiendo de las situaciones a las que se enfrenta. Por ejemplo, en sistemas
empotrados es común tener situaciones nominales, de configuración del sistema,
o sistema degradado. Todos estos casos suelen tener comportamientos exclusivos
que sólo se dan durante ese estado. Con las situaciones de tiempo real podemos
generar modelos de análisis exclusivos de conjuntos de situaciones de tiempo
real. Además se pueden especificar patrones de composiciones de reacciones a
eventos por parte del sistema. Estas estrategias permiten definir qué reacciones
son compatibles o no dependiendo de los propios patrones de activación. En el
siguiente capítulo veremos cómo las situaciones de tiempo real son usadas para
definir reacciones en modo ráfaga, típicas en la gestión de telecomandos, y cómo
se pueden definir situaciones que optimizan las reacciones que contienen gestión
de errores.
En las subsecciones anteriores nos hemos centrado en cada uno de los mode-
los concretos del TSAM, definiendo la transformación o una definición manual.
En este caso las situaciones de tiempo real se definen en varios modelos, pero lo
tratamos como un elemento independiente. Los modelos donde se definen son
TSAMComponent y el TSAMRTRequirement. En el modelo TSAMComponent
el experto de dominio etiquetará con una o varias situaciones de tiempo real
los TSAMMessageHandler. En el modelo TSAMRTRequirement se etiqueta me-
diante cada evento con una o varias de las situaciones válidas para ese evento
TEvent.
3.5.14. Resumen
En esta sección se mostró el modelo TSAM, junto con la transformación
desde el modelo TSDM al modelo TSAM. En donde el modelo TSAM es:
Un modelo orientado al análisis basado en el paradigma CBSE.
Un modelo que describe las reacciones de cada componente como una
secuencia de acciones de naturaleza explícita mediante los TSAMMessa-
geHandlerItem.
Un modelo que describe por cada función de una manera explícita, ya sea
función asociada a librería o embebida en las reacciones de los componen-
tes.
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Un modelo donde cada rama AST es anotada con las propiedades EFP.
Hemos podido ver cómo de cercana es la distancia entre los modelos TSDM
y el modelo TSAM, donde todos los elementos son equivalentes menos en la
relación entre el código y las anotaciones. Desde los modelos TSDM se generan
los modelos TSAM, y desde el código embebido en los componentes y que con-
forman las librerías es analizado y transformado en sus correspondientes AST,
una vez que han sido generados todos estos modelos.




Modelo de análisis de
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4.1. Introducción
En este capítulo abordamos la integración de un modelo de análisis de pla-
nificabilidad dentro del proceso propuesto en esta Tesis Doctoral. En la imagen
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4.1 mostramos un típico proceso en V donde se aprecian los elementos que
discutimos en este capítulo. Vemos que a partir del modelo transaccional, en
particular el modelo TSAM, se genera el modelo de análisis MAST. El modelo
y la transformación que se define en este capítulo corresponden a una fase de
validación de sistemas, en particular generamos un modelo que permite poder
validar las restricciones temporales.
En la imagen 4.2 mostramos los modelos y las transformaciones tratados
en este capítulo. Vemos que la transformación parte de un modelo orientado
al análisis TSAM, generando el modelo MAST. Este modelo TSAM tiene que
tener todos sus elementos anotados, como es el caso de tiempos asociados a las
respuestas de los componentes, librerías de servicio y tiempos asociados a la
plataforma.
El modelo de análisis de planificabilidad es uno de los objetivos marcados
para la reducción de costes propuesto en esta Tesis Doctoral. Gracias a la trans-
formación automática se genera un resultado exigido en el estándar ECSS-E-
ST-40C. En concreto, el objetivo que se cubre es:
«Generación del modelo de planificabilidad en conformidad con el estándar
ECSS-E-ST-40C».
Ambos modelos, el modelo TSAM y el modelo MAST, son modelos cer-
canos. Esta cercanía es patente en la definición de las reacciones del sistema
frente a eventos mediante transacciones del tipo run-to-completion. Este tipo de
transacciones una vez activadas deben de ser finalizadas.
Este capítulo se divide en las siguientes secciones. En la sección 4.2 hacemos
una introducción a la herramienta MAST. En la sección 4.3 se detallan las
transformaciones desde el modelo transaccional al modelo MAST. Por último, en
la sección 4.4 describimos estrategias de situaciones de tiempo real que permiten




MAST es una herramienta de código abierto que permite caracterizar análisis
de tiempos de sistemas de tiempo real. En concreto, la herramienta realiza los
siguientes análisis:






























Figura 4.1: Esquema del proceso y la cadena de transformaciones vistas en
este capítulo. Las transformaciones y modelos descritos en la figura permiten la
generación automática desde el modelo TSAM al modelo MAST.
Cálculo del tiempo de bloqueo, ¿cuál es el tiempo de bloqueo que produce
una determinada tarea o recurso compartido?
Análisis de sensibilidad, ¿cuánto tiempo de margen tenemos hasta sobre-
pasar la restricción temporal?
Asignación óptima de prioridades, ¿cuál es la configuración de prioridades
para las tareas que satisfacen las restricciones temporales?
Simulación, cálculo de la dispersión de los tiempos de respuesta.
MAST es una herramienta compatible con los estándares más comunes usa-
dos en la industria de software de tiempo real. Permite modelar el comporta-
miento de la Embedded Development Platform (EDP) del tiempo para platafor-
mas que están basadas en Ada, Portable Operating System Interface (POSIX)
e Integrated Modular Avionics (IMA), entre otras muchas.
MAST permite describir escenarios complejos como es el caso de sistemas
distribuidos. Describe sus nodos de procesamiento y la topología de comunica-
ción. Así se pueden realizar análisis de utilización e identificación de los cuellos
























de análisis y 
verificaciónGen
evidencias MAST
Figura 4.2: En este esquema vemos en qué punto de la transformación y sus
coordenadas estamos. En este capítulo sólo tratamos con modelos enmarcados
en el eje de análisis, en particular, con el modelo TSAM y el modelo MAST.
de botella. Esta utilización se describe en función del porcentaje de tiempo que
permite al sistema ser planificable, lo que posibilita identificar la flexibilidad
para aumentar la carga de procesamiento en nodos y puntos de la red.
Las herramientas provistas por MAST permiten realizar análisis de alterna-
tivas de diseño. Se pueden describir conjuntos de usos de sistema (Workload),
de los cuales podrán ser comparados sus resultados y elegir el más adecuado en
función de sus restricciones temporales y su rendimiento. Incluso pueden com-
pararse diferentes modelos de diseño identificando sus cuellos de botella, y su
flexibilidad a incrementos de carga de computación.
MAST es una herramienta que ha tenido un largo recorrido. Ha sido usada
con éxito en un gran número de proyectos. Proyectos en diferentes ramas de
los sistemas empotrados, como son el caso de telecomunicación, aviación, auto-
moción y espacio. Algunos de los proyectos más destacados son ASSERT(ESA,
2008), Ocarina, Chess(Montecchi y Lollini, 2011), TASTE(Perrotin et al., 2012).
En la última versión de MAST 2.0 ha sido incluida una descripción de mo-
delos de entrada y de salida mediante MDE, específicamente en la plataforma
EMF. Esta estrategia permitió con éxito al CTR generar una cadena de mode-
los anotados desde herramientas que usan el estándar UML-MARTE al modelo
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MAST. De esta manera, desde un modelo de diseño generan modelos MAST
equivalentes.
Los diferentes análisis más destacados del modelo MAST 2.0 son:
Análisis de planificabilidad usando estrategias de O set, los cuales están
basados en sistemas Response Time Analysis (RTA) con prioridades fijas.
Análisis de planificabilidad holístico para sistemas RTA con prioridades
fijas y Earliest Deadline First (EDF).
Análisis de planificabilidad clásico RTA (sistemas monoprocesador y prio-
ridades fijas).
Análisis de planificación EDF con asignación de prioridades RTA para
planificadores jerárquicos.
Análisis de planificación de planificadores jerárquicos basado en priorida-
des fijas y RTA.
Análisis de asignación de prioridades para RTA.
4.2.2. Modelo MAST 2.0
En esta sección realizamos una descripción del modelo de entrada, descrip-
ción del modelo de análisis, y el modelo salida, modelo de resultados de MAST.
En concreto el relativo a la versión 2.0. El modelo se divide en cinco elementos,
los cuales describimos a continuación:
Recursos de procesamiento, definición de la plataforma. Los elementos
que pueden ser definidos son: Central Process Unit (CPU) y temporiza-
dores.
Recursos compartidos, definición de accesos en exclusión mutua. Éstos
son configurados con diferentes protocolos de accesos a recursos compar-
tidos.
Recursos de planificación, definición de los parámetros de planifica-
ción. Por cada planificador se deberá especificar su política de planifi-
cación (prioridades fijas, EDF, etc.) junto con el rango de prioridades.
Además también se especifican los parámetros relativos a las latencias que
se introducen en el sistema.
























Figura 4.3: Transacción del modelo MAST. Se muestran los elementos típicos
que forman parte de una transacción en MAST. Una transacción está formada
por EventHandlers e InternalEvents. Los EventHandlers pueden ser de dife-
rente naturaleza. En la figura hemos especificado dos, los cuales son: Activity
y Multicast. El primero permite especificar operaciones que se ejecutan en la
transacción, el segundo permite modificar el flujo de la transacción. Los Inter-
nalEvent enlazan los EventHandler. Éstos, además, pueden tener asociados
requisitos temporales en forma de TimingRequirement. El evento ExternalE-
vent es el encargado de especificar el patrón de activación.
Operaciones, definición de las operaciones que son ejecutadas en el sis-
tema. Se definen accesos a zonas de exclusión mutua y sus perfiles de
tiempos de ejecución.
Transacciones, definición de los eventos que interactúan con el sistema.
Esta interacción del evento se define en función de cadenas de operaciones,
a las cuales se les asocian sus restricciones temporales. Se muestra un
ejemplo de transacción en la figura 4.3.
Para describir de una manera más amena y detallada cada uno de los elemen-
tos que hemos mencionado anteriormente, hemos definido un ejemplo mínimo.
El ejemplo, consta del caso típico productor/consumidor. El escenario son dos





El funcionamiento del ejemplo mínimo será el siguiente:
La tarea P produce un telecomando de una manera esporádica. Cada vez
que se recibe un telecomando externo, éste se procesa y se envía a la tarea
C para que sea ejecutado. El menor tiempo de llegada del telecomando es
de 1 segundo.
La tarea P envía un telecomando al recurso compartido RC.
La tarea P envía un mensaje a la tarea C comunicándole que hay un
telecomando que consumir.
La tarea C consume un telecomando del recurso compartido RC.
La plataforma sobre la que se ejecutará el sistema es un sistema monopro-
cesador, del cual tendremos en cuenta los posibles jitter y tiempos de ejecución.
En las siguientes secciones recorreremos cada elemento del modelo MAST
del sistema que hemos descrito.
Recursos de procesamiento
En nuestro caso la plataforma sobre la cual se ejecutará el software plantea-
do es un monoprocesador, como ya vimos. Los parámetros que tienen que ser
anotados en el modelo MAST son los siguientes:
Tiempo de la gestión del Interrupt Service Routine (ISR), en
nuestro caso configuramos el parámetro en 1 milisegundo.
Rango de prioridades válido, en este caso configuramos el rango de
prioridades entre 101 y 117 prioridades hardware —similar a sistemas
como Leon—.
Temporizadores del sistema, en este caso no configuramos ninguna
clase de temporizador.
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Recursos compartidos
Como hemos visto en el enunciado del ejemplo que hemos propuesto tiene
que ser definido un recurso compartido. Se define un recurso compartido con
un protocolo Priority Inheritance Mutex, como hemos visto, éste se denominará
RC.
Recursos de planificación
El planificador que vamos a usar en este ejemplo es de prioridades fijas,
donde el rango será de 1 a 100 prioridades. Además se deberá especificar el peor
cambio de contexto, el cual configuramos a 2 ms.
Operaciones
Se definen cuatro operaciones:
Recepción telecomando, ésta es la encargada de gestionar un teleco-
mando. Configuramos su WCET a 100 ms.
Depositar telecomando, se encarga de depositar un telecomando en
el recurso compartido RC. Configuramos su WCET a 50 ms. Además,
se accede al recurso compartido RC, accediéndose y liberándose en la
operación.
Capturar telecomando, se encarga de recolectar un telecomando del
recurso compartido RC. Configuramos su WCET a 50 ms. Configuramos
su WCET a 50 ms. Además, se accede al recurso compartido RC, acce-
diéndose y liberándose en la operación.
Ejecución telecomando, se encarga de ejecutar el telecomando. Confi-
guramos su WCET a 300 ms.
Transacciones
Hemos definido una transición que gestiona los telecomandos. El orden es
el siguiente, la tarea P recibe un telecomando, éste es depositado en el recurso
compartido RC, el cual está protegido por un mutex. Una vez que ha sido
depositado el telecomando, la tarea C despierta, recoge el telecomando y lo
ejecuta. También hemos definido una restricción temporal. La restricción está
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asociada al evento interno Final. Ésta se encuentra configurada a 700 ms. En la





















Figura 4.4: Transacción MAST del modelo de ejemplo propuesto.
Resultados de la herramienta MAST
Los resultados que presentamos son los relativos al análisis de planificabi-
lidad, donde los resultados que obtenemos corresponden a una asignación de
prioridades óptima, los tiempos de respuesta de las transacciones y a la suscep-
tibilidad de los tiempos de respuesta.
Prioridades válidas para las tareas




El tiempo de respuesta para la única transacción es de 506 ms. Esto está
por debajo del deadline —-el cual es 700 ms— por lo que podemos afirmar que
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las restricciones del sistema que hemos planteado cumple con las restricciones
de tiempo.
Susceptibilidad de los tiempos de respuesta
Para concluir el ejemplo comprobaremos la sensibilidad de los tiempos de
respuesta. La susceptibilidad de la única transacción definida en el sistema es
del 39,84 %. Esto significa que podemos aumentar en ese porcentaje el tiempo
de respuesta de la transacción sin que violemos la restricción temporal de la
misma.
4.3. Transformación desde TSAM a MAST
La transformación desde el modelo TSAM al modelo MAST contiene varias
perspectivas:




Elemento TSAM. Elemento MAST.
Recursos de
procesamiento.
Recurso procesamiento: RPi. Se generan todos los paráme-
tros asociados al RPi, la trans-
formación sólo define monopro-
cesador.
Por cada TMTicker. Se genera un Ticker, se especi-
fican sobrecarga y periodo.
Por cada TMAlarmClock. Se genera un One-shot, se es-
pecifica la sobrecarga.
Sólo hay un único RPi. Se genera un ProcessingRe-
source del tipo RegularPro-
cessor, se especifica el Timer
asociado, ISRSwitch, rango de
prioridades de interrupción.
Planificador. Planificador: ScHi. Se definen todos los elementos
asociados al ScHi.
La clase TMPrimaryScheduler. Genera la PrimaryScheduler,
se asocia el ProcessingResour-
ce, los parámetros que se trans-
forman son: rango de priorida-
des y el cambio de contexto, só-
lo se define un único planifica-
dor.
continúa





Elemento TSAM. Elemento MAST.
Recursos com-
partidos.
Recurso Compartido: RCi. Se define un SharedResource.
Si está configurado el proto-
colo TMMutexCeiling, por cada
TSAMComponent del tipo proac-
tivo o reactivo.
Se genera un InmediateCei-
lingMutex.
Si está configurado el proto-
colo TMMutexCeiling, por cada





Recurso Planificación: RP Si. Por cada TSAMComponent del ti-
po proactivo o reactivo se gene-
ra un RP Si.
TSAMComponent Proactivo. Se genera un ThreadSchedu-
ler.
TSAMComponent Reactivo. Se genera un ThreadSchedu-
ler.
Operaciones. Operaciones: Opi. Por cada TSAMMessageHandle-
rItem se genera una Opi.
Por cada TSAMMHiDataHandler. Se genera una SimpleOpera-
tion.
Por cada TSAMMHiAction. Se genera una SimpleOpera-
tion.
Por cada TSAMMHiSend. Se genera una SimpleOpera-
tion.
Por cada TSAMMHiInvoke. Se genera una SimpleOpera-
tion.




Se genera un conjunto de Com-
positeOperation:





que contienen un SRi
relativo al TSAMCompo-
nent al que pertenece el
TSAMAsynchMsgHandler.
continúa





Elemento TSAM. Elemento MAST.
Por cada TSAMSynchMsg-
Handler.
Se genera una CompositeOpe-
ration formada por:
Las SimpleOperations
relativas a los TSAMMes-
sageHandlerItems.
Por dos SimpleOpera-
tions que contienen un
SRi relativo al TSAM-
Component al que perte-
nece el TSAMAsynchMsg-
Handler.
Transacciones. Transacción: T ri. Por cada TEvent se genera una
T ri.
Por cada evento TEvent del ti-
po TBusrtyEventPatter.
Se genera BurstyEvent.
Por cada evento TEvent del ti-
po TSporadicEventPatter.
Se genera SporadicEvent.
Por cada evento TEvent del ti-
po TPeriodicEventPattern.
Se genera PeriodicEvent.
Se navega partiendo de cada
TEvent por cada TSAMMHiSend
y por cada TSAMMHiInvoke.
Se forma una transacción nue-
va.
Por cada TSAMMHiSend y por
cada TSAMMHiInvoke.
Se define un InternalEvent del
tipo Fork.
Por cada TDeadline. Se genera un HardDeadline so-
bre el InternalEvent específi-
co.
Definición de la plataforma con sus propiedades EFP (switch context ti-
me, interrupt service request, release y adquire mutex, etc.), políticas de
planificación y protocolos de inversión de prioridad. Estos parámetros se
definen en TSAM en el modelo TSAMPlatform.
Definición de las operaciones, las operaciones MAST se crean a partir
de los elementos que describen las reacciones en en los TSAMComponent
TSAMMessageHandlerItem y de las funciones asociadas en las librerías
TSAMSAP.
Definición de los eventos, transacciones y restricciones temporales. Los
patrones de activación asociados al evento en el modelo TSAM se deta-
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llan en el modelo TSAMRTRequirement y la transacción se compone gracias
a los modelos TSAMComponent y TSAMSL, que define la reacción frente al
evento. Las cadenas de TSAMMessageHandlerItem y llamadas TSAMSAP se
transforman en una transacción con sus operaciones equivalentes del mo-
delo MAST. Las restricciones temporales se definen en el modelo TSAMR-
TRequirement. Se describen mediante un TSAMMessageHandlerItem y la
información relativa a la restricción.
Para generar todas las perspectivas hemos dividido la transformación en
seis etapas. Éstas se muestran en la figura 4.5. Cada una de las etapas está
dedicada a generar un elemento específico del modelo de MAST resultante. La
transformación se ha organizado empleando un archivo QVTO para cada paso.
Todas ellas toman el modelo TSAM como entrada. Estas etapas son explicadas
en las siguientes secciones. Un resumen de la transformación se muestra en el
cuadro 4.3.
4.3.1. Recursos de procesamiento
La primera transformación es la relativa a la generación del modelo de MAST
del hardware. En nuestro caso, definimos el procesador y el hardware que dan
soporte a los servicios de temporización. En concreto, este modelo incluye la
información relativa a la frecuencia del microprocesador, el tiempo de latencia
de interrupción, el rango de prioridad de las interrupciones y la caracterización
de la frecuencia del reloj monotónico de la plataforma. Además, incluye una
abstracción para modelar el hardware que da soporte a la programación de
eventos en el tiempo, que puede ser de tipo alarma (ticker) o one-shot. Los datos
de entrada se toman del modelo de descripción de la plataforma (TSAMPlatform)
incluida en el TSAM.
4.3.2. Planificador
En la siguiente etapa de transformación se genera el planificador del modelo
MAST. Tienen que ser especificados varios parámetros, tales como el tiempo de
latencia de cambio de contexto o el rango de prioridad de la tarea. Al igual que
en la primera transformación, la información de entrada se extrae del modelo
TSAM, en concreto el modelo TSAMPlatform.




















Figura 4.5: Transformación desde el modelo TSAM al MAST. Ésta consta de un
total de 6 pasos que corresponden a cada uno de los elementos que componen
el modelo MAST.
Recursos compartidos
En esta etapa transformamos los recursos compartidos MAST. La transfor-
mación crea un recurso compartido por cada instancia de componente. Si el
componente es del tipo proactivo o reactivo, se crea un recurso compartido del
modelo MAST que tiene la misión de modelar el acceso a la cola de mensajes
del componente —de tal manera que los mensajes se consumen de una manera
secuencial—. Por otro lado, si la instancia es de un componente del tipo re-
curso compartido —recurso compartido definido en el modelo de componentes
del modelo transaccional—, el elemento recurso compartido que se genera tiene
como objetivo modelar el acceso al propio componente. Los recursos comparti-
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dos generados deben estar protegidos con uno de los protocolos de acceso que
evitan fenómenos relativos a la inversión de prioridad. Ejemplos de estos pro-
tocolos son los del tipo techo prioridad inmediato (Goodenough y Sha, 1988) o
los protocolos de herencia de prioridad (Sha et al., 1990). Esta información se
extrae de los modelos de descripción de plataforma.
Recursos de planificación
En esta etapa de transformación, se definen los servidores de planificación
scheduling server del modelo MAST. Por cada instancia de componente, ya sea
proactiva o reactiva, se crea un servidor de planificación para modelar la tarea
subyacente que implementa su funcionalidad. Además, la tarea que ejecuta los
elementos Bottom-halves asociados a las interrupciones y eventos de temporiza-
ción también se modelan con esta abstracción. Dependiendo de la configuración
del run-time component de EDROOM, la gestión de los Bottom-halves puede
gestionarse bien con una tarea para todos los Bottom-halves o con una tarea
para cada uno de los Bottom-halves. En el primer caso, un único servidor de
planificación es creado mientras que para la segunda opción habrá una tarea
por cada Bottom-half. La información sobre la configuración del run-time, así
como la prioridad de los diferentes eventos, se extrae de los modelos TSAMRTRe-
quirement y del modelo TSAMPlatform.
Operaciones
Tras la generación de los recursos de planificación schedulable resources, ge-
neraremos las operaciones MAST. Estas abstracciones se usan para modelar
las demandas de recursos computacionales en términos de la cantidad de tiem-
po de ejecución que consumen. El modelo MAST tiene capacidad de definir
las operaciones de una manera agregada jerárquicamente. Éstas son llamadas
operaciones compuestas (composite operations ), que se definen como un con-
junto ordenado de operaciones simples o de otras operaciones compuestas. Los
manejadores de mensajes asíncronos de componentes proactivos y reactivos se
modelan como una composición de operaciones compuestas y simples. Su trans-
formación es más compleja que las anteriores, de tal manera que, por claridad,
descomponemos su transformación en los siguientes pasos:
En primer lugar, se crean dos operaciones simples que modelan el bloqueo
y desbloqueo, respectivamente, del recurso compartido correspondiente al
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Figura 4.6: Transformación de las operaciones desde el modelo TSAM al modelo
MAST.
componente que define el manejador de mensajes asíncrono. Estas opera-
ciones están situadas al principio y al final de toda la cadena de operaciones
que forman la operación compuesta. Los tiempos de ejecución asignados
a estas operaciones se estiman y especifican en el modelo de configuración
de la plataforma TSAMPlatform de MAST a nivel global.
Un manejador de mensajes asíncrono TSAMAsynchMsgHandler se descom-
pone en una secuencia de manejadores básicos ( TSAMBasicHandler ) que
son, a su vez, formadas por una secuencia de elementos TSAMMessageHand-
lerItem. En esta parte del proceso de transformación, se genera una ope-
ración simple por cada uno de estos elementos TSAMMessageHandlerI-
tems. La cantidad de tiempo de procesamiento asignado a las operaciones
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simples es el WCET, anotada en el modelo TACode relativo al TSAMMes-
sageHandlerItem ,1 y el WCET asociado a las demandas de cada uno de
los SAP realizadas por TSAMMessageHandlerItem, entonces el WCET re-
sultante es la suma del WCET TSAMMessageHandlerItem y las llamadas
a los SAP.
Una vez que las operaciones simples que modelan los diferentes TSAMMes-
sageHandlerItem de TSAMBasicHandlers se han generado, éstos se agru-
pan en las operaciones compuestas. Esta agrupación se realiza de acuerdo
con el siguiente criterio: una operación compuesta debe terminar, de tal
manera que otra se inicia cuando una operación simple modela una opera-
ción de envío, ya sea de naturaleza TSAMMHiSend o TSAMMHiInvoke. Este
proceso de agrupación se denomina composición de operaciones simples
asociadas a los manejadores básicos que denominaremos Basic Handler-
Simple Operation (BH-SOP).
Por último, se realiza otro proceso de composición, etiquetado, denomina-
dos Asynchronous Message Handler-Operation Composition (AMH-OC).
En este caso, las operaciones resultantes obtenidas de los diferentes mane-
jadores básicos, ya sean simples o compuestos, se reagrupan y son dispues-
tas siguiendo los mismos criterios que se utilizan para el BH-SOP. Este
nuevo nivel de composición tiene como único objetivo reducir los elementos
que después forman parte de las transacciones.
La figura 4.6 muestra un ejemplo de una asignación entre un TSAMAsynchMsg-
Handler y su modelo de MAST correspondiente. El manejador de mensajes está
formado por una secuencia de tres manejadores básicos, los cuales son: MSGBH1,
MSGBH2 y MSGBH3, que a su vez están formados por una serie de elementos, tales
como acciones, envíos asíncronos (sends) y envíos síncronos (invokes). Como se
ha descrito anteriormente, la transformación se divide en una serie de pasos.
En el primer paso del proceso, se crean las operaciones simples que modelan el
acceso a los recursos compartidos del componente. Estas operaciones se pueden
ver en la figura 4.6 con los nombres Cmp_Sop_Mutex_Lock y Cmp_Sop_Mutex_-
Unlock.
En la siguiente parte del proceso, los elementos de los manejadores básicos
de mensajes TSAMBasicHandler serán transformados en las operaciones simples
1El TACode modela las distintas ramas que puede tener el código, y las dependencias de los
SAPs de cada rama. Para calcular el WCET del TSAMMessageHandlerItem, primero se calcula
el WCET de cada SAP y a partir de esos cálculos se calcula el WCET de cada rama y se
toma el máximo.
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Simple_Operations de MAST. Por ejemplo, el elemento TSAMMHiDataHand-
ler, cuya naturaleza es un elemento básico del manejador denominado MSGBH1,
se transformará en la operación BH_Sop_MsgDataHandler_BH1. El resto de las
operaciones simples están situadas en la columna más a la derecha de la figura.
Después de que todas las operaciones simples hayan sido definidas, tiene
lugar el proceso de agrupación del tipo BH-SOP. Como se puede observar en la
figura, las operaciones sencillas están agrupadas siguiendo los criterios reseñados
anteriormente para formar los grupos: MSGBH1_CO_1, MSGBH1_CO_2, MSGBH2_-
CO_1 y MSGBH3_CO_1.
En la última etapa de la transformación, el proceso de agrupación AMH-
OC reúne las operaciones compuestas de los diferentes manejadores básicos,
siguiendo los mismos criterios utilizados en el proceso de agrupación anterior. En
el ejemplo de la figura, las operaciones compuestas resultantes se muestran en la
columna llamada operación de composición AMH. Estas operaciones compuestas
son ASMH_CO_1, las cuales contienen las operaciones básicas Cmp_Sop_Mutex_-
Lock, la operación compuesta MSGBH1_CO_1, además de la operación ASMH_CO_2,
que agrupa las operaciones de MSGBH2_CO_1 y MSGBH3_CO_1.
4.3.3. Transacción
La última etapa del proceso de transformación abarca la definición de la
transacción del modelo de MAST, que especifica los eventos que tienen lugar
en el sistema y los manejadores de eventos (event handlers). Un manejador de
eventos representa una acción que se activa a la llegada de un evento en parti-
cular, o un grupo de eventos —esto dependerá de la naturaleza del patrón de
activación—. Hay dos tipos principales de elementos que componen la transac-
ción: Activity y manejadores de flujo de control (control flow handlers). Una
Activity representa la ejecución de una operación por un recurso planificable,
en un recurso de procesamiento, y con algunos parámetros de planificación asig-
nados. Por otro lado, los manejadores de flujo de control se utilizan para generar
diferentes eventos internos de salida y, por lo tanto, modificar, dependiendo de
su tipo, la trayectoria de la transacción. Un ejemplo de este tipo de manejado-
res de eventos es el manejador del tipo branch, que define una entrada y un
conjunto de eventos de salida, generando un evento en sólo una de sus salidas
cada vez que llega un evento de entrada —se pueden asignar distribuciones—.
Para cada evento definido en el modelo de los requisitos de tiempo real TSAMR-
TRequirements se define una transacción del modelo MAST. Los manejadores
de eventos se definen de acuerdo con las siguientes reglas:
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La cardinalidad de los TSAMMessageHandler conectados a la recepción de
un mensaje particular es mayor que uno, un manejador de flujo de control
del tipo branch en el que cada una de las salidas representará los posi-
bles flujos de ejecución. Hay que tener en cuenta que las transacciones
se construirán en función de una situación de tiempo real. Sólo aquellos,
TSAMMessageHandler anotados con la situación de tiempo real válida se-
rán usados en la composición de una transacción.
Cada manejador de mensajes se compone de un conjunto de pasos. Los
pasos están formado por las operaciones que ejecutan, recursos comparti-
dos a los que se accede o se libera y el servidor de planificación en el cual
se ejecutan las operaciones.
Cuando un manejador de mensajes incluye el envío de un mensaje asín-
crono, en la transacción se introduce un manejador de flujo de control del
tipo fork, que tiene dos salidas. Cada vez que el fork es alcanzado por el
flujo, el manejador de eventos interno genera un evento en cada una de
las dos salidas al mismo tiempo. Este elemento del modelo se utiliza para
representar el envío de mensajes asíncronos, de tal manera que el flujo
del servidor de planificación actual continúa su ejecución mientras que al
mismo tiempo se encarga de la programación de la recepción.
Cada envío de un mensaje síncrono estará representado por tres maneja-
dores de paso (handler step), uno para la operación de invocación, otro
para la ejecución de la operación síncrona y otro que representa el ma-
nejo del mensaje de respuesta (message reply) por el recurso compartido.
Hay que tener en cuenta que la transformación de los mensajes síncronos
TSAMSynchMsgHandler implementada por componentes reactivos o recur-
so compartido difieren en un aspecto. Los componentes reactivos tienen
asociado un hilo de ejecución, cosa que los recursos compartidos no tienen.
Esto se traduce en que la transacción definirá un EventHandler del tipo
Fork para modelar el TSAMSynchMsgHandler gestionándose en paralelo en
otro recurso de planificación. En caso de que sea un recurso compartido,
el elemento Fork no se añade a la transacción y estas operaciones son
introducidas en el mismo flujo.
Los elementos del tipo TSAMMHiSend y del tipo TSAMMHiInvoke se resuel-
ven mediante las conexiones que hay detrás de cada envío. De esta mane-
ra la transacción se compondrá de todos los elementos que satisfacen la
respuesta a un evento, elementos que están separados en diferentes com-
ponentes.
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4.3.4. Restricciones temporales
Las restricciones temporales indican restricciones asociadas a un punto en
la transacción. En el modelo TSAM son especificadas en el modelo TSAMRTRe-
quirement. Los deadlines se establecen sobre un TSAMMessageHandlerItem,
para un determinado TSAMBasicHandler —esto es debido a que un TSAMMes-
sageHandlerItem puede ser definido en varias secuencias—, pero un deadline
se asocia a una reacción determinada. Estas restricciones se especifican en el
modelo MAST con la asociación de un LocalDeadline al InternalEvent co-
rrespondiente.
4.4. Descripción de las situaciones de tiempo
real
No todas las expresiones del lenguaje MAST están disponibles para todas
las herramientas de la suite. Entre estas expresiones se encuentra el operador
Branch, el cual no está disponible para las herramientas de análisis, aunque sí
para las de simulación. Éste es el mismo operador que hemos usado en las trans-
formaciones para especificar que un mismo mensaje recibido por un componente
puede tener más de un tipo de reacción.
Las situaciones de tiempo real permiten clasificar las reacciones de los com-
ponentes y los eventos. Éstas se definen y se asignan de una manera fácil median-
te etiquetas que denominamos TSAMRealTimeSituations. Por ejemplo, para un
determinado evento TEvent podemos asignar diferentes etiquetas; las reacciones
por parte del sistema sólo podrán ser aquellas que tienen las mismas etiquetas.
Cuando hablamos de reacciones nos referimos a los TSAMMessageHandlers.
Para que la transformación se habilite a un modelo que soporte el análisis
de planificabilidad, todas las reacciones a un mismo mensaje tienen que ser
clasificadas en función de su situación de tiempo real, de tal manera que no
puede haber más que una rama en un punto de elección etiquetado con la misma
situación de tiempo real. Ésto permite usar las herramientas de MAST relativas
al análisis de planificabilidad, si por contra no se cumple esta restricción, sólo
se podrá usar el simulador JSimMAST.
Cada evento tiene la posibilidad de definir, mediante etiquetas de situaciones
de tiempo real, los manejadores de eventos, que son los correspondientes para un
determinado evento en una determinada situación de tiempo real, de tal manera
que cuando se componga la transacción sólo los TSAMMessageHandler que estén
etiquetados con las mismas situaciones de tiempo real formarán parte del flujo.
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Hay situaciones de tiempo real típicas, como son las relacionadas con los mo-
dos de funcionamiento del sistema. Un sistema puede tener distintos modos de
trabajo, en los que se activen distintos eventos, o se dan diferentes respuestas a
los mismos eventos por parte de los componentes. Las situaciones de tiempo real
nos permiten definir estrategias de análisis con las cuales caracterizar, por ejem-
plo, sólo las peores reacciones, de tal manera que el análisis de planificabilidad
se valide para la peor situación.
Hemos descrito dos estrategias de etiquetado entre estas situaciones de tiem-
po real ligadas al análisis. El primer patrón lo denominamos gestión por inte-
rrupción y el segundo patrón se denomina gestión por sondeo. Son dos tipos de
situaciones típicas en software de unidades de control embarcadas en satélite y
de amplio uso en otras áreas también relacionadas con los sistemas de tiempo
real.
Figura 4.7: Generalización del patrón por interrupción.
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Figura 4.8: Patrón de interrupción con supervisor.
4.4.1. Patrón de gestión de evento por interrupción
El patrón de gestión por interrupción describe un comportamiento en el cual
el objetivo del módulo es la gestión de un conjunto de eventos que son registra-
dos por una tarea externa —por ejemplo, mensajes recibidos por el servicio de
comunicaciones—. Para cada evento, se realiza una actividad de gestión espe-
cífica, y se define un plazo específico para su ejecución. Este patrón se muestra
de manera conceptual en la figura 4.7 y la implementación, en la figura 4.8,
donde podemos observar que pueden ser recibidas diferentes interrupciones, las
cuales son gestionadas por un gestor y, dependiendo del tipo de excepción, és-
tas pueden ser gestionadas por diferentes hilos y acciones. La implementación
muestra una cola con información que dependiendo del tipo de evento indica
cómo gestionar la información en la cola.
Para la implementación correcta de este patrón en MAST se deberá definir
un evento por cada gestión. En el caso mostrado en la figura 4.9 se muestra un
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Figura 4.9: Descripción del problema con el patrón.
modelo MAST. El modelo demultiplexado se muestra en la figura 4.10. Podemos
ver cómo el evento se transforma en cada una de las posibles gestiones que
pueden llevarse a cabo. Los parámetros relativos al patrón de activación serán
los de cada gestión por separado. Por ejemplo, en caso de que el evento sea
del tipo ráfaga se demultiplexará en los parámetros de los nuevos eventos. Por
ejemplo, la suma del número máximo de eventos demultiplexados será igual al
evento.
Implementación en el modelo TSAM
Para generar un modelo MAST con estas propiedades hay que configurar el
modelo TSAM de la siguiente manera. Cada TSAMMessageHandler perteneciente
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a cada una de las gestiones es anotado con una situación de tiempo real, por
ejemplo, con un nombre descriptivo de la gestión. Cuando se definen los eventos
para cada gestión en el modelo TSAMRTRequirement cada uno deberá especificar
los TSAMMessageHandler válidos que corresponden a la situación de tiempo
real relativa a su gestión. Esta configuración dará un modelo MAST con las
propiedades anteriormente descritas.
Figura 4.10: Patrón por interrupción. Aplicación del patrón.
4.4.2. Patrón de gestión de eventos por sondeo
El segundo tipo de patrón del que hemos hablado es el que corresponde al ma-
nejo de eventos por sondeo. El objetivo del módulo es la gestión de un conjunto
de situaciones de excepción que son registradas por otras tareas de la aplicación.
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Las excepciones son registradas en una lista cuyo acceso está protegido por un
mutex ExceptionMutex. Las situaciones de excepción son gestionadas por una
tarea de sondeo que se activa periódicamente cada cierto tiempo, resolviendo
una excepción por cada activación.
Para la implementación correcta de este patrón en MAST se deberá definir
un evento para la acción de gestión del sondeo y un evento por cada suceso
de manejo de excepción. En el caso mostrado en la figura 4.9 se muestra un
modelo MAST simplificado. El modelo demultiplexado se muestra en la figura
4.10, podemos ver el evento de gestión del sondeo y un conjunto de evento de
gestión de excepciones. Los parámetros relativos al patrón de activación para
el evento de sondeo son los especificados, mientras que para el resto de eventos
de excepción, por ejemplo patrón de activación esporádico, es el tiempo mínimo
para la excepción.
Implementación en el modelo TSAM
Para generar un modelo MAST analizable con estas propiedades hay que
configurar el modelo TSAM de la siguiente manera. Al TSAMMessageHandler
asociado a la ejecución sin errores se le etiqueta con una situación de tiempo
real. El resto que contemplan situaciones de tiempo real de errores son etiquetas
con el sufijo de error. Al TSAMMessageHandler encargado de la gestión de las
excepciones se le asigna un evento externo, con un patrón del tipo esporádico
configurado con el menor tiempo de excepciones que aparecen en el sistema.
Esta configuración da lugar a un modelo MAST.
4.4.3. Ejemplo de los patrones de las situaciones de tiem-
po real
Para poder ilustrar los anteriores patrones planteamos un ejemplo ilustra-
tivo. Un sistema que debe gestionar dos tipos de telecomandos, los cuales son
notificados por interrupción y depositados en un bu er. Además deberá, de una
manera periódica, recolectar una serie de valores; en caso de error, un conjunto
de acciones tienen que ser llevadas a cabo.
El ejemplo, muestra claramente los dos patrones que hemos expuesto an-
teriormente. El caso de los telecomandos corresponde al patrón de evento de
gestión por interrupción 4.4.1, y el caso de la comprobación corresponde al
patrón de gestión de eventos por sondeo 4.4.2. Un primer modelo MAST es
mostrado en la imagen 4.11.
La implementación se basa en los siguientes mecanismos:
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Figura 4.11: Patrón por interrupción. Aplicación del patrón.
Un EventSource registra los eventos que genera en una única cola FIFO
de eventos pendientes de ser tratados (PendingQueue).
Tras la generación de cada evento, EventSource realiza una activación de
la tarea de supervisión de eventos (EventSupervisor).
La tarea de supervisión identifica la naturaleza del evento, y en función de
ella delega en una tarea específica (Handler_ev1,Handler_ev2, Hand-
ler_ev3 ) su tratamiento con la prioridad requerida.
La implementación se basa en mecanismos justificados en:
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Una tarea PollingTaskque se activa periódicamente (cada 2 segundos).
Lee si existe alguna excepción pendiente. En caso positivo la identifica y,
en caso negativo, finaliza.
En función del tipo de excepción realiza una operación diferente en un
thread diferente, denominado ExceptionThread.
Toda la actividad generada la tiene que ejecutar antes de la siguiente
activación.
4.5. Limitaciones y restricciones
Unas de las limitaciones más significativas es la sobreestimación por la propia
composición. La suma de todos los WCET puede contener situaciones en el
hardware que no son posibles. Esta sobreestimación no se tendría con un análisis
a nivel de transacción y no de las partes de la transacción, pero hemos visto
las ventajas que reportan las propiedades de composability y compositionality.
Además esta sobreestimación no suele ser muy significativa.
La herramienta no permite definir elementos Multicast del tipo Branch.
La actual versión de MAST 2.0 no soporta este tipo de EventHandler. Esto
significa que debemos usar las situaciones de tiempo real para forzar que no se
generen elementos del tipo Branch.
Elementos anotados de una manera manual desde el modelo TSAM pueden
ser no coherentes. Por ejemplo, la introducción de fenómenos en la plataforma
que alteran el resultado del análisis de planificabilidad. La coherencia entre el
modelo de análisis y el sistema final desplegado en la plataforma se subsana con
el proceso de verificación que se presenta en el Capítulo 6.
4.6. Resultados MAST
Los resultados que obtenemos de la herramienta MAST a partir de la pro-
yección realizada desde el modelo TSAM se especifican a continuación:
Restricciones temporales, por cada restricción definida en el modelo
TSAMRTRequirement se especifica si se cumple o no.
Tiempos de respuesta, por cada TEvent y TSAMMessageHandler viene
especificado su peor tiempo de repuesta.
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Análisis de sensibilidad, por cada TEvent y TSAMMessageHandler se
especifica la sensbilidad de su tiempo de respuesta en términos de margen
para que no se cumplan las restricciones de tiempo real.
Prioridad de los componentes-tareas, por cada TSAMComponent se
especifica una prioridad válida por la cual se respetan las restricciones de
tiempo real.
En el capitulo 7 mostramos un ejemplo de la generación automática del
análisis de planificabilidad —modelo MAST— a partir del modelo de diseño
formal de la ICUSW.
Capítulo 5
Modelo de análisis de
rendimiento
Si no puedo persuadir a los dioses
del cielo, moveré a los de los
infiernos.
P. Virgilio
El optimismo es un riesgo laboral




En este capítulo abordamos la integración de un modelo de rendimiento.
Con este propósito fue elegida la suite Palladio WorkBench. En la imagen 5.1
mostramos un típico proceso en V donde destacamos los modelos y transforma-
ciones que son definidas en este capítulo. Podemos ver que a partir del modelo
transaccional, específicamente el modelo TSAM, se genera el modelo equivalente
PCM. Este modelo se sitúa en la fase de validación de sistemas, permitiéndo-
nos corroborar las restricciones temporales. En este capítulo la naturaleza de los
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modelos que abordamos son de análisis. En la imagen 5.2 se muestran cuáles son
los modelos y transformaciones del proceso que son definidos. Podemos ver que
la transformación parte de un modelo orientado al análisis, generando el modelo
PCM. El modelo usado para generar el modelo PCM es un modelo TSAM ano-
tado. Este modelo TSAM tiene que tener todos sus elementos anotados, como
es el caso de tiempos asociados a las respuestas de los componentes, librerías de
servicio y tiempos asociados a la plataforma.
El modelo de análisis de rendimiento es uno de los objetivos marcados para
la reducción de los costes económicos, propuesto en esta Tesis Doctoral. Gracias
a la transformación automática se genera un modelo que permite verificar las
restricciones temporales desde una perspectiva de simulación. En concreto, el






























Figura 5.1: Esquema de la transformación de la generación del análisis de pla-
nificabilidad.
«Generación del análisis de rendimiento en conformidad con el estándar
ECSS-E-ST-40C. Este modelo de análisis de planificabilidad deberá ser
generado a partir del modelo de diseño».





























Figura 5.2: En este esquema podemos ver en qué punto de la transformación y
sus coordenadas estamos. En este capítulo sólo tratamos con modelos de análisis,
en particular con el modelo TSAM y el modelo PCM.
5.2. Introducción del modelo PCM-RT
Hay un gran número de herramientas que proveen análisis de rendimiento de
sistemas basados en componentes. Palladio es una de ellas (Becker et al., 2009).
Aunque no ha sido diseñada con el propósito de analizar software de sistemas
empotrados, donde se aplica con frecuencia la planificación con prioridades fijas,
puede ser extendida gracias a su arquitectura. El principal objetivo de este ca-
pítulo es habilitar la herramienta Palladio WorkBench para su uso en el análisis
de sistemas multitarea con planificación basada en prioridades fijas, e integrarla
en el proceso que describimos en esta Tesis Doctoral.
Una de las principales características de Palladio es resolver la discontinuidad
semántica que existe entre los modelos de análisis y el modelo de implementa-
ción de las aplicaciones. Para resolverlo define un modelo descriptivo, llamado
PCM, el cual provee un punto de vista que es más cercano a la perspectiva del
desarrollador que a la del propio modelo de análisis per se. Este modelo es, por
sí mismo, un modelo detallado de diseño de la aplicación que facilita su poste-
rior implementación. El componente y los recursos modelados en PCM pueden
ser anotados con la información relativa a su rendimiento, y a otros aspectos
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tales como mantenibilidad, fiabilidad o coste. En la terminología de Palladio,
estas EFP constituyen las llamadas quality dimensions, con las cuales el siste-
ma es analizado. El Paladio WorkBench incluye un conjunto de solvers, basado
principalmente en analizadores y simuladores. Estos permiten calcular uno o
más EFP modeladas en la aplicación. Cada solver define su propio modelo de
análisis, y el WorkBench incluye la transformación de modelo a modelo que es
usada para obtener, desde el modelo de sistema definido por PCM, los modelos
de análisis del sistema que corresponden al solver específico. Ejemplos de estos
solver son: SimuCom, un simulador que estudia el rendimiento y la fiabilidad
de las aplicaciones; PCM Solver (Becker et al., 2009), un solver analítico para
la determinación de los rendimientos; QPNSolver (Koziolek et al., 2007), un
simulador basado en redes de petri que también determina el rendimiento; y fi-
nalmente PerOpteryx (Koziolek et al., 2011), un solver analítico que determina
el rendimiento y la fiabilidad, que tiene como objetivo asistir al arquitecto de
aplicaciones en la óptima construcción de los sistemas.
Palladio presenta actualmente una limitación a la hora de modelar y ana-
lizar aplicaciones software empotradas, ya que no contempla la posibilidad de
que éstas estén construidas mediante una solución multitarea basada en planifi-
cador de prioridades fijas con desalojo. Este tipo de planificación, sin embargo,
es muy común en las aplicaciones empotradas, ya que facilita el cumplimien-
to de las restricciones temporales que se fijan como requisitos. Esta limitación
se resolverá mediante una extensión de PCM y una nueva infraestructura de
análisis de rendimiento que sea coherente con esta política de planificación. La
solución propuesta permite la definición y la simulación de un sistema en el
cual cada componente es ejecutado por una tarea con una prioridad específica.
Además, cada componente puede acceder a unos recursos compartidos prote-
gidos por protocolos que eviten la inversión de prioridades. Estos protocolos
son: el protocolo de herencia de prioridad y el protocolo de techo de prioridad
inmediato.
En este capítulo mostraremos cómo la extensión incorporada permite mo-
delar aplicaciones software multitarea basadas en tiempo real. Gracias a esta
extensión se define una transformación desde el modelo TSAM a este nuevo
modelo, lo que dota al proceso de las diferentes herramientas de análisis de las
que consta PCM.
5.2.1. Roles del Palladio Component Model
Palladio define un conjunto de roles que son los encargados de describir las
diferentes vistas del modelo PCM. Estos roles tienen diferentes perspectivas del
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proceso de diseño software. Estas perspectivas definen el comportamiento del
software, la arquitectura del sistema, la plataforma y los casos de uso del sistema.
Con este propósito se han definido los roles: desarrollador de componentes, el
arquitecto software, el experto del dominio y el encargado del despliegue del
sistema.1
Los modelos de Palladio WorkBench son cercanos a los programadores que
desarrollan las aplicaciones. De tal manera que la curva de aprendizaje es baja,
ayudando al programador a generar modelos que le permitan caracterizar las
EFP del sistema tales como rendimiento, tiempo de respuesta, utilización de los
recursos, fiabilidad, disponibilidad, seguridad, mantenibilidad y reusabilidad.
Palladio WorkBench está basado en la aplicación de técnicas MDE. El mo-
delo de descripción creado y anotado se puede transformar a diferentes modelos
de análisis. Los modelos de análisis que genera están basados en teoría de colas,
procesos algebraicos estocásticos, y redes de estocásticas petri. Gracias a estas
transformaciones, se eliminan las discontinuidades semánticas (Balsamo et al.,
2004), eliminando los errores implícitos del proceso.
Desarrollador de componentes
El desarrollador de componentes está encargado de definir las propiedades
funcionales y EFP de los componentes. La visión del desarrollador está limitada
a la definición de los componentes y a cuáles son los servicios que provee y
requiere en función de un conjunto de interfaces. Palladio define varios tipos
de interfaces, permitiendo comunicar los componentes con elementos software
(otros componentes) o hardware (recursos). Además, estas interfaces pueden
tener comportamientos asíncronos o síncronos.
El desarrollador define las interfaces del tipo Operational para especificar
la comunicación síncrona entre componentes. Estas interfaces están compuestas
por signatures, teniendo un comportamiento similar a CORBA IDL. Además,
pueden ser configuradas como protocolos, lo que permite añadir restricciones de
orden de llamada de los signature. Las interfaces se implementan en los com-
ponentes mediante puertos. En el caso de que el componente quiera solicitar los
servicios de una interfaz, el puerto deberá ser del tipo Required Role (Require-
dRole). Si por el contrario lo que se quiere es proveer el servicio especificado por
la interfaz, se utilizará un puerto del tipo Provided Role (ProvidedRole). Una
vez definidos los componentes e interfaz, ambos son almacenados en reposito-
1En inglés, system deployer.
114 CAPÍTULO 5. MODELO DE ANÁLISIS DE RENDIMIENTO
Figura 5.3: Ejemplo de un RDSEFF, a la izquierda, un ejemplo de código en
Java, a la derecha su modelo equivalente en RDSEFF.
rios; a estos repositorios el arquitecto puede acceder para componer un sistema
y desplegarlo sobre una plataforma.
Para modelar la comunicación síncrona, Palladio define un tipo de interfaz
denominado EventGroup (Rathfelder, 2013). Éste tipo se utiliza para poder
definir un comportamiento entre componentes similar al envío de señales entre
procesos. Los puertos asociados a esta interfaz se denominan SourcePort y
SinkPort. Los SourcePort son los encargados de generar las señales, que son
recibidas por los SinkPort.
Los componentes, además, se suscriben a una interfaz de recursos hardwa-
re denominadas InfraestructureInterface. Esto permite poder desligar los
componentes de la definición de la plataforma. Las interfaces de infraestructu-
ra de recursos permiten, además, definir diferentes tipos de demandas sobre el
recurso de la plataforma.
Los Resource demanding RDSEFF modelan la implementación de una in-
terfaz signatures por parte de un componente. Esto es: un componente debe
definir un RDSEFF por cada uno de los signature de un puerto del tipo Provide-
dRole o SinkEvent. Éstos son parametrizables en función de los parámetros del
signature, del entorno de ejecución y de los perfiles de uso. Los RDSEFF sólo
añaden elementos de control de flujo para definir cuáles son los servicios que son
demandados en función de las interfaces requeridas, las dependencias paramé-
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tricas y el uso que se realiza de los recursos. El objetivo de esto es mantener la
propiedad de caja negra de los componentes, de tal manera que no es necesario
tener conocimiento del comportamiento funcional de cada uno de ellos.
Los RDSEFF —un ejemplo se muestra en la figura 5.3— expresan su com-
portamiento de una manera similar al diagrama de estados del modelo UML 2.0.
PCM define operadores condicionales, bucles, operadores del tipo fork y joints,
y operadores de demandas sobre recursos. Cada demanda puede ser expresada
como un valor fijo o mediante expresiones algebraicas, valores parametrizables o
expresiones estocásticas. Parte de los RDSEFF puede ser protegida por seccio-
nes críticas. Éstos se definen mediante Passive Resource (PassiveResource). El
alcance de un recurso pasivo es el componente en el cual ha sido definido. El ac-
ceso y liberación de estos PassiveResource se realiza mediante los operadores
adquire y release. Un ejemplo en la figura 5.4 se muestra el uso de operadores
de flujo, operadores de llamada y operadores de control de hilos de ejecución.
Arquitecto software
Figura 5.4: Ejemplo de arquitectura definida por el arquitecto software.
El arquitecto es el encargado de diseñar un sistema a partir de los com-
ponentes configurados en los repositorios de Palladio. En la composición no
hay límite en las instancias de un mismo componente. El marco en el que los
componentes son desplegados se denomina System. Los sistemas pueden definir
también puertos, que modelan la interacción con el entorno de trabajo. Estos
puertos pueden ser de dos tipos: SystemProvidedRole, utilizados cuando el sis-
tema provee una interfaz, o SystemRequiredRole, empleados cuando el sistema
requiere una interfaz. Un ejemplo se muestra en la imagen 5.4
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System deployer
Figura 5.5: Ejemplo de despliegue de un sistema.
El System deployer es el encargado de definir los recursos de los que consta
la plataforma. Los elementos que pueden ser definidos son: recursos de procesa-
miento, como CPU, y recursos de red. Además, deberá definir la relación entre
los anteriores elementos. De esta manera, Palladio permite definir sistemas dis-
tribuidos. Por último, el System deployer debe desplegar los componentes por
CPU. Un ejemplo se muestra en la imagen 5.5.
Experto del dominio
Este último rol es el encargado de crear y definir los casos de uso del sistema a
partir de los cuales se analiza —un ejemplo se muestra en la imagen 5.6—. Para
ello define los patrones de uso de los servicios que provee el sistema a través de
sus puertos. Palladio permite definir diferentes escenarios, cada uno representa
una definición de demanda en particular. Cada escenario es formado por un
Workload. Hay dos tipos de Workload: Open y Close, que permiten definir dos
comportamientos diferentes a la hora de generar los eventos del sistema. El tipo
Close genera simultáneamente el total de los eventos configurados, que vuelven
a ser generados cuando el último evento es consumido por el sistema, añadiendo
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Figura 5.6: Ejemplo de una definición de un Workload de un caso de uso.
un tiempo de espera denominado think time. En el tipo Open se genera un
evento cada cierto tiempo, y no se tiene en cuenta si ha sido consumido o no
por el sistema. Cada Workload tiene un conjunto de operaciones similares a los
RDSEFF, que ofrecen una manera versátil de definir los entornos de generación
de peticiones del sistema. Estos operadores son: loop, if, call to system y timing
delays.
5.3. Transformación desde TSAM a PCM
La transformación ha sido dividida en seis pasos:
Modelado de componentes, definición de componentes. Se asocia un
componente PCM a cada uno de los componentes empleados en el modelo
TSAM.
Comunicación entre componentes, definición de los protocolos de co-
municación que permiten la comunicación entre componentes.
Modelado de los recursos compartidos, definición de los elementos
de gestión de la memoria compartidos, tales como bu ers o pools, y su
forma de acceso.
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Modelado de la gestión de los eventos externos, definición de los
patrones de activación de las interrupciones y excepciones.
Servicio de planificación, definición del algoritmo de planificación.
5.3.1. Modelado de componentes
Por cada TSAMComponent definido en el modelo TSAMComponent se define un
BasicComponent de PCM. La simplicidad de esta transformación radica en que
ambos modelos han sido definidos bajo el mismo paradigma CBSE.
5.3.2. Comunicación entre componentes
En esta sección tratamos todo lo relativo a la comunicación de los compo-
nentes. En la comunicación se describe tanto la definición de las interfaces que
los componentes usan para comunicarse como la manera en que los componentes
envían los mensajes.
La comunicación entre componentes en PCM se define mediante interfaces,
que pueden ser de naturaleza asíncrona o síncrona, y puertos. Cada puerto tiene
una interfaz asociada, que es provista si el componente es emisor del mensaje o
requerida si es receptor del mensaje. Si la interfaz es de tipo asíncrona se define
una interfaz del tipo EventGroup, consecuentemente, el emisor de mensajes tiene
que definir un puerto del tipo SourceRole, y el receptor implementa un puerto
del tipo SinkRole. En caso de que la comunicación sea del tipo síncrona, la
interfaz es del tipo Operational, donde el emisor del mensaje es un puerto del
tipo RequiereRole y el receptor es del tipo ProvidedRole.
Para generar las interfaces PCM nos basamos en la definición de los pro-
tocolos TSAM. Por cada protocolo y dependiendo de su naturaleza generamos
una interfaz Operational en caso de tener en el modelo TSAM un manejador
de mensajes de naturaleza TSAMSynchMsgHandler, y un EventGroup en caso de
tener un TSAMAsynchMsgHandler. Los mensajes definidos en los protocolos se
transforman a PCM en forma de métodos que deben ser implementados por
los elementos que provean el servicio. La información relativa al sentido de los
mensajes, mensajes de entrada y mensajes de salida, no se tiene en cuenta en
la definición de las interfaces de PCM de una manera explícita, ya que sólo
mediante los puertos PCM puedes requerir o proveer las funcionalidades espe-
cificadas.
Como vimos en las restricciones de diseño del capítulo 3, el consumo de los
mensajes recibidos por parte del componente receptor tiene que ser secuencial.
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Por este motivo se deberá acceder en exclusión mutua al componente. Para
ello, por cada componente BasicComponent se definirá un recurso compartido
PassiveResource. Por cada definición de acciones de reacción a un mensaje,
la primera y última acción siempre serán, respectivamente, una operación de
adquisición del recurso compartido y una acción de liberación de ese recurso
compartido. Las operaciones que interactúan con los recursos compartidos son
descritas en detalle en el apartado 5.4. La transformación relativa a este meca-
nismo requiere que por cada TSAMComponent se genere un PassiveResource.
Este PassiveResource se asocia al componente BasicComponent, que era el
mismo TSAMComponent.
5.3.3. Modelado de los recursos compartidos
Los recursos compartidos se definen como BasicComponent que sólo imple-
mentan servicios de naturaleza síncrona. Ya vimos el significado de los recursos
compartidos en las restricciones aplicadas al modelo de diseño. Éstos son elemen-
tos de carácter reactivo que no tienen un hilo de ejecución. Las únicas interfaces
que pueden implementar o requerir son las de naturaleza síncrona.
Por cada componente recurso compartido TSAMComponent se genera un Ba-
sicComponent. Ya vimos en el capítulo 3 que esta clase de componentes sólo
interactúa mediante mensajes de respuesta.
5.3.4. Modelado de los eventos externos
En la figura 5.7 se muestran los elementos en PCM que definen tanto los
eventos externos como el System Run-Time relacionado con su atención. En
PCM la definición de eventos externos se realiza mediante la descripción de los
casos de uso sobre puertos del sistema, y sus correspondientes workloads. Para
la definición del System Run-Time se ha creado un componente específico.
El componente System Run-Time es el encargado de modelar los servicios
de temporización e interrupción. Por cada elemento que se suscribe a estos
servicios se creará un puerto del tipo asíncrono SourceEvent en el componente
CRT. A su vez, por cada evento que activa el CRT se creará un elemento del tipo
SystemProvidedRole. De esta manera, la reactividad del sistema se modela en
función de eventos de interrupción y temporización.
El modelado de los Top-half y los Bottom-half se realizará mediante RD-
SEFF asociados al CRT. El CRT es el encargado de definir tanto el manejador
de la interrupción asociada al evento, que actúa como Top-half, como la tarea
que hace de Bottom-half, y que permite notificar a los componentes el evento










Figura 5.7: Definición de los eventos externos en PCM y su propagación hasta
el system run-time.
mediante un mensaje. Ambos elementos están protegidos mediante un mutex
para garantizar la secuencialidad. Este Bottom-half puede ser gestionado por
varios hilos de ejecución, por ejemplo, usando threads pool. Esto en Palladio se
modela de una manera equivalente configurando el número de accesos al mutex
del Bottom-half con el número de hilos que gestionará las interrupciones en el
Bottom-half.
Finalmente, los patrones de activación de los eventos se definirán en un Wor-
kload del tipo Open. El modo elegido es Open, ya que la generación del siguiente
evento no dependerá de la finalización de la atención del mismo por parte del
sistema (como pasa en el caso del tipo Closed), ya que los eventos pueden so-
laparse antes de ser atendidos. En el ScenarioBehaviour de los Workload se
describe el tipo de patrón de activación para cada evento y pudiendo incluir
elementos de alteración del instante de disparo, tales como los o set, o elemen-
tos que añadan aleatoriedad al disparo del evento. Tres tipos de patrones son
descritos y mostrados en la imagen 5.8: ráfaga, esporádico y periódico. Éstos
son los mismos que son descritos en el modelo TSAM.
Patrón bursty, este patrón, el cual ya se definió en el modelo TSAM, nos
ayuda a representar conjuntos de secuencias de interrupciones. Los pará-
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metros que hay que conocer para modelar este patrón son el menor tiempo
de llegada de la interrupción principal, el número de interrupciones de la
secuencia y el menor tiempo entre interrupciones de la secuencia. En la
figura 5.8 se presenta este patrón de activación en la primera fila, donde el
relámpago grande corresponde a la interrupción principal; el pequeño, a la
interrupción de los elementos de la secuencia; y cada círculo corresponde a
la estimulación del sistema por cada una de las interrupciones de la secuen-
cia. La transformación al PCM es relativamente sencilla, se configura con
el parámetro InterArrivalTime del elemento Workload, a continuación
en el ScenarioBehaviour se modela la secuencia de interrupciones. Ésta
se modela mediante un bucle LoopAction donde el número de iteraciones
es el número de elementos de la secuencia, ya sea un número máximo o una
variable aleatoria. Por último, para especificar el menor tiempo de llegada
se añade al cuerpo del bucle un elemento DelayAction que se coloca justo
después de la llamada al sistema, al igual que otros parámetros que hemos
visto, se puede elegir entre un tiempo máximo o una variable aleatoria.
En la primera fila se puede ver la ilustración de esta transformación donde
el relámpago grande se coloca justo en el elemento InterArrivalTime; el
pequeño, en el DelayAction, y la operación LoopAction (ilustrada como
un rombo) se configura con el número máximo de interrupciones de la
secuencia.
Patrón esporádico, este patrón nos ayuda a representar patrones de
activación asociados a elementos de interrupción. El parámetro que hay
que conocer para definir este patrón es el menor tiempo de llegada de la
interrupción. En la figura 5.7, en la segunda fila, se ilustra el patrón, donde
el relámpago especifica el arrival time del evento. La transformación a
PCM configura el parámetro del arrival time en el InterArrivalTime del
Workload. En el cuerpo del caso de uso ScenarioBehaviour se especifica
la llamada al sistema.
Patrón periódico, este patrón permite modelar los eventos asociados a
temporizadores o eventos que se comportan de una manera periódica. El
parámetro asociado a este tipo de eventos es el periodo del evento. En la
imagen 5.7, en la tercera fila, se muestra el patrón del tipo periódico donde
el parámetro periodo se muestra en forma de timer. La transformación al
PCM configura el parámetro del period time en el IterArrivalTime del
Workload. En el cuerpo del caso de uso ScenarioBehaviour se especifica
la llamada al sistema, el cual genera una reacción.
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Con el objetivo de generar, de una manera automática los modelos PCM
relativos a los eventos externos, hemos definido una transformación automática.
El modelo TSAM que contiene esta información es el modelo al TSAMRTRe-
quirement. Este modelo describe los mismos patrones que han sido mencionados
anteriormente. Por cada TEvent se generan un workload usando el patrón de
construcción correspondiente al tipo y los parámetros de configuración como,
por ejemplo, el periodo.
La definición de los Bottom-half y Top-half se realiza mediante el com-
ponente CRT de PCM. Por cada evento TEvent se definen como parámetros el
componente TSAMComponent y el manejador de mensajes TSAMMessageHandler,
que está asociado a la activación del sistema. La transformación equivalente a
PCM usa el patrón relativo al CRT, donde por cada evento se crea un Sys-
temProvidedRole, el cual delega en un SystemProvidedRole del componente
System Run-Time. El RDSEFF es el descrito en el TSAMMessageHandler, que
tiene como objetivo implementar las demandas sobre el recurso de procesamien-
to. Finalmente, el componente que hace el papel de CRT incorpora diversos
RDSEFF asociados a los manejadores de interrupción y excepciones, así como
el código de servicio que convierten este tipo de eventos en mensajes enviados
a los componentes. Al igual que ocurre con los componentes Palladio, el com-
ponente dispone de un puerto de interfaz IPriority utilizado para definir la
prioridad de acceso a la CPU.
5.3.5. Servicio de planificación
La planificación basada en prioridades de la CPU se modela mediante un
nuevo tipo de recurso activo denominado PPS_CPU, al que se le asigna la política
de planificación priority preemption scheduler. Este elemento forma parte de la
extensión del modelo Palladio (Fernández-Salgado et al., 2015). PPC_CPU provee
la interfaz IPriority que define una signature distinta para cada prioridad, tal
como se muestra en la imagen 5.9, y a través de la cual se reciben las peticiones
de acceso a la PPS_CPU, tanto de los componentes que forman parte del diseño
como del system Run-Time.
Todos los BasicComponent definen un puerto del tipo infrastructure Re-
quiredRole que requiere la interfaz IPriority. Esta interfaz que, como se ha
comentado anteriormente, forma parte de la nueva extensión añadida al PCM
permite especificar la prioridad con la que un componente solicita la CPU al
planificador. Entre los BasicComponent está el correspondiente al CRT. Éste
usará las prioridades más urgentes del sistema.
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Figura 5.8: Definición de los tres tipos de patrones de activación de un evento:
ráfaga, esporádico y periódico.
En la transformación a PCM desde los modelos TSAM, este recurso se genera
siempre, y no depende de ningún parámetro del TSAM. La prioridad de cada uno
de los componentes deberá ser especificada sobre el modelo PCM resultante. No
hemos asignado ninguna prioridad a los componentes, ya que es el resultado de
un análisis global del sistema, y no puede formar parte del modelo transaccional
de análisis.
5.3.6. Recepción y envío de mensajes
Los RDSEFF son usados para modelar el modo en el que los mensajes son
manejados por los componentes. Cada uno de los RDSEFF define las repuestas
dadas por los BasicComponent asociados a la recepción de un evento en uno
de sus SinkRole, teniendo en cuenta que la recepción es la equivalente a la de
un mensaje que forma parte de la transacción. El envío de mensajes desde un
componente a otro forma parte de los propios RDSEFF y se modela mediante el
envío de un evento a través del puerto SourceRole asociado al correspondiente
mensaje.











Figura 5.9: Han sido añadidos nuevos elementos para implementar una políti-
ca de planificación basada en prioridades fijas. PPS_CPU es un recurso activo
que implementa demandas con prioridad. IPriority es una interfaz basada en
prioridades, definiendo un total de 256. Los componentes requieren un Active-
Resource que implemente la interfaz Ipriority.
5.3.7. Prioridad del componente
La prioridad con la que se ejecuta un componente se modela mediante las
demandas de los RDSEFF, y cada demanda de acceso a un ActiveResource se
efectúa con una solicitud a la interfaz IPriority. Cada signature de la interfaz
corresponde a una prioridad, como ya hemos destacado anteriormente.
5.3.8. Acceso a recurso compartido
Cuando un componente accede a un recurso compartido debe comunicar su
prioridad al recurso compartido (sólo en caso de que el protocolo de acceso a
recursos compartidos esté configurado a techo de prioridad inmediato). Esto
se precisa en cada RDSEFF que realiza una demanda del tipo ProvidedRole
sobre un recurso compartido. Junto con la demanda se debe especificar como
parámetro la prioridad de acceso. La prioridad de las demandas dentro del
recurso compartido depende del protocolo configurado.
La transformación desde los modelos TSAM al modelo PCM toca los elemen-
tos relativos a los TSAMMessageHandler. Cada uno de los TSAMMessageHandler
corresponde a la reacción del componente por parte de la recepción de un men-
saje a través de un puerto. En el caso de PCM, un componente puede enviar o
suscribirse a interfaz. Cuando el componente es el proveedor del servicio Pro-
videdRole o el receptor de un evento SinkEvent, se describe la reacción del
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componente mediante un RDSEFF. Dependiendo de la naturaleza de la recep-
ción, éstos se describen de una manera distinta.
5.3.9. Respuesta a mensajes asíncronos
Por cada TSAMMessageHandlerAsynch se crea un RDSEFF asociado a un
puerto del tipo SinkRole.
5.3.10. Respuesta a mensajes síncronos
Por cada TSAMMessageHandlerSynch se genera un RDSEFF asociado a un
puerto del tipo OperationProvided, donde al igual que en los TSAMMessa-
geHandlerAsynch, se asociará a un puerto y signature equivalentes en la trans-
formación del modelo PCM.
Cada uno de los TSAMMessageHandlerItems corresponde a un RDSEFF.
Éstos son especificados a continuación:
Action y DataHandler, equivalen a un ProcessingElement, donde el
WCET de la peor rama anotada es la demanda de CPU que se especifica
en el modelo.
Send, equivale a un Action que especifica como demanda de CPU el
WCET asociado al elemento. Además, la siguiente operación es un Sour-
ceEvent. El puerto que se especifica y los mensajes son los equivalentes a
los transformados en PCM.
Invoke, equivale a un Action que especifica la demanda de CPU anotado
con su WCET asociado al elemento. Además la siguiente operación es un
OperationalRequired donde el puerto que se específica y sus mensajes
son los equivalentes a los transformados en PCM.
El orden de ejecución de los diferentes elementos es el siguiente: DataHandler,
Action, Send, Invoke y Msgreply.
En caso de que más de un TSAMMessageHandler haya sido definido en el mis-
mo TSAMComponent, para gestionar un mismo mensaje por un mismo puerto, se
compondrá un solo RDSEFF para cada uno. Al principio se especificará un ele-
mento del tipo Branch y a cada rama correspondería un TSAMMessageHandler.
El tipo de condicional obtenido tras la transformación es el probabilístico, donde
las guardas son ejecutadas con una frecuencia que depende de la probabilidad.
La distribución de probabilidad que hemos especificado es equiprobable.
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En el cuadro 5.1 muestra un esquema de la transformación del modelo de
sistema para el PCM extendida.












Mensajes de entrada y salida. SinkRole para un msg de en-
trada, SourceRole para msg de
salida.
Cada Ti maneja secuencial-
mente msg de entrada.
Cada T Ci captura PassiveRe-
source cuando msg es recu-






Recursos compartidos del siste-
ma: SRj .
A BasicComponent SRCj por
SRj .
SRj servicios provistos. SRCj define un puerto Provi-
dedRole.
Ti acede SRj . T Ci define un puerto Require-






El Run-Time del sistema ma-
neja cada evento: Ek.
Un único BasicComponent para
modelar el Run-Time: RT C.
Gestión de eventos del Top-
half del Run-Time.
RT C implementa un Provide-
dRole por Ek.
Ek propagación a Ti vía
Bottom-half.
RT C implementa un puerto
ProvidedRole por Ek enlazado
al puerto T Ci SinkRole.
Ek notificación. Un SystemProvidedRole, enla-
za a puerto RT C ProvidedRo-
le, vía SystemDelegationCon-
nector.
Ek patrón de activación. Un ScenarioBehaviour y un
Workload son usados para noti-





Ti asignación de prioridad. T Ci requiere un IPriority Re-
quiredRole. T Ci RDSEFF usa
la asignación de prioridad de la
interfaz IPriority.
continúa






Asignación de la prioridad del
Run-Time del sistema.
RT C requiere un IPriority
RequiredRole. Top-half y
Bottom-half RDSEFF requie-
re la interfaz IPriority de su
correspondiente prioridad.
Planificador basado en priori-
dades.
El recurso PPS_CPU implemen-





Ti gestión de la implementa-
ción de los msg de entrada.
Un RDSEFF usado para el
evento SinkRole asociado a ca-
da msg de entrada.
Ek Top-half y Bottom-half
implementación.
A RDSEFF para cada RT C
ProvidedRole requiere el co-
rrespondiente signature IPrio-
rity.
Envío de mensajes de salida. Los RDSEFF usan mensajes de
salida SourceRole.
Implementación de los servi-
cios de recursos compartidos.
Un RDSEFF para cada Pro-
videdRole con prioridad como
parámetro.
Tiempo de ejecución o tiempo
de computación.
Los RDSEFF parametrizan la
demanda PPS_CPU.
5.4. Detalles de implementación del PCM-RT
5.4.1. Introducción al comportamiento de SimuCom
SimuCom crea hilos de ejecución por cada nueva generación de eventos exter-
nos y envío de mensajes entre componentes. Teniendo en cuenta la concurrencia
introducida por estos hilos, la evolución de la simulación es controlada de la
siguiente manera. Cada hilo, tanto si ha sido originado por un evento externo
o por el envío de un mensaje, desencadena una secuencia de ejecución de RD-
SEFF. El PassiveResource se captura en la primera acción de cada secuencia,
y se libera en la última. Esto permite modelar que el componente se ajusta al pa-
radigma RTC descrito en el capítulo 3, en el caso de que sea proactivo o reactivo,
y también modela el acceso en exclusión mutua, en el caso de que el compo-
nente sea un recurso compartido. Los RDSEFF, a su vez, están construidos por
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secuencia de acciones internas que generan demandas sobre los recursos Pro-
cessingResource. Esto provoca invocaciones tanto del planificador asociado al
ProcessingResource como de las funciones de acceso de los PassiveResource.
La figura 5.10 muestra un ejemplo ilustrativo de cómo SimuCom gestiona la
simulación a partir de un modelo PCM en el que una única CPU actúa como
ProcessingResource.
SimuCom simula la evolución temporal mediante los hitos de activación tem-
poral producidos por los eventos. Funciona de una manera similar a simuladores
como VHSIC Hardware Description Language (VHDL) o SystemC (Grotker et
al., 2002). Las activaciones temporales dependen de los tiempos de las deman-
das de los ProcessingResources, los cuales son especificados en los RDSEFF,
y de los periodos de generación de los eventos Usagescenario. En caso de ser
desalojada una demanda se genera una nueva activación temporal con lo que
queda de la demanda restante.
Como se puede ver en la imagen 5.10, un UsageScenario genera un hilo
de ejecución nuevo cada 50 unidades de tiempo (ut). El hilo generado envía un
evento denominado EventA, el cual ejecuta una InternalAction. Ésta realiza
una demanda al ProcessingResource denominado CPU, que tiene como pará-
metro 20 unidades de tiempo, con prioridad de ejecución 2. Esta demanda se
gestiona por la SimuCom engine Java Skeleton, realizando las siguientes opera-
ciones: Queueing pone en cola la nueva demanda; FireStateChange desaloja la
demanda en ejecución; y ScheduleNextEvent planifica el siguiente componente.
Todos estos métodos formarán parte de la clase que define la política de planifi-
cación. PasivateThread duerme el hilo hasta que la demanda es satisfecha. Una
vez que el tiempo de la demanda es procesado se realiza la operación Notify, de
tal manera que el hilo es liberado y puede reiniciar su ejecución. Una vez que
todas las demandas asociadas a la reacción de un Workload han sido satisfechas,
la reacción ha sido consumida por el sistema, siendo el tiempo transcurrido entre
su inicio y final como tiempo de respuesta, lo cual es el objetivo del simulador.
5.4.2. Descripción formal del comportamiento de Simu-
Com
En esta sección se presenta la definición formal (Becker, 2008) de compor-
tamiento del SimuCom con el objetivo de explicar las modificaciones necesarias
para poder adaptar la nueva extensión. Se describen los elementos que entran
en juego en la planificación de los procesos por parte de SimuCom. Los elemen-
tos que componen esta descripción formal son: los vectores de demandas, las
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Figura 5.10: Transformación desde el modelo de componentes de Palladio al
modelo de simulación SimuCom.
operaciones que modifican los vectores de demandas, los eventos que ejecutan
las operaciones y, por último, la gestión de los recursos compartidos.
Definición de las colas y definición del paso de tiempo
Primero definiremos el conjunto Demanda como UUID ◊R+0 . Un elemento
d œ D
n
= Demandn describe una demanda como una tupla con un identificador
unívoco y con el tiempo restante para que la demanda sea satisfecha.
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Son definidas dos notaciones abreviadas para referirnos a cada uno de los
elementos de una demanda cuando forman parte de un vector. La notación id(d)
explícitamente se refiere al identificador de una demanda id(d) = id. La notación
abreviada time(d) expresa el tiempo restante de la demanda de un vector, por
ejemplo, d = (id, d
i
), time(d) = d
i
.
Un conjunto de demandas son agrupadas en un vector de demandas. Cada
uno de los vectores está asociado a un recurso, en PCM a un ProcessorResour-
ce. El vector de demandas es expresado como d̨ = (d1, ..., dn) œ Dn = Demandn.
Cada elemento d
i
de un vector d̨ es el tiempo restante para que la demanda sea
satisfecha. Este tiempo restante debe ser procesado en el recurso que está aso-
ciado al vector cola. El vector está ordenado en orden de llegada i < j, lo que
significa que la demanda d
i
llega antes al recurso. El conjunto de todos los







El vector vacío y el vector arbitrario son formalizados. El elemento D0 =
Demand0 denota un vector vacío, por ejemplo, vector ÿ. Esto implica que existe
algún vector de longitud arbitraria n, siendo ésta la longitud del vector D
m
.
Se define el estado del vector como el secuente de sus elementos < d1, ..., dn >
A continuación, definimos las funciones que modifican el estado de los vec-
tores de demandas. Se expresa la función process : D ◊ R+0 æ DÕ, siendo R+0
el tiempo en el cual la función process procesa la demanda, dando lugar a un
nuevo vector. Ésta caracteriza el cambio del estado del vector con el paso del
tiempo. Por ejemplo, la fórmula process(d̨, t
Delta
) = d̨Õ define el estado de un
vector d̨ después de un timespan de  t como d̨Õ. La definición inicial de process
depende de la política de planificación. Por ejemplo, la definición base de Simu-
Com define los siguientes planificadores: FCFS First-Come First-Serve, Delay
y Processor Sharing. Otras estrategias de planificación más modernas fueron
definidas (Happe, 2009). Pero en ningún caso ha sido preparado para poder
modelar políticas de planificación basadas en prioridades fijas con desalojo.
La función NextDone da el tiempo restante para que una demanda sea
satisfecha, siempre que el estado de la cola no cambie. Asumiendo que una
función process es dada, definimos la función como: NextDone : D æ R
NextDone(d̨) = maxt |t  œ R+0 · process(d̨, t ) = d̨.








Figura 5.11: Ejemplo de un vector demanda y cómo se modifica en función de
las funciones y los eventos disparados.
5.4.3. Simulación de los eventos
Dos tipos de eventos son definidos con el objetivo de definir los elementos
que interactúan con el vector demanda. En la figura 5.11 están representados
con flechas. Un evento es JobArrival, ocurre en la simulación cuando se añade
una nueva demanda a la cola, y el otro evento, JobDone, ocurre cuando, tras
una función process, una demanda ha sido satisfecha.
Cada evento simulado contiene el tiempo de simulación t
e
. Como ha sido
definido anteriormente, el estado de una cola es la tupla: d̨, t
l
œ D ◊ R+0 siendo




el último punto de simulación en
el cual la cola ha cambiado de estado. El estado inicial para todas las colas es
(ÿ, 0), es decir, la cola en el momento inicial está vacía.
La llegada de una nueva demanda se indica mediante el evento JobArrival,
el cual notifica a un vector que una nueva demanda ha sido añadida. La cola
es modificada cuando un evento JobArrival es recibido mediante la función
Process acorde para ese recurso. Cuando un evento JobArrival es procesado
en el instante t
e
por un recurso, primero se actualiza su estado para reflejar el
actual tiempo de simulación. Para esto se usa el último tiempo de simulación t
l
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desde (d̨, t
l




)). Entonces se añade la nueva demanda d
n+1 y









) = (dÕ1, . . . , dÕn, dÕn+1, te), se computa
t
next
= NextDone(d̨Õ). Ahora SimuCom borra todos los eventos JobDone, los
cuales han sido desalojados por el nuevo componente. La simulación planifica





Si una señal correspondiente al evento JobDone se dispara al final del pro-
cesamiento de un componente en el instante de simulación t
e
se producen los











), reflejando el tiempo actual de simulación. En-
tonces, para toda demanda i tal que (d
i
) = 0 es eliminada de la cola, cambiando
el estado de la cola de ((d1, . . . , dn), tl) a ((d1, . . . , di≠1), di+1, . . . , dn), tl). Co-
mo consecuencia, todos los hilos que están esperando para el procesamiento de
la demanda d
i
retoman su ejecución. El siguiente evento JobDone se planifica
como especificado en el evento JobArrival.
Finalmente expresamos rt : ProcessingResosource ◊ Demand æ R+0 , sien-
do R+0 el conjunto de los posibles tiempos de respuesta. Esta función expresa el
tiempo de respuesta de una demanda (rt) en una cola de un ProcessingResource.
Por ejemplo, rt es el tiempo de la demanda, y el tiempo de espera en la co-
la. Definimos rtd
start
como el tiempo de simulación para la llegada del evento







de del progreso aleatorio, dando lugar a un resultado también aleatorio rt. El
tiempo de respuesta depende del estado inicial, el estado aleatorio de la cola y
todos los eventos JobArrival aleatorios, que ocurren durante el proceso de la
demanda asociada al evento JoDone rt
end
.
5.4.4. Estrategias de planificación
Actualmente SimuCom provee tres tipos de estrategias, las cuales son:
Round-Robin, una aproximación de la estrategia Round Robin (Thoma-
sian, 1998).
First-Come First-Served, política de planificación que procesa las de-
mandas por orden de llegada.
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Delay, todos los hilos son procesados inmediatamente,independientemente
del número de recursos.
Hay que destacar que, aunque sólo se describen tres políticas de planificabili-
dad, la arquitectura modular de SimuCom permite integrar nuevas fácilmente.
Podemos intuir en este punto cómo los elementos demanda están encapsulados.
Esto implica que no sería difícil añadir nuevos parámetros sin alterar el funcio-
namiento de las políticas de planificación que vienen por defecto. Si queremos
añadir nuevas políticas de planificación deberemos definir el orden de consumo
de las demandas en el vector. Orden que puede estar basado en parámetros
encapsulados en las demandas. En resumen, la estructura de SimuCom permite
integrar de una manera natural nuevas políticas de planificación.
5.4.5. Descripción de las colas
El comportamiento de los recursos pasivos también es descrito de una ma-
nera formal. Una demanda sobre un recurso pasivo se describe mediante la





como una demanda. UUIDS es el identificador único del proceso que realiza la
demanda y resource es el número de peticiones que se realiza sobre el Passive-
Resource.
Las notaciones abreviadas id y resource son definidas en orden de acceso a los
elementos de un vector de demandas. Para referirse al ID, se usa la expresión
id(d) = id. Para referirnos a un elemento Resource, se define el número de
peticiones sobre el PassiveResource. Se define como Resource œ N+0 el número
de recursos disponibles del vector demanda.
Expresamos d̨ = (d1, ..., dn) œ Dn = Demandn como el vector que describe
el estado de la cola. Cada elemento de d
i
de un vector d̨ describe una demanda
de acceso al PassiveResource. El vector es ordenado, por ejemplo, para todo
i < j, llegando d
j
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Los elementos d̨ son las demandas encoladas que esperan a ejecutarse en la
sección crítica. El elemento resource indica el número de resources que deberán
ser consumidos en orden en la sección crítica.
El tamaño de elementos que puede contener el vector demanda se expresa
de una manera formal como D0 = Demand0, denotando un vector vacío, por
ejemplo, vector ÿ. Como consecuencia, algún vector de longitud arbitraria se
define D.
Las funciones AdquireActions y ReleaseAction son las encargadas de modi-
ficar el estado de la cola. La función AdquireAction es la encargada de adquirir
el PasiveResource, mientras que la función ReleaseAction es la encargada de
liberar el recurso. La función AdquireAction como función principal se encarga
de añadir demandas a la cola de demandas d̨. Cuando una nueva demanda es
añadida, el proceso que realiza la demanda puede ser bloqueado. Éste será blo-
queado si se cumple la condición |d̨| > Resource. En caso contrario, el proceso
accedería a la sección crítica. La función ReleaseAction es la encargada de eli-
minar una demanda del vector de demanda d̨. Cuando se realiza la operación
ReleaseAction se despierta el proceso d
Resource
.
Actualmente las demandas son encoladas en orden FIFO, de tal manera
que se pueden producir fenómenos de inversión de prioridades. En la ima-
gen 5.12 se muestra la evolución de la cola de las funciones AdquireAction
y ReleaseAction. Podemos ver en este caso que el número de recursos es 1, de
tal manera que la demanda d2 estará bloqueada hasta que no se realice una
operación de ReleaseAction.
5.4.6. Modificaciones SimuCom-RT
Modificación de Processing resource
Para poder integrar un planificador basado en prioridades fijas con desalojo,
varios elementos han tenido que ser redefinidos. Estas modificaciones añaden
nuevas abstracciones, como son, prioridades, planificador de prioridades fijas con
desalojo, protocolo de herencia de prioridad y protocolo de techo de prioridad
inmediato.
Vector demanda
Hemos definido una notación abreviada y una función. La notación abreviada
describe el valor de la prioridad de una demanda Priority y la función modifica
la prioridad de una demanda ChangePriority. La anotación abreviada indica la









Figura 5.12: Evolución del vector de demandas de un PassiveResource con un
Resource de 1.
Priority asociada a una demanda d; de esta manera tenemos Priority(d) = P .
La función ChangePriority cambia el valor de la prioridad asociada a una
demanda, por ejemplo, ChangePriorirty(id, priority) modifica la prioridad de
la demanda id especificada con la prioridad priority.
Cada vez que la función ChangePriority es usada, se deberá realizar una
nueva planificación de las tareas. Esto se representa mediante la generación de
un evento JobArrival.
Un nuevo elemento ha sido añadido prioridad a la definición de demanda, de
tal manera que la tupla queda de la siguiente manera: (ID, D, P ), siendo P la
prioridad de la demanda. Esta redefinición no afecta al resto de estructuras del
simulador. El contenido de las demandas sólo es usado por la función process,
la cual, como hemos visto, implementa la política de planificación.
Nueva función process
Una nueva función process ha sido definida para expresar un planificador de
prioridades fijas. Su definición formal se expresa a continuación:
Esta función tiene en cuenta el parámetro prioridad para elegir la deman-
da, la cual será procesada. Sólo el tiempo de la demanda más prioritaria será
actualizado con el tiempo transcurrido de simulación hasta el siguiente evento
JobArrival o JobSone, esto se expresa con time(d
min(prio) ≠ t”).
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Figura 5.13: Definición de la nueva función process, que expresa una política
de planificación de prioridades fijas con desalojo.
Modificación de los recursos pasivos
Como se describió anteriormente, la nueva extensión soporta dos de los pro-
tocolos de inversión de prioridad más extendidos en sistemas empotrados: como
el de techo de prioridad inmediato y el de herencia de prioridad.
Al elemento demanda de recursos compartido se le añade un nuevo elemento
prioridad. Esta prioridad será con la que se configuren las demandas sobre
la CPU mientras esté capturado el PassiveResource. La nueva tupla quedará
de la siguiente manera: (id, resource, p). Una nueva función ha sido también
introducida, ésta es Priority, que permite acceder a la prioridad de un vector
demanda. Un ejemplo de su uso es Priority(d) = p.
Un nuevo parámetro de prioridad se añade cuando se realiza la operación
AdquireAction. Este nuevo parámetro es la prioridad de acceso al recurso com-
partido. La función se redefine de la siguiente manera: Priority æ ÿ.
La nueva demanda se añade al vector de demandas d̨ en orden de prioridad,




. Esto significa que los procesos que estén
esperando para acceder son planificados por orden de prioridad. Las demandas
que correspondan al vector de demandas d̨ a d̨Õ = d0, dresource pueden ver al-
terada su prioridad cuando es recibida una nueva demanda. La prioridad se ve
alterada cuando la prioridad de la nueva demanda d
n
ew es mayor que la que
tiene las demandas d̨Õ. La prioridad de los elemento d̨Õ modifica la prioridad de
d
new
. La modificación se realiza mediante la función de las colas de estado de
los ProcessingResource ChangePriority.
La modificación permite implementar el protocolo de herencia de prioridad.
El cambio de prioridad sólo afecta a las demandas que están dentro de la sec-
ción crítica, todas las demandas a un ProcessingResource se realizarán con
la prioridad especificada en el AdquireAction. La prioridad de la demandas
es marcada por el acceso al recurso compartido. En el caso de techo de prio-
ridad inmediato, la prioridad especificada de acceso al PassiveResource será
la máxima prioridad con la que se accede al recurso. En el caso de herencia de
prioridad, la prioridad especificada de acceso será la misma prioridad del hilo
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que accede al PassiveResource, pudiendo realizar un aumento de la prioridad
2 si la prioridad de la nueva demanda es mayor.
5.5. Pruebas de validación
Mediante un conjunto de pruebas se comprueba que la nueva extensión cum-
ple con las propiedades requeridas. Con este objetivo ha sido definido un con-
junto de escenarios de prueba en los que se conocen de antemano los resultados.
Los escenarios y los resultados teóricos han sido tomados de Liu (2000).
Para validar esta nueva extensión han sido definidas tres pruebas. La primera
está centrada en validar la política de planificación basada en prioridades fijas
con desalojo, y utiliza un escenario sin recursos compartidos. Las otras dos
comprueban la correcta implementación del acceso a los recursos compartidos
empleando, respectivamente, los protocolos de techo de prioridad inmediato y
herencia de prioridad.
Cada prueba incluye la siguiente información:
Descripción de componentes, en el cuadro 5.2 se especifican elementos
como tiempo de ejecución, prioridades y los periodos de activación de cada
componente. Los deadlines de los componentes son los mismos que los
periodos de activación. La asignación de prioridades se realiza mediante
análisis RMS, por lo que los componentes con los periodos de activación
más cortos tendrán la mayor prioridad.
Cronogramas, el cronograma muestra el comportamiento teórico. Los
elementos con los que se describe la ejecución de las demandas de los
componentes se representan mediante rectángulos. El acceso a los recursos
compartidos se describe mediante un código de colores. El color blanco
es el correspondiente a la ejecución fuera de cualquier sección crítica, es
decir, sin capturar ningún recurso. Otros colores y patrones representan
ejecuciones en la sección crítica de los diferentes recursos. El inicio de
ejecución y los cambios de contexto entre componentes son mostrados
mediante diferentes líneas y flechas.
Gráfico con los tiempos de respuesta de cada componente, estos
diagramas muestran los tiempos de respuesta de cada componente durante
una simulación de SimuCom. Para cada simulación se ha empleado un total
de 20 hiperperiodos.
2En lengua anglosajona se emplea el termino boosting.
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5.5.1. Prueba de planificación basada en prioridades fijas
con desalojo
Estas pruebas se centran en la validación del comportamiento del planificador
en términos de desalojo de componentes. En el cuadro 5.2 muestra los elementos
de planificación; tres componentes con diferentes prioridades compiten por la
CPU. Los resultados esperados son mostrados en el cronograma 5.14. Todos
ellos tienen un comportamiento periódico y sus prioridades son inversamente
proporcionales a sus periodos de activación.





Figura 5.14: Cronograma de la prueba de desalojo.

















El sumatorio sobre los componentes cuya prioridad es mayor que la del com-
ponente C
i





mente, el tiempo de ejecución y el periodo de activación de dichos componentes.
Finalmente, e
i
es el tiempo de ejecución del componente C
i
.
Los datos mostrados en la imagen 5.15 son los resultados calculados por
SimuCom después de 20 hiperperiodos. Como se puede comprobar, los peores
tiempos de respuesta obtenidos en la simulación concuerdan con los peores tiem-
pos de la respuesta teórica. Los tiempos de activación han sido seleccionados de
una manera intencionada para forzar los peores casos.

















Component task ● C1 C2 C3
Figura 5.15: Tiempos de respuesta de las pruebas de validación.
5.5.2. Prueba del protocolo de techo de prioridad inme-
diato
Esta prueba se centra en comprobar el comportamiento de planificación
cuando se accede a un mutex que tiene configurada una política de techo de
prioridad inmediato. En el cuadro 5.2 muestra los parámetros para el análisis
de planificabilidad. Son definidos tres componentes con diferentes prioridades
que compiten por la CPU y dos recursos compartidos protegidos mediante el
protocolo que quiere ser validado. La información relativa a las secciones críticas
se muestra también en el cuadro 5.2 y el comportamiento teórico esperado se
muestra en el cronograma 5.16.
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Figura 5.16: Cronograma que muestra el comportamiento de los componentes
cuando el recurso ha sido protegido usando un protocolo de techo de prioridad
inmediato.
La siguiente función analítica iterativa permite calcular el peor tiempo de
















La ecuación es similar a la que fue mostrada en la sección previa, con la
salvedad de la adición de algunos parámetros nuevos. Estos parámetros nuevos
están relacionados con los efectos de las zonas de exclusión mutua. b
i
expresa
el tiempo de bloqueo sufrido por el componente C
i
debido a una contención
por el mismo recurso. Este parámetro se calcula para este protocolo como el
mayor tiempo de acceso demandado por cualquiera de los otros componentes de
algunos de los recursos accedidos por el componente C
i
.
Los resultados teóricos se muestran en el cuadro 5.2. La imagen 5.15 muestra
la simulación de 20 hiperperíodos. Como se puede comprobar, los resultados ob-
tenidos por la simulación concuerdan con los tiempos obtenidos de una manera
teórica.
Prueba del protocolo de herencia de prioridad
Esta prueba se centra en la comprobación del comportamiento del planifi-
cador cuando se utiliza el protocolo de herencia de prioridad. En el cuadro 5.2
muestra la información relativa a los parámetros de planificación. Han sido de-
finidos tres componentes con diferentes prioridades que compiten por la CPU y
dos recursos compartidos, los cuales también son descritos en el cuadro 5.2. Los
resultados esperados son mostrados en el cronograma 5.17.
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Figura 5.17: Cronograma que muestra el comportamiento de la implementación
de un protocolo de herencia de prioridad.
La ecuación 5.4 muestra la función analítica iterativa para el cálculo del peor
tiempo de respuesta cuando se utiliza el protocolo de herencia de prioridad. La
diferencia con el protocolo de techo de prioridad inmediato es cómo se calcula
el bloqueo máximo por cada uno de los componentes.
En este caso, la mayor cantidad de tiempo de bloqueo Bi corresponde al
bloqueo de la sección crítica que tiene el peor WCET. Se deberá tener en cuenta
que un recurso puede sólo ser bloqueado por una tarea y el anidamiento de las
secciones críticas no está permitido.
A diferencia de la anterior estrategia, en ésta el mayor tiempo de bloqueo
Bi corresponde a la suma de la sección crítica con el peor tiempo de ejecución.
Hay que tener en cuenta que una sección crítica puede sólo ser bloqueada por
una tarea en un determinado momento, y que no está permitido el anidamiento
de secciones críticas.
La imagen 5.15 muestra los resultados de la extensión de SimuCom con
la configuración del protocolo de herencia activo. Los resultados del análisis
mostrados en el cuadro 5.3 concuerdan con los obtenidos en la simulación con
SimuCom.
Cuadro 5.2: Parámetros para el análisis de tiempos de respuesta.
Componente información Recurso compartido
Nombre de la prueba. Nombre. Tiempo Ejecución(C). Tiempo Liberación (e
i
). Prio. (p). Recurso Crítico. Tiempo Ejecución.
C1 1. 2. 1. NA. NA.
Desalojo. C2. 3. 1. 2. NA. NA.
. C3. 3. 0. 3. NA. NA.
Techo Prioridad Inmediato. C1. 8. 4. 1. RS1;RS2. 3;3.
C2. 5. 3. 2. RS2. 3.
C3. 5. 0. 3. RS1. 3.
Herencia Prioridad. C1. 8. 4. 1. RS1;RS2. 3;3.
C2. 5. 3. 2. RS2. 3.
C3. 5. 0. 3. RS1. 3.
Cuadro 5.3: Tiempos de respuesta calculados teóricamente.




Techo Prioridad Inmediato. C1. 8.
protocolo. C2. 14.
C3. 19.
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6.1. Introducción
En este capítulo describimos el proceso automático de verificación, centrado
en los parámetros del modelo TSAM. En la figura 6.1 mostramos cuáles son los
elementos que discutimos en este capítulo. Podemos ver que a partir del modelo
transaccional, en particular el modelo TSAM, se genera el modelo RapiCheck.
La función de RapiCheck en el proceso es observar que un conjunto de asun-
ciones realizadas en el TSAM se cumplen en la plataforma destino, siendo éstas
corroboradas durante las pruebas de integración.
Los modelos que tratamos son de diseño y de análisis. En la figura 6.2 se
muestran los modelos y las transformaciones del proceso. Podemos ver que la
transformación parte de un modelo orientado al análisis TSAM, generando el
modelo RapiCheck. Este modelo contiene información relativa al diseño y al
análisis. Desde el modelo de diseño se genera un modelo de despliegue, del cual
se extraerá una traza de ejecución. Como el modelo RapiCheck contiene ambos
elementos, procesa la traza y valida que las asunciones del modelo TSAM son
las correctas.
El modelo de verificación automático es un objetivo marcado en la Tesis
Doctoral, en particular, el objetivo que tratamos en este capítulo corresponde
a:
«Las restricciones planteadas en el modelo de análisis de planificabilidad
son corroboradas de una manera automática en el sistema final (modelo
de vuelo, o modelo de ingeniería)».
El resto de este capítulo se organiza de la siguiente manera. La descrip-
ción de los diferentes perfiles de restricciones se especifica en la sección 6.3. En
la misma sección se explica cómo estas restricciones pueden ser generadas au-
tomáticamente como parte de las transformaciones de código o estrategias de
generación de código. Por último, en la sección 6.4 se presenta una política de
instrumentación de código y sus efectos en los perfiles de tiempo de ejecución.
6.2. RapiCheck
RapiCheck es parte de las herramientas desarrolladas por Rapita System
Ltd., empresa propietaria de RVS y otras soluciones para la optimización de
procesos de VV de sistemas empotrados críticos en automoción, aviónica y es-
pacio. El propósito de RapiCheck es la verificación dinámica de requisitos o






























Figura 6.1: Proceso de verificación. Se muestran los modelos y el orden de los
modelos que tienen que ser definidos para habilitar la transformación. Se puede
ver en la figura cómo se completa la verificación del análisis de planificabilidad.
El modo de funcionamiento tiene la misma filosofía que otras propuestas de
RVS RapiCheck, se basa en las observaciones realizadas en el target mediante
instrumentación del código.
En RapiCheck se expresan los requisitos mediante AFT. Los símbolos que
consume el autómata son puntos que tienen una equivalencia con elementos
del código fuente. Este mapa se realiza vía instrumentación del código fuente.
RapiCheck instrumenta el código automáticamente mediante la especificación de
los símbolos del AFT. Puede instrumentar elementos mediante la especificación
de tareas, funciones, inicio o final de función, o mediante etiquetas en el código
incluidas por el usuario. Después de la instrumentación, el código es ejecutado en
el target. Se extrae la traza y la herramienta comprueba si la traza corresponde
a la gramática que acepta el AFT. Los resultados son mostrados en un informe
RapiCheck, que indica las partes de la traza aceptada y los símbolos que no
pudieron ser consumidos.
Dentro de las diferentes fases del proceso de VV, RapiCheck se integra en las
pruebas pertenecientes a la campaña de integración, de tal manera que permite
optimizar los procesos de verificación del software de dos maneras, la primera


























de análisis y 
verificación
Figura 6.2: En este esquema podemos ver en qué punto de la transformación es-
tamos y cuáles son sus coordenadas. En este capítulo sólo tratamos con modelos
de validación, usando para ello la herramienta RapiCheck.
que indica que puede reducirse el número de pruebas en la fase de integra-
ción —o verificar un mayor número de requisitos con los bancos de pruebas
preexistentes—, ya que, un conjunto de requisitos puede ser verificado en el
mismo banco de pruebas; la segunda que permite hacer visibles errores relativos
a la satisfacción de requisitos impuestos en el diseño software.
Al igual que otras propuestas de la misma empresa, se necesitan mecanismos
de observabilidad en el target. Esto tiene una serie de limitaciones cuantitativas
de los elementos que pueden ser expresados. Estas limitaciones son dadas por
efectos de modificación de los Execution Time Profile (ETP). Son difíciles de
poder cuantificar sin conocer el método de observabilidad y la sensibilidad del
código que ha de ser instrumentado.
6.2.1. Definición de las restricciones en RapiCheck
RapiCheck usa un Domain-Specific Modelling Language (DSML) para definir
los AFT que expresarán las restricciones. Las transiciones definen las restriccio-
nes temporales y los símbolos que son consumidos. Hay dos estados que tienen
una función específica: el estado Ok, que es un estado de aceptación que ratifica
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que la parte de la traza que ha sido consumida es correcta, y el estado NoK, el
cual tiene como propósito especificar las condiciones por las cuales las restric-
ciones no se cumplen. Las propiedades temporales se especifican en función de
parámetros específicos, como el WCET.
A continuación mostramos los diferentes alcances de los que se compone la
definición de una restricción en RapiCheck:
constraint NAME is CATEGORY
symbols
≠≠ Los símbolos se declaran en este alcance
variables
≠≠ Las variables son declaradas en este alcance (Éstas son opcionales)
begin
≠≠ Los estado son definidos en este alcance
end constraint;
En el fragmento de código anterior mostramos un ejemplo de restricción.
Cada restricción se compone de un nombre que la identifica y una categoría
que permite organizarla para ayudar al usuario a visualizarla (Ltd., 2014). Los
símbolos son elementos de ejecución del código fuente. Las variables permiten
facilitar, como ya veremos, la definición de expresiones de cálculo de tiempos
de ejecución. Por último, entre la palabra reservada begin y end constraint, se
define la máquina de estados que comprobará las restricciones que se quieren
verificar.
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Definición de los símbolos en RapiCheck:
A : start "func_1";
B : task "task_1" function "func_2";
C : function "func_3";
D : task "task_2" end "func_4";
E : label "label_1";
F : task "task_3" function "func_5" label "label_2";
En el fragmento de código anterior mostramos un ejemplo de los diferentes
elementos que se pueden definir como símbolos. Se pueden definir funciones
de código fuente, tareas, funciones ejecutadas por una determinada tarea y
etiquetas que son especificadas en el código.
Definición de las variables en RapiCheck:
v a r i a b l e s
d e l t a = 0 ;
per iod = 20 ;
j i t t e r = 2 ;
deltamin = per iod ≠ j i t t e r ;
deltamax = per iod + j i t t e r ;
En el fragmento de código anterior mostramos un ejemplo de variables, que
nos servirán para guardar información entre estados o simplificar las expresiones
de transiciones. Por ejemplo, vemos en el código que definimos deltas, jitter y
períodos, además se definen un delta mínimo como deltamin y un delta máximo
como deltamax, donde éstos se expresan en función de otras variables. Esto
nos ayudará a simplificar las transiciones asociadas a la comprobación de, por
ejemplo, los delta relativos a la gestión de interrupciones.
Definición de estado y transiciones asociadas en RapiCheck:
s t a t e S0 i s
when "A" => { d e l t a = WT ≠ S0 .WT}
i f ( ( d e l t a < deltamin ) ( d e l t a > deltamax ) ) then
NOK
else OK;
end i f ;
when "B" => S2 ;
when "C" => { d e l t a = 5} S3 ;
En el fragmento de código anterior vemos un ejemplo de definición de esta-
do. El estado S0 es el origen de cuatro transiciones, las cuales transitarán: al
estado Ok, al estado NoK, al estado S2 y al estado S3. Cuando se lee el símbolo
A, las transiciones que se habilitan son de aceptación o de no aceptación, esto
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dependerá de un condicional. A este tipo de transición se la denomina en Rapi-
Check como transición con condicionales. El condicional comprueba si el delta
medido es mayor o menor que el especificado, en función de esto la restricción se
satisface o no se satisface. Cuando el símbolo B es leído, se transitará al estado
S2. Por último, tenemos una transacción que se llevará a cabo cuando se lee el
símbolo C, ésta tiene asociada una acción, la cual redefinirá el valor de delta.
Con estos elementos se pueden definir conjuntos de restricciones. Una vez
que han sido definidas, éstas son procesadas por la herramienta RapiCheck,
generando las políticas de instrumentación sobre el código. Esta política es aña-
dida al código fuente, generando una traza durante la ejecución del sistema en la
plataforma de destino. La traza resultante será analizada por la herramienta en
función de las restricciones especificadas, mostrando aquellas restricciones que
no han sido satisfechas, especificando la porción de la traza que no la cumplió.
6.3. Perfiles de Restricciones
El proceso propuesto incluye la definición de un conjunto de perfiles de res-
tricciones con el objetivo de verificar las evidencias en la plataforma destino.
Estos perfiles verifican por un lado, el comportamiento y el WCET anotado
de los modelos transaccionales (TSAM) en el modelo TACode y, por otro, que
las transformaciones desde el modelo de diseño al modelo de análisis sean co-
rrectas. Esto implica comprobar que el comportamiento descrito en los modelos
TSAM es el mismo que se observa en la plataforma de despliegue del software
de aplicación. Durante las pruebas de integración se podrán activar los perfiles
de verificación, eligiendo sólo aquellos que quieren ser verificados.
El proceso consta de los siguientes pasos:
1. Elección de los perfiles que son activados. 1
2. Generación e implementación automática de las restricciones en forma de
AFT RapiCheck.
3. Intervención de los eventos que quieren ser observados en el código.
4. Ejecución de las pruebas de integración en la plataforma de destino.
5. Extracción de la traza de plataforma de destino mediante un data logger
o un analizador lógico. 2
1Esta opción permite reducir la sobrecarga del proceso de verificación en el software.
2Tiene relación con la interacción de los modelos transaccionales y la herramienta Rapita.
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6. Verificación/Contraste de las restricciones AFT de cada uno de los perfiles
activados con las evidencias/traza.
Se han definido un conjunto de perfiles con objeto de verificar por un lado el
comportamiento reactivo del sistema a la recepción de eventos de interrupción
y temporización y, por otro lado, los tiempos asociados a la plataforma y los
elementos software. Los perfiles definidos son:
Perfil End-to-End-flow, encargado de comprobar que la secuencia de
disparo por un evento es la definida en los modelos TSAM.
Perfil TSAMMessageHandler, comprueba que el WCET asociado a los ele-
mentos de los manejadores de mensajes TSAMMessageHandler es el ano-
tado en el modelo TSAM.
Perfil tiempos plataforma, verifica que el WCET y los jitters asociados
a la plataforma y al run-time son los correctos.
Perfil de los patrones de activación, verifica que los parámetros aso-
ciados a los patrones de activación son los especificados en el modelo
TSAM. Además, también comprueba que el WCET y los jitters son co-
rrectos.
6.3.1. Perfil End-to-End
Este perfil tiene como objetivo verificar la secuencia correcta de TSAMMes-
sageHandlerItem cuando se recibe un TEvent. Por cada evento se genera un
elemento que es necesario verificar en forma de un AFT de RapiCheck. Los mo-
delos transaccionales necesarios para generar este perfil son los modelos TSAMR-
TRequirement, el modelo TSAMComponent y el modelo FLATMCAD. Desde el
modelo TSAMRTRequirement se extraen cada uno de los TEvent, y partiendo de
éstos se puede extraer la secuencia de acciones con la que el sistema reacciona.
El primer elemento de esta secuencia es el TSAMMessageHandler asociado a la
tupla puerto, mensaje y componente asociado al evento. Todos los TSAMMes-
sageHandler están especificados en el modelo TSAMComponents junto con cada
TSAMMessageHandlerItems. Cada TSAMMessageHandlerItem es transformado
en un estado de RapiCheck. La precedencia de los estados dependerá del orden
definido en los TSAMMessageHandler y el modo en que son resueltos los TSAM-
MessageHandlerItems del tipo TSAMMHiSend o TSAMMHiInvoke. Para resolver































Figura 6.3: El AFT de RapiCheck generado para la verificación del WCET.
los TSAMMessageHandlers que son activados por los TSAMMHiSend o TSAMMHiIn-
voke son usadas las conexiones entre puertos, éstas son definidas en el modelo
FLATMCAD.
Los tipos TSAMMHiInvoke y TSAMMHiSend generan nuevas dependencias sobre
otros componentes que tienen que ser resueltas ya que estas operaciones modelan
la comunicación entre tareas y generarán nuevas subsecuencias de estados en el
AFT resultante de RapiCheck. Como vimos en el capítulo correspondiente a
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la descripción de los modelos transaccionales, los TSAMMHiInvoke modelan las
demandas sobre los recursos compartidos que no tienen una tarea propia. Por
el contrario, los TSAMMHiSend modelan la comunicación por paso de mensajes
entre tareas, siendo esta comunicación de naturaleza asíncrona.
El hilo que ejecuta un TSAMMHiInvoke se queda a la espera de recibir un
TSAMMHiReply del componente reactivo que maneja el mensaje síncrono. Este
comportamiento se resuelve primero buscando el TSAMAsynchMsgHandler que
satisface la llamada síncrona y posteriormente se generan en RapiCheck dos
estados: uno correspondiente al TSAMMHiInvoke y, a continuación, otro corres-
pondiente al TSAMMHiReply. Este comportamiento se puede observar en la figura
6.3.
Los envíos asíncronos TSAMMHiSend son más complejos de resolver debido a
que la secuencia dependerá ahora de las prioridades de las tareas y de la ar-
quitectura del sistema (por ejemplo, el caso de multiprocesadores). La solución
adoptada, en nuestro caso, viene de una de las restricciones de los sistemas
que son soportados por este proceso. Este proceso sólo tiene en consideración
sistemas monoprocesadores (ERC-32, Leon2, etc.). Esto significa que los TSAM-
MessageHandler que manejan el mensaje enviado por el TSAMMHiSend y el resto
de los TSAMMessageHandlerItems correspondientes al TSAMMessageHandler se
ejecutarán en secuencia. La cuestión es resolver el orden de precedencia. Esto
dependerá de la prioridad de cada uno de los componentes. Se han definido tres
tipos de condiciones:
C1, un TSAMMHiSend tiene que ser resuelto y el componente que contiene
el TSAMMessageHandler es de menor prioridad, por lo que se incluye en
la cola de «TSAMMessageHandler pendiente de resolver» y el resto de los
TSAMMessageHandlerItem relativos al TSAMMessageHandler que contenía
el TSAMMHiSend son añadidos a la secuencia del AFT.
C2, un TSAMMHiSend tiene que ser resuelto y el componente que contie-
ne el TSAMMessageHandler es de mayor prioridad. Se ejecutan todos los
TSAMMessageHandlerItem asociados a este último TSAMMessageHandler,
sus TSAMMHiSend se resolverán usando estas reglas de una manera recur-
siva, y el resto de los TSAMMessageHandlerItem que quedan del TSAM-
MessageHandler que realizó la operación TSAMMHiSend son encolados en
«TSAMMessageHandler pendientes de resolver».
C3, todos los TSAMMessageHandlerItem del TSAMMessageHandler han
sido ejecutados, por lo que debe resolverse un TSAMMessageHandler de la
cola. Se extrae un elemento de la lista «TSAMMessageHandler pendientes
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de resolver». Éste será el TSAMMessageHandler prioritario, en caso de que
haya más de uno se resolverán por orden FIFO.
El funcionamiento del algoritmo es idéntico a una búsqueda en un árbol, don-
de cada TSAMMessageHandler es un nodo y el arco contiene la prioridad asociada
al componente donde se deberá ejecutar el TSAMMessageHandler, visitando pri-
mero los nodos prioritarios. El orden de visita de los TSAMMessageHandler es
la secuencia en la que deberán aparecer los TSAMMessageHandlerItem.
Un conjunto de TSAMMessageHandler puede estar asociado a la misma tupla
puerto y mensaje. Esto significa que al menos uno de estos TSAMMessageHand-
ler puede ejecutar sus TSAMMessageHandlerItems asociados. Éstos permiten
definir que el sistema tenga diferentes estados internos y dependiendo de éstos
su comportamiento sea diferente. Esta estructura se transforma en RapiCheck
generando diferentes arcos, uno por cada uno de los TSAMMessageHandler. Los
TSAMMessageHandlerItems de cada uno de ellos es resuelto por separado con
las reglas de transformación anteriormente descritas. Se tiene en cuenta que por
cada rama una lista de TSAMMHiSend tiene que ser resuelta y el orden de preferen-
cia se verá alterado. En caso de que la secuencia de TSAMMessageHandlerItem
sea la misma para dos ramas, éstas son simplificadas.
Por último, vimos como los TSAMMessageHandlerItem pueden definir depen-
dencias sobre los elementos del tipo TSAMSAP. Por cada TSAMSAP requerido se
definirá un estado RapiCheck. El orden de precedencia es el orden de aparición
en el modelo transaccional.
6.3.2. Perfil TSAMMessageHandlerItem WCET
El segundo perfil verifica el WCET anotado en los TSAMMessageHandlerI-
tems y los TSAMSAP. Vimos que cada TSAMMessageHandlerItems es anotado con
su WCET en el modelo TSAMComponent. Por cada TSAMMessageHandlerItem se
genera un AFT de RapiCheck. El AFT contiene cinco estados mostrados en la
figura 6.4. El primero, encargado de detectar el inicio de la función asociada al
TSAMMessageHandlerItem o TSAMSAP, cuyo nombre se forma con el nombre del
TSAMMHItemInit. Otro estado es el encargado de detectar el final de la función
asociada al TSAMMessageHandlerItems o al TSAMSAP, éste se denomina TSAMM-
HItemFinish. Por último, los tres restantes estados son: el estado inicial, el
estado de aceptación (Ok ) y el de no aceptación (NoK ). La condición para que
la verificación no se satisfaga y transite al estado NoK es que el tiempo trans-
currido en el TSAMMessageHandlerItem desde el principio a su final sea mayor
que el WCET anotado. En caso contrario se transitará al estado Ok.












Figura 6.4: Transformación desde la definición de un TSAMMessageHandlerItem.
En la parte superior se muestra el AFT de RapiCheck que define la restricción
y en la parte inferior elementos del modelo TSAM que son usados para realizar
la tranformación.
6.3.3. Perfil de jitters y primitivas del WCET asociado a
las primitivas del run-time y plataforma
Los parámetros de la plataforma que afectan al tiempo de respuesta deben
ser incluidos como un perfil para ser verificado, a pesar de que el modelo original
no incluye el código fuente. Estos parámetros están ocultos dentro del sistema
operativo. Para este perfil no hemos especificado ninguna transformación auto-
mática de AFT RapiCheck, ya que deberán ser generados manualmente. Esto
es debido a que las primitivas de una plataforma a otra pueden cambiar. Aun-
que sería interesante investigar sólo aquellos run-times que satisfacen primitivas
estándares, como es el caso de la API POSIX, dando la posibilidad de generar
procesos automáticos.
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Figura 6.5: AFT RapiCheck, que verifica las restricciones de tiempo real (dead-
line).
El objetivo de este perfil es verificar que las restricciones de tiempo real
(deadline) se cumplen. El modelo TSAMRTRequirement define los deadline. Por
cada TDeadline se genera un AFT de RapiCheck. El tipo de AFT es muy simi-
lar al que ya se mostró en 6.3.2. Se define un total de cuatro estados, donde un
estado representa la captura del evento, denominándose igual que el TEvent aña-
diendo el sufijo -init. Otro estado representa el final del TSAMMessageHandler
anotándose su deadline, denominándose con el nombre del TSAMMessageHand-
ler y el sufijo -finish. El resto de los estados son: el estado aceptación Ok y de no
aceptación NoK. La transición al estado NoK se transita si el tiempo transcurrido
desde el primer TSAMMessageHandler asociado al TEvent hasta el tiempo en el
que se ejecuta el TSAMMessageHandlerItems, que contiene el Deadline. En caso
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contrario se transitará al estado de aceptación Ok. El AFT se especifica en la
figura 6.5.
6.3.5. Perfil de patrones de activación
AFT Rapicheck
Evento Ráfaga
















Evento Periódico / Evento Esporádico
p:periodo / mtl: menor tiempo de llegada
evt:TSAMEvent
S1 S2
minia: mínimo tiempo entre eventos de la 
ráfaga
nmax: número máximo de eventos










Figura 6.6: AFT RapiCheck, que verifica los patrones de activación.
6.3. PERFILES DE RESTRICCIONES 157
Con este perfil se quiere verificar que los patrones de activación de los eventos
son los especificados por el modelo TSAMRTRequirement. Un AFT de RapiCheck
es generado por cada TEvent. Cada tipo de evento tiene diferentes parámetros
que deben ser verificados, por lo que el AFT que se genera dependerá del tipo
de evento.
Patrón de activación esporádico/periódico
Los eventos del tipo periódico o esporádico deben verificar el periodo o el
menor tiempo de llegada entre eventos. El AFT resultante tiene tres estados,
éste se muestra en la figura 6.6.
Estado que describe cuando el evento es disparado. Éste se denomina igual
que el TEvent que verifica.
Estado de no aceptación NoK.
Estado de aceptación Ok.
La transición desde el estado TEvent al estado NoK se realiza cuando el
tiempo transcurrido entre dos TEvent es mayor al periodo del evento. Hay que
tener en cuenta que las semillas de ambos eventos deben diferir en el campo
ramdom seed. En caso contrario se transitará al estado Ok. Este comportamiento
se muestra en la figura 6.6.
Patrón de activación Ráfaga (Bursty)
En los eventos del tipo ráfaga (bursty) se deben verificar los siguientes pa-
rámetros: el mínimo tiempo entre eventos, el número máximo de eventos por
ráfaga y el menor tiempo entre los elementos de la ráfaga.
El AFT generado consta de cuatro estados.
Estado de verificación de ejecución del evento. Éste se denomina igual que
el TEvent que verifica.
Estado de verificación de cada elemento de la ráfaga. Se denomina Inter-
ArrivalTimeNumberActivations.
Estado de no Aceptación NoK.
Estado de Aceptación Ok.
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Anteriormente, aunque además de comprobar el periodo de activación de
cada ráfaga, se verifica la frecuencia de llegada y el número de elementos de ca-
da ráfaga. Para éstos se definen dos nuevas transiciones relativas al número de
activaciones y el tiempo entre cada suceso de la ráfaga. Por cada nuevo evento
de la ráfaga se define una transición que parte desde el estado InterArrival-
TimeNumberActivations y tiene como destino el estado InterArrivalTime-
NumberActivations. Siempre que se cumpla una de las siguientes condiciones
se define una transición al estado NoK:
Cuando el periodo del evento es mayor al especificado.
El número de eventos es mayor.
Cuando el tiempo entre eventos es menor al especificado.
6.3.6. Perfiles de situaciones de tiempo real
Este perfil permite verificar las situaciones de tiempo real definidas en el mo-
delo RTRequirement. Ya vimos, en el capítulo 3 correspondiente a la descripción
de los modelos TSAM, que cada TSAMMessageHandler del modelo transactional
component model puede tener una relación de una o más situaciones de tiempo
real. Esto significa que los elementos de estos TSAMMessageHandler, los TSAM-
MessageHandlerItem, son ejecutados sólo cuando una determinada situación
de tiempo real está activa en el sistema.
Una situación de tiempo real está formada por:
Identificador, nombre que describe de manera inequívoca la situación de
tiempo real.
Punto de modulación, formado a su vez por la situación de tiempo
real de entrada y el TSAMMessageHandler que indica la activación de la
situación de tiempo real.
De una manera ilustrativa se muestra en la figura 6.7 la definición de la
restricción. Podemos ver que un AFT ha sido definido para cada situación de
tiempo real. Esto permite verificar los elementos válidos para cada una de las
situaciones de tiempo real. Por otro lado, otro AFT se define para comprobar que
los pasos de una situación de tiempo real a otra son válidos. Con esto podemos
corroborar que las acciones ejecutadas en el sistema son las especificadas en su
comportamiento.
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Figura 6.7: AFT RapiCheck que verifica las situaciones de tiempo real.
Se puede decir que cuando se produce un cambio de situación de tiempo real
los nuevos TEvent sólo podrán ejecutar los TSAMMessageHandler correspondien-
tes a esta situación de tiempo real. Los eventos que habían sido activados antes
del cambio de la situación de tiempo real acabarán su reacción con la que em-
pezaron su ejecución. Con este propósito se define un AFT de RapiCheck con el
objetivo de comprobar que el orden de activación de las situaciones de tiempo
real corresponde a los puntos de modulación definidos. De esta manera se gene-
ra un estado por cada situación de tiempo real. Los arcos de este AFT son los
puntos de modulación, y para transitar de un estado a otro se deberá identifi-
car la ejecución del primer elemento del TSAMMessageHandler, que permite la
modulación de la situación de tiempo real.
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Se deberá verificar que una vez activada una situación de tiempo real todos
los TSAMMessageHandler son los relativos a esa situación. Para esto se genera
un AFT de RapiCheck por situación de tiempo real y por TEvent. Pero sólo
contendrá los TSAMMessageHandler pertenecientes a la situación de tiempo real
que vamos a verificar. Los elementos de la traza generada durante la ejecución
de la prueba de integración pueden contener más de una situación de tiempo
real. Esto implica que deberá ser dividida en tantas trazas como situaciones
de tiempo real hayan sido definidas, con el objeto de verificar cada uno de los
AFT relativos a cada TEvent y situación de tiempo real. La división es fácil
de realizar, los puntos de modulación son elementos de corte de trazas. Hay
que tener en cuenta que los TEvent que no han finalizado su ejecución deberán
ser contenidos en esta misma traza. Éstos son fáciles de identificar, ya que los
identificadores event-seed tras el punto de corte todavía son los pertenecientes
a la anterior situación de tiempo real. Una vez alimentado cada AFT se podrá
comprobar si las evidencias son las correspondientes a las definidas en el modelo.
6.4. Instrumentación y sobrecarga
6.4.1. Instrumentación
Con el objetivo de demultiplexar diferentes eventos se ha definido un identi-
ficador de punto de instrumentación. 3 El motivo radica en que un mismo TSAM-
MessageHandlerItem puede ser ejecutado por diferentes eventos. Esto implica
que si queremos comprobar por separado dos secuencias de ejecución asociadas
a dos eventos que ejecutan un mismo TSAMMessageHandlerItem , la traza debe
ser demultiplexada. La composición del identificador se muestra en la figura 6.8.
Se compone de los siguientes elementos: 4
Event-seed, identifica la instancia de un evento. Se genera aleatoriamente
y consta de 11 bits, de tal manera que la probabilidad de que dos eventos
consecutivos tengan la misma semilla es de 4,882810≠4.
Event-identifier, identifica un evento. Está formado por un total de 4
bits, esto implica que se puede distinguir hasta un total de 16 eventos.
3Este punto de instrumentación difiere del que ha sido usado en la caracterización de los
tiempos de ejecución.
4Esta distribución es sólo una sugerencia, puede modificarse de manera cuantitativa los
números de bits o adaptarse a las necesidades y limitaciones del hardware.
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Point-identifier, identifica un punto en el código fuente. Se compone de
16 bits, por lo que se puede especificar un total de 65,536 puntos.
0 21 3 54 6 87 9 10 11 12 13 14 15 0 21 3 54 6 87 9 10 11 15141312
Event-Random-Seed Event-Identifier Point-identifier
Probability 4.8828 10-4 16 maximun events 65536 maximum points to instrumented
Instrumented identifier
Figura 6.8: Campos que conforman un punto de instrumentación. Esta propues-
ta permite demultiplexar los diferentes eventos y puntos en el código fuente, de
tal manera que habilita la verificación propuesta.
6.4.2. Sobrecarga
La generación de evidencias en esta propuesta está basada en la instrumen-
tación del código. Esta instrumentación genera sobrecarga en los tiempos de
ejecución, de manera que deberá tenerse en cuenta.
Es de especial interés generar la menor cantidad de elementos instrumentados
para verificar todos los perfiles anteriormente citados. La política de instrumen-
tación se realiza en conjunto con todos los perfiles que han sido habilitados, de
tal manera que el número de puntos de instrumentación se optimiza globalmen-
te. De hecho, si el perfil End-to-End está activo, todos los demás, a excepción
del perfil TSAMMessageHandlerItem WCET, no generan nuevos puntos de ins-
trumentación, por lo que no se genera una sobrecarga adicional.
Hay que tener en cuenta que la sobrecarga dependerá tanto del número de
puntos de instrumentación como de la periodicidad de ejecución de un punto
de instrumentación. Por ejemplo, elementos de verificación relativos a jitters o
el cambio de contexto del sistema operativo generan una sobrecarga muy sig-
nificativa en el sistema. Otros, en cambio, relacionados con la comprobación
de eventos de períodos grandes generan poca sobrecarga. Esto implica que de-
terminar la contribución en función del tipo de perfil es difícil, debido a su
heterogeneidad y a la sobrecarga en los tiempos de ejecución de cada uno los de
puntos de instrumentación, ya que la contribución depende de factores como la
periodicidad y el tiempo de ejecución.
Uno de los aspectos más interesantes y más homogéneos para mitigar la
sobrecarga es la especificación de niveles de detalle de cada uno de los perfiles.
Para esto han sido definidos tres niveles de detalle.
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El nivel con más detalle que tiene en cuenta los TSAMMessageHandlerItem.
El nivel de detalle intermedio que tiene en cuenta los TSAMBasicHandler.
Por último, el menor nivel de detalle que tiene en cuenta los TSAMMes-
sageHandler. Esto quiere decir que sólo se instrumentarán los primeros
y últimos elementos del nivel de detalle y puntos de conexión con otros
TSAMMessageHandlers, como son los TSAMMHiSend.
Por ejemplo, un nivel de detalle relativo a TSAMBasicHandler , el cual con-
tenga un TSAMMHiSend se instrumenta de la siguiente manera: el inicio del
primer TSAMMessageHandlerItem del TSAMBasicHandler, el primer TSAMMes-
sageHandlerItem del inicio del TSAMMessageHandlers que es resuelto con el
TSAMMHiSend y el final del último TSAMMessageHandlerItem. De esta manera,
el WCET será el correspondiente a la suma de los TSAMMessageHandlerItem
contenidos en la secuencia.
Capítulo 7
Caso de uso
La fortuna favorece a los
valientes.
P. Virgilio
"Puedes tener un software de
calidad o puedes tener aritmética
de punteros, pero no puedes tener
ambas cosas al mismo tiempo"
B. Meyer
How desperate do you have to be




El proceso de VV descrito en esta Tesis Doctoral ha sido implementado como
soporte de la ICUSW.
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EPD forma parte de la carga útil de la misión Solar Orbiter, cuyo objetivo
científico primario es determinar como el Sol crea y controla la heliosfera. Dicha
misión combina instrumentación de observación remota e in-situ, siendo EPD el
instrumento encargado de la observación de partículas energéticas. EPD cubre
directamente uno de los subobjetivos científicos de alto nivel: ¿Cómo las erup-
ciones solares producen las partículas energéticas que llenan la heliosfera? El
lanzamiento de Solar Orbiter está planeado para Octubre de 2018, y la mi-
sión se acercará hasta 0.28 UAs del Sol durante el perihelio. Durante parte de la
órbita, la inclinación del plano orbital permitirá observar el Sol desde fuera del
plano de la eclíptica. EPD estudiará las propiedades de los iones supratermales





el rango de cada uno los sensores se muestra en la imagen 7.2.
A continuación describimos someramente cada uno de los sensores1 los cuales
se muestran en la imagen 7.1.
Suprathermal Electrons and Protons (STEP), observará electrones y
protones supratermales entre 2 y 200 keV, utilizando imanes permanen-
tes para la separación de electrones y protones. El sensor dispone de dos
aperturas (una para electrones y otra para protones) y permitirá obte-
ner información sobre la dirección de llegada de las partículas gracias al
pixelado de los detectores.
SupraThermal Ion Spectrograph (SIS), identifica las partículas me-
diante espectrometría de masas por tiempo de vuelo, y se basa en el diseño
del instrumento Ultra Low Energy Isotope Spectrometer (ULEIS) a bordo
de la misión Advanced Composition Explorer (ACE). Cubre el rango de





Electron Proton Telescope (EPT), este telescopio es una herencia del
telescopio Solar Electron and Proton telescope (SEPT) a bordo de la mi-
sión STEREO. Fue diseñado para medir los electrones en el rango de energías
de entre 20 y 400 keV Solar Electron and Proton Telescope (SEPT) y mide
iones entre 60 y 7000 keV. Los iones son excluidos de los telescopios de
electrones usando una lámina de absorción, mientras que un imán impide
la entrada de electrones en los telescopios de iones.
High Energy Telescope (HET), cubrirá la parte más energética del es-
pectro observado por EPD (hasta 15 MeV para electrones y más de 400
1Para más información puede consultar la página oficial del grupo SRG y la página oficial
de EPD hospedada por la ESA.
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Unida de control EPD
Ordenador de a bordo
STEIN HET-EPT_1 HET-EPT_2 SIS 
Figura 7.1: Composición de elementos del experimento EPD, embarcado en el
satélite Solar Orbiter.
MeV para iones de Fe). Sus observaciones permitirán comprender el origen
de sucesos de alta energía. Tanto HET como EPT cuentan con varias aper-
turas, de forma que permiten obtener cierto nivel de información sobre la
distribución direccional de las partículas.
El instrumento consta —aparte de los sensores— de una unidad de control
que permite realizar las funciones de interfaz. Esta unidad de control denomina-
da ICU consiste en una Control Process Data Unit (CDPU) y una Low Voltage
Slow Control (LVPS). Las funciones de interfaz del ICU son relativas a la co-
municación entre los sensores de EPD y el ordenador de abordo de la misión
(spacecraft). De una manera más detallada su funcionalidad es:
Controlar la comunicación entre los sensores y el ordenador de abordo.
Controlar la comunicación entre el ordenador de abordo y EPD.
166 CAPÍTULO 7. CASO DE USO










Figura 7.2: Rango de energías de los diferentes sensores que forman parte del
instrumento EPD.
Comprobar los datos recibidos de los sensores.
Ejecutar los comandos recibidos de los sensores.
Transmitir la telemetría de ciencia, recibida desde los sensores al ordenador
de abordo.
Comprobar los datos recibidos desde el ordenador de abordo de la misión.
Ejecutar los telecomandos de la ICU recibidos por parte del ordenador de
abordo.
Reenvío de telecomandos a los sensores por parte del ordenador de abordo.
Proporcionar los servicios PUS asignados a EPD.
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Gestionar las transiciones entre los modos de EPD.
Gestionar los casos de contingencia de EPD.
Gestionar el Housekeeping de EPD.
Este capítulo se estructura de la siguiente manera. Veremos la arquitectura
de ICUSW donde su organización interna está formada por sus interfaces, el
comportamiento de todos sus elementos, las relaciones entre ellos y el papel de
estos elementos en la interacción entre la ICUSW y los sensores o el ordena-
dor de abordo. En la sección 7.3.2 se especifica la transformación a los modelos
pivotes, donde se muestran los modelos TSDM y TSAM resultantes de la trans-
formación del modelo EDROOM de ICUSW. En la sección 7.4.1 se muestra
la transformación al modelo de planificabilidad de la ICUSW con una serie de
resultados previos. En la sección 7.4.2 se muestra la transformación al modelo
PCM y una serie de resultados preliminares. En la sección 7.4.3 se muestra la
transformación de una serie de modelos de verificación RapiCheck y un conjunto
de valores iniciales.
7.2. Software de la unidad de control ICUSW
Las diferentes perspectivas con las que se conforma el software de la unidad




Comportamiento de sus elementos.
Las relaciones entre ellos y el papel de estos elementos en la interacción
entre la ICUSW, los sensores y el ordenador de abordo de la misión.
Trataremos cada uno de estos aspectos de una manera breve pero los más
exhaustiva posible.
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7.2.1. Modos de funcionamiento de ICUSW
Las funcionalidades de la unidad de control pueden cambiar en función del
estado en la que se encuentre. Cuatro modos principales han sido definidos, un
modo de configuración donde el instrumento se encuentra en fase de calibración,
un modo nominal donde los servicios de ciencia y Housekeping and FDIR —
salud y acciones de contingencia— son las principales funciones — la gestión
de House Keeping Fault and Detection Isolation and Recovery (HKFDIR) no se
explicará más adelante, esta decisión ha sido tomado por una cuestión de alcance
del caso de uso—, un modo singular de ciencia, en el que un suceso científico
de gran relevancia está sucediendo, y por último un modo degradado que tras
una situación no recuperable del software principal —nosotros los denominamos
software de aplicación— es ejecutado, donde la funcionalidad del instrumento
se reduce al envío de diagnósticos de salud, y servicios de memoria que permite
cargar un nuevo software de aplicación.
Modo nominal
Éste es el principal modo en el que se encuentra ICUSW. Todos los servicios
están activados, y se recoge de una manera regular la telemetría generada por
los sensores. Los datos de los instrumento se mandan con una cadencia de un
segundo. Un hardware específico ha sido diseñado con el propósito de liberar
de la gestión de la recepción de los paquetes de telemetría procedentes de los
sensores. Este hardware captura los paquetes y los encola en un bu er en la
memoria principal.2 El software, mediante un algoritmo de compresión, reduce
el nivel de detalle de los datos, enviando al ordenador de abordo una información
de ciencia con una resolución de 10 segundos
Modo evento singular de ciencia
El modo relativo al evento singular de ciencia (burst mode), como su propio
nombre indica, es relativo a sucesos de gran relevancia científica. En este modo
es de especial interés obtener más información de lo normal, ya que datos con
mayor nivel de detalle pueden ser de gran valor científico, pero la activación de
este modo no puede perdurar debido a las limitaciones en el ancho de banda de
la misión. Por este motivo ha sido ideado este modo. Este modo es activado por
interrupción mediante un mecanismos de detección de eventos singulares. Cada
instrumento comparte información con el resto y cada instrumento decide, qué
2Fue propuesta una estrategia de codiseño (Sánchez et al., 2013).
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es bajo su prisma, un evento singular de ciencia y cómo se recolectarán los datos
generados durante el evento. Este modo tiene una limitación, de tal manera que
no podrá usarse más de 10 minutos diarios.
El disparador (trigger) de este modo es un telecomando propio de la misión
definido en el estándar CCSDS que denominaremos de una manera figurada
telecomando 42 — 42 es un número perfecto para responder al modo singular de
ciencia, el sentido de la vida, del universo y todo lo demás—. La función principal
de este telecomando es compartir información científica entre los instrumentos de
Solar Orbiter. Cada instrumento puede definir una serie de umbrales para activar
un modo de evento de ciencia singular basándose en la información generada
por otros instrumentos (ver Figura 7.3). Este proceso consta de cuatro pasos:
1. Periódicamente, cada instrumento envía cuatro bits de información al or-
denador de a bordo.
2. El ordenador de a bordo genera el telecomando 42. La información de este
telecomando contiene los datos proporcionados por cada uno los instru-
mentos de la misión.
3. Telecomando 42 se difunde a cada uno de los instrumentos de la misión.
4. Los instrumentos de acuerdo a la información contenida en el telecomando
42 pueden activar este modo.
La desactivación de los modos se lleva a cabo o bien, porque las condiciones
del evento han terminado, o se ha agotado el tiempo en este modo. Esto implica:
Recibir un telecomando 42 que no reúne las condiciones.
Recibir una excepción del reloj asociado al tiempo máximo por día para
la activación del modo de evento singular de ciencia, el cual se programa
con un máximo de 10 minutos diarios.
Modo degradado o modo de arranque
Este modo tiene una doble funcionalidad:
Gestionar el arranque de la unidad de control.
Gestionar un modo degradado de funcionamiento.





























Figura 7.3: Descripción del funcionamiento del telecomando 42. Para su des-
cripción ha sido usado el formalismo Use Case Map (UCM). Podemos ver cómo
cada unos de los instrumentos envía los 4 bits. El ordenador de abordo compone
el telecomando 42 y dependiendo de la información que contenga ICUSW activa
el modo de evento de ciencia singular.
Cuando la unidad de control arranca este modo, realiza una serie de com-
probaciones en el hardware, y si todo está correcto, despliega el software de
aplicación en la memoria. Una vez desplegado el software le cede el testigo de la
ejecución, este software no se volverá a ejecutar hasta que el sistema se reinicie.
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Este modo gestiona los errores no recuperables, tanto software como hardwa-
re. Ejemplos típicos de los errores que producen que este modo tome el control
son:
Las restricciones temporales no se cumplen. Son detectadas mediante tem-
porizadores (watchdog).
El software de aplicación se corrompa. Uno de los motivos de las corrupción
de memoria es debido a la radiación del entorno.
La monitorización de los datos de la ICU no corresponde con parámetros
de funcionamiento normal.
Cuando un error es detectado por uno de los motivos que hemos citado se
realiza la siguiente secuencia de acciones:
1. El sistema se autoreinicia.
2. Se envía el motivo del reinicio a tierra.
3. Se comprueba condiciones del sistema.
Tras comprobar las condiciones del sistema dependiendo del resultado este
modo tomará dos opciones:
Modo de recuperación, el sistema no está habilitado para activar el soft-
ware de aplicación. Esto implica que de manera periódica se envían a tierra
datos de monitorización del estado de la ICU, y que se quede a la espera
de una actualización del sistema.
Modo arranque, el sistema proyecta en memoria principal la ICUSW —
software de aplicación—.
7.2.2. Interfaces
Las relaciones de ICUSW con el hardware, los sensores y el ordenador de
abordo de la misión se describen mediante interfaces. Estas interfaces son intro-
ducidas en los próximos párrafos.
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Interfaces hardware y de comunicación
Esta interfaz permite la gestión de los recursos hardware. Los elementos
que la componen son de naturaleza diferente según la tecnología. La ICUSW
tiene una serie de memorias. La Programmable Read-Only Memory (PROM)
que almacena el modo degradado/arranque. La memoria Electrically Erasable
Programmable Read-Only Memory (EEPROM) encargada del almacenamiento
del software de aplicación. La memoria Synchronous DRAM (SDRAM) que se
utiliza para la proyección del software de aplicación con sus distintos segmentos.3
Otras interfaces son las relativas a las comunicaciones. La interfaz UART/LVDS,
que es la encargada de la comunicación con los sensores. También está la interfaz
SpaceWire es la interfaz encargada de la comunicación con el ordenador de
abordo, se encarga de la recepción de los telecomandos donde la interfaz TMTC
controla un DMA que se encarga de gestionar la recolección de telemetrías y
telecomandos de las anteriores interfaces y depositarlas en sendos bu ers para
que sean consumidos.
Se usan distintos protocolos para la comunicación con el ordenador de abordo
y los sensores. Mientras que para los sensores ha sido desarrollado un protocolo
específico para la misión, denominado Sensor Transport Frame (STF), para el
ordenador de abordo se usa un protocolo estándar de la ESA, como CCSDS
(CCSDS, 2000). El propósito del protocolo STF es reducir la complejidad de los
servicios Packet Utilization Standard (PUS), como hemos visto anteriormente,
son implementados por la ICU y configura los sensores mediante STF para llevar
a cabo las funcionalidades específicas a nivel de instrumento.
Estructura del software
El software de aplicación ICUSW está estructurado en diferentes capas. Cada
capa es independiente del resto, y el intercambio de información entre ellas se
realizan a través de interfaces definidas de manera formal y clara. La figura
7.4 muestra la estructura de capas del software de aplicación ICUSW, donde
cada capa sólo implementan funcionalidades, que son especificadas en EDROOM
mediante librerías de servicio.
RTEMS 4.8. Esta primera capa corresponde al sistema operativo de tiempo
real. El sistema operativo en cuestión es el RTEMS 4.8 versión calificada
por la empresa Edisoft. Esta capa tiene la funcionalidad de proveer los
3Segmentos de pila, segmentos de datos, y segmento de código, el código en binario tiene
una estructura sparc.






Figura 7.4: Estructura en capas del software de la ICUSW.
servicios de gestión de tareas, y servicios de programación de temporiza-
dores, también, proporciona soporte para la instalación, gestión y uso de
los controladores de dispositivos. Como son las A Universal Asynchronous
Receiver/Transmitter (UART) o el SpaceWire RTOS.
Capa de enlace de datos (DataLinkLayer ). La capa de enlace de da-
tos es la encargada de proporcionar la abstracción para el módulo de soft-
ware TMTC de las diferentes tecnologías de enlace de datos, que se utilizan
para comunicar la ICU tanto con los sensores, como con el ordenador de
abordo de la misión.
Telecomando y Telemetría (TMTC). Realiza las transformaciones perti-
nente y genera los datos de las cabeceras según cada protocolo.4 También
tiene la función de enrutamiento de paquetes, esto es, la capacidad que
desde el segmento de tierra se mande un telecomando específico a un de-
terminado sensor.
Módulos de servicio ICUSW (ICUSWServiceModules ). Este módulo re-
presenta un conjunto de librerías de miscelánea que dan soporte a diferen-
4Especialmente CCSDS, donde se deberán tener contadores a nivel de instrumento como
son contadores de paquetes, etc.
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tes funcionalidades de la ICUSW. Soporte de protocolos de comunicación,
soporte de comprobación de errores en memoria y su reparación. Soporte
de detección de errores en alguna tecnología de comunicación. Soporte de
gestión de actualizaciones del software de aplicación. Soporte a funciona-
lidades de alto nivel, como servicios de salud (Housekeeping) servicios de
gestión de telemetría o ayuda a la gestión de la ejecución de los diferentes
telecomandos.
Capa superior del software de aplicación (EPDManager). Es la en-
cargada de la definición de componentes, y gestiona un conjunto de funcio-
nalidades como un sistema multihilo. La estructura de esta capa se define
por un conjunto de componentes (tareas) soportados por un CRT. La co-
municación entre los componentes se realiza por medio de mensajes. La
capa CRT ofrece este servicio de comunicación por medio de un puerto y
una función de envío. CRT convierte interrupciones y excepciones en los
mensajes enviados y en cola a los componentes. El diagrama de compo-
nentes de la capa del Administrador de EPD se muestra en la figura 7.5.
En esta capa nos centraremos de una manera más extensa.
CRT
Figura 7.5: Estructura de componentes del ICUSW. Modelo de defección de
componentes de EDROOM.





















Figura 7.6: Estructura de componentes del ICUSW. Modelo de definición de
componentes de EDROOM.
Capa superior del software de aplicación
La composición de la estructura de la ICUSW es mostrada en la figura 7.6.
EPDManager es el componente principal y se compone de cuatro componentes:
Tres componentes del tipo tarea y un componente del tipo recurso compartido.
Los componentes tareas se denominan: EPDManager, SensorTMManager y BKTC-
Manager. El componente recurso compartido se denomina SCTxChannelCtrl. A
continuación detallamos el rol de estos componentes:
EPDManager, componente que de manera periódica se encarga de gestionar
los telecomandos recibidos por el instrumento, ejecutando los más priori-
tarios, y reenviando los telecomandos no prioritarios a otros componentes,
dependiendo del servicio solicitado. También se encarga de gestionar los
eventos críticos, incluyendo los relacionados con las excepciones software
de la ICU.
SensorTMManager, componente que, de manera periódica, recupera la te-
lemetría de los sensores de EPD y los reenvía al ordenador central a través
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del recurso compartido SCTxChannelCtrl. Otra de sus funciones es la de-
tección y notificación al componente EPDManager de los eventos críticos
asociados a la telemetría de los sensores. Por último, se encarga también
de ejecutar los telecomandos asociados a los servicios de ciencia.
BKGTCExecutor, componente que recibe los telecomandos que tienen que
ejecutarse en segundo plano (background).
SCTxChannelCtrl, este recurso compartido tiene como objetivo controlar
la transmisión del bu er de paquetes CCSDS desde la ICU al ordenador
central de abordo de la misión, asegurando que la tasa de generación de
datos científicos se mantenga por debajo de los límites establecidos por los
requisitos. El resto de componentes acceden a este recurso para encolar los
paquetes de telemetría. La transmisión posterior de los paquetes se realiza
mediante hardware dedicado.
La arquitectura dinámica de la ICUSW reside en los componentes de la capa
de gestión de EPDManager. Cada componente se implementa mediante una tarea
que coopera para resolver la funcionalidad del software de aplicación.
7.2.3. Protocolos de comunicación
Seis protocolos de comunicación definen la comunicación entre componentes
—de los cuales tres definen comunicación entre componentes y otros tres definen
eventos externos—. Como ejemplo tomamos el protocolo de gestión de teleco-
mandos y el protocolo gestión de telemetría. Los dos son del tipo interrupción.
El primero se encarga de la gestión de las interrupciones asociadas a la recepción
de los telecomandos. El segundo es el asociado a las interrupciones relativas a
la telemetría.
Los componentes suscritos a estos protocolos son: EPDManager y SensorTM-
Manager. EPDManager atiende a la gestión de telecomandos mediante este puer-
to. SensorTMManager se ocupa de la recolección de la telemetría, su preparación,
y el posterior envío de ésta a tierra.
Los componentes EPDManager y SensorTM_Manager utilizan puertos de tem-
porización, de esta manera, EPDManager y SensorTMManager recolectan los te-
lecomandos y telemetrías de una manera periódica.
Los protocolos de comunicación son definidos en función de los mensajes que
pueden ser enviados y recibidos. En la imagen 7.7 podemos ver la definición de un
protocolo asíncrono, que describe el envío de telecomandos (SSensorTMTC) y la
recepción de eventos (SEPDEvent). En la imagen 7.8 podemos ver la definición de




Figura 7.7: Protocolo de comunicación asíncrono. Expresa el reenvío de teleco-





Figura 7.8: Protocolo síncrono de acceso al recurso. Define el acceso al recurso
compartido SCTxChannelCtrl. El mensaje de entrada es la telemetría que quiere
ser depositada, el componente devolverá un reply message, confirmando que la
telemetría ha sido almacenada correctamente.
otro protocolo, del tipo síncrono, que define el acceso al recurso compartido. La
definición consta del envío de un mensaje de entrada que contienen la telemetría
(STxTC) y el mensaje de respuesta que indica que la telemetría ha sido encolada
correctamente (STxQueued).
La comunicación entre componentes se realiza mediante la suscripción a pro-
tocolos de comunicación asíncronos, esta suscripción se materializa por parte de
los componentes en forma de puertos. El acceso a los recursos compartidos se
realiza mediante la suscripción a protocolos síncronos. Un ejemplo lo tenemos en
los tres componentes del ICUSW (EPDManager, SensorTMManager y BKGTCExecu-
tor) que acceden al recurso compartido SCTxChannelCtrl. Esta comunicación
cubre la funcionalidad del envió de telemetría que genera EPD al ordenador de
abordo de la misión.
Ambos tipos de puertos son mostrados en la imagen 7.6, donde se puede ver
la topología de componentes y cómo se comunican.
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7.2.4. Comportamiento de los componentes
Gestión de los telecomandos
EDROOM usa máquinas de estados basadas en el formalismo de Harel. Aho-
ra veremos la descripción de tres de los componentes que conforman esta capa
alta de la ICUSW, y que como hemos visto es la encargada de la definición del
comportamiento.
Las transiciones encargadas de la ejecución del telecomando de sincroniza-
ción con el reloj de la misión, son las denominadas telecomando prioritario. A
continuación se explican las transiciones que son afectadas.
En la figura 7.9 se muestra el comportamiento de EPDManager. La máqui-
na de estados define todas las acciones de comportamiento que tienen que ser
realizadas por el componente. Estas tareas han sido agrupadas por los estados:
Ready, Telecommand, ModeControl y RebootProgramed. El modo de comporta-
miento queda encapsulado en el estado ready, la ejecución de los telecomandos
queda encapsulada en el estado Telecommand, la gestión de cambios de modo
queda encapsulada en el estado ModeControl, y el último estado indica que el
sistema será degradado por un error no recuperable.
La llegada del mensaje NextTelecommand dispara diferentes alternativas de
transiciones que parten de la transición GetNextTc. Estas alternativas dependen
de los puntos de decisión: Validatelecommand, TypeTelecomand y ValidExe-
cution. Se definen diferentes alternativas que dependen del telecomando que se
recibe y el estado interno del ICUSW. Los tipos de telecomandos son agrupa-
dos en dos tipos: los telecomandos prioritarios (tienen hard deadlines) y los no
prioritarios. A continuación describimos las diferentes alternativas:
«El telecomando no es válido», se ejecuta la transición TCNack, éste tie-
ne un msgHandlerItem del tipo invoke, denominado FSendServTM1, que
tiene como objetivo depositar telemetría en el componente SCTxChannel-
Ctrl. Esta telemetría contiene el motivo por el cual el telecomando no es
válido.
«El telecomando es válido y prioritario», se ejecutan las transiciones Ac-
ceptTC, CheckType y ExecPrio. Se ejecutan todos los msgHandlerItem
correspondientes a estas transiciones, los cuales son: un msgHandlerItem
del tipo Action encargado de la ejecución del telecomando prioritario,
denominado FExecPrio; es un envío de la telemetría que contiene la infor-
mación de la ejecución del telecomando, uno del tipo invoke, denominado
FSendTC_TM que deposita el error en el recurso compartido ScTxCahnnel-
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Ctrl. A partir de este punto más transiciones son ejecutadas, correspon-
diendo al cambio de modo.
«El telecomando es valido no prioritario y corresponde al servicio de cien-
cia», las transiciones que se ejecutan son: Acceptc y TCToSensorMng. Se
ejecutan todos los msgHandlerItem correspondientes a estas transiciones,
como es el caso del tipo Send FForwardToSensorMng, que es el reenvío
del telecomando al componente SensorTMManager, lo cual producirá la
activación del componente y su consumo.
«El telecomando es valido, no prioritario y corresponde a un telecoman-
do de Background», Acceptc, TCToBKExec. Se ejecutan todos los msg-
HandlerItems correspondientes a las transiciones: getNextTC, AcceptTC,
CheckTCType y TCToBkExec. La única diferente al caso anterior es la co-
rrespondiente a la transición del tipo Send FForwardToBKexecutor. Ésta
describe el envío del mensaje al componente BKTCManager, el cual produ-
cirá la activación del componente BKTCManager y el consumo del mensaje.
«El telecomando prioritario en su ejecución ha producido un error», Las
transiciones que son ejecutadas son: GetNextTxmAcceptTC, CheckTCType,
ExecPrio y TCExecNotCompleted. Los msgHandlerItems son parecidos
al punto 1 pero con la salvedad que los msgHandlerItems asociados a la
transición TCExecNotCompleted difieren de la transición TCExecOk, no en
el tipo sino en la telemetría que se deposita en el componente SctxChan-
nelCtrl. Esta telemetría contendrá la información del motivo del error a
la hora de la ejecución del telecomando.
Gestión de las excepciones
La gestión de las excepciones está centralizada en el componente EPDMa-
nager. El resto de los componentes cuando detectan un error definen un msg-
HandlerItem de naturaleza Send que envía un mensaje al componente EPDMana-
ger, el cual atenderá la excepción, dependiendo del error el sistema se recupera
o se reinicia.
Esta situación se define en la máquina de estado del componente EPDMana-
ger. Donde las transiciones que toman parte en la descripción del comporta-
miento son Event, NoCritical y HandleException. Los estados son Ready y
RebootProgramed. Estos elementos se muestran en la imagen 7.9.
El comportamiento es el siguiente:










































































































































































































Figura 7.9: Comportamiento del componente EPDManager. Se representa me-
diante una máquina de estados basadas en la formalización de Harel, el desglose
de las diferentes transiciones que son recorridas cuando un mensaje es recibido
y el modelo FCM —en concreto mostramos las cadenas de msgHandlerWith-
Trigger y de msgHandlersWithOutTrigger.
«Excepción hardware», una anomalía hardware ha sucedido y el dispara-
dor asociado a la transición HandleException ha sido disparada. En este
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caso el error no es recuperable y el sistema se reinicia para que el software
degradado tome el control de la ICU.
«Event», un mensaje procedente de uno de los componentes ha detectado
una situación de anomalía, una transición del tipo guarda comprobará la
naturaleza del error, y si éste es del tipo recuperable se tomará la transición
NoCriticalEvent, en caso contrario un evento crítico ha sucedido y se
tomará la transición ASWWatchdog que indica que se fuerza el reinicio
mediante una excepción relacionada con el watchdog.






























Figura 7.10: Comportamiento del componente SensorTMManager. Se representa
mediante una máquina de estados basadas en la formalización de Harel.
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SensorTMManager, es el encargado de la gestión de la telemetría, telemetría
generada por los sensores. La máquina de estados del componente SensorTM-
Manager se muestra en la imagen 7.10. Más en concreto esta funcionalidad es:
Ejecución de los telecomandos del servicio de ciencia.
Monitorización de los sensores.
Gestión de la memoria interna de la ICU asociada a los paquetes de ciencia
buffering.
Estas funcionalidades han sido encapsuladas en diferentes estados como son:
Ready, HandlerSensorTM y PoolMemory.
Las transiciones encargadas de la ejecución de los telecomandos de cien-
cia son las transiciones: ExecTc, Send_TC_TM y ExecFail_TM. Dependiendo del
punto de decisión CheckExecutionTC pueden ocurrir dos posibilidades:
«La ejecución del telecomando es la correcta», se ejecuta el msgHandler-
Item FExecTC, y una operación invoke a SendTC_TM sobre el componente
ScTxChannelCtrl en el cual se deposita la información de la ejecución del
telecomando.
«La ejecución del telecomando es inválida», se ejecuta el msgHandler-
Item FExecTC, y una operación invoke SendTC_TM sobre el componente
ScTxChannelCtrl en el cual se deposita la información de la ejecución del
telecomando, y el motivo del fallo.
Las transiciones y estados encargados de la gestión de la telemetría son los
estados: HandlerSensorTM y Ready. Las transiciones como podemos ver implica-
das son Wake-up-handlerTM, HandlerTM, noEvent, detectedEvent y finalmen-
te CheckMemory. Estos elementos tienen en cuentas las siguientes posibilidades:
«Se recolecta la telemetría sin ninguna incidencia», la secuencia de las
transiciones es Wake-up-handlerTM, HandlerTM, noEvent. Como su propio
nombre indica se recolecta de cada bu er correspondiente de cada sensor
la telemetría, se procesa mediante un algoritmo de compresión de infor-
mación científica, posteriormente, se deposita en el recursos compartido
SCTxChannelCtrl. Para llevar esto a cabo la transición HandlerTM contie-
ne dos msgHandlerItem, uno de naturaleza DataMsgHandler denominado
FHandlerPPSIRQ y otro de naturaleza Invoke FHandlerSensorTMUnit.
El primero es el encargado de recolectar la telemetría y encapsularla y el
segundo de depositarla en el recurso compartido SCTxCahnnelCtrl.
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Componente Evento Patrón de disparo Periodo o tiempo de inter-arrival mínimo
EPDManager (Synch tc) TCRetrieving Ráfaga 1000 ms. (min.arrival) + 10 (max. event.) + 1 ms. (inter)
EPDManager (Service tc) TCRetrieving Ráfaga 1000 ms. (min.arrival) + 10 (max. event.) + 1 ms. (inter)
EPDManager ICUException Esporádico 100.000 s.
SensorTM_Manager SensorTMRetriving Periódico 10000 ms.
Cuadro 7.1: Patrones de disparo de los eventos ICUSW.
«Se recolecta la telemetría con errores», la secuencia de las transiciones es
la misma que hemos visto anteriormente, con la excepción de NoEvent por
DetectedEvent. Ésta se produce cuando hay un error en la gestión de los
bu ers de los sensores, esta rama tiene un msgHandlerItem de naturaleza
Send, que envía un mensaje al componente EPDManager para la gestión de
las excepciones software.
Por último esta máquina de estados también define la gestión de los pooles
de memoria reservados para cada uno de los sensores. Esta reserva, como se
puede ver en la imagen 7.10, se realiza en la inicialización y cada vez que han
sido gestionados los paquetes de telemetría.
Caracterización del análisis temporal
Una vez que el diseño de alto nivel ha sido definido, y previo paso a la cons-
trucción del modelo de análisis, es necesario caracterizar los tiempos de ejecución
de cada acción. Además se deberán definir los patrones de activación que inician
las secuencias de acciones. La información relativa a los tiempos de ejecución
pueden ser obtenidos a través de los bancos de pruebas unitarios de cada una de
las acciones, los patrones de activación pueden ser derivados de los requisitos.
En el caso de los eventos periódicos asociados a los puertos de temporización,
su patrón de activación es el periodo por el cual se programa el temporizador.
De la misma manera, podrán ser configurados todas las restricciones temporales
(deadlines) y la cadencia de los datos de entrada y salida manejados. El cuadro
7.1 resume los patrones de activación de los eventos asociados a las excepciones
y los puertos de temporización de los componentes. Esta información ha sido
extraída de las especificaciones de la ICUSW.
El conjunto completo de propiedades extrafuncionales relacionado al tiem-
po de respuesta del sistema, requiere una asignación apropiada de priorida-
des por componente. Específicamente, para el ICUSW las siguientes priori-
dades (P) han sido establecidas: P (EPDManager) < P (SensorTMManager) <
P (BKGTCExecutor).
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7.3. Transformación al modelo transaccional
7.3.1. TSDM
Los estados de EPDManager son categorizados en función de su contexto.
Los tipos de estados anteriormente descritos para EPDManager quedarán de la
siguiente manera: como estados noLeaf, Ready, ModeControl y telecommand,
y como estados Leaf OperationalMode, configurationMode y rebootMode.
Esto nos facilitará la identificación de los tipos de transiciones del componente
EPDManager.
Se disparan cuatro tipos de transiciones del tipo MsgHandlerWithTrigger:
la encargada de la gestión de telecomandos y cambio de modo de comporta-
miento de la ICUSW, la de manejo de excepciones software, la de manejo de
excepciones hardware y la perteneciente a transiciones iniciales. Cada una de
ellas son disparadas por una tupla (puerto, mensaje) distinta.
La primera cadena de transiciones es la denominadas como gestión del tele-
comando. El msgHandlerWithTrigger, que es el primer elemento de la cadena
se denomina GetNextTC, éste corresponde al tipo FromNoLeafFreeExitPoint.
El resto de la cadena está formado por elementos que pertenecen a msgHand-
lerWithOutTrigger, éstos son: acceptTC, checkTCType y ExecPrioTCCheck,
del tipo decisionPoint; CheckTCTypeEntryPoint del tipo fromEntryPoint;
ExecPrioTC, TCToBkExec, TCToSensorMng y TCExecNotCompleted y TCExecOk
del tipo branch decisionPoint. Esta cadena es más extensa, pero descartamos
la parte que corresponde a los message handler de cambio de modo, ya que
creemos que está fuera de esta Tesis Doctoral por una cuestión de extensión.
La segunda cadena es disparada por el msgHandler asociado a Event, del
tipo FromNoLeafFreeExitPoint, la cadena tiene dos alternativas, la llegada a
la ejecución de los msgHandlerItems de memoria, asociados a tipos decision-
Point.
La tercera es la asociada al manejo de excepciones hardware. Está formada
por una sola transacción que es HandleException, la cual es del tipo EdgeToS-
tate.
Por último, la cuarta es la asociada al mensaje de inicio en la máquina de
estado. Ésta es dispara por: el msgHandler Init, formado por una transición
FromEntryPoint, que se denomina FirstEntry; y un par de decisión points
denominados ToOperational y ToConfiguration.
Los estados de SensorManager son categorizados en función de su contexto.
Los tipos de estados anteriormente descritos para SensorManager quedarán de
la siguiente manera:
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NLeafStateFlatDescriptor Ready, pooleMemory y HandleSensorTM.
LeafStateFlatDescriptor Init, Preconfiguration, Preoperational,
Configuration y Operational.
Esto nos facilitará la identificación de los tipos de transiciones del compo-
nente SensorManagerTM.
Hay nueve cadenas de msgHandler, éstas empiezan por los message hand-
ler: ExecTC, HandleSensorTM, Init, InitReady, ToConfiguration, ToOpera-
tional, ReadyToConfiguration, ReadyToOperational y ConfToOperationa.
El messagehandler ExecTC es del tipo FromNoLeafFreeExitPoint, gene-
ra dos posibles decisionPoints: el msgHandler HandleSensorTM es el primer
elemento de una extensa cadena de msgHandler, que tienen en consideración
elementos del componente HandlerSensorTM y el componente PoolMemory.
Por último, dentro del contexto del estado Ready hay diferentes msgHand-
lers. Estas cadenas están formadas por un elemento del tipo MsgHandlerWith-
Trigger, los cuales son: ToConfiguration, toOperational, ReadyToConfigu-
ration, ReadyToOperational y ConfToOperational.
El componente ScTxChannelCtrl sólo tiene un estado del tipo leaf. Siendo
este estado Ready.
Han sido definidas tres cadenas de msgHandlers: FreeAllocateMemory, QueueuTM
y QueueuTMList. Cada una de estas cadenas están compuesta por un solo mes-
sage handler, que corresponde al messageHandlerWithTrigger.
7.3.2. TSAM
En esta sección definimos los modelos correspondientes al modelo TSAM de
la ICUSW. Estos están formados por:
Modelo de componentes. Se denomina como el modelo TSAMComponent.
Modelo de protocolos de comunicación. Se denomina como el modelo
TSAMProtocol.
Bibliotecas de servicio. Se denomina como el modelo TSAMSL.
El modelo con los tiempos de ejecución. Se denomina como el modelo
TACode.
Definición de los eventos externos y restricciones temporales. Se denomina
como el modelo TSAMRTRequirement.
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Definición de los tiempos de ejecución de la plataforma. Se denomina como
TSAMPlatform.
TSAMComponent
Los componentes de la ICUSW se transforman automáticamente desde los
descritos en el modelo EDROOM al modelo TSAM. Por cada uno de los com-
ponentes EDROOM se genera su equivalente TSAMComponent. Esto implica
que por cada uno de los siguientes componente EDROOM se genera su corres-
pondiente componente TSAM:
EPDManager, este componente es de tipo proactivo.
SensorTMManager, este componente es de tipo proactivo.
SCTxChannelCtrl, este componente es de tipo recurso compartido.
BKGTCExecutor, este componente es de tipo componente reactivo.
La reacción de cada TSAMComponent de la ICUSW se describe en fun-
ción de sus TSAMMessageHandler. Para ilustrar la transformación describimos
la transformación de los elementos que describen la gestión del telecomando de
ciencia. Los TSAMComponent involucrados son EPDManager, SensorTMManager y
SCTxChannelCtrl. En la imagen 7.11 mostramos los TSAMMessageHandler de
cada componente. Cada TSAMMessageHandler está compuesto por un conjunto
de TSAMMessageHandlerItems, que a su vez tienen una relación a un modelo
TACode el cual contendrá las propiedades extrafuncionales —en el caso de es-
ta Tesis Doctoral este modelo está anotado con los tiempos de ejecución—. Por
ejemplo, para el caso de la gestión de los telecomandos de ciencia, el componente
EPDManager tiene un TSAMMessageHandler para su gestión, este está formado
por un total de cuatro TSAMMessageHandlerItem, de los cuales el TSAMMessa-
geHandlerItem denominado FGetNextTC está asociado a un TACode que tiene
un WCET de 120 ms. Esta información es la que nos permitirá reconstruir una
transacción completa con la información relativa al WCET.
Las situaciones de tiempo real tienen que ser anotadas manualmente con
la información extraída de los requisitos. En este caso ilustramos —de idéntica
manera como hemos hecho anteriormente— con el ejemplo de gestión de tele-
comandos de ciencia, la definición de los tags de situaciones de tiempo real de
la ICUSW para las situaciones de eventos de error. En la imagen 7.11 pode-
mos ver estas dos situaciones, donde la gestión de errores se puede modelar con
estrategias similares a las mostradas en la sección 4.4.1.




















































































Figura 7.11: TSAMMessageHandler relativos a la gestión de los telecomandos
del servicio de ciencia.
TSAMProtocol
Por cada uno de los protocolos definidos en el modelo EDROOM se define su
equivalente al modelo TSAM. A continuación describimos la transformación del
protocolo encargado del envío de telecomandos de ciencia y el protocolo encar-
gado de depositar la telemetría en el componente SCTxChannelCtrl. Éste estará
formado por protocolos equivalentes a los definidos en 7.2.3. Donde tendremos
dos protocolos:
El protocolo encargado de la gestión de los telecomando de ciencia. Este
protocolo es del tipo asíncrono y contiene dos mensajes uno de entrada
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y otro de salida, el mensaje de entrada es SSensorTMTC y el mensaje de
salida es SEPDEvent.
El protocolo encargado de depositar la telemetría en el componente SCTx-
ChannelCtrl. Este protocolo es de naturaleza síncrona y está formado
por dos mensajes uno de entrada denominado STxTC y otro de salida STx-
Queued.
TSAMSL
Las capas que hemos visto en la sección 7.2.2 que no pertenecen al softwa-
re de aplicación y al sistema operativo —RTEMS 4.8— son modeladas como
TSAMSL. Su definición y transformación no forman parte de este trabajo, por
lo que pueden ser consultadas en (Nilas, 2014). Habrá un TSAMSL para cada






Por el momento sólo unos pocos tiempos han sido obtenidos mediante análisis
de WCET usando la herramienta RVS. Por este motivo algunos de los modelos
TACode han sido generados manualmente y otros de una manera automática.
La generación manual de estos modelos corresponde a estimaciones basadas en
presupuestos manejados por el responsable del software de la ICU el Dr. Óscar
Rodríguez Polo. En el cuadro 7.2 mostramos el WCET asociado a la gestión de
los telecomandos de ciencia.
Cuadro 7.2: WCET de la gestión de los comandos de ciencia.
TSAMComponent TSAMMessageHandlerItem. WCET (ms).
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continúa






Este modelo no tiene transformación automática como ya vimos en su ca-
pítulo correspondiente 3. En este modelo definimos los eventos externos y las
restricciones temporales. En el caso de la ICUSW generamos al menos un evento
externo para cada evento definido en los requisitos —estos se mostraron en el
cuadro 7.1—. Los TEvent se muestran en el cuadro 7.3, donde podemos observar
que para la gestión de los telecomandos han sido definidos hasta seis eventos con
diferentes situaciones de tiempo real. Cada situación corresponde a la gestión de
un tipo de telecomando y el éxito de éste en ser ejecutado —que no se generen
excepciones durante su ejecución—.
Cuadro 7.3: Eventos definidos en el modelos TSAMRTRequirement
pertenecientes a la ICUSW. En la columna TEvent se especifica las
situaciones de tiempo real a las que está asociado el evento —estas











Ráfaga 1000 ms. (min.arrival)





Ráfaga 1000 ms. (min.arrival)
+ 8 (max. event.) + 1
ms. (inter)
EPDManager:Nominal:bk-tc:error Ráfaga 1000 ms. (min.arrival)
+ 8 (max. event.) + 1
ms. (inter)
continúa








Ráfaga 1000 ms. (min.arrival)
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Ráfaga 1000 ms. (min.arrival)






Además una restricción temporal ha sido definida para la gestión de los
telecomando prioritarios. Ésta es de 300 ms. La restricción es sobre el TSAM-
MessageHandler denominado ExecPrioTC, el cual se encarga de ejecutar el
telecomando prioritario.
En este modelo también se definen las situaciones de tiempo real. Por cada
evento se especifica que TSAMMessageHandler son los correspondientes a esa si-
tuación de tiempo real. Siguiendo el mismo ejemplo de la gestión del telecoman-
dos de ciencia, hemos definido dos eventos para la gestión de los telecomandos
de ciencia, uno que denominados error y otro normal-exec.
TSAMPlatform
Este modelo se genera de un manera manual con la información provista por
el hardware o mediante caracterización. La plataforma definida en el caso de uso
ha sido especificada en los requisitos de la ICUSW. Esta plataforma está definida
principalmente por el uso del sistema operativo RTEMS, y un System on Chip
(SoC) basado en: Leon2, spacewire, Direct Marketing Association (DMA), y
varias UART, habiendo eliminado de su características la memoria caché, de tal
manera que las propiedades de composability y compositionaly sigan presentes
en el despliegue del sistema completo.
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7.4. Modelos de análisis generados
En esta sección mostramos los tres resultados de la transformación desde el
modelo TSAM a modelos de análisis específicos. Estos modelos son:
Modelo de análisis de planificabilidad, modelo MAST.
Modelo de análisis de rendimiento, modelo PCM.
Modelo de análisis de verificación, modelo RapiCheck.
7.4.1. Modelo de análisis de planificabilidad
Mostramos la transformación entre el modelo TSAM —de la ICUSW— y su
modelo equivalente en MAST, a este nuevo modelo lo denominaremos ICUSW-
MAST. Con este propósito se aplican las reglas mostradas en el capítulo 4 para
generar este nuevo modelo de análisis. La transformación de la ICUSW se apli-
can en el mismo orden que las reglas que definimos. Éstas las especificamos a
continuación:
1. Recursos de procesamiento, se definen los parámetros de los recursos hard-
ware de la ICUSW que influyen en el análisis de planificación.
2. Planificador, se especifican las políticas de planificaciones de la ICUSW.
3. Recursos compartidos, se definen los mutex definidos en la ICUSW.
4. Recursos de planificación, se configuran las tareas que son usadas en la
ICUSW.
5. Operaciones, cada una de las acciones en forma de msgHandlerItems.
6. Transacciones, se definen las operaciones que son ejecutadas cuando un
evento es recibido en la ICUSW.
7. Restricciones temporales, configuración de restricciones temporales sobre
la definición de las transacciones de MAST.
8. Situaciones de tiempo real, la ICUSW tiene diferentes modos de funcio-
namiento, para cada uno de ellos se generará un modelo MAST.
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Recursos de procesamiento
Como ya vimos en 4.3.1 la información necesaria para generar este modelo de
MAST es el modelo TSAMPlatform. La ICUSW se ejecuta sobre una plataforma
Leon2. Algunos de los principales valores configurados se muestran en el cuadro
7.4.





RegularProcessor. Avg ISR Switch. 0.0273 ms.




Min Interrupt 1 prioridad
Worst ISR Switch 0.028 ms.
Nombre Leon2Proc
Planificador Proc1_Sched
Factor de velocidad 1.0
Planificador
Como ya vimos en 4.3.2 en este modelo MAST especificamos los parámetros
relativos al planificador. En nuestro caso la transformación sólo tiene en cuenta
planificadores del tipo FPPS, el cual se decora con información de las latencias
que introduce. Esta transformación es válida para la ICUSW ya que usa un
planificador de este tipo. Como la ICUSW usa un sistema operativo ya califi-
cado —éste es el sistema operativo calificado por la empresa EdiSoft— este
modelo es anotado con los WCET proporcionados por la empresa. En el cuadro
7.5 mostramos los valores asociados al modelo de planificación de MAST.
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Como ya vimos en 4.3.2 en este modelo MAST especificamos los parámetros
relativos a los mutex. En el caso de la ICUSW se definieron un total de cinco
componentes, por cada uno de ellos se definirá un mutex. A continuación se






Como ya vimos en 4.3.2 en este modelo MAST especificamos las tareas. Por
cada componente proactivo y reactivo se crea una tarea de ejecución. La ICUSW
tiene tres componentes de este tipo, por lo que en el modelo MAST se crean un
total de tres tareas que tienen el mismo nombre que el componentes, éstas son:
EPDManager.




Esta subsección y la siguiente son las más complejas de la transformación
desde el modelo TSAM al modelo MAST. Vimos en la sección 4.3.2 cómo se
realiza la transformación. Ésta consta de la transformación directa desde de los
TSAMMessageHandlerItem a Simple_Operations_Operations y su agrupación
en Composite_Operations.
Para ilustrar la generación de las operaciones de la ICUSWMAST nos cen-
traremos en la generación de las Operations relativas a la gestión de telecoman-
dos, en concreto las relativas a las Operations de la gestión del telecomando de
ciencia. Éstas se muestran en la imagen 7.12, donde vemos como se componen
los diferentes agrupaciones de Operations. Los Simple_Operations están com-
puesto por accesos a recursos compartidos Mutex —su adquisición y liberación—
y cada TSAMMessageHandlerItem que estuviese definido en el TSAMComponent.
Transacciones
Como ya fue explicado en la sección 4.3.3 mostramos la definición de las
transacciones que son ejecutadas cuando un evento externo es recibido por el
sistema, donde vimos, que la transformación de las transacciones se realizar a
partir de los modelos TSAMComponent y TSAMRTRequirement.
Al igual que en la sección anterior —las generación de las operaciones—
usaremos la gestión de los telecomandos de ciencia para ilustrar esta transfor-
mación, ésta se puede ver en la imagen 7.12. Esta transacción está compuesto
por un External Event denominado SensorTMManagerTC. Este evento externo
ejecutará cada una de los TSAMMessageHandler encargado de gestionar los tele-
comandos de ciencia. Vemos como la transacción completa contiene un elemento
Fork y Branch —hay dos TSAMMessageHandler encargados de la ejecución de los
telecomandos de ciencia—, esta transacción sólo será válida para la herramienta
de simulación JSimMAST. Con el objetivo de usar la herramienta de análisis
de planificabilidad, dos situaciones de tiempo real fueron definidas, la situación
«normal-exec» y «error». Se definieron dos eventos SensorTMManagerTCerror
y SensorTMManagerTC-exec-normal, uno que gestiona los telecomandos que
contienen errores y otro que no contiene errores.
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Restricciones temporales
Como ya se vio en la sección 4.3.4 se creará los HardDeadline en función
de las especificaciones de restricciones temporales en el modelo TSAMRTRe-
quirement. Como vimos en la descripción del modelo TSAMRTRequirement,
la gestión del telecomando prioritario tiene una restricción temporal, ésta se
configuró a 330 ms. —tiempo en el que deberá ser procesado un telecomando
prioritario—.




























Figura 7.13: Descripción de la arquitectura del ICUSW en Palladio Component
Model.
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A continuación, mostramos la transformación entre el modelo de diseño del
ICUSW y el modelo ICUSWPCM, usando las reglas que presentamos en el capítulo
5. La transformación del ICUSW se aplican en el mismo orden que las usadas en
la definición de las reglas. La imagen 7.13 muestra un esquema de la arquitectura
PCM obtenida. Ésta será usada para ilustrar cada una de las transformaciones.
(Regla 1) Definición de componentes
De acuerdo a la primera regla, cada uno de los componentes que fueron defini-
dos en el ICUSW es transformado a un BasiComponent en el modelo ICUSWPCM.
En la imagen 7.13 se muestra que ha sido generado un basicComponent equi-
valente para: EPDManager, BKGTCExecutor y SensorTMManager.
(Regla 2) Descripción de composición a nivel de sistema
La segunda regla de transformación es la relacionada con la comunicación de
los componentes. Hay que tener en consideración los componentes involucrados
y la dirección de los mensajes que son transmitidos entre ellos. La comunica-
ción del ICUSW puede expresar comunicación bidireccional, por ejemplo, entre
los componentes EPDManager <=>SensorTM_Manager. Los mensajes de salida
de EDPManager son telecomandos que deberán ser ejecutados por SensorTM_-
Manager. Los mensajes de entrada al componente EPDManager son los eventos
críticos que deberán ser manejados por éste.
La transformación de los protocolos bidireccionales producen la definición
de dos interfaces del tipo EventGroup, una de entrada y otra de salida. Cada
interfaz expresa mediante sus signatures los mensajes. Los componentes pue-
den usar estas interfaces, ya sea bien como entrada SinkRoles, o como salida
SourceRole. Por ejemplo, EPDManager implementa SourceRole para el reenvió
de telecomandos, mientras que para los eventos críticos implementa puertos del
tipo SinkRole. HK_FDIRManager y SensorTM_Manager son puertos conjugados,
lo que significa que es necesario intercambiar el tipo de roles, por ejemplo, en el
caso de los telecomandos usa un puerto del tipo SinkRole, mientras que para
la gestión de los eventos implementa un puerto del SourceRole.
(Regla 3) Descripción de recursos compartidos del sistema
La tercera es la transformación relativa a los recursos compartidos. En el
ICUSW todos los componentes producen telemetría. Esta telemetría se manda
al ordenador central de abordo de la misión siendo finalmente enviada a tierra.





Figura 7.14: Ejemplo de la relación de agregación entre el componente y el
PassiveResource, permite definir que los componente sólo podrán atender a
una petición al mismo tiempo.
La ICU provee un módulo hardware que automáticamente controla el canal de
transmisión hacia el ordenador central de abordo. Una cola FIFO de descriptores
de transmisión es usada para gestionar el módulo hardware y en consecuencia
el tráfico en el canal. La cola está protegida por una sección crítica, la cual se
modelada mediante el componente SCTxChannelCtrl.
El único recurso compartido en el ICUSW es, por tanto, el SCTxChannel-
Ctrl, mostrado en la imagen 7.13. Éste se transforma en un BasicComponent.
Una interfaz operacional send_tm_tc_sc ha sido definida con el propósito de
acceder a este componente. Los componentes pueden acceder a este recurso com-
partido definiendo una interfaz operacional del tipo RequiredRole, la cual se
enlazará con la correspondiente interfaz operacional ProvidedRole del propio
recurso compartido. La exclusión mutua dentro del SCTxChannelCTrl se mate-
rializa mediante la instanciación interna de un recurso pasivo que usa un proto-
colo de techo de prioridad inmediato. En este caso la prioridad del componente
EPDManager se define siempre que se acceda al recurso compartido SCTxChan-
nelCTrl. En este caso, la operación de exclusión mutua MsgTMToSC definida en
el ICUSW (ver figura 7.14) se define adjuntando al RDSEFF correspondiente
las operaciones de adquisición y liberación sobre el recursos compartido.
(Regla 4) Descripción de los RDSEFF
Todos los componentes, ya sean software de aplicación o de system run-time,
requieren la interfaz IPriority del tipo infraestructura con el fin de especificar
la prioridad de las demandas sobre la CPU. Un proveedor de recurso PPS_CPU
provee esta interfaz IPriority para modelar la CPU del sistema y gestionar su
planificación. Como se muestra en la figura 7.15 cada acción define la prioridad
de la demanda de CPU y una estimación del uso de la CPU. Toda esta infor-
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<<adquirePassiveResource>>
Name = MutexSensorTMManager
Priority =  4
Time units = 1
<<internalAction>>
Name = FExecTC
Priority =  4
Time units = 10
<<releasePassiveResource>>
Name = MutexSensorTMManager
Priority =  4





Prio =  4
Time units = 1 
Figura 7.15: Descripcion del RDSEFF de la gestión del servicio de SensorTM-
Manager.
mación es usada por el planificador asociado al recurso PPS_CPU con el objetivo
de determinar el orden de acceso a la CPU.
Las prioridades de IPriority son categorizadas en dos grupos, por un lado,
las que son asignables a interrupciones y elementos del system run-time, y por
otro lado, a las acciones que corresponde a los componentes de aplicación. En
el modelo del ICUSW esta categorización se muestra en la imagen 7.16. Las 16
primeras prioridades son asignadas al primer grupo (interrupciones, EDROOM
Run-Time (EDROOM-RT)) y las restantes, hasta 256, son asignadas a las accio-
nes de los componentes de EPDManager, HK_FDIRManager y SensorTM_Manager.







Componentes de AplicacionComponente runtime
Tareas de aplicación
Figura 7.16: Asignación de las prioridades propuesto para el ICUSW.
Regla 5) system run-time y casos de uso
El ICUSWPCM debe modelar el comportamiento de los manejadores que el
system run-time del sistema provee para cada una de las interrupciones y ex-
cepciones. Un único componente Palladio, llamado EDROOM-RT, agrupa todos
estos manejadores y define una interfaz para el envío de notificaciones asocia-
das a excepciones. Entre el conjunto de suscripciones a interrupciones están las
peticiones del servicio de temporización. Esta interfaz genera mensajes del tipo
timeout. En la figura 7.13 se pueden ver el elemento en contexto con el ICUSW.
El componente EDROOM-RT provee, también, una interfaz centralizada a
nivel de sistema, denominada eventsTriggerControl. Los puertos a nivel de
sistema sólo pueden ser de este tipo por lo que la imagen exterior del sistema es
un conjunto de puertos de excepción y temporización que son accesibles desde
el modelo de uso (UsageModel).




Inter arrival time = 55 ms 
Figura 7.17: Descripción de un ScenarioBehaviour de un evento periódico, en
este caso activa la interrupción TriggerEPDManagerTCRetriving de llegada de
telecomandos.
Los patrones de activación del ICUSW, mostrados en el cuadro 7.1, son
descritos en el modelo de uso UsageModel. Por cada uno de los eventos des-
critos en el cuadro se definen un ScenarioBehaviour. La figura 7.17 muestra
un ejemplo del ScenarioBehaviour que corresponde al evento TCRetrieving
asociado a la captura de los telecomandos enviados desde el ordenador central
de abordo. El periodo del evento definido en el Workload es el especificado en
el cuadro 7.1. La única acción definida es la llamada al SystemProvidedRole
denominado TriggerEPDManagerTCRetrieving que forma parte de la interfaz
eventsTriggerControl. Esta llamada es recogida por el EDROOM-RT que
modela el manejador de interrupción que soporta el servicio de temporización,
el cual enviará un mensaje de timeout notificando al componente que estaba
suscrito al evento de temporización.
Elementos a caracterizar en el ICUSW
Los resultados presentados corresponden al proceso presentada en el capítulo
5 de la herramienta PCM. Recordemos que la ICUSW usa un planificador basa-
dos en FPPS por lo que la nueva extensión de SimuCom habilita la simulación
de la ICUSW.
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Los resultados que mostramos lo hacemos en función de transacciones del
modelo ICUSW_PCM. La definición de transacción es idéntica que la que hemos
usado en la herramienta MAST, esto es, que una transacción se define como
la secuencia de acciones que se ejecutan en respuesta a un evento externo o
programado desde el punto en que se activa hasta su final. Ésta requiere la
cooperación de varias tareas que lo componen. Con el nuevo planificador basado
en prioridades, la prioridad asignada a cada tarea componente determinará el
tiempo de respuesta del evento.
El tiempo de simulación con SimuCom se ha establecido en 60 minutos. Este
tiempo es suficientemente significativo si se considera un período de 1sg tanto en
los eventos externos como los programados. Las operaciones que son analizadas
son:
La ejecución del telecomando prioritario, corresponde a la ejecución de un
telecomando prioridad por el componente EPDManager. Recordemos que el
número máximo de telecomandos prioritarios es de 10 y que su ejecución
tiene que tardar menos de 300 ms.
La ejecución del telecomando de ciencia, corresponde a la ejecución de
un telecomando ciencia por el componente EPDManager y el componente
SensorTMManager. Recordemos que el número máximo de telecomandos
prioritarios es de 10 y que su ejecución tiene que tardar menos de 300 ms.
La ejecución de la gestión de la telemetría por parte del servicio de ciencia,
ésta se gestiona por el componente SensorTMManager 7.11. Recordamos
que la telemetría se recolecta cada 2sg, se procesa y se envía a tierra.
Después de la ejecución en SimuCom del modelo ICUSW_PCM fueron ob-
tenidos los tiempos de respuesta de la ICUSW. Los resultados mostraron que
se cumplen las restricciones de temporales para todos los casos durante todo
el tiempo de simulación, es decir, los peores tiempos de respuesta son menores
que sus restricciones temporales. Esto era lo esperado, ya que como vimos en el
análisis de planificabilidad, que hemos visto en este mismo capítulo, el sistema
era planificable. Hay que tener en cuenta, que cuando se trata de sistemas en
tiempo real, este tipo de información tiene que ser analizado a fondo y los peores
casos prevalecerá sobre los medios. A pesar de que el uso de herramientas de
análisis basadas en cálculos teóricos se considera una alternativa mejor, como
es el caso de la herramienta TSAM, SimuCom es capaz de producir los datos
estadísticos que ésta última no puede, como son la dispersión de los tiempos de
respuesta. Esta dispersión, junto con el tiempo de simulación, muestra lo fácil













































































TM Manager TM Manager 
Prio TelecommandPrio Telecommand
TM CommandTM Command
Asynch. Exception Handling Synch. Exception Handling
Figura 7.18: Datos obtenidos de una simulación de 60 minutos del modelo
ICUSW_PCM.
que es caracterizar un sistema desde el punto de vista de sus bancos de pruebas,
estrategia que como hemos visto ya en el capítulo 2, son ampliamente utilizados
por la industria.
Los resultados de la simulación muestran que el el manejo de excepciones es
una fuente importante de dispersión en el tiempo de respuesta de los eventos del
sistema. La razón de esto es cómo esta característica fue implementada por la
arquitectura de componentes de la ICUSW. El manejo de excepciones funciona
de la siguiente manera: cada vez que un componente o el hardware detecta
una condición de error, se lo notifica al componente de alta prioridad, es decir,
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a EPDManager. Dependiendo del tipo de error y el estado actual del sistema,
EPDManager puede o bien pasar al modo degradado o dejar que la aplicación
continúe su ejecución después de aplicar una acción de recuperación —se puede
ver en la descripción del comportamiento del componente EPDManager—. El
hecho de que este componente sea el responsable de manejar las excepciones
significa que puede adelantarse a la tarea actual y adquirir la CPU en cualquier
momento, ya que hay varias fuentes de error que pueden producirse en diferentes
frecuencias, por ejemplo, errores de software, errores de memoria, etc.
El resultado de este tipo de análisis es muy relevante durante la etapa de
integración, cuando se lleva a cabo la campaña de pruebas, donde hemos pro-
puesto, en el capitulo 6, una estrategia basada en la extracción de evidencias
en el hardware real. Una dispersión alta en la simulación requerirá una gran
cantidad de tiempo, la cual puede ser mayor al presupuesto asignado para esta
etapa.
Para reducir la dispersión actual en los tiempos de respuesta del sistema
hemos propuesto un cambio arquitectónico. Consiste en la introducción de un
bu er para almacenar los eventos de error: cuando se produce un error, el com-
ponente correspondiente almacenará la información relacionada en este bu er.
Éste será monitorizado periódicamente —una vez cada 400ms.— por el compo-
nente EPDManager, el cual recuperará el sistema los eventos de error generados
por todos los demás componentes.
Los datos obtenidos de la simulación de la ejecución de los telecomandos
prioritarios y la gestión de los paquetes de telemetría utilizando con ambas
alternativas, se comparan en la figura 7.18. El cuadro 7.6 muestra los datos
relevantes que resume esta comparación. La primera columna de cada alternativa
muestra el tiempo máximo de respuesta en cada caso, el cual proporciona la
información sobre el cumplimiento de las restricciones temporales. La segunda
columnas y tercera son las relativas al DS de la frecuencia de ocurrencia de cada
tiempo de respuesta y la cardinalidad del conjunto de diferentes frecuencias, que
proporcionan una medida de la dispersión. A partir de estos datos hemos sacado
las siguientes conclusiones:
El tiempo de ejecución del peor caso se ha mejorado con la nueva propues-
ta, pero la versión anterior cumplía con los plazos. Ésto significa que esta
optimización no es relevante desde un punto de vista de VV los requisitos
de tiempo.
La dispersión de la DS de la frecuencia de ocurrencia de los diferentes tiem-
pos de respuesta y la cardinalidad del conjunto de diferentes frecuencias
fue reducida.
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Cuadro 7.6: La comparación entre los tiempos máximos de respuesta , la desvia-
ción estándar (DS) de la frecuencia de ocurrencia de cada tiempo de respuesta
diferente y la cardinalidad de la frecuencia ajusta con ambas alternativas de
manejo de excepciones.

































359 ms. 202.06 6 278 ms. 0 1
Con la nueva propuesta, los resultados obtenidos permiten usar el proceso
de verificación propuesto en el capítulo 6 de una manera más eficaz. Esta
requiere que el software de aplicación ICUSW se ejecute en una versión de
ingeniería o de vuelo de la ICU. La reducción dispersión obtenida permite
alcanzar coberturas de decisión más alta con el mismo número de casos
de prueba.
7.4.3. Modelo de verificación
En esta sección tratamos con un proceso de verificación de los elementos del
modelo TSAM de la ICUSW. El objetivo es corroborar que los modelos de aná-
lisis tanto el de planificabilidad —el modelo MAST— como el de performance
—modelo PCM— parten de un modelo TSAM coherente con el software des-
plegado en el modelo de ingeniería ICU. El proceso de verificacion usado para
la ICUSW se describe en el capítulo 6.
La ICU tiene configurado un puerto de entrada/salida para la monitorización
de los puntos de instrumentación. Su tamaño es de 16 bits, los cuales han sido
distribuidos de la siguiente manera:
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Event-seed, identifica una instancia de un evento. hemos invertido en el
6 bits.
Event-identifier, identifica un evento en particular. Hemos invertido en
el un total de 2 bits, lo que nos permite identificar un total de 4 eventos.
Point-identifier, identifica un punto en el código fuente. Con esta confi-

































Figura 7.19: TSAMMessagaHandler junto con los TSAMMessageHandlerItem per-
tenecientes a la gestión de telecomandos de ciencia. Se muestran sobreimpresos
los estados —puntos de instrumentación— necesarios para los perfiles de End-
to-End-flow, TSAMMessageHandlerItem y patrones de activación.
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Para la ICUSW usamos cuatro perfiles de los cinco descritos en el proceso.
Los perfiles que dejamos fuera son los relacionados tanto con los jitters como




Perfil de los patrones de activación.
Perfil de situaciones de tiempo real.
Para ilustrar el proceso de verificación de la ICUSW usamos la gestión de
los telecomandos de ciencia. Podemos observar los TSAMComponent junto con
sus TSAMMessageHandler en la figura 7.19. Recordamos que el patrón de acti-
vación de los telecomandos de ciencia es del tipo ráfaga con un máximo de 10
telecomandos en 1sg y un tiempo mínimo entre telecomandos de un 1 ms. Ade-
más entre los distintos telecomandos de ciencia, está el telecomando 42 el cual
condiciona las transacciones que pueden ejecutarse durante la nueva situación
de tiempo real.
En el modelo TSAM esta circunstancia se definió con dos TSAMMessageHand-
lers asociados al mismo puerto y mensaje.
Perfil End-to-End-flow
Este perfil es el encargado de verificar que una transacción es válida —que
los TSAMMessageHandlerItem ejecutados por la recepción de un evento externo
son los correctos—. En la Figura 7.20 se muestra el AFT en relación con este
perfil. Vemos como se comprueba que el orden de ejecución de los TSAMMessa-
geHandlerItem es el mismo que el especificado en las transacciones de MAST o
en los diferentes RDSEFF de PCM. Sólo hay una única bifurcación —ésta se pue-
de ver entre los estados S7, S8 y S9— que es la encargada de modelar acciones
cuando el telecomando es erróneo. Vimos como para los modelos de análisis de
planificabilidad se definieron dos situaciones de tiempo real, una que define la
correcta ejecución del telecomando —ésta está asociada al TSAMMessageHand-
ler que ejecuta este tipo de telecomandos— y otra que no. En la imagen 7.21
mostramos los dos AFT que permiten verificar por separado cada una de las
transacciones. Por último en la imagen 7.22 mostramos un punto de modula-
ción relativo al ejemplo del telecomando 42, en este caso cuando se detecte su
































Figura 7.20: AFT de RapiCheck que verifica el perfil end-to-end-flow para
la gestión de los telecomandos de ciencia.
ejecución sólo serán válidas un subconjunto de transacciones —éstas no se es-
pecifican pero serían las transacciones relativas a la ejecución de telecomandos
de backgroung y de mantenimiento—.
Perfil TSAMMessageHandlerItem
Este perfil es el encargado de verificar que cada que vez que se ejecuta un
TSAMMessageHandlerItem su tiempo máximo no exceda de su WCET asociado.
Siguiendo el mismo ejemplo, tomamos el TSAMMessageHandlerItem FGetNextTC
el cual es el encargado de capturar del bu er de telecomandos el siguiente te-
lecomando que será ejecutado —en nuestro caso el siguiente telecomando de































































Figura 7.21: AFT de RapiCheck que verifica el perfil end-to-end-flow para
la gestión de los telecomandos de ciencia discerniendo entre telecomandos que
son ejecutados sin errores, y telecomandos que los contienen.
ciencia—. En la figura 7.23 mostramos el AFT resultante de la transformación.
En ésta vemos como se instrumenta el final y el principio de la función, una
vez que se detecta el punto de instrumentación de salida se calcula el tiempo
transcurrido. Este tiempo corresponde con la ejecución de la función, el cual
compararemos con el su WCET. Dependiendo de si supera el WCET el resul-
tado de la verificación será positiva o negativa.
Perfil de los patrones de activación
El último perfil generado para la verificación de la ICUSW es el relativo a
la comprobación de los eventos externos. Siguiendo el mismo ejemplo, tomamos
el patrón de activación de los telecomandos de ciencia. Vimos al principio de
esta sección, que el patrón de activación es del tipo ráfaga, donde el mínimo
tiempo de llegada es de 1 sg. el número máximo de telecomandos de ciencia es
de 8 telecomandos y que el tiempo mínimo de llegada entre telecomandos de
la mismo ráfaga es de 1 ms. Con toda esta información se genera el AFT que
vemos en la imagen 7.24. Cuando se detecta el evento externo, se comprueba,
por un lado que el número de eventos de la ráfaga es menor que el número





Perfil Situación de tiempo real
Telecomando 42
Figura 7.22: AFT RapiCheck que verifica que se active el punto de modulación
cuando un telecomando de ciencia 42 es recibido, lo que condicionará a las
futuras reacciones permitidas del propio componente.
máximo permitido — menos o igual a 8 telecomandos— y que el tiempo entre
telecomandos es menor de 1 ms. Sólo se transitara al estado de aceptación Ok
cuando se reciba la siguiente ráfaga.
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Figura 7.24: AFT RapiCheck que verifica el patrón de activación cuando un
telecomando de ciencia es recibido.




Ha sido presentado un proceso de VV cuyo objetivo es la reducción del coste
en términos de recursos y tiempo. Para ello han sido presentados y vertebrados
mediante MICOBS tres modelos:
Un modelo de análisis de planificabilidad, valida que las restric-
ciones temporales se cumplen.
Un modelo de análisis de rendimiento, comprueba que la caracteri-
zación del sistema está cercana al tiempo disponible en los bancos de
prueba de integración.
Un modelo de verificación, comprueba que las propiedades presentes
en el modelo de análisis transaccional corresponden con el sistema final
que es desplegado.
La generación automática de modelos de análisis desde el modelo de diseño
reduce los costes del proceso, estando éste asentado en un proceso en V, lo
que ha permitido especificar el orden de las transformaciones en los distintos
modelos.
El modelo transaccional de análisis tiene la propiedad de ser el punto de
apoyo para la generación automática de los modelos de análisis. El modelo
transaccional de análisis permite ser anotado con las propiedades extrafuncio-
nales y es el punto de partida para la generación de los modelos anteriormente
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mencionados. Este modelo permite realizar transformaciones dentro del domi-
nio de análisis de propiedades extrafuncionales. El modelo es anotado con el
WCET durante la campaña de pruebas unitarios. Todo el proceso ha sido ver-
tebrado con técnicas MDE, permitiendo la cohesión de las etapas del proceso.
Este modelo facilita la definición de nuevos modelos de análisis.
Un conjunto de estrategias han sido adoptadas para la caracterización del
WCET. Estás estrategias están basadas en las propiedades de composability y
compositionality, dando lugar a que los tiempos de ejecución puedan ser caracte-
rizados y anotados en pruebas que estresen diferentes partes del sistema. De tal
manera, que por una lado, podemos usar pruebas unitarias, las cuales tiene un
carácter más exhaustivo, donde cada componente y librería de servicio pueden
ser instrumentados y ejecutados caracterizando de esta manera los tiempos de
ejecución. Por otro lado, tenemos las pruebas de integración, las cuales comprue-
ban partes del sistema. Éstas son menos exhaustivas que las pruebas unitarias,
pero tienen la ventaja a diferencia, de las anteriores de revelar las restriccio-
nes semánticas, lo que implica la detección de posibles caminos de ejecución no
válidos.
El análisis de planificabilidad permite comprobar las restricciones de tiempos
de ejecución. Para ello ha sido generado automáticamente desde el modelo tran-
saccional. Los tiempos anotados en este modelo son el resultado de un análisis
de WCET de cada elemento. Además, este modelo permite realizar el análisis
de sensibilidad de cada elemento.
El modelo de análisis de rendimiento nos permite calcular la desviación de los
diferentes tiempos de respuesta, cuantificando la calidad del análisis de verifica-
ción basado en evidencias. Para esto se utilizan técnicas de grado de confiabili-
dad o caracterizar elementos que están por encima del valor 3‡ de la dispersión.
Una de las transformaciones habilitadas es la de análisis de rendimiento, descrita
usando Palladio Component Model (PCM). La herramienta Palladio Workbench
no soportaba el análisis de sistemas de tiempo real. Como parte de esta Te-
sis Doctoral se ha descrito una nueva extensión de PCM que permite
este análisis. Esta extensión da la posibilidad de establecer la definición
en PCM de políticas de planificación de sistemas de prioridades fijas
con desalojo y protocolos de acceso a recursos compartidos. Esta nueva
extensión de PCM ha sido integrada en el proceso.
Para que los modelos de análisis de planificabilidad y de rendi-
miento fuesen correctos se ha propuesto el modelo de análisis de ve-
rificación. Este modelo de verificación genera un conjunto de evidencias
que tenían como objetivo comprobar que el comportamiento descrito
en el modelo transaccional, junto con sus propiedades de composabi-
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lity y compositionality en los tiempos de ejecución, se verifican en la
integración del sistema. Para esto han sido generado de manera automática
(como antes) un conjunto de perfiles de restricciones en la herramienta
RapiCheck.
Se ha mostrado un proceso de verificación automática de las res-
tricciones temporales mediante la ejecución del sistema en el target. Las
restricciones temporales son definidas desde los atributos descritos en el mode-
lo de diseño, mientras que el código se obtiene a partir del modelo de diseño.
El proceso genera evidencias adicionales para garantizar que las transformacio-
nes sean correctas y que la implementación sea la esperada. Este trabajo se
ha centrado particularmente en verificar las asunciones relativas al análisis de
planificabilidad.
Se espera que con los datos resultantes de este proceso se
pueda comprobar:
Las restricciones de tiempo real que no se cumplen. El modelo de análisis
de MAST las indicará, además, indicará de una manera cuantitativa el
porcentaje que tiene que reducirse para que se satisfaga la restricción.
También se comprueban mayores contribuciones de tiempo de respuesta,
de tal manera que identifica los elementos del software que contribuyen
principalmente a estos tiempos de respuesta globales del sistema, optimi-
zando los elementos más significativos del software. Esta información es
parte de la herramienta MAST.
Se muestran qué elementos del software aumentan la dispersión de los
tiempos de respuesta. Mediante la herramienta de análisis de rendimiento
PCM podemos caracterizar cuál es la dispersión de los diferentes elementos
que conforman el software. Esto nos permite adoptar estrategias diferentes
en el modelo de diseño para reducir la dispersión de los tiempos de res-
puesta, es decir, aumentar la facilidad con la que caracterizar el sistema.
Comprobamos que las asunciones en el modelo de análisis o transformación
son incorrectas. El modelo de verificación RapiCheck nos mostrará cuáles
de las asunciones en los modelos anteriormente citados se cumplen en el
despliegue del sistema.
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Conclusiones sobre el caso de uso
El proceso descrito se ha utilizado en el desarrollo del software de aplica-
ción de una unidad de control del instrumento EPD, embarcado en el satélite
Solar Orbiter. Con ello se comprueba que el proceso reduce los costes en las
fases de verificación y validación de software embarcado en satélite, quedando
falsada la hipótesis de partida. Para este fin se ha utilizado en la unidad de
control el modelo de verificación propuesto. Se ha mostrado un proceso para la
generación automática de las restricciones de tiempo. El modelo ha sido usado
en la campaña de pruebas de integración. Esto ha permitido corroborar que las
propiedades de composability y compositionality en el WCET y las
reacciones descritas en el modelo transaccional de análisis, correspon-
den con el software desplegado en la unidad de control, aumentando
la calidad de los resultados del análisis de planificabilidad y de rendi-
miento. Con ello, los modelos de análisis de planificabilidad y análisis
de rendimiento son más fiables al realizar este proceso de verificación.
Se ha presentado un conjunto de escenarios para la validación de la nueva
extensión de PCM-RT. Estas pruebas se encargan de validar el comportamiento
del planificador de prioridades fijas con desalojo y los protocolos de acceso a los
recursos compartidos.
En el caso de uso se han verificado los diferentes perfiles propues-
tos. En especial, nos hemos centrado en los perfiles de eventos singulares de
ciencia y los perfiles nominales de funcionamiento. Los datos obtenidos no han
sido muy reveladores, debido, principalmente, a la falta de madurez de la cam-
paña de pruebas.
Una vez desarrollado el proceso objeto de investigación de esta Tesis Doctoral
se podrían extraer datos que apuntan a los siguientes efectos:
El análisis de planificabilidad satisfará las restricciones del tiempo de res-
puesta.
Tras un análisis de sensibilidad, como es de esperar, en un proceso como
el descrito, existen elementos del software susceptibles de mejora. Véase
el gestor de telecomandos de la unidad de control, donde determinadas
reacciones del software pueden ser objeto de optimización.
Tras un análisis de rendimiento, también, se pueden encontrar reaccio-
nes del software mejorables, centrándose especialmente en la gestión de
excepciones de la unidad de control.
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Se podría esperar que los resultados arrojados por el análisis de verificación
mostrasen asunciones erróneas en la plataforma, en forma de bloqueos en
el bus, tiempos de ejecución por encima de las restricciones de jitters en
la gestión de la plataforma patológicos que invalidan el peor caso, etc.
Resultados de la Tesis Doctoral
La propuesta ha sido desarrollada e integrada en MICOBS en forma de un
conjunto de plug-ins de Eclipse. Los resultados parciales obtenidos han sido pu-
blicados en congresos (Fernández-Salgado et al., 2013a; Fernádez-Salgado et al.,
2013). Éstas publicaciones presentan la definición de los modelos transacciona-
les, su anotación y transformación al modelo de análisis de planificabilidad de
MAST. Además, se ha contribuido al diseño del software de aplicación de la
unidad de control de EPD, que constituye el caso de uso de esta Tesis Doc-
toral, y participado en el artículo Sánchez et al. (2013), que lo describe. Otra
publicación en la cual participé como coautor fue Polo et al. (2012b), ésta trata
del uso de técnicas CBSE para mitigar los riesgos del desarrollo del software
embarcado en nanosatélites. En la publicación Fernández-Salgado et al. (2015)
ha sido mostrado en el análisis de verificación mediante evidencias. Otros re-
sultados pendientes de publicar son el modelo de sistemas de tiempo real y la
transformación correspondiente al modelo Palladio Component Model ( PCM),
y la descripción de la transformación del modelo de componentes EDROOM a
los modelos de análisis transaccionales.
Enmarcados en el trabajo de Tesis Doctoral, se han realizado también in-
formes técnicos, entregados a la ESA, como el diseño del software de aplicación
de la unidad de control del instrumento EPD, las pruebas de integración inicia-
les con los sensores y los requisitos de parte de los sensores de los cuales está
formado EPD.
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Descripción de los modelos
UML
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FCM
NleafStateFlatDescriptor
LeafStateFlatDescriptor EntryPointContext ExitpointContext PureMemoryTransitionJoin Branch
msgHandlerWithTrigger
msgHandlerWithoutTrigger
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*Descripción idéntica a TMsgHandler
TSAMServiceLibrary
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Lista de abreviaturas
AA Application Architect
AADL Architeture Analysis and Design Language
ACE Advanced Composition Explorer
ACS Attitude Control System
ACT Abstract Component Technology
AD Application Developer
ADA Lenguaje de Programación ADA
ADD Architecture Design Document
ADL Architectural Description Language
AFT Automata Finito Temporal
AlarmClock MAST AlarmClock
AMH-OC Asynchronous Message Handler-Operation Composition
AOCS Attitude and Orbit Control System
AOD Application-Oriented Domain
AODEM Analysis-Oriented Deployment Model
AODOM Analysis-Oriented Domain Model
AOEM Analysis-Oriented Element Model
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AOM Analysis-Oriented Model
AOPM Analysis-Oriented Platform Models
API Application Programming Interface
APID Application Process Identifier
AST Abstract Syntax Tree
AT Application Tester
AVG Average Execution Time Profile
BasiComponent PCM Basic Component




BurstyEvent MAST Bursty Event
CAU Universidad Christian Albrecht
CBSE Component-Based Software Engineering
CCM CORBA Component Model
CCSDS Consultative Committee for Space Data Systems
CDL Component Description Language
CDPU Control Process Data Unit
CIDL Component Implementation Definition Language
CIF CCM Implementation Framework
CIM Computation Independent Model
COM Component Object Model
CompositeOperation MAST Composite Operation
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COTS Commercial-O -The-Shelf
CP Component Provider
CPU Central Process Unit
CRC Cyclic Redundancy Check
CRT Component Run-Time
CSP Communicating Sequential Processes
CT Component Tester
CTR Grupo de Computadores y Tiempo Real
DataHandler Data Handler
Deadlines Dead Lines
DMA Direct Marketing Association
D&C Deployment and Configuration Specification
DO-178-C Software Considerations in Airborne Systems and Equipment Cer-
tification 178-C
DS Desviación estándar
DSML Domain-Specific Modelling Language
EBNF Extended Backus-Naur Form
Eclipse Eclipse Framework
ECM EDROOM Component Model
Ecore Meta Model Ecore
ECSS-E-ST-40C European Cooperation for Space Standardization, Space En-
gineering, Software
EDF Earliest Deadline First
EDP Embedded Development Platform
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EDROOM ED Real-Time Object Oriented Modeling
EDROOM-RT EDROOM Run-Time
EDROOMSL EDROOM Service Library
EEBB estáncias breves en el extranjero
EEPROM Electrically Erasable Programmable Read-Only Memory
EFP Extra-Functional Properties
EGSE Electrical Ground Support Equipment
EJB Enterprise Java Beans
EM Engineering Model
EMF Eclipse Modelling Framework
EMP Eclipse Modelling Project
EntryPoint Entry Point
EntryPointContext EntryPointContextEntry Point Context
EPD Energetic Particle Detector
EPDManager Energy Particle Detector Manager
EPT Electron Proton Telescope
ESA European Space Agency




ExitPointContext ExitPointContextExit Point Context
ExternalEvent MAST External Event
FA Framework Architect
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FCM FLat Component Model
FCS Flat Component System
FDIR Fault Detection, Isolation and Recovery
FIFO First In First Out
FireStateChange Fire State Change
FLATCMP Flat Component Model
FLATMCAD Model Flat Model Architecture Desing
FM Flight Model
FP Functional Properties
FPPS Fixed Priority Preemptive Scheduling
FPU Floating-Point Unit
FreeRTOS Free Real-Time Operation System
FromEntryPoint From Entry Point
FromExitPointFree From Exit Point Free
FromexitPointNotFree From Exit Point Not Free
FromLeafState From Leaf State
GEF Graphical Editing Framework
GMF Graphical Modelling Framework
GN&C Guidance, Navigation and Control
HardDeadline MAST Hard Deadline
HET High Energy Telescope
HKFDIR House Keeping Fault and Detection Isolation and Recovery
HVT High Water Mark Analitical Time Profile
HW Hardware
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ICM Intermediate Constructive Model
ICU Instrument Control Unit
ICUSW Intrument Control Unit Software
ICUSWMAST Intrument Control Unit Software MAST
ICUSW_PCM Instrument Control Unit Software Palladio Component Mo-
del
IDE Integrated Development Environment
IDL Interface Description Language
IMA Integrated Modular Avionics
IOD Implementation-Oriented Domain
InmediateCeilingMutex MAST Inmediate Ceiling Mutex
InternalAction Internal Action
InternalEvent Internal Event
ISA Instruction Set Architecture
ISO-2626 Road Vehicles – Functional Safety 2626
ISR Interrupt Service Routine
ISRSwitch MAST ISR Switch
ISS Instruction Set Simulator




JSimMAST Java Simulator MAST
KIT Centro Tecnológico de Karlsruhe
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Koala Komponent Organiser and Linking Assistant
KobrA Komponenten Basierte Anwendungsentwicklung
LeafState Leaf State
LeafStateFlatDescriptor Leaf State Flat Descriptor
LocalDeadline Local Deadline




MAST MAST: Modeling and Analysis Suite for Real-Time Applications
MARTE Modeling and Analysis of Real-Time and Embedded Systems
MASTPlatform MAST Platform
MCAD Multi-Platform Component Architecture and Deployment Model





MESP Multi-platform Embedded Software Packaging Model
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msgHandlerWithOutTrigger Message Handler WithOut Trigger
msgHandlerWithTrigger Message Handler With Trigger
MutexInheritanceProtocol MAST Mutex Inheritance Protocol
MutualExclusionResource MAST Mutual Exclusion Resource
NASA National Aeronautics and Space Administration
NFP Non-Functional Property
NLeafState No Leaf State
NLeafStateFlatDescriptor No Leaf State Flat Descriptor
NoK Not Valid State
OBDH On-Board Data Handling
OBSW On-Board Software
OCL Object Constraint Language
Ok Valid State




PCM Palladio Component Model
PCM-RT Palladio Component Model Real-Time
PDL Platform Description Language
PDR Preliminary Design Review
PEC Process Execution Control
PECT Prediction-Enabled Component Technology
PeriodicEvent MAST Periodic Event
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PIM Platform Independent Model
PLC Mast Platform Configuration
POSIX Portable Operating System Interface
PPS Pulse per Second
PrimaryScheduler MAST Primary Scheduler
ProcessingResource Processing Resource
PROM Programmable Read-Only Memory
ProvidedRole Provided Role
PSM Platform Specific Model
PureMemoryTransition Pure Memory Transition
PUS Packet Utilization Standard
QM Qualification Model
QoS Quality of Service
QVTO Query, View, Transformation Language
RapiCheck RapiCheck Verification Tool
RDSEFF Resource Demanding Service E ect Specifications
RegularProcessor MAST Regular Processor
RequiredRole Required Role
RIDL Robocop Interface Definition Language
RMS Rate Monotonic Analysis
ROOM Real-Time Object-Oriented Modeling
RTA Response Time Analysis
RTC Run-To-Completion
RTEMS Real-Time Executive for Multiprocessor Systems
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RTOS Real-Time Operating System
RTRequirement Real-Time Requirement
RVS Rapita Verification Suite
SAE Society of Automotive Engineers
SAI Service Access Interface
SAM System Analysis Model
SAP Service Access Point
ScenarioBehaviour Scenario Behaviour
scheduleNextEvent Schedule Next Event
SDRAM Synchronous DRAM
SEFF Service E ect Specification
SEPT Solar Electron and Proton Telescope
SIES Symposium on Industrial Embedded Systems








SPL Software Product Lines
SporadicEvent MAST Sporadic Event
SRG Space Research Group
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STEIN SupraThermal Electrons, Ions, and Neutrals
STEREO Solar TErrestrial RElations Observatory
STF Sensor Transport Frame
Sysml Systems Modeling Language
SystemProvidedRole System Provided Role
SystemRequiredRole System Required Role
TACode Transactional Analisys Timing Annotated Code
TBusrtyEventPatter Transaccional Analysis Busrty Event Pattern
TDSM Transactional Design System Model
TDeadLine Transactional Analysis Deadline
TEvent Transactional Event




TInvokeMsg Transactional Invoke Message
TLM Transaction Level Modelling
TMAlarmClock Tansaccional Analysis Alarm Clock
TMessage Transacctional Message
TMMutexCeiling Transactional Analysis MutexCeiling
TMPrimaryScheduler Transactional Analysis Primary Scheduler
TM/TC Telemetry and Telecommand
TMTicker Transaccional Analysis Ticker
TPeriodicEventPattern Transactional Analysis Periodic Event Pattern
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TransFromEdgeStep Transition From Edge Step
TReplyMsg Transactional Reply Message
TSAM Transactional System Analysis Model
TSAMAsynchMsgHandler Transaccional Asynchronous Message Handler
TSAMBasicHandler Transactional System Analysis Basic Handler
TSAMCMP Transactional Analysis Component Model
TSAMComponent Transactional System Analisys Component
TSAMEvent Transaccional Analysis Event
TSAMMessageHandler Transactional Analysis Message Handler
TSAMMessageHandlerItem Transactional Message Handler Item
TSAMMHiAction Transaccional Analysis Message Handler Item Action
TSAMMHiDataHandler Transaccional Analysis Message Handler Item Da-
ta Handler
TSAMMHiInvoke Transaccional Analysis Message Handler Item Invoke
TSAMMHiReply Transaccional Analysis Message Handler Item Reply
TSAMMHiSend Transaccional Analysis Message Handler Item Send
TSAMPlatform Transaccional System Analisys Platform Model
TSAMProtocol Transactional System Analysis Model Protocol
TSAMRealTimeSituation Transactional Real-Time Situation
TSAMRTRequirement Real-Time Requirement Model
TSAMSAI Transactional System Analysis Service Access Interface
TSAMSAP TSAM Service Access Point
TSAMSharedResource Transaccional Analysis Shared Resource
TSAMSL Transactional System Analysis Model Service Library
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TSAMSynchMsgHandler Transaccional Synchronous Message Handler
TSDM Transactional System Design Model
TSendMsg Transactional Send Message
TSporadicEventPatter Transactional Analysis Sporadic Event Pattern
UAH Universidad de Alcalá
UART A Universal Asynchronous Receiver/Transmitter
UC/OS-II Controller Operation System - II
ULEIS Ultra Low Energy Isotope Spectrometer
UML Unified Modeling Language
UML-2 Unified Modeling Language 2
UMM Unified Meta-component Model
URI Universal Resource Identifier
Usagescenario Usage Scenario
VCF Vienna Component Framework
VHDL VHSIC Hardware Description Language
VV verificación y validación
VxWorks VxWorks Real Time Operating System
WCET Worst-Case Execution Time Profile
WRT Worst-Case Response Time
XML Extensible Markup Language
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