An algorithm to perform POVMs through Neumark theorem: application to
  the discrimination of non-orthogonal pure quantum states by Rabelo, Wilson R. M. et al.
ar
X
iv
:q
ua
nt
-p
h/
05
09
19
1v
1 
 2
7 
Se
p 
20
05
An algorithm to perform POVMs through Neumark theorem: appliation to the
disrimination of non-orthogonal pure quantum states
Wilson R. M. Rabelo,
∗
Alexandre G. Rodrigues, and Reinaldo O. Vianna
†
Grupo Informação Quântia - Departamento de Físia - ICEX -CP 702 -
Universidade Federal de Minas Gerais - 30123-970 - Belo Horizonte - MG - Brazil
(Dated: 18th September 2018)
We onsider a protool to perform the optimal quantum state disrimination of N linearly in-
dependent non-orthogonal pure quantum states and present a omputational ode. Through the
extension of the original Hilbert spae, it is possible to perform an unitary operation yielding a nal
onguration, whih gives the best disrimination without ambiguity by means of von Neumann
measurements. Our goal is to introdue a detailed general mathematial proedure to realize this
task by means of semidenite programming and norm minimization. The former is used to x whih
is the best detetion probability amplitude for eah state of the ensemble. The latter determines the
matrix whih leads the states to the nal onguration. In a nal step, we deompose the unitary
transformation in a sequene of two-level rotation matries.
PACS numbers:
I. INTRODUCTION
Quantum state disrimination is a ruial prob-
lem in quantum information theory, and it is well
known the impossibility of doing this perfetly for
non-orthogonal states [1℄. Nevertheless, if a non zero
probability of inonlusive results is allowed for, it
is possible to never mistake a state for another, by
means of an appropriate Positive Operator Valued
Measure (POVM). This strategy is known as unam-
biguous state disrimination (USD), and the best pro-
edure of this kind is that whih minimizes the prob-
ability of inonlusive results. The disrimination
of two equally probable non-orthogonal pure states
was rstly onsidered by Ivanovih [3℄, Dieks [4℄ and
Peres [5℄. The ase of two states with unequal prior
probabilities was treated by Jaeger and Shimony [6℄.
Chees [7℄ showed that USD of N pure quantum
states is possible if and only if they are linearly in-
dependent.
With the aid of Semidenite Programming (SDP),
Eldar [8℄ obtained the set of neessary and suient
onditions the USD measurement operators satisfy.
She also showed that for a given set of pure states,
there always is an ensemble for whih the optimal
USD detets eah state with equal probability (i.e,
an Equal Probability Measurement - EPM).
In referenes [10℄ and [11℄, the USD problem is ap-
proahed via the Neumark theorem [1℄, i.e, the real-
ization of a POVM by means of projetive measure-
ments in an extended Hilbert spae. In [10℄, it is done
in the ontext of linear quantum optis , whereas in
∗
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[11℄ an ions trap arhiteture is onsidered.
Our main goal is to derive the transformation whih
maps N non-orthogonal pure states in a set of states
that an be disriminated by usual projetive mea-
surements in an extended Hilbert spae. It is equiv-
alent to a generalized measurement in the original
spae, and is the ontent of Neumark's theorem. We
then present a simple MATLAB ode that takes as
input the ensemble of non-orthogonal states and out-
puts the best set of disriminable states and the perti-
nent transformations. We believe this omputational
ode an be pedagogially useful to anyone getting
started with quantum information and semidenite
programming.
The paper is organized as follows. In setion I
we disuss generalized measurements and semidenite
programming. In setion II we present a protool to
disriminate pure non-orthogonal states and, in se-
tion IV, we exerise with a numerial example in the
ontext of quantum key distribution. We onlude in
setion V. In the appendix, we furnish our MATLAB
ode.
II. POVMS AND DISCRIMINATION WITH
SDP
The operation ommonly known as positive
operator-valued measure an be performed with a set
of quantum detetion operators Πk, where the prob-
ability pk of obtaining the state labeled by the index
k is given by
pk = Tr(Πkρ), (1)
where ρ is the density operator of the system. As
the probabilities are obviously non-negative reals and
sum to one, all the quantum detetion operators are
2semidenite operators and form a resolution of the
identity,
∑
k
Πk = I. (2)
The problem of USD forN pure non-orthogonal states
an be stated as follows. We assume that a quan-
tum system was prepared in one of the N pure states
{|Qi〉}, i = 1, ..., N . Eah state |Qi〉 is in a N -
dimensional Hilbert spae. In order to identify a
state or to return an inonlusive result, the measure-
ment operators must obey 〈Qi|Πk |Qi〉 = piδik with
0 ≤ pi ≤ 1. Therefore, to satisfy ondition (2), we
have
∑N
i=0Πi = I and the inonlusive result is given
by Π0 = I −
∑N
i=1Πi.
In [8℄, Eldar showed that the optimal unambiguous
disrimination an be formulated as a SDP problem.
The measurement operators are expressed in the form
Πi = pi|Q˜i〉〈Q˜i|, (3)
where eah state |Q˜i〉 is in a N -dimensional Hilbert
spae, and the Πi are not orthogonal projetors in
this spae. The vetors |Q˜i〉 are the reiproal states
assoiated with |Qi〉, suh that
〈Q˜i|Qk〉 = ζikδik , 1 ≤ i, k ≤ N (4)
where the fator ζik indiates the salar produt is
not normalized. Given the matrix Ψ, whose olumns
are the vetors |Qi〉, the |Q˜i〉 are the olumns of the
matrix Ψ˜, namely,
Ψ˜ = Ψ(Ψ∗Ψ)−1. (5)
Given an ensemble ρ, where eah state |Qi〉 is pre-
pared with probability µi, the total probability of a
suessful detetion is
PD =
N∑
i=1
µi〈Qi|Πi|Qi〉 =
N∑
i=1
µipi. (6)
The problem of optimal USD is then to nd measure-
ment operators Πi, or equivalently, the probabilities
pi , whih maximize PD, subjet to the onstraint (2),
whih an be reast as
I −
N∑
i=1
pi|Q˜i〉〈Q˜i| ≥ 0. (7)
A SDP problem is to nd x ∈ Rm, whih minimizes
the linear funtion cTx , subjet to the matrix in-
equality F (x) = F0+
∑m
i=1 xiFi ≥ 0, where the prob-
lem data are the vetor c ∈ Rm and them+1 omplex
Hermitian matries Fi [12℄. It is known as the primal
formulation of SDP.
Equations (6) and (7) an be reast as a SDP prob-
lem, namely:
minp∈RN {−µTp}, (8)
subjet to N + 1 onstraints,
I −
N∑
i=1
pi|Q˜i〉〈Q˜i| ≥ 0,
pi ≥ 0, 1 ≤ i ≤ N. (9)
III. PROTOCOL FOR OPTIMAL
DISCRIMINATION OF PURE STATES VIA
ROTATIONS AND VON NEUMANN
MEASUREMENTS
We start out by rewriting the N entry states to
be disriminated in a ladder form in the orthonormal
basis {|i〉 , i = 1, . . . , N},
|Q1〉 = |1〉 ,
|Q2〉 = c12 |1〉+ c22 |2〉 ,
|Q3〉 = c13 |1〉+ c23 |2〉+ c33 |3〉
.
.
.
|QN 〉 = c1N |1〉+ . . .+ cNN |N〉 , (10)
where {|Qi〉} ∈ HN (N -dimensional Hilbert spae).
This an always be done by means of a unitary trans-
formation U0. Then, to apply Neumark's theorem, we
extend the original Hilbert spae, e.g. through addi-
tion of anillas, to 2N − 1 dimensions and map the
original states to the nal onguration,
|Q1f〉 = g1 |1〉+gN+1|N+1〉+. . .+g2N−1|2N−1〉
|Q2f〉 = g2 |2〉+g2N |N+1〉+. . .+g3N−2|2N−1〉
|Q3f〉 = g3|3〉+g3N−1|N+1〉+. . .+g4N−4|2N−2〉
.
.
.
.
.
.
|Qif 〉 = gi|i〉+ g[ i
2
(2N+3−i)−1]|N + 1〉+
. . .+ g[N(i+1)+ i
2
(1−i)−1]|2N + 1− i〉
.
.
.
.
.
.
|QNf〉 = gN |N〉+ g[ 1
2
N(N+3)−1]|N+1〉 . (11)
Now, a projetive measurement in the orthonormal
basis {|i〉 , i = 1, . . . , 2N − 1} yields an unambiguous
disrimination. The state labeled by i is identied
with probability g2i , when the measurement ollapses
to |i〉 for 1 ≤ i ≤ N . For other values of i the result is
inonlusive. Therefore, the rst N gi are hosen to
3produe the best possible disrimination, i.e, gi =
√
pi
for the pi dened in Eq.3, whih are determined by
SDP. The other oeients {gi, i = N + 1 to N2 (N +
3) − 1} are xed in order to preserve normalization
and the salar produts among the original states.
One the nal onguration is known, we want to
determine the unitary transformation U1 whih maps
the original states to it. Norm minimization [14℄ im-
plies,
N∑
i=1
‖|Qif〉 −U1|Qi〉‖2 = 2N − 2Re
[
Tr(A′U †1 )
]
= 0, (12)
where
A′ =
N∑
i=1
|Qif 〉〈Qi| . (13)
A′ is a singular (2N−1)× (2N−1) omplex matrix.
The singular value deomposition (SVD) of A′ is
A′ = V ΣW †, with V and W (2N−1)×(2N−1) unitary
matries, and Σ a diagonal (2N−1)×(2N−1) matrix,
then U1 is given by
U1 = VW
†. (14)
The unitary transformation U = U1U0 an now be
deomposed [15℄ in a sequene of rotations (Rkl) in
the hyperplanes (kl), as
U =
N−1∏
k=1
N∏
l=k+1
R†kl. (15)
The Rkl are two-level matries, with the four non triv-
ial entries,
[Rkl]kk =
[U ]∗kk√
|[U ]kk|2 + |[U ]lk|2
,
[Rkl]ll = −[Rkl]∗kk,
[Rkl]kl =
[U ]lk√
|[U ]kk|2 + |[U ]lk|2
,
[Rkl]lk = [Rkl]
∗
kl.
The trivial entries are
[Rkl]mm = 1,m 6= (k, l),
[Rkl]mn = 0, (m,n) 6= (k, l).
We an also express the rotations R†kl in terms of
Pauli matries, Rkz (θ) = exp(−iθσz/2) (the super-
index k indiates the rotation is over the ket |k〉),
Rly(θ) = exp(−iθσy/2). Hene,
R†kl(α, β, γ, δ) = e
iαRkz (β)R
l
y(γ)R
k
z (δ). (16)
Therefore the unitary transformation U = U1U0,
followed by a projetive measurement in the basis
{|i〉, i = 1, ..., 2N − 1}, disriminates unambiguously
any N pure non-orthogonal states. Summarizing, we
have the following algorithm:
• Rewrite the entry states in a ladder form (U0).
• Fix the onlusive amplitudes (g1 to gN ) using
SDP.
• Fix the inonlusive amplitudes (gN+1 to
gN
2
(N+3)−1) suh that normalization and salar
produts among the states be preserved.
• Build the unitary transformation (U1) that
maps the entry states in the ladder form to the
nal disriminable onguration.
• Deompose U = U1U0 as a produt of one-qudit
rotations.
IV. EXAMPLE
As an example of appliation of our ode, we on-
sider how a spy (Eve) ould use USD to eavesdrop
[16, 17℄ two parties (Alie and Bob) establishing a
BB84 [18℄ ryptographi key.
Alie and Bob are ommuniating by means of low
intensity laser pulses in a network of lossy optial
bers. The signals sent by Alie are oherent states
with a ertain mean number of photons (µ). The
polarization of the pulses are randomly hosen with
equal probability among four possibilities, namely, di-
agonal to right or left (|d+〉 , |d−〉), and irularly
polarized to right or left (|c−〉 , |c+〉). Bob direts
the pulses he reeives to detetors, whih do not dis-
tinguish photon numbers, preeded by polarization
analyzers whih an be either for linear or irular
polarization, also hosen randomly with equal prob-
ability. After a ertain number of pulses, Alie pub-
lily announes the sequene of polarization basis she
used. Bob then heks whih pulses he deteted using
the ompatible polarization analyzer. After disount-
ing dark ounts and losses in the bers, the mathing
detetions allow Alie and Bob to establish a rypto-
graphi key, i.e., a long sequene of zeroes and ones
(say |d+〉, |c+〉 for one and |d−〉, |c−〉 for zero). This
is the very well known BB84 protool.
Eve ould try to obtain this key as follows. She
probes the network and measures the mean number
of photons in the pulses, whih an be done with-
out disturbing the polarization. Now she knows that
most of the time Bob reeives states of the type
|polarization〉⊗µ. Suppose µ is 3. Eve then pre-
pares an USD sheme for the states |d+〉|d+〉|d+〉,
|d−〉|d−〉|d−〉, |c+〉|c+〉|c+〉, |c−〉|c−〉|c−〉.
4Running our ode, all the pertinent parameters to
prepare the USD are yielded. In partiular, we learn
that Eve orretly identies the polarization state
with a probability of 50%, if the state has three pho-
tons. When she sueeds, she prepares a state with
the orret polarization and sends it to Bob, who will
never know it ame from Eve. If she fails, she does
nothing at all, and Bob ould think it is a dark ount
or a loss in the network.
U0=


0.3536 0.3536 0.3536 0.3536 0.3536 0.3536 0.3536 0.3536
0.3536 −0.3536 −0.3536 0.3536 −0.3536 0.3536 0.3536 −0.3536
0.6124 −0.2041i −0.2041i −0.2041 −0.2041i −0.2041 −0.2041 0.6124i
0.6124 0.2041i 0.2041i −0.2041 0.2041i −0.2041 −0.2041 −0.6124i
0 −0.8165 0.4082 0 0.4082 0 0.0000 0
0 0 −0.1736 −0.5414 0.1736 0.7707 −0.2293 0
0 0 −0.1736 −0.5414 0.1736 −0.2293 0.7707 0
0 0 0.6631 −0.2836 −0.6631 0.1418 0.1418 0


.
Let's onsider the four quantum states
|Qi1〉 = |d+〉|d+〉|d+〉 (17)
|Qi2〉 = |d−〉|d−〉|d−〉 (18)
|Qi3〉 = |c+〉|c+〉|c+〉 (19)
|Qi4〉 = |c−〉|c−〉|c−〉 , (20)
where
|d+〉 = (|0〉+ |1〉)/
√
2
|d−〉 = (|0〉 − |1〉)/
√
2
|c+〉 = (|0〉+ i|1〉)/
√
2
|c−〉 = (|0〉 − i|1〉)/
√
2 .
Rewrite the entry states in a ladder form
|Q1〉= |1〉
|Q2〉= |2〉
|Q3〉=−(0.25− 0.25i)|1〉+
−(0.25 + 0.25i)|2〉+ 0.8660|3〉
|Q4〉=−(0.25 + 0.25i)|1〉+
−(0.25− 0.25i)|2〉+ 0.8660|4〉,
(21)
where the unitary matrix U0 for the transformation
is given above.
The best onlusive probability amplitude given by
the SDP tehnique is given by g1=g2=g3=g4=0.7071,
where the weight of eah state in the ensemble is
µ1=µ2=µ3=µ4=0.25. The inonlusive amplitudes
(g5 to g13) are xed suh that normalization and
salar produts among the states be preserved. For
this ase, g5 = −0.3536 + 0.3536i, g6 = −0.3536 −
0.3536i, g7 = 0, g8 = −0.3536 − 0.3536i, g9 =
−0.3536 + 0.3536i, g10 = 0, g11 = 0, g12 = 0.7071
and g13 = 0.7071.
The nal disriminable onguration in the ex-
tended Hilbert spae is
|Q1f 〉 = 0.7071|1〉 − (0.3536− 0.3536i)|5〉
−(0.3536 + 0.3536i)|6〉
|Q2f 〉 = 0.7071|2〉 − (0.3536 + 0.3536i)|5〉
−(0.3536− 0.3536i)|6〉
|Q3f 〉 = 0.7071|3〉+ 0.7071|6〉
|Q4f 〉 = 0.7071|4〉+ 0.7071|5〉 . (22)
Now we build the unitary transformation (U1) that
maps the entry states in the ladder form to the nal
disriminable onguration. Following the proedure
desribed by equations (13) and (14), we obtain:
5U1=


0.7071 0 0.2041−0.2041i 0.2041+0.2041i 0.1608+0.2396i 0.3757−0.3300i 0 0
0 0.7071 0.2041+0.2041i 0.2041−0.2041i 0.4884−0.1074i 0.0979+0.2715i 0 0
0 0 0.8165 0 −0.1511+0.0977i −0.5375−0.1097i 0 0
0 0 0 0.8165 −0.4981−0.2299i 0.0639+0.1681i 0 0
−0.3536+0.3536i −0.3536−0.3536i 0 0.4082 0.4981+0.2299i 0.0639−0.1681i 0 0
−0.3536−0.3536i −0.3536+0.3536i 0.4082 0 0.1511−0.0977i 0.5375+0.1097i 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


.
As the last step, we wish to deompose the resultant
matrix U = U1U0 as a produt of one-qudit rotations.
Therefore, we have
U=R†1,2R
†
1,3 . . . R
†
7,8 (23)
where R†1,5=R
†
1,6=R
†
1,7=R
†
1,8=R
†
2,7=R
†
2,8=I,
R†1,2=


0.7071 0.7071 0 · · · 0
0.7071 −0.7071 0 · · · 0
0 0 1 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · 1

 ,
R†1,3=


0.8165 0 0.5774 · · · 0
0 1 0 · · · 0
0.5774 0 −0.8165 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 · · · 1

 ,
R†1,4=


0.8660 0 0 0.5 . . . 0
0 1 0 0 . . . 0
0 0 1 0 . . . 0
0.5 0 0 −0.8660 . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 0 . . . 1


,
R†2,3=


1 0 0 . . .
0 0.7224−0.3407i −0.5392−0.2671i . . .
0 −0.5392+0.2671i −0.7224−0.3407i . . .
. . . . . . . . . . . .

 ,
R†2,4=


1 0 0 0 . . .
0 0.6865 0 −0.5482+0.4777i . . .
0 0 1 0 . . .
0 −0.5482−0.4777i 0 −0.6865 . . .
. . . . . . . . . . . . . . .

 ,
R†2,5=


1 0 0 0 . . .
0 0.8929 0 −0.4239−0.1518i . . .
.
.
.
.
.
.
.
.
.
.
.
. . . .
0 −0.4239+0.1518i 0 −0.8929 . . .
. . . . . . . . . . . . . . .

 ,
R†2,6=


1 0 . . . 0 0
0 0.9594 . . . −0.1233+0.2536i 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 −0.1233−0.2536i . . . −0.9594 0
0 0 . . . 0 1

 ,
R†3,4=


. . . . . . . . . . . .
. . . −0.6776−0.4981i −0.5333+0.0914i . . .
. . . −0.5333−0.0914i 0.6776−0.4981i . . .
. . . . . . . . . . . .

 ,
R†3,5=


. . . . . . . . . . . . . . .
. . . 0.4375 0 −0.3023+0.8469i . . .
. . . 0 1 0 . . .
. . . −0.3023−0.8469i 0 −0.4375 . . .
. . . . . . . . . . . . . . .

 ,
R†3,6=


. . . . . . . . . . . . . . .
. . . 0.8262 0.0453−0.5615i . . .
. . .
.
.
.
.
.
.
.
.
.
.
.
.
. . . 0.0453+0.5615i −0.8262 . . .
. . . . . . . . . . . . . . .

 ,
R†3,7=


. . . . . . . . . . . . . . .
. . . 0 . . . 0 0
. . . 0.9727 . . . −0.2320 0
. . .
.
.
.
.
.
.
.
.
.
.
.
.
. . . −0.2320 . . . −0.9727 0
. . . 0 . . . 0 1


,
6R†3,8=


. . . . . . . . . . . . . . .
. . . 0 . . . 0 0
. . . 0.7485 . . . 0 0.6631
. . .
.
.
.
.
.
.
.
.
.
.
.
.
. . . 0 . . . 1 0
. . . 0.6631 . . . 0 −0.7485


,
R†4,5=


. . . . . . . . . . . .
. . . 0 −0.6608+0.7506i . . .
. . . −0.6608−0.7506i 0 . . .
. . . . . . . . . . . .

 ,
R†4,6=


. . . . . . . . . . . . . . .
. . . 0.0240 0 −0.9996−0.0164i 0
. . . 0 1 0 0
. . . −0.9996+0.0164i 0 −0.0240 0
. . . 0 0 0 1

 ,
R†4,7=


. . . . . . . . . . . . . . .
. . . 0.8438 . . . 0.5367 0
. . . . . .
.
.
. . . . . . .
. . . 0.5367 . . . −0.8438 0
. . . 0 . . . 0 1

 ,
R†4,8=


. . . . . . . . . . . . . . .
. . . 0.9255 . . . 0 0.3788
. . . . . .
.
.
. . . . . . .
. . . 0 . . . 1 0
. . . 0.3788 . . . 0 −0.9255

 ,
R†5,6=


. . . . . . . . . . . .
. . . 0.0 −0.6606−0.7507i 0
. . . −0.6606+0.7507i 0.0 0
. . . 0 0 1

 ,
R†5,7=


. . . . . . . . . . . .
. . . 0.8615 . . . 0.5077 0
. . . . . .
.
.
. . . . . . .
. . . 0.5077 . . . −0.8615 0
. . . 0 . . . 0 1

 ,
R†5,8=


. . . . . . . . . . . .
. . . 0.2894 . . . 0 −0.9572
. . . . . .
.
.
. . . . . . .
. . . 0 . . . 1 0
. . . −0.9572 . . . 0 −0.2894

 ,
Table I: A speiation of the parameters α, β, γ, and δ
involved in the sequene of the two-level operations in the
example. The angles α, β, γ, and δ are given in degrees.
α β γ/2 δ
R1,2 90.0 0.0 45.0 180.0
R1,3 90.0 0.0 35.27 180.0
R1,4 90.0 0.0 30.0 180.0
R2,3 -90.0 -2.2066 -36.9938 -128.4034
R2,4 -90.0 -138.9380 46.6463 -41.0619
R2,5 90.0 160.2880 26.76 19.7119
R2,6 -90.0 -115.9253 16.3825 -64.0746
R3,4 -90.0 -26.6549 32.7541 134.0108
R3,5 -90.0 -109.6455 64.0555 -70.3544
R3,6 -90.0 -94.6115 -34.2896 -85.3884
R3,7 90.0 180.00 13.4187 0.0
R3,8 90.0 0.0 41.5393 180.00
R4,5 -90.0 -131.3609 90.00 -48.6390
R4,6 90.0 179.1897 88.6247 0.8102
R4,7 90.0 0.0 32.4564 180.0
R4,8 90.0 0.0 22.2561 180.0
R5,6 90.0 131.3456 90.0 48.6543
R5,7 90.0 0.0 30.5145 180.0
R5,8 90.0 180.0 73.1779 0.0
R6,7 90.0 0.0 90.0 180.0
R6,8 90.0 180.0 45.0 0.0
R7,8 26.8469 0.0 90.0 53.6938
R†6,7=


. . . . . . . . . . . . . . .
. . . 1 0 0 0
. . . 0 0.0 1.00 0
. . . 0 1.00 0.0 0
. . . 0 0 0 1

 .
R†6,8=


. . . . . . . . . . . . . . .
. . . 1 0 0 0
. . . 0 0.7071 0 −0.7071
. . . 0 0 1 0
. . . 0 −0.7071 0 −0.7071

 .
R†7,8=


. . . . . . . . . . . . . . .
. . . 1 0 0 0
. . . 0 1 0 0
. . . 0 0 0.0 0.5921−0.8058i
. . . 0 0 1.00 0.0

 .
Speifying the parameters (α, β, γ, δ) in eah step of
the deomposition we onlude the the unambiguous
disrimination protool. The parameter's values are
given in Table I.
V. CONCLUSIONS
We showed a general algorithm to perform the op-
timal disrimination of N linearly independent non-
7orthogonal pure quantum states by means of semidef-
inite programming and norm minimization. In addi-
tion, we presented a simple omputational ode that
takes as input the ensemble of non-orthogonal states
and outputs the best set of disriminable states and
the sequene of two-level rotation matries. As a nu-
merial example, we studied an USD attak to the
BB84 protool.
Aknowledgments
We are grateful to Marello A. Talario, Fernando
G. S. L. Brandão, S. Pádua and C. Saavedra for
valuables disussions. This work was supported by
FAPEMIG, CNPq, Instituto do Milênio de Infor-
mação Quântia.
Appendix A: DETERMINATION OF THE
INCONCLUSIVE PROBABILITY
AMPLITUDES
In this appendix we supply the proedure to al-
ulate the inonlusive probability amplitudes in the
nal onguration, i.e, gi, for i = N+1 to
1
2N(N+3)−
1. We detail the proedure for the ase N = 3, and
then disuss the generalization, presenting a MAT-
LAB ode for arbitrary N .
Let's onsider three non-orthogonal quantum states
in a ladder form. It is onvenient to fatorize a global
phase and set the oeient multiplying the the ket
|1〉 as real, for all states, then:
|Q1〉 = |1〉
|Q2〉 = a1 |1〉+ a2eiθ1 |2〉
|Q3〉 = a3 |1〉+ a4eiθ2 |2〉+ a5eiθ3 |3〉 , (A1)
The nal disriminable onguration in the extended
Hilbert spae is
|Q1f 〉 = g1 |1〉+ g4 |4〉+ g5 |5〉
|Q2f 〉 = g2 |2〉+ g6 |4〉+ g7 |5〉
|Q3f 〉 = g3 |3〉+ g8 |4〉 . (A2)
The onlusive probability amplitudes g1, g2, g3 are
determined via SDP. The inonlusive probability am-
plitudes g4 to g8 must be determined preserving nor-
malization and salar produts among the vetors.
From normalization we have,
|g1|2 + |g4|2 + |g5|2 = 1 (A3)
|g2|2 + |g6|2 + |g7|2 = 1 (A4)
|g3|2 + |g8|2 = 1 , (A5)
and the salar produts are
〈Q1f |Q2f 〉 = 〈Q1|Q2〉 ,
〈Q1f |Q3f 〉 = 〈Q1|Q3〉 ,
〈Q2f |Q3f 〉 = 〈Q2|Q3〉 . (A6)
(A6) an be written in the form
g∗4g6 + g
∗
5g7 = a1 (A7)
g∗4g8 = a3 (A8)
g∗6g8 = a2a4e
i(θ2−θ1) + a1a3 . (A9)
From (A8) it is observed that g4 and g8 an be taken
as real. Due to (A5) we have g8 = +
√
1− |g3|2.
Substituting g8 in (A8) we get g4 = +a3/
√
1− |g3|2.
Substituting g8 in (A9) we have
g6 =
[a2a4 cosΘ + a1a3]− i[a2a4 sinΘ]√
1− |g3|2
. (A10)
with Θ = θ2 − θ1.
g5 and g7 are still undetermined. Writing them as
g5 = g
R
5 + ig
Im
5 e g7 = g
R
7 + ig
Im
7 , and using (A3),
(A4), (A7), then
gR7 = ±
√
b− (gIm7 )2, (A11)
gR5 = ±
√
a− (gIm5 )2, (A12)
gR7 g
R
5 + g
Im
5 g
Im
7 = c, (A13)
gR5 g
Im
7 − gIm5 gR7 = d, (A14)
with a, b, c and d reals given by
a = 1− |g1|2 − |g4|2,
b = 1− |g2|2 − |g6|2 ,
c = a1 − a3[a1a3 + a2a4 cosΘ]
1− |g3|2 ,
d =
a3a2a4 sinΘ
1− |g3|2 . (A15)
Substituting (A11) and (A12) into (A13) and (A14)
we have√
a− (gIm5 )2
√
b− (gIm7 )2 + gIm5 gIm7 = c , (A16)√
a− (gIm5 )2 gIm7 − gIm5
√
b− (gIm7 )2 = d , (A17)
From (A16) we have
gIm7 =
2cgIm5 ±
√
(2cgIm5 )
2−4(b(gIm5 )2 + c2−ab)a
2a
,(A18)
and from (A17)
(gIm7 )
4 +
[
(4d2 − 2ab)(gIm5 )2 + 2ad2
a
]
(gIm7 )
2 +
+
[
b2(gIm5 )
4 − 6d2b(gIm5 )2 + d4
a
]
=0 .(A19)
8Substituting (A18) into (A19) we nd that gIm5
must obey the following polynomial
A(gIm5 )
8+B(gIm5 )
6+C(gIm5 )
4+D(gIm5 )
2+E=0 ,(A20)
with real oeients
A =
[
(4d2 − 4ab)(c2 − ab)− 4c2d2]2 ,
B =
[
(4d2 − 4ab)(c2 − ab) + 4c2d2]×
× [8a2b(c2 − ab− d2)]− 64c2d2(c2 − ab)(2a2b) ,
C =
[
a2d4 + a2(c2 − ab)2 − 2d2a2(c2 − ab)]×
× [(4d2 − 4ab)(c2 − ab) + 4c2d2]+
+
[
4a2b(c2 − ba− d2)]2 +
+64c2d2(c2 − ab)(d2 + ab)a2 ,
D =
[
a2d4 + a2(c2 − ab)2 − 2d2a2(c2 − ab)]×
× [4a2b(c2 − ba− d2)] ,
E =
[
a2d4 + a2(c2 − ab)2 − 2d2a2(c2 − ab)]2 .(A21)
The roots of this polynomial are easily obtained [14℄.
We hoose for gIm5 any real root, suh that 0 ≤
(gIm5 )
2 ≤ a. One gIm5 is determined, we alulate
gIm7 from (A18). Then (A11) and (A12) are used to
alulate gR7 and g
R
5 . Now all the parameters in the
nal onguration are determined.
It is straightforward to extend this proedure for
arbitrary N . Summarizing: we determine the on-
lusive amplitudes, g1 to gN , by SDP; then, starting
from the last inonlusive amplitude, g[ 1
2
N(N+3)−1],
we use the relations for normalization and salar prod-
uts and thus determine all the remaining parameters,
exept for g2N−1 and g3N−2, whih are obtained by
means of the polynomial
A(gIm2N−1)
8 + B(gIm2N−1)
6+C(gIm2N−1)
4+
+ D(gIm2N−1)
2+E = 0. (A22)
% Unambiguos State Disrimination
% Wilson R.M. Rabelo (wilsonunifap.br)
% 09/2005 UFMG Quantum Information Group
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% BEGIN INPUT - BB84
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Number of states
N=4;
%Hilbert spae dimension
% (at least 2N-1)
dim=8;
%Probability of eah state in the
% ensemble
Mi=-1*[0.25; 0.25; 0.25; 0.25℄;
zero=[1;0℄;
one=[0;1℄;
lr=(zero+one)/sqrt(2);
ll=(zero-one)/sqrt(2);
r=(zero+i*one)/sqrt(2);
l=(zero-i*one)/sqrt(2);
lr2=kron(lr,lr);
ll2=kron(ll,ll);
r2=kron(r,r);
l2=kron(l,l);
lr3=kron(lr2,lr);
ll3=kron(ll2,ll);
r3=kron(r2,r);
l3=kron(l2,l);
%Input sates QII= Q_1,...,Q_N
QII=[lr3 ll3 r3 l3℄;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% END INPUT
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% BEGINNING:
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%N initial states:
disp('N initial states:')
disp(QII)
%Salar produt for N initial states:
for jL=1:N
for iL=1:N
Es_QII=QII(1:dim,iL)'*QII(1:dim,jL);
es_QII(iL,jL)=Es_QII;
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Rewrite the entry states
% in ladder form (Uo)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%for ig=1:2*N-1
for ig=1:dim
for jg=1:N
(ig,jg)=0.0;
end
end
(1,1)=1.0;
for ittt=1:N-1
for j=ittt+1:N
Sfat_w=0.0;
if ittt > 1
for xxw=1:ittt-1
Sfat_w=Sfat_w+onj((ittt-xxw,ittt))*(ittt-xxw,j);
end
end
if N==2
(ittt,j)=es_QII(ittt,j);
(ittt+1,ittt+1)=sqrt(1-onj((ittt,ittt+1))*(ittt,ittt+1));
ontinue
end
if N >= 3
if ittt==1
(ittt,j)=es_QII(ittt,j);
9else
(ittt,j)=(es_QII(ittt,j)-Sfat_w)/(ittt,ittt);
end
end
end
Swfat=0.0;
for xo=1:ittt
Swfat=Swfat+onj((xo,ittt+1))*(xo,ittt+1);
end
(ittt+1,ittt+1)=sqrt(1-Swfat);
end
Q=;
format short
AAA=zeros(dim);
for ux=1:N
AAA=AAA +Q(1:dim,ux)*QII(1:dim,ux)';
end
[V_0,Sigma_0,W_0℄=svd(AAA);
disp('The unitary matrix Uo ')
disp('to put states in ladder form :')
Uo=V_0*W_0'
disp('Test Uo, i.e, (Uo*)(Uo)=')
disp(Uo*Uo')
disp('Initial onfiguration:[Q1...QN℄')
disp(' in ladder form:')
for iu=1:N
Q(:,iu)=Uo*QII(1:dim,iu);
end
Q
pause
format long
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Salar produt for N states
% in ladder form:
for jL=2:N
for iL=1:jL-1
Es_Q=Q(1:N,iL)'*Q(1:N,jL);
es_Q(iL,jL)=Es_Q;
end
end
%%%%%%%%%%%%%%SDP Approah%%%%%%%%%%%%%%
=sdpvar(N,1);
p=sdpvar(N,1);
F_0=eye(dim);
Qt=Q*inv(Q'*Q);
D=F_0;
for ib=1:N
D=D-p(ib)*Qt(1:dim,ib)*Qt(1:dim,ib)';
end
yalmip('info');
F= set(D > 0);
for ikp=1:N
F=F+set(p(ikp)>0);
end
solvesdp(F,Mi'*p);
P=double(p)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
for jj=1:N
g(jj)=sqrt(P(jj));
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
disp('Conlusive amplitudes via SDP :')
g
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
pause
for ii=N+1:((N/2)*(N+3))-1
g(ii)=0.0;
end
g(((N/2)*(N+3))-1)=sqrt(1-g(N)^2);
x=1; Sfatg=0;jjj=0;
w=3;
for jL=N:-1:3
j=((N/2)*(N+3))-x;
jjj=jjj+1;
k=jjj;
for kL=jL-1:-1:1
if kL > 1
k=k+1;
j=j-k;
if w > 3
Sfatg=0;
P=0;
fatg=0;
for f=((w/2)*(w-5))+5:((w/2)*(w-3))+1
P=P+1;
E(f)=g(((N/2)*(N+3))-f)/g(((N/2)*...
(N+3))-x);
fatg=onj(g(j-P))*E(f);
Sfatg=Sfatg+fatg;
end
end
g(j)=((es_Q(kL,jL))/(g(((N/2)*...
(N+3))-x)))-Sfatg;
g(j)=onj(g(j));
else
j=j-k;
if w > 3
Sfatg=0;
P=0;
fatg=0;
for f=((w/2)*(w-5))+5:((w/2)*(w-3))+1
P=P+1;
E(f)=g(((N/2)*(N+3))-f)/g(((N/2)*...
(N+3))-x);
fatg=onj(g(j-P))*E(f);
Sfatg=Sfatg+fatg;
end
end
g(j)=((es_Q(kL,jL))/(g(((N/2)*...
(N+3))-x)))-Sfatg;
10
g(j)=onj(g(j));
end
end
if N==3
ontinue
end
if jL > 3
w=w+1;
fat=0;
Sfat1=1-g(jL-1)*onj(g(jL-1));
x=((w/2)*(w-5))+4;
for t=((w/2)*(w-5))+5:((w/2)*(w-3))+1
fat=fat+onj(g(((N/2)*(N+3))-t))*...
g(((N/2)*(N+3))-t);
end
g(((N/2)*(N+3))-x)=sqrt(Sfat1-fat);
else
ontinue
end
end
fatp=0.0;
for iik=N+1:2*N-2
fatp=fatp+g(iik)*onj(g(iik));
end
a=1-g(1)^2-fatp;
fatpp=0.0;
for iiik=2*N:3*N-3
fatpp=fatpp+g(iiik)*onj(g(iiik));
end
b=1-g(2)^2-fatpp;
fatig=0.0;
for pp=2*N:3*N-3
fatig=fatig+onj(g(pp+(1-N)))*g(pp);
end
g2N_1_g3N_2=es_Q(1,2)-fatig;
=real(g2N_1_g3N_2);
d=imag(g2N_1_g3N_2);
if d==0.0
g(2*N-1)=sqrt(a);
g(3*N-2)=sqrt(b);
format short;
elseif( ( < 1.0e-010) & ( >-0.1e-05))
g(3*N-2)=sqrt(b);
g_2N_1_im=-sqrt(a);
g(2*N-1)=omplex(0,g_2N_1_im);
format short;
elseif ((d < 1.0e-010) & (d > -0.1e-05))
g(2*N-1)=sqrt(a);
g(3*N-2)=sqrt(b);
format short;
else
%%%%% Polynomial%%%%
AA=[(4*d^2-4*a*b)*(^2-a*b)-4*^2*d^2℄^2;
BB=[(4*d^2-4*a*b)*(^2-a*b)+4*^2*d^2℄*...
[8*a^2*b*(^2-a*b-d^2)℄-64*^2*d^2*...
(^2-a*b)*(2*a^2*b);
CC=[a^2*d^4+a^2*[(^2-a*b)^2℄-2*d^2*a^2*...
(^2-a*b)℄*[(4*d^2-4*a*b)*(^2-a*b)+...
4*^2*d^2℄+[4*a^2*b*(^2-a*b-d^2)℄^2+...
64*^2*d^2*(^2-a*b)*(d^2+a*b)*a^2;
DD=[a^2*d^4+a^2*[(^2-a*b)^2℄-2*a^2*...
d^2*(^2-a*b)℄*4*a^2*b*(^2-a*b-d^2);
EE=[a^2*d^4+a^2*(^2-a*b)^2-2*...
a^2*d^2*(^2-a*b)℄^2;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
Pii=[AA 0 BB 0 CC 0 DD 0 EE℄;
rr=roots(Pii);
for ih=1:8
if isreal(rr(ih))
if (rr(ih) < 1.0) & (rr(ih) > 0.0)
g_2N_1_im=rr(ih);
g3N_2_im=[2**g_2N_1_im+...
sqrt((2**g_2N_1_im)^2-4*a*...
[b*g_2N_1_im^2+^2-a*b℄)℄/(2*a);
g_2N_1_R=-sqrt(a-g_2N_1_im^2);
g3N_2_R=-sqrt(b-g3N_2_im^2);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
=g3N_2_R*g_2N_1_R+...
g3N_2_im*g_2N_1_im;
ddd=g_2N_1_R*g3N_2_im-...
g_2N_1_im*g3N_2_R;
ai=g_2N_1_R;
bi=g_2N_1_im;
g(2*N-1)=omplex(ai,bi);
aii=g3N_2_R;
bii=g3N_2_im;
g(3*N-2)=omplex(aii,bii);
format short;
else
ontinue
end
else
if ih==8
disp('roots=')
disp(rr)
disp('Polynomial roots ')
disp(' are not real!')
disp('Chek input states!')
disp('Input states annot')
disp(' be linearly dependent.')
return
else
ontinue
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end
end
end
end
disp(' ')
disp('Conlusive and inonlusive')
disp(' amplitude probabilities :')
g
pause
%%%%Building final vetors Qf %%%%%
if dim==2*N-1;
xdim=2*N-1;
else
xdim=dim;
end
for uk=1:N;
for ui=1:xdim;
Qf(ui,uk)=0.0;
end
end
%-------
jj=0 ;
for iiiv=1:N;
jj=jj+1;
for uk=1:N;
if uk==jj;
Qf(uk,iiiv)=g(uk);
else uk<N+1 ;
ontinue
end
end
end
S=N;
uk=0;
iyy=2*N-1;
for j=1:N;
uk=uk+1;
if j==1 ;
for zk=S+1:S+(N-j);
Qf(zk,uk)=g(zk) ;
end
elseif j<= N-1 ;
xx=uk-2;
for zk=S+1:S+(N-j)+1;
zmim=S+1;
Qf(iyy-(N-uk)+(zk-zmim)-...
xx,uk)=g(zk);
end
else
zk=((N/2)*(N+3))-1;
Qf(N+1,uk)=g(zk);
end
S=zk;
end
Qf
pause
%%%%%%%%%%%External_produt A'%%%%%%%%%%%
A=zeros(xdim);
for ux=1:N
A=A +Qf(1:xdim,ux)*Q(1:xdim,ux)';
end
disp('A=')
disp(A)
[V,Sigma,W℄=svd(A) ;
disp('The unitary matrix U1 :')
U1=V*W'
disp('Test U1, i.e, (U1*)(U1)=')
disp(U1*U1')
disp('The final onfiguration:')
disp('[Q1f Q2f Q3f ... QNf℄')
for iu=1:N
Qf(:,iu)=U1*Q(1:xdim,iu);
end
disp(Qf)
disp('deomposing (U1)*(Uo)')
disp('U=U1*Uo')
disp(U1*Uo)
pause
%%%%Deomposing U=(U1)(Uo)%%%%%%%
U_aux=U1*Uo;
k=0;
for ifg=1:xdim-2 ;
for j=ifg+1:xdim ;
k=k+1;
a=U_aux(ifg,ifg);
b=U_aux(j,ifg);
=sqrt(onj(a)*a+onj(b)*b);
a=a/;
b=b/;
if ((onj(b)*b)<0.0001) & (j==ifg+1);
V=eye(xdim);
R(:,:,ifg,j)=V;
U_aux=V*U_aux;
ontinue
elseif ((onj(b)*b)<0.0001) & (j>ifg+1);
V=eye(xdim);
V(ifg,ifg)=onj(a);
R(:,:,ifg,j)=V ;
U_aux=V*U_aux;
ontinue
else ((onj(b)*b)>0.00000001);
V=eye(xdim);
V(ifg,ifg)=onj(a);
V(ifg,j)=onj(b);
V(j,ifg)=b;
V(j,j)=-a;
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R(:,:,ifg,j)=V ;
U_aux=V*U_aux;
ontinue
end
end
end
V_aux=U_aux;
ifg=xdim-1;
j=ifg+1;
k=k+1;
V=eye(xdim);
V(ifg,ifg)=onj(V_aux(ifg,ifg));
V(ifg,j)=onj(V_aux(j,ifg));
V(j,ifg)=onj(V_aux(ifg,j));
V(j,j)=onj(V_aux(j,j));
R(:,:,ifg,j)=V;
for ifg=1:xdim-1 ;
for j=ifg+1:xdim ;
if j==ifg ;
ontinue
else
Rotation(:,:,ifg,j)=R(:,:,ifg,j)';
disp('Rotation'),disp([ifg j℄)
disp(Rotation(:,:,ifg,j))
end
end
pause
end
disp('Test Rotations')
disp('R_(d-1,d)R_(d-2,d)...R(1,3)R_(1,2)U=')
U_final=V*V_aux;
disp(U_final)
%%%% END %%%%%%%
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