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Abstract
In the present paper, the quasilinear elliptic problem with a critical Sobolev–Hardy exponent and a Hardy-type term is considered.
By means of a variational method, the existence of nontrivial solutions to the problem is obtained.
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1. Introduction and main results
In this paper, we are concerned with the following quasilinear elliptic problem⎧⎪⎨
⎪⎩
−pu−μu
p−1
|x|p =
up
∗(s)−1
|x|s + λa(x)u
q−1 in RN,
u ∈ D1,p(RN ), u 0 in RN, (1.1)
where −pu = −div(|∇u|p−2∇u) is the p-Laplacian of u, N  3, 1 < p < N , λ > 0, 0  s < p, 0  μ < μ¯,
1 < q < p∗(s), μ¯ := (N − p)p/pp is the best Hardy constant, p∗(s) := p(N − s)/(N − p) is the critical Sobolev–
Hardy exponent for the embedding D1,p(RN) ↪→ Lp∗(s)(RN, |x|−s) and p∗(0) = p∗ := Np/(N − p) is the
critical Sobolev exponent. D1,p(RN) is the closure of C∞0 (RN) with respect to the norm (
∫
RN
|∇ · |p dx)1/p ,
Lp
∗(s)(RN, |x|−s) is the weighted Sobolev space. Throughout this paper we assume that
(H1) a(x) ∈ C
(
R
N,R
)
, a(x) ∈ L p
∗
p∗−q
(
R
N
)
and a(0) > 0.
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D. Kang / J. Math. Anal. Appl. 341 (2008) 764–782 765By a solution to problem (1.1), we mean a function u ∈ D1,p(RN) and u 0 in RN such that∫
RN
(
|∇u|p−2∇u∇v −μu
p−1v
|x|p
)
dx =
∫
RN
(
up
∗(s)−1v
|x|s + λa(x)u
q−1v
)
dx for all v ∈ D1,p(RN).
In this paper, we employ the following norm of D1,p(RN),
‖u‖ :=
( ∫
RN
(
|∇u|p −μ |u|
p
|x|p
)
dx
) 1
p
.
By Hardy inequality (see [4,9,10,13])∫
RN
|u|p
|x|p dx 
1
μ¯
∫
RN
|∇u|p dx, ∀u ∈ D1,p(RN ),
so this norm is equivalent to (
∫
RN
|∇u|p dx)1/p , the usual norm in D1,p(RN).
For 0 s < p and 1 <p <N, the following inequality (see [4,10]) is also used in this paper,( ∫
RN
|u|p∗(s)
|x|s dx
) p
p∗(s)
C
∫
RN
|∇u|p dx, ∀u ∈ D1,p(RN ),
where C is a positive constant. If s = 0, it is Sobolev inequality and in the case s = p, it becomes Hardy inequality.
Thus we call it Sobolev–Hardy inequality, which is essentially due to Caffarelli, Kohn and Nirenberg [4]. We recall
that the best Hardy constant μ¯ was investigated in [9] and [13], the best constant in Sobolev–Hardy inequality and the
extremal functions achieving the best constant were studied in [10].
By Hardy inequality and Sobolev–Hardy inequality, the following best Sobolev–Hardy constant is well defined for
1 <p <N , 0 s < p and 0 μ< μ¯:
Aμ,s := inf
u∈D1,p(RN)\{0}
∫
RN
(|∇u|p −μ |u|p|x|p ) dx
(
∫
RN
|u|p∗(s)
|x|s dx)
p
p∗(s)
.
In particular, A0,0 is nothing but the well-known best Sobolev constant (see [22]).
The quasilinear problems related to Hardy inequality and Sobolev–Hardy inequality had been studied by some
authors, either in the bounded domain or in the whole space RN , see for example [1,9,10,12,15] and references
therein. Here we recall the recent important work by Abdellaoui, Felli and Peral (see [1]), where the authors studied
the extremal functions which achieves the best constant Aμ,0, investigated the properties of the extremal functions.
The results can be employed in the study of problems with critical Sobolev exponent and Hardy term, see [1] and [12]
for applications. We also mention that very recently, the author in [15] investigated the extremal functions by which
the best constant Aμ,s is achieved, see Lemma 2.1 of this paper, these results are crucial for the study of problem (1.1).
The method employed in [15] is a direct extension of the argument in [1].
On the other hand, it should be mentioned that, in recent years people had paid much attention to the singular
semilinear problems involving Hardy inequality and Sobolev–Hardy inequality, many results were obtained, which
give us very good insight to the singular semilinear problems, see for example [5–9,14,16,17] and references therein.
However, compared with the semilinear case, the results for singular quasilinear equations are less, many challeng-
ing quasilinear problems involing Hardy inequality and Sobolev–Hardy inequality remain unknown and need to be
investigated further.
The regular quasilinear problems without singular term had been studied extensively. Here we recall a result related
to problem (1.1). Silva and Soares [20] studied the following quasilinear problem with critical Sobolev exponent:{
−pu = up∗−1 + λa(x)uq−1 in RN,
u ∈ D1,p(RN ), u 0 in RN, (1.2)
where λ > 0, a(x) and q satisfies some technical conditions. The existence of nontrivial solutions to problem (1.2)
was obtained. Furthermore, a more general case of (1.2) was also investigated by variational methods. For related
problems to (1.2), we also mention [11] and the references in [11] and [20].
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that problem (1.1) is in fact the continuation of (1.2). As mentioned above, we know little about (1.1) and it remains
meaningful for us to investigate the problem deeply. However, due to the singularities caused by the terms 1/|x|p and
1/|x|s , problem (1.1) becomes more complicated to deal with and we have to face more difficulties.
Inspired by [15] and [20], we continue to study the nontrivial solutions to problem (1.1) in this paper. The methods
we employed here are the mountain pass arguments and analysis techniques. The main results we obtained are pre-
sented in the following theorems. Our results for (1.1) are new in the singular cases, where 0 < s < p and 0 <μ< μ¯.
It is easy to verify that the intervals used in the theorems for parameters μ and q are meaningful.
Theorem 1.1. Suppose 0 s < p and (H1). Assume that one of the following conditions holds:
(i) N  3 and 1 < q < min{p, N
b(μ)
}.
(ii) N  p2, q = p and 0 μ (N − p2)Np−1p−p .
(iii) N > p2, 0 μ (N − p2)Np−1p−p and q˜ < q < p, where
q˜ := max
{
1,
N
b(μ)
,
p(2N − p − pb(μ))
N − p
}
.
Then there exists some λ∗ > 0, such that problem (1.1) possesses a nontrivial solution for every λ ∈ (0, λ∗), where λ∗
depends on μ, s, N , q and ‖a(x)‖L2∗/(2∗−q) .
Theorem 1.2. Assume that a(x) satisfies (H1), N  3, 0 μ< μ¯, λ > 0 and q¯ < q < p∗(s), where
q¯ := max
{
p,
N
b(μ)
,
p(2N − p − pb(μ))
N − p
}
.
Then problem (1.1) possesses a nontrivial solution for every λ > 0.
Theorem 1.3. Suppose N  3, 0 s < p, 0 μ< μ¯, a(x) satisfies (H1) and a(x) 0 in RN . Then we have
(i) If 1 < q  p, there exists some λ∗ > 0, such that (1.1) possesses a positive solution for every λ ∈ (0, λ∗).
(ii) If p < q < p∗, then (1.1) has a positive solution for every λ > 0.
Remark 1.4. For 0 < s < p, p∗(s)  q < p and a(x)  0 in RN , the existence of solutions to (1.1) is obtained by
Theorem 1.3. However, in the case 0 < s < p, p∗(s)  q < p∗ and a(x) is a sign-changing function in RN , the
arguments used for Theorem 1.2 are not applicable, the existence or nonexistence of solution to problem (1.1) is not
clear.
This paper is organized as follows. Section 2 deals with some preliminary materials and technical results. Section 3
is devoted to the proofs of Theorems 1.1–1.3. Before ending this section, we explain some notations employed in this
paper: B(a,R) is the ball centered at a ∈RN with the radius R > 0, u+ = max{u,0}, a+(x) = max{a(x),0}, a−(x) =
min{a(x),0}, (D1,p(RN))−1 denotes the dual space of D1,p(RN), O(εt ) is the quantity satisfying |O(εt )|/εt  C,
o(εt ) means |o(εt )|/εt → 0 as ε → 0 and o(1), a generic infinitesimal value. In the following argument, we always
employ C to denote positive constant and omit dx in integral for convenience.
2. Preliminary results
In this section, we will establish several preliminary lemmas. To this end, we first recall a recent result on the
extremal functions of Aμ,s , which will play a key role in the argument of this paper.
Lemma 2.1. (See [15].) Assume that 1 <p <N , 0 s < p and 0 μ< μ¯. Then the limiting problem⎧⎪⎨
⎪⎩
−pu−μu
p−1
|x|p =
up
∗(s)−1
|x|s in R
N\{0},
u ∈ D1,p(RN ), u > 0 in RN\{0},
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Vε(x) := ε
p−N
p Up,μ
(
x
ε
)
= ε p−Np Up,μ
( |x|
ε
)
, ∀ε > 0,
that satisfy∫
RN
(
|∇Vε(x)|p −μ |Vε(x)|
p
|x|p
)
dx =
∫
RN
|Vε(x)|p∗(s)
|x|s dx = (Aμ,s)
N−s
p−s .
The function Up,μ(x) = Up,μ(|x|) is the unique radial solution of the limiting problem with
Up,μ(1) =
(
(N − s)(μ¯−μ)
N − p
) 1
p∗(s)−p
.
Furthermore, Up,μ have the following properties:
lim
r→0 r
a(μ)Up,μ(r) = C1 > 0,
lim
r→+∞ r
b(μ)Up,μ(r) = C2 > 0,
lim
r→0 r
a(μ)+1∣∣U ′p,μ(r)∣∣= C1a(μ) 0,
lim
r→+∞ r
b(μ)+1∣∣U ′p,μ(r)∣∣= C2b(μ) > 0,
where C1 and C2 are positive constants depending on p and N , a(μ) and b(μ) are zeroes of the function
f (τ) = (p − 1)τp − (N − p)τp−1 +μ, τ  0, 0 μ< μ¯,
satisfying
0 a(μ) < N − p
p
< b(μ) <
N − p
p − 1 .
Furthermore, there exist positive constants C3 and C4 such that
0 <C3 Up,μ(x)
(
|x| a(μ)δ + |x| b(μ)δ
)δ
 C4, δ = N − p
p
.
To proceed, we recall the following standard definition:
Given E a real Banach space, Φ ∈ C1(E,R) and c ∈R, then {un} ⊂ E is called a (PS)c sequence associated with
functional Φ if Φ(un) → c and Φ ′(un) → 0 as n → ∞.
Now we are ready to state a suitable version of the mountain pass theorem by Ambrosetti–Rabinowitz (see [2]).
Lemma 2.2. (See [2].) Assume that E is a real Banach space, Φ ∈ C1(E,R) with Φ(0) = 0, satisfying:
(h1) There exist positive constants β and ρ such that inf‖u‖=ρ Φ(u) β .
(h2) There exists e ∈ E with ‖e‖ > ρ, such that Φ(e) 0.
Then there exists a (PS)c sequence {un} ⊂ E associated with Φ , where
c = inf
γ∈Γ supu∈γ
Φ(u) β
and
Γ = {γ ∈ C([0,1],E); γ (0) = 0, γ (1) = e}.
We also recall the following known result by Ben-Naoum, Troestler and Willem, which will be employed for the
energy functional.
768 D. Kang / J. Math. Anal. Appl. 341 (2008) 764–782Lemma 2.3. (See [3].) Assume that 1 < p < N , 1 < q < p∗ and a(x) ∈ L p
∗
p∗−q (RN). Then the functional
D1,p
(
R
N
)→R : u → ∫
RN
a(x)|u|q
is well defined and weakly continuous.
In the following discussion, to modify the nonlinearity, we choose the cut-off function φ ∈ C∞0 (RN) with 0 
φ(x)  1, φ ≡ 1 on the ball B(0,1), and φ ≡ 0 in RN \ B(0,2). For all n ∈ N, defining φn(x) := φ(x/n) and
an(x) := φn(x)a(x), then we will investigate the following sequence of problems deeply:⎧⎪⎨
⎪⎩
−pu−μu
p−1
|x|p =
up
∗(s)−1
|x|s + λan(x)u
q−1 in RN,
u ∈ D1,p(RN ), u 0 in RN. (2.1)n
The functional corresponding to (2.1)n is given by
In(u) := 1
p
∫
RN
(
|∇u|p −μ |u|
p
|x|p
)
− 1
p∗(s)
∫
RN
(u+)p∗(s)
|x|s −
λ
q
∫
RN
an(x)
(
u+
)q
,
which is well defined on D1,p(RN) and belongs to C1(D1,p(RN),R). Furthermore,
〈
I ′n(u), v
〉= ∫
RN
(
|∇u|p−2∇u∇v −μ |u|
p−2uv
|x|p
)
−
∫
RN
(
(u+)p∗(s)−1v
|x|s + λan(x)
(
u+
)q−1
v
)
for all u,v ∈ D1,p(RN).
Now we are in the position to verify the following compactness result, the proof is long but standard, which relies
on the analysis techniques and variational argument.
Lemma 2.4. Assume that {un} is a bounded sequence in D1,p(RN), I ′n(un) → 0 as n → ∞. Then there exists a
subsequence of {un} converging weekly to a solution of problem (1.1).
Proof. We need to apply a suitable form of the concentration compactness principle, refer to [18,19] for the original
version. At first, we would like to clear up a technical point. When talking about measures we mean measures with
finite total mass on RN ∪ {∞}. The space RN ∪ {∞} is given the standard topology that makes it compact. This
means that the measures can be identified as the dual space C(RN ∪ {∞}). For example δ∞ is well defined and
δ∞(ϕ) = ϕ(∞). Then for 0  s < p, there exist a subsequence (still denoted by {un}), u ∈ D1,p(RN), η, ν, ν¯p ∈
M(RN ∪ {∞}) (the space of bounded Radon measures on RN ∪ {∞}), an at most countable set J and a set of
different points {xj }j∈J ⊂RN \ {0}, such that
un ⇀ u weakly in D1,p
(
R
N
)
, (2.1)
un → u strongly in Lrloc
(
R
N
)
, 1 r < p∗, (2.2)
un → u a.e. in RN, (2.3)
|∇un|p ⇀ η |∇u|p + η0,sδ0 + η∞,sδ∞, if 0 < s < p (η0,s  0, η∞,s  0), (2.4)
|∇un|p ⇀ η |∇u|p + η0,0δ0 + η∞,0δ∞ +
∑
j∈J
ηj δxj , if s = 0
(η0,0  0, η∞,0  0, ηj  0, 0 < |xj | < ∞, ∀j ∈ J ), (2.5)
|un|p∗(s)
s
⇀ ν = |u|
p∗(s)
s
+ ν0,sδ0 + ν∞,sδ∞, if 0 < s < p (ν0,s  0, ν∞,s  0), (2.6)|x| |x|
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∑
j∈J
νj δxj , if s = 0
(ν0,0  0, ν∞,0  0, νj  0, 0 < |xj | < ∞, ∀j ∈ J ), (2.7)
|un|p
|x|p ⇀ ν¯p =
|u|p
|x|p + ν0,pδ0 + ν∞,pδ∞ (ν0,p  0, ν∞,p  0), (2.8)
where we have used the following quantities:
η∞,s = lim
R→∞ lim supn→∞
∫
|x|>R
|∇un|p, 0 < s < p,
η∞,0 = lim
R→∞ lim supn→∞
∫
|x|>R
|∇un|p, s = 0,
ν∞,s = lim
R→∞ lim supn→∞
∫
|x|>R
|un|p∗(s)
|x|s , 0 < s < p,
ν∞,0 = lim
R→∞ lim supn→∞
∫
|x|>R
|un|p∗ ,
ν∞,p = lim
R→∞ lim supn→∞
∫
|x|>R
|un|p
|x|p .
If 0 s < p, by the definition of Aμ,s we infer that
Aμ,s(ν0,s )
p
p∗(s)  η0,s −μν0,p.
Claim 1. The set J is finite and for any j ∈ J , either νj = 0 or νj  (A0,0)
N
p
.
In fact, since xj = 0, ∀j ∈ J , we can choose ε > 0 small enough such that 0 /∈ B(xj , ε) and B(xi, ε)∩B(xj , ε) = ∅
for i = j , i, j ∈ J . Taking ϕj a smooth cut-off function centered at xj such that 0 ϕj  1, ϕj = 1 for |x − xj | ε2 ,
ϕj = 0 for |x − xj | ε and |∇ϕj | 4ε , then we get〈
I ′n(un), unϕj
〉 = ∫
RN
(|∇un|pϕj + un|∇un|p−2∇un∇ϕj )−
∫
RN
(
μ
|un|p
|x|p ϕj +
(
u+n
)p∗
ϕj + λan(x)
(
u+n
)q
ϕj
)
.
Furthermore, (2.1)–(2.8) imply that
lim
n→∞
∫
RN
|∇un|pϕj =
∫
RN
ϕj dη
∫
RN
|∇u|pϕj + ηj , (2.9)
lim
n→∞
∫
RN
|un|p∗ϕj =
∫
RN
ϕj dν =
∫
RN
|u|p∗ϕj + νj , (2.10)
lim
ε→0 limn→∞
∣∣∣∣
∫
RN
un|∇un|p−2∇un∇ϕj
∣∣∣∣
 lim
ε→0 limn→∞
( ∫
RN
|un|p|∇ϕj |p
) 1
p
( ∫
RN
|∇un|p
) p−1
p
 C lim
ε→0
( ∫
RN
|u|p|∇ϕj |p
) 1
p
 C lim
ε→0
( ∫
B(x ,ε)
|∇ϕj |N
) 1
N
( ∫
B(x ,ε)
|u|p∗
) 1
p∗
 C lim
ε→0
( ∫
B(x ,ε)
|u|p∗
) 1
p∗ = 0, (2.11)
j j j
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ε→0 limn→∞
∣∣∣∣
∫
RN
|un|p
|x|p ϕj
∣∣∣∣ lim
ε→0 limn→∞
∣∣∣∣
∫
B(xj ,ε)
|un|p
(|xj | − ε)p ϕj
∣∣∣∣= 0, (2.12)
lim
ε→0 limn→∞
∫
RN
an(x)
(
u+n
)q
ϕj = 0. (2.13)
From (2.9)–(2.13) it follows that
0 = lim
ε→0 limn→∞
〈
I ′n(un), unϕj
〉
 ηj − νj . (2.14)
By Sobolev inequality we get A0,0(νj )
p
p∗  ηj , thus
νj = 0 or νj  (A0,0)NP ,
which implies that J is finite.
Claim 2. We consider the concentration at 0, ∞ and xj , j ∈ J .
(i) If 0 < s < p, we have that
|∇un|p −μ |un|
p
|x|p ⇀ η −μν¯p  |∇u|
p −μ |u|
p
|x|p + (Aμ,s)(ν0,s )
p
p∗(s) δ0 + (Aμ,s)(ν∞,s )
p
p∗(s) δ∞. (2.15)
(ii) If s = 0, we also have
|∇un|p −μ |un|
p
|x|p ⇀ η −μν¯p  |∇u|
p −μ |u|
p
|x|p + (Aμ,0)(ν0,0)
p
p∗ δ0
+ (Aμ,0)(ν∞,0)
p
p∗ δ∞ +
∑
j∈J
(A0,0)(νj )
p
p∗ δxj . (2.16)
In fact, the concentration at xj , j ∈ J is already clear by Claim 1, we only need to discuss the concentration at ∞
and 0.
We first study the possibility of concentration at ∞. Choose R > 0 large enough and ψ a regular function such that
0ψ  1,
ψ(x) =
{
1, |x| >R + 1,
0, |x| <R,
and |∇ψ | 4/R. By the definition of Aμ,s we get∫
RN
(
|∇(unψ)|p −μ |unψ |
p
|x|p
)
Aμ,s
( ∫
RN
|unψ |p∗(s)
|x|s
) p
p∗(s)
.
Consequently,
∫
RN
|ψ∇un + un∇ψ |p  μ
∫
RN
|unψ |p
|x|p +Aμ,s
( ∫
RN
|unψ |p∗(s)
|x|s
) p
p∗(s)
. (2.17)
From (2.17) and the following elementary inequality
|a + b|p  |a|p +C(|a|p−1|b| + |b|p), ∀a, b ∈RN, (2.18)
it follows that
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∫
RN
|unψ |p
|x|p +Aμ,s
( ∫
RN
|unψ |p∗(s)
|x|s
) p
p∗(s)

∫
RN
|ψ∇un + un∇ψ |p 
∫
RN
ψp|∇un|p +C
∫
RN
(|ψ∇un|p−1|un∇ψ | + |un∇ϕ|p). (2.19)
Furthermore, from Holder inequality we have
∫
RN
|ψ∇un|p−1|un∇ψ |
( ∫
R<|x|<R+1
|un|p|∇ψ |p
) 1
p
( ∫
R<|x|<R+1
|∇un|p
) p−1
p
,
which together with the boundedness of {un} in D1,p(RN) implies that
lim sup
n→∞
∫
RN
|ψ∇un|p−1|un∇ψ |
 C
( ∫
R<|x|<R+1
|un|p|∇ψ |p
) 1
p = C
( ∫
R<|x|<R+1
|u|p|∇ψ |p
) 1
p
 C
( ∫
R<|x|<R+1
|u|p∗
) p
p∗
( ∫
R<|x|<R+1
|∇ψ |N
) p
N
 C
( ∫
R<|x|<R+1
|u|p∗
) p
p∗
,
thus
lim
R→∞ lim supn→∞
∫
RN
|ψ∇un|p−1|un∇ψ | C lim
R→∞
( ∫
R<|x|<R+1
|u|p∗
) p
p∗ = 0.
The same argument also yields
lim
R→∞ lim supn→∞
∫
RN
|un|p|∇ψ |p = 0.
Hence, from (2.19) we infer that
η∞,s −μν∞,p Aμ,s(ν∞,s )
p
p∗ , 0 s < p. (2.20)
Furthermore,
∣∣∣∣
∫
RN
an(x)ψ
(
u+n
)q ∣∣∣∣
( ∫
|x|R
(
u+n
)p∗) pp∗ ( ∫
|x|R
∣∣a(x)∣∣ p∗p∗−q )
p∗−q
p∗
 (Aμ,s)−1
∥∥u+n ∥∥p
( ∫
|x|R
∣∣a(x)∣∣ p∗p∗−q )
p∗−q
p∗
C
( ∫
|x|R
∣∣a(x)∣∣ p∗p∗−q )
p∗−q
p∗
,
which implies
lim
R→∞ lim supn→∞
∣∣∣∣
∫
RN
an(x)ψ
(
u+n
)q ∣∣∣∣ C limR→∞
( ∫
|x|R
∣∣a(x)∣∣ p∗p∗−q )
p∗−q
p∗ = 0.
Therefore, from limR→∞ limn→∞〈I ′n(un), unψ〉 = 0 it follows that
η∞,s −μν∞,p  ν∞,s , 0 s < p. (2.21)
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ν∞,s = 0 or ν∞,s  (Aμ,s)
N−s
p−s , 0 s < p.
On the other hand, Hardy inequality implies
0 μ¯ν∞,p  η∞,s , 0
(
1 − μ
μ¯
)
η∞,s  η∞,s −μν∞,p.
If ν∞,s = 0, from (2.21) it follows that η∞,s = ν∞,p = 0.
The same conclusion holds for the concentration at x0 = 0, namely
η0,s −μν0,p Aμ,s(ν0,s )
p
p∗(s) , 0 s < p
and
ν0,s = 0 or ν0,s  (Aμ,s)
N−s
p−s , 0 s < p.
Furthermore,
0 μ¯ν0,p  η0,s , 0
(
1 − μ
μ¯
)
η0,s  η0,s −μν0,p.
If ν0,s = 0, then η0,s = ν0,p = 0.
Hence (2.15) and (2.16) hold and Claim 2 is verified.
Claim 3. Assume 0 s < p and K ⊂RN \ {0, xj , j ∈ J } is a compact set. Then as n → ∞ we have
(i) un → u strongly in Lr(K) for all 1 < r < p∗;
(ii) u
p∗(s)
n|x|s → u
p∗(s)
|x|s strongly in L
1(K) for every s with 0 s  p.
In fact, (i) is obvious. If 0 < s  p, then (ii) can be verified by the facts that 0 /∈ K , these integrals are non-
singular on K , p < p∗, p∗(s) < p∗, p and p∗(s) are sub-critical. If s = 0, then p∗(0) = p∗ is the critical Sobolev
exponent, we can multiply (2.7) by a nonnegative function ϕε ∈ C∞0 (RN), ϕε ≡ 1 in K , K ⊂ suppϕε ⊂ Aε with
Aε ⊂RN \ {0, xj , j ∈ J } and ε/2 dist(∂K, ∂Aε) ε. Taking ε → 0, we obtain the desired result.
Claim 4. Assume K ⊂RN \ {0, xj , j ∈ J } is a compact set. Then ∇un → ∇u strongly in (Lp(K))N as n → ∞.
The argument is as follows. By the fact that the function h :RN →R, h(x) = |x|p is strictly convex for 1 <p <N ,
we deduce that
0
(|∇un|p−2∇un − |∇u|p−2∇u)∇(un − u).
Choosing ψ ∈ C∞0 (RN \ {0, xj , j ∈ J }) such that ψ = 1 on K and 0ψ  1, we have
0
∫
K
(|∇un|p−2∇un − |∇u|p−2∇u)∇(un − u)
∫
RN
(|∇un|p−2∇un − |∇u|p−2∇u)∇(un − u)ψ
=
∫
RN
(|∇un|pψ − |∇un|p−2(∇un∇u))ψ −
∫
RN
|∇u|p−2(∇u∇(un − u))ψ. (2.22)
From the fact that limn→∞ I ′n(un) = 0, for 0 s < p we get
o(1) = 〈I ′n(un), uψ 〉
=
∫
N
(
|∇un|p−2∇un∇(uψ)−μ |un|
p−2unuψ
|x|p
)
−
∫
N
(
(u+n )p
∗(s)−1uψ
|x|s − λan(x)
(
u+n
)q−1
uψ
)
. (2.23)R R
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o(1) = 〈I ′n(un), unψ 〉=
∫
RN
(
|∇un|pψ + |∇un|p−2(∇un∇ψ)un −μ |un|
pψ
|x|p
)
−
∫
RN
(
(u+n )p
∗(s)ψ
|x|s + λan(x)
(
u+n
)q
ψ
)
. (2.24)
From (2.22)–(2.24), as n → ∞ we obtain that
0
∫
K
(|∇un|p−2∇un − |∇u|p−2∇u)∇(un − u)

∫
RN
ψ
(
(u+n )p
∗(s)−1
|x|s +
(u+n )p−1
|x|p + λan(x)
(
u+n
)q−1)
(un − u)+
∫
RN
|∇un|p−2(∇un∇ψ)(un − u)
+
∫
RN
|∇u|p−2∇u∇(u− un)ψ + o(1). (2.25)
By the boundedness of {un} in D1,p(RN), applying Holder inequality and Sobolev–Hardy inequality on the compact
set K¯ = suppψ , we have
∣∣∣∣
∫
K¯
(u+n )p
∗(s)−1(un − u)
|x|s
∣∣∣∣
(∫
K¯
(u+n )p
∗(s)
|x|s
) p∗(s)−1
p∗(s)
(∫
K¯
|un − u|p∗(s)
|x|s
) 1
p∗(s)
 C
∥∥u+n ∥∥p∗(s)−1‖un − u‖Lp∗(s)(K¯,|x|−s )  C‖un − u‖Lp∗(s)(K¯,|x|−s ), (2.26)
∣∣∣∣
∫
K¯
(u+n )p−1(un − u)
|x|p
∣∣∣∣
(∫
K¯
(u+n )p
|x|p
) p−1
p
(∫
K¯
|un − u|p
|x|p
) 1
p
 C
∥∥u+n ∥∥p−1‖un − u‖Lp(K¯,|x|−p)
 C‖un − u‖Lp(K¯,|x|−p) (2.27)
and ∣∣∣∣
∫
K¯
an(x)
(
u+n
)q−1
(un − u)
∣∣∣∣ ∥∥a(x)∥∥
L
p∗
p∗−q (RN )
∥∥u+n ∥∥q−1Lp∗ (K¯)‖un − u‖Lp∗ (K¯)
 C‖a(x)‖
L
p∗
p∗−q (K¯)
‖u+n ‖q−1‖un − u‖Lp∗ (K¯)  C‖un − u‖Lp∗ (K¯). (2.28)
From (2.25)–(2.28) it follows that
0
∫
K
(|∇un|p−2∇un − |∇u|p−2∇u)∇(un − u) C‖un − u‖Lp∗(s)(K¯,|x|−s ) +C‖un − u‖Lp(K¯,|x|−p)
+C‖un − u‖Lp∗ (K¯) + ‖∇ψ‖L∞(K¯)‖un‖p−1‖u− un‖Lp(K¯)
+
∫
RN
|∇u|p−2∇u∇(un − u)ψ + o(1). (2.29)
Noting that K¯ = suppψ ⊂RN \ {0, xj , j ∈ J }, from (2.1)–(2.8), (2.29) and Claim 3 we get
lim
n→∞
∫ (|∇un|p−2∇un − |∇u|p−2∇u)∇(un − u) = 0. (2.30)
K
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〈|x|p−2y − |y|p−2x, x − y〉
{
Cp|x − y|p, p  2,
Cp
|x−y|2
(|x|+|y|)2−p , 1 <p < 2,
(2.31)
where x, y ∈RN , Cp > 0 is a constant depending on p.
If p  2, from (2.30) and (2.31) we have
lim
n→∞
∫
K
|∇un − ∇u|p = 0. (2.32)
If 1 <p < 2, by (2.30) and (2.31) we also get
lim
n→∞Cp
∫
K
|∇un − ∇u|2
(|∇un| + |∇u|)2−p = 0. (2.33)
Furthermore, Holder inequality implies that∫
K
|∇un − ∇u|p =
∫
K
|∇un − ∇u|p
(|∇un| + |∇u|)p(2−p)/2
(|∇un| + |∇u|) p(2−p)2

(∫
K
|∇un − ∇u|2
(|∇un| + |∇u|)2−p
) p
2
( ∫
K
(|∇un| + |∇u|)p
) 2−p
2
 C
(∫
K
|∇un − ∇u|2
(|∇un| + |∇u|)2−p
) p
2
,
which together with (2.33) yields (2.32).
Thus Claim 4 is proved.
As a direct corollary of Claim 4, we get that
Claim 5. The sequence {un} ⊂ D1,p(RN) possesses a subsequence, still denoted by {un}, satisfying ∇un → ∇u for
almost every x ∈RN .
Next we verify that u 0. Since∥∥u−n ∥∥p  ∥∥u+n ∥∥p + ∥∥u−n ∥∥p = ‖un‖p,
the sequence (u−n ) is bounded in D1,p(RN), which combined with (2.1) and (2.3) yields that there exists a subse-
quence, still denoted by (u−n ), such that u−n ⇀ u− weakly in D1,p(RN) and u−n → u− a.e. in RN .
On the other hand,〈
I ′n(un), u−n
〉= ∥∥u−n ∥∥p → 0 as n → ∞,
that is, u−n → 0 in D1,p(RN) as n → ∞. Therefore u− ≡ 0 and u 0 in RN .
For v ∈ D1,p(RN), choosing n0 > 0 such that suppv ⊂ B(0, n0), then from (2.1)n we have
an(x) = a(x), ∀x ∈ suppv, n n0.
For all v ∈ D1,p(RN), Vitali theorem and Claim 5 imply that
lim
n→∞
∫
RN
(
(u+n )p
∗(s)−1v
|x|s + λan(x)
(
u+n
)q−1
v
)
=
∫
RN
(
up
∗(s)−1v
|x|s + λa(x)u
q−1v
)
and
lim
n→∞
∫
N
(
|∇un|p−2∇un∇v −μ |un|
p−2unv
|x|p
)
=
∫
N
(
|∇u|p−2∇u∇v −μu
p−1v
|x|p
)
.R R
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RN
(
|∇u|p−2∇u∇v −μu
p−1v
|x|p −
up
∗(s)−1v
|x|s − λa(x)u
q−1v
)
= 0
holds for all v ∈ D1,p(RN), which implies u is a solution to (1.1).
Thus the proof of Lemma 2.4 is completed. 
In the following discussion, we verify that the functional In satisfy conditions (h1) and (h2) of Lemma 2.2 uni-
formly.
Lemma 2.5. Consider problem (2.1)n and the corresponding functional In.
(i) If 1 < q  p, there exists some λ∗ > 0, such that In satisfy (h1) for all λ ∈ (0, λ∗) and n ∈N.
(ii) If p < q < p∗, then In satisfy (h1) for all λ ∈ (0,+∞) and n ∈N.
Proof. Applying Holder inequality, Sobolev inequality and Sobolev–Hardy inequality, for all u ∈ D1,p(RN) \ {0} we
have
In(u) = 1
p
‖u‖p − 1
p∗(s)
∫
RN
|u+|p∗(s)
|x|s −
λ
q
∫
RN
an(x)
∣∣u+∣∣q
 1
p
‖u‖p − 1
p∗(s)
∫
RN
|u+|p∗(s)
|x|s −
λ
q
∫
RN
a+n (x)
∣∣u+∣∣q
 1
p
‖u‖p − 1
p∗(s)
∫
RN
|u|p∗(s)
|x|s −
λ
q
∥∥a+(x)∥∥
L
p∗
(p∗−q)
( ∫
RN
|u|p∗
) q
p∗
 1
p
‖u‖p − 1
p∗(s)(Aμ,s)
p∗(s)
p
‖u‖p∗(s) − λ
q(Aμ,0)
q
p
∥∥a+(x)∥∥
L
p∗
(p∗−q)
‖u‖q
= 1
p
‖u‖p −C3‖u‖p∗(s) −C4λ‖u‖q,
where
C3 = 1
p∗(s)(Aμ,s)
p∗(s)
p
, C4 = 1
q(Aμ,0)
q
p
∥∥a+(x)∥∥
L
p∗
(p∗−q)
.
If 1 < q  p, then
In(u) ‖u‖q
(
1
p
‖u‖p−q −C3‖u‖p∗(s)−q − λC4
)
,
which implies that there exist λ∗ > 0, ρ > 0 and β > 0, such that
In(u) β for ‖u‖ = ρ, ∀λ ∈ (0, λ∗), ∀n ∈N.
If p < q < p∗, then
In(u) ‖u‖p
(
1
p
−C3‖u‖p∗(s)−p − λC4‖u‖q−p
)
,
which implies that for all λ > 0 and n ∈N, there exist ρ > 0 and β > 0, such that
In(u) β for ‖u‖ = ρ.
Thus Lemma 2.5 is proved. 
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Proof. From (H1), there exists R > 0 such that a(x) > 0,∀x ∈ B¯(0,2R). Considering the positive function v ∈
D1,p(RN) with suppv ⊂ B(0,2R), for all t > 0 we get that
In(tv) = t
p
p
‖v‖p − t
p∗(s)
p∗(s)
∫
RN
|v|p∗(s)
|x|s −
λtq
q
∫
RN
an(x)|v|q  t
p
p
‖v‖p − t
p∗(s)
p∗(s)
∫
RN
|v|p∗(s)
|x|s .
Since 1 < q < p∗ and p∗(s) > p, for t > 0 large enough we have that In(tv) < 0 and ‖tv‖ > ρ, where ρ is given by
Lemma 2.5. The proof is completed. 
In the following, we will give some estimates for the extremal function Vε defined in Lemma 2.1. Choose R > 0 as
in Lemma 2.6 such that a(x) > 0 in B(0,2R), let ϕ(x) ∈ C∞0 (RN), 0 ϕ(x) 1, ϕ(x) = 1 for |x|R, ϕ(x) = 0 for|x| 2R, set vε(x) = ϕ(x)Vε(x). For ε → 0, the behavior of vε has to be the same as that of Vε, but we need precise
estimates of the error terms. For 1 <p <N , 0 s < p and 1 < q < p∗, we have the following estimates (see [15]):
‖vε‖p = (Aμ,s)
N−s
p−s +O(εb(μ)p+p−N ), (2.34)∫
RN
|vε|p∗(s)
|x|s = (Aμ,s)
N−s
p−s +O(εb(μ)p∗(s)−N+s), (2.35)
∫
RN
|vε|q 
⎧⎪⎪⎨
⎪⎪⎩
Cε
N+q(1−N
p
)
, N
b(μ)
< q < p∗,
Cε
N+q(1−N
p
)|ln ε|, q = N
b(μ)
,
Cε
q(b(μ)+1−N
p
)
, 1 q < N
b(μ)
.
(2.36)
Lemma 2.7. Under the assumptions of either Theorem 1.1 or Theorem 1.2, for all λ > 0 and n large enough, there
exists a positive constant dλ, such that
sup
t0
In(tvε) dλ <
p − s
p(N − s) (Aμ,s)
N−s
p−s . (2.37)
Proof. For t  0, we consider the following functions
g(t) = t
p
p
‖vε‖p − t
p∗(s)
p∗(s)
∫
RN
|vε|p∗(s)
|x|s −
λtq
q
∫
RN
a(x)|vε|q
and
g¯(t) = t
p
p
‖vε‖p − t
p∗(s)
p∗(s)
∫
RN
|vε|p∗(s)
|x|s .
Noting that for t  0 and n large enough, we have In(tvε) g(t) and
sup
t0
In(tvε) sup
t0
g(t). (2.38)
From the fact that limt→+∞ g(t) = −∞ and g(t) > 0 when t is close to 0, we infer supt0 g(t) must be attained at
some finite tε > 0 and g′(tε) = 0. Hence
0 = tp−1ε ‖vε‖p − tp
∗(s)−1
ε
∫
RN
|vε|p∗(s)
|x|s − λt
q−1
ε
∫
B(0,2R)
a(x)|vε|q  tp−1ε ‖vε‖p − tp
∗(s)−1
ε
∫
RN
|vε|p∗(s)
|x|s ,
which together with (2.34) and (2.35) implies that
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p
p∗(s)−p
( ∫
RN
|vε|p∗(s)
|x|s
) −1
p∗(s)−p
C5,
where C5 > 0 is a constant independent of ε. Furthermore, Lemma 2.5 and (2.34)–(2.36) yield that
0 < β  g(tε)
t
p
ε
p
‖vε‖p = t
p
ε
p
(
(Aμ,s)
N−s
p−s +O(εb(μ)p+p−N )),
thus there exists a constant C6 > 0 independent of ε, such that
C6  tε  C5 (2.39)
for ε small enough. On the other hand, by the fact that
sup
t0
(
tp
p
B1 − t
p∗(s)
p∗(s)
B2
)
= p − s
p(N − s)B
N−s
p−s
1 B
−N−p
p−s
2 , B1 > 0, B2 > 0,
we get
sup
t0
g¯(t) = p − s
p(N − s)‖vε‖
p(N−s)
p−s
( ∫
RN
|vε|p∗(s)
|x|s
)−N−p
p−s
= p − s
p(N − s)
(
(Aμ,s)
N−s
p−s +O(εb(μ)p+p−N ))N−sp−s ((Aμ,s)N−sp−s +O(εb(μ)p∗(s)−N+s))−N−pp−s
= p − s
p(N − s) (Aμ,s)
N−s
p−s +O(εb(μ)p+p−N )+O(εb(μ)p∗(s)−N+s)
= p − s
p(N − s) (Aμ,s)
N−s
p−s +O(εb(μ)p+p−N ),
where we have used the fact that
b(μ)p + p −N < b(μ)p∗(s)−N + s, ∀s ∈ [0,p), μ ∈ [0, μ¯).
Furthermore, (H1) implies
a¯0 := inf
x∈B¯(0,2R)
a(x) > 0,
where R is chosen as in Lemma 2.6. Thus for all λ > 0, 1 < q < p∗(s) and ε small we have
g(tε) = g¯(tε)− λ
q
tqε
∫
B(0,2R)
a(x)|vε|q  sup
t0
g¯(t)− λ
q
tqε
∫
B(0,2R)
a(x)|vε|q
= p − s
p(N − s) (Aμ,s)
N−s
p−s +O(εb(μ)p+p−N )− λ
q
(C6)
q a¯0
∫
B(0,2R)
|vε|q,
where C6 is the constant in (2.39). Defining the constant
dλ := p − s
p(N − s) (Aμ,s)
N−s
p−s +O(εb(μ)p+p−N )− λ
q
(C6)
q a¯0
∫
B(0,2R)
|vε|q,
then from (2.38) we get
sup
t0
In(tvε) g(tε) dλ. (2.40)
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(i) q¯ < q < p∗(s) with
q¯ = max
{
p,
N
b(μ)
,
p(2N − b(μ)p − p)
N − p
}
.
In this case we have∫
RN
|vε|q  CεN+(1−
N
p
)q
and
b(μ)p + p −N >N +
(
1 − N
p
)
q,
which together with (2.40) yield (2.37) for ε > 0 small.
(ii) q = p and 0 μ (N − p2)Np−1p−p.
If b(μ) > N
p
, then b(μ)p + p −N > p. From (2.36) and (2.40) we get∫
RN
|vε|p Cεp
and (2.37) holds for ε small.
If b(μ) = N
p
, then b(μ)p + p −N = p. Furthermore, (2.36) and (2.40) yield that∫
RN
|vε|p Cεp|ln ε|
and (2.37) holds naturally for ε small enough.
On the other hand, it is easy to verify that the function
f (t) = (p − 1)tp − (N − p)tp−1 +μ, t  0,
has the only minimal point t¯ = N−p
p
and is increasing on the interval (t¯ ,+∞). Thus for N  p2 we deduce that
N
p
 b(μ) ⇐⇒ f
(
N
p
)
 f
(
b(μ)
)= 0 ⇐⇒ 0 μ N − p2
p
(
N
p
)p−1
.
Thus under the assumptions of case (ii), (2.37) holds for ε small.
(iii) 1 < q < p.
If 1 < q < min{p, N
b(μ)
}, then we have that∫
RN
|vε|q  Cεq(b(μ)+1−
N
p
)
and
q
(
b(μ)+ 1 − N
p
)
< b(μ)p + p −N,
which together with (2.40) imply that (2.37) holds for ε small.
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q˜ = max
{
1,
N
b(μ)
,
p(2N − p − pb(μ))
N − p
}
,
then we have that∫
RN
|vε|q  CεN+q(1−
N
p
)
,
and
N + q
(
1 − N
p
)
< b(μ)p + p −N.
By taking ε small enough, from (2.40) we also get (2.37).
Combining (i)–(iii), we complete the proof of the lemma. 
3. Proof of the main result
In this section, we will give the proofs of Theorems 1.1–1.3.
Proof of Theorems 1.1 and 1.2. From Lemmas 2.5 and 2.6, we can apply Lemma 2.2 to the functional In to get a
positive level cλ,n and a (PS)cλ,n sequence {u(n)j }j ⊂ D1,p(RN), such that
In
(
u
(n)
j
)→ cλ,n and I ′n(u(n)j )→ 0 as j → ∞.
Furthermore, Lemmas 2.5 and 2.7 imply that
0 < β  cλ,n = inf
γ∈Γ supu∈γ
In(u) dλ <
p − s
p(N − s) (Aμ,s)
N−s
p−s .
Passing to a subsequence if necessary, we can get some cλ ∈ [β,dλ] such that
cλ = lim
n→∞ cλ,n,
then for all ε > 0 small, there exists n0 > 0 such that
cλ,n ∈ (cλ − ε, cλ + ε), ∀n > n0.
Thus for every n > n0, there exists un = u(n)jn satisfying
cλ − ε < In(un) < cλ + ε and
∥∥I ′n(un)∥∥ 1n. (3.1)
We claim that the sequence {un} is bounded in D1,p(RN).
In fact, for all r > 0 and n large enough, from (3.1) we get
In(un)− 1
r
〈
I ′n(un), un
〉
C + 1
r
‖un‖ (3.2)
for some constant C > 0.
For 1 < q  p we can choose m ∈ (p,p∗(s)) such that
In(un)− 1
m
〈
I ′n(un), un
〉= ( 1
p
− 1
m
)
‖un‖p +
(
1
m
− 1
p∗(s)
) ∫
RN
(u+n )p
∗(s)
|x|s − λ
(
1
q
− 1
m
) ∫
RN
an(x)
(
u+n
)q

(
1
p
− 1
m
)
‖un‖p +
(
1
m
− 1
p∗(s)
) ∫
RN
(u+n )p
∗(s)
|x|s − λ
(
1
q
− 1
m
) ∫
RN
a+n (x)
(
u+n
)q

(
1
p
− 1
m
)
‖un‖p − λ
(
1
q
− 1
m
)
(Aμ,0)
− q
p ‖un‖q
∥∥a+(x)∥∥ p∗
p∗−q N
. (3.3)
L (R )
780 D. Kang / J. Math. Anal. Appl. 341 (2008) 764–782If 1 < q < p, (3.2) and (3.3) imply that {un} must be bounded in D1,p(RN).
If q = p, the same argument as that in Lemma 2.5 shows that there exist C > 0 and λ∗ > 0 (defined as in Lem-
ma 2.5), such that
In(un)− 1
p
〈
I ′n(un), un
〉
 C‖un‖p (3.4)
holds for all λ ∈ (0, λ∗). Thus from (3.2) and (3.4), we also get the boundedness of {un} in D1,p(RN).
Furthermore, for q ∈ (p,p∗(s)) we argue that
In(un)− 1
q
〈
I ′n(un), un
〉= ( 1
p
− 1
q
)
‖un‖p +
(
1
q
− 1
p∗(s)
) ∫
RN
(u+n )p
∗(s)
|x|s 
(
1
p
− 1
q
)
‖un‖p,
then (3.2) implies that {un} is bounded in D1,p(RN).
On the other hand, for λ > 0, 0 < s < p, p∗(s) q < p∗ and a(x) 0 we have
In(un)− 1
p∗(s)
〈
I ′n(un), un
〉= ( 1
p
− 1
p∗(s)
)
‖un‖p + λ
(
1
p∗(s)
− 1
q
) ∫
RN
a(x)
(
u+n
)q  ( 1
p
− 1
q
)
‖un‖p.
From (3.2) we get that {un} is bounded in D1,p(RN).
Now applying Lemma 2.4 to the sequence {un}, we can get a solution u ∈ D1,p(RN) for (1.1) satisfying u  0
in RN . Next we verify that u ≡ 0.
Arguing by contradiction, we assume u ≡ 0. Setting
l = lim
n→∞
∫
RN
(u+n )p
∗(s)
|x|s ,
then from Lemma 2.3 we get
0 = lim
n→∞
〈
I ′n(un), un
〉
 lim
n→∞
(
‖un‖p −
∫
RN
(u+n )p
∗(s)
|x|s − λ
∫
RN
a+(x)
(
u+n
)q) lim
n→∞‖un‖
p − l,
that is,
lim
n→∞‖un‖
p  l.
If l = 0, then we get limn→∞ In(un) = 0, which contradicts with (3.1). Thus we conclude that l > 0. Furthermore,
Sobolev–Hardy inequality implies that
‖un‖p 
∥∥u+n ∥∥p Aμ,s
( ∫
RN
(u+n )p
∗(s)
|x|s
) p
p∗(s)
.
Then as n → ∞ we have
l  lim
n→∞‖un‖
p Aμ,s lim
n→∞
( ∫
RN
(u+n )p
∗(s)
|x|s
) p
p∗(s) = Aμ,sl
p
p∗(s) , (3.5)
which implies that
l  (Aμ,s)
N−s
p−s . (3.6)
Furthermore, form (3.1) it follows that
p − s
p(N − s) (Aμ,s)
N−s
p−s > dλ  cλ = lim
n→∞ In(un). (3.7)
From Lemma 2.3 we deduce that
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n→∞
∣∣∣∣
∫
RN
an(x)
(
u+n
)q ∣∣∣∣ limn→∞
∫
RN
(
a+(x)− a−(x))(u+n )q = 0,
then
lim
n→∞
∫
RN
an(x)
(
u+n
)q = 0. (3.8)
Hence, for q ∈ (1,p∗) and m ∈ (p,p∗(s)), from (3.5)–(3.8) we get
p − s
p(N − s) (Aμ,s)
N−s
p−s > lim
n→∞ In(un) = limn→∞
(
In(un)− 1
m
〈
I ′n(un), un
〉)
=
(
1
p
− 1
m
)
lim
n→∞‖un‖
p +
(
1
m
− 1
p∗(s)
)
lim
n→∞
∫
RN
(u+n )p
∗(s)
|x|s
+ λ
(
1
m
− 1
q
)
lim
n→∞
∫
RN
an(x)
(
u+n
)q
>
(
1
p
− 1
m
)
(Aμ,s)l
p
p∗(s) +
(
1
m
− 1
p∗(s)
)
l

(
1
p
− 1
m
)
(Aμ,s)
1+N−p
p−s +
(
1
m
− 1
p∗(s)
)
(Aμ,s)
N−s
p−s
= p − s
p(N − s) (Aμ,s)
N−s
p−s .
Therefore we get a contradiction, which implies that u ≡ 0.
Thus the proof of Theorems 1.1 and 1.2 is completed. 
Proof of Theorem 1.3. Now we employ the extremal function Vε defined as in Lemma 2.1. To this end, we choose
n0 ∈N with B(0,2R) ⊂ B(0, n0), where R is defined as in Lemma 2.5. For n > n0 and t  0 we have
In(tVε) =
(
tp
p
− t
p∗(s)
p∗(s)
)
(Aμ,s)
N−s
p−s − λt
q
q
∫
RN
φn(x)a(x)|Vε|q

(
tp
p
− t
p∗(s)
p∗(s)
)
(Aμ,s)
N−s
p−s − λa¯0 t
q
q
∫
B(0,2R)
|Vε|q,
where a¯0 > 0 is the minimal value of a(x) on B¯(0,2R). Then the following functional Jλ(tVε) is well defined
Jλ(tVε) :=
(
tp
p
− t
p∗(s)
p∗(s)
)
(Aμ,s)
N−s
p−s − λa¯0 t
q
q
∫
B(0,2R)
|Vε|q .
The sequence V qε is bounded in L
p∗
q (RN) and Vε(x) → 0 a.e. in RN as ε → 0, thus Vε → 0 weakly in L
p∗
q (RN) as
ε → 0. The restriction Vε|B(0,2R) belongs to W 1,p(B(0,2R)), by the Sobolev embedding theorem, Vε → 0 strongly
in Lq(B(0,2R)) for every 1 q < p∗, therefore
lim
ε→0
∫
B(0,2R)
|Vε|q = 0
and there exists ε0 > 0 such that
0 < Jλ(Vε0) <
p − s
(Aμ,s)
N−s
p−s . (3.9)p(N − s)
782 D. Kang / J. Math. Anal. Appl. 341 (2008) 764–782Arguing as in the proof of Lemma 2.6, we can take tε0 > 0 so that
Jλ(tε0Vε0) = sup
t0
{
Jλ(tVε0)
}
and
d
dt
∣∣∣
t=tε0
Jλ(tVε0) = 0,
that is,(
tp−1ε0 − tp
∗(s)−1
ε0
)
(Aμ,s)
N−s
p−s − λa¯0tq−1ε0
∫
B(0,2R)
|Vε0 |q = 0. (3.10)
By (3.9) and (3.10) we obtain that 0 < tε0 < 1. Furthermore, the fact that
sup
t0
(
tp
p
− t
p∗(s)
p∗(s)
)
= p − s
p(N − s)
implies
Jλ(tε0Vε0) dλ := Jλ(Vε0) <
p − s
p(N − s) (Aμ,s)
N−s
p−s .
Then following the same arguments as in the proof of Theorems 1.1 and 1.2, we obtain the existence of nontrivial
solutions to (1.1) under the assumptions of Theorem 1.3. By the strong maximum principle [23], these solutions are
positive. Thus we complete the proof of Theorem 1.3. 
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