IEEE 802.11 WLAN cannot guarantee the QoS of applications, thus admission control has been proposed as an essential solution to enhance the QoS. Packet delay and throughput are commonly employed as assessment criterions to determine whether a new connection can be admitted into the WLAN. Considering the real network condition, the analytical model is presented in this paper, which is aimed to evaluate the packet delay and throughput performance of IEEE 802.11 WLAN in nonsaturated conditions, taking into account diverse transmission rates and diverse traffic flows (i.e. flows with different packet sizes and arrival rates) simultaneously. This model is based on Markov chain and the theoretical predictions are verified by simulation in OPNET 14.5. We also analyze the influences of transmission rate diversity and traffic flow diversity on throughput performance. It is observed that, the presence of even one station with lower transmission rate can cause a considerable degradation in throughput performance of all the stations when they have the same packet size and arrival rate. Higher system throughput can be achieved if lower transmission rate stations transmit packets with smaller size or arrival rate.
Introduction
In recent years, the IEEE 802.11 based wireless LANs (WLANs) have gained great popularity due to high bandwidth, low cost and simple deployment. The fundamental mechanism to access the medium in 802.11 is called distributed coordination function (DCF), based on the carrier sense multiple access with collision avoidance (CSMA/ CA) protocol. The contention-based random access nature of the CSMA/CA protocol leads to the result that achieving a satisfactory Quality of Service (QoS) in WLANs is challenging. To enhance QoS support in WLANs, the IEEE 802.11e standard is proposed which introduces prioritization to the legacy DCF by allowing different traffic classes [1] . Nevertheless, 802.11e cannot guarantee the QoS all the time for the existence of contentions among flows of the same priority, especially under heavy load conditions [2] .
Admitting a new connection can cause severe degradation in the QoS of the legacy connections in a WLAN, which can be seen from the simulation results by OPNET 14.5. In the simulation, multiple wireless stations were associated with the same 802.11b AP, which is connected to a 100 Mbps Ethernet. The setup was used to make full-duplex VoIP calls between a wireless station and a wired station using IP phones. For each call, we used the ITU G711 a-Law codec where frames are sent out every 10 milliseconds. We tested the number of VoIP connection with acceptable voice quality by successively establishing new calls in addition to the ongoing calls. As shown in Figures 1 and 2 , as soon as the seventh call was placed, the average packet delay of every VoIP connection became too high and there was a sharp decrease in total throughput.
Admission control has been proposed as an essential solution to provide QoS guarantees for applications over WLANs. Packet delay and throughput are commonly employed as assessment criterions to determine whether a new connection can be admitted into the WLAN [3] [4] [5] 7] . A loose estimation of delay or throughput is harmful for admission control, because once traffic load exceeds the network capacity, the quality of all ongoing connections will be jeopardized as shown in Figures 1 and 2 . Consequently, the accuracy of predicting delay or throughput is of great significance.
Numerous efforts have been made to model the behavior of the DCF of IEEE 802.11 and analyze the delay and throughput performance of WLAN. Bianchi [6] firstly develops a bidimensional discrete-time Markov chain model to calculate the system throughput in saturated conditions, meaning that the stations always have packets to transmit. The nonsaturated condition is considered in [7] [8] [9] [10] . In [7] , a modification of [6] is put forward where a probability is introduced that represents a station having no packet ready for transmission. The model is not predictive as this probability is not known as a function of traffic load and must be estimated from simulation. In [8] , idle states are added after a successful packet transmission where a station waits for the following packet from upper layers. The delay in the idle states is distributed geometrically with a parameter λ ; nevertheless, no relationship is given between λ and the traffic load on the system. In [9, 10] , the probability of a station having at least one packet ready for transmission is expressed as a function of traffic load, which takes into account the packet arrival rate diversity.
In the previous work, different stations are assumed to have the same transmission rate or packet size for simplification. In order to accurately predicting delay or throughput, we consider the traffic flow diversity (i.e. packet size diversity and arrival rate diversity) and the transmission rate diversity simultaneously, and derive the formulas for delay and throughput in non-saturated cases. Specifically, our contributions presented in this paper are the following,
• We present a discrete Markov chain model to calculate the probability τ of a station transmitting in an arbitrary time slot in nonsaturated conditions. The Markov chain model utilized considers suspension of the backoff time counter when the channel is sensed busy.
• To determine τ, we express the probability q that represents a station having at least one packet ready for transmission in a randomly chosen time slot. q is related to the length of the time slot which may be occupied by a successful transmission, a collision, or being idle. To precisely calculate the length of the time slot occupied by a collision, we take into account both the packet size diversity and the transmission rate diversity.
• The packet delay is defined as the delay from the time instant when a packet is at the head of the queue to the time instant when the packet is successfully transmitted, which is a stochastic variable. We assume the distribution of packet delay to be a geometric distribution and derive the average packet delay of heterogeneous flows.
• We formulate the individual throughput and system throughput respectively. By simulation in OPNET 14.5, it is verified that these formulas can closely approximate the throughput performance in WLAN.
• We also analyze the influences of transmission rate diversity and traffic flow diversity on throughput performance and draw the conclusion that, the system throughput can be increased if lower transmission rate stations transmit packets with smaller size or arrival rate.
Analytical Model
In this paper, we consider only the basic access mechanism and assume that: 1) the network consists of N contending stations, labeled i=1, 2, …, N; 2) packets arrive at the MAC layer of station i based on Poisson process with arrival rate i λ , where 
Per-Station Markov Model
The Markov chain model presented in this paper is depicted in Figure 3 . In the model, each station is modeled by pair of stochastic processes b(t) and s(t), representing the backoff time counter and the backoff stage respectively. For convenience, the simplified notations (j, k) are used instead of (s(t), b(t)) to represent each state in this model.
The backoff stage j starts at 0 at the first attempt to transmit a packet and is increased by 1 every time a transmission attempt results in a collision, up to a maximum value m. Initially, the backoff time counter k is chosen uniformly between 0, 1
W is the range of the counter and W 0 is the 802.11 parameter CWmin. At the beginning of each slot, the counter is decremented if the channel is sensed idle and frozen if a transmission is detected on the channel. When the counter reaches zero, the station attempts to transmit.
A new state E is introduced for a station to check whether there is at least one packet to transmit or not after a successful transmission. If there is none packet awaiting transmission, the station remains in this state; otherwise, the 802.11 MAC begins another stage-0 backoff.
We represent by i p the conditional collision probability of a packet transmitted by station i, where
. The probability i p is assumed to be constant and independent, regardless of the number of retransmissions already suffered. Under the assumption, we have for 0 -1
Furthermore, i p also stands for the probability of detecting the channel busy. For 0 j m ≤ ≤ and 0< -1
i q represents the probability of a station having at least one packet ready for transmission. We have for ( 
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Owing to the chain regularities, the following relations hold, for 0< 1 
from which ( ) 
,0,0 , ,0 j=0
A collision occurs if more than one station is transmitting in the same time slot. As station i transmits with probability i τ , the conditional collision probability can be expressed as =1
=1
(1 )
With m and W 0 given in 802.11 standard, in order to determine τ i and p i , we must determine q i first.
Probability q with Traffic Flow Diversity and Transmission Rate Diversity
Under our assumption of Poisson process for packet arrival, the probability q i can be expressed as
where E S is the average length of a time slot. The length of the virtual time slot is not a fixed value, and each time slot may be occupied by a successful transmission, a collision, or the medium being idle, which gives
where, σ is the duration of an empty slot time; idle P is the probability the channel is sensed idle (i.e., none station transmitting); 
The set of Equations (9)-(11) (i=1, 2, …, N) represent a nonlinear system with 3N unknowns τ i , p i and q i , which can be solved by numerical techniques.
Average Packet Delay
We approximate the random length of the virtual time slot by its average value E S given by (12). Suppose X i is a random variable that represents the number of time slots that station i needs for a successful transmission, then the packet delay of station i is also a random variable given by i S i T E X = ⋅ . Assume that the distribution of X i is a geometric distribution, and that the probability of station i successfully transmitting in a random slot is i S P given by (14). Thus, the distribution of packet delay is a geometric distribution given as follows,
from which the average packet delay of station i,
Throughput Formulation
We are now able to express the throughput of station i as the ratio of the time that the medium is occupied by station i for successful transmission to the average packet delay of station i.
As a result, the system throughput is
Model Verification
Suppose there are 6 stations and two possible transmission rates of 1 Mbps and 11 Mbps in the WLAN. The other parameters are summarized in Table 1 . We first evaluate the throughput when different stations have different transmission rates but the same packet size = =1024 bytes i L L (including MAC, IP, UTP and RTP headers) and the same arrival rate λ i = λ = 100 packets/sec. Starting with all stations at 1 Mbps, we increase the transmission rate of one of them to 11 Mbps in each step. Eventually all six stations have the rate of 11Mbps. We simulate this setup in OPNET 14.5. Figure  4 shows that the analytical formulas (19) and (20) can closely approximate the individual throughput and the system throughput respectively. It is obvious from the figure that even one lower transmission rate can cause a considerable degradation in throughput performance of all the stations. This degradation is a consequence of the DCF mode which guarantees equal packet transmission probability to all stations. As a result, lower data rate stations receive more time to transmit and unfairly bring down the throughput of the higher data rate stations. This degradation was previously observed in [11] under saturated conditions. Then we exploit different packet sizes and arrival rates in the analysis. On the one hand, we reduce the packet size of stations with rate 1Mbps to L′ = 102 bytes, but the packet arrival rate remains to be 100 packets/sec. As seen from Figure 5 , the system throughput and throughput of 11 Mbps stations are improved, whereas the 1 Mbps stations are worse off. In this case, lower data rate stations and higher data rate stations receive the same amount of time to transmit.
On the other hand, we reduce the packet arrival rate of stations with rate 1Mbps to λ′ = 15 packets/sec, but the packet size remains to be 1024 bytes. The throughput performance plotted in Figure 6 resembles that in Figure  5 , which shows that the throughput performance of system and high data rate stations can be enhanced by sacrificing that of low data rate stations. By reducing the packet arrival rate of lower data rate stations, the packet transmission probability of lower rate stations is reduced. Figure 7 shows the throughput performance when 1 Mbps stations have the packet size 102 bytes and the arrival rate 15 packets/sec. There is no striking enhancement in throughput performance, compared to that in Figures 5 and 6. 
Conclusion
In this paper, we have presented an analytical model to evaluate the packet delay and throughput performance of IEEE 802.11 WLAN in nonsaturated conditions. Simulation and analysis results show that our analytical formulas for throughput can closely approximate the performance for different transmission rates and traffic flows. The analysis results also show that higher system throughput can be achieved if lower data rate stations transmit packets with smaller size or arrival rate. Furthermore, this evaluation method can easily be utilized with sufficient accuracy in admission control in the real network environment. 
