Abstract Direct numerical solution of the coordinate-space integral-equation version of the two-particle Lippmann Schwinger (LS) equation is considered as a means of avoiding the shortcomings of partial-wave expansion at high energies and in the context of few-body problems. Upon the regularization of the singular kernel of the three-dimensional LS equation by a subtraction technique, a three-variate quadrature rule is used to solve the resulting nonsingular integral equation. To avoid the computational burden of discretizing three variables, advantage is taken of the fact that, for central potentials, azimuthal angle can be integrated out leaving a two-variable reduced integral equation. Although the singularity in the the kernel of the two-variable integral equation is weaker than that of the three-dimensional equation, it nevertheless requires careful handling for quadrature discretization to be applicable. A regularization method for the kernel of the two-variable integral equation is derived from the treatment of the singularity in the three-dimensional equation. A quadrature rule constructed as the direct-product of single-variable quadrature rules for radial distance and polar angle is used to discretize the two-variable integral equation. These twoand three-variable methods are tested on a model nucleon-nucleon potential. The results show that Nystrom method for the coordinate-space LS equation compares favorably in terms of its ease of implementation and effectiveness with the Nystrom method for the momentum-space version of the LS equation .
Introduction
Expansion in angular-momentum states has hitherto been the usual ansatz for computational approaches to quantum-mechanical scattering problems. However, a critical re-assesment of this strategy has occured during recent years, especially for high-energy collisions [1] and within the context of few-body problems [2] . It has been realized that even for two-body problems involving central potentials, where the advantage due to the decoupling of partial wave equations is manifest, the partial wave expansion might loose its practical edge in high energies and for use in few-body calculations employing Faddeev-Yakubovski-type equations. Although the scattering amplitudes for most potentials are rather smooth, partial wave amplitudes may show oscillatory behavior. Similarly, the off-shell two-body T -matrix has usually simple structure whereas partial wave components might strongly oscillate. Under such circumstances, the partial wave expansion involving an excessively large number of partial waves may be computationally impractical or even unreliable .
These observations suggest that, to treat two-particle scattering at high energies and within the context of few-particle dynamics, direct multi-variable methods without recourse to expansions over angular momentum states might be more appropriate. Towards this end, multivariable methods has been investigated for the solution of the multi-variable LS equation in the momentum space [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . For example in Refs. [11, 12] , we have considered multivariable implementations of Schwinger variational and Bateman methods for two-body LS equation in momentum space. Significant progress has also been reported on the formal and computational aspects of solving the three-particle momentum-space Faddeev equations directly as 5-variable problems without invoking angular momentum decomposition [2, 14, 15] .
Calculational schemes based on momentum-space LS equations dominate the literature for two-body scattering computations, as exemplified in [3, [5] [6] [7] [8] [9] [10] [11] [12] [13] . Coordinate-space version of the LS equation have received relatively less attention as a computational vehicle, although the coordinate-space partial-wave LS equation has been employed in connection with various types of Schwinger variational methods [16] [17] . As far as the present author is able to ascertain, the direct numerical solution of the three-dimensional coordinate-space LS equation for the transition operator does not appear to have been reported before. Presumably this is due to the singularity of the free Green's function G 0 (r, r ′ ) in the kernel of the LS equation. The most straightforward approach to solve an integral equation is the so-called Nystrom method [18] in which the integral equation is converted to a system of linear equations by approximating the integral by a quadrature. However, as the Green's function G 0 (r, r ′ ) in the kernel of the LS equation becomes singular as r → r ′ , the Nystrom method can be applied only after the kernel of the LS equation is regularized. Similar singularities also occur in integral-equation formulations of electromagnetic scattering. In this article, a subtraction technique commonly used in computational electromagnetics [19, 20 ] is adopted to the three-dimensional LS equation. This subtraction scheme regularizes the singular kernel of the three-dimensional LS equation and brings it into a form apropriate for the application of the Nystrom method.
Employing a direct-product quadrature rule with a quadrature mesh {r α , α = 1, 2, ..., N Q } for integration over the computational domain in coordinate space, Nystrom method yields a system of N Q linear equations for the (mixed representation) matrix elements < r α |T (E+)|q 0 > , where |q 0 > is the initial state with relative momentum q 0 and energy E = |q 0 | 2 /2µ . The momentum-space representation < q|T (E+)|q 0 > is then obtained from < r|T (E+)|q 0 > by the same three-dimensional quadrature used in the Nystrom method.
In our implementation of the three-dimensional Nystrom method for model potentials, 3-4 digit accuracy for scattering amplitude could be obtained with N Q in the order of 30 − 40 thousand quadrature points (involving 60-100 points in r, and 16 − 20 points in θ and φ angles each. As usual with direct-product approaches to multi-variable problems, the curse of dimensionality makes reaching higher level of accuracy a formidable task. Fortunately, however, for central potentials, number of variables can be reduced by one. Using the fact that G 0 (r, r ′ ), and < r|T (E+)|q + 0 > for central potentials, depend on azimuthal angles only via the cosine of the difference of the azimuthal angles of the vectors involved, the azimuthal-angle dependence in the LS equation can be eliminated. By integration over the azimuthal angle, the three-dimensional equation reduces to a two-variable LS equation for the reduced matrix element < rθ|T (E)|q 0 θ q0 >, where r = |r| , q 0 = |q 0 | and θ and θ q0 are the polar angels associated with vectors r and q 0 , respectively. This reduced integral equation can be considered as the integral-equation counterpart of the two-variable differential equation that was solved in Ref. [4] using the finite-element method to avoid partial wave expansion.
Integration over the azimuthal angle weakens the singularity of the original Green's function, but the new reduced kernel still requires careful handling. We show that the regularized non-singular three-dimensional integral equation can be reduced to obtain a regularized two-variable equation which is in a form ready for the quadrature discretization. Constructing a direct-product quadrature scheme by using N r points in r and N θ points in θ, Nystrom solution of the reduced LS equation yield a linear system of N r N θ equations which can be solved routinely in commonly available computational platforms.
Plan of this article is as follows: In Sect. 2, we discuss the reduction of the three-dimensional LS equation into a two-variable integral equation. Sect. 3 discusses the subtraction scheme for the removal of the singularity from the kernels of the three dimensional and reduced forms of the LS equation. In Sect. 4 , the details of the computational implementation and results of calculations for the model potential are presented. In Sect. 5 we summarize our conclusions.
Lippmann-Schwinger Equation
We consider the two-particle scattering problem for a central interparticle potential. Working in the center-of-mass frame, the relative momentum states are denoted by |q > and the relative position states by |r >, with the normalizations < r|r ′ > = δ(r − r ′ >, < q|q ′ > = δ(q − q ′ >, and < r|q > = e ir·q /(2π) 3/2 . We will seth = 1 throughout this article.
Basic equation for the description of two-particle scattering is the Lippman-Schwinger equation for the two-particle transition operator T (z):
where V is the interaction potential between two particles, G 0 = (z − H 0 ) −1 , with z being the (complex) energy of the two-particle system. For on-shell scattering, z = E + i0 with E = q 2 0 /2µ, where µ is the reduced mass. Using a mixed representation, the matrix elements T (r, q 0 )(≡< r|T (E + i0)|q 0 >) satisfy the three-dimensional integral equation
where G 0 (r, r ′ ) is the free Green's function, viz.,
Note that the T (r, q 0 ) is closely related to the scattering wave function ψ q0 (r), viz.,
where ψ q0 is the solution of the LS equation for the wave function
Since V (r) vanishes as r gets sufficiently large, solving Eq.2 for the amplitude T (r, q 0 ) proves to be much more convenient computationaly than directly working with Eq. 5 for the wave function. The momentum-space matrix elements T (q, q 0 ) (≡< q|T (E + i0)|q 0 > ) of the transition operator can be calculated from the solution of Eq.2 via a quadrature:
We will denote the polar and azimuthal angles of the position vector r by θ and φ , and those of the momentum vector q by θ q and φ q , respectively. We will also use the notation x for cos θ, s for sin θ, x q for cos θ q , and s q for sin θ q . Since
′ ) on azimuthal angles is only through the difference φ − φ ′ . Similarly T (r, q 0 ) for central potentials depend on r, q 0 , and x rq0 . Here x rq0 is the cosine of the angle between vectors r and q 0 , i.e., x rq0 =r ·q 0 .
Towards the elimination of the azimuthal angles, we introduce the states |rx > and |qx q > via
We next introduce reduced matrix elements of G 0 and T viâ
T (r, x; q 0 , x q0 ) = < rx|T |q 0 x q0 > = (2π)
Note that operators, matrix elements and other quantities associated with the two-variable representation will be distinguished from those of three-dimensional representation by a caret over the symbol. Since G 0 (r, r ′ ) and T (r, q 0 ) depend on azimuthal angles only through the differences φ − φ ′ and φ − φ q0 , respectively, integration over one of the azimuthal angles can be carried out to obtain
Note that , in Eq. 11, the first integral on the right-hand side is independent of the azimuthal angle φ ′ of r ′ ., while the second integral is independent of φ. Integrating both sides of Eq. (2) over φ and φ q0 , interchanging the order of integration over φ and φ ′ and then making use of Eqs. 11 and 12, we obtain the reduced two-variable LS equation
where
with J 0 denoting the zeroth order Bessel function. We write Eq. 7 in operator form asT =V +VĜ 0T ,
which is to be understood as an operator equation in the space of two-variable functions (of r and x). On the other hand, the reduced version of Eq. 5 readŝ
As discussed in [11] , for an initial momentum vector q 0 along the z axis and a general final momentum vector q, the transition matrix element q|T |q 0ẑ > is given by < q|T |q 0ẑ > = (2π) −1 T (q, x q ; q 0 , 1) .
Regularization of the singular kernels and the Nystrom method
The standard method for the numerical solution of non-singular integral equations is the Nystrom method, in which the integrals are replaced by sums via suitable quadrature rules and the resulting equations are collocated at the qudrature points However, singular nature of G 0 (r, r ′ ) does not allow the direct application of Nystrom method to Eq. (2) in full three-dimensional approach or Eq. (7) the in two-variable version . We first recast the singular Green's function as a sum of non-singular and singular parts by subtracting and adding an (analytically) integrable singular term:
where the term within curly brackets is no longer singular as r ′ → r, while the last term is analytically integrable over r ′ for fixed r. Using this splitting in Eq. (2 ), we obtain
where I e (r) = dr
The integral over r ′ in Eq. (18) can now be approximated by a quadrature rule. It is understood that the term I e is to be calculated analytically over the computational domain. Introducing a cutoff r max for the radial variable r, we find that
Note that I e (r) is in fact independent of the orientation of r. The same integral
also occurs as part of the second term in the right hand side of Eq. (18), where however it is to be evaluated via the quadrature rule chosen for the discretization of the integral equation.
Let r α , α = 1, 2, ..., N Q be a set of quadrature points over the computational r−domain with corresponding weights denoted by w α . We will construct this three-dimensional quadrature rule as the direct product of single-variable quadrature rules for r, x and φ. Let {r i , i = 1, ..., N r }, {x j , j = 1, ..., N x } and {φ k , k = 1, ..., N φ } be the sets of quadrature points
where α = 1, 2, ..., N Q ,δ αα ′ = 1 − δ αα ′ , and
Here I e is as defined in Eq. (20) and
For a given initial momentum vector q 0 , Eq. (22) represents a system of N Q linear equations. Although computations with small to moderate values of N r , N x , and N φ (say, with 20-30 points in each variable) can be carried out in commonly available computational platforms, more realistic computations would require sophisticated programming techniques and computational environments. Therefore, the two-variable equation with azimuthal angle eliminated is of practical interest. Although the integration over φ and/or φ ′ implicit in the definition of G 0 (r, x; r ′ , x ′ ) weakens the singularity of the Green's function G 0 (r, r ′ ), the numerical treatment of the two-variable LS equation requires a careful handling of the kernel. By application to Eq. (13) of the subtraction trick used for the handling of the kernel singularity in the full three-dimensional equation, Eq. (13) can be recast aŝ
In Eq. (24), the azimuthal angle φ of the vector r has been set to zero. This choice can be made because integrals dφ ′ G 0 (r, r ′ ) and dφ ′ |r − r ′ | −1 are independent of the azimuthal angle of r, as pointed out in connection with Eq. (11). Eq. (24) is now in a form suitable for quadrature discretization. Approximating the integrals over r ′ , x ′ and φ ′ in Eq. (24) by the quadrature rule and collocating r and x at the quadrature points {r i , i = 1, 2, ..., N r } and {x j , j = 1, 2, ..., N x }, respectively, we obtain a system of N r N x equations:
The singularity-correction termĈ(r i , x j ) turns out to be crucial for the success of the Nystrom method.
Computational Implementation and Results
To test the two-and three-variable implementations of the Nystrom method discussed in the previous section, Malfliet-Tjon III ( MT-III) model for the two-nucleon potential has been used:
The parameters for MT-III potential are taken from Ref. [6] : V A = 626.8932 MeV fm, V R = 1438.723 MeV fm, µ A = 1.55 fm −1 and µ R = 3.11 fm −1 . For the two-nucleon calculations, we set nucleon mass andh to unity and take f m as the unit of length. The nucleon mass adopted yields the conversion factor 1f m −2 = 41.47 MeV.
The cut-off r max for the r-variable is taken as 15 f m, although a value of 8 f m is sufficient for about 4 digit accuracy. Quadrature grid for r is uneven: denser for small r, coarser for large r. The interval [0, r max ] is divided into 4 sub-intervals: [0, 0.5], [0.5, 2], [2, 10] , [10, 15] , which are in turn subdivided into I i -elements, i = 1, 2, 3, 4. Each element is mapped to [−1, +1], and a set of n r Gauss-Legendre points and their corresponding weights are generated for each element. By combining the quadrature points and weights for all elements, a composite quadrature rule of N r points is generated. Here N r = I r n r , with I r (≡ I 1 + I 2 + I 3 + I 4 ) denoting the total number of r-elements . Similarly, the interval [−1, +1] for the x-variable was divided into I x equal elements, with n x Gauss-Legendre points chosen in each element. Thus, a composite quadrature rule with N x = I x n x was generated. For doing the φ integrals, the interval [0, 2π] was divided into I φ equal elements, with n φ Gauss-Legendre points in each element, yielding a composite quadrature rule with N φ = I φ n φ .
Reference results for the MT-III potential were obtained with momentumspace Nystrom calculations, as reported in Ref. [13] , and are stable within seven digits after the decimal point to further variations in computational parameters . Tables 1 and 2 report results of Nystrom calculations with different values of N r , N x and N φ . Table 1 probes the convergence with respect to N r with fixed N x and N φ , while Table 2 with respect to N x and N φ with fixed N r .
Results of three-dimensional calculations
The largest calculation in Table 1 is for N r = 100 and corresponds to the following distribution of quadrature points for r: I 1 = 6, I 2 = 6, I 3 = 9, I 4 = 4, and n r = 4. With N x = 20 and N φ = 20, this corresponds to N Q = 40000. As the matrices of this size can not be kept in the fast memory, they are stored in the disk space in a block-by-block fashion. The system of equations is solved either by a direct out-of-core equation solver (a block-by-block scheme of Gaussian elimination with partial pivoting that was described earlier in [21]) or by Pade re-summation of the Born series generated from Eq. (21). Typically, [8, 7] approximant is sufficient for convergence. It is reassuring that direct and Pade solutions agree within at least 8 significant digits for a given set of computational parameters.
As we were restricted to use rather modest values (12 to 20) for N x and N φ to avoid excessively large N Q , accuracy of the results of three dimensional calculations is limited to 3-4 significant figures. For the largest three-dimensional calculation in Table 1 (namely, the run with N r = 100, N x = N φ = 20 and hence N Q = 40000), the largest relative error among the transition matrix elements reported in Table 1 is about 0.3 percent. Although the value of N r = 80 − 100 may be close to being adequate for the r-variable, Table 2 shows that the values of N x and N φ are far from being sufficient. Indeed, two-dimensional calculations of next section suggest that N x and N φ must be in the order of 60 to 80 if we ask for results accurate to within 5-6 significant figures. However, going beyond N Q = 40000 is a formidable task, requiring special programming and hardware, and has not been attempted. Instead, two-dimensional reduced equations were solved to obtain results with 7-8 significant figures. Tables 3 and 4 report convergence of the Nystrom method for the two-variable LS equation with respect to N r and N x . Integration over φ implicit in the calculation ofĜ(r, x; r ′ , x ′ ) is done with N φ = 64, which is sufficient for the stability of results to the number of digits shown in these tables. For the most refined calculation (with N r = 440 and N x = 96 ) in Table 3 , the largest absolute deviation (from the reference solution ) is 1.4 × 10 −6 for the imaginary part of the forward amplitude at 400 MeV. This corresponds to a relative error of about 2.3×10 −5 percent. For the other values of x in the same calculation, the absolute value of the difference between momentum-space and coordinate-space calculations is less than 5 × 10 −7 , while relative errors are less than 5 × 10
Results of two-variable calculations
percent. The relatively high values of N r and N x were needed to achieve agreement within 7-8 significant figure. However, more moderate values like N r = 176 and N x = 60 would be sufficient to obtain agreement within 5-6 significant figures. We note in passing that, reference results obtained from momentum-space Nystrom method [11, 13] involves about the same level of computational effort as the coordinate-space Nystrom method for comparable levels of convergence .
Finally we would like to point out the role that the singularity correction termĈ(r i , x j ) plays in the performance of the coordinate-space Nystrom method for the reduced LS equation. Table 5 gives the results obtained by settinĝ C(r i , x j ) = 0 in Eq. (25) , which corresponds to pretending as if the kernel has no singularity. As the singularity of the reduced kernel is in fact weaker, ignoring it does not lead to a catastrophy, but results are of low accuracy. Note, however, that the correction term C(r α ) in (21) for the three-dimensional case plays a much more crucial role, for without it Nystrom idea is totally inapplicable.
Conclusions
As part of our continuing interest in multi-variable methods for solving scattering integral equations without invoking expansions over angular-momentum states, we have considered the LS integral equation in coordinate space. Both the original three-dimensional and the reduced two-variable versions have been considered. To apply the Nystrom method (which combines quadrature discretization with collocation), a suitable scheme for handling the (moving -type) singularity of the free Green's function has been implemented. The basic idea is to cancel out the Green's function singularity by subtracting a known singularity (namely |r = r ′ | −1 ) which can be integrated in closed form, leaving a smoother kernel that can be integrated by quadrature. Of course, the kernel of the momentum-space LS equation is also singular, but the singularity occurs at a fixed value of the integration variable and is somewhat easier to treat by a similar subtraction scheme as discussed, e.g., in [11] . Apart from this small difference in handling the kernel singularities, momentum-space and coordinatespace Nystrom methods involve about the same level of computational effort. For local potentials, however, coordinate-space approach may be more natural, as the need for the (possibly numerical) calculation of the momentum-space representation is avoided. For instance, in the context of a Faddeev-equations approach to three-atom problems [24] [25] , calculation of the atom-atom transition matrices (for numerically available diatomic potentials) would be more practical in coordinate space.
Calculations presented in this article have been done with complex arithmetic. The K-matrix version of the present approach is possible and could lead to some computational savings (in computation time and memory needs) by allowing to work in real arithmetic. However, obtaining T-matrix from K-matrix would involve the solution of an additional integral equation in the angular variables. This possibility is currently under investigation.
The present calculations show that the Nystrom method coupled with the particular singularity removal scheme adopted is a viable procedure that is capable of producing accurate solutions of the LS equation. However, matrix dimensions in the Nystrom method implemented with direct-product quadrature schemes quickly becomes computationally prohibitive. In fact, both coordinateand momentum-space versions suffer from this problem. Variational methods based on multivariate bases may provide the alternative to the multivariate Nystrom method. The singularity subtraction scheme used in the present article would also be applicable in calculating the matrix elements that come up in the variational approaches and in other Galerkin-Petrov methods. However the so-called "curse of dimensionality" hampers all methods that make use of direct-product bases. The radial basis function (rbf) approach (which is nearly dimension independent) has emerged during recent years as an alternative to direct-product bases [22, 23] . In a recent article [13] we explored the use of rbf's (in momentum space)) in relation to momentum-space LS equation with promising results (for both three-dimensional and two-dimensional versions). A logical continuation of the present work would be to consider rbf expansions (in coordinate space) as a means of solving the coordinate-space LS equation and of obtaining separable expansions of the multivariable T-matrix. Separable expansions (of manageable rank) in multivariate bases for the two-particle Tmatrix would be particularly useful for three-body calculations without angular momentum decomposition [2, 14, 15] Table 2 Convergence study for the three-dimensional Nystrom method with respect to the number of quadrature points N x and N φ in the x and φ variables, respectively. Listed are the on-shell T-matrix elements < q 0 xφ|T (E)|q 0 x 0 φ 0 > with x 0 = 1.0 and φ = φ 0 = 0 at E = 150 and E = 400 MeV. For calculations of this table, N r = 100.
Re < q 0 xφ|T |q 0 x 0 φ 0 > Im < q 0 xφ|T |q 0 x 0 φ 0 > N x N φ x=1.0 x=0.0 x=-1.0 x=1.0 x=0.0 x=- Table 3 Convergence study for the two-variable Nystrom method with respect to the number of quadrature points N r for the r-variable. Listed are the onshell T-matrix elements < q 0 x|T (E)|q 0 x 0 > with x 0 = 1.0 at E = 150 and E = 400 MeV for different values of N r . For calculations reported in this table, the number N x of quadrature points for the x-variable is 96 .
Re < q 0 x|T |q 0 x 0 > Im < q 0 x|T |q 0 x 0 > N r x=+1.0 x=0.0 x=-1.0 x=+1.0 x=0.0 x=-1.0 E = 150 MeV 44 Table 4 Convergence of the Nystrom solution of the two-variable LS equation with respect to N x , the number of quadrature points in x-variable. Listed are the on-shell T-matrix elements < q 0 x|T (E)|q 0 x 0 > with x 0 = 1.0 at E = 150 and E = 400 MeV for different values of N x . For calculations reported in this table, the number N r of quadrature points for the r-variable is 352 .
Re < q 0 x|T |q 0 x 0 > Im < q 0 x|T |q 0 x 0 > N x x=+1.0 x=0.0 x=-1.0 x=+1.0 x=0.0 x=-1.0 E = 150 MeV 40 Table 5 Comparison of two-variable Nystrom calculations with and without the singularity correction term. Listed are the on-shell T-matrix elements < q 0 x|T (E)|q 0 x 0 > with x 0 = 1.0 at E = 150 and E = 400 MeV . For calculations in this table, N r = 176, N x = 80.
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