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MIXED HODGE MODULES AND MIXED TWISTOR MODULES
MORIHIKO SAITO
Abstract. We explain some fundamental differences between the theories of mixed Hodge
modules and mixed twistor modules (including the difference in weight system on the nearby
cycle functor) which do not seem to be clarified explicitly in the literature.
Introduction
In the introduction of the first version of [Sab4], it is stated that there is a fully faithful
functor from the category of mixed Hodge modules MHM(X) (see [Sai2]) to the category
of mixed twistor modules MTM(X) (see [Mo2]). If X is a point, then this implies that
there is a fully faithful functor from the category of mixed (complex) Hodge structures to
the category of mixed twistor structures in the sense of Simpson [Si] (see also [Sab2, 2.1]).
The “full faithfulness” implies that the Hodge numbers can be recovered from the image
of a mixed Hodge structure under this functor. However, it is shown by Simpson [Si] that
this can be done only by using a C∗-action. This “full faithfulness” does not seem to be
attained even by replacing MTM(X) with the category of integrable mixed twistor modules
MTMint(X) as in the second version of [Sab4], if the integrability condition is taken in a
weak sense as in [Sab2, 7.1], [Sab4, 2.8–9]. Indeed, it does not seem enough to assume
that a mixed twistor module admits an action of z2∂z (or λ
2∂λ in [Mo2]) satisfying certain
properties as in [Sab2], [Sab4], but we would have to fix such an action in order to capture
the Hodge filtration F as in [Si]. In fact, without it, MTMint(X) is still a full subcategory
of MTM(X), and MTMint(X) would not be called naturally a subcategory of MTM(X) as
in the introduction of [Sab4] unless one can choose naturally a good action of z2∂z for each
object in this subcategory, although this does not seem quite easy (since the situation is
entirely different from the “integrability” of a connection), see Remark (1.6) below for more
detailed explanations. Anyway it seems rather difficult to say that the natural functor from
MTMint(X) to MTM(X) is a forgetful functor forgetting the action of z2∂z.
As an example, consider pure Hodge structures of rank 2 and type
(1) {(p,−p), (−p, p)} for p ∈ Z>0,
(see [De1]), which are denoted by H(p). It is quite unclear how one can find a difference
between their images for p ∈ Z>0 in the category of twistor structures of weight 0 without
using a C∗-action (which is essentially equivalent to a z∂z-action) as in [Si]. Recall that
the category of twistor structures of weight k consists of vector bundles E on P1 which are
(non-canonically) isomorphic to direct sums of copies of OP1(k), see [Si], [Sab2, 2.1].
Here it is unclear whether a polarization of a pure Hodge structure using the Weil operator
is correctly compared in [Mo1, Lemma 3.46] with a polarization of the corresponding pure
twistor structure endowed with a C∗-action or a z∂z-action. Notice that there are two ways of
sign convention for polarizations of Hodge structures used by Deligne and Griffiths, where the
difference comes from the place of the Weil operator C, and produces a certain difference in
the sign of polarizations of Hodge structures depending on the dimensions of strict supports
(more precisely, see [Sai5, 1.4.7]). Indeed, Deligne’s convention is used in mixed Hodge
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modules (see for instance [Sai2, Remark before Theorem 3.20]), although Griffiths’ one is
mainly used in Hodge theory recently (including papers of Kashiwara and Kawai), see for
instance [St, Section 5.5]. It does not seem very clear which convention is used in [Mo1],
[Mo2], [Sab2], since the notation is rather complicated.
It is also usually unnoticed that there is a fundamental difference in the weight system
on the nearby cycle functor for Hodge modules and twistor modules, and the weight of a
pure twistor module does not not change under non-characteristic restriction, see Section 2
below.
I would like to thank T. Mochizuki for very important information [Mo3], [Mo4] giving
some explanations about the correspondence between Hodge and twistor modules in [Mo2,
13.5] and also about [Sab2, Lemma 3.7.9].
1. “Integrable R-triples” or “R˜-triples”
1.1. R˜-modules. Let X be a complex manifold. Set X = X × C. By definition RX is the
subalgebra of DX generated by z p
∗
1ξ for ξ ∈ ΘX over OX , where z is the coordinate of C,
p1 : X → X is the first projection, and ΘX is the sheaf of vector fields. This RX is contained
in the subalgebra R˜X of DX generated by z
2∂z over RX .
AnR-triple consists of (M′,M′′, C) where theM′,M′′ areRX -modules and C is a certain
pairing between M′|X×S and σ
∗M′′|X×S where S := {z ∈ C | |z| = 1} and σ is induced by
the involution of C∗ defined by z 7→ −1/z. It is called integrable if the RX -module structure
of M′,M′′ is liftable to an R˜X -module structure so that the pairing C satisfies a certain
compatibility condition for the action of z2∂z (see [Sab2, 7.1]).
It seems much better to use the terminology “R˜-triple”, rather than “integrable R-triple”
here, since the R˜-module structure is not uniquely determined by the underlying R-module
structure as is shown in (1.2) below. This seems rather misleading for non-specialists.
1.2. Case X = pt. The above problem becomes clearer in the case X = pt. This case
was studied by C. Simpson [Si], who showed that C∗-action is needed to capture the Hodge
filtration. Here we have
RX = OC, R˜X = OC〈z
2∂z〉,
with z the coordinate of C. For simplicity, assume furthermore that M′,M′′ are finite
free OC-modules and the action of z
2∂z comes from that of z∂z , that is, the corresponding
connection has a logarithmic pole. (Note that a C∗-action is essentially equivalent to a
z∂z-action.) The eigenvalues of the residue of the logarithmic connection should be closely
related to the complex numbers p, q with
GrpF i
∗
1M
′ 6= 0, GrqF i
∗
1M
′′ 6= 0 (counted with multiplicities),
where i1 : {1} →֒ C is the inclusion, see [Sab2]. (Note that these are closely related to the
ambiguities of the integrable structure in [Sab4, Remark 2.9].)
Indeed, the twistor structure associated with a complex Hodge structure (H ;F ′, F ′′) can
be defined by using
(1.2.1)
⊕
p∈Z F
′pH ⊗ z−p,
⊕
q∈Z F
′′qH ⊗ z−q.
More precisely, we have to use the dual of the first term, since the first term is contravariant
in the case of twistor modules, and a polarization of complex Hodge structure is not used
here as is noted in an earlier version of this note, see [Sab2, 2.1], and also (A.2–4) below.
Indeed, if we do not use the dual, then we would get a twistor structure of weight 0, since
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the dual Hodge stricture H∨ is isomorphic to the conjugate Hodge structure H up to the
Tate twist (w) with w the weight of the Hodge structure.
The above argument shows that there is a canonical representative of R-modules (up to a
non-canonical isomorphism) using the action of z2∂z in the case of twistor modules coming
from variation of complex Hodge structures.
Remark 1.3. The graded C[z] modules in (1.2.1) are quite similar to Brieskorn lattices
of Gauss-Manin systems associated with weighted homogeneous polynomials having isolated
singularities, see [Sab3], [Sai1], [ScSt], etc.) In the general “integrable” case where z2∂z-
actions are simply assumed, one may have a situation similar to the Brieskorn lattices of
certain non-weighted-homogeneous polynomials. Here one has to use the graded-quotients of
the V -filtration along z = 0. This may be related to the rescaling limit argument in [Sab4]
in the case X = pt, since the latter seems to be related to the theory of asymptotic Hodge
structures by Varchenko [Va] where one takes the leading terms of asymptotic integrals, see
also [ScSt]. (Note that the irregular case with respect to ∂z is also possible if we consider
z2∂z-actions.)
1.4. Description of the Hodge filtration F . The argument in (1.2) implies that the
Hodge filtration F cannot be captured unless one fixes an R˜-module structure for M′,M′′.
Indeed, the eigenvalues of the residues depend heavily on the lifting as an R˜-module, see
also the example in the introduction which gives various liftings as R˜-module structures
for various p ∈ Z>0. (This may be related with [Sab4, 2.8–9].) So it would be better to
use “R˜-triple” rather than “integrable R-triple” in order to avoid any possible confusions.
(Indeed, “integrable R-triple” may strongly suggest that an R˜-module structure is not fixed
although it admits such a structure, see also Remark (1.6) below.)
Related to the above problem, it does not seem very clear how to interpret, for instance, an
“integrable morphism of the underlying filtered R-triples” in [Mo2, p. 188, ℓ. 5]. It is noted
in [Sab2, 7.1.c] that a morphism of integrable triples is called “integrable” if it commutes
with “some representatives of the ∂¯z-actions” (with ∂¯z := z
2∂z). However, it does not seem
quite clear whether some “equivalence class” is fixed in [Mo2, p. 188, ℓ. 5] or not. (Two
actions of ∂¯z on (M
′,M′′) are called “equivalent” in [Sab2, 7.1.c], if their difference is given
by λz on M′ and λ¯z on M′′ for some λ ∈ C.) This is closely related to [Sab4, 2.8-9] in
the irreducible (or simple) case. Here it does not seem very clear whether direct sums of
integrable triples can be well-defined under the above definition of integrable morphisms,
since the ambiguity λ might depend on direct factors. This problem seems to be closely
related to the example in the introduction, since the Hodge structures there are direct sums
of two complex Hodge structures, see [Si], [Sab2, 2.1.d].
As a conclusion, it does not seem quite easy to show that the integrability condition in
the weak sense explained above together with the real structure is sufficient to get a fully
faithful functor from the category of mixed Hodge modules. Note that the full faithfulness
implies that, for an object in the essential image, the corresponding mixed Hodge module
could be determined up to a canonical isomorphism; in particular, the Hodge numbers could
be determined uniquely in the case X = pt.
1.5. Relation with Kashiwara’s conjecture. It seems highly desirable to construct a
certain category of twistor modules on any variety in such a way that this category contains
the category of Hodge modules as a full subcategory (or at least as a subcategory) and more-
over the underlying D-modules of its objets contain any irreducible holonomic D-modules.
However, one cannot cover all the irreducible local systems on smooth complex varieties if he
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imposes the above integrability condition (in the weak sense as explained above) on twistor
deformations. In the case of rank 1 local systems on smooth projective varieties, for instance,
the integrability condition implies that the twistor deformation (which is slightly different
from Simpson’s C∗-action) is constant so that the Higgs field vanishes, and hence the local
system is unitary, see [Sab2] and also [Sai4] (here it is not very clear whether one can get a
correct definition of twistor deformations of local systems in the non-compact case without
assuming the extendability to a compactification, see [Sai4, Remark 2.5(iii)]). So it would be
better to avoid the same notation MTM for the one with integrability condition imposed (as
in someone’s talk in Kyoto). Perhaps “(irregular) Hodge-twistor modules” might be more
suitable for these objects, since they seem to be quite close to “irregular Hodge modules”,
see [Sab4].
Remark 1.6. In the introduction of (the first version of) [Sab4], it is stated as follows: “The
subcategory MTMint(X) of integrable objects and morphisms plays an important intermediate
role in what follows. The RX -modules underlying the objects in this subcategory are equipped
with a compatible action of z2∂z and the pairing is supposed to be compatible with it. The
morphisms in this subcategory are those morphisms in MTM(X) which are compatible with
the z2∂z.” Here the most nontrivial point is the following question: Of which category is
MTMint(X) considered as a “subcategory”? In view of the above expression, this seems to be
regarded as a “subcategory” of MTM(X), and there does not seem to be no other choices.
Indeed, one does not seem to be talking about the category whose objects are objects of
MTM(X) endowed with a good action of z2∂z , that is, the category of W -filtered R˜X -triples
satisfying certain good conditions (the latter category will be denoted by MTM∼(X) in
these notes). In fact, “this subcategory” would be replaced by “this category” in such a
case. Moreover the last sentence of the quoted phrases seems to describe the way in which
the author shrinks the groups of morphisms of “this subcategory”. However, there seems to
be some non-trivial difference between the category MTM∼(X) and the situation mentioned
in the above quoted sentences. It does not seem quite easy to realize the above situation
without solving some set-theoretic problem as is explained below.
Indeed, in order to realize the above sentence, one would have to “give”, or rather “choose”,
an action of z2∂z (among all the possible choices) for each object in this “subcategory” of
MTM(X). This seems to be equivalent to choosing an objectwise section (forgetting about
morphisms) on the image of the forgetful functor MTM∼(X) → MTM(X). The image of
the latter coincides with the objects of MTMint(X). However, this forgetful functor is never
injective except for certain special cases, since there is an ambiguity of choice of the action
of z2∂z. This means the the same object of MTM(X) may underlie many different objects of
MTM∼(X). It implies that the natural functor from MTM∼(X) to MTM(X) never factors
through MTMint(X), and the groups of morphisms of MTMint(X) do depend on the choice of
the objectwise section, that is, on the choice of the action of z2∂z. In particular, MTM
int(X)
would be called rather “a subcategory” instead of “the subcategory” unless the choice of
the z2∂z-action is explicitly given. (In order to understand the situation, the reader may
restrict to the case X = pt and consider only pure objects of weight 0 as in the example in the
introduction. It may be also helpful to compare the situation to the case where one identifies
a certain full subcategory of the category M(k[x]) of k[x]-modules with a “subcategory” of
the category M(k) of k-vector spaces by choosing an element of Endk(V ) as an action of x
for each V ∈M(k), where k is a field and k[x] is the polynomial ring in one variable x. Here
one gets only a full subcategory of M(k[x]) since for each k-vector space V , there is only one
object in this full subcategory such that its underlying k-vector space is V . Note that this
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full subcategory of M(k[x]) is not necessarily equivalent to the whole category M(k[x]) if
the above “subcategory” of M(k) is badly given.)
It does not seem very clear, however, how the above choice is made in [Sab4]. This seems
to be rather nontrivial even in the case of mixed twistor structures where X = pt. There
does not seem to be a canonical way to do it in general. It does not seem even clear whether
there is a good way to do it, although it seems relatively easy to choose a very bad action
of z2∂z in such a way that for any two objects in this subcategory which are isomorphic to
each other in MTM(X), the actions of z2∂z on these two objects are compatible with some
isomorphism between these in MTM(X). (Indeed, choose an object in each isomorphism
class of objects of MTM(X), choose one isomorphism between the chosen object and any
other object in the isomorphism class, and then choose an action of z2∂z for the chosen object
in the isomorphism class. In the case of twistor structures of weight 0, this would correspond
to assigning, for instance, a trivial Hodge structure of type (0, 0) to any twistor structure
of weight 0.) It does not seem very clear in general how these bad choices are excluded in
the above quoted situation, for instance, if we choose the action of z2∂z arbitrarily among
possible choices for each object of “a subcategory” MTMint(X).
Actually it may be possible to give a very artificial choice of the action of z2∂z by dividing
each isomorphism class of objects of MTM(X) into a disjoint union indexed by all the
possible actions of z2∂z on the chosen object in this isomorphism class (provided that the
associated set-theoretical problem can be resolved). In this case, however, it seems more
appropriate to say that “a subcategory” MTMint(X) of MTM(X) is identified with a certain
“full subcategory” of MTM∼(X) which is equivalent to MTM∼(X), by using this “very
artificial choice”. Here the condition: “which is equivalent to MTM∼(X)” disappears if we
take a bad choice of the z2∂z-action as above. Anyway, how to choose an action of z
2∂z on
each object of “a subcategory” MTMint(X) does not seem to be a trivial matter which can
be left without giving any details.
Remark 1.7. In the third version of [Sab4], it is stated as follows: “The category MTMint(X)
of integrable objects and morphisms plays an important intermediate role in what follows.
The RX -modules underlying the objects in this category are equipped with a compatible action
of z2∂z and the pairing is supposed to be compatible with it. The morphisms in this category
are defined as are the morphisms in MTM(X), with the supplementary condition that they
are compatible with the z2∂z-action.” Here it does not seem very clear whether the problem
explained in Remark 1.6 above is completely solved by this change. The main problem is
that the same object of MTM(X) can underlie many different objects of MTMint(X), or
MTM∼(X) following the notation in Remark (1.6) above, as is repeatedly explained there.
In view of this phenomenon, the expression: “TheRX -modules underlying the objects in this
category are equipped with a compatible action of z2∂z” could be rather confusing, since it
is not quite clear whether the z2∂z-action on the underlying RX -modules can really depend
on each object of MTMint(X) (or MTM∼(X) in the notation of Remark (1.6)). Indeed,
it seems quite possible for the reader to understand that the author is simply considering
“the RX -modules underlying the objects in this category” without caring so much about
the object of this category that each RX -module underlies. It may be better to note, for
instance, as follows: “The RX -modules underlying each object in this category are equipped
with a compatible action of z2∂z depending on each object, and not only on the underlying
RX -modules”. (Here note that a pair of RX -modules is needed for each object of MTM(X).)
The above problem may have some relation to the difference between an “inverse functor”
and a “quasi-inverse functor” for a functor of categories F : C → C′. Indeed, the former
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is a functor G : C′ → C such that G ◦F and F ◦G are the identity functors on C and C′.
This is, however, rather difficult to construct in practice. What we can usually construct
is the latter which satisfies the following conditions: There are functorial isomorphisms
ψA : G(F (A)) ∼= A and φB : F (G(B)) ∼= B for A ∈ C, B ∈ C
′.
2. Weight system of mixed twistor modules
2.1. Weights on nearby cycles. Let X be a smooth variety. The weight of the structure
sheaf OX is always 0 independently of the dimension of X , according to the authors of [Sab2]
and [Mo2]. Here we consider the twistor module corresponding to the constant twistor
deformation of OX over P
1 or a constant variation of twistor structure of rank 1 and weight
0, see [Sab2], [Si], and also Remark (2.8) below. The above assertion follows from the
definition of twistor modules using the nearby cycle functors along holomorphic functions
(see [Sab2, 4.1] and also [Mo2, p. 9, ℓ. 10]), which we apply to local coordinates of X
inductively. Indeed, according to these, the weight filtration W on the nearby cycle functor
ψf of a pure twistor module M of weight w is given by the monodromy filtration shifted by
w, instead of w − 1 as in the Hodge module case. Note that the latter shift of weight by
−1 in the mixed Hodge module case implies that the weight of a pure Hodge module with
a strict support is the sum of the dimension of the support and the pointwise weight at a
generic point of the support as in the ℓ-adic case (see also Kashiwara’s remark explained
below).
2.2. Kashiwara’s remark. If we define the weight filtration W on the vanishing cycle
functor ϕf,1 in the same way as ψf (that is, the monodromy filtration W is shifted by the
weight w), then we get the vanishing of
(2.2.1) can : GrWk ψf,1M→ Gr
W
k ϕf,1M, var : Gr
W
k ϕf,1M→ (Gr
W
k ψf,1M)(−1),
see Kashiwara’s remark before [Sai2, Theorem 3.21 on p. 303]. This shift for ϕf,1 is quite
reasonable if one considers the case where the support of M is contained in f−1(0).
2.3. Weights on direct images. It turns out that the weights of the direct images of
twistor modules under projective morphisms would be given (as is noted in [Sab2, Theorem
6.1.1]) as follows:
(A) If f : X → Y is a projective morphism and M is pure of weight w, then Hjf+M is
pure of weight w + j.
This seems to hold, for instance, in the case where
(2.3.1) M = OX with w = 0, Y = pt, and H
0f+OX = H
0(aX)+OX has weight 0.
Here aX : X → pt denotes the structure morphism, and we consider the constant twistor
deformation of OX over P
1 as in (2.1). Recall that the direct image functor of twistor
modules for the projection aX : X → pt is defined by using the relative de Rham complex
which is locally the Koszul complex of the z∂xi using the bases z
−p dxi1∧· · ·∧dxip , where the
division by zp corresponds to the shift of the Hodge filtration F . We have, for instance, the
induced pairing between H0(X,ΩdXX )⊗z
−dX and its complex conjugate, where dX := dimX .
This seems to define a twistor structure of weight 0, and not dX , as is explained a remark
after (1.2.1). Indeed, there is a canonical pairing between H0(X,ΩdXX )⊗ z
0 and its complex
conjugate, which is constant on S1 := {z ∈ C | |z| = 1}. This would imply the assertion for
H0(X,ΩdXX )⊗ z
−dX and its complex conjugate, since zz¯ = 1 on S1.
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More generally, (p, q)-forms have a perfect pairing with (dX − p, dX − q) forms, and the
conjugates of the former are (q, p) forms. This would imply that Hj(aX)+OX has weight j.
Indeed, Hj(aX)∗OX should be defined by(
HdX−j(X,C), HdX+j(X,C), C
)
,
(see [Sab2, 1.6.13]), and we have
q − (dX − p) = j if p+ q = dX + j.
(This fundamental example does not seem to be explained in the literature.)
In the “integrable” case (more precisely, in the “R˜-triple case”), the above argument
should give the “Hodge numbers” of the direct image.
The assertion (A) implies that the weights of twistor modules do not change under the
direct images by closed embeddings. (This is different from the earlier version of this note.)
Remark 2.4. There is a Tate twist (−1/2) (in the notation of [Sab2]) in the isomorphism
between the two nearby cycle functors in [Mo2, Proposition 4.3.1], where the usual one is
as defined in [Sab2], and is denoted simply by ψ in this note, and the other one, which
is denoted by ψ(1), is defined in [Mo2] by using Beilinson’s construction. It may be more
natural to use the latter for the inductive definition of twistor modules from the beginning
in [Sab2].
Remark 2.5. In the calculation of the nearby cycles for a special case which was used in
the proof of the decomposition theorem (see [Sab2, Lemma 3.7.9]), we would have
(2.5.1) GrWk ψfM =


(iZ)+M|Z(1/2) if k = w − 1,
(iY1)+M|Y1 ⊕ (iY2)+M|Y2 if k = w,
(iZ)+M|Z(−1/2) if k = w + 1,
Here w is the weight of a pure twistor module M, f−1(0) is a union of normally crossing
two smooth hypersurfaces Y1, Y2 in X , and Y1, Y2, Z := Y1 ∩ Y2 are transversal to a Whitney
stratification of M.
The above Tate twists are not stated in [Sab2] (by the reason that the weights of twistor
modules can be changed arbitrarily since there are Tate twists with half-integer values, that
is, with any integer weights, according to the author of [Sab2]). It turns out that the above
Tate twists do not appear at all on the level of R-modules, and they are reflected only on the
pairings C (in the manner noted at the end of [Sab2, Lemma 3.7.9]) according to [Mo4].
In the “integrable” case (or more precisely, in the R˜-triple case), however, the above
assertion may sound rather strange, since there would be a canonical representative of R˜-
modules using the action of z2∂z at least in the variation of complex Hodge structure case
as is explained in (1.2). In this case, some more arguments concerning the action of z2∂z
may be needed for the proof of [Sab2, Lemma 3.7.9]. (For instance, the Tate twists in (2.5.1)
must be more precise in the “integrable” case, see (2.9) below.)
Even in the non-integrable case, the argument in [Sab2] (and [Mo4]) may be a little bit
confusing because of the definition of Pψ in [Sab2, 3.6.14] since the relation with M|Z , the
usual restriction of M to Z, is not stated there (indeed, the assertion for the underlying
R-modules is proved for the first time in the first part of [Sab2, Lemma 3.7.9]). So the last
part of [Sab2, Lemma 3.7.9] may be misstated. Actually GrW1 ψfC seems to be compared
with the pairing ofM|Z by using two-variableMellin transform in the proof of [Sab2, Lemma
3.7.9]. However, the argument is rather difficult to follow for non-experts, since the assertion
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of [Sab2, Lemma 3.7.8] states only the information about the orders of poles and some
assertion from the proof of [Sab2, Proposition 3.8.1] (that is, (3.8.2) which is shown only in
the constant variation case) is quoted.
Remark 2.6. Let f : X → S be a projective morphism of smooth varieties with dimS = 1.
Assume D := f−1(0) is a reduced divisor with simple normal crossings for 0 ∈ S. Let Di be
the irreducible components of D. Set
DI :=
⋂
i∈I Di with iI : DI →֒ X the natural inclusion.
Let t be a local coordinate of (S, 0). Then the co-primitive part of the graded quotient of
weight −k of the weight filtration on ψfOX := ψt(if )+OX is described as
(2.6.1)
(
GrW−kψfOX
)
copr =
⊕
|I|=k+1 (iI)+ODI (k/2) (k > 0),
and the primitive part of the graded quotient of weight k as
(2.6.2)
(
GrWk ψfOX
)
prim =
⊕
|I|=k+1 (iI)+ODI (−k/2) (k > 0),
where the latter is related to the former by Nk, see [Sab2, Proposition 3.8.1]. (Note, however,
that i∗J used there is the usual restriction, and is quite different from the pull-back functor
in (2.6.4) below, see also [Mo2, 14.3.3].)
Note that the co-primitive part of GrW
•
ψfOX should be related closely to the D-module
corresponding to CY by the local invariant cycle theorem asserting that
(2.6.3)
QY [dimY ] =Ker
(
N : ψf,1QX → ψf,1QX(−1)
)
(
=Ker(can : ψf,1QX → ϕf,1QX)
)
.
These suggest that the native restriction morphism does not work in twistor theory. More
precisely, for a closed embedding i : X →֒ Y of smooth complex manifolds of codimension
r, and for a twistor module M on Y which is non-characteristic to X (for instance, X is
transversal to a Whitney stratification ofM), the pull-back functor i∗ in the derived category
(see [Mo2, 14.3.3]) should satisfy
(2.6.4) i∗M∼=M|X(r/2)[r],
where M |X denotes the usual restriction as in [Sab2]. (This may be explained somewhere in
the literature, see [Mo2, Lemma 14.3.26] for the Tate twisted constant variation case.) It is
closely related to Remark (2.7) below.
Note that (2.6.4) suggests that, for a smooth morphism f : X → Y of relative dimension
r, we would have
(2.6.5) f ∗M∼= f
•M(−r/2)[−r],
where f •M denotes the usual smooth pull-back as in [Sab2]. In the case Y = pt, the Tate
twist in (2.6.5) seems to be compatible with [Mo2, 13.5], see (2.8.1) below.
Remark 2.7. LetX be a smooth projective curve, and P be a point ofX with iP : {P} →֒ X
the inclusion. In this note, we denote a∗XQ ∈ D
bMHM(X) by Qh,X with aX : X → pt the
structure morphism (and similarly for Qh,P ). There is a canonical morphism (coming from
adjunction morphisms)
(2.7.1) (Qh,X [1])→ (Qh,P )[1],
in the derived category of mixed Hodge modules on X , where (M) indicates that M is
a Hodge module for M = Qh,X [1] or Qh,P (and (iP )∗ before Qh,P is omitted to simplify
the notation). More precisely, the distinguished triangle associated to this morphism is
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expressed by the following short exact sequence in the abelian category of mixed Hodge
modules MHM(X):
(2.7.2) 0→ Qh,P → (jU)!Qh,U [1]→ Qh,X [1]→ 0,
where U := X \ {P} with inclusion jU : U →֒ X .
Taking the direct image of (2.7.1) by aX : X → pt, we then get the canonical isomorphism
(2.7.3) H−1(aX)∗(Qh,X [1]) = H
0(X,Q)
∼
−→ H−1(aX)∗(Qh,P [1]) = Q.
Here one problem is as follows:
(Q) Is there a morphism corresponding to (2.7.1) in the bounded derived category
of mixed twistor modules?
It does not seem that there is a corresponding morphism in twistor theory if one considers
OX (with constant twistor deformation over P
1) and its usual restriction to P ∈ X . Here
one would have to use Beilinson’s nearby cycle functor ψ(1) to define the restriction to P .
This functor is different from the usual one in [Sab2] (that is, ψ in this note) by the Tate
twist (1/2) as is explained in Remark (2.4). These are closely related to (2.6.4).
Note also that the twistor module OX(−dX/2) in the notation of [Sab2] is used in [Mo2,
13.5] as the twistor module corresponding to the Hodge module Qh,X [dX ]. Here the notation
is rather complicated since the dual filtered D-modules are used, see also Remark (2.8) below.
(These follow by interpreting Mochizuki’s comments [Mo3] given very recently.) If one uses
O˜X := OX(−dX/2) instead of OX in Remark (2.6), then one would have to use Beilinson’s
nearby cycle functor instead of the usual one to get a good formula.
Remark 2.8. If (OX ,OX , C) denotes the twistor module of weight 0 corresponding to the
constant twistor deformation ofOX over P
1 as in (2.1) (where X := X×C), then OX(−dX/2)
in Remark (2.7) above is isomorphic to
(2.8.1) (zdXOX ,OX , C) ∼= (OX , z
−dXOX , C)
) (
∼= (OX ,OX , C)(−dX/2)
)
where zdX in the first term corresponds to the shift of the Hodge filtration F (that is, the
Tate twist). Note that the first isomorphism in (2.8.1) would not hold unconditionally in the
“integrable” case (that is, in the R˜-triple case), since this would change the Hodge numbers
if the representative is taken canonically by using the action of z2∂z as in the last remark in
(1.2).
The above shift of the Hodge filtration comes from the self-duality isomorphism
(2.8.2) D(OX , F ) = (OX , F [dX]).
A similar isomorphism holds for any pure Hodge modules with dX replaced by the weight
w in general, and this is used in [Mo2, 13.5] in an essential way. This may work at least if
one uses right D-modules where the filtration F on ΩdXX is shifted by −dX . This shift may
imply some shift of the filtration F in [Mo2, 13.5]. If we use left D-modules instead, then
the filtration F on the dualizing sheaf is shifted by 2dX , and this may induce a shift of the
filtration F in the duality isomorphism for the direct images by projective morphisms, which
is used in an essential way in [Mo2, 13.5]. (Note also that there is a shift of filtration F in
the transformation between left and right D-modules, and this shift depends on the ambient
dimension. This will also induces a shift of filtration F in the duality isomorphism for the
direct images by proper morphisms.) It is rather complicated for the author to follow the
arguments in [Mo2, 13.1.1–2] (see also [Mo4]).
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2.9. Tate twists. In the “integrable” case (that is, in the R˜-triple case), Tate twists should
be indexed by two integers p, q. For instance, the “integrable” twistor structure associated
to a complex Hodge structure of rank 1 as in (1.2) should have some type (p, q) coming from
the Hodge-type of the Hodge structure, and the Tate twists should contain the information
about the change of types. These refined Tate twists may be denoted, for instance, by ((a, b)),
where −a, −b give the shift of type (p, q) (that is, H((a, b)) has type (p− a, q − b) if H is an
“integrable” twistor structure of type (p, q)). For M = (M′,M′′, C), these can be defined
by
(2.9.1) M((a, b)) := (z−aM′, zbM′′, C).
They coincide with the Tate twists U(−a, b) in [Mo2, 2.1.8.1], and give ((a+ b)/2) in [Sab2]
forgetting the action of z2∂z. In the “integrable” case, it may be possible to define that the
Tate twist (m) means ((m,m)) for m ∈ Z, but this is unclear for m ∈ 1
2
Z \ Z. (Note that
the Tate twist (m) changes the weights by −2m.)
Note that, by considering the argument in (2.3), it may be possible to use also
(2.9.2) M((a, b))t := (z−bM′, zaM′′, C),
where M((a, b))t =M((b, a)). (In this case, (1.2.1) might be modified appropriately.)
Anyway the Tate twists in (2.5.1), (2.6.1–2), (2.6.4–5) should be replaced by the above
refined Tate twists in the “integrable” case.
Remark 2.10. As for the definition of twistor modules, it seems necessary to assume that
the pairing C of twistor modules depends holomorphically on z ∈ S1 := {z ∈ C∗ | |z| = 1}
in some sense; more precisely, it should depend real analytically by using an automorphism
of P1 moving S1 to the real axis R∪ {∞} ⊂ P1. Indeed, we would have to glue holomorphic
vector bundles, and it does not seem easy to replace these by C∞ bundles. As for [Sab2,
Lemma 1.5.3], it does not seem very clear how “Grothendieck’s Dolbeault lemma” is used
for its proof if the definition of C∞,anX|S is really as in [Sab2, Example 0.5.2]; for instance, in
the case X = pt.
As to the E2-degeneration argument of the weight spectral sequence, the same remark as
in (A.6) below may apply.
Appendix. Some remarks on complex Hodge modules
Recently the theory of complex Hodge modules is studied by some people. These modules
are between real Hodge modules and twistor modules, and the theory seems to be based on
some ideas of Kashiwara (see [Ka], [Sab1], [ScVi, (5.1)]). We note here some remarks related
to them.
A.1. Complex conjugation. Let X be a complex manifold, and OX be the sheaf of
holomorphic functions. We denote respectively by OX , OXR the sheaf of anti-holomorphic
functions and complex-valued real analytic functions (or C∞ functions if one prefers) on the
underlying topological space of X .
Let L be a C-local system on X . Its complex conjugate is denoted by L. This is defined
by the sheaf L with action of C given via the complex conjugation
(A.1.1) c 7→ c (c ∈ C).
If L has rank 1 and a local monodromy of L is given by the multiplication by λ ∈ C∗, then
the corresponding local monodromy of L is the multiplication by λ.
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Set
M := OX ⊗C L.
This is a locally free OX -module with holomorphic connection ∇. Set
M := OX ⊗C L,
which is the complex conjugate ofM . This is a locally freeOX-module with anti-holomorphic
connection ∇, and is defined by the sheaf M with action of OX given via the complex
conjugation
(A.1.2) g 7→ g (g ∈ OX).
A.2. Variations of complex Hodge structure. With the above notation, assume the
local system L underlies a polarizable variation of complex Hodge structure. Here the Hodge
filtration F is defined on M . We have the opposite Hodge filtration F c which, together with
the Hodge filtration F , gives the Hodge decomposition of Lx at each x ∈ X . This F
c is
defined on
M c := OX ⊗C L,
inducing a filtration of OXR ⊗ L by scalar extension, but not on M = OX ⊗C L in general
(unless L is defined over R). Its complex conjugate F c is defined on
M c := OX ⊗C L,
which is the complex conjugate of M c, and F c can be described as in (A.3) below by using
a polarization of variation of complex Hodge structure
(A.2.1) L⊗C L→ C.
Note that the latter is equivalent to a DX⊗CDX-linear pairing:
(A.2.2) M ⊗C M → OXR (⊂ DbX),
with DbX is the sheaf of distributions, see also [ScVi, (5.1)]. Here we use DX⊗CDX-linear
pairings as above. This should be distinguished from the “sesquilinear pairing”:
(A.2.3) M ×M → OXR (⊂ DbX),
which uses the twist of the action of OX by the complex conjugation as in (A.1.2) for one
factor. We will not use sesquilinear pairings except for the case X is a point, since the
use of the complex conjugation in this way could be very confusing when monodromies are
considered.
A.3. Description of the opposite filtration. We can verify that the Hodge filtration F
on M = OX ⊗C L induces the associated dual filtration F
∨ on
M c = OX ⊗C L,
with respect to the polarization (A.2.1), and F∨ coincides, up to a shift of filtration, with
the complex conjugate F c of the opposite filtration F c on
M c = OX ⊗C L.
Indeed, using the point-wise dual filtration, we see that the filtration F on M = OX ⊗C L
induces the filtration F∨ on M c = OX ⊗C L, or equivalently, F∨ on M c = OX ⊗C L (by
taking the complex conjugation as in (A.1.2)), and the latter coincides with the opposite
filtration F c up to a shift of the filtration. In fact, the non-degenerate pairing (A.2.1) induces
an isomorphism at each x ∈ X
(A.3.1) Lx ∼= L
∨
x ,
12 M. SAITO
with left-hand side having the filtration F , and this induces the dual filtration F∨ on Lx,
which coincides with the opposite filtration F c up to a shift of filtration. Here it seems
necessary to view the polarization as a sesquilinear pairing as in (A.2.3) after restricting it
over x ∈ X , in order to get the Hodge decomposition of Lx at each x ∈ X , where Lx and Lx
are identified with each other up to the action of C.
Remark A.4. It has been informed from T. Mochizuki that a pairing corresponding to the
following is used in the twistor theory (where the first factor behaves contravariantly):
(A.4.1) DM ⊗M c → OXR (⊂ DbX),
which is induced by the canonical morphism L∨⊗L→ C. Here DM is the dual as a filtered
D-module, and this is different from the dual as a filtered O-module by a shift of filtration
F , see (A.5.2) below. Note that this shift is very important in the theory, see [Mo2, 13.5].
Remark A.5. In the case of variations of complex Hodge structure, it may be more natural
to use the following DX⊗CDX-linear pairing:
(A.5.1) M ⊗C M ′ → OXR (⊂ DbX),
where
(A.5.2) (M ′, F ) := D(M c, F c[−dX ]) = DO(M
c, F c)
(
:= HomOX
(
(M c, F c), (OX , F )
))
,
with GrpFOX = 0 (p 6= 0). Indeed, the argument in (A.3) implies
DO(M
c, F c) = (M,F [w]).
Here D and DO denote respectively the dual functors for filtered holonomic D-modules and
for filtered locally free sheaves.
Since the second factor of the pairing must behave contravariantly in the case of complex
Hodge modules, the above formula (using the dual functor D) may be useful especially in the
mixed case where we have the weight filtration W . (Indeed, we would have to use a weight
“co-filtration” for the second factor otherwise.)
Here it seems useful to introduce the Hermitian dual :
DH(M) := HomOX (M,DbX),
as well as the Hermitian conjugate :
MHC := D(DH(M)).
These are isomorphic to D(M c) and M c respectively in the case of variations of complex
Hodge structure by the above argument. SettingM ′′ = D(M ′), we could use the isomorphism
MHC ∼= M ′′, or equivalently, DH(M) ∼= D(M ′′),
(instead of a pairing) for the definition of complex Hodge modules, where M ′′ = D(M ′) has
the filtration F (corresponding to the opposite filtration F c by the complex conjugation) so
that the above isomorphism induces complex Hodge structures at any x ∈ X in the case of
polarizable variations of complex Hodge structure.
Remark A.6. The formulation in Remark A.5 above seems to be useful for the proof of
the E2-degeneration of the weight spectral sequence, where one has to show the compatibility
of the above structure with the differentials dr of the spectral sequences for any r > 2.
More precisely, the compatibility of each differential dr of the two spectral sequences with
the induced pairing between the E2-terms (which are identified with the Er-terms) must be
proved before showing their vanishing for each r > 2. This problem does not seem quite
easy to solve by using a pairing argument unless we adopt the above formulation together
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with the standard argument of spectral sequences associated with filtered complexes. Note
that it is enough to prove a comparison isomorphism between two spectral sequences in the
latter case. Here one would have to use the vanishing of ExtiDX(M,DbX) for i 6= 0 (see [Ka])
in order to apply the derived functor argument.
As for [Ka] and [Sab1], these seem to be closely related to ideas behind the theories of
twistor modules and complex Hodge modules, although they do not seem to be quoted
explicitly in [Sab2]. (This may be rather strange, see also a sentence before [ScVi, (5.1)] or
p. 19, ↑ l. 6 in arXiv:1206.5547.)
Remark A.7. In the case of real Hodge modules, the above “weight spectral sequence” is
defined (or constructed) in the categoryMFrh(DX ,R) consisting of filtered regular holonomic
D-modules endowed with a real structure. However, the “corresponding category” together
with the “corresponding argument” for complex Hodge modules does not seem to be very
clear.
If we use the above Hermitian conjugate MHC , then this category can be given by the
category whose objects are pairs of filtered holonomic D-modules (M,F ), (M ′′, F ) endowed
with an isomorphism α :MHC ∼= M ′′ as in Remark A.5 above, and the argument is relatively
easy as is explained in Remark A.6 above.
If the Hermitian conjugate is not used, then one would have to use a pairing argument
between two “spectral objects” in the sense of Verdier [Ve] in order to replace the above
comparison isomorphism argument between two spectral sequences, where the argument
would be much more complicated. (This pairing argument between two spectral objects
seems to be useful also in the twistor case.)
Remark A.8. It would be highly desirable to write down complete proofs of main theorems
in the theory of complex Hodge modules before giving courses about these. Otherwise, it
would be rather irresponsible toward the audience. For instance, generalizations of results of
Schmid and Zucker to the non-quasi-unipotent monodromy case seem to be far from trivial.
There does not seem to be any example where rational or real Hodge modules are not
enough, and complex Hodge modules are really needed in algebraic geometry, except for
certain cases related to representation theory as in [ScVi].
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