Face recognition is a biometric technology used to identify individuals based on facial feature information. Previous studies of face recognition used features including the eye, mouth and nose; however, there have been few studies on the effects of using other facial components, such as the eyebrows and chin, on recognition performance. We measured the recognition accuracy affected by these facial components, and compared the differences between computer-based and human-based facial recognition methods. This research is novel in the following four ways compared to previous works. First, we measured the effect of components such as the eyebrows and chin. And the accuracy of computer-based face recognition was compared to human-based face recognition according to facial components. Second, for computer-based recognition, facial components were automatically detected using the Adaboost algorithm and active appearance model (AAM), and user authentication was achieved with the face recognition algorithm based on principal component analysis (PCA). Third, we experimentally proved that the number of facial features (when including eyebrows, eye, nose, mouth, and chin) had a greater impact on the accuracy of human-based face recognition, but consistent inclusion of some feature such as chin area had more influence on the accuracy of computer-based face recognition because a computer uses the pixel values of facial images in classifying faces. Fourth, we experimentally proved that the eyebrow feature enhanced the accuracy of computer-based face recognition. However, the problem of occlusion by hair should be solved in order to use the eyebrow feature for face recognition.
INTRODUCTION
Face recognition is a biometric technology for user authentication using facial features. A computer-based face recognition system finds the correspondence between enrolled and input facial images. Such systems are used for door control, immigration administration, and user authentication for mobile devices because they can be easily implemented while not requiring a user to touch the device.
Previous studies of face recognition have used the eyes, mouth, and nose; however, there has been little research on the effect of other facial components such as eyebrows and the chin on recognition performance [1] [2] [3] . Sadrô et al. suggested that the absence of eyebrows leads to significant confusion in the perception process [4] . However, they did not discuss the influence of other facial components, and only focused on human-based recognition without considering computer-based recognition. O'Toole et al. showed a comparison between computer-based and human-based face recognition according to illumination variation [5] .
Verma et al. presented a novel methodology for
quantitative analysis of changes in facial display as the intensity of an emotion evolves from neutral to peak expression based on regional volumetric difference (RVD) [6] . Gur et al. described a method for accurately acquiring and reconstructing the geometry of the human face and for display of this reconstruction in a 3-dimensional format. They applied the method in a sample of 70 actors and 69 actresses expressing happiness, sadness, anger, fear and disgust, as well as neutral expressions [7] .
Maeng et al. proposed the method of evaluating face recognition system based on scenarios [8] . However, there is no research that considers the difference between computer-based and human-based face recognition according to facial components.
The numerous methods of computer-based face recognition [9] are divided into appearance-based and feature-based face approaches. Appearancebased methods include principal component analysis (PCA), linear discriminant analysis (LDA), and independent component analysis (ICA); these methods reconstruct a face image in a subspace consisting of a set of basis vectors. A PCA-based method is an appearance-based face recognition algorithm and expresses a face image as linear combination of eigen-faces [10] [11] [12] [13] [14] . An LDAbased method determines class classifications using Fisher vectors. In general, LDA is reported to show better performance for cases with variations in illumination and expression, but is more sensitive to image alignment than the PCA-based methods. In addition, the conventional LDA method has the disadvantage that the separability criteria are not directly related to the classification ability of the obtained component representation. To solve this problem, direct LDA (D-LDA) [15, 16] , general discriminant analysis (GDA) [17] , and kernel Fisher discriminant analysis (KFDA) were developed [18] [19] [20] [21] [22] . An ICA-based method expresses a facial image with statistically-independent components. In this approach, the independent components must have non-Gaussian distributions and the unknown mixing matrix is square [23] .
In contrast, feature-based face recognition uses angles, distance, and the position of geometric facial component points [24] [25] [26] [27] [28] . The elastic bunch graph-matching (EBGM) approach performs the recognition process using graph models based on the relative positions of facial components [28] . However, the performance of feature-based face recognition is very sensitive to image alignment and the detection accuracy of facial component points. So, we used the PCA-based face recognition algorithm as a computer-based one because it has been widely used due to its robustness under the environment without illumination and expression variation.
The structure of this paper is as follows. In Section 2, we introduce computer-based face recognition which uses Adaboost, AAM, and PCA, and a human-based face recognition method. Experimental results are described in Section 3, and conclusions are provided in Section 4. Fig. 1 shows the overall procedure for computer-based face recognition. An input image captured by a camera contains the background regions as well as a human face, so the face region must be isolated before extracting facial features. To measure recognition accuracy according to the facial components, the active appearance model (AAM) was used for detecting each facial component [29] [30] [31] . Since its performance is sensitive to the initial position of the face region, we precisely determined the initial position by using adaptive boosting (Adaboost) face and eye detectors before applying the AAM algorithm. The Adaboost meth- od is a machine learning algorithm and generally constructs a strong classifier by combining several weak classifiers based on Haar-like features [32, 33] . This algorithm takes a long time to train weak classifiers, but is very fast in testing. After detecting the face region with the Adaboost face detector, two eye searching regions were defined from the detected face region. Two eye positions were also detected by using the Adaboost eye detector in the eye searching regions, and were then used for the initial positions of the AAM, as shown in Fig. 2 
(a).
As shown in Fig. 2 (b), the AAM determined facial components using the shape and appearance information of the face. Because the Adaboost face detector can give a rough facial box as shown in Fig. 2(a) , an accurate facial region should be detected by the AAM in order to measure the accuracy of facial recognition according to facial components. From the accurate AAM face region, facial features such as eigen-coefficients by PCA were extracted and authentication was performed. If the Euclidean distance between the enrolled coefficients and those of the input image is less than a predetermined threshold, the input face is accepted as an enrolled user. If the distance is greater than the threshold, the input image is rejected as an un-enrolled user.
Facial feature extraction based on AAM
The AAM is non-linear, generative, and parametric model of a visual phenomenon. It is composed of a statistical shape and statistical appearance models represented by a linear parametric model such as PCA [34] [35] [36] . The shape model is represented by a linear combination of a mean shape vector S0 and m shape basis vectors Si which are composed of feature points in two dimensional (2-D) coordinates such that Si = (x1, y1, … , xl, yl) T .
( 1) where the coefficient pi denotes the i th shape parameter. Here, the shape basis vectors Si are assumed to be orthonormal [35] . The shape model S is trained with feature points which are manually marked in the training data set. The mean shape S0 and the shape basis vectors Si are obtained by PCA. As shown in Fig. 2(b) , we used 58 feature points for the shape model. The training images were co-registered with the mean shape using a piecewise affine method, and the appearance model was trained from the aligned training images. The appearance model is represented by a linear combination of a mean appearance vector A0(x) and n appearance basis vectors Ai(x) [34] [35] [36] : (2) where p(S0) is the set of pixels x = (x, y) T which lay inside the mean facial shape S0, A0(x) is the intensity value of the facial appearance at point x, and the coefficient αi denotes the i th appearance parameter. The image Ai(x) is assumed to be orthonormal. The mean appearance A0(x) and n appearance basis vectors are generally gained by applying PCA to the training data set [34] [35] [36] . (3) where W(x;p) denotes a piecewise affine warp performed over all pixels x in the base mesh S0.
The AAM was trained by minimizing the E value in Eq. (3) [35] . After training the AAM, we automatically obtained the coordinates of the facial feature points through AAM fitting.
The initial position is required to acquire the facial feature points in an input image using AAM fitting. Because the performance of the AAM is very sensitive to initial position, accurate selection of the initial position is very important. Therefore, we accurately determined the initial position by detecting two eye positions. They were detected using the Adaboost eye detector in the eye searching region defined in the detected face area using the Adaboost face detector, as shown in Figs. 1 and 2(a).
PCA-based face recognition
PCA is a criterion technique to approximate original data with lower dimensional feature vectors [10, 37, 38] . Let the training set of face images be I1, I2, … IM and then the mean face of the set is defined by (4) The difference between each face and the mean face can be represented by the vectors Φi= Ii -O.
The covariance matrix C is expressed by eigen-values and eigen-vectors as follows: (5) The eigen-vectors ui and eigen-values λi are obtained as follows:
(6) Let a testing image be Itest. They are projected into subspace by following expression: (7) where U denotes the matrix which consists of eigen-vectors ui. In addition, the weight vector ωk describes the contribution of each eigen-vector in the test image, and is named as an eigen-coefficient vector. PCA-based face recognition determines the result of user authentication by calculating the Euclidean distance between the weighted vectors of the enrolled image (ωE ) and the input image (ωR ) as follows [39] : (8) If the Euclidean distance between the coefficients of an enrolled image and an input one is less than a predetermined threshold, the input face is accepted as an enrolled user. If it is greater than the threshold, the input image is rejected as an un-enrolled user. We experimented with the training image of our database in order to obtain the smallest equal error rate (EER) of face recognition according to various thresholds. From that, the optimal threshold was empirically determined.
Stimuli
As shown in Fig. 3 , we classified four cases Case 1 (Fig. 3 (a) ) Case 2 ( Fig. 3 (b) ) Case 3 ( Fig. 3 (c) ) Case 4 ( Fig. 3 (d) based on the facial feature points detected by the AAM in order to measure recognition accuracy according to facial components. The facial image of the first case consisted of the eyes, nose, and mouth, which were mainly used for conventional face recognition. The second and third cases added the eyebrows and chin to the first case, respectively. The fourth case consisted of facial images which added the eyebrows and chin to the first case. In each case, the background was excluded by the zero padding method after shifting the mean level. Here, the shifting of the mean level corresponded to the subtraction by O as shown in Eq. (7). We made the pixel of background as 0 for minimizing the effect of background as shown in Fig. 3 , the calculated eigen-coefficient values in the background area using Eq. (7) also become 0, and thus did not affect the calculation of dissimilarity between the enrolled coefficients and those from the input image.
Procedure
The computer-based face recognition procedure is as follows:
(1) PCA eigen-vectors (U of Eq. (7)) and AAM models (S0 and Si of Eq.(1) and A0(x) and Ai(x) of Eq. (2)) were constructed from the training set according to the four cases shown in Fig. 3 .
(2) The recognition process was performed as shown in Fig. 1 . The optimal number of eigenvectors was empirically determined such that the smallest EER of face recognition was obtained.
(3) The accuracy of computer-based face recognition was measured for each case in Table 1. 2.2 Human-based face recognition
Participants
Twenty subjects participated in the experiment for human-based face recognition. The volunteers consist of two female and eighteen male university students.
Stimuli
To accomplish fair experiments, 480 images used for computer-based face recognition were also used for human-based recognition. In addition, the face images of 20 participants were not included in the experiment in order to prevent them from grasping their face images, easily. The participants evaluated the face images of each case Table 1 .
as shown in Table 1 and Fig. 3 . They looked at two face images on a 19 inch liquid crystal display (LCD) monitor and determined whether two face images were from a same person. The computer program to measure human face recognition performance was implemented in Visual C++. The graphical user interface (GUI) program was displayed at the center of the screen on a gray background. To help the participants understand the recognition process and easily answer the questions during the experiment, we explained the experimental process to them before performing the human-based face recognition.
Procedure
The human-based face recognition procedure was executed as follows: (1) The participants looked at the questions ("Same person?" or "Different person?") during the experiments which consisted of 40 pairs of face images for each case in Table 1. (2) They determined whether or not a pair of face images was from the same person within 2 s, as shown in Fig. 4. (3) The accuracy of the human-based face recognition was measured for each case of Table 1 .
EXPERIMENTAL RESULTS
We collected 480 facial images from 48 subjects in order to test computer-based and human-based face recognition. Ten facial images per subject were captured. Since our goal is to compare the recognition performance of human and computer according to facial components, all the face data were captured without the variations of illumination, expression and pose. The size of a captured facial image was 640×480 pixels. In our computer-based face recognition, half of the facial images were used for training the PCA and the others were used for testing.
In the first experiment, we measured the accuracy of computer-based face recognition for each case in Table 1 . Fig. 5 shows the receiver operating characteristic (ROC) curves which represent the genuine acceptance rate (GAR) at various false acceptance rate (FAR) levels [40, 41] . GAR is defined as 100 -the false rejection rate (FRR) (%). FAR means the error that occurs when an unenrolled person is accepted as enrolled, and FRR means the error that occurs when an enrolled person is rejected as unenrolled.
As shown in Fig. 5 , the EER of Case 2 in Table Fig 6 . Accuracy levels of human-based and computer-based face recognition. 1 (including eyes, nose, mouth and eyebrows) was lower than the EER of the others. However, recognition accuracy was reduced in Case 3 and Case 4 including the chin. In general, each person had significant individual variations in chin shape and position according to the shape of the face in the captured image. These variations caused the reduction of recognition accuracy in computerbased face recognition because the alignment of each facial feature is important for high accuracy in computer-based face recognition. From the experimental results, we determined that eyebrows were an important component which enhanced the performance of face recognition, and the chin was a component which degraded the performance.
In the second experiment, we measured the accuracy of human-based face recognition for each case in Table 1 . Fig. 6 shows the accuracy of human-based face recognition obtained from 20 participants. For fair comparison, the 20 participants are not familiar with the 48 subjects from which 480 facial images were collected. And the 20 participants are not experts in face recognition.
The best recognition accuracy was obtained in Case 4 (mean = 91.7%, standard deviation=0.6%) including all facial components. The performance of Case 2 (mean = 84.3%, standard deviation=0.8%) was similar to Case 3 (mean = 83.9%, standard deviation=0.8%). Case 1 (mean = 77.5%, standard deviation=0.7%) had the worst recognition accuracy. In the human-based face recognition, more facial information resulted in higher recognition accuracy.
In the third experiment, we compared the difference between the recognition accuracies of each case in Table 1 based on t-test. As shown in Table  2 , all differences were significant excluding one between Case 2 and Case 3.
In Table 2 , the recognition accuracy of Case 4 was better than that of Case 1 as shown in Fig.  6 , with significance at the confidence level of p-value < 0.001 (99.9%). The recognition accuracy of Case 4 was better than the accuracy levels of Cases 2 and 3 with significance at the confidence level of p-value < 0.01 (99%). The recognition accuracy of Cases 2 and 3 were better than that of 'Case 1' with significance at the confidence level of p-value < 0.05 (95%). However, although the recognition accuracy of Case 2 was slightly better than that of Case 3 as shown in Fig. 6 , the result was not significant (p-value of 0.882).
From the t-test results, we know that the face recognition accuracy of humans was enhanced when much facial information was given, and the importance of the eyebrow feature (Case 2) was similar to that of the chin feature (Case 3) from the correlation between Case 2 and Case 3. Even if the shape of the chin is changed in the captured image when performing the image-capture process, recognition accuracy is not reduced because a human has the ability to transform the shape of the chin in the captured image into the shape he has remembered.
In our final experiment, we compared computer-based and human-based face recognition based on a t-test. As shown in Table 3 and Fig.  6 , the accuracy of computer-based face recognition was significantly higher than human-based face recognition in all cases excluding Case 4 (p-value of 0.37). This means that the accuracy of computer-based face recognition when using a limited number of facial features such as eyes, nose, and mouth (Case 1); eyebrows, eyes, nose, and mouth (Case 2); and eyes, nose, mouth, and chin (Case 3) was better than that of human-based face recognition. However, although the accuracy of computer-based recognition (about 92.5%) was slightly better than that of human-based recognition (about 91.7%) in Case 4, the result was not significant (p-value of 0.37).
Consistent inclusions of features such as the chin area are important for computer-based face recognition, as shown in Figs. 5 and 6 . However, the number of facial features is more important for human-based face recognition.
CONCLUSION
We measured face recognition accuracy according to facial components in order to determine the effect of each component, and compared the difference between computer-based and human-based face recognition. The number of facial features (when including eyebrows, eye, nose, mouth, and chin) has a greater impact on the performance of human-based face recognition. However, consistent inclusion of features has more influence on the performance of computer-based face recognition because a computer uses the pixel values of facial images in classifying faces. In the experimental results, the eyebrow feature enhanced the accuracy of computer-based face recognition but it can be easily occluded by hair. Therefore, the occlusion problem should be solved in order to use the eyebrow feature for face recognition. In addition, we would enhance the recognition accuracy by solving the problem of inconsistent inclusion of some feature such as chin area for computer-based face recognition. 
