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We consider a second kind weakly singular nonlinear Volterra–Hammerstein integral
equation defined by a compact operator and derive a Nyström type interpolant of the
solution based on Gauss–Radau nodes. We prove the convergence of the interpolant
and derive convergence estimates. For equations with nonlinearity of algebraic kind, we
improve the rate of convergence by using a smoothing transformation. Some numerical
examples are given.
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1. Introduction
We are interested in the numerical solution of weakly singular nonlinear Volterra Integral Equations of the form
y(t) =
 t
0
k(t, s, y(s))ds+ g(t), t ∈ [0, T ], T > 0, (1.1)
with k a weakly singular function and g a continuous function in [0, T ].
In particular, we restrict our attention to weakly singular Volterra–Hammerstein equations (i.e. k(t, s, y(s)) = h(t, s)
f (s, y(s))), that is to equations of the form
y(t) =
 t
0
h(t, s)f (s, y(s))ds+ g(t), t ∈ [0, T ], T > 0, (1.2)
with h(t, s) a weakly singular function and f (s, y(s)) continuous wherever y(s) is.
Recently an important case of (1.1) has been considered in [1,2]. There the authors derive and study analytically and
numerically the nonlinear integral equation of Abel-type
y(t) = 1−
√
3
π
 t
0
s
1
3 y4(s)
(t − s) 23
ds, t ∈ [0, T ], T > 0, (1.3)
whose solution describes, through a suitable variable transformation, the temperature distribution of the surface of a
projectile moving through a laminar layer. In [1] Eq. (1.3) is solved by explicit product Euler’s method, which achieves a
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global order of convergence O(h
1
3 ) and an order of convergence O(h) away from the origin, where the solution possesses a
singularity. In [2] a hybrid collocation method is proposed exhibiting an optimal global convergence order.
With appropriate assumptions on h, f and g the right hand side of (1.2) defines a completely continuous (i.e. continuous
and compact) operator K from C[0, T ] into C[0, T ],
K(y)(t) =
 t
0
h(t, s)f (s, y(s))ds+ g(t), t ∈ [0, T ], y ∈ C[0, T ], g ∈ C[0, T ], (1.4)
so that (1.2) can be written in operational form as
y = Ky (1.5)
and solving (1.2) is equivalent to finding the fixed points of K .
To approximate numerically the solution of (1.5) we construct a Nyström type interpolant based on a numerical
quadrature rule convergent on C[0, T ], i.e.
N
j=0
wN,j(t)φ(sN,j)→
 t
0
φ(s)ds, N →∞, φ ∈ C[0, T ]. (1.6)
Since h(t, s) is non-smooth we use product integration with h(t, s) as a weight function to derive from (1.6) an
appropriate quadrature rule convergent for any continuous y, that is such that
N
j=0
whN,j(t)f (sN,j, y(sN,j))→
 t
0
h(t, s)f (s, y(s))ds, N →∞, y ∈ C[0, T ]. (1.7)
Then we define the approximating operator KN on C[0, T ] by
KN(y)(t) =
N
j=0
whN,j(t)f (sN,j, y(sN,j))+ g(t). (1.8)
We replace (1.5) by the one parameter family of operational equations
yN = KNyN , N ≥ 1 (1.9)
where {KN , N ≥ 1} are collectively compact operators from C[0, T ] into C[0, T ] and the KN converge pointwise to K .
By means of the results proved in [3] we prove the local existence and uniqueness of fixed points of the KN and the
convergence of them to the fixed points of K at a rate which is determined from the rate of convergence of the numerical
integration.
For the practical purpose of solving (1.9) it is important to note that (1.9) is ‘‘equivalent in solvability’’ to the nonlinear
system
yN,i =
N
j=0
whN,j(ti)f (sN,j, yN,j)+ g(ti), i = 0, . . . ,N, (1.10)
whose unknowns are yN,0, . . . , yN,N . Each solution of (1.9) furnishes a solution of (1.10) and to each solution
(yN,0, . . . , yN,N)T of (1.10), there is a unique solution of (1.9) which agrees with it at the node points (see [4, p. 373]).
Of course once the rate of convergence of the Nyström interpolant has been determined, the actual efficiency of the
approximation process depends on the rate of convergence of the iterative method used to solve (1.10).
As it has been already pointed out, the rate of convergence of the solution of the discretized problem (1.9) to the solution
of the original problem (1.5) depends on the rate of convergence of the quadrature scheme (1.7). Since the latter depends
in turn on the regularity of the integrand, in cases where it is possible, we improve the convergence of our method by
introducing a new suitable independent variable, so that the singularities of the derivatives of the solution will be milder or
disappear at all. After that we construct the Nyström interpolant of the solution by the same procedure described before. To
be more explicit, we introduce in (1.2) the change of variable t = uq, q ≥ 2 an integer, we prove existence and uniqueness
of the solution of the obtained equation and we employ a Gauss–Radau formula as basic quadrature rule.
The remainder of this paper is organized in the following way: in Section 2 some known results on the existence,
uniqueness and smoothness properties of the solution of (1.5) are recalled; in Section 3 the numerical method is derived;
in Section 4 the convergence of our basic quadrature rule is proved; in Section 5 existence, uniqueness and convergence of
the approximate solution is proved; in Section 6 the regularization technique is introduced and the corresponding Nyström
interpolant is constructed; in Section 7 the numerical method is derived; in Section 8 the convergence of the numerical
method is proved; in Section 9 we give some numerical results.
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2. Existence, uniqueness and smoothness properties of the solution
First we recall some existence and uniqueness results of the solution of (1.1). A theorem proving existence, uniqueness
and continuity of a local solution of a nonlinear Volterra integral equation of the general form (1.1) is the following.
Theorem 1 ([5, Theorem 1.1]). Suppose that the functions g and k satisfy the following hypotheses:
(H1) g is defined and continuous for all t ≥ 0;
(H2) k is measurable in (t, s, y) for 0 ≤ s ≤ t <∞, k is continuous in y for each pair (t, s) and k(t, s, y) = 0 if s > t;
(H3) for each real number λ > 0 and a bounded subset B of C[0, T ] there exists a measurable function m such that
|k(t, s, y)| ≤ m(t, s) (0 ≤ s ≤ t ≤ λ, y ∈ B) (2.1)
and
sup
 t
0
m(t, s)ds : 0 ≤ t ≤ λ

<∞; (2.2)
(H4) for each compact subinterval J ⊂ [0,∞), each bounded set B in C[0, T ] and each t0 ∈ [0,∞)
sup

J
[k(t, s, φ(s))− k(t0, s, φ(s))]ds : φ ∈ C(J, B)

(2.3)
tends to zero as t → t0, having indicated by C(A, B) the set of all continuous functions with domain A and range in B. Then
there exist a number β > 0 and a continuous function y(t) such that y(t) satisfies (1.1) when 0 ≤ t ≤ β .
If k satisfies a Lipschitz condition with respect to y then the local solution of the previous theorem is unique.
Theorem 2 ([5, Theorem 1.2]). Suppose that the functions g and k satisfy the hypotheses (H1)–(H3) and
(H5) for each compact interval I ⊂ [0,∞), each continuous function φ : I → C[0, T ] and each t0 ∈ [0,∞)
lim
t→t0

I
{k(t, s, φ(s))− k(t0, s, φ(s))}ds = 0; (2.4)
(H6) for each constant λ > 0 and each bounded B ⊂ C[0, T ] there exists a measurable function l(t, s) such that
|k(t, s, y)− k(t, s, z)| ≤ l(t, s)|y− z| (2.5)
whenever 0 ≤ s ≤ t ≤ λ and both y and z are in B. For each t ∈ [0, λ] the function l(t, s) is in L1(0, t) as a function of s
and
lim
h→0
 t+h
t
l(t + h, s)ds = 0. (2.6)
If
 t
0 m(t, s)ds → 0 as t → 0+ for each m in (H3), then there exists a constant β > 0 such that (1.1) has a unique
continuous solution y(t) on the interval [0, β].
Remark. In [5, Corollaries 2.6, 2.7] it is proved that the local solution can be extended to the right to obtain a maximally
defined solution as long as g and k satisfy the hypotheses of the theorem. Since now on we refer to the solution as to the
global one.
The hypotheses of the previous theorem are quite general and apply for example to (1.2) and in particular to (1.3).
Anyway, since in constructing numerical methods for integral equations the knowledge of the smoothness properties of the
exact solution is indispensable, it is advisable to analyze more deeply the behavior of the solution.
Existence and regularity results for the solutions of nonlinear weakly singular VIE of the general form (1.1) have been given
in [6], assuming sufficient differentiability of k(t, s, y) and g(t). In particular, m-times (m ≥ 1) continuous differentiability
and suitable estimates for the derivatives for k(t, s, y) are required to holdwith respect to t and s, for t ∈ [0, T ] and s ∈ (0, t].
Smoothness results for Volterra–Hammerstein equations (1.2) with Abel-type kernel h(t, s) may be found in [7]. There a
sufficient regularity is assumed for g and f .
Abel-type equations of the form
y(t)−
 t
0
(t − s)−αk(t, s, y(s))ds = g(t), 0 < α < 1, t ∈ [0, T ], T > 0, (2.7)
are also considered in [8]. The results obtained there are based on formal power series and implicit function theorems and
assume sufficient differentiability on k.
We note explicitly that none of the above results may be applied in the case of (1.3), due to the lack of differentiability
with respect to s at s = 0. (On the contrary, those results are of use when dealing with the equation obtained by the process
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of regularization mentioned in the Introduction and developed in Section 6.) Actually a series expansion of the solution of
(1.3) which is valid near the origin
y(t) = 1− 1.461t2/3 + 7.252t4/3 − 46.460t2 + 332.9t8/3 + · · · (2.8)
and an asymptotic series approximation for values away from the origin were obtained in [9]. A more precise investigation
of the behavior of y(t) away from the origin can be found in [1], where the authors proved that y ∈ C(1,2/3)[ϵ, T ], 0 < ϵ <
R3/2, (R ∼ 0.106) that is y ∈ C1]ϵ, T ] and |y′(t)| ≤ cy(t − ϵ)−2/3, t ∈ [ϵ, T ] for some cy > 0.
3. The numerical method
To solve (1.2) we use a Nyström type method based on the quadrature rule t
0
h(t, s)f (s, y(s))ds ≈
N
j=0
whN,j(t)f (sN,j, y(sN,j)), (3.1)
whose nodes are the ones of the (N + 1)-point Gauss–Radau formula 1
−1
f (s)ds ≈
N
i=0
λN,if (sN,i), (3.2)
of degree of exactness N .
To this aim, we set t = T2 (u+ 1) and rewrite (1.2) as
y2(u)− T2
 u
−1
h2(u, v)f2(v, y2(v))dv = g2(u), u ∈ [−1, 1] (3.3)
or equivalently
y2 = K2y2 (3.4)
and construct a product quadrature rule by approximating f2(v, y2(v)) by its Lagrange interpolation polynomial associated
with Radau nodes (i.e. with the nodes vN0 < vN1 < · · · < vNN = 1 coinciding with the zeros of the Jacobi polynomial
P1,0N (v) in addition to the endpoint v = 1), and integrating exactly the singular part of the integrand.
After introducing the notation
w
h2
N,j(u) =
 u
−1
h2(u, v)lN,j(v)dv, (3.5)
(as usually lN,j indicates the jth fundamental Lagrange polynomial), we obtain the quadrature rule u
−1
h2(u, v)f2(v, y2(v))dv ≈
N
j=0
w
h2
N,j(u)f2(vN,j, y2(vN,j)), u ∈ [−1, 1] (3.6)
whose degree of exactness is N .
By using (3.6) an approximation of the solution y2 of (3.3) is given by the solution of the approximate equation
y2N(u) = g2(u)+ T2
N
j=0
w
h2
N,j(u)f2(vN,j, y2N(vN,j)), u ∈ [−1, 1] (3.7)
or, in operational form,
y2N = K2Ny2N , N ≥ 1 (3.8)
where
K2Ny2N(u) = g2(u)+ T2
N
j=0
w
h2
N,j(u)f2(vN,j, y2N(vN,j)). (3.9)
For each N the values y2N(vN,j) are determined by solving the nonlinear system
y2N,i = T2
N
j=0
w
h2
N,j(vN,i)f2(vN,j, y2N,j)+ g2(vN,i), i = 0, . . . ,N, (3.10)
obtained by collocating (3.7) at the nodes {vN,i}.
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The function
y2N(u) = T2
N
j=0
w
h2
N,j(u)f2(vN,j, y2N,j)+ g2(u) (3.11)
interpolates the discrete solution y2N and is called a Nyström interpolant.
For the computation of the weights we use a procedure introduced in [10], which has been already employed in similar
cases. This algorithm requires existence and knowledge of the modified moments of the weakly singular kernel h2
µk(u) =
 u
−1
h2(u, v)Pk(v)dv (3.12)
(Pk(v) denotes the kth degree Legendre polynomial). Making use of the recurrence relation of Legendre polynomials, for
some specific kernels one can derive corresponding recurrence formulas for the modified moments.
4. Convergence of the quadrature rule
Since the rate of convergence of the approximant y2N to the solution y2 of (3.3) depends on the convergence properties
of the quadrature rule involved, we examine the behavior of the error of the quadrature rule itself.
In order to get sharper estimates of the error we needmakingmore specific assumptions on the kernel; hencewe assume
h(t, s) to be of Abel type, that is h(t, s) = (t − s)−α, 0 < α < 1. We have the following theorem.
Theorem 3. For any t ∈ [0, T ] and for any continuous function y ∈ C[0, T ], the quadrature rule t
0
(t − s)−α f (s, y(s))ds ≈
N
j=0
wαN,j(t)f (sN,j, y(sN,j)), (4.1)
wαN,j(t) =
 t
0
(t − s)−α lN,j(s)ds, (4.2)
is convergent. Moreover for the local truncation error
tN(y, t) =
 t
0
(t − s)−α f (s, y(s))ds−
N
j=0
wαN,j(t)f (sN,j, y(sN,j)) (4.3)
the following bounds hold:
(i) if f (s) = f (s, y(s)) ∈ Cm[0, T ], then
∥tN(y, t)∥∞ = O(N−m); (4.4)
(ii) if f (s) = f (s, y(s)) ∈ C∞(0, T ] and has only an endpoint singularity at s = 0 of type sσ , σ > −1, not an integer, then
∥tN(y, t)∥∞ = O(N−2−2σ+2α logN). (4.5)
We omit the proof of this theorem since it is a straightforward consequence of Theorem 1 of [11].
5. Convergence
In Section 2 we have stated existence, uniqueness and continuity of the solution of (1.2) under mild hypotheses. This
implies the existence of a fixed point for the operator K defined in (1.4); in Section 3 we have derived a family of equations
approximating (1.5), which define Nyström approximants of such fixed points. Actually the Nyströmmethod is constructed
by means of the nonlinear system (3.10), but the formal error analysis is performed using the functional equation (1.9). In
this section we prove existence, uniqueness and convergence of solutions of (1.9) in a neighborhood of an isolated solution
of (1.5) in the case of Abel-type singularity: h(t, s) = (t− s)−α . For the sake of notation simplicity in the first step we do not
consider the change of variable introduced in Section 3 which is unessential for our present purpose. The Banach space for
our analysis is C[0, T ] and to establish convergence we use a result of Weiss [3] based on the standard contractive mapping
argument and the theory of collectively compact operator approximations.
In [3] K is supposed to fulfill the following assumptions:
(A1) K is a compact operator from a domain D of the Banach space C[0, T ] into C[0, T ];
(A2) Eq. (1.5) has a solution y0 ∈ D and K possesses a continuous first and a bounded second derivative on B(y0, r), where
B(y0, r) = {y:∥y− y0∥ ≤ r, r > 0}. (5.1)
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Moreover the following hypotheses on {KN , N ≥ 1} are required:
(B1) {KN , N ≥ 1} is a collectively compact family on D;
(B2) KN is pointwise convergent to K on D, i.e. KNy → Ky, as n →∞, y ∈ D;
(B3) KN ,N ≥ 1 possess continuous first and bounded second derivatives on B(y0, r); moreover
∥K ′′N∥ ≤ α <∞, N ≥ 1, y ∈ B(y0, r). (5.2)
The main Theorem of [3] states the following.
Theorem 4. Let the hypotheses (B1), (B2), (B3) hold and assume that [I−K ′(y0)] is nonsingular, i.e., y0 is an isolated solution
of (1.5). Then there exists a constant ρ, 0 < ρ ≤ r, such that for all sufficiently large N, (1.9) has a unique solution yN ∈ B(y0, ρ)
and ∥yN − y0∥ → 0 as N →∞:
∥yN − y0∥ ≤ const∥KNy0 − Ky0∥. (5.3)
In view of the application of Theorem 4 first we shall analyze the properties of K , then we will analyze the properties of
the sequence KN .
Lemma 1. Let F(u)(s) = f (s, u(s)) and K (defined in (1.4)) be operators acting from C[0, T ] into C[0, T ]. Let h be integrable as
a function of s for all t ∈ [0, T ]. Let conditions (C1) and (C2) be satisfied:
(C1)
lim
δ→0ω(δ) = 0 (5.4)
with
ω(δ) = sup
t1,t2∈[0,T ]
 T
0
|h(t1, s)− h(t2, s)|ds, |t1 − t2| ≤ δ (5.5)
(C2)
sup
t∈[0,T ]
 T
0
|h(t, s)|ds <∞. (5.6)
Then K is a completely continuous operator from C[0, T ] into C[0, T ].
Proof. F is a continuous and bounded operator since it acts from C[0, T ] into C[0, T ] (see [12, p. 20 and ff]). If B denotes the
linear integral operator determined by the kernel h(t, s)
B(φ)(t) =
 t
0
h(t, s)φ(s)ds (5.7)
then the operator K can be expressed in the form
K(y)(t) = BF(y)(t)+ g(t). (5.8)
Assume h(t, s) is integrable as a function of s for all t ∈ [0, 1]. Using (C1), if φ(s) is bounded and integrable, then Bφ(t) is
continuous, with
|Bφ(t1)− Bφ(t2)| =
 t
0
(h(t1, s)− h(t2, s))φ(s)ds
 ≤ ∥φ∥∞ω(|t1 − t2|). (5.9)
Using (C2), we have boundedness of B, with
∥B∥ = max
t∈[0,T ]
 t
0
|h(t, s)|ds ≤ max
t∈[0,T ]
 T
0
|h(t, s)|ds. (5.10)
Following the reasoning of [4, p. 75]we get compactness of B as an operator fromC[0, T ] intoC[0, T ]. Since F is continuous
and bounded from C[0, T ] into C[0, T ] and B is bounded and compact from C[0, T ] into C[0, T ], we may conclude that BF is
a completely continuous operator from C[0, T ] into C[0, T ] [12, p. 46]. From the definition of continuity and compactness it
is straightforward to verify that also K is completely continuous. 
We note that all the assumptions required by Lemma 1 are satisfied in the particular case of Abel type singularity.
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Let y0 be the unique solution of (1.5), which exists in force of Theorem 1 and let B(y0, r) be the ball of radius r in C[0, T ]
defined in (5.1).
If f is twice differentiable with respect to y in B and ∂
2f
∂y2
is continuous on B, then it is immediate to verify that K is twice
differentiable at any y ∈ B, 0 ≤ u, v ≤ T , with
K ′(y)(w)(u) =
 u
0
h(u, v)
∂ f
∂y
w(v)dv (5.11)
K ′′(y)(w, z)(u) =
 u
0
h(u, v)
∂2f
∂y2
w(v)z(v)dv w, z ∈ C[0, T ]. (5.12)
K ′(y) is a bounded linear operator on C[0, T ] to C[0, T ] and K ′′(y) is a bilinear operator on C[0, T ] × C[0, T ] to C[0, T ].
Moreover the operator K ′′(y) is bounded, since (see [13])
∥K ′′(y)∥ = sup
∥w∥,∥z∥≤1
∥K ′′(y)wz∥
= sup
∥w∥,∥z∥≤1
max
u∈[0,T ]
 u
0
h(u, v) ∂2f∂y2w(v)z(v)
 dv ≤ const. (5.13)
We consider now the properties of the sequence of discrete operators KN , N ≥ 1. To verify hypothesis (B1) we have to
prove that the set
S = {KNy : N ≥ 1, ∥y∥ ≤ 1} (5.14)
has compact closure in C[0, T ], that is any sequence zi = Kjyi, with ∥y∥ ≤ 1 has a subsequence converging to an element of
C[0, T ]. But this follows from (B2) and the compactness of K .
Hypothesis (B2) (i.e. pointwise convergence of KN to K on C[0, T ]) follows for h(t, s) = (t − s)−α from the convergence
of the employed quadrature rule proved in Section 4.
The definitions of K ′N(y) and K
′′
N (y) are the same as those for K
′(y) and K ′′(y); just replace the integrals with numerical
approximations. We have the operators
K ′N(y)(w)(u) =
N
j=0
whN,j(u)
∂ f
∂y
(vN,j, y(vN,j))w(vN,j) (5.15)
K ′′N (y)(w, z)(u) =
N
j=0
whN,j(u)
∂2f
∂y2
(vN,j, y(vN,j))w(vN,j)z(vN,j) w, z ∈ C[0, T ]. (5.16)
To verify hypothesis (B3) we observe that
∥K ′′N (y)∥ = sup∥w∥,∥z∥≤1 ∥K
′′
N (y)wz∥
= sup
∥w∥,∥z∥≤1
max
u∈[0,T ]
N
0
|whN,j(u)|
∂2f∂y2 (vN,j, y(vN,j))w(vN,j)z(vN,j)
 , (5.17)
but the last term of the latter equation is bounded because of the assumptions we have made on f , w and z and because of
(B2).
Since all the hypotheses of Theorem 4 are satisfied, existence, uniqueness and convergence of the solution of the
discretized Eq. (1.9) follow. Moreover inequality (5.3) relies the order of convergence of the method to the one of the
quadrature rule used; hence we can state the following.
Theorem 5. Given Eq. (1.2), suppose h(t, s) = (t − s)−α, f (s, y(s)) to be continuous when y(s) is and g(t) to be continuous in
C[0, T ]. If y0 is the unique solution of (1.2), which exists in force of Theorem 1, then for all sufficiently large N, (1.9) has a unique
solution which converges to the y0 as N →∞ at a rate of convergence which relies to the error of the quadrature rule used:
∥yN − y0∥ ≤ const∥KNy0 − Ky0∥. (5.18)
The rate of convergence derives from the estimate (4.5).
Proof. Existence, uniqueness and convergence to the true solution come fromLemma1, from (A1)–(A2), and from (B1)–(B3),
which have been proved to be satisfied. From Theorem 3 we obtain the order of convergence, as N →∞.
Since the change of variable introduced in Section 3 does not affect the properties of the operators K and {KN}, the results
of Theorem 5 are still valid for Eqs. (3.4) and (3.8) involving the operators K2 and K2N , which we actually deal with. 
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In particular, in the case of (1.3) it follows from (2.8) that the order of convergence of yN to y0 is N−2+ϵ .
6. The smoothing transformation
In the attempt to improve the convergence of the numericalmethod introduced in Section 3,we partially use a smoothing
technique introduced in [14] and, since then, largely employed in the solution of weakly singular linear equations, but never
used, at our knowledge, in nonlinear problems.
Let us introduce in (1.2) the change of variable t = uq, q ≥ 2, an integer. We get
y(uq) =
 u
0
h(uq, vq)f (vq, y(vq))qvq−1dv + g(uq), u ∈ [0, T 1q ], T > 0. (6.1)
For the sake of simplicity suppose the nonlinearity to consist in the presence of an integer power of the unknown function
y and in particular suppose Eq. (1.2) to be of the form
y(t)−
 t
0
(t − s)−αsγ [y(s)]nds = g(t), 0 < α < 1, 0 < γ < 1, t ∈ [0, T ], T > 0, g ∈ C[0, T ]. (6.2)
Then (6.1) becomes
y(uq) =
 u
0
(uq − vq)−αvγ q[y(vq)]nqvq−1dv + g(uq), u ∈ [0, T 1q ], T > 0. (6.3)
Setting φ(u) = y(uq) and f (u) = g(uq), we have
φ(u) = q
 u
0
(uq − vq)−αvγ q+q−1[φ(v)]ndv + f (u), u ∈ [0, T 1q ], T > 0. (6.4)
If we define for computational convenience
δα(u, v) =


uq − vq
u− v
−α
, u ≠ v,
[qvq−1]−α, u = v.
(6.5)
Eq. (6.4) becomes
φ(u) = q
 u
0
(u− v)−αδα(u, v)vγ q+q−1[φ(v)]ndv + f (u),
0 < α < 1, 0 < γ < 1, f ∈ C[0, T 1q ], u ∈ [0, T 1q ], T > 0, (6.6)
or, in the operational form,
φ = K (q)φ, (6.7)
which is again of Hammerstein type.
The kernel of (6.6) is still weakly singular, but its solution, whose existence and uniqueness we will prove, under suitable
conditions can be made as smooth as one likes, by an appropriate choice of q.
Again we take Eq. (1.3) to give an example of the validity of the procedure we propose. Taking into account the behavior
of the solution given by (2.8), it is easy to verify that the solution of the transformed equation is m-times continuously
differentiable in [0, T 1q ], if q ≥ 32m.
Inwhat follows,weprove existence anduniqueness of the solution of (6.6) and analyze its smoothness. After thatwedescribe
the Nyström method and prove its order of convergence. Since in our analysis we use the results of [6] mentioned in the
Introduction, we remember here the assumptions under which such results were derived.
Given the nonlinear weakly singular Volterra equation (1.1):
(V1) The kernel k = k(t, s, y) is m-times (m ≥ 1) continuously differentiable with respect to t, s, y for t ∈ [0, T ], s ∈
[0, t), u ∈ R, and there exists a real number ν ∈ (−∞, 1) such that for 0 ≤ s < t ≤ T , y ∈ R, and for nonnegative
integers i, j, kwith i+ j+ k ≤ m, the following inequalities hold:

∂
∂t
i 
∂
∂t
+ ∂
∂s
j 
∂
∂y
k
k(t, s, y)
 ≤ b1(|y|)
1, if ν + i < 0,1+ | log |t − s| |, if ν + i = 0,|t − s|−ν−i, if ν + i > 0, (6.8)
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and 

∂
∂t
i 
∂
∂t
+ ∂
∂s
j 
∂
∂y
k
k(t, s, y1)−

∂
∂t
i 
∂
∂t
+ ∂
∂s
j 
∂
∂y
k
k(t, s, y2)

≤ b2(max{|y1|, |y2|})|y1 − y2|
1, if ν + i < 0,1+ | log |t − s| |, if ν + i = 0,|t − s|−ν−i, if ν + i > 0, (6.9)
where the functions b1 : [0,∞)→ [0,∞) and b2 : [0,∞)→ [0,∞) are assumed to be monotonically increasing.
(V2) g ∈ Cm,ν(0, T ], i.e. g(t) ism-times continuously differentiable for 0 < t ≤ T and the estimate
|g(k)(t)| ≤ constg
1, if k < 1− ν,(1+ | log t|), if k = 1− ν, t ∈ (0, T ],t1−ν−k, if k > 1− ν, (6.10)
holds for k = 0, 1, . . . ,m.
(V3) The integral equation (1.1) has a unique solution y0 ∈ L∞(0, T ).
Now we state the following theorem.
Theorem 6. For any function g ∈ Cm,α(0, T ] in (6.2) and for any q ≥ max{m, m+1
γ+1 }, Eq. (6.6) has a unique solution φ ∈
Cm,α(0, T
1
q ].
Proof. The kernel of (6.6) satisfies hypothesis (V1) with ν = α, with respect to u, if q ≥ m. Moreover it satisfies condition
(V1) with respect to v if q ≥ m+1
γ+1 and with respect to φ for any q. As regards condition (V2), since g(t) ∈ Cm,α(0, T ], 0 <
α < 1, then for t ∈ (0, T ]
|g(t)| ≤ constg (6.11)
and
|g(k)(t)| ≤ constg t1−α−k, k = 1, 2, . . . ,m. (6.12)
As a consequence for the forcing term of (6.6) we have, for u ∈ (0, T 1q ],
|f (u)| ≤ constf (6.13)
|f (k)(u)| ≤ constf uq(1−α)−k ≤ const u1−α−k, k = 1, 2, . . . ,m. (6.14)
Finally condition (V3) is verified, since Eq. (6.6) is satisfied by φ(u) = y(uq), y being the continuous solution of (6.2)
which exists in force of Theorem 1.
Actually the regularity of the solution of (6.6) increases with q as one can easily verify. Suppose for example y(t) ∼
tµ, µ ≥ 0, t → 0. Then φ(u) = y(uq) ∼ uqµ, u → 0, can be made as smooth as one likes, taking q sufficiently large. Once
φ(u) has been calculated, the solution of the original Eq. (6.2) is simply given by y(t) = φ(t 1q ). 
Remark. We have also verified numerically the convergence of the method obtained by the regularization used in [14], by
setting φ(u) = y(uq)u q−1n , but we do not develop such method here, because in that case the existence and uniqueness
theorem of [6] is no more applicable.
7. The numerical method for the transformed equation
To approximate the unique solution of (6.6) we construct a Nyström interpolant. Following the same procedure already
used in Section 3 for the original equation, we construct the quadrature rule u
0
(u− v)−αδα(u, v)vγ q+q−1[φ(v)]ndv ≈
N
j=0
WαN,j(u)δα(u, vN,j)v
γ q+q−1
N,j [φ(vN,j)]n, (7.1)
based on the nodes of the Gauss–Radau formula mentioned in Section 3. Setting U = T 1q and u = U2 (w + 1) we rewrite
(6.6) as
φ

U
2
(w + 1)

= q
 w
−1

U
2
(w + 1)− U
2
(z + 1)
−α
δα

U
2
(w + 1), U
2
(z + 1)

×

U
2
qγ+q−1
(z + 1)γ q+q−1

φ

U
2
(z + 1)
n U
2

dz + f

U
2
(w + 1)

, (7.2)
P. Baratella / Journal of Computational and Applied Mathematics 237 (2013) 542–555 551
that is
φ2(w) = q
 w
−1

U
2
q+qγ−qα
(w − z)−αδα(w, z)(z + 1)γ q+q−1[φ2(z)]ndz + f2(w),
0 < α < 1, 0 < γ < 1, w ∈ [−1, 1], f2 ∈ C[−1, 1] (7.3)
with
δα(w, z) =


(w + 1)q − (z + 1)q
w − z
−α
, w ≠ z,
q−α(z + 1)−(q−1)α, w = z
w ∈ [−1, 1] (7.4)
and the quadrature rule used becomes w
−1
(w − z)−αδα(w, z)(z + 1)γ q+q−1[φ2(z)]ndz
≈
N
j=0
wαN,j(w)δα(w, zN,j)(zN,j + 1)γ q+q−1[φ2(zN,j)]n, w ∈ [−1, 1], (7.5)
where of course
wαN,j(w) =
 w
−1
(w − z)−α lN,j(z)dz. (7.6)
An approximation of φ2 is given by the solution of the equation
φ2N(w) = f2(w)+ q

U
2
q+qγ−qα N
j=0
wαN,j(w)δα(w, zN,j)(zN,j + 1)γ q+q−1[φ2N(zN,j)]n, w ∈ [−1, 1] (7.7)
or, in operational form,
φ2N = K (q)2N φ2N , N ≥ 1. (7.8)
As in Section 3, for each N the values φ2N(zN,j) are determined by solving the nonlinear system obtained by collocation at
the nodes. The function
φ2N(w) = q

U
2
q+qγ−qα N
j=0
wαN,j(w)δα(w, zN,j)(zN,j + 1)γ q+q−1[φ2N(zN,j)]n + f2(w) (7.9)
interpolates the discrete solution {φ2N} and is a Nyström interpolant.
8. The convergence of the numerical method for the transformed equation
The analysis of the convergence of the method proceeds along the same lines followed in Section 6; for this reason and
for the sake of notational simplicity we give just a sketch of the procedure.
First we analyze the convergence of the quadrature rule (7.1). We have the following theorem.
Theorem 7. For any u ∈ [0, T 1q ] and for any continuous function φ ∈ C[0, T 1q ], the quadrature rule defined by (7.1) is
convergent. Moreover if φ ∈ Cm,α(0, T 1q ], then for the local truncation error
tN(φ, u) =
 u
0
(u− v)−αδα(u, v)vγ q+q−1[φ(v)]ndv −
N
j=0
WαN,j(u)δα(u, vN,j)v
γ q+q−1
N,j [φ(vN,j)]n (8.1)
the following bound holds:
∥tN(φ, u)∥∞ = O(N−2q+2q(α−γ )−2n(1−α) logN). (8.2)
Proof. Also in this case the result follows from Theorem 1 of [11], since the integrand function exhibits an endpoint
singularity at v → 0 of type vσ , with σ = (q− 1)(1− α)+ γ q+ n(1− α). 
Remark. Of course the last term in σ and hence in the exponent of N in (8.2) is present if φ(v) = O(v1−α), v → 0, but it is
not to be considered if φ(v) does not vanish at t = 0.
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Then we analyze the properties of the operator K (q) defined in (6.7) and prove the following lemma.
Lemma 2. Let
F (q)(φ)(v) = f (q)(v, φ(v)) = vγ q[φ(v)]n (8.3)
and
B(q)(ψ)(s) = q
 s
0
(s− v)−αδα(s, v)vq−1ψ(v)dv. (8.4)
Then, for any f ∈ Cm,α(0, T ], K (q)(φ)(u) = B(q)F (q)(φ)(u) + f (u) is a completely continuous operator from Cm,α(0, T 1q ] into
Cm,α(0, T
1
q ].
Proof. Since it is of the form h(s, v)l(s, v), with l(s, v) continuous and h(s, v) satisfying (C1) and (C2) of Section 5, then the
kernel of B(q) also satisfies (C1) and (C2) (see [4]). Hence the proof proceeds as the one of Lemma 1, with the only difference
that the space involved is Cm,α(0, T
1
q ] instead of C[0, T ]. 
Next, we consider the unique solution φ0 of (6.7), which exists in force of Theorem 6 for any g ∈ Cm,α(0, T ], and define
in B(q)(φ0, r) (the ball of radius r centered at φ0 in Cm,α(0, T
1
q ]) the operators
K (q)
′
(φ)(w)(u) = q
 u
0
(u− v)−αδα(u, v)vq−1 ∂ f
(q)
∂φ
w(v)dv
= q
 u
0
(u− v)−αδα(u, v)vγ q+q−1n[φ(v)]n−1w(v)dv (8.5)
and
K (q)
′′
(φ)(w, z)(u) = q
 u
0
(u− v)−αδα(u, v)vq−1 ∂
2f (q)
∂φ2
w(v)z(v)dv
= q
 u
0
(u− v)−αδα(u, v)vγ q+q−1n(n− 1)[φ(v)]n−2w(v)z(v)dv w, z ∈ Cm,α

0, T
1
q

. (8.6)
Here again it is easy to verify that K (q)
′
(y) is a bounded linear operator on Cm,α(0, T
1
q ] to Cm,α(0, T 1q ] and K (q)′′(y) is a bilinear
operator on Cm,α(0, T
1
q ] × Cm,α(0, T 1q ] to Cm,α(0, T 1q ]. Finally the discrete operators
K (q)
′
N (φ)(w)(u) = q
N
j=0
WαN,j(u)δα(u, vN,j)v
q−1
N,j
∂ f (q)
∂φ
(vN,j, φ(vN,j))w(vN,j)
= q
N
j=0
WαN,j(u)δα(u, vN,j)v
γ q+q−1
N,j n[φ(vN,j)]n−1w(vN,j) (8.7)
and
K (q)
′′
N (φ)(w, z)(u) = q
N
j=0
WαN,j(u)δα(u, vN,j)v
q−1
N,j
∂2f (q)
∂φ2
(vN,j, φ(vN,j))w(vN,j)z(vN,j)
= q
N
j=0
WαN,j(u)δα(u, vN,j)v
γ q+q−1
N,j n(n− 1)[φ(vN,j)]n−2w(vN,j)z(vN,j) (8.8)
satisfy the hypotheses (B1), (B2) and (B3) of Section 5, andwe can state the convergence result for the transformed equation.
Theorem 8. Given Eq. (6.2), suppose g(t) ∈ Cm,α(0, T ] and suppose q ≥ max{m, m+1
γ+1 }. If y0 is the unique solution of (6.2) in
Cm,α(0, T
1
q ], which exists in force of Theorem 6, then for N sufficiently large, (7.8) has a unique solution which converges to the
y0 as N →∞ at a rate of convergence which relies to the error of the quadrature rule used:
∥yN − y0∥ ≤ const∥KNy0 − Ky0∥. (8.9)
Proof. The proof is the same as for Theorem 5.
In the case of Eq. (1.3) the method converges at the rate of N−
4
3 q+ϵ . 
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Table 1
Relative errors obtained at t = 1 for Eq. (9.1).
N q = 2 q = 3 q = 4 q = 5
4 1.7d−05 1.2d−05 1.2d−03 4.3d−03
8 6.6d−09 2.1d−08 4.5d−08 1.1d−07
16 2.0d−15 8.1d−10 3.2d−08 5.0d−13
32 8.8d−16 8.1d−10 3.2d−08 1.1d−13
Table 2
Relative errors obtained at t = 0.01 for Eq. (9.1).
N q = 2 q = 3 q = 4 q = 5 q = 7
4 2.4d−04 2.8d−04 2.8d−02 0.12 0.8
8 2.9d−05 2.5d−06 1.8d−06 2.7d−06 8.d−04
16 1.3d−07 1.9d−10 3.9d−09 1.6d−09 5.0d−09
32 1.8d−12 2.1d−14 2.8d−12 2.9d−14 1.1d−13
9. Applications and numerical results
We have applied our method to some nonlinear weakly singular equations. To solve the final nonlinear systems of
equations generated by our approach, we have used the MATLAB function ‘‘fsolve’’. Since in our cases this routine does
not seem to guarantee themachine accuracy, in those examples where the analytic solution is known, we have reported the
associated relative errors we have obtained. For the equations whose solution is unknown, we have preferred to report the
stabilized digits.
Example 1 (See [15]).
y(t) = √t

1+ 4
3
t

−
 t
0
y2(s)
(t − s) 12
ds, t ∈ [0, 1], y(t) = √t. (9.1)
As a first example we solve this equation whose solution is known, so that it allows to develop some considerations. In this
case, since the solution is y(t) = √t we do not need applying the smoothing transformation. In fact, since the quadrature
rule used has degree of exactness N , it is sufficient to choose N = 1 to get full accuracy in the computation of the integrals
and the precision of the results actually depends only on the precision of the solution of the system.
For example, using standard MATLAB tolerances, at t = 0.01 the relative error is 5.2D− 14 and at t = 1 the relative error
is 9.8D− 14.
Nevertheless, to test our approach, we assume the solution to be unknown (as it would be in a more realistic situation).
Of course, in this case, the introduction of the transformation gives rise to a singularity in the new integrand function,
in particular in the modified kernel, that it is not present in the original equation (see (6.6)). In a more general case (see
Example 4) also the singularity of the solution (of algebraic or logarithmic type) would be transferred to the solution of the
modified equation. If we apply our method with various values of q, we can observe the convergence as N increases, for any
q. Even if the regularity of the solution increases with q, and as a consequence the order of convergence too increases, our
experiments suggest that it is not recommendable to use values of q greater than 3, because of the increasing flatness of the
transformed solution near t = 0.
Table 1 shows the relative errors of the approximations obtained at t = 1 and Table 2 the ones of the approximations
obtained at t = 0.01 for different values of q.
Example 2 ((1.3)).
y(t) = 1−
√
3
π
 t
0
s
1
3 y4(s)
(t − s) 23
ds, t ∈ [0, T ], T > 0. (9.2)
Table 3 shows the correct digits of the approximations obtained at t = 0.01 and Table 4 the ones of the approximations
obtained at t = 1. Of course q = 1 means that the smoothing transformation is not introduced. The results confirm that
the gain of accuracy produced by the smoothing transformation is particularly significant when approximating the solution
near the singularity.
As a final comment we can affirm that the performance of our method in solving (9.2) is very satisfactory even when
compared with the most recent and competitive methods proposed for this equation in the literature (see e.g., the Hybrid
collocation method introduced in [2]), both on the point of view of the rate of convergence and of the generality of the
procedure.
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Table 3
Approximate solution obtained at t = 0.01 for Eq. (9.2).
N q = 1 q = 2 q = 3 q = 5
4 0.9 0.94 0.9 0.9
8 0.9 0.944 0.944 0.9443
16 0.944 0.94429 0.94430405 0.9443039
32 0.944 0.944304 0.944304058 0.944304058
64 0.944 0.94430405 0.944304058808 0.944304058808
Table 4
Approximate solution at t = 1 for Eq. (9.2).
N q = 1 q = 2 q = 3 q = 5
4 0.664 0.6648 0.66 0.664
8 0.6648 0.66485 0.66485 0.66485
16 0.66485 0.6648571 0.6648571 0.664857
32 0.66485 0.6648571 0.6648571 0.6648571
64 0.664857 0.6648571508 0.6648571508 0.6648571508
Table 5
Approximate solution obtained at t = 0.01 for Eq. (9.3).
N q = 1 q = 2 q = 3 q = 4
4 0.8 0.8 0.8 0.84
8 0.8 0.848 0.848 0.848
16 0.84 0.848 0.848334 0.848334
32 0.848 0.8483342 0.84833429 0.84833429232
64 0.848 0.8483342 0.84833429232 0.84833429232
Table 6
Approximate solution at t = 1 for Eq. (9.3).
N q = 1 q = 2 q = 3 q = 4
4 0.479 0.4797 0.479 0.4797
8 0.4797 0.47977 0.479776 0.47977
16 0.4797 0.4797769 0.4797769 0.4797769
32 0.47977 0.4997769 0.47977691 0.479776919
64 0.479776 0.4797769 0.47977691 0.479776919
Table 7
Approximate solution at t = 1 for Eq. (9.4).
N q = 1 q = 2 q = 3 q = 4
4 1.0d−05 9.7d−06 7.7d−04 3.2d−03
8 2.4d−07 1.4d−08 2.5d−08 1.4d−07
16 4.1d−09 5.1d−12 4.3d−14 2.4d−13
Example 3.
y(t) = 1−
√
3
π
 t
0
s
1
4 y2(s)
(t − s) 34
ds, t ∈ [0, 1]. (9.3)
Table 5 shows the correct digits of the approximations obtained at t = 0.01 and Table 6 the ones of the approximations
obtained at t = 1. Of course when q = 1 the smoothing transformation was not introduced.
Example 4.
y(t) = √t +√221
32
π t2 −
 t
0
s
1
4 y3(s)
(t − s) 34
ds, t ∈ [0, 1], y(t) = √t. (9.4)
In this last example, whose solution is known, it is possible again to verify the significant gain of accuracy obtained near
the singular point produced by the introduction of the smoothing transformation. Table 7 shows the relative errors of the
approximations obtained at t = 1 and Table 8 those associated with the approximations obtained at t = 0.01.
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Table 8
Approximate solution at t = 0.01 for Eq. (9.4).
N q = 1 q = 2 q = 3 q = 4
4 2.0d−02 3.7d−03 0.2d−04 4.6d−02
8 1.2d−03 3.2d−06 4.0d−05 1.3d−05
16 3.1d−05 4.7d−08 5.6d−09 1.8d−09
32 1.2d−06 1.0d−10 4.4d−11 1.5d−11
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