This paper develops quasi-likelihood estimation for generalized varying coefficient partially linear models when the response is not always observable. The paper considers two estimation methods and shows that under the assumption of selection on the observables the resulting estimators are asymptotically normal. As an application of these results the paper proposes a new estimator for the average treatment effect parameter. A simulation study illustrates the finite sample properties of the proposed estimators.
Introduction
Quasi-likelihood estimation is routinely used in econometrics and statistics to estimate known index structure models for binary, counts and fractional responses, see for example McCullagh & Nelder (1989) , Gourieroux, Monfort & Trognon (1984) and especially Wooldridge (2010) for a comprehensive review of models and applications). Quasi-likelihood estimation can also be used in the context of semiparametric regression models and in particular for generalized varying coefficients partially linear models. These models are semiparametric extensions of the classical generalized linear models and include many important semiparametric regression models such as the kernel generalized linear model of Fan, Heckman & Wand (1995) , the generalized partially linear model of Carroll, Fan, Gijbels & Wand (1997) , and the varying-coefficient model of Hastie & Tibshirani (1993) and of Cai, Fan & Li (2000) . Compared to the popular partially linear model considered by Engle, Granger, Rice & Weiss (1986) and Robinson (1988) generalized varying partially linear models offer additional flexibility and allow interaction effects between covariates and the nonparametric components while avoiding the curse of dimensionality typically associated with partially linear models. Furthermore as with classical (i.e. parametric) generalized linear models using a canonical link function ensures that the final estimates have always the correct range (e.g. Logit link leads to a probability), however as opposed to classical generalized linear models the choice of the link function is less important, making them therefore more robust to potential misspecification of the conditional mean.
In this paper we consider quasi-likelihood estimation for generalized varying coefficients partially linear models when the responses are partially observable. Under the assumption of selection on the observables we propose a new estimator for the unknown parameters based on inverse probability weighting method (Horvitz & Thompson 1952) . This method has been used for regression models with missing data, see for example Robins, Rotnitzky & maximum in models with an infinite dimensional parameters.
The rest of the paper is structured as follows: Section 2 introduces the basic model and discusses the two general estimation approaches. Section 3 contains the main theoretical results. Section 4 considers average treatment effect estimation and proposes a novel estimator based on the results of the previous sections. Section 5 illustrates the results with three examples and related simulations. Finally Section 6 contains some concluding remarks. An Appendix contains all the proofs.
The Model and the Estimators
The model we consider is a generalized varying coefficient partially linear model (GVCPL henceforth)
where g −1 (·) is the inverse function of the known link function g (·), X 1 and X 2 are respectively a k 1 and k 2 -dimensional vectors, β 0 is a vector of unknown parameters, α (·) is a vector of unknown smooth functions, and X 3 is a scalar covariate. GVCPL includes a number of important semiparametric regression models including the kernel generalized linear model of Fan et al. (1995) (specification (1) without X 1 , X 2 , and β), the generalized partially linear model of Carroll et al. (1997) (specification (1) with X 2 = 1), the varying-coefficient model of Hastie & Tibshirani (1993) and of Cai et al. (2000) (specification (1) without X 1 and β).
(i = 1, ..., n) denote an i.i.d. sample from W ⊤ = Y, X ⊤ ; when the response Y i is always observable the unknown parameters in (1) can be estimated by the same quasi-likelihood approach used by Severini & Staniswalis (1994) , Fan et al. (1995) , Carroll et al. (1997) and many others. To be specific, let Q g −1 (·) , Y denote a quasi-likelihood that is defined by
where the variance function V (·) is known and may depend on an unknown scale parameter σ 2 (see e.g. McCullagh & Nelder (1989) for examples), and let α 0j (v) = a j + b j (v − u) j = 1, ..., k 2 for v in a neighbourhood of u and a j = α j (u), b j = α ′ j (u) denote a linear 1 approximation for α j (v). Then for a fixed x 3 Q n (β, α, x 3 ) :=
where defines a local quasi-likelihood function that can be used to estimate α 0 (·) and β 0 using either the backfitting or profiling method. If however, some of the responses are missing and this fact is not taken into account into the estimation process, both approaches might result in inconsistent estimators. We characterize missing data with a binary indicator T = {0, 1} so that we have an i.i.d. sample W ⊤ i , T i from W ⊤ , T and the Y i are not observed if T i is zero. The key of our results is that the covariates are good predictors of the selection as the following assumption specifies: S1 The vector W is always observed when T = 1;
1 The results of the paper can be easily extended to the case of a polynomial approximation. The only change would be in Lemma A.1 in Appendix A in which the order of approximation would change to h (p+1)q where p is the degree of the polynomial approximation. As a result the order of the bias in Theorems 1 and 3 would also change to h p+1 .
Assumption S2(i) corresponds to the missing at random in the statistical literature, and it is related to the so-called unconfoundness in the programme evaluation literature. A fundamental implication of S2 is that if the selection probabilities π (X i ) were known, then the generalized varying coefficient partially linear model specification (1) for the missing Y 's can be recovered by weighting the selected observations by the inverse of the probability of selection. This suggests the following inverse probability weighting (IPW henceforth) modification of (2)
where
is a kernel function, h 1 =: h 1 (n) is the bandwidth and the π (X i )'s are consistent estimates of the typically unknown selection probabilities π (X i ). Also let
denote the inverse probability weighting quasi-likelihood. The estimation of the unknown α 0 (·) and β 0 is based on both (3) and (4), and can be carried out using either the backfitting or profiling algorithm. The estimators can be defined either as maximizers of (3) and (4) or as the solution β and α to the quasi-score equations defined by the first order conditions from (3) and (4), that is
The results of the paper are valid for both cases and with simple modifications in the proofs also for estimators β and α defined as the solution of
where ϕ is a known scalar function. In what follows we consider the case of estimators defined as solution to quasi-score equations (5).
Backfitting Estimation
The idea of backfitting, often called two-step procedure, is to use first use a set of local first order conditions (5) based on (3) to obtain local estimates of all the unknown parameters, and then to use the global set of first order condition (5) based on (4) to improve the estimation of the finite dimensional parameter. To be specific, the procedure consists of the following steps:
B1 Either find β, a and b that solve the (k 1 + 2k 2 ) × 1 vector of local first-order conditions ∂Q n (β, α, π,
, or for a fixed β find a and b that solve the 2k 2 × 1 vector of local first-order
B2 Let α := a found at B1; find β that solves the k 1 × 1 vector of first-order conditions ∂Q n (β, α, π) /∂β = 0. The above two steps can then be iterated until convergence if needed. Note that the final estimate α obtained at the end of B2 can be improved by considering a third-step which involves solving the k 2 × 1 vector of local first-order conditions ∂Q n ( β, α, π, x 3 )/∂a = 0. Unless the functions α are of particular interest, this last step may be omitted. Backfitting delivers n 1/2 -consistent estimators for β 0 ; however, in order to achieve the n 1/2 -rate, they require undersmoothing (see Theorem (3.2) below for details). To avoid undersmoothing, we propose an alternative method that is computationally more involved.
Profiling Estimation
The method of profiling, or one-step estimation, is based on the notion of least favourable curve that is defined to be the parameterization α β (·) of α (·) which has the smallest possible (Fisher) information for β and such that at β 0 , α β0 (·) = α (·). As long as this curve can be estimated, it can be used to compute the least favorable quasi-score for β, which coincides with the efficient one. The procedure consists of the following steps:
P1 For a given β let α β := a that solve the 2k 2 × 1 vector of local first-order conditions
P2 Find β that solves the k 1 × 1 vector of first-order conditions ∂Q n (β, α β , π) /∂β = 0.
It is important to note that the IPW profile quasi-score for β is
where q 1 (x, y) = ∂Q g −1 (x) , y /∂x. This involves the difficult computation of the k 2 ×k 1 matrix ∂ α β (X 3i ) /∂β ⊤ (the so-called least favorable direction) using, for example, numerical derivatives. To overcome this difficulty we can use as in Severini & Staniswalis (1994) and Lam & Fan (2008) a simple estimator that is based on a local version of its explicit expression (given in (A − 22) of the Appendix) that is
where q 2 (x, y) = ∂ 2 Q g −1 (x) , y /∂x 2 ; see Section 4 for further details on the computation of this estimator.
Main Results
We begin this section by introducing some auxiliary notation and the following convention: A quantity with a superscript π indicates that the relevant expectation is weighted by the inverse of the propensity score, so for example
denote an open neighbourhood of β 0 ; and assume that: A1 The random variable X 3 has compact support X 3 , and its density f (x 3 ) is twice continuously differentiable and is uniformly bounded away from 0 on X 3 ; A2 The functions α ′′ j (·) (j = 1, . . . , k 2 ) are continuous in X 3 ; the functions V (·) and g (·) are, respectively, twice and three times continuously differentiable in B (β 0 );
, 2) are twice continuously differentiable in x 3 ∈ X 3 ; the least favourable curve α β (·) is three times continuously differentiable in x 3 ∈ X 3 and B (β 0 );
are negative definite, and for some γ > 0,
A5 The kernel K is a bounded symmetric density function with bounded support.
Assumptions A1-A5 are standard moment and smoothness conditions in the literature on nonparametric/semiparametric estimation with quasi-likelihood functions, see e.g. Severini & Staniswalis (1994) , Carroll et al. (1997) and Cai et al. (2000) . Note that we do not require the quasi-likelihood to be globally concave and thus we allow for possible misspecification of the variance. These conditions ensure the consistency and asymptotic normality of a unique solution to the quasi-score equations (5).
The computation of π (X i ) can be done using binary maximum likelihood under the following additional standard regularity conditions. Let π (X, γ) denote a parametric model for π (X) where γ ∈ Γ ⊂ R dγ , and assume that
γ has the following stochastic expansion:
The following theorem establishes the asymptotic distribution of the local estimators used in the backfitting procedure described in step B1.
Theorem 3.1 Under S1, S2 and A1-A6. Then
Theorem 3.1 is a direct generalization of results of Chen et al. (2006) . It can be used to characterize the distribution of estimators for semiparametric quasi-likelihood models, and semiparametric estimating equations models with data missing at random.
The following theorem establishes the n 1/2 -consistency of β obtained in step B2.
Theorem 3.2 Under S1, S2 and A1-A6. If nh
Theorem 3.2 shows that to achieve n 1/2 -consistency using the backfitting method we need to undersmooth.
This is typical for a number of semiparametric models as noted for example by Van Keilegom & Carroll (2007) . Note that if one is interested in α 0 , then because of the undersmoothing it might be desirable to consider a third estimation which uses β found in step B2, and is defined by the local quasi-score equations
Note also that since β is n 1/2 -consistent this estimation can be carried out as if β was known. This result is summarized in the following theorem. Let
Theorem 3.3 Under S1-S2 and A1-A6. Then
We now establish the n 1/2 -consistency of the estimator β based on P2 step of the profile algorithm. Note that unlike the backfitting approach, there is no need to undersmooth here to achieve n 1/2 -consistency.
Theorem 3.4 Under S1-S2 and A1-A6. Then
Average Treatment Effect Estimation
As an application of the results of the previous section we consider the problem of estimating the average treatment effect parameter, see e.g. Imbens (2004) for a recent review. We propose a novel semiparametric estimator that is a middle ground between the parametric specifications recently used in some health economics literature (see e.g. Basu et al. (2008) ) and the fully nonparametric approach of Hahn (1998) and Hirano et al. (2003) . The estimator combines the regression adjustment approach with the GVCPL specification of the conditional mean, and enjoy a somewhat stronger version of the same double robustness property noted by Wooldridge (2007) , because of the semiparametric specification of the conditional mean of the outcomes as opposed to the fully parametric one proposed by Wooldridge (2007) . We follow the standard potential-outcome notation and use Y (1) and Y (0) to denote the potential outcome for an experimental unit with and without the treatment, which is indicated by the dummy variable T ∈ {0, 1}. We are interested in the average treatment effect parameter
As in Section 2 let {W
be an i.i.d. sample and let
denote the realized outcome. Assume that
Assumptions S2 * (i) and S3 imply that τ 0 can be estimated by the sample analogue of the mean regressions
that is
where β δ and α δ (·) are the solutions to (5) with T i / π i and (1 − T i ) / (1 − π i ) respectively for δ = 1 and δ = 0 computed using both backfitting and profiling methods. Let
Theorem 4.1 (I) Under S1, S2 * , S3, A1-A6 and if nh 4 1 → 0 then for the backfitting method
(II) Under S1, S2
* , S3 and A1-A6, then for the profiling method
Numerical Experiments
In this section we illustrate the results of the previous section with some examples and simulations. We consider three models commonly used in quasi-likelihood estimation of (1), namely the Normal, the Poisson and the Logit, for which the link functions are given, respectively, by Normal:
We first consider two separate cases corresponding to δ = 0 and 1, and then use the same two cases to consider average treatment effect estimation.
For the Normal design, we set In each of 500 replications we generated n pseudo-random numbers from these three designs for n ∈ {100, 200, 400}. For δ = 1 and δ = 0, we implement the estimators discussed in Section 2.1 and Section 2.2, using a second order Gaussian kernel with bandwidth chosen by Silverman's rule-of-thumb and a correctly specified Probit model for π i in each replication. Tables 1, 3 and 5 report the median bias (Bias) and the interquartile range (IQR) for the backfitting and profile estimators of β δ 20 -'Backfitting' and 'Profile' respectively in the tables. The tables also report the root average mean square error (RAMSE) of the backfitting and profile estimators of the nonparametric component α δ 0 . We first note that all finite sample biases and interquartile range decreases as the sample size increases uniformly across all specifications and designs. More interestingly we observe that the profile estimator of β δ 20 outperforms that based on backfitting across all designs and δs both in terms of absolute median bias and spread in all of the three specifications. The improvement is particularly evident in the case of the Poisson specification, where the finite sample bias of the profile estimator is roughly half that of the backfitting one for δ = 0, and up to 10 times less for δ = 1 and n = 200. The finite sample interquartile range is also considerably smaller especially for n = 100, where it is roughly a quarter for δ = 0 and δ = 1. The profile estimator of α δ 0 also outperforms its backfitting counterpart in terms of RAMSE across all designs and for both δs.
Tables 2, 4 and 6 present the results of the implied backfitting and profile estimators of τ 0 discussed in Section 4. For comparison purposes, the efficient inverse probability weighted (Eff. IPW) estimator of Hirano et al. (2003) is also calculated. The tables clearly show that the implied profile estimator of τ 0 does better than its backfitting counterpart in terms of finite sample bias and spread across all designs and sample sizes, especially in the case of the interquartile range for the Poisson specification. This is perhaps not surprising given the results of Tables 1, 3 and 5. Comparing now both implied estimators with the efficient inverse probability weighted one of Hirano et al. (2003) we note that in the case of the Gaussian specification both estimators are characterized by smaller finite sample bias and interquartile range. In the Poisson case the profile estimator has smaller bias and interquartile range whereas the Backfitting one is less precise and have bigger spread. Finally for the Logit specification the efficient inverse probability weighted estimator has the smallest finite sample bias for n = 100 and n = 200 and is characterized by a smaller spread than the backfitting implied estimator, but it is dominated as in the previous other two cases by the profile estimator in terms of interquartile range. Taken together the results of Tables 1-6 seem to suggest that the proposed estimators perform well in finite samples and can be effectively used in situations where there are missing observations and selection on observables can be assumed.
Conclusions
This paper proposes a new estimator for the parameters of generalized varying coefficients partially linear models when the responses are not perfectly observable but selection on the observables can be assumed. The estimator is based on an inverse probability weighting quasi-likelihood method with probability weights calculated using a parametric specification. The resulting estimator enjoys the double robustness property for three important link functions and can be used with many covariates, which makes it very useful from an applied point of view. The paper considers two general estimating techniques, namely backfitting and profiling, which yield estimators that are not asymptotically equivalent. Simulations seems to suggest that the estimators are characterized by good finite sample properties and that the one based on profiling dominates that based on backfitting both in terms of bias and spread.
Appendix A
Let c n = (nh 1 ) −1/2 and "CLT", "CMT", "LLN" stand, respectively, for "central limit theorem", "continuous mapping theorem" and "law of large numbers". Let
and note that the (scaled) local quasi-score ∂Q n (β, α, π,
where for notational simplicity π (X i ) :
A1 Auxiliary lemmas
is continuously differentiable in C x , a compact set such that f (x) > 0. Let K be a bounded positive function with bounded support satisfying a Lipschitz condition, and let K h (·) = K (·/h), where h := h (n) is the bandwidth.Then for n 1−(2/s) h q / log (n) → ∞ and
Proof. For (A-9) see Lemma B1 of Newey (1994) or Theorem 1 of Masry (1996) . (A-10) follows by (A-9), the standard bias calculation for kernels and the triangle inequality.
Lemma A.2 Let C x be a compact set, B (θ 0 , δ) be a closed ball of radius δ centered at θ 0 , and let θ (x) denote the solution of f n (x, θ (x)) = 0 for each x ∈ C x . Assume that (i) f (x, θ) and ∂f (x, θ) /∂θ ⊤ are continuous
Proof.
The proof relies on the inverse function theorem as in Foutz (1977) . Firstly, let λ (x) = 1/ 4 ∂f (x, θ 0 (x)) /∂θ ⊤ and choose δ small enough so that
uniformly in x ∈ C x , whenever θ ∈ B (θ 0 , δ). Let λ n (x) = 1/ 4 ∂f n (x, θ (x)) /∂θ ⊤ and note that by (iv)
Then by triangle inequality
uniformly in x ∈ C x with probability tending to 1. By (i) and (iii) the inverse function theorem implies that f n (x, θ (x)) is a one-to-one function from B (θ 0 , δ) to f n (x, B (θ 0 , δ)) for each x ∈ C x with probability tending to 1 and the image set contains an open ball of radius λ n (x) δ around f n (x, θ 0 (x)). By (A-11) f n (x, B (θ 0 , δ)) also contains a ball of radius λ (x) δ/2 around f n (x, θ 0 (x)) for each x ∈ C x with probability tending to 1. By (ii) 0 ∈ f n (x, B (θ 0 , δ)) with probability tending to 1. Let f
, which exists with probability tending to 1 for each x ∈ C x . Since 0 ∈ f n (x, B (θ 0 , δ)) and C x is compact it follows that θ (x) = f n (x, 0) exists in B (θ 0 (x) , δ) with probability tending to 1 uniformly in x ∈ C x . Moreover since δ is arbitrary small the conclusion follows. To show the uniqueness note that by the one-to-one property any other sequence θ (x) of f n (x, θ (x)) necessarily lies outside B (θ 0 , δ) with probability tending to 1 and by the compactness of C x this result holds uniformly in C x .
Proof. Let S n (α 0 , β 0 , π, x 3 ) := S n ( π, x 3 ), and note that S n ( π, x 3 ) = S n (π, x 3 ) + S 1n ( π, x 3 ) where
; by iterated expectation and Taylor expansion it can be shown that
and that
) by Lindeberg-Feller CLT and the Cramér-Wold device. By Assumption A6 and Taylor expansion
hence by the same argument of (A-12)
Proof. By the same decomposition used in Lemma A.3
By iterated expectations and Taylor expansion
Similarly it is possible to show that var[H n (π,
. By (A-13) and the same arguments as those used in (A-14) it follows that
where Σ κ (∂π/∂γ l , x 3 ) = O (1) (l = 1, 2, ...p) are k × k matrices whose structure is as that of Σ κ (α 0 , β 0 , x 3 ) with generic (j 1 , j 2 ) term given by X j1 X j2 ∂π/∂γ l . The conclusion follows by the triangle inequality.
Proof. Without loss of generality we assume the scalar case. Note that
Clearly when all indices are different all the terms in the summation are 0 because E (h j G j ) = 0 by iterated expectations. It remains to consider the case when at most two indices are equal. In this case there are two types of relevant combinations: (1) i = k and (2) (2) by iterated expectations it follows similarly to (A-15) that each term in the summation is of order O h 2 . Thus in both cases the summation is at most of order
/n and assume that (i)-(v) assumptions used in (A) with θ replaced by θ β hold, and
Proof. (A) Assumptions (i), (ii) and (v) imply that θ (x) satisfies the conditions of Lemma A.2 hence θ (x) is unique and sup
where θ * is the mean value. Then, by Lemma A.1 and LLN we have that
uniformly in C x hence the first conclusion. (B) For k = 0 the result follows by the arguments used in (A). For k = 1 by differentiating (A-18) with respect to β l (l = 1, ..., k)
uniformly in C x hence noting that by Lemma A.1
the result follows. For k ≥ 2 the result follows by repeated differentiation with respect to β using recursively the fact that
A2 Proof of the Main Results
Proof of Theorem 3.1.
by Assumptions A2 and A3 the solution θ (x 3 ) satisfies Lemma A.2 hence θ (x 3 ) = o p (1) uniformly in B (β 0 ) and X 3 . Let θ n (x 3 ) := θ (x 3 ) c n ; by a Taylor expansion of the local version of (5) about 0 we have
where θ * (x 3 ) is the mean value. By Assumptions A2, A4 and the same arguments as those used in Lemma A.4 the last term in the above expansion is O p (c n ) → 0, hence by Lemmas A.4 and A.6 we have that
Thus the result follows by Lemma A.3, CMT and simple algebra. Proof of Theorem 3.2. The consistency of the solution β on B (β 0 ) follows by Assumption (A3) which combined with the uniform consistency of α (·) as given in the proof of Theorem 3.1 implies a global version of Lemma A.2. Let
; as in the proof of Theorem 3.1 a Taylor expansion of β − β 0 about 0 gives
where ξ i is the mean value. By the consistency of β, α (·) and π i , and A3-A4 it follows by dominated convergence that
By Taylor expansion and A6
uniformly in X 3 and Γ. Lemma A.6 and the fact that
, where S α = [0, I, 0]. Conditional on X 3j , the law of iterated expectations and Taylor expansion yields
hence by Lemma A.5
The same arguments as those used for I 12n can be used to show that I 14n = o p (1). Thus we have that
so that
The conclusion follows by CLT noting that by conditional expectations and some algebra
Proof of Theorem 3.3.
follows by the same arguments as those used in the proof of Theorem 3.1. Then by Taylor expansion we have
and
The conclusion follows as in the proof of Theorem 3.1 using Lemmas A.3, A.4 and some algebra. Proof of Theorem 3.4.
by definition the least favourable curve α β (·) satisfies
Differentiating (A-21) with respect to β and evaluating at β 0
which implies that the so-called least favourable direction is
X 2 and by definition α β0 (x 3 ) = α 0 (x 3 ). As in the proof of Theorem 3.2, Assumption A3-A4 and Lemma A.2 imply the consistency and uniqueness of the solution β to 0 = ∂Q n (α β , β, π) /∂β. By Taylor expansion of 0 = ∂ Q n (α β , β, π)/∂β we have
and each of the I 2jn is as that of I 2jn with T i /π i replaced by (A-13). By (A-22) and CLT we have that
. By the least favourable property
and hence
, uniformly in X 3 by Lemma A.6(B) and similarly for I 23n . By the same arguments as those used in Theorem 3.2 we have I 2jn = o p (1) for j = 1 and 3. For I 22n note that by Lemma A.6
by Taylor expansion Note: Gaussian design with τ 0 = 0. Eff. IPW stands for the efficient semiparametric estimator of Hirano et al. (2003) . Note: Logit design with τ 0 = 0. Eff. IPW stands for the efficient semiparametric estimator of Hirano et al. (2003) .
