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Abstract
In this paper, we investigate the problem of finding tight linear
lower bounding functions for multivariate polynomials over boxes. These
functions are obtained by the expansion of polynomials into Bernstein
form and using the linear least squares function. Convergence prop-
erties of the given polynomials to their lower bounds are shown with
respect to raising the degree, width of the box and subdivision. Sub-
sequently, we provide a new method for constructing an affine lower
bounding function for a multivariate rational function based on the
Bernstein control points, the convex hull of a non-positive polynomial
s and degree elevation. Numerical comparisons with the well known
Bernstein constant lower bounding function are finally given.
Keywords: Bernstein polynomials, global optimization, bounding func-
tions, function of linear least squares, rational functions.
1 Introduction
Finding a lower bounding function for a given function is of paramount im-
portance in global optimization when a branch and bound approach is used,
see [1-3]. Bernstein polynomials and their bounding functions were used in
a large variety of problems, see [4]. Different methods of minimization and
deriving a tight lower bound have been attacked previously by the expansion
of a given polynomial into Bernstein polynomial [1], [5-8], until now the best
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lower bound is a linear function relying on the control points and the con-
vex hull property. This significance (convex hull) for the control points of a
polynomial p has illustrated in Figure 1. Affine lower bounding functions for
polynomials on a box was considered in [7], however, without any proof of
the convergence of the lower bound to its polynomial. In this paper, we aim
at improving the linear least squares function of this lower bound and filling
convergence gap. Specifically, we will raise the number of control points
to design a tighter affine lower bound over a given domain. This ensures
the positivity of a given polynomial and its lower bound at the convergence
point. Our results lean upon the well-known certificates of positivity, [9,
10], given by Bernstein,s theorem. The positivity of a polynomial can be
certified by computing the Bernstein coefficients of its linear lower function.
This improve the previous methods of computing certificates of positivity
for polynomials in the field of real algebraic geometry [11, 12].
On the other hand, the Bernstein form was extended to a rational func-
tion in [13- 15]. The coefficients of the Bernstein expansion of a given ra-
tional function over a specified box of interest tightly bound the range of
the rational function, e.g., [14]. Constant bounding functions are unreliable,
giving extremely poor bound functions. In this paper, we introduce a new
method for constructing a linear lower bounding function for multivariate
rational functions over boxes. This linear function ensures approximating
the given rational function over the hole domain from bellow well, and eas-
ier to be approximated than the multivariate rational function on a box.
Finally, the tested examples from the literature show the decreasing of the
computed error bound over a given box.
The paper is organized as follows: In the next section, we recall the
most important properties of Bernstein expansion. In Section 3, we improve
a tight lower bounding function for polynomials. A tight affine lower bound-
ing function for rational functions is given in Section 4. Finally, Section 5
comprises conclusions.
2 Bernstein Expansion
Let I(R) be the set of the compact, non-empty real intervals. Without loss
of generality we may consider the unit box I := [0, 1]n since any compact
non-empty box in Rn can be mapped thereupon by an affine transformation.
Define multi-indices j = (j1, . . . , jn)
T as component-wise. For x ∈ Rn
its monomials are xj := xj11 . . . x
jn
n . For the sum we use the compact nota-
tion
∑l
i=0 :=
∑l1
i1=0
· · ·
∑ln
in=0
,
(
l
i
)
:=
∏n
µ=1
(
lµ
iµ
)
, an n-variate polynomial
p, p(x) =
∑l
j=0 ajx
j , can be represented over I as
p(x) =
l∑
i=0
b
(l)
i (p) B
(l)
i (x), x ∈ I, (1)
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where
B
(l)
i (x) =
(
l
i
)
xi(1− x)l−i (2)
is the ith Bernstein polynomial of degree l, and the so-called Bernstein
coefficients b
(l)
i (p) are given by
b
(l)
i (p) =
i∑
j=0
(
i
j
)
(
l
j
)aj , 0 ≤ i ≤ l, where aj := 0 for l < j. (3)
In particular, we have the endpoint interpolation property [8]
b
(l)
i (p) = p(
i
l
), for all i, 0 ≤ i ≤ l, (4)
with iµ ∈ {0, lµ}, µ = 1, ..., n.
We define the total degree of a polynomial p as
L = max{lµ : µ = 1, ..., n}. (5)
The convex hull is a generalization of the range enclosing property, which
states that the graph of p over I is contained within the convex hull of the
control points derived from the Bernstein coefficients, i.e.,
{(
x
p(x)
)
: x ∈ I
}
⊆ conv
{( i
l
b
(l)
i
)
: 0 ≤ i ≤ l
}
,
where conv denotes the convex hull. This implies the interval enclosing
property [1]
min
0≤i≤l
b
(l)
i (p) ≤ p(x) ≤ max
0≤i≤l
b
(l)
i (p), for all x ∈ I, (6)
where the vertex condition is obtained. To finding (6) economically, it is
advantageous to use a method [16]. Let a general n−dimensional box X in
I(R)n,
X = [x1, x1]× · · · × [xn, xn],
and the width of any X,
w(X) := x− x.
It is possible to first apply the affine transformation which maps X on
the unit box I, and then to apply (3) using the coefficients of the transformed
polynomial.
Remark 2.1. For a polynomial p of degree l ≤ 1, we have
b
(l)
i (p) = p(
i
l
), ∀iµ = 0, ..., lµ.
3
3 Bounding Functions for Polynomials
In this section, the linear least squares approximation functions [7] is ad-
dressed. This yields an affine function which closely approximates polyno-
mials on the whole box. By the convex hull property of p on I the approach
of approximating all of the control points is superior to the technique of
interpolating l control points which form a lower facet of the convex hull.
Let A be the matrix of
∏n
i=1(li + 1) rows and n+ 1 columns where the
i, µth element is defined as
ai,µ = iµ/lµ, for 1 ≤ µ ≤ n, ai,n+1 = 1.
Let b be the vector consisting of the corresponding
∏n
i=1(li+1) Bernstein
coefficients. Then the coefficients of the linear least squares approximation
of all the control points are given by the solution γ to
ATAγ = Ab,
yielding the affine function
c∗(x) =
n∑
i=1
γixi + γn+1.
For numerically reliable approaches to solving the linear least squares
problem, see, e.g., [17]. A valid lower bounding function (LPF) is obtained
by performing a downward shift:
c(x) = c∗(x)− δ+, x ∈ I, (7)
where
δ+ = max
0≤i≤l
{c∗(
i
l
)− b
(l)
i (p)}.
3.1 Tight Bounding Functions
Providing certificates of positivity in the tensorial Bernstein basis for design-
ing control systems for polynomial dynamic systems requires bounding the
given polynomial from below. These bounds can be given in the Bernstein
form where computing the coefficients is only linear. In this section, we
improve the lower bounding function LPF (7) by application of Remark 2.1
to the linear least squares function c∗(x) and decreasing the downward shift.
If the degree of Bernstein expansion of c∗(x) − p(x) is elevated, the Bern-
stein coefficients of order l + r, r ∈ Nn, can easily be computed as convex
combinations of the coefficients of order l. It follows for rµ ≥ 0, µ = 1, ..., n,
that
δ+ ≥ max
0≤j≤l+r
{b
(l+r)
j (c
∗)− b
(l+r)
j (p)} =: δ
(r). (8)
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Noting Remark 2.1 and assuming δ(r) is a non-zero, a tight bounding
function (TPF) is obtained by performing a downward shift:
c(r)(x) = c∗(x)− δ(r), x ∈ I. (9)
This method approximates the original function well, preserves the broad
shape of the function on the whole box and obtains the convergence prop-
erties.
3.2 TPF Error Bound
To guarantee that the bounding function approximates the polynomial from
below well, we show that the minimum error bound (between (9) and p(x))
is decreasing with respect to raising the degree.
Remark 3.1. By (8), the lower bounding function c(r)(x) is increasing
monotone with respect to raising r.
The following theorem shows that the method TPF is superior to LPF.
Theorem 3.1. The following error bound is valid:
0 ≤ p(x)− c(r)(x) ≤ max
0≤j≤l+r
(b
(l+r)
j (p)− c
(r)(
j
l + r
)) (10)
≤ max
0≤i≤l
(b
(l)
i (p)− c(
i
l
)). (11)
Proof. The proof of (10) follows by using arguments similar to that given
in the proof of [7, Theorem 1], while (11) follows by applying the inequality
(8) to c(x) and c(r)(x). 
By noting Theorem 3.1 and application of Remark 3.1 to the minimum
error bound, the following corollary holds.
Corollary 1. The minimum error bound is decreasing with respect to raising
r, i.e.,
0 ≤ min
x∈I,rµ≥0
(p(x)− c(r)(x)) ≤ min
x∈I,rµ=0
(p(x)− c(r)(x)), µ = 1, ..., n.
3.3 Linear Convergence
In this subsection, we show that the lower bound c(r) converges linearly to
p with respect to raising the degree (degree elevation). We start with the
following theorem which extends [2, Theorem 3] to the multivariate case.
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Theorem 3.2. For L ≤ K, the following bound holds for the overestimation
of the range of p over I by the Bernstein form
max |p(
j
k
)− b
(k)
j (p)| ≤
T
K
, (12)
where
T :=
l∑
i=0
n∑
µ=1
[max(0, iµ − 1)]
2|ai| (13)
is not depending on the maximum Bernstein degree K.
Theorem 3.3. Given c(r)(x) is the lower bound (TBF) of p over I. Then
min
x∈I
|p(x)− c(r)(x)| ≤
T
L+ r0
,
where L + r0 is the maximum degree of the Bernstein expansion of p and
r0 = max{r1, ..., rn}.
Proof. Assume that
δ(r) = b
(l+r)
jˆ
(c∗)− b
(l+r)
jˆ
(p), for some jˆ, 0 ≤ jˆ ≤ l + r,
with the corresponding grid point jˆ
l+r in I. Then we can estimate
min
x∈I
∣∣p(x)− c(r)(x)∣∣ ≤ min
0≤j≤l+r
∣∣p( j
l + r
)− c(r)(
j
l + r
)|
≤
∣∣p( jˆ
l + r
)− c(r)(
jˆ
l + r
)
∣∣ = ∣∣p( jˆ
l + r
)− c(∗)(
jˆ
l + r
)+ (c(r)(
jˆ
l + r
)− b
(l+r)
jˆ
(p))
∣∣
=
∣∣p( jˆ
l + r
)− b
(l+r)
jˆ
(p)
∣∣ ≤ T
L+ r0
,
where the first equality follows by application of Remark 2.1 to c(∗), and the
last inequality by Theorem 3.2. 
3.4 Quadratic Convergence on a Box
In this subsection, the quadratic convergence of c(r) to p with respect to the
width of X is shown.
Remark 3.2. If 2 ≤ lµ + rµ, the bound on the right hand side of (12) can
be improved slightly, see [8, formula (17)]. Let x
(l+r)
j be the grid point of
the µth component,
x
(l+r)
j,µ = xµ +
jµ
lµ + rµ
(xµ − xµ), µ = 1, . . . , n. (14)
Then the difference |p(x
(l+r)
j ) − b
(l+r)
j | can be bounded from above for all
j, 0 ≤ j ≤ l+ r, by T1||w(X)||
2
∞, where T1 is a constant which can be given
explicitly by (13), see [18, Corollary 3.4.16].
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Theorem 3.4. Let A ∈ I(R)n be fixed. Then for all X ∈ I(R)n, X ⊆ A it
holds that
min
x∈X
|p(x)− c(r)(x)| ≤ T1||w(X)||
2
∞, (15)
where T1 is not depending on X.
Proof. Assume that
max
0≤j≤l+r
{b
(l+r,X)
j (c
∗)− b
(l+r,X)
j (p)}
is attained at b
(l+r,X)
jˆ
(c∗) − b
(l+r,X)
jˆ
(p), for some jˆ, 0 ≤ jˆ ≤ l + r, with the
corresponding grid point x
(l+r)
jˆ
. Hence
min
x∈X
∣∣p(x)− c(r)(x)∣∣ ≤ ∣∣p(x(l+r)
jˆ
)− c(r)(x
(l+r)
jˆ
)
∣∣
=
∣∣p(x(l+r)
jˆ
)− b
(l+r,X)
jˆ
(p)
∣∣
≤ T1||w(X)||
2
∞,
where the first equality follows since x
(l+r)
jˆ
is a grid point in X, and the last
one by Remark 3.2. 
3.5 Quadratic Convergence by Subdivision
The convergence of c(r) to p is only linear if we raise the degree. Instead,
if we subdivide I we obtain quadratic convergence with respect to subdivi-
sion. Repeated bisection of I(0,1) := I in all coordinate directions results at
subdivision level 1 ≤ d in subboxes I(d,ν) of edge length 2−d, ν = 1, ..., 2nd,
e.g, [13], [19]. The following theorem provides the quadratic convergence
with respect to subdivision I.
Theorem 3.5. Let c
(r)
(d,ν)(x) be the lower bound (TBF) of p over I
(d,ν). For
each 1 ≤ d it holds
min
x∈I(d,ν)
|p(x)− c
(r)
(d,ν)(x)| ≤ T2(2
−d)2, (16)
where T2 is a constant which can be given explicitly by (13) independent of
d.
Proof. The proof follows by using arguments similar to that given in the
proof of Theorem 3.4.
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4 Bounding Functions for Rational Functions
Let f := p/q be a rational function, where p and q are polynomials of degree
l, with Bernstein coefficients b
(l)
i (f), 0 ≤ i ≤ l, of the same degree.
We use the notation
b
(l)
i (f) :=
b
(l)
i (p)
b
(l)
i (q)
, 0 ≤ i ≤ l. (17)
We assume that all Bernstein coefficients b
(l)
i (q) have the same sign and
are non-zero and without loss of generality we assume that all of them are
positive. The easiest type of affine lower bounding function is one equal
to a constant; we can simply assign it the value of the minimum rational
Bernstein coefficient (MC):
L(x) := min b
(l)
i (f), i = 0, ..., l. (18)
Then, according to the range enclosing [14] of a rational function
L(x) ≤ f(x), ∀x ∈ X.
Two examples are addressed in [14], where the method MC is superior
to the least squares method [5]. In-general, the MC method is used princi-
pally as a control any method which does not deliver a noticeably tighter
approximation than it is likely to be of no benefit.
Remark 4.1. Given L is the constant lower bounding function (18) of f .
Then the following error bound is valid:
0 ≤ min
x∈I
(f(x)− L(x)) ≤ min
0≤i≤l
∣∣f( i
l
)− L(
i
l
)
∣∣ =: ρ(+).
However, constant bounding functions do not approximate the broad
shape of the rational function over the whole box, e.g., Figure 2.
4.1 Affine Bounding Functions for Rational Functions
The Bernstein expansion of a given non-positive polynomial s introduce
a method for constructing lower bounding functions for rational functions
based on the control points, using a linear least squares approximation of
the entire control point structure and degree elevation. Such these bounds
are tight and broadly shape preserving.
The rational Bernstein form of f of degree l + r is given as
f =
∑l+r
j=0 b
(l+r)
j (p)B
(l+r)
j∑l+r
j=0 b
(l+r)
j (q)B
(l+r)
j
=:
p(r)(x)
q(r)(x)
, rµ ≥ 0, ∀µ = 1, ..., n. (19)
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We recall from Proposition 4 in [?] that
b
(l+r)
j (p)
b
(l+r)
j (q)
≤ max
0≤j≤l+r
b
(l+r)
j (p)
b
(l+r)
i (q)
=: m(r) ≤ max
0≤i≤l
b
(l)
i (p)
b
(l)
i (q)
=: m,
hence p(x)
q(x) ≤ m. Therefore we can define the following non-positive polyno-
mial:
s(x) := p(x)−mq(x) ≤ 0. (20)
From (19) the Bernstein coefficients of s of degree l + r are given by
b
(l+r)
i (s) = b
(l+r)
i (p)−mb
(l+r)
i (q).
By application of (6) to q(x), and (9) to s(x), a tight lower bounding
function (TRF) of a rational function f is obtained for rµ ≥ 0 by:
L(r)(x) :=
c
(r)
s (x)
min b
(l+r)
i (q)
+m, (21)
where
c(r)s (x) = c
∗
s(x)− δ
(r)
s
and
δ(r)s = max
0≤j≤l+r
{b
(l+r)
j (c
∗
s)− b
(l+r)
j (s)}.
This method easer to be approximated than the rational function f(x),
and approximates f(x) over the whole domain, e.g., Figure ??.
4.2 TRF Error Bound
In this subsection, we show that L(r) is increasing monotonically with respect
to degree elevation.
Remark 4.2. Given L(r) is the lower bound (TRF) of f . Then the following
error bound is valid:
0 ≤ min
x∈I
(f(x)− L(r)(x)) ≤ min
0≤j≤l+r
∣∣f( j
l + r
)− L(
j
l + r
)
∣∣ =: ρ(r).
Lemma 4.1. The lower bounding function L(r)(x) is increasing with respect
to raising r.
Proof. Let L(r)(x) be on the unit box I. By applying (8) to s(x), we
have for rµ ≥ 0,
c∗s(x)− δ
(r)
s ≤ c
∗
s(x)− δ
(0)
s . (22)
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Since the enclosure bound of q is monotone with respect to degree elevation,
we obtain from (22) that
m+
c∗s(x)− δ
(r)
s
min b
(l+r)
i (q)
≥ m+
c∗s(x)− δ
(0)
s
min b
(l)
i (q)
,
which completes the proof.
By application of Lemma 4.1 to the minimum difference between f and
L(r) the following corollary is hold.
Corollary 2. The rational minimum error bound is decreasing with respect
to raising r, i.e.,
0 ≤ min
x∈I,rµ≥0
(f(x)− L(r)(x)) ≤ min
x∈I,rµ=0
(f(x)− L(r)(x)), µ = 1, ..., n. (23)
4.3 Numerical Results
The simple constant bounding function of a rational function (MC) is tight
at the convergence point. However, a constant bounding function is crude
and we would expect it to exhibit a mediocre error bound, in general, it
does not approximate the rational function on the whole box as closely as
our method.
Example 4.1. We consider the following two rational functions from [5]
and [14]. Let f, g be given by
f :=
a(w2 + x2 − y2 − z2) + 2b(xy − wz) + 2c(xz + wy)
w2 + x2 + y2 + z2
(24)
and
g :=
2(xz + wy)
w2 + x2 + y2 + z2
, (25)
where
a ∈ [7, 9], b ∈ [−1, 1], c ∈ [−1, 1]
x ∈ [−0.1,−0.2], y ∈ [0.3, 0.7], z ∈ [−0.2, 0.1], w ∈ [−0.9,−0.6]. (26)
We list in Table 1 the minimum error bound ρ(+) of the rational constant
bounding method (MC) and ρ(r), r = 0, 1, 2, of the new method (TRF). The
new method is superior to the method MC for g at r = 0. The method MC
is superior to the method TRF for f just at r = 0. The above TRF error
bound section shows the increasing of the affine lower bounding function
to its rational function if r is elevated. This test also illuminates that the
absolute distance between L(r) and f is decreasing as long as we elevate
the degree, where Figure 2 illustrates the linear optimization over the hole
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ρ(+)/ρ(r) f g
ρ(+) 0.238319 0.143718
ρ(0) 1.37662 0.0611941
ρ(1) 1.15619 0.0262508
ρ(2) 0.95121 0.0192906
Table 1: Numerical results for the rational functions f (24) and g (25) over
the box (26).
domain.
We implemented our numerical results and figures using C++, Opencv
and QT libraries. Bernstein coefficients were computed by a software of the
general Bernstein coefficients.
5 Conclusions
In this paper, we improved a linear lower bounding function for a poly-
nomial over boxes. This function was mainly obtained by using the linear
least squares function of the Bernstein control points. Therefore, computing
certificates of positivity for Lyapunov stability of polynomial systems is im-
proved. This is because computing certificates of positivity in our method
becomes linear in the Bernstein form. On the other hand, we constructed
affine lower bounding functions for rational functions, which can be applied
in global optimization problems and stability of dynamic systems with ratio-
nal control. The approach is suited to many rational functions which appear
in typical global optimization problems; even if the number of variables in
the problem is large, the number which appear in any given constraint func-
tion is typically much fewer. Finally, we proved the convergence properties
and the decreasing of the new method error bound.
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