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STATISTICAL GUARANTEES FOR BAYESIAN UNCERTAINTY
QUANTIFICATION IN NON-LINEAR INVERSE PROBLEMS
WITH GAUSSIAN PROCESS PRIORS
FRANC¸OIS MONARD, RICHARD NICKL, AND GABRIEL P. PATERNAIN
Abstract. Bayesian inference and uncertainty quantification in a general class of
non-linear inverse regression models is considered. Analytic conditions on the re-
gression model {G (θ) : θ ∈ Θ} and on Gaussian process priors for θ are provided
such that semi-parametrically efficient inference is possible for a large class of linear
functionals of θ. A general semi-parametric Bernstein-von Mises theorem is proved
that shows that the (non-Gaussian) posterior distributions are approximated by cer-
tain Gaussian measures centred at the posterior mean. As a consequence posterior-
based credible sets are shown to be valid and optimal from a frequentist point of
view. The theory is demonstrated to cover two prototypical applications with PDEs
that arise in non-linear tomography problems: the first concerns an elliptic inverse
problem for the Schro¨dinger equation, and the second the inversion of non-Abelian
X-ray transforms. New PDE techniques are developed to show that the relevant
Fisher information operators are invertible between suitable function spaces.
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1. Introduction
We are concerned here with a general class of non-linear inverse regression prob-
lems that arise with partial differential equations (PDEs). They involve a functional
parameter θ one wishes to make inference on, a non-linear ‘forward map’ θ 7→ G (θ)
describing a set of regression functions {G (θ) : θ ∈ Θ} defined on some domain X ,
and statistical measurements
(1.1) Yi = G (θ)(Xi) + σεi, i = 1, . . . , N.
Here the (Xi)
N
i=1 represent a finite ‘uniform’ discretisation of X and the εi are inde-
pendent Gaussian noise variables scaled by a fixed noise level σ > 0.
The aim is to construct a statistically and computationally efficient algorithm that
recovers θ from such data (Yi, Xi)
N
i=1. In applications, often more is required and
one is further interested in data-driven performance guarantees for the output of the
algorithm. This task forms part of the evolving scientific paradigm of ‘uncertainty
quantification’ [16]. In statistical terminology one is concerned with the construction
of a confidence set for aspects of the possibly infinite-dimensional parameter θ. In
common language this just expresses the desire to find valid ‘error bars’ for the output
of the algorithm one has used.
Various methods aiming to ‘quantify inferential uncertainty’ for inverse problems
involving PDEs are now available, particularly based on Bayesian posterior distribu-
tions arising from Gaussian process (and other) priors for θ, as advocated in influential
work by A. Stuart [54, 13]. While such measures of uncertainty can be computed by
MCMC methods (see [29, 30, 11, 50, 10, 5] and below), there are currently no statis-
tical (frequentist) guarantees available for the validity of such posterior inferences in
typical PDE settings where G is non-linear and θ is modelled as a Gaussian process.
The present paper attempts to shed some light on this issue.
The general results we obtain will be shown to apply to two prototypical ‘model
problems’ which are concerned with non-linear maps f 7→ uf arising with solutions
u = uf of a differential equation of the form
(1.2) Du− fu = 0 on M,
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where D is a given differential operator and f an unknown potential defined on some
domain M in Rd. The aim is to recover f from certain measurements of uf .
In our first example one takes for D an elliptic second order differential operator,
in fact to simplify the exposition we only consider D = ∆ equal to the standard
Laplacian. One then parameterises f via some link function mapping a linear space Θ
(to which Gaussian process priors can be assigned) into positive potentials f = fθ > 0,
and collects noisy measurements (1.1) with X = M of the solution G (θ) = ufθ
of the corresponding (time-independent) Schro¨dinger equation (1.2) with prescribed
boundary values. Various nonlinear inverse problems are of this form or can be
reduced to one involving a Schro¨dinger equation [28]. For instance applications to
photo-acoustic tomography are discussed in [4, 3]. The results to be obtained here
complement and extend recent results in [38].
In our second example we consider an inverse problem with boundary scattering
data. Here the differential operator D arises from the geodesic vector field on the
2-dimensional unit disk M and one observes non-Abelian X-ray transforms corre-
sponding to the ‘influx’ boundary values at X = ∂+SM of matrix-valued solutions uθ
of (1.2) with f = θ a skew-symmetric matrix field. This non-linear geometric inverse
problem appears in physical imaging problems such as neutron spin tomography, see
[26, 51] and has been studied in [15, 42, 44, 37]. Mathematically the setting is fun-
damentally different from the Schro¨dinger case as the underlying PDE methods are
not elliptic but of transport type. A main contribution of this article is to develop
new techniques that allow to address the challenge of inverting the Fisher information
operator arising in this setting (see below for more details).
We will give rigorous frequentist (N → ∞) guarantees for Bayesian uncertainty
quantification methodology arising from sufficiently smooth Gaussian process priors
for θ in such inverse problems. Specifically, conditions will be provided under which
optimal asymptotic semi-parametric inference is possible for linear functionals 〈θ, ψ〉
for smooth ψ ∈ C∞, from data in (1.1), and we verify these conditions for the preced-
ing examples with the Schro¨dinger equation and non-Abelian X-ray transforms. As
a consequence Bayesian credible sets for such parameters are shown to be valid fre-
quentist confidence sets, providing objective large sample guarantees for uncertainty
quantification. We numerically validate these theoretical findings for reasonable sam-
ple sizes (N = 600, 1000) in Section 2.6.
The idea behind our results is based on obtaining asymptotically exact Bernstein-
von Mises type Gaussian approximations for the local fluctuations of the non-Gaussian
posterior measure near θ0. In traditional regular statistical models such approxima-
tions have a long history going back to Laplace [33], von Mises [59], Le Cam [34]
and van der Vaart [57]. In more complex settings with infinite-dimensional parame-
ter spaces and inverse problems, such results are more recent and the present article
contributes to the programme developed in [6, 7, 8, 49, 38, 36, 39, 20].
Next to some standard regularity assumptions on G , our results involve two key
hypotheses which are specific to a given inverse problem. The first condition we
require is that posterior inference is globally consistent, that is, that the posterior
measure concentrates on a shrinking ‖ · ‖∞ neighborhood of the ground truth θ0
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generating the data. Proving such results typically requires ‘global’ stability estimates
for the inverse problem and the techniques involved are thus quite different from the
‘local’ techniques of the present paper. Consistency results of this kind were recently
obtained in relevant PDE settings in [37, 1, 21] building on ideas from [58]. As we
are dealing with difficult non-linear ill-posed inverse problems, the contraction rates
obtained in our concrete model examples are still comparably slow in ‘low regularity
settings’. Thus, in order to control the discretisation error and semi-parametric ‘bias’
terms in our proofs, we will have to assume that the prior Gaussian process model
employed is sufficiently regular (in a Sobolev sense).
The second key condition concerns the inverse of the so-called (‘Fisher’-) informa-
tion operator of the inverse problem. If we denote by I0 = Iθ0 the linear operator
obtained from linearising the non-linear map G near the ground truth parameter θ0
(one may think of it as a derivative (∂G /∂θ)|θ=θ0 in a suitable sense), then general
statistical theory [57] suggests that a canonical asymptotic approximation to the pos-
terior measure for θ should arise from a Gaussian measure with covariance operator
I0(I∗0I0)−1 where I∗0 is an appropriate adjoint of I0. Moreover this operator provides a
benchmark for the optimum any uncertainty quantification algorithm can achieve (in
a sense made precise in Section 3.3). What precedes can be made rigorous, however,
only if the information (or normal) operator I∗0I0 is surjective onto a large enough
range, and if the mapping properties of its inverse allow for the composition of I0 with
(I∗0I0)−1. In the settings above this is not at all clear a-priori and in fact generates
new PDE questions in its own right. For the Schro¨dinger equation problem it was
shown in [38] using elliptic theory that I∗0I0 indeed is invertible (in fact, its inverse
equals a certain type of iterated Schro¨dinger operator). We extend here the results
in [38] to allow for Gaussian priors and a more general discrete measurement setting
(under suitable hypotheses). For the non-Abelian X-ray case, inversion of I∗0I0 is a
more delicate problem that we successfully solve in this paper using recent techniques
from [35]. We refer to Remark 2.3 for some context and perspectives on this result.
At this point it suffices to point out that the statistical questions explored here and
in [36, 37] are drivers of new developments in geometric inverse problems.
This paper is organised as follows: The main results for the PDE models arising
from (1.2) are given in Section 2, whereas the general theory for Bayesian inference
in non-linear random design regression models is developed in Section 3. All proofs
are given in subsequent sections, and the results on the information geometry of non-
Abelian X-ray transforms are presented in Section 6.1. Throughout, for X a suitable
open subset of Euclidean space, we use standard notation for Ho¨lder spaces Cβ(X ) of
[β]-times ([·] denotes integer part) continuously differentiable functions whose partial
derivatives of order [β] satisfy a β − [β]-Ho¨lder continuity condition on X . We define
the usual Sobolev spaces Hα(X ) of functions with L2(dx)-derivatives up to order α,
defined for α /∈ N by interpolation. Finally, for V a normed vector space, C∞(X , V )
denotes all smooth V -valued functions defined on X , and C∞c (X , V ) denotes the
subspace of C∞(X , V ) consisting of functions that are compactly supported in the
interior of X . In Section 6.1 these definitions will also be used when X = M is a
Riemannian manifold M with boundary.
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2. Main results for PDE models
2.1. General observation setting, prior and posterior. Let (X ,A) and (Z,B)
be measurable spaces equipped with measures λ, ζ, respectively. We will assume that
λ is a probability measure and that ζ a finite measure. Let further V,W be finite-
dimensional vector spaces of fixed finite dimensions pV , pW ∈ N, with inner products
〈·, ·〉W , 〈·, ·〉V , respectively. Denote by
L∞(X ), L2(X ) = L2λ(X , V ) and L∞(Z), L2(Z) = L2ζ(Z,W ),
the bounded measurable, and λ- or ζ- square integrable, V or W -valued functions
defined on X ,Z, respectively. Denote by ‖ · ‖L2ζ(Z), ‖ · ‖L2λ(X ) the usual L2-norms on
these spaces, and by 〈·, ·〉L2ζ(Z), 〈·, ·〉L2λ(X ) the corresponding inner products; and write
‖ · ‖∞ for the supremum norm.
We will consider parameter spaces Θ that are (Borel-measurable) linear subspaces
of L∞(Z,W ), on which measurable ‘forward maps’
(2.1) θ 7→ G (θ), G : Θ→ L2λ(X , V ),
are defined. Observations then arise in a general random design regression setup
where one is given jointly i.i.d. random variables (Yi, Xi)
N
i=1 of the form
(2.2) Yi = G (θ)(Xi) + εi, εi ∼i.i.d N(0, σ2IV ), σ > 0, i = 1, . . . , N,
where the Xi’s are random i.i.d. covariates drawn from law λ on X . We assume
that the covariance IV of each noise vector εi is diagonal for the inner product of
V . Correlated Gaussian noise can be accommodated simply by adjusting the choice
of inner product on V . Conditions on the ‘experiments’ underlying our regression
model enter our results only through the probability measure λ generating the Xi’s.
In common cases where λ represents a uniform distribution on some bounded domain
in Euclidean space, a deterministic design regression model with ‘equally spaced’
design Xi = xi can be seen to be statistically equivalent to (2.2), see [47].
If the natural domain on which G is defined is not a linear space, one can employ
‘link functions’ that map Θ into the relevant domain. The new forward map then
consists of the composition of that link function with the initial forward map. See
Section 2.3 below for an example. We insist that Θ be a linear space so that Gaussian
process priors can be assigned to it.
To fix notation: The joint law of the random variables (Yi, Xi)
N
i=1 in (2.2) defines a
probability measure on (V ×X )N , and it will be denoted by PNθ = ⊗Ni=1P iθ , where we
note P iθ = P
1
θ for all i. The infinite product probability measure ⊗∞i=1P iθ describing
the law of all possible infinite sequences of observations (in (V ×X )N) will be denoted
by PNθ . We also write shorthand
(2.3) DN = {Y1, . . . , YN , X1, . . . , XN}, N ∈ N,
for the given data vector.
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Now given a prior probability measure Π on Θ to be specified, and assuming θ ∼ Π,
we make the Bayesian model assumption that
(Yi, Xi)
N
i=1|θ ∼ PNθ
which by Bayes’ rule generates a conditional posterior distribution of θ|(Yi, Xi)Ni=1
on Θ – it will be denoted by Π(·|(Yi, Xi)Ni=1) ≡ Π(·|DN). The posterior distribution
arises from a dominated family of probability measures (assuming joint measurability
of the map (θ, x)→ G (θ)(x)) and is hence given by
(2.4) Π(A|DN) ≡ Π(A|Y1, . . . , YN , X1, . . . , XN) =
∫
A
e`N (θ)dΠ(θ)∫
Θ
e`N (θ)dΠ(θ)
,
for any Borel set A in Θ. Here, by independence
(2.5) `N(θ) =
∑
i≤N
`i(θ), where `i(θ) = − 1
2σ2
‖Yi − G (θ)(Xi)‖2V ,
is, up to additive constants, the log-likelihood function of the observations.
2.2. Gaussian process priors for inverse problems. Gaussian priors are widely
used in Bayesian inverse problems since [29, 30], among others for uncertainty quan-
tification purposes as discussed in the introduction. In the ‘non-parametric’ setting
advocated by Stuart [54], when the parameter of interest is a function θ : Z → W ,
the infinite-dimensional notion of a Gaussian prior is the one of a random map arising
from a centred Gaussian process (see, e.g., [19, 17] for background).
For example, if Z is a bounded smooth domain in Rd, an α-regular Whittle-Mate´rn
process with index set Z (cf. Example 11.8 in [17]) arises as the stationary centred
Gaussian process G = {G(z), z ∈ Z} with covariance kernel
K(x, y) =
∫
Rd
e−i〈x−y,ξ〉Rd µ¯(dξ), µ¯(dξ) = (1 + ‖ξ‖2Rd)−αdξ, x, y ∈ Z.
From the results in Chapter 11 in [17] we see that the reproducing kernel Hilbert
space (RKHS) of (G(z) : z ∈ Z) equals the set of restrictions to Z of elements in
the Sobolev space Hα(Rd), which coincides, with equivalent norms, with the Sobolev
space Hα(Z) over Z. Moreover, Lemma I.4 in [17] shows that G has a version with
paths belonging almost surely to the Ho¨lder spaces Cβ
′
(Z) for all β′ < α− d/2, and
thus defines a Gaussian Borel probability measure on Θ = C(Z) whenever α > d/2
(and in fact in Cβ(Z) for any β < β′).
A key challenge for implementation is of course the computation of the posterior
distribution in such settings. When the forward map G is linear then one can show
that the posterior distribution (2.4) will also be a Gaussian measure on Θ so that
posterior sampling is fairly straightforward (see [30] and, for concrete implementation
with Whittle-Mate´rn priors, e.g., [36]). But even in the case where G is non-linear, so
that the posterior is not Gaussian any more, MCMC methods can be readily used as
long as the forward map (and possibly its gradient) can be numerically evaluated, see,
e.g., [29, 30, 11, 50, 10, 5, 37] and Section 2.6 below. Computational guarantees for
the mixing times of such algorithms are also available [25, 41] even in the potentially
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non-convex setting relevant here, thus providing feasible statistical methodology for
non-linear problems.
Regarding statistical (frequentist) properties of posterior measures, the case of lin-
ear G is again fairly well understood due to the explicit Gaussian structure of the
posterior distribution, we refer here only to [32, 48, 2, 31, 36, 20, 24] and references
therein. The non-linear case, however, remains a formidable challenge. While consis-
tency and contraction rates for Bayesian methods have been established very recently
in some settings [37, 1, 21], no guarantees are currently available for the task of
uncertainty quantification investigated here (except for [38] to be discussed below).
To address this challenge we will prove Bernstein-von Mises theorems which en-
tail that under suitable hypotheses the non-Gaussian posterior measure Π(·|DN) is
approximated, in the sense of weak convergence, by a Gaussian distribution with a
canonical covariance structure. Our results will hold in PNθ0 -probability, where θ0 is
the ground truth parameter generating the data (2.2), and for all linear functionals
〈θ, ψ〉L2 , θ ∼ Π(·|DN), with ψ a smooth test function. More precisely we will show
that if dweak is any metric for weak convergence of probability measures on R (see
[14]), if EΠ[θ|DN ] is the posterior mean (defined as a Bochner integral in C(Z)), and
if Πψ(·|DN) denotes the (through DN random) probability law of
√
N〈θ − EΠ[θ|DN ], ψ〉L2ζ(Z), θ ∼ Π(·|DN),
then for a normal N(0, σ2ψ) distribution with variance σ
2
ψ to be specified,
(2.6) dweak(Π
ψ(·|DN), N(0, σ2ψ))→
PNθ0
N→∞ 0.
If a limit such as the last one holds we shall say, in slight abuse of terminology,
that
√
N〈θ − EΠ[θ|DN ], ψ〉L2ζ(Z) →d N(0, σ2ψ) in PNθ0 -probability, where →d denotes
convergence in distribution. We will obtain some general results of this kind in Section
3 but first give the explicit theorems we obtain for the main examples (1.2) of this
paper, namely for the Schro¨dinger equation and for non-Abelian X-ray transforms.
2.3. Normal approximation for the Schro¨dinger equation. We now consider
an inverse problem for a steady state Schro¨dinger equation. Such problems have
applications in photo-acoustic tomography [4, 3] and have been studied recently in
the Bayesian inference setting in [38]. For a bounded smooth domain X = Z in Rd
with boundary ∂X , let λ = ζ equal the Lebesgue measure on X normalised to one.
Then consider solutions uf of the elliptic boundary value problem
(2.7)
{
1
2
∆u− fu = 0 on X ,
u = g on ∂X ,
where f : X → (0,∞), is a positive potential, where ∆ is the Laplacian, and where
g : ∂X → [gmin,∞), gmin > 0, are given smooth ‘boundary temperatures’. For
θ ∈ C(X ) we will parameterise f = φ ◦ θ where φ : R → (fmin,∞), fmin ≥ 0, is
a smooth bijective ‘regular link’ function chosen as in [40] (satisfying in particular
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φ(0) = 1 and φ′ > 0). In the notation from earlier in this section we set
G (θ) ≡ uφ◦θ ∈ L2λ(X ), V = W = R,
where we note that for f = φ ◦ θ, θ ∈ Cβ(X ), β > 0, a unique C2-solution uf of (2.7)
exists by standard results for elliptic PDEs [18].
Now draw θ′ from an α-regular Whittle-Mate´rn Gaussian process (cf. Subsection
2.2) supported in Cβ(X ) for 0 < β < α − d/2, and let the prior Π = ΠN be the law
on Θ ≡ Cβ(X ) of the random function
(2.8)
θ′(x)
Nd/(4α+2d)
, x ∈ X .
To state the following theorem, define the space C∞,2(X ) consisting of real-valued
functions f ∈ C∞(X ) such that the partial derivatives (Djf)|∂X = 0 vanish for all
multi-indices j of order 0 ≤ |j| ≤ 2. Evidently C∞c (X ) ⊂ C∞,2(X ). We also introduce
the Schro¨dinger operator
Sf [w] =
1
2
∆w − fw, w ∈ C2(X ),
appearing in the expression for the asymptotic variance. The following theorem ex-
tends related results in [38] to Gaussian process priors, and to the more realistic
measurement setting (1.1), assuming that the true parameter θ0 and test function ψ
define appropriate elements of C∞(X ).
Theorem 2.1. Consider the prior ΠN from (2.8) with integer regularity α large
enough satisfying (5.13). Let θ ∼ Π(·|DN) where Π(·|DN) is the posterior measure
on Θ arising from observations DN in model (2.2) with G (θ) the solution of the
Schro¨dinger equation (2.7), f = φ ◦ θ, and where φ : R → (fmin,∞), fmin ≥ 0,
is a regular link function. Denote the posterior mean by θ¯N = E
Π[θ|DN ], and let
ψ ∈ C∞,2(X ). Assume f0 = φ◦θ0 for some θ0 ∈ C∞(X ) such that infx∈X f0(x) > fmin.
Then we have as N →∞,√
N〈θ − θ¯N , ψ〉L2λ(X )|DN →d N(0, σ2(f0, ψ)) in PNθ0 − probability,
and moreover that √
N〈θ¯N − θ0, ψ〉L2λ(X ) →d N(0, σ2(f0, ψ))
where the asymptotic variance is given by
(2.9) σ2(f0, ψ) =
∥∥∥Sf0[ ψuf0φ′(θ0)
]∥∥∥2
L2λ(X )
.
The boundary conditions on ∂X and regularity assumption θ0 ∈ C∞(X ) ensure
that the inverse of the underlying information operator (which is an elliptic order-4
type operator, see (5.6) below) exists and maps C∞,2(X ) into C∞(X ). This fact is
used crucially in the proofs and also implies finiteness of σ2f0,ψ in (2.9).
In the proofs we establish a non-parametric contraction rate δ¯N of the posterior
measure about θ0 in ‖ · ‖∞-distance. The rate δ¯N improves if the Gaussian process
prior model is more regular. To control non-linear semi-parametric bias terms in
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the Bernstein-von Mises approximation we require Nδ¯3N = o(1) in our proofs, which
corresponds to the condition (5.13). If a faster rate than δ¯N can be obtained, that
condition could be weakened, but we do not pursue this issue in detail as we require
θ0 ∈ C∞(X ) at any rate (for the mapping properties of the information operator).
2.4. Normal approximation for non-Abelian X-ray transforms. We now present
results comparable to those from the previous subsection for the non-Abelian X-ray
transform as considered in [44, 37]. Applications to neutron spin tomography can be
found in [26, 51], see also Section 1.2 in [37]
We let M ⊂ R2 be the closed unit disk with boundary ∂M . We consider lines in
the plane (i.e. geodesics) parametrized by γ(t) = x + tv, where x ∈ R2 and v ∈ S1.
We only want those lines intersecting our region of interest M and further introduce
the influx and outflux boundaries as
∂+SM = {(x, v) ∈ ∂M × S1 : x · v ≤ 0},
∂−SM = {(x, v) ∈ ∂M × S1 : x · v ≥ 0}
where · is the standard dot product in the plane. If we take (x, v) ∈ ∂+SM , then the
line γ(t) = x+ tv will exit the disk in time
τ(x, v) := −2x · v.
Let Φ : M → Cn×n be a continuous matrix field. Given a line segment (geodesic)
γ : [0, τ ]→M with endpoints γ(0), γ(τ) ∈ ∂M , we consider the matrix ODE
U˙ + Φ(γ(t))U = 0, U(τ) = Id.
We define the scattering data of Φ on γ to be CΦ(γ) := U(0). This problem, backward
in time for convention here, is well-posed and leads to a unique definition of U(0),
containing information about Φ along the geodesic γ. Note that when Φ is scalar, we
obtain logU(0) =
∫ T
0
Φ(γ(t)) dt, which is the classical X-ray/Radon transform of Φ
along the ray γ. Considering the collection of all such data makes up the non-Abelian
X-ray transform of Φ, viewed here as a map
CΦ : ∂+SM → Cn×n,(2.10)
and the goal is to recover Φ from CΦ. Inverting Abelian and non-Abelian X-ray
transforms are examples of inverse problems in integral geometry, an active field
permeating several tomographic imaging methods, see also the recent topical review
[27]. We are most interested here in the case where Φ takes values in the Lie algebra
so(n) of skew-symmetric matrices associated to the special orthogonal group SO(n).
In this case the scattering data CΦ maps into SO(n) and the map Φ 7→ CΦ is known
to be injective [15, 42, 44]. Also, for n = 3 this is the relevant problem for neutron
spin tomography [26, 51].
Since M is the unit disk, we can parametrise its boundary (the unit circle) ∂M with
an angular variable φ; similarly the vectors v pointing inside M can be parametrized
with an angular variable ϕ ∈ [−pi/2, pi/2] (fan-beam coordinates). The influx bound-
ary ∂+SM can hence be equipped with a normalized area form λ, dλ := dφ dϕ/2pi
2.
The other common measure in use is cosϕdλ (the symplectic measure) and as we
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comment below in Remark 2.3 the ramifications of choosing one over the other in
terms of the Fisher information operator go quite deeply. In this paper we work
exclusively with λ as in [37].
The non-Abelian X-ray transform can be cast into the general statistical model
setting from (2.2) as follows: We set Z = M endowed with its volume element
ζ = dx, and X = ∂+SM with λ defined above. The vector spaces V = W can be
taken to equal the space of n× n real matrices with Frobenius inner product 〈·, ·〉F .
The standard element-wise basis ejk = δjk, 1 ≤ j, k ≤ n, of V then allows to realise
the random vector ε ∼ N(0, IV ) as the i.i.d. sequence εj,k ∼ N(0, 1), 1 ≤ j, k ≤ n,
considered in the noise model in [37]. Next we let Θ = ×dim(so(n))j=1 C(M) denote the
space of all continuous maps defined on M taking values in so(n). Identifying θ = Φ,
the non-linear forward map is then G (θ) = Cθ = CΦ from (2.10).
The linearisation I0 = Iθ0 of G at θ0 provides a bounded linear map from L2ζ(M)
to L2λ(∂+SM) with adjoint I∗0 : L2λ(∂+SM) → L2ζ(M), see Section 6.1. There it is
further shown that for θ0 ∈ C∞c (M, so(n)) the information operator I∗0I0 is invertible
on C∞(M) = C∞(M,V ), in particular,
(2.11) ψ ∈ C∞(M, so(n)) =⇒ ψ˜ = (I∗0I0)−1ψ ∈ C∞(M, so(n)).
To construct a prior Π on Θ we follow [37] and construct a so(n) valued matrix
Gaussian random field on M by taking i.i.d. copies of Gaussian process priors Bj :
j = 1, . . . , dim(so(n)). For each component Bj, we first draw an α-regular (α ∈ N)
planar Whittle-Mate´rn Gaussian process on M (cf. Subsection 2.2), with law on C(M)
denoted by Π′. Then we choose as prior for Bj the law of
θj =
θ′j
N1/(2α+2)
, θ′j ∼ Π′.
The product prior probability measure on Θ = ×dim(so(n))j=1 C(M) arising from these
coordinate distributions will be denoted by ΠN . It was shown in [37] that the posterior
distribution arising from this prior is consistent and contracts towards the true field
θ0 generating the data at a rate N
−η, η > 0, in PNθ0 -probability. The following theorem
holds for arbitrary smooth test functions ψ : M → so(n). As the prior and posterior
are measures concentrated in so(n) valued matrix fields, it is natural to require the
same range constraint on the test function ψ appearing in the dual pairing 〈θ, ψ〉L2 .
Theorem 2.2. Consider the Gaussian prior ΠN with integer regularity α large enough
satisfying (5.14) below. Let θ be drawn from the posterior distribution Π(·|DN) on Θ
arising from observations DN in model (2.2), where G (θ) is the non-Abelian X-ray
transform. Denote the posterior mean by θ¯N = E
Π[θ|DN ], and let ψ ∈ C∞(M, so(n)).
Assume θ0 ∈ C∞c (M, so(n)). Then we have as N → ∞ and in PNθ0 -probability, the
weak convergence√
N〈θ − θ¯N , ψ〉L2(M)|DN →d N(0, ‖I0(I∗0I0)−1ψ‖2L2(∂+SM,λ))
and moreover that√
N〈θ¯N − θ0, ψ〉L2(M) →d N(0, ‖I0(I∗0I0)−1ψ‖2L2(∂+SM,λ)).
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Remarks paralleling those following Theorem 2.1 about the conditions on θ0, α
apply in the present setting as well.
Remark 2.3. The inversion of I∗0I0 as stated in (2.11) has its own independent interest
and it is one of the innovations of the present paper. In general, for geodesic X-ray
transforms, the inversion of the Fisher information operator is a delicate problem
and its solution depends on the measure chosen on the influx boundary ∂+SM as this
choice determines the adjoint I∗0. There are two commonly used measures and in both
cases the Fisher information operator becomes an elliptic pseudo-differential operator
of order −1 in the interior of M . However, its boundary behaviour is sensitive to
the choice of measure and given the non-local nature of I∗0I0 one must understand
finer mapping properties that include boundary effects. In [36] we considered (in
the Abelian case) the Fisher information operator for the symplectic measure, i.e.
the natural measure on the space of geodesics (also the measure naturally produced
by Santalo´’s formula). In this case, it turns out that I∗0I0 extends as a pseudo-
differential operator to a slightly larger manifold containing M and one can make use
of transmission properties as developed by Ho¨rmander and Grubb [23]. The upshot
of this analysis is the need to incorporate a blow up at the boundary of type d−1/2,
where d is distance to the boundary when proving Bernstein von-Mises theorems. In
constrast, the second choice of measure which is given by the canonical volume form λ
on the influx boundary -and the one chosen in this paper- exhibits different behaviour
and I∗0I0 does not extend as a pseudo-differential operator to any neighbourhood of M .
To study the behaviour near the boundary in the case of the disk we take advantage
of the recent developments in [35] which deliver non-standard Sobolev scales with
suitable degenerations at the boundary. The inversion in (2.11) is the first result of
its kind and hints at a more general picture valid on any non-trapping manifold with
strictly convex boundary and no conjugate points.
2.5. Application to uncertainty quantification. Bayesian uncertainty quantifi-
cation for functionals 〈θ, ψ〉L2ζ(Z), is based on level 1− ξ Bayesian credible sets
(2.12) CN = {v ∈ R : |v − 〈θ¯, ψ〉L2ζ(Z)| ≤ RN}, Π(CN |DN) = 1− ξ, 0 < ξ < 1,
where θ¯ = EΠ[θ|DN ] is the posterior mean. Construction of the interval CN requires
only computation of that mean and of the quantiles RN of the posterior distribution,
both of which can be calculated approximately along a chain of MCMC samples (see
also Section 2.6). In particular the asymptotic variances appearing in Theorems 2.1
and 2.2 need not be estimated.
Now using Theorems 2.1 and 2.2 with ψ ∈ C∞, and arguing as in Remark 2.9 in
[36] (cf. also [6] and p.601 in [19]) one shows that the credible interval CN has valid
frequentist coverage of the true parameter θ0 in the sense that, as N →∞,
PNθ0 (〈θ0, ψ〉L2ζ(Z) ∈ CN)→ 1− ξ,
√
NRN →P
N
θ0 Φ−1(1− ξ),
with Φ(t) = Pr(|Z| ≤ t), t ∈ R, where Z is the limiting normal distribution occurring
in Theorems 2.1 or 2.2. In particular the diameter of this confidence interval is optimal
in an asymptotic minimax sense, see Section 3.3 for details.
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2.6. Numerical illustration. We illustrate here our theory by numerical experi-
ments for non-Abelian X-ray transforms, following the implementation detailed in
Section 4 of [37] with so(3) replaced by the (isomorphic) su(2). We fix the Euclidean
metric on the unit disk, and represent the disk as an unstructured mesh with 886
vertices. We choose an su(2)-valued matrix field Φ = a σ1 + b σ2 + c σ3 as in [37] with
σ1, σ2, σ3 the three Pauli basis matrices, and a, b, c three scalar components charac-
terised by their values at the 886 vertices, see Fig. 1.
Figure 1. The six functions used (top row: a, b, c; bottom row: d, e, f).
For N = 600, then N = 1000, we compute CΦ over N geodesics drawn at random,
whose entries are then corrupted by additive noise with σ = 0.1. The prior is set to
be of Mate´rn type with parameters ν = 3 and ` = 0.2.
The preconditioned Crank-Nicolson (pCN) algorithm is then used to compute Ns =
105 iterations of a Markov chain {Φn}n≤Ns targeting the posterior distribution of
Φ|DN , cf. Sec.4, [37]. As the purpose here is to explore and display the main features
of the posterior, the initial condition is chosen as the ground truth Φ, which shortens
the burn-in phase. The sequence {Φn}Nsn=1000 represents a family of posterior draws.
We fix three su(2)-valued test functions
Ψ1 = Φ, Ψ2 = d σ1 + e σ2 + f σ3, Ψ3 = e σ1 + f σ2 + d σ3,
where the functions d, e, f appear on Fig. 1, and we are interested in the statistics of
the smooth aspects 〈Φ,Ψ1〉L2 , 〈Φ,Ψ2〉L2 , 〈Φ,Ψ3〉L2 of the posterior measure. Figure 2
displays histograms of the tracked quantities {〈Φn,Ψj〉L2 , 0 ≤ n ≤ Ns, j ∈ {1, 2, 3}}
along each chain, illustrating both approximate posterior normality and concentration
as N increases as predicted by Theorem 2.2. The empirical posterior standard de-
viations further corroborate the frequentist validity of the uncertainty quantification
provided by these credible sets established in Section 2.5.
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Figure 2. Histograms of the MCMC chains for (left to right):
〈Φn,Ψ1〉, 〈Φn,Ψ2〉, 〈Φn,Ψ3〉. Red dot: true value; green dot: mean;
black dots: mean ±1σ. Top to bottom: N = 600, N = 1000. The
spreads on the centre/right plots noticeably decrease from .04 to < .03.
3. BvM in non-linear regression models with Gaussian process priors
In this section we provide general sets of conditions under which Bernstein-von
Mises type approximations can be proved for posterior distributions arising from
Gaussian process priors in the general nonlinear regression model (2.2). Theorems
2.1 and 2.2 will ultimately be deduced from verifying these conditions.
3.1. Analytical hypotheses. We start with the key hypotheses on the forward
map G from (2.1). Recall that Θ is a parameter set arising as a linear subspace
of L∞(Z,W ). The first condition concerns the uniform boundedness as well as the
global Lipschitz continuity of G on Θ both for L2 and ‖ · ‖∞ norms.
Condition 3.1. There exists a fixed constant C > 0 such that we have
‖G (θ)‖∞ ≤ C, and ‖G (θ)− G (θ′)‖′ ≤ C‖θ − θ′‖ for all θ, θ′ ∈ Θ,
where either ‖ · ‖′ = ‖ · ‖ = ‖ · ‖∞ or ‖ · ‖′ = ‖ · ‖L2λ(X ) and ‖ · ‖ = ‖ · ‖L2ζ(Z).
The next condition requires that G is continuously differentiable at the ‘true value’
θ0 ∈ Θ in a suitable sense.
Condition 3.2. For any h ∈ Θ suppose that as ‖h‖∞ → 0,
‖G (θ0 + h)− G (θ0)−DGθ0 [h]‖L2λ(X ,V ) ≡ ρθ0 [h] = o(‖h‖∞)
for some operator
I0 ≡ DGθ0 : (Θ, 〈·, ·〉L2ζ(Z,W ))→ L2λ(X , V )
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that is a continuous linear map. Moreover we assume that I0 is also continuous as a
map from (Θ, ‖ · ‖∞)→ L∞(X ).
When considering inference on linear functionals 〈ψ, θ〉L2ζ(Z) of θ, the invertibility of
the ‘information’ (or normal) operator I∗0I0 induced by I0 in directions ψ is required.
Here I∗0 : L2λ(X , V ) → (Θ, 〈·, ·〉L2ζ(Z,W )) denotes the adjoint map of I0, and we will
employ the following ‘source type’ condition on ψ.
Condition 3.3. Given ψ ∈ Θ and I0 from Condition 3.2, suppose there exists ψ˜ =
ψ˜θ0 ∈ Θ such that I∗0I0ψ˜ = ψ.
We now turn to the choice of Gaussian process priors and their reproducing kernel
Hilbert spaces (RKHS). As is common in Bayesian non-parametric statistics [58, 17],
we will require assumptions on the small deviation asymptotics of the prior Π measure.
While the displayed probability in the following condition still involves the forward
map G , one can readily use (3.1) to simplify the condition to one involving only the
prior small probabilities of ‖θ − θ0‖L2ζ(Z).
Condition 3.4. The priors Π = ΠN consist of Gaussian Borel probability measures
on the measurable linear subspace Θ of L∞(Z). The RKHS of ΠN is given by the
linear subspace HN of Θ, with RKHS inner product 〈·, ·〉HN . Suppose further that
supN E
ΠN‖θ‖4L2 <∞ and that for some sequence δN → 0 satisfying e−Nδ
2
NN2 →N→∞
0, some d¯ > 0 and all N large enough,
pi(δN) := ΠN(‖G (θ)− G (θ0)‖L2λ(X ) ≤ δN) ≥ exp{−d¯Nδ2N}.
Note that norms of tight Gaussian probability measures always have all higher
moments finite, but we require this bound to be uniform in N , hence the condition.
The next condition concerns an initial result about global contraction properties
of the posterior measure near the true value. This usually has to be established
by techniques different from the ones developed here: in recent papers it has been
shown that Gaussian process regression in non-linear inverse problems can be L2−
or L∞-consistent for any ‘true’ θ0 ∈ Θ when DN ∼ PNθ0 , see [37, 1, 21]. Moreover,
as part of these proofs, it is shown that the posterior concentrates (with sufficiently
high PNθ0 -probability) on suitable bounded sets in regularisation spaces R – typically,
if HN equals some Sobolev space Hα (as in Section 2.2), then one can chose Ho¨lder
spaces R = Cβ, β < α− d/2. The following condition reflects such a situation.
Condition 3.5. For a prior ΠN as in Condition 3.4, consider the posterior distribu-
tion Π(·|DN) in (2.4) arising from data DN in the model (2.2). Then suppose θ0 ∈ Θ
is a ‘true value’ generating data DN ∼ PNθ0 , and let (R, ‖ · ‖R) be a normed linear
measurable subspace of L∞(Z). We assume that as N → ∞ and for positive real
sequences δ¯N → 0,MN ≥ 1, such that
√
Nδ¯N →∞,
(3.1) Π(θ : ‖θ‖R ≤MN , ‖θ − θ0‖∞ ≤ δ¯N |DN) = 1− oPNθ0 (ηN).
Here ηN = e
−(L+1)Nδ2N with L = 2(2C2 + 1) + d¯ where C is as in Condition 3.1 and
d¯, δN as in Condition 3.4.
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The preceding ‘regularised parameter spaces’
(3.2) ΘN = {θ ∈ Θ : ‖θ‖R ≤MN , ‖θ − θ0‖∞ ≤ δ¯N}
play a key role in our proofs via the following quantitative condition that allows to
control the non-linearity of the likelihood function of the model (2.2), the discretisa-
tion errors arising from statistical sampling, and the sensitivity of ΠN with respect
to small perturbations in ψ˜-directions. Let JN be an upper bound for the following
(‘Dudley’-type) integral of the Kolmogorov metric entropy of ΘN ;
(3.3) JN(s, t) ≥
∫ s
0
√
log 2N(ΘN , ‖ · ‖∞, t)d, s, t > 0,
where N(ΘN , ‖ · ‖∞, ) are the usual -covering numbers of the set ΘN for the ‖ · ‖∞-
distance (i.e., the minimal number of -balls for ‖ · ‖∞ required to cover ΘN).
Condition 3.6. Suppose that ψ˜ = ψ˜θ0 from Condition 3.3 belongs to HN ∩ R and
that it satisfies, for δN from Condition 3.4,
(3.4) lim
N→∞
δN‖ψ˜‖HN = 0.
Moreover, for δ¯N as in Condition 3.5, suppose that as N →∞,
(3.5)
√
Nδ¯2NJN(1, δ¯
2
N)→ 0.
Further for σN a sequence such that for all N large enough and all t ∈ R fixed,
σN ≥ sup
θ∈ΘN
ρθ0 [θ − θ0 − (t/
√
N)ψ˜],
assume that as N →∞,
(3.6) max
(
N(σ2N + σN δ¯N),
√
NJN(σN , 1), δ¯N
√
logNJ 2N(σN , 1
)
/σ2N
)
→ 0.
The conditions (3.5), (3.6) are required to control the stochastic size of the non-
linear likelihood ratios arising in the posterior measure. Specifically the last term in
(3.6) is required in the proofs to control the Poissonian fluctuations of relevant em-
pirical processes indexed by the infinite-dimensional set Θ. In prototypical situations
where R equals a fixed ball in a Ho¨lder space Cβ(Z) for a d-dimensional domain Z,
and when the approximation in Condition 3.2 is quadratic (ρθ0(h) = O(‖h‖2∞)), it
can be shown that Conditions (3.5) and (3.6) reduce to the much simpler condition
(3.7) Nδ¯3N → 0, β > 2d.
See Subsection 5.3 for its verification in the two key examples considered here. The
requirements on α in Theorems 2.1 and 2.2 ultimately arise from checking (3.7) for
the initial uniform contraction rate δ¯N of the posterior distribution.
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3.2. Bernstein-von Mises theorems. Our first main theorem shows that the pos-
terior distribution in our non-linear inverse problem is asymptotically Gaussian when
integrated against fixed test functions ψ ∈ Θ, and when centred at
(3.8) ΨˆN = 〈θ0, ψ〉L2ζ(Z,W ) +
1
N
N∑
i=1
〈I0ψ˜θ0(Xi), εi〉V ,
Theorem 3.7. Let θ ∼ Π(·|DN) be a posterior draw and assume Conditions 3.1 -3.6
are satisfied. Then we have as N →∞ and in PNθ0 -probability,√
N
(〈θ, ψ〉L2ζ(Z) − ΨˆN)|DN →d N(0, ‖I0ψ˜θ0‖2L2λ(X ,V )).
We recall that the last limit is to be understood in the sense of (2.6).
To use an approximation as the last one for uncertainty quantification (as in Section
2.5), we need to choose a feasibly computable centring statistic instead of the (infeasi-
ble) ΨˆN . A desirable choice, both for inference and computation purposes via MCMC,
is the mean Ψ¯N = 〈θ¯N , ψ〉L2(Z,W ), θ¯N = EΠ[θ|DN ], of the posterior distribution.
Theorem 3.8. In the setting of Theorem 3.7, if θ¯N = E
Π[θ|DN ] denotes the posterior
mean, then we have as N →∞,√
N〈θ − θ¯N , ψ〉L2ζ(Z)|DN →d N(0, ‖I0ψ˜θ0‖2L2λ(X ,V )) in P
N
θ0
− probability.
Moreover, as N →∞, we also have√
N〈θ¯N − θ0, ψ〉L2ζ(Z,W ) →d N(0, ‖I0ψ˜θ0‖2L2λ(X ,V )).
3.3. LAN expansion and asymptotic optimality. The arguments given in the
proof of Theorem 3.7 (specifically the expansion for `N(θ(t)) − `N(θ) in the proof of
Proposition 4.2, with θ = θ0) combined with the central limit theorem imply in fact
that local log-likelihood ratio process in our model (2.2) is ‘locally asymptotically
normal (LAN)’, see (3.9). From this we can further deduce (as in [56, 57], or Section
7.5 in [38]) the semi-parametric information bound for inference on 〈θ, ψ〉L2ζ(Z), and
then also the asymptotic optimality of Theorem 3.8. The proof of the following
proposition is therefore left to the reader.
Proposition 3.9. Suppose Conditions 3.1 and 3.2 hold true. Then the log-likelihood
ratio process in the model (2.2) satisfies, for every fixed h ∈ L∞(Z) and as N →∞,
the asymptotic expansion
(3.9) log
dPN
θ0+h/
√
N
dPNθ0
(DN) = WN(h)− 1
2
‖I0[h]‖2L2(X ,λ) + oPNθ0 (1)
for random variables
(3.10) WN ≡ 1√
N
N∑
i=1
〈I0ψ˜θ0(Xi), εi〉V →dN→∞ N(0, ‖I0[h]‖2L2(X ,λ)).
Assuming also Condition 3.3, ‖I0ψ˜‖2L2λ(X ,V ) is the semi-parametric information bound
for optimal inference on the functional 〈θ, ψ〉L2 based on observations DN .
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Remark 3.10. Convergence of moments established in the proof of the last theorem
implies
NENθ0〈θ¯N − θ0, ψ〉2L2ζ(Z) → ‖I0ψ˜‖
2
L2λ(X ),
as N → ∞, and this is optimal in the minimax sense by the preceding proposition,
as then, by the asymptotic minimax theorem,
lim
N
inf
ψ˜N :(V×X )N→R
sup
θ:‖θ−θ0‖L2(Z)≤1/√N
NEθ(ψ˜N − 〈θ, ψ〉L2(Z))2 = ‖I0ψ˜‖2L2λ(X ).
In particular, no confidence region can have a smaller uniform asymptotic diameter
as the one constructed in Section 2.5.
4. Proofs of Theorems 3.7 and 3.8
We set σ2 = 1 to simplify notation. We follow ideas from [7, 8, 38, 39] and prove a
Bernstein-von Mises theorem by proving convergence of the moment generating func-
tions (Laplace transforms) of
√
N
(〈θ, ψ〉L2(Z)|DN − ΨˆN) with centring as in (3.8),
which implies weak convergence (in probability), and thus Theorem 3.7. This follows
by obtaining LAN-type approximations of suitable likelihood-ratios within the sup-
port of a suitably ‘localised’ posterior distribution. The stochastic linearisation as
well as the discretisation error are controlled by tools from empirical process theory
in Subsection 4.3. That one can centre at the posterior mean instead of ΨˆN (i.e.,
Theorem 3.8) then follows from an asymptotic uniform integrability argument.
4.1. Localisation of the posterior measure. We first record the standard sto-
chastic lower bound on the posterior denominator that is commonly used in proofs
in Bayesian nonparametric statistics.
Lemma 4.1. Assume Condition 3.4 holds for some δN , d¯ and let C be the constant
from (3.1). Then PNθ0 (CN)→ 1 as N →∞ where
CN =
{∫
Θ
e`N (θ)−`N (θ0)dΠ(θ) ≥ e−LNδ2N
}
, L = 2(2C2 + 1) + d¯.
Moreover, if TN is a measurable subset of Θ such that
Π(TN) ≤ e−D0Nδ2N for some D0 > L,
then as N →∞,
Π(TN |DN) = OPNθ0 (e
−(D0−L)Nδ2N ) = oPNθ0
(1).
Proof. We apply Lemma 7.3.2 in [19] with probability measure ν = Π(· ∩ B)/Π(B)
for the set B = B defined there. If we define sets
BN = {θ ∈ Θ : ‖G (θ)− G (θ0)‖L2(Z) ≤ δN}
then BN ⊂ B since the inequalities defining the set B in that Lemma are satisfied
with  =
√
2C2 + 1δN : Indeed standard computations with likelihood ratios imply
(e.g., Lemma 23 in [21], or p.224 in [17]),
E1θ0 [`1(θ0)− `1(θ)] = ‖G (θ)− G (θ0)‖2L2λ(X ),
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E1θ0 [`1(θ0)− `1(θ)]2 ≤ (2C2 + 1)‖G (θ)− G (θ0)‖2L2λ(X )
using also Condition 3.1. We hence obtain from that lemma, as N →∞,
PNθ0
(∫
B
e`N (θ)−`N (θ0)dΠ(θ) ≥ e−2(2C2+1)Nδ2NΠ(B)
)
≤ 1
(2C2 + 1)Nδ2N
→ 0.
Now the first limit follows since Θ ⊃ B and since Π(B) ≥ Π(BN) ≥ pi(δN) ≥ e−d¯Nδ2N
by Condition 3.4. Finally, we see on the event CN that
Π(TN |DN) =
∫
TN
e`N (θ)−`N (θ0)dΠ(θ)∫
Θ
e`N (θ)−`N (θ0)dΠ(θ)
≤ eLNδ2NZN
where ZN :=
∫
TN
e`N (θ)−`N (θ0)dΠ(θ) = OPNθ0
(e−D0Nδ
2
N ) by Markov’s inequality since
Fubini’s theorem and ENθ0e
`N (θ)−`N (θ0) = 1 imply ENθ0ZN ≤ Π(TN) ≤ e−D0Nδ
2
N . 
Now since ψ˜ from Condition 3.3 defines an element of the RKHS HN of ΠN by
Condition 3.6, if θ ∼ ΠN then by properties of RKHS the variable 〈θ, ψ˜〉HN has
distribution N(0, ‖ψ˜‖HN ). Hence if we define
TN =
{
θ :
|〈θ, ψ˜〉HN |
‖ψ˜‖HN
>
√
2L+ 1
√
NδN
}
,
then the tail inequality for standard normal random variables implies that Π(TN) ≤
e−(2L+1)Nδ
2
N and hence the previous lemma applies, so that for ΘN from (3.2) and
(4.1) Θ¯N := ΘN ∩ T cN we have Π(Θ¯cN |DN) = OPNθ0 (e
−(L+1)Nδ2N ) = oPNθ0
(1)
as N → ∞, using also Condition 3.5. In the proofs that follow we consider θ ∼
ΠΘ¯N (·|DN) where the posterior is taken to arise from prior probability measure
ΠΘ¯N ≡ Π(· ∩ Θ¯N)
Π(Θ¯N)
equal to Π restricted to Θ¯N from (3.2) and renormalised. Indeed, Condition 3.5 and
standard arguments (e.g., p.142 in [57]) then imply, for ‖ · ‖TV the total variation
distance on probability measures,
(4.2) ‖Π(·|DN)− ΠΘ¯N (·|DN)‖TV ≤ 2Π(Θ¯cN |DN)→
PNθ0
N→∞ 0,
and since convergence in total variation distance implies convergence in distribution,
we can restrict to prove Theorem 3.7 for θ ∼ ΠΘ¯N (·|DN) instead of θ ∼ Π(·|DN).
4.2. Uniform LAN approximation of the posterior Laplace transform. We
will prove the following proposition.
Proposition 4.2. For θ, ψ ∈ Θ and ψ˜ = ψ˜θ0 from Condition 3.3, define
θ(t) = θ − t√
N
ψ˜θ0 , t ∈ R.
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Let ΨˆN be as in (3.8) and Θ¯N as in (4.1). Then we have for every fixed t ∈ R and a
sequence RN = oPNθ0
(1) that as N →∞
EΠ
Θ¯N
[
exp{t
√
N
(〈θ, ψ〉L2(Z) − ΨˆN)}|DN] = e t22 ‖I0ψ˜‖2L2(X ) × ∫Θ¯N e`N (θ(t))dΠ(θ)∫
Θ¯N
e`N (θ)dΠ(θ)
× eRN .
Proof. Recalling the definition of WN in (3.10), the posterior Laplace transform can
be written as
(4.3)
EΠ
Θ¯N
[
et
√
N(〈θ,ψ〉L2(Z)−ΨˆN )|DN
]
=
∫
Θ¯N
et
√
N〈θ−θ0,ψ〉L2(Z)−tWN+`N (θ)−`N (θ(t))+`N (θ(t))dΠ(θ)∫
Θ¯N
e`N (θ)dΠ(θ)
The first main step in the proof is a uniform in θ ∈ Θ¯N perturbation expansion of
the log-likelihood ratios under PNθ0 , (recalling (2.5) and σ = 1)
`N(θ)− `N(θ(t))
= −1
2
N∑
i=1
(‖Yi − G (θ)(Xi)‖2V − ‖Yi − G (θ(t))(Xi)‖2V )
= −1
2
N∑
i=1
(‖G (θ0)(Xi)− G (θ)(Xi) + εi‖2V − ‖G (θ0)(Xi)− G (θ(t))(Xi) + εi‖2V )
= −
N∑
i=1
(
〈εi,G (θ0)(Xi)− G (θ)(Xi)〉V − 〈εi,G (θ0)(Xi)− G (θ(t))(Xi)〉V
)
− 1
2
N∑
i=1
(
‖G (θ0)(Xi)− G (θ)(Xi)‖2V − ‖G (θ0)(Xi)− G (θ(t))(Xi)‖2V
)
≡ I + II.
About term I, we linearise the map G at θ0 in each inner product to obtain
I =
N∑
i=1
〈εi, DGθ0(Xi)[θ − θ(t)]〉V
+
N∑
i=1
〈εi,G (θ)(Xi)− G (θ0)(Xi)−DGθ0(Xi)[θ − θ0]〉V
−
N∑
i=1
〈εi,G (θ(t))(Xi)− G (θ0)(Xi)−DGθ0(Xi)[θ(t) − θ0]〉V
=
t√
N
N∑
i=1
〈εi, DGθ0(Xi)[ψ˜]〉V +R(0)(θ)−R(t)(θ) = tWN +R(0)(θ)−R(t)(θ),
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noting that θ(0) = θ and where the ‘remainder empirical processes’ are given by
R(t) ≡
N∑
i=1
〈εi,G (θ(t))(Xi)− G (θ0)(Xi)−DGθ0(Xi)[θ(t) − θ0]〉V .
We show in Lemma 4.3 below that for all t ∈ R fixed,
(4.4) sup
θ∈ΘN
|R(t)(θ)| = oPNθ0 (1)
so that these terms form a part of the sequence RN .
For term II we writ EX for the expectation under the Xi’s only so that
− 1
2
N∑
i=1
(
‖G (θ0)(Xi)− G (θ)(Xi)‖2V − EX‖G (θ0)(Xi)− G (θ)(Xi)‖2V
− ‖G (θ0)(Xi)− G (θ(t))(Xi)‖2V + EX‖G (θ0)(Xi)− G (θ)(Xi)‖2V
)
− N
2
‖G (θ0)− G (θ)‖2L2(X ) +
N
2
‖G (θ0)− G (θ(t))‖2L2(X )
The sums in the first two lines are empirical processes and are shown in Lemma 4.4
below to be oPNθ0
(1) uniformly in θ ∈ ΘN for every fixed t, and can thus also be
absorbed into RN .
For the terms in the last line of the last display, we can further decompose
‖G (θ0)− G (θ(t))‖2L2(X ) = ‖G (θ(t))− G (θ0)−DGθ0 [θ(t) − θ0] +DGθ0 [θ(t) − θ0]‖2L2(X )
= ‖DGθ0 [θ(t) − θ0]‖2L2(X )
+ 2〈DGθ0 [θ(t) − θ0],G (θ(t))− G (θ0)−DGθ0 [θ(t) − θ0]〉L2(X )
+ ‖G (θ(t))− G (θ0)−DGθ0 [θ(t) − θ0]‖2L2(X )
including also the case θ = θ(0) by convention for t = 0. Now using Conditions 3.2,
3.6 and the Cauchy-Schwarz inequality the last two remainder terms are bounded by
a constant multiple of
sup
θ∈ΘN
[
ρ2θ0(θ(t) − θ0) + ‖θ(t) − θ0‖L2ρθ0(θ(t) − θ0)
]
. σ2N + σN δ¯N = o(1/N).
The remaining terms in the expansion are
N
2
(∥∥DGθ0 [θ − θ0 − t√
N
ψ˜]
∥∥2
L2(X ,V ) −
∥∥DGθ0 [θ − θ0]∥∥2L2(X ,V ))
= −t
√
N〈DGθ0 [θ − θ0], DGθ0 [ψ˜]〉L2(X ,V ) +
t2
2
‖DGθ0 [ψ˜]
∥∥2
L2(X ,V )
= −t
√
N〈θ − θ0, I∗0I0ψ˜〉L2(Z,W ) +
t2
2
‖I0[ψ˜]
∥∥2
L2(X ,V )
which, combined with Condition 3.3, the bounds from term I and (4.3), implies the
result. 
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4.3. Stochastic bounds on remainder terms and discretisation error. The
following two key lemmas use tools from infinite-dimensional probability to bound
the collections of empirical processes appearing as remainder terms in the proof of
Proposition 4.2. While that proposition considers localisation to the sets Θ¯N , the
following bounds actually hold uniformly in the larger classes ΘN from (3.2).
Lemma 4.3. We have (4.4).
Proof. For t fixed define new functions gθ : X → V as
gθ = G (θ(t))(·)− G (θ0)(·)−DGθ0(·)[θ(t) − θ0].
Then the remainder term from (4.4), viewed as a stochastic process indexed by θ ∈
ΘN , equals a centred (since Eεi = 0) empirical process for the jointly i.i.d. variables
(Xi, εi) of the form
|R(t)(θ)| ≡
∣∣ N∑
i=1
〈εi, gθ(Xi)〉V
∣∣ ≡ ∣∣ pV∑
j=1
N∑
i=1
εi,jgθ,j(Xi)
∣∣ ≤ pV∑
j=1
∣∣ N∑
i=1
εi,jgθ,j(Xi)
∣∣.
Here gθ,j are the entries of the vector field gθ ∈ V , and the εi,j are all i.i.d. N(0, 1)
variables. We will now bound the supremum over ΘN of the each of the last pV
summands by using a moment inequality for the empirical process {∑Ni=1 fθ(Zi) : f ∈
F} where, for every 1 ≤ j ≤ p fixed,
fθ ∈ F ≡ Fj = {fθ(z) = egθ,j(x) : θ ∈ ΘN}, z = (e, x) ∈ R×X ,
and Z1, . . . , ZN are i.i.d. copies of the variables Z = (ε,X) ∼ N(0, 1)× λ = P .
We will apply Theorem 3.5.4 in [19] but to do so need to calculate some preliminary
bounds: First, by independence of X, ε, the ‘weak’ variances of F are of order
sup
θ∈ΘN
Ef 2θ (Z) = sup
θ∈ΘN
Eg2θ(X) ≤ sup
θ∈ΘN
ρ2θ0(θ(t) − θ0) ≤ σ2N
by Conditions 3.2 and 3.6. Next, by Condition 3.1, the L∞-norm mapping properties
of DGθ0 (Condition 3.2) and the definition of ΘN we have
sup
θ∈ΘN
‖gθ,j‖∞ . ‖θ(t) − θ0‖∞ . δ¯N(1 + ‖ψ˜‖∞) . δ¯N .
As a consequence the preceding empirical process has point-wise envelopes
sup
θ∈ΘN
|fθ(e, x)| . |e|δ¯N ≡ FN(e, x) ∀(e, x) ∈ R×X ,
so that in particular
‖F‖2L2(P ) :=
∫
R×X
F 2N(z)dP (z) . δ¯2N , ‖F‖2L2(Q) :=
∫
R×X
F 2N(z)dQ(z) = δ¯
2
Ns
2
Q,
where, for any (discrete, finitely supported) probability measure Q on R×X , we have
set s2Q :=
∫
R×X e
2dQ(e, x). Finally, we have again from Condition 3.1 and 3.2, and
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for any θ, θ′ ∈ Θ and some fixed constant c0 that
‖fθ − fθ′‖L2(Q) :=
√∫
R
∫
X
e2(gθ,j(x)− gθ′,j(x))2dQ(e, x)
≤ sQ‖gθ,j − gθ′,j‖∞
≤ sQ(‖G (θ(t))− G (θ′(t))‖∞ + ‖I0[θ(t) − θ′(t)]‖∞)
≤ c0‖FN‖L2(Q)‖θ − θ′‖∞/δ¯N .
We conclude that any δ¯N/c0-covering of ΘN for the norm ‖·‖∞ induces a ‖FN‖L2(Q)-
covering of F for the L2(Q) norm, and so J(F , F, s) in (3.169) in [19] is bounded by
a constant multiple of our JN(s, δ¯N) (using also Lemma 3.5.3a in [19]). With these
preparations, we can now apply Theorem 3.5.4 in [19] where for our choice of envelope
FN we can take ‖U‖L2(P ) in that theorem bounded by a constant multiple of
√
logNδ¯N
(using independence of X, ε and also Lemma 2.3.3 in [19]). The upper bound (3.171)
in [19] then implies that
E sup
θ∈ΘN
∣∣ N∑
i=1
fθ(Zi)
∣∣ . √N max[δ¯NJN(σN/δ¯N , δ¯N), √logNδ¯3NJ 2N(σN/δ¯N , δ¯N)√
Nσ2N
]
which in turn, using the substitution δ¯N = ρ in (3.3), is bounded by a constant
multiple of the maximum of the second and third terms appearing in (3.6). Hence
the remainder terms from (4.4) converge to zero in expectation, and then also in
probability (by Markov’s inequality). [Let us finally note that, strictly speaking, the
application of Theorem 3.5.4 in [19] requires 0 ∈ F and F countable: If ‖θ0‖R < MN
then gθ = 0 for θ = θ0 − (t/
√
N)ψ˜ ∈ ΘN and N large enough, so 0 ∈ F . Otherwise
we can recenter fθ at fθ∗ for some arbitrary θ∗ and use a standard (one-dimensional)
moment bound for E|∑Ni=1 fθ∗(Zi)| ≤ √NσN → 0. One then applies the previous
argument to the class F − fθ∗ , so that the same overall bound holds true also in this
case. Finally, by continuity of θ 7→ gθ,j on the totally bounded set ΘN , the supremum
of the empirical process can be realised over a countable dense subset of ΘN , so the
assumption that F be countable can be met, too.] 
Lemma 4.4. We have for any t ∈ R that
sup
θ∈ΘN
∣∣∣ N∑
i=1
(‖G (θ0)(Xi)− G (θ(t))(Xi)‖2V − EX‖G (θ0)(Xi)− G (θ)(Xi)‖2V )∣∣∣ = oPNθ0 (1)
Proof. We will obtain a bound for the supremum of the empirical process {∑Ni=1(f(Xi)−
Ef(Xi)) : f ∈ F}, this time with indexing class
F = {fθ = ‖G (θ0)(·)− G (θ(t))(·)‖2V : θ ∈ ΘN}.
Using Condition 3.1, the envelopes of F can be taken to be
pV sup
θ∈ΘN
‖G (θ0)− G (θ(t))‖2∞ . sup
θ∈ΘN
‖θ0 − θ(t)‖2∞ . δ¯2N ≡ F,
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and we also have, since ‖G (θ)‖∞ ≤ C by Condition 3.1, that
‖fθ − fθ′‖∞ . ‖θ − θ′‖∞ ∀θ, θ′ ∈ ΘN .
This implies, similar to the proof in the previous lemma, that a c0δ¯
2
N-covering of ΘN
for the ‖·‖∞-norm (and c0 a small but fixed constant) induces a ‖F‖L2(Q)-covering of
F for the L2(Q)-norm (Q any probability measure), and that the functional J(F , F, s)
in (3.169) in [19] is bounded by a constant multiple of ourJ (s, δ¯2N). The convergence
to zero required in the lemma now follows from Theorem 3.5.4 in [19], in fact Remark
3.5.5 after it, the requirement (3.5) from Condition 3.6, and Markov’s inequality. 
4.4. Gaussian change of variables. We now control the ratio of Gaussian integrals
appearing in Proposition 4.2.
Proposition 4.5. As N →∞ we have for any fixed t ∈ R∫
Θ¯N
e`N (θ(t))dΠ(θ)∫
Θ¯N
e`N (θ)dΠ(θ)
= 1 + o(1)
Proof. If we denote by Πt the Gaussian law of θ(t) = θ−(t/
√
N)ψ˜, then the Cameron-
Martin theorem (e.g., Theorem 2.6.13 in [19]) provides the formula for the Radon-
Nikodym density of
dΠt
dΠ
(θ) = exp
{ t√
N
〈θ, ψ˜〉HN −
t2
2N
‖ψ˜‖2HN
}
, θ ∼ Π, ψ˜ ∈ HN .
The ratio in the proposition thus equals
e
− t2
2N
‖ψ˜‖2HN
∫
Θ¯N,t
e`N (ϑ)e
t√
N
〈ϑ,ψ˜〉HN dΠ(ϑ)∫
Θ¯N
e`N (θ)dΠ(θ)
, where Θ¯N,t = {θ(t) : θ ∈ Θ¯N}.
Uniformly in θ ∈ T cN ⊂ Θ¯N from (4.1) we have as N → ∞ that |(t/
√
N)〈θ, ψ˜〉HN | .
δN‖ψ˜‖HN → 0 by the requirement (3.4) in Condition 3.6, which also implies that
(t2/N)‖ψ˜‖2HN = o(1) since 1/
√
N = o(δN). Now since
|t|√
N
sup
ϑ∈Θ¯N,t
|〈ϑ, ψ˜〉HN | ≤
|t|√
N
sup
θ∈T cN
|〈θ, ψ˜〉HN |+
|t|
N
‖ψ˜‖2HN
we deduce from what precedes that the last ratio of integrals equals
eo(1) ×
∫
Θ¯N,t
e`N (ϑ)dΠ(ϑ)∫
Θ¯N
e`N (θ)dΠ(θ)
= eo(1) × Π(Θ¯N,t|DN)
Π(Θ¯N |DN) .
The denominator converges to 1 by Condition 4.1, and so does then the numerator,
using again (4.1) and since t‖ψ˜‖∞/
√
N = o(δ¯N) and t‖ψ˜‖R/
√
N = o(MN) under the
maintained assumptions. 
Combining Propositions 4.2 and 4.5 we have shown that for all t ∈ R, as N →∞,
(4.5) EΠ
Θ¯N
[
exp{t
√
N
(〈θ, ψ〉L2ζ(Z) − ΨˆN)}|DN]→ exp{t22 ‖I0ψ˜‖2L2λ(X )}
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in PNθ0 -probability, and therefore, using also (4.2), for θ ∼ Π(·|DN),
(4.6)
√
N
(〈θ|DN , ψ〉L2ζ(Z) − ΨˆN)→d N(0, ‖I0ψ˜‖2L2λ(X ))
by the in PNθ0 -probability version of the usual implication that convergence of Laplace
transforms implies convergence in distribution (see the appendices of [38] or [8]). This
completes the proof of Theorem 3.7.
4.5. Convergence of the posterior mean. The proof combines ideas from [6, 38,
36, 37]. The key lemma is the following stochastic bound on the posterior second
moments.
Lemma 4.6. Under the hypotheses of Theorem 3.8 we have
NEΠ
[
(〈θ, ψ〉L2ζ(Z) − ΨˆN)2|DN
]
= OPNθ0
(1)
Proof. The left hand side in the last display is bounded by
2NEΠ
[〈θ − θ0, ψ〉2L2ζ(Z)|DN ] + 2N(ΨˆN − 〈θ0, ψ〉L2ζ(Z))2
and in view of (3.8), the second term in the last decomposition is OPNθ0
(1) by the
central limit theorem applied to WN from (3.10) (one also applies the continuous
mapping theorem for x 7→ x2 and Prohorov’s theorem to deduce from convergence in
distribution of NW 2N that it is uniformly tight.)
It hence remains to bound the first term in the last decomposition. If we define
events AN = {‖θ− θ0‖∞ ≤ δ¯N} ⊂ Θ then we can rewrite the first quantity in the last
display as (two times)
(4.7) NEΠ
[〈θ − θ0, ψ〉2L2ζ(Z)1AN |DN]+NEΠ[〈θ − θ0, ψ〉2L2ζ(Z)1AcN |DN] = I + II.
To deal with term II, we apply the Cauchy-Schwarz inequality to obtain the bound
N
√
EΠ
[〈θ − θ0, ψ〉4L2(Z)|DN ]√Π(‖θ − θ0‖∞ > δ¯N |DN)
and we now show that this term is bounded in probability: Using Condition 3.5,
Lemma 4.1, Markov’s inequality and ENθ0e
`N (θ)−`N (θ0) = 1 we indeed have
PNθ0
(
EΠ
[〈θ − θ0, ψ〉4|DN ]Π(‖θ − θ0‖∞ > δ¯N |DN) > N−2)
≤ PNθ0
(
EΠ
[〈θ − θ0, ψ〉4|DN ]e−(L+1)Nδ2N > N−2)+ o(1)
= PNθ0
(∫
Θ
〈θ − θ0, ψ〉4e`N (θ)−`N (θ0)dΠ(θ)∫
Θ
e`N (θ)−`N (θ0)dΠ(θ)
> e(L+1)Nδ
2
NN−2, CN
)
+ o(1)
≤ ‖ψ‖4L2(Z)e−Nδ
2
NN2
∫
Θ
‖θ − θ0‖4L2(Z)dΠ(θ)ENθ0e`N (θ)−`N (θ0) . N2e−Nδ
2
N → 0
as N →∞, by hypothesis on δN ,ΠN . Collecting what precedes implies that the term
II in (4.7) is indeed ONPθ0
(1).
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The next step is to bound the term I in (4.7). Recalling that ΠΘ¯N [·|DN ] denotes
the posterior distribution arising from prior restricted and renormalised to Θ¯N , we
decompose
NEΠ
[〈θ − θ0, ψ〉2L2(Z)1AN |DN] = NEΠΘ¯N [〈θ − θ0, ψ〉2L2(Z)1AN |DN]
+NEΠ
[〈θ − θ0, ψ〉2L2(Z)1AN |DN]−NEΠΘ¯N [〈θ − θ0, ψ〉2L2(Z)1AN |DN] = A+B
For term A, using also x2 ≤ 2ex, x ≥ 0 and the definition of ΨˆN ,WN = OPNθ0 (1) from
(3.8), (3.10), respectively, the limit (4.5) at t = 1 implies that for all N large enough
and some rN = oPNθ0
(1),
A ≤ 2eWN+rN e 12‖I0ψ˜‖2L2(X ,V ) ,
and hence this term is stochastically bounded.
Finally, by definition of the events AN , the term |B| can be written as
N
∣∣∣ ∫
AN
〈θ − θ0, ψ〉2L2(Z)[dΠ(θ|DN)− dΠΘ¯N (θ|DN)]
∣∣∣
≤ Nδ¯2N‖ψ‖2L1(Z)‖Π(·|DN)− ΠΘ¯N (·|DN)‖TV
. Nδ¯2NΠ(Θ¯cN |DN) . Nδ¯2NOPNθ0 (e
−(L+1)Nδ2N ) = oPNθ0
(1)
where we have used (4.2) and (4.1), completing the proof of the lemma. 
Now to prove the theorem note that by (4.6) and (2.6) we have for
Zn|DN ≡
√
N(〈θ, ψ〉L2ζ(Z) − ΨˆN)|DN , Z ∼ N(0, ‖I0ψ˜‖2L2λ(X ))
and dweak any metric for weak convergence of laws on R,
(4.8) dweak
(L(ZN |DN),L(Z)))→PNθ0N→∞ 0.
The idea of what follows is based on the basic fact that the previous lemma implies
(by uniform integrability) convergence of moments in the last limit (4.8), and thus
that, since EZ = 0, the posterior mean equals ΨˆN up to a stochastic term of order
o(1/
√
N). However, as the probability measures L(ZN |DN) to which this argument
is applied are random via the data DN , the proof requires some care. We will employ
a contradiction argument: To prove Theorem 3.8, it suffices by Theorem 3.7 (and
Slutsky’s lemma) to prove that as N →∞,
(4.9)
√
N
(〈EΠ[θ|DN ], ψ〉L2(Z,W ) − ΨˆN)→Pr 0,
where we write Pr for the probability measure PNθ0 on the underlying probability space
(Ω,S) := ((V ×X )N,S) supporting all data variables (DN , N ∈ N). Suppose the last
limit does not hold true. Then there exists Ω′ ∈ S of positive probability Pr(Ω′) > τ
and ζ ′ > 0 such that along a subsequence of N (still denoted by N) we have
(4.10) |
√
N
(〈EΠ[θ|DN(ω)], ψ〉L2(Z,W ) − ΨˆN(ω))| ≥ ζ ′ > 0 for ω ∈ Ω′.
Now since convergence in Pr-probability implies Pr-almost sure convergence along a
subsequence, we can extract a further subsequence of N such that (4.8) holds almost
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surely, that is, on an event Ω0 ⊂ Ω such that Pr(Ω0) = 1. For each fixed ω ∈ Ω0 we
can use the Skorohod imbedding (Theorem 11.7.2 in [14]) to construct (if necessary
on a new probability space) new real random variables Z˜N , Z˜ such that their laws
satisfy
L(Z˜N) = L
(
ZN |DN(ω)
)
,L(Z˜) = L(Z), Z˜N →a.s.N→∞ Z˜,
and we also know by Lemma 4.6 that EZ˜2N = E[Z
2
N |DN(ω)] = O(1) for all ω ∈ Ω′0 ⊂
Ω0 of probability Pr(Ω
′
0) > 1 − τ as close to one as desired. But this implies that
the (Z˜N : N ∈ N) are uniformly integrable real random variables so that almost sure
convergence implies convergence of first moments ([14], Theorem 10.3.6), that is
E|Z˜N − Z˜| = E|Zn|DN(ω)− Z| →N→∞ 0
for all ω ∈ Ω′0. In particular then, using also Fubini’s theorem,
(4.11)
√
N
(〈EΠ[θ|DN(ω)], ψ〉−ΨˆN(ω)) = EΠ[√N(〈θ, ψ〉−ΨˆN)|DN(ω)]→ EZ = 0
for ω ∈ Ω′0. But if the last limit holds for all ω ∈ Ω′0 with probability Pr(Ω′0) > 1− τ
we have a contradiction to (4.10) (as then Pr(Ω) ≥ Pr(Ω′) + Pr(Ω′0) > 1− τ + τ = 1),
completing the proof of (4.9) and thus of the theorem.
5. Proofs for non-Abelian X-ray and Schro¨dinger equation
The proofs proceed by verifying the hypotheses of Theorems 3.7 and 3.8.
5.1. Proof of Theorem 2.1. We follow ideas laid out in [38] for a more restrictive
class of priors and a simpler noise model. In particular in our setting Θ is unbounded
and we therefore need to explicitly track the growth of various constants in the PDE
estimates used in [38]. These have been obtained in the recent article [40] in the study
of a related problem, and we will refer repeatedly to [40] in the proofs that follow.
A key role is played by the L2(X )-self-adjoint ‘inverse Schro¨dinger’ integral operator
Vf , f > 0, furnishing unique solutions uf,ψ = Vf [ψ] of the PDE
(5.1) Sf (uf,ψ) = ψ on X , s.t. uf,ψ = 0 on ∂X , for all ψ ∈ C(X ),
where we recall the Schro¨dinger operator Sf (h) = ∆2 h − fh. We also have for ψ ∈
C20(X ) := C2(X ) ∩ {f|∂X = 0} that
(5.2) Vf [Sf [ψ]] = ψ on X .
See Chapter 3 in [9] (or also Proposition 22 in [38]) for these facts.
Condition 3.1: Let us write θ = φ−1 ◦ f, θ′ = φ−1 ◦ h for θ, θ′ ∈ Θ so that
G (θ)− G (θ′) = uf − uh = Vf [(f − h)uh].
Using a standard continuity estimate for Vf (e.g., Lemma 25 in [40]) and that com-
position with regular link functions is Lipschitz for Lp-norms (Lemma 29 in [40]),
(5.3) ‖Vf [(f − h)uh]‖ . ‖uh‖∞‖f − h‖ . ‖θ − θ′‖
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both for ‖·‖ equal to the L2(X ) and the L∞(X )-norm, and with constants independent
of f . Here we have used also that
(5.4) ‖uh‖∞ ≤ c‖g‖∞, 0 ≤ h ∈ Cβ,
for a fixed constant c > 0, as follows, e.g., from the Feynman-Kac representation of
uh (see (5.35) in [40]). Then (5.4) also implies the first inequality in Condition 3.1.
Conditions 3.2 and 3.3: If f0 = φ(θ0), fh = φ(θ0 + h), then Proposition 4 in [38]
and regularity of the link function φ imply, for Vf the inverse Schro¨dinger operator,
‖ufh − uf0 − Vf0 [uf0(fh − f0)]‖L2(X ) = O(‖fh − f0‖2∞) = O(‖h‖2∞).
Then by the chain rule for φ ◦ θ and continuity of the operator Vf0 on C(X ) we can
further deduce
(5.5) ‖ufh − uf0 − Vf0 [uf0φ′(θ0)h]‖L2(X ) = O(‖h‖2∞)
which shows that the linearised ‘score’ operator I0 : L2(X )→ L2(X ) equals
I0 = Vf0 [uf0φ′(θ0)[·]] with adjoint I∗0 = uf0φ′(θ0)Vf0 [·].
We see that I0 is a continuous operator on both L2(X ) and L∞(X ) by Lemma 25 in
[40], and since both uf0 and φ
′(θ0) are bounded functions.
Now as in Section 4.2 in [38] we can define
(5.6) ψ˜ ≡ (I∗0I0)−1(ψ) ≡
Sf0Sf0
[
ψ
uf0φ
′(θ0)
]
uf0φ
′(θ0)
, ψ ∈ C∞(X ),
where we note that min(uf0 , φ
′(θ0))) > 0 throughout X by g ≥ gmin and the Feynman-
Kac formula (cf. after eq.(2) in [38]) and since θ0 ∈ C∞(X ) is bounded. Moreover
since f0 is smooth by assumption we also have uf0 ∈ C∞(X ) (as in Lemma 27 in [40],
for instance). Then, for all ψ ∈ C∞,2(X ) one checks directly from the definitions and
the product rule that Sf0
[
ψ/(uf0φ
′(θ0))] ∈ C20(X ). We can thus apply (5.2) to obtain
I0ψ˜ = Vf0
[
Sf0Sf0
[ ψ
uf0φ
′(θ0)
]]
= Sf0
[ ψ
uf0φ
′(θ0)
]
and another application of (5.2) implies I∗0I0ψ˜ = ψ and hence Condition 3.3, in
particular (I∗0I0)−1 is a proper inverse mapping C∞,2(X ) into C∞(X ). What precedes
also explains the form of the asymptotic variance in Theorem 2.1.
Conditions 3.4 and 3.5: We will use results in [21] for general non-linear inverse
problems. Using the bounds (5.3) and (5.4) the conditions formulated at the beginning
of Section A in [21] can be verified for the PDE arising from the Schro¨dinger equation
with κ = γ = 0. Lemma 15 in [21] then verifies the lower bound for pi(δN) appearing
in Condition 3.4 for the Whittle-Mate´rn prior with sequence
δN = N
−α/(2α+d)
(which for κ = 0 permits to replace Hαc by H
α in Condition 3 in [21]). Moreover,
since E‖θ′‖4L2 < ∞ the moment condition is also verified. To verify Condition 3.5,
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we will choose as regularisation space
R = Cβ(X )
equipped with the Cβ-norm for any max(2, d/2) < β < α− d/2. We apply Theorem
14 in [21] to the effect that we can find L0,M > 0 large enough depending on L such
that the set
Θ˜N = {θ ∈ R : ‖uφ(θ) − uφ(θ0)‖L2 ≤ L0δN ; ‖θ‖Cβ ≤M}
satisfies
Π(ΘcN |DN) = oPNθ0 (ηN), ηN = e
−(L+1)Nδ2N .
We next show that
Θ˜N ⊂ ΘN = {θ ∈ R : ‖θ − θ0‖∞ ≤ δ¯N ; ‖θ‖Cβ ≤M}
for convergence rate
δ¯N ≡ N−r(α) for any r(α) < α
2α + d
· β −
d
2
β + 2
, α > β − d/2 > 0,
and for all N large enough, so that Conditions 3.5 follows. Indeed, just as in Lemma
28 in [40], using the Sobolev imbedding theorem, standard interpolation inequalities
for Sobolev spaces (e.g., (5.9) in [40]) and regularity estimates for the Schro¨dinger
equation (e.g., Lemma 27 in [40]), we have
‖f − f0‖∞ . ‖uf − uf0‖C2 . ‖uf − uf0‖H2+d/2+
. ‖uf − uf0‖θL2‖uf − uf0‖1−θHβ+2
. δθN(‖f‖Cβ + ‖f0‖Cβ) = o(δ¯N)
where θ = (β − d/2− )/(β + 2). By our hypotheses on β the sequence δ¯N converges
to zero and since f0 > fmin we then also have infx∈X f(x) > fmin for all N large
enough. Then composition with φ−1 is Lipschitz on (fmin,∞) (see also (17) in [1]) so
that ‖θ − θ0‖∞ . ‖f − f0‖∞ and we finally deduce the inclusion Θ˜N ⊂ ΘN follows
for all large enough N .
Conditions 3.4 and 3.6: The conditions (3.5) and (3.6) are checked, in Subsection
5.3. The RKHS-norm of the rescaled Whittle-Mate´rn prior from (2.8) equals
(5.7) δN‖ψ˜‖HN =
√
Nδ2N‖ψ˜‖Hα(M) → 0
as N →∞ since ψ˜ ∈ C∞(X ) ⊂ R ∩Hα(M) (cf. after (5.6)) verifying (3.4).
5.2. Proof of Theorem 2.2. We again verify the general Conditions 3.1-3.6.
Condition 3.1: The Lipschitz estimate for L2 and L∞ norms follows from Theorem
2.2 (case k = 0) in [37] . The uniform boundedness of the forward map is clear since
G (θ) takes values in the compact group SO(n).
Conditions 3.2 and 3.3: The quadratic approximation for the linearisation is
checked in Lemma 6.1 with
ρθ(h) ≤ Cθ‖h‖L2‖h‖∞ . ‖h‖2∞.
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The mapping properties of Iθ on L2 and on L∞ also follow from the discussion in
Section 6.2 . Theorem 6.5 allows us to define ψ˜ = (I∗0I0)−1ψ which determines another
element of C∞(M, so(n)) ⊂ Hα(M).
Conditions 3.4 and 3.5: The verification of this condition is based on results
in [37]. The lower bound for pi(δN) is given in Lemmas 5.15 and 5.16 in [37] with
δN = N
−α/(2α+2), and the finiteness of fourth moments of the prior is also clear.
Next, it is shown in Theorem 5.19 in [37], that we can take for R a Cβ-Ho¨lder-space,
MN = M <∞, and for any 1 < β′ < β < α− 1,
(5.8) δ¯N = N
− α
2α+2
(β′−1)2
(β′)2 = N−r(α),
since the L∞(M)-rate can be bounded by the H1+(M)-rate which in turn can be
bounded by the L2-rate to the power (β − 1− )/β in view of the usual interpolation
inequality for Sobolev norms. Also, we can choose ηN as desired (noting that the
conclusion of Theorem 5.19 in [37] in fact holds for any C > 0 large enough provided
m′′ is large enough).
Condition 3.6: The conditions (3.5) and (3.6) are checked in Subsection 5.3. For
the prior-related conditions, we notice that the isomorphism theorem in Section 6.1
implies ψ˜ ∈ C∞(M) ⊂ R ∩Hα(M) and so as N →∞, since α > 1,
(5.9) δN‖ψ˜‖HN =
√
Nδ2N‖ψ˜‖Hα(M) → 0.
5.3. About conditions (3.5) and (3.6). We finally check the quantitative condi-
tions (3.5) and (3.6) for α − d/2 > β > 2d large enough – the proofs are the same
for both inverse problems and in fact only depend on the fact that ΘN is a subset
of a Cβ-ball and that its L∞-rate of contraction about θ0 is δ¯N = N−r(α), r(α) > 0,
as well as on the quadratic approximation ρθ0(h) = O(‖h‖2∞) in Condition 3.2: The
covering numbers of a β-Ho¨lder ball in dimension d are of the order
logN(ΘN , ‖ · ‖∞, ) .
(1

)d/β
, β > 0,
see (4.184) in [19] for the case when the Ho¨lder functions are defined over [0, 1]d, and
this bound applies to our setting by a standard extension arguments (and regarding
M,X as subsets of [0, 1]d, with d = 2 in the former case). Also, by the preceding
proofs we can take
ρθ0(θ − θ0 + (t/
√
N)ψ˜) . δ¯2N ≡ σN .
We first note that the quantity in (3.5) is bounded by
(5.10)
√
Nδ¯2N
∫ 1
0
(δ¯2N)
−d/2βd .
√
Nδ¯
2− d
β
N
since β > d/2. We will eventually show that the last bound converges to zero as
N →∞, which also implies Nσ2N . Nδ¯4N → 0. The middle term in the maximum in
(3.6) can be similarly be bounded by
√
NJN(σN , 1) =
√
N
∫ σN
0
−d/2βd .
√
Nδ¯
2− d
β
N ,
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and hence is of the same order as the one in (5.10). For the third member in the
maximum (3.6) we have, by a similar calculation,
δ¯N
√
logN
σ2N
J 2N
(
σN , 1
)
.
√
logNδ¯
1− 2d
β
N .(5.11)
We can conclude from what precedes that it suffices to show that
(5.12) max
(√
Nδ¯
2− d
β
N , Nδ¯
3
N ,
√
logNδ¯
1− 2d
β
N
)→ 0
as N → ∞. This requires β > 2d and then simplifies to the basic requirement
Nδ¯3N → 0. In both the Schro¨dinger and the X-ray case we have δ¯N = N−r(α) with
precise exponent r(α) > 0 given in the preceding subsections, which thus simplifies
to r(α) > 1/3. For the rate δ¯N obtained in the Schro¨dinger model this necessitates
(5.13)
α
2α + d
α− d
α + 2− d/2 > 1/3,
which for instance when d = 2 requires α > 10. In the X-ray case the corresponding
rate translates into the condition
(5.14)
α
2α + 2
(α− 1)2
(α− 2)2 > 1/3,
satisfied when α > 8. Both requirements on α imply in particular that we can choose β
such that 2d < β > α−d/2. These constraints could be sharpened if improved global
posterior contraction rates δ¯N were obtained, but developing techniques required to
achieve this is beyond the scope of the present paper.
6. Analytical results for non-Abelian X-ray transforms
6.1. Main results. This section contains the definitions and statements for the main
analytical results needed on the non-Abelian X-ray transform, whose proofs can be
found in Sec. 6.2, 6.3 and 6.4. In particular, we compute the linearization of the
map Φ 7→ CΦ defined in (2.10) and its associated Fisher information operator. We
then prove forward mapping properties of these operators in a fairly general setting
(convex, non-trapping Riemannian manifolds). Finally, we show in the case of the
Euclidean disk that the Fisher information operator is a bijection in suitable spaces.
6.1.1. Linearization and forward mapping properties on convex, non-trapping mani-
folds. Consider (M, g) a d-dimensional Riemannian manifold with boundary that is
non-trapping (in the sense that every geodesic reaches ∂M in finite time) and has
strictly convex boundary (in the sense of having a positive definite second fundamen-
tal form Π). For background on such manifolds and the definitions that follow we
refer to [52, 45]. Let SM denote the unit sphere bundle on M , i.e.
SM := {(x, v) ∈ TM : |v|g = 1}
with footpoint projection pi : SM → M . We define the volume form on SM by
dΣ2d−1(x, v) = dV d(x) ∧ dSx(v), where dV d is the volume form on M and dSx is the
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volume form on the fibre Sx. The boundary of SM is
∂SM := {(x, v) ∈ SM : x ∈ ∂M}.
On ∂SM the natural volume form is dΣ2d−2(x, v) = dV d−1(x)∧ dSx(v), where dV d−1
is the volume form on ∂M . We distinguish two subsets of ∂SM (influx and outflux
boundaries)
∂±SM := {(x, v) ∈ ∂SM : ±〈v, ν(x)〉g ≥ 0},
where ν(x) is the inward unit normal vector on ∂M at x. It is easy to see that
∂0SM := ∂+SM ∩ ∂−SM = S(∂M).
Given (x, v) ∈ SM , we let τ(x, v) denote the first time where the geodesic determined
by (x, v) hits ∂M and we set µ(x, v) := 〈ν(x), v〉 for (x, v) ∈ ∂SM . We let X denote
the geodesic vector field.
Fixing n ∈ N, in order to give the linearization of the map
C∞(M,Cn×n) 3 Φ 7→ CΦ ∈ C∞(∂+SM,Cn×n)
defined in (2.10), we first recall some definitions. Given m an integer and Θ ∈
C∞(M,Cm×m) a skew-hermitian matrix field, we define the attenuated X-ray trans-
form with attenuation Θ
IΘ : C
∞(M,Cm)→ C∞(∂+SM,Cm)
through IΘf := u|∂+SM , where u : SM → Cm solves the transport equation
Xu+ Θu = −f (SM), u|∂−SM = 0.
Such a transform extends as a bounded map
IΘ : L
2(M,Cm)→ L2(∂+SM → Cm, (µ/τ)dΣ2d−2),(6.1)
and we denote I∗Θ its adjoint in this functional setting (computed in (6.18) below).
Note that this differs from the volume form µdΣ2d−2 on ∂+SM determined by San-
talo´’s formula (the symplectic volume form). For the unit disc in R2, µ/τ = 1/2, so
the probability measure (µ/τ)dΣ2 agrees with λ. In general, and thanks to Lemma
6.11 below, the measure (µ/τ)dΣ2d−2 determines an equivalent L2-norm as dΣ2d−2
since µ/τ is smooth and bounded away from zero.
These attenuated X-ray transforms are now well-studied [15, 42, 43, 44, 37, 53], and
their connection to the scattering map (2.10) is as follows: the linearization of the
map (2.10) about a point Φ involves an attenuated X-ray transform whose integrands
belong to C∞(M,Cn×n), with attenuation Θ(Φ,Φ), a matrix field described through
the formula (pointwise on M)
Θ(Φ,Φ) · U := ΦU − UΦ, U ∈ Cn×n.
The matrix field Θ(Φ,Φ) is skew-hermitian on Cn×n equipped with the hermitian
inner product (A,B) 7→ tr(AB∗).
More precisely, we prove in Section 6.2 the following lemma.
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Lemma 6.1. Let (M, g) be a non-trapping manifold with strictly convex boundary.
Given Φ ∈ C(M, u(n)) and upon setting
IΦ(h) := IΘ(Φ,Φ)(h)CΦ(6.2)
for h ∈ C(M,Cn×n) we have
‖CΦ+h − CΦ − IΦ(h)‖L2 . ‖h‖L∞‖h‖L2 ,
where the norm on the left-hand side is the L2(∂+SM → Cm, (µ/τ)dΣ2d−2) norm.
In addition to (6.2), since CΦ(x, v) ∈ U(n) for all (x, v) ∈ ∂+SM , the Fisher
information operator NΦ := I∗ΦIΦ of the problem is directly related to the associated
normal operator I∗Θ(Φ,Φ)IΘ(Φ,Φ), namely:
NΦ := I∗ΦIΦ = I∗Θ(Φ,Φ)IΘ(Φ,Φ).(6.3)
In particular, the forward mapping properties of NΦ are a special case of a more
general result on the mapping properties of “normal” operators I∗ΘIΘ, which we prove
in Section 6.3.
Theorem 6.2. Let (M, g) be a non-trapping manifold with strictly convex boundary,
and let Θ ∈ C∞(M,Cm×m). The operator I∗ΘIΘ maps C∞(M,Cm) into itself.
From this result, it becomes straightforward to deduce that the Fisher information
operator (6.3) maps C∞(M,Cn×n) into itself. However, since Φ is often valued into a
strict subalgebra of Cn×n, the last result below requires a Lie-algebra specific refine-
ment. Let G be any compact Lie group. Without loss of generality we may assume
that G ⊂ U(n), where U(n) is the unitary group of n × n matrices and let g be the
Lie algebra of G. We are essentially interested in the case of G = SO(n), where
g = so(n). Let us denote
Cn×n = g⊕ g⊥(6.4)
the orthogonal splitting of Cn×n for the Frobenius inner product. (When g = u(n),
g⊥ is the space of hermitian matrices).
Theorem 6.3. Let (M, g) be a non-trapping manifold with strictly convex boundary,
and let Φ ∈ C∞(M,Cn×n). Then the following hold.
(1) The Fisher information operator NΦ (6.3) maps C∞(M,Cn×n) into itself.
(2) In the splitting (6.4), the operator NΦ maps C∞(M, g) into itself and C∞(M, g⊥)
into itself.
6.1.2. Isomorphism properties on the Euclidean disk. In light of Theorem 6.2, the
next question is then whether an isomorphism property holds. With the current
tools available, such a question cannot be answered within the level of generality
of the previous section. However, if the manifold M is the Euclidean disk and the
attenuation matrix Θ is compactly supported, then the normal operator I∗ΘIΘ can be
viewed as a relatively compact perturbation of the unattenuated case (Θ = 0), whose
sharp mapping properties have recently been described in [35]. This allows to prove
in Section 6.4 an isomorphism property, using microlocal tools as well as Fredholm
theory on a suitable scale of Hilbert spaces.
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Theorem 6.4. Suppose M is the unit disk {(x, y) ∈ R2, x2 + y2 ≤ 1}, equipped with
the Euclidean metric, and let Θ be a smooth, skew-hermitian m×m matrix field on
M , with compact support in M int. Then the map
I∗ΘIΘ : C
∞(M,Cm)→ C∞(M,Cm)
is an isomorphism.
Theorem 6.4 is an abridged version of Theorem 6.18 below, where additional iso-
morphism properties on a special Sobolev scale are also given.
Finally, we explain how Theorem 6.4 yields the Fisher information result that is
needed for the proof of the Bernstein-von Mises theorem for the non-Abelian X-ray
transform. Let G be any compact Lie group and g as in Section 6.1.1.
Theorem 6.5. Let M be the unit disk with the Euclidean metric and let Φ ∈ C∞c (M, g).
Then
NΦ = I∗Θ(Φ,Φ)IΘ(Φ,Φ) : C∞(M, g)→ C∞(M, g)
is a bijection.
Proof. Theorem 6.4 implies right away that
NΦ : C∞(M,Cn×n)→ C∞(M,Cn×n)
is a bijection. The further isomorphism property on C∞(M, g) is a direct consequence
of item (2) in Theorem 6.3 and the fact that C∞(M,Cn×n) = C∞(M, g)⊕C∞(M, g⊥).

6.2. Linearizing CΦ. Proof of Lemma 6.1. Fix (M, g) a compact non-trapping
manifold with strictly convex boundary. We let ϕt denote the geodesic flow of g;
the integrals that appear below in the variable t are all compositions of functions
with ϕt; we avoid writting this explicitly in order to prevent notation cluttering. An
integrating factor for Φ is a function RΦ ∈ C(SM,GL(n,C)) which is differentiable
along the geodesic vector field X and XRΦ + ΦRΦ = 0. If Φ is smooth, then it is not
hard to see that smooth integrating factors always exist cf. [45].
Let UΦ denote the unique integrating factor with UΦ|∂−SM = Id. Then CΦ :
∂+SM → GL(n,C) is defined as
CΦ := UΦ|∂+SM .
We can also consider the unique integrating factor uΦ with uΦ|∂+SM = Id. It is
immediate to check that uΦ|∂−SM = [CΦ]−1 ◦ α, where α : ∂SM → ∂SM denotes the
scattering relation of the metric.
The next lemma will be useful for our purposes.
Lemma 6.6. Let RΦ and RΨ be integrating factors for continuous matrix fields Φ
and Ψ respectively. Then
CΦ − CΨ = RΦ
[∫ τ(x,v)
0
R−1Φ (Φ−Ψ)RΨ dt
]
(R−1Ψ ) ◦ α
= RΦ
[
I(R−1Φ (Φ−Ψ)RΨ)
]
(R−1Ψ ) ◦ α
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where I : C(SM)→ C(∂+SM) is the standard X-ray transform.
Proof. We first note that if R solves XR+ ΦR = 0, then any other integrating factor
has the form RF ], where F ] is the first integral (i.e. XF ] = 0) determined by
F ∈ C(∂+SM,GL(n,C)). Thus RΦ = UΦF ] and from this we deduce
(6.5) CΦ = RΦ(R
−1
Φ ◦ α).
Next we observe that a computation gives
X(R−1Φ RΨ) = R
−1
Φ (Φ−Ψ)RΨ.
Integrating this along a geodesic between boundary points gives∫ τ(x,v)
0
R−1Φ (Φ−Ψ)RΨ dt = −R−1Φ RΨ(x, v) +R−1Φ RΨ ◦ α(x, v),
for (x, v) ∈ ∂+SM . The lemma follows from this and (6.5). 
Definition 6.7. Given Φ,Ψ ∈ C(M,Cn×n) and h ∈ C(M,Cn×n), consider the unique
matrix solution to Xu + Φu − uΨ = −h with u|∂−SM = 0. We define the attenuated
X-ray transform of h with attenuation Θ(Φ,Ψ) as
IΘ(Φ,Ψ)(h) := u|∂+SM .
In terms of arbitrary integrating factors RΦ and RΨ we can give an integral expres-
sion for IΘ(Φ,Ψ) as
(6.6) IΘ(Φ,Ψ)(h) = RΦ
[∫ τ(x,v)
0
R−1Φ hRΨ dt
]
R−1Ψ .
Indeed, consider the unique matrix solution to Xu+Φu−uΨ = −h with u|∂−SM = 0.
By definition u|∂+SM = IΘ(Φ,Ψ)(h). We compute
X(R−1Φ uRΨ) = R
−1
Φ ΦuRΨ +R
−1
Φ XuRΨ −R−1Φ uΨRΨ
= −R−1Φ hRΨ.
Integrating along a geodesic between boundary points we get
R−1Φ IΘ(Φ,Ψ)(h)RΨ =
∫ τ(x,v)
0
R−1Φ hRΨ dt
and hence (6.6) follows.
Remark 6.8. Lemma 6.6 already contains the pseudo-linearization identity from [36,
Lemma 5.5]. Indeed, using uΦ and uΨ as integrating factors, the lemma and (6.5)
give
CΦ − CΨ =
[∫ τ(x,v)
0
u−1Φ (Φ−Ψ)uΨ dt
]
CΨ.(6.7)
= IΘ(Φ,Ψ)(Φ−Ψ)CΨ.(6.8)
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To find the linearization of CΦ, let Φs be a curve of matrix-valued maps such that
Φ0 = Φ and h := ∂s=0Φs. Differentiating the equation XUΦs + ΦsUΦs = 0 at s = 0
we obtain
XH + hUΦ + ΦH = 0
where H := ∂s=0UΦs . Note that H|∂+SM = dCΦ(h). Then the matrix W := HU−1Φ
satisfies
XW + ΦW −WΦ = −h.
Hence
W |∂+SM = IΘ(Φ,Φ)(h)
and thus
(6.9) dCΦ(h) = IΘ(Φ,Φ)(h)CΦ.
We can now combine this with (6.8) to obtain
(6.10) CΦ+h − CΦ − dCΦ(h) = (IΘ(Φ+h,Φ)(h)− IΘ(Φ,Φ)(h))CΦ.
We now use this identity to prove Lemma 6.1.
Proof of Lemma 6.1. From (6.7) and (6.8) we know that
IΘ(Φ,Ψ)(h) =
∫ τ
0
u−1Φ huΨ dt.
Thus
IΘ(Φ+h,Φ)(h)− IΘ(Φ,Φ)(h) =
∫ τ
0
(u−1Φ+h − u−1Φ )huΦ dt.
Since uΦ takes values in the unitary group, we can estimate using the Frobenius norm
|(IΘ(Φ+h,Φ)(h)− IΘ(Φ,Φ)(h))CΦ|F (x, v) ≤
∫ τ
0
|(u∗Φ+h − u∗Φ)h|F dt.
Using that τ ≤ C0µ(x, v) (cf. Lemma 6.11 below) and Cauchy-Schwarz
|(IΘ(Φ+h,Φ)(h)− IΘ(Φ,Φ)(h))CΦ|2F (x, v) ≤ C0
∫ τ
0
|(u∗Φ+h − u∗Φ)h|2F dtµ(x, v)
for (x, v) ∈ ∂+SM . Integrating now over ∂+SM and using Santalo´’s formula we
derive
‖(IΘ(Φ+h,Φ)(h)− IΘ(Φ,Φ)(h))CΦ‖L2 . ‖(u∗Φ+h − u∗Φ)h‖L2 .
Using equation (5.8) in [37] we have (strictly speaking the proof in [37] is for UΦ
but the same proof applies to u∗Φ)
‖u∗Φ+h − u∗Φ‖L2 . ‖h‖L2
and putting everything together using (6.10)
‖CΦ+h − CΦ − dCΦ(h)‖L2 . ‖h‖L∞‖h‖L2 .

Lemma 6.9. We have
NΦ := I∗ΦIΦ = I∗Θ(Φ,Φ)IΘ(Φ,Φ).
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Proof. Since the matrix CΦ is unitary we have
〈IΦ(·), IΦ(·)〉L2 = 〈IΘ(Φ,Φ)(·), IΘ(Φ,Φ)(·)〉L2
and the lemma follows. 
Remark 6.10. Since the attenuated X-ray transform IΘ(Φ,Φ) extends as a bounded
map from L2(M) → L2(∂+SM), the same is true for IΦ. Boundedness in L∞ for IΦ
is also obvious from the integral expression
IΘ(Φ,Φ)(h) =
∫ τ
0
u−1Φ huΦ dt.
6.3. Forward mapping properties. Proof of Theorems 6.2 and 6.3. Let (M, g)
be a non-trapping manifold with strictly convex boundary. We need the following
facts (cf. [45, 52]).
(1) The function
τ˜(x, v) =
{
τ(x, v), (x, v) ∈ ∂+SM,
−τ(x,−v), (x, v) ∈ ∂−SM
belongs to C∞(∂SM). Actually τ : SM → R solves transport problem Xτ =
−1 with τ |∂−SM = 0 and the function τ˜ = τ(x, v) − τ(x,−v) belongs to
C∞(SM).
(2) The scattering relation α : ∂SM → ∂SM is the diffeomorphism defined by
α(x, v) = ϕτ˜(x,v)(x, v).
It satisfies α2 = id.
(3) α2 = id is based on the property τ˜ ◦ α = −τ˜ .
For what follows it is convenient to consider (M, g) isometrically embedded in a
closed manifold (N, g), so that the geodesic flow can run for all times. Let ρ ∈ C∞(N)
be a boundary defining function for ∂M . That means that ρ coincides with M 3 x 7→
d(x, ∂M) in a neighbourhood of ∂M , ρ ≥ 0 on M and ∂M = ρ−1(0). If we let ν be
the inward unit normal, then ∇ρ(x) = ν(x) for all x ∈ ∂M . Consider the function
h : ∂SM × R→ R given by
h(x, v, t) := ρ(pi ◦ ϕt(x, v)).
Note
• h(x, v, 0) = 0;
• d
dt
∣∣
t=0
h(x, v, t) = 〈ν(x), v〉;
• d2
dt2
∣∣∣
t=0
h(x, v, t) = Hessxρ(v, v).
Hence there is a smooth function R : ∂SM × R→ R such that we can write
(6.11) h(x, v, t) = 〈ν(x), v〉t+ 1
2
Hessxρ(v, v)t
2 +R(x, v, t)t3.
Since h(x, v, τ˜(x, v)) = 0, it follows that
(6.12) 〈ν(x), v〉+ 1
2
Hessxρ(v, v)τ˜ +R(x, v, τ˜)τ˜
2 = 0.
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Note that τ˜(x, v) = 0 iff (x, v) ∈ ∂0SM . Hence if we let
H(x, v, t) := 〈ν(x), v〉+ 1
2
Hessxρ(v, v)t+R(x, v, t)t
2
we see that H is smooth, H(x, v, τ˜(x, v)) = 0 and
d
dt
∣∣∣∣
t=0
H(x, v, t) =
1
2
Hessxρ(v, v).
But for (x, v) ∈ ∂0SM , Hessxρ(v, v) = −Πx(v, v) < 0 and thus by the implicit function
theorem, τ˜ is smooth in a neighbourhood of ∂0SM . Since τ˜ is smooth in ∂SM \∂0SM
this gives smoothness of τ˜ in ∂SM . A tweak of this argument gives the following
lemma that is probably well-known to experts. Recall that µ(x, v) = 〈ν(x), v〉 for
(x, v) ∈ ∂SM .
Lemma 6.11. Let (M, g) be a non-trapping manifold with strictly convex boundary.
The function µ/τ˜ extends to a smooth positive function on ∂SM whose value at
(x, v) ∈ ∂0SM is
Πx(v, v)
2
.
Proof. Using (6.12) we can write
µ(x, v) = −1
2
Hessxρ(v, v)τ˜ −R(x, v, τ˜)τ˜ 2
and hence for (x, v) ∈ ∂SM \ ∂0SM near ∂0SM we can write
(6.13) µ/τ˜ = −1
2
Hessxρ(v, v)−R(x, v, τ˜)τ˜ .
But the right hand side of the last equation is a smooth function near ∂0SM since
R and τ˜ are; its value at (x, v) ∈ ∂0SM is Πx(v, v)/2. Finally, observe that µ
and τ˜ are both positive for (x, v) ∈ ∂+SM \ ∂0SM and both negative for (x, v) ∈
∂−SM \ ∂0SM . 
6.3.1. The maps Υ and F . We now introduce two important maps for what follows.
Consider the map
Υ : ∂+SM × [0, 1]→ SM, Υ(x, v, u) = ϕuτ(x,v)(x, v).(6.14)
This map is smooth and it extends smoothly to
Υ : ∂(SM)× [0, 1]→ SM
by setting Υ(x, v, u) = ϕuτ˜(x,v)(x, v). Note that Υ(x, v, 0) = Id, Υ(x, v, 1) = α(x, v)
and Υ(α(x, v), u) = Υ(x, v, 1 − u). In other words, if we let Γ : ∂(SM) × [0, 1] →
∂(SM)× [0, 1] be Γ(x, v, u) := (α(x, v), 1− u), then Υ ◦ Γ = Υ. The map Υ is a 2-1
cover with deck transformation Γ away from ∂0SM × [0, 1].
For brevity we shall denote p := µ/τ˜ ∈ C∞(∂SM). We let F : ∂SM \ ∂0SM ×
(0, 1)→ R be
F (x, v, u) :=
ρ(pi ◦ ϕuτ˜ (x, v))
τ˜ 2u(1− u) =
h(x, v, uτ˜)
τ˜ 2u(1− u) > 0.(6.15)
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Proposition 6.12. The function F extends to a smooth positive function F : ∂SM×
[0, 1]→ R such that
(1) F (α(x, v), u) = F (x, v, 1− u);
(2) F (x, v, 0) = p(x, v) and F (x, v, 1) = p ◦ α(x, v);
(3) F (x, v, u) = Πx(v, v) for (x, v, u) ∈ ∂0SM × [0, 1].
Proof. Using the definition of F and (6.11) we can write
F (x, v, u) =
µ(x, v) + 1
2
Hessxρ(v, v)uτ˜ +R(x, v, uτ˜)u
2τ˜ 2
τ˜(1− u) .
Since R and τ˜ are smooth, there is a smooth function Q : ∂SM × R→ R such that
R(x, v, uτ˜(x, v))−R(x, v, τ˜(x, v)) = (1− u)Q(x, v, u).
Combining this with (6.12) we can write F as
(6.16) F (x, v, u) = −1
2
Hessxρ(v, v)−R(x, v, τ˜)τ˜(1 + u) + u2Q(x, v, u)τ˜ .
The right hand side of this equation is a smooth function on ∂SM ×R thus showing
that F extends to a smooth function on ∂SM × [0, 1] as claimed.
To check that item (1) holds, we check it first for (x, v, u) ∈ ∂SM \ ∂0SM × (0, 1).
This is straightforward from the definition of F and the fact that τ˜ ◦ α = −τ˜ . Since
∂SM \ ∂0SM × (0, 1) is dense in ∂SM × [0, 1] item (1) follows. To check item (2) we
use (6.16) for u = 0; it yields
F (x, v, 0) = −1
2
Hessxρ(v, v)−R(x, v, τ˜)τ˜
and from (6.13) we see that it agrees with p. Combining this with item (1) we see that
F (x, v, 1) = F (α(x, v), 0) = p ◦ α(x, v) as claimed. Item (3) follows from (6.16) and
the facts that τ˜(x, v) = 0 and Hessxρ(v, v) = −Πx(v, v) for (x, v) ∈ ∂0SM . Finally,
the positivity of F is a consequence of the positivity of p and the second fundamental
form Π. 
6.3.2. General mapping properties and proof of Theorems 6.2 and 6.3. Fix m, p two
arbitrary integers. Given a weight w ∈ C∞(SM,Cm×p) and for f ∈ C∞(SM,Cm),
we define the weighted transform Iw : L2(SM,Cp)→ L2(∂+SM → Cm, µτ dΣ2d−2) as
Iwf(x, v) :=
∫ τ(x,v)
0
w(ϕt(x, v))f(ϕt(x, v)) dt, (x, v) ∈ ∂+SM.
An important space for what follows is given by
C∞α (∂+SM) := {u ∈ C∞(∂+SM), uψ ∈ C∞(SM)}
= {u ∈ C∞(∂+SM), A+u ∈ C∞(∂SM)},
where for u ∈ C∞(∂+SM), we have defined A+u ∈ C∞(∂SM\∂0SM) as
A+u(x, v) =
{
u(x, v), (x, v) ∈ ∂+SM,
u(α(x, v)), (x, v) ∈ ∂−SM.
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Such a space was first introduced in [46] as a ’natural’ space of functions which are
mapped into C∞(M) through the traditional adjoint of the X-ray transform, and
the second equality is a characterization proved in [46]. We extend this definition
to vector-valued functions, namely C∞α (∂+SM,Cm) := (C∞α (∂+SM))m. With ρ a
boundary defining function for M as above, we now show the following result.
Proposition 6.13. Fix m, p and a smooth weight w as above. For every s < 1, the
following mapping property holds:
Iw : ρ−sC∞(SM,Cp)→ τ 1−2sC∞α (∂+SM,Cm).
Proof. Given f ∈ C∞(SM) and the function F defined in (6.15), we consider the
change of variable t = τ(x, v)u, so that we may rewrite
Iw(ρ−sf)(x, v) = τ(x, v)1−2s
∫ 1
0
w(Υ(x, v, u))f(Υ(x, v, u))F−s(x, v, u)
du
(u(1− u))s ,
= τ(x, v)1−2sg(x, v),
where
g(x, v) :=
∫ 1
0
w(Υ(x, v, u))f(Υ(x, v, u))F−s(x, v, u)
du
(u(1− u))s
and Υ is the map defined in (6.14).
All functions of (x, v, u) involved in the definition of g are defined and smooth for
(x, v) ∈ ∂SM (non-integer powers of F are well-defined and smooth since F is positive
everywhere), and thus we may think of g as g˜|∂+SM for some g˜ whose definition is
the same as above, but extended to ∂SM . Since all the functions participating
in the definition of g˜ satisfy the property q(α(x, v), u) = q(x, v, 1 − u), we have
g˜ ◦ α = g˜ = A+g, and g˜ is smooth on ∂SM . In particular, the function g belongs to
C∞α (∂+SM,Cm), which completes the proof. 
The case of interest to us is when s = 0, for which we obtain
Iw : C∞(SM,Cp)→ τC∞α (∂+SM,Cm),
and for w ≡ 1 and m = p, we will denote Iw = I.
On to the attenuated X-ray transform IΘ with p = m and Θ ∈ C∞(M, u(m)):
assuming we fix a smooth integrating factor R : SM → U(m) solution of XR+ΘR =
0, we can write IΘf as
IΘf(x, v) = R(x, v)I(R−1f)(x, v), (x, v) ∈ ∂+SM,(6.17)
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In the functional setting (6.1), we then compute the adjoint:
(IΘf, h)µ
τ
=
∫
∂+SM
〈
R(x, v)I(R−1f(x, v)), h(x, v)〉Cm µτ dΣ2d−2
=
∫
∂+SM
〈
I(R−1f)(x, v), 1
τ
R∗(x, v)h(x, v)
〉
Cm
µdΣ2d−2
(s)
=
∫
SM
〈
R−1f,
(
1
τ
R∗h
)
◦ ψ
〉
Cm
dΣ2d−1
=
∫
M
〈
f(x),
∫
Sx
(
(R−1)∗(x, v)
(
1
τ
R∗h
)
◦ ψ(x, v)
)
dSx(v)
〉
Cm
dV d(x),
where Santalo´’s formula was used at step (s). Note that we have used that the
(componentwise) adjoint of I : L2(SM)→ L2(∂+SM, µτ dΣ2d−2) is given by I∗h(x) =
h
τ
(ψ(x, v)), where ψ : SM → ∂+SM denotes the footpoint map, defined by ψ(x, v) =
ϕ−τ(x,−v)(x, v). This implies the following expression for the adjoint:
I∗Θh(x) =
∫
Sx
(
(R−1)∗(x, v)
(
1
τ
R∗h
)
◦ ψ(x, v)
)
dSx(v).(6.18)
Notice that since Θ is skew-hermitian, we also have the pointwise relation (R−1)∗(x, v) =
R(x, v). We are now ready to compute associated normal operator I∗ΘIΘ:
I∗ΘIΘf(x) =
∫
Sx
R(x, v)
(
1
τ
R∗IΘf
)
◦ ψ(x, v) dSx(v)
=
∫
Sx
R(x, v)
(
1
τ
R∗RI(R−1f)
)
◦ ψ(x, v) dSx(v)
=
∫
Sx
R(x, v)
(
1
τ
I(R−1f)
)
◦ ψ(x, v) dSx(v),(6.19)
where we have used that R∗R = id pointwise. We can now prove Theorem 6.2.
Proof of Theorem 6.2. Take f smooth on M , then R−1f is smooth on SM , then by
Proposition 6.13, 1
τ
I(R−1f) ∈ C∞α (∂+SM,Cm). In particular,
(
1
τ
I(R−1f)) ◦ ψ(x, v)
is smooth on SM , and so is its product with R(x, v). Since I∗ΘIΘf is the fiberwise
average of the latter product, it is smooth on M as well. Theorem 6.2 is proved. 
We finally make the adjustments needed to incorporate restrictions to certain Lie-
algebra valued elements, proving Theorem 6.3.
Proof of Theorem 6.3. The proof of (1) follows directly from Theorem 6.2 and the
fact that when Φ ∈ C∞(M,Cn×n), then Θ(Φ,Φ) is a smooth matrix field on Cn×n.
On to the proof of (2), suppose that Φ is g-valued. Equation (6.6) allows us to
write
IΘ(Φ,Φ)(f) =
∫ τ
0
u−1Φ fuΦ dt =
∫ τ
0
Adu−1Φ
(f) dt
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where Adg(f) = gfg
−1 is the Adjoint representation. The map I∗Θ(Φ,Φ) can be easily
computed using (6.18) to obtain
I∗Θ(Φ,Φ)(h) =
∫
Sx
AduΦ((h/τ)
])(x, v) dSx.
But the Adjoint representation preserves g and thus NΦ maps
NΦ : C∞(M, g)→ C∞(M, g).
In fact, since Adg for g ∈ G ⊂ U(n) is unitary with respect to the Frobenius inner
product we may F -orthogonally split Cn×n = g⊕ g⊥ and from the expressions above
we see that also
NΦ : C∞(M, g⊥)→ C∞(M, g⊥).

6.4. Isomorphism property - proof of Theorem 6.4. Let us denote NΘ := I
∗
ΘIΘ.
Unlike the case where L2µ is chosen as co-domain, this is a pseudo-differential operator
on M int which does not extend to any simple neighbourhood of M . Understanding
such an operator will require taking care of interior and boundary behavior separately.
The interior behavior is well-known and holds in a broad range of cases, while the
boundary behavior makes use of the recent results of [35]. The range of applicability
of [35] is geodesic disks of constant curvature, and although what follows could apply
to this class of surfaces, we will restrict to the Euclidean disk for simplicity.
Interior behavior. In the interior, we now show that NΘ is a classical elliptic ΨDO
of order −1, and this actually holds for any simple surface. Indeed, from the above
calculation (6.19), we first write
NΘf(x) =
∫
Sx
∫ τ(x,v)
0
NΘ(x, expx(tv))f(expx(tv))j(x, v, t) dt dSx(v),
where
NΘ(x, expx(tv)) :=
1
τ(ψ(x, v))
R(x, v)R−1(ϕt(x, v))
1
j(x, v, t)
,(6.20)
and j(x, v, t) denotes the Jacobian of the exponential map Sx × (0, ) 3 (v, t) →
expx(tv) ∈ M . In particular, the Schwarz kernel of NΘ is nothing but NΘ(x, y).
Expansions for small t give
j(x, v, t) = t−d+1 +O(t−d+2), R(x, v)R−1(ϕt(x, v)) = id+ tΘ(x) +O(t2),
and thus the part of the Schwarz kernel that contributes to the principal symbol is
given by, up to a scalar constant,
1
dg(x, y)d−1`(x, y)
idN×N ,
where ` denotes the length of the maximal geodesic passing through (x, y).
Boundary behavior. We now focus on the case of the Euclidean disk, where g = e,
d = 2 and the geodesic flow takes the form ϕt(x, v) = (x + tv, v). We now recall the
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theory described in the case Θ = 0, as outlined in [35]. Consider x = (ρ cosω, ρ sinω)
polar coordinates on the unit disk, and define1 the operator
L := (4pi)−2[− ((1− ρ2)∂2ρ + (ρ−1 − 3ρ)∂ρ + ρ−2∂2ω)+ 1].
Then L is an unbounded, self-adjoint operator on L2(M) with known eigendecompo-
sition
{Zn,k, n ∈ N0, 0 ≤ k ≤ n}, λn = (4pi)−2(n+ 1)2.
The eigenfunctions are (Zernike) polynomials, hence smooth on M . We then define
the Hilbert scale
H˜s = H˜s(M) :=
{
f =
∑
n,k
fn,kẐn,k, (4pi)
−2s
∞∑
n=0
(n+ 1)2s
n∑
k=0
|fn,k|2 <∞
}
, s ≥ 0,
(6.21)
where the hat denotes L2-normalization. It is then proved in [35, Lemma 3] that
∩s≥0H˜s = C∞(M). Moreover, following [35, Lemmas 13-14], there exists α > 3/2
and ` > 2 such that for any u ∈ C∞(M) and s ∈ N0, we have
‖u‖H˜2s = ‖Lsu‖L2(M) . ‖u‖C2s . ‖u‖H˜α+2s` ,(6.22)
where for k ∈ N0, we define the Ck norm ‖u‖Ck = supx∈M
∑
|α|≤k |∂αu(x)|.
Therefore, the topological dual of C∞(M) equipped with the family of semi-norms
{‖·‖H˜s}s∈N0 coincides with that of C∞(M) equipped with the family of Ck(M) norms,
the latter being the space of supported distributions C˙−∞(M).
As a result, L can be extended by duality to C˙−∞(M) through the pairing 〈Lu, φ〉 :=
〈u,Lφ〉 (if by 〈·, ·〉 we denote the (C˙−∞(M), C∞(M)) pairing). An element u ∈
C˙−∞(M) will be said to be in L2(M) if there exists a constant C such that for any
φ ∈ C∞(M), |〈u, φ〉| ≤ C‖φ‖L2(M). Definition (6.21) may then be extended to s ∈ R,
and each space can be identified as
H˜s = {u ∈ C˙−∞(M), Ls/2u ∈ L2}, ‖u‖H˜s := ‖Ls/2u‖L2 .(6.23)
As this Sobolev scale is not the classical one (it is modeled after an elliptic oper-
ator whose ellipticity degenerates at the boundary), we state a few facts which are
reminiscent of the traditional scales:
Lemma 6.14. The scale {H˜s}s∈R satisfies the following:
(a) Using L2 as pivot space, for every s ≥ 0, we have (H˜s)′ = H˜−s.
(b) For any s, t ∈ R such that t < s, the injection H˜s ⊂ H˜ t is compact.
(c) For any 0 ≤ s < t and θ ∈ [0, 1], we have [H˜ t, H˜s]θ = H˜θs+(1−θ)t.
1The 4pi factor is not directly incorporated in the definition of L in [35], though it helps avoid a
proliferation of constants here, and only changes the results of [35] by powers of 4pi.
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Proof. The definition (6.21) makes each H˜s isomorphic to a weighted `2 space. Then
(a) follows directly from the fact that for for any sequence of positive numbers {λn}n,
∑
n∈N
unvn ≤
(∑
n∈N
λ2nu
2
n
)1/2(∑
n∈N
λ−2n v
2
n
)1/2
.
Then (b) is an immediate consequence of the fact that for any sequence {λn}n de-
creasing to zero, the operator Tλ : `
2 → `2 given by {uj}j∈N 7→ {λjuj}j∈N is compact.
Finally, (c) follows readily from the general complex interpolation result [55, Propo-
sition 2.2], bearing in mind that H˜s is nothing but the domain space D(Ls/2). 
Furthermore, we have that for any s ∈ R and any u ∈ H˜s, ‖N0u‖H˜s+1 = ‖u‖H˜s .
Moreover, the following identity is given in [35, Theorem 11]
LN20 = id|C∞(M),(6.24)
and this equality extends to C˙−∞(M) by density. Therefore, N0 is an isomorphism of
C∞(M) (in fact, a bijection of C˙−∞(M)), and the work in this section is to show that
this remains true for NΦ, by showing that NΦ is a relatively compact perturbation of
N0 on the H˜
s scale.
Morally, the H˜s scale behaves like the usual Sobolev scale in the interior of M (while
allowing for faster radial oscillations near the boundary). This is summarized in the
following lemma, in stark contrast with (6.22). Here an below, we write U bM int for
a set U which is relatively compact inM int. If U is open, we have the natural operators
of extension-by-zero eU : C
∞
c (U) → C∞(M) and restriction rU : C∞(M) → C∞(U),
which extend by duality to eU = r
t
U : E ′(U) → C˙−∞(M) and rU = etU : C˙−∞(M) →
D′(U). We also have rUeU = id|E ′(U), and LeU = eUL (where L, being a differential
operator, will be viewed either as continuous on E ′(U) → E ′(U) or C˙−∞(M) →
C˙−∞(M)).
Lemma 6.15. Fix an open set U b M int and an integer p ≥ 0. Then for any
u ∈ E ′(U), we have that u ∈ H2p(U) if and only if eUu ∈ H˜2p. Moreover there exists
constants C1(U, p) and C2(U, p) such that
C1‖u‖H2p(U) ≤ ‖eUu‖H˜2p ≤ C2‖u‖H2p(U), ∀u ∈ H2p(U).(6.25)
Proof. We then have
‖eUu‖H˜2p = ‖LpeUu‖L2(M) = ‖Lpu‖L2(U) ≤ C‖u‖H2p(U),
where the last inequality comes from the fact that Lp is a differential operator of
order 2p. For the other inequality, notice that for any u ∈ E ′(U) and any p ∈ N0, we
have eUu = N
2p
0 LpeUu, and upon applying rU we obtain u = rUN2p0 eULpu. We now
claim that there is a constant such that
‖rUN2p0 eUv‖H2p(U) ≤ ‖v‖L2(U), ∀v ∈ L2(U).(6.26)
44 F. MONARD, R. NICKL, AND G.P. PATERNAIN
In that case, we write
‖u‖H2p(U) = ‖rUN2p0 eULpu‖H2p(U)
≤ C‖Lpu‖L2(U) = C‖LpeUu‖L2(M) = C‖eUu‖H˜2p ,
completing the proof of the lemma.
To prove (6.26): given U ′ an open set such that U b U ′ bM int, define eU,U ′ : E ′(U)→
E ′(U ′) and rU ′,U : D′(U ′)→ D′(U) the operators of extension by zero and restriction.
With χ ∈ C∞c (U ′) equal to 1 in a neighborhood of U , the operators rUN2p0 eU and
rU ′,UχrU ′N
2p
0 eU ′χeU,U ′ agree. The operator χrU ′N
2p
0 eU ′χ is a properly supported ele-
ment of Ψ−2p(U ′) and thus by [22, Theorem 4.7],
χrU ′N
2p
0 eU ′χ : L
2
loc(U
′)→ H2ploc(U ′)
is continuous. In particular, there exists U ′′ b U ′ and a constant C such that for all
w ∈ E ′(U ′),
‖rU ′,UχrU ′N2p0 eU ′χw‖H2p(U) ≤ C‖rU ′,U ′′w‖L2(U ′′).
Applying this inequality to w = eU,U ′v for some v ∈ E ′(U) yields the result. 
Now on to the study of NΘ. We write NΘ = N0 +KΘ.
Lemma 6.16. For any open set U bM int, the following hold.
(i) The operator rUNΘeU is an elliptic element of Ψ
−1(U).
(ii) The operator rUKΘeU belongs to Ψ
−2(U).
Proof. Fix an open set U b M int. For f ∈ C0(U) extended by zero outside of U , we
may write
rUNΘeUf(x) =
∫
Sx
∫ ∞
0
A(x, v, t)f(x+ tv) dt dSx(v), x ∈ U,
where A(x, v, t) := 1
τ(ψ(x,v))
R(x, v)R−1(x+ tv, v)χ(x+ tv) for (x, v, t) ∈ DU with
DU := {(x, v, t), (x, v) ∈ SU, t ∈ R},
and where χ ∈ C∞c (M int) is equal to 1 on U . Then A ∈ C∞(DU) and by [12,
Lemma B.1], rUNΘeU is a classical ΨDO of order −1 on U with full symbol σ(x, ξ) ∼∑∞
k=0 σk(x, ξ), where
σk(x, ξ) = pi
ik
k!
∫
SxU
∂krA(x, 0, v)δ
(k)(〈ξ, v〉) dSx(v).
The principal symbol of NΘ is thus given by
σ0(x, ξ) = pi
∫
Sx
δ(〈ξ, v〉)
τ(x, v) + τ(x,−v) dSx(v) idN×N =
2pi
|ξ|
1
τ(x, ξˆ⊥) + τ(x,−ξˆ⊥)
idN×N .
We also notice that σ0 actually does not depend on Θ, in other words, rUKΘeU =
rU(NΘ −N0)eU ∈ Ψ−2(U). Hence the result. 
The next lemma is in essence the reason why NΘ is a relatively compact perturba-
tion of N0 on the H˜
s scale.
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Lemma 6.17. For any s ≥ 0, the operators LKΘ and KΘL are H˜s → H˜s bounded.
Proof. It is enough to prove boundedness for s = 2p with p ∈ N0, and the general
case follows from Lemma 6.14.(c) and the interpolation result [55, Proposition 2.1].
An important observation is that since Θ is compactly supported inside M int, there
exists δ > 0 such that for any x0 ∈ ∂M , if x, y ∈ Bδ(x0) ∩M , then KΘ(x, y) = 0.
Indeed, if δ is so small that Bδ(x0) does not intersect the support of Θ, and by
convexity of the set Bδ(x0) ∩M , the geodesic segment [x, y] is completely included
outside the support of Θ, thus in (6.20), writing y = Expx(tv) for some t, v, we have
that R(x, v)R−1(ϕt(x, v)) = idN×N and hence N0(x, y) = NΦ(x, y) there.
Let us then cover M by open balls {Ui}i of small enough diameter that if Ui∩Uj 6= ∅
and if either intersects ∂M , then Ui ∪ Uj ⊂ Bδ(x0) for some x0 ∈ ∂M . In this
scenario, KΦ(x, y) = 0 for any x ∈ Ui and y ∈ Uj. Consider {ψi}i a locally finite
partition of unity subordinated to {Ui}i, and write KΘ =
∑
i,jKij with Kij(x, y) =
ψi(x)K(x, y)ψj(y). Denote by Si b Ui the support of ψi. By the comment above,
Kij is trivial whenever Ui ∩ Uj 6= ∅ and either set intersects ∂M and we may assume
that the non-trivial terms arise either from (I) Ui ∩ Uj = ∅, or (II) Ui ∩ Uj 6= ∅ and
Ui ∪ Uj bM int.
In case (I), then Kij,Kji ∈ C∞(M ×M), since these are supported away from the
diagonal and the corner of M ×M . In particular for any p ∈ N, the Schwartz kernel
of LpKij and LpKji belongs to C∞(M ×M) as well as those of KjiLp and KijLp by
duality. Then for any p, q, the Schwartz kernel of LqKijLp belongs to C∞(M ×M),
thus LqKijLp is L2 → L2 bounded. In particular, LpKijL and LpLKij are L2 → L2
bounded, which is equivalent to KijL and LKij being L2 → H˜2p bounded, and in
particular, H˜2p → H˜2p bounded.
In case (II), take open sets U,U ′ such that Si ∪ Sj ⊂ U b U ′ b M int. Then
from the composition calculus of ΨDO’s and Lemma 6.16.(ii), KijL and LKij are
properly supported elements of Ψ0(U ′), and thus by [22, Theorem 4.7], we have
LKij, KijL : Hsloc(U ′) → Hsloc(U ′) for all s. In particular, there exists V b U ′ and
a constant C such that for every v ∈ E ′(U), ‖LKijv‖H2p(U) ≤ C‖v‖H2p(V ). Using
Lemma 6.15, this gives
‖eULKijv‖H˜2p . ‖LKijv‖H2p(U) . ‖v‖H2p(V ) . ‖eV v‖H˜2p ,
similarly for KijL.
On to the proof, for v ∈ C˙−∞(M), we write LKΘv =
∑
i,j LKijvj, where vj = χjv
and where χj ∈ C∞c (Uj) is equal to 1 on Sj. Then
‖LKΘv‖H˜2p ≤
∑
(I)
‖LKijvj‖H˜2p +
∑
(II)
‖LKijvj‖H˜2p .
From the work above, each term involving vj is . ‖vj‖H˜2p , which by Leibniz’s rule is
bounded by C‖v‖H˜2p . The proof for LKΘ is identical. 
Since KΘ is L
2 → L2 self-adjoint and L is essentially L2 → L2 self-adjoint, the
transpose of LKΘ : H˜s → H˜s is KΘL : H˜−s → H˜−s, and the transpose of KΘL : H˜s →
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H˜s is LKΘ : H˜−s → H˜−s, both of which are then bounded by virtue of Lemma 6.17.
A consequence of the previous lemma is also that KΘ = L−1 ◦ LKΦ : H˜s → H˜s+2 is
bounded for every p ∈ N0, and thus that NΘ = N0 +KΘ is H˜s → H˜s+1 bounded for
all s ≥ 0. Dualizing, the operator NΘ : H˜−s−1 → H˜−s is bounded for all s ≥ 0.
We now prove the main theorem of this section.
Theorem 6.18. For all s ≥ 0, the operator NΘ : H˜s → H˜s+1 is a Hilbert space
isomorphism. As a consequence, the operator NΘ : C
∞(M) → C∞(M) is a Fre´chet
space isomorphism.
Proof. We know that NΘ : L
2(M)→ L2(M) is self-adjoint by construction, and injec-
tive [44], and in particular, injective on H˜s for any s ≥ 0. We now prove that this is
also true for negative s. Indeed for s < 0, if u ∈ H˜s satisfies 0 = NΘu = N0u+KΘu,
composing with L1/2, we obtain the equation u = −L1/2KΘu. Now from Lemma
6.17, we have that L1/2KΘ = L−1/2 ◦ LKΘ : H˜ t → H˜ t+1 is continuous for all t ∈ R,
and thus by bootstrapping, u ∈ C∞(M). Finally by injectivity of NΘ on C∞(M), we
obtain that NΘ is injective on H˜
s for any s ∈ R.
On to the surjectivity, fix s ≥ 0: given f ∈ H˜s+1, u ∈ H˜s solves NΘu = f if and
only if u solves N0u+KΘu = f . Upon composing by L1/2, this is equivalent to solving
for u ∈ H˜s
u+ L1/2KΦu = L1/2f ∈ H˜s.(6.27)
As mentioned above the operator L1/2KΘ : H˜s → H˜s+1 is bounded, hence H˜s → H˜s
compact. As a result, the bounded operator Id + L1/2KΘ = L1/2NΘ : H˜s → H˜s has
closed range. Finally, the Hilbert-space adjoint of L1/2NΘ : H˜s → H˜s is L−sNΘL1/2Ls
and thus,
ran
(
L1/2NΘ|H˜sH˜s
)
= ran
(
L1/2NΘ|H˜sH˜s
)
=
(
ker
(
L−sNΘL1/2Ls|H˜sH˜s
))⊥
.
The latter kernel is directly related to kerNΘ|H˜−sH˜−s−1 , which was proved above to be
trivial. As a result, L1/2NΘ : H˜s → H˜s is an isomorphism, and so is NΘ : H˜s →
H˜s+1. 
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