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L’objectif de cette étude est d’optimiser une méthode de
segmentation supervisée appliquée à des images obtenues
par plusieurs séquences d’imagerie par résonance ma-
gnétique (IRM). Les images d’IRM ne se comportant pas
comme des images naturelles, l’utilisation d’un gradient
spectral colorimétrique basé sur un paradigme psycho-
visuel est problématique et, souvent, sous-optimal. Par
conséquent, nous proposons de créer un gradient spectral
optimisé en utilisant les images de différentes séquences
d’IRM. Pour ce faire, l’algorithme apprend les paramètres
optimisés du gradient spectral à partir d’une analyse sur
des données possédant une vérité terrain, qui peut être soit
des fantômes soit des délinéations manuelles d’un expert.
En utilisant une mesure de qualité comme fonction de coût,
nous calculons un gradient optimisé et l’utilisons pour seg-
menter des images issues des mêmes séquences. Les ré-
sultats montrent que les matrices obtenues pour le gra-
dient optimisé amène à une segmentation statistiquement
meilleure et que l’apprentissage supervisé d’une matrice
optimisée est une bonne façon d’améliorer la méthode de
segmentation par gradient spectral colorimétrique.
Mots Clefs
Optimisation, Sclérose en plaques, Segmentation, Coupe
de graphe, Gradient multispectral, IRM, images multimo-
dales
Abstract
We present an optimized supervised segmentation method
from multimodal MRIs. As MR images do not behave
as natural images, using a spectral gradient based on a
psycho-visual paradigm is sub-optimal. Therefore, we pro-
pose to create an optimized colorimetric spectral gradient
using multi-modalities MRIs. To that purpose, the algo-
rithm learns the optimized parameters of the spectral gra-
dient based on ground truth which are either phantoms
or manual delineations of an expert. Using Dice Simila-
rity Coefficient as a cost function for an optimization algo-
rithm, we were able to compute an optimized gradient and
to utilize it in order to segment MRIs with the same kind of
modalities. Results show that the optimized gradient ma-
trices perform significantly better segmentations and that
the supervized learning of an optimized matrix is a good
way to enhance the segmentation method.
Keywords
Optimization, Multiple sclerosis, Segmentation, Graph
Cut, Multispectral gradient, MRI, multimodal imaging
1 Introduction
De nos jours, les examens d’imagerie clinique se font de
plus en plus souvent sur divers canaux d’informations et les
images résultantes sont, de fait, de plus en plus, multimo-
dales. L’imagerie par résonance magnétique (IRM) est une
imagerie multiparamétrique qui permet l’acquisition de sé-
quences pondérées en l’un des paramètres du signal. C’est
l’examen de choix pour l’exploration des pathologies du
système nerveux central, comme par exemple la sclérose
en plaque (SEP). Par conséquent, pour accéder aux infor-
mations complémentaires et pertinentes contenues dans ces
données, ces séquences multimodales doivent être prises en
compte pour parvenir à une meilleure segmentation des ré-
gions d’intérêt.
Plusieurs méthodes de segmentation de lésions de sclérose
en plaques [1, 2, 3, 4, 5, 6], développées pour remplacer
l’usage de délinéations manuelles, ont montré une grande
variabilité des résultats [7] aussi bien inter-individuelle que
intra-individelle. Cependant, le principal défaut de ces mé-
thodes est qu’elle ne permettent pas un affinage itératif des
résultats lorsque nécessaire.
La méthode semi-automatique des coupes de graphes [8]
est capable de donner efficacement une solution optimale
pour l’utilisation conjointe d’informations de frontières et
de régions d’une façon similaire aux champs aléatoires de
Markov.
Dans un autre champ d’application, les travaux de Ali et
coll. [9] utilisent des données multimodales mais sont res-
treints à des images en deux dimensions. Ainsi, ils ne
peuvent pas assurer de cohérence spatiale à la solution de
segmentation pour des images en trois dimensions.
Dans nos travaux précédents [10, 11], nous avons proposé
d’utiliser la méthode de coupe de graphe combinée avec
une technique de gradient spectral colorimétrique [12] pour
accomplir la segmentation de trois séquences IRM vues
comme une seule image en couleur. Le gradient spectral
est basé sur un paradigme psycho-visuel et, en tant que tel,
peut-être sous-optimal pour les IRM.
Dans cette étude, nous avons proposé une technique d’ap-
prentissage d’un gradient spectral optimisé. Ce gradient
optimisé a ensuite été utilisé dans un contexte de coupe
de graphe pour réaliser la segmentation d’images multimo-
dales. Nous avons évalué cette méthode sur des données
cliniques et synthétiques dans le contexte de la segmenta-
tion automatique des lésions de sclérose en plaques.
2 Méthodes
Le gradient spectral est un opérateur lié aux travaux
d’espace-échelle qui utilise non pas l’intensité lumineuse
mais la longueur d’onde de la couleur pour trouver les
contours des objets. Or, utiliser ce gradient spectral, basé
sur un contexte psycho-visuel, peut être sous-optimal pour
le type d’image que nous considérons puisque les images
médicales ne sont pas des images naturelles. Nous propo-
sons d’apprendre un nouvel espace spectral qui optimise
la séparabilité des séquences considérées puis d’utiliser ce
nouvel espace sur d’autres sujets avec la même combinai-
son de séquences multimodales.
Dans les sections suivantes, nous expliquerons le gradient
spectral colorimétrique, la méthode de segmentation par
coupe de graphe colorimétrique, et la recherche du nou-
veau gradient multispectral optimisé.
2.1 Gradient spectral colorimétrique
Dans notre approche précédente [10, 11], nous avons pro-
posé d’utiliser le gradient spectral colorimétrique, intro-
duit par Geusebroek et coll. [12], en tant qu’information
de frontière. Nous construisons une image couleur de type
RVB en assignant à chaque canal colorimétrique une des
trois modalités (e.g. des séquences IRM).
Geusebroek et coll. ont apporté la preuve [12] que le gra-
dient spectral peut être calculé à partir du spectre réfléchi
d’une surface (e) et de ses dérivées, première et seconde,
par rapport à la longueur d’onde (eλ, eλλ). Ces trois termes,
vus en tant que vecteur colonne E, peuvent être approxi-
més très finement en multipliant simplement les valeurs
RVB de l’image (vus comme un vecteur colonne V) par
une matrice de projection M :
E = M · V (1)
Enfin, en utilisant cet espace multispectral, nous pouvons
définir deux opérateurs dont les propriétés permettent de



















Ainsi, on peut trouver les transitions bleu-jaune en utilisant
la norme du gradient de premier ordre :
Γ =
√
(∂xε)2 + (∂yε)2 + (∂zε)2 (3)
De même, la norme du gradient de second ordre permet la
détection des transitions pourpre-vert :
Υ =
√
(∂x,λε)2 + (∂y,λε)2 + (∂z,λε)2
=
√
(∂xελ)2 + (∂yελ)2 + (∂zελ)2 (4)
Ces deux quantités peuvent être ajoutées et ainsi définir un




2.2 Coupe de graphe basée sur le gradient
spectral
Selon le schéma décrit par Boykov et coll. [13, 8], le pro-
blème de la segmentation est décrit par un graphe de flot di-
rectionnel qui représente l’image. L’ensemble des noeuds
est défini par, d’une part, deux noeuds particuliers nommés
noeuds terminaux - aussi appelés “source” et “puits” - qui
représentent respectivement la classe “objet” et la classe
“fond”, et d’autre part par les autres noeuds correspondant
aux voxels du volume 3D. Les noeuds sont reliés entre eux
par des arêtes orientées.
Soient P l’ensemble contenant tous les voxels p de
l’image, N l’ensemble de toutes les paires {p, q} des élé-
ments du voisinage de P et V = (V1, V2, ..., V|P|) un vec-
teur binaire où chaque Vp peut être une des deux étiquettes
“objet” ou “fond”. Par conséquent, le vecteur V définit une
segmentation. Les ensembles de points B et O sont, res-
pectivement, les graines du fond et de l’objet. L’énergie
que nous cherchons à minimiser par une coupe de graphe
est de la forme :








Le terme Rp(·), communément appelé terme de région,
exprime l’appartenance du voxel p à des modèles donnés
d’objet et de fond. Il est encodé dans le graphe au moyen
des t-liens, les arêtes qui relient les noeuds aux noeuds ter-
minaux (source et puits).
Deux cas sont à considérer : le poids Wso du t-lien im-
pliquant le noeud “source” et le poids Wpu du t-lien im-
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− lnP (Ψp|O) autrement
où Ψp est un vecteur à trois éléments contenant les intensi-
tés du voxel p pour chacune des trois modalités, P (Ψp|O)
est la probabilité pour le voxel p d’appartenir à la classe
“objet” et P (Ψp|B) est la probabilité pour le voxel p d’ap-
partenir à la classe “fond”. Ces probabilités sont calculées
à partir du jeu de graines en se basant sur une hypothèse de
mélange de lois gaussiennes.
Le terme B{p,q}, appelé terme de frontière, reflète la simi-
larité des voxels p et q. Ainsi, les n-liens, reliant les voxels
voisins, ont un poids important quand p et q sont similaires
et ce poids tombe à zéro quand ils sont dissemblables.
Pour calculer ces n-liens, nous utilisons une fonction ad-
hoc qui est une discrétisation du gradient spectral colori-
métrique :
ℵd(p, q) = exp
(





où ε et ελ sont les quantités définies par l’équation 2.
Le poids du n-lien entre les voxels p et q est alors :




où dist(p, q) est la distance entre p et q.
2.3 Optimisation de l’espace multispectral
Le gradient spectral colorimétrique, défini par Geusebroek
et coll. [12], est basé sur un paradigme psycho-visuel,
ce qui peut être problématique puisque les images médi-
cales ne se comportent pas comme des images naturelles.
Par conséquent, le gradient spectral colorimétrique ne peut
pas assurer l’optimalité de la décomposition spectrale des
images multimodales. Pour enlever cette limitation, nous
proposons de créer un espace multispectral optimisé qui
diffère de (e, eλ, eλλ) afin d’améliorer la séparabilité des
modalités complémentaires.
L’étape d’apprentissage de l’algorithme est basé sur des
données pour lesquelles la vérité terrain est connue (par
exemple des fantômes ou des délinéations par un expert).
L’algorithme apprend les paramètres optimisés d’une nou-
velle matrice carré M̃ de taille 3×3 pour remplacer la ma-
trice de l’équation 1. Dans ce nouveau contexte, le vecteur
d’entrée n’est pas constitué des valeurs RVB d’une base
multimodale mais des différentes modalités.
Nous avons choisi d’utiliser le Coefficient de Similarité de
Dice (CSD) [14] comme mesure de coût pour l’optimisa-
tion puisqu’il est efficace pour la comparaison quantitative
de deux segmentations. Un score supérieur à 0.7 indique un
bon résultat, notamment dans le cas de petites structures.
Formellement, il est équivalent dans ce contexte à l’indice
Kappa [15]. Le CSD est calculé comme suit :
CSD = 2 ·
Card(Res ∩ V T )
Card(Res) + Card(V T )
(9)
Res étant le résultat de la segmentation et V T la vérité
terrain.
Pour des ensembles donnés de graines B et O ainsi qu’une
vérité terrain, nous pouvons calculer un score de CSD pour
la segmentation obtenue via notre algorithme de coupe de
graphe. En se basant sur cette mesure, nous voulons trouver
une matrice qui maximise ce CSD. En d’autres termes :
M̃ = arg max
M
CSD = arg max
M
f(M) (10)
Pour l’optimisation, nous avons utilisé l’algorithme
NEWUOA de Powell et coll. [16] car il a été montré que
celui-ci était très efficace pour atteindre la matrice opti-
male dans des applications de recalage linéaire [17], ce qui
est similaire à notre problème. Ainsi, cet optimum est at-
teint même avec des initialisations très différentes que ce
soit pour les paramètres de la matrice ou les ensembles de
graines pour la source et le puits requis par l’algorithme de
coupe de graphe. Cet algorithme d’optimisation utilise une
approximation quadratique locale de la fonction de coût et
est capable de gérer la recherche de neuf paramètres à la
fois.
L’implémentation est directe : la première étape est de dé-
velopper une matrice optimale à partir d’une combinaison
donnée de modalités. La seconde étape utilise cette matrice
optimale afin de segmenter des jeux d’images présentant le
même ensemble de modalités.
Pour évaluer cette méthode, nous avons utilisé l’algorithme
d’optimisation sur chacun des n sujets des différentes
études, calculant ainsi n matrices optimales pour chaque
étude. Ensuite, nous avons utilisé chaque matrice pour les
n − 1 autres sujets, nous avons donc obtenu n × n scores
de CSD et nous avons comparé ces n vecteurs de score par
une ANOVA (ANalysis Of VAriance) afin d’évaluer la si-
gnificativité statistique des résultats obtenus par rapport au
gradient spectral colorimétrique classique.
Enfin, nous avons aussi pratiqué une validation croisée par
la méthode du Leave One Out. Nous avons cherché la ma-
trice Ñi qui optimise le CSD de n − 1 sujets, i étant le
numéro du sujet n’entrant pas dans le calcul de cette ma-
trice :




CSD ∀i, j ∈ [1;n], i 6= j (11)
Puis nous avons appliqué cette matrice au n-ième sujet (le
sujet i) et avons calculé le CSD ainsi obtenu.
3 Matériel
Nous avons réalisé des expériences sur deux jeux de mo-
dalités IRM. Tout d’abord, sur des données synthétiques
avec des lésions de sclérose en plaques obtenues sur Brain-
Web [18] avec trois différents cas présentant respective-
ment une charge lésionnelle faible, modérée ou sévère.
Nous avons construit le vecteur d’entrée V à partir de sé-
quences IRM simulées et pondérées en T1, T2 et en densité
de proton (DP). Les trois images appartiennent au même
sujet, sont recalées dans le même espace et sont constituées
de 217 coupes de 181 × 181 voxels isométriques de 1 mm
avec différents niveaux de bruit - 0%, 1%, 3%, 5%, 7% et
9% de bruit (relativement au tissu le plus clair de l’image)
- et différents niveaux d’inhomogéneité d’intensité - 0%,
20% et 40% - afin de tester la robustesse aux artefacts.
Ensuite, nous avons validé notre approche sur des IRM cli-
niques avec des lésions de sclérose en plaques pour les-
quelles nous possédons une vérité terrain, consistant en des
segmentations manuelles par un expert. Nous avons utilisé
quatorze sujets avec des séquences pondérées en T1, T2 et
FLAIR, toutes trois recalées dans le même espace [19]. Les
données ont été acquises sur une IRM Philips ACHIEVA
3T avec des images T1 3D isométriques de résolution 1
mm, des images T2 en coupe axiale de 3 mm d’épaisseur et
des images FLAIR 2D avec des coupes de 3 mm d’épais-
seur. Sur ces données cliniques, les inhomogéneités d’in-
tensité [20] et le bruit [21] ont été corrigés. Les volumes
présentent différentes charges lésionnelles (c’est à dire le
volume de l’ensemble des lésions) représentant différents
stades d’évolution de la maladie.
4 Résultats
L’objectif principal est d’améliorer la segmentation de don-
nées pathologiques. Par conséquent, nous ne montrons la
performance de la méthode que sur ce type de données.
Pour valider notre approche, nous avons travaillé à la fois
sur des données synthétiques et cliniques.
Le temps total pour l’optimisation d’un seul jeu de sé-
quences est d’environ 500 secondes sur un ordinateur por-
table (Dual Core cadencé à 2.16 GHz avec 2 GO de RAM,
sous Linux), peu importe l’ordre et la nature des séquences.
4.1 Données synthétiques avec sclérose en
plaques
En utilisant le schéma proposé ci-dessus, nous sommes ca-
pables, pour chacun des trois sujets i, de calculer une ma-
trice M̃i qui optimise la fonction de coût (ici, le CSD).
Nous voulons montrer que ces matrices “optimales” de
projection dans un sous-espace spectral sont statistique-
ment équivalentes par rapport au résultat optimal attendu.
Pour cela, nous avons utilisé chacune des matrices pour
chacun des deux autres sujets et calculé le CSD des seg-
mentation obtenues.
Sujet 1 2 3
Charge
lésionnelle Légère Modérée Sévère
M 0.7787 0.7602 0.7804
M̃1 0.8612 0.8417 0.8301
M̃2 0.8514 0.8852 0.8528
M̃3 0.8316 0.8224 0.8903
TAB. 1 – Les scores de CSD obtenus avec fMi, la matrice optimale du
sujet i (avec i ∈ [1; 3]), sont meilleurs que ceux obtenus pour M (matrice
originale du gradient spectral colorimétrique). Les nombres en gras sont
les CSD optimisés pour chaque sujet. Les images présentent ici 3% de
bruit et 20 % d’inhomogéneité d’intensité
Le tableau 1 présente les résultats pour un niveau de bruit
de 3% et 20% d’inhomogéneité d’intensité. Il montre que
chaque matrice optimale permet une meilleure segmen-
tation des lésions de sclérose en plaques que le gradient
spectral colorimétrique. En effet, on voit que les scores
de CSD obtenus avec M̃i, la matrice optimale du sujet i
(avec i ∈ [1; 3]), sont meilleurs que ceux obtenus pour M
(matrice originale du gradient spectral colorimétrique). Le
temps moyen de calcul pour une segmentation est de 71.5
secondes par sujet sur un ordinateur portable (Dual Core
cadencé à 2.16 GHz avec 2 GO de RAM, sous Linux).
La figure 1 nous montre l’évolution du CSD en fonction du
niveau de bruit, pour un niveau d’inhomogéneité d’inten-
sité fixé (en l’occurrence 0% ici). La courbe bleue montre
la moyenne des résultats obtenus avec la matrice M du
gradient spectral colorimétrique, la courbe verte indique la
moyenne des résultats obtenus avec les matrice optimisées
M̃i et la courbe rouge nous présente la moyenne des ré-
sultats optimaux. Les trois courbes ont un comportement
similaire et le CSD décroît quand le niveau de bruit aug-
mente : notre algorithme est donc potentiellement sensible
au bruit. Néanmoins, on peut voir que pour des niveaux de
bruit faibles (1 et 3%), la qualité de segmentation n’est que
peu affectée. En revanche, cette qualité chûte drastique-
ment ensuite et la différence entre les résultats optimaux
et les résultats des matrices optimisées s’atténue.
La figure 2 nous montre l’évolution du CSD en fonc-
tion du niveau d’inhomogenéité, pour un niveau de bruit
fixé (en l’occurrence 0% ici). Les trois courbes repré-
sentent les mêmes groupes de résultats que sur la figure







FIG. 1 – Le Coefficient de Similarité de Dice décroît quand le niveau de bruit augmente. En bleu (pointillé fin) : Moyenne des résultats avec la matrice
origine. En vert (pointillé large) : Moyenne des résultats des matrices optimisées. En rouge (trait plein) : Moyenne des résultats optimaux.








FIG. 2 – Le Coefficient de Similarité de Dice reste plus ou moins constant en fonction du niveau inhomogéneité d’intensité. En bleu (pointillé fin) :
Moyenne des résultats avec la matrice origine. En vert (pointillé large) : Moyenne des résultats des matrices optimisées. En rouge (trait plein) : Moyenne
des résultats optimaux.
précédente. Cette figure montre clairement que le CSD
est presque insensible aux inhomogéneité d’intensité de
l’image. On constate que, même pour des niveaux d’in-
homogéneité élevé (40%), la qualité de segmentation est
quasi-constante.
Contrairement aux méthodes de segmentation basées sur
des mélanges de lois gaussiennes, notre approche est moins
voire pas sensible au biais, artefact difficile à corriger en
pratique et nécessite donc moins de pré-traitement ; cela
est dû à l’utilisation du gradient spectral.
4.2 Données cliniques avec sclérose en
plaques
En utilisant le même protocole expérimental que pour les
données synthétiques, nous avons calculé une matrice opti-
misée pour nos quatorze sujets. Un expert a manuellement
segmenté les lésions et nous avons utilisé ces segmenta-
tions comme vérité terrain.
Ensuite, nous avons utilisé chacune des matrices optimi-
sées pour chacun des treize autres sujets, obtenant ainsi 196
scores pour l’espace spectral optimisé. Une fois encore,
nous avons comparé ces valeurs à celles obtenues quand
nous appliquons l’algorithme de coupe de graphe avec la
FIG. 3 – Comparaison de la performance des différentes matrices sur des données cliniques. Les meilleurs scores de chaque sujet sont obtenus avec la
matrice optimale correspondante. La boîte à moustaches de la colonne i représentent l’étendue des scores de CSD obtenus pour chacun des 14 sujets. Les
points bleus représentent les scores de CSD de la segmentation optimale de chaque sujet. Les points rouges représentent les résultats de la validation croisée.
matrice originale du gradient spectral colorimétrique.
La figure 3 présente ces résultats et montre que les matrices
optimales réalisent en général une meilleure segmentation
que la matrice colorimétrique. Le temps moyen de calcul
pour une segmentation est de 69.5 secondes par sujet sur un
ordinateur portable (Dual Core cadencé à 2.16 GHz avec 2
GO de RAM, sous Linux). Bien que le CSD soit dépendent
de la taille de l’objet segmenté, nous notons qu’il n’existe
pas de correlation entre le score et la charge lésionnelle.
Nous pouvons voir sur les figures 4 et 5 que la version op-
timisée de l’algorithme corrige la plupart des voxels mal
classifiés, qu’ils soient faux négatifs ou faux positifs.
FIG. 4 – En haut : résultat de segmentation des données cliniques avec
l’algorithme classique. En bas : résultat de segmentation des données cli-
niques avec l’algorithme optimisé. Vert = pixel correctement classifié ;
Bleu = faux positif ; Jaune = faux négatif
Nous avons ensuite réalisé une validation croisée par la mé-
thode du “Leave One Out” en utilisant les différentes ma-
trices et jeux de données. Ces résultats sont présentés sur
la figure 3 sous la forme de points rouges. Le point rouge
de la colonne i représente le CSD obtenu avec la matrice
Ni définie par l’équation 11. On constate que les segmen-
tations obtenues sont proches de la segmentation optimale.
Cela montre que l’apprentissage des paramètres de projec-
tion dans un sous-espace multispectral peut être fait sur un
jeu limité de données avec un comportement quasi-optimal
(avec un écart de 1.55% en moyenne).
4.3 Signification statistique des résultats
Pour quantifier les différences entre les résultats obtenus
avec les matrices optimales et ceux obtenus avec la matrice
colorimétrique dans l’expérience avec les données synthé-
tiques, nous avons lancé une ANOVA sur ces données avec
comme hypothèse nulle que les groupes de résultats sont
homogènes. Nous discuterons ici des résultats présentés
dans le tableau 1, les résultats des autres configurations de
bruit et d’inhomogéneité étant similaires.
Ainsi la p-value des quatre groupes de résultats ensemble
est de 8.3.10−3 avec F = 8.084, ce qui signifie qu’il existe
une différence statistique entre ces groupes.
A l’inverse, la p-value des trois groupes utilisant les ma-
trices optimisées est de 0.75 avec F = 0.3080. Cela montre
que les résultats obtenus pour les matrices optimisées sont
significativement meilleurs comparativement à ceux obte-
nus en appliquant la matrice du gradient spectral colori-
métrique. Cela démontre aussi que les matrices optimi-
sées forment un groupe homogène. Ainsi, nous sommes
FIG. 5 – En haut : résultat de segmentation des données cliniques avec
l’algorithme classique. En bas : résultat de segmentation des données cli-
niques avec l’algorithme optimisé. Vert = pixel correctement classifié ;
Bleu = faux positif ; Jaune = faux négatif. Les ellipses sur l’image du haut
montrent l’emplacement des lésions manquées.
capables de trouver une décomposition optimale à partir
d’un jeu de données d’apprentissage et d’appliquer cette
décomposition à de nouveaux sujets sans dévier de l’inter-
valle optimal.
De même, dans l’expérience sur données cliniques, nous
avons lancé une ANOVA sur les données afin de quan-
tifier les différences entre les résultats. La p-value des
quinze groupes de CSD est de 2.10−7 avec F = 4.724,
montrant qu’il existe une différence statistique entre les
groupes, tandis que la p-value des quatorze groupes de
résultats obtenus avec les matrices optimisées est de 0.89
avec F = 0.5368. Une fois de plus, les matrices optimisées
réalisent des segmentations statistiquement meilleures que
la matrice originale.
L’homogénéité des résultats des matrices optimisées
montre qu’il est possible d’utiliser un volume possédant
une vérité terrain comme échantillon d’entraînement et de
réaliser une segmentation précise et exacte en utilisant la
matrice optimisée apprise sur l’échantillon pour d’autres
sujets avec les mêmes séquences. Les résultats de la vali-
dation croisée montrent qu’il en outre est possible d’appro-
cher la segmentation optimale en incluant une large base
d’apprentissage.
5 Conclusion et perspectives
Dans cette étude, nous avons proposé une technique su-
pervisée pour l’optimisation d’un espace spectral intermé-
diaire pour le calcul d’un gradient multispectral dans un
contexte de coupe de graphe. Les expériences montrent que
cette optimisation permet un apprentissage supervisé d’une
matrice optimale qui peut être efficacement utilisée pour
segmenter les structures d’intérêt de sujets avec le même
type de séquences que celles qui ont été utilisées pour cal-
culer la matrice optimale. Nous avons aussi montré que
ce principe fonctionne sur différentes combinaisons de sé-
quences.
Une fois la matrice optimale calculée, le temps de calcul
global pour une segmentation est plutôt petit (environ 70
secondes sur un ordinateur portable). Cela permet l’utilisa-
tion d’un contexte de segmentation semi-automatique afin
d’affiner, si nécessaire, les résultats initiaux. En effet, ajou-
ter de nouvelles graines de source et de puits vont modifier
la coupe dans le graphe et permettre aux pixels mal classi-
fiés (faux négatifs ou faux positifs) d’être corrigés dans la
nouvelle itération, et cela en quelques secondes.
Comme nous le montrons dans cette étude, la méthode pro-
posée permet à cette technique de segmentation de démar-
rer avec des états d’initialisation variés puisque les matrices
calculées amènent toujours à des performances de segmen-
tation similaires. De plus, cette capacité permet l’extension
de l’algorithme original à un contexte multi-séquence avec
plus de 3 modalités. Ainsi, la matrice M, qui était une ma-
trice carrée de taille 3 × 3, pourrait être généralisée à une
matrice de taille n × 3 où chacun des nouveaux éléments
peut être initialisé quasiment aléatoirement (e.g. avec des
0). Des expériences supplémentaires sont en cours pour dé-
montrer clairement cette capacité.
Il serait aussi possible d’inclure de multiples séquences en
utilisant un algorithme de réduction de dimensionnalité.
Cet algorithme réduirait ces multiples séquences à trois
images contenant le maximum d’informations.
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