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ABSTRACT
A CONTROL CHART FOR TOOL WEAR: A RESIDUALS APPROACH
Richard L. Whaples II, M.S.
Division of Statistics
Northern Illinois University, 2015
Alan Polansky, Director
This thesis studies an approach for monitoring a manufacturing process whose quality
characteristic has a linear trend that is caused by tool wear. The methodology is implemented in
R and simulations are performed in R to empirically investigate the properties of the method.
The simulations indicate that using residuals calculated from least squares regression analysis
has the potential to be used to create a location control chart.
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CHAPTER 1: INTRODUCTION
1.1 Control Charting Techniques

Prior to the widespread implementation of quality control methods in the manufacturing
industries there were no systematic methods to check on the conformance of products during the
production process. A process could be producing a large proportion of defective and
nonconforming items and the company would not know this until the consumer received the
product. In the short term, this would cost the company money due to the need to replace
defective products. In the long term this practice would cost the company through a decrease in
loyalty and reputation. Thus, quality control and quality assurance practices are very important to
a company’s profit and reputation. These practices allow a company to notice defects before the
products are shipped and to replace them. Additionally, these methods allow manufacturers to
detect shifts in the manufacturing process and to fix problems before too many defective
products are made. These practices are crucial to saving the company money.
Many methods have been developed to monitor the quality of products during
manufacturing. The most basic approach is to check each finished product to see if the entire
batch is in compliance with the standards set forth by the company. This process is time
consuming and expensive and therefore is not typically used except in manufacturing situations
where nonconforming products carry a high liability or testing the product is relatively
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inexpensive. Instead, manufacturers take small periodic samples, with sample sizes usually
between 3 and 10, and check to see if the quality characteristics that are of importance fall within
the specification range for the product. If a sampled product falls outside specifications, batches
before and after the sampled product are pulled and sampled. Another popular way to monitor a
process is to calculate the Cpk, process capability index, which allows one to find out how big of
a shift has occurred from the desired target for the quality characteristic. The most popular
method for statistical process monitoring is to use quality control charts. Control charts are a
tool by which the variability a manufacturing process is monitored. The purpose is to quickly
notice a shift in the process and to fix the problem in order to avoid losing money by making
defective products.
There are many different types of control charts, including the ̅ chart, R chart, and s
charts for variable quantities (Montgomery, 2013). For attribute characteristics there are p
charts, np (number of nonconforming) charts, c (count of nonconformances) charts and u (count
of nonconformances per unit) charts (Montgomery, 2013). Each chart is comprised of three
horizontal lines along with scattered points of sample observations. The three horizontal lines
correspond to the central limit (CL), which is the target value; the upper control limit (UCL)
which is equal to

; and the lower control limit (LCL), which is equal to

, where

is the standard deviation of the quality statistic being monitored when the process is in normal
operating conditions. The process characteristic being monitored is said to be in control so long
as the data falls between the UCL and LCL. These charts can be used to monitor for a shift in
the location of the mean of the process characteristic or a change in the variability of the process
characteristic. These charts are typically developed in two different phases. In Phase I data is

3

gathered and then analyzed retrospectively to determine the CL, UCL and LCL. The data is
made up of several samples, typically the lifetime of three tools, or in non-tool wear cases, two
hours of run time. These samples are typically made up of subsamples that are averaged.
Suppose our data has sample size 10 and the subgroup is size 5, then the total sample size is 50.
This data is then used to check on the chart to see if the process was in control. If a point is
deemed out of control, the point is removed and CL, UCL and LCL recalculated. This is
repeated until all sample points are seen as in control. The chart is then ready for Phase II
monitoring, in which future samples are compared to these now-established control limits
(Montgomery, 2013).
To monitor the process location, an ̅ chart is usually used to monitor the mean of the
quality characteristic of the product being produced. To set up the chart one must find UCL, LCL
and CL. In this chart the CL= µ:
UCL=µ+3

√

(1.1)

and
LCL = µ-3

√

(1.2)
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where µ is the mean of the quality characteristic,

is the standard deviation of the quality

characteristic and n is the total sample size (Montgomery, 2013). If µ and

are unknown then ̿

is used as an estimate of µ, where ̿ is the mean of the sample means, and s is the estimate for ,
where s is defined as the usual sample standard deviation. Once this chart is created it can be
used to monitor a shift in location of the process. This would appear as multiple consecutive
points falling above or below the CL, a cyclic pattern, a mixture of distributions, shift in process
level, or a linear trend. All of these conditions would usually indicate the process is out of
control. A variation chart is also used as well, usually an S or R, to monitor the sample variation.
To set up the chart, set CL= ̅, where ̅ is the mean of the sample standard deviations, of each
subgroup:
UCL= ̅

̅

√

(1.3)
and

LCL = ̅

̅

√

(1.4)
where ̅

is an unbiased estimator of

and

is a constant that depends on the sample size n

(Montgomery, 2013). If a data point falls outside the UCL or LCL for an S chart then there has
been a shift in the process variability and the process must be stopped and fixed.
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There are several assumptions used in order to construct these charts. These include the
idea that the process is in statistical control, the quality characteristic follows a normal
distribution, the process is free of any assignable causes of variation, and the samples are
independent from one another but equal in size. If the process is not in statistical control when
setting the chart up then the CL, UCL and LCL will not be any help in monitoring the system,
and in fact the system may appear in control when it is out of control. If the quality
characteristic does not follow a normal distribution then the three sigma approach to create these
charts will not give the correct average run length properties. That is, there is a 0.3% chance that
a data point falls outside the UCL or LCL given the process is in control. Lastly, if the samples
are not independent then the sample standard deviations will depend on each other and ̅

is no

longer a good estimator of .

1.2 Tool Wear

There are many processes that involve cutting tools to manufacture items. There are tools
that are used in the auto industry to cut out the body of the car while other tools stamp out the
metal framework. Another process that uses cutting tools is the manufacturing of medical
pouches. The plastic is sealed together and then stamped out by metal cutting device. A similar
tool is used in making aluminum foil. In essence, any metal object from airplanes, car engines,
and tool boxes are made using metal tools which over time will wear down.
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The problem created by tool wear can show up in control charts. The gradual
deterioration of the cutting tool can create a trend in the data. Any linear trend consisting of
three or more sample points usually indicates that our process is out of control (Montgomery,
2013). This however is not necessarily the case when tool wear is part of the process that cannot
be eliminated. In many cases, other than tool wear, the process is most likely in control.
However, we cannot tell because of the linear trend present. Some methods used to deal with
this problem include using laser sensors to monitor the tool as it wears and checking the final
products to see if they fall in the required limits. Autoregressive models have also been used to
model data with tool wear, where the mean is allowed to change (Montgomery, 1985). Alwan
and Roberts (1988) suggest using residuals to monitor the data using a moving average formula,
while Kotz and Lovelace (1998) suggested decomposing the effects of the tool wear before
measuring process capability. Long and De Coste (1988) remove the linearity using regression
on the subgroups then finding the process capability. Three subgroups can be sampled and a
linear model is made and control limits are as well. This is then repeated until the upper or lower
limit is hit, at which point the tool is changed (Pearn and Kotz, 2006). Another way to deal the
problem of tool wear is to use the adaptive acceptance control chart introduced by Wu (2010) in
which a model distribution changes with time.
As a tool wears a linear trend can occur in a control chart. The reason for this is as the
tool wears certain quality characteristics can change in value. This can be seen in Table 1 and
Figure 1.1 which were adapted from Grant and Leavenworth (1974). The data in Table 1 are an
example of the mean value of the quality characteristic in a process in which tool wear is present.

7

Table 1 Tool Wear Data Adapted from Grant and Leavenworth (1974)

Subgroup
1
2
3
4
5
6
7
8
9
10
11
12
13

̅
0.6417
0.6418
0.6424
0.6431
0.6433
0.6437
0.6433
0.6436
0.6441
0.6444
0.6456
0.6457
0.6454

0.642

0.643

y

0.644

0.645

8

2

4

6

8

10

12

x

Figure 1.1 An ̅ chart using Grant and Leavenworth (1974) tool wear data.
When a location ̅ control chart is created and tool wear is not present the data will
appear around one centralized value of the mean, or central limit. Random variation will account
for difference between the data points and the central limit. However, with tool wear the data
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will increase or decrease in a linear form. Normally when a linear trend appears in a ̅ chart the
process is said to be out of control, which would violate the assumption the process is in control
before making a quality control chart. Also the linear trend indicates that a future sample may be
dependent on previous samples which is also not allowed when making quality control charts.
There will always be manufacturing processes in which tool wear is causing linear trends
in the quality control charts during manufacturing process. Until such time a material is made
that is cheap and cannot be degraded, this is unlikely to change. Therefore this problem will be a
reoccurring theme and must be dealt with, not only to lower costs to consumers and increase
profit but also to ensure safety of users. If the bolt holding together a piece on an aircraft engine
is not up to specifications the bolt could come loose during flight and explode the engine. While
this is an extreme case, if we cannot detect that the bolt was created during an out-of-control
process due to the inability to deal with the linear trend created by tool wear, this could happen.
Process capability has been found to be the most commonly used approach to monitoring
a process with tool wear. As discussed, earlier there are many different approaches. Spiring
(1991) uses CPM,SUB for his method. This value uses subgroups of at least 5 but no more than 25.
This keeps tool wear effect out of any individual subgroup, according to Spiring (1991). This
idea is a form of rational subgroups; the subgroup samples are selected at nearly the same time
so the time difference within a subgroup is negligible. This allows the chance of variability from
assignable causes between groups to be maximized and the chance of variability for assignable
causes within a group to be minimized. The other form of rational subgrouping is to take a
random sample over the entire sampling interval. The problem with this type of sampling is the
random sample could miss the process switching in and out of control between samples,
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resulting in a wider range between the UCL and LCL (Montgomery, 2013). The process, when
graphed, will start off with small CPM values that will increase with time peak in the middle of
the lifetime of the tool and then return near the original CPM values at the end of the lifetime
(Bothe, 2001). As discussed earlier, another regression, based method was proposed by Long and
De Coste (1988). They removed the linearity using regression on the subgroups then found the
process capability. Three subgroups are sampled and a linear model is made and control limits
are found as in our case. This is then repeated until the upper or lower limit is achieved, at which
point the tool is changed (Pearn and Kotz, 2006).

1.3 The Proposed Approach

To approach the problem of a linear trend created by processes that involve tool wear, a
linear model on the original data was fit. We will then created a control chart using the residuals.
This then allowed for the process to be studied to see if any other area was out-of-control more
easily, since the obvious out of control signal of a linear trend due to tool wear would have been
removed.
In the rest of this thesis the theoretical approach to removing the linear trend using least
squares regression will be discussed and demonstrated. This is followed by a discussion on a
practical way to apply the theory. Following this, simulations using R were used to empirically
investigate the theoretical properties of the proposed method. Last, there will be a discussion of
the findings after the simulations and suggestions for future work in this area.

CHAPTER 2: METHOD
2.1 Theoretical Approach

Assume that a process is stable except to the tool wear and that the tools are statistically
identical. Let Yij(t) denote the jth observation, j=1,…,n, for the ith subgroup, i=1,…,k, when the
tool was changed t time units prior to the observation. The standard assumptions for this model
then imply that

( ) follow independent

(

) distributions. In matrix form,

regression equation can be written as

(2.1)
Where Y is a vector of all values of our quality characteristic, such that

[

]
(2.2)
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X is a kn by 2 matrix where the first column is all 1s and the second column is equal to the time t
of the observation:

X=

,

[

]
(2.3)

where tij is the time of the (i,j)th observation,

=(

) where

is the mean value of the

quality characteristic when t is zero and β is the change in the quality characteristic with time due
to tool wear, and e is a vector of random error where e has a N(0,
assumptions E( ) = Xθ and Cov(Y) = Cov (e) =
squares estimator of the parameter vector

is

̂

(

) distribution. Under these

where I is the identity matrix. The least

)
(2.4)
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Define the residual vector as R= Y- X ̂, then E(R)=0 and the vector of fitted values is

̂
[ ̂]

̂

̂

[

]

̂
̂
̂
̂
̂
[̂ ]
(2.5)

This can be obtained via E(R) = Y- X ̂ = E[(I-M)Y] = (I-M)E(Y) = (I-M)X ̂ = X ̂-M X ̂, where M
is a perpendicular projection operator onto C(X). That is M= (

)

. Since MX=X it

follows that (I-M)X ̂=0. This gives us the center limit for a control chart based on the fitted
residuals. To find the covariance matrix of the residual vector we have Cov(R) = Cov[(I-M)Y] =
(I-M) Cov(Y)(I-M) = (I-M)

(I-M) =

idempotent it follows that the Cov(R) =

(I-M)2 , since I-M is symmetric. Because (I-M) is
(I-M). Thus residuals follow a normal model with

mean vector equal to zero and variance matrix equal to

(I-M). Normality is preserved

because the residuals are a linear transformation of the original normal data.
Next the upper and lower control limits must be found. Because the variation of the
residuals may change with each observed subgroup, the control limits may change for each
subgroup as well. In particular, let
control limit for the ith subgroup is

denote the ith diagonal element of (I-M); then the upper
and the lower control limit for the ith subgroup is

.
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2.2 Practical Application

In the usual case,

is unknown and must be estimated from the observed subgroups. The

usual regression estimate of

is given by the mean squared error of the fitted model given by

̂

(

)

∑∑

(2.6)
Therefore, the estimated upper control limit will be
̅
̂
(2.7)
and the estimated lower control limit will be
̅
̂
(2.8)
To construct the corresponding control chart the k subgroup means of the residuals are
plotted against time with the CL, UCLi, and LCLi labeled. If a residual subgroup mean is outside
the control limits we remove the subgroup and recalculate the control limits and check again
until all subgroup means fall inside the control limits. To check to see if the process is in control
for future samples, the CL, UCL and LCL change only relative to t. We simply have to find the
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residuals for the subgroup and plot them against time with these limits. If any point falls outside
the LCL and UCL bounds, the process is out of control and needs to be checked.

CHAPTER 3: SIMULATED EXAMPLE

To test the proposed method, process data were simulated, sorted and checked for
linearity. This data is plotted in Figure 3.1. The proposed method was then applied to the data
using R. The R-code can be found in the Appendix. The data was simulated using a normal
distribution with a mean of 5, a standard deviation of 0.5 and a sample size of 10. These values
are denoted by Y1,1, Y1,2,…, Y1,10. The data were sorted. Data was simulated in this manner to
make two more sets of data giving Y2,1, Y2,2,…, Y2,10, Y3,1, Y3,2,…, Y3,10 . These two sets were also
sorted and then combined with the first data set to make one Y vector of length 30. The X was set
up as the method describes:

[

]
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The time given for each subgroup sample is arbitrary, but it is assumed to be taken at the same

5.0
4.5

y

5.5

time for each tool to follow the rational subgrouping method described first in the introduction.

5

10

15

time

Figure 3.1 Raw data of three simulated subgroups.
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To find UCL, LCL, CL and
solved ̂

we first found ̂

(

)

̂
[ ̂]

[

], then

̂, the values of which are be found the Appendix. The residuals were found by

subtracting the simulated Y values minus the ̂ vector; since the residuals are dependent there
may be some “small” patterns in the charts. The mean and standard deviation of the residuals
were calculated. This allowed the UCL, LCL, and CL to be calculated and returned. After we
initialized the values for the UCL, LCL, CL and

we ran the data through the program to check

to see that if the process was in control. The corresponding control chart is plotted in Figure 3.2.
The original data for setting up the system are in control, so we can use these values moving
forward.
The dotted line corresponds to the center limit and the dashed lines correspond to the
upper and lower control limits. For the next 10 simulations the data was simulated using the
same distribution as before for Y. The corresponding control charts can be observed in Figures
3.3-3.12. For each, a new tool is simulated for Phase II charts.

0.0
-0.2
-0.4

residual

0.2

0.4

19

5

10

15

time

Figure 3.2 Control chart accounting for tool wear chart using original data.

0.0
-0.4

-0.2

residual

0.2

0.4

20

5

10

15

time

Figure 3.3 First Phase II simulation.
Figure 3.3 shows the process is out of control due to the very linear pattern, three points
above the UCL in subgroups 7, 8 and 9.

0.0
-0.4

-0.2

residual

0.2

0.4

21

5

10

15

time

Figure 3.4 Phase II simulation 2.
Figure 3.4 shows the process is out of control; the linear trend in subgroups 5 through 9
and subgroup 1 is below the LCL.

0.0
-0.4

-0.2

residual

0.2

0.4

22

5

10

15

time

Figure 3.5 Phase II simulation 3.
Figure 3.5 shows the process is out of control; in subgroup 1 is below the LCL and all
other points are above the CL.

0.0
-0.2
-0.4

residual

0.2

0.4

23

5

10

15

time

Figure 3.6 Phase II simulation 4.
Figure 3.6 shows the process is out of control, overall linear pattern.

0.0
-0.4

-0.2

residual

0.2

0.4

24

5

10

15

time

Figure 3.7 Phase II simulation 5.
Figure 3.7 shows the process is out of control; all but one point are above the CL and
subgroup 10 is above the UCL.

0.0
-0.4

-0.2

residual

0.2

0.4

0.6

25

5

10

15

time

Figure 3.8 Phase II simulation 6.
Figure 3.8 shows the process is out of control; subgroups 1, 3, 4, and 10 are above the
UCL and all points are above the CL.

0.0
-0.4

-0.2

residual

0.2

0.4
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5

10

15

time

Figure 3.9 Phase II simulation 7.
Figure 3.9 shows the process is out of control because of the linear trend and subgroup 7
is below LCL.

0.0
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residual

0.2

0.4
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15

time

Figure 3.10 Phase II simulation 8.
Figure 3.10 shows the process in control to start and moves out of control in subgroup 6.
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time

Figure 3.11 Phase II simulation 9.
Figure 3.11 shows the process is within the control limits and in control.

0.0
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0.4
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15

time

Figure 3.12 Phase II simulation 10.
Figure 3.12 shows the process is out of control because of the linear trend and subgroup 1
is below the LCL.

30

To test if the pattern would be removed and to get a better fit for the data, least squares
regression was fit to the data from the first simulation. The residuals were then plotted using the
estimate of

found while setting up the Phase I chart. This shows that the process was in fact in

0.0
-0.2
-0.4

residual

0.2

0.4

control when it was thought to be out of control.

5

10

15

time

Figure 3.13 Phase II simulation with regression on current data.

CHAPTER 4 CONCLUSIONS

This study has shown that residual control charts have the potential to be used to monitor
a process that involves a linear trend due to tool wear. The process was shown to be out of
control in all but one simulation. This could be due to the variation chosen to simulate the sample
data for the tool and the residuals dependent on the previous residual. After least squares
regression was fit to the data from the first simulation. The residuals were then plotted using the
estimate of

found while setting up the Phase I chart. This shows that the process was in fact in

control when it was thought to be out of control and this method should be investigated further.
Other future work includes study of a procedure similar to this type but with varying sample
sizes, as not all samples taken are the same size at all companies at all times. Large-sample
studies using this technique could also be pursued. Future research also includes the automation
of the R-code so the process can update in real time along with taking into account the possibility
that the tools being used in the process are not independent and therefore co-variation should be
taken into account when creating the charts. This method for control charting should, like other
control charts, not be used alone. The chart should be used in combination with R or S charts to
look for an indication of a change in variation.
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APPENDIX
R-CODE

###generation of data assume this is the process in control
set.seed(12345)
data<-rnorm(n=10,mean=5,sd=0.5)
z<-sort(data)
data<-rnorm(n=10,mean=5,sd=0.5)
q<-sort(data)
data<-rnorm(n=10,mean=5,sd=0.5)
v<-sort(data)
y<-matrix(c(z,q,v))
y
[,1]
[1,] 4.091022
[2,] 4.540339
[3,] 4.773251
[4,] 4.857920
[5,] 4.861908
[6,] 4.945348
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[7,] 5.292764
[8,] 5.302944
[9,] 5.315049
[10,] 5.354733
[11,] 4.556821
[12,] 4.624734
[13,] 4.834211
[14,] 4.941876
[15,] 5.149362
[16,] 5.185314
[17,] 5.260108
[18,] 5.408450
[19,] 5.560356
[20,] 5.908656
[21,] 4.201145
[22,] 4.223431
[23,] 4.677836
[24,] 4.759176
[25,] 4.918845
[26,] 5.306062
[27,] 5.310190
[28,] 5.389811
[29,] 5.727893
[30,] 5.902549
x<matrix(c(1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,3,5,7,9,11,13,15,17,19,1,3,5,7
,9,11,13,15,17,19,1,3,5,7,9,11,13,15,17,19),ncol=2)
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###finding expected value for residuals and beta and control limits
initailization<-function(x,y){
beta<-solve(t(x)%*%x)%*%t(x)%*%y
yhat<-x%*%beta
residual<-y-yhat
sd<-sqrt(var(residual))
rbar<-mean(residual)
ucl<-rbar+3*sd
lcl<-rbar-3*sd
result <- list(ucl=ucl,lcl=lcl, cl=rbar, beta=beta)
return(result)
}
initailization(x,y)
$ucl
[,1]
[1,] 0.4734066

$lcl
[,1]
[1,] -0.4734066

$cl
[1] 5.921189e-17

$beta
[,1]
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[1,] 4.28329733
[2,] 0.07561062

$sd
[,1]
[1,] 0.1578022
cl<--0.00000000000000005921189
beta<-matrix(c(4.28329733,0.07561062))
rbar<-cl
M<-x%*%solve(t(x)%*%x)%*%t(x)
I<-diag(30)
sd<-0.1578022
tau<-sd*(I-M)
tau1<-tau[1,1]
tau2<-tau[2,2]
tau3<-tau[3,3]
tau4<-tau[4,4]
tau5<-tau[5,5]
tau6<-tau[6,6]
tau7<-tau[7,7]
tau8<-tau[8,8]
tau9<-tau[9,9]
tau10<-tau[10,10]
tau_hat<-c(tau1, tau2, tau3, tau4, tau5, tau6, tau7, tau8,tau9, tau10)
t<-c(1,3,5,7,9,11,13,15,17,19)
tau_hat3<-3*tau_hat
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yhat<-x%*%beta
[,1]
[1,] 4.358908
[2,] 4.510129
[3,] 4.661350
[4,] 4.812572
[5,] 4.963793
[6,] 5.115014
[7,] 5.266235
[8,] 5.417457
[9,] 5.568678
[10,] 5.719899
[11,] 4.358908
[12,] 4.510129
[13,] 4.661350
[14,] 4.812572
[15,] 4.963793
[16,] 5.115014
[17,] 5.266235
[18,] 5.417457
[19,] 5.568678
[20,] 5.719899
[21,] 4.358908
[22,] 4.510129
[23,] 4.661350
[24,] 4.812572
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[25,] 4.963793
[26,] 5.115014
[27,] 5.266235
[28,] 5.417457
[29,] 5.568678
[30,] 5.719899
###new data
ynew<-sort(rnorm(n=10,mean=5,sd=0.5))
ynew
[1] 4.168975 4.837957 5.012901 5.127136 5.245594 5.405937 5.816223 5.883867
[9] 6.024595 6.098417
xnew<-matrix(c(1,1,1,1,1,1,1,1,1,1,1,3,5,7,9,11,13,15,17,19),ncol=2)
###QC chart
newdata2<-function(xnew,ynew,beta,tau_hat3,t,rbar){

residual<-ynew-(xnew%*%beta)
time<-xnew[,2]
cl=rbar
tau_hat3<-tau_hat3
negtau_hat3<--1*tau_hat3
residmin<-min(residual)
residmax<-max(residual)
ymin<-min(negtau_hat3,residmin)
ymax<-max(tau_hat3,max(residmax))

plot(time,residual,ylim=c(ymin,ymax))
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lines(t,tau_hat3,lwd=2, lty=4)
lines(t,negtau_hat3,lwd=2,lty=4)
abline(h=cl, col=4,lty=3,lwd=3)

}
###running program for QC chart
newdata2(xnew,ynew,beta,ucl,lcl,rbar)
###data for multiple simulations making figures 3.4-3.13
ynew<-sort(rnorm(n=10,mean=5,sd=0.5))
ynew
[1] 3.809821 4.293451 4.346601 4.469867 5.283702 5.291594 5.427226 5.468570
[9] 5.564255 5.730365
newdata2(xnew,ynew,beta,tau_hat3,t,rbar)
ynew<-sort(rnorm(n=10,mean=5,sd=0.5))
ynew
[1] 3.826528 4.664512 4.729807 5.026795 5.138977 5.175831 5.345586 5.411898
[9] 5.973846 6.072533
newdata2(xnew,ynew,beta,tau_hat3,t,rbar)
ynew<-sort(rnorm(n=10,mean=5,sd=0.5))
ynew
[1] 4.083811 4.328734 4.352164 4.706560 5.074796 5.258427 5.276652 5.444070
[9] 5.794981 5.796744
newdata2(xnew,ynew,beta,tau_hat3,t,rbar)
ynew<-sort(rnorm(n=10,mean=5,sd=0.5))
ynew
[1] 4.475324 4.594230 4.607675 5.027308 5.238124 5.413129 5.471300 5.510629
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[9] 5.701353 6.165256
newdata2(xnew,ynew,beta,tau_hat3,t,rbar)
ynew<-sort(rnorm(n=10,mean=5,sd=0.5))
ynew
[1] 4.846023 4.847815 5.268262 5.322692 5.336021 5.412435 5.485610 5.521572
[9] 5.933550 6.238555
newdata2(xnew,ynew,beta,tau_hat3,t,rbar)
ynew<-sort(rnorm(n=10,mean=5,sd=0.5))
ynew
[1] 4.509684 4.518049 4.572459 4.652727 4.700101 4.747478 4.804090 5.343666
[9] 5.943473 6.078860
newdata2(xnew,ynew,beta,tau_hat3,t,rbar)
ynew<-sort(rnorm(n=10,mean=5,sd=0.5))
ynew
[1] 4.337622 4.421888 4.731976 4.775983 4.844197 5.070542 5.111963 5.160562
[9] 5.211209 5.778055
newdata2(xnew,ynew,beta,tau_hat3,t,rbar)
ynew<-sort(rnorm(n=10,mean=5,sd=0.5))
ynew
[1] 4.337971 4.384914 4.747455 4.959623 4.965491 4.973923 5.314430 5.630621
[9] 5.659616 6.090001
newdata2(xnew,ynew,beta,tau_hat3,t,rbar)
ynew<-sort(rnorm(n=10,mean=5,sd=0.5))
ynew
[1] 3.938225 4.077316 4.401984 4.420589 4.789380 5.161076 5.578663 5.660726
[9] 5.765478 5.772432
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newdata2(xnew,ynew,beta,tau_hat3,t,rbar)
###test to see if regression on sample removes patterns
newdata2<-function(xnew,ynew,beta,tau_hat3,t,rbar){

beta<-solve(t(xnew)%*%xnew)%*%t(xnew)%*%ynew
yhat<-xnew%*%beta
residual<-ynew-yhat

time<-xnew[,2]
cl=rbar
tau_hat3<-tau_hat3
negtau_hat3<--1*tau_hat3
residmin<-min(residual)
residmax<-max(residual)
ymin<-min(negtau_hat3,residmin)
ymax<-max(tau_hat3,max(residmax))

plot(time,residual,ylim=c(ymin,ymax))
lines(t,tau_hat3,lwd=2, lty=4)
lines(t,negtau_hat3,lwd=2,lty=4)
abline(h=cl, col=4,lty=3,lwd=3)

}

