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Abstract
Statistical solutions have recently been introduced as a an alternative solution framework
for hyperbolic systems of conservation laws. In this work we derive a novel a posteriori
error estimate in the Wasserstein distance between dissipative statistical solutions and
numerical approximations, which rely on so-called regularized empirical measures. The
error estimator can be split into deterministic parts which correspond to spatio-temporal
approximation errors and a stochastic part which reflects the stochastic error. We provide
numerical experiments which examine the scaling properties of the residuals and verify
their splitting.
Key words: hyperbolic conservation laws, statistical solutions, a posteriori error estimates,
discontinuous Galerkin method
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1 Introduction
Analysis and numerics of hyperbolic conservation laws have seen a significant shift of paradigms
in the last decade. The investigation and approximation of entropy weak solutions was state
of the art for a long time. This has changed due to two reasons. Firstly, analytical in-
sights [5, 9] revealed that weak entropic solutions to the Euler equations in several space
dimensions are not unique. Secondly, numerical experiments [13, 22] have shown that in sim-
ulations of e.g. the Kelvin-Helmholtz instability, numerical solutions do not converge under
mesh refinement. In contrast, when families of simulations with slightly varying initial data
are considered, averaged quantities like mean, variance and also higher moments are observed
to converge under mesh refinement. This has led to several weaker (more statistics inspired)
notions of solutions being proposed. We would like to mention dissipative measure valued
solutions [12] and statistical solutions [16]. Considering measure valued solutions has a long
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history in hyperbolic conservation laws and can be traced back to the works of DiPerna [11]
considering Young measures. Statistical solutions are time-parametrized probability measures
on spaces of integrable functions and have been introduced recently for scalar problems in [14]
and for systems in [16]. We would like to mention that in the context of the incompressible
Navier-Stokes equations and turbulence, statistical solutions have a long history going back
to the seminal work of Foias et al., see [18] and references therein.
The precise definition of statistical solutions is based on an equivalence theorem [16, Theorem
2.8] that relates probability measures on spaces of integrable functions and correlation mea-
sures on the state space. Correlation measures are measures that determine joint probability
distributions of some unknown quantity at any finite collection of spatial points. In this sense,
statistical solutions contain more information than e.g. dissipative measure valued solutions
and, indeed, for scalar problems uniqueness of entropy dissipative statistical solutions can
be proven. This proof is similar to the classical proof of uniqueness of weak solutions for
scalar problems. In contrast, for systems in multiple space dimensions the non-uniqueness
of entropy weak solutions immediately implies non-uniqueness of dissipative measure valued
solutions and statistical solutions. Still, all these concepts satisfy weak-strong uniqueness
principles, i.e., as long as a Lipschitz continuous solution exists in any of these classes it is
the unique solution in any of these classes. The (technical) basis for obtaining weak-strong
uniqueness results is based on the relative entropy framework of Dafermos and DiPerna [8],
which can be extended to dissipative statistical solutions as in [16].
Convergence of numerical schemes for nonlinear systems of hyperbolic conservation laws is
widely open (except when the solution is smooth). Exceptions are the one dimensional sit-
uation, where convergence of the Glimm scheme is well known [21] and is, indeed, used for
constructing the standard Riemann semigroup [4]. For multi-dimensional problems, there is
recent progress showing convergence of numerical schemes towards dissipative measure valued
solutions [12] with more information on the convergence in case the limit is an entropy weak
solution. It seems impossible to say anything about convergence rates in this setting due to
the multiplicity of entropy weak solutions.
The work at hand tries to complement the a priori analysis from [16] with a reliable a posteriori
error estimator, i.e., we propose a computable upper bound for the numerical approximation
error of statistical solutions. This extends results for entropy weak solutions of deterministic
and random systems of hyperbolic conservation laws [10, 20] towards statistical solutions.
One appealing feature of our error estimator is that it can be decomposed into different parts
corresponding to space-time and stochastic errors. Our analysis relies on the relative entropy
framework of Dafermos and DiPerna [8] extended to statistical solutions. We would like to
mention that there are also other frameworks for providing a posteriori error analysis for
hyperbolic systems, namely [1], [23] and [26] for one-dimensional systems.
The structure of this work is as follows: Section 2 reviews the notion of (dissipative) statistical
solutions of hyperbolic conservation laws from [16]. Section 3 is concerned with the numerical
approximation of dissipative statistical solutions using empirical measures. Moreover, we
recall a reconstruction procedure which allows us to define the so-called regularized empirical
measure. In Section 4, we present our main a posteriori error estimate between a dissipative
statistical solution and its numerical approximation using the regularized empirical measure.
Section 5 discusses why defining statistical solutions to general systems like the Euler equations
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is not straightforward. The technical difficulties in defining statistical solutions for general
systems vanish when attention is restricted to solutions that take values in some compact
subset of the state space. We explain in Section 5 that our a posterirori error analysis directly
extends to such solutions. Finally, Section 6 provides some numerical experiments examining
and verifying the convergence and splitting of the error estimators.
2 Preliminaries and notations
We consider the following one-dimensional system of m ∈ N nonlinear conservation laws:{
∂tu(t, x) + ∂xf(u(t, x)) = 0, (t, x) ∈ (0, T ) ×D,
u(0, x) = u¯(x), x ∈ D.
(1)
Here, u(t, x) ∈ U ⊂ Rm is the vector of conserved quantities, U is an open and convex set
that is called state space, f : U → Rm is the flux function, D ⊂ R is the spatial domain
and T ∈ R+. We restrict ourselves to the case where D = (0, 1) with periodic boundary
conditions. The system (1) is called hyperbolic if for any u ∈ U the flux Jacobian DF (u)
has m real eigenvalues and admits a basis of eigenvectors. We assume that (1) is equipped
with an entropy/entropy flux pair (η, q), where the strictly convex function η ∈ C2(U ;R) and
q ∈ C2(U ;R) satisfy D q = D ηD f.
Most literature on numerical schemes for hyperbolic conservation laws focuses on computing
numerical approximations of entropy weak solutions of (1). In contrast, we are interested in
computing statistical solutions. We recall the definition of statistical solutions in subsection
2.1. It is worthwhile to note that statistical solutions were only defined for systems for which
U = Rm in [16]. We restrict our analysis to this setting in Sections 2.1 and 4. In Section 5, we
discuss why we believe defining statistical solutions to general systems is not straightforward.
2.1 Statistical solutions
In this section, we provide a brief overview of the notions needed to define statistical solutions
for (1), following the exposition in [16], referring to [16, Section 2] for more background,
details and proofs.
Let us introduce some notation: For any topological space X let B(X) denote the Borel σ-
algebra on X andM(X) denotes the set of signed Radon measures on (X,B(X)). In addition,
P(X) denotes the set of probability measures on (X,B(X)), i.e., all non-negative µ ∈ M(X)
satisfying µ(X) = 1. We consider U = Rm and choose p ∈ [1,∞) minimal, such that
|f(u)|, |η(u)|, |q(u)| ≤ C(1 + |u|p), ∀u ∈ U
holds for some constant C > 0. The following classical theorem states the duality between
L1(Dk;C0(U
k)) and L∞(Dk;M(Uk)).
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Theorem 2.1. [[2], p. 211] For any k ∈ N the dual space of Hk0(D,U) := L
1(Dk;C0(U
k)) is
Hk∗0 (D,U) := L
∞(Dk;M(Uk)), i.e., the space of bounded, weak*-measurable maps from Dk
to M(Uk) under the duality pairing
〈νk, g〉Hk :=
∫
Dk
〈νkx , g(x)〉 dx :=
∫
Dk
∫
Uk
g(x)(ξ) dνkx (ξ) dx.
Definition 2.2. [Correlation measures [14, Def 2.5]] A p-summable correlation measure is a
family ν = (ν1, ν2, . . . ) with νk ∈ Hk∗0 (D;U) satisfying for all k ∈ N the following properties:
(a) νk is a Young measure from Dk to Uk.
(b) Symmetry: If σ is a permutation of {1, . . . , k}, i.e., for x = (x1, . . . , xk), we have
σ(x) := (xσ(1), . . . , xσ(k)) and if f ∈ C0(U
k) then 〈νkσ(x), f(σ(ξ))〉 = 〈ν
k
x , f(ξ)〉 for a.e.
x ∈ Dk.
(c) Consistency: If f ∈ Cb(U
k) is of the form f(ξ1, . . . , ξk) = g(ξ1, . . . , ξk−1) for some
g ∈ C0(U
k−1) then 〈νkx1,...,xk , f〉 = 〈ν
k−1
x1,...,xk−1
, g〉 for a.e. x = (x1, . . . , xk) ∈ D
k.
(d) Lp-integrability:
∫
Dk〈ν
1
x, |ξ|
p〉 dx <∞.
(e) Diagonal continuity: limrց0
∫
D
1
|Br(x1)|
∫
Br(x1)
〈ν2x1,x2 , |ξ1 − ξ2|
p〉 dx2 dx1 = 0.
Let Lp(D;U) denote the set of all p-summable correlation measures.
Theorem 2.3. [Main theorem on correlation measures [14, Thm. 2.7]] For every correlation
measure ν ∈ Lp(D;U) there exists a unique probability measure µ ∈ P(Lp(D;U)) whose p-th
moment is finite, i.e.,
∫
Lp ‖u‖Lp(D;U)dµ(u) <∞ and such that µ is dual to ν, i.e.,∫
Dk
〈νkx , g(x)〉 dx =
∫
Lp
∫
Dk
g(x, u(x)) dxdµ(u) ∀g ∈ Hk0(D,U), ∀k ∈ N.
Conversely, for every µ ∈ P(Lp(D;U)) with finite p-th moment there is a ν ∈ Lp(D;U) that
is dual to µ.
To take into account the time-dependence in (1) the authors of [16] suggest to consider time
parametrized probability measures. For T ∈ (0,∞] consider time parametrized measures
µ : [0, T ) → P(Lp(D;U)). Note that such a µ does not contain any information about
correlation between function values at different times. We denote µ evaluated at time t by
µt. Let us define H
k∗
0 ([0, T ),D;U) := L
∞([0, T ) ×Dk;M(Uk)) and notice that it was shown
in [16] that it is meaningful to evaluate an element νk ∈ Hk∗0 ([0, T ),D;U) at almost every
t ∈ [0, T ).
Definition 2.4. A time-dependent correlation measure ν is a collection ν = (ν1, ν2, . . . ) of
maps νk ∈ Hk∗0 ([0, T ),D;U) such that
(a) (ν1t , ν
2
t , . . . ) ∈ L
p(D;U) for a.e. t ∈ [0, T ).
(b) Lp integrability:
ess supt∈[0,T )
∫
D
〈ν1t,x, |ξ|
p〉 dx <∞
.
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(c) Diagonal continuity
lim
rց0
∫ T ′
0
∫
D
1
|Br(x1)|
∫
Br(x1)
〈ν2t,x1,x2 , |ξ1 − ξ2|
p〉 dx2 dx1 dt = 0 ∀T
′ ∈ (0, T ).
We denote the space of all time-dependent p-summable correlation measures by
Lp([0, T ),D;U).
A time-dependent analogue of Theorem 2.3 holds true:
Theorem 2.5. For every time-dependent correlation measure ν ∈ Lp([0, T ),D;U) there is a
unique (up to subsets of [0, T ) of Lebesgue measure zero) map µ : [0, T )→ P(Lp(D;U)) such
that
(a) the mapping
t 7→
∫
Lp
∫
Dk
g(x, u(x)) dxdµt(u)
is measurable for all g ∈ Hk0(D;U).
(b) µ is Lp-bounded, i.e.,
ess supt∈[0,T )
∫
Lp
‖u‖Lp(D;U)dµt(u) <∞.
(c) Duality, i.e. µ is dual to ν,∫
Dk
〈νkt,x, g(x)〉 dx =
∫
Lp
∫
Dk
g(x, u(x)) dxdµt(u) for a.e. t ∈ [0, T ),
∀g ∈ Hk0(D,U), ∀k ∈ N.
Conversely, for every µ : [0, T ) → P(Lp(D;U)) satisfying (a) and (b) there is a unique
correlation measure ν ∈ Lp([0, T ),D;U) such that (c) holds.
Definition 2.6 (Bounded support). We say some µ¯ ∈ P(Lp(D;U)) has bounded support,
provided there exists C > 0 so that
‖u‖Lp(D;U) ≤ C for µ¯− a.e. u ∈ L
p(D;U).
Definition 2.7 (Statistical solution). Let µ¯ ∈ P(Lp(D;U)) have bounded support. A statis-
tical solution of (1) with initial data µ¯ is a time-dependent map µ : [0, T ) → P(Lp(D;U))
such that each µt has bounded support and such that the corresponding correlation measures
νkt satisfy
∂t〈ν
k
t,x, ξ1 ⊗ · · · ⊗ ξk〉+
k∑
i=1
∂xi〈ν
k
t,x1,...,xk
, ξ1 ⊗ · · · ⊗ f(ξi)⊗ · · · ⊗ ξk〉 = 0 (2)
in the sense of distributions, for every k ∈ N.
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Lemma 2.8. Let µ¯ ∈ P(Lp(D;U)) have bounded support. Then, every statistical solution
µ : [0, T )→ P(Lp(D;U)) to (1) with initial data µ¯ satisfies
∫ T
0
∫
Lp(D;U)
∫
D
u(x)∂tφ(t, x) + f(u(x))∂xφ(t, x) dxdµt(u)dt
+
∫
Lp(D;U)
∫
D
u¯(x)φ(0, x) dxdµ¯(u¯) = 0, (3)
for any φ ∈ C∞([0, T )×D;Rm), where µt denotes µ at time t.
Proof. This is a special case of [16, Equation 3.7] for M = 1.
In order to show uniqueness (for scalar problems) and weak-strong uniqueness the authors
of [14] and [16] require a comparison principle that compares statistical solutions to convex
combinations of Dirac measures. Therefore, the entropy condition for statistical solutions
has two parts. The first imposes stability under convex decompositions and the second is
reminiscent of the standard entropy condition for deterministic problems. To state the first
condition, we need the following notation: For µ ∈ P(Lp(D;U)), K ∈ N, α ∈ RK with αi ≥ 0
and
∑K
i=1 αi = 1 we set
Λ(α, µ) :=
{
(µ1, . . . , µK) ∈ (P(L
p(D;U)))K :
K∑
i=1
αiµi = µ
}
. (4)
The elements of Λ(α, µ) are strongly connected to transport plans that play a major role in
defining the Wasserstein distance, see Remark 3.5 for details. Now, we are in position to state
the selection criterion for statistical solutions.
Definition 2.9 (Dissipative statistical solution). A statistical solution of (1) is called a
dissipative statistical solution if
1. for every choice of coefficients αi ≥ 0, satisfying
∑K
i=1 αi = 1 and for every (µ¯1, . . . , µ¯K) ∈
Λ(α, µ¯), there exists a function t 7→ (µ1,t, . . . , µK,t) ∈ Λ(α, µt), such that each µi :
[0, T )→ P(Lp(D;U)) is a statistical solution of (1) with initial measure µ¯i.
2. it satisfies
T∫
0
∫
Lp(D;U)
∫
D
(
η(u(x))∂tφ(t, x) + q(u(x))∂xφ(t, x)
)
dxdµt(u)dt
+
∫
Lp(D;U)
∫
D
η(u¯(x))φ(0, x) dxdµ¯(u¯) ≥ 0,
for any φ ∈ C∞c ([0, T ) ×D;R+).
This selection criterion implies weak-(dissipative)-strong uniqueness, i.e., as long as some ini-
tial value problem admits a statistical solution supported on finitely many classical solutions,
then this is the only dissipative statistical solution (on that time interval), [16, Lemma 3.3].
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That result is a major ingredient in the proof of our main result Theorem 4.2 and it is in-
deed the special case of Theorem 4.2 for Rstk ≡ 0. Both results are extensions of the classical
relative entropy stability framework going back to seminal works of Dafermos and DiPerna.
The attentive reader will note that on the technical level there are some differences between
[16, Lemma 3.3] and Theorem 4.2. This is due to the following consideration: If L2 stability
results are to be inferred from the relative entropy framework, upper and lower bounds on
the Hessian of the entropy and an upper bound on the Hessian of the flux F are needed.
To this end, Fjordholm et.al. restrict their attention to systems for which such bounds exist
globally, while we impose conditions (8), (9) and discuss situations in which they are satisfied
(including the setting of [16, Lemma 3.3]), see Remark 4.3.
3 Numerical approximation of statistical solutions
This section is concerned with the description of the numerical approximation of statistical
solutions. Following [15, 16] the stochastic discretization relies on a Monte-Carlo, resp. col-
location approach. Once samples are picked the problem at each sample is deterministic and
we approximate it using the Runge–Kutta Discontinuous Galerkin method which we outline
briefly. Moreover, we introduce a Lipschitz continuous reconstruction of the numerical solu-
tions which is needed for our a posteriori error estimate in Theorem 4.2. Let us start with
the deterministic space and time discretization.
3.1 Space and time discretization: Runge–Kutta Discontinuous Galer-kin
method
We briefly describe the space and time discretization of (1), using the Runge–Kutta Dis-
continuous Galerkin (RKDG) method from [6]. Let T := {Il}
Ns−1
l=0 , Il := (xl, xl+1) be a
quasi-uniform triangulation of D. We set hl := (xl+1 − xl), hmax := max
l
hl, hmin := min
l
hl
for the spatial mesh and the (spatial) piecewise polynomial DG spaces for p ∈ N0 are defined
as
V ph := {v : D → R
m | v |I ∈ Pp(I,R
m), for all I ∈ T }.
Here Pp denotes the space of polynomials of degree at most p and LV p
h
denotes the L2-
projection into the DG space V ph . After spatial discretization of (1) we obtain the following
semi-discrete scheme for the discrete solution uh ∈ C
1([0, T );V ph ):

Ns−1∑
l=0
xl+1∫
xl
∂tuh · ψh dx =
Ns−1∑
l=0
xl+1∫
xl
Lh(uh) · ψh dx, ∀ψh ∈ V
p
h ,
uh(t = 0) = LV p
h
u¯,
(DG)
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where Lh : V
p
h → V
p
h is defined by
Ns−1∑
l=0
xl+1∫
xl
Lh(vh) · ψh dx =
Ns−1∑
l=0
xl+1∫
xl
f(vh) · ∂xψh dx
−
Ns−1∑
l=0
F (vh(x
−
l ), vh(x
+
l )) · [[ψh ]]l, ∀vh, ψh ∈ V
p
h .
Here, F : Rm×Rm → Rm denotes a consistent, conservative and locally Lipschitz-continuous
numerical flux, ψh(x
±) := lim
sց0
ψh(x ± s) are spatial traces and [[ψh ]]l := (ψh(x
−
l ) − ψh(x
+
l ))
are jumps.
The initial-value problem (DG) is advanced in time by a R-th order strong stability preserving
Runge–Kutta (SSP-RK) method [25, 28]. To this end, we let 0 = t0 < t1 < . . . < tNt = T
be a (non-equidistant) temporal decomposition of [0, T ]. We define ∆tn := (tn+1 − tn),
∆t := max
n
∆tn. To ensure stability, the explicit time-stepping scheme has to obey the
CFL-type condition
∆t ≤ C
hmin
λmax(2p + 1)
,
where λmax is an upper bound for absolute values of eigenvalues of the flux Jacobian D f and
C ∈ (0, 1]. Furthermore, we let Πh : R
m → Rm be the TVBM minmod slope limiter from [7].
The complete S-stage time-marching algorithm for given n-th time-iterate unh := uh(tn, ·) ∈ V
p
h
can then be written as follows.
Algorithm 1 TVBM Runge–Kutta time-step
1: Set u
(0)
h = u
n
h(tn).
2: for s = 1, . . . , S do
3: Compute: u
(s)
h = Πh
(∑s−1
l=0 δslw
sl
h
)
, wslh = u
(l)
h +
βsl
δsl
∆tnLh(u
(l)
h ).
4: end for
5: Set un+1h (tn+1) = u
(S)
h .
Note that the initial condition uh(t = 0) is also limited by Πh. The parameters δsl satisfy the
conditions δsl ≥ 0,
∑s−1
l=0 δsl = 1 , and if βsl 6= 0, then δsl 6= 0 for all s = 1, . . . , S, l = 0, . . . , s.
3.2 Reconstruction of numerical solution
Our main a posteriori error estimate Theorem 4.2 is based on the relative entropy method of
Dafermos and DiPerna [8] and its extension to statistical solution as described in the recent
work [16]. The a posteriori error estimate requires that the approximating solutions are at
least Lipschitz-continuous in space and time. To ensure this property, we reconstruct the
numerical solution {unh}
Nt
n=0 to a Lipschitz-continuous function in space and time. We do not
elaborate upon this reconstruction procedure, to keep notation short and simple, but refer
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to [10, 19, 20]. The reconstruction process provides a computable space-time reconstruction
ust ∈W 1∞((0, T );V
p+1
h ∩ C
0(D)), which allows us to define the following residual.
Definition 3.1 (Space-time residual). We call the function Rst ∈ L2((0, T )×D;Rm), defined
by
Rst := ∂tu
st + ∂xf(u
st), (5)
the space-time residual for ust.
We would like to stress that the mentioned reconstruction procedure does not only render ust
Lipschitz-continuous, but it is also specifically designed to ensure that the residual, defined
in (5), has the same decay properties as the error of the RKDG numerical scheme as h tends
to zero, cf. [10].
3.3 Computing the empirical measure
Following [15, 16], we approximate the statistical solution of (1) using empirical measures. In
this work, we allow for arbitrary sample points and weights. The sample points can either be
obtained by randomly sampling the initial measure (Monte-Carlo), or by using abscissae of
corresponding orthogonal polynomials. In this article we focus on the Monte-Carlo sampling.
Let us assume that the sampling points are indexed by the set K = {1, ...,K}, K ∈ N and
let us denote the corresponding weights by {wk}k∈K, i.e., for Monte-Carlo sampling we have
wk =
1
K , for all k ∈ K. We use the following Monte-Carlo type algorithm from [16] to compute
the empirical measure.
Algorithm 2 Algorithm to compute the empirical measure
1: Given: initial measure µ¯ ∈ P(Lp(D))
2: For some probability space (Ω, σ,P) let u¯ : Ω→ Lp(D;U) be a random field such that the
law of u¯ with respect to P coincides with µ¯
3: Draw K samples from u¯ and denote the samples by {u¯k}k∈K
4: For every k ∈ K compute a numerical approximation {(uh,k)
n}Ntn=0 of (1) with initial data
u¯k using Algorithm 1
5: Set µK,hT :=
∑
k∈Kwkδuh,k(T )
Definition 3.2 (Empirical measure). Let {uh,k(t)}k∈K be a sequence of approximate solutions
of (1) with initial data u¯k, at time t ∈ (0, T ). We define the empirical measure at time
t ∈ (0, T ) via
µK,ht :=
∑
k∈K
wkδuh,k(t). (6)
For the a posteriori error estimate in Theorem 4.2, we need to consider a regularized measure,
which we define using the reconstructed numerical solution ust obtained from the reconstruc-
tion procedure described in Section 3.2.
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Definition 3.3 (Regularized empirical measure). Let {ustk (t)}k∈K be a sequence of recon-
structed numerical approximations at time t ∈ (0, T ). We define the regularized empirical
measure as follows
µˆKt =
∑
k∈K
wkδust
k
(t). (7)
Common metrics for computing distances between probability measures on Banach spaces
spaces are the Wasserstein-distances. In Theorem 4.2, we bound the error between the dis-
sipative statistical solution of (1) and the discrete regularized measure in the 2-Wasserstein
distance.
Definition 3.4 (r-Wasserstein distance). Let r ∈ [0,∞), X be a separable Banach space and
let µ, ρ ∈ P(X) with finite rth moment, i.e.,
∫
X
‖u‖rX dµ(u) < ∞,
∫
X
‖u‖rX dρ(u) < ∞. The
r-Wasserstein distance between µ and ρ is defined as
Wr(µ, ρ) :=
(
inf
π∈Π(µ,ρ)
∫
X2
‖u− v‖rX dπ(u, v)
) 1
r
,
where Π(µ, ρ) ⊂ P(X2) is the set of all transport plans from µ to ρ, i.e., the set of measures
π on X2 with marginals µ and ρ, i.e.,
π(A×X) = µ(A), π(X ×A) = ρ(A),
for all measurable subsets A of X.
Remark 3.5. It is important to recall from [14, Lemma 4.2] that if ρ ∈ P(X) is M -atomic,
i.e., ρ =
∑K
i=1 αiδui for some u1, . . . , uK ∈ X and some α1, . . . , αK ≥ 0 with
∑K
i=1 αi = 1,
then there is a one-to-one correspondence between transport plans in Π(µ, ρ) and elements of
Λ(α, µ), which was defined in (4).
4 The a posteriori error estimate
In this section, we present the main a posteriori error estimate between dissipative statistical
solutions and regularized numerical approximations. A main ingredient for the proof of The-
orem 4.2 is the notion of relative entropy. Since the relative entropy framework is essentially
an L2-framework and due to the quadratic bounds in (8), (9) it is natural to consider the case
p = 2. Therefore, for the remaining part of this paper we denote F := L2(D;U).
Definition 4.1 (Relative entropy and relative flux). Let (η, q) be a strictly convex entropy/entropy
flux pair of (1). We define the relative entropy η(·|·) : U × U → R, and relative flux
f(·|·) : U × U → Rm via
η(u|v) := η(u)− η(v) −D η(v)(u − v),
f(u|v) := f(u)− f(v)−D f(v)(u− v),
for all u, v ∈ U .
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We can now state the main result of this work which is an a posteriori error estimate between
dissipative statistical solutions and their numerical approximations using the regularized em-
pirical measure.
Theorem 4.2. Let µt be a dissipative statistical solution of (1) as in Definition 2.9 and let µˆ
K
t
be the regularized empirical measure from Definition 3.3. Assume that there exist constants
A,B > 0 (independent of h, M) such that for all t ∈ [0, T )
|u(x)− v(x)|2 + f(u(x)|v(x)) ≤ Aη(u(x)|v(x)) ≤ A2|u(x)− v(x)|2, (8)
|(u(x)− v(x))⊤Hvη(v(x))(u(x) − v(x))| ≤ B|u(x)− v(x)|
2 (9)
for a.e. x ∈ D, for µt − a.e. u ∈ F , for µˆ
K
t − a.e. v ∈ F . Here Hv denotes the Hessian
matrix w.r.t. v.
Then the distance between µt and µˆ
K
t satisfies
W2(µs, µˆ
K
s )
2 ≤A
(∑
k∈K
wk
[ s∫
0
∫
D
|Rstk |
2 dxdt
]
+AW2(µ¯, ˆ¯µ
K)2
)
exp
(
sA3B(L+ 1)
)
,
for a.e. s ∈ (0, T ) and L := max
k∈K
‖∂xu
st
k ‖L∞((0,s)×D). Here we denoted ˆ¯µ
K :=
∑
k∈Kwkδu¯stk
.
Remark 4.3. There are several settings that guarantee validity of (8). Two of them are
1. The global bounds of the Hessians of f and η assumed in [16, Lemma 3.3].
2. Let C ⋐ U be a compact and convex set. Let us assume that µt and µˆ
K
t are (for all t)
supported on solutions having values in C only. Due to the regularity of f, η and the
compactness of C, there exist constants 0 < Cf,C < ∞ and 0 < Cη,C < Cη,C < ∞, such
that
|u⊤Hvf(v)u| ≤ Cf ,C|u|
2, Cη,C |u|
2 ≤ |u⊤Hvη(v)u| ≤ Cη,C|u|
2, ∀u ∈ Rm, v ∈ C. (10)
In this case, A,B from (8), (9) can be chosen as
A = max{(1 + Cf,C)C
−1
η,C, Cη,C}, B = Cη,C. (11)
Remark 4.4. Let us briefly outline a fundamental difference between Theorem 4.2 and [16,
Thm 4.9]. The latter result is an a priori estimate that treats the empirical measure (created
via Monte Carlo sampling) as a random variable and infers convergence in the mean via
the law of large numbers. Theorem 4.2 provides an a posteriori error estimate that can be
evaluated once the numerical scheme has produced an approximate solution. This process
involves sampling the initial data measure µ¯ and the “quality” of these samples enters the
error estimate via the term W2(µ¯, ˆ¯µ
K).
Proof. We recall that the weights {wk}k∈K satisfy
∑
k∈Kwk = 1. We further denote the
vector of weights by ~w := (w1, . . . , wK), and let µ
∗ = (µ∗1, . . . , µ
∗
K) ∈ Λ(~w, µ¯) correspond to
an optimal transport plan between µ¯ and ˆ¯µK . Because µt is a dissipative statistical solution,
11
there exists (µ∗1,t, . . . , µ
∗
K,t) ∈ Λ(~w, µt), such that
∑
k∈K
wk
[ T∫
0
∫
F
∫
D
(
u∂tφk + f(u)∂xφk
)
dxdµ∗k,t(u)dt
+
∫
F
∫
D
u¯φk(0, ·) dxdµ¯
∗
k(u¯)
]
= 0, (12)
for every φk ∈ C
∞
c ([0, T ) × D;R
m), k ∈ K. Recalling that each function ustk is a Lipschitz-
continuous solution of the perturbed conservation law (5), considering its weak formulation
yields
T∫
0
∫
D
(
ustk ∂tφk + f(u
st
k )∂xφk
)
dxdt+
∫
D
u¯stk φk(0, ·) dx+
T∫
0
∫
D
Rstk φk dxdt = 0, (13)
for every φk ∈ C
∞
c ([0, T ) ×D;R
m). As (µ∗k,t)k∈K are probability measures on F , we obtain
(after changing order of integration)
0 =
∑
k∈K
wk
[ T∫
0
∫
F
∫
D
(
ustk ∂tφk + f(u
st
k )∂xφk
)
dxdµ∗k,t(u)dt
+
∫
F
∫
D
u¯stk φk(0, ·) dxdµ¯
∗
k(u¯) +
T∫
0
∫
F
∫
D
Rstk φk dxdµ
∗
k,t(u)dt
]
. (14)
Subtracting (14) from (12) and using the Lipschitz-continuous test function
φk(t, x) := D η(u
st
k (t, x))φ(t), where φ ∈ C
∞
c ([0, T );R+) yields
0 =
∑
k∈K
wk
[ T∫
0
∫
F
∫
D
(
(u− ustk )∂t(D η(u
st
k )φ) dxdµ
∗
k,t(u)dt
+
T∫
0
∫
F
∫
D
(f(u)− f(ustk ))∂x(D η(u
st
k )φ) dxdµ
∗
k,t(u)dt
+
∫
F
∫
D
(u¯− u¯stk )D η(u¯
st
k )φ(0) dxdµ¯
∗
k(u¯)−
T∫
0
∫
F
∫
D
Rstk D η(u
st
k )φ dxdµ
∗
k,t(u)dt
]
. (15)
We compute the partial derivatives of D η(ustk (t, x))φ(t) using product and chain rule
∂t(D η(u
st
k )φ) = ∂tu
st
k Hη(u
st
k )φ+ ∂tφD η(u
st
k ), (16)
∂x(D η(u
st
k )φ) = ∂xu
st
k Hη(u
st
k )φ. (17)
Next, we multiply (5) by D η(ustk ). Upon using the chain rule for Lipschitz-continuous func-
tions and the relationship D q(ustk ) = D η(u
st
k )D f(u
st
k ) we derive the relation
D η(ustk )R
st
k = ∂tη(u
st
k ) + ∂xq(u
st
k ). (18)
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Let us consider the weak form of (18) and integrate w.r.t. x, t and dµ∗k,t for k ∈ K. Upon
changing the order of integration we have
0 =
∑
k∈K
wk
[ T∫
0
∫
F
∫
D
η(ustk )∂tφ dxdµ
∗
k,t(u)dt
+
T∫
0
∫
F
∫
D
Rstk D η(u
st
k ) dxdµ
∗
k,t(u)dt+
∫
F
∫
D
η(u¯stk )φ(0) dxdµ¯
∗
k(u¯)
]
(19)
for any φ ∈ C∞c ([0, T );R+). Since µ
∗
k,t is a dissipative statistical solution it satisfies
0 ≤
∑
k∈K
wk
[ T∫
0
∫
F
∫
D
η(u)∂tφ dxdµ
∗
k,t(u)dt+
∫
F
∫
D
η(u¯)φ(0) dxdµ¯∗k(u¯)
]
. (20)
Hence, subtracting (19) from (20) and using the definition of the relative entropy from Defi-
nition 4.1 yields
0 ≤
∑
k∈K
wk
[ T∫
0
∫
F
∫
D
η(u|ustk )∂tφ dxdµ
∗
k,t(u)dt
−
T∫
0
∫
F
∫
D
(
(u− ustk )D η(u
st
k )∂tφ
)
dxdµ∗k,t(u)dt
−
T∫
0
∫
F
∫
D
Rstk D η(u
st
k ) dxdµ
∗
k,t(u)dt+
∫
F
∫
D
(
η(u¯)− η(u¯stk )
)
φ(0) dxdµ¯∗k(u¯)
]
. (21)
After subtracting (15) from (21) and using (16), (17) we are led to
0 ≤
∑
k∈K
wk
[ T∫
0
∫
F
∫
D
η(u|ustk )∂tφ dxdµ
∗
k,t(u)dt
−
T∫
0
∫
F
∫
D
(u− ustk )Hη(u
st
k )∂tu
st
k φ dxdµ
∗
k,t(u)dt
−
T∫
0
∫
F
∫
D
(
f(u)− f(ustk )
)
Hη(ustk )∂xu
st
k φ dxdµ
∗
k,t(u)dt
+
∫
F
∫
D
η(u¯|u¯stk )φ(0) dxdµ¯
∗
k(u¯)
]
. (22)
Rearranging (5) yields
∂tu
st
k = −D f(u
st
k )∂xu
st
k +R
st
k . (23)
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Plugging (23) into (22) and after rearranging we have
0 ≤
∑
k∈K
wk
[ T∫
0
∫
F
∫
D
η(u|ustk )∂tφ dxdµ
∗
k,t(u)dt
−
T∫
0
∫
F
∫
D
f(u|ustk )Hη(u
st
k )∂xu
st
k φ dxdµ
∗
k,t(u)dt
−
T∫
0
∫
F
∫
D
(u− ustk )R
st
k Hη(u
st
k )φ dxdµ
∗
k,t(u)dt
+
∫
F
∫
D
η(u¯|u¯stk )φ(0) dxdµ¯
∗
k(u¯)
]
. (24)
Up to now, the choice of φ(t) was arbitrary. We fix s > 0 and ǫ > 0 and define φ as follows
φ(σ) :=


1 : σ < s,
1− σ−sǫ : s < σ < s+ ǫ,
0 : σ > s+ ǫ.
According to Theorem 2.5 (a) we have that the mapping
t 7→
∫
F
∫
D
η(u|ustk (t, ·)) dxdµ
∗
k,t(u) (25)
is measurable for all k ∈ K. Moreover, due to the quadratic bound on the relative entropy, cf.
(8), Lebesgue’s differentiation theorem states that a.e. t ∈ (0, T ) is a Lebesgue point of (25).
Thus, letting ǫ→ 0 we obtain
∑
k∈K
wk
∫
F
∫
D
η(u|ustk (s, ·)) dxdµ
∗
k,s(u) (26)
≤
∑
k∈K
wk
[
−
s∫
0
∫
F
∫
D
f(u|ustk )Hη(u
st
k )∂xu
st
k dxdµ
∗
k,t(u)dt
−
s∫
0
∫
F
∫
D
(u− ustk )R
st
k Hη(u
st
k ) dxdµ
∗
k,t(u)dt
+
∫
F
∫
D
η(u¯|u¯stk ) dxdµ¯
∗
k(u¯)
]
.
The left hand side of (26) is bounded from below using (8). The first term on the right hand
is estimated using the L∞(D)-norm of the spatial derivative. We estimate the second term on
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the right hand side by Young’s inequality. Finally, we apply (8) and then (9) to both terms.
The last term on the right hand side is estimated using (8). We, thus, end up with
∑
k∈K
wk
[
A−1
∫
F
∫
D
|u− ustk (s, ·)|
2 dxdµ∗k,s(u)
]
≤
∑
k∈K
wk
[ s∫
0
(
A2B‖∂xu
st
k (t, ·)‖L∞(D) +A
2B
)∫
F
∫
D
|u− ustk (t, ·)|
2 dxdµ∗k,t(u)dt
+
s∫
0
∫
F
∫
D
|Rstk |
2 dxdµ∗k,t(u)dt+A
∫
F
∫
D
|u¯− u¯stk |
2 dxdµ¯∗k(u¯)
]
.
Upon using Gro¨nwall’s inequality we obtain
∑
k∈K
wk
[∫
F
∫
D
|u− ustk (s, ·)|
2 dxdµ∗k,s(u)
]
≤
∑
k∈K
wk
[
A
( s∫
0
∫
F
∫
D
|Rstk |
2 dxdµ∗k,t(u)dt+A
∫
F
∫
D
|u¯− u¯stk |
2 dxdµ¯∗k(u¯)
)
× exp
( s∫
0
A
(
A2B‖∂xu
st
k (t, ·)‖L∞(D) +A
2B
)
dt
]
.
Using max
k∈K
‖∂xu
st
k ‖L∞((0,s)×D) =: L and recalling that (µ
∗
k)k∈K corresponds to an optimal
transport plan and that (µ∗k,s)k∈K corresponds to an admissible transport plan, we finally
obtain
W2(µs, µˆ
K
s )
2 ≤A
(∑
k∈K
wk
[ s∫
0
∫
D
|Rstk |
2 dxdt
]
+AW2(µ¯, ˆ¯µ
K)2
)
× exp
( s∫
0
(
A3BL+A3B
)
dt
)
.
To obtain an error estimate with separated bounds, i.e., bounds that quantify spatio-temporal
and stochastic errors, respectively, we split the 2-Wasserstein error in initial data into a spatial
and a stochastic part. Using the triangle inequality we obtain
W2(µ¯, ˆ¯µ
K) ≤W2
(
µ¯,
∑
k∈K
wkδu¯k
)
+W2
(∑
k∈K
wkδu¯k , ˆ¯µ
K
)
. (27)
The first term in (27) is a stochastic error, which is inferred from approximating the initial
data by an empirical measure. On the other hand, the second term is essentially a spatial
approximation error. This can be seen from the following lemma.
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Lemma 4.5. With the same notation as in Theorem 4.2, the following inequality holds.
W2
(∑
k∈K
wkδu¯k , ˆ¯µ
K
)2
≤
∑
k∈K
wk‖u¯k − u¯
st
k ‖
2
F . (28)
Equality in (28) holds provided spatial discretization errors are smaller than distances between
samples. A sufficient condition is:
‖u¯k − u¯
st
k ‖
2
F ≤
1
2
min
ℓ 6=k
‖u¯k − u¯ℓ‖
2
F ∀k ∈ K (29)
Proof. Recalling the definition of ˆ¯µK =
∑
k∈K wku¯
st
k and defining the transport plan π
∗ :=∑
k∈Kwk(δu¯k ⊗ δu¯stk
) yields the assertion, because
W2
(∑
k∈K
wkδu¯k , ˆ¯µ
K
)2
≤
∫
F2
‖x− y‖2L2(D) dπ
∗(x, y) =
∑
k∈K
wk‖u¯k − u¯
st
k ‖
2
F .
If (29) holds, π∗ is an optimal transport plan.
Remark 4.6. In contrast to random conservation laws as considered in [20], the stochastic
part of the error estimator of Theorem 4.2 is solely given by the discretization error of the
initial data, i.e., given by the second term in (27), which may be amplified due to nonlinear
effects. However, there is no stochastic error source during the evolution of the numerical
approximation.
5 Extension to general systems (with U 6= Rm)
Up to this point, we have stuck with the setting from [16] to stress that a posteriori error
estimates can be obtained as long as the relative entropy framework from [16] is applicable.
Having said this, it is fairly clear that this setting does not cover certain systems of practical
interest, e.g. the Euler equations of fluid dynamics.
This raises the question how statistical solutions can be defined for more general systems.
On the first glance, it might seem sufficient to require µt to be a measure on some function
space F so that u ∈ F implies that f(u) and η(u) are integrable. There is, however, a more
subtle (and rather technical) issue: The integrals in (2) need to be well defined and so does∫
F
∫
D f(u) dxdµ(u). The question is not only whether this expression is finite, but whether
E : F → R, u 7→ E(u) :=
∫
D
f(u) dx (30)
(and the analogous expression with f replaced by η) is µt-measurable. If µt is defined on the
Borel σ-algebra of F the integral is well-defined provided E is continuous. Whether this is the
case depends on the topology on F .We would like to present a toy example showing that some
rather naive choices of topologies on F fail to ensure continuity of E in case U has a boundary
and f (or η) is singular when approaching the boundary of U . Let us consider a scalar problem
with U = (0,∞) and f(u) = 1/u and D = (0, 1) with periodic boundary conditions. Then,
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there exists no r so that the map E from (30) is defined on Lr. The problem of E not being
well-defined can be fixed by restricting E to F = Lrf := {u ∈ L
r :
∫
D |f(u(x))| dx < ∞}
but this does not make E continuous. Indeed, any L∞ neighborhood of u(x) = x1/2 in L∞f
contains functions having arbitrarily large values of E, e.g. the functions uǫ with ǫ ∈ (0, 14)
given by
uǫ(x) =
{
x1−ǫ/2 for x ∈ (0, ǫ)
u(x) for x ∈ (ǫ, 1)
.
Thus, E is not continuous on L∞f and well-posedness of
∫
Lr
f
E(u)dµt(u) is unclear. Due to
continuous embeddings L∞f → L
r
f for all r the same argument works for any r ∈ [1,∞).
The a posteriori error estimate in Section 4 is not applicable in all situations in which a
statistical solution can be defined but it requires (8), (9) . There is one interesting, albeit
somewhat restrictive, setting in which (8), (9) holds and in which the technical difficulties
in defining statistical solutions vanish: The case that all measures under consideration are
supported on some set of functions taking values in some compact subset of the state space.
This is the setting in which we will provide a definition of statistical solutions and an a
posteriori error estimate.
Definition 5.1 (C-valued statistical solution). Let C ⋐ U be compact and convex. Let µ¯ ∈
P(Lp(D;U)) be supported on Lp(D; C). A C-valued statistical solution of (1) with initial
data µ¯ is a time-dependent map µ : [0, T ) → P(Lp(D;U)) such that each µt is supported on
Lp(D; C) for all t ∈ [0, T ) and such that the corresponding correlation measures νkt satisfy
∂t〈ν
k
t,x, ξ1 ⊗ · · · ⊗ ξk〉+
k∑
i=1
∂xi〈ν
k
t,x1,...,xk
, ξ1 ⊗ · · · ⊗ f(ξi)⊗ · · · ⊗ ξk〉 = 0 (31)
in the sense of distributions, for every k ∈ N
Remark 5.2. Note that duality implies that if µ is supported on Lp(D; C) then the corre-
sponding νk is supported on Ck (for all k ∈ N).
Definition 5.3 (Dissipative C-valued statistical solution). A C-valued statistical solution of
(1) is called a dissipative statistical solution provided the conditions from Definition 2.9 hold
with “statistical solution” being replaced by “ C-valued statistical solution”.
We immediately have the following theorem whose proof follows mutatis mutandis from the
proof of Theorem 4.2
Theorem 5.4. Let µt be a C-valued dissipative statistical solution of (1) with initial data µ¯
as in Definition 2.9 and let µˆKt be the regularized empirical measure as in Definition 3.3 and
supported on functions with values in C. Then the difference between µt and µˆ
K
t satisfies
W2(µs, µˆ
K
s )
2 ≤A
(∑
k∈K
wk
[ s∫
0
∫
D
|Rstk |
2 dxdt
]
+AW2(µ¯, ˆ¯µ
K)2
)
exp
(
sA3B(L+ 1)
)
,
for a.e. s ∈ (0, T ) and L := max
k∈K
‖∂xu
st
k ‖L∞((0,s)×D).
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6 Numerical experiment
In this section we illustrate how to approximate the 2-Wasserstein distances that occur in
Theorem 4.2. Moreover, we examine the scaling properties of the estimators in Theorem 4.2
by means of a smooth solution of the one-dimensional compressible Euler equations.
6.1 Numerical approximation of Wasserstein distances
We illustrate how to approximate the 2-Wasserstein distance on the example ofW2(µ¯,
∑
k∈K wkδu¯k)
from (27). For the given initial measure µ¯ ∈ P(L2(D)) we choose a probability space (Ω, σ,P)
and a random field u¯ ∈ L2(Ω;L2(D)), such that the law of u¯ with respect to P coincides with
µ¯. We approximate the initial measure µ¯ using some empirical measure
∑
m∈M wmδu¯m , for a
second sample set M := {1, . . . ,M}, where the number of samples M ≫ K is significantly
larger than the number of samples of the numerical approximation. To distinguish between the
two different sample sets K and M, we write {u¯Kk }k∈K, {u¯
M
m }m∈M and {w
K
k }k∈K, {w
M
m }m∈M
respectively. Finally, we collect the weights {wKk }k∈K in the vector ~w
K and {wMm }m∈M in the
vector ~wM.
Computing the optimal transport π∗ (and thus the 2-Wasserstein distance) between the two
atomic measures can be formulated as the following linear program, cf. [27, (2.11)]
π∗ = arg min
π∈Π
(
∑
k∈K w
K
k
δ
u¯K
k
,
∑
m∈Mw
M
m δu¯Mm
) K∑
k=1
M∑
m=1
πk,mCk,m, (32)
where Π
(∑
k∈Kw
K
k δu¯Kk
,
∑
m∈Mw
M
m δu¯Mm
)
:= {π ∈ RK×M+ | π1M = ~w
M and π⊤1K = ~w
K}
denotes the set of transport plans and 1n := (1, . . . , 1)
⊤ ∈ Rn. Moreover, the entries of the
cost matrix C ∈ RK×M+ are computed as
Ck,m = ‖u¯
K
k − u¯
M
m ‖
2
L2(D), for all k = 1, . . . ,K, m = 1, . . . ,M.
The linear program is solved using the network simplex algorithm [3, 27], implemented in
the optimal transport library ot.emd [17] in python. The 2-Wasserstein distance is finally
approximated by
W2
(∑
k∈K
wkδu¯k , µ¯
)2
≈W2
(∑
k∈K
wKk δu¯K
k
,
∑
m∈M
wMm δu¯Mm
)2
. (33)
where (33) can be computed with ot.emd2(~wK, ~wM,C).
6.2 A numerical experiment
This section is devoted to the numerical study of the scaling properties of the individual terms
in the a posteriori error estimate Theorem 4.2. In the following experiment we consider as
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instance of (1) the one-dimensional compressible Euler equations for the flow of an ideal gas,
which are given by
∂tρ+ ∂xm = 0,
∂tm+ ∂x
(
m2
ρ
+ p
)
= 0,
∂tE + ∂x
(
(E + p)
m
ρ
)
= 0,
(34)
where ρ describes the mass density, m the momentum and E the energy of the gas. The
constitutive law for pressure p reads
p = (γ − 1)
(
E −
1
2
m2
ρ
)
,
with the adiabatic constant γ = 1.4. We construct a smooth exact solution of (34) by
introducing an additional source term. The exact solution reads as follows

 ρ(t, x, ω)m(t, x, ω)
E(t, x, ω)

 =


2 + 0.2 · ξ(ω) · cos(6π(x − t))(
2 + 0.2 · ξ(ω) · cos(6π(x− t))
)(
1 + 0.2 · ξ(ω) · sin(6π(x− t))
)
(
2 + 0.2 · ξ(ω) · cos(6π(x− t))
)2

 , (35)
where ξ ∼ U(0, 1) is a uniformly distributed random variable. Moreover, the spatial domain
is [0, 1]per and we compute the solution up to T = 0.2. We sample the initial measure µ¯ and
the exact measure µT with 10000 samples.
For the remaining part of this section we introduce the notations
Edet(s) :=
∑
k∈K
wk
[ s∫
0
∫
D
|Rstk |
2 dxdt
]
, (36)
Edet0 :=
∑
k∈K
wk‖u¯k − u¯
st
k ‖
2
F , (37)
Estoch0 :=W2(µ¯,
∑
k∈K
wkδu¯k)
2. (38)
Moreover, when we refer to error, we mean the Wasserstein distance between exact and
numerically computed density ρ at time t = T .
As numerical solver we use the RKDG Code Flexi [24]. The DG polynomial degrees will
always be two and for the time-stepping we use a low storage SSP RK-method of order three
as in [25]. The time-reconstruction is also of order three. As numerical fluxes we choose the
Lax-Wendroff numerical flux
F (u, v) := f(w(u, v)), w(u, v) :=
1
2
(
(u+ v) +
∆t
h
(f(v)− f(u))
)
, (39)
Computing Edet, Edet0 , E
stoch
0 requires computing integrals, we approximate them via Gauß-
Legendre quadrature where we use seven points in each time-cell and ten points in every
spatial cell.
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Figure 1: Spatial refinement for 100 and 1000 samples.
6.2.1 Spatial refinement
In this section we examine the scaling properties of Edet(T ) and Edet0 when we gradually
increase the number of spatial cells. We start initially on a coarse mesh with 16 elements,
i.e., h = 1/16 and upon each refinement we subdivide each spatial cell uniformly into two
cells. To examine a possible influence of the stochastic resolution we consider a coarse and
fine sampling with 100 and 1000 samples, respectively. Table 1 and Figure (1a) display the
error estimator parts, Edet, Estoch0 and E
det
0 from (36)-(38) when we compute the numerical
approximation with 100 samples and Table 2 and Figure (1b) display the same quantities
for 1000 samples. We observe that the convergence of Edet and Edet0 does not depend on the
stochastic resolution. Indeed, both quantities decay when we increase the number of spatial
elements and they are uniform with respect to changes in the sample size. Moreover, Edet0
exhibits the expected order of convergence which is six for a DG polynomial degree of two
(note that we compute squared quantities). It can also be observed that Edet converges with
order five, which is due to a suboptimal rate of convergence on the first time-step. This issue
has also been discussed in detail in [20, Remark 4.1]. Furthermore, we see that the numerical
error remains almost constant upon mesh refinement, since it is dominated by the stochastic
resolution error, which is described by Estoch0 . Since E
stoch
0 reflects the stochastic error it also
remains constant upon spatial mesh refinement.
h-refinement, 100 samples
h error Edet Estoch0 E
det
0
0.0625 2.661e-05 0.0012178 2.3481e-05 5.2125e-07
0.03125 6.6226e-05 2.571e-05 6.6362e-05 7.8654e-09
0.015625 5.3067e-05 1.187e-06 5.3054e-05 1.6428e-10
0.0078125 1.2506e-05 3.4142e-08 1.2506e-05 2.1617e-12
0.0039062 3.8927e-05 1.5755e-09 3.8927e-05 4.0005e-14
0.0019531 1.1071e-05 5.2537e-11 1.1071e-05 5.6958e-16
Table 1: Spatial refinement for 100 samples.
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h-refinement, 1000 samples
h error Edet Estoch0 E
det
0
0.0625 8.8879e-06 0.0012916 3.1289e-06 5.4848e-07
0.03125 7.4574e-06 3.0015e-05 7.4498e-06 9.1929e-09
0.015625 3.8515e-06 9.7543e-07 3.8531e-06 1.3842e-10
0.0078125 1.5582e-06 3.6073e-08 1.5582e-06 2.2541e-12
0.0039062 1.4771e-06 1.3478e-09 1.4771e-06 3.515e-14
0.0019531 3.9935e-06 4.9174e-11 3.9935e-06 5.43e-16
Table 2: Spatial refinement for 1000 samples.
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Figure 2: Stochastic refinement for 8 and 256 spatial cells.
6.2.2 Stochastic refinement
In this section, we consider stochastic refinement, i.e., we increase the number of samples and
keep the spatial resolution fixed. Similarly to the numerical example in the previous section
we consider a very coarse spatial discretization with 8 elements (Table 3, Figure (2a)) and a
fine spatial discretization with 256 elements (Table 4, Figure (2b)). We observe that Edet and
Edet0 remain constant when we increase the number of samples. This is the correct behavior,
since both residuals reflect spatio-temporal errors. For the coarse spatial discretization we
observe that the numerical error does not decrease when increasing the the number of samples
since the spatial discretization error, reflected by Edet, dominates the numerical error. For the
fine spatial discretization the numerical error is only dominated by the stochastic resolution
error and thus the error converges with the same order. We observe an experimental rate
of convergence of one (resp. one half after taking the square root). Finally, we see that
Estoch0 is independent of the spatial discretization because its convergence is not altered by the
spatio-temporal resolution.
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stochastic refinement, h = 1/8
samples error Edet Estoch0 E
det
0
2 1.7268e-03 3.0955e-01 1.3644e-03 2.3085e-05
4 1.1167e-03 3.4638e-01 4.3279e-04 2.9522e-05
8 1.3522e-03 3.7837e-01 1.9106e-04 3.5952e-05
16 3.6085e-04 3.1311e-01 1.9318e-04 2.4098e-05
32 1.3839e-03 3.8758e-01 1.3434e-04 3.7421e-05
64 5.2173e-04 3.3454e-01 5.3368e-05 2.775e-05
128 6.8473e-04 3.5088e-01 2.2416e-05 3.0542e-05
256 7.6342e-04 3.577e-01 5.2963e-06 3.1865e-05
512 9.3031e-04 3.6921e-01 1.1292e-05 3.393e-05
1024 7.1317e-04 3.562e-01 4.2294e-06 3.1578e-05
2048 8.3034e-04 3.616e-01 1.1969e-06 3.2545e-05
Table 3: Stochastic refinement for 8 spatial cells.
stochastic refinement, h = 1/256
samples error Edet Estoch0 E
det
0
2 4.2658e-04 3.6763e-05 4.2658e-04 3.5764e-14
4 2.3858e-03 1.3302e-05 2.3858e-03 6.2086e-15
8 1.5323e-04 3.7038e-05 1.5323e-04 3.4537e-14
16 1.6771e-04 3.7339e-05 1.6771e-04 3.7582e-14
32 1.0224e-04 3.2223e-05 1.0224e-04 2.8239e-14
64 2.2881e-05 3.8634e-05 2.2881e-05 3.8232e-14
128 9.0158e-06 3.7754e-05 9.0157e-06 3.6971e-14
256 2.1062e-05 3.8056e-05 2.1062e-05 3.7567e-14
512 7.9671e-06 3.6037e-05 7.9671e-06 3.4011e-14
1024 1.9663e-06 3.7004e-05 1.9663e-06 3.5579e-14
2048 4.1378e-06 3.6733e-05 4.1378e-06 3.5074e-14
Table 4: Stochastic refinement for 256 spatial cells.
7 Conclusions
This work provides a first rigorous a posteriori error estimate for numerical approximations
of dissipative statistical solutions in one spatial dimension. Our numerical approximations
rely on so-called regularized empirical measures, which enable us to use the relative entropy
method of Dafermons and DiPerna [8] within the framework of dissipative statistical solutions
introduced by the authors of [16]. We derived a splitting of the error estimator into a stochastic
and a spatio-temporal part. In addition, we provided a numerical example verifying this
splitting. Moreover, our numerical results confirm that the quantities that occur in our a
posteriori error estimate decay with the expected order of convergence.
Further work should focus on a posteriori error control for multi-dimensional systems of
hyperbolic conservation laws, especially the correct extension of the space-time reconstruction
to two and three spatial dimensions. Moreover, based on the a posteriori error estimate it
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is possible to design reliable space-time-stochastic numerical schemes for the approximation
of dissipative statistical solutions. For random conservation laws and classical L2(Ω;L2(D))-
estimates, the stochastic part of the error estimator is given by the discretization error in the
initial data and an additional stochastic residual which occurs during the evolution, see for
example [19, 20]. For dissipative statistical solutions the stochastic part of the error estimator
in the 2-Wasserstein distance is directly related to the stochastic discretization error of the
initial data which may be amplified in time due to nonlinear effects. This result shows that
stochastic adaptivity for dissipative statistical solutions becomes significantly easier compared
to random conservation laws since only stochastic discretization errors of the initial data (and
their proliferation) need to be controlled. The design of space-stochastic adaptive numerical
schemes based on this observation will be the subject of further research.
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