Closure phases are critical in astronomical interferometry. However, their uncertainties are difficult to compute numerically. We provide methods to efficiently compute interferometric closure phase distributions that are valid in the low signal-to-noise ratio regime. We do this by first showing that the von Mises distribution is a good approximation to the full visibility phase distribution, and then performing a triple convolution to obtain an approximation of the closure phase distribution. In order to further accelerate numerical computations of closure phase distributions, we provide techniques to efficiently compute higher order modified Bessel functions of the first kind necessary in the computation of von Mises distributions. The resulting approximations perform much better than the Normal distribution for a wide range of signal-to-noise ratios and, being fully analytic, allow for fast computations that enable them to be incorporated in statistical algorithms.
INTRODUCTION
The closure phase is one of many closure quantities that can be defined over an interferometric array (Jennison 1958) . While the phase measurement of each baseline is laden with antenna dependent phase noise, these noises cancel out in the closure phases, leaving an observable that is affected only by the thermal noise. Recently, closure phases has been successfully used in a variety of astronomical observations, such as probing gas and dust around massive stars (Meilland 2017) , resolving rings around protoplanetary disks (Schworer et al. 2017) , detecting orbital motion close to the supermassive black hole Sgr A* (Gravity Collaboration et al. 2018) , as well as detecting cosmic reionization (Thyagarajan et al. 2018) . At millimeter wavelengths, using closure quantities is the most promising avenue for interferometric imaging (see e.g. Chael et al. 2018) .
Closure phases are one of the key interferometric observables used by the Event Horizon Telescope (EHT)
1 , a global very long baseline interferometer, to obtain horizon-scale images of supermassive black holes (Event Horizon Telescope Collaboration et al. 2019a,b,c,d,e,f) . In the case of Sgr A*, the black hole in the center of the Milky Way, for which the dynamical timescale is shorter than the duration of a single imaging observation, the time evolution of closure phases also provides a direct
Corresponding author: Pierre Christian pierre.christian.b@gmail.com 1 https://eventhorizontelescope.org/ handle on the variability of the underlying image (Doeleman et al. 2009; Fraga-Encinas et al. 2016; Roelofs et al. 2017; Medeiros et al. 2018) .
Despite the usefulness of closure phases in astronomical interferometry, the noise statistics of the closure phase has not been fully explored. In the high signal-tonoise ratio (SNR) regime, the closure phase distribution becomes a Normal distribution, because the antennaphase distribution approaches a Normal distribution in this limit (Thompson et al. 2017) . While replacing the closure phase distribution with a Normal distribution is a valid strategy for interferometry observations at high SNR, the Normal distribution is generally a poor representation of the full closure phase distribution. For example, the closure phase distribution is defined on a circle, and thus if seen as a function over the real line possesses periodicity. Being a square integrable function, it is impossible for the Normal distribution to replicate this feature.
These deviations from the Normal distribution become important in regions where the observation target possesses low SNR, for example close to minima in UV-space. In the EHT detecting these minima are important as they encode the size of the black hole shadow (Medeiros et al. 2018; Event Horizon Telescope Collaboration et al. 2019a,f) . However, because of the numerical cost of integrating error functions, the uncertainties in the measurement of closure phases are incorporated in, e.g., the Markov Chain Monte Carlo algorithms employed using the approximate Normal distribution (Event Horizon Telescope Collaboration et al. 2019f ).
This approximation might, therefore, introduce biases in the statistical inferences related to the properties of black hole shadows.
In this article, we propose an approximation scheme that allows for the full closure phase distribution to be explored in the low SNR regime in full analyticity. In particular, in Section 2, we demonstrate that the von Mises distribution accurately approximates the full phase distribution. In Section 3, we leverage the fact that a von Mises distribution possesses a simple representation in Fourier space to derive an approximation to the closure phase distribution that is valid in the low SNR regime. In Section 4, we provide approximations to higher order modified Bessel functions of the first kind, which are crucial in speeding up computations of von Mises distributions. Finally, in Section 5, we present out conclusions.
VON MISES APPROXIMATION TO THE PHASE DISTRIBUTION
While in the high SNR regime the distribution of the argument of the complex phase of a baseline approaches a Normal distribution, the full distribution over phase is given by (Thompson et al. 2017 )
with the signal-to-noise ratio (SNR) given by SNR = V /σ. This distribution is expensive to compute numerically, a problem that is exacerbated by the fact that the closure phase distribution is a convolution of three such distributions. As such, we seek a distribution that can approximate the true phase distribution in the low SNR regime.
In this section we show that the von Mises distribution,
where κ is the concentration parameter and µ the location parameter, is an appropriate approximation to the full phase distribution. The von Mises distribution is defined on a circle and approximates the wrapped Normal distribution. In analogy to the Normal distribution, the concentration parameter κ is related to the SNR. Similarly, the location parameter µ is the mean and median of the distribution, which, without loss of generality, will be set to 0 in this work. Figure 1 shows the von Mises distribution for a variety of κ values. For all concentration parameters, we set µ = 0.
In order to find the von Mises distribution that corresponds to a particular value of the SNR in equation (1), we first expand the true expression for the distribution over phases to second order in φ as
with
and
Taking the ratio of the second to the zeroth order term, we obtain
Doing the same to the von Mises distribution,
we obtain
Setting
we obtain the relationship between κ and SNR = V /σ,
In Figure 2 we plot the concentration parameter κ as a function of SNR = V /σ of the true phase distribution. By asymptotically matching the limits of equation (12), we obtain an approximation for κ(SNR), which could be used to facilitate faster computations,
For further computational practicality, we cite the following approximation for the error function, which has an error bounded to a maximum of 1.5 × 10
where
with the numerical constants,
In Figure ( 3) we plot the full phase distribution, equation (1) for low SNR, and improves as SNR is increased. By SNR ∼ 3, the error is in the few percent level. A comparison between the von Mises approximation to a previously known approximation of the phase distribution in the noise-dominated regime (Moran 1976; Thompson et al. 2017 ) is provided in the Appendix.
THE TRIPLE CONVOLUTION OF VON MISES DISTRIBUTIONS
In an interferometric array, a baseline i measures the phase
where φ i is the phase due to the source, and η i is the noise contribution to the phase. The closure phase is then given by,
where each φ i is a number randomly distributed according to equation (1) . As such, the distribution of the closure phases, g, is given by the convolution,
It is simpler to calculate this convolution in Fourier space, as the Fourier series of a single von Mises distribution is given by (Abramowitz & Stegun 1965 )
In Fourier space, the convolution of three von Mises distribution is thereforẽ
.
(20) In real space, the full closure phase distribution becomes
where c 0 = µ 1 + µ 2 + µ 3 , and truncating the sum results in an approximation that is valid for low κ. However, given that in the large κ regime the distribution is well approximated by the Normal distribution, we will only need to use equation (21) in cases where κ is small. Figure 4 shows a comparison between the convolved von Mises distributions truncated at tenth order and the Normal distribution. At low SNRs, the Normal distribution fails to reproduce the true closure phase distribution. However, in this regime a tenth order truncation of equation (21) is a good approximation for the closure phase distribution.
Comparison with the Normal distribution
As the SNR is increased, the distribution G becomes well approximated by the Normal distribution. Indeed, due to the truncation inherent in numerically evaluating equation (21), our approximations break down when κ grows large. In this section, we investigate the point at which the Normal distribution becomes a better approximation to G than the triple convolution of von Mises distributions.
We define a measure for the the accuracy of an approximate distribution Y by its integrated fractional error,
where E[G(φ)] is the mean of G(φ), and the integral is carried out over [0, 2π] . Using 10 6 samples taken from G, we numerically compute this value for the convolution of three von Mises distributions truncated at tenth order, δ G10 , and compare the analogous quantity for the Normal distribution, δ N , by defining the difference of the integrated fractional error,
We plot ∆ for a variety of concentration parameters in Figure 5 . When ∆ > 0, the Normal distribution is a better approximation to G than truncating the sum in the convolution of three von Mises distributions to tenth order. In cases where (κ 1 , κ 2 , κ 3 ) = (κ, κ, κ), the zeroth crossing is at κ ≈ 30, while when at least one of the concentration parameters is of order unity, the truncation of equation (21) always perform better than the Normal distribution. This later statement is true even if the other concentration parameters are extremely large (κ ≥ 10 6 ). Indeed, the position of the zeroth crossing is controlled by the minimum of the three concentration parameters. In Figure 6 , we show the integrated fractional errors δ G10 and δ N as a function of κ min , the minimum of (κ 1 , κ 2 , κ 3 ) where the concentration parameters are randomly distributed about [1, 1000] . The turnover point where δ G10 = δ N is κ min ≈ 30.
APPROXIMATIONS TO THE MODIFIED BESSEL FUNCTIONS OF THE FIRST KIND
In order to accelerate computations of the three convolved von Mises distributions, in this section we provide two methods to approximate the evaluations of the modified Bessel functions of the first kind. The first method is to expand the Bessel functions in terms of their polynomial expansions,
where Γ(x) is the Gamma function. Owing to the fact that ν = n ∈ Z, we can rewrite this equation to be Figure 4 . The convolution of three von Mises distributions truncated at tenth order (blue), the Normal distribution (green), and sampling of G for (κ1, κ2, κ3) set as (1, 1, 1) (top left), (1, 1, 10) (top right), (10, 10, 10) (bottom left), and (10, 10, 0.1) (bottom right) and (µ1, µ2, µ3) set as (π, 0, 0). Using the truncated convolutions results in significant increase in accuracy compared to using Normal distributions. Table 1 . Coefficients for the expansions of In in equation (26) up to tenth order.
As this is an expansion over z = κ, truncating the expansion at some order k is valid for low κ, i.e. when the SNR is low. Indeed, this is the regime in which we want to use the convolved von Mises distributions, as in the high SNR regime the distribution can be well approximated by the Normal distribution. In order to further speed up the computation of the von Mises distributions, we also present an approximation to the modified Bessel functions of the first kind that allows higher order Bessel functions to be written in terms of lower order Bessel functions. By doing so, one only needs to compute the low order Bessel functions and the higher order Bessel functions will be obtained automatically.
First, notice that the polynomial expansion of a Bessel function of order n looks like Figure 5 . The difference of the integrated fractional error, ∆, for (κ1, κ2, κ3) = (κ, 1, 1) (top), (κ1, κ2, κ3) = (κ, κ, 1) (middle), and (κ1, κ2, κ3) = (κ, κ, κ) (bottom). ∆ = 0 signifies that the Normal distribution more accurately representing G than the triple convolution of von Mises distributions truncated at tenth order. Both the integral and E[G(φ)] is evaluated by drawing 10 6 samples from G.
where C j,n denotes the coefficient of order j in the expansion
By matching the first few coefficients of a higher order Bessel function with that of lower order Bessel functions, it is possible to formulate an approximation of higher order Bessel functions using lower order Bessel functions. Figure 6 . The integrated fractional errors, δG10 (blue) and δN (red), as a function of κmin, the minimum of (κ1, κ2, κ3).
The concentration parameters in the plot are obtained by randomly sampling the range [1, 1000] . The values of δG10 with κmin ≤ 10 and δN with κmin ≥ 50 are dominated by sampling errors for the calculation of the full closure phase distribution.
As an example, for the case of n = 4, we have We seek an approximation to I 4 (z), which we write as I 4 (z) with the form
where (A, B, C, D) are coefficients that need to be solved in order to match the coefficients C j,4 . Expanding both sides, we obtain the following system of equations
, which can be solved to obtain A = 1, B = −8, C = 24, and D = −48. While these coefficients were matched only up to the four lowest orders of z, this turns out to be sufficient to approximate I 4 (z) up to arbitrary order, as
In other words, solving for (A, B, C, D) gives Figure 7 . Top: the convolution of three von Mises distributions, truncated at tenth order (dotted, red), the same with I4(z),Ĩ5(z),Ĩ6(z),Ĩ7(z),Ĩ8(z),Ĩ9(z), andĨ10(z) approximating the higher order Bessel functions in the computation of equation (21) (solid, blue). Bottom: the error defined as the difference between the distributions computed using the true values ofĨν (z) and the approximations given byĨν (z). The von Mises parameters plotted are (κ1, κ2, κ3) = (50, 50, 10) and (µ1, µ2, µ3) = (π, 0, 0). As seen in the bottom plot, the error in using this approximation is insignificant.
where ∼ denotes that the approximation is up to arbitrary order. When the expansion is taken to infinite orders of z, the approximation becomes an equivalence, I 4 (z) =Ĩ 4 (z). In practice, however, the order has to be truncated. This leads to an error in the very last term ofĨ 4 (z) that becomes significant only for large z. This is not consequential, since, as z = κ, it is possible to simply switch to a Normal approximation at large z, and only use the von Mises convolutions in the regime where this error is always insignificant. This construction can be repeated for higher order Bessel functions. In Table 1 , we provide the coefficients for Bessel functions up to I 10 . Figure 7 shows this scheme applied to the closure phase distribution at (κ 1 , κ 2 , κ 3 ) = (50, 50, 10). As seen in the bottom plot of Figure 7 , the error in using this approximation is insignificant.
CONCLUSION
As the closure phase distribution deviates from the Normal distribution at low SNR, we seek for a distribution that can represent the closure phase uncertainties in this regime. Further, as this distribution will be incorporated in statistical algorithms, it is important that it is optimized and fully analytic.
We demonstrated that truncating equation (21) gives a good approximation to the closure phase distribution for small concentration parameters (κ 1 , κ 2 , κ 3 ), which correspond to small SNR in the measurements. As this approximation breaks down at large SNRs, we suggest that beyond a certain concentration parameters this approximation should be swapped out for the Normal distribution. As Figure 5 shows, we show that this approximation is robust when at least one of the concentration parameters is close to unity.
We further provided approximations that can facilitate numerical computations of the modified Bessel functions of the first kind in the von Mises distributions. These approximations are valid at low SNR, but they remain accurate even for the combination of relatively high parameters (κ 1 , κ 2 , κ 3 ) = (100, 100, 10).
In summary, the step-by-step recipe for computing the closure phase distribution using our method (up to tenth order) starting from the SNRs of the three baselines that constitute the closure phase triangle is as follows: 
APPENDIX
Here we compare the von Mises distribution with a different approximation for the full phase distribution that is valid in the noise dominated regime (Moran 1976; Thompson et al. 2017) ,
This approximation is valid when 0 < SNR < 2/π. For larger SNRs, this approximation breaks down, and can produce negative probabilities. We compute the fractional error of this approximation as
and similarly the fractional error of the von Mises distribution as
and plot the two fractional errors in Figure 8 . The von Mises distribution is a more accurate approximation to the phase distribution than equation 32 even in the latter's regime of validity.
