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Abstract 
 
The importance of epidemiology in our life has stimulated researchers to extend the classic Suscepti-
bles-Infectives-Removed (SIR) model to sophisticated models by including more factors in order to give de-
tailed transmission dynamics of epidemic diseases. However, the integration of the quarantine policy and 
age-structure is less addressed. In this work we propose an age-structured MSIQR (temporarily im-
mune-susceptibles-infectives-quarantined-removed) model to study the 0 1   impact of quarantine poli-
cies on the spread of epidemic diseases. Specifically, we investigate the existence of steady state solutions 
and stability property of the proposed model. The derived explicit expression of the basic reproductive num-
ber shows that the disease-free equilibrium is globally asymptotically stable if, and that the unique endemic 
equilibrium exists if. In addition, the stability conditions of the endemic equilibrium are derived. 
 
Keywords: Epidemic Model, Quarantine, Age-Structure, Basic Reproductive Number, Endemic Equilibrium, 
Stability 
1. Introduction 
 
In recent years there has been increasing interest in the 
use of mathematical models for the analysis of real life 
epidemics. The need for accurate modelling of the epi-
demic process is vital, particularly because the financial 
consequences of infection disease outbreaks are growing. 
Two important recent examples are the 2001 foot and 
month disease outbreak in the UK [1] and the Severe 
Acute Respiratory Syndrome (SARS) epidemic in 2003 
[2,3]. The fundamental model of the spread of epidemic 
desease was first derived by Kermack and MacKendrick 
[4] who studied the epidemic dynamics of an infectious 
disease in a population. In that model it is assumed that 
the population consists of three types of individuals: 
susceptibles (S), infectivies (I) and removed (R). The 
classic SIR model has influenced the study of epedimic 
diseases for many years. However, the simple assump-
tion of the SIR model restricts its application to realistic 
problems. In recent years there have been extensive re-
search interests to design more realistic models, includ-
ing spatial models to address the spatial heterogenity on 
the the spatio-temporal patterns of disease dynamics 
[5,6]; stochastic models to study the influence of indi-
viduals with small population numbers and/or fluctua-
tions of environment [7,8]; epidemic models with delay 
to describe the waiting-time between different compart-
ments of the system [9,10]; and multi-scale models to 
investigate complex systems with multi-species [11]. 
Age is an important characteristic of population het-
erogeneity and age-structure plays a key role on the 
transmission dynamics of epidemic diseases. Individuals 
with different ages may have different contact rates, in-
fection rates and survival capacities. Modern mathe-
matical analysis of age-structured models started with 
Hoppensteadt [12,13] who developed epidemic models 
with both continuous chronological age and infection 
class age. Over the last three decades, the infection-age- 
dependent epidemic models have been studied exten-
sively and a number of mathematical models have been 
proposed to address different aspects related to age in 
epidemic transmission. Mathematical issues such as ex-
istence of steady state solutions as well as stability prop-
erty have been analysis [14-20]. An excellent review 
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regarding the epidemic modelling and age-structured 
epidemic modelling can be found in [21]. 
Quarantine is one of the age-old measures to control 
the spread of infectious diseases by isolating some infec-
tives, in order to reduce transmissions of the infection to 
susceptibles. The word quarantine originally corre-
sponded to a period of forty days, which is the length of 
time that arriving ships suspected of plague infection 
were constrained from intercourse with the shore in 
Mediterranean ports in the 15-19th centuries [22]. The 
word quarantine has evolved to mean forced isolation or 
stoppage of interactions with others. By separating ex-
posed people and restricting their movements, quarantine 
can reduce the contact rate of possibly infected individu-
als before symptoms appear, and thus delay the spread of 
that disease [23]. Quarantine is an important topic of 
epidemic modelling and the prevention of the spread of 
SARS in 2003 raised great interests in mathematical 
modelling to investigate the effects of different quaran-
tine policies [24,25]. A number of mathematical models 
have been developed to studying the quarantine interven-
tion measures [26,27]. 
There has been accumulated evidence recently show- 
ing that there is considerable age-related variation in 
susceptibility and transmissibility with regrading to 
epidemic diseases for which different quarantine poli-
cies have been applied [28]. However, compared with 
the age-structured models or models for studying the 
effects of quarantine policies, the development of epi-
demic models for both age-structure and quarantine 
policies is still at the very early stage. In this work we 
will propose an age-structured MSIQR epidemic model, 
identify the basic reproduction number, find the dis-
ease-free endemic equilibria, and determine its stability. 
The remainder of this paper is organized as follows. In 
section 2 we will introduce the mathematical model. 
Section 3 discusses the reproduction number and stabil-
ity of uninfected state. Then the existence of steady 
state solutions will be studied in Section 4. Finally,we 
will investigate the stability analysis for endemic equi-
librium solutions in Section 5. 
 
2. Mathematical Model 
 
To study the effect of quarantine on the spread of en-
demic infectious diseases, we propose an age-structured 
MSIQR epidemic model by introducing a class of quar-
antined individuals into an age-structured MSEIS en-
demic model [18]. Here the quarantined people means 
those who have been removed and isolated either volun-
tarily or coercively from the infectious class. They could 
be people who choose to stay at home from school or 
work because they are sick for some milder diseases, or 
those who are forced into isolation for other more severe 
diseases. It is assumed that these quarantined individuals 
do not mix with others so that they do not infect suscep-
tibles. 
Before constituting an age-structured MSIQR epi-
demic model, we first introduce variables and notations. 
Here  denotes the age of individuals, t  time, a a  
the highest age attained by the individuals in the popula-
tion. We assume that the population is in a stationary 
demographic state, and divide a closed population into 
five compartments. Let M(a, t), S(a, t), I(a, t), Q(a, t) and 
R(a, t) be the age-dependent densities of the temporarily 
immune, susceptible, infected, quarantine and immune 
(or removed) population, respectively, at time . Then 
the total population density is  
t
N( , ) M( , ) S( , ) I( , ) Q( , ) R( , )a t a t a t a t a t a t     . 
In this model it is assumed that the susceptible indi-
viduals, once being infected, will be moved into the in-
fectious class; then the infected individuals may be se-
lected for quarantine and thus transferred into the quar-
antine class; and finally people in the quarantine class 
will be transfered into the immune class after they have 
been recovered. Based on these assumptions, the spread 
of the disease can be described by a system of partial 
differential equations, given by  
( , ) ( , )
( ( ) ( )) ( , )
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      
   (1) 
where ( )a  denotes the average death rate of the 
population with age a and it is assumed that this rate is 
not affected by the presence of the disease; d(a) is the 
rate for a renascent to become an susceptible individual. 
 is the age-dependent probability that a suscepti-
ble individual becomes infective individual at time t; q(a) 
is the rate of an infective individual being quarantined, 
and 
ˆ( , )a t
( )a  is the recovery rate of the quarantined infec-
tive individuals. Here the age-dependent transmission 
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coefficient  is defined by ˆ( , )a t ˆ( , ) ( ) ( )a t k a t  , 
where k(a) denotes the age-dependent contact ratio and 
0
( ,( )
( ,
I at a
N a
)( )
)
a t da
t
   , where ( )a  is the age de-
pendent infection rate. Functions k(a) and ( )a  satisfy 
the following properties 
( ) [
( ) [
L
a L
( , )M a t
(0, )S t
) (
) ( )
0, ); ( ) 0
0, ); ( )
k a a k a
a a 
 
 
 
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,
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).
[0, ),
[0, ).
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
 
 
( , ) ( , )]a t R a t da 
(0, ) 0.R t 
0, ( ,0) ( ),
 
We use b(a) to represent the age-dependent fertility 
rate and assume that this rate is not affected by the pres-
ence of the disease. Then the birth of individuals is de-
fined by  
0
(0, )
( )[ ( , ) ( , )
a
M t
b a S a t I a t


  . 
It is assumed that any newly born individual is tempo-
rarily immune, namely 
(0, ) (0, )I t Q t   
In addition, the initial condition at t = 0 is denoted as 
0 0
0 0
( ,0 a), ( ,0)
( ,0 , ( ,0) (
M a M
Q a
S a
Q a R a R
 
 
S
a
a I a I a
 
From system (1), it can be verified that the total popu-
lation density satisfies the Mckendrick-von Forester 
population equation [19] 
0
0
( ,
(0, )
( ,0
N a t
N t
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0 0
) ( , )
( ) (
) ( )
a
N a t
t a
b a N
N a

   



( ) ( , ),
,
a N a t
da

0 0
, )a t

0
     (2) 
where 0N (a) M
1
( ) [0
( ) Loc
L
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It is assumed that the birth rate and death rate satisfy 
, ); ( ) 0
[0, ); ( )
b a a b a
a a 
  
   
0
(a)d
a  . In addition, b(a) = 0 and    
when the age a is above the maximal age . Let a (a)  
is the survival function, defined by 0 ( )( )
a da e     , 
which is the proportion of individuals who survive to age 
a. Further, we assume that the net reproductive number is 
1, that is 
0
( ) ( )b a a da 1a                (3) 
Then we have the relationship 
N(a,t) N (a) b(0) (a)   .           (4) 
Furthermore, the initial conditions satisfy 
0 0 0 0 0
0 0 0 0 0
( ) 0, ( ) 0, ( ) 0, ( ) 0, ( ) 0,
( ) ( ) ( ) ( ) ( ) ( ).
M a S a I a Q a R a
N a M a S a I a Q a R a
         
 
(5) 
From (4) and (5), we have the following formula of 
the total renascent number 
0 0 0 0 00
0
0
[ ( ) ( ) ( ) ( ) ( )]
( )
a
a
M a S a I a Q a R a da
b
a da


   



 (6) 
Next we consider the fractions of the temporarily im-
mune, susceptible, infected, quarantine and immune 
population at age a and time t, defined by 
( , ) ( , ) ( , )( , ) , ( , ) , ( , ) ,
( ) ( ) ( )
( , ) ( , )( , ) , ( , ) .
( ) ( )
M a t S a t I a tU a t X a t Y a t
N a N a N a
Q a t R a tZ a t V a t
N a N a
 
 
  
 
  
Then system (1) can be written in a simpler form 
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    
   

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0
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3. Reproduction Number and Stability of 
Uninfected State 
 
In this work we are interested in the steady-state solution 
(U(a), X(a), Y(a), Z(a), V(a)) of system (7). In this case 
the steady state solution satisfies the following system of 
ordinary differential equations, given by 
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( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
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It can be verified that system (8) has a non-illness so-
lution  which is 
also a non-illness steady-state solution of system (7), 
satisfying 
0 0 0 0 0
0 : ( ( ), ( ), ( ), ( ), ( ))E U a X a Y a Z a V a
0
0
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0
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In order to investigate the local stability of the non- 
illness steady-state solution, we linearize system (7) at 
 by introducing the following variables 0E
0
0
0 0
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Then the system (7) is transfered into a linearized sys-
tem, given by 
0
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Now we are looking for exponential solutions of sys-
tem (11), i.e., solutions of the form 
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where age-dependent functions ( ), ( ), ( ), ( )u a x a y a z a  
and ( )v a  as well as parameter   satisfy 
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From the third equation of (12), we have 
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After dividing both sides of Equation (14) by ( 0)  ,  
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Here we define the basic reproduction number as 
0 (0).F 
0 ( )X
 After substituting the explicit expression of 
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Theorem 1. The uninfected state  is linearly sta-
ble if 
0E
0 1   and it is linearly unstable if 0 1.   
Proof. It is assumed that   is a real number. From (15), 
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Then ( )F   is a strictly monotone decreasing func-
tion at ( , ) 
*
, iff there is an unique negative real 
number root   of (15) when  (namely F(0) < 
1). In addition, there is a unique positive real root of (15) 
iff 
0 1 
0 1.   
In the following, we will prove that *  is a real 
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component dominate solution of ( ) 1F   . Firstly, we 
suppose that i     is an arbitrary plural root of (15) 
and note that 1 ( ) ( ).F F ) (i F   
.
   
That is *( ) ( )F F   
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 From above, we know that there is only one 
negative real component root of (15) when . In 
addition, there is a positive real component root of (15) if 
 That is, when , uninfected state  is 
locally asymptotically stable; when , uninfected 
state  is unstable. 
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By integrating the first equation of (7) along the char-
acteristic curves, we have 
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tions of (7) along the characteristic curves, we obtain 
0
0
( ) ( )
0
( ) ( )
0 0
( ) ( )
( ) ( , ) ,
( , ) ( ) ( ).
( , ) ,
a
t
k a t da
tk a t d
k a t d
d e U t a d a t
X a t X a t e d a
U a t e d a t


   
   
   
  

  
  
  
  



          

  
(18) 
0
0
( )
0
( )
0 0
( )
( , )
( ) ( ) ( , ) ,
( ) ( ) ( )
( , ) ,
a
t
a q d
tq a d
q a d
Y a t
k t a e X t a d a
Y a t e k a t
e X a t d a t


 
 
 
     
  
  

 
 




            

  (19) 
By substituting (18) into (19) and interchanging the 
integral order, we obtain, when , a t
0
( , ) ( ) ( , ) ( , )
a
Y a t d U t a G a d          (20) 
where 
( ) ( ) ( )( , ) ( ) ( ) .
a s
s
a q d k t a dG a t k s t a s e e ds      
        
By substituting (20) into the expression of )(~ t , we 
derive, when a t ,  
00
( ) ( ){ ( ) ( , ) ( , ) }
( ) ( , ) .
t a
a
t
t a d U t a G a d
a Y a t da
      

  



 da
 (21)  
Notice that ( , ) 1.Y a t   It is clear that the second in-
tegral in (21) is less than  When  
we obtain  
( ) .
a
t
a da ,t 
( ) 0a da  .a
t

Notice that  
0
( , ) 1 ( , ) ( , ) ( , )
( , ) 1 ( , ) 1 ( )( ).
U a t X a t Y a t Z a t
V a t X a t X a a t
   
    

da
 
From the above statement, we have 
0
0 0
( ) ( ){ ( )(1 ( )) ( , ) }
( ) .
t a
a
t
t a d X G a d
a da
     

 

 


 
By making limitation on both sides of above equation, 
we obtain 0limsup ( ) limsup ( ).
t t
t t 
 
   When 0 1,   
we have limsup ( ) 0.
t
t

   
From (20), we have  limsup ( , ) 0.
t
Y a t


From the fourth equation of (7), we obtain, when t > a, 
( )
0
( , ) ( ) ( , )
aa dZ a t q Y t a e d        
( , ) 0.Z a t
 and  limsup
t
  
By integrating the fifth equation of (7), we obtain, 
when t > a, 
0
( , ) ( ) ( , )
a
V a t Z t a d       and 
limsup ( , ) 0.
t
V a t

  
By making limitation on (17) and (18), we have 
0 ( ) 0
0
limsup ( , ) ( ),
limsup ( , ) 1 ( ).
a d d
t
t
U a t e U a
X a t U a
 


 
 
 
Therefore, when 0 1,   the disease-free equilibrium 
is globally asymptotically stable. 
 
4. Existence of Steady State Solutions 
 
After showing that the uninfected equilibrium is unstable 
at 0 1   in Theorem 2, we will prove that there is an 
endemic equilibrium of system (7) under the same condi-
tions, that is, there is a time-independent solution  
Copyright © 2010 SciRes.                                                                                  IIM 
M. H. QIAO  ET  AL. 321                                     
 

* * * * * *: ( ( ), ( ), ( ), ( ), ( ))E U a X a Y a Z a V a     (22) 
where  * * *( ) 0, ( ) 0, ( ) 0.Y a Z a V a 
Theorem 3. When , there is an unique en-
demic equilibrium solution of system (7). 
0 1 
Proof. Let  be a steady-state solution for Equation 
(7). Then it can be verified that the solution satisfies 
*E
*
*
*
* * *
*
* * *
*
* *
*
*
( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
dU a d a U a
da
dX a d a U a k a X a
da
dY a k a X a q a Y a
da
dZ a a Z a q a Y a
da
dV a a Z a
da




          
     (23) 
* * * * *
0
* * * * *
( ) ( ) , (0) 1, (0) (0) (0)
(0) 0,1 ( ) ( ) ( ) ( ) ( ).
a
a Y a daU X Y Z
V U a X a Y a Z a V
   
      
 *
* a
  
Then the solution of the above system is 
0 ( )* ( )
a d dU a e                      (24) 
* ( )* *
0
( ) ( ) ( )
aa k dX a d U e d              (25) 
( )* * *
0
( ) ( ) ( )
aa q dY a k X e d              (26) 
( )* *
0
( ) ( ) ( )
aa dZ a q Y e d                (27) 
* *
0
( ) ( ) ( )
a
V a Z d                    (28) 
By substituting (24) into (25), we obtain 
*
0 ( ) ( )*
0
( ) ( )
aa d d k dX a d e e d

                (29) 
By substituting (29) into (26) and exchanging the or-
der of integration, we obtain 
0
*
( )( )* *
0
( )
( ) ( ) { ( ) }
a
a
a
a q dd d
k d
Y a d e k e d
e d
 

  

  
  







    (30) 
By substituting (29) into the expression of , we 
have 
)(* t
0
*
( )( )* *
0 0
( )
( ){ ( ) [ ( ) ]
} .
a
a
a a a q dd d
k d
a d e k e d
e d da
 

  

  
     

 





    
By dividing both sides of the above equation by 
 we obtain the characteristic equation for the 
eigenvalue 
* *( 0   ),
* ,  given by 
0
*
( )*
0 0
( ) ( )
( ) ( ){ ( )
[ ( ) ] } 1
a
a
a a d d
q da k d
H a d e
k e d e d da

 
 
    

  
  
 
 

 

.
 

  (31) 
It is clear that *( )H   is continuous function of * . 
If * 0,   we have  Thus 
 is an uninfected equilibrium solution. 
* * *( ) ( ) ( ) 0.Y a Z a V a  
*E
From (30) and (31), we have  If 0(0) .H   0 1,   
then we have   (0) 1.H 
From (30) and *( ) 1,Y a   we obtain 
*
0
( )( ) ( )*
0
( ) [ ( ) ] 1.
a
aq da ad d k dd e k e d e d
  
     
    
      
(32) 
From (31) and (32), we obtain, when  * 0, 
* * *
0 0
( ) ( ) ( ) ( ) .
a a
H a Y a da a da        
Let  thus 
0
( ) ,
a
a da    * *( ) .H     If *   , 
we have ( ) 1.H     By using H(0) > 1 and the expres-
sion of *( ),H   we conclude that *( )H   is monotone 
decreasing continuous function for *.  Thus, there is an 
unique solution *ˆ  of  at *( ) 1  (0,H ).   There-
fore, if 0 1,   there is an unique endemic equilibrium 
solution of system (7) which is defined by *ˆ  in (23). 
 
5. Stability of Endemic Equilibrium  
Solutions 
 
To investigate the local stability of the endemic equilib-
rium solutions  we linearize system (7) at  by 
introducing the following variables 
* ,E *E
*
* *
*
* *
( , ) ( , ) ( ), ( , )
( , ) ( ), ( , ) ( , ) ( ),
( , ) ( , ) ( ), ( , )
ˆ( , ) ( ), ( ) ( )
U a t u a t U a X a t
x a t X a Y a t y a t Y a
Z a t z a t Z a V a t
v a t V a t t  
 
   
 
   
 
By substituting these variables into system (7), we ob-
tain its linearized equation at  that is * ,E
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* *
* *
( , ) ( , )
( ) ( , )
( , ) ( , )
ˆ( ) ( ) ( , ) ( ) ( ) ( ) ( ) ( , )
( , ) ( , )
( ) ( ) ( , ) ( ) ( ) ( ) ( ) ( , )
( , ) ( , )
( ) ( , ) ( ) ( , )
( ,
u a t u a t
t a
d a u a t
x a t x a t
t a
k a t x a t k a t X a d a u a t
y a t y a t
t a
k a t x a t k a t X a q a y a t
z a t z a t
t a
q a y a t a z a t
v a
 
 

  
 
  
   
  
  
  
 


) ( , )
( ) ( , )
t v a t
t a
a z a t
    
 
(33) 
* *
0 0
ˆ( ) ( ) ( , ) , ( ) ( ) .
a a
t a y a t da a Y a       da  
Now we look for exponential solutions of (33), i.e., 
solutions of the form 
( , ) ( ) , ( , ) ( ) , ( , ) ( ) ,
( , ) ( ) , ( , ) ( )
t t
t t
u a t u a e x a t x a e y a t y a e
z a t z a e v a t v a e
t  
 
  
  (34) 
* *
*
( ) ( ( ) ) ( )
( ) ( ) ( ) ( ( )) ( ) ( ) ( )
( ) ( ( )) ( ) ( ) ( ) ( ) ( )
( ) ( ( )) ( ) ( ) ( )
( ) ( ) ( ) ( )
du a d a u a
da
dx a d a u a k a x a k a X a
da
dy a q a y a k a x a k a X a
da
dz a a z a q a y a
da
dv a v a a z a
da

  
  
 
 
                   


*  
(35) 
* *
0 0
( ) ( ) ( ) , ( ) ( ) ,
(0) 0, (0) (0) (0) (0) 0.
a a
t a y a da a Y a
u x y z v
     
    
  da  
By using the assumption that  we have * (0) 1,U 
(0) 0u   from (0, ) (0) 0.tu t u e  Then from the 
first equation of (35), we have ( ) 0.u a  
Suppose  and let 0 
( ) ( ) ( ) ( )( ) , ( ) , ( ) , ( )x a y a z a vx a y a z a v a a          
at  then (35) can be written as (0, ),a a
* *
* *
( ) ( ( ) ) ( ) ( ) ( )
( ) ( ( ) ) ( ) ( ) ( ) ( ) ( )
( ) ( ( )) ( ) ( ) ( )
( ) ( ) ( ) ( )
dx a k a x a k a X a
da
dy a q a y a k a x a k a X a
da
dz a a z a q a y a
da
dv a v a a z a
da
 
 
 
 
                
(36) 
* *
0 0
1 ( ) ( ) , ( ) ( ) ,
(0) (0) (0) (0) 0.
a a
a y a da a Y a da
x y z v
    
   
   
From (36) and specifically  
(0) (0) (0) (0) 0, x y z v      
we obtain 
( ) ( ) ( ) ( ) 0.x a y a z a v a               (37) 
and the solution of (36) is represented by 
*( ( ))
*
0
( ) ( ) ( )
a k da
x a k X e 
   
d         (38) 
* *
0
( )( )
( ) [ ( ) ( ) ( )
( )]
a
a
q da
y a k X k
x e e d   
   
   
 

            (39) 
( )( )
0
( ) ( ) ( )
aa daz a q y e e d               (40) 
( )
0
( ) ( ) ( )
a av a z e d                   (41) 
where 
* ( )* *
0
( ) ( ) ( ) k dX d U e d

                (42) 
By substituting (38) into (39), we have 
*
* ( ) *
00
( ) ( )* ( )
( ) ( )[ ( ) ( )
( ) ]
a
a a
k d q da
y a k X e k
X e e d e d

 
 
     
   
  
 
    
  

    (43) 
By substituting (43) into the next equation of (36), we 
have 
*
( ) *
0 0 0
( )( ) * * ( )
0
1 ( ) ( ) ( ){ ( )[
( ) ( ) ]}
aa a aq d
k da a
a y a da a e d k X
e k X e e d da



 
      
( )   
   
  
   


 
 
  


 
(44) 
Supposing that the right side of (44) is ( ),Q   that is  
0
( ) ( ) ( ) 1
a
Q a y a d  a              (45) 
1) Firstly we will prove that ( ) 0Q    and ( )Q   is 
monotone decreasing function for   as well as 
( ) 0Q    at .    
By exchanging the integral order in ( )Q   we obtain 
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da* ( )
0 0
( ) ( )[ ( ) ( ) ( , ) ] .
a a aQ a k X e f a d            
where  
*( )( ) ( )*( , ) ( )
aa a q dq d k df a e k e e d
      

         
and ( , ) 0f a  
Q
 when  Now we have 
proved that 
0 a a    .
( ) 0.   Obviously, (Q )  is monotone 
decreasing function for   and ( )Q 0   at .    
2) From Equation (31), we have 
( )*
0 0
( )[ ( ) ( ) ] 1.
aa a q da k X e d da            (46) 
Thus 
( )*
0 0
(0) ( )[ ( ) ( ) ]
aa a q dQ a k X e d d         a 
*
0.
 
where 
*
*
0 0 0
( ) ( )
( ){ ( )[ ( ) ( )
] }
a
a a
k d q d
a k k X
e d e d da
 

    
   
 

 
 

   

 
From Equation (46), we derive that  There-
fore from 1) and 2), we conclude that the solution 
(0) 1.Q 
  of 
( ) 1Q    is negative. 
If  there is only one negative real component 
root of the characteristic Equation (45), that is, the en-
demic equilibrium solution is locally asymptotically sta-
ble. Finally, we have the following theorem. 
0 1, 
Theorem 4. If  and 0 1 
*( )( ) ( )*
( , )
( ) 0,
aa a q dq d k d
f a
e k e e d
      


         
the endemic equilibrium  is locally asymptotically 
stable. 
*E
 
6. Conclusions 
 
In this paper, we have proposed an age-structured 
MSIQR epidemic model. This is the first approach to 
investigate the combined effect of quarantine policies 
and age-structure on the transmission dynamics of epi-
demic diseases. We have derived the sufficient condition 
under which the disease-free equilibrium is globally as-
ymptotically stable or the unique endemic equilibrium 
exists. Furthermore, we have provided the stability con-
ditions of the endemic equilibrium. 
 
7
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