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Abstract. We investigate the approximation properties of trigono-
metric polynomials and prove some direct and inverse theorems for poly-
nomial approximation in weighted rearrangement invariant spaces.
1. Introduction and the main results
Let (R, µ) be a nonatomic σ−finite measure space, i.e., a measure space
with nonatomic σ−finite measure µ given on a σ−algebra of subsets of R.
Denote by M the set of all µ−measurable complex valued functions on R,
and let M+ be the subset of functions from M whose values lie in [0,∞] .
The characteristic function of a µ−measurable set E ⊂ R will be denoted by
χE .
Let a function ρ : M+ → [0,∞] be given. The function ρ is called a
function norm if it satisfies the following properties for all functions f, g, fn ∈
M+ (n ∈ N) , for all constants a ≥ 0 and for all µ−measurable subsets E ⊂ R:
(1) ρ(f) = 0 ⇔ f = 0 µ− a.e, ρ(af) = aρ(f), ρ(f + g) ≤ ρ(f) + ρ(g),
(2) 0 ≤ g ≤ f µ− a.e ⇒ ρ(g) ≤ ρ(f),
(3) 0 ≤ fn ↑ f µ− a.e ⇒ ρ(fn) ↑ ρ(f),
(4) µ(E) <∞ ⇒ ρ(χE) <∞,
(5) µ(E) <∞ ⇒
∫
E
f dµ ≤ CEρ(f),
where CE is a constant depending on E and ρ but independent of f.
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If ρ is a function norm, its associate function norm ρ′ is defined by




fgdµ : f ∈ M+, ρ (f) ≤ 1

for g ∈ M+. If ρ is a function norm, then ρ′ is also a function norm [3, pp.
8-9].
Let ρ be a function norm. We denote by X = X (ρ) the linear space of
all functions f ∈ M for which ρ (|f |) < ∞. The space X is called a Banach
function space. If we define the norm of f ∈ X by
‖f‖X := ρ (|f |)
X will be a Banach space [3, pp. 6-7]. By the property (5) , it follows that if
the measure space (R, µ) is finite, i.e., if µ (R) <∞, then X ⊂ L1 (R, µ) .
Let ρ be a function norm and ρ′ be its associate function norm. The
Banach function space determined by ρ′ is called the associate space of X
and denoted by X ′. Every Banach function space coincides with its second
associate space X ′′ = (X ′)
′
and ‖f‖X = ‖f‖X′ for all f ∈ X [3, pp. 10-12].
So we have by (1.1)




|fg|dµ : g ∈ X ′, ‖g‖X′ ≤ 1

and




|fg|dµ : f ∈ X, ‖f‖X ≤ 1
 .




|fg|dµ ≤ ‖f‖X ‖g‖X′
holds [3, p. 9].
Let M0 and M
+
0 be the classes of µ− a.e. finite functions from M and
M+ respectively. The distribution function µf of f ∈M0 is defined by
µf (λ) := µ {x ∈ R: |f (x)| > λ}
for λ ≥ 0. Two functions f, g ∈ M0 are said to be equimeasurable if µf (λ) =
µg (λ) for all λ ≥ 0.
Definition 1.1 ([3, p. 59]). If ρ (f) = ρ (g) for every pair of equimea-
surable functions f, g ∈ M+0 , the function norm ρ is called a rearrangement
invariant function norm. In this case, the Banach function space generated
by ρ is called a rearrangement invariant space.
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Let f ∈M0. The function f
∗ defined by
f∗ (t) := inf {λ : µf (λ) ≤ t} , t ≥ 0
is called the decreasing rearrangement of the function f.
LetX be a rearrangement-invariant space over a nonatomic finite measure
space (R, µ) . By the Luxemburg representation theorem [3, pp. 62-64], there
is a (not necessarily unique) rearrangement invariant function norm ρ over
R+ = [0,∞) with the Lebesgue measure m such that
ρ (f) = ρ (f∗)
for every f ∈M+0 .
The rearrangement invariant space over (R+,m) generated by ρ is denoted
by X.
Let’s consider the operator Ex, x > 0 defined on M0 (R+,m) by
(Exf)(t) :=
{
f(xt), xt ∈ [0, µ(R)]
0, xt 6∈ [0, µ(R)]
, t > 0.








is the Banach algebra of bounded linear operators on X. Let hX (x) be the
operator norm of E1/x, i.e., hX (x) :=
∥∥E1/x∥∥B(X) .









are called the lower and upper Boyd indices of X, respectively. It is known
that [3, p. 149] the Boyd indices satisfy
0 ≤ αX ≤ βX ≤ 1.
The Boyd indices are said to be nontrivial if 0 < αX ≤ βX < 1.
Let T be the unit circle
{
eiθ : θ ∈ [−π, π]
}
, or the interval [−π, π], C be the
complex plane and Lp (T) , 1 ≤ p ≤ ∞, be the Lebesgue space of measurable
functions on T. Further, any rearrangement invariant space over T will be
denoted by X (T) .
A measurable function ω : T → [0,∞] is called a weight function if the
set ω−1 ({0,∞}) has Lebesgue measure zero.
Let X (T) be a rearrangement invariant space over T and ω be a weight
function. We denote by X (T, ω) the class of all measurable functions f such
that fω ∈ X (T), which is equipped with the norm
(1.5) ‖f‖X(T,ω) := ‖fω‖X(T) .
The space X (T, ω) is called a weighted rearrangement invariant space.
From the Ho¨lder inequality it follows that if ω ∈ X (T) and 1/ω ∈ X ′ (T)
then L∞ (T) ⊂ X (T, ω) ⊂ L1 (T) .
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Let 1 < p < ∞ and 1/p + 1/q = 1. A weight function ω belongs to the











with a finite constant C independent of J, where J is any subinterval of T
and |J | denotes the length of J .
Let X (T) be a reflexive rearrangement invariant space with nontrivial
Boyd indices αX and βX , and ω be a weight function such that ω ∈A1/αX (T)∩






f (x+ t) dt, 0 < h < π, x ∈ T,
and later the k−modulus of smoothness ΩkX,ω (·, f) (k = 1, 2, . . .)






(I − σhi) f
∥∥∥∥∥
X(T,ω)
, δ > 0,
where I is the identity operator. This modulus of smoothness is well defined,
because we will prove (Lemma 2.2) that the operator σh is a bounded linear
operator in X (T, ω).
We define the shift operator σh and the modulus of smoothness Ω
k
X,ω in
such way since the space X (T, ω) is noninvariant, in general, under the usual
shift f (x)→ f (x+ h) .
In the case of k = 0 we assume Ω0X,ω (δ, f) := ‖f‖X(T,ω) and if k = 1
we write ΩX,ω (δ, f) := Ω
1
X,ω (δ, f) . The modulus of smoothness Ω
k
X,ω (·, f) is
nondecreasing, nonnegative, continuous function and
(1.6) ΩkX,ω (δ, f + g) ≤ Ω
k
X,ω (δ, f) + Ω
k
X,ω (δ, g)
for f, g ∈ X (T, ω) .
We denote by En (f)X, ω (n = 0, 1, 2, . . .) the best approximation of f ∈
X (T, ω) by trigonometric polynomials of degree not exceeding n, i. e.,
En (f)X,ω = inf
{
‖f − Tn‖X(T,ω) : Tn ∈ Πn
}
,
where Πn denotes the class of trigonometric polynomials of degree at most n.
Note that the existence of the trigonometric polynomial T ∗n ∈ Πn such that
En (f)X,ω = ‖f − T
∗
n‖X(T,ω) ,
follows, for example, from Theorem 1.1 in [8, p. 59].
In the literature there are sufficiently many results, where investigated the
approximation problems and obtained, in particular, the direct and inverse
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theorems of approximation theory by trigonometric polynomials in weighted
and nonweighted Lebesgue spaces. The elegant representation of the corre-
sponding result in the nonweighted Lebesgue spaces Lp (T) , 1 ≤ p ≤ ∞,
can be found in [8, 34, 35]. The best approximation problem by trigono-
metric polynomials in weighted spaces with weights satisfying the so-called
Ap (T)−condition was investigated in [15, 26, 27]. In particular, using the
Lp (T,ω) version of the k−modulus of smoothness ΩkX,ω (·, f), k = 1, 2, . . .,
some direct and inverse theorems in the weighted Lebesgue spaces were ob-
tained in [15, 27]. The generalizations of the last results for the weighted
Lebesgue spaces, defined on the curves of the complex plane were proved in
[18–20]. The similar results in the nonweighted Lebesgue spaces were obtained
in [1, 7, 25].
For the more general doubling weights, approximation by trigonometric
polynomials in the periodic case and other related problems were studied in
[4, 29–31]. The direct and converse results in case of the exponential weights
given on the real line were obtained in [13, 14]. Some interesting results con-
cerning to the best polynomial approximation in weighted Lebesgue spaces
were also proved in [9,10]. The detailed information on the weighted polyno-
mial approximation can be found in the books: [11, 32]. In the non-weighted
rearrangement invariant spaces the direct theorems can be found in [8]. Some
other aspects of the approximation theory in the more general spaces were
investigated by many authors (see, for example: [28]).
To the best of the authors’ knowledge there are no results, where studied
the approximation problems by trigonometric polynomials in the weighted
rearrangement invariant spaces. These spaces are sufficiently wide; the
Lebesgue, Orlicz, Lorentz spaces are examples of rearrangement invariant
spaces. In this work we prove some direct and inverse theorems of approx-
imation theory in the weighted rearrangement invariant spaces X (T, ω). In
particular, we obtain a result on the constructive characteristic of the gener-
alized Lipschitz classes defined in these spaces.
Let r = 1, 2, . . . . If we denote the space of functions f ∈ X (T, ω) for
which f (r−1) is absolutely continuous and f (r) ∈ X (T, ω) by W rX (T, ω) , it
become a normed space with respect to the norm
(1.7) ‖f‖W r
X




Our main results are the following.
Theorem 1.2. Let X (T) be a reflexive rearrangement invariant space
with nontrivial Boyd indices αX and βX , and ω be a weight function such
that ω ∈ A1/αX (T)∩A1/βX (T) . Then for every f ∈W
r
X (T, ω) (r = 1, 2, . . .) ,
the inequality








, n = 1, 2, . . .
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holds with a constant c > 0 independent of n.
Theorem 1.3. Let X (T) be a reflexive rearrangement invariant space
with nontrivial Boyd indices αX and βX , and ω be a weight function such that
ω ∈ A1/αX (T) ∩ A1/βX (T) . Then for every f ∈ X (T, ω) and k = 1, 2, . . . ,
the estimate








holds with a positive constant c = c (k) independent of n.
In weighted Lebesgue spaces Lp(T, ω) similar results were proved in [15]
and [27].
Let D be the unit disk in the complex plane andH1 (D) be the Hardy space
of analytic functions in D. It is known that every function f ∈ H1 (D) admits
nontangential boundary limits a. e. on T and the limit function belongs to
L1 (T) [12, p. 23].
Let X (T, ω) be a weighted rearrangement invariant space on T and let
HX (D, ω) be the class of analytic functions in D defined as:
HX (D, ω) := {f ∈ H1 (D) : f ∈ X (T, ω)} .
Then from Theorem 1.3 we obtain the following result.
Theorem 1.4. Let X (T) be a reflexive rearrangement invariant space
with nontrivial Boyd indices αX and βX , ω be a weight function such that




j is the Taylor















, k = 1, 2, . . .
with a constant c = c (k) > 0, which is independent of n.
Theorem 1.5. Let X (T) be a reflexive rearrangement invariant space
with nontrivial Boyd indices αX , βX , and let the ω be a weight function such
















holds with some positive constant c = c (k) independent of n.
From Theorem 1.5 we obtain the following result.
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Corollary 1.6. If




, α > 0, n = 1, 2, . . . ,
for f ∈ X (T, ω), then for any natural number k and δ > 0
ΩkX,ω (δ, f) =

O (δα) , k > α/2





, k < α/2.
Hence if we define the generalized Lipschitz class Lip∗α (X,ω) for α > 0
and k := [α/2] + 1 as
Lip∗α (X,ω) :=
{
f ∈ X (T, ω) : ΩkX,ω (δ, f) ≤ cδ
α, δ > 0
}
,
then by virtue of Corollary 1.6 we obtain the following
Corollary 1.7. If




, α > 0, n = 1, 2, . . . ,
for f ∈ X (T, ω), then f ∈ Lip∗α (X,ω).
Combining this with Direct Theorem we get the following constructive
description of classes Lip∗α (X,ω).
Theorem 1.8. For α > 0 the following assertions are equivalent:
(i) f ∈ Lip∗α (X,ω);
(ii) En (f)X,ω = O (n
−α) for all n = 1, 2, . . ..
We use c, c1, c2, . . . to denote constants (which may, in general, differ in
different relations) depending only on numbers that are not important for the
questions of interest.
2. Auxiliary results
The following interpolation theorem was proved in [5].
Theorem 2.1. Let 1 < q < p <∞. If a linear operator is bounded in the
Lebesgue spaces Lp (T) and Lq (T), then it is bounded in every rearrangement
invariant space X (T) whose Boyd indices satisfy 1/p < αX ≤ βX < 1/q.
In the proof of the following lemma, we will use the method used by A.
Yu. Karlovich in [23].
Lemma 2.2. Let X (T) be a rearrangement invariant space with nontrivial
Boyd indices αX and βX , and ω be a weight function. If ω ∈ A1/αX (T) ∩
A1/βX (T) , then the operator σh is bounded in the space X (T, ω) .
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Proof. Since 0 < αX ≤ βX < 1, we can find the numbers q and p such
that
1 < q < 1/βX ≤ 1/αX < p <∞
and ω ∈ Ap (T) ∩ Aq (T) [6, p. 58]. As follows from the continuity of the
maximal operator in weighted Lebesgue spaces (see [33]), the operator σh
is bounded in the spaces Lp (T, ω) and Lq (T, ω). In that case the operator
Ah := ωσhω
−1I is bounded in the Lebesgue spaces Lp (T) and Lq (T). Hence
by Theorem 2.1, the operator Ah is bounded in the rearrangement invariant
space X (T). This implies the boundedness of the operator σh in the space
X (T, ω).
From this Lemma and the density of the continuous functions in X (T, ω)
(see [22]) we obtain the following result.
Corollary 2.3. For f ∈ X (T, ω) we have
lim
h→0




ΩkX,ω (δ, f) = 0, k = 1, 2, . . .
Moreover
ΩkX,ω (δ, f) ≤ c ‖f‖X(T,ω)
holds with some constant c independent of f.
Let Sn (·, f) (n = 1, 2, . . .) be the nth partial sums of the Fourier series of
the function f ∈ L1 (T ), i. e.














ak cos kx+ bk sinkx.
Then [2, Vol. 1, pp. 95-96]





f (t)Dn (x− t) dt








of order n. Consider the sequence {Kn (·, f)} of the Fejer means defined by
Kn (x, f) :=
S0 (x, f) + S1 (x, f) + · · ·+ Sn (x, f)
n+ 1
, n = 0, 1, 2, . . .
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with K0 (x, f) = S0 (x, f) := a0/2.
It is known [2, Vol. 1, p. 133] that













is the Fejer kernel of order n (for more information see: [2, vol. 1, pp. 133-
137]).
Lemma 2.4. Let X (T) be a rearrangement invariant space with nontrivial
Boyd indices αX , βX , and ω be a weight function such that ω ∈ A1/αX (T) ∩
A1/βX (T) . Then the sequence {Kn} of the Fejer means is uniformly bounded
in the space X (T, ω) , i. e.
(2.1) ‖Kn (·, f)‖X(T,ω) ≤ c ‖f‖X(T,ω) , f ∈ X (T, ω)
with a constant c, independent of n.
The proof of Lemma 2.4 is similar to proof of Lemma 2.2.
Now we can state and prove Bernstein’s inequality for weighted rearrange-
ment invariant spaces.
Lemma 2.5. Let X (T) be a rearrangement invariant space with non-
trivial Boyd indices αX , βX . If ω ∈ A1/αX (T) ∩ A1/βX (T) , then for every
trigonometric polynomial Tn of degree n, the inequality
(2.2) ‖T ′n‖X(T,ω) ≤ cn ‖Tn‖X(T,ω)
holds with a constant c, independent of n.
Proof. We use Zygmund’s method (see [2, Vol 2, pp. 458-460]). Since





Tn (u)Dn (u− x) du,
by differentiation we get
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and since Tn is a trigonometric polynomial of degree n,





































Tn (u+ x) sinnuFn−1 (u)du.
Since Fn−1 is non-negative, we obtain










|Tn (u)|Fn−1 (u− x) du
= 2nKn−1 (x, |Tn|) ,
and Lemma 2.4 yields (2.2).
Let Sn (·, f) and f˜ be the nth partial sums of the Fourier series and
the conjugate function of f ∈ X (T, ω) , respectively. Since the linear opera-
tors f → Sn (·, f) and f → f˜ are bounded in the weighted Lebesgue spaces
Lp (T, ω) [16, 17], by using the method of proof of Lemma 2.2, one can show
that




and as a corollary of these we obtain





≤ cEn (f)X,ω .
Lemma 2.6. Let X (T) be a reflexive rearrangement invariant space with
nontrivial Boyd indices αX and βX . If ω ∈ A1/αX (T) ∩ A1/βX (T) , then the
class of trigonometric polynomials is dense in X (T, ω) .
Proof. From the method of proof of Theorem 4.5 in [23] and Lemma
4.2 in [21], can be deduced that the condition ω ∈ A1/αX (T)∩ ∈ A1/βX (T)
implies the conditions ω ∈ X (T) and 1/ω ∈ X ′ (T). Then the space X (T, ω)
is also reflexive [24, Corollary 2.8] and by Lemmas 1.2 and 1.3 in [22] the class
of continuous functions C (T) is dense in X (T, ω).
Let f ∈ X (T, ω) and ε > 0. Since C (T) is dense in X (T, ω), there is a
continuous function f0 such that
(2.5) ‖f − f0‖X(T,ω) < ε.
By the Weierstrass theorem, there exists a trigonometric polynomial T0
such that
|f0 (x)− T0 (x)| < ε, x ∈ T.
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Using this and formulas (1.2), (1.5) and Ho¨lder inequality we get















‖ω‖X(T) ‖g‖X′(T) : ‖g‖X′(T) ≤ 1
}
≤ ε ‖ω‖X(T) ,
which by (2.5) yields





and the assertion is proved.
Corollary 2.7. Under the assumptions of Lemma 2.6, the Fourier series
of f ∈ X (T, ω) converges to f in the norm of X (T, ω).
Proof. By Lemma 2.6 we have En (f)X,ω → 0 (n → ∞) and then the
proof follows from (2.4).
Lemma 2.8. Let X (T) be a rearrangement invariant space with nontrivial
Boyd indices αX and βX . If ω ∈ A1/αX (T)∩A1/βX (T) , and f ∈ W
2
X (T, ω) ,
then the inequality
ΩkX,ω (δ, f) ≤ cδ
2Ωk−1X,ω (δ, f
′′) , k = 1, 2, . . .
holds with some constant c independent of δ.




(I − σhi) f (x) .
Then g ∈ W 2X (T, ω) and









(I − σhi) f (x) .































g′′ (x+ s) dsdudt.
Now, according to (1.2), (1.5) and Fubini’s theorem and getting the supremum
under the integral sign we have∥∥∥∥∥
k∏
i=1





























g′′ (x+ s) dsdudt














g′′ (x+ s) ds
∣∣∣∣∣∣ dudt














g′′ (x+ s) ds














g′′ (x+ s) ds
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where the suprema above are taken over all functions l ∈ X ′ (T) with
‖l‖X′(T) ≤ 1. Taking into account the boundedness of σu we see that∥∥∥∥∥
k∏
i=1



























(I − σhi) f
′′. Then from the last inequality we conclude that
























= cδ2Ωk−1X,ω (δ, f
′′)
and this finished the proof.
Corollary 2.9. If f ∈W 2kX (T, ω) (k = 1, 2, . . .) , then




with some constant c independent of δ.
For an f ∈ X (T, ω) the K−functional is defined as




‖f − ψ‖X(T,ω) + δ
∥∥∥ψ(r)∥∥∥
X(T,ω)
for δ > 0.
Theorem 2.10. Let X (T) be a rearrangement invariant space with non-
trivial Boyd indices αX and βX , and ω ∈ A1/αX (T) ∩ A1/βX (T) . Then for
f ∈ X (T, ω) and k = 1, 2, . . . , the equivalence
(2.6) K
(
δ2k, f ;X (T, ω) ,W 2kX (T, ω)
)
∼ ΩkX,ω (δ, f)
holds, where the constants in this relation are independent of δ.
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Proof. Let ψ be an arbitrary function in W 2kX (T, ω). By (1.6), Corol-
laries 3 and 5 we obtain
ΩkX,ω (δ, f) = Ω
k
X,ω (δ, f − ψ + ψ)
≤ ΩkX,ω (δ, f − ψ) + Ω
k
X,ω (δ, ψ)





Taking the infimum over all ψ ∈ W 2kX (T, ω) , by definition of theK−functional
we get
ΩkX,ω (δ, f) ≤ cK
(
δ2k, f ;X (T, ω) ,W 2kX (T, ω)
)
.



























, k = 1, 2, . . . .
The operator Lδ is bounded in X (T, ω). Indeed, using (1.5), (1.2) and the































2tdtdu = c ‖f‖X(T,ω) .
Consider the operator





Then we have Akδf ∈ W
2k











∥∥∥(I − σδ)k f∥∥∥
X(T,ω)
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≤ cΩkX,ω (δ, f) .
Since





and Lδ is bounded in X (T, ω), we have





 (I − Lδ) g
∥∥∥∥∥∥
X(T,ω)
















































‖(I − σt) g‖X(T,ω)
for every g ∈ X (T, ω). Applying this inequality k−times in∥∥f −Akδf∥∥X(T,ω) = ∥∥∥(I − Lkδ)k f∥∥∥X(T,ω) =
∥∥∥(I − Lkδ) (I − Lkδ)k−1 f∥∥∥
X(T,ω)
,
we obtain∥∥f −Akδf∥∥X(T,ω) ≤ c1 sup
0<t1≤δ






∥∥∥(I − σt1) (I − σt2) (I − Lkδ)k−2 f∥∥∥
X(T,ω)












= cΩkX,ω (δ, f) .
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Since Akδf ∈W
2k
X (T, ω) , from the last inequality, the inequality (2.8) and the
definition of the K−functional, we conclude that
K
(
δ2k, f ;X (T, ω) ,W 2kX (T, ω)
)
≤




≤ cΩkX,ω (δ, f) ,
which gives the reverse estimation and hence the proof is completed.
3. Proofs of the main results
Proof of Theorem 1.2. Let
∞∑
k=0
(ak cos kx+ bk sin kx) be the Fourier
series of f and Sn (x, f) be its nth partial sum i.e.,
Sn (x, f) =
n∑
k=0
(ak cos kx+ bk sin kx) .
It is known that the conjugate function f˜ has the Fourier expansion
∞∑
k=1
(ak sin kx− bk cos kx) .
If we denote
Ak (x, f) := ak coskx+ bk sinkx,





in the norm of X (T, ω).
Since for k = 1, 2, . . . ,






























































































































































































































































































































− f (r) (x)
]
,




































− f˜ (r) (x)
]
,
by (2.4) we have
































































































is decreasing, we finally conclude that










































































This by the relation
En (f)X,ω ≤ ‖f − Sn (., f)‖X(T,ω)
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gives (1.8) and completes the proof of Theorem 1.2.







holds with a constant c independent of n.
Proof of Theorem 1.3. Let ψ ∈ W 2kX (T, ω). Then by subadditivity
of the best approximation and Corollary 3.1 we have
En (f)X,ω = En (f − ψ + ψ)X,ω ≤ En (f − ψ)X,ω + En (ψ)X,ω
≤ c
{








Since this inequality holds for every ψ ∈ W 2kX (T, ω), by the definition of the
K−functional we get





, f ;X (T, ω) ,W 2kX (T, ω)
)
.
According to Theorem 2.10 this implies









which completes the proof.




ijx be the exponential Fourier
series of the boundary function of f and Sn (x, f) be its nth partial sum, i.e.,





Then for f ∈ H1 (D) , by Theorem 3.4 in [12] we have
γj (f) =
{
aj (f) , j ≥ 0
0, j < 0
.
Let T ∗n (x) be the polynomial of the best approximation to f from the class
Πn in the space X (T, ω) . Then the relation (2.3) and Theorem 1.3 for every
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n − Sn (·, f)‖X(T,ω)
≤ ‖f − T ∗n‖X(T,ω) + ‖Sn (·, T
∗
n − f)‖X(T,ω)








and the theorem is proved.
Proof of Theorem 1.5. Let f ∈ X (T, ω) and Tn (n = 0, 1, 2, . . .) be
the polynomials of best approximation to f in the class Πn.
Let n = 1, 2, . . . and δ := 1/n. For any m = 1, 2, . . .
(3.1) ΩkX,ω (δ, f) ≤ Ω
k
X,ω (δ, f − T2m+1) + Ω
k
X,ω (δ, T2m+1) .
We have
(3.2) ΩkX,ω (δ, f − T2m+1) ≤ c1 ‖f − T2m+1‖X(T,ω) = c1E2m+1 (f)X,ω .
On the other hand, using (2.2) and (2.3) we obtain















‖T1 − T0‖X(T,ω) +
m∑
i=0
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= E2i (f)X,ω 2
(i−1)2k,
and hence





holds for i ≥ 1. So, we get the estimate






















Combining (3.1), (3.2), (3.4) and using the last inequality completes the proof
of Theorem 1.5.
Proof of Corollary 1.6. Let




, α > 0, n = 1, 2, . . . ,
for f ∈ X (T, ω) .
Let δ > 0. If we choose the natural number n as the integral part of 1/δ,
we get by Theorem 1.5



























n ≤ 1/δ < n+ 1.
444 A. GUVEN AND D. M. ISRAFILOV
Hence, if 2k > α, then simple calculations yield ΩkX,ω (δ, f) = O (δ
α) . If






m−1 ≤ 1 + log (1/δ) ,
and from this inequality we obtain
ΩkX,ω (δ, f) = O (δ
α log (1/δ)) .




is convergent, hence the estimate














[1] S. Y. Alper, Approximation in the mean of analytic functions of class Ep (Russian),
Gos. Izdat. Fiz.-Mat. Lit. Moscow (1960), 272-286.
[2] N. K. Bary, A treatise on trigonometric series, Vol. I-II, Pergamon Press, New York,
1964.
[3] C. Bennett and R. Sharpley, Interpolation of operators, Academic Press, Inc., Boston,
1988.
[4] M. C. de Bonis, G. Mastroianni and M. G. Russo, Polynomial approximation with
special doubling weights, Acta Sci. Math. (Szeged) 69 (2003), 159-184.
[5] D. W. Boyd, Spaces between a pair of reflexive Lebesgue spaces, Proc. Amer. Math.
Soc. 18 (1967), 215-219.
[6] A. Bo¨ttcher and Yuri I. Karlovich, Carleson curves, Muckenhoupt weights and
Toeplitz operators, Birkhauser-Verlag, Basel, 1997.
[7] A. C¸avus¸ and D. M. Israfilov, Approximation by Faber-Laurent rational functions in
the mean of functions of the class Lp (Γ) with 1 < p < ∞, Approx. Theory Appl.
(N.S.) 11 (1995), 105-118.
[8] R. A. Devore and G. G. Lorentz, Constructive Approximation, Springer-Verlag,
Berlin, 1993.
[9] Z. Ditzian and V. Totik, K-functionals and best polynomial approximation in weighted
Lp(R), J. Approx. Theory 46 (1986), 38-41.
[10] Z. Ditzian and V. Totik, K-functionals and weighted moduli of smoothness, J. Approx.
Theory 63 (1990), 3-29.
[11] Z. Ditzian and V. Totik, Moduli of Smoothness, Springer Series in Computational
Mathematics 9, Springer-Verlag, New York, 1987.
[12] P. L. Duren, Theory of Hp Spaces, Academic Press, New York-London, 1970.
[13] G. Freud and H. N. Mhaskar, Weighted polynomial approximation in rearrangement
invariant Banach function spaces on the whole real line, Indian J. Math. 22 (1980),
209-294.
[14] G. Freud and H. N. Mhaskar, K-functionals and moduli of continuity in weighted
polynomial approximation, Ark. Mat. 21 (1983), 145-161.
APPROXIMATION BY TRIGONOMETRIC POLYNOMIALS 445
[15] E. A. Haciyeva, Investigation the Properties of Functions with Quasimonotone Fourier
Coefficients in Generalized Nikolskii-Besov Spaces (Russian), Authors Summary of
Candidates Dissertation, Tbilisi, 1986.
[16] R. Hunt, B. Muckenhoupt and R. Wheeden, Weighted norm inequalities for the con-
jugate function and Hilbert transform, Trans. Amer. Math. Soc. 176 (1973), 227-251.
[17] R. A. Hunt and W. Young, A Weighted Norm Inequality for Fourier Series, Bull.
Amer. Math. Soc. 80 (1974), 274-277.
[18] D. M. Israfilov, Approximation by p-Faber Polynomials in the Weighted Smirnov
Class Ep(G,ω) and the Bieberbach Polynomials, Constr. Approx. 17 (2001), 335-
351.
[19] D. M. Israfilov, Approximation by p-Faber-Laurent rational functions in the weighted
Lebesgue spaces, Czechoslovak Math. J. 54(129) (2004), 751-765.
[20] D. M. Israfilov and A. Guven, Approximation in weighted Smirnov classes, East J.
Approx. 11 (2005), 91-102.
[21] A. Yu. Karlovich, Singular integral operators with PC coefficients in reflexive re-
arrangement invariant spaces, Integral Equations Operator Theory 32 (1998), 436-
481.
[22] A. Yu. Karlovich, On the essential norm of the Cauchy singular operator in weighted
rearrangement-invariant spaces, Integral Equations Operator Theory 38 (2000), 28-
50.
[23] A. Yu. Karlovich, Algebras of singular integral operators with PC coefficients in re-
arrangement invariant spaces with Muckenhoupt weights, J. Operator Theory 47
(2002), 303-323.
[24] A. Yu. Karlovich, Fredholmness of Singular Integral Operators with Piecewise Contin-
uous Coefficients on Weighted Banach Function Spaces, J. Integral Equations Appl.
15 (2003), 263-320.
[25] V. M. Kokilashvili, A direct theorem on mean approximation of analytic functions by
polynomials, Soviet Math. Dokl. 10 (1969), 411-414.
[26] N. X. Ky, On approximation by trigonometric polynomials in Lpu−spaces, Studia Sci.
Math. Hungar. 28 (1993), 183-188.
[27] N. X. Ky, Moduli of Mean Smoothness and Approximation with Ap−weights, Ann.
Univ. Sci. Budapest. Eo¨tvo¨s Sect. Math. 40 (1997), 37-48.
[28] Chong Li, On best approximations from RS-sets in complex Banach spaces, Acta
Math. Sin. (Engl. Ser.) 21 (2005), 31-38.
[29] G. Mastroianni and V. Totik, Jackson type inequalities for doubling and Ap weights,
in: Proc. of the Third International Conference on Functional Analysis and Approx-
imation Theory, Vol. 1 (Acquafredda di Maratea, 1996), Rend. Circ. Mat. Palermo
(2) Suppl. 52 (1998), 83-99.
[30] G. Mastroianni and V. Totik, Weighted polynomial inequalities with doubling and
A∞ weights, Constr. Approx. 16 (2000), 37-71.
[31] G. Mastroianni and V. Totik, Best approximation and moduli of smoothness for dou-
bling weights, J. Approx. Theory 110 (2001), 180-199.
[32] H. N. Mhaskar, Introduction to the theory of weighted polynomial approximation,
Series in Approximation and Decompisitions 7, World Scientific Publishing Co., Inc.,
River Edge, 1996.
[33] B. Muckenhoupt, Weighted norm inequalities for the Hardy maximal function, Trans.
Amer. Math. Soc. 165 (1972), 207-226.
[34] A. I. Stepanets, Classification and approximation of periodic functions, translated
from the 1987 Russian original by P. V. Malyshev and D. V. Malyshev and revised
by the author. Mathematics and its Applications, 333. Kluwer Academic Publishers
Group, Dordrecht, 1995.
446 A. GUVEN AND D. M. ISRAFILOV
[35] A. F. Timan, Theory of approximaton of functions of a real variable, translated from
the Russian by J. Berry. English translation edited and editorial preface by J. Cossar.
International Series of Monographs in Pure and Applied Mathematics, Vol. 34 A
Pergamon Press Book. The Macmillan Co., New York 1963.
A. Guven
Department of Mathematics




E-mail : ag guven@yahoo.com
D. M. Israfilov
Department of Mathematics
Faculty of Art and Science
Balikesir University
10145, Balikesir
Turkey
E-mail : mdaniyal@balikesir.edu.tr
Received : 18.6.2008.
Revised : 4.11.2008.
