We propose a novel method to quantify brain growth in 3 arbitrary orthogonal directions of the brain or its sub-regions through linear registration. This is achieved by introducing a 9 degrees of freedom (dof) transformation called anisotropic similarity which is an affine transformation with constrained scaling directions along arbitrarily chosen orthogonal vectors. This gives the opportunity to extract scaling factors describing brain growth along those directions by registering a database of subjects onto a common reference. This information about directional growth brings insights that are not usually available in longitudinal volumetry analysis. The interest of this method is illustrated by studying the anisotropic regional and global brain development of 308 healthy subjects betwen 0 and 19 years old. A gender comparison of those scaling factors is also performed for 4 classes of age. We demonstrate through these applications the stability of the method to the chosen reference and its ability to highlight growth differences accros regions and gender.
In pediatric image analysis, the study of brain development provides insights in the 2 normal trend of brain evolution and enables early detection of abnormalities. Many 3 types of morphometric measurements based on structural images have been explored 4 and have shown their reliability as biomarkers in clinical use as established in [1] . used in this paper are publicly available in Anima 1 (open source software for medical 50 image processing). 
where U is a rotation matrix defining the directions of scaling, S is a diagonal scaling 61 matrix and R is a rotation matrix. We define a new linear transformation, hereafter 62 named anisotropic similarity, which is an affine transformation with constrained 63 directions of scaling. In other words, we define an anisotropic similarity transformation 64
as an affine one where U is fixed. Summing up, we have the following in 3D space: 65 • An affine transformation has 12 degrees of freedom:
66
a rotation (3 dof): the matrix U determines scaling directions.
67
an anisotropic scaling (3 dof): matrix S.
68
a rotation (3 dof): matrix R.
69
a translation (3 dof): vector t.
70
• For an anisotropic similarity, the directions of scaling defined by U are 71 constrained. This leaves 9 dof: 3 for rotation, 3 for scaling and 3 for translation. 72 1 Anima: github.com/Inria-Visages/Anima-Public/ March 6, 2019 4/33
• For a similarity, the scaling part is constrained to have identical values on the 73 diagonal i.e. S = s Id with s ∈ R leading to a linear part of the form sRU T . This 74 leaves 7 dof: 3 for rotation, 1 for scaling and 3 for translation. 75 • For a rigid transformation, the scaling part is constrained to identity leading to a 76 linear part of the form RU T which is a rotation matrix since rotation matrices 77 form a group for matrix multiplication. This leaves 6 dof: 3 for rotation and 3 for 78 translation. 79 1.2 Generalities about linear registration 80 Registration consists in finding an optimal transformation that matches a moving image 81 onto a reference image. This transformation is usually obtained by maximizing a 82 similarity criterion. Many rigid (or linear in general) registration methods have been 83 developed. They can be divided into two families: the ones that try to match 84 geometrical features such as contours or surfaces, and those called iconic that are based 85 on voxel intensities. Some of them use a global similarity measure between the two 86 images such as mutual information in [25] and [26] , while others rely on local similarities. 87
Among this second category of approaches, block matching strategies exposed in [27] 88 and [28] have gained in popularity. In those methods, two steps are iterated: 2. Aggregation into a global transformation: an optimization is performed in order 92 to find the global transformation minimizing a distance between the sets of blocks 93 and is then applied to the moving image. Usually, the weighted sum of squared 94 euclidean distance is chosen for the cost function.
95
In order to perform an anisotropic similarity registration using the block-matching 96 method, the two steps mentioned above have to be iterated. matching of x and y consists in the minimization of the following criterion:
Remark. For the sake of clarity we presented a version with a non-weighted least 108 squares problem but the reasoning is the same with a weighted one.
109
The optimal translationt can be directly obtained from the optimal linear part 110 (independently of the type of linear transformation) from the barycenters of the two sets 111 of points as developed in [29] .
Let x i = x i −x and y i = y i −ȳ be the barycentric coordinates, the problem can then be 113 simplified as:
In the case of the linear part being affine, there is no constraint. A closed form solution 115
can therefore be easily found as shown in [29] . For rigid and similarity transformations, 116 constraints lead to more complicated lagrangians but a closed form solution can be 117 found as well using unit quaternions in 3D space as a representation of rotations like 118 in [30] and [29] . To our knowledge, the optimization procedure in the case of anisotropic similarities has 122 not been considered in the literature. We thus present a method also based on 123 March 6, 2019 6/33 quaternions to find the optimal anisotropic similarity between two sets of paired points. 124
Writing A as its decomposition, the goal is to minimize the following criterion:
R can be expressed using quaternions following [30] and [29] and the problem then 127 becomes (see A.1):
Where q is a unit quaternion and * is the quaternion multiplication. Let p and q be 129 quaternions. There is a matricial representation of quaternions allowing to express 130 quaternion product as a matrix product. Matricial quaternions P and Q are defined 131 such that: Q p q = p * q and P p q = q * p ⇔ P T p q = q * p.
Using those matricial quaternions on y i and ξ i taken as pure quaternions, we have 133 y i * q = Q y i q and −q * ξ i = −P T ξi q = P ξi q. Thus, we obtain the following criterion (see 134
For further computation, we denote
with unit constraint q T q = 1 has then to be added to ensure a unit quaternion:
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The derivatives of this new formulation can then be written as:
Derivative with respect to q depends upon s j and vice versa. Therefore, a direct 139 solution to the problem of minimizingC(q, S) is difficult to find if not impossible.
140
However, separating the problem between S and q leads to an alternate optimization 141 scheme, each having an analytical solution.
142
Rotation:
Solving this equation amounts finding the eigen vectors of B. More precisely, the global 144 minimumq is the one associated to the smallest eigen value of B as shown in [30] , [29] . 145 In the previous section, a method to find the optimal anisotropic similarity between two 156 sets of paired points has been depicted. This gives the opportunity to register a database 157 repartition among databases and on image characteristics are given in Figure 2 . We developed a pipeline composed of 5 steps to extract scaling factors for 3 orthogonal 167 directions on ROIs from a database of subjects. The above numbers associated to the steps are also associated to the subsections 176 numbering below and to the numbers in Figure 3 . by the reference image. This is due to the fact that, in the process, only the residual 183 local transformations are averaged, ignoring global affine ones. Our method, developed 184
in [32] , takes advantage of the log-Euclidean framework developed in [33] and the 185 Baker-Campbell-Hausdorff formula, mentionned in [34] and [35] , allowing to average the 186 composition of an affine transformations and a diffeomorphism. This adjustment leads 187 to the creation of atlases up to a rigid transformation. to transfer all the segmentations onto our atlas which have been then merged using 198 majority voting following [38] . The segmented atlas is shown Figure 4 . In our application, the matrix U is the same for all ROIs of the reference image and is 209 defined using the whole brain. However, it is possible to define a different U for each 210 ROI independently. Chosen directions of scaling are shown Figure 4 . 2. An anisotropic similarity initialized from the previous step output is then 218 computed to bring the subjects onto the atlas masked by the current ROI.
219
The first transformation, a similarity, is computed indirectly during a process of 220 affine registration. Let A be the linear part of an affine transformation T A . We consider 221 the following SVD: A = V DW T with D diagonal positive, V and W unitary matrices. 222 We define T B (the nearest similarity associated to T A ) as the transformation with linear 223 part B =dV W T withd being the average of the singular values namely the mean of 224 the diagonal of D, and translation part t =ȳ − Bx. We chose the initialization to be a 225 similarity since the composition of a similarity T B and an anisotropic similarity T C 226 associated to a matrix U is still an anisotropic similarity associated to the same U : Several models are traditionally used to represent growth in biostatistics such as the 246 exponential or Weibull models. The second one has been considered by [24] as the best 247 suited to model brain growth in terms of volume. Our case however is different: it can 248 be viewed as a 3-way unidimensional approach. In our quest to find the function best 249 suited to model growth curves for our data, we decided to consider, as a prior, that the 250 brain expansion is stopping at some point. Therefore, we restricted the spectrum to 251 functions that have an horizontal asymptote at infinity. The selected candidates to 252 model brain growth in the chosen directions are the following:
253
• Rational with polynomials of degree 1 as numerator and denominator :
For each candidate, the optimal coefficients are estimated through nonlinear 259 regression using the Levenberg-Marquardt iterative weighted least squares algorithm 260 from [40] . In this process, weights are chosen to compensate for local gender repartition. 261
For each subject i, a window of width l = 2 years centered on the subject age is 262 considered. Let n f , n m and n be the number of female, male and total subjects 263 respectively in that window. A correction coefficient c f = n m n is applied if i is a female 264 and c m = n f n if i is a male. Let {y 1 , . . . , y n } be the observations (i.e. here the obtained 265 scaling factors),ȳ be the average of those and {ŷ 1 , . . . ,ŷ n } be the fitted values.
266
Based on these statistics, the chosen candidate for the modeling will be the one that 267 selection is the Akaike information criterion (AIC) developed in [42] and [43] . Based on 274 information theory, it proposes to estimate the information loss induced by each 275 candidate model to represent an unknown process that supposedly generated the data 276 as shown in [44] . This is made possible through the estimation of the Kullback-Leibler 277 divergence related to the maximized log-likelihood. AIC is defined by: All the goodness of fit depicted above as well as MSE have been evaluated for each 293 of our candidates to model the scaling factors for each ROI. We present the results of 294 this evaluation Figure 6 . The Gompertz and exponential models are largely below the 295 other two. Even though the Weibull model behaves relatively well, the rational one 296 shows better scores whatever the tested goodness of fit. figure 7 . The method presented by [46] is used to compute simultaneous 99% 302 confidence intervals for fitted values. The black curve represents the average brain 303 growth computed as the mean of the directional models (Figure 7) . can be found between genders. We divided our data into four classes based on the age 308 of the subjects. The first one contains dHCP participants (newborns), the second one is 309 composed of all non-newborn subjects between 0 and 6 years old, the third one between 310 6 and 12 and the fourth superior to 12 years old. Repartition of the subjects in terms of 311 gender, age class and study is shown Table 1 . the distributions of males and females are different. We performed 252 tests in total: 4 319 age classes × 21 ROIs × 3 directions whose results are shown figure 8.
320
A type 1 error, or false positive, occurs when H 0 is incorrectly rejected. Since we are 321 doing multiple comparisons, rejecting H 0 based on the risk of type 1 error α = 5%, may 322 lead in our case to an expected number of false positives superior to 12. Instead of using 323 α, we therefore adopted the false discovery rate (FDR) that controls the proportion of 324 false positives among the tests where H 0 has been rejected. Therefore, we stated the 325 acceptance or rejection of H 0 based on a FDR at level 5%. This has been done using 326 Benjamini and Hochberg procedure from [47] and corresponds to reject H 0 when the 327 p-value is less than 0.0077 (Figure 8 ). FDR has been preferred to family-wise error rate 328 March 6, 2019 19/33
(FWER), that controls the risk of at least 1 false positive among the whole family of 329 tests, because of the over-conservatism of this last type of procedure leading to poor test 330 power (probability of correctly rejecting H 0 ). Additionally, we calculated, for each test, 331 the effect size d following:
is the set of scaling factor of males (resp. females) used for the test. We 333 preferred the use of median instead of mean due to the fact that we do not know the 334 distribution of the data a priori and we performed ranksum type tests. For all the tests that lead to a rejection of the null hypothesis, scaling factors were 336 higher for males both in terms of means and medians. Tests show that scaling factors of 337 males seem higher in the second age class (0-6), brainwise and mainly in temporal and 338 cerebellum areas along the direction 1. This is also notable in the same regions between 339 6 and 12 years, this time along direction 3. For the older class (12) (13) (14) (15) (16) (17) (18) (19) , this phenomenon 340 essentially appears brainwise along the direction 3 and in the parietal lobes along 341 direction 1.
342
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To evaluate the influence of the common reference image, the whole process described 344 previously is reproduced using six different reference images. Those are atlases for 345 different time-points t 1 , . . . , t 6 based on the previously depicted population. Atlas for 346 time t i is created using subjects with ages close to t i weighted according to their 347 temporal distance to t i using kernel regression. Time-points are chosen such that five of 348 them cover the period in which the majority of the brain expansion occurs, the last is 349 positioned later, in a stabilized area (Figure 9 ). the two atlases such that it can be seen as a percentage of it (relative distance). The 369 relative distance between scaling factors from reference atlases k and l is then computed 370 as: After examination of all the pairwise combinations, the temporal distance between 372 the reference images does not seem to have an impact on the distance of the scaling 373 ratios associated to each other ( figure 10 ). The highest median of relative distance happens to be between atlases 2 and 5 for right basal ganglia, but does go above reach 375 8% of difference. Relative standard deviation between reference atlases. Boxplots among subjects for each ROI j, each direction d: boxplot(D(., j, d)).
383
The graphs ( figure 11 ) suggest that the method, when applied to large regions such 384 as whole brain and hemispheres, is really robust to reference image change. Occipital 385 lobes and cerebellum however seem to be more vulnerable areas. Those two regions 386 share a common border and we believe that the segmentation process is a crucial step in 387 that case. The cerebellum position indeed varies quickly in early stages of life and our 388 decision to use segmentations based on neonates can be a bit inadequate for this area in 389 particular. We also think that the way we chose to define the constrained directions of 390 scaling (especially those using purely geometrical considerations through PCA on voxel 391
March 6, 2019 23/33 coordinates) may not be the best suited for robustness in those areas. More anatomical 392
features could lead to even smaller influence of the reference image. been well adopted as a standard by the clinical neuroimaging community even though it 401 is mostly a convention for visualization and at the cost of introducing a human 402 interaction or a preprocessing step. There is no absolute good choice though and this 403 choice depends on the purpose of the study. It is also possible to define specific 404 directions for each ROI that could bring additional information for further studies. This 405 method is therefore very flexible in the choice of the scaling directions and the ROIs, yet 406 it has shown oneself robust concerning the choice of the common reference image. 407 We focused on the expansion of structures of a database of healthy subjects but we 408
can also imagine using this method for patients. Intra-individual surveys are also 409 possible, for subjects that had multiple scans through time, to monitor the evolution of 410 a brain sub-region or any part of the body and infer the way it is going to expand.
411
Finally, although it does not call into question the method itself, there is room for 412 improvements in the way we segmented the ROIs. The main difficulty is to find a 413 method that is reproducible while being adaptable to brains from subjects scanned 414 across a wide range of ages, which induces a large variability in contrast and shape.
415

Conclusion 416
We have presented a method that allows the extraction of regional and global scaling 417 factors along arbitrary chosen orthogonal directions. This is done through linear 418 registration using a 9 dof transformation, anisotropic similarity, which is an affine
The main methodological contribution of this paper concerns the resolution of the 421 problem of finding the optimal anisotropic similarity that best matches two sets of the same constrained directions of scaling for all ROIs even though it is possible to 431 choose different ones for each. As an output, we obtained for each subject, for each ROI, 432
for each chosen direction a scaling, a scaling factor that we normalized such that it 433 represents an expansion factor from birth.
434
Those scaling factors have been used to model the anisotropic development of the 435 brain. After model selection, it has been determined that rational function with 436 polynomials of degree 1 as numerator and denominator is the best suited among the 437 tested candidates for that modeling. Curves representing scaling factors as a function of 438 the age for each ROIs, each chosen direction, along with associated confidence intervals 439 have then beeen computed on a combination of four databases.
440
Tests to determine the influence of gender in those scaling factors have been 441 performed for different age classes. Finally, two experiments have been conducted to 442 evaluate the influence of the aforementioned common reference image. The results have 443
shown small relative differences depending on the choice of the reference image leading 444 to the conclusion that the method is robust in that aspect. 
A.2
If p is a vector, the associated quaternion is pure: p 1 = 0 which implies that Q p and P p are skew-symmetric.
Yet y i and ξ i are vectors, thus:C (q, S) = i ||y i * q − q * ξ i || 2
A.3
If p is a vector, the associated quaternion is pure: p 1 = 0 which implies that Q p and P p are skew-symmetric and Q 2 p = P 2 p = −p T pI 4 .
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Yet y i and ξ i are vectors, thus:
Thus:
E jj being the matrix with a 1 at the intersection of the j th row and the j th column and 0 elsewhere. 
