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We construct a classRm ofm×m boolean invertiblematriceswhose
elements satisfy the following property: when we perform the
Hadamard product operation Ri  Rj on the set of row vectors
{R1, . . ., Rm} of an element R ∈ Rm we produce either the row
Rmax{i,j} or the zero row. In this paper, we prove that every matrix
R ∈ Rm is uniquely determined by a pair of permutations of the
set {1, . . . ,m}. As a by-product of this result we identify Haar-type
matrices from a pair of permutations as well, because these matri-
ces emerge from the Gram–Schmidt orthonormalization process of
the set of row vectors of R matrices belonging in a certain subclass
R0 ⊂ Rm.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let g : Im × Im → Im be an operation on the set Im = {1, . . . ,m} (m ∈ N) and let Ag be the class
of allm × mmatrices A over the fieldC of complex numbers whose row vectors A1, . . . , Am satisfy
Ai  Aj = cij Ag(i,j), i, j = 1, . . . ,m (1.1)
for some double-indexed sequence of scalars {cij}mi,j=1. Here and hereafter
Ai  Aj = (Ai1Aj1, . . . , AimAjm) , i, j = 1, . . . ,m (1.2)
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is the usual Hadamard product operation [11, p. 298]. The notationA = (A1, . . . , Am) is used to denote
anm×mmatrix Awith rows A1, . . . , Am. We define the support of the i-row of anm×mmatrix A by
supp{Ai} = {k ∈ {1, . . . ,m} : Ai,k = 0}
and we use the notation supp{ATi } to denote the support of the i-column of A.
It is remarkable that well known classes of matrices with numerous applications in signal processing,
data manipulation, information and communication theory satisfy (1.1). For example the rows of the
Fourier matrix Fm =
{
1√
m
e2π i
(k−1)(n−1)
m
}m
k,n=1
[3] satisfy
(Fm)i  (Fm)j = m−1/2(Fm)Mod(i+j−2,m)+1.
Also the 2n × 2n Walsh matricesWn (n = 1, 2, . . .) [10] satisfy (1.1) as well. Indeed
(Wn)i  (Wn)j = 2−n/2(Wn)k,
where i−1 = (ε0, . . . , εn−1)2 and j−1 = (e0, . . . , en−1)2 for εn, en ∈ {0, 1} represent the numbers
i − 1, j − 1 ∈ {0, . . . , 2n − 1} in base 2 and k − 1 = (ε0 ⊕ e0, . . . , εn−1 ⊕ en−1)2 under addition
mod2.
Another important class of matrices satisfying (1.1) for i = j is the class of Haar matrices. Recall that
the Haar transform described by Haar in 1910 serves as the prototypical wavelet transform providing
sparse representations for discrete/piecewise constant signals [6]. The linearity of the Haar transform
on finite data of lengthm = 2N is expressed via the well known 2N × 2N Haar matrix H(N) produced
recursively by
H(1) =
⎛
⎜⎝
1√
2
1√
2
1√
2
− 1√
2
⎞
⎟⎠ , . . . ,H(n) =
⎛
⎜⎜⎜⎜⎜⎝
H(n−1) ⊗
(
1√
2
, 1√
2
)
− − − − − − − − −−
I2n−1 ⊗
(
1√
2
,− 1√
2
)
⎞
⎟⎟⎟⎟⎟⎠ , n = 2, . . . ,N.
Here the symbol⊗ denotes tensor product of matrices [11, p. 243] and In is the n× n identity matrix.
From the above definition we derive the following property:
H
(N)
i  H(N)j = cijH(N)max{i,j} : cij ∈ {0} ∪
{
± 1
2k/2
}N
k=2
, i, j = 1, . . . , 2N (N > 1), i = j.
Furthermore in [2, p. 198] we made the following observation:
Observation 1. The rows of H(N) emerge from the Gram–Schmidt orthonormalization process of the
set of rows of a 2N × 2N boolean invertible matrix U(N) produced recursively by
U(1) =
⎛
⎝ 1 1
1 0
⎞
⎠ , . . . ,U(n) =
⎛
⎜⎜⎜⎝
U(n−1) ⊗ (1, 1)
− − − − −
I2n−1 ⊗ (1, 0)
⎞
⎟⎟⎟⎠ , n = 2, . . . ,N. (1.3)
From (1.3) we can see that the row vectors of U(N) satisfy (1.1). More precisely
U
(N)
i  U(N)j = cijU(N)max{i,j} : cij ∈ {0, 1}, i, j = 1, . . . , 2N . (1.4)
N. Atreas, C. Karanikas / Linear Algebra and its Applications 435 (2011) 95–105 97
Moreover in [1, Definition 6] we saw that if m = p1 · · · pN (p1 ≥ · · · ≥ pN) is the prime integer
factorization of a natural number m, then (1.3) is a special case of a more general recursive equation
which produces m × m boolean invertible matrices (called U-matrices) satisfying (1.4) as well. Here
we make another important observation.
Observation 2. TheGram–Schmidt orthonormalization process of the set of rowvectors ofU-matrices
producesm × m Haar-type matrices.
Definition 1. We say that an m × m orthonormal matrix Hm is a Haar-type matrix if the following
three conditions are satisfied:
(i) for i, j = 1, . . . ,mwith i = j, the rows of Hm satisfy (Hm)i  (Hm)j = cij(Hm)max{i,j} for some
double-indexed sequence of scalars c = {cij};
(ii) the set of all non-zero entries of any row ofHm contains only two elementswith alternate signs
(except for the first row (Hm)1 = m−1/2{1, . . . , 1}); and
(iii)
∑m
j=1(Hm)ij = 0, i = 2, . . . ,m.
Motivated from (1.4) we give the following.
Definition 2. For any natural number m we define by Rm the class of all m × m boolean invertible
matrices R = {R1, . . . , Rm}whose row vectors satisfy
Ri  Rj = cij Rmax{i,j} : cij ∈ {0, 1}, i, j = 1, . . . ,m.
Then the following result is straightforward.
Lemma 1. Let A be an m×m boolean invertible matrix and let 1 ≤ i < j ≤ m. Then A ∈ Rm if and only
if supp{Aj} ⊂ supp{Ai} or supp{Ai} ∩ supp{Aj} = ∅.
The aim of this work is to describe all elements R ∈ Rm in a unique way. Our motivation to do that
originates fromobservations1 and2. SinceHaarmatrices and theirmodifications emerge fromboolean
matrices (1.3) and more generally from U-matrices contained in the classRm, if we could establish an
encoding/decoding scheme for any element inRm thenwewouldbe able to encodeHaar-typematrices
as well by the same scheme. Notice that Haar-typematrices and their corresponding transforms [7–9]
are used in a variety of applications such as classification [4], identification [5], and compression [7]
and so it is important to be able to identify and store these matrices efficiently.
The paper is organized in the following sections:
In Section 2 we identify all elements R ∈ Rm from two permutations. In Proposition 1 we define a
class Am ⊂ Rm containing all m × m unitriangular boolean matrices and we prove that there is an
one to one correspondence between the class Am and the symmetric group Pm of the set {1, . . . ,m}.
Then in Theorem 1 we state our first main result: every element R ∈ Rm can be uniquely written as
R = ArPρ : (ρ, r) ∈ Pm × Pm,
where Ar is an m × m unitriangular boolean matrix in Am associated with a unique permutation
r ∈ Pm and Pρ is an m × m permutation matrix associated with another permutation ρ ∈ Pm. Since
the symmetric group Pm is enumerated, every matrix R ∈ Rm can be coded by two natural numbers
between 1 andm!, see Proposition 2.
In Section 3weproduce orthonormalmatrices from Rmatrices, see (3.2) and Proposition 3. In Theorem
2 of this section we determine a subclassR0 ⊂ Rm whose elements R0 satisfy the following property:
the orthonormalization process of the set of rowvectors of anymatrix R0 producesHaar-typematrices.
Therefore Haar-type matrices can be identified from two permutations as well.
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2. The class of Rmatrices
LetRm be the class ofm×mboolean invertiblematrices as in definition 2. In this section,wedetermine
all elements R ∈ Rm by two permutations. First we need the following.
Definition 3. For any natural numbermwe denote by Am the class of allm × m upper unitriangular
boolean matrices Awhose row vectors satisfy
Ai  Aj = cij Amax{i,j} : cij ∈ {0, 1} i, j = 1, . . . ,m.
Then we can prove the following.
Proposition 1. The class Am and the set
Sm = {s = {s(1), . . . , s(m)} : s(i) ≤ i, s(i) ∈ N} (2.1)
are equivalent, i.e. there exists a bijection f : Am → Sm.
Proof. Clearly Am ⊆ Rm. Therefore for any element A ∈ Am and for any 1 ≤ i < j ≤ m we have
supp{Aj} ⊂ supp{Ai} or supp{Ai} ∩ supp{Aj} = ∅ as a result of Lemma 1. Let Sm be as in (2.1). We
define a map f : Am → Sm : s = f (A) by
s(1) = 1, s(j) =
⎧⎨
⎩ k, whenever k = max
{
i ∈ {1, . . . , j − 1} : supp(Aj) ⊂ supp(Ai)}
j, whenever supp(Ai) ∩ supp(Aj) = ∅ for any i = 1, . . . , j − 1
. (2.2)
Using (2.2) we compute the support of the columns of any element A ∈ Am by
supp
(
ATj
)
= {sk(j) : 0 ≤ k ≤ μj}, j = 1, . . . ,m, (2.3)
where 0 ≤ μj ≤ m − 1 is the first natural number satisfying sμj+1(j) = sμj(j). Here we consider
s0(j) = j. Also we use the notation sk(j) k = 2, . . . ,m to denote the composition of the sequence s
with itself k times.
Clearly (2.3) ensures that f is injective. Now we shall prove that f is surjective. To do that we consider
an element s ∈ Sm and we define an m × m boolean matrix A by (2.3). Then we notice that A is an
upper unitriangular matrix because j ∈ supp
(
ATj
)
for any j = 1, . . . ,m and sk(j) > sk+1(j) for any
0 ≤ k ≤ μj because of (2.1) and (2.3). It suffices to prove that A ∈ Am and f (A) = s as in (2.2). To do
that we use Lemma 1. First we consider two cases:
(i) Let i < j and let i ∈ supp
(
ATj
)
. Take any λ ∈ supp(Aj), λ ≥ j. Then j ∈ supp
(
ATλ
)
and so from
(2.3) there exists 1 ≤ lλ ≤ λ − j such that slλ(λ) = j. Therefore
supp
(
ATλ
)
=
{
sk(λ) : k = 0, . . . , lλ − 1
}
∪ supp
(
ATj
)
. (2.4)
Since i ∈ supp
(
ATj
)
, by (2.4) i ∈ supp
(
ATλ
)
, i.e. λ ∈ supp(Ai), so supp(Aj) ⊂ supp(Ai).
(ii) Let i < j and i /∈ supp
(
ATj
)
. Take any λ ∈ supp(Aj). Working as in (i) we obtain (2.4). Since
sk(λ) > sk+1(λ) ≥ j > i for all k = 0, . . . , lλ − 1 and since i /∈ supp
(
ATj
)
we deduce that
i /∈ supp
(
ATλ
)
. Therefore λ /∈ supp(Ai), i.e. supp(Ai) ∩ supp(Aj) = ∅.
From (i) and (ii) we deduce that the matrix A satisfies Lemma 1 and so A∈Am. Furthermore from (i),
(2.3) and theproperty sk(j)>sk+1(j) for any0 ≤ k ≤ μjweobtain s(j)=max {i∈{1, . . . , j − 1} : supp
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(Aj) ⊂ supp(Ai)}. Also from (ii) and (2.3) we can see that whenever supp(ATj ) = {j}, then supp(Ai) ∩
supp(Aj) = ∅ for any i = 1, . . . , j − 1. Therefore f (A) = s as in (2.2) and we are done. 
Now we state our first main Theorem.
Theorem 1. Let Am be as in definition 3 and let Sm be as in (2.1). Consider the bijection f : Am → Sm :
s = f (A) as in (2.2) and define the elements of the class Am by As = f−1(s). Then every element R ∈ Rm
is uniquely written as
R = AsPρ,
where Pρ is anm×mpermutationmatrix produced frompermuting the columnsof the identitymatrix Im by
apermutationρ ∈ Pm.Therefore everyelementR ∈ Rm isuniquelydeterminedbyapair (ρ, s) ∈ Pm×Sm.
Proof. Let As = f−1(s) be defined above and let Pρ be anm×m permutation matrix associated with
a permutation ρ = {ρk}mk=1 ∈ Pm as above. Then
supp
{
(AsPρ)i
} = {ρ−1k : k ∈ supp {(As)i}} ,
where ρ−1 is the inverse permutation of ρ . Thus AsPρ ∈ Rm because As ∈ Rm. Therefore the set{AsPρ : (ρ, s) ∈ Pm × Sm} is a subset of the classRm.
Now we assume that there exists an element R ∈ Rm not written in the form R = AsPρ . Then we
define a sequence ρ = {ρi}mi=1 : ρi ∈ {1, . . . ,m} by
ρi = max
{
supp{RTi }
}
, i = 1, . . . ,m
and we examine two cases:
(i) Let ρ ∈ Pm and let Pρ−1 be the m × m permutation matrix produced from permuting the
columns of the identity matrix Im by the inverse permutation ρ
−1. Then the matrix R Pρ−1 is
an upper unitriangular matrix inRm, so R Pρ−1 ∈ Am. Therefore there exists a unique sequence
s ∈ Sm such that R Pρ−1 = As. Thus R = As Pρ , contradiction.
(ii) Let ρ /∈ Pm. Then there exists at least one pair (i0, j0), i0 = j0 such that ρi0 = ρj0 and so
{i0, j0} ∈ supp{Rρi0 }. Taking into account Lemma 1we deduce that supp{RTi0} = supp{RTj0}. Thus
R is not invertible, contradiction. 
Remark 1. Let R ∈ Rm. In order to compute its corresponding pair (ρ, s) ∈ Pm × Sm we work in the
following steps:
(i) We determine a permutation ρ ∈ Pm by
ρi = max{supp{RTi }}, i = 1, . . . ,m.
(ii) Then we compute the matrix RPρ−1 (Pρ−1 is a permutation matrix as in Theorem 1).
(iii) Finally we define a sequence s ∈ Sm by
s(i) =
⎧⎪⎨
⎪⎩
i, supp{(R Pρ−1)Ti } = {i}
max
{
supp{(R Pρ−1)Ti } − {i}
}
, otherwise
.
Now we deal with the set Sm in (2.1). This set is enumerated because every element s ∈ Sm is the
sequence of digits of a number N ∈ {0, . . . ,m! − 1} in the factorial number system
N = m!
m∑
i=1
s(i) − 1
i! . (2.5)
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Clearly the symmetric group Pm and the set Sm are equivalent. For completeness we demonstrate this
equivalence. Let s ∈ Sm, then we define recursively a unique element ρ ∈ Pm by
ρ(1) = {1} → ρ(2) ∈ P2 → . . . → ρ = ρ(m) ∈ Pm : ρ(k)n =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
k, n = s(k)
ρ
(k−1)
n , n < s(k)
ρ
(k−1)
n−1 n > s(k)
n = 1, . . . , k .
(2.6)
On the other hand for any ρ = ρ(m) ∈ Pm we find a unique element s ∈ Sm by reversing (2.6). In fact
s(m − k) =
(
ρ(m−k)
)−1
m−k , k = 0, . . . ,m − 2,
where
ρ(m−k−1)n =
⎧⎪⎨
⎪⎩
ρ
(m−k)
n , n < s(m − k)
ρ
(m−k)
n+1 , n ≥ s(m − k)
, n = 1, . . . ,m − k − 1.
We present the following example.
Example 1. Let s = {1, 1, 2, 1}. We take the trivial permutation ρ(1) = {1}. We consider the element
s(2) = 1 and we enlarge ρ(1) by inserting the value 2 as the 1st element of ρ(2) = {2, 1}. Then
we take the element s(3) = 2 and we enlarge ρ(2) by inserting the value 3 as the 2nd element of
ρ(3) = {2, 3, 1}. Finally we take the element s(4) = 1 and we insert the value 4 as the 1st element of
ρ(4) = ρ = {4, 2, 3, 1}.
Inversely let us assume that ρ = {4, 2, 3, 1}. We delete the biggest element from ρ , store its position
to a new sequence s(1) = {1} and we keep the residue ρ(1) = {2, 3, 1}. Then we delete the biggest
element of ρ(1), store its position as the 1st element of s(2) = {2, 1} and we keep the residue ρ(2) =
{2, 1}. We proceed in the same way to produce s = s(4) = {1, 1, 2, 1}.
Now we can prove the following.
Proposition 2. Every element R ∈ Rm can be identified from a pair of natural numbers between 1 and
m!.
Proof. We take any pair of natural numbers (k, n) so that 0 ≤ k, n ≤ m! − 1. For this selection
we use (2.5) and we produce a unique pair (σ, s) ∈ Sm × Sm. Then we use (2.6) to obtain a unique
permutation ρ associated with σ . Finally we use Theorem 1 and we construct a unique element
R ∈ Rm. 
Remark 2. Proposition 2 imposes some limitations. In order to convert an element of Pm (or Sm)
to a number N between 1 and m! and vice versa we need m to be small enough so that N can be
held in a machine word; for 32-bit words this means m ≤ 12 and for 64-bit words this means
m ≤ 20.
Example 2. Letm = 7. We consider a pair of natural numbers between 0 and 7! − 1, for example we
select the pair (1637, 935). Then we use (2.5) to obtain
(1637, 935) ↔ (σ, s) ∈ Sm × Sm : σ = {1, 1, 2, 4, 4, 6, 7}, s = {1, 1, 2, 1, 3, 2, 5}.
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Then we use (2.6) to obtain σ ↔ ρ = {2, 3, 1, 5, 4, 6, 7}. Finally we use Theorem 1 to produce a
matrix R = AsPρ . Indeed
R = AsPρ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1
0 1 1 0 1 1 1
0 0 1 0 1 0 1
0 0 0 1 0 0 0
0 0 0 0 1 0 1
0 0 0 0 0 1 0
0 0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0 0 0 0
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 1 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1
1 1 0 1 0 1 1
0 1 0 1 0 0 1
0 0 0 0 1 0 0
0 0 0 1 0 0 1
0 0 0 0 0 1 0
0 0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
This matrix is uniquely determined by the pair (1637, 935). In the above calculations the matrix As
is produced from (2.3) for s = {1, 1, 2, 1, 3, 2, 5} whereas the permutation matrix Pρ results from
permuting the columns of the identity matrix Im by the permutation ρ = {2, 3, 1, 5, 4, 6, 7}.
3. Haar-type matrices derived from Rmatrices
Let R ∈ Rm. In this section, we produce orthonormal matrices from R matrices, see (3.2) below. Also
we establish a subclassR0 ⊂ Rm of matrices whose elements provide Haar-type matrices via (3.2).
We consider anm × mmatrix R = {Rλ : λ = 1, . . . ,m} inRm and we define a map f¯ : Rm → Sm :
s = f¯ (R) by
s(1) = 1, s(j) =
⎧⎨
⎩ k, whenever k = max
{
i ∈ {1, . . . , j − 1} : supp(Rj) ⊂ supp(Ri)}
j, whenever supp(Ri) ∩ supp(Rj) = ∅ for any i = 1, . . . , j − 1
. (3.1)
Clearly f¯ is not injective but the restriction of f¯ on Am is injective as we showed in Proposition 1, see
(2.2). For s = f¯ (R) we define the row vectors
R˜λ = Rλ − aλ‖Rλ‖22
qλ
‖qλ‖22
, (3.2)
where aλ = 1 − δλ,s(λ) (δij is the Knonecker delta symbol),
qλ =
⎧⎨
⎩ Rs(λ), s(λ) = λ − 1Rs(λ) −∑λ−1μ=s(λ)+1 δs(μ),s(λ)Rμ, s(λ) < λ − 1 , (3.3)
and ‖ · ‖2 is the usual norm on the spaceCm of all complex valued sequences of lengthm.
Lemma 2. Let R ∈ Rm, s = f¯ (R) be as in (3.1) and let qλ be a row vector as in (3.3) for some 1 < λ ≤ m
such that s(λ) ≤ λ − 1. Then
supp{Rλ} ⊂ supp{qλ} ⊆ supp{Rs(λ)}. (3.4)
Proof. Under the above assumptions we define
Qλ = {δs(μ),s(λ)Rμ : δs(μ),s(λ) = 1, μ = s(λ) + 1, . . . , λ − 1}.
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Taking into account (3.1) we see that all elements in Qλ are those row vectors of Rwhose support is a
proper subset of the support of the rowRs(λ). Furthermore, ifwe consider s(λ)+1 ≤ μ1 < μ2 ≤ λ−1
and Rμ1 , Rμ2 ∈ Qλ, then supp{Rμ1} ∩ supp{Rμ2} = ∅, otherwise Rμ2 /∈ Qλ contradiction. From the
above observations and (3.3) we deduce that
supp{qλ} =
⎧⎨
⎩ supp{Rs(λ)} s(λ) = λ − 1supp{Rs(λ)} − ∪Rμ∈Qλsupp{Rμ} s(λ) < λ − 1 ,
and so supp{qλ} ⊆ supp{Rs(λ)}. Also, from (3.1) we see that supp{Rλ} ⊂ supp{Rs(λ)} and supp{Rλ} ∩
supp{Rμ} = ∅ for anyμ = s(λ)+1, . . . , λ−1. Since qλ = Rs(λ)−∑λ−1μ=s(λ)+1 δs(μ),s(λ)Rμ, necessarily
supp{Rλ} ⊆ supp{qλ}. But qλ cannot coincidewithRλ (otherwise thematrixRwould not be invertible),
so the result follows. 
Proposition 3. Let R˜ = {R˜1, . . . , R˜m} be anm×mmatrix whose row vectors R˜i are defined in (3.2). Then
R˜ is an orthogonal matrix and for any λ, r with λ = r the row vectors of R˜ satisfy
R˜λ  R˜r = cλ,r R˜max{λ,r}
for some double indexed sequence of scalars c = {cλ,r}.
Proof. Let s = f¯ (R) be as in (3.1) and let R˜ = {R˜1, . . . , R˜m} be defined in (3.2). Then
〈R˜λ, R˜r〉 = 〈Rλ, Rr〉 − aλ‖Rλ‖22‖qλ‖−22 〈qλ, Rr〉 − ar‖Rr‖22‖qr‖−22 〈Rλ, qr〉
+ aλar‖Rλ‖22‖qλ‖−22 ‖Rr‖22‖qr‖−22 〈qλ, qr〉, (3.5)
where 〈·, ·〉 is the usual inner product onCm.
Let λ = r. Without loss of generality we consider 1 ≤ λ < r ≤ m and ar = 1. Indeed if ar = 0 then
the two last terms in (3.5) vanish and so
〈R˜λ, R˜r〉 = 〈Rλ, Rr〉 − aλ‖Rλ‖22‖qλ‖−22 〈qλ, Rr〉.
Since ar = 1 − δr,s(r) by definition (3.2), the equality ar = 0 implies that s(r) = r and so by (3.1)
supp{Rλ} ∩ supp{Rr} = ∅ for any 1 ≤ λ ≤ r − 1. If s(λ) ≤ λ − 1, then by (3.4) we also obtain
supp{qλ}∩ supp{Rr} = ∅, because supp{qλ} ⊆ supp{Rs(λ)}∩ supp{Rr} = ∅. Therefore R˜λ  R˜r = O =
0 R˜max{λ,r}, where O is the m × m zero row and 〈R˜λ, R˜r〉 = 0. Similarly, if s(λ) = λ then aλ = 0 and
so 〈R˜λ, R˜r〉 = 〈Rλ, Rr〉 = 0. Also, R˜λ  R˜r = O = 0 R˜max{λ,r}.
Now for 1 ≤ λ < r ≤ m and ar = 1 (i.e. s(r) < r) we examine the following three cases:
(a) supp{Rs(r)} ⊆ supp{Rλ}.
This inclusion property coupled with (3.4) leads to
supp{Rr} ⊂ supp{qr} ⊆ supp{Rs(r)} ⊆ supp{Rλ} ⊂ supp{qλ} ⊆ supp{Rs(λ)} (3.6)
provided that s(λ) ≤ λ−1. Then from (3.6)we derive the estimates 〈Rλ, Rr〉= 〈qλ, Rr〉= ‖Rr‖22
and 〈Rλ, qr〉 = 〈qλ, qr〉= ‖qr‖22. Substituting these estimates in (3.5) we obtain 〈R˜λ, R˜r〉= 0. If
s(λ) = λ then aλ = 0 and (3.6) becomes
supp{Rr} ⊂ supp{qr} ⊆ supp{Rs(r)} ⊆ supp{Rλ}.
From this inclusion property and the fact aλ = 0, (3.5) becomes
〈R˜λ, R˜r〉 = 〈Rλ, Rr〉 − ‖Rr‖22‖qr‖−22 〈Rλ, qr〉 = ‖Rr‖22 − ‖Rr‖22‖qr‖−22 ‖qr‖22 = 0.
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Moreover if we substitute (3.2) in (1.2) and use (3.6) we obtain
R˜λ  R˜r =
(
1 − aλ‖Rλ‖
2
2
‖qλ‖22
)
R˜r =
(
1 − aλ‖Rλ‖
2
2
‖qλ‖22
)
R˜max{λ,r}.
(b) supp{Rs(r)} ∩ supp{Rλ} = ∅.
In this case we recall that supp{Rr} ⊂ supp{qr} ⊆ supp{Rs(r)}, so 〈Rλ, Rr〉 = 〈Rλ, qr〉 = 0 and
(3.5) becomes
〈R˜λ, R˜r〉 = −aλ‖Rλ‖22‖qλ‖−22 〈qλ, Rr〉 + aλ‖Rλ‖22‖qλ‖−22 ‖Rr‖22‖qr‖−22 〈qλ, qr〉. (3.7)
Obviously if aλ = 0 we have nothing to prove. Let aλ = 0 (i.e. s(λ) < λ). It suffices to compute
the inner products 〈qλ, Rr〉 and 〈qλ, qr〉, so we need estimates for supp{qλ}. Let supp{qλ} ⊂
supp{Rs(r)}. Then supp{Rλ} ⊂ supp{Rs(r)} by (3.4), contradiction. Therefore we examine two
sub-cases:
(b1) supp{qλ} ∩ supp{Rs(r)} = ∅.
Then from (3.6), 〈qλ, Rr〉 = 〈qλ, qr〉 = 0. Thus (3.7) vanishes and R˜λ  R˜r = O.
(b2) supp{qλ} ⊇ supp{Rs(r)}.
Then by (3.6) we get 〈qλ, Rr〉 = ‖Rr‖22 and 〈qλ, qr〉 = ‖qr‖22. Substituting these estimates
in (3.7) we obtain 〈R˜λ, R˜r〉 = 0. In this case if we substitute (3.2) in (1.2) and use (3.6) we
obtain
R˜λ  R˜r = −‖Rλ‖
2
2
‖qλ‖22
R˜r = −‖Rλ‖
2
2
‖qλ‖22
R˜max{λ,r}.
(c) supp{Rs(r)} ⊃ supp{Rλ}.
In this case r > λ ≥ s(λ) ≥ s(r), s(r) < r − 1 and supp{Rλ} ∩ supp{qr} = ∅ (see (3.3)), so
〈Rλ, Rr〉 = 〈Rλ, qr〉 = 0.
Then (3.5) becomes
〈R˜λ, R˜r〉 = −aλ‖Rλ‖22‖qλ‖−22 〈qλ, Rr〉 + aλ‖Rλ‖22‖qλ‖−22 ‖Rr‖22‖qr‖−22 〈qλ, qr〉. (3.8)
Obviously if aλ = 0 we have nothing to prove. Let aλ = 0. Then s(λ) < λ and consequently
s(r) ≤ s(λ) ≤ λ − 1 < λ < r,
so it suffices to examine the following sub-cases:
(c1) s(r) = s(λ) = λ − 1.
Then from (3.3) we have supp{qλ} = supp{Rs(λ)} = supp{Rs(r)}. Thus 〈qλ, Rr〉 = ‖Rr‖22
and 〈qλ, qr〉 = ‖qr‖22, so (3.8) vanishes. Working as in (b2) we obtain
R˜λ  R˜r = −‖Rλ‖
2
2
‖qλ‖22
R˜r = −‖Rλ‖
2
2
‖qλ‖22
R˜max{λ,r}.
(c2) s(r) < s(λ) = λ − 1.
Then supp{qλ} = supp{Rs(λ)} ⊂ supp{Rs(r)}. In this case using (3.3) we obtain supp{qλ} ∩
supp{qr} = ∅, thus 〈qλ, Rr〉 = 〈qλ, qr〉 = 0 and all terms in (3.8) vanish. Therefore
R˜λ  R˜r = O.
104 N. Atreas, C. Karanikas / Linear Algebra and its Applications 435 (2011) 95–105
(c3) s(r) ≤ s(λ) < λ − 1.
Then supp{qλ} ⊂ supp{Rs(λ)} ⊆ supp{Rs(r)} and we work as in (c2).
Combining the results obtained in (a)–(c) the proof is complete. 
Theorem 2. Let R0 be a matrix in Rm so that its corresponding sequence s = f¯ (R0) in (3.1) satisfies
s(i) < i for any i = 2, . . . ,m. If R˜0 is the orthogonal matrix produced from R0 via (3.2), then the matrix{
‖(R˜0)λ‖−12 (R˜0)λ : λ = 1, . . . ,m
}
is a Haar-type matrix.
Proof. It suffices to check conditions (i)–(iii) of definition 1 for the matrix R˜0 produced from a matrix
R0 ∈ Rm as in (3.2). From Proposition 3 the matrix R˜0 is orthogonal and satisfies condition (i). Let
s = f¯ (R0) be as in (3.1). The assumption s(λ) < λ (λ = 2, . . . ,m) and the definition (3.2) combined
with the inclusion property (3.4) and the fact that all non-zero entries of R0 equal 1 show that all
non-zero entries of the row (R˜0)λ belong in the set
{
1 − ‖(R0)λ‖
2
2
‖qλ‖22
,−‖(R0)λ‖
2
2
‖qλ‖22
}
which contains only two elements in (−1, 1)with alternate signs. Therefore condition (ii) is satisfied
too. Finally condition (iii) is satisfied because by (3.4) supp{Rλ} ⊂ supp{qλ} and so
(R˜0)λ,j =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
1 − ‖(R0)λ‖22‖qλ‖22 , j ∈ supp{(R0)λ}
−‖(R0)λ‖22‖qλ‖22 , j ∈ supp{qλ − (R0)λ}
0, otherwise
. (3.9)
Therefore
m∑
j=1
(R˜0)λ,j =
(
1 − ‖(R0)λ‖
2
2
‖qλ‖22
)
‖(R0)λ‖22−
‖(R0)λ‖22
‖qλ‖22
(
‖qλ‖22 − ‖(R0)λ‖22
)
= 0, λ = 2, . . . ,m
as a result of (3.9). Notice that the assumption s(λ) < λ (λ = 2, . . . ,m) is essential to obtain (R˜0)1 =
(R0)1 = {1, . . . , 1} (combine with (3.1) and (3.2)). Therefore the orthonormal matrix obtained from
R˜0 by normalizing its rows is a Haar-type matrix. 
Remark 3. Let Hm be a Haar-type matrix. In order to find its corresponding matrix R0 ∈ Rm we
replace all negative entries of Hm with zeros and all positive entries of Hm with ones. Then we work
as in Remark 1. On the other hand, for any pair (ρ, s) ∈ Pm × Sm (where s satisfies s(i) < i for
any i = 2, . . . ,m) there corresponds a unique matrix R0 = AsPρ as in Theorem 1 and a unique
orthogonal matrix R˜0 determined from (3.2). The orthonormalization of R˜0 yields a Haar-type ma-
trix.
For example the orthogonal matrix R˜0 corresponding to the matrix R0 of Example 2 is obtained from
the following process:
(i) Given R0 (as in Example 2)we estimate its corresponding sequence s = f¯ (R0) from (3.1). It turns
out that s = {1, 1, 2, 1, 3, 2, 5}.
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(ii) Then we use (3.2) to produce an orthogonal matrix R˜0. In fact
R˜0 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1
2/7 2/7 −5/7 2/7 −5/7 2/7 2/7
−3/5 2/5 0 2/5 0 −3/5 2/5
0 0 −1/2 0 1/2 0 0
0 −2/3 0 1/3 0 0 1/3
−1/2 0 0 0 0 1/2 0
0 0 0 −1/2 0 0 1/2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Thenwenormalizeall rows (R˜0)i, i = 1, . . . , 7andwegetanorthonormalHaar-typematrix identified
from the pair (1637, 945) as in Example 2.
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