INTRODUCTION
This paper solves the abstract quasilinear stochastic Cauchy problem (1) where A is the generator of a C 0 semigroup of operators or an integrated semigroup on a Hilbert space H, F is a nonlinear mapping of H, W = {W(t), t ≥ 0} is a white noise process with values in a Hilbert space ‫,ވ‬ and B ∈ ᏸ(‫,ވ‬ H a ), where H a is an algebra in H.
Problem (1) arises in many evolution models taking into account nonlinear and random perturbations. Its difficulty is caused by three reasons. The first reason is the irregularity of the white noise process, which is a consequence of its infinite variation, the indepen dence of the random variables W(t 1 ) and W(t 2 ) for any t 1 ≠ t 2 , and the infinite dimension of the space ‫;ވ‬ the second is the nonlinear component on the Hilbert space; and, finally, in the case of integrated semi groups, the operators of the solution of the corre sponding homogeneous problem are unbounded. All this requires seeking appropriate approaches to the interpretation of the white noise and nonlinear terms, to setting the stochastic problem involving them, and to the construction of a solution.
At present, the best known approach to solving equations with white noise consists in passing from differential problems to the corresponding integral problems and interpreting the white noise integral as an Ito integral over a Wiener process (see, e.g., [3] or, in the numerical case, [9] ). Another way to overcome the irregularity of white noise consists in studying problem (1) in spaces of abstract distributions. For lin ear problems (with F = 0), in this setting, both the
problem of determining white noise and the problem related to the unboundedness of the solution operators of the homogeneous problem have been overcome; namely, solutions generalized in the time variable, the random variable, and the variable of the space H have been constructed [2, 5] . However, for the nonlinear problem (1), such an approach involves multiplying generalized functions, which are, in addition, Hilbert valued. This requires a new technique for handling both the irregularity of white noise and multiplication of generalized functions. This paper suggests an adaptation of Colombeau's approach to multiplying generalized functions for the abstract case in the context of the setting of problem (1) and constructing generalized solutions of this problem.
DEFINITION OF THE COLOMBEAU ALGEBRA OF ABSTRACT STOCHASTIC PROCESSES
The space of abstract (Hilbert valued) Colombeau generalized functions is defined as follows. Let Ꮽ 0 denote the set of functions from Ᏸ satisfying the con dition = 1, and let Ꮽ q (q ∈ ‫,)ގ‬ be the set of ϕ ∈ Ꮽ 0 satisfying the condition
2, …, q. Obviously, the set Ꮽ 1 is nonempty, because it contains all even functions from Ꮽ 0 ; the nonemptiness of Ꮽ 2 and all Ꮽ q with q > 2 can be proved by directly constructing elements of these spaces [7] .
Let H a be an algebra in the Hilbert space H, e.g., the set of continuous or finitely differentiable func tions from the space L 2 ‫)ޒ(‬ endowed with the corre sponding norm, which turns this set into a Banach space. Consider the space
The elements of this space can be treated as H a valued functions of two arguments, ϕ ∈ Ꮽ 0 and t ∈ ‫,ޒ‬ i.e., as u: by means of the mappings This is indeed an embedding, because the mapping i is injective, which follows from the relation = u, where ϕ ε (t) := ε -1 ϕ(tε -1 ), for ε > 0 and ϕ ∈ Ꮽ 0 . In constructing a differential algebra con taining distributions and consisting of infinitely differ entiable functions (for each fixed ϕ), it is natural to expect that the mapping i takes the product of infi nitely differentiable functions of t to the product of their images as elements of the algebra. In order to "calibrate" the space Ᏹ(H a ) so as to satisfy this condi tion, we perform the following construction. We define the space Ᏹ M (H a ) (M is for "moderate") consisting of those elements u ∈ Ᏹ(H a ) which satisfy the condition (M) for any compact set K ⊂ ‫ޒ‬ and any n ∈ ‫ގ‬ 0 , there exists a q ∈ ‫ގ‬ such that Additionally, we introduce the null space ᏺ(H a ) con sisting of those elements u ∈ Ᏹ(H a ) which satisfy the condition (N) for any compact set K ∈ ‫ޒ‬ and any n ∈ ‫ގ‬ 0 , there exists a q ∈ ‫ގ‬ such that
The elements of the space Ᏹ M (H a ) form a differential algebra, and ᏺ(H a ) is a differential ideal in this alge bra. Consider the quotient algebra
The algebra Ᏻ(H a ), as well as Ᏻ(‫,)ޒ‬ is an associative commutative H a valued differential algebra. More over, since all images i(u) of distributions u ∈ Ᏸ'(H a ) fall in Ᏹ M (H a ) (by virtue of the structure theorem for Ᏸ'(H a )) and the preimage of the null space ᏺ(H a ) under i is the zero element of the space Ᏸ'(H a ), it fol lows that the images of distributions are elements of the quotient algebra defined above. We denote the ele ments of the quotient algebra Ᏻ(H a ) (that is, Now, we define the algebra
This means that, for any ϕ ∈ Ꮽ 0 , at fixed t, the preim age of any Borel set from H a under the mapping U(ϕ, ω) (by any representative of the class U) belongs to Ꮾ(Ω).
DEFINITION OF THE WHITE NOISE PROCESS AS AN ELEMENT OF THE STOCHASTIC ALGEBRA
We define the white noise process W as an ω mea surable generalized (in t) function with values in ‫.ވ‬ One of the ways of such a definition is based on ideas of abstract stochastic distributions (see, e.g., [5, 2] ). Let = (‫)ޒ‬ be the space of rapidly decreasing func tions. By '(‫)ވ‬ we denote the space of ‫ވ‬ valued dis tributions over . According to the generalization of the Bochner-Minlos theorem to the case of Hilbert space valued generalized functions [1] , there exists a unique probability measure μ on the Borel σ algebra Ꮾ(Ω) generated by the weak topology of the space Ω := '(‫)ވ‬ and a trace operator Q satisfying the con dition This allows us to define, by using the identity map ping, the white noise process on the probability space
This process is a generalization of the corresponding ‫ޒ‬ valued Gaussian process; its mathematical expec tation vanishes, and Cov〈W, θ〉 = . Bearing in mind our purposes in this paper, which are setting and solving the Cauchy problem (1), we set W to zero on (-∞, 0); for the resulting process supported on [0, ∞), we use the same notation:
Here, W (-k) is a continuous kth order antiderivative of the generalized function W, whose existence is guar anteed by the structure theorem, and χ is the Heavi side function.
Another method for defining a generalized ‫ވ‬ val ued white noise process on an arbitrary probability space (Ω, Ꮾ(Ω), μ) is to differentiate the Hilbert space valued ‫ވ(‬ valued in the case under consideration) Q Wiener process {ᐃ Q (t), t ≥ 0} [3, 2] extended by zero over (-∞, 0), i.e., to set 〈W, θ〉 := -〈ᐃ Q , θ'〉 for θ ∈ Ᏸ.
To complete setting the problem, we embed the constructed generalized white noise process in the which is infinitely differentiable in t ∈ ‫ޒ‬ (and, as pre viously, measurable in ω ∈ Ω). Thus, w(ϕ, ·, ω) ∈ C ∞ ‫,ޒ(‬ ‫,)ވ‬ ω ∈ Ω almost surely, and w(ϕ,
we obtain Bw(ϕ, t, ω) ∈ H a . Therefore, Bw(ϕ, ·, ·):
) is a representative of some class in the algebra Ᏻ(Ω, H a ). We denote the corre sponding class by BW; it is this sense in which the sto chastic term in Eq. (1) is understood.
SOLUTION OF EQUATIONS WITH INFINITELY DIFFERENTIABLE NONLINEARITY F
Let us make several assumptions. We set H = ‫ވ‬ = L 2 ‫)ޒ(‬ and let F be an infinitely differentiable function of a real variable bounded on ‫ޒ‬ together with all of its derivatives and such that F(0) = 0. Suppose that the domain of the operator A is contained in the set of continuous functions in L 2 ‫.)ޒ(‬ Then, on L 2 ‫)ޒ(‬ ∩ domA, the product of elements of the space L 2 ‫)ޒ(‬ is determined as the pointwise product of continuous functions. For H a we take the set of m times differen tiable functions in L 2 ‫)ޒ(‬ and assume that H a ⊂ domA. Such a situation is typical for, e.g., differential opera
tors A. We first consider the case where the operator A generates a strongly continuous (1) with these A and F and with sto chastic term BW defined at the end of the preceding section, we seek solutions belonging to the stochastic abstract Colombeau algebra Ᏻ (Ω, H a ) . By the defini tion of the space H a , for the operator B ∈ ᏸ(H, H a ) we can take, e.g., the operator of convolution with some m times differentiable function.
We begin with answering the question on the exist ence of a solution to the problem
as an element of the algebra Ᏻ(Ω, H a ). Take any η > 0 and consider a representative of the stochastic process H a ) , namely, the function Bw(t) := Bw(ϕ, t, ω), where ϕ ∈ Ꮽ 0 and ω ∈ Ω, supported on [-η, ∞). By the definition of the elements of Ᏻ(Ω, H a ), for each fixed ϕ ∈ Ꮽ 0 , Bw(t) is an infinitely differentiable func tion of a variable t ∈ ‫ޒ‬ taking values in H a and measur able in ω ∈ Ω. Now, for an arbitrary function ϕ ∈ Ꮽ 0 , consider the problem
where y(t) = y(ϕ, t, ω), and ϕ ∈ Ꮽ 0 , ω ∈ Ω. We seek a solution of this problem which belongs to C ∞ ([-η; ∞); H a ) almost surely.
As is known, in the case of a differentiable inhomo geneity, a solution of an inhomogeneous abstract Cauchy problem with operator A generating a C 0 sem igroup {S(t), t ≥ 0} exists and is determined by the Cauchy formula as the convolution of the semigroup with the inhomogeneity: .) The behavior of the derivatives of y(·) is verified in a similar way by using the infinite dif ferentiability of F and the boundedness of its deriva tives.
Thus, y is a representative of some class Y ∈ Ᏻ(Ω, H a ).
Using the Gronwall-Bellman inequality and consid ering the difference -, we can show that the support of Y does not depend on η and is contained in [0; ∞). The uniqueness of the solution is proved in a similar way.
Since the linear Cauchy problem corresponding to (1) in the space of distributions has the form (6) it follows that the solution of the Cauchy problem (1) in Ᏻ(Ω, H a ) is obtained by augmenting Y by the con volution of the semigroup with the image in Ᏻ (Ω, H a ) of the element δ · f, which reflects the influence of the initial condition: X = Y + (S * iδ)f for any f ∈ H a . Thus, we have proved the following theorem. 
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