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Abstract
Consider an ordinary Boolean model, that is, a homogeneous Pois-
son point process in R
d
, where the points are all centres of random
balls with i.i.d. radii. Now let these points move around according to
i.i.d. stochastic processes. It is not hard to show that at each xed
time t we again have a Boolean model with the original distribution.
Hence if the original model is supercritical then, for any t, the proba-
bility of having an unbounded occupied component at time t equals 1.
We show that under mild conditions on the dynamics (e.g. for Brown-
ian motion) we can interchange the quantiers in the above statement,
namely: if the original model is supercritical, then the probability
of having an unbounded occupied component for all t simultaneously
1
equals 1. Analogous statements are valid for the subcritical regime,
under some further mild conditions.
1 Introduction
Classical percolation models are usually static, i.e. there is no time param-
eter involved. One way of introducing the concept of time is rst-passage
percolation, see for instance Kesten [9]. Haggstrom, Peres and Steif [6] have
introduced a dynamical percolation model where the role of time is com-
pletely dierent. Since the setup in our paper is related to that in the paper
just mentioned, we start with a brief description of some of their results. Fix
some p 2 [0; 1] and suppose G = (V;E) is a countably innite, locally nite
graph, each edge (bond) of which is open with probability p and closed with
probability 1   p, independently of all the other edges. Write 
p
for this
product measure. One of the questions in percolation theory is whether the
subgraph formed by the open edges of G has an innite connected compo-
nent (cluster). Dening C to be the event that there exists such an innite
cluster, we have that for some critical probability p
c
= p
c
(G) 2 [0; 1],

p
(C) =
8
>
<
>
:
1 for p > p
c
,
0 for p < p
c
.
In the dynamical version of Haggstrom, Peres and Steif the edge-conguration
at time 0 is distributed as 
p
, and from then on each edge, independently
of all other edges, changes its status (open or closed) according to a station-
ary continuous-time two-state Markov chain. Thus the edge-conguration
is time-stationary, with distribution 
p
for any xed time t  0. We shall
write P
p
for the probability measure governing this process and assume the
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underlying probability space is large enough for all our purposes.
If we denote by C(t) the event that this process exhibits an innite cluster
at time t then
P
p
(C(t)) =
8
>
<
>
:
1 for p > p
c
0 for p < p
c
;
for any t  0, and moreover, by Fubini's Theorem,
8
>
<
>
:
P
p
(C(t) occurs for Lebesgue-a.e. t) = 1 for p > p
c
P
p
(:C(t) occurs for Lebesgue-a.e. t) = 1 for p < p
c
,
where :A denotes the complement of the event A.
In the spirit of Fukushima's work on quasi-everywhere properties of
Brownian motion [5], Alexander's work on simultaneous uniqueness [1] and
others (e.g. [11, 15]), it is natural to ask whether the quantier `for a.e. t' in
the above statements can be replaced by `for every t'. Haggstrom, Peres and
Steif show (among many other things) that the answer to this is armative,
that is, for any graph G,
8
>
<
>
:
P
p
(C(t) occurs for every t) = 1 if p > p
c
;
P
p
(:C(t) occurs for every t) = 1 if p < p
c
.
In this paper we will consider a continuum percolation process known as
the (Poisson) Boolean model. Let  be a positive random variable. Consider
a homogeneous Poisson point process in R
d
(d  1) with intensity  > 0.
Suppose that centred at each point we place a closed (Euclidean) ball, in
such a way that the radius of each ball has the same distrubution as  and
that these radii are independent of each other and of the positions of the
Poisson points. This is the Boolean model, which we denote by X
;
. (For a
more formal description, see Section 2 or the general reference for continuum
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percolation, Meester and Roy [12].) The law of this process is denoted by
P
;
.
The random balls of X
;
occupy a region in R
d
. Analagous to the bond
percolation case above, let C denote the event that the occupied region has
an unbounded connected component. It is well known that there exists a
critical intensity 
c
= 
c
()  0 such that
P
;
(C) =
8
>
<
>
:
1 if  > 
c
;
0 if  < 
c
:
When d  2 we know that 
c
<1.
Equivalently, writing U for the component of the occupied region that
contains the origin (U = ; if the origin is not in the occupied region), it can
be shown that 
c
can also be written as

c
() = supf : P
;
(d(U) <1) = 1g;
where d() denotes diameter. Writing ` for Lebesgue measure and #(U)
for the number of balls in U , we dene the following additional critical
intensities:

T
() = supf : E
;
(`(U)) <1g;

H
() = supf : P
;
(`(U) <1) = 1g;

#
() = supf : P
;
(#(U) <1) = 1g;
where E
;
denotes the expectation operator with respect to P
;
. Men-
shikov and Sidorenko [14] showed that all these critical intensities are equal
when  is bounded above. For general , the inequality 
T
()  
H
() is
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obvious. Before continuing, we prove that 
H
() = 
c
() = 
#
() for any ,
since this fact does not seem to appear anywhere in the literature. The fol-
lowing preliminary lemma is related to a result of Meester, Roy and Sarkar
[13].
Lemma 1.1 Let  be any positive random variable. For each r > 0 with

r
:= P(  r) > 0, let 
r
be a random variable with distribution
P(
r
2 ) = P( 2 j  r):
Then we have 
c
(
r
)! 
c
() as r! 0. Moreover, this conclusion remains
true if the critical intensity 
c
is replaced by 
T
or 
H
.
Proof We prove only the 
c
result; the proofs for the other critical inten-
sities are identical. First note that 0 < r
1
< r
2
implies by a simple coupling
argument that 
c
()  
c
(
r
1
)  
c
(
r
2
); hence 
c
(
r
) tends to some limit
L  
c
() as r ! 0. If X

r
;
r
percolates, then so does X
;
, again by a
coupling argument. This yields 
c
()  
c
(
r
)=
r
, which converges to L as
r ! 0. Therefore, L = 
c
(). 2
Proposition 1.2 For any positive random variable  we have 
H
() =

c
() = 
#
():
Proof It is clear that when U is bounded, its Lebesgue measure is nite.
This yields 
H
()  
c
(). For the reverse inequality, rst consider 
r
. In
this case, the radius random variable is bounded below by r, and it is simple
to see that whenever the component of the origin is unbounded its Lebesgue
volume must be innite. Therefore 
H
(
r
)  
c
(
r
) for all r > 0 and hence
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H
()  
c
() follows by Lemma 1.1. For the second equality, note that
when U is unbounded, #(U) has to be innite; if U is bounded, the local
niteness of the Poisson process implies that #(U) <1. 2
We introduce dynamics into the Boolean model by letting the balls move
around. Let (W(t) : t  0) be a stochastic process taking values in R
d
, with
W(0) = 0. We denote by (X
;
(t) : t  0) the process where the balls of
X
;
move independently (of each other and of the initial conguration) so
that the displacement of the centre of any ball from its original position is
distributed as W. As in [6], the process X
;
(t) has the same distribution
for all t, although the proof requires a little more work in our case. Doob
([4], xVIII.5) has an argument for the case where W is Brownian motion; in
Section 2 we give a simpler proof which holds for general W. If in addition
W has stationary increments (that is, (W(s + )  W(s)) has the same
distribution for any s  0), then more is true: we show in Section 2 that
X
;
(t) is stationary in this case.
Let C(t) be the event that the occupied region associated with X
;
(t)
contains an unbounded component. Assuming for the moment that the
distribution of X
;
(t) is constant in time, so is P
;
(C(t)). Therefore
P
;
(C(t)) =
8
>
<
>
:
1 if  > 
c
();
0 if  < 
c
();
for any xed t  0, and again
8
>
<
>
:
P
;
(C(t) occurs for Lebesgue-a.e. t) = 1 if  > 
c
()
P
;
(:C(t) occurs for Lebesgue-a.e. t) = 1 if  < 
c
()
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follows from Fubini's theorem. Our central question is whether the `almost
every t' of the above statements can be replaced by `every t'. We shall prove
that this can indeed be achieved, under certain mild moment conditions.
Theorem 1.3 Suppose W is a.s. continuous at 0 and has stationary in-
crements. If  > 
H
() = 
c
() then P
;
(C(t) occurs for every t) = 1:
Theorem 1.4 SupposeW satises the conditions of Theorem 1.3, and sup-
pose in addition that
E(
2d
) <1 (1)
and
E
;

(max
0s<t
jW(s)j)
2d

<1 (2)
for any t  0. If  < 
T
() then P
;
(:C(t) occurs for every t) = 1:
The proofs of Theorem 1.3 and 1.4 are given in Section 3 and 4 respectively.
Remarks
1. The conditions on W above are clearly satised when W is Brownian
motion.
2. If in Theorem 1.4 we additionally suppose that E
;
(#(U)) <1, then
we do not need condition (1). This follows from a result of Hall [7].
3. It is not immediately obvious that the events in Theorems 1.3 and 1.4
are measurable. The argument here, however, is similar to the discrete
case; we refer the reader to Section 2 of [6] for the details.
7
4. Note that when  is bounded, we may replace 
T
() by 
H
() in The-
orem 1.4, but when  is not bounded there is possibly a gap between
these critical values.
5. If E(
d
) = 1, then the whole space is occupied a.s. for any choice of
 > 0 (see Proposition 3.1 in [12]). It is not hard to see that also in
this case, P
;
(C(t) occurs for every t) = 1:
6. As can be seen from the proofs to follow, it is possible to allow the
distribution of the motion of a ball to depend in its radius, without
changing the conclusions of the theorems. For this, we naturally need
to assume that the distributions of the motions have stationary incre-
ments  a.s.
As an immediate corollary we have:
Corollary 1.5 Let Wbe Brownian motion and suppose that  is bounded
above. Then, if  < 
c
() we have
P
;
(:C(t) occurs for every t) = 1;
and if  > 
c
() we have
P
;
(C(t) occurs for every t) = 1:
Before we go on, we x some notation: j  j denotes the Euclidean norm
on R
d
, and M
t
(W) := max
0st
jW(s)j. S
r
(x) is the Euclidean sphere
fy 2 R
d
: jx   yj  rg; for convenience we write S
r
for S
r
(0). Lebesgue
measure in R
d
is denoted `, and V
r
is dened to equal `(S
r
). Given a random
element Y we write 
Y
for the distribution of Y .
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The next section is devoted to the distribution of the process X
;
(t).
The proofs of Theorems 1.3 and 1.4 will be given in Section 3 and 4 respec-
tively.
2 Stationarity of X
;
(t)
The key to the results of this section is the Mapping Theorem. For a proof,
see [10].
Proposition 2.1 (The Mapping Theorem) Let (E; E; m) be a measure
space and suppose that m is -nite. Let  be a Poisson process on E with
mean measure m and let f : (E; E)! (F;F) be a measurable function such
that the induced measure m  f
 1
on (F;F) has no atoms. Then f() is a
Poisson process on F with mean measure m  f
 1
.
Next we need to introduce labelled Poisson processes. Given a random
element  on some measurable space (F;F), we can formally dene the
Poisson process  labelled by  as being the Poisson process on the product
space (E  F; E 
 F) with mean measure given by m  

. (Note that
the original process  can be retrieved from this by projection onto the
E{coordinate.) In particular, when  is the radius random variable  and
(E; E; m) = (R
d
;B(R
d
); `), the above denes the Boolean model X
;
.
Now x a t  0 and label X
;
byW(t). This gives Poisson points of the
form (x; r; z) 2 R
d
 (0;1)R
d
, where r represents the radius of an X
;
{ ball, x the initial position of its centre, and z the displacement at time
t. The process X
;
(t) is therefore the image of this process under the map
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f : (x; r; z) 7! (x+ z; r): Thus the Mapping Theorem yields that X
;
(t) is
a Poisson process, with mean measure (` 

 
W (t)
)  f
 1
.
Proposition 2.2 For any processW, the distribution of X
;
(t) is constant
in time.
Proof The above argument shows that it suces to prove
(` 

 
W (t)
)  f
 1
= ` 

: (3)
Let A
1
, A
2
be Borel sets in R
d
and (0;1) respectively. Then

(` 

 
W (t)
)  f
 1

(A
1
A
2
)
= (` 

 
W (t)
)f(x; r; z) : (x+ z; r) 2 A
1
A
2
g
= 

(A
2
)(` 
W (t)
)f(x; z) : x 2 A
1
  zg
= `(A
1
)

(A
2
):
Thus (3) holds for product sets and therefore by extension for all measurable
sets in R
d
 (0;1). 2
Proposition 2.2 does not imply that X
;
(t) is a time-stationary process.
For this we need to assume more:
Proposition 2.3 Suppose that W has stationary increments. Then
(X
;
(t) : t  0)
is time-stationary.
Proof The idea of the proof is the same as in the previous proposition.
The dierence is that now we label X
;
by the whole process W rather
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than just byW(t), thereby obtaining Poisson points of the form (x; r;w()).
Let s  0. Instead of the map f in the previous proof, we now use the map
g : (x; r;w()) 7! (x+w(s); r;w(s+) w(s)). The image of (X
;
(t) : t  0)
under g is the process (X
;
(s+ t) : t  0), i.e. the original process starting
at time s. It now suces to prove that
(` 

 
W
)  g
 1
= ` 

 
W
;
and this can be done as in the proof of the previous proposition. 2
3 The Supercritical Phase
In this section we present a proof of Theorem 1.3.
We rst demonstrate that it is sucient to prove Theorem 1.3 for 
bounded away from zero. Suppose  > 
c
(). According to Lemma 1.1,
there exists r > 0 with  > 
c
(
r
)=
r
. Therefore if we have proved Theorem
1.3 for  bounded below it follows that
P

r
;
r
(C(t) occurs for every t) = 1:
Now observe that we can couple X

r
;
r
(t) and X
;
(t) for all t  0 simul-
taneously such that the occupied region in X

r
;
r
(t) is contained in the
occupied region of X
;
(t); indeed, we can couple so that at time 0 the
balls of X

r
;
r
form a subset of the balls of X
;
, and corresponding balls
perform the same movements. This yields
P
;
(C(t) occurs for every t) = 1;
as desired.
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So suppose now  > 
c
() and   r
0
> 0. Our aim is to nd a Boolean
model X on the same probability space, and a time t > 0 such that
(i) X percolates almost surely, and
(ii) the occupied region of X is contained in the occupied region ofX
;
(s)
for all 0  s  t.
This then yields P
;
(C(s) occurs for all 0  s  t) = 1 and therefore it
follows from Proposition 2.3 that, for each s
0
 0,
P
;
(C(s) occurs for all s 2 [s
0
; s
0
+ t] ) = 1:
The proof is then complete since R
+
is a countable union of intervals of
length t.
The desired t and X are chosen as follows. Firstly, choose  < 1 such
that 
d
 > 
c
(). By a.s. continuity ofW at 0, and monotone convergence,
there exists t > 0 such that

t
:= P (M
t
(W)  (1  )r
0
)
satises 
t

d
 > 
c
(). Next, colour the Poisson points (x; r) of X
;
: a
point is coloured blue if the motion associated with it satises M
t
(W) 
(1   )r
0
; otherwise, it is coloured red. Since the motions performed by
dierent points are independent (of each other and of the positions of the
points), the same is true for the colouring. Therefore, the set of blue points
is itself a Boolean model, namely X

t
;
. The spheres S
r
(x) represented by
these points are those that during the time period [0; t] never move further
than (1 )r
0
 (1 )r away from their starting position; thus, each point
on the circumference of such a sphere remains at a distance at least r from
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the original centre x. Now we set X := X

t
;
, i.e. X is derived fromX

t
;
by multiplying the radii of all balls by a factor . This X clearly satises (ii)
above. To see that it also satises (i), note that a simple scaling argument
shows that P

t
;
(C) = P

t

d
;
(C), which equals 1 because of our choice
of t. 2
4 The Subcritical Phase
In the supercritical phase, the idea was to nd a Boolean model X and
a time t > 0, such that X has an unbounded component almost surely,
and X is simultaneously `dominated' by X
;
(s) for all 0  s  t. For
the subcritical phase we apply a similar line of attack. Here we wish to
nd a Boolean model with no unbounded component, which simultaneously
dominates X
;
(s) for all 0  s  t.
It again suces to prove Theorem 1.4 for  bounded below by some
r
0
> 0. The proof of this is just as simple as in the supercritical regime and
is omitted. In this section we assume that  is bounded below by r
0
> 0
and that the hypotheses of Theorem 1.4 hold.
For t  0 let R(t) = R

(t) be dened as R

(t) := +M
t
(W), where the
two terms in the r.h.s. are considered as independent random variables. In
particular, R

(0) = . Conditions (1) and (2) now reduce to E
;
(R(t)
2d
) <
1 for all t  0: Consider the Boolean models X
;R(t)
for t  0. We can
couple X
;
(s), 0  s  t, and X
;R(t)
in the obvious way (as in the previous
section), such that if X
;R(t)
does not percolate, then neither do the models
X
;
(s). So it suces for Theorem 1.4 to prove the following proposition.
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Proposition 4.1 Suppose  < 
T
(). Then there exists t > 0 such that
P
;R(t)
(C) = 0:
For the proof of this proposition, we need some additional concepts and
notation.
An event A is said to be increasing if the following is true: whenever a
realisation is in A and we add Poisson points (with associated balls), the
resulting conguration will still be in A. We say that an event A lives
on a set U  R
d
if it is measurable with respect to the points in U (and
their associated balls); i.e. it is possible to decide whether or not A occurs
by just looking at the Poisson points in U and their associated balls. For
two increasing events A and B we say that `A and B occur disjointly' if
there exist two disjoint sets of Poisson points such that any conguration
which contains the rst set of points (with their associated balls) is in A
and any conguration which contains the second set of points is in B. We
write this event as A2B. More details can be found in [2] or [12]. The
following inequality, proved in [2], is a continuum version of the standard
BK inequality.
Lemma 4.2 Suppose U is a bounded measurable set in R
d
and A and B
are two increasing events living on U . Then P
;
(A2B)  P
;
(A)P
;
(B):
Let x, y be points in Z
d
and n a positive integer. We denote by Q
x
the
cube x+ [0; 1)
d
. For ! a realisation of an arbitrary Boolean model X
;
, we
say that ! 2 (x
n
 y) if there are distinct balls B
1
; : : : ; B
n
such that the sets
Q
x
\B
1
, Q
y
\B
n
and B
i
\B
i+1
(for i = 1; : : : ; n 1) are all nonempty. Let
E
;
(n) be the expected number of points x 2 Z
d
for which (0
n
 x) occurs
in X
;
.
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We dene the event (x
n
 ) by
(x
n
 ) =
[
y2Z
d
(x
n
 y): (4)
It is intuitively clear that if x percolates in ! (i.e. the occupied component
containing x is unbounded) then ! 2 (x
n
 ) for every n  1, and we omit
the elementary proof of this fact.
We now proceed with the proof of Proposition 4.1. We rst state our
key lemma, Lemma 4.3 below, and then show how the proposition follows
from it. The rest of the section is then devoted to the proof of this lemma.
Lemma 4.3 Suppose  < 
T
(). Then there exist t > 0 and n  1 with
E
;R(t)
(n) < 1.
Proof of Proposition 4.1 The proof is based on a suitable adaptation of
results by Hammersley [8] and van den Berg and Kesten (see Corollary 3.18
in [3]).
We will show that for t as in the above lemma, P
;R(t)
(0
m
 ) converges
to zero as m!1. In light of the remark following (4) this yields
P
;R(t)
(0 percolates) = 0:
Hence by stationarity,
P
;R(t)
(x percolates) = 0
for any x 2 Q
d
. The result then follows since
C =
[
x2Q
d
(x percolates):
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First, suppose that for some Boolean model and some m;n  1 the event
(0
m+n
 ) occurs, that is, there are distinct balls B
1
; : : : ; B
m+n
such that the
sets Q
0
\B
1
and B
i
\B
i+1
(for i = 1; : : : ; m+n 1) are all nonempty. Since
the Q
z
partition R
d
, there exists some z 2 Z
d
such that Q
z
\B
n
\B
n+1
6= ;,
thus the events (z
m
 ) and (0
n
 z) occur disjointly. So we have
(0
m+n
 ) 
[
z2Z
d

(0
n
 z)2(z
m
 )

: (5)
Now let t and n be as in Lemma 4.3. By (5),
P
;R(t)
(0
m+n
 ) 
X
z2Z
d
P
;R(t)

(0
n
 z)2(z
m
 )

: (6)
Next we apply the BK inequality Lemma 4.2 to the r.h.s. of (6). Strictly
speaking we cannot do this immediately since the events here don't live on
bounded sets. However, the procedure to overcome this diculty is rather
standard: one has to approximate the events in the above expression by
events which do live on bounded subsets of the space. This then yields
P
;R(t)

(0
n
 z)2(z
m
 )

 P
;R(t)
(0
n
 z)P
;R(t)
(z
m
 ): (7)
Further, by stationarity, the last factor in (7) equals P
;R(t)
(0
m
 ). Com-
bining (6) and (7) and using the denition of E
;R(t)
(n), we have
P
;R(t)
(0
m+n
 )  P
;R(t)
(0
m
 )E
;R(t)
(n): (8)
But E
;R(t)
(n) < 1, thus P
;R(t)
(0
m
 ) decays geometrically to zero as
m!1. 2
Remark Hammersley [8] and van den Berg and Kesten [3] use, instead of
the lattice analogue of the event (0
n
 ), the event that there is an open
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path between 0 and some vertex at distance at least n from 0. However,
the continuum analogue of the latter appeared not suitable for our purpose.
It remains now only to prove Lemma 4.3. The proof proceeds by a series
of ve further lemmas.
Lemma 4.4 Let X
;
be any Boolean model and let c > 0. Let 
;
(c)
denote the sum of the volumes of those X
;
- balls which intersect S
c
.
Then E(
;
(c)) = E(V

V
+c
).
Proof Dene f : R
d
 (0;1) ! R by f(x; r) = V
r
1fr  jxj   cg. Then

;
(c) is the sum of the values of f over all X
;
{ Poisson points. Thus,
by Campbell's Theorem (see Kingman [10]),
E(
;
(c)) = 
Z
x2R
d
Z
r>0
f(x; r)d

(r)dx
= 
Z
r>0
Z
jxjr+c
V
r
dxd

(r)
= 
Z
r>0
V
r
V
r+c
d

(r)
2
Lemma 4.5 Let H be a countable collection of balls in R
d
. Write H  R
d
for the union of all balls in H, and let (H) be the number of cubes Q
z
(z 2 Z
d
) with H \ Q
z
6= ;. If r
0
> 0 is a lower bound for the radii of the
balls in H then there exists some constant K = K(r
0
; d) such that
(H)  K`(H)  K
X
B2H
`(B): (9)
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Proof Let
~
Q
z
denote the `augmented cube' z + [ 1; 2)
d
. It is clear that
if Q
z
\H is nonempty then `(
~
Q
z
\H) M(r
0
; d), where M(r
0
; d) is some
positive constant. Hence
(H) =
X
z:Q
z
\H 6=;
1

X
z2Z
d
`(
~
Q
z
\H)
M(r
0
; d)
=
3
d
M(r
0
; d)
`(H);
where the last line follows since the
~
Q
z
cover each point of R
d
exactly 3
d
times. 2
Lemma 4.6 Suppose  < 
T
(). Then E
;
(n) converges to zero as n !
1.
Proof We have
E
;
(n) = E
;
0
B
@
X
x2Z
d
1(0
n
 x)
1
C
A
 E
;
((U)1(#(U)  n)) :
But by assumption, E
;
(`(U)) is nite and hence, by (9), so is E
;
((U)).
Moreover,  < 
T
()  
H
() = 
#
() by Lemma 1.2 and therefore #(U)
is also a.s. nite. Thus, the result follows by dominated convergence. 2
Lemma 4.7 E
;R(t)
(n) is nite for all positive , n and all t  0.
Proof By an argument similar to that for Proposition 4.1 above,
E
;R(t)
(n+ 1) =
X
x2Z
d
P
;R(t)
(0
n+1
 x)
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X
x;z2Z
d
P
;R(t)
(0
1
 z)P
;R(t)
(z
n
 x)
=
X
z2Z
d
P
;R(t)
(0
1
 z)
X
x2Z
d
P
;R(t)
(0
n
 x):
Thus
E
;R(t)
(n+ 1)  E
;R(t)
(1)E
;R(t)
(n);
and by induction we then nd
E
;R(t)
(n) 

E
;R(t)
(1)

n
:
But according to (9) and Lemma 4.4, for some constant K,
E
;R(t)
(1)  KE


;R(t)
(
p
d)

= KE

V
R(t)
V
R(t)+
p
d

 KE

(V
R(t)+
p
d
)
2

:
The result now follows since, by assumption, E(R(t)
2d
) <1. 2
Lemma 4.8 For any z 2 Z
d
and n  1, we have
lim
t!0
P
;R(t)
(0
n
 z) = P
;
(0
n
 z):
Proof Consider an arbitrary Boolean model X
;
and let z 2 Z
d
and
n  1. We say that an X
;
- ball B is on an n-step path from 0 to z
if there exists a sequence of distinct X
;
- balls B
1
; : : : ; B
n
, one of which
is B, such that Q
0
\ B
1
, Q
z
\ B
n
and B
i
\ B
i+1
, i = 1; : : : ; n   1, are
all nonempty. Let H
;
= H
;
(n; z) denote the (random) collection of all
X
;
- balls which are on an n-step path from 0 to z. Thus fH
;
6= ;g is
the event that (0
n
 z) occurs in X
;
. It is straightforward to see that on
fH
;R(1)
is inniteg there exists some (random) bounded subset of R
d
that
19
is intersected by innitely many X
;R(1)
- balls. But by Lemma 3.1 in [12],
this happens with probability zero since E(R(t)
d
) < 1. Therefore H
;R(1)
is almost surely nite. Hence, since W is a.s. continuous at t = 0, we have
(coupling all models so that H
;R(t)
 H
;
for all t > 0),
supft : H
;R(t)
= H
;
g > 0 a.s.
So
1f(0
n
 x) in X
;R(t)
g ! 1f(0
n
 x) in X
;
g as t! 0 a.s.;
and the result follows. 2
Proof of Lemma 4.3 By Lemma 4.6 there exists n  1 such thatE
;
(n) <
1
3
. By Lemma 4.7,
E
;R(1)
(n) =
X
x2Z
d
P
;R(1)
(0
n
 x) <1;
so there exists R > 0 such that
X
x2Z
d
nS
R
P
;R(1)
(0
n
 x) <
1
3
:
Finally, by Lemma 4.8 there exists t 2 (0; 1] such that
X
x2Z
d
\S
R
P
;R(t)
(0
n
 x) <
1
3
+
X
x2Z
d
\S
R
P
;
(0
n
 x)

1
3
+E
;
(n):
Combining now these arguments, and using monotonicity in t, we have
E
;R(t)
(n) =
X
x2Z
d
\S
R
P
;R(t)
(0
n
 x) +
X
x2Z
d
nS
R
P
;R(t)
(0
n
 x)
<
1
3
+E
;
(n) +
X
x2Z
d
nS
R
P
;R(1)
(0
n
 x)
< 1:
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