Abstract Modern communications systems are heavily reliant on statistical techniques to recover information in the presence of noise and interference. One of the mathematical structures used to achieve this goal is Hadamard matrices. They are used in many different ways and some examples are given. This paper concentrates on code division multiple access systems where Hadamard matrices are used for user separation. Two older techniques from design and analysis of experiments which rely on similar processes are also included. We give a short bibliography (from the thousands produced by a google search) of applications of Hadamard matrices appearing since the paper of Hedayat and Wallis in 1978 and some applications in telecommunications.
Introduction
Hadamard matrices seem such simple matrix structures: they are square, have entries +1 or −1 and have orthogonal row vectors and orthogonal column vectors. Yet they have been actively studied for over 138 years and still have more secrets to be discovered. In this paper we concentrate on engineering and statistical applications especially those in communications systems, digital image processing and orthogonal spreading sequences for direct sequences spread spectrum code division multiple access.
Basic definitions and properties
A square matrix with elements ±1 and size h, whose distinct row vectors are mutually orthogonal, is referred to as an Hadamard matrix of order h. where − denotes −1. Such matrices were first studied by Sylvester (1867) who observed that if H is an Hadamard matrix, then
H H H −H
is also an Hadamard matrix. Indeed, using the matrix of order 1, we have:
Lemma 2.1 (Sylvester (1867) ) : There is an Hadamard matrix of order 2 t for all non-negative t.
The matrices of order 2 t constructed using Sylvester's construction are usually referred to as Sylvester-Hadamard matrices. The Sylvester-Hadamard matrices are associated with discrete orthogonal functions called Walsh functions which will be discussed later in the paper.
Hadamard (1893) gave examples for a few small orders. An example of order 12 is as follows: 
Some systematic constructions of Hadamard matrices different to Sylvester's construction will be given in the next section. The following two Lemmas give some basic properties of Hadamard matrices. Kharaghani and Tayfeh-Rezaie Kharaghani and Tayfeh-Rezaie (2004 Hadamard in (1893) considered matrices with entries on the unit circle, and proved that these matrices, X = [x ij ] n×n , satisfied the following inequality:
Lemma 2.2 Let H h be an Hadamard matrix of order h. Then: (i)
If they satisfied the equality of (1) then they satisfied XX t = I n and had maximal determinant n n 2 . However, Hadamard's name has become associated only with the matrices having their entries equal to ±1.
Some useful constructions of Hadamard matrices
Hadamard matrices have a very wide variety of applications in modern communications and statistics. A construction technique of crucial importance in one application may be less significant in another application. There is a close relationship between Hadamard matrices constructed using Sylvester's technique (see Lemma 1) and Walsh functions that are often used in engineering applications, including communication systems and digital image processing. Apart from Sylvester's construction there are several other systematic ways of constructing such matrices. Good lists of those techniques can be found in Geramita and Seberry (1979) , Hedayat et al. (1999) and the listing of the matrices can be found on the home pages maintained by Seberry (2004), and Sloane (2004) .
In this section, we want to introduce some of those techniques that lead to large families of H -inequivalent matrices since H -inequivalent matrices, and even Hequivalent matrices, can have quite different computational properties in some of the applications discussed and affect system performance. We present here two such construction techniques: Golay-Hadamard matrices, and WilliamsonHadamard matrices. More construction techniques can be found in Geramita and Seberry (1979) . In addition, we will give a technique leading to the construction of pairs of amicable Hadamard matrices from circulant matrices. These amicable Hadamard matrices can be used to design complex four-phase orthogonal matrices having both real and imaginary components independently orthogonal. Hadamard matrices can be used also to design error correcting block codes which can correct large numbers of errors in communications. For definitions not given here the interested reader is referred to Seberry and Yamada (1992) or Koukouvinos and Kounias (1989) .
Construction of Hadamard matrices using Golay sequences
In Seberry et al. (2002) , we have studied the use of Golay complementary sequences to construct Hadamard matrices for use in direct sequence spread spectrum (DS SS) code division multiple access (CDMA) communication systems. For a pair of Golay complementary sequences S 1 and S 2 , the sum of their aperiodic autocorrelation functions equals to zero, except for the zero shift Fan and Darnell (1966) :
where c S 1 (τ ) and c S 2 (τ ) denote the aperiodic autocorrelation functions Fan and Darnell (1966) . It can be proven Seberry andYamada (1992), Wallis et al. (1972) that if matrices A and B are the circulant matrices created from a pair of Golay complementary sequences S 1 and S 2 then the matrix
is an Hadamard matrix. We write in more detail about circulant matrices and how to construct Hadamard matrices using a circulant core in Section 3. 
are four complementary sequences of length 1 + 2 , and that there is a GolayHadamard matrix of order
constructed from Goethals-Seidel array. This technique produces many more Golay-Hadamard matrices than the construction given by Eq. (3), Craigen et al. (2001) .
Williamson-Hadamard construction
Theorem 3.1 [Williamson (1944) 
Further, suppose
Then, using A, B, C, D in the Williamson array H given by
gives an Hadamard matrix of order 4n. Williamson (1944) developed number theoretic techniques which allow computer searches for these matrices to be made far more efficiently but still in non polynomial time. An extensive list of sequences to generate circulant matrices to fill the Williamson array, to get Hadamard matrices of orders 12 to 252, can be found in Seberry et al. (2003) .
Amicable Hadamard matrices
We now briefly discuss the construction of pairs of of amicable Hadamard matrices as these matrices can be used to design complex four-phase orthogonal matrices having both real and imaginary components independently orthogonal. Two square matrices M and N of order n are said to be amicable if MN t = NM t . Suppose I + S and N are amicable Hadamard matrices of order n satisfying t .
An Hadamard matrix, A, of order n are said to be constructed using a circulant core if it uses a suitably use a bordered matrix C = c(i, j ) of order n−1, satisfying
is a circulant core and
is an Hadamard matrix constructed using a circulant core. An Hadamard matrix, B, of order n is said to be constructed using a back circulant core if it uses a suitably bordered matrix
is a back circulant core and
is an Hadamard matrix constructed using a back circulant core.
Theorem 3.2 An Hadamard matrix of order p + 1 can be constructed with circulant core and with back circulant core when
, where q and q + 2 are both prime Stanton and Sprott (1958) , Whiteman (1962) ; 3. p = 2 t − 1, where t is a positive integer Singer (1938) ; 4. p = 4x 2 + 27, where p is prime and x a positive integer Hall (1967) . Wallis et al., 1972, p300) ] An Hadamard matrix of order n constructed using a circulant core A and an Hadamard matrix of order n constructed using a back circulant core B are amicable. That is AB t = BA t .
Theorem 3.3 [(
Proof We note that if X is a circulant core and Y is a back circulant core, both of order n−1, then XY t = Y X t . Let J be the matrix of all 1s. Suppose XJ = Y J = Y . (This can certainly be done for if, say XJ = −J , we would merely replace X by its negative.) Further suppose XX t = Y Y t = nJ − J , (which is a property of being the core of an Hadamard matrix) then This leads to the easy design of complex four-phase orthogonal matrices having both real and imaginary components independently orthogonal.
Applications of Hadamard matrices in telecommunications and signal processing
Hadamard matrices have found many applications in modern telecommunications and digital signal processing Yarlagadda and Hershey (1997) . In this section, we will briefly discuss some of those applications in error-control coding Peterson (1961) , and to define Walsh functions Walsh (1923) that can be used for signal modelling and transformation of information in image compression and image encoding Jain (1989) . We will also consider the use of Hadamard matrices to design spreading sequences for application in code division multiple access (CDMA) direct sequence (DS) spread spectrum (SS) systems Lam and Tantaratana (1994) .
Error-control codes derived from Hadamard matrices
Error correcting capabilities of codes derived from Hadamard matrices were first pointed out by Plotkin in 1951 Plotkin (1960 . This has been later studied by Bose and Shrikhande (1959) , who have shown the connection between Hadamard matrices and symmetrical block code designs and later extended by .
Theorem 4.1 [Peterson (1961)] If there exists an n × n Hadamard matrix, then there exists a binary code with 2n code vectors, and minimum distance n/2. (This is not necessarily a linear code.)
The block code designed from an Hadamard matrix H has the following structure:
Because the minimum distance for such a code is equal to n/2, codes derived from Hadamard matrices have maximal error correcting capability for a given length of a codeword. These codes were used in the 1960's in the Mariner and Voyager space probes to encode information transmitted back to the Earth while the probes visited Mars and the outer planets of the solar system. Due to the enormous distance between those planets and the Earth, not only does it take the signal a considerable amount of time to come to the Earth but the signal is also very weak. Only because of the powerful error-correction capabilities of those codes, was it possible to decode properly the glorious high quality pictures of Jupiter, Saturn, Uranus, Neptune and their moons. As a matter of fact, application of Hadamard matrices to design powerful error-correcting codes was one of the factors in an increased interest in finding new constructions of Hadamard matrices, e.g. Ang et al. (2003) , Baumert and Hall (1965) , Turyn (1972) .
Walsh functions
There are a couple of formal definitions of Walsh functions introduced in the literature (e.g. Szabatin (1982) , Yarlagadda and Hershey (1997) ). Here, we give their definition on the interval [0, 1]. 
These recursive formulae can be used to define Walsh functions for any value of m and k, and the plots of first eight Walsh functions are presented in Figure 1 . The Walsh functions can also be defined using the 
otherwise it takes the value of '−1'. The following example illustrates the usefulness of the described method to generate Walsh functions. The matrix H 8 is obtained as:
It is easy to see by comparing the rows of H 8 with Fig.1 that the mapping between H 8 and the Walsh functions is as follows:
W al(0, t) W al(7, t) W al(3, t) W al(4, t) W al(1, t) W al(6, t) W al(2, t) W al(5, t)
In general, the i th row of the matrix H 2 m defines the k th Walsh function W al(k, t) where k is the number of sign changes in the elements of that row.
The Walsh functions constitute a complete set of orthogonal functions Walsh (1923) , which means that every function defined on the interval [0, 1] and having finite norm can be expanded into the generalized Fourier series [26] using Walsh functions.
4.3 Direct sequence spread spectrum CDMA systems Bipolar spreading sequences derived from Sylvester-Hadamard matrices by simply considering each row of the matrix as a spreading sequence can be used for channel separation in direct sequence code division multiple access (DS CDMA) systems, e.g. Steele (1999) . Because of the connection between Sylvester-Hadamard matrices and the Walsh functions described in the previous section, these sequences are often referred to as Walsh-Hadamard sequences in literature dealing with communication systems. Because of the simplicity of Sylvester's construction, they are easy to generate. The spread spectrum signals are of course orthogonal in the case of perfect synchronization, which means that signals spread using different sequences can be perfectly resolved at the receiver. However, the aperiodic cross-correlation between two Walsh-Hadamard sequences can rise considerably in magnitude if there is a non-zero delay shift between them. Unfortunately, this is very often the case for up-link (mobile to base station) transmission, due to the differences in the corresponding propagation delays.
A block diagram of a conventional Direct Sequence Code Division Multiple Access (DS CDMA) system Lam and Tantaratana (1994) is shown in Figure 2 . The first block represents the data modulation of a carrier c(t). Usually, this is of the form c(t) = Acos(ω 0 t) and the modulation is either binary phase shift keying (BPSK) or quaternary phase shift keying QPSK, however, there is no restriction placed either on the waveform or the modulation type.
In the case of an angular modulation, the modulation signal of user 1, ζ 1 (t), is expressed as
where A is the amplitude of the modulated signal, ω 0 = 2π/T 0 is the angular carrier frequency, T 0 is a period of the carrier, φ 1 (t) represents the information carrying phase function and φ 0 is an initial value of the phase.
Next, the signal ζ 1 (t) is multiplied by the spreading signal g 1 (t) of the user 1 being the physical realization of the spreading sequence {s (1) n }. The resulting signal g 1 (t)ζ 1 (t) is then transmitted over the radio channel. Simultaneously, all other users 2 through M multiply their signals by their own spreading signals. The signal R(t) intercepted in the receiver antenna, neglecting the different path losses and channel noise, is given by:
where τ i , i = 1, 2, . . . , M, denotes delays corresponding to different transmission paths associated with the user i. Assuming the receiver is configured to receive message from user 1, the despread signal w 1 (t) is given by
where g 2 1 (t −τ 1 )ζ 1 (t −τ 1 ) is the desired signal and the other terms are the interfering signals responsible for the multi-access interference (MAI).
For general polyphase sequences {s
n } and {s ( ) n } of length N, the discrete aperiodic correlation function is defined as (see Fan and Darnell (1966) ):
where [ * ] denotes a complex conjugate operation. When {s
n }, Eq.(12) defines the discrete aperiodic auto-correlation function.
Another important parameter used to assess the synchronization amicability of the spreading sequence {s
n } is a merit factor, or a figure of merit Golay (1982) , which specifies the ratio of the energy of autocorrelation function main-lobes to the energy of the auto-correlation function side-lobes in the form:
In DS CDMA systems, we want to have the maximum values of aperiodic crosscorrelation functions and the maximum values of out-of-phase aperiodic autocorrelation functions as small as possible, while the merit factor as great as possible for all of the sequences used. The bit error rate (BER) in a multiple access environment depends on the modulation technique used, demodulation algorithm, and the signal-to-noise power ratio (SNR) available at the receiver. Pursley (1977) showed that in case of a BPSK asynchronous DS CDMA system, it is possible to express the average SNR at the receiver output of a correlator receiver of the i th user as a function of the average interference parameter (AIP) for the other K users of the system, and the power of white Gaussian noise present in the channel. The SNR for i th user, denoted as SNR i , can be expressed in the form:
where E b is the bit energy, N 0 is the one-sided Gaussian noise power spectral density, and ρ k,i is the AIP, defined for a pair of sequences as
The cross-correlation parameters µ k,i (τ ) are defined by:
However, following the derivation in Karkkainen (1992) , ρ k,i for polyphase sequences may be well approximated as:
In order to evaluate the performance of a whole set of M spreading sequences, the average mean-square value of cross-correlation for all sequences in the set, denoted by R CC , was introduced by Oppermann and Vucetic (1997) as a measure of the set cross-correlation performance:
A similar measure, denoted by R AC was introduced in Oppermann and Vucetic (1997) for comparing the auto-correlation performance:
The measure defined by (19) allows for comparison of the auto-correlation properties of the set of spreading sequences on the same basis as the cross-correlation properties. It can be used instead of the figures of merit, which have to be calculated for the individual sequences. For DS CDMA applications we want both parameters R CC and R AC to be as low as possible Oppermann and Vucetic (1997) . Because these parameters characterize the whole sets of spreading sequences, it is convenient to use them as the optimization criteria in the design of new sequence sets.
The measures defined by Eqs (18) and (19) are very useful for large sets of sequences and large number of active users, when the constellation of interferers (i.e. relative delays among the active users and the spreading sequences used) changes randomly for every transmitted information symbol. However, for a more static situation, when the constellation of interferers stays constant for the duration of many information symbols, it is also important to consider the worst-case scenarios. This can be accounted for by analyzing the maximum value of peaks in the aperiodic cross-correlation functions over the whole set of sequences. Hence, an additional measure to compare the spreading sequence sets needs to be considered Seberry et al. (2003) :
-The maximum value of the aperiodic cross-correlation functions C max
In (2002), Wysocki and Wysocki have shown that by applying the property (iv) of Lemma 2, one can alter aperiodic correlation functions for the whole set of the spreading sequences. For example, the sequences derived from the normalized Sylvester-Hadamard matrix of order 32 have the following correlation parameters:
On the other hand, the sequences derived from an H -equivalent matrix obtained by multiplying the Sylvester-Hadamard matrix of order 32 by a diagonal matrix with the main diagonal
are characterized by the following set of the parameters:
The significant reduction in the value of C max translates to the improvement in the bit error rate for the asynchronous CDMA system utilizing such spreading sequences.
The interesting research question is whether one can further reduce the value of C max by choosing a different diagonal matrix or by permuting the columns of the Hadamard matrix. Theoretically, the minimum value of C max can be computed using the Levenshtein bound Levenshtein (1997) , which for the case of bipolar sequences of length 32 equals 0.1410. The bound is, however, obtained without assuming orthogonality of sequences for their perfect alignment, and as such can be considered only as a remote target. To find the absolute answer to the question of a minimum value of C max for the given starting set of sequences, one needs to perform an exhaustive search of all possible diagonal matrices and all possible permutation of columns. Unfortunately, even for the modest matrix order of 32 this is not a trivial task that can be completed, at the current level of computing technology, in a reasonable time. To date, the value of C max = 0.4063 is the lowest value obtained for sequences derived from the Sylvester-Hadamard matrix of order 32.
In our successive works Seberry et al. (2002) , Seberry et al. (2003) , Ang et al. (2003) , Seberry et al. (2004) , we considered application of Hadamard matrices constructed using different techniques to design spreading sequences for DS CDMA applications. It is interesting to note that the value of C max depends on the construction method used to obtain the non-modified Hadamard matrix. For example, in case of sequences derived from the Hadamard matrix constructed using Hall's difference set Hall (1956 ) that value can be as low as 0.3750 Seberry et al. (2004) .
Some other applications of Hadamard matrices

Screening Properties of Hadamard Matrices
An array on two symbols with N rows and k columns is a (N, k, p) screening design if for each choice of p columns, each of the 2 p row vectors appears at least once. Screening designs are useful for situations where a large number of factors (q) is examined but only a few (k) of these are expected to be important. Screening designs that arise from Hadamard matrices have traditionally been used for identifying main effects only, because of their complex aliasing structures. Without loss of generality we can assume that the first column of a Hadamard matrix contains only 1's. Then by removing this column we obtain (N, N − 1, p) screening design, with p ≥ 2. Some screening designs of this form were introduced by Plackett and Burman (1946) and they are usually referred to as Plackett-Burman designs.
Further interesting papers on the construction of supersaturated screening designs are given by Lin (1993a) , Tang and Wu (1997) and Wu (1993) .
Hadamard matrices and optimal weighing designs
Suppose we are given p objects to be weighed in n weighings with a chemical balance (two-pan balance) having no bias. Let:
x ij = 1 if the j th object is placed in the left pan in the i th weighing, x ij = −1 if the j th object is placed in the right pan in the i th weighing. Then the n × p matrix X = (x ij ) completely characterizes the weighing experiment.
Let us denote the true weights of the p objects by w 1 , w 2 , . . . , w p , and by y 1 , y 2 , . . . , y n the results of n weighings (so that the readings indicate that the weight of the left pan exceeds that of the right pan by y i in the i th weighing). Then, denoting the column vectors of w's and y's by W and Y , respectively, the readings can be represented by a linear model:
where e is the column vector of e 1 , e 2 , . . . , e n and e i is the error between observed and expected readings. We assume that e is a random vector with a zero mean and a covariance matrix σ 2 I . This is a reasonable assumption in the case where objects to be weighed have small mass compared to the mass, and hence the inertia, of the balance itself. Hotelling (1944) showed that for any weighing design the varianceŵ i cannot be less than σ 2 /n. Therefore, we shall call a weighing design X optimal, if it estimates each of the weights with this minimum variance σ 2 /n. Kiefer's work Kiefer (1975) shows that a chemical balance weighing design X is optimal if it is an n × p matrix of ±1 whose columns are orthogonal, and are taken from an Hadamard matrix. application may be less significant in another application. Even H -equivalent Hadamard matrices possess different properties that can lead to different system performance. We give a short bibliography of applications of Hadamard matrices, chosen from the 44 thousand produced by a web search search, to indicate some further applications that have appeared in the literature since Hedayat and Wallis (1978) . 
