A new approach based on hybrid Hopfield neural network and self-adaptive genetic algorithm for camera calibration is proposed. First, a Hopfield network based on dynamics is structured according to the normal equation obtained from experiment data. The network has 11 neurons, its weights are elements of the symmetrical matrix of the normal equation and keep invariable, whose input vector is corresponding to the right term of normal equation, and its output signals are corresponding to the fitting coefficients of the camera's projection matrix. At the same time an innovative genetic algorithm is presented to get the global optimization solution, where the cross-over probability and mutation probability are tuned self-adaptively according to the evolution speed factor in longitudinal direction and the aggregation degree factor in lateral direction, respectively. When the system comes to global equilibrium state, the camera's projection matrix is estimated from the output vector of the Hopfield network, so the camera calibration is completed. Finally, the precision analysis is carried out, which demonstrates that, as opposed to the existing methods, such as Faugeras's, the proposed approach has high precision, and provides a new scheme for machine vision system and precision manufacture.
INTRODUCTION
AMERA CALIBRATION is a process of modeling the mapping between 3D objects and 2D images, which is a key step for 3D measurement with robotic vision and manufacturing inspection, for example the measuring of micro-drill [1] [2] . Ma estimated the intrinsic parameters of the camera by designing two sets of three pure orthogonal translation motions, and obtained the orientations of the camera with respect to the hand frame with a set pairwise orthogonal translation motion [3] . Zhang estimated the intrinsic and extrinsic parameters via homography matrix in the light of orthogonality of rotational matrix with the homography obtained from the 3D coordinates in target block and its 2D coordinates [4] . Cai, Li and Qiao proposed a camera calibration approach using neural networks, where transformation matrices of the binocular vision system can be replaced by the stable weights and the activation function, but there is no way to get the projective matrix of camera [5] . Ge, Yao and Xiang adopted neural network with embedded orthogonal weights to achieve camera calibration, however, the lens distortions are not included [6] . Faugeras adopted a linear pin-hole model of camera, and in the light of orthogonality of rotational matrix, obtained the intrinsic(without distortion) and extrinsic parameters of camera from the projection matrix by decomposition [7] . There is a report on the calibration of camera with the Hopfield network and simulated annealing algorithm to obtain the projection matrix, however, the global search capability of the Hopfield network and annealing algorithm is not strong [8] .
Based on our research of camera calibration with computational intelligence, a flexible camera calibration with the Hopfield neural network and adaptive genetic algorithm (HNNAGA) is proposed, so the camera projection matrix is estimated according to the output vector of Hopfield network.
Our paper is organized as follows: we first introduce how the camera's pin-hole model is deduced with a sequence of geometrical transformations. In Section 3, the Hopfield neural network (abbr. as HNN) is structured according to the physical model of camera, and an innovative self-adaptive genetic algorithm is introduced, where the cross-over probability and mutation probability are tuned selfadaptively according to the evolution speed factor in longitudinal direction and the aggregation degree factor in lateral direction, respectively. In Section 4, we present the calibration experiment and precision analysis. Finally, conclusions are presented in Section 5.
PERSPECTIVE MODEL OF CAMERA
As can be seen from Fig.1 can be described as follows [9] [10] [11] 
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Design of THE Hopfield neural network
While the camera calibration is carried out, a continuous Hopfield neural network based on dynamics is adopted. Its structure is shown in Fig.2 (7) where i λ is curve's slope at the principle point.
At the same time, we define energy function as follows 
, because A is a symmetrical matrix, thus
and its inverse function ) ( N and the network will come to equilibrium along with iterations. Assuming that the i R is infinite, thus the third term in right of Eq.(6) can be viewed as zero, so Eq.(6) can be viewed as Eq. (5) while
. If the point is the global optimum, the output signals
of Hopfield network are taken as elements of fitted projection matrix in Eq.(5).
According to Eq. (6), its iteration algorithm is obtained as follows,
where t is the integral time.
Self-adaptive genetic algorithm
Genetic algorithm is stochastic search mechanics, which consists of reproduction, cross-over and mutation. In the solving program, an individual consist of 11 variables, which are the output signals
of Hopfield network, and the real code is adopted to obtain the individuals at random [15] 
, which is used to describe the nonsimilarity among individuals, or the non-similarity of the individuals between parent generation and offspring generation. In the experiment, according to the knowledge of camera model's intrinsic and extrinsic parameters, and the experiment circumstances, the search space of every individual is ) 20000 , 20000 (− ; at the same time lets the colony size be M=80, and the iteration timer is 300. In the algorithm, cross-over probability and mutation probability are adjusted according to the characteristic in longitudinal direction and lateral direction.
The operation of cross-over consists of taking two individuals among the current population and in partially exchanging their respective information, obtaining two individuals who replace them. We adopt the arithmetic cross-over that produces two complimentary linear combinations of the parents:
where r is a random number between 1 and 0.
Mutation operation serves for introducing a noise into the information of an individual to guarantee a certain variety of the population. The non-uniform mutation randomly selects one variable of the vector i , j , and sets it equal to a nonuniform random number: 
, at the same time drawing on the experience of the normalization method, the evolution speed factor is written as
, the larger the t e , the faster the evolution speed; while t e approximate 0, the algorithm stagnates or the optimal solution is achieved.
Aggregation degree factor
In lateral direction, if the individual's diversity decreases too soon during the iteration, the algorithm may not find the global optimization solution for the system. In order to represent the individual's diversity, the aggregation degree factor is introduced. Assuming all individuals' central position coordinate vector is x in the t th generation, the sum distance of all individuals between x is
, so the aggregation degree factor is given by the following equation:
It is obvious that 1 0 ≤ < t σ . The bigger the t σ is, the more diverse the individual is, and the individuals' disturbance is more dispersed.
Self-adaptive algorithm of cross-over probability and mutation probability
If the evolution speed of individuals is high, the algorithm can search optimization solution at a large scope. On the other hand, if the aggregation degree factor of individuals is small, the algorithm will trap into local optimization easily [17] [18] , so we propose an innovative approach to obtain the global optimization solution. According to the characteristic of the individual's motion trajectory from the lateral direction and longitudinal direction, at the beginning, crossover probability p c and mutation probability p m should increase along with the increasing of gathering of individuals, and increase with decreasing of individual evolution speed accordingly. On the other hand, to guarantee convergence of algorithm, the cross-over probability p c and mutation probability p m should adopt a smaller value for individuals with higher fitness degree. The p c and p m are modified dynamically as follows, . Self-adaptive tunings of cross-over probability p c and mutation probability p m are shown in Fig.3 , where AD factor denotes aggregation degree factor, and ES factor denotes evolution speed factor. 
Flowchart of THE calibration program
The flow chart of the program is illustrated in Fig.4 . In the calibration program, let 100000
. Because the energy function is negative, as can be seen from Eq. (8), so in the iteration algorithm, in order to made the motion trajectory come to the least Lyapunov function, let
The Hopfield neural network is trained 5 times for each individual in every generation. is taken as offset value to avoid the performance index of the Hopfield network to approach 0. According to the evolution speed factor and aggregation degree factor we judge whether the system comes to the neighborhood of global optimization state (abbr. as NGOS). If not, the next vector, which is row vector of matrix A , is put into the system; and if all vectors are over, next round is restarted again; else the program only runs Hopfield to obtain the precision solution. When the system comes to global equilibrium state, the outputs of the networks converge to stable values, which can be taken as the elements of camera's projection matrix, thus the camera calibration is finished. 
Calibration experiment
The eye-hand system of the robot consists of 4 free degree manipulators, camera, target block, servo control system and so on, which is shown in Fig.5 . In the camera calibration experiment, firstly the 3D coordinates of the feature points are measured relative to a selected world coordinate system. Then the images of target block are taken with the camera, and the feature extraction is carried out, so the edge information of blind holes is obtained using a technique based on edge-detection, which is shown in Fig.6 . Finally, the 2D coordinates of blind holes' center in the image planes are estimated with sub-pixel accuracy [19] [20] . In the camera calibration program, the improved genetic algorithm drives the individuals to come to the neighborhood of the global optimization state, when the Hopfield network comes to the global equilibrium state and the stable output vector is obtained, from which the projection matrix of camera is estimated and shown in Table 1 . 
Analysis of precision
There is no unified precision index standard for a machine vision system, in the precision analysis experiment, let image residual errors be taken as calibration precision. First, the projected points' coordinates in the image plane are estimated according to the projection matrix and 3D coordinates of sampled points in world frame, then image errors between estimated coordinates and actual tested coordinates are taken as calibration precision of camera, which can be expressed as follows.
If the coordinates of projected points in the image plane are estimated according to the projection matrix and 3D coordinates, we have While the calibration precision of camera is carried out, we move the manipulator to have the target block at some integral number positions, such as 450.000 mm and 410.00 mm in Z axis. 6 feature points are chosen at random, and the coordinates of their center in the world frame are measured, which are shown in Table 2 . Then the actual tested 2D coordinates of blind hole center are obtained from the image of the target block, which are shown in the 1 st line of Table  3 . Then according to the results of camera calibration with the proposed approach, the coordinates of feature points projected in image planes are estimated according to Eqs. (18) and (19) , which are obtained and shown in the 2 nd line of Table 3 .
Finally, according to equation (17) , the precision indices for the proposed technique are shown in the 3 rd line of Table 3 .
If the camera calibration method, such as the Faugeras approach, is adopted, where the least square method (abbr. as LSM) is used to carry out data processing, so the projection matrix of camera is obtained and shown in Table 4 . At the same time, in order to obtain the precision indices for the least square method, the 2D coordinates of space points projected on the image plane are estimated according to Eqs. (18) and (19) and shown in the 4 th line of Table 3 ; so the precision indices of calibration, i.e. the image residual errors are obtained and shown in the 5 th line of Table 3 . On the other hand, when the target block is located at two positions, such as 450.00mm and 410mm, the other 56 feature point coordinates besides the above 6 points are obtained too; and the precision indices are obtained for two calibration approaches, then all the precision indices, i.e. image residual errors, are plotted in one figure and shown in Fig.7 .
As can be seen from Fig.7 , the residual errors between the tested image coordinates and estimated coordinates are demonstrated and composed with two approaches. The maximum error and minimum image error are 0.1297 (pixel) and 0.1192 (pixel) with the proposed approach, respectively; and the maximum and minimum of the image residual errors are 0.1554 (pixel) and 0.1426 (pixel) with Faugeras's; and the average residual errors of the proposed approach and the least square method are 0.1254 (pixel) and 0.1504 (pixel), respectively.
CONCLUSIONS AND FURTHER WORK
A novel approach for camera calibration based on hybrid Hopfield network and self-adaptive genetic algorithm is proposed in this paper. As opposed to other techniques, our main contributions are [3] [4] [5] [6] [7] :
Firstly, the Hopfield neural network is structured according to the normal equation derived from experiment data and physical model of camera, so the fitting algorithm of camera calibration is transformed into dynamic neural network. The energy function of Hopfield network always decreases along with its iteration. The projection matrix of camera is obtained from stable output vectors of the Hopfield network in the experiment when the global optimization solution is obtained. Second, an innovative genetic algorithm is proposed to get the global optimization solution, where the trajectory of individual and aggregation degree of colony are described with evolution speed factor and aggregation degree factor from longitudinal direction and lateral direction, respectively, so the cross-over probability p c and mutation probability p m are tuned dynamically according to the evolution speed factor and the aggregation degree factor.
The proposed approach possesses merits of simple computation and high accuracy, which makes the system meet the precise requirement for intelligent test and precision manufacture.
The future work will focus to achieve the measurement of micro-drill's defects, such as rounded corner, main lips' chips, long-short edge, overlap(or gap), non-concentricity and so on with machine vision system and the proposed technique.
