1. Introduction. In this paper we prove the existence of travelling wave solutions to phase field equations in a scaling regime for which a sharp interface model (encompassing surface tension and kinetic undercooling) is attained as a singular limit. Furthermore, we prove that the distinguished limits which lead to sharp interface models which neglect surface tension or kinetic undercooling do not support travelling wave solutions with the same boundary conditions.
related to macroscopic quantities by means of experiments such as light scattering. The parameter C; is a dimensionless length scale which represents the strength of microscopic interactions, since the C;2/j,rp term is derived from the original microscopic interaction term'" / J(x -x')rp(x)rp(x'). Then Eq. (1.1) arises from a
L..ix,x
Landau-Ginzberg free energy of the form Y{rp} = In dx { C;; C'Vrp)2 -G(rp) -2urp } where G' (rp) = g( rp) . In equilibrium, one expects rp to be a minimizer of Y so that OY / 0 rp = o. When the material is not in equilibrium, it is assumed to be moving toward equilibrium under the influence of a "force" which is proportional to the extent it is away from equilibrium, i,e., 1:rpt = -OY /orp. For a wide spectrum of phase boundary problems, including ordinary phase transitions for which the interfacial width is not large, C; and a can be regarded as small parameters.
Equations (1.1), (1.2) can be studied subject to initial conditions
rp(O, x) = q5(x), ( 1.3) and appropriate boundary conditions such as u(t, x) = ua(x) , xE8n (1.4) where rp± are the right and left roots of a-I g(rp) + 2u = o. Since a is a small parameter, these roots will be approximately ±1. The second condition in (1.4) is natural since it is compatible with rp t = /j,rp = 0 in (1.1), so that rp is constant when it is far from the interface.
The macroscopic significance of the parameters is best observed by defining parameters By multiplying (1.1) by a, it is evident that t is the length scale which measures the width of the transition layer for rp, i.e., the width of the interface between solid and liquid. This is borne out in the rigorous treatments of the stationary transition layers as well.
The parameter a is related to the surface tension which can be defined by a local interpretation of Y(rp) -1y{ +1} -1y {-I} We note that while U o is independent of E if fJ is held constant, the exact surface tension, u, involves the L 2 norm of the true solution, rp, and therefore depends on E. However, for our purposes, we may assume that surface tension is given by u o '
In considering various singular limits of (1.1), (1.2) it is very useful to note the behavior of E and U o in terms of the effects on the resulting macroscopic equations. In particular, it is clear that a sharp interface model requires a limit as E approaches zero. However, one may have ~ and a in various distinct scalings while E -+ O. If one chooses a scaling in which fJ approaches zero, then the surface tension approaches zero as the interfacial thickness vanishes. However, it is clear from (1.5) that the distinguished limit of finite surface tension (fJ held fixed as E -+ 0) can also be considered.
These distinguished limits of the phase field equations were considered in [1] , [2] with the formal asymptotic result that the major sharp interface problems (which are defined below) are each distinct limiting cases of (1.1), (1.2) . For this purpose, it is convenient to rewrite (1.1) by using (1.5), (1.7) as 2 2 2Em
O:
(1.8)
We now define the relevant sharp interface models which assume that the two phases, e.g., solid and liquid, are separated by a sharp interface, r( t). The heat diffusion equation applies in each phase and the latent heat of fusion across the interface must be dissipated into the two phases, leading to the equations, where I and K are defined as before, v is normal velocity of the interface, and []~ denotes the jump in the normal derivative of u from solid to liquid. The first mathematical model of solidification, known as the classical Stefan model [3] , stipulates the temperature condition u = 0 on r (1.11) as the additional interface condition.
In this classical problem, the temperature serves a double role in that the sign of u determines phase. Once the physical phenomena of supercooling (and analogously superheating), or the presence of liquid at subzero temperatures is introduced, it is clear that this dual role is no longer possible. Nevertheless, replacing (1.11) with a physically more accurate equation for the interface results in a system of equations which has been studied recently in the physics and applied mathematics literature. In particular, a modified Stefan problem is obtained by coupling (1.9), (1.10) with u u
where K is the sum of principal curvatures and Lls is the entropy difference between the two phases (assumed to be constant). An alternative modified Stefan problem is obtained by neglecting the -aav/tls term in (1.12).
Equations (1.9), (1.10), (1.11) or (1.12) are subject to initial and boundary conditions such as the u part of (1.3), (1.4).
It was shown in [1] , [2] that the formal asymptotic limits of the phase field equations depending on each scaling regime are given as follows: (1.2), (1.8) approach the classical Stefan model (resp. modified Stefan model) in the limit of E, a ~ 0 (resp. E ~ 0, a held fixed) for a positive a. If a also tends to zero as well as E ~ 0, a held fixed, we obtain an alternative modified Stefan model.
It is well known that the surface tension a o is of crucial importance as a stabilizing influence in the shape evolution of the macroscopic interface. Clearly, from (1.12), a large surface tension tends to inhibit the development of a large curvature as the interface evolves in time. The role of the kinetic undercooling term -aav / ru in (1.12) has also been of interest more recently [8] , [9] . This term does not alter the stability-instability spectrum but tends to decrease the magnitude of the instability for the unstable modes. Another important feature of this term is that under appropriate conditions, travelling wave solutions are possible for (1.9)-( 1.12) if and only if a =f. O.
The relationship between the phase field equations (1.2), (1.8) and these sharp interface problems is of both theoretical and practical interest. In addition to proving the possibility of numerical approximation of sharp interface problems, the phase field equations offer a new avenue for proving theorems on such sharp interface problems. In particular, methods such as those of dynamical systems are applicable to parabolic equations including the phase field model, but not directly to Stefan-type problems since the latter involve interface conditions with discontinuous gradients.
The convergence of a system of parabolic equations such as (1.2), (1.8) in the singular limit as E ~ 0 is a delicate problem. In a scaling which formally approaches the classical Stefan model, (1.9)-(1.11), one must also have a o ~ 0 in (1.8), thereby creating an additional singular limit. Some of the theoretical difficulties and the notorious instabilities of the interface in the classical Stefan model are clear from this perspective.
An important set of problems is the rigorous justification that.solutions to the phase field equations within various scaling regimes have asymptotic limits that are governed by solutions to sharp interface, Stefan-type problems. Such rigorous theorems have been limited thus far to steady state problems [4] - [7] . In particular, it has been proven that solutions to the steady state phase field equations (u t = (jJt = 0) converge to those of the steady state modified Stefan problem. The latter simply involves finding a function u and a curve (or surface) r such that at any point x E r, u(x) is proportional to the mean curvature at x. Part of the difficulty in proving analogous theorems for the dynamical situations is the scarcity of results for problems such as the time-dependent, modified Stefan problem.
In this paper we present the first rigorous convergence results in the dynamical setting. Namely, we prove the existence of travelling waves for the phase field equations (1.2), (1.3) for small E with a o held fixed, and prove convergence to the modified Stefan model (1.9), (1.10), (1.12).
For the modified Stefan problem, one can verify the existence [8] , [9] of the following travelling wave solution with velocity c* and u(t, +(0) = u cool :
The boundary condition, u coo1 ' must satisfy the same constraint imposed on the phase field solutions (see (2.11)).
The physical problem here is that the material is in a liquid state for x > c* t and solid for x < c*t . By the constraint imposed on the boundary condition at +00, the temperature is always negative, and the freezing continues as a result of the lower temperature in the liquid. Thus the boundary condition u( t , +(0) = u cool is the driving force which maintains the constant velocity planar wave.
For travelling wave solutions to the phase field equations (see (2.2) and (2.3)), we define the boundary conditions, with z == x -ct , as
where rp~oo is the left-most root of g(rp) + (2Em/a o )u; = 0, and rp~ the right-most root of g(rp) + (2Em/ao)ucool = o. Note that the above boundary conditions are not independent; in fact, we will see in Sec. 2 that once u coo1 is given, other data are uniquely determined as functions of E . Thus, the problem is to prove the existence of steady planar solutions to (1.2), (1.8), (1.14) for small E, and to show that the temperature u converges in an appropriate norm to the solutions (1.13) as E approaches zero. To do this, we will employ the alternative method to reduce the entire problem to solving the bifurcation equation B(c, E) = 0 (ser, (2.32)).
Mathematically it is not a priori clear how to choose the solution space which is valid uniformly up to E = 0 since, when E 1 0, the phase function rp approaches a discontinuous function in the original coordinate z. Even if we take a stretched coordinate y = ~, then temperature, u, does not have a limit in gg (JR) which satisfies the boundary conditions (see Remark 2.3). However we can show that the scaled bifurcation equation B(c, E) = 0 is valid up to E = 0 (see Lemma 2.5) and the limiting velocity c* is uniquely determined as the zero point of B(c, 0) = o.
If ~ and a tend to zero so that E and a defined by (1.5) both approach zero, then the formal limit of the phase field equation is the classical Stefan model, for which the travelling wave solutions of the form (1.13) are not possible under the constraint considered (i.e., (2.11)). In Sect. 3 we prove within this scaling limit that travelling waves cannot exist subject to the same conditions. Recently, travelling wave solutions to phase field equations in a different scaling regime (i.e., a = constant) have been studied numerically [13] . Also the transir '52 G. CAGINALP AND Y. NISHIURA tion from planar travelling fronts to curved ones for phase field equations has been obtained in [14] for a different scaling regime (i.e., a = constant and a = O(C')).
2. Existence of travelling wave solutions and their singular limit. We seek travelling wave solutions to (1.2), (1.8), (1.14) which move at constant velocity c in the positive
Integrating the second equation (2.3) from z = -00 we have, upon utilizing the boundary conditions (1.14)
The associated first-order system for (2.2), (2.4) is given by
The travelling wave for (2.2), (2.3) corresponds to a heteroc1inic orbit of (2.5)-(2.7) which connects two distinct equilibria. The equilibria of (2.5)-(2.7) are given by the intersection of two curves
The boundary conditions (1.14) imply that for sufficiently small E there are always three equilibria LE , SE , and IE in the x = O-plane as shown in Fig. 1 . Note that the condition u coo1 < 0 (1.14) implies that the location of each equilibrium is uniquely determined as a function of E • We are interested in a heteroclinic orbit connecting LE = (91::',0, u coo1 ) to SE = (91~00' 0, u;). From (2.8) and (1.14) one clearly has the limits lim91~ =±1, dO 00
More precisely, we have
where 17± (E), p( E) are smooth and bounded functions up to E = O. It will be seen later that (2.9b) gives the temperature at the interface of the planar travelling wave of the modified Stefan model (1.9), (1.10), (1.12). To ensure the positivity of the velocity c, we will need to assume
That is, the temperature at infinity must be low in comparison with the latent heat. Physically, this means that the supercooling must overcome the amount oflatent heat released at the interface in order to perpetuate the solidification at constant velocity. To avoid the ambiguity of shift invariance, we subsequently fix the phase as
Our main result is the following. where the limit is uniform on lR with respect to the distance measure given by the travelling coordinate z = x -C(E)t. Here c* is the limiting velocity given by for the definition of <1>0). Here we define the stretched variable
The precise meaning of the uniqueness result in Theorem 2.1 will also become clear in the proof by using this stretched coordinate. For small E , the equilibria of interest will be near
and S = (-1 , 0, u cool + I) .
Integrating (2.4) from z = -00 , one has
s.
-00 (2.17) Substituting (2.17) into (2.2), one obtains 2 2
which is subject to boundary conditions q1(±00) = q1~00 and q1z(±oo) = O.
(2.19)
We note that the velocity C is also an unknown variable in (2.18). For subsequent discussions, it will be convenient to rewrite Eqs. (2.2), (2.4) using the stretched coordinate y defined by (2.15) and the "inner variables"
<I>(y) == q1(EY); U(y) == U(EY).
Then, (2.18), (2.19) are rewritten in the equivalent form (for small E) as <l>yy + a::EC<I>y + g(<I» Using Lemma 2.2, one observes that (2.25) is equivalent to the following system: EO] and '¥ is a continuous function of (c, E) in 1\0 and is continuously differentiable with respect to c.
Here, M is a positive constant independent of E .
Proof. The first part is clear from the uniform contraction arguments and the smooth dependency of F('¥, c, E) with respect to c. In fact, recalling (2.9), (2.10) we see that the principal part of '¥(c, E) for small E is given by
and '¥(c, E) can be constructed by an iteration procedure starting from the above term. This also implies the bounds and limit for '¥. Differentiating (2.28) with respect to c and noting that from Lemma 2.3
also remains bounded in ~ (JR) as E 1 0, one obtains analogously the result for
8,¥/oc.
Substituting the expression '¥(c, E) from Lemma 2.4 into (2.29) we have the bifurcation equation with respect to c and E , which we can write with ( , ) denoting the L2 -inner product,
Although it follows from Lemmas 2.3 and 2.4 that B (c, E) and 8 B / 8 c( C, E) are defined in Ao' we cannot determine C as a function of E by using the implicit function theorem because of the fact that
However, by virtue of the exponentially decaying property of cI>~ (Lemma 2.1) we can show that
is well defined in A o and the implicit function theorem is applicable to it as follows. Before proving this lemma we need the following result which deals with the integral term in (2.32). Using the uniform convergence on compact sets in conjunction with Lemma 2.1 one has
for Z E (-00, 0],
which completes the proof of Proposition 2.1.
Proof of Lemma 2.5. In view of (2.32), it is clear that the terms which must be examined are the integral term and G(lfI(C, E), cpO)/E. Since G is at least of quadratic order with respect to \{I, it follows from Lemma 2.4 that G(\{I( 
is well defined in 1\0 and tends to zero when E 1 0 . 
0"0
This establishes (2.34). In a similar way, one can obtain (2.35), which completes the proof of Lemma 2.5.
Proof of Theorem 2.1. We are now ready to solve B( c , E) = 0 by using the implicit function theorem. In view of (2.34) it is natural to choose the limiting velocity, c* , to be
which is the velocity selected by the travelling wave in the modified Stefan problem [8] , [9] .
An application of the implicit function theorem to B(c, E) at (c, E) == (c* , 0) implies a unique continuous solution C(E) which satisfies B(C(E) , E) and c* = lim qO c( E). This implies the existence of unique solutions cpt (y) to (2.21) and (2.22) in ~2(JR) which converge to cpo(y) as E 10. Returning to the original problem in the (unsealed) moving coordinate z = x -ct, recalling Lemma 2.1 and that 3. Physical interpretation and nonexistence of travelling wave solutions in the classical Stefan limit. We can interpret the bifurcation equation in a physical context. For this purpose, it is convenient to rewrite B(c, E) (not B(c, E)) using the original moving coordinate z, so that
where IjI and G correspond to \f and ~ in the z-coordinates. In view of Lemma 2.4 and the identity E8/8z =8/8Y,we see that Eljlz(C,E) and G as well as their c-derivatives tend to zero in the supremum norm when E 1 o. On the other hand, it should be noted that rp~ does not remain an ordinary function as E 1 0, but converges to a "Dirac point mass." In fact" rp ~ has a sharp peak at z = 0 and its total mass is constant, i.e., f~oo rp~(z) dz = 2 is independent of E. More precisely, one has the following results proved in Lemma 2.3 of [12] . b(e, E) = 0 then implies the temperature-velocity relation (2.40).
Thus the temperature across the interface satisfies this relation in an "averaged"
sense with respect to a measure induced by tp ° .
Next, we consider the other distinguished limits mentioned in Sect. 1 which give rise to different sharp interface models, e.g., the classical Stefan (CS) and the alternative modified Stefan (AMS) models. In the pure one-dimensional case these two sharp interface models are identical although the stability properties of any planar solution with respect to higher-dimensional space can be expected to vary between the two models.
It is easy to verify [8] , [9] that the CS and AMS models do not have planar travelling (i.e., constant velocity) solidification waves, subject to (2.11) and hence one expects the same situation in each distinguished limit of the phase field equations. In fact one can prove the following nonexistence result. Proof. We prove this theorem by contradiction. First, in view of (2.21), Lemma 2.1 and that Em/a o (= E/a = a) tends to zero, we can assume without loss of generality that <I>C(y)(= tpC(EY)) converges to <I>0 as E 10. For if it does not, we can extract a convergent subsequence from {<I>C} by using the Ascoli-Arzela theorem. Hence, we can write <I>c as (3.2) where ,¥C approaches zero in the SW 2 (JR)-sense as E 1 O. Now all but one of the procedures and previous lemmas used in obtaining the bifurcation equation (3.32) are also valid for these two distinguished limits. In particular, one needs a modification of Lemma 2.4 consisting of replacing '¥ = E'f, 11' f11 2 < M by '¥ = ~'f, 
