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We propose a method to improve the stimulated Raman adiabatic passage (STIRAP) via dissi-
pative quantum dynamics, taking into account the dephasing effects. Fast and robust population
transfer can be obtained with the scheme by the designed pulses and detuning, even though the
initial state of the system is imperfect. With a concrete three-level system as an example, the in-
fluences of the imperfect initial state, variations in the control parameters, and various dissipation
effects are discussed in detail. The numerical simulation shows that the scheme is insensitive to
moderate fluctuations of experimental parameters and the relatively large dissipation effects of the
excited state. Furthermore, the dominant dissipative factors, namely, the dephasing effects of the
ground states and the imperfect initial state are no longer undesirable, in fact, they are the impor-
tant resources to the scheme. Therefore, the scheme could provide more choices for the realization
of the complete population transfer in the strong dissipative fields where the standard stimulated
Raman adiabatic passage or shortcut schemes are invalid.
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I. INTRODUCTION
The ability to accurately control a quantum system is a fundamental requirement in many areas of modern science
ranging from quantum information processing [1] and coherent manipulation of quantum systems [2] to high-precision
measurements [3, 4]. The technique of stimulated Raman adiabatic passage (STIRAP) offers, in principle, a simple
approach for a complete population transfer of a three-level quantum system has already drawn great attention, and
the basic properties of the STIRAP have been scrutinized both theoretically and experimentally [5–17]. However,
this process requires large pulse areas, i.e., large average Rabi frequencies, and long interaction time. For several
applications, this requirement is a critical disadvantage, more specifically, the ideal robustness and the intended
dynamics may be spoiled by the vast amount of accumulation of perturbations and decoherence due to noise and
undesired interactions.
To overcome this problem, several strategies have been proposed, in which one promising solution to this problem
is the shortcuts to adiabaticity dynamics [18–34]. The basic idea of the shortcuts to adiabaticity dynamics is to
accelerate the dynamics towards the perfect final outcome so that the accumulation of decoherence effects will be
reduce effectively. Based on this novel idea, several methods have been proposed, such as counter-diabatic driving
(equivalently, the transitionless quantum algorithm) [18–21, 23], Lewis-Riesenfeld inverse engineering [24? –27],
parallel adiabatic passage [28], and so on. Those methods imply a strict time dependence of the pulses or detuning.
One can use the constructed composite pulses to improve dramatically the fidelity of the adiabatic passage [18–34].
For example, based on the transitionless quantum driving, Chen et al. have proposed a shortcut to the STIRAP with
auxiliary pulses, which could provide a fast and robust approach to population control [29]. However, some dissipative
effects (e.g., the dephasing) [11–16] still produce significant negative effects on the schemes with above methods. In
addition, it is a pity that there has been a long lack of studies on the impact on the imperfect initial conditions which
may occur in the experiment. Therefore, the shortcuts to adiabaticity dynamics will also be limited severely by the
presence of the strong dissipation effects and imperfect initial conditions.
Besides the shortcuts to adiabaticity dynamics, another popular approach, so-called dissipative quantum dynamics
(DQD) [35–37], also work well for coping with the dissipative effects. In fact, several authors have pointed out that
it is possible to generate entanglement based on dissipative quantum dynamical process [38–40]. The basic idea of
the DQD can be summarized as follows: the interaction of the system with the environment is employed such that
the target state becomes the stationary state of the system. In other words, some specific dissipative factors are no
longer undesirable, but can be regarded as the important resources. This idea is consistent with the results in Ref. [41]
4where Bender has elaborated that a PT -symmetric Hamiltonian can produce a faster-than-Hermitian evolution in a
two-state quantum system, while keeping the eigenenergy difference fixed. Recently, Torosov et al. have proposed a
non-Hermitian generalization of STIRAP, which allows one to increase speed and fidelity of the adiabatic passage [42].
However, the so-called non-Hermitian shortcut is very sensitive to the initial conditions, and the intermediate excited
state always exists and couldn’t be neglected, which may be limited severely by the presence of the dissipation effects
of the excited state. In particular, Issoufa et al. have found that the dephasing effects will reduce the performance of
the population transfer and the fidelity can be far below the quantum computation target even for small dephasing
rates [15]. Thus, it is very worthwhile to find an effective way to circumvent various dissipative factors or the imperfect
initial conditions which may occur in the experiment.
In this paper, taking into account various decoherence factors (such as the imperfect initial conditions, the dephasing
and damping effects, and the variations in the control parameters), we aim at designing the pulses and detuning to
increase the speed and robustness of STIRAP by cutting off some coupling transitions via the DQD. The scheme has
the following advantages: (1) Unlike the previous STIRAP or shortcut schemes [5–15, 24, 29], the dominant dissipative
factors are no longer undesirable, in fact, they are the important resources to the scheme. (2) By the designed pulses
and detuning, the target state will become the stationary state of the system approximatively. Then, even though the
initial state is imperfect, the actual state will also follow the evolution of the target state closely, thereby a complete
population transfer will be achieved fast and efficiently. (3) The scheme is insensitive to the moderate fluctuations
of experimental parameters and the relatively large dissipation effects of the excited state. (4) The approach makes
it possible to improve the speed of the system evolution in strong dissipative fields where the standard STIRAP or
shortcut schemes are invalid.
The rest of this paper is arranged as follows. In Sec. II, we briefly analyse the dynamics of the STIRAP process
with the quantum jump approach [43–45], the mechanism of the population transfer in STIRAP and the limitation
of adiabaticity can be easily obtained. In Sec. III, taking into account the dephasing effects of the ground states,
the dynamics for the three-level system is also analysed with the quantum jump approach. With the help of DQD,
the pulses and detuning design strategies are put forward. Then, we consider a concrete three-level system example
to show the usefulness of the engineering method, the pulses and detuning shapes for the constant dephasing rate
are discussed in detail. Sec. IV reports numerical analyses of the scheme. Population engineering, the influences of
fluctuations of experimental parameters and the dissipation effects of the excited state, are discussed step by step.
We conclude with a summary of the scheme in Sec. V.
II. THE DYNAMICS OF THE STIRAP PROCESS
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FIG. 1: Three-level Λ system driven by two coherent fields, a pump (Stokes) field with Rabi frequency Ωp (Ωs). The two fields
have the same detuning ∆, where the time dependence has been omitted for convenience.
In this section we briefly review the theory behind the STIRAP process for the three-state systems. Let us consider
a single-photon detuning three-level quantum system in a Λ configuration system as shown in Fig. 1. The excited
state is labelled as |2〉 and two ground states are |1〉 and |3〉. The transition between the levels |1〉 ↔ |2〉 is driven by
the pump pulse detuned from resonance by ∆(t) with the Rabi frequency Ωp(t). Whereas, the transition between the
|2〉 ↔ |3〉 is driven by the Stokes pulse detuned from resonance by ∆(t) with the Rabi frequency Ωs(t). The dipole
transition |1〉 ↔ |3〉 is a forbidden transition. In the absence of decoherence, the dynamics of the system is governed
by the Schro¨dinger equation (~ = 1)
ic˙(t) = H0(t)c(t), (1)
where the vector c(t)=[c1(t), c2(t), c3(t)]T contains the three probability amplitudes of states |1〉, |2〉, and |3〉. The
5Hamiltonian within the rotating wave approximation [2] reads as
H0(t) =
1
2


0 Ωp(t) 0
Ωp(t) 2∆(t) Ωs(t)
0 Ωs(t) 0

 . (2)
The instantaneous eigenvalues of the Hamiltonian H0(t) are given by
λ+(t) =
Ω0(t) cotφ(t)
2
, λ0(t) = 0, λ−(t) =
−Ω0(t) tanφ(t)
2
, (3)
where Ω0(t) and the mixing angle φ(t) are, respectively, defined by
Ω0(t) =
√
Ωp(t)2 +Ωs(t)2, tanφ(t) =
Ω0(t)
∆(t) +
√
∆(t)2 +Ω0(t)2
, (4)
with
φ˙(t) =
Ω˙0(t)∆(t) − Ω0(t)∆˙(t)
2(∆(t)2 +Ω0(t)2)
. (5)
Their corresponding eigenstates are given by the following adiabatic states [6]
|a+(t)〉 = sin θ(t) sinφ(t)|1〉+ cosφ(t)|2〉 + cos θ(t) sinφ(t)|3〉,
|a0(t)〉 = cos θ(t)|1〉 − sin θ(t)|3〉,
|a−(t)〉 = sin θ(t) cosφ(t)|1〉 − sinφ(t)|2〉 + cos θ(t) cosφ(t)|3〉, (6)
where the mixing angle θ(t) is defined by
tan θ(t) =
Ωp(t)
Ωs(t)
, θ˙(t) =
Ω˙p(t)Ωs(t)− Ωp(t)Ω˙s(t)
Ω0(t)2
. (7)
We can find that the eigenstate |a0(t)〉 is a dark state with zero projection on state |2〉, which is available for the
effective population transfer. It is advisable to project the Schro¨dinger equation into the so-called adiabatic states
{|a+(t)〉, |a0(t)〉, |a−(t)〉}. The probability amplitudes of the adiabatic states a(t)=[a+(t), a0(t), a−(t)]T are connected
to the original ones by using the transformation
c(t) = R(t)a(t), (8)
where the transformation matrix R is given by
R(t) =


sin θ(t) sinφ(t) cos θ(t) sin θ(t) cosφ(t)
cosφ(t) 0 − sinφ(t)
cos θ(t) sin φ(t) − sin θ(t) cos θ(t) cosφ(t)

 . (9)
The Schro¨dinger equation in the adiabatic basis can be written as
ia˙(t) = Ha0 a(t), (10)
with Ha0 = R(t)
−1H0(t)R(t) − iR(t)−1 ˙R(t) or, explicitly,
Ha0 =


λ+(t) Ω
∗
1(t) Ω
∗
3(t)
Ω1(t) 0 Ω
∗
2(t)
Ω3(t) Ω2(t) λ−(t)

 , (11)
where
Ω1(t) = −iθ˙(t) sin φ(t),Ω2(t) = iθ˙(t) cosφ(t),Ω3(t) = −iφ˙(t). (12)
In order to gain a qualitative understanding of the STIRAP process, we now use the quantum jump approach [43–
45] to analyse current system as shown in Fig. 2. We can easily find that the STIRAP process can be considered as
a three-level toy model driven by three effective coherent fields Ω1(t), Ω2(t), and Ω3(t). When
|Ω1(t)| ≪ |λ+(t)|, |Ω2(t)| ≪ |λ−(t)|, |Ω3(t)| ≪ |λ+(t)− λ−(t)|, (13)
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FIG. 2: (a) Effective level scheme of the STIRAP process driven by three effective coherent fields Ω1(t), Ω2(t), and Ω3(t). (b)
The energy difference between the adiabatic states |a+(t)〉 and |a0(t)〉 (|a0(t)〉 and |a−(t)〉) is given by λ+ (−λ−).
the transitions between the adiabatic states will be greatly suppressed due to the rapid oscillations. In other words,
when the Eq. (13) is satisfied, if the system is initially in one of the adiabatic states, then it stays in the adiabatic
state during the evolution. More specifically, the initially populated state is |ψ(0)〉 = |1〉, and it coincides with |a0(t)〉
for θ(t) ≈0, which can be realized with the counterintuitive pulses order [6–9, 46]. For a counterintuitive order of the
pump and Stokes pulses, we have the relations
tan θ(t)
t→ti−→ 0, tan θ(t) t→tf−→ ∞, (14)
where ti (tf ) is the initial (final) time for the counterintuitive pulses. Then, as time evolves, the mixing angle θ(t)
rises from 0 to π/2, and we achieve a complete population transfer
|a0(ti)〉 = |1〉 −→ |a0(tf )〉 = −|3〉. (15)
Here, we should note that above derivations are based on the ideal cases, namely perfect adiabaticity, perfect initial
state, and without the decoherence effects. However, the perfect adiabaticity in Eq. (13) always means long evolution
time which is never experimentally possible nor theoretically expected. Therefore, some nonadiabatic couplings Ω1(t)
and Ω2(t) are always present, which limits the efficiency of STIRAP. Furthermore, the imperfect of initial state and
the decoherence effects also have negative effects on the system. Another point which is important to stress is that
the coupling term Ω3(t) between |a+(t)〉 and |a−(t)〉, seems not necessary for a full passage from |1〉 to |3〉 in principle.
For the purpose of convenience, in several of the published numerical calculations of the STIRAP process [9, 10, 42],
φ˙(t) are vanished in the interesting case of ∆(t) = ηΩ0(t). Here, η can be any constant, also zero, leading to the
convenient choice ∆(t) = 0. However, in the scheme, the detuning ∆(t) plays a important role in the presence of
dephasing effects and imperfect initial conditions.
III. DISSIPATIVE QUANTUM DYNAMICS SHORTCUT
According to the DQD, the decoherence effects in the system should be employed as far as possible to improve
the STIRAP process. For the standard STIRAP process, the dissipation effects of the ground states may be the
dominant source of decoherence, since the system always stays in |a0(t)〉 which is constituted by two ground states
during the evolution. Therefore, in the following discussion, we will concentrate on the dissipation effects of the
ground states. Other dissipation effects including the radiation processes and the dephasing effect of the excited state
|2〉, are considered as the perturbations, we will discuss their impacts on the scheme in the Sec. IV.
In general, for the dissipative quantum systems, the complex energies with negative imaginary parts are used to
describe an overall probability decrease that models decay, transport, or scattering phenomena (see, e.g., Refs. [47–50]
and references therein). Here, without loss of generality, we consider the dissipation effects of the ground states with
the form [42, 51]
HI = −iΓ(t)
2
[|1〉〈1| − |3〉〈3|], (16)
where −iΓ(t)/2 correspond to time-varying complex energies of the bare states |1〉 and |3〉, which may be induced by
environmental effects or the fluctuating frequencies of the control fields. In fact, similar dissipation effects are widely
7discussed in Refs. [9–15], and such dissipation effects can be considered as the dephasing effects which occur in the
experiment due to the collisions or phase fluctuations of the control fields. In the following, we will show how to
achieve a complete population transfer in a short time with such “dephasing effects”.
A. Pulses and detuning design strategy
Taking into account the dephasing effects of the ground states, the Hamiltonian of the system can be rewritten as
HΓ(t) = H0 +HI =
~
2


−iΓ(t) Ωp(t) 0
Ωp(t) 2∆(t) Ωs(t)
0 Ωs(t) iΓ(t)

 . (17)
In the adiabatic basis Eq. (6), this Hamiltonian has the form
HaΓ(t) =


Ω++(t) Ω+0(t) Ω+−(t)
Ω0+(t) Ω00(t) Ω0−(t)
Ω−+(t) Ω−0(t) Ω−−(t)

 , (18)
where
Ω++(t) = λ+(t) + i
Γ cos 2θ(t) sin2 φ(t)
2
, Ω+0(t) = iθ˙(t) sinφ(t)− iΓ sin 2θ(t) sinφ(t)
2
,
Ω+−(t) = iφ˙(t) + i
Γ cos 2θ(t) sin 2φ(t)
4
, Ω0+(t) = −iθ˙(t) sinφ(t) − iΓ sin 2θ(t) sinφ(t)
2
,
Ω00(t) = −iΓ cos 2θ(t)
2
, Ω0−(t) = −iθ˙(t) cosφ(t) − iΓ sin 2θ(t) cosφ(t)
2
,
Ω−−(t) = λ−(t) + i
Γ cos 2θ(t) cos2 φ(t)
2
,Ω−0(t) = iθ˙(t) cosφ(t) − iΓ sin 2θ(t) cosφ(t)
2
,
Ω−+(t) = −iφ˙(t) + iΓ cos 2θ(t) sin 2φ(t)
4
. (19)
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FIG. 3: (a) The resultant energy level diagram of the three-level Λ system when the dissipation effects of the ground states
[see Eq. (16)] are considered. (b) The energy difference between the adiabatic states |a+(t)〉 and |a0(t)〉 (|a0(t)〉 and |a−(t)〉) in
this case is given by Ω++ −Ω00 (Ω00 − Ω−−).
Similar to the analysis procedure in Sec. II, we will also use the quantum jump approach to analyse the current
model. The resultant energy level diagram is shown in Fig. 3. Interestingly, we find that the effective couplings
between the adiabatic states are different from each other. Enlightened by the idea of DQD, we aim at designing
the pulses and detuning to cut off some undesirable coupling transitions so that |a0(t)〉 becomes the stationary state
of the system approximately. Then, even though the initial state is imperfect, the actual state also will follow the
evolution of |a0(t)〉 closely, thereby transferring the population from |1〉 to |3〉 will be achieved efficiently in a short
time. According to the DQD, following couplings
Ω+0(t),Ω−0(t),Ω−+(t),Ω+−(t), (20)
8deviate from our goal, thus, we should make them vanish as much as possible. We can find that Ω±0(t) can be
vanished by setting
2θ˙(t)
sin 2θ(t)
= Γ(t) =
Ω˙p(t)
Ωp(t)
− Ω˙s(t)
Ωs(t)
=
d
dt
ln
Ωp(t)
Ωs(t)
, (21)
however, Ω−+(t) and Ω+−(t) could not be vanished simultaneously. The next best thing is to nullify one of them
so that decreasing the coupling oscillation between the undesirable states |a+(t)〉 and |a−(t)〉, thereby shortening
the evolution time as much as possible. Without loss of generality, we can set Ω+−(t)=0, then ∆(t) should satisfy
following equation
∆˙(t) =
Ω˙0(t)
Ω0(t)
∆(t) + Γ(t)cos 2θ(t). (22)
Therefore, the detuning ∆(t) is designed to cut off the undesirable coupling transitions which plays an important role
in the scheme.
Up to now, we have in principle designed the pulses Ωp,s(t) and the detuning ∆(t) based on the DQD. Here, we
should make some remarks on the design strategies. (1) Generally, the dephasing rate Γ(t) is uncontrollable which
naturally occurs as a result of collisions or fluctuations of the fields. However, in some cases, Γ(t) can be controlled
as an effective decay rate by further interactions, see, e.g., Ref. [52]. Therefore, if the form of Γ(t) is fixed, the pulses
Ωp,s(t) can be derived with reverse thinking according to the Eq. (21). (2) Once the pulses are fixed, which means the
detuning ∆(t) is fixed according to the Eq. (22). However, we may not be able to get its analytical solution directly
from Eq. (22), if the forms of pulses and the dephasing rate are complicated. In this case, the fitting of numerical
solution should be applied. Notice that Eq. (21) and Eq. (22) are the primary results to be used in following work.
B. The pulses and the detuning shapes
The scheme is based on the DQD, the dissipative factors play a key role. By “dissipative factors” we mean here a
slight deviation of the population with respect to the initial state in the ideal protocol and the dephasing effects of
the ground states. In the following, we will take a concrete example to show the usefulness of the dissipative quantum
dynamics shortcut design strategy with different dissipative factors. For convenient discussion, we consider a realistic
case of a small population in the bare states |2〉 and |3〉 for the initial state
|ψ(0)〉 =
√
1− 2ǫ2|1〉+ ǫ(−|2〉+ |3〉), (23)
where ε is a small deviation constant. Furthermore, we shall take Γ(t) as a constant Γ in the Markovian description
which was widely discussed in Refs. [9, 10, 47–50], although, in a general non-Markovian case [53–55], it could also
depend on time. For the constant dephasing rate Γ, it can easily be shown that the pulses satisfy following equation,
taking into account Eq. (21),
Ωp(t)
Ωs(t)
= C exp(Γt), (24)
where C is a arbitrary non-zero constant. In addition, according to the standard STIRAP technique, the counterin-
tuitive order of the pump and Stokes pulses can be written as [6–9, 46]
Ωp(t) = Ωpeakf(
t− τ0/2
T
),Ωs(t) = αΩpeakf(
t+ τ0/2
T
), (25)
where Ωpeak is the peak Rabi frequency, T is the pulse width, and α is a non-zero scaling parameter, while τ0 is the
delay between pulses which is imposed τ0 >0 by the counterintuitive sequence condition. We can find the simplest
solutions of Eq. (24) and Eq. (25) for the pulses Ωp,s(t) are
Ωp(t) = Ωpeak exp(−[(t− τ0/2)/T ]2),Ωs(t) = Ωpeak exp(−[(t+ τ0/2)/T ]2), (26)
where τ0 = ΓT
2/2, C and α are assumed as 1 for simplicity. In the following we will scale all parameters with respect
to the width of the pulses,
Ωpeak =
Ω
T
,Γ =
γ
T
, τ0 =
γT
2
= τT, (27)
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FIG. 4: Evolution in time of the pump and Stokes pulses and the detuning with different dephasing rates within different
STIRAP time intervals. For (a), (b) and (c) the dephasing rate γ = 1: (a) tf = 1.5T , (b) tf = 2T , (c) tf = 2.5T . For (d),
(e) and (f) the dephasing rate γ = 2: (d) tf = 1.5T , (e) tf = 2T , (f) tf = 2.5T . The shapes of the pump and Stokes pulses
are based on Eq. (26) with Ω = 1, while the detuning ∆(t) are ploted according to Eq. (22) by numerical calculations with the
boundary condition ∆(ti) = ∆(tf ) = 0.
TABLE I: Formal solution for the detuning ∆n(t) (n = a, b, c, d, e, f), where ∆n(t) is the detuning in the Fig. 4(n). The units
for ∆0,1 and ω are 1/T , while that for µ0,1 and ν0,1 are T .
Fitting function Detuning Parameters
Fourier
∆0 +∆1 cosωt
∆a(t)
∆d(t)
∆e(t)
∆0 = ∆1 = 1.12, ω = 1.92
∆0 = 1.43,∆1 = 2.09, ω = 1.57
∆0 = ∆1 = 4.49, ω = 1.39
Gaussian
∆0e
−[(t−µ0)/ν0]
2
+∆1e
−[(t−µ1)/ν1]
2
∆b(t)
∆c(t)
∆f (t)
∆0 = 8.94, ν0 = 1.92,∆1 = µ0,1 = ν1 = 0
∆0 = 51.83, ν0 = 0.88,∆1 = µ0,1 = ν1 = 0
∆0 = ∆1 = 28.85, µ0 = −µ1 = 0.6, ν0,1 = 0.9
so that the system evolution is characterized by a time-scale invariance in the numerical calculations.
Now we start to study the dynamics of the detuning ∆(t) with different dephasing rates. In Fig. 4, we plot
the evolution in time of the pump and Stokes pulses and the detuning with different dephasing rates within different
STIRAP time intervals, where we have assumed that the STIRAP time interval is symmetric, tf=−ti. In the examples
of Fig. 4, we can find the shapes of the pump and Stokes pulses and the detuning ∆(t) are very simple which are
feasible for the current experimental techniques [56–59]. From an experimental view point, we give the formal solution
for the detuning ∆(t) with some simple functions by curve fitting as shown in Table I. Moreover, we can find the peak
of the detuning ∆(t) will signally increase with the increase of the STIRAP time interval, and the maximum value
of the peak of ∆(t) is about 51/T in the Fig. 4(c). However, the shapes of the detuning ∆(t) only change slightly
for different dephasing rates within the same STIRAP time interval. Up till now, we have successfully designed the
pulses and the detuning for different dephasing rates within different STIRAP time intervals.
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IV. NUMERICAL ANALYSES
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FIG. 5: The time evolution of population P1 (P2, P3) for the bare state |1〉 (|2〉, |3〉) with the pump and Stokes pulses with
different imperfect initial states for the traditional STIRAP process without detuning. The pump and Stokes pulses are based
on Eqs. (26-27), while the initial state is based on Eq. (23). For (a) and (b), the initial states are perfectly populated in |1〉
and the dephasing effects are ignored, the delays τ0 between pulses are 0.5 and 1, respectively. For (c) and (d), the dephasing
rates γ are 1 and the delays τ0 between pulses are 0.5, the initial state in (c) is perfectly populated in |1〉, whereas there exists
a slight deviation ε = 0.05 from |1〉 in (d).
Before the elaborating on the performance of the scheme for the complete population transfer from |1〉 to |3〉, we
will briefly evaluate the performance of traditional STIRAP process with the pump and Stokes pulses which have been
shown in Fig. 4 with the help of population engineering. The population for the bare state |i〉 (i = 1, 2, 3) is given
through the relation Pi = |〈i|ρ(t)|i〉|, where ρ(t) is the density operator of the system at the time t. For convenient
discussion, we plot the time evolution of populations for the bare states |1〉, |2〉, |3〉 with four sets of parameters
{τ = 0.5, γ = ǫ = 0}, {τ = 1, γ = ǫ = 0}, {γ = 1, τ = 0.5, ǫ = 0}, {γ = 1, τ = 0.5, ǫ = 0.05} in Fig. 5. As shown in
Figs. 5(a)-(b), we can find the complete population transfer fails, even though the initial state is perfectly populated
in |1〉 and the dephasing effects are ignored. Figure 5(c) shows a complete population transfer when the initial state
is perfectly populated on |1〉 and there exists the dephasing effect γ = 1. However, the intermediate state |2〉 always
exists and couldn’t be neglected, which may be severe if the excited state |2〉 will also decay to other states or suffers
dephasing during the evolution. Moreover, in Fig. 5(d), the dephasing rate γ is identical to that in Fig. 5(c), whereas
there exists a slight deviation of the population with respect to the ideal initial state (ǫ = 0.05). Unfortunately,
Fig. 5(d) also shows a invalid population transfer. This means that the traditional STIRAP process is very sensitive
to the initial conditions and the deviation of the initial state produces a negative effect. In short, the performances of
the traditional STIRAP process are poor with the pump and Stokes pulses which have been shown in Fig. 4 without
the detuning ∆(t).
A. Population engineering
Now, we start to consider the validity of the theoretical analysis by numerical calculation in the following. First,
we will study the population engineering of the system with different dissipative factors. Figure 6 shows the time
evolution of populations for the bare states |1〉, |2〉, |3〉 with the pump and Stokes pulses and the detuning which have
been shown in Fig. 4 for different imperfect initial states. We can easily find that we can fast achieve a complete
population transfer from |1〉 to |3〉 with the designed pulses and detuning even the initial state is imperfect (ǫ 6= 0).
More interestingly, the populations of the state |2〉 remains negligible all the time in all cases, so the decay of |2〉
almost has no effect on the evolution of the system. This also means that the evolution of the whole system is
completely governed by the adiabatic state |a0(t)〉 even the initial state is imperfect. In addition, contrast Fig. 6(a)
with Figs. 6(b)-(c), we can find that when the dephasing rate γ is fixed, we can realize the complete population transfer
within a shorter time interval for a relatively large deviation |ǫ|. Similar results also can be found by contrasting
Fig. 6(d) with Figs. 6(e)-(f). What’s more, contrast Fig. 6(a) with Fig. 6(d) (Fig. 6(b) with Fig. 6(e) or Fig. 6(c)
11
−1 0 1
0
0.5
1
 t/T
Po
pu
la
tio
ns
(a)
 
 
τ=0.5,γ=1,ε=−3.85×10−2
P1
P2
P3
−1 0 1
0
0.5
1
 t/T
Po
pu
la
tio
ns
(d)
 
 
τ=1,γ=2,ε=0.25×10−2
P1
P2
P3
−2 −1 0 1 2
0
0.5
1
 t/T
Po
pu
la
tio
ns
(b)
 
 
τ=0.5,γ=1,ε=−1.75×10−2
P1
P2
P3
−2 −1 0 1 2
0
0.5
1
 t/T
Po
pu
la
tio
ns
(e)
 
 
τ=1,γ=2,ε=−0.21×10−2
P1
P2
P3
−2 −1 0 1 2
0
0.5
1
 t/T
Po
pu
la
tio
ns
(c)
 
 
τ=0.5,γ=1,ε=−0.7×10−2
P1
P2
P3
−2 −1 0 1 2
0
0.5
1
 t/T
Po
pu
la
tio
ns
(f)
 
 
τ=1,γ=2,ε=−0.43×10−3
P1
P2
P3
FIG. 6: The time evolution of population P1 (P2, P3) for the bare state |1〉 (|2〉, |3〉) with the pump and Stokes pulses and the
detuning which have been shown in Fig. 4 with different imperfect initial states.
with Fig. 6(f)), we can find that the |ǫ| will also signally decrease with the increase of γ with the same STIRAP time
interval. The reason for these results is that the dissipative factors ǫ and γ are no longer undesirable, actually, they
are the important resources to the scheme. In fact, in principle, we can realize the complete population transfer from
|1〉 to |3〉 within an arbitrarily short time if the dissipative factors are large enough, which is the essential distinction
of the scheme comparing with the previous STIRAP or the shortcut technique schemes. However, it should be noted
here that, since the system is dissipative, the normalization of the state vector does not need to be conserved [60–62]
and it will change in time as shown in Fig. 6.
In any case the normalized states are popular, since they are physically very relevant and can be applied directly
in the quantum information processing. It is advisable to keep that the norms of the initial and final state vectors
are unity. As a consequence, we will explore in the rest subsection to find an appropriate approach that can remain
normalization of the final state. Let us now take a closer look at the normalized final state |3〉 which is the special form
of |a0(tf )〉. This means that if the amplitude of |a0(tf )〉 is 1, we can obtain the normalized final state |3〉 naturally.
A naive choice is seeking for the appropriate parameters to enforce the normalizing, taking into account Eq. (10) and
Eqs. (18)-(19). Mathematically, we can get some values for the system parameters (e.g., Ωs,Ωp,∆(t),Γ(t), ǫ) with
such approach. However, the obvious limitation of this approach is that the solved values generally are scrambled and
might be physically irrelevant in practice. In addition, taking no account of the difficulty of calculation, the physical
mechanisms behind the parameters are enshrouded in mist, which remains a obstacle to understanding the nature of
the evolution.
A different approach for imposing the normalization of the final state is needed. For convenient discussion, we
introduce the concept of relative population P ri (i = 1, 2, 3), where the relative population is defined as P
r
i = Pi/(P1+
P2 + P3). In above theoretical analysis, we confirm that there always exists some optimal parameters to ensure the
final state is normalized, e.g., the parameters in Fig. 6. Moreover, as shown in Fig. 6, in the scheme the population in
the state |2〉 is negligible and the evolution of the whole system is completely governed by the adiabatic state |a0(t)〉
which only contains states |1〉 and |3〉. In other words, so long as we can achieve a complete population transfer within
the evolution time, the relative population P r3 will reach 1, More specifically, due to the inherent role of dissipation
in the scheme, the relative population P r3 will abruptly climb to a high value, and then change slowly to 1 when the
system state is approaching to the normalized |3〉. As a consequence, finding the optimal parameters for imposing the
normalization of the final state is equivalent to the solution to a much simpler problem, namely, finding the optimal
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FIG. 7: The relative population P r3 as a function of t and ǫ with three sets of parameters. The parameters in (a) and (d), (b)
and (e), (c) and (f) are identical, corresponding to (γ = 1, tf = 1.5T ), (γ = 1, tf = 2T ), (γ = 2, tf = 1.5T ), respectively. The
relative population P r3 in (a), (b) and (c) with 3D surface, while in (d), (e) and (f) with two-dimensional (2D) plot.
parameters range which will induce the saltation for the relative population P r3 .
For an intuitive grasp of the approach to normalize the final state, we plot the time evolution of the relative
population for the bare state |3〉 with the deviation coefficient ǫ in the initial state. As shown in Figs. 7(a)-(c), we can
get a high relative population P r3 for a wide range of parameters in the red area. In a sense, if the complete population
transfer and robustness are the primary concerns, the scheme is quite efficient, since the relative population P r3 remains
very high (above 0.99) even releasing the requirements. Furthermore, contrast Fig. 7(a) with Figs. 7(b)-(c), we can
find the range of parameters for reaching a high relative population P r3 will signally expand with the increase of γ and
the interaction time. Nevertheless, if the normalization of the final state is also important, the optimum parameters
for a complete population transfer can be found in the white lines as shown in Figs. 7(d)-(f). It is clear from those
figures that the white lines are positioned at the area where the relative population P r3 increases very quickly and
then changes slowly to 1 , which is consistent with our deduction. So, we can get the optimum parameters relations
between the deviation coefficient ǫ and the evolution time. One can chose the appropriate time to shut down the
designed pluses and detuning to obtain the normalized final state |3〉 according to different ǫ which is dependent on the
practical experiment conditions. Interestingly, for a relative large ǫ and γ, the population transfer from |1〉 to |3〉 can
be obtained in a relative shorter time. For example, in Fig. 7(f) when ǫ=0.2, we can realize the complete population
transfer from |1〉 to |3〉 and obtain the normalized final state |3〉 when t=-0.745T . In principle, we can realize the
complete population transfer within an arbitrarily short time if the dissipative factors are large enough, which is the
essential distinction of the scheme comparing with the previous STIRAP or the shortcut technique schemes.
B. Robustness
In order to test the sensitivity of the improved STIRAP scheme to the (simulated) variations in the control param-
eters, we vary the system parameters around the optimum value for reaching a perfect population transfer. First, we
consider the fluctuatings of the pluses parameters. In Fig. 8, the relative population P r3 and the population P3 are
plotted varying both the peak Rabi frequencies of pulses and the delay between pulses. Figure 8(a) shows that the
relative population P r3 is insensitive to the fluctuations of the pluses, it only varies in the 10
−3 order of magnitude
with the variation of the pluses parameters, which indicates the final state almost is populating on the bare state
|3〉. Nevertheless, the amplitude of |3〉 is a little sensitive to the fluctuations of the pluses as shown in Fig. 8(b).
13
FIG. 8: The relative population P r3 and the population P3 vs two relative deviations in the pluses δΩ/Ω and δτ/τ . The other
parameters are Ω = 1, τ = 0.5, γ = 1, tf = 1.5T , ε = −0.038, and the detuning with the form of ∆a as shown in Table I.
The population P3 will vary from 0.77 to 1.3, and we still can obtain approximately a normalized final state |3〉 for
a moderate fluctuations of the pluses. Moreover, the effect of the relative deviation in the time delay τ will be more
obvious than the effect of the relative deviation of the peak Rabi frequency Ω. This is due to the fact the time delay τ
is designed carefully as shown in Eq. (26), the relative deviation of τ will induce some undesirable coupling transitions
which may affect the normalization of final state slightly. However, the ratio of the Stokes and pumping pluses won’t
change dramatically in the presence of the amplitude variation of peak Rabi frequency Ω according to Eq. (26), so it
naturally has a slight impact on P3. We further test the sensitivity of the scheme to the fluctuations of the detuning
FIG. 9: The relative population P r3 and the population P3 vs two relative deviations in the detuning δ∆0/∆0 and δω/ω. The
other parameters are Ω = 1, τ = 0.5, γ = 1, tf = 1.5T , ε = −0.038, and the detuning with the form of ∆a as shown in Table I.
∆a which is introduced in Table I. Figure 9 evidences out that both the relative population P
r
3 and population P3 are
insensitive to the fluctuations of the detuning ∆a, the perfect P
r
3 and population P3 are obtained even if the detuning
is not perfectly matched at the value given in Table I.
In the above discussion, we calculate the sensitivity of the improved STIRAP scheme to the variations in the
control parameters by varying one of the protocol parameters in Eq. (2) (i.e., the pluses parameters and single-photon
detuning parameters) while keeping all other parameters unchanged. It is nature for us to ask what will happen
if all the control parameters vary simultaneously. Table 2 shows some samples of relative population P r3 and the
population P3 with δΩ/Ω, δτ/τ , δ∆0/∆0, and δω/ω. We can find the relative population P
r
3 is insensitive to the
fluctuations of all the control parameters. Nevertheless, the amplitude of |3〉 is a little sensitive to the fluctuations of
the control parameters, and it will vary from 0.7774 to 1.3311. It should be noted that we can approximately obtain
the normalized final state |3〉, if |δτ/τ | is small and the other control parameters vary moderately. As discussed above,
the scheme shows a good robust feature for potential applications in quantum manipulation.
Table 2. Samples of relative population P r3 and the population P3 with corresponding δΩ/Ω, δτ/τ , δ∆0/∆0, and
δω/ω.
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δΩ/Ω δτ/τ δ∆0/∆0 δω/ω P
r
3 P3
5% 5% 10% 10% 0.9989 1.3311
5% 2.5% 5% 5% 0.9982 1.1812
5% −2.5% −5% −5% 0.9947 0.9435
5% −5% −10% −10% 0.9917 0.8516
2.5% 5% 10% 10% 0.9988 1.3104
2.5% 2.5% 5% 5% 0.9980 1.1607
2.5% −2.5% −5% −5% 0.9944 0.9239
2.5% −5% −10% −10% 0.9913 0.8322
−2.5% 5% 10% 10% 0.9987 1.2694
−2.5% 2.5% 5% 5% 0.9977 1.1212
−2.5% −2.5% −5% −5% 0.9938 0.8864
−2.5% −5% −10% −10% 0.9905 0.7952
−5% 5% 10% 10% 0.9985 1.2494
−5% 2.5% 5% 5% 0.9975 1.1032
−5% −2.5% −5% −5% 0.9934 0.8684
−5% −5% −10% −10% 0.9901 0.7774
C. The dissipation effects of the excited state
In the above discussion, we only consider the dissipation effects of the ground states, the dissipation effects of
the excited state |2〉 has not been taken into account. However, the latter is inevitable in practice and may affect
the availability of this method. Thus, we should investigate the influences of the dissipation effects of the excited
state, namely, the damping and dephasing of the excited state, on the scheme. Furthermore, we should note that the
dissipation effects of the ground states introduced in the Eq. (16) is a good approximation to the master equation
by the quantum trajectory approach. When these actual decoherence effects are taken into account, the accurate
Lindblad master equation of the whole system can be expressed as [37, 43–45]
ρ˙ = −i[H0(t), ρ]−
∑
j=1,2,3
[LjρL
†
j −
1
2
(L†jLjρ+ ρL
†
jLj)], (28)
where H0(t) is the original Hamiltonian in Eq. (2), and Lj is the so-called Lindblad operator. In current system,
the damping of the excited state can be described by the Lindblad operator L1, while the dephasing effect can be
described by the Lindblad operator L2, in addition, the dissipation effects of the ground states can be described by
the Lindblad operators L3,
L1 =
√
Γ1(|1〉〈2|+ |3〉〈2|), L2 =
√
Γ2|2〉〈2|, L3 =
√
Γ(|1〉〈1| − |3〉〈3|), (29)
where Γ1 represents the branching ration of the damping from level |2〉 to |1〉 and |3〉, Γ2 denotes the dephasing rate
of the |2〉.
In this subsection, we will concentrate on the influences of the decay rates Γ1 and Γ2 on the population transfer,
since the influence of Γ has been discussed previously. The relative population P r3 and the population P3 vs the decay
rates Γ1 and Γ2 are given in Fig. 10. It is clear from Fig. 10(a) that the relative population P
r
3 is insensitive to the
dissipation effects of the excited state, which only varies in the 10−3 order of magnitude with the variations of Γ1
and Γ2. Meanwhile, Fig. 10(b) shows that the normalization of final state |3〉 will be affected slightly by the large
dissipation effects of the excited state, moreover, the influence of the dephasing will be more evident than that of the
damping. This is due to the fact that the excited state is almost unpopulated during evolution, naturally, the damping
rate of the excited state has little effect on the system. Nevertheless, the dephasing will break the superposition of
the states [13] according to the quantum trajectory theory. As discussed above, the scheme also shows a good robust
feature for potential dissipation effects of the excited state. Therefore, the scheme can work well in various dissipation
cases.
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FIG. 10: The relative population P r3 and the population P3 vs the decay rates Γ1 and Γ2. The other parameters are the same
as shown in the caption of Fig. 6 (a).
V. CONCLUSION
We have proposed a scheme to improve the stimulated Raman adiabatic passage via dissipative quantum dynamics,
taking into account the dephasing effects. The complete population transfer can be obtained in a short time with
this scheme by the designed pulses and detuning. We investigate the influences of the imperfect initial conditions and
the dephasing effects in detail. The numerical simulation results show that the scheme is efficient and robust since
the relative population P r3 remains very high even releasing the requirements. Moreover, the dominant dissipative
factors, namely, the dephasing effects of the ground states and the imperfect initial state are no longer undesirable,
on the contrary, they are the important resources to the scheme. Interestingly, for a relative large dephasing rate γ
and population deviation coefficient ǫ, the population transfer from |1〉 to |3〉 can be obtained in a relative shorter
time. That is, we can realize the complete population transfer within an arbitrarily short time if the dissipative
factors are large enough. This is the essential distinction of the scheme comparing with the previous STIRAP or
the shortcut technique schemes. On the other hand, the effects of variations of the control parameters and various
dissipation effects are also discussed in detail. The results show that the scheme is insensitive to moderate fluctuations
of experimental parameter and the relatively large dissipation effects of the excited state, a high fidelity can be reached
for a wide range of parameters. Therefore, the scheme could provide more choices for the realization of the complete
population transfer in the strong dissipative fields where the standard STIRAP or shortcut schemes are invalid.
Furthermore, we should note that any quantum system whose Hamiltonian is possible to be simplified into the form
in Eq. (17) (the basic for the simplified Hamiltonian can be arbitrary dressed states, as long as, the dressed states
satisfy the the orthogonality relation and closure relation), the scheme can be implemented straightforward. This
might lead to a useful step toward realizing fast and noise-resistant quantum information processing for multi-qubit
systems in current technology. Furthermore, one may also try adding some dissipative factors to make the undesirable
coupling transitions vanish for a more generic system. Moreover, in above discussion, we consider the damping effect
in the Markovian description for convenience, since some parameters (e.g., Γ(t)) can be considered as the constant.
However, in a general non-Markovian case [53–55], these parameters could also depend on time, then, the dynamics
of the system will be complicated and the evolution speed and the robustness of the scheme will also be changed
signally. In fact, such issue is interesting and attractive, the dynamical aspect of quantum open systems is also the
field where the further extensions of this work may be explored.
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