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In this thesis, we attempt to figure out a flexible and sound framework for
machine translation. Generally, language translation is a highly sophisticated
task which requires wide range of knowledge about language and real world. To
make a computer program do this task, we have to incorporate a reasonable
amount of the knowledge into the knowledge base in a usable form. The nature of
such knowledge, however, is vague and highly human-oriented. In an
environment like this, the soundness and the flexiblity of the framework are
extremely important. The framework for machine translation must be flexible
enough to represent wide range of knowledge and to handle various exceptional
cases uniformly. At the same time it must be sound in such a way that it can
provide a designer with a clear and systematic guideline for refining vague notions
into more precise and well-defined terms.
The basic notions we use to achieve these goals are active objects and
functionality. Active objects are entities which can serve both as a data and as a
procedure. We associate each lexical item of natural language with an appropriate
active object.It not only contains declarative descriptions about the lexical item
but it also embodies a procedure for manipulating descriptions of other lexical
items. An active object for a lexical item specifies a word specific rule which can
override the general procedure. This lexically driven feature provides a flexible
and uniform way for dealing with exceptions in natural language. On the other
hand, the principle of functionality constrains the interactions among active
objects,preventing the whole system from falling into so-called complexity barrier.
For example, it inhibits computation by side effects or that by opaque context.
Montague grammar gives a basis for this treatment. We show how semantic
interpretation is carried out based on the functionality principle.
The translation process based on thisidea is divided into three stages: analysis,
transfer and generation. In the analysis stage, an input sentence is analyzed both
syntactically and semantically and lexical items of the input sentence are
arranged into a function notation. This notation reflects semantic dependencies
among lexical items in the sentence. Montague grammar provides both a basis and
(1)
a mechanical procedure for obtaining this analysis. In the transfer stage,
lexical item is replaced by an active object by consulting a bilingual dictionary,
in the generation stage, the resulting formula is evaluated. As a result, seman
interpretation is made in terms of the target language concepts, and at the
s
time a syntactic structure for referring to the resulting conceptual entity is
created. Thus the language translation and semantic interpretation are
earned
out simultaneously.
We have constructed a prototype system for English-Japanese translation.
Additional features such as heuristic rewriting rules for refining output Japanese
sentences are incorporated into the prototype to make it more flexible. We have
tested the prototype against sentences taken from scientific and engineering
literature.
In this thesis we also explore basic issues related to machine translation.
First, we explore a procedure for extracting information from function
notations we use as intermediate representations. From a computational point of
view, it is important to argue how to reconstruct the memory structure based on
the interpretation of the input sentence. Unfortunately, Montague grammar tells
almost nothing about this question. To answer it, we use a semantic network
formalism as a memory structure and elaborate a procedure for building or
modifying semantic networks. We give detailed descriptions about the
information interpretation procedure for several major syntactic constructions of
English.
Second, we investigate the design issues of a parser forEnglish. We put stress
on making it easy to develope a large grammar. Although controlissues must be
taken into account in designing a large grammar, the grammar designer may not
want to be involved in such issues in early stages of the development. Reflecting
this aspect of grammar development, we have designed a grammar formalism
consistingof two levels: augmented phrase structure grammar and procedural
grammar. The procedural grammar is closelyrelated to the augmented phrase
structure grammar in such a way that the initial version of the procedural
grammar can be obtained from augmented phrase structurerules only by slightly
modifying the syntax. Then the procedural grammar can be further refined by




I would like to express my sincere thanks to Professor Shuji Doshita of Kyoto
University for the supervision and continuous encouragement to complete this
thesis. He not only guided the author to the present study but also gave me many
helpful suggestions in the course of this study. He also read the draft of this thesis
with critique mind and gave me accurate comments, which were very effective for
improving this thesis.
I would like to express sincere appreciatiation of accurate comments and
insights given by ProfessorMakoto Nagao of Kyoto University.
I would like to appreciate accurate discussions made by Associate Professor
Junichi TsujiiofKyoto University.
My great debt is to the students who have worked with me. Mr. Masaki Kiyono
did a good deal of work for writing an actual computer grammar for English. Mr.
Akira Kosaka prepared a detailed documentation of the prototype system. He also
did a work closely related to this thesis. Other present and past members of Prof.
Doshita's laboratory have taken a time for discussion and provided many useful
comments. These include Associate Professor Susumu Yamasaki, Dr. Shigeyoshi
Kitazawa, Mr. Yuusaku Nakata, Mr. Youzou Sakakibara, Mr. Takao Yamanaka,
Mr. Shigetsugu Zen, Mr. Tsuyoshi Morii, Miss Yiming Yang, Mr. Tomoo Yazaki,
Mr. Tadashi Kawamura, and Miss Yumiko Kabeya.
Mr. Sidney J. Atkins of Indiana University read the draft of this thesis
carefully,pointed out errors and rhetricalproblems, and showed me precise and
readable alternatives.
Finally,I cannot begin to express my appreciation to my parents, my wife




1.1 Conventional Framework of Machine Translation -
1.2 Montague Grammar
1.3 Questions
2. Overview of the Machine Translation System
. ･ ･
2.1 Introduction to Chapter 2
2.2 Translating English into Formal Representation - ･
2.3 Generating Target Language from Formal Representation
3. A Semantic Network Model for Natural Language Analysis
3.1 Introduction to Chapter 3
3.2 Semantic Network




3.2.4.1 Variable Nodes ･ ･








3.4 Semantic Network Model for Natural Language
3.4.1 Simple Sentence Structure .......
3.4.2 Verb Phrases
3.4.3 Simple Noun Phrases
3.4.4 Noun Modifiers
3.4.5 Sentence and Verb Phrase Modifiers ....












































4.3DescribingtheSyntax and Semanticsofa Language
4.4ProceduralRules













































































5.3.8 Dealing with Mood
5.3.8.1Interrogatives
. . ･ ･ 129
5.3.8.2Imperatives 130
5.4 Application of Heuristic Rules
5.5 Morphological Synthesis
. . . ･ 132
6. Experiments .
. ･･ 140
. . . ･ ■ 146
155










The ultimate goal of this thesis is to construct a computer program which
translatessentences from one natural language into another. Until recently,
language translation has been done only with highly sophisticated human
expertise. In order to make the computer do this task, we firsthave to give a
formal description both to the process of language translation and to the
knowledge utilizedin that process. The next stepis to build a computer program
which can simulate that processby referringto the encoded knowledge.
The most seriousproblem in building a machine translationsystem is that the
machine translation program has to handle a wide range of natural language
phenomena. Unfortunately, phenomena in natural language are so broad and
complex that no linguistictheory developed so far can serve as a comprehensive
framework which explains almost allnatural language phenomena; any linguistic
theory has to admit the existence of some exception which cannot be given a
suitable answer by that theory. This is more serious in language translation,
where we have to deal with the additional problem of meaning preserving
translation.
Because of this, we cannot give a complete design in advance. At the
implementation stage, we may encounter a problem which was not expected at the
design stage. In such a situation, the engineer of a machine translation system has
to give a tentative solution to the problem by making some heuristic
considerations. This kind of trial-and-error feature is unavoidable in natural
language processing in general. If the designer employs an "ad hoc and brute
force" solution, his program would soon reach the "complexity barrier".
All we can do seems to be to employ strong guidelines to prevent the system
from falling into complication, even if a number of heuristic solutions may be
employed by a rule writer. The following two strategies are those employed by the
software engineers to solve complexity barriers in software system design:
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use of high level language, in which we can write compact and highly
abstracted, problem-oriented instructions, and,
constraining the arbitrariness of programming: structured programming
methodology is a good example.
These notions should also be taken into account by machine translation system
engineers. More specifically, the following design criteria are considered to be
important in designing a well-engineered machine translation system:
Richness of the Expressive Power of Formal Representation. In
intermediate representation, various distinctions made in natural language
should also be made. For example, the distinction between partial and total
negation should be made.
Conciseness. A machine translation system should be compact enough to
preserve readability and ease of understanding.
Simple Control Structure. This requirement is concerned with the dynamic
structure of the system. The control structure of the system must be simple enough
to allow the designer to gain a good perspective on how the system solves each
problem in language translation.
Maximum Utility of Knowledge. We want to avoid the duplication of essentially
the same knowledge, both to preserve integrity and to decrease the effort of
incorporation of knowledge. For example, a word choice mechanism for a verb-
noun phrase combination has to be applicable to all of its syntactic variations such
as passive construction or relative clauses. The architecture of the system must
allow the designer of the machine translation system to easily write rules which
reflectthe regularity of the language.
Exception Handling Capability. Exceptions have to be dealtwith uniformly. In
other words, the system needs to provide a mechanism for overriding general
procedures by an exception handler without affecting unrelated parts of the
system.
Extensibility. The grammar rules should be extended easily. Any ad hoc solution
has to be easily replaceable by a more general solution.
In this thesis, we attempt to establish a model which satisfies the above criteria
by concentrating on a specificlanguage pair: English-Japanese translation. This
2
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language pair is interesting both from a practical point of view and from a
theoreticalviewpoint.
Apparently, an essential component of a machine translation system depends
on an underlying linguistic theory. Below we first examine the conventional
frameworks and discuss their problems. Then, we will introduce a new linguistic
theory, Montague grammar, which is considerd to be a good candidate for
satisfying these criteria. Finally we will raise the questions asked in this thesis.
1.1 Conventional Framework of Machine Translation
Since the first apearance of computers, many researchers have been involved in
building a machine translation system, and a number of experimental systems and
commertial systems have been constructedtHutchins 78], [Nagao 79a,b]. Early
machine translation systems employed a brute force method and tried to translate
sentences in a string-to-string manner. Apparently this did not work satisfactorily
and deeper structures come to be put into use. The commonly used frameworks are
phrase structure grammar and case grammar. So called second generation systems
use such intermediate representations. For example, MetalsfLehmann 81],[Slocum 83]
uses case structures, Ariane 78[Boitet 80] uses what they call multi-level trees,
which is actually a mixture of phrase structure representaiton, case structure, and
logical representation, etc. In English-Japanese or Japanese-English translation,
such structured approaches have been most commonly used[Sakai 66,69],[Sugita
68],[Ishihara74a,b],[Shudo 77],[Nagao 80,82],[Nishida(F.)80,82],[Uchida 80],[Nitta 82]. At the
same time, many techniques for natural language processing have been
establishedtNagao 77,78].
The question to be asked in this section is whether or not conventional
frameworks are useful in the English-Japanese case. This section examines two
approaches, that based on the phrase structure grammar and that based on the
case grammar.
Machine Translation based on Phrase Structure Grammar
Phrase structure grammar mainly deals with syntactic aspects of language
using the notion of a phrase. Based on this view, the language translation process
can be modeled as a process of rewriting phrase structures of the source language
into those of the target language. This is the simplest modeling of structured




However, phrase structures are heavily syntax-oriented and not useful for
semantic processing, since semantic relationships among constituents could not be
expressed directly with phrase structure trees. For example, the deep object of a
transitive verb of English can be placed at various positions of a phrase structure
tree,depending on the voice or other factors of a sentence. Such a characterization
is heavily language dependent. If we were to design a machine translation system
based on such a viewpoint, we had to incorporate a large number of structural
transformation rules, which would make the system unthinkably complex.
What is needed is, therefore, some sort of canonical form for representing
semantics. One possibility in solving this difficulty within phrase structure
paradigm might be to augment phrase structures by annotating each node. But
such solution is not very useful in descreasing the complexity of the translation
procedure when the distance between the source language and the target language
is large.
Machine Translation based on Case Grammar
With case grammar, we can use case structures to give a canonical
representation to a variety of syntactic structures which can be thought of as
having the same meaning. Furthermore, case structures have been thought of as
language independent. In designing a machine translation system, the notion of
cases and semantic markers gives a clue for word choice and meaning oriented
translation.
However, one problem with case structures is that their expressive power is not
sufficient; for example, it seems to be difficultto represent the difference of scope
to make a distinction between partial and total negation. Although it could be
possible to augment case structures to handle this phenomenon, the resulting
representation would be awkward. Instead, it would be better to treat such issues
in a differentlevel of representation.
The second problem is that the notion of case is stillunstable; there have been
lots of controversies as to the identification of a universal set of case labels or
semantic markers. As a result, there has not yet been established any commonly
accepted procedure for determining deep cases from surface structures oflanguage.
So it would be dangerous to design a machine translation system by heavily




In the early 70's, a new paradigm of linguistic theory called Montague
grammar was proposedfMontague74a,b].One of the most significant features of
Montague grammar isin its semantic component. Montague grammar attempts to
treat the semantics of natural language in the same ways that logicians analyze
the semantics oflogic.
The semantics of natural language are characterized by a series of strictly
defined mappings from the natural language domain to the mathematical domain.
According to Dowty (78) and (81),Montague grammar is characterized by the
followingfeatures:
Truth Conditional Semantics. This means that to know the meaning of a
(declarative)sentenceis to know what the world would have to be like for the
sentenceto be true.
Model Theoretical Semantics. This means that the framework of Montague
grammar involves construction of abstract mathematical models of those things in
the world making up the semantic values of expressions in the object language. In
other words, this corresponds to a view oflinguistics as mathematics.
Possible World Semantics. This correponds to the idea that the meaning of a
sentence depends not just on the world as itin factis, but on the world as it might be,
or might have been, etc.
From a computational point of view, the novelty of Montague grammar is that:
the framework is based on formal semantics,
a procedure for mapping natural language expressions into semantic
domain is explicitly shown,
semantic mapping is defined based on the principle of compositionality.
Those characteristicsofMontague grammar deserve carefulstudy.
1.3 Questions
In thisthesis,we raisethe followingquestion to be answered:





How can we builda machine translationsystembased on Montague grammar?
In this thesis,we attempt to answer these two questions empirically, by
constructingan experimental system which can demonstrate features of the
approach.
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2. Overview of the Machine TranslationSystem
2.1 Introduction to Chapter 2
This chapter overviews our machine translationsystem, trying to single out the
major ideasintroduced in thisthesis.
Use of Logical Expressions as Intermediate Representation
Our machine translation system is characterized by the use of logical
expressions as an intermediate language. We callthislogicallanguage EFR, or
English-oriented Formal Representation.
EFR provides a strictsyntax for describing unambiguous reading of English
phrases. For sentences which are thought of as having ambiguities,more than one
expressionin EFR is assigned.
In EFR, the role of each word in an input sentence is represented in function-
argument pattern. If word A modifies another word B to give additional
information, we think of A as a function to B and use the notation:
A(B).
For example, we can think of an adjective as a function taking the modified noun
as an argument, since an adjective modifies a noun to give attributive information
to the noun. Thus we could write:
big(apple).
Usually, an adjective may in turn be modified by an adverb, as:
surprisingly(big).
Thus, EFR is a higher orderlanguage in itsformalism.
In order to make this function-argument analysis for each natural language
expression, we need a basis for semantic analysis. Montague grammar offers
7
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suggestions fordealing with thisproblem. As in Montague grammar, forexample
we analyze noun phrases as functions to verb phrases. Assignment of EFE
expressions to each phrase structure of English is done based on semantic
considerations,as describedin chapter 3.
Annotated Phrase Structure for Describing the Syntactic Structure of the
Target Language
Another kind offormal language is calledCPS or Conceptual Phrase Structure.
It is used to provide a description of Japanese syntax structure. CPS is an
annotated phrase structure each node of which has semantic information in
attribute-valueform.
Translation as Functional Computation
Operations on CPS are tree transformations including tree synthesis and
feature calculation.CPSF or CPS Function is a language fordenoting operations
on CPS. Lambda notationis used todenote functionalabstraction.
Our machine translationsystem operatesin a sentence-by-sentence manner.
The overalltranslationprocessis defined as a three staged Drocess:
Analysis Stage
In this stage, we analyze English sentences and extract expressions of EFR.
Conceptually, a parse treeis translatedinto an expression of EFR by making
syntax directed translation. Actually, syntactic analysis and semantic
composition are done in parallel,and a number of features are used to check
various agreements.
Transfer Stage
In this stage, we substitute formulas of CPSF to each lexical item in the
extracted expression. Thus our bilingual dictionary is a set of lexical-item and
target language generating function pairs. This makes our machine translation
system lexically driven. We can substitute an arbitrarily complex CPSF function
into each lexical item, if the type of function is agreed on. This makes it possible to
translate an English lexical item into composite structure in Japanese. In the
transfer stage, however, we cannot write a rule for reducing several English words
into one Japanese lexical item. Such a rule can be given either as an analysis rule
8
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like those dealing with idiomatic expressions or as a heuristic rewriting rule which
will be applied after the Japanese syntax structures are generated.
Generation Stage
In this stage, we evaluate the formula resulting from the transfer stage by
viewing it as a function for generating target language structure. The result is a
structure of CPS. Before making morphological synthesis, we need to eliminate
redundant expressions if any exists. Such expressions may arise out of local
processings of CPSF evaluation. We use a small set of heuristic tree-tree
transformation rules to replace such expressions by more suitable ones.
Figure 2.1 gives a rough sketch of the translation process.
2.2 Translating English into Formal Representation
The simplest and most natural way to translate a given phrase structure into
expression of EFR would be to give the two kinds of association rules:
(a) lexicalrule: this type of rule states how each lexical item corresponds to
expressionof EFR.
(b) composition rule: for each syntactic derivation rule, this type of rule specifies
how to get an EFR for a parent node from EFR's forits descendants.
(Example)
NP ― DET.NOUN where <NP> = <DET>(<NOUN>).
This rule specifies that an NP consists of a DET and a NOUN, and that the EFR
expression for the NP is a function form with the EFR expression for the DET as
a functor and that for the NOUN as its argument.
In figure 2.2, we illustrate a number of other sample rules describing the syntax
and semantics of a small fragment of English.
Referring to a set of rules defined in this way, we can obtain a logical form of
EFR for an input sentence in a step-by-step manner, as illustrated in figure 2.3.
Each node of trees in figure 2.3 represents a pair of a syntactic category and an
EFR expression for the node.
9
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Input sentence: He designed the system.
+.








Translating into Formal Representation
SubstitutingTarget Language Generation
Functions




Applying Heuristic Rewriting Rules
In this particular case, application of
a heuristic rule for topicalizing the
agent case seems to be useless. But
in most other cases application of
topicalization rules makes the result
more readable. Our system always
applies the rule, since it does not
have a mechanism for analyzing
discourse structure to determine
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S -> NP.VP where <S> = <NP>(<VP>)
VP -≫VT.NP where <VP>-Xx[<NP>(Xy[<VT>(x,y)])]
NP -> DET.NOUN where <NP> = <DET>(<NOUN≫
NOUN-> ADJP.NOUN where <NOUN> = <ADJP>(<NOUN>)
NOUN-> NOUN. + S where <NOUN> =*pl(<NOUN>)
･piisa specialsymbolstandingforplural.
NOUN -> NOUN.PP where <NOUN> = <PP>(<NOUN>)
This analysisdepends on Montague's analysis.In writingan actual
grammar forparsing,we usean ordinaryrule:NP -≫NP.PP ratherthanthe
above rule,fortheaboveruleisa sourceofambiguity.A specialkind of
semanticcompositionruleisusedinthatcase.
PP -> PREP.NP where <PP> = Xp[Xy[<NP>(Xx[((<PREP>(x))(p))(y))])]]
VP -* BE.(VT)passiVE where <VP> =*en(<VT>)
*en isa specialsymbol forchanging the type ofits argument from a two place
functiontoa one placefunctionby supplying a dummy argument.
VP -> VP.PP where <VP> = <PP>(<VP>)
Figure 2.2 Example ofRules forMaking English-EFR association.
As is understood from the example in figure 2.3,the final annotated phrase
structure sufficesfor seeing allinformation of intermediate stages. Figure 2.4
illustratesother examples ofEnglish-EFR association.
Augmented Phrase Structure Grammar for English
In writing an actual grammar for English, however, the phrase structure
grammar defined above does not have sufficient power, so it needs to be extended.
We make extension in two ways: (a) incorporating syntactic and semantic features
for checking agreements among related phrases, and (b) extending nonterminal
symbols so as to denote structures from which some phrase is moved away (e.g.,
relative clauses can be defined as sentence structures with exactly one noun phrase
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In actual grammar for parsing, the structureis somewhat different
from thisstructure(NP -> NP.PP rule is used). But thisis only for
convention and the resultingexpressionin EFR isthe same.









Conceptually, we assign two expressions in EFR to each preposition:
by *―by, and by ≪―*ap(by). The former is used for adverbial PP while
the latter is for adjectival PP. In the actual grammar for parsing, this
distinction is made later to decrease ambiguity.
(c)VP: "be accepted by the automaton"
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S: {check acceptable combination of person,
number, and verb-form features here}
VP:{pass the features from left}
NP:[person = 3, number = singular] VT:[verb-form = + S]
thispaper
NP
Figure 2.5 Subject-Verb Agreement Checking Using Features and Test.
Translating Declarative Rule into Procedural Rules
In actual parsing by a computer, it would be inefficient to use these kinds of
declarative rules and dictionary directly. It would be more efficientif we attach
additional informaiton to each rule, to explicitly tellthe parser when to invoke the
rule.
The parser uses procedural rules. There are four types of procedural rules: E-,
U-, B-, and L-rules. An E-rule will be invoked when an associated goal is
attempted by the rule interpreter. A U-rule will be invoked when a specified
partial tree is built by the rule interpreter. A B-rule is applied in a bottom-up
manner. Unlike the other three types of nodes, L-rules are embedded in the
dictionary and will be invoked only when the lexical item appears in the input
Dealing with Ambiguities
One of the serious problems in parsing natural language is the treatment of
ambiguity. There are sentences which are syntactically well-formed but
semantically not. Most current natural language systems use a number of
semantic markers to solve thisproblem. However, this approach seems to be only
usefulin a restricteddomain where domain specificmarkers precise enough to
resolve ambiguities are defined. Even so,there is a possibilitythat ambiguity





























the sentence which he wanted the student









Figure 2.6 Augmenting Phrase Structure Grammar for Dealing with Holes.
We introduce a notation (a-|3)to stand for a structure labeled a that has a hole for P
somewhere within it. We can write a rule:
Rule: NP -≫NP.RELPRON.(S-NP) where ....
to give structural analyses as the above.
the rule which he indicated an example
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Hence, the parser needs to have a mechanism to cope with ambiguities.
There are two approaches to this problem: one is to obtain all possible analysis
at the same time by bottom-up parallel algorithms, and another is to output the
candidates one-by-one using some kind of backtracking algorithm. We take the
latter approach mainly because of the limitation of memory space.
Interactive Diagnosis
The problem arising in the latter case is that the correct answer might be
located at the last position of the candidate list the system produces. At worst, we
might have to repeat the examine and reject cycle many times.
Our parser has a mechanism which allows the user to tell which part of the
analysis is wrong and which is right. It provides an interactive facilityto look into
a parse tree produced by the parser. If such diagnostic information is given, the
parser will try to find the next candidate within the constraint given by the human
superviser. Of course, the user can simply reject the result and make the parser
search for the next candidate. Figure 2.7 illustrates an example of man-machine
interactions. This mechanism is useful in decreasing the number ofinteraction.
Another possibilityis to use heuristics to give the plausible analysis high
priority and to make the parser output the most plausible analysis first. In our
parser, however, this mechanism is difficulttoincorporate. This problem is related
to the completeness of the parser and will be discussed in chapter 4.
Utilities for Dictionary Management
Dictionary management is important in making the experimental system
design effective. Even in the late stage of designing a grammar, we might want to
change the specification of the dictionary format as well as the content. A pattern-
directed dictionary manager is developed to make the design improvement easy.
2.3 Generating Target Language from Formal Representation
We can generate target language expressions just as we interpret the logical
form word-by-word. We use an augmented phrase structure called CPS to denote
the result of the interpretation. We use a distinguishing name of CPS (Conceptual
Phrase Structure) to put emphasis on the conceptual role played by CPS.
CPS --Conceptual Phrase Structure
16
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Interactive Diagnosis (user input is in italic)
SCAN (NOUN NOUN NOUN)
SCAN- (NOUN NOUN NOUN)
NOUN
NOUN .. ACTUAL MEMORY






The system will search for other possibilities




Figure 2.7 Example ofInteractive Diagnosis.
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The structure of CPS is a tree structure with each node annotated by a set of
attribute-value pairs. Each attribute represents a semantic or syntactic feature for
augmenting the information conveyed by each node of the tree.
(Example) a noun 'W(cat)
[NOUN "3ffi"with class = animate, count = able, ...]
Sometimes we use graphical notation as shown in figure 2.8 to help the reader
comprehend the structure of CPS structures easily:
NOUN :[class = animate, count = able,...]
ffi
Figure 2.8 Example of a Graphical Notation forCPS.
CPSF --Functional Language on CPS
Operations on CPS are represented in a functional language CPSF. Structures
in CPS are involved in CPSF as constants. Other constituents of CPSF are:
variables, composition, tree transformation, functional application, and functional
abstraction using lambda notations. A LISP-like interpreter is defined to evaluate
(Example 1) treetransformation
+TENSETENSE = PAST
This form representsan operationof transforming a given sentence into past
form. + TENSE denotes a function name and the suffixTENSE = PAST specifies
itsparameter. The argument should be of category S or sentence. Figure 2.9
illustratesan example using thistransformation.











Figure 2.9 TransformationMade by a +TENSEtense=PAST operation.
where the form {cat x,y,―} will build a CPS of category CAT from x, y, and
etc.(composition).
(Example 2) conditionalform
Axy[{class(x)= animate ―{s {CASE x,[pp "ri<"]},
{case y,[pp "£"]},
[verb"≪1-"1};
else- {S {CASE x,[PP "W ■£^ X"%
{case y,[pp "*'"]},
[verb "ilix *"]}}]
This form will generate different CPS's according to the semantic class of
the firstargument. This mechanism can be used for making word choice.
In the second example posed above, we may have the question whether the same
rule can be applicable to passives or relative clauses in which the deep case is not
explicitly placed in corresponding surface position. In our system, the answer to
this question is positive. But the treatment depends on details of the CPSF, so we
will explain itin chapter 5.
Generation as Evaluating Functions
Generation of the target language is done by evaluating a CPSF formula
resulting from substituting an appropriate piece of formula of CPSF into each
lexical item in a given expression in EFR.
Word Choice Problem
19
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Using the feature complex associatedwith each node of CPS and conditiona.
expressions,we can choose an appropriate expression of Japanese based on the
meaning. An example is shown below:
(example)
input sentence:"The storm breaks it."
expressionin EFR: (the(storm))(Ax[it(Ay[break(x,y)])







the <- Xnoun[Ap[p([NP [DET "%&"], noun])]]
storm <―[nOUN "SC" with animate = -]
Evaluating a formula resulting from the substitution willresult in a CPS
structure:
fe [CASE [NP [DET " * <7)"][NOUN "E"]][pP"<75 -£W T"]]
[CASE [NP"^^L"][PP"^"]]
[PRED [VERB "M*l SI),
The equivalent graphic notation is shown in figure 2.10.
If the input sentence is:
"He breaks it",
then a different verb will be used in the resulting sentence. (See figure 2.11).
Actually, most other systems attempt to make word choice or structural transfer
by elaborating their own semantic markers. But no complete answer has been
obtained as to how many markers and what kinds of tests are sufficient for making
the appropriate word choice or structural transfer. Such questions can only be
20
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Graphic Notation of a CPS structureGenerated from the Sentence:













Figure 2.11 Graphic Notation of CPS Structure Generated from the Sentence:
"He breaks it."
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answered through comprehensive study of natural language phenomena, but
answering these questions is beyond the scope of this dissertation.
In this dissertation, we use a very simple set of features such as:
abstract(±),action(+),animate(+),number(±),count(±),and ako(<superclass>)
and we will discuss what we call the feature passing problem: for example, we will
discuss a mechanism for making a feature complex of an object case NP accessible
from the verb even if the relation is implicit in the surface level as in passive
sentences or relative clauses.
Higher Order Problem
Generation of structures of CPS is done by evaluating formulas of CPSF. Since
formulas of CPSF are higher order in their formalism, a problem called the higher
order problem arises.
The higher order property of EFR is inherent in formulas of CPSF. This poses
what we call the higher order problem in evaluating formulas of CPSF. The
problem is how to deal with modifications to functions.
For example, the straightforward assignment of a CPSF formula to an English
adjective is a function which takes a noun to produce a complex noun structure by
attaching the corresponding Japanese adjective to the given noun. For instance,
large <- Anoun[{NOUN tADJ "^ ^ & "],noun}].
Imagine a case where that adjective is modified by an adverb, say "very". In that
case, a CPSF function assigned the lexical item "very" must be something which
will transform the above lambda form into:
Xnoun[{NOUN IaDJ Cadv "tX h "][adJ "* ^ &"]], noun}].
Note that we cannot assume the form of a given lambda form. All we can know is
the type of a given lambda form. Consequently, the above task requires analysis of
the given lambda form as well as determining the output form. Since this task is
too complicated, we use heutistic solutions. For example, we use the notion of the
application rule. It is based on an object-oriented view. A CPS structure is viewed
as both data and function. Figure 2.12 illustrates how we use this notion in
generating target language structures.
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1) Subordinate Clause: "When the input signal rises,the CPU asserts the output signal"
M
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2. OVERVIEW OF THE MACHINE TRANSLATION SYSTEM
In chapter 5, we will describe the treatment of this problem in detail.
Use of Heuristic Rules to Reform Output
Generally, in the generation stage, we have to be careful enough to prevent
ambiguous, lengthy, or illegible expressions from being generated. Although we
could incorporate into each function a mechanism for detecting those expressions
and replacing them by appropriate expressions, it would complicate each
generation function and spoil the simplicity of the generation stage. Accordingly,
we have a separate stage called a "reform" stage for carrying out this process. The
reform stage is applied after rough output is obtained in the generation stage.
A set of heuristic tree-tree transformation rules are utilizedin the reform stage.

























Figure 2.13 Example ofa Rule Used in the Reforming Stage.
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As heuristic rewriting rules are defined almost independent of the main flow of
translation, they are easily defined, modified, or deleted without affecting other
parts of the system. The notion of heuristic rewriting provides the designer with a
convenient means for giving a tentative solution to a problem whose treatment is
really difficult.
Morphological Synthesis
The final stage is morphological synthesis. In this stage, leaf nodes are taken
from the phrase structure tree of Japanese and inflectional processings are carried
out for adjacent constituents. A notion of terminal string frame is introduced to
deal with a number of exceptional cases ofinflectional suffixes of Japanese.
25
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3. A Semantic Network Model
for Natural Lanquaqe Analvsis
3.1 Introduction to chapter 3
The distinguishing feature of our machine translation system is the use of
logical language EFR as an intermediate language. This chapter describes how we
associate logical expressions of EFR with each phrase of English. The principle
behind this association is based on what we call a logical model of English. The
basic idea of the logical model is indebted to Montague grammarfMontague 74a,b].
Montague grammar is characterized by model theoretic, truth conditional, and
possible world semantics. Montague grammar uses a notion of "point of reference"
to refer to the situation or context in which a given sentence is uttered. Imagine a
sentence:
Yesterday, you gave me an apple. ...(1)
The truth value of this sentence depends on who utters this sentence, who is the
hearer, or when it is uttered. The point of reference is an abstracted device to refer
to such indices of the world and context. Montague grammar provides an explicit
procedure for determining whether a given sentence is true or false in a given
"point of reference".
According to Montague grammar, the "meaning" of a sentence is defined as a
pair consisting of a set of contextual parameters and a set of points of reference
each of which makes the sentence true. The "sense" of the sentence is defined as a
set of world coordinates which make the sentence true once the context of the
utterance (e.g., who is the speaker, who is the hearer, etc.)is fixed. Thus the
meaning of the sentence is a function which takes the context of utterance and
which will Droduce the sense of the sentence in that context.
From a computational point of view, thissortof treatment does not make sense
unless the theory provides a finitemeans for referring to any set of point of
26
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reference. Unfortunately, Montague grammar does not provide us with any such
means. Some researchers in computer science have attempted to use intensional
logic directly,but deduction within intensional logic is far from realisticamount of
computation. This is a serious disadvantage of Montgaue semantics when we try
to build a computer program based on the theory.
As contrasted with truth conditional semantics of Montague grammar, we use
semantic network formalism to make a partial semantic interpretation. The
semantic network structure we produce from a given sentence represents the
typical situation implied by the sentence. In particular, referent resolution is
made with previously generated semantic networks as a discourse structure. In
this processing, mainly language driven inferences are made to replace intensional
expressions by their referents. This is not only considered to be a reasonable
processing by a language analyzer but it also significantly simplify the resulting
network structure. This aspect should be distinguished from other systems which
simply translate syntactic structures into logical expressions.
It has often been argued that the intensional logic component of Montague
grammar is redundant and could be omittedtDowty 81]. From a computational point
of view, however, this discussion seems to be misleading. In this respect, we agree
with discussion by Kaplan (1982) that it is important to have computationally
meaningful intermediate representations in translating natural language
expression into semantic representaiton. Intensional logic should be an important
milestone from natural language to semantic representation. Our semantic model
involves logicallanguage as an important stage of semantic interpretation.
In summary, we illustratein figure 3.1 the framework of our semantic model
for natural language. An input sentence is analyzed and translated into an
expressionin EFR. Then a semantic network representing "new information7'is
produced.
In what follows,we will describe semantic network formalism and logical
language EFR and then we willdiscuss the procedure forproducing the semantic
network from natural language expressions.
3.2 Semantic Network
A semantic network consistsofnodes and links. Each node representsa concept
and each link represents a relationship among concepts. The set of concepts
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Semantic
Interpretation
Figure 3.1 Framework of Semantic Model forNatural Language.
involve various entities:individuals, propositions, properties, relations, actions,
and other thinkable entities.
3.2.1Nodes and Links
Nodes are classifiedinto classnodes and instance nodes. Class nodes convey
stereotypicalknowledge about concepts, while instance nodes stand for each
occurence of a concept. In graphical notations,class nodes are represented in
ellipses,while instance nodes are in circles.Instance nodes represent specific
instantiationsof a classnode.
Links are denoted as directed arcs with labels. Links represent semantic
relationship with other nodes. Typical labels attached tolinks are C(Class) and SS
(SuperSet). C links are attached toinstance nodes toidentify their class nodes. On
the other hand, SS links can be attached to each class node, indicating its
superclass. If A is a superclass of B, then all instances of class B also have
properties inherited from class A. Other labels attached to each link are deep case
labels such as subject, object,destination, etc. The notion of case is inherited from
case grammar. Figure 3.2 illustrates an example.
Note that we use nodes to represent abstract concepts (e.g.,"possess") as well as
concrete objects (e.g., "books"). Figure 3.3 illustrates examples of a semantic
network representing an event.
We extend this notation to represent an event sequence (figure 3.4).












"He has a book"
Figure 3.2 Example of a Semantic Network,
corresponding to "he has a book."
^"~~J): classnode C~J: instance node
"a book"
3.2.2 Linear Notation
We can use linear notations in place of structured notations. Actually we use
relational representations similar to those used in Nilsson (80). For example, for
the semantic network in figure 3.2,we use a set oflinear notations as follows:










C Mammals j / ＼
^HumanBeings^ C PoSSeSS J C Books J
^―f subject v≪―< object ^―S
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'Tokyo"
(Past tense is neglected in this figure.)
" he went to Tokyo."
Figure 3.3 Example of Semantic Networks for Events.
We introduce a notation of situational descriptions called paragraphs to
represent multiple-world semantics. The notion of paragraph is based on the
partitioning of semantic network proposed by Fikes (77) and Walker (78). It is also
used to denote belief context or other logically possible situations. A paragraph is
depicted as a box. Figure 3.6 illustrates an example of the use of a paragraph for
representing a past situation.
We can also use paragraphs to represent sentential relations of natural
language. Figure 3.7 illustratesa semantic network structure representing a
reason.
3.2.4 Special Representations
We introduce a number of special structures to make the translation from
natural language easy. Introduced structures are: indefinite node, definite node,
set node, and quantification. These structures are used to represent things
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( HumanBemgs J f Going J
(Pastenseisneglectedinthisfigure.)
Figure 3.4 Example of Semantic Network for Event Sequence:
"he went to the restaurant, ate dinner, and saw a movie."
All of these intensional structuresuse variable nodes. In notation,variable
nodes are denoted by a question mark followedby a variablename. For example,
?X, ?Y,..;.
3.2.4.2Indefinite and Definite Nodes
Figure 3.8 shows the structureof indefiniteand definitenodes, together with
linear notations for them. In figure 3.8,a couple of new links are introduced:
VAR(iable) link and ST(such that)link. They represent bound variableand bound
proposition,respectively.
These notations are introduced to deal with intensional expressions in natural
language. By intensional expressions we mean those referringto objectswhose
31
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Q MnO2 J (^H2O2 J)
"O2was producedasa resultofaddingMnC>2toH2O2."
Figure 3.5 Example of Semantic Network forCausal Relationship.
existence is not assured. We use such expression when we want to refer objects by
their property. For example, a sentence:
(a) "she is building an efficientparser",
does not presuppose the existence of the "parser" at the moment when the sentence
is uttered. The sentence only describes the property of the program she had in her
mind. Accordingly, the semantic network structure for this sentence must be
distinguished from that for sentences:
(b) "she has built an efficientparser."
(c) "she has built a parser which is efficient,"
(d) "she has built a parser, which is efficient,"




f O2 J C J ――>-f Cause j
＼ C Object
(3^ (3 ?^WsProduced)
MnO2 J Q AddingJ H2O2
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r
Cities j ^Yesterday )
"Yesterday,he went toTokyo.
(a) Graphical Notation.











(b) Equivalent Linear Notation.
Figure 3.6 Example ofa Semantic Network Using a Paragraph.
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"Response time ofTSS is improved,
because the computer center introduced a high speed computer."
Figure 3.7 Semantic Network Representing a Reason.
( Reason ^
Note that we consider that the result of the semantic interpretation is the same
(shown in figure 3.9). The difference of the meaning as to which information is new
and which information is presupposed is reflected by the difference of the process of
creating semantic networks as to which piece of semantic network is newly
created.
Transforming Intensional Structure into Extensional Structure
34
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(^INDEFJ)





















Figure 3.8 Indefinite and Definite Representation.
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"she"
(a) "She is building an efficient parser
object object
(b) "She has built an efficient parser."
(c) "She has built a parser which is efficient."
(d) "She has built a parser, which is efficient."
(e) "She has built a parser. It is efficient."
PROP
Figure 3.9 Semantic Networks for Connected Sentences.
As shown in the above examples, the existence of the described object depends
on predication, such as aspect, tense, or use of specific verbs, like ''succeed". Thus,
She has succeeded in building a program which can understand natural
language.
implies the existence of the program, and we can paraphrase it into two sentences:
She has succeeded in building a program.
The program can understand natural language.
In semantic network structures, we make the same sort of transformation, which
we call extensioning. Figure 3.10 shows procedures for making extensioning for
each intensional description we introduced.
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Looking for an object which will match the specification.










else ...same as the extensioning procedure forindefinite node (defaultprocessing).
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3.2.4.3 Set Nodes
In general, there are two ways for representing sets:extensional representation
(e g {A, B, C}) and intensional representation (e.g.,{x IPW≫. Corresponding
to
this'distinction, we represent sets in two ways. Figure 3.11a illustrates
an
example for extensional representation of set,while figure 3.11b for intensional
representation of set.
(a) Extensional Representation: a set of A, B, and C.
f Numbers j
(b)Intensional Representation:"three red apples".
Figure 3.11 Semantic Networks Representing Sets.
3.2.4.4 Quantification
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Generally, there are two types of quantification:universal and existential.
Existential quantificationis implicit in our model; it is represented by the
existence of nodes. On the other hand, we use special structure for universal
quantification. Figure 3.12 illustratessome examples with equivalent logical
formulas.
3.2.5 Procedure Attachment
In making semantic interpretations of natural language expressions, we have
to refer to various kinds of knowledge to make inference. The nature of knowledge
for interpreting natural language is considered to be lexicon-specific. Hence, we
introduce to the knowledge base a lexical-driven feature by making a procedure
attachment. Procedures can be attached to each class node. We sometimes classify
attached procedures into servants and demons according to the notion introduced
by Bobrow et al (1977). A servant type procedure will be invoked by a demand,
while a demon-type procedure can be invoked in a data driven manner. Class
nodes can share common knowledge using the convention of inheritence. From a
class node, we can use procedures attached toits superclass nodes (figure 3.13).
3.3 Formal Representation for Natural Language
In this section we will describe the syntax and semantics of our formal
representation EFR. Original notion of EFR is based on Cresswell's A-categorial
languagelCresswell 73]. Each expression of our formal language has a unique type,
as introduced in previous sections.
3.3.1 Type
The set of types Syn is defined as a minimum set satisfying the following
conditions:
(1) 0 and 1 Syn, respectively.
(2) if x,oi,...,on Syn then <x,oi,...,on> £ Syn, too.
According to this definition,set of types Syn is an infinite set as follows:
Syn = {0,1, <0,0>, <0,l>. <l,0>, <1,1>,..., <0,<0,l> >,...}.
3.3.2 Syntax
Every expression in our formal representation is associated with exactly one
type. Let EQ be the set of expressions of type a. Then our formal language L is
39
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(a) Vx[humanbeing(x) - 3y[has(x,y) A parent(y)]].
(b) Vx[{huraanbeing(x) A know(x, "he")} -≫SuchAndSuch(x)].
Figure 3.12 Semantic Network Representations forUniversal Quantification.
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Figure 3.13 Inheritance of Attached Procedure.
defined as a union of Ea's. And the intersection of Ea and Ep must be empty if
a # p .
Expression of Ea is included in one of the following subsets:
constants of type a : FQ.
variables of type a : XQ.
composite expressions of type a.
The set of constants and variables is given a priori. It is assumed that an infinite
number of variables are supplied. The set of well-formed composite expressions in
the formal language are defined recursively using the following formation rules:
(rule 1) if 8 is a well-formed expression which belongs to E<XO1 On>, and
if ai, ..., an are well-formed expressions belonging to EO1, ..., EOn,
respectively, then an expression 8(ai, ... , an) is a well-formed
expression in Ev
(rule 2) if pis a variable belonging to Xt and if a is a well-formed expression
in Et, then an expression Ap[a] is a well-formed expression in
E< t,0> ･
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Let E<o,i> :{ice-cream,run, walk,...},
E<o,i,i> :{have, eat,...},




Then the below shows well-formed expressions derived from the above basii
expressions:
(a) big E<<o,l>,<O,l>>> ■･･ by definition
(b)ice-cream E<o,i>, ... by definition
(c) big(ice-cream) E<o,i>, ...(a),(b),and(rule1)
(d) ad E<<o,<O,l>XO,l>>> ･･･ bydefinition
(e) a(big(ice-cream))E<o,<o,l> >> ･■･(c),(d),and(rulel)
(f) eat E<o,l,l>, ...by definition
(g) Xi,yi Xi C El, ...by definition





(1) she E<o,<O,l> >, ...bydefinition
(m) she(Axi[(a(big(ice-cream)))(Ayi[eat(xi,yi)])])Eo
3.3.3 Semantic Interpretation
We defined semantic interpretation of our formal language as a process of
building a semantic network structure which represents a new knowledge
conveyed by a given expressionin a given context.
Memory Space
Memory space for making semantic interpretation is classified into three
categories according to their roles. STM or Short Term Memory is a memory space
for storing information for an input sentence. The content of STM will be cleared
when the interpretation of one sentence is completed. ITM or Intermediate Term
Memory stores information about discourse. LTM or Long Term Memory stores
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knowledge required for semantic interpretation as well as storing interpreted
propositions.Figure 3.14illustratesan example.
Functional Language for Manipulating Semantic Networks
Below are listed the constituents of our simple language for manipulating
semantic networks. We use thislanguage to describe operations on semantic
networks.
Constants. A constant is an atomic symbol which begins with an upper case letter
or or is placed in quotation marks. For example,
OBJECT, Object, or 'object'.
Variables. A variable is an atomic symbol beginning with a lower case letter. For
example, the following items are variables:
x,y,z,....
In particular,we use a variable ''self to represent self(instance) node and a
variable "arg" torepresent an argument handed to procedures.
Access path. Functional notation is used to represent an access path to other
nodes. For example, we write,
adj(c(self))
to refer to a node reached by tracking down a link labeled "c" from the current node
and going further along a link labeled "adj".
Operation to semantic network. There are a number of operations to create,
modify, or evaluate a network structure. Major ones are:
Operations: instantiate^], instantiate-variable and instantiate-paragraph
instantiate a new instance node, variable, and paragraph in the current
paragraph, respectively. A paragraph in which the node is placed may be
explicitlyindicated by an additional statement: "in z".
Operation: link[x,y,z] creates a new link from a node x to a node y with label
z,in the current paragraph if it does not accompany additional statment
such as "in s",which explicitly specifies where to create the link.
43
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Figure 3.14 A Snapshot of a Memory Structure When the Third Sentence
ofthe Following Text is Processed:
This paper describesa machine forAI.
The machine consistsof1023 processing elements.
The machine can execute PROLOG program rapidly.
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Operation: evaluatefexp] evaluates the argument exp in the current
paragraph.
Operation:return[x]returns from the procedure with value x.
There are otheroperations,which willbe explained when they appear.
Procedure for Semantic Interpretation
The procedure forinterpreting expressionsin our formal language consistsof
two steps:
(step 1) Replace each lexicalitem in a given expression by the appropriate
formula of network manipulation language,
(step 2) Evaluate the resultingformula from outsidetoinside.
The above procedure isillustratedby example below. Let the expressionbe:
(a(dog)Xwalks)
Let the substitutionbe:









We make the followingprocedural attachment.








Figure 3.15 shows how the process of evaluation works.
3.4 Semantic Network Model for Natural Language
This section describes how we associate each syntactic structure of English with
an expression in formal language and how we generate a semantic structure from
those formal representations. EFR is a formal language which has a vocabulary of
English.
We use the following notation to denote the correspondence between the phrase
structure of English and expressions of EFR:
A -+ Bi Bn where <A> =f(<Bi>, ..., <Bn>).
In order to represent the deletion of English, we augment the above notation by
introducing the following notation of a term:
(B-C)
to denote a structure labeled B with exactly one structure labeled C taken out at
some position. For example, we use a notation:
(S-NP)
to refer to the structures whose examples are shown in figure 3.16.
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(step 1) Evaluating a(dog): The semantic network manipulation function for 'a''is evaluated
with p being instance node of class dogNQUN.




(2) The sixthstepwillevaluatethe form p(y)in S, with
p:instancenode oftheclassdogNOUN
y:variablenode ?X.
Then the procedure attached to the classnode "NOUN" is invoked by means of
inheritance,resultingin attachinga classlink tothenode bound to ?X:
^ Dogs^
?x
(3) The value is node Nl.
(step 2) Evaluating (a(dog))(walks):
(1) A procedure attached to the class node INDEF is applied to an instance node of class
"walking", resulting in the application of a procedure attached to the class node
'walking" to the node Nl.
(2) As a result,the following piece of semantic network is created:
(3) The above network is transformed by an extensioning operation, resultingin
^ Dogs^

































Figure 3.16 Example of StructuresDenoted as (S-NP).
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3.4.1 Simple Declarative Sentences
A simple sentence consists of a noun phrase and a verb phrase. Following
Montague's analysis, we give a wider scope to the semantic representation for the
noun phrase than that for the verb phrase:
S -* NP.VP where <S> = <NP>(<VP>).
In this expression, <S> is of type 0, <NP> is of type <0,<0,l>>, and <VP> is
of type <0,l>, respectively. In semantic interpretation, we think of a subject
noun phrase as modifying the verb phrase by giving information about the subject
case.
In Montague grammar, it is pointed out that this analysis can give an elegant
solution to the local quantifier problem. Suppose our goal is to translate a sentence
into first order logic. The problem is the treatment of quantification by
determiners such as: "a", "the", "no", "every", "some", etc. From a syntactic point of
view, those determiners are thought of as local constituents, while semantically
their scope is global. For example, we want to make the following translation:
Everyone loves someone -* Vx[human(x) -* 3y[human(y) A loves(x,y)]]
or, 3y[human(y) A Vx[human(x) ->loves(x,y)]]
The boy runs - 3x[boy(x)A Vy[boy(x) * x = yj A runs(x)]
No student has a textbook -*Vx[student(x)-≫-i3y[textbook(y)A has(x.y)]].
Roughly speaking, Montague shows that thistranslationcan be done within the
constraint of compositionality:"the meaning of the whole is a function of the
meaning ofitsparts". Montague's analysisis as follows:
Syntacticrule:
S -≫NP.VP where <S> = <NP>(<VP>),
NP ->DET.NOUN where <NP> = <DET>(<NOUN>),
VP -> VT.NP where <VP> =Xx[<NP>(Xy[<VT>(x,y)])]
Translation rule:
a *- Ap[>q[3x[p(x) A q(x)]]]
the <- Ap[Aq[3x[p(x) A Vy[p(x) ~ x = y] A q(x)]]]
no *- Ap[Xq[Vx[p(x) -^ -q(x)]]]
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every ≪-Xp[Xq[Vx[p(x) -≫q(x)]]]
everyone <- Xq[Vx[human(x) -≫q(x)]]
someone <- ＼q[3x[human(x) A q(x)]]
student, textbook, runs, has, loves *-
student, textbook, runs, has, loves, respectively.
Using these rules, logical expressions can be obtained mechanically from the
input sentence. Note that we could obtain the same result using a rule:
S - NP.VP where <S> = <VP>(<NP>).
In this analysis, <VP> is thought of as denoting a function adding information to
the denotation of <NP>. The difference seems to be only in formalism and the
degree of complication, and not in any analytical power.
3.4.2 Verb Phrases
The type of expression associated with a verb phrase is <0,l>, a type denoting
one place predicates. The basic structure of a verb phrase consists of a main verb
and a number of subsequent noun phrases:
VP->-VI where <VP> = <VI>
VP -> VT.NP where <VP> = Ax[<NP>(Xy[<VT>(x,y)])]
A semantic network manipulation function assigned to a verb phrase as a whole
will generate a semantic network for a proposition from a given individual node
referred to by a noun phrase of the subject. We assign to a main verb an n-place
predicate. For example,






Note that, in the above example, subject case value and object case value will be
replaced by extensional structures, for we can presuppose their existence.
3.4.3 Simple Noun Phrases
A noun Dhrase consists of a determiner and a noun:
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NP -> DET.NOUN where <NP> = <DET>(<NOUN>).
Interpreting Nouns
In interpreting a noun, we firstassociate it with an instance node of a class whose
superclass is a class NOUN. For example,
computer ≪-instantiate['computerNOUN'].
If this node is applied to an instance node of classindividual, a link will be created
to indicate the class of the individual node. We attach a procedure to a class node
NOUN to do this operation (figure 3.17).
What is implied in this operation is that if pN0UN(x) is asserted for an individual x,
then we build a semantic network asserting that x belongs to a subclass p of
individuals. The link labeled "den" from a subclass of NOUN to a subclass of
individuals represents this relationship. Thus we have a dual relationship in noun
concepts and individual concepts:
Interpreting Determiners
Figure 3.18 shows semantic network manipulation functionswe assign to
determiners. Notice that those assignments will generate the intensional
structureswe introducedin earliersection.
Interpreting Possessives
The internal structure of possessives consists of a noun phrase and a possessive
morpheme "'s ". As the function of a possessive is considered to be the same as that
of a determiner, we make the following analysis:
DET -* NP.'s where <DET> = An[Ap[<NP>Ux[((*poss(x))(n))(p)]].
We interpret this EFR expression as follows:
"the n which possesses p".
In order to do this, we introduce a class node "*poss" and "possessive" with
procedures attached to them (figure 3.19).
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(a) Procedure Attachment to a Class Node "NOUN"
(b) Structure of Semantic Network Resulting from Interpreting a
Noun ''coTTmuter"fnode Til.
(c) Structure of Semantic Network Resulting after the Node II is
A≪n1inJ*-nn≪TmJiiiiJuniMnJn TO
Procedure Attachment for a Class NOUN and Process of
C NOUN J C Individuals}
I A
ss ss
^ . den ^ ^
K)omputeri＼,'ouN) ^ f Computers J
(n ) -^ (12)
C NOUN J (individuals)
ss ss
KJomputerNouN^ ^"C Computers J
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Figure3.18 Assignments of Semantic Network Generation
FunctiontoDeterminers.
Using thosenodes we make an assignment:
*poss <-instantiate['*poss'].
Figure 3.20 shows an example as to how a possessiveis interpreted.
Actually,we attach an additionalprocedure to deal with the casesin which an
abstracthead noun is used. The problem is to recover the semantic relationship
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Figure 3.19 Procedure Attachment for Dealing with Possessives.
between the noun phrase in the possessive and the modified noun. For example,
from a phrase:
"his collaboration"
we have to recognize that "he" is the subject of an activity "collaboration". In order
to make thisinference, we attach a procedure to a class node "possess". Figure 3.21
shows semantic network transformation by this attached procedure.
3.4.4 Noun Modifiers
There are various noun modifiers in English: adjectives, adjectival
prepositional phrases, relative clauses, present and past participles. Although
these modifiers can be regarded as a modifying phrase to the noun phrase in terms
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(1) Result of evaluating *poss(x):
(2) Result of evaluating (*poss(x))(house):
Figure 3.20 Example ofInterpreting an EFR Expression for Possessives.
of constituent analysis, we analyze them as a modifier to the head noun, for this
analysis is more adequate from the semantic point of view. Thus we write:
NOUN -* ADJ.NOUN where <NOUN> = <ADJ>(<NOUN≫
NOUN -* NOUN.PPADJ where <NOUN> = <PPADJ>(<NOUN>)
NOUN -* NOUN.RELCL where <NOUN> = <RELCL>(<NOUN>)
NOUN ^ NOUN.VPing where <NOUN> = <VPING>(<NOUN>)
NOUN - NOUN.VPen where <NOUN> = <VPEnX<NOUN>).
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i
Figure 3.21 An Attached Procedure and Semantic Network
Transformation forPossessives.
As tointerpretation of adjectives,several problems have been pointed out:
(a) Adjectives cannot be treated as a one-place predicate: for example,
"big ant" vs "small elephant".
(b) Problems ofidiomatic expression: for example,
"hot dog", "thunder bird", "firebird", etc.
(r) Trp.atmp.nt ofintpTisinnnl nrlippfitreo-on^Vi qc-
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"former president", "fake gun", etc.
Here, we consider the firsttwo problems.
To deal with the firstproblem, we take an adjective as a two-place predicate.
For example,
a big animal ≪･3x[animal(x) A bigFLAT(x, 'animal')].
We specify that the predicate "bigFLAi<x,y)"is true iff an individual denoted by x is
"big" as y. In semantic networks, we use the structure shown in figure 3.22.
C BigFLAT }
(a) Semantic Network for"a big ant"
(b) Semantic Network for"a small elephant"
Figure 3.22 Samantic Network forAdjectives.
Here we introduced a couple of new links: AS and PROP links. A relation
represented by an AS link from X to Y:
as(X,Y)
indicates that a property denoted by X depends on Y. On the other hand a relation
represented by a PROP link from X to Y:
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prop(X,Y)
indicates that X has a property Y.
In order to build the semantic network structure, we make an assignment
like:
big <-instantiate['big'],





Note that each adjective node can use this procedure by means ofinheritance.
Using the structure assigned to adjectives, we can answer the question:
"how big isit?",
without any ambiguity. This is true even if afterwards an additional class link is
attached to the individual node, as a result ofinterpreting a sentence like:
"itis a pet".
Figures 3.23 (a) and (b) show the structure and a procedure to extract the answer,
respectively.
If we used a structure as in figure 3.23(c),it might be ambiguous as to whether the
node I is as big as a pet (say lOOKg in weight), or as big as an elephant (say lOOOKg
in weight).
As to the second problems, there are two possible solutions. One is to think of
those expressions simply as idiomatic expressions and to merge them into one word
in the morphological analysis or the syntactic analysis phase. This treatment may
be reasonable in practice. The other possibilityis to deal with this problem in the
semantic interpretation phase. This can be done in our framework using a
conditional form in an attached procedure (figure 3 24)
But note that this treatment is essentiallythe same as those done in syntactic
analysis.
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(a) "II is a big elephant, and it is a pet.''
Individuals
to-answer: < property >:
if the value is explicitlydescribed
then return the value;
elseif there is a link:PROP(self,x) A
y *- send[x,?,< property > ]A
meaningfuHy]
then returnfy];
else return average value of the






to-answer: size or weight:
y ≪-send[as(self),?,big];
if meaningfully] then return[y];






(b) Procedure Attachment for Retrieving Information.
(c)StructurewhichinvolvesAmbiguity.
Figure 3.23 Semantic Netowrk and Procedure Attachment forAdjectives.
C Elephants^ C^ Pets J f Big J
( Pets j ( Elephantsj f BigpjjA^,J
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Figure 3.24 Attached Procedure for Dealing with "hot dog"
Adjectival Prepositional Phrases
Adjectival prepositional phrases as a whole are analyzed as modifiers of nouns.
Their constituent structure consists of a preposition followed by a noun phrase.
PPadj - PREP.NP where <PPADJ> =in[Xx[<NP>fty(((*ap(<PREP>))(y))(n))(x)])]]
In semantic interpretation, we try to simplify the fairly complicated expression
for prepositional phrases. The basic idea is as follows:
(a) interpret <PREP> as an operator which takes an individual and which
will create a node functioning as an adverb,
(b) interpret *ap as an operator which takes an instance node introduced above
and which will create another operator functioning as an adjective
crpnp/rnt.nr
(c)accordingly,a subexpression *ap(<PREP>) is interpreted as an operator
which takes an individual and which will create a node functioning as an
Q/^IO/'f1TTO
(d) subexpression (*ap(<PREP>))(y) is interpreted as a compound adjective,
and subsequent processingis the same as that foradjectives.
Figure 3.25illustratesthisprocessingfor an example sentence.
The sortofinference we want to make in interpreting adjectivalprepositional
phrases is to recognizethe semantic relationshipbetween the head noun and the
nhifirtof the nreDOsitionaluhrasp. For pyamnlp
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to-apply:
ifthe classoftheargument is "dog"
then move tothe subclass"hot-dog"'
input:
EFR:
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(1) Corresponding to *ap(on), node II is applied to 12, resulting in the node 13 below.











(3) Corresponding to ((*ap(on))(y))(house),14 is applied to node 15, the result of
interpreting a noun "house".
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(1) "the analysis ofnatural language" -> "natural language" specifies
the
object case of "analysis".
(2) "the analysis by a computer" -* "a computer" specifies the agent case.
(3) "the weight of the baby"- "the baby" specifies the object of the weight
attribute.
Figue 3.26 shows procedure attachment for making these inferences and how these
problems are solved.
Relative Clauses
The constituent structure of a relative clause consists of a relative pronoun
(RELPRON) and a clause with exactly one noun phrase deleted (denoted as (S-
NP)).
RELCL -RELPRON.(S-NP) where <RELCL> =which(<(S-NP≫
The expression of EFR for(S-NP) is of type <0,l> or the type denoting a one-place
predicate. The operator "which" maps type <0,l> expressions into type
< <0,l>,<0,l> > expressions (type denoting adjectives).
In order to give semantic interpretation to the above form, we make the
following substitution:
which <-Xp[Aq[Ai[ evaluate[p(i)]in the current context;
evaluate[q(i)]in the current context;
returnFcurrent-contexti 111.
Figure 3.27illustratesan example.
In the case of a relativeadjective"whose", we make a similar treatment. The
associationruleis:
RELCL - whose.NOUN.(S-NP)where <RECCL> =(whose(<NOUN>))(<S-NP>).
The assignment is:
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if-added:
if subject(x,self)A c(x)= 'ofADj'A object(x.y)
then link[self,y,OBJECT];
if subject(x,self)A c(x)= TsyADj' A object(x,y)
then link[self,y.AGENT];
"analysis of natural language"
C^^nou^!)
"analysis by a computer"
(^BabiesJ
C^ghtNOUN^
"the weight of the baby"
Figure 3.26 Procedure Attachments forMaking Inference about the Semantic
Role of AdjectivalPrepositionalPhrases.
evaluate[q(i)]in the current context;
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input: "the car which he bought"
EFR: the((which(Xy[he(did(Xx[buy(x,y)])]))(car))
Evaluation:
(1) Evaluation of "the" generates a variable node,
say ?X.
(2) Subexpression: Ay[he(did(Ax[buy(x,y)]))] evaluates
to a one place predicate
which takes an individual node and which will generate a semantic network for
proposition.In this example, a variable node ?X is given as an argument and the
following structure is eenerated:
?x
(3) "car" also evaluates to a one-place predicate, which is in turn applied to the
variablenode ?X. This attaches to ?X a classlink Dointine to the class "car''
(4) As a result,the following semantic network is generated:
^_r>EF y





Z^ CTBUyin^ (^^PasT^) QumanBeingT)
A A ^ M ^ ^
1 ^iy c c c
A^ I Jt time J≪^
VAR ' object ■ ______
1
agent ^＼_≪/ "he"
r^-r, ■ ^""^N f^ r> * ^*N C HumanBeings J
^
^













3.SEMANTIC NETWORK MODEL FOR NATURAL LANGUAGE ANALYSIS
Figure 3.28 shows an example.
evaluate[q(i)]in the current context;
return[current-context].




Note that this semantic network will be further simplified
by a procedure attached to the class node "possess".
Figure 3.28 Example ofInterpreting "whose".
Present and Past Particles
Semantic representation for present and past particles looks like:
<VPing/EN> = parti(<VP>).
A lexical item "parti" is an operator of type < < <0,l>,<0,l> >,<0,l > >,
denoting a function from one place predicates to adjectives.
In semantic interpretation, we assign the same semantic network
manipulating function as that assigned to a relativizer "which". This corresponds
to the following approximation:
"a girlsinging a song" -> "a girlwho sings a song,"
"the house broken by the storm" -≫"the house which was broken by the storm."
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3.4.5Sentence and Verb Phrase Modifiers
Adverbs
In our formal language, sentence adverbs and verb phrase adverbs are not
distinguished by type. We simply take both as basic expressions of type < 0,0 >.
Thus,
S^ADV.S where <S> = <ADV>(<S>),
VP -≫ADV.VP where <VP> =Xx[<ADV>(<VP>(x))],
VP -* VP.ADV where <VP> =Xx[<ADV>(<VP>(x))].
In semantic interpretation,we make a distinction. Figure 3.29 shows an
example.
f HumanBeings )
(a) "Yesterday, he came here.''
(b) "He walks slowly.''
to-apply:
x *- instantiate-paragraph;
y *―evaluate[arg] in x;
link[paragraph(y),x,TIME];
return[class-link-of[self]].
Figure 3.29 Interpreting Adverbs.
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C C C to-apply:
JL JL JL x *- evaluate[arg);
O"^ O **＼J link[proposition(x),self,MANNER];
"*'" agent manner return[class-link-of[x]].
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Adverbial Prepositional Phrases
Prepositional phrases can function as adverbials. The EFR expression we
associate with a prepositional phrase as an adverbial differs a bit from that for a
prepositional phrase as an adjective:
PPaDV -* PREP.NP where <PPaDV> = Xn[Ax[<NP>(Ay((<PREP>(y))(n))(x)])]].
The interpretation of the connection between the preposition and an object
noun phrase is almost the same as for adjectival prepositional phrases. In
particular, the assignment to <PREP> is the same. Figure 3.30 shows an
example.
SuhorHinate fllansf>s
Syntactically, a subordinate clause consists of a subordinate conjunctive and a
clause. Subordinate clause as a whole are treated as modifiers of a sentence, giving
information about condition, time, reason, etc. The association rule for
subordinate clauses is:
S^SCL.S where <S> = <SCL>(<S>),
S -≫S.SCL where <S> = <SCL>(<S>),
SCL - SCONJ.S where <SCL> = <SCONJ>(<SCL>).
In semantic interpretation, a network structure connecting a couple of paragraphs
is generated. We illustrate an example in figure 3.31.
3.4.6 Noun Clauses
Noun clauses consist of a complimentizer and an embedded sentence:
NP -≫THAT.S where <NP> = that(<S>).
An operator "that" is of type <<0,<0,l>>,0>.
Semantic Interpretation of a noun clause will generate a paragraph structure.
Figure 3.32 illustrates an example.
Other structures of noun clauses are possible, as indirect questions. The
treatment ofindirect questions will be described later as related to interrogatives.
3.4.7 Mood
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(2) Node Nl is applied to the node "London". Procedure attached to the node InMKADV is
invoked. As a result a new node N2 is created
N2: (I
(3) Embedded propositionis evaluated and a paragraph SI is created.
^HumanBeings^
(4) Node N2 is applied to the paragraph Si. Procedure attached to the node Ir>ADV *s
invoked and finally,we get the following network structure:
^HumanBeing^ ^Buying ^









lanBeings^ ^ Buying^ ^ Past J















3.SEMANTIC NETWORK MODEL FOR NATURAL LANGUAGE ANALYSIS















Figure 3.31 Interpreting Subordinate Clauses.
3.4.7.1Interrogatives
There are various constructionsof interrogativesentences. Here we consider
only typicalcases.
Yes/No Questions
An yes/no questionisinitiatedby an auxiliaryverb:
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input: "He believes that she is a mayor."
EFR: he(Ax[that(she(Ay[(a(mayor))(Az[is(y,z)])]))])
Substitutions:










Figure 3.32 InterpretingNoun Clause.
S - AUX.NP.VP where <S> =#ques(whether(<NP>(<VP≫)).
The semantic network we will generate from an yes/no question corresponds to
the following statement:
"the speaker asks the hearer about the truth value of the proposition denoted by
<NP>(<VP>)."
(example)
input sentence: "did he attend the project?"
EFR: #ques(whether(he(didUx[the(project))Uy[attend(x,y)])]))))
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evaluate[arg(self)]in the current context.
bject
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Semantic network is shown in figure 3.33.
Figure 3.33 A Semantic Network fora Question:
"Did he attend the project?"
WH-questions (1)
Here we deal with the case in which an interrogative is initiated by words like
"when", "where", or "why". The association rule is:
S -* QADV.AUX.NP.VP where <S> =#ques(<QADV>(<NP>(<VP>))),
vocabularywordsofcategory<QADV> involve"when","where",why".
We make the following paraphrase:
"the speaker asks the hearer about the attribute value of f(< QADV >) of the
proposition,"
where, f(when) = time, f{where) ―place, f(why) = reason.
(example)
input sentence: "where did he get it?"
EFR: #ques(where(he(did(Ax[itUy[get(x,y)])]))))
The semantic network for this sentence is shown in figure 3.34.
WH-questions (2)
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Figure 3.34 A Semantic Network fora Question:
"Where did he getit?"
"it"
We deal with the case in which the question is initiated by phrases like, "what",
"which < NOUN >", or "how < ADJ> <NOUN>". The association rule is:
S - QNP.AUX.NPi.(VP-NPi)
where <S> = #ques(<QNP>(Ay[<NPi>(Ax[(<VP-NPi>(y))(x)])])),
S -* QNP.VP where <S> = <QNP>(<VP>),
vocabularywordsofcategoryQNPinvolve"what".
QNP -> QDET.NOUN where <QNP> = <QDET>(<NOUN>),
vocabularywordsofcategoryQDETinvolve"which",
QDET ->how.ADJ where <QDET> =how(<ADJ>).
The paraphrase we make forthosestructuresis roughly as follows:
"the speaker asks the hearer about the denotation of <QNP> which has a
property denoted by the type <0,l> expression followingit."
(example 1)
input sentence:"What does the company supply?"
EFR: #ques(what(Ay[(the(company))(Axt((Av(Xu[supply(u,v)]))(y))(x)])]))
= #ques(what(Xy[(the(company))(ix[supply(x,y)])]))
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Figure 3.35 Semantic Network fora Question:
"What does the company supply?"
(example 2)
input sentence:"Which company suppliesthe project?"
EFR: (which(company))(Ax[(the(project))(Ay[supply(x,y)])])
The semantic network generated from thisexpressionis shown in figure3.36.
"The speaker
asks the hearer" p
about I
(example 3)
Figure3.36 Semantic Network fora Question:
"Which company suppliestheproject?"
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input sentence: "How many products does the shop deal with?"
EFR: ((how(many))(*pl(product)))(Ay[(the(shop))(Xx[deal-with(x,y)])])
The semantic network generated from this expression is shown in figure 3.37.
Figure3.37 Semantic Network fora Question:
"How many productsdoestheshop dealwith?"
3.4.7.2 Imperatives
Imperatives consist of a verb phrase:
S -≫VP where < S > = #imp(inf-n( < VP >)).
As in interpreting interrogatives, we paraphrase them into a declarative sentence:
"the speaker orders the hearer to make an action denoted by < VP>."
(Example)
input sentence: "Take offyour coat"
EFR: #imp(inf-n(Xx[(your(coat))Uy[take-off(x,y)])]))
The semantic network generated from this expression is shown in figure 3.38.
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"Thehearer"
Figure 3.38 Semantic Network foran Imperative:
'Take offyour coat!"
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4 TRANSLATING ENGLISH INTO FORMAL REPRESENTATIONS
4. Translating English into Formal Representations
4.1Introduction to Chapter 4
This chapter discusses the issues in translating English expressions into
expressions ofEFR. The main topicis concerned with parsing. We elaborate the
architectureofa parser.
4.2 Basic Design of the Parser
Machine translation system requires a large grammar to analyze input
sentences.It alsorequires knowledge about concepts,pragmatics, or task domain
in order to resolve ambiguities. At the current state of the art, however, no
comprehensive grammar nor knowledge base is available. What we can do is to
invent an interaction mechanism to supplement incomplete knowledge of the
parser as well as to expand grammar and the knowledge base by trialand error.
The following design goals are considered to be important in making these
activitiesefficient:
(a)grammar rulesmust be easy to write,
(b) modularity of grammar rules,
(c) efficiencyin time and memory space required,
(d) effective man-machine interaction at parsing time,
(e) utilitiesfor dictionary management.
4.2.1 Issues in Designing a Parser
There are several issues to be addressed in designing a parser.
Declarative Model vs Procedural Model
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Let a symbol L stand for a language to be analyzed. Conventional parsers for
naturallanguage analysiscan be classifiedinto two major categories.
Declarative Model: Parser = G(L) + Parsing Engine, where G(L) stands for
a grammar for L. In a parser of this category, a grammar for generating well
formed sentences of L is given in terms of a phrase structure grammar. Thus a
language L itselfis specified declaratively. Given a sentence, the parsing engine
looks for a series of rules in G(L), which is considered to derive the given sentence.
Usually, efficient parsing algorithms for context free language are utilized. In
most parsers, phrase structure grammar is somehow extended to deal with
phenomena specific to natural languages. Examples of this category involve
Extended-LINGOlJTanaka 77], DCGStPereira 80], DIAMONDfRobinson 80], and
T.SWSaeer 81]
Procedural Model: Parser = A(L) + Rule Interpreter, where A(L) stands for
an automaton which accepts sentences in L. Parsers of this category use rule
languages to describe instructions to the automaton. A(L) is identified with a
description in the rule language. Thus a language itselfis implicitly specified as a
set of sentences which can be accepted by the automaton A(L). A parser of this
category analyzes input sentence by executing the instructions specified in A(L).
This category can be further classified into ATNG or augmented transition
network grammarsfWoods 70] and situation-action parserstWinograd 83]. ATNG is
the most popular formalism in artificial intelligence research. Word Expert
ParsertHieger 79] and PARSIFALfMarcus 80] contains the latter aspect.
There are tradeoffs of simplicity of rule writing and flexibilityof parsing. With
the declarative model, we can write a grammar more easily, for we have only to
give a description about how the phrase structures of the language look like. Also,
modularity is attained, for augmented phrase structure rules are almost
independent of each other. One can modify, delete, or add a rule without affecting
most of the other rules.
This should be contrastedwith rule writing with procedural rules,in which we
have to specify what to do in each situation. Writing a procedural grammar
compels the rule designer to make more mental effortthan writing a declarative
grammar. Additionally,a procedural rule may interact with other rules. So we
have to be carefulenough to make the rule set take the desired behavior in each
situation.
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On the contrary,a procedural model can provide a more efficientand flexible
strategy for controllingthe parsing process. Certain parsers are discussed in
relationto a performance model ofnatural language recognition by human beings.
The procedural model is sufficientfor handling phenomena such as: idiomatic
expressions,verb patterns,and various types of agreements, which cannot be
suitablyhandled by uniform applicationofdeclarativerules.
Top Down vs Bottom Up
Parsing algorithms are classifiedinto top down or goal oriented versus bottom
up or data driven ones. Most current natural language parsers combine these two
factors,so the essentialdifferencebetween the two seems to disappear.
Backtrack vs Parallel
A chronological backtracking algorithm is said to be inefficient, for it may do
the same processing repeatedly. On the other hand, the problem with a parallel
algorithm is the explosion of memory space required to hold every intermediate
result. This aspect becomes problematic when the constraint of the analysis
grammar is weak and potentially lots of ambiguities exist for each input sentence.
Unfortunately, such situation must be unavoidable in the early stages of a
grammar development. Some systems utilize a score driven best firstsearch, but
this approach is dangerous in terms of completeness. With a chronological
backtracking algorithm and a parallel algorithm, the parser is complete in the
sense that all possibilities will be tried once and only once. With other heuristic
search algorithms, the designer or rule writer has to elaborate a mechanism to
assure the completeness of the grammar, if he or she wants safety.
4.2.2 Basic Design Strategies
Initial Rule Writing in Declarative Rules and Parsing with Procedural
Rules
Our parser uses situation-action rules at the parsing time. Initially, however,
the rule writer can describe the structures of the language to be analyzed as a set of
augmented phrase structure rules. There are simple principles for transforming
those augmented phrase structure rules into situation-action rules. Initial
versions of situation-action rules transformed from augmented phrase structure
rules can be used directly for parsing, but they can be modified, augmented, or
improved by incorporating additional control structure.
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Combining Top Down and Bottom Up Strategy
The bottom up feature is incorporated both to deal with idiomatic expressions or
other data driven features and to avoid endless expansion ofleft recursive goals in
top down parsing.
The top down feature is incorporated to deal with inherited features, which are
transmitted from parent nodes to descendant nodes.
Backtracking
The backtracking facilityis used to save memory space even if the grammar
produces a lot of ambiguous results. To improve efficiency, the parser saves all
intermediate results and utilizes them if the same goals are encountered again.
This aspect is common to parsing strategies of chart parsers.
Interactive Diagnosis
The parser analyzes an input sentence and tries to produce possible analyses
one by one. The user can simply reject the analysis when it is not acceptable, and
he can order the parser to seek other possibilities. Additionally, the user can tell
the parser which part of the result is wrong and which part is right. The parser
uses thisinformation to obtain the desired analysis faster than otherwise. We call
this facilityan interactive diagnosis.
Utilities for Dictionary Management
In designing a large grammar, we might change the information format as well
as the content of certain classes of dictionary entries. To assist this activity, we
install a pattern directed dictionary management utility.
4.3 Describing the Syntax and Semantics of a Language
We use augmented phrase structure grammar to represent a declarative
description of syntax and semantics of the language to be analyzed. Each node of
the phrase structure tree is augmented by a list of attribute-value pairs (feature
complex). Special notations are introduced to augment the expressive power of
phrase structure grammar. We use following type of rule description:
Rn: A―>･ Pi ...pn where <feature operations>.
This is a natural augmentation of the syntax-semantics association rules
introduced in chapter 3. Now semantic representation is associated with a specific
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feature: SEM. Other features are used for constraining the possible combination of
phrases.
Use of Features to Constrain Possible Combinations of Phrases
Using the feature complex, we can rule out improper analysis by checking illegal
combination of phrases. Actually, we use only the so-called syntactic features
shown in table4.1.
The set of current features should be extended to include semantic features.
But unlike syntactic features, semantic features seem to be useful only for making
preference and not for rejecting certain combinations of phrases. For example, the
agent case of a verb "drink" seems to be restricted to animate objects. But we can
say,
"our table will order dinner"
meaning that
"the guests at our table will order dinner.''
Dealing with such problems involves many difficultiesand it does not seem to be
beyond the scope of this dissertation.
Representing Holes
In describing English, we need to have a syntactic device for "holes". Some
grammar formalism uses the notion of meta rule to give a notation to holesfGazder
83].Others heavily use features to make it possible to give precise characterization
to holes[Win°graci 72]. "We extend context free grammar so as to give
straightforward description to the phenomenon of holes. In the extended
frflmpwnrlr wo ran wrifp n riiliaHire**
NP ― NPi.which.(S-NPi)
for relative clauses. The extended notation (S-NPi) denotes a structure S with only
one NP deleted. The subscript is used to identify the deleted structure. Thus it is
indicated that the deleted NP has the same syntactic and semantic property as the
head NP. In a structure governed by (S-NPi), a dummy NP node is used as a place
holder. Although itis a null word, itis given the same feature complex as the head
NP Arnnrrfinplv we pan rnlp nut.TiVirnepssn^Vi ≫≪■
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Table 4.1 Syntactic Features and their Meaning.
Attribute PossibleValue Meaning
COMP {+ER,+ EST,NIL} indicatestheinflectionalsuffixofadjective.
CONJ {AND,OR,NOR,NIL} quotes a conjunctive.
COUNT {ABLE, UNABLE} indicates countability of noun.
CTYPE {CO SUB}
represents the type of a conjunctive,
' CO:Coordinatingconjunctive,SUB:Subordinatingconjunctive.
{+ED, +EN, +S,+ING,
FORM org,am, are,is,was, stands for verb form.
WERE}
FORM2 {WAS, WERE, NIL} represents the tense of a verb.
G-CASE { + 'S,NIL} indicateswhether a noun is-sgenitiveornot.
nrr ivm m＼ represents number of a noun:NBR {SQL, PL} gGL. singular> PL. pluraI
NRR9 {(SGL),(PL),(SGL representsrange of a noun'snumber compatible
PL)} witha determiner.
nbrnpi ^ JSj;1^ a noun is modified by a
NOT {NOT, NIL} indicates whether "not" is attached or not.
,_ indicates whether a clause is
Jnk {T.NIL} nonrestrictive or not.
NTYPE {INF NOM THAT NIL} indicatesthetypeofanounphraseandnounclause.
PMOD {A,B,C, D, NIL} indicates subcategorization of a verb.
PREP <preposition> quotes preposition.
PSN {1,2,3} indicates person.
<EFR expressionfor this attribute value is used for fillingan
subject> °mitted subject.
,,.,,,, , , indicates whether a pronoun can be used
UIAPROP {T,NIL} as a postmodification.
vp <EFR expressionfora this attribute is used for supplementing an
verb phrase> omitted verb phrase.
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*those boys who has a bicycle.
A more complicated example is illustrated below:
NP - NPi.PREPi.which.(S-(PP (PREPi NPX))).
Since this rule checks the agreement of the prepositions, we can accept:
the language into which this sentence is translated,
for the same reason as a sentence:
thissentenceis translatedinto thelanguage,
is acceptable.But a sentence:
thelanguage with which thissentenceis translated,
can not be accepted using the same reasoning (figure 4.1). Thus the system
recognizesthat the prepositionPREPi following NPi is moved from the relative
clause. Acceptabilityof the structureis tested by implicitly moving back the
prepositionand the head NP to the relativeclause(S-(PP (PREPi NPi))).
Although, the interpreration of the extended notation for holes is of a rather
specialtype,this mechanism can be used in languages other than English. For
example, we can give the same treatment to some classesof embedded sentencesin
Japanese, as shown in figure4.2.
A number of constraintsare known as to on NP movementfMarcus 80]. Those
constraintsareincorporated as a proceduralrule and willbe discussedlater.
4.4 Procedural Rules
The augmented phrase structure grammar used in describing the structure of
language in a declarative manner is not the most appropriate for language
analysis. It would be more efficientto give an explicit declaration as to when each
rule is to be activated. Additionally, some of the constraints on linguistic
constructions are easier to treat procedurally.
We assume a rather general problem solver which will try to find a solution by
combining top-down and bottom-up search. We call this general problem solver
GPE or General Parsing Engine. We translate augmented phrase structure rules
82



















(S -(PP (PREP NP)))
/
(VP -(PP (PREP NP)))
/ /
(VP -(PP (PREP NP)))
NP BE
the sentence is
VTpassive (PP -(PP (PREP NP)))
translated
(b) Phrase Structure Tree for a Noun Phrase:
"the language into which the sentence is translated."
(into







4.TRANSLATING ENGLISH INTO FORMAL REPRESENTATIONS
Augmented Phrase StructureRule: NP ― (S-NPi)rentaI-NPi















Figure 4.2 Describing Embedded Sentence of Japanese.
into procedural rules which will be activated in each situation of the parsing
process.
Procedural rules are realized as a set of situation-action rules. They are
classified into four types (E-, U-, B-, L- rules) and will be activated in different
situations. When they are activated, only those whose condition matches the input
are applied. When there are more than one candidate, they are applied
nondeterministically using a backtracking mechanism.
Given an input sentence, GPE will start parsing with the distinguishing
symbol S as a goal. GPE uses E-rules to expand a current goal into a set of
subgoals. If the input word involves a word specific rule (L-rule), it will also be
activated. When a partial parse tree is constructed, U-rules are activated to look
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The rule format for an E-rule is:
if goal= <goal> then ...<condition>; -> <action>i;... .
An E-rule is activated when a corresponding goal is set up. If condition; holds for
the input, actioni will be applied. When more than one condition holds, all of them
will be executed nondeterministically.
Actually, conditions and actions are arbitrary LISP functions. A number of
built-in functions are provided to make it easy to translate agumented phrase
structure rules into procedural formalism. Table 4.2 illustrates these functions.
Table 4.2 Built-in Functions for Procedural Rules.
name function
sets up a goal for category. If the goal succeeds, a
expectlcategory] partialparse treeforthe category willbe pushed into
the stack.
r , pops up n partial parse trees from the stack and
moves them into the temporal buffer.
builds a partialparse tree of category with partial
jr , parse trees in the temporal buffer as immediateconstructfcategory] * ^
descendants and with the current set of featuresas a
featurecomplex ofthe new node.
.,, . , getsthe value offeatureofthe n-th son of the currentgetflfeature,n] 6
node.
setflfeature,value] setsthe value offeatureat the specifiedvalue value.
. ^ terminates the application of the current rule as areject
failure.
, r,. . . , tests whether the current word has a categoryicatllist-oj-categories] . .
involved in the list-of-categories.
,,.,.,. , testswhether the current word is equal to lexical-
flexlexical-item]
item.
For example, corresponding to an augmented phrase structurerule:
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we can define an E-rule:









We can incorporate an additional test to make the expectation precise. For
example, we can make an additional test for prepositional phrase as follows:
ifgoal= PPthen ?cat[PREP] -> ...expect[PREP];expect[NP];...
Due to the test,the E-rule will be applied only when the current word is of category
PEEPosition.
U-rules
The rule format for a U-rule is:
if constructed =< category > then... <condition>j -≫<action>j; ... .
Like E-rules, conditions and actions are arbitrary LISP functions. The set of built-
in functions shown in table 4.2 are available, too.
Generally, left recursive augmented phrase structure rules are translated into
U-rules. For example, corresponding to an augmented phrase structure rule:
NP -+ NP.PP where sem = sem[PP](sem[NP]),
we can write a U-rule:
ifconstructed= NP then progn[ expect[PP];
pop[2];
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setf[SEM; listfgetflSEM; 2];getflSEM; 1]]];
constructfNPll.
We need a specific procedure for checking well-formedness of relative clauses.
Since the procedure depends heavily on the algorithm and the data structure of the
parser, we will discuss about that in the next section.
B-rules
The rule format for a B-rule is:
when goal= < category>
if word-category = < category>
then... <category>i-≫ <action>i; ....
B-rules add the flavor of the bottom up feature. But, the activation of B-rules is
rather restricted; they will be activated only when the partial parse tree is
generated by dictionary consultation.
For example, for an augmented phrase structure rule:
NP -≫DET.NOUN
where




we can write a B-rule:
when goal= NP
if word-category= DET
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L-rules are rules embedded in a dictionary entry. The rule format is:
if goal =< goal > then ...<condition >i->< action >j; ... .
This format is the same as for E-rules. The difference is that an L-rule will be
activated only when the corresponding lexical item is involved in the input
sentence and when corresponding goal is set up at that position, while E-rules will
be always activated when a corresponding goal is set up.
For example, for an augmented phrase structure rule:
NP -> both.NP.and.NP where ...,
we can write an L-rule for the lexical item "both", as follows:
both:...






4.5 Programming System for Natural Language Analysis
4.5.1 Parsing Algorithm
We use a data structure called packet to keep track of each branch of the
nondeterministic application of procedural rules. A packet contains information
about the current goal or next instruction, future plan of rule application, current
point of the scanner, a stack of partial trees obtained so far, and a list of inherited
features. Figure 4.4 illustrates a packet structure for a snapshot of a parsing
During parsing a sentence, only one packet is active and others are stored in a
stack called sstack. As illustrated in figure 4.5, the parsing algorithm repeats a
cycle of popping up a packet from sstack, executing the next instruction, and
pushing the updated packet and newly created packets into sstack. Parsing is
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Current Goal or a Procedure to be executed Next
Stack of Goals or Procedures
Positionofthe Scanner












((POP 2)(CONSTRUCT VP)(POP 2)(CONSTRUCT S)(SUCCEED))
3




(c) A Packet Describing the Situation of(b).
Figure 4.4 Use of Packets to Describe a Parsing Status.
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indicates the parsing is successful. If it is executed, the interactive diagnostic


















[atomfgoal] -≫{goal <- list[EXPAND; goal]}];
eval[goal];
"newly createdpackets as well as updated packets are setin the variable:
newpackets."
foreach packet in new packets
do sstack <- pushfpacket; sstack] end
1
Figure 4.5Rough Sketch ofParsing Algorithm.
Each built-in function in procedural rules is actually a procedure which updates
the content of the active packet or which will create new packets.
Memorizing Intermediate Results
Each intermediate result during a parsing is saved and will be utilized later
when the same goal is set up. The logical structure ofintermediate storage is the
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same as those used in chart parsers. Unlike chart parsers, however, our
intermediate storage does not contain active edges, but it has a mechanism for
holding the record ofrejectedsubstructures.
Figure 4.6 illustratesan example. Edges with shaded labels (e.g.,PP: for
writing) are those rejected by the semantic analyzer or the user through
interactivediagnosis.Such edges willnot be triedagain.
pp
...provides a means for writing a program without having to be concerned with ...
This picture illustrates only those items related to the discussion and details are abbreviated.
Figure 4.6 Memorizing Intermediate Results.
Completeness of the Algorithm
Apparently, this algorithm is efficient,since it is useful in preventing the same
goal from being tried repeatedly. Actually when an input sentence is lengthy, this
memorizing greatly improves the inefficiency brought about by a top down
backtracking algorithm. But there is a trade off. With memorizing algorithms, we
cannot write a radically best firstalgorithm by rearranging the sequence of rule
application in a most-plausible-one-first manner, for completeness may not be
assured. Without the memorizing mechanism, no problem arises in such a case, for
different packets never affects each other. But with the memorizing mechanism,
there can be a side effect. Suppose one rule expands the current goal. When the
firstpossibility succeeds, if another rule submits the same goal,it willimmediately
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succeed. But its temporary success may be wrong and other possibilities may lead
to ultimate success. The problem is that there is no means for the new goal to know
all other possibilities. A process which submitted a new goal is given only one
solution and that is all. This could be avoided by keeping-tracking complete
history of computation, but it seems to complicate the parsing algorithm to a large
degree.
The only thing that can be done without spoiling the completeness is to arrange
the application order of the rules related to the same goal.
Writing a Procedural Rule for Relative Clauses
In procedural rules, we have to write a more detailed rule to rule out analyses
such as:
*a pen which 0 buy 0 (two gaps in a relative clause)
*a pen which he buys it (no gap in a relative clause)
We also work out a mechanism for sending information about the head NP to the
gap in a relative clause. We hold information about the head noun in the E-slot of
a packet. Using thisinformation, we have to fillthe gap by creating a trace node.
According to [Marcus 80], trace can be thought of as a dummy NP that serves us a
place holder for the NP that earlierfilledthat position; in the same sense, the trace
can be thought of as simply a pointer to that NP.
In syntactic analysis, a part of the feature complex for a trace node is not the
same as that for the head NP, for the syntactic role may differ. For example,
suppose a sentence:
"The data is handed to him, who 0 is a scientist."
The head noun of the relative clause is "him". If we simply substituted the head
noun into the gap in the relative clause, we would get an unacceptable
subexpression:
"*him is a scientist,"
which would cause the parser to reject the whole sentence. Accordingly some
attributes of the head noun (surface case inflection,in the above case) should not be
copied into a trace node; they have to be modified.
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Two built-in procedures are used for declaring a trace node. A procedure
dcltrace(x,p) creates a new node by copying the feature complex of the given node x
and it invokes a procedure p to modify some attributes of the new node. A
procedure *del(x,y) puts a node y into the E-slot of the current packet as a trace
node and declares x as a current goal.
To fillthe requirement for a relative clause to be well-formed (to have exactly
one gap somewhere within its scope), we put a flagin the E-slot to indicate whether
or not a gap is ever filledby a trace node. In the beginning, the flagis OFF. The
gap can be filledonly when the flagis OFF. When a gap is filledby a trace node,
this flag is switched ON. A procedure is inserted into the next goal stack (B-slot) of
the packet, to check to see that the flag is switched ON after a relative clause is
processed. If itis switched ON, the testis successful; otherwise, the analysis fails
and other possibilities are sought. Figure 4.3 summarizes this process using an
example.
A relative clause may be nested as in a sentence:
"This is a machine that he has developed based on the theory which his professor told him."
In that case, a flag-trace pair is pushed into a stack held in the E-slot of the current
packet.
4.5.2 Interactive Diagnosis
The user can tell the system the location where a wrong analysis is made.
Usually the output treeis too big for the screen, so a set of commands are provided
for moving around on the augmented phrase structure tree and focussing on each
part. Table 4.3 illustrates a listof these commands.
For example, as illustrated in figure 4.7,execution of a command:
SCAN (NOUN NOUN NOUN),
will shift the current node pointer to the head of a complex noun which is under the
current scope and which matches the specified pattern.
In this example, the new current node pointer will be set to a node governing a
word sequence "speed processor''.
The user can tellthe system that this substructure is inadequate by typing:
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Part ofthe current packet:
A: expect[S]; checktracel); pop[3);...
construct[NP];... .
D: WHICHi;NP2;VTi^UXi;NP1
E: DELETED = NP;
TRACE = <feature complex >
FILLEDFLAG = OFF













E: DELETED = NP;
TRACE = <feature complex>
FILLEDFLAG = OFF














E: DELETED = NP;
TRACE = NIL
FILLEDFLAR = ON
can take part in English dialogues.











We have constructed a system which 0 can take part in English dialogues.
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Table 4.3 Commands Used forInteractiveDiagnosis.
command function
traversesallnodes one by one which match a. The
SCAN scope of traverseis limited to nodes which are
(immediate and indirect)descendantsofthe current
node.
y moves to the next node which matches a in the
contextof SCAN a
.p. moves to the previousnode which matches a in the
contextof SCAN a.
UP moves totheparentnode.
DOWN undoesthemove by thecommand UP.
.p. displaysto then-thlevelthetreestructuregoverned
by thecurrentnode.
Tjvp,. displaysthe value of the featuref for the current
node;if/"is*,thenitdisplaysallfeaturevalues.
,_, . prettyprintsthe value ofsem featureof thecurrent
node.
rpT,^-,-, displaysthe tree structure corresponding to the
IKiliili ,currentnode.
tellsthe system that the node which matches a is
GOOD a adequate; the system willdestroythe other node
which hasintersectionwiththespecifiednode.
tellsthe system that the node which matches a is




REJECT other possible analyses under the constraint
indicatedby GOOD and NOGOOD commands.
EXHAUST changesthe mode toexhaustivesearchmode.
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allows very slow peripherals to be matched to high
Figure 4.7 Using Diagnostic Commands to Shift Attention.
Executing SCAN (NOUN NOUN NOUN) will shift the attention from
the current node to a node which is under the current scope and which
will match the given pattern.
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The user could get the same effectby typing a command:
NOGOOD (NOUN NOUN NOUN)
at the initialsituation of this example.
Given diagnostic information about the inadequate analyses, GPE destroys
every substructure which has the specified structures as part (figure 4.8a). On the
other hand, given information about correct substructures, GPE tries to destroy
nror.es sorK
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every other structure that has intersection with the correct substructures (figure
4.8b).
c
(a) When the command is NOGOOD *







Figure 4.8 Scope of Structures to be Destroyed by Diagnostic
Commands.
4.5.3 Utilities for Dictionary Management
A simple dictionary editor is developed, which is loaded together with the
parser and which will be invoked when an unknown word is encountered or the
user wants to update the dictionary.
On the other hand, a simple command language is installed to make a batch
type dictionary update. As shown in figure 4.9, the user can use pattern directed
descriptions to refer to a class of dictionary entries which he wants to see or modify.
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(IF < conditionalexpression> TEHN < procedure>
[(ELSEIF <conditionalexpression> THEN <procedure>]*
[ELSE < procedure>])I
(PUT < pattern > IN < scope >) |
(REMVP < pattern > FROM < scope >) |
(PRINT < pattern >)
<scope> ::= DICT <variable>
<conditionalexpression> ::= (HAS <variable> <pattern>)
<pattern> ::= <constant> |
< variable> |
([< pattern> I< listvariable>]+) |
(< variable> WHERE < conditionalexpression>)
< listvariable> ::= (SEG < variable>)
Notations {ail ...|an},[a],[a]*; and [a]+ represent selection from aj, ...
am optional selection of a, more than zero repetition of a, and more than
one reDetition of a. resDeetivelv.
Figure 4.9 Part ofa Command Language forDictionary Management.
For example, a command:
(FOREACH (PATTERN (x NOUN (SEG y)))
(IN.DICT)
(DO (IF (AND (HAS y (SEM.a))
(NOT (HAS y (AKO.a))))
THEN (PUT (AKO.a)IN y))))
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will add an attribute-value pair: AKO=a for all dictionary entries x such that the
category of x is NOUN, and x has an attribute-value pair SEM = a but x does not
have AKO = a. For example, a dictionary entry:
(COMPUTER NOUN ...(SEM .COMPUTER)...)
will be changed as follows:
(COMPUTER NOUN ...(SEM .COMPUTER) (AKO. COMPUTER)...).
Note that LISP notation is used here.
4.6 Writing Grammar Rules for Analyzing English
In summary, writing rules for translating English into formal representation
involves the following steps:
(step 1) Writing a set of rules and a dictionary for associating a piece of formal
representation with each phrase structure of English. We can do this using a rule
formalism introduced in chapter 3.
(step 2) Augmenting the association rules by adding a number of features to
incorporate detailed constraints. For example, features representing person,
number or verb form are used to check the subject NP-predicative verb agreement.
(step 3) Attaching control information to each augmented phrase structure rule
and transforming it into a procedural rule.
(step 4) Such procedural rules can be improved by incorporating additional
constraints or by replacing them with more efficientprocedures.
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5. Generating Japanese from Formal Representations
5.1 Introduction to chapter 5
This chapter discusses a procedure for generating expressions of Japanese from
expressions of EFR. In chapter 3, we described the procedure for creating semantic
networks from expressions of EFR. In that process, we first substitute an
appropriate semantic network maniputation function into each lexical item of the
given EFR expression, and then we evaluate the resulting formula. The
evaluation is done in a step-by-step manner, combining pieces of semantic
networks together. We can obtain the syntactic structure of a target language as a
result of the evaluation. The higher order property of EFR is inherited by CPSF.
This brings us what we callthe higher order problem when we generate a structure
from expressions in EFR. We employ heuristic solutions to solve this problem.
Figure 5.1 shows the system organization for the generation stage.
5.2 Formal Tools for Generation
5.2.1 CPS
We use an annotated phrase structure called CPS (Conceptual Phrase
Structure) to represent the syntatic structure of Japanese. Like syntactic
structures for English, each node of a structure of CPS is given a set of attribute-
value pairs to provide additional information involving semantic class and other
semantic characteristics of the node. A definition of the structure of CPS is given
below:
CPS : [category Descendants with AttributeValuePairs]
In defining the syntax of CPS or CPSF below, gothic letters are used to denote constants.
Other symbols denote metavariables.
Descendants : a sequence of CPS or a terminal symbol; a terminal symbol is
delimitedby double quotations.
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Figure 5.1 Module Organization forthe Generation Stage.
AttributeValuePairs: a sequence of the form: Attributes Value.
(Examples)
[NP "3£Hb" with class= abstract, isa = language, count = unable]
"English"
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[PRED [VERB "3≫? I")]]
"The computer understands naturallanguage"
We often use the same kind of graphical notations as augmented phrase
structures for English, to make it easy to grasp the overall configuration of CPS.
Figure 5.2 illustrates graphic notations for the above CPS structures.
(a)
(b)



















Figure 5.2 Graphical Notation of a CPS structure.
In (b),feature complex is not shown; actually,
each node has a listof feature-value pairs as in (a).
5.2.2CPSF
CPSF is a functionallanguage fordenoting operationson CPS. Thus operation
is definedin functionalapplicationforms. Below are shown constituentsof CPSF
with some examples.
Constants
CPSF involves structuresof CPS as constants.
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The range of the variable should be a structure of CPS in the indicated
category; otherwise, a procedure for coercion will be called to try to transform the
value into a structure of CPS. If thisis not successful, error will be announced.
Lambda Formulas
AVari ableLi st[Lambd aB ody]
When this is applied to a sequence of arguments, each variable in VariableList
will be bound to the argument at the corresponding position and LambdaBody
which in turn is a CPSF formula will be evaluated in the resulting environment.
Compositions
{Category Descendants with AttributeValuePairs}
Conditionals
{Conditioni -* CPSFi; ...}







We can give a definition using lambda formula. Thus,
+ TENSETENSE = PAST -Ax[{S !S(x), [AUX "£"]}].
5.2.3 Evaluation of CPSF formulas
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In evaluating functionalformulas of CPSF, a problem called the higher order
problem arises.
Higher Order Problem
Expressions in EFR have higher order property. By higher order property we
mean that functions may be modified by other functions. Making modification to
functions is a very complicated task; we need to analyze the structure of the
function as well as to determine the output form. We call this problem the higher
order problem. Since the formulas of CPSF are obtained from expressions of EFR,
they also have this property.
For example, EFR expressions for adjectives are operators to nouns, such as:
large(database).
Since the Japanese translation of English adjectives are also modifiers to noun, we
could make an assignment as follows:
large ≪-Xx[{N0UN [ADJ "* £&"],* }]･
When applied to a CPS of category NOUN, thislambda formula will attach a CPS
of category ADJ to the argument, resulting in a complex noun (category NOUN
again).
On the other hand, adjectives can be modified by adverbs, such as:
extremely(large).
The translation of this EFR should be of the same category as the simple adjective
"large", such as:
extremely(large): Xx[(noun Udj UdvdeG "&#>"£"UaDJ "^C£fr"]],x}].
The difficulty here is in the formula of CPSF to be assigned to the adverb
"extremely" itself.It must be something which will transform a lambda expression
into another lambda expression. Doing this kind of task in general is very
complicated and inefficient.
Basically, the higher order property of EFR or CPSF can be thought of as only a
notational problem, so that we can avoid much of the difficulty.
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In the above example, we can avoid this problem by simply assigning a CPS
structuretoeach adjective.For example,
large ≪-[adj "*££"]･
In doing so, there will arise a situation where this CPS comes in the operator
Dosition:
[ADJ "* ^ ti"](tNOUN "M ≫ "]).
"big" "building"
In such a case, we have to define what to do. Application rules are used for such
purposes. In this example, an application rule looks like:
[adj x]([noun yl) =>[noun [adj x],[noun y]]-
Unfortunately, this does not solve the problem completely. There remains a
possibility of lambda's arising from lambda forms of EFR. For example, an
expression of EFR for a complex noun:
"hlock on the tahle"
looks like:
Ax[(the(table))(Ay[(((*ap(on))(y))(block))(x)])].
In the transfer stage, we substitute formula of CPSF into each lexical item of this
expression, and this will result in another lambda formula of CPSF:
Ax[(the*(table*))(Ay[(((*ap*(on*))(y))(block*))(x)])],
where a* (a= the, table, ...) represents CPSF formula substituted into a.
The problem is that there is a possibilityin the evaluation stage that the evaluator
has to modify the lambda formula into another structure. It is too difficult to
directly carry out transformation of lambda formulas in such cases.
Fortunately, we can know the type of each lambda formula. The type of the
lambda formula above, for example, is a one-place predicate. Since a one-place
predicate is a function taking an individual and resulting in a proposition, we will
get a sentence structure if we apply the lambda formula to a known individual, say
"Ztl" (it). From the resulting sentence structure, we can infer a structure of CPS
which is equivalent to the given lambda formula. Figure 5.3 illustrates how our
example is treated. We callrules like the one used in this example coercion rules.
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(c) A CPS Structure Equivalent to the Given Lambda Formula.
Figure 5.3 Inference of CPS Structure Equivalent to a Given Lambda Formula of CPSF
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Of course, this kind of processing is not desirable,as it introduces an extra
complexity. But thisis a tradeoffresultingfrom employing formal semantics to
achieve systematicity.
Evaluating Basic Formulas of CPSF
An algorithm for evaluating formulas of CPSF is almost the same as a LISP
interpreter. The value of a variable is accessed through an association list. As to
lambda conversion, delayed evaluation is used. A FUNARG tripleis created for
each functional value.
As to transformation functions, the grammar designer has to directly write a
LISP procedure to make the intended transformation. Although this is
inconvenient, we have found that most transformations can be replaced by more
systematic operations such as application rules.
5.3 Generating the Syntactic Structure of Japanese
5.3.1 Categories of CPS and CPSF
The first thing to do in designing CPSF functions for generating syntactic
structures of the target language is to determine the set of categories to be used in
CPS and CPSF. Table 5.1 shows a list of categories used here and their relation to
types of EFR.
CPSF formulas corresponding to the same type of EFR must have the same effect
in functional evaluation. For example, both CPSF functions of category noun and
that of category intransitive verb must be those that map CPS structures of
category noun phrase into CPS structures of category sentence. The following
notation represents this convention:
Noun, IntransitiveVerb = Sentence/NounPhrase.
This characteristic is determined according to the facts that:
(a) in EFR, a type < 0,1 > stands for functions from type 1 to type 0,
(b) CPSF functions of type noun and those of type intransitive verbs can be both
substituted into lexical items of type <0,l> of EFR,
(c) CPSF functions of category noun phrase and category sentence correspond to
EFR expressions of type 1 and 0, respectively.
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Table 5.1 Categories and their Relation to Types of EFR
Mutual Relationships
TypeofEFR Category of CPS among CPSF
Categories
0 S (Sentence)
1 NP (Noun Phrase)
^7^ *°
S^
"' (intransitive) VERB 2__
<0,l, ...,1> VERB S/NPx ...x NP
<0,<0,l>> NPfunction S/(S/NP)
<<o,i>,<o,l>> ADJP (Adjectival phrase) NOUN/NOUN
n n ADVP (Adverbial phrase) Q/Q<.u,u > &/&
AUX (auxliary verb)
ADVDEG








Thus categories of CPS (and CPSF) are mutually interrelated. The rightmost
column of table 5.1 describes those relationships among categories. Each function
must be designed according to this convention.
Exceptional treatment is given to verbs. We do not make subcategorization of
verbs, so that intransitive verbs, transitive verbs, etc are given the same category
name VERB, even though their functional behaviors are different. In practice,
however, this does not raise any problem.
From the viewpoint of Montague grammar, the treatment of noun phrase as
being associated with EFR of type 1 might be curious; they might be associated
with EFR of type <0,<0,l> >. Our intention is to interpret EFR expressions of
type 1 as individuals and to refer to them by using noun phrases. EFR expressions
of type <0,<0,l>> are interpreted merely as functions of one place predicates
and as a result noun phrases will be generated. Thus, the association of EFR
expressions of type <0,<0,l> > with noun phrases is indirect.
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5.3.2 Generating from Simple Sentences
A simple sentence of English consists of an NP as subject and an VP as
predicate. An EFR expression for an NP is of type <0,<0,l> > and that for a VP
is of type <0,l>. In CPSF assigment, an EFR expression of type <0,<0,l>>
will be assigned a function which takes a one place predicate and which will
produce a CPS of category sentence, and an EFR expression of type <0,l> will be
assigned a function which takes a CPS structure of category noun phrase and
which will produce a CPS of category sentence. Conceptually, the former function
will attach case information to the argument, as is shown in figure 5.4a. To be
more precise, the argument is a one place function and case binding is done rather
implicitly using lambda conversion (figure 5.4b). An application rule used there is:
[nPfunction x^y) =*ytfNP x]).
Rules of this type are sometimes called sublimationsPowty 81].
Dealing with Prenominal Negations
This treatment of noun phrases gives an elegant solution to the prenominal
negation problem: if a noun phrase governed by a verb phrase contains
constituents like "no", "little",or "few", the whole sentence must be translated into
a negative sentence of Japanese, for Japanese syntax does not have a device for
prenominal negation. In our solution, an EFR expression for a noun phrase is
given a wider scope than a verb phrase governing it, so that we only have to assign
a CPSF function containing a negation operator to a noun phrase containing a
prenominal negation. For example,
"no student" =≫Xp[ + NEG(p([NP °-A≪fli "]))],
"somestudent"
where + NEG is a transformation operator which will make a negation out of a
given sentence. Using thisCPSF, a sentence:
no studentcomes
willbe assigneda followingCPSF function:
(Ap[+ NEG(p([NP "-AW^±i"]))])(Xx{S '"x****"})
"some student"
which will be evaluated to:
"% comes"
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[nPFUNCtion '■**^ *X[{S{CASE x,[PP ≪*H},[pRED [VERB "£ < "]]}]
Application rule:
[nPfuncttom x](p) =* p([NP x])
Ux[{S {CASE x,[PP "**"]},[pRED [VERB "# < "]]}])([NP "*"])
- kiCASE [NP "≪"],[PP"^"]},[PRED [VERB "^ < "]]]
(b) Detailed Description: (example).
Figure 5.4 Lambda Application for Sending Case Information
from Noun Phrase to Verb Phrase




"itisnot the case that any student comes"
Below are shown other cases where prenominal negation takes place with a
transitiveverb. Note that we need not change the assignment to the noun phrase
containingprenominal negation in each case.
(case1) noun phrase containing a prenominal negation is at subjectposition:
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Input sentence:
"no student has a text book"
CPSF function to be assigned:





(case 2) noun phrase containing a prenominal negation is at object position:
Input sentence:
'The company employs no student"
CPSF function to be assigned:
"thecompany"
(Ax[(Ap[+ NEG(p({Np "-A^ifc "}))])
"somestudent"
(Ay[{s "x**y*S 7 "}])])
"xemploysy"
"itisnotthecasethat hecompanyemploysanystudent"
5.3.3 Generating from Verb Phrases
The center of a verb phrase is a verb. EFR expressions for verbs are of type <0,
1,..., 1 >. A CPSF function producing a CPS structure of category sentence out of
n CPS structures of category noun phrase will be substituted into a lexical item of
EFR corresponding to a verb.
For example, to a lexical item "construct" of EFR, a two-place function will be
substituted:
Axy[s [r.ASEx,[pp "**"]][cASEy, [PP "£"]][PRED[VERB "ft^Jftth "))])■
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Given a pair of CPS structures of category noun phrase:
[NP "&") and bip'W/XfA "],
the above function will generate a CPS structure of category sentence:
ts [case [np "*>"]Ipp "**"]]
[case Imp "* w ->x t a ≫][pp"£"]]
[PRED [VERB "^* 1" h "]]]











Figure 5.5 CPS Structure of Category S.
The simplest construction of a verb phrase is a verb plus noun phrases. Figure
5.6a gives a basic idea of how CPS structures are generated from EFR expressions
for verb phrases of English. Figure 5.6b illustrates a more technical aspect of the
treatment.
5.3.3.1 Word Choice and Structural Transfer
Using features and tests,we can translate a verb differentlyaccording to the
case values. For example, the assignment:
develop <- Axy{ ako(y) = film -≫fc "x**y^itti>"};
else-^fe-'x^ySMHtS"}}
and use of features in noun phrases:
a system : fop ":sX f A" with ako = system,... ]
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A x (I NPfunCTION I A y ( | predicate^subject:x | object:y| ))
＼ a r^
sending caseinformation




|")Bfif-f i>" | subjects | object:"^ <T)X'7]
input: "analyze the sentence"
EFR: Ax[(the(sentence))(Ay[analyze(x,y)])]
replacement by CPSF function:
the(sentence)=*>[npfunction "^^"l




- Ax[{s"x*^ <n X & m trt h "}]
(b) Detailed Description: (example).




5.GENERATING JAPANESE FROM FORMAL REPRESENTATIONS
a film : [np"7 -f^ A" with ako = film, ...]
will enable the following word choice:
develop+ film => 7 -f;P A £Jjljfcth
develop+ system => ^XfAj BB%f h .
As discussed in chapter 2, however, we are not involved in the problem of how to
choose a specificset of features and tests for making word choice. Rather, we will
be involved in designing an external procedure for allowing the features and tests
mechanism to apply to each syntactic variation of a standard form, such as passive
sentences or relative clauses,in which the deep case value of a verb is moved from
its standard surface position.
5.3.3.2 Passives
In EFR expressions for passive construction, the following operators are used:
*en:oftype <<0,1 >,<0,1,1 >>
*en3:oftype < <0,1,1 >,<0,1,1,1 > >.
CPSF functions assigned to these operators try to transform a given verb into a
passive form by supplying information about the deep subject.
In order to do this, we introduce two devices: a transformation operator
+ PASSIVE and a special entity COMP*. + PASSIVE transforms a given sentence
into passive structure by moving an NP of subject case or of agent case (figure 5.7).
Unlike other entities of CPSF, the value of COMP* depends on context. When
there is no context at all,the value of COMP* is simply a null NP:
[NP 1
while, when there is a context,COMP* can receive a feature complex from the
context-
[NP "" <feature complex received from the context>].
A CPSF function assigned to a preposition indicating a deep subject (*psubj) can
put conceptual information about the deep subject in context. Thus in the case of
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passive construction,linking between the deep subjectand a verb is done
implicitly.
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*psubj <-[mkadvpp "'-i ^ "^"when-applied:put-the-argument-in-context],
and applicationrules:
[MKADVPP x]([NPyl)=≫[ADV [NP yHMKADVPP x]],
[adv x]([syl)=≫ts[adv x][sy]].
(Example) "The window is broken by him."
EFR: he(Xx[(*psubj(x))((the(window))(*en(break)))])
Evaluation ofa formula resultingfrom CPSF assignment goes as follows:
(step1) A variablex is bound to a CPS structure:
[NP "3£"with class= animate],
(step2) Evaluating a CPSF formula assigned to *psubj(x),we get
[ADV [NP "≪"][MKADVPP"K ±o T "]].
At the same time, conceptual information: class= animate is put
into context.
(step3) Evaluating a CPSF formula forthe(window), we get:
lNPfunction ^WlS J-
(step4) Evaluating a CPSF formula for
(*psubj(x))((the(window))(*en(break))),
we get an intermediate formula:
[adv[np "≪"][mkadvpp"i:^T"]]
(+PASSIVE
(break*([Np "" with class= animate], [Np "^ CO^ "]))),
where, break* stands for a CPSF function substituted into a
lexicalitem "break". Note that conceptual information about the
deep subjectand deep objectare passed to a CPSF function break*
correctly, making it possible for the function to choose an
appropriate word.
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(step 5) Finally, we get:
IS [ADV [NP "MmKADVPP "(=ioT "]]
fa [CASEtNP "**>JS"][pp "*>'"]]
[PRED [VERB [VERB "* t"] [AUX "^ 4 /fcit S "]]]]].















Figure 5.8 A Sentence Strcuture Generated from the EFR Expression forPassives.
5.3.4 Generating from Simple Noun Phrases
The form of EFR expression associated with a simple noun phrase of English is:
<DET>(<NOUN>),
where <DET> and <NOUN> stand for an EFR expression for a determiner and
a noun, respectively. A noun involved in a noun phrase may be further modified by
a series of noun modifiers. Their treatments are described in the next section.
5.3.4.1 Nouns
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Since the category noun is displayed as S/NP or a mapping from NP to S, we
have to define an application rule for the case in which a CPS structure of category
noun is applied to another CPS structure of category NP. The application rule in
this case is:
[noun x]([npyl)
=≫fe [CASE [NP yl[PP "(i"1with ROLE = SUBJECT]
[CASE [np [NOUN ±11[PP "~?"]with ROLE = PARTICIPANT]
[PRED [VERB "h h "]]].
Thus, a noun x will create a sentence "y is (an) x" when it is applied to a noun
phrase y.
5.3.4.2 Determiners
The CPSF function assigned to an EFR expression of category determiner will
generate a CPSF function of category NPfuNCTION out of a CPSF function of
category noun. In the simplest case, the argument is a CPS of category noun (e.g.,
[NOUN "-$･"])･But the argument may be arbitrarily complicated. For example, an
EFR expression for a compound noun "(the)length of the ship" looks like:
Ay[(the(ship))(Ax[(((*ap(of))(x))(length))(y))])].
A lambda form resulting from substituting an appropriate CPSF function into each
lexicalitem in this form will be handed to the CPSF function for a determiner.
Accordingly, we firsttransform a given lambda form into an equivalent CPS of
category noun then we will attach an appropriate determiner. In order to do this,
wp hop a cnpTcinr rnlp-
!NOUN(x): ifx is a CPS structureof category NOUN, then return;
elseapply x to a dummy NP [np "･?"tl"] and extract from the
resulta CPS ofcategorynoun using a rule shown in figure 5.9.

















Figure 5.9 A Rule forExtracting a NOUN from a Sentence.
Xp[{NPFUNCTION tDET "**>"], !NOUN(p)}].
In the case of a determiner "no" or others which entails prenominal negation,
we assign a slightly more complicated function of CPSF, which contains a negation
operator to a sentence. Thus,
no ≪-Ap[Aq[ + NEG(q(+MbET "~ ^"](!NOUN(p)))))]]
5.3.4.3 Possessives
The type of EFR expressions for possessives such as "my", "your", "the
station's",or "the members'" is the same as that for determiners. Thus a CPSF
function assigned to a possessive must be something which produces a CPS of
category NPfunCTION out of a CPSF of category noun.
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[posspp x]([npy])=>[poss [np y][posspp x]],
[poss x]([Noun y])=*[npFUNction[poss x][noun y]]-
Note that in the second rule,if the argument is not a CPS structure but is an
unevaluated functional value of CPSF, a coercion rule introduced so far is
automatically applied to it to transform it into an equivalent CPS structure of
category NOUN.
Based on these rules,we make assignment as follows:
*poss <-[poSSPP "^"J.




Evaluation of a CPSF formula resultingfrom CPSF assignment is as follows:
(step1) A variablex is bound to a CPS: [np "(W)^t-/3 > "].
(step2)Evaluating a CPSF formula fora subexpression *poss(x),we get:
LPOSS[NP "(*>S )* T ― -> a > "][POSSPP "<75"]].
(step3)Evaluating a CPSF formula fora subexpression
(*poss(x))(facility),
we get:
£nPFUNCtionfPOSS [NP "(& h )X T― x 3 > "][POSSPP "≪"]]
[NOUN "K ft"]].
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5.3.5 Generating from Noun Modifiers
5.3.5.1Adjectives
Adjectives are assigned CPSF
category adjectiveis displayed as
follows:
functions of category adjective. Since the
noun/noun, we need an application rule as
[adj x]([noun y])=*Cnoun Udj x][noun y]].
5.3.5.2Adjectival Prepositional Phrases
We analyzed prepositionalphrases as modifying phrases to a noun, and we
associatedwith a noun-modifying prepositional phrase an EFR expression as
follows:
Xx[in[<NP>(Xy[(((*ap(<PREP≫)(y))(n))(x)])]].
<NP> and <PREP> represent EFR expressions associatedwith a noun phrase
and preposition,respectively.
In order to generate from this expression a CPS structure of Japanese, we
introduce new applicationrules as follows:
[mkmkadjpp x]([mkadvpp y]) => [mkadjpp y'],
where y'is an adjectival phrase making a post position corresponding to y; for example ify is "^> *.:#> i- " then
y*is"^> tz y>^)" ifyis't L t- "theny*is**t' L <7)",etc.
[mkadjpp x]([np y]) =>[adj [np y] [mkadjpp x]].
For each <PREP>, we simply substitute a CPS structure of category MKADVPP.
Any lexical item of this category will be combined with a noun phrase and produce
a sentence modifier (category ADV). An operator "*ap" is assigned a CPS structure
of category MKMKADJPP. According to the first application rule introduced in
this section,it will change the category of CPS structure assigned to a preposition
from MKADVPP to MKADJPP by replacing the lexical item. The second rule
specifies that if a CPS structure of category MKADJPP (adjective making
postposition) is applied to a CPS structure of category noun, then it will be
attached to the right of the noun and it will result in a CPS structure of category
ADJ as a whole.
In summary, CPSF assignments introduced here are:
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(step1) Evaluating a CPSF assigned to a*(communication), we get a CPS
structureof category NPpuNCTION: [nPfuncton "3^"]-
(step2) A variabley is associatedwith a CPS structure:[np "ifift"]･
(step3) From a CPSF formula for*ap(for),we get a CPS structure:
[MKADJPP"W £*>*)"].
(step4) From a CPSF formula for(*ap(for))(y),we get a CPS structure:
[ADJ [NP "iHl" ]tMKADJPP "*>fc*> W"]],
using the firstapplicationruleintroduced in thissection.
(step5) From a CPSF formula for((*ap(for))(y))(system),we get a CPS
structure:
[noun tADj[np"iHl" ][mkadjpp n<r>tz*>n"]]
[noun "xxta"]],
using the second application rule introduced in this section.
Figure 5.10 illustrates the above process.
5.3.5.3 Relative Clauses
The form of an EFR expression for a relative clause is written:
which(Ax[ ...x ...]).
A lambda form, which is of type <0,l> or a one-place predicate, corresponds to a
relative clause, and a variable x is a place holder for a hole in the relative clause,
An operator "which" changes the type from a one-place predicate to adjective 01
type < <0,l>,<0,l> >. This form as a whole is a functor to a head noun. A
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Ay[(a*(communication)) ttx[((( *ap (for)) (x)) (system)) (y)])]
Figure 5.10 Generating from Adjectival Prepositional Phrases.
CPSF formula assigned to thisform must be something which willattach a
modifierphrasetoa givenCPSF functionofcategorynoun.
We willassign a CPSF functionas followsto a lexicalitem "which":
Xp[Aq[{npFUNCTion ( + MKADJ(p( + MKHOLE(q))))(q)} ]].
A variable p willbe associatedwith a CPSF formula for a relativeclause,and a
variable q will be associatedwith a CPSF formula for a head noun. A function
+ MKADJ will generate a CPS structure of category adjective out of a CPS











Imkadjpp "<r>tz*>n ･･] [np ≪i§ft"]
＼
[adj [np "* <S") Emkadjpp "<ntz#)<r>"]] [Noun "■>x t a "]
1 [NOUN UDJ [NP "iiff'KMKADJPP "^ ^^W'IHnOUN "">^ T A"]]
＼ is [case Inp y)Ipp ":i"])
＼
(CASE [NP INOUN [ADJ iNP "Jfi<*"][MKADJPP"^ '-* n "UlNOUN "■>^ T A "]]][pp "T "]]
I [PREDIVERB"* 5"]]]
I (NOUN [ADJ [NP "SHfKMKADJPP '≫':*1 "31INOUN "> ^ T A "]]
( ＼
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phrase from a given noun. This dummy noun phrase has the same feature complex
as a given noun but it produces a null string. This dummy noun phrase is used as a
place holder for a hole in a relative clause. Note that this lambda form is designed
so as to transfer the conceptual information about the head noun to the place
holder for a hole in the relative clause, enabling a word choice mechanism to work
appropriately in relative clause construction.
For example, an EFR expression for a relative clause:
"(a) system which he develops"
is:
(which(Ax[he(Ay[develop(y,x)])]))(system).
By replacing each lexical item by an appropriate CPSF function, we get:
(Ap[Aq[ Wfunctton ( + MKADJ(p( + MKHOLE(q))))(q)} ]]
(Ax[ [Npp .^ 't;i£"](Ay[deve]op*(y,x)])]))([NOUN"->XrA" with class = system]),
where,
develop* = Axy[{class(y)= system-≫ fe "x#*y£ BB-^-f £"};
else ->■fe "x**y^Itt5 "}}].









( + MKHOLE([noun "">*■t A" with class= system]))))




B. GENERATING JAPANESE FROM FORMAL REPRESENTATIONS
((Xx[develop*([NP "≫"],x)])
([np "" with class= system])))([NQUN "■>X r A" with class= system])}
=* vNPpuNCTION
(+ MKADJ
(develop*([NP"K"Unp "" withclass= system])))




([noun "■>X f A " with class= system])}
=* {npfunction
[adj ts "≪*<(*M%t £"][adjpp "#RT"]]
([noun *^^TA" with class = system])}
=≫[nPfunoton [NOUN UdJ [S "***(* )W*t 4 ≫][adjpp "#RT"]]
[NOUN ";sZ-T A*" with class= system]]]
If the input is:
"(a) film which he develops",
almost the same derivation will be carried out, and we will obtain a CPS formula:
Injunction [noun Caw Is "≪**(*≪≪ t h "][adjpp "#RT"]]
[noun ""7 ^ ^A" with class= film]]].
Note that in an intermediate stage of evaluation, we have:
iNPFUNCTION
( + MKADJ
(develop*([Np"K"],[np "" with class= film])))
([noun ""? -f^ A" withclass= film])}.
Thus, the conceptual information of the head noun is transfered to the place holder
for the hole.
5.3.5.4 Present and Past Participles
The form of an EFR expression associatedwith a present and past participle
phrase is:
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parti(<EFR expression for a verb phrase >).
As we observed in semantic analysis, present and past participles as noun
modifiers can be paraphrased into a relative clause:
transmitted packet -* packet which is transmitted
running machine -* machine which is running.
Accordingly, we can assign to a functor "parti" the same CPSF function as that
assigned to a reletive pronoun:
parti - Ap[Aq[ {npFUNCTion ( + MKADJ(p( + MKHOLE(q))))(q)} ]].
5.3.5.5 Infinitives of adjective use
The form of an EFR expression associated with an infinitive in adjective use is:
inf-adj(<EFR expression for a verb phrase>).
The assignment to the operator "inf-adj"is:
inf-adj≪- XP[{adj p(COMP*),[ADJPP "fctfxT)"]}].
5.3.6 Generating from Sentence Modifiers
5.3.6.1 Sentence Adverbs
Sentence adverbs are simply assigned a CPS structure of category ADV. For
example,
yesterday <-[adv "^ B "].
We introduce a new application rule to deal with the case where a CPS structure of
category ADV is applied to a sentence:
[adv x]([s y]) =*[s [adv x][s y]].
This rule specifies that if a sentence is modifed by a CPS structure of category ADV
or sentence modifier, then the sentence modifier will be attached in front of the
sentence.
5.3.6.2 Adverbial Prepositional Phrases
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The form of EFR expression assigned to an adverbial prepositional phrase is
slightly different from that for adjectival prepositional phrases. The general form
of EFR expression for an adverbial prepositional phrase is:
AxUs[<NP>(Ay[(<PREP>(y))(s)])]].
We introduce a new application rule for convenience:
[MKADVPP x]([np y]) =*[ADV [NP yHMKADVPP x]].
This rule says that if a CPS structure of category MKADVPP or adverb-making
postposition is applied to a noun phrase, the result is an adverbial phrase with the
noun phrase followed by the adverb-making postposition.
CPSF assignment to a preposition is the same as that for adjectival
prepositional phrases. An example is shown below:




CPSF assignment here includes:
without <-[MKADVPP "& L iz "].
Evaluation goes on as follows:
(step 1) A variable x is bound to [np "* <^>^ ^'^ "].
(step 2) A variable y is bound to [np US)1?-"].
(step 3) A variable zis bound to [np "(* <^>)@ ^ Jfe"].
(step 4) Evaluating a CPSF formula for without(y), we get:
[ADV [NP "(& * )i 7 -"][MKADVPP "=frL U "]].
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(step 6) Evaluating a CPSF formula for:
((without(y))((the(destination))(Az[arrive-at(x,z)]))
we get:
Is tADV [NP "(*> * )x 7 ~"][MKADVPP "fr L ≪-"]]
5.3.6.3 Infinitives in Adverbial Use
The form ofEFR expression for infinitivesin adverbial use is:
inf-adv(<EFR expression for a verb phrase>).
The assignment we make in this case is:
inf-adv *- Av[{adv v(COMP*),[MKADVPP "^ fc ^ ^ "]]･
When this CPSF function is applied to a CPSF function for a verb phrase, it will
produce a sentence modifier by firstapplying a CPSF function for the verb phrase
to a dummy noun phrase COMP* then attaching an adverb making postposition to
the resulting sentence.
5.3.7 Noun Clauses
The EFR expression associated with noun clauses consists of an EFR expression
corresponding to a complimentizer and an EFR expression for embedded sentences.
The form of EFR expression is:
<EFR expressionfora complimentizer>(<EFR expressionforan embedded sentence>).
In this case, we simply make assignments such as:
that <-[MKNPFUNCTI0NPP "- t "]
whether *-[MKNPFUNCT,0NPP "#* t*1 #*"].
We introduce a new application rule to deal with cases where these CPSF fuctions
are applied to a CPS structure of category S:
[MKNPFUNCTI0NPP x]([s y]) =*[nPfuncttqnPp [s yHMKNPPP x]l.
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We give similar treatment to infinitives used as nouns. The form of EFR
expressionforan infinitiveused as nouns is:
inf-n(<EFR expression foraverb phrase >).
Our assignment is:
inf-n^Av[ tMKNPFUNcTi0NPP "- h "](v(COMP*))].
5.3.8 Dealing with Mood
5.3.8.1 Interrogatives
In dealing with interrogative sentences, we firstcreate an indirect question and
then we transform it into a direct question. This is related to our semantic
treatment ofinterrogatives; we paraphrase a question such as:
Does the machine understand natural language?
or, What do you have?
into a declarative sentence as:
I ask you whether the machine understand naturallanguage,
or I ask you what you have.
The form of EFR expression for yes/no question is:
#ques(whether(<an EFR expressionfora declarativesentence>)).
The form of an EFR expression for WH-question, on the other hand, differs from
case to case. Lexical items "when" and "whether" are analyzed as a functor to EFR
expression of type 0, while constituents "who", "what", "which+ <NOUN>", and
"how+<ADJ> + <NOUN>" are analyzed as a functor to EFR expressions of
type <0,l>. Figure 5.11 illustrates examples.
As described in the treatment of noun clauses, we assign to an operator
"whether" a complimentizer:
[nPpwctionPP "*^9*>"].
On the other hand, we substitute into <WH-operators> different CPSF functions
as follows:
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(1)"When did you come back?" =$･ #ques(when(you(did(come-back))))
(2) "Where did you meet him?" =*･ #ques(where(you(Ax[he(Ay[did(meet(x,y))])]));
(3) "Who wrote the program?" =* #ques(who(Xx[(the(program))
(Ay[did(write(x,y))])]))
(4) "What did you buy?" => #ques(what(Xy[you(Xx[did(buy(x,y))])]))
(5) "Which car did you buy?" =*･ #ques((which(car))(Xy[you(Ax[did(buy(x,y))])]))
(6) "How many books do you have?" =* #ques(((how(many))(*pl(book)))
(Avrvou(Axrhave(x.v)l)}
Figure 5.11 Example ofWH-Questions and EFR Expressions forThem.
when ≪->.s[mKNPFUNCTionPP "**"X{s [QADV "^ ^>"],s})]
where - As[ [MKNPFUNCtionPP "^"K(s [QADV "^ T-"],s})]
who ≪-＼pl[mknpfunct,OnPp "^"KpUqnp "it"])) ]
what *- Ap[ [mKNPFUNCtionPP "*1"J(P([QNP "^"])) 1
which *- Xn[Ap[ [MKNPFUNCTI0NPP "**"](p(tQDET " t*^ "](n))) ]]
how ･<-XatinUpIfMKNPruNCTIONPP "*""Kp([MKQDET "t**1-^''t"](a))(n)))]]].
In order to carry out the above computation, we introduce the following application
rules:
[qdet xMnoun y]) =>[qnp [qdet x][noun y]]
[mkqdet x]([adj y]) =>[qdet Emkqdet x] [adj y]]
In order to transform those indirect questions into direct questions, we
introduce a transformation as shown in figure 5.12.
Figure 5.13 shows how CPS structures are generated from our initial examples.
5.3.8.2 ImDeratives
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Figure 5.12 Transforming Indirect Questions into Direct Questions.
Our treatment of imperatives is similar to that for interrogatives. In
translatingimperatives into EFR, we make a paraphrase as follows:
Read thisinstruction.-≫I order you toread thisinstruction.
And the form ofEFR expresion assigned toimperatives is:
#imp(inf-n(< an EFR expressionfora verb phrase >)).
Evaluating a CPSF formula assigned to a subexpression:
inf-n(<an EFR expressionfor a verb phrase >),
we obtain a CPS structureof category NPpuNCTION:
[nPFUNCtion fe―ftMKNPPP "^ £"]].
In order to transform this structureinto an imperative sentence, we introduce a
transformation as follows:
+ MKIMP: EnPfunction [S x][MKNPPP "^ ^ "H "≫Isfe x][MKSPP '<J:"]]-





























*>itzi'Ztitnf&-< w **-*#-> *･
Figure 5.13 Example of Transformation ofIndirect Questions into Direct Questions.
Note that topicalizationtransformation will move the subject noun phrase of
each sentence and change each postposition as follows:
≫i1ctzi'£ir>&itlr>t*> =>h frf-'A£g)^ i M -,tzi>
ttti'ffttlt*! <r>* 5-tto *■=>*,t-fcii£'it ?'1+* <≪* *･So *■
5.4 Application of Heuristic Rules
The CPS structureof the targetlanguage obtained from evaluation of CPSF
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Input: "read the book!"
EFR: #imp ( inf-n( Ax[(the(book))Uy[read(x,y)])]))
Figure 5.14 Generating CPS Structure from Imperative.
where, inf-n* = Ap[{nPfunction P(C0MP*).CmKNPPP "z t "W
(a) Discourse structurewas not taken into account.
(b) Global aspects were not considered.
(c)Analysis is not sufficientlydeep.
(d) Ambiguities are newly introduced in the generation stage.
We use a set of tree-treerewriting rules to automatically detect inadequate
substructures and to replace them by more adequate expressions. Each rewriting
rule consistsof a structuraldescription of the structure to be modified, and a
descriptionofhow itis modified.
5.5 Morphological Synthesis
In morphological synthesis, we make inflectional processing for each
predicative word (YOUGEN). Table 5.2 shows the inflectional suffix for
predicative words of each part of speech. Which inflectional suffixis selected
depends on the succeeding word. The rule of inflectioninvolves a number of
exceptionalcases and is not very simple.
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GODAN A I U U E E O
-w WA I U U E E WO
+ VP2 0 0 RU RU RE RO YO
SAHEN SI SI SURU SURU SURE SEYO SI SE SIRO SA
KAHEN KO KI KURU KURU KURE KOI
KYO KARO KU I I KERE 0 KAT
KDO DARO NI DA NA NARA 0 DAT DE










GODAN, -W, +VP2, SAHEN, KAHEN : verbs
KYO, KDO : adjectives
TA :auxiliaryverbs
In doing inflectional processing, we use a triple called a terminal string frame to
represent a property of a terminal sequence. A terminal string frame is
represented:
(< RomanCharacterString>< KANJlCodeString> <AttributeValueList>).
AttributeValueList contains information about morphological properties of the
terminal sequence. We use the followingsetof attributes:
CAT: syntacticcategoryof the governing word.
-KATUYO: instructionofinflectionto the preceding word. For example,
afcNAT-(( V If r.KATTTVD11 1
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signals the preceding word that the first(MIZEN or imperfect) form of
inflprtinnnisuffixsVionlr)hp taken
KTYPE :inflection type of governer.
splitted sound: K, B, or M.
IF-: an exception-handling procedure.
The morphological dictionary consistsof lexicalitem and terminal string frame
pairs.
General Algorithm for Processing Inflections
Figure 5.15 gives a perspective of how a terminal string is generated from a
phrase structure (a CPS structure, to be more precise).
A Procedure #LINEAR creates a terminal frame from a given phrase structure
a #LINEAR calls a subroutine #CONCAT(p,q) to merge two terminal string
frames p and q into one. The resulting terminal string frame mainly inherits the
properties of q. Figure 5.16 shows the internal processing of #LINEAR and
innNr.AT
Exception Handling
Inflectionalprocessingincludes a number of exceptionalcases:
(a) sometimes, the subsequent word should be changed into a voiced sound. For
example, TESIMAU/DESIMAU, TA/DA, TE/DE.
(b) sometimes, the indication ofinflection by a preeding word is not simple, e.g.,
ONBIN.
To make it easy to handle some exceptional cases, we need to splitthe word
stem of some verbs into two parts. For example, the inflectionaltype of "TOBU"
(fly)is GODAN; itsinflectionalpostpositionchanges as: TOB-A(-NAI), TOB-K-
MASU), TOB-U, TOB-U(-TOKI), TOB-E(-BA), TOB-E. But it takes the ONBIN
form as:TO-N-DA. In the morphological dictionary,the stem of"TOBU" is written
as "TO" and the remaining sound "B" is put into the - attribute.Thus,
TOB: ((TO) m) ((KTYPE .GODAN) (-.B))).
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Input:
(NOUN lADJ tS[CASE [NP "program") [pp "ga"]][pRED [VERB "youkyuus"]]][MKADJPP "#RTw]] [NOUN "ryouiki"]]
Figure 5.15 Morphological Synthesis Using Terminal String Frames.
Dealing with Voiced Sound. We distinguish a voiced sound version of a lexical
item (e.g., DESIMAU) from the original one (e.g.,TESIMAU). We use the
pvepnt.innhandling featuretorenlaee thelexicalitem:
(IF- (<condition>i <new lexical item>0 ... ),
If < condition>; holds,the currentlexicalitem willbe replaced by <new lexicalitem>i.
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((PROGRAM) ≪GA) ((YOUKYUU) (0 ((RYOUIKI)
(V or 5 A) (*■') (S*) 0 <R**>
((CAT.NOUN))) 0) ((CAT.VERB) ((-KATUYO.4))) ((CAT.NOUN)))





















((PROGRAM GA YOUKYUU SURU RYOUIKI)
(7-n r7i4'l?*t5Sia)
((CAT.NOUN)))
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#LINEAR(x): (x:node of phrase structure)
if x is a terminal node, then consult morphological dictionary;
else(when x is a nonterminal node)




#CONCAT(p,q): (p and q are terminal string frames)
if an exceptional processing for q is defined, then execute the procedure;
ifinflectional processing is necessary for p then do it;
let the new terminal string be an appended string of:
p's terminal string,
inflectional postfix of p (ifany), and
q's terminal string;
let the attribute of the new terminal string frame be the same as q's.
Figure 5.16 General Procedures forInflectional Processing.
For example, we can assign a terminal string frame to a lexicalitem TESIMAU as
follows:
#TESIMAU:(... ((IF-((KTYPE GODAN) (-(*OR B G M))) #DESIMAU))...)
According to this assignment, if the inflectionaltype of the preceding word is
GODAN and if itslast sound is B, G, or M, then #TESIMAU is replaced by
#DESIMAU. Thus,
TOB + #TESIMAU -+ TO-N-DESIMAU
"fly"
A sound "N" isinserted through ONBIN processingas describedbelow.
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ONBIN Processing. ONBIN processing is needed if a class of verbs of inflectional
type GODAN follows a word whose sound starts with "T" or "D" and which requests
the verb to take the second (REN-YOU) inflectional suffix.
We extend the initial form for signaling inflectional suffixes as follows to
handle exceptional cases:
(-KATUYO . (n ...(ktype;. ni)...),
iftheinflectionaltype ofthe precedingword is ktypej,then itsinflectionalsuffixshould be as indicated
by nj,otherwisethe inflectionalsuffixisn-th one.
Using this extended form, ONBIN is indicated as follows:
DA: ((...)(...)(... (-KATUYO.(2 *GODAN . ONBIN) (-W ONBIN)...))).
Then the inflectional suffix is determined as follows:
Terminal string frame of the preceeding word: (...(... (-. x) (KTYPE . w)...))
Terminal string frame of the subsequent word: (...(...(-KATUYO . ONBIN)...))
Procedure to determine the inflectional suffix:
if y = GODAN
then if x i {A,T,R,W} v word-stem=1 then c +- T;
else if x {N,M,B} then c <- N;
else if x t {K,G} then c -1;
else c *- 0;
else if y = -W then c <- T;
else c≪- 0.
Resulting string:
<the terminalstringofthe preceding word>-c-<the terminal stringofthe subsequent word >
Examples. Using terminal strings:
HASIR: ((HASI) (*) ((KTYPE . GODAN) (-. R))),
TIJIM: (CTUI) (ffi) ((KTYPE . GODAN) (-. M))),
TOK: ((TO) (H) ((KTYPE . GODAN) (-. K))),
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IW: ((I)(m) ((KTYPE .-W))),
we get:
HASIR + TA -> HASI-T-TA (* o tz)
TIJIM + TA -*TLH-N-DA (ffi^ tz)
TOK + TA - TO-I-TA (I? v tz)
IW + TA - I-T-TA (B o tz).
There are some other cases in which exceptional handling is needed. In such cases,
the exception-handling procedure in -KATUYO feature is also utilized. For
example, we write:
#RERU: ((RE) (ft.)((-KATUYO .(1 (SAHEN .10)))(-. R)...))
to deal with the cases as follows:
KOWAS + #RERU -> KOWAS-A-RERU (ig§ ft-h )
(KTYPE =GODAN)





Generally, there are four levels of research in machine translation.
-purely theoretical work
-building a demonstratable prototype
-building a comprehensive system
-constructing a commercial system.
We began with the firstlevel and have completed the second level. We have built
an experimental system and carried out experiments for a number of sample
sentences taken from scientificliterature.
Experimental System
The experimental system was built on a LISP 1.7 system (42Kcell) [Doshita78a],
which was installed on a minicomputer. We extended the basic facilityof the LISP
system to make it possible to carry out a nontrivial number of experiments.
Facilities added to the original LISP system include a dictionary subsystem,
KANJI I/O and graphic output. The experimental system consists of about 6000
lines in LISP. Currently, about 160 analysis rules are defined and about 800 items
are registered in each dictionary. As it consists of a number of independent
modules, the programming effort required to build the system was relatively
small. Figure 6.1 shows the software and hardware organization.
Actual grammar rules and dictionary entries are based on a finer classification
than described in this thesis;in particular verb patterns used there is based on
Hornby's classificationtHomby 74,75].
Human Assistance





Japanese and Graphic Output Subsystem
(a) Hardware Organization
(b)SoftwareOrganization
Figure 6.1 Hardware and Software Organization of the Experimental
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6.EXPERIMENTS
First,the system compelled us to do some pre-editing, although this was
restrictedtorather minor issues,as follows:
"assembly language" -≫"theassembly language"
"objectprogram" -≫"an objectprogram"
Second, the user has to resolve ambiguities. Ordinary sentences consisting of
20-30 words were analyzed in many ways. For example, a sentence:
"The assembly language provides us a means for writing programs without having to
be concerned about actual memory addresses or machine instruction formats."
was analyzed in 78 ways (figure 6.2).
Among the outputs from the system, the correct analysis was 43-rd one.
Interactive diagnosis facilityis useful to some degree in decreasing the number of
interactions required to obtain the correct analysis. In the above case, for
example, the correct analysis was obtained after two cycles of diagnosis and
rejection. Note that, however, this discussion does not to imply that the
interactive diagnosis is sufficient for solving ambiguities but simply means that if
the knowledge encoded in the grammar rules is limited then the interactive
diagnosis is useful.
Finally,thereisimplicithuman assistancefordealing with unknown words or
unknown phrases. When the resultsof translationare completely inadequate, the
designermust improve the grammar rules.
Experimental Results
The system can translate sample sentences successfully. Part of the results are
shown in the appendix.
The results,however, contain a number of errors. Generally, the correctness of
the output depends on the adequacy of the analysis. But some errors originate in
the generation phase. Figure 6.3 shows typical errors.
However, all of these difficultiesderive from the poorness of the linguistic data






/ ＼ CONJ NP
...concerned withactualmemory addresses or machine instructionformats.
Figure 6.2 Source ofAmbiguitiesArisingfrom the Analysisofa Sentence:
"The assemblylanguage providesa means forwritinga program withouthaving to
be concerned withactualmemory addressesor machine instructionformats."
Note that there are more ambiguities arising from the internal structureof
complex nouns:"actualmemory addresses"and "machineinstructionformats''
143-
np vp ^:=:z ＼
/ ＼
VP14A NP ^Ic?""""^ ＼^
/ ＼ i
p ＼ ＼
/ ＼ PREP NP
^ ^―%＼
/ ＼ : ＼v ＼＼
/ ＼ I ＼＼ "
/ ＼ i i i








/ ＼ / ＼ PREP NP ≫＼＼
The assembly language providesa means forwriting a program without having tobe ... ＼＼'
6. EXPERIMENTS
(a) Ethernet is a branching broadcast communication system for carrying digital data
packets among locally distributedcomputing stations.
ETHERNETiif'v? ^f -9 '<fT -y Y £MlFfrfiIzfrfc ? ft.h%＼%X r - v a ycoffllz
<5SK1" h tza6<7)#*J#;w&miiff ･> x r A T t> £,
(b) The packet transport mechanism provided by Ethernet has been used to build systems
which can be viewed as either local computer networks or loosely coupled
multiprocessors.
Wifh$}%$＼Wm*-v Y V - ? Z tzitmizg<£- £ti±-?'1-1--7 v -t -v■*t &tcJULL^
tWX'% 4->XfA£JS!6tSfctf>£ETHERNETi;:≪fc-p-Cgffi2rt.£'-fr -/ Y WAWi.
m＼tm^htlXL_t±.
(c) An Ethernet's shared communication facility,its ether, is a passive broadcast medium
with no central control.
ETHERNETS*£ ? ft.fciHIE*!(-?- OETHER)ii t 4k<?>MW * &tz % u g≫tt≪OSc
iLWh'frX'hh.
(d) Coordination of access to the ether for packet broadcasts is distributed among the
contending transmitting stations using controlled statisticalarbitration.
>*?"> h&3lW^AW^WETHER'^<7)T^-t^W^SIiSi|ffli?ftJ.SEt1-WP<?*fflv>
xm-£-LT^z,iimm<r>XT-i< * xcwfiis.
(e) Switching of packets to their destinations on the ether is distributed among the receiving
stationsusing packet address recognition.
i_£>ETHER<7>±<7>Bftl4~-<7V<">--y Y <n$.Vt＼t'*?■■/Y #*&!&£ m ^ X=£mWi<F>X
f - ■>a v WEtc^-S: 5 ft.i>,
(f) Design principles and implementation are described based on experience with an
operating ethernet of 100 nodes along a kilometer of coaxial cable.
&frmm t%Rifc&l＼Lm<r> o 7 * ■>WHr-7;M::jBofciooeo/ - F≪ilt≪
ETHERNETS o v T <T>g* |cS'? ^ T & ^ f,ft.h ,
(g) A model for estimating performance under heavy loads and a packet protocol for error-
controlled communications are included forcompleteness.
Input textiscitedfrom: Metcalfe.RM. and Boggs^D.R.,Ethernet:DistributedPacket Switching for Local
Computer Networks, CSL-75-7. Xerox Palo Alto Research Center.(1980).
Figure 6.3 Typical Errors in the Experimental Machine Tranlation System.
Both translationerrorsand otherimproper translationsare underlined.
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Rather, what is important is the fact that we were able to easilyimplement the
experimental system with a small amount ofprogramming effort.





In this chapter, we discuss the framework we proposed and make comparison
with other work.
Application of Montague Grammar to Natural Language Processing
A number of computer scientists have attempted to apply Montague grammar
to a natural language processing including machine translation. Early
researchers mainly attempted to construct a program which could simulate the
framework of Montague grammar. For example, Friedman's program calculates a
truth value of a given sentence based on the given modeltFriedman 78a,b]. The
objective of the system was to teach students the concept introduced by Montague.
There have been other attempts at constructing a parser and evaluator based on
Montague grammarnndurkhya 81],[Matsumoto 81]. Itensional logic has been used not
only as a formal tool for natural language analysis[Hobbs 78], [Friedman 79, 80, 81],
[Janssen 77, 80a,c, 81],[Landsbergen 81], but also as a basis for mathematical models of
the semantics of programming language or data basesWa^ssen 78, 80b], [Yonezaki
80a,b], This reflects the fact that logic has been widely used for natural language
analysistScha 80],[Habel 80],[Charniak 81],[Gawron 82],[Rosenschein 82] and for formalizing
common sense reasoningfMoore 77].
However, as is discussed in chapter 3, the framework of Montague grammar
cannot be directly applied to natural language understanding, since it is a
"generative" framework. Given a perfect description about the real world,
Montague grammar can provide a procedure to compute the truth value.
Apparently, however, we do not have such complete knowledge in advance; rather
the world knowledge must be something acquired through reading or hearing
sentences. What is important in natural language understanding seems to consist
of such mental processes in building a consistent world model from input
sentences. Montague grammar tells us nothing about how to do such processing.
Indurkhya (81) uses meaning postulates to simplify intensional logic forms, but
such an approach is very limited since intensional logic is not a sound framework
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for making inferences. Some other researchers simply utilize Montague's
framework as a mechanical translator into first order logic. First-order logic is
used both as a device for semantic representation and as a device for making
inferences.
We used a semantic network formalism. Semantic network formalism stresses
the aspect of association. It has been used for a number of purposes: as a model of
human memoryfQuiHian 68]; as a formalism for storing problem-solving
knowledgeCFikes 77],[Tsujii78],or as a semantic representationtSimmons 73],[Yoshida
79]. We use semantic networks for all of these three purposes. We use semantic
networks as a memory structure for representing new information obtained from
analyzing input sentences. Semantic networks created as a result of our semantic
interpretation procedure may contain uninterpreted issues, which will be further
analyzed in a domain specific context. In this sense, our semantic network can be
viewed as a sort of semantic representation. To each node of our semantic
networks, a procedure for making inference can be attached. Such procedures can
be invoked using inheritance. In this sense, our semantic networks can be viewed
as a problem solver for semantic interpretation.
Semantic Network as Semantic Representation
Our semantic network gives a partial solution to the problems Woods (75)
pointed out. Our formalism involves intensional representation, quantification,
structures for relative clauses, and representation for definite and indefinite noun
phrases, some of which will be simplified in the accommodation process, for
example by resolving reference. We do not use function nodes such as those used in
Tsujii (78). Information represented by function nodes can be replaced by a
combination of a relation node and a definite node. If there is a need to calculate
the value of a functional representation, it can be done by a procedure attached to
relation nodes.
As to the role of the semantic network in natural language semantics, we treat
it as a device for representing the results of semantic interpretation. In the process
of what we call semantic interpretation, we make inference to accommodate new
information into the knowledge base. For example, definite nodes are replaced by
their referents. Note, however, that we cannot do this sort of processing
completely, since natural language may contain phrases which cannot be
simplified in this way. For example, we cannot replace the definite noun phrase
"the number" by its referent in a sentence:
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he does not know the number of the safe.
sincea sentence resultingfrom the replacement:
he does not know 1123,
makes differentsense. But basicallywhat we do in semantic interpretationis to
evaluate new information in terms of oldinformation. In this sense, our system
does more than those systems which simply translatenatural language sentences
into equivalentlogicalformulas.
In formal semantics, the meaning of a sentence can be understood as a function
which gives the denotation once a discourse structure is fixed. In this sense, the
meaning itselfof a sentence:
I told you to come here tomorrow,
is not anything affected by facters such as who is the speaker, who is the hearer,
where and when the sentence is uttered, etc. Instead, the meaning of the above
sentence is a function which takes those facters as parameters and which will
output the value if they are given. Computationally, however, it does not seem to
be important to caluculate the definition of such a function from the input
sentence. What we did with semantic networks was to represent the interpreted
meaning of the sentence. Instead of calculating the truth value, we attempted to
give a detailed description of the process of how semantic networks are created and
put together by interpreting a sentence. The meaning of the input sentence in the
sense of formal semantics can be thought of as a pair of the formal representation
obtained from syntactic-semantic analysis and a procedure for semantic
interpretation. This pair will take a discourse structure as a parameter and will
create a semantic network. From a computational point of view, however, such a
discussion does not make much sense. What is important is to discuss the process
of semantic interpretation to detail or to investigate the characteristics of
knowledge and inferences needed for semantic interpretation.
Semantic Network as a Problem Solver
Our semantic network is used as a problem solver for interpreting natural
language. Problem solving facilitiesare attached procedures and the notion of
inheritance. This formalism reflects an object-oriented view of problem solving
knowledge. The range of problems solved with this framework is limited to those
closely related to natural language semantics, so it does not necessarily have a
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problem solving abilityfor a specifictask domain. Such a task-orientedproblem
solvershould be linked to the general problem solver as an external system. For
example, in a question-answering environment, our semantic network system
need not solve differentialequations nor make inferences like those made in
reading suspense or detectivestories.A procedure forinferring the murderer is
thought of as an external one.
Semantic Network as a Memory Model
Semantic networks store information in an object-centered manner. Links are
used to make it possible to retrieve items by association. In this respect, we mainly
use ever-developed ideas and have made little contribution. Although we
introduced a device for representing intensional objects, for example, we did not
describe how they are utilized. This problem should be answered in the future.
What is Claimed
In summary, what we want to claim for the semantic network model is:
That it serves as a both rigorous and powerful framework for semantic
representation; it is closely related to logical representation but it is more
feasible as a computational device for making inference or retrieving
information.
That it serves as a problem-solving facility for organizing knowledge for
understanding natural language utterances; object-centered representation
and use of hierarchy provide a moderate way for organizing knowledge.
That the procedure for obtaining semantic network representaitons is
defined as a stepwise process; semantic networks are created as a result of
step-by-step application of functions.
What does the semantic network represent?
There still remains the problem of what the semantic network is.
Computationally, this question can be answered operationally, by makig a virtual
machine (actually a pair of a real machine and a program running on the machine)
which can execute the accommodatioan and retrieval of semantic networks. As to
the theretical aspects of semantic networks, researchers are attempting to give
formal treatments. Most of the work has attempted to make assocition between
semantic networks and first-orderlogictSchurbert76],[Allen 82]. The semantics of our
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semantic network may be seen in thisway, but thisremains as a problem forthe
future.
Application of Montague Grammar to Machine Translation
As to the applicationof Montague grammar to machine translation,there are
two systems whose reportsare published. But those methods used there are quite
differentfrom ours.
The Rosetta System. Landsbergen (82) attempts to use the notion of logically
isomorphic Montague grammar to give a basis for a multilingual machine
translationsystem. This is based on the assumptions that:
everylanguage expressionis generated by choosing an appropriate sequence
ofderivationrulesor transformationrules.
for any one derivation rule or transformation rule of one language, we can
find an appropriate sequence of derivation rules or transformation rules in
another language which adds the same meaning to the original expression.
Rosetta is characterized by the use of what they call a logical derivation tree,which
stands for the deep derivation process. Figure 7.1 illustrates the translation
process by Rosetta. The advantage of Rosetta is that the same grammar can be
used for both analysis and generation. This claim is fruitful for multilingual
translation. The success of Rosetta depends on whether or not they can actually
define logically isomorphic grammars.
The problem with Rosetta is that their framework does not take semantic issues
into consideration, or if it does, the treatment of semantic information is not
explicit.It is obvious that to obtain high quality translation, semantic information
is necessary to resolve ambiguities, to make word choice or to make semantic-
oriented paraphrases. Accordingly, the framework of machine translation should
have a component for dealing with semantic information. In this respect, the
current framework of Rosetta seems to be inappropriate, since it does not allow
semantic information to be incorporated into the system in an explicit form.
SALAT. Another example of a machine translation system based on Montague
grammar is SALATfHauenschild 79]. SALAT was designed to be of primarily
theoretical interest. Currently, rules are written for German-French translation.
SALAT uses what they call e-X notation as a pivot language. For example, they





























Figure 7.1 Translation Process Used by Rosetta.
(citedfrom Landsbergen (82),reproduced.)
Der Hund, der einen Harren hat, belt,
(thedogwhichhasamasterbarks)
a "deep" structure:
$BELL $DEF x($HUND x & $INDEF y($HERR y & $HAB y x)).
Actually, e-X notation can be viewed as a sort of logical representation. SALAT
makes deductions with this sort of notations to resolve ambiguities or to choose
appropriate words (or phrases) in the target language. For example, in a German-
French translation, the sense of a word "Gebiet" should be distinguished at least in
two ways: region and domain. If "Gebiet" is used to mean a geographic concept, it
should be translated as "region", while if it is used to denote a scientific concept,
the translation should be "domain". SALAT uses the logical deduction rules shown
below to make this choice:
1. <U (UQ (OC(OF N(DD Cl (OE ($GEBIET))) OY)SIT (AB)) ZEIT (AA))>






<U (UQ (OC (OF N (DD Cl (OE ($RE1GION))) OY) SIT (AB)) ZEIT (AA))>.
2. <U(UQ(OC (OF N(DD Cl (OE ($GEBIET)))OY) SIT (AB))ZEIT(AA))>.
DAB.KU (UQ (S(N (DD Cl ($GEBIET)) Cl ($WISSENSCH)) SIT (AB)) ZEIT (AA))>
―>
<U (UQ (OC (OF N (DD Cl (OE (DOMAINEW OY) SIT (AB)) ZEIT (AA))>.
The difficultywith SALAT as a basis for a practical system seems, however, to
be in the heavy use of logical deduction. If SALAT tries to translate a nontrivial
fragment of a language, it will have to store and utilize a very large number of
logical deduction rules. Accordingly, it must incorporate a sophisticated
mechanism to access to a large deductive data base. Use of logical deduction to
make inferences in language translation itselfis very interesting and seems to be
useful. But the point we want to stress is that they have to distinguish the kind of
knowledge used in language translation. Most of the knowledge used in language
translation seems to be utilized in a more straightforward manner. Such
knowledge can be represented and stored using our functional application
formalism in a more natural manner. Functional application formalism is not a
problem solving formalism but itis simply a procedural model which can serve as a
device for storing problem solving knowledge in a systematic way.
Advantage of our System. Thus neither Rosetta nor SALAT seems to utilize the
most significant feature of Montague grammar: functionalism or compositionality.
The advantage of our system is that it utilizes the functionality of Montague
grammar intensively.
Answering Initial Questions
So far,we have answered one of our initial questions:
How can we build a machien translation system based on Montague
grammar?
Now we attempt to answer the remaining question:
Is Montague garmmar useful in building a machine translation system?
We answer this question by evaluating our prototype system in terms of our initial
Hpsitm crnnls
Richness of Expressive Power of Semantic Representation. In EFR, we can
make a very wide range of distinctionsin a natural manner as described in chapter
3. The limitation is, however, inability to represent discourse issues. Discourse
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structure such as topic structure or focus is considered to be key issues in text
understandingfSchank 77]. To take this aspect into consideration, it would be better
to generate target language sentences from semantic networks. We ourselves did
not take this approach simply because long-range research is thought to be needed
in building an algorithm for generating discourse structure from memory
structure.
Conciseness. Conciseness of the system is very good. The core of the machine
translation system is a number of very small rule interpreters for each formal
language we used. Actually, we have faced few coceptual difficultiesin writing
rules for translation. The problem is that we allow tree tranformation rules in
CPSF. The use of transformation rules is against our initial intention, since we
wanted to avoid computational complexity arising from allowing unrestricted use
of tree-tree transformations. We attempted to replace tree-tree transformation by
one-directional application oflambda-conversion-and-nesting rules by introducing
an ordering carefully designed to reflect the regularity of the language. This
attempt has not succeeded completely, but it is worth-while to do research in this
direction.
Simple Control Structure. As is discussed above, this goal was only partially
attained. In addition to the existence of restricted tree-tree transformation rules,
what we call the higher-order problem arises in the course of building the
prototype. This is mainly due to the assymmetric features of data and function.
That is,lambda notation is heavily oriented to function (or procedure). When we
want to regard a lambda form as data, we have lots of difficulties. An object-
oriented view is useful in dealing with this difficulty, since it stresses the
symmetry of data and procedure.
Maximum Utility of Knowledge. As we have shown in chapter 5, a rule for
choosing a target language word can sufficefor dealing with various variations, for
instance relative clauses, passives and the like. This implies both economy and
integrity of the rules. But as to the sharing of the knowledge, we can only use the
notion of subroutine calls to utilize knowledge encoded in other rules. A more
flexible way of knowledge sharing is to use the notion of inheritance as used in
dealing with semantic networks. In the future, this kind of resource sharing must
also be incorporated in our system.
Exception Handling. Our exception handling facilityis very powerful for several
reasons. First, our system is lexically driven, allowing for a word specificrule to be
written. Second, we can write any procedure for handling exceptions, since we can
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assign any form of CPSF to each lexical item. The only requirement is type
agreement, which is needed to preserve integrity. The general procedure is
encoded as application rules of the category. The shortcoming of the application
rule schema, however, is inability to share the partially common rules. This seems
to be solvable using the same sort of technique as for semantic networks.
Directions for Future Research
Research on natural languages involve a great number of unsolved questions.
We only pointout threequestionscloselyrelated tothisresearch.
toimprove the formal representationin such a way that it does not contain
lambda forms. Lambda forms are a source of a number of technical
difficultiesin the current formalism.
to evaluate the semantic network model in a restricteddomain. Ongoing
research desribedin Nishida (83a and b) reflectsthisorientation.
to improve a man-machine interface of machine translation system. This





Montague grammar have provided us a fairly sophisticated formal tool for
analyzing phenomena in natural languages. What we have done in this thesis is
to build a computational model for machine translation based on the general idea
introduced by Montague grammar.
We have applied the notion of functionality to language translation. We have
built an experimental system by which the aspects of the proposal can be
demonstrated. We have also investigated the semantic network model of natural
language as a computational basis for the use of formal languages. We treated the
semantics interpretation as a process of memory modification and we have
described how pieces of semantic network are created and put together as a
sentence is interpreted.
All we have proposed is following what we callthe computational constraint:
Any computation definedin any computational model fornatural language should
be computationally feasible;it should terminate in a reasonable time and the
necessary memory spaceis reasonably small. By thisconstraintwe mean that a
reasonable model for natural language semantics should also have a component
forperformance as well as forcompetance.
What is not attained is to encode various linguisticknowledge into the new
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APPENDIX
Appendix: Translationof Sample Sentences
This appendix shows the result of the translation of four sample texts
(including forty sentences). All of these texts were taken from scientific and
engineering field. For the reader's convenience, the summary of the result is
shown first,then the details are shown. Note that these translations were actually
carried out in a sentence-by-sentence manner and then hand-assembled, although
the summary might give the reader an impression as if the translation was carried
out text-by-text.
Each of detailed descriptions includes: the result of phrase structure analysis,
an extracted EFR expression, and a phrase structure synthesized from the EFR
expression, as well as input and output strings. Each of them is given a uniquely
identifiable serial number from S-l to S-40. The reader can find these sentence
numbers at the rightmost column of the summary, by means of which the reader
can refer to the detailed description of each sample translation.
Note that the internal representation of each sample sentence is slightly
different from the original sentence; allletters are replaced by upper case letters,
and commas and periods are replaced by symbols' * 'and' /',respectively.
Citationof the source texts:
Text-1:Zilog,Z80-Assembly Language Programming Manual, Introduction,1977.
Text-2:Metcalfe,R.M. and Boggs.D.R., Ethernet: DistributedPacket Switching for Local
Computer Networks, Abstract,CSL-75-7,Xerox Palo AltoResearch Center,1975.
Text-3:Metcalfe,R.M. and Boggs.D.R., Ethernet: DistributedPacket Switching for Local
Computer Networks, 2.System Sammary, CSL-75-7,Xerox Palo AltoResearch Center,
1975.
Text-4: Motorola: VERSAbus Preliminary Specification, 2.1 Multiple Processor Philosophy,
1979.
(Each of these textsis reproduced.)
169-
APPENDIX
Summary of the Results
Translation of Text-1:
Input:
The assembly language provides a means for writing a program without having to be 1
concerned with actual memory addresses or machine instruction formats. It allows the
use of symbolic codes (opcodes and operands) to represent the instructions themselves.
Labels (symbols) can be assigned to a particular instruction step in a source program to
identifythat step as an entry point foruse in subsequent instructions. Operands following
each instruction represent storage locations,registers,or constant values. The assembly
language also includes assembler directivesthat supplement the machine instruction. A
pseudo-op, for example, is a statement which is not translated into a machine instruction,
but rather isinterpreted as a directive that controls the assembly process.
A program written in assembly language is called a source program. It consists of
symbolic commands called statements. Each statement is written on a single line and








and a comment field. The source program is processed by the assembler to obtain a 10
machine language program (objectprogram) that can be executed directlyby the Z80.
Output:
7 3 - F(*t3- r i:t-^7 > F)≪ttffirSt. 7 -<^(l£^)li ^ <r>X f ■■;-f^'ikm 31









Ethernet is a branching broadcast communication system for carrying digital data ll
packets among locally distributed computing stations. The packet transport mechanism 12
provided by Ethernet has been used to build systems which can be either local computer
networks or loosely coupled multiprocessors.
An Ethernet's shared communication facility,its Ether, is a passive broadcast 13
medium with no central control. Coordination ofaccess to the Ether forpacket broadcasts 14
is distributed among the contending transmitting stations using controlled statistical
arbitration. Switching of packets to their destinations on the Ether is distributed among 15
the receiving stationsusing packet address recognition.
Design principles and implementation are described based on experience with an
operating ethernet of 100 nodes along a kilometer of coaxial cable. A model for estimating
performance under heavy loads and a packet protocol for error-controlledcommunication
areincluded for completeness.
Output:
ETHERNET!! f v f )VT - 9 >*T ･･/Y £WiffiftC&t 5 ft h frW X f - -> b v <F>
tztt&iz&& £tl & ■?ji>1-7 a * .y-ift *■% £ti & z t f? £ Z,;s z. r J*£M£t & tz
ETHERNETW*^ ? tltz&iuWcffiiZ WETHER)li 14k<n S'lfP£Wtz % ^ SfciiW
Sc&KttT-fcSo '■>■■>■-/t-SciiM.cO^*p5W^(7>ETHER^≫T^-feX(75pS(iSiJfP5a4
≪EffWP^t-fflv^r^-a-LTv^^≪ffl<7)XT--> 3 ^C≪-8fc?fLS. -J-COETHERW
IS:fHISiJt*≪)'ftiiiKmW3T^-> + ^'r-r;Kc?&^^ioo<7)y- KO^IS + w
ETHERNETS-Pv≫T<Ojg≫CSO'^-ra^<b ^4. K^ft^OTT-Wttliig * fP≪ t 4













Translation of Text-3 (1/2)
Input:
Ethernet is a system for local communication among computing stations. Our 18,19
experimental Ethernet uses tapped coaxial cables to carry variable-length digital data
packets among, forexample, personal minicomputers, printing facilities,large filestorage
devices, magnetic tape backup stations, larger central computers, and longer-haul
communication equipment.
The shared communication facility,a branching Ether, is passive. A station's 20,21
Ethernet interface connects bit-seriallythrough an interface cable to a transceiver which
in turn taps into the passing Ethsr. A packet is broadcast onto the Ether, is heard by all 22
stations,and is copied from the Ether by destinations which select it according to the
packet's leading address bit. This is broadcast packet switching and should be 23
distinguished from store-and-forward packet switching in which routing is performed by
intermediate processing elements. To handle the demands of growth, an Ethernet can be 24
extended using packet repeaters for signal regeneration, packet filters for traffic
localization,and packet gateway forinternetwork address extension.
Output:
ETHERNETS ft gx r--> a ><?>!Bl<?>M>flTifi%:M{gntzit><?)i/ Z.T J*~Ct> & , I8＼i9'
$;*<7)|CStft;j&ETHERNET(ii>r^ft<7)f >* 9^f- 9 <r>'<T ■･/t-£ &＼t IfiS K<T> S -
a > e =.- 9 t cp≫jsn§ t * § % y t <＼)＼><n x r y - i> ≫gi t m%.f- -f'< *,? r ■■/
**?a^≫^K1iS(5-*t*WETHER)(iSi!!ttwt<o-Ci>4. Xr-vaxn 2o-,2i'
ETHERNETS V 9 ~7i - XliJS{Cffi*f ^ETHERC 9 -/-?<> ZtlhiL^itWUZyt V
97 *-X7-Y;i-£frlX t-y h i£5<JlcSiR?fl.S. '* T ■■'h li -?■WETHERCO±tc 22'
&I?ti, 4t≫xf-i'3>i:J:oTSI4≫Ji, ^ <7>^ <-try ＼.<n%mt h SUfcbitic
V£-??Ztl£MntZ> iWJtlc i-3T^≪ETHER*>f,1l??*l4. C tlIt Jfc^/■>*T-v 23'
K'-fr-y h3c≫tE8'J?fL^tt^{f^*,^v>o *i^<7)＼*^Ki)ft-?JtJ6(c;^-f-il4<!0 24-
tz.#><r>'<v -y Y ij t°-f i: 3cS^F.f'fl:<7)fc*'>W''{'>- y h7^f-t*7 V 7- 9f^n
T K wxt£5fi<J0^*>)W/N°'r -y K-^j/f *fflvTETHERNETIitli:5l?fl.S - t *J
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Translation of Text-3 (2/2)
Input:
Control is completely distributed among stations with packet transmissions 25
coordinated through statisticalarbitration. Transmissions initiated by a station defer to 26
any which may already be in progress. Once started,ifinterference with other packets is 27
detected, a transmission is aborted and rescheduled by its source station. After a certain 28
period ofinterference-free transmission, a packet is heard by all stations and will run to
completion without interference. Ethernet controllersin colliding stations each generate 29
random retransmission intervals to avoid repeated collisions. The mean of a packet's 30
retransmission intervals is adjusted as a function of collision history to keep Ether
utilizationnear the optimum with changing network load.
Even when transmitted without source-detected interference, a packet may stillnot 31
reach its destination without error; thus, packets are delivered only with high probability.
Stations requiring a residual error rate lower than that provided by the bare Ethernet 32
packet transport mechanism must follow mutually agreed upon packet protocols.
Output:
&iJfflili&fftfjP#£tf-LTfS£?tt.*'<r-y Vm%.-C%.±iz X r - ■>s xnffilzfr 25-
ft?ft5. Xr--> a >C i oTJEi&Srt.SfiK&Ji&SorecJiiTl-fc-lta t≪T-|>5 26-
*≫t Lil^rv tcoic^-5 o ―flE'(S£i**BB*&sn. feLffi.W^-f'T -y h i:ov>T≫J5f *≪ltaj 27-
^5^4. J6S:Oir^'gii.(7)sci.lSF^O^[c^^y -y h Ii4t≪xf-y 3 > 1^i rsfffl 28-
*≫ft. JSfiLClTCIJtf^i. Zti?ti<T>m%t h xt-is a >£tilfZ 29-
ETHERNET^ > h n - 7 tiiS 0 £ ? tl &W3i *≪lt 4 fc AC 7 > ^ A 5rS3iBaR| Jt
fefc t V - xmT~&!& £tltz&ttc: L izs-t'r -v h W{s%.2tLXi> &.&'･*? -v hlt^ 30-
7 - % L iz % 0) Ett}ibizm% L % *■■>& t> L ft.% ^;Z <?>£ t lZft＼->te&l,z 2;r> X 0> *■'*





VERSAbus incorporates state-of-the-artfeatures to support system architecture built 33
around multiple microprocessors. Such architecture generates extremely high 34
throughput. This may be achieved on the VERSAbus by bus arbitration and priority 35
interrupt features that allow multiple masters on the VERSAbus. When future 36
semiconductor devices are capable of supporting 100 nanosecond cycle times on data
transfers,the 5 MHz transferrate of the VERSAbus will be upgraded to permit data rates
of 40 megabytes per second.
Furthermore, systems incorporating multi-processors may use several different 37
varieties of processors. For example, a slow speed peripheral controller may be most 38
economically designed using an 8-bit data controller to a system that may be supporting a
16- or 32-bitprocessor. VERSAbus provides a straightforward way ofinterfacing such an 39
8-bitdata controllerto a system that may be supporting a 16- or 32-bit processor.
The asynchronous operation of VERSAbus allows very slow peripherals to be matched 40
to high speed processors without significantreduction to the overall system speed.
Output:
VERSAbusfi^i^-f ?D7'D-t7tffllll) Cii?ilJ-/Xf A7-*f ^f t
-/･■/h££j£T& = -n.li^<7)VERSAbus<^±W#m^Xf - £ff1-'<xPff X.t^EJt
≪9IS*^ttC ior-t<7>VERSAbusW±(C^J*?it4*'i L tt.frv*o r1-? #itl<7>±
C*?*<7>＼##£a0*lOOt /#-t-f ^;H*BS*3e≪1-5C t**^r≪lir toot1*!, t §
-?･(75VERSAbus<7> 5MHz#i;9i-&■!i Z tl -fjt <?># C o ^ 40MB≪ f - ^ 9J fc * ff t tz tb
a^g. 3>h n - 7 (i Kth ? ft 4 *･i L fLi: v^o VERSAbusli -?■<7?i i % 8bitf - ^ a
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