The convergence and stability properties of several message-passing estimation algorithms are investigated, i.e., (generalized) expectation maximization, gradient methods, and coordinate ascent/descent. Results are presented for cycle-free and cyclic factor graphs.
INTRODUCTION ('
In this paper, we focus on the following generic problem. Assume that we wish to find Omax argmax f (0), (1) 0 where 0 takes values in a subset Q of R2. In particular, we are interested in solving (1) in the case where f (0) is a "marginal" of a real-valued function f (x, 0): f(0) = j f(x,0)dx, (2) where denotes either summation or integration over the whole range of x. We will assume f (x, 0) > 0 for all x and all 0. The maximization (1) lies at the heart of many estimation problems. As an example, we consider parameter estimation in state space models (as, e.g., hidden Markov models, stochastic dynamical systems); the variables x and 0 are then vectors, and the function f(x, 0) is given by f (x,09)-fA (0)fB (X,0), (3) fA(0)fBo (Xo)fBj (XO, XI, Yi, 01)fB2 (XI, X2, Y2, 02)
. fBjXn -7,Xn, Yn, On)) (4) where Xk denotes the state at time k, e are the (unknown) parameters of the state space model, fA (0) is the prior on e, and fBo (xo) is the prior on the initial state X0. A factor graph of (3) and (4) is shown in Fig. 1(a) and Fig. 1(b) respectively (see [4] for a tutorial on factor graphs); the box fB in Fig. 1(a) is detailed in Fig. 1(b) (dashed box) . In model (4) , the naive computation of (1) and/or (2) is often not feasible.
We will now assume that a factor graph for f (x, 0) is available. It may then be possible to compute f (0) (2) and Omax (1) by sum-product message passing and by max-product message passing, respectively [4] . Unfortunately, this approach is often impractical:
1. If the variable X is continuous, the sum-product rule may lead to intractable integrals, whereas if X is discrete, the sum-product rule may lead to an unwieldy sum; in both cases, we cannot compute (2) . 2. The max-product rule may lead to an intractable expression; in this case, we cannot compute (1) .
If the maximization (1) is intractable, one may resort to standard optimization techniques such as coordinate ascent/descent [2] or gradient methods [3] . In earlier work, we have applied those two methods to (1) (2); we described them as message-passing algorithms operating on a factor graph of f (x, 0) [10] [5] . An alternative way to compute 0max (1) (exactly or approximately) is expectation maximization (EM) [1] . A message-passing view of EM is developed in [6] [7] [8] . The maximization step of EM is sometimes intractable, and one may then resort to coordinate ascent/descent or some gradient method; such modifications are referred to as "generalized EM algorithms" [1] . In [10, Section 4.9.5] [5] [8] we described various generalized EM algorithms in the context of factor graphs, in particular, in the setting of problem (1) (2) .
In this paper, we analyze the convergence and stability properties of the above mentioned classes of iterative estimation algorithms; we consider the standard formulation of those algorithms in addition to various extensions in the context of message passing on graphs. This paper is structured as follows. In the following section, we briefly describe coordinate ascent, gradient ascent, and (generalized) EM in the context of factor graphs. We outline our convergence and stability results in Section 3.
MESSAGE-PASSING ESTIMATION ALGORITHMS
As in [7] , we first consider the trivial factorization f(X, 0) = fA(0)fB(X, 0),
where fA (0) may be viewed as encoding the a priori information about e (cf. Fig. 1(a) ). In each of the four classes of algorithms, one tries to determine the mode (1) by recomputing an upwards and a downwards message, as indicated in Fig. 1 The upwards message ut(Oi) is also here a standard sum-product message [4] .
Gradient Ascent
Upwards message:
Vo log,ut(0( )) f VofB(x,0) (,)dx (I 1) f4xfB (X, 0()d ) Downwards message: (V+1) =(e) +Ak(VOlog0u(0O() +0VologfA((0()))). (12) The upwards message is the gradient of (the log of) a standard sum-product message [5] .
Expectation Maximization (EM)
Upwards message: where EPB denotes the expectation with respect to the probability distribution (15) Ex fB((X, ()) Downwards message: 0(e+1) = argmax (h(0) + log fA (0)).
(16)
The upwards h(O) is an "E-log message" [7] [8], which is not a (6) standard sum-product message.
2.5. Gradient EM (7) Upwards message:
Downwards message:
The upwards message is the gradient of an E-log message [5] ; it is identical to the message (11) (occurring in gradient ascent). Gradient EM is almost identical to gradient ascent with the marginal log f (0) as objective function; the only difference lies in the update schedule: gradient EM tries to find the maximum (16), and the marginal PB remains fixed until that point (or an other stationary point of h(0) + log fA (0)) has been attained; in gradient ascent, the marginal PB is updated at each iteration.
Non-Trivial Factorizations
The message-passing formulation outlined in the previous subsections naturally carries over to non-trivial factorizations; as an illustration, we will shortly discuss the factorization (4) (see [6] [7] [8] [10] [5] for more information). Suppose that we try to find (1) by means of coordinate ascent, more precisely, by alternating (low-dimensional) maximizations w.r.t. the individual components ek (cf. (10)). It is easily verified that in order to perform those maximizations, we need the upward sum-product messages (cf. (9)) t(0k) AjfBk(xk 1Xk Xk,0Ok) -1)7i(x)dx ldXk. The upwards messages hk(0k) ("E-log messages") [7] [8] are
given by: where the marginals PB are obtained as: (21) and (24) to general node functions fBk (X, Ok) [7] [8] [5] .)
Due to the decomposition (20), the maximization in (16) can be performed by means of local computations, i.e., it can in principle be carried out by max-product message passing [7] [8] . Similarly, as a consequence of (23), the message computation rules (12) and (18) (12) and (18) needs to be appropriately chosen (e.g., according to the Armijo rule [3] ). 4. Property (31) does in general not imply that, for any initial 0(), the sequence 0(t) converges to a stationary point of f (0) ("global convergence"). EM converges globally under some additional (weak) regularity conditions. For the other algorithms, global convergence is guaranteed if, besides some (weak) regularity assumptions, the following conditions are fulfilled.
Coordinate ascent: fi(0Q) has a unique (global) maximizer [12] .
Gradient ascent: appropriate Ak, e.g., Armijo rule [3] .
Generalized EM: 0(t+1) is stationary point of q(0) [1] , which is achieved in gradient EM, if one iterates (18) (with fixed q(0)) until convergence; alternative condition: f((+1) ) > f(0(t)) for all0(t) that are not fixed points.
The four algorithms each define a mapping 0(+1() M(e).
The Jacobian J VOM(0) 0 determines the convergence properties of the sequence 0(t) in the neighborhood of a fixed point QfS. The latter is locally stable if all eigenvalues of J are smaller than one; the convergence rate in the neighborhood of QfS is given by the largest eigenvalue of J. We list J for the four estimation algorithms at hand:
Coordinate ascent: J FA Aoo log f (0) 0f and \v-VuVT [12] .
Gradient ascent: JAI + AkF [3] .
EM: J I-G-'F with G f (x, f)Aoo log f0(, 0) 0 f dx [1] . Generalized EM: Same as EM, as long as 0(e+1) is a stationary point of q(0) [1] .
Cycle-Free Subgraph fB (x, 0)
As we pointed out in Section 2, the four iterative estimation algorithms can be viewed as message-passing algorithms with a par-ticular message update schedule, i.e., all messages are updated at each iteration (see [6] It is well known that the choice of the message update schedule does not influence the fixed points of a message-passing algorithm [11] . Depending on the schedule, however, the algorithm may or may not converge, i.e., the update schedule affects global convergence. In case the algorithm converges, scheduling determines to which fixed point the algorithm actually converges [11] . It also affects the local stability and convergence rate, since in general, the Jacobian J depends on the schedule; it is straightforward to derive J for a given schedule (starting from the definition of J).
As an illustration, let us consider the update schedule we mentioned in Section 2.7 (Issue 1); suppose that in the update (26), we use the sum-productmessages ,u i-t; 0(t )) and ,1(xk; 0(-')) computed in a previous iteration 4' (with 4' < f). We will show that this schedule amounts to the same Jacobian J as the standard schedule, i.e., J = I + AkmF. Note first of all, that since we do not recompute the sum-product messages at each iteration, we do not longer perform gradient ascent (in 0) on the global function log f (0) 
with ,u and 77 sum-product messages obtained for = 0'. We will use the short-hand notation boo, A b(. 0, 0'). Note that we have 9(0, boo) =-log f (0); moreover, since for cycle-free graphs, the fixed-points of the sum-product algorithm are zerogradient points of the Gibbs free energy [11] , it follows where we used (34), and therefore (40) where we also used the fact that Vog(0, b6f of ) 0 = 0; from (40) follows J = I + AkF. Since the non-standard schedule has the same fixed-points and Jacobian as the standard-schedule, both schedules amount to the same local convergence and stability properties. In particular, both algorithms asymptotically converge at the same rate (which is in agreement with the experimental results); note, however, that the non-standard schedule is significantly less complex than the standard schedule, since it avoids updating certain sum-product messages at each iteration. In other words, the convergence rate per flop is usually much larger in the non-standard schedule than in the standard one. We can extend this first-order analysis to study the global convergence of the non-standard schedule. Along the lines of (36) 
If that condition is not fulfilled, (i) one omits the estimates 0(e'+m) with m > 1; (ii) one recomputes the sum-product messages with = 0( '+i); (iii) one determines the estimate 0(f'+2) by means of the rule (18). If one chooses an appropriate step size Ak, the condition (42) is in practice usually met; this is due to (41). The above reasoning can straightforwardly be extended to (i) the other estimation algorithms at hand, i.e., (generalized) EM, coordinate ascent, and combinations; (ii) other update schedules.
Combining Update Rules
We pointed out that the message-passing viewpoint enables us to combine various local update rules (in particular, (6)- (26)) within one algorithm; those rules may also be applied at one and the same node (cf. (27)). It can be shown that the fixed points of the resulting message-passing estimation algorithms are stationary points of the marginal f (0). We will briefly demonstrate this for the state space model (4); the extension to general models p(x, y; 0) is straightforward (see [10] for more details). Let us first consider an EM-type algorithm with upward messages hk (0k) (27) (E-step) and downward message (M-step): n (p+1) =argmax ( Ehk(Ok) + log fA(0)). As we pointed out earlier, in the standard EM algorithm, J I -G-F; the matrix G is obtained from (54) by replacing hk with hk. The non-standard EM algorithm (43) and the standard EM algorithm both have the same fixed points, but their Jacobian matrix J differs; as a result, their local stability and convergence properties are in principle different. Experimental results show, however, that both algorithms have about the same convergence rate [9] . This may in part be explained by the fact that the matrices G and C become identical as the messages ,u and ,u tend towards Dirac deltas (high-SNR limit). The EM-type algorithm (43) is not guaranteed to converge globally, since the property (31) does not hold; in practice, however, it always seems to converge [9] . On cyclic graphs, the sum-product algorithm is not guaranteed to converge [4] , and this obviously carries over to the four classes of iterative estimation algorithms applied on cyclic subgraphs fB (x, 0). Yedidia et al. [11] have shown that the fixed points of the sum-product algorithm applied on a cyclic graph are stationary points of the Bethe free energy of the system at hand (regarded as a functional of the "beliefs"). Following the above line of thought, it is straightforward to show that the fixed points of the four estimation algorithms applied on a cyclic subgraph fB (x, 0) are stationary point of the Bethe free energy (regarded as a function in 0) (see [10] ). This also holds if one combines several update rules within one algorithm. Note that it is straightforward to compute J also in this setting (following the above example); the Hessian of the Bethe free energy now plays an important role (instead of the Hessian of log f (0), cf. Section 3.1, Property 5).
CONCLUSION
We have derived convergence and stability properties of messagepassing estimation algorithms operating on general graphs.
In the statistics literature, the asymptotic convergence properties of standard estimation algorithms have intensively been analyzed. It turns out that in many applications, the effective convergence rate and stability of those algorithms is strongly dependent on the Jacobian J; in other words, the asymptotic analysis is of significant practical relevance. In future work, we will further experimentally verify whether this also holds for the presented asymptotic analysis of message-passing estimation algorithms.
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