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Abstract
Applications of QCD sum-rule methods to the physics of nuclei are reviewed,
with an emphasis on calculations of baryon self-energies in infinite nuclear
matter. The sum-rule approach relates spectral properties of hadrons prop-
agating in the finite-density medium, such as optical potentials for quasinu-
cleons, to matrix elements of QCD composite operators (condensates). The
vacuum formalism for QCD sum rules is generalized to finite density, and the
strategy and implementation of the approach is discussed. Predictions for
baryon self-energies are compared to those suggested by relativistic nuclear
physics phenomenology. Sum rules for vector mesons in dense nuclear matter
are also considered.
Keywords: Quantum chromodynamics, QCD sum rules, hadronic prop-
erties in nuclei, finite-density condensates, Dirac phenomenology, quantum
hadrodynamics
To appear in Progress in Particle and Nuclear Physics Vol. 35
∗Supported in part by the U.S. Department of Energy and the U.S. National Science Foundation.
†Supported in part by the U.S. National Science Foundation and the Sloan Foundation.
d†Supported in part by the U.S. Department of Energy.
§Supported in part by the National Sciences and Engineering Research Council of Canada.
1
Contents
I Introduction
A Quantum Chromodynamics and Nuclear Physics
B QCD Sum Rules
C Dirac Phenomenology
D The Chiral Condensate
E Other Hadrons in Medium
II Review of Vacuum Formalism
A Overview
B The Nature of QCD Sum Rules
C Basic Strategy
D Field Conventions
E Ingredients of a QCD Sum-Rule Calculation
F Harmonic Oscillator Analogy
G Sum-Rule Results in Vacuum
III Nucleons at Finite Density
A Overview
B Relativistic Nuclear Phenomenology
C The Chiral Condensate in Nuclear Matter
D Formalism: Nucleons in Medium
1 Finite-Density Correlator
2 Dispersion relation at fixed three-momentum
3 Phenomenological Ansatz
4 OPE at Fixed Three-Momentum
5 Calculating Wilson Coefficients
E Estimating QCD Condensates
1 Vacuum Condensates
2 In-Medium Condensates
F Results and Qualitative Conclusions
1 Borel Sum Rules
2 Simplified Sum Rules
3 Detailed Sum-Rule Analysis
4 Qualitative Conclusions
2
G Other Approaches
IV Hyperons in Nuclear Medium
A Overview
B Λ Hyperons
C Σ Hyperons
D Summary
V Vector Mesons in Medium
A Introduction
B Formulation of the Sum Rule
VI Discussion
A Critical Assessment of the QCD Sum-Rule Approach
B Simple Spectral Ansatz
C Does Dirac Phenomenology Make Sense?
VII Summary and Outlook
References
3
I. INTRODUCTION
A. Quantum Chromodynamics and Nuclear Physics
There is little disagreement today that quantum chromodynamics (QCD) is the correct
theory underlying strong-interaction physics. Thus, the physics of nuclei is, in essence, an
exercise in applied QCD. Indeed, from a fundamental perspective, the central problem in
theoretical nuclear physics is to develop connections between observed nuclear phenomena
and the interactions and symmetries of the underlying quark and gluon degrees of freedom.
On the other hand, knowledge of the fundamental underlying theory has had very little
impact, to date, on the study of low- and medium-energy nuclear phenomena. Two gen-
eral difficulties hinder the application of quantum chromodynamics to nuclear physics. The
first is that, in this energy regime, the strong interaction is, in fact, strong; straightforward
perturbation theory in the effective QCD coupling constant fails. Therefore we need an al-
ternative expansion scheme or an approach to directly approximate QCD nonperturbatively.
The second difficulty is the mismatch of energy scales between hadronic and nuclear
physics. Characteristic QCD scales for light-quark hadrons, which are the building blocks
of nuclei, are hundreds of MeV up to several GeV. The dynamics of nuclei, in contrast, is a
delicate and subtle enterprise involving physics at much smaller scales and featuring sensitive
cancellations. Typical nuclear observables are on the scale of a few MeV or perhaps tens
of MeV. Consider, for example, the phenomenon of nuclear matter saturation. The binding
energy per nucleon is approximately 16 MeV [1], which is less than 2% of the nucleon’s mass.
An error of a few percent in the binding could easily lead to errors at the level of nuclear
physics scales, which would render any calculation useless. Thus, an accurate description
of nuclear matter saturation or comparable properties directly from QCD must entail very
precise calculations.
How, then, might one proceed to relate QCD and nuclear phenomena? An indirect ap-
proach is to focus on the implications and constraints of QCD symmetries by developing
effective field theories (EFT’s) for nuclei. The prototype EFT for strong-interaction physics
is chiral perturbation theory (ChPT), which provides a systematic expansion in energy for
low-energy scattering processes. The degrees of freedom are the Goldstone bosons of spon-
taneously broken chiral symmetry (pions, etc.) and, when appropriate, nucleons. This
approach builds in constraints due to chiral symmetry without any additional constraints
on the dynamics or ad hoc model assumptions. Physics beyond chiral symmetry is incorpo-
rated through constants in the low-energy Lagrangian, which are usually determined from
experiment, although in principle they could be determined directly from QCD. Because
additional constants are needed at each stage in the energy expansion, ChPT is predictive
only at sufficiently low energies, where the number of parameters introduced does not over-
whelm the data to be described. The prospects for extending ChPT in a useful way to
calculations at finite density are unclear at present, although some progress has been made
on the few-body problem [2].
Alternatively, we can pursue a more direct approach by focusing on the properties of
hadrons rather than nuclear matter saturation. If we can successfully describe hadronic res-
onances in the vacuum using QCD, we might be able to extend this description to hadronic
properties at finite density. The most complete approach to hadronic physics at zero density
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uses Monte Carlo simulations of QCD on a discrete (Euclidean) space-time lattice. Signifi-
cant and steady progress has been made on such calculations in recent years. (For a review
of the current state of the art, see Ref. [3].)
The prospects for extending these lattice calculations to finite density are unclear; there
are certainly formidable obstacles. One major difficulty is that the functional determinant
that arises with a nonzero chemical potential is not positive definite, and hence standard
Monte Carlo techniques cannot be applied in a straightforward manner [4]. In addition,
realistic nuclear matter calculations may require significantly larger lattices than are required
for single hadrons; there must be enough room for a sufficiently large number of nucleons.
Even with significant progress on these problems, useful lattice calculations at finite density
will not be available in the near future.
To make progress, we turn instead to QCD sum rules. The QCD sum-rule approach
has proven to be a useful way of extracting qualitative and quantitative information about
hadronic physics (masses and coupling constants) from QCD inputs. The method was
introduced by Shifman, Vainshtein, and Zakharov in the late 1970’s [5] and applied to
describe mesonic properties. An important extension was made by Ioffe, who showed how
the technique could be used to describe baryons [6] (see also [7]). There are several detailed
reviews of the subject [8–11].
In this review, we will discuss how QCD sum-rule methods can be generalized to describe
hadrons propagating in nuclear matter. The pioneering attempts to apply sum rules to finite-
density systems were made by Drukarev and Levin [12]. Subsequently, a variety [13–27] of
approaches were developed, differing in focus and technical detail. Here we will emphasize
the treatment of baryons in infinite nuclear matter, and we will closely follow the philosophy
and technical approach of Refs. [14,18,20,25] for nucleons and Refs. [22,27] for hyperons. The
properties of vector mesons in the nuclear medium will be discussed following the treatment
in Refs. [19,24]. We will also comment on alternative formulations of the problem.
B. QCD Sum Rules
QCD sum rules focus on momentum-space correlation functions (also called correlators)
of local composite operators [for example, see Eq. (2.13)]. Each composite operator is
constructed using quark and/or gluon fields so as to carry the quantum numbers of the
hadron we wish to study; we will refer to such operators as interpolating fields. Correlation
functions of interpolating fields are also the basic objects of lattice investigations (but in
Euclidean coordinate space). But while the lattice correlators are calculated from first
principles in quantum chromodynamics with a precision that can be systematically improved,
sum-rule calculations rely on some phenomenological input and have limited (but generally
understood) accuracy [10].
The basic idea of QCD sum rules is to match a QCD description of an appropriate cor-
relation function with a phenomenological one. The underlying concept is “duality,” which
establishes a correspondence between a description in terms of physical (hadronic) degrees
of freedom and one based on the underlying quark and gluon degrees of freedom. A generic
QCD sum-rule calculation consists of three main parts: 1) an approximate description of
the correlation function in terms of QCD degrees of freedom via an operator product expan-
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sion (OPE), 2) a description of the same correlator in terms of physical intermediate states
through a Lehmann representation (i.e. dispersion relation) [28] that incorporates a simple
ansatz for the spectral density, and 3) a procedure for matching these two descriptions and
extracting the parameters of the spectral function that characterize the hadronic state of
interest.
The concept of an operator product expansion was introduced by Wilson in the 1960’s
[29]; the OPE is reviewed in Ref. [30]. As applied in QCD sum rules, the OPE expresses a
correlator of interpolating fields as a sum of c-number coefficients (called Wilson coefficients)
times expectation values of composite local operators constructed from quark and gluon
fields. These expectation values are referred to as condensates .
The essence of the OPE is the separation of short-distance and long-distance physics, or,
in momentum space, large and small (spacelike) momenta. In QCD this separation, to a large
extent, corresponds to a separation between perturbative physics (the coefficients) and non-
perturbative physics (the condensates). This suggests that the coefficients can be calculated
from QCD via perturbation theory [5], while the nonperturbative physics is isolated in the
condensates. In principle, the condensates are calculable directly from QCD (for example,
using lattice simulations), but in practice they are usually determined phenomenologically
from one set of sum rules and applied to others. The sum rules are predictive because a
relatively small number of condensates dominate the descriptions of many observables [10].
The possibility of matching the OPE-based description with the phenomenological de-
scription is often viewed by nonpractitioners with skepticism; it seems like magic. The OPE
is essentially a short-distance expansion, and at any finite order it can only describe the
correlation function accurately at sufficiently large spacelike momenta. On the other hand,
we wish to learn about the low-lying excitations in the spectral function, which one expects
to dominate the correlation function only at nearby timelike momenta or the low-momentum
spacelike regime. How, then, is there any hope of matching the two? The secret is that the
phenomenological spectral density (i.e., the sum over physical states) can be smeared in
energy to a significant degree while preserving basic information on well-defined low-energy
excitations (hadrons). On the other hand, the smearing corresponds to short times so that
the dual description of the spectral density in terms of the quark and gluon OPE is ade-
quate. The conversion from a momentum-space correlator to a smeared spectral function is
conventionally achieved by applying a Borel transform [5] (see Sec. II E).
As will be discussed in the course of this review, there are definite limitations of the
sum-rule approach, and one must take care in applying sum rules to new domains, as we
do here. We wish to warn the reader at the outset that it is rather easy to get totally
incorrect results when using (or, rather, abusing) QCD sum rules. The basic dangers are
that the phenomenological and OPE descriptions at the level of approximation used for each
simply may not match well enough to give reliable information or that some new feature of
the physics is omitted. If, however, one nevertheless proceeds to extract phenomenological
information, this information will likely be spurious. The need for internal and external
consistency checks cannot be overstressed.
Keeping this in mind, the extension of the sum rules to finite density is, in principle,
straightforward: simply take expectation values in a finite-density ground state rather than
in the vacuum. Consequently, we study the propagation of hadrons in infinite nuclear
matter. In nature, of course, infinite nuclear matter does not exist. Why then do we study
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this somewhat unphysical system rather than real finite nuclei? In fact, infinite nuclear
matter is in many ways a more general and fundamental problem. After all, the nuclear
interaction saturates, and the centers of medium and large nuclei all look roughly like nuclear
matter. By working with an infinite system, we isolate the physics that is related to QCD
dynamics and not to details of the many-body physics of finite systems. Furthermore, we
can exploit the similarities to the vacuum formulation (including, for example, translational
invariance). The vacuum sum rules can be recovered in the zero-density limit, and we can
take ratios to divide out certain systematic errors.
The price we pay is that we do not make direct predictions of experimental observables.
To do so one needs to make model-dependent assumptions, such as local-density approxi-
mations, to relate calculations of nuclear matter properties to experimental observables of
finite nuclei. Thus we are ultimately forced to compare with phenomenology rather than
with experimental data.
One has to confront, in addition, a basic limitation of the sum-rule approach; namely,
the spectral information that can be extracted is necessarily approximate and cannot be
systematically improved. For example, the extraction of hadronic masses with a reliability
of better than∼100MeV is typically not possible [8–10]. Thus the approach is not sufficiently
precise to make detailed calculations of the nuclear matter ground state at the scale of a few
MeV, the natural scale for much of low-energy nuclear physics. However, another limitation
of the approach, the fact that it is not a self-consistent dynamical theory, turns out, in this
context, to be a virtue. In the sum-rule approach, one does not dynamically solve for the
ground state of the theory. Rather, one characterizes the ground state: the QCD description
of the ground state is characterized by various expectation values of composite operators.
Thus the approach need not be precise enough to calculate the ground state reliably; as
long as one has a reasonable way to extract these condensates phenomenologically, one can
proceed to study the qualitative features of excitations without actually solving the ground-
state problem.
Although one can avoid solving for the nuclear matter ground state, the approximate
nature of the sum-rule approach means that one must use extreme care if using the method
to extract quantities that are small on the scale of hadronic physics. Thus, the use of
the technique to describe fine details of low-energy nuclear physics must depend on the
construction of reliable sum rules for nuclear properties that are much more accurate (in
absolute terms) than the sum rules have proven to be at the hadronic level. Whether or not
this will prove to be possible remains an open question, but we view any results for quantities
at this scale with some skepticism. Indeed, the question may be posed as to whether there
are any properties in low- or intermediate-energy nuclear physics whose natural scale is
sufficiently large as to make the sum-rule approach reasonable.
C. Dirac Phenomenology
If we go beyond direct experimental observables and turn to nuclear phenomenology, we
can find quantities in low- and intermediate-energy nuclear physics whose natural scale is
several hundred MeV. The quantities we have in mind are the Lorentz scalar and vector
parts of the optical potential for a baryon propagating in nuclear matter. In the Dirac
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phenomenology of nucleon-nucleus scattering [31–40], the Lorentz scalar piece of the real
part of the optical potential for the nucleon is typically several hundred MeV attractive
while the (time component of the) Lorentz vector piece is typically several hundred MeV
repulsive. We propose that QCD sum rules are a natural and reasonable way to study these
quantities, and we focus our review on this goal.
The Dirac description of nucleons propagating in nuclear matter appears to be quite
different from the conventional low-energy nuclear physics approach, in which the (central)
optical potential is a few tens of MeV. The latter nonrelativistic approach has been quite
successful in describing cross sections in proton-nucleus scattering. Dirac phenomenology
describes cross sections equally well; the reason is that only the sum of the scalar and vector
potentials contributes to the cross section, and, because of large cancellations between the
scalar and vector optical potentials, the sum is only a few tens of MeV. Furthermore, most
of the phenomenological energy dependence of the nonrelativistic central potential at low
energies arises simply from the nonrelativistic reduction of the Dirac potentials, even when
the latter are energy independent [39].
The most compelling support for the Dirac approach comes from studies of spin observ-
ables such as the analyzing power and the spin rotation. These observables depend on the
difference between the scalar and vector potentials, and, given the opposite sign, this differ-
ence is many hundreds of MeV. The phenomenological evidence in favor of this description is
based on direct fits of optical potentials to describe simultaneously the spin observables and
cross sections [31–33,38]. Moreover, a relativistic impulse approximation (RIA) gives optical
potentials that are qualitatively similar to the empirical fits [34–37]. Further, in relativistic
structure calculations, there is evidence that keeping track separately of scalar and vector
parts leads to phenomenologically desirable density dependences and nonlocalities [40].
While the Dirac approach has been quite successful phenomenologically, it has also been
quite controversial [41–48]. We believe that much of this controversy is misplaced, involving
issues of how Dirac phenomenology is to be interpreted rather than the fundamental under-
lying issues of physics (see Sec. VIC). However, in light of this controversy, it is important
to ask whether there is any evidence from QCD in favor of the qualitative picture of Dirac
phenomenology. From a phenomenological perspective, the question is not whether the nu-
cleon should be thought of as a point Dirac particle; it is clear that the composite structure
of the nucleon plays an essential role in the dynamics. The key question, however, is whether
the optical potential for the nucleon has large and canceling pieces that transform as scalars
and vectors under Lorentz transformations.
If QCD sum rules can be implemented so as to separately describe the scalar and vector
parts of the optical potential, then we can test whether the scalar and vector parts of the
optical potential have the sign and scale suggested by Dirac phenomenology.
D. The Chiral Condensate
If the large-scale changes at nuclear matter densities implied by Dirac phenomenology
are to be reconciled with QCD through sum rules, we must expect to find correspondingly
large changes in the QCD description. Is this plausible? An important clue comes from the
chiral condensate, which is the expectation value of the operator qq, where q is an up or down
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quark field. The chiral condensate is often taken as the order parameter for spontaneous
chiral symmetry breaking. As shown by Ioffe [6], this condensate plays a central role in the
QCD sum-rule determination of the nucleon mass. This role is consistent with chiral models
of the nucleon and is plausible from rather general considerations; ‘t Hooft’s [49] anomaly
matching conditions require massless nucleons (for massless quarks) if chiral symmetry is
not broken. Thus, it comes as no surprise that the amount of chiral symmetry breaking
(which is measured by the chiral condensate) is correlated with the nucleon’s mass.
So our question becomes: Is the chiral condensate in nuclear matter very different from its
free space value? In fact, the chiral condensate in medium can be estimated in a reasonably
reliable way (for an overview of the current state of affairs, see the review by Birse [50]).
The magnitude of the chiral condensate in the interior of nuclei is reduced from its vacuum
value by ∼ 30–40% [51] (see Sec. IIIC). To the extent that the chiral condensate controls
the nucleon mass, one might naively expect the mass of a nucleon in the nuclear medium
to be reduced by ∼ 30–40%. This may seem absurd; after all, the empirical binding energy
per nucleon in nuclear matter is approximately 16 MeV [1], while ∼ 30–40% of the nucleon
mass is several hundred MeV.
In fact, however, in addition to a shift in the nucleon mass (which is a Lorentz scalar),
the in-medium nucleon energy can depend on a self-energy that transforms as a Lorentz
four-vector. For qualitative consistency with experiment and Dirac phenomenology, one
needs to find that the vector contribution is repulsive in nuclear matter and largely cancels
the scalar attraction. As we will show, under certain assumptions about condensates, QCD
sum rules predict this qualitative behavior for the optical potential [18,20,25].
E. Other Hadrons in Medium
Of course, nucleons are not the only hadrons. The same methods that are used to
describe nucleon self-energies in medium can be directly adapted to describe optical po-
tentials (self-energies) of other baryons in nuclear matter. Again, we might expect that
large changes in the chiral condensate (along with changes in other condensates) will imply
large effects. This raises issues similar to the ones in nucleon propagation: Are large and
canceling Lorentz scalar and vector optical potentials predicted for other baryons? Are the
sum-rule predictions consistent with experiment and phenomenology? These calculations
provide important consistency checks on the sum-rule predictions for nucleons. There are
ongoing studies of various baryons; in this review, we will consider hyperon propagation
through nuclear matter [22,27], for which there is phenomenology to confront.
In addition to baryons, one can consider meson propagation at finite density. The case of
vector mesons, is particularly interesting and important, in part, because changes in vector-
meson masses have been proposed as an explanation for anomalies in electron scattering
[52,53] and K+ scattering data [54], and, in part, because measurements of dilepton pairs
emerging from a heavy-ion collision may provide a more-or-less direct experimental probe
[55,56]. If vector mesons are created in the medium, they have a nonzero amplitude for
decay into two leptons. Since the electromagnetic interaction is weak, the dilepton pair
has a good probability of leaving the nucleus unscathed, providing essentially unfiltered
information about the vector meson in the nucleus. A number of heavy-ion experiments
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have been proposed to look for shifts in vector-meson masses via study of dilepton pairs
[55]. In addition, the use of the virtual Compton process (γ,dilepton) might provide an even
cleaner probe of the vector meson in medium [56].
II. REVIEW OF VACUUM FORMALISM
A. Overview
In this section, we review the QCD sum-rule approach as applied to the calculation
of hadronic masses in the vacuum, i.e., at zero density. An overview of QCD sum-rule
methods and results is provided by the recent book edited by Shifman [10], which includes a
collection of reprints along with an up-to-date commentary by the editor and others. Since
thorough technical reviews exist, we will focus here on features and analogies that make the
generalization to the finite-density problem more straightforward and plausible.
B. The Nature of QCD Sum Rules
The designation “QCD sum rules” is often confusing to the nonexpert. In quantum
chromodynamics there are various relations referred to as “sum rules,” which have nothing
to do with the approach we are concerned with here. For example, there are many sum rules
that originated with the parton model: Bjorken sum rule, Ellis-Jaffe sum rule, Gottfried
sum rule, etc. These typically are relations that manifest a constraint on properties of
constituents, such as a conservation law. So, for example, all of the momenta (or strangeness)
of the constituents must add up to the total momentum (or strangeness).
In contrast, the type of sum rule we are concerned with here is typified by the dipole
sum rules of atomic and nuclear physics. Consider photo-absorption by nuclei. The cross
section for the excitation of a final state |ν〉 by a photon of energy E is (see, for example,
Ref. [57])
σν(E) =
4π2e2
h¯c
(Eν − E0)|〈ν|D|0〉|2δ(E − Eν + E0) . (2.1)
Here D is the dipole operator for E1 radiation in the z direction, which can excite states that
have isovector, Jπ = 1− quantum numbers. The total cross section for dipole absorption is
found by summing over all possible final states and integrating over the energy:
σtot =
∫ ∞
0
dE
∑
ν
σν(E) =
4π2e2
h¯c
S1(D) , (2.2)
where we have defined the energy-weighted dipole sum rule
S1(D) ≡
∑
ν
(Eν − E0)|〈ν|D|0〉|2 . (2.3)
On the other hand, one can use completeness to rewrite S1(D) as a ground-state matrix
element involving D and the Hamiltonian H [57]:
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S1(D) =
1
2
〈0|[D, [H,D]]|0〉 . (2.4)
The double commutator can be directly evaluated in a theoretical model. For example, if
we model the nucleon-nucleon interaction to have no exchange mixtures and to be velocity
independent, we can evaluate the commutator immediately (and obtain the TRK result)
[57]. More generally, we will have to do an approximate model calculation.
The sum rule consists of the equality between the ground-state matrix element, which can
be approximated in a theoretical model, and the sum over excited states, which is a weighted
average of experimental observables. The operator D is the analog of the interpolating field
in QCD sum rules, while
∑
ν σν(E) is the analog of the spectral density. Various general
observations can be made about these sum rules, which will carry over to analogous QCD
sum rules:
1. If one uses different multipole operators, different intermediate states (corresponding
to different quantum numbers) are excited. Thus one can investigate isoscalar or iso-
vector states, and monopole, dipole, quadrupole excitations, and so on. For QCD sum
rules, we choose an interpolating field that excites a particular channel of intermediate
states which includes the hadron of interest (e.g., nucleon or ρ meson).
2. One can choose an operator that doesn’t actually correspond to a physically realizable
experiment. The matrix elements in the sum over states may not be measured in a
real experiment, but a sum rule can relate their values to a theoretical calculation.
Furthermore, in QCD there is the additional possibility of a numerical experiment to
establish this sum, through lattice calculations.
3. One can choose different weighting functions for the sum rule and thereby change the
weight in the sum over states (cf. dispersion relation). For example, given a single-
particle operator F , we can derive the sum rule [57]
Sk(D) ≡
∑
ν
(Eν − E0)k|〈ν|F |0〉|2 = 〈0|F (H −E0)kF |0〉 . (2.5)
Thus one has some freedom to adjust how important particular states are in the sum.
In QCD sum rules, one finds that the weighting resulting from a Borel transform of
the correlation function is particularly effective.
4. Certain states may dominate the sum. The collective excitations known as giant
resonances are a case in point. If a giant resonance largely dominates (“saturates”) the
sum over states of the strength, then one obtains from the sum rule a direct connection
between some experimental properties of this resonance and a theoretical calculation.
Furthermore, we can use the freedom of changing the weighting function to improve
the dominance of the state of interest. Note that one does not learn everything about
the states, just certain matrix elements.
In QCD sum rules, we include an external parameter (the Borel mass) that adjusts the
weighting function. We seek a range of parameter values for which we find dominance by the
hadronic state of interest as well as a reasonable theoretical approximation to the ground-
state expectation value. That the latter goal is attainable in QCD is not obvious. In the
next section, we outline how it could be possible.
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C. Basic Strategy
Shifman has compared the strategy of the sum-rule approach to the quantum-mechanical
many-body problem of some external objects injected into a complicated medium [58]. (This
is what a Green’s function does, for example.) The picture is that, over time, the external
objects will interact with themselves and with the medium and will eventually develop into
a stationary state or, more generally, an approximate stationary state with a finite lifetime.
In many-body systems, the latter is known as a quasiparticle, while the analog in particle
physics is a hadronic resonance (such as the ρ meson). The objects can also develop into
many other complicated states with the same quantum numbers, but our goal is to isolate
some properties of the quasiparticle, such as its energy or amplitude for creation (i.e., the
spectral weight).1
The medium is too complicated to solve microscopically. At best we might know some
coarse, averaged thermodynamic properties. Ideally we would simply evolve the system for
large times (but still less than the quasiparticle lifetime), so that the quasiparticle develops
and becomes dominant. To do this, however, we would need to calculate the interactions
of the objects with the medium and the reaction of the medium back on the objects. By
assumption we cannot calculate these details.
Suppose, however, that the characteristic time for the medium to react is long com-
pared to the characteristic time for the external objects. Then there is a window in time
corresponding to some cycles of the developing bound state during which the medium is es-
sentially frozen, and the objects see only coarse properties. Yet it is enough time that some
basic features of the bound state are established. Then we have a chance to extrapolate
from relatively short times!
The key feature is the distinction in time scales. If certain aspects of the physics are
established at short times, they can persist to the measurement at long times, even though
the system appears very different. This is reminiscent of the parton model, as applied to
deep-inelastic scattering. In the infinite-momentum frame, one sees a clear separation of
time scales: the interaction of the photon with the constituent partons and the interaction
of the constituents among themselves. One can calculate the cross section for inclusive
scattering using partons and get the right answer, even though there are strong (confining)
final-state interactions and the partons end up in detectors as hadrons.
The analogy to QCD sum rules is that the medium is the QCD vacuum and the external
objects are valence quarks (or gluons) with definite quantum numbers created by external
currents (which we specify). We are able to calculate the behavior only at relatively short
times2 using the operator product expansion. The coarse properties of the medium seen by
the valence quarks are characterized by vacuum matrix elements of quark and gluon fields,
called condensates. The question of whether there really is a favorable relation of the time
scale characteristic of the valence quarks and that of the vacuum fluctuations is not clearcut
1Note that the latter by itself is not generally an observable.
2Actually, we will look effectively at short imaginary times.
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in QCD, and seems to depend strongly on the channel [59].
However, for light-quark hadrons, the existence of two mass (or time) scales has been
postulated in various contexts (for example, Georgi and Manohar’s chiral quark model [60]).
The vacuum response is characterized by times of order 1/ΛQCD. The shorter time scale
for the light-quark hadrons might be set by the chiral symmetry breaking scale. So one is
comparing roughly ΛQCD to the mass of the ρ meson or the nucleon. While this is not a
huge difference, it may be sufficient to establish some dominant features of the ground state
from the physics of chiral symmetry breaking before confining interactions play a direct role
in the bound state. (Compare to a quantum-mechanical system in a large box. The box
serves to discretize the spectrum, but does not change the total cross section if we average
over nearby levels [10].) This scenario is consistent with a picture of constituent quarks
forming first, then becoming weakly bound at later times. Indeed, one of the basic physical
predictions of QCD sum rules is that chiral symmetry breaking, as manifested by the chiral
condensate, predominantly sets the scale for the masses of light-quark hadrons.
The generalization of our analogy to finite density simply means that we inject valence
quarks into a modified medium, the nuclear matter ground state. The background fields
(condensates) seen by the injected quarks will be somewhat different, which would then be
reflected in the predictions for self-energies at finite density. If we focus on quantities that
are not strongly dependent on physics at large time scales, the successes of the vacuum sum
rules should carry over to finite density.
D. Field Conventions
In this section we review the basic QCD field operators to establish our notation and
conventions. We start with the fields for the up, down, and strange quarks, uaα, daα, and
saα, where we use a, b, c, . . . = 1–3 for quark color indices and α, β, γ, . . . = 1–4 for Dirac
indices. Due to isospin symmetry, we often do not distinguish between up and down quark
flavors; we use qaα to refer to either an up or down quark field.
The gluon field is denoted AAλ , where we use A,B,C, . . . = 1–8 for gluon color indices
and λ, µ, ν, . . . = 0–3 for Lorentz indices. A matrix form of the gluon field is obtained
by multiplying the color components of the gluon field by the generators of the SU(3) Lie
algebra:
Aµab ≡ AAµtAab , (2.6)
where tA ≡ λA/2 are the SU(3) generators in the fundamental representation (λA are the
Gell-Mann matrices [61]). They satisfy the following relations:
[tA, tB] = ifABCtC , tr(tA) = 0 , tr(tAtB) = 1
2
δAB , (2.7)
where fABC are totally antisymmetric structure constants [61] and tr denotes a trace over
quark color indices.
It is useful to introduce the gluon field tensor, which can be defined as
Gµν ≡ GAµνtA ≡ DµAν −DνAµ , (2.8)
13
where Dµ ≡ ∂µ− igsAµ is the covariant derivative (gs is the quark-gluon coupling constant).
Useful identities that follow from Eqs. (2.7) and (2.8) are
Gµν = i
gs
[Dµ, Dν] , (2.9)
GAµν = ∂µA
A
ν − ∂νAAµ + gsfABCABµACν . (2.10)
We also define the dual of the gluon field tensor,
G˜Aκλ ≡ 1
2
ǫκλµνGAµν . (2.11)
The quark fields are coupled to the gluon field by replacing ordinary derivatives with
covariant derivatives in the free quark Lagrangians. Thus the quark fields q and q (with
current quark mass mq) satisfy the following equations of motion:
(i /D −mq)q = 0 , q(i
←
/D+mq) = 0 , (2.12)
where we define
←
Dµ ≡
←
∂µ+ igsAµ. These equations of motion will be used in the subsequent
discussion to simplify operator matrix elements. In nucleon sum rules, the contributions
from finite up and down current quark masses are numerically small; therefore, we neglect
these contributions.
E. Ingredients of a QCD Sum-Rule Calculation
In this section we review the ingredients of a QCD sum-rule calculation. Since our
primary focus in this review is on the nucleon sum rule in medium, we will use the nucleon
sum rule in vacuum as our example here. Particular details of other sum rules can be found
in Refs. [8–10].
Conventional treatments of QCD sum rules start with a momentum-space correlation
function (also called a correlator) of color-singlet currents. For example, the analysis of the
nucleon mass [6] starts with the time-ordered correlation function Π(q) defined by
Παβ(q) ≡ i
∫
d4x eiq·x〈0|Tηα(x)ηβ(0)|0〉 , (2.13)
where |0〉 is the physical nonperturbative vacuum state, and ηα is an interpolating field with
the spin and isospin of a nucleon, but with indefinite parity. We have exhibited the Dirac
indices α and β. Here we choose to use the interpolating field for the proton proposed by
Ioffe [6,62]:
ηp = ǫabc(u
T
aCγµub)γ5γ
µdc , (2.14)
where ua and da are up and down quark fields (a is a color index), T denotes a transpose in
Dirac space, and C is the charge-conjugation matrix.
The choice of interpolating field for the nucleon is motivated by the goals of maximizing
the coupling to the nucleon intermediate state relative to other (continuum) states while
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minimizing the contributions of higher-order corrections from the operator product expan-
sion. Furthermore, we want the two invariant functions [see Eq. (2.20)] to be more-or-less
equally dominated by the nucleon contribution. These goals plus the simplicity of an in-
terpolating field with no derivatives and the minimum number of quark fields motivate ηp
[6,62]. In Sec. III F the sensitivity to this choice for finite-density sum rules is tested.
The fundamental physical object in the sum-rule analysis is the spectral density of the
interpolating fields. For our example here, we can identify spectral densities corresponding
to the two time orderings:
ραβ(q) =
1
2π
∫
d4x eiq·x〈0|ηα(x)ηβ(0)|0〉 , (2.15)
ρ˜αβ(q) =
1
2π
∫
d4x eiq·x〈0|ηβ(0)ηα(x)|0〉 . (2.16)
The spectral densities of the correlator follow from the assumed dispersion relation (ignoring,
for simplicity, any subtractions, which are not relevant here):
Παβ(q) = −
∫ +∞
−∞
dq′0
[
ραβ(q
′)
q0 − q′0 + iǫ
+
ρ˜αβ(q
′)
q0 − q′0 − iǫ
]
, (2.17)
where q′µ = (q
′
0,q). From this expression, one sees that the spectral densities are equal, up
to overall constants, to the discontinuity of the correlator across the real axis.
After inserting intermediate states between the currents in Eqs. (2.15) and (2.16), we
can extract the x dependence of the η field and do the x integral, yielding
ραβ(q) = (2π)
3
∑
n
δ(4)(q − Pn)〈0|ηα(0)|n〉〈n|ηβ(0)|0〉 , (2.18)
and a similar expression for ρ˜αβ(q) [but with δ
(4)(q + Pn)]. Here P
µ
n is the four-momentum
of the state |n〉. For fixed three-momentum q, the spectral function measures the intensity
at which energy is absorbed from the current at different frequencies. Thus it is analogous
to the absorption cross section
∑
ν σν(E) in Eq. (2.1). (In some finite-density sum rules, we
can also have scattering from the medium.)
Lorentz covariance and parity invariance imply that the Dirac structure of ραβ(q) is of
the form [63,61]
ραβ(q) = ρs(q
2)δαβ + ρq(q
2)/qαβ , (2.19)
and similarly for ρ˜, so that Π(q) has an analogous form:
Παβ(q) = Πs(q
2)δαβ +Πq(q
2)/qαβ , (2.20)
where Πs and Πq are Lorentz scalar functions of q
2 only. An independent sum rule for each
scalar function, Πs(q
2) and Πq(q
2), will be constructed.
Charge-conjugation invariance at zero density implies that the invariant spectral func-
tions ρi(q
2) and ρ˜i(q
2) (where i = {s, q}) are, in fact, identical, up to an overall sign. This
will not be true at finite density. Thus, for the vacuum case, one need integrate only over
positive energy. This means that the integral over energy in Eq. (2.17) can be transformed
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to one over q′2 ≡ s. The end result is the familiar dispersion relation for each invariant
function:
Πi(q
2) =
∫ ∞
0
ds
ρi(s)
s− q2 + polynomial . (2.21)
At finite density we will keep the dispersion relations as integrals over energy.
The dispersion relation in Eqs. (2.17) or (2.21) embodies a particular weighting of the
spectral density, integrated over all energies. When the correlator is evaluated for spacelike
external momenta (q2 < 0), the weighting function is analytic and serves to smear smoothly
the spectral density in energy. It is also clear that one could devise a different weighting
function that goes to zero sufficiently fast at large energy that the weighted integral is
assured to be finite (and no subtraction is needed). This weighted sum over states is one
half of our sum rule.
The other half of the sum rule is a direct calculation of the correlator using the operator
product expansion (OPE), which provides a QCD approximation to the correlator that is
applicable at large spacelike q2. The OPE is a useful tool for extracting phenomenological
information from renormalizable quantum field theories. The central idea is that the time-
ordered product of two local (elementary or composite) operators at short distances can be
expanded in terms of a complete set of regular local operators Ôn(0) [29,30]:
TA(x)B(0)
x→0
=
∑
n
CABn (x)Ôn(0) . (2.22)
The c-number coefficients CABn of the expansion are called Wilson coefficients. In this
expansion, the singularities at short distances are factored out from the regular operators,
and the terms in the expansion are organized in decreasing order of singularity. Formally, the
OPE has only been proven in perturbation theory; the validity of the OPE in the presence
of nonperturbative effects is a complex issue.
There has been a series of papers discussing the nature of the OPE beyond perturbation
theory [64–66]. It was shown that, to apply unambiguously the OPE, one must define the
coefficient functions and composite operators by introducing an auxiliary parameter, the
normalization point µ:
TA(x)B(0)
x→0
=
∑
n
CABn (x, µ)Ôn(0, µ) . (2.23)
Physics from momenta above µ are put in the coefficients CABn , while physics from momenta
below µ are put into the operators Ôn. Both the coefficient functions and the operators con-
tain, in general, nonperturbative as well as perturbative contributions. However, in practical
applications of the OPE (in particular, in the QCD sum-rule formalism), one usually applies
a simplified version. Namely, the Wilson coefficients are evaluated in perturbation theory,
while the nonperturbative effects are contained entirely in the vacuum expectation values of
composite operators, which are assumed to contain no perturbative contributions.
This simplified version of the OPE is justified in part by the phenomenological success
of QCD sum rules. In Ref. [65], the reason behind this success is attributed to the following:
There seems to be a range in µ in which µ is large enough with respect to ΛQCD (the QCD
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scale parameter) so that nonperturbative corrections to the coefficients are small and can
be neglected, but small enough so that the values of the condensates are quite insensitive to
variations in µ. In other words, there seems to be a “window” in QCD where the simplified
version of the OPE applies. Perturbative corrections to the operators can be taken into
account in the leading-logarithmic approximation through anomalous-dimension factors [5]
(these will be implicit in the rest of our discussion).
In momentum space, the OPE correlator takes the general form
Π(Q2) =
∑
n
C in(Q
2)〈Ôn〉vac , (2.24)
where the C in(Q
2) are c-number functions, calculated in QCD perturbation theory, and the
〈Ôn〉vac ≡ 〈0|Ôn|0〉 are vacuum expectation values of QCD operators—the condensates. The
expansion is in inverse powers of Q2 and thus is useful in the deep spacelike region, for which
Q2 ≡ −q2 is large and positive.
Equating the OPE correlator and the spectral expansion, each evaluated at spacelike q2,
gives us a sum rule. The equivalence exploits the underlying principle of duality . This term
is used in various contexts; for our purposes, it is most clearly expressed in terms of smeared
spectral densities. On the one hand, the spectral density is a sum of matrix elements with
physical intermediate states, including the hadron of particular interest. On the other hand,
one could calculate the spectral density in perturbation theory with a basis of quarks and
gluons.3 Superficially these have little in common; nevertheless, if these spectral densities
are sufficiently smeared, one should obtain the same result with either representation. (See
the harmonic oscillator example in Sec. II F.)
Smearing broadly with an analytic function can be thought of as focusing on the short
Euclidean time parts of the spectral density, which makes it amenable to approximation by
an OPE. The Euclidean correlator on the lattice in imaginary time is a clear example [see
Eq. (6.2)]. We note that the choice of smearing function is rather arbitrary and, furthermore,
that some choices are more useful than others. The experience with QCD sum rules is that
a near optimal choice corresponds to a Gaussian weighting function (in energy). We can
achieve this weighting starting from the correlator by applying a Borel transform.
Given a function f(Q2), the Borel transform B[f(Q2)] ≡ f̂(M2) can be defined in practice
by [5]
f̂(M2) ≡ lim
Q2,n→∞
Q2/n=M2
(Q2)n+1
n!
(
− d
dQ2
)n
f(Q2) , (2.25)
which depends on the “Borel mass” M . Table I lists the Borel transforms of the most com-
monly encountered functions in sum-rule applications.4 Expressions involving the running
coupling αs are derived using the one-loop expression:
3The OPE effectively gives corrections to the perturbative spectral density due to nonperturbative
effects.
4Some additional useful results can be derived by using integral representations of functions that
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αs(Q
2) ≃ 4π
b ln(Q2/Λ2QCD)
, (2.26)
and are valid to lowest order in αs.
One notes from Table I that any simple polynomial in Q2 is eliminated by the Borel
transform. This has two useful (and related) consequences: The subtraction terms accom-
panying the dispersion relation and any divergent (or renormalized) polynomials from the
OPE are simultaneously eliminated. It is also evident that the higher-order terms in the
OPE, which contain inverse powers of Q2, are factorially suppressed by the Borel transform.
After applying the Borel transform to the dispersion relation of each invariant function,
we obtain the desired weighting:
Π˜i(M
2) =
∫ ∞
0
ds e−s/M
2
ρi(s) . (2.27)
For M near the mass of the nucleon, higher-mass contributions to the integral are exponen-
tially suppressed.
isolate the Q2 dependence in the integrand in the form f(Q2) = e−zQ
2
with z > 0. The Borel
transform is found using f̂(M2) = M2δ(zM2 − 1).
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TABLES
TABLE I. Borel transforms of common functions, where k = 1, 2, 3, . . ., m = 0, 1, 2, . . ., and ǫ
is not necessarily integral. Transforms involving αs are given to leading order.
f(Q2) f̂(M2)
1
(Q2)k
1
(k − 1)!(M2)k−1
αs(Q
2)
(Q2)k
αs(M
2)
(k − 1)!(M2)k−1 + · · ·
(Q2)m 0
(Q2)m lnQ2 (−1)m+1m!(M2)m+1
αs(Q
2)(Q2)m lnQ2 αs(M
2)(−1)m+1m!(M2)m+1 + · · ·
1
(Q2 + µ2)ǫ
1
Γ(ǫ)(M2)ǫ−1
e−µ
2/M2
The correlator in spectral form can be evaluated by introducing a phenomenological
model for the spectral density. The lowest-energy contribution to the spectral function is
from the nucleon pole. Its contribution can be constructed from the matrix element
〈0|η(0)|q〉 = λNu(q) , (2.28)
where |q〉 is a one-nucleon state with four-momentum qµ (with q2 =M2N ) and u(q) is a Dirac
spinor for the nucleon. Contributions to the spectral functions from higher-mass states are
roughly approximated using the leading terms in the OPE, starting at a threshold s0 [see
Eqs. (2.53) and (2.54)].
Equating the Borel transforms of the OPE and phenomenological descriptions yields
relations—sum rules—for each invariant function. To summarize, the general recipe for a
QCD sum-rule calculation is:
1. identify an appropriate interpolating field for the hadron of interest and construct a
correlator;
2. identify the tensor structure and invariant functions of the correlator;
3. write dispersion relations for each invariant function with a spectral ansatz;
4. construct the OPE for each invariant function;
5. convert to Borel weighting;
6. match and extract parameters of the ansatz.
Examples of this procedure are given in the next two sections.
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F. Harmonic Oscillator Analogy
To illustrate the QCD sum-rule approach for nonexperts, it is useful to look at a simple,
solvable problem from ordinary quantum mechanics. Indeed, it is difficult to believe that the
approach is feasible without some direct evidence. Illustrative calculations for various three-
dimensional quantum mechanical potentials are given in the literature (see, for example,
Refs. [59] and [67]). There are also examples in model field theories, which provide additional
verifications of the methods.
Here we will go through the three-dimensional harmonic oscillator. The harmonic oscil-
lator is a particularly nice example, because, besides the advantage of being exactly solvable,
it has features analogous to QCD: confinement and asymptotic freedom. The confinement
analogy is obvious: the potential goes to infinity so that there are only bound states, no
continuum states. (One should imagine the one-body harmonic oscillator problem as arising
from a two-particle problem, with a harmonic oscillator potential between them. This, of
course, can be reduced to a one-body problem in an external potential.) The analog of
asymptotic freedom is less obvious, but follows because the potential is nonsingular at the
origin, which means that the kinetic energy will dominate the potential energy at short
times.
The Hamiltonian for the harmonic oscillator is
H =
1
2m
p2 +
mω2
2
x2 , (2.29)
where m is the mass and ω is the oscillator parameter. Complete information about the
system is given by the energies En and wave functions ψn(x) of the bound states, but this is
far more than we can calculate with sum-rule methods. Instead we focus on the ground-state
energy and wave function at the origin. The latter is the analog to something calculated in
QCD sum rules: an amplitude for finding quarks in the bound state on top of each other.
Thus we will deal with s states only in the sequel.
Our goal with the sum rules is to calculate the energy [E0 = (3/2)ω] and wave function
at the origin [|ψ0(0)|2 = (mω/π)3/2] of the lowest bound state. We start with the coordinate-
space Green’s operator or resolvent [67]:
G(x,y; z) ≡ 〈x| 1
z −H |y〉 =
∑
n
ψn(x)ψ
∗
n(y)
z − En , (2.30)
where the second equality is obtained by inserting a complete set of eigenstates of H . In the
complex z plane, there are poles at z = En. We will evaluate G for z = −E < 0, away from
the poles (“spacelike”). The analog of the QCD correlator follows by setting x = y = 0:
M1(E) ≡ −G(x,y;−E)
∣∣∣∣
x=y=0
=
∑
n
|ψn(0)|2
E + En
. (2.31)
But this doesn’t converge (cf. the need for subtractions), so we look at the derivative instead:
M2(E) ≡ d
dE
G(x,y;−E)
∣∣∣∣
x=y=0
=
∑
n
|ψn(0)|2
(E + En)2
. (2.32)
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For the harmonic oscillator, En and |ψn(0)|2 are given by
En = (
3
2
+ 2n)ω and |ψn(0)|2 = (2n+ 1)!!
2nn!
(
mω
π
)3/2
. (2.33)
Equation (2.32) is half of our candidate sum rule: a sum over states.
We can also evaluate M2(E) directly in perturbation theory after constructing the Born
series for G. The first-order result, for a general central potential V (r), is
M2(E) =
(
m3
8π2E
)1/2
[1− 4m
∫ ∞
0
dr r e−
√
8mE r V (r) + · · · ] , (2.34)
and for the harmonic oscillator is
M2(E) =
(
m3
8π2E
)1/2(
1− 3
16
ω2
E2
+ · · ·
)
. (2.35)
Note that, for large E, the free term dominates and the contribution from the potential is
a controlled correction. Equating the two representation of M2(E) gives us our sum rule.
Can we find values of E for which Eq. (2.35) is accurately calculated with one or two
corrections and Eq. (2.32) is dominated by the n = 0 term? For the harmonic oscillator,
taking E ≃ ω in Eq. (2.35) gives the exact answer to within a few percent. However,
the contribution of the ground state in Eq. (2.32) is only about 1/3 of the total and even
summing the first eight states only gives about 3/4! It would appear that our sum rule is
useless.
The solution is to use a better weighting function in the sum, such as an exponential,
to create a new, improved sum rule. We can reach such a sum rule by applying a Borel
transform with respect to E to each representation of M2(E).
5 The resulting sum rule is
[67]:
∞∑
n=0
|ψn(0)|2e−En/ǫ =
(
mǫ
2π
)3/2
[1− 4m
∫ ∞
0
dr r e−2mǫr
2
V (r) + · · ·]
=
(
mǫ
2π
)3/2(
1− ω
2
4ǫ2
+ · · ·
)
. (2.36)
This function can be recognized as a special case of the time-dependent Green’s function,
continued to imaginary time −i/ǫ. Note that for large ǫ a large number of levels make an
important contribution to the sum, whereas as we go to small ǫ the lowest level dominates
increasingly.
Now we try the harmonic oscillator again, with ǫ = ω, and again we find that first-order
perturbation theory gives the exact answer to within five percent. But now the ground state
contribution is 80% of the exact sum, and the first two levels together give 97%! So it is
plausible that this sum rule will let us extract information about the ground state from
low-order perturbation theory.
5Use Eq. (2.25) with Q2 → E and M2 → ǫ.
21
It is instructive to introduce the spectral density
ρosc(E) = π
∞∑
n=0
|ψn(0)|2δ(E −En) , (2.37)
where the sum is over a complete set of energy eigenstates. We can write the left-hand side
of Eq. (2.36) as
∞∑
n=0
|ψn(0)|2e−En/ǫ = 1
π
∫ +∞
−∞
dE e−E/ǫ ρosc(E) . (2.38)
The free spectral density follows from substituting the free Hamiltonian and plane-wave
states normalized in volume Ω:
ρfree(E) = π
∑
k
1
Ω
δ(E − k2/2m) −→
(
m3
2π2
)1/2
E1/2θ(E) . (2.39)
It would not appear from comparing Eqs. (2.37) and (2.39) that ρfree and ρosc have much in
common.
However, if we smear the spectral densities in energy, we find some similarities. If
we rewrite Eq. (2.36) in terms of integrals over spectral densities and transfer the free
contribution to the left-hand side, it takes the form
1
π
∫ ∞
−∞
dE [ρosc(E)− ρfree(E)]e−E/ǫ = 1√
ǫ
∞∑
n=0
An
ǫ2n
. (2.40)
The terms on the right-hand side, which are suppressed for large ǫ by powers of 1/ǫ, are
usually referred to as “power corrections.” If we take the limit ǫ → ∞, we find that the
integrated spectral densities are equal:
1
π
∫ ∞
−∞
dE [ρosc(E)− ρfree(E)] = 0 . (2.41)
This is referred to as a “global duality” relation.
This similarity between the spectral densities can be extended to more local relations.
That is, if we integrate from zero to the midpoint between the first and second levels, we
get quite close to the same result:
1
π
∫ 5ω/2
0
dE ρfree(E) ≃ 1
π
∫ 5ω/2
0
dE ρosc(E) =
(
mω
π
)3/2
. (2.42)
Similar results are obtained for other levels and if the integrands include a factor of E. This
is called “local duality” between the bound and free states. Each bound state eats up its
part of the free spectral density, leaving the magnitude of the integral unchanged.
The trick of the sum rules is to exploit this duality. In particular, we approximate the
true spectral density as the contribution from the lowest state, which is what we seek to
determine, and a contribution from higher states approximated by duality. Thus we use ρfree
starting at some threshold s0, which becomes a parameter to be determined as well. Then
we have
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|ψ0(0)|2e−E0/ǫ + 1
π
∫ ∞
s0
dE ρfree(E) e−E/ǫ =
(
mǫ
2π
)3/2(
1− ω
2
4ǫ2
+
19
480
ω4
ǫ4
+ · · ·
)
, (2.43)
or, putting the continuum contribution on the right hand side,
|ψ0(0)|2e−E0/ǫ = 1
π
∫ s0
0
dE ρfree(E) e−E/ǫ +
(
mǫ
2π
)3/2(
− ω
2
4ǫ2
+
19
480
ω4
ǫ4
+ · · ·
)
. (2.44)
The parameters to be extracted from the sum rule are E0, |ψ0(0)|2, and s0. One notes
that ǫ is an auxiliary parameter in the sum rule. If the sum rule were perfect, we could
pick any value of ǫ. However, each side is approximate, so at best we expect a region in ǫ
for which each side is well approximated. This fiducial region is determined in practice by
insisting that the errors due to the rough model of the higher states and the contributions
of omitted higher power corrections are both small.
There are various methods for extracting the parameters. The ratio method can be
useful if we have two sum rules that we can divide to remove the dependence on the wave
function. In the present case, differentiating with respect to −1/ǫ generates another sum
rule. Dividing the two sum rules yields an estimate for E0:
E0 =
1
π
∫ s0
0 dE ρ
free(E)Ee−E/ǫ + (mǫ
2π
)3/2ǫ(3
2
+ ω
2
8ǫ2
− 19
192
ω4
ǫ4
+ · · ·)
1
π
∫ s0
0 dE ρ
free(E) e−E/ǫ + (mǫ
2π
)3/2(− ω2
4ǫ2
+ 19
480
ω4
ǫ4
+ · · ·) . (2.45)
We can plot this for various values of s0 and choose the flattest curve in the fiducial interval
(say 0.6 < ω/ǫ < 1.2) to determine E0. With just two or three terms, results close to
E0 = (3/2)ω are found, with s0 ≃ (5/2)ω. We can then return to the original sum rule and
extract |ψ0(0)|2.
There are still some subjective elements in this ratio analysis because s0 is not determined
very well. An alternative approach is simply to treat the sum rule as an optimization problem
for E0, |ψ0(0)|2, and s0 in a specified interval where the sum rule should work (results should
be relatively insensitive to the precise boundaries). One finds that accurate and more stable
results are obtained this way, particularly if the continuum estimate is improved by adding
the first-order correction to ρfree. The QCD analog of the optimization method is described
in Sec. III F and will be our method of choice for quantitative analysis of the QCD sum
rules.
The moral of the harmonic oscillator analogy is that it is possible to construct a sum
rule that can be accurately calculated in low-order perturbation theory, but which is also
largely saturated by the lowest physical state. The key underlying principle is that of duality
between the two representations. In QCD sum rules, we exploit the duality between the
hadronic description (the physical spectral density) and the quark-gluon description from
the OPE. Note that the main source of error for the harmonic oscillator example is the rough
model of the spectral density for the higher states. In the QCD case, the situation is better:
Only the first resonance is narrow, with higher-state contributions broadened. Therefore a
simple continuum model may be quite reasonable.
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G. Sum-Rule Results in Vacuum
Now we return to the nucleon correlator in vacuum and put together a QCD sum rule,
following the recipe of Sec. II E and the harmonic oscillator example. We start with the
OPE for the functions Πs and Πq of Eq. (2.20). (A method to calculate Wilson coefficients
is described in Sec. IIID 5.) With the interpolating field in Eq. (2.14) and keeping operators
up through mass dimension six,6 one obtains [6]
ΠOPEs (q
2) =
q2
4π2
ln(−q2)〈qq〉vac , (2.46)
ΠOPEq (q
2) = −(q
2)2
64π4
ln(−q2)− 1
32π2
ln(−q2)
〈
αs
π
G2
〉
vac
− 2
3q2
〈qq〉2vac , (2.47)
where all polynomials in q2, which vanish under the Borel transform, have been omitted. In
Eq. (2.47), the four-quark condensates have already been estimated in terms of the square of
〈qq〉vac; this factorization assumption will be discussed in detail later. The Borel transform
can be calculated using the formulas in Table I to obtain
Π̂OPEs (M
2) = − 1
4π2
M4〈qq〉vac , (2.48)
Π̂OPEq (M
2) =
1
32π4
M6 +
1
32π2
M2
〈
αs
π
G2
〉
vac
+
2
3
〈qq〉2vac . (2.49)
Now consider the phenomenological side of the sum rule. Given the form of the correlator
in Eq. (2.13), one can simply write down the phenomenological form of a nucleon pole plus
higher-energy continuum states:
Πphen(q) = −λ2N
/q +MN
q2 −M2N + iǫ
+ continuum , (2.50)
where MN is the nucleon mass and λN was introduced in Eq. (2.28). In terms of the scalar
functions of Eq. (2.20), one has
Πphens (q
2) = −λ2N
MN
q2 −M2N + iǫ
+ continuum , (2.51)
Πphenq (q
2) = −λ2N
1
q2 −M2N + iǫ
+ continuum . (2.52)
The continuum contribution is approximated by the equivalent OPE spectral densities,
starting at a sharp threshold s0, yielding
ρphens (s) = λ
2
NMNδ(s−M2N )−
1
4π2
s〈qq〉vacθ(s− s0) , (2.53)
ρphenq (s) = λ
2
Nδ(s−M2N) +
[
1
64π4
s2 +
1
32π2
〈
αs
π
G2
〉
vac
]
θ(s− s0) . (2.54)
6Recall that terms with explicit dependence on mq are omitted here.
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The same continuum threshold s0 is assumed for simplicity to be relevant for each spectral
density. Substituting into Eq. (2.27), one obtains the Borel transform of the phenomenolog-
ical correlation function:
Π̂phens (M
2) = λ2NMNe
−M2
N
/M2 − M
4
4π2
〈qq〉vac
(
1 +
s0
M2
)
e−s0/M
2
, (2.55)
Π̂phenq (M
2) = λ2Ne
−M2
N
/M2 +
M6
32π4
(
1 +
s0
M2
+
s20
2M4
)
e−s0/M
2
+
M2
32π2
〈
αs
π
G2
〉
vac
e−s0/M
2
. (2.56)
At this point, one can make the identifications Π̂phens (M
2) = Π̂OPEs (M
2) and Π̂phenq (M
2) =
Π̂OPEq (M
2) and solve for MN by dividing the equations, with the following result:
MN =
2aM4
[
1−
(
1 + s0
M2
)
e−s0/M
2
]
M6
[
1−
(
1 + s0
M2
+
s2
0
2M4
)
e−s0/M2
]
+ bM2 (1− e−s0/M2) + 4
3
a2
, (2.57)
where a = −(2π)2〈qq〉vac and b = π2〈(αs/π)G2〉vac. Perturbative corrections ∼ αns can be
taken into account through anomalous-dimension factors (see Ref. [68] for formulas).
The principal physical content of the full sum rule, that the scale of the nucleon mass
is largely determined by the quark condensate, is manifest in a highly simplified version of
the nucleon sum rule. Detailed sum-rule analyses of the nucleon mass have been made by
Ioffe [6] and many others [69,8]. Ioffe concluded that the contributions of higher-dimensional
condensates and the continuum tend to cancel for values of the Borel mass in the vicinity of
MN , such that meaningful predictions can be made. If one neglects contributions from the
continuum, anomalous dimensions, and the gluon and four-quark condensates in Eq. (2.57),
the following simple result is obtained:
MN = −8π
2
M2
〈qq〉vac , (2.58)
which is to be evaluated for M2 ∼ 1GeV2. This is known as the Ioffe formula, which we
generalize to finite density in Sec. III F.
In Fig. 1 we plot the nucleon mass predicted by the ratio sum rule [Eq. (2.57)] as a
function of Borel M2 for several different continuum thresholds. We also plot the higher-
order sum rule of Ioffe and Smilga [68]. We expect that the sum rule should be valid in a
region near M2 = 1GeV2 [6]. That is to say, the overlap between the region where the sum
rule is dominated by the nucleon contribution and the region where the truncated operator
product expansion is reliable is around 1GeV2.
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FIGURES
FIG. 1. Ratio sum-rule predictions for the nucleon mass MN at zero density. The lower curves
are from the ratio sum rule up to dimension-six condensates only [Eq. (2.57)], and the upper group
of curves show the predictions of the sum rule from Ref. [68], which includes higher-dimensional
operators. Anomalous-dimension corrections are neglected. In both cases, the three curves corre-
spond to continuum thresholds s0 = 2.0GeV
2 (solid), s0 = 2.5GeV
2 (dashes), and s0 = 3.0GeV
2
(dot-dashes).
The sum rules for the nucleon are less than ideal for a number of reasons. First, we
expect that the ratio sum-rule prediction for the nucleon, if well-satisfied, should have a flat
region as a function of the Borel mass, which is just an auxiliary parameter. In fact, the
nucleon sum rule is not close to flat if we truncate the OPE at dimension-six condensates,
as we will do at finite density. On the other hand, the sum rule of Ioffe and Smilga [68],
which includes various higher-dimensional condensates, becomes considerably flatter over a
larger region. We interpret the change in the ratio within the fiducial region as a measure
of the theoretical error bar for the mass. Second, perturbative corrections to many of the
Wilson coefficients are large, although the net effect on the sum-rule predictions seems to be
small [70]. Third, the continuum contribution is unavoidably large because the gap between
the nucleon and higher-mass states is only of order 500 MeV. This is generally undesirable,
because we only use a simple model to account for the continuum states; however, lattice
tests [71] find the approximation to be quite reasonable (see Sec. VIB). Finally, it has been
suggested that instanton effects are also important for the nucleon sum rules [72,73] and
that inclusion of instanton effects help to stabilize the sum rule.
The vacuum sum rules for the nucleon (and other baryons) appear to be phenomeno-
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logically successful [10]. However, there are a variety of ways in which the sum rules could
be imprecise (or even fail). While this observation might make one hesitate before includ-
ing the further complications of finite density, we think that the situation is actually quite
favorable. Indeed, since we focus on changes in spectral properties with density, we are
less sensitive to details that affect the absolute predictions of vacuum properties. We will
rely on the cancellation of systematic discrepancies (including those from the truncation to
dimension-six operators) by normalizing all finite-density self-energies to the zero-density
prediction for the mass [18]. Moreover, even predictions with large uncertainties (e.g., 50%)
will be useful in assessing relativistic phenomenology. So we will proceed to generalize the
nucleon sum-rule formalism, assuming that the zero-density limit is valid.
QCD sum-rule methods have also been widely applied to the calculation of baryons other
than the nucleon and to meson masses, coupling constants, and form factors. Results for
almost every low-spin (J < 3) meson have been calculated with only a handful of parameters.
These calculations are well documented elsewhere; the book by Shifman [10] and the reviews
by Reinders et al. [8] and Narison [9] provide good guides to the literature.
III. NUCLEONS AT FINITE DENSITY
A. Overview
In this section, we extend the sum-rule approach to the finite-density problem of nucleons
propagating in infinite nuclear matter. We start with a review of relativistic phenomenology,
which identifies the quantities to calculate and the physics we hope to test with the sum
rules. Next we focus on changes in the chiral condensate at finite density, which suggests
that nucleon propagation should be strongly modified. Then we put together these inputs
through a generalization of the sum-rule approach, which encompasses several subsections.
Finally we present results and mention alternative calculations. We have omitted some
technical details in places so that we can focus on the physics, but complete details are
available in the cited references.
B. Relativistic Nuclear Phenomenology
In this section, we review some elements of relativistic nuclear physics phenomenology.
Our discussion follows that of Ref. [18]. Our goal is twofold: to explain the basic physics
underlying the approach and to give insight into the appropriate way to model the spectral
density for QCD sum rules at finite density. We also will introduce notation that will be
used for the sum rules.
The most significant success of relativistic nuclear physics has been the economical de-
scription of proton-nucleus spin observables at intermediate energies for a wide range of
target nuclei. This problem has been studied both purely phenomenologically using a global
parameterization of the scattering data [31–33,38] and in a meson-theoretical framework
based on a relativistic impulse approximation [34–37]. The key to the successes of both
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approaches is that nucleon propagation in the nuclear medium is described by a Dirac equa-
tion featuring large Lorentz scalar and vector optical potentials. That is, the nucleon wave
function ψ satisfies
(Eγ0 − γ · q−MN − U)ψ = 0 , U ≃ S + V γ0 , (3.1)
where S and V are the scalar and vector optical potentials, MN is the nucleon mass, and E
is the nucleon energy.
Although the two approaches give slightly different optical potentials, the qualitative
features are quite similar [31–38]:
• Attractive scalar (Re S < 0) and repulsive vector (Re V > 0) potentials are found,
with magnitudes reaching several hundred MeV at nuclear matter saturation density.
• Significant cancellation between the potentials occurs, so that the effective nonrela-
tivistic central potential is only tens of MeV in magnitude.
• The scalar and vector imaginary parts also exhibit significant cancellation; the imagi-
nary parts are significantly smaller than the real parts.
• The real parts of the potentials have relatively weak energy dependence.
These qualities naturally suggest that a nucleon at intermediate energies can be regarded
as a quasiparticle with large scalar and vector self-energies (corresponding to the optical
potentials). The imaginary parts of the optical potential indicate that the width in energy
of the quasinucleon excitation is relatively small on hadronic scales; that is, small compared
to the spacing between the free-space nucleon and the Roper resonance. As discussed below,
a similar picture emerges for nucleons below the Fermi sea in mean-field QHD [39,40] or
relativistic Brueckner calculations [39,74–76].
This picture is different from conventional descriptions based on nonrelativistic NN
potentials. It is worth asking why one might expect such a picture. The empirical low-energy
NN scattering amplitudes are conventionally parameterized using Galilean invariants; one
might, instead, choose to express these amplitudes using Lorentz invariants. In this case,
one finds Lorentz scalar and vector components that are much larger than the amplitudes
deduced from the nonrelativistic decomposition. In ordinary, spin-saturated nuclear matter,
all of the other Lorentz components arising from the NN interaction largely average out,
leaving only small effects; these include terms arising from one-pion exchange. Thus, the
dynamics of neutral scalar and vector components are the most important for describing
nucleons in bulk nuclear matter [39].
Relativistic hadronic field theories of nuclear phenomena such as quantum hadrodynam-
ics (QHD) provide a qualitative description of this physics. In this description, large scalar
and vector self-energies emerge at the mean-field level from the interaction of a nucleon with
all other nucleons in the Fermi sea via the exchange of isoscalar scalar and vector mesons.
This simple picture has many phenomenological successes; for example, relativistic mean-
field models provide a quantitatively accurate description of many bulk properties of nuclei
[39].
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It is important to stress that the QCD sum rules we construct will not test this under-
lying dynamical picture of meson exchange as the origin of the quasinucleon self-energies.
Concerns about issues such as the use of the Dirac equation to describe composite nucleons
(such as the role of Z-graph physics) have dominated the past discussion of connections
between relativistic nuclear physics and QCD [41–46,51,48]. We will briefly address some
of these issues at the end of this article, but they do not affect our discussion. Instead, we
consider the spectral properties themselves, which can be studied outside the context of a
hadronic model. Having done such a study, one can compare to the predictions of Dirac
phenomenology or QHD. The critical questions are the magnitudes and signs of the Lorentz
scalar and vector parts of the optical potential.
To put this more concretely, we consider the nucleon propagator in a QHD theory
G(q) = −i
∫
d4x eiq·x 〈Ψ0|Tψ(x)ψ(0)|Ψ0〉 , (3.2)
where |Ψ0〉 is the nuclear matter ground state and ψ(x) is a nucleon field [39]. The analytic
structure of G in the mean-field (and more sophisticated) approximations can suggest what
we should expect to find for an analogous QCD correlator. The nucleon self-energy Σ can
be defined formally in terms of the solution of Dyson’s equation for the inverse propagator:
[G(q)]−1 = /q −MN − Σ(q) . (3.3)
The self-energy can be identified directly from the analytic properties of the propagator
G(q). In particular, the discontinuities of G across the real q0 axis, which are proportional
to the spectral densities, can be used to extract the on-shell self-energy.
Since Lorentz transformation properties are at the heart of this problem, it is useful to
identify the various Lorentz vectors in the problem. We will use these vectors to classify
the possible terms in G(q). There are only two independent vectors: qµ itself and uµ, the
four-velocity of the matter. Since uµ will play an essential role in what follows, it is useful
to give some feeling for what uµ means. The key point is that infinite nuclear matter has a
natural rest frame specified by uµ: the frame in which the expectation value of the baryon
current is zero for all spatial components; the time component of the current in this frame
is simply the baryon density ρN . In the rest frame of nuclear matter, the components of the
four-velocity are (1, 0). An alternative way to understand uµ is to consider infinite nuclear
matter as the limit of a finite nucleus when the mass and particle number go to infinity. The
four-velocity is simply given by uµ = pµ/M where pµ is the four-momentum of the nucleus
and M =
√
p · p is the invariant mass. (In general, any four-vector thermodynamic quantity
in an equilibrium system, such as the momentum or baryon densities, is proportional to uµ.)
We start with a general decomposition of G(q):
G(q) = Gs(q
2, q · u) +Gq(q2, q · u)/q +Gu(q2, q · u)/u . (3.4)
This form is determined by Lorentz covariance and the assumed invariance of the ground
state under parity and time-reversal symmetries [77]. The self-energy can be decomposed
similarly; this will define the notation used in subsequent sections. The nucleon self-energy
is written as
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Σ(q) = Σ˜s(q
2, q · u) + Σ˜µv (q)γµ , (3.5)
where
Σ˜µv (q) = Σu(q
2, q · u)uµ + Σq(q2, q · u)qµ . (3.6)
We also define an in-medium scalar self-energy
Σs ≡M∗N −MN , M∗N ≡
MN + Σ˜s
1− Σq , (3.7)
and an in-medium vector self-energy
Σv ≡ Σu
1− Σq , (3.8)
The combinations in Eqs. (3.7) and (3.8) appear naturally when one solves for the nucleon
pole. In a certain sense, the “scalar self-energy” of the nucleon in the medium is M∗N ; this
is the scalar quantity we will calculate using the sum rules. However, we will follow the
conventional nuclear physics nomenclature and refer to Σs as the scalar self-energy in the
medium.
In the mean-field approximation, Σs and Σv are found to be real and independent of
momentum, and Σq is taken to be identically zero. In this description, nucleons of any three-
momentum appear as stable quasiparticles with self-energies that are nearly linear in the
density up to nuclear matter density [39]. For mean-field models that provide quantitative
fits to bulk properties of finite nuclei, the self-energies are typically several hundred MeV
in magnitude at nuclear matter saturation density: Σs ∼ −350 MeV and Σv ∼ +300 MeV.
These correspond to real, energy-independent optical potentials, S and V , and are similar
in magnitude to the real parts of the optical potentials used to describe proton-nucleus
scattering [31–38]. We wish to stress that the effective nucleon massM∗N defined in Eq. (3.7)
is not equivalent to the usual nonrelativistic effective nucleon mass that is connected with
the momentum dependence of the optical potential [78]. It comes from different physics and
does not reduce to the nonrelativistic M∗N in the nonrelativistic reduction of the model. We
refer the reader to Ref. [79] for further discussion of the relations between different effective
masses.
Clearly, mean-field physics is not the entire story. We know a priori that the optical
potentials are complex and energy dependent. Thus, although mean-field models success-
fully describe a wide range of phenomena, their simplicity leads us to question whether
the basic physics survives in a more sophisticated analysis. The most sophisticated rela-
tivistic calculations of nuclear matter have been performed in what is usually known as
the Dirac Brueckner Hartree-Fock (DBHF) approximation [39,74–76]. This approximation
incorporates effects from short-range correlations, which are critical in the nonrelativistic
description of nuclear matter saturation. While these calculations involve some untested as-
sumptions, they provide a unified and quantitative description of NN scattering observables
and nuclear matter saturation properties.
Dirac Brueckner calculations generally find that the on-shell self-energies are only weakly
dependent on the three-momentum q. (This corresponds to a weak energy dependence for
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the real parts of the relativistic scalar and vector optical potentials seen by a scattered nu-
cleon.) Here, “on-shell” means that the self-energies are evaluated at the q0 corresponding to
the pole position, which is found by solving a transcendental equation for the self-consistent
single-particle energy [39]. The self-energies Σs and Σv are found to be essentially similar
in magnitude, sign, and density dependence to those from mean-field calculations. Further-
more, the magnitude of the dimensionless Σq, which is zero in the mean-field approximation,
is typically much less than one in DBHF calculations (see, however, Ref. [75]). Thus the
mean-field quasiparticle picture is qualitatively unchanged in the DBHF approximation. We
use this picture to guide us in formulating our QCD sum-rule spectral ansatz.
In the mean-field approximation, the propagator with real self-energies in the rest frame
of nuclear matter is
G(q) =
1
/q −MN − Σ(q) −→ λ
2 /q +M
∗
N − /uΣv
(q0 −Eq)(q0 − Eq)
, (3.9)
where Eq and Eq, the positions of the positive- and negative-energy poles, are defined in
Eqs. (3.10) and (3.11) below. We have introduced a common residue factor λ2, which is unity
here, but includes the factor (1−Σq)−1 in more general approximations. (Infinitesimals are
not needed in the present discussion, so we suppress them.) Although, we have given the
result in a particular frame, it is straightforward to go to any other frame via a Lorentz
boost.
We can pick out the functions Gq, Gs, and Gu directly from Eq. (3.9) using Eq. (3.4). A
Lehmann representation, obtained by inserting a complete set of intermediate states between
the ψ and ψ in Eq. (3.2), shows that Gq, Gs, and Gu have the same singularity structure.
In general, the entire real q0 axis is cut (except for a small gap at the chemical potential),
but in the mean-field approximation there are only two simple poles. The discontinuities
of the Gi’s across the real q0 axis are proportional to the spectral functions. There are no
singularities elsewhere in the complex q0 plane.
In the mean-field approximation, the positive- and negative-energy poles in q0 are at
Eq = Σv +
√
q2 +M∗N
2 ≡ Σv + E∗q , (3.10)
Eq = Σv −
√
q2 +M∗N
2 ≡ Σv − E∗q (3.11)
The discontinuities of the propagator functions across the real q0 axis, for real, fixed |q|, are
simply δ functions in this approximation:
∆Gs(q0) = −2πiM
∗
Nλ
2
2E∗q
[δ(q0 − Eq)− δ(q0 − Eq)] , (3.12)
∆Gq(q0) = −2πi λ
2
2E∗q
[δ(q0 − Eq)− δ(q0 −Eq)] , (3.13)
∆Gu(q0) = +2πi
Σvλ
2
2E∗q
[δ(q0 − Eq)− δ(q0 −Eq)] . (3.14)
These define the mean-field spectral densities up to an overall factor of 2πi. It is clear from
Eq. (3.9) that the relative residues of the /q, scalar, and /u poles directly determine M∗N and
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Σv. These are the two independent quantities we wish to extract; when we generalize to the
QCD case, these will be the quantities we want to extract via our spectral ansatz for the
QCD nucleon correlator. Note, however, that in the mean-field approximation, the on-shell
self-energies are independent of q, while the self-energies we extract from the sum rules will
depend explicitly (but weakly) on q.7
Evidently, to match the empirical fact that quasinucleon single-particle energies are
mostly unchanged at nuclear matter density, we must find significant cancellation between
Σs and Σv to keep Eq roughly constant. In contrast, the mean-field ansatz predicts a sig-
nificant shift of the negative-energy “pole” position Eq with increasing density, since the
scalar and vector self-energies are both attractive in this channel. In reality, we expect
a broad distribution of strength rather than a narrow excitation, so the simple ansatz is
far more realistic for the positive-energy quasinucleon than for the antinucleon. Thus we
find that, although a simple real momentum-independent description of the self-energies
yields a plausible description of the nucleon in nuclear matter, it does a rather poor job of
describing antinucleons in nuclear matter. It should be noted that this spread in the antin-
ucleon strength occurs rather naturally in Dirac phenomenologically. While the imaginary
parts of the scalar and vector self-energies tend to cancel for the nucleon, they add for the
antinucleon, implying a large imaginary self-energy and, hence, a large width. Thus, while
the neglect of the imaginary part of the self-energy may be justified in descriptions of the
nucleon, it is certainly not justified in descriptions of the antinucleon. Accordingly, it is
important when using such an overly simple description to ensure that calculated quantities
do not depend strongly on contributions coming from the antinucleons.
One might imagine that, given the large self-energies predicted in relativistic models, one
could find clear experimental signatures. This is not the case. The individual self-energies
are not directly observed in nuclei; only combinations of scalar and vector appear. Moreover,
given the large cancellations between scalar and vector in many observables, one finds that
the best evidence of a modified relativistic effective massM∗N , for example, is rather indirect,
coming from fits to spin observables in intermediate-energy scattering.
QCD sum rules, however, are not able to predict directly such spin observables. As a
result, in our QCD sum-rule studies, we adopt an indirect approach. Instead of attempting
to make direct predictions of experimental observables, we will use QCD sum rules to predict
the individual scalar and vector self-energies themselves. To do so, we consider the analytic
structure of something like the nucleon propagator in QHD models. This leads us to the
natural analog in QCD of the QHD propagator: a correlator of interpolating fields with
nucleon quantum numbers.
Our aim is to study the QCD correlator at finite density. In many ways the problem
resembles the simple QHD problem discussed in this section. For example, we can exploit
the fact that the correlator can be decomposed as in Eq. (3.4). We will also use the Lehmann
7The momentum dependence means that the residues of the positive- and negative-energy poles
will differ. This is an important effect in some other formulations of finite-density nucleon sum rules
[80]. Because we will explicitly suppress negative-energy contributions, it will not be an important
consideration in our sum rules.
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representation to relate the discontinuities in q0 across the real axis to the spectral densities,
which, in turn, determine the correlator everywhere in the complex q0 plane. Phenomenolog-
ically, we will assume a quasinucleon model to describe the region of the cut corresponding
to the energy of a nucleon in nuclear matter. That is, we will take Eq. (3.9) as our ansatz
for the quasinucleon contribution to the correlator, although we will allow the self-energies
to depend on the three-momentum q. We stress that all of this can be done without making
the assumptions that QHD and the mean-field approximation are valid. All we assume is
that the nucleon in medium is well approximated as a reasonably well-defined quasiparticle.
Lorentz covariance and the assumed invariance of the nuclear matter ground state un-
der time-reversal and parity symmetries constrain the form of the spectral functions for
the nucleon propagator in QHD models. In particular, they imply that only Lorentz scalar
and vector self-energies (i.e., no pseudoscalar or tensor components) are associated with a
quasiparticle pole [77]. These same constraints also apply to the QCD correlator of nu-
cleon interpolating fields. They do not involve further assumptions about hadronic degrees
of freedom or other aspects of relativistic phenomenology. Therefore, the principal issue
we address here is not whether there are scalar and vector self-energies that characterize
the nucleon-like excitation in medium; this is a given once we believe that a quasiparticle
approximation is reasonable. The real question is: What are the magnitudes, signs, and
density dependencies of the self-energies? Phenomenologically, the quasiparticle energy of
a nucleon in nuclear matter is only fractionally shifted from the free nucleon energy, and
the excitation is only tens of MeV wide at most. This small shift will not be a built-in
constraint, but should be predicted by the sum rules as well.
Of course the quasiparticle ansatz is overly simple: the true QCD correlator at finite
density will not have simple poles on the real axis. However, we believe the width of the
positive-energy quasinucleon excitation to be small on hadronic scales (and also compared
to the energy over which we average in the sum rule), so we are justified in making a pole
ansatz. Moreover, since this ansatz does not explicitly include a background or continuum
at these energies, the effective self-energies we extract will account for all of the strength in
the nuclear domain. In this sense our in-medium nucleon “pole” is like the ρ-meson “pole” in
the vacuum sum-rules; it summarizes spectral strength over a narrow region. On the other
hand, the spectral density on the negative-energy side, which corresponds to an antinucleon
“pole,” describes the spectral function quite badly; we expect a broad distribution as the
density of the nuclear system is increased. Therefore, we will minimize our sensitivity to
this part of the spectral density by constructing a sum rule that suppresses this contribution
relative to the positive-energy side.
C. The Chiral Condensate in Nuclear Matter
Perhaps the most compelling evidence that light-quark hadron properties are significantly
altered in matter stems from two basic facts: 1) The chiral condensate 〈qq〉 plays an essential
role in the structure of these hadrons, and 2) in the nuclear medium, the magnitude of the
chiral condensate is substantially reduced relative to its vacuum value. This decrease of the
chiral condensate in medium is often referred to as “partial restoration of chiral symmetry.”
In this section, we will review some of the important issues concerning the chiral condensate
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at finite density. Additional details may be found in the recent review by Birse [50].
To leading order, the reduction in magnitude of the chiral condensate in nuclear matter
from its vacuum value is simply the reduction per nucleon times the density of nucleons
[12]. The essential observation is that the net amount a single isolated nucleon reduces the
integrated scalar density is closely related to an experimental observable. In particular, the
nucleon σ term, defined by
σN ≡ 2mq
∫
d3x (〈N˜ |qq|N˜〉 − 〈0|qq|0〉) , (3.15)
with mq the average of the up and down quark masses and |N˜〉 a box-normalized nucleon
state (see Sec. III E 2), is extractable from π-N scattering data after some (nontrivial) the-
oretical extrapolations.
Ignoring NN interactions, one can express the value of the chiral condensate at finite
nuclear matter density as8
〈qq〉ρN
〈qq〉vac = 1−
σNρN
m2πf
2
π
+ · · · , (3.16)
where we have introduced the notation 〈Ôn〉ρN ≡ 〈Ψ0|Ôn|Ψ0〉 and used the Gell-Mann–
Oakes-Renner (GMOR) relation [81],
2mq〈qq〉vac = −m2πf 2π . (3.17)
One can use Eq. (3.16) to get a first approximation to how much one expects the chiral
condensate to change in the nuclear medium. For definiteness, we take nuclear matter
saturation density to be ρN = (110MeV)
3 ≃ 0.17 fm−3. The extraction of the σ term requires
a sophisticated analysis and there remain significant uncertainties. A recent analysis gives a
value for σN of approximately 45 MeV with an uncertainty in the 7–10MeV range [82]; future
experiments and theoretical work should tighten the limits further. Taking σN = 45MeV
and using Eq. (3.16) gives 〈qq〉ρN/〈qq〉vac ≃ 0.64. Thus, this simple analysis suggests that
the chiral condensate at nuclear matter density is substantially reduced from its free-space
value.
The expression in Eq. (3.16) is, in a very real sense, model independent [51]. It is valid
for any description of nuclear matter so long as the density is sufficiently low that one can
ignore the effects of interactions. There has been considerable discussion [12,17,51,83–88,50]
about corrections to Eq. (3.16), which are model dependent . Fortunately, there is good
reason to believe that these corrections are small (≤ 20%) up to nuclear matter density [51].
There is a very general way to relate the in-medium chiral condensate to the quark-mass
dependence of the nuclear matter energy density. As shown in Ref. [51], one can use the
8The condensate 〈qq〉 is defined with an implicit normalization scale, typically taken to be 0.5–
1.0GeV. The ratio in Eq. (3.16), however, is renormalization-group invariant.
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Hellmann-Feynman theorem [89] to express the in-medium condensate as9
〈qq〉ρN
〈qq〉vac = 1−
1
m2πf
2
π
(
σNρN +mq
dδE
dmq
)
, (3.18)
where δE , which is of higher order in ρN , is the contribution to the energy density from
interactions and Fermi motion.
The derivation of Eq. (3.18) is quite simple. The Hellmann-Feynman theorem [89] states
that, given a Hermitian operator H(λ), depending on the real parameter λ, with a set of
normalized eigenstates |ψi(λ)〉, one obtains
〈ψi(λ)| d
dλ
H(λ)|ψi(λ)〉 = d
dλ
〈ψi(λ)|H(λ)|ψi(λ)〉 . (3.19)
Now consider the application of this theorem to QCD. The operator H can be taken to
be the QCD Hamiltonian,
HQCD = H
χ
QCD +
∫
d3xmq(uu+ dd) +
1
2
∫
d3x (mu −md)(uu− dd) +HheavyQCD , (3.20)
where HχQCD is the QCD Hamiltonian in the chiral limit, H
heavy
QCD contains the quark mass
terms for strange and heavier quarks, and mq is the average of the up and down quark
masses. One can apply the Hellmann-Feynman theorem to this system with mq playing the
role of λ and |Ψ0〉 and |0〉 playing the role of |ψi(λ)〉. After using the fact that the system
is translationally invariant to remove an overall volume factor, one obtains
2mq(〈qq〉ρN − 〈qq〉vac) = mq
dE
dmq
, (3.21)
where E =MNρN + δE is the nuclear matter energy density.
Upon using this expression for the energy density, Eq. (3.21) becomes
2mq(〈qq〉ρN − 〈qq〉vac) = mq
(
dMN
dmq
ρN +
dδE
dmq
)
, (3.22)
A second application of the Hellmann-Feynman theorem, this time using the nucleon and
vacuum eigenstates of HQCD, yields σN = mq(dMN/dmq). This result plus the GMOR
relation [Eq. (3.17)] gives us Eq. (3.18).
From Eq. (3.22), one might expect the corrections to Eq. (3.16) to be small at nuclear
matter densities and below. The essential point is that the interaction energy density is much
smaller than the energy density associated with the nucleon masses. (The interaction energy
per nucleon is about 16 MeV, while the nucleon mass is nearly two orders of magnitude
9One can avoid renormalization subtleties in applying the Hellmann-Feynman theorem by working
with bare quantities. Since Eq. (3.18) is renormalization-group invariant, the bare quantities can
be replaced with analogous scale-dependent renormalized quantities.
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larger.) Thus, one expects the first term on the right-hand side of Eq. (3.22) to dominate
the second.
Of course, this argument is somewhat naive: δE ≪MNρN does not necessarily imply that
dδEρ/dmq ≪ (dMN/dmq)ρN . Nevertheless, the argument is quite suggestive. To proceed
beyond this qualitative level, one needs to consider explicit models. The magnitude and even
the sign of the correction to Eq. (3.16) have been subject to considerable recent discussion
[12,17,51,83–88,50]. At present there are probably no models that can be used to calculate
these corrections reliably . It is encouraging, however, to note that all of the models on
the market, whether based on explicit quark degrees of freedom or hadronic degrees of
freedom, give small corrections to the model-independent relation at least up to nuclear
matter saturation density [50]. We are, therefore, reasonably confident that the in-medium
condensate is reduced from its free space value by a substantial amount ∼ 35%.
However, one must ask whether the in-medium chiral condensate is a dynamically impor-
tant quantity. This question was raised by Ericson [88] in the following context: The chiral
condensate is a spatially averaged quantity. In any realistic description of nuclear matter
there are spatial correlations in the local value of qq; one might expect that inside nucleons
and in their immediate neighborhood the condensate is very different from its vacuum value,
while between nucleons the value of qq may not be much altered from the vacuum value.
Given this picture, it is reasonable to ask whether this average quantity should play any
special role. The condensate apparently represents the average of two very different kinds
of physics, and one might imagine that the average could change substantially by simply
increasing the number density of regions where qq differs from the vacuum value without
anything special happening elsewhere.
As noted by Birse [50], however, this picture is not realistic: the range of the spatial
correlations for qq is fairly long; it is typically given by two-pion exchange. Thus, at nuclear
densities, any given nucleon is influenced by the change in the condensate induced by its
neighbors, since the range (and the physical origin) is similar to that of the scalar meson
of one-boson-exchange phenomenology. Moreover, if the picture of localized bits of altered
condensate were correct and the chiral condensate itself were of no dynamical significance,
as suggested by Ericson, then one could have dense matter with the condensate going to zero
and eventually changing signs without anything special happening. As noted recently [90],
however, this is not possible; the chiral condensate can be shown to be negative semi-definite.
What are the consequences of a decreasing chiral condensate? As stressed earlier, the
mass of the nucleon is strongly tied to chiral symmetry breaking. This relationship is seen
both in simple chiral models [91] and in Ioffe’s QCD sum-rule treatment of the nucleon [6].
The reduction of the chiral condensate by about 35% in the nuclear medium suggests, but
does not prove, that the nucleon mass (more precisely, its scalar self-energy) in the medium
should be significantly reduced. To be consistent with the empirical fact that nucleons are
very weakly bound in energy, there must also be a strong vector repulsion. This is the
picture suggested by the Dirac phenomenology. We next turn to the formulation of QCD
sum rules for nucleons in medium to see whether this qualitative picture plays out.
D. Formalism: Nucleons in Medium
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1. Finite-Density Correlator
The generalization of the vacuum QCD sum rules to finite density starts with the same
correlation function of interpolating fields as in Eq. (2.13). The only immediate difference
is that, instead of a vacuum expectation value, matrix elements are evaluated in the finite-
density ground state. Thus we focus on10
Π(q) ≡ i
∫
d4x eiq·x〈Ψ0|Tη(x)η(0)|Ψ0〉 , (3.23)
where η(x) is a colorless interpolating field made up of quark fields with the quantum
numbers of a nucleon. The ground state of nuclear matter |Ψ0〉 is characterized by the rest
frame nucleon density ρN and by the four-velocity u
µ; it is assumed to be invariant under
parity and time reversal. Formally, we work at fixed volume and baryon number until the
end, when we take the thermodynamic limit.
We can choose to work either at fixed density, with interpolating fields in the Heisenberg
picture as at zero density, or with a chemical potential and grand canonical Heisenberg
operators. Since we work exclusively at zero temperature here, the distinction between
working with the density and with a chemical potential is not critical. However, there are
several reasons to work in the Heisenberg picture:
1. We wish to exploit the zero-density sum rules as a means of normalizing the finite-
density sum rules, so we want a smooth limit to zero density.
2. Our estimates for the finite-density matrix elements (condensates) will give them as
functions of density, not chemical potential.
3. The physics of the chemical potential will not be reproduced by the sum rules. That
is, the singularity structure signaled by the chemical potential will not be reflected on
the OPE side; more simply, the sum rules don’t “know” about the Fermi surface.
We generalize the discussion of Sec. II E by considering all nucleon interpolating fields
(currents) that contain no derivatives and couple to spin-1
2
and isospin-1
2
states only. There
are two linearly independent fields with these features corresponding to a scalar or pseu-
doscalar up-down diquark coupled to the remaining quark. For the proton these two inde-
pendent interpolating fields are
η1(x) = ǫabc[u
T
a (x)Cγ5db(x)]uc(x) , (3.24)
η2(x) = ǫabc[u
T
a (x)Cdb(x)]γ5uc(x) , (3.25)
where T denotes a transpose in Dirac space and C is the charge conjugation-matrix. The
analogous fields for the neutron follow by interchanging the up and down quark fields and
changing the overall sign.
10As explained later, it is not important whether we start with the time-ordered or retarded
correlator.
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Here we define a linear combination of these two fields:
η(x) = 2 [tη1(x) + η2(x)] , (3.26)
where t is an arbitrary real parameter. The current with t = −1 corresponds to Ioffe’s choice
[6], which was considered in the discussion of the vacuum sum rule. If the correlator were
calculated to arbitrary accuracy from both the QCD expansion and the phenomenological
description, one would expect that the sum-rule predictions of physical observables would
be independent of the choice of t. In practice, however, the QCD expansion is truncated
and the phenomenological description is represented crudely. The criterion of choosing
the interpolating field in QCD sum-rule applications is to maximize the coupling of the
interpolating field to the desired physical intermediate state relative to other (continuum)
states, while minimizing the contributions of higher-order terms in the OPE. These goals
cannot be simultaneously realized. The optimal choice of the nucleon interpolating field
seems to be close to Ioffe’s choice. However, interpolating fields with t ≃ −1.1 have also been
used in nucleon sum-rule studies [9], in particular, in studying direct small-scale instanton
effects in nucleon sum rules [72,73]. We shall consider values in the range −1.15 ≤ t ≤ −0.95
here to evaluate the sensitivity of our predictions.
It is often remarked in the literature that one cannot work covariantly at finite density
or temperature because of the existence of a preferred frame of reference, i.e., the rest frame
of nuclear matter. This is a misconception. While the ground state is not invariant under
all Lorentz transformations (unlike the vacuum state), matrix elements in this state do have
well-defined Lorentz transformation properties. So two observers in different frames can still
compare calculations or observations as prescribed by special relativity. The new feature is
the additional four-vector uµ that must be transformed when making the comparisons and
must be included when building tensors or identifying invariant functions. (The situation
here is analogous to considering diagonal matrix elements of a spin-averaged proton state,
which is also characterized by a single four-vector, the four-momentum of the proton.)
The correlation function Π(q) is a 4 × 4 matrix in Dirac space, so we can expand it
in the usual complete set of Dirac matrices. Using the transformation properties of η(x)
and keeping in mind the role of uµ, we can constrain the form of Π(q). The arguments are
analogous to those in Chapter 16 of Ref. [63]. Lorentz covariance dictates that the general
form of the correlator is
Π(q) = Πs +Πq/q +Πu/u+Π1γ
5 +Π2/qγ
5 +Π3/uγ
5 +Π4(qµuν − qνuµ)σµν +Π5ǫµνκλqκuλσµν ,
(3.27)
where the Πi’s are scalar functions of the invariants q
2 and q·u. We assume that the nuclear
matter ground state is invariant under parity and time reversal in its rest frame. In a general
frame, we must take uµ → uµ as well as qµ → qµ under these transformations; thus q2 and
q·u are unchanged. The parity constraint implies Π1 = Π2 = Π3 = 0. In the vacuum, a term
proportional to σµν can be excluded, because it can only be contracted with the symmetric
combination qµqν . In finite-density nuclear matter, this argument is no longer sufficient, but
the assumed parity and time-reversal invariance implies Π4 = Π5 = 0. (See Ref. [77] for a
more complete discussion based on spectral functions.)
Thus Lorentz covariance, parity, and time reversal imply that Π(q) has the form
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Π(q) ≡ Πs(q2, q ·u) + Πq(q2, q ·u)/q +Πu(q2, q ·u)/u . (3.28)
There are three distinct structures—scalar, /q, and /u—and thus three invariant functions of
the two scalars q2 and q·u (or any convenient combination). Recall that in the vacuum there
are only two structures: scalar and /q. In the zero-density limit, Πu → 0, and Πs and Πq
become functions of q2 alone. For simplicity, we specialize the sum rules to the rest frame
of the nuclear medium, where the variables q0 and q
2 are most useful. A covariant form can
be recovered in general by repeating the analysis with q0 → q·u and −q2 → q˜2 ≡ q2− (q·u)2.
We can project out the individual invariant functions by taking traces:
Πs =
1
4
Tr(Π) , (3.29)
Πq =
1
q2 − (q ·u)2
[
1
4
Tr(/qΠ)− q ·u
4
Tr(/uΠ)
]
, (3.30)
Πu =
1
q2 − (q ·u)2
[q2
4
Tr(/uΠ)− q ·u
4
Tr(/qΠ)
]
. (3.31)
These projections require that q2 − (q ·u)2 be nonzero; this means q 6= 0 in the rest frame.
If this is not the case, there are only two functions, and the second is projected by a trace
with γ0.
2. Dispersion Relation at Fixed Three-Momentum
As discussed in Sec. II E, the fundamental physical objects in the sum rules are the
spectral functions
ραβ(q, u) =
1
2π
∫
d4x eiq·x〈Ψ0|ηα(x)ηβ(0)|Ψ0〉 , (3.32)
ρ˜αβ(q, u) =
1
2π
∫
d4x eiq·x〈Ψ0|ηβ(0)ηα(x)|Ψ0〉 . (3.33)
Because the spectral functions are expectation values in an equilibrium state, they are
characterized by the density in the rest frame of the medium and the medium four-velocity
uµ.11 The sum rules consist of weighted integrals in energy of the spectral functions (with an
analytic weighting function), obtained from the correlator through Borel transforms. All of
the various correlators (time-ordered, advanced, retarded) have the same spectral functions,
so it doesn’t matter which correlator we start with.
The spectral functions can be written as a sum over a complete set of energy-momentum
eigenstates. For example (recall that η is a Heisenberg picture operator),
11Relativistic thermodynamics dictates that expectation values in a uniform medium in equilib-
rium are characterized by a single four-velocity. Since all equilibrium four-vectors such as the
baryon current or the four-momentum of the ground state will be proportional to uµ, we could
choose one of them as well. However, since in the end we wish to take the thermodynamic limit,
it is most convenient to work with the four-velocity.
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ραβ(q, u) =
1
2π
∑
n
∫
d4x eiq·x〈Ψ0|ηα(x)|n〉〈n|ηβ(0)|Ψ0〉
=
1
2π
∑
n
∫
d4x eiq·x〈Ψ0|eiP̂ ·xηα(0)e−iP̂ ·x|n〉〈n|ηβ(0)|Ψ0〉
=
1
2π
∑
n
∫
d4x ei(q·x+P0·x−Pn·x)〈Ψ0|ηα(0)|n〉〈n|ηβ(0)|Ψ0〉
= (2π)3
∑
n
δ(4)(q + P0 − Pn)〈Ψ0|ηα(0)|n〉〈n|ηβ(0)|Ψ0〉 . (3.34)
Here, P µ0 is the ground state four-momentum, equal to the product of the ground state mass
with the four-velocity uµ, and P µn is the four-momentum of the state |n〉. Recall that we
work at fixed volume and baryon number until the end, when the thermodynamic limit is
to be taken.
At zero density, the spectral densities ρ and ρ˜ (which include the nucleon and antinucleon
states, respectively) are related by discrete space-time symmetries, because the vacuum is
invariant under these operations [63]. In contrast, the finite-density ground state |Ψ0〉 is not
invariant under charge conjugation, so there is no definite relationship between the functions
ρ and ρ˜ and, in particular, the spectral densities for nucleon and antinucleon quasiparticles
are not simply related.
The spectral representation of the correlator Π(q) starts as an integral in energy over the
spectral densities at fixed three-momentum. In the vacuum, where the invariant functions
depend only on q2, the separation of q0 and |q| dependence is not necessary (or particularly
useful). Also, the discrete symmetries require that the spectral density for negative-energy
states (corresponding, for example, to the antiparticle) is equal (up to a sign) to the spectral
density for positive-energy states. These properties allow us to change the integration over
energy to one over q2. In contrast, the four-velocity of the medium uµ makes the distinction
important in our case.
At finite density, we keep the dispersion relations as integrals over q0, with the three-
momentum |q| held fixed. This provides a clean identification of the intermediate quasi-
nucleon states, which are naturally labeled by |q|. The contribution from negative-energy
quasinucleons (antinucleons) is clearly separated, which lets us isolate to a large degree
the positive-energy quasinucleon contribution in the subsequent sum rule by adopting an
appropriate weighting function.
We can write a dispersion relation for each of the Lorentz structures Πi [i = {s, q, u}],
Πi(q0, |q|) = 1
2πi
∫ ∞
−∞
dω
∆Πi(ω, |q|)
ω − q0 , (3.35)
where we have omitted possible polynomials arising from subtractions, which will be elim-
inated by a subsequent Borel transform. We have also omitted the infinitesimals (which
distinguish time-ordered and retarded correlators), since we will not evaluate q0 on the real
axis. The discontinuity, defined by
∆Πi(ω, |q|) ≡ lim
ǫ→0+
[Πi(ω + iǫ, |q|)− Πi(ω − iǫ, |q|)] , (3.36)
contains the spectral information on the quasiparticle, quasihole, and higher-energy states.
It is simply proportional to the sum of the spectral functions in Eqs. (3.32) and (3.33) [taking
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into account the tensor structure]. The correlator is analytic except for cuts on the real q0
axis (which vanish at the chemical potential) [92]. For q0 off the real axis, one has
Πi(q
∗
0, |q|) = [Πi(q0, |q|)]∗ , (3.37)
which relates the function in the upper and lower half planes. The deep spacelike (Euclidean)
limit with q fixed takes q0 → i∞.
3. Phenomenological Ansatz
We generalize the usual zero-density ansatz for the spectral functions by assuming a
quasiparticle pole for the nucleon,12 with real self-energies (dependent on q); all higher-
energy excitations are included in a continuum contribution. We use the notation of
Sec. III B. For infinite nuclear matter, where in the rest frame we can label a quasinucleon
state by its three-momentum, energy dependence of optical potentials translates into three-
momentum dependence of the self-energies. At the mean-field level, there is no dependence;
all quasinucleons see the same self-energies. But even in the most sophisticated Dirac Brueck-
ner Hartree-Fock (DBHF) calculations, the three-momentum dependence is weak (at least
for bound and low-lying continuum states).
The quasiparticle-pole contribution to the correlator is
Π(q) ∝ 1
(qµ − Σ˜µv )γµ − (MN + Σ˜s)
, (3.38)
where Σ˜µv and Σ˜s are the in-medium self-energies. In the language of the hadronic theories
discussed in Sec. III B, these are the on-shell self-energies for a quasinucleon with three-
momentum q. The representations of the individual invariant functions are (in the nuclear
matter rest frame)
Πs(q0, |q|) = −λ∗N2
M∗
N
(q0 − Eq)(q0 −Eq)
+ · · · , (3.39)
Πq(q0, |q|) = −λ∗N2
1
(q0 − Eq)(q0 −Eq)
+ · · · , (3.40)
Πu(q0, |q|) = λ∗N2
Σv
(q0 −Eq)(q0 − Eq)
+ · · · , (3.41)
where we have defined M∗
N
, Σv, Eq, and Eq as in Eqs. (3.7), (3.8), (3.10), and (3.11) and
introduced an overall residue λ∗
N
2 that denotes the coupling of the interpolating field to
the physical quasinucleon state. The positive- and negative-energy quasinucleon poles are
12Note that the sum rules do not distinguish between quasiparticles and quasiholes. The other
nucleons only provide background fields to be seen by the injected quarks at relatively short times,
so Pauli-principle correlations do not arise.
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explicit, and · · · denotes the contribution from higher-energy states, which will be included
later. Recall that we expect this to be a reasonable ansatz for representing the nucleon self-
energy, but a poor ansatz for the antinucleon. Differences in the residues between positive-
and negative-energy states are not important in our formalism, but can be critical in other
analyses [80].
4. OPE at Fixed Three-Momentum
The next ingredient in our sum rule is an operator product expansion (OPE) of the time-
ordered product in Eq. (3.23) at short distances. The correlator is studied in the limit that
q0 becomes large and imaginary while |q| remains fixed (in the nuclear matter rest frame).
This limit takes q2 → −∞ with |q2/q · u| → ∞, which satisfies the conditions discussed in
Ref. [30] for a short distance expansion.13 It might appear that in this limit long-distance
correlations in the spatial distance are possible. However, the singularities of the correlator
lie on the light cone, so to the extent that we are dominated by these singularities (which
are still in q2 at finite density), we have short distance as well as short time in this limit.
We also apply Borel transforms in q20 (or, equivalently, in q
2 with fixed q2), which implies
that only terms in the expansion that are discontinuous across the real q0 axis contribute to
the sum rules (for example, polynomials are eliminated).
At finite density, the OPE for the invariant functions of the nucleon correlator take the
general form
Πi(q
2, q · u) =∑
n
C in(q
2, q · u)〈Ôn〉ρN . (3.42)
(Recall 〈Ôn〉ρN ≡ 〈Ψ0|Ôn|Ψ0〉.) The C in(q2, q · u) (i = {s, q, u}) are the Wilson coefficients,
which depend on QCD Lagrangian parameters such as the quark masses and the strong cou-
pling constant. The Wilson coefficients in the OPE only depend on qµ, and the ground-state
expectation values of the operators are proportional to tensors constructed from the nuclear
matter four-velocity uµ, the metric gµν , and the antisymmetric tensor ǫκλµν . In Eq. (3.42) we
incorporate the contraction of qµ (from the OPE) and uµ (from the ground-state expectation
values of the operators) into the definition of the Wilson coefficients C in(q
2, q · u). Thus the
dependence on q · u is solely in the form of polynomial factors. We have suppressed the
dependence on the normalization point µ.
The Ôn are local composite operators constructed from quark and gluon fields; exam-
ples of such operators are qq and (αs/π)G
2. The ground-state expectation values of these
operators are the in-medium condensates. The operators are defined so that the density
dependence of the correlator resides solely in the in-medium condensates; thus, the only
13 Note that in Refs. [12,17,26] the finite-density correlator is studied using kinematics analogous
to that of deep-inelastic scattering (i.e., q2/q ·u is fixed and finite). This ensures that only the light
cone is probed, but does not imply a short-distance expansion. Furthermore, the identification of
physical quasinucleon intermediate states is obscured.
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substantial difference from the vacuum calculations is that more composite operator ma-
trix elements are nonzero in nuclear matter. The operators Ôn are ordered by dimension
(measured as a power of mass) and the C in(q
2, q · u) for higher-dimensional operators fall
off by corresponding powers of Q2 ≡ −q2. Therefore, for sufficiently large Q2, the opera-
tors of lowest dimension dominate, and the OPE can be truncated after a small number of
lower-dimensional operators.
In the next subsections we consider in turn the calculation of the Wilson coefficients and
the estimation of finite-density condensates.
5. Calculating Wilson Coefficients
We define the composite operators in the operator product expansion at finite density
using the same renormalization prescription and subtractions as at zero density. This means
that the coefficients of the OPE, the Wilson coefficients, will be independent of density.
One can thus calculate the Wilson coefficients following the same methods developed for the
vacuum sum rules (see, for example, Ref. [8]).
Note, however, that expectation values of local operators with any integer spin can be
nonzero in medium due to the appearance of the additional four-vector uµ. Consequently,
there are a large number of new condensates, which, while vanishing in vacuum due to
Lorentz invariance, will survive in medium. Thus one needs to calculate the Wilson coeffi-
cients of the operators corresponding to these new condensates.
Here we discuss some simple rules for the calculation of Wilson coefficients using the
fixed-point gauge and background-field techniques, which have proven to be convenient for
light-quark systems. We will assume that working to lowest order in perturbation theory is
sufficient to calculate the Wilson coefficients with acceptable accuracy.
By construction, the hadron interpolating fields are colorless; thus the correlators of
these interpolating fields are gauge invariant. Therefore, one can evaluate the correlators
in any desired gauge. Here we adopt the fixed-point gauge, which was introduced for use
in electrodynamics in Refs. [93,94], and reintroduced for use in QCD in Ref. [95]. The
fixed-point gauge condition is
xµAµ(x) = 0 , (3.43)
where Aµ ≡ AAµtA, with AAµ the gluon field and tA ≡ λA/2 the color SU(3) generators in
the fundamental representation. In this gauge, the gluon field Aν can be expressed directly
in terms of the gluon field tensor Gµν [95–99,8]:
Aν(x) =
∫ 1
0
dααxµGµν(αx) = 12xµGµν(0) + 13xλxµ(DλGµν)x=0 + · · · , (3.44)
where Gµν ≡ GAµνtA ≡ DµAν −DνAµ, with Dµ ≡ ∂µ − igsAµ the covariant derivative. This
allows one to obtain manifestly gauge-invariant results in a relatively simple way.
In the background-field method [96–99,8], the presence of nonperturbative quark and
gluon condensates is parameterized by Grassmann background quark fields, χqaα and χ
q
aα,
and a classical background gluon field FAµν . It is most convenient to first work in coordinate
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space and then transform to momentum space. The coordinate-space quark propagator
for light quarks in the presence of the background fields takes the following form in the
fixed-point gauge [8]:
Sqab,αβ(x, 0) ≡ 〈Tqaα(x)qbβ(0)〉ρN
=
i
2π2
δab
1
(x2)2
[/x]αβ − imq
4π2
δab
δαβ
x2
+ χqaα(x)χ
q
bβ(0)−
igs
32π2
FAµν(0)t
A
ab
1
x2
[/xσµν + σµν/x]αβ + · · · , (3.45)
where the first and second terms are the expansion of the free quark propagator to first
order in the quark mass, and the third and fourth terms are the contributions due to the
background quark and gluon fields, respectively. The gluonic contribution to Eq. (3.45)
comes from a single gluon insertion, retaining only the leading term in the short-distance
expansion of the gluon field [see Eq. (3.44)]. Contributions from derivatives of the gluon field
tensor, which are less singular at x → 0, and additional gluon insertions are not included.
These refinements are not needed given the level of truncation in the OPE considered in
this review.
Products of Grassmann background quark fields and classical background gluon fields
obtained in Eq. (3.45) correspond to ground-state matrix elements of the corresponding
quark and gluon operators:
χqaα(x)χ
q
bβ(0) = 〈qaα(x)qbβ(0)〉ρN , FAκλFBµν = 〈GAκλGBµν〉ρN ,
χqaαχ
q
bβF
A
µν = 〈qaαqbβGAµν〉ρN , χqaαχqbβχqcγχqdδ = 〈qaαqbβqcγqdδ〉ρN ,
(3.46)
where the fields are evaluated at x = 0 unless otherwise noted. In Eq. (3.46), we have
only shown those matrix elements that are needed in order to carry out the OPE to the
level we are considering. Thus we evaluate the fields in the higher-dimensional operators
at the same point, since nonlocalities would only introduce condensates that are higher
in dimension than those we wish to consider. The composite operators in Eq. (3.46) are
implicitly normal-ordered with respect to the perturbative vacuum at zero density; we can
write these matrix elements in terms of scalar local condensates by projecting out the Dirac,
Lorentz, and color structure and performing a short-distance expansion if necessary. We
discuss this procedure in detail; it is through this discussion that we introduce the relevant
condensates for sum-rule calculations.
The Dirac and color structure of the matrix element 〈qaα(x)qbβ(0)〉ρN can be projected
out to obtain
〈qaα(x)qbβ(0)〉ρN = −
δab
12
[
〈q(0)q(x)〉ρNδαβ + 〈q(0)γλq(x)〉ρNγλαβ
]
, (3.47)
since nuclear matter is colorless and the ground state is (assumed to be) invariant under
parity and time reversal. (Other matrix elements of the form 〈q(0)Γq(x)〉ρN do not contribute
due to parity and/or time reversal.) We evaluate Eq. (3.47) at short distances by expanding
the quark field q(x) in a Taylor series:
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q(x) = q(0) + xµ(∂µq)x=0 +
1
2
xµxν(∂µ∂νq)x=0 + · · · . (3.48)
However, since the correlator is gauge invariant, the ordinary derivatives in Eq. (3.48) must
ultimately become covariant derivatives. In standard calculations, gluon fields in higher-
order terms of the OPE combine with the ordinary derivatives in lower-order terms to form
covariant derivatives.
The situation is much more straightforward in the fixed-point gauge; the ordinary deriva-
tives can be replaced with covariant derivatives immediately. We follow the discussion of
Ref. [98]. Using the fixed-point gauge condition in Eq. (3.43), and expanding the gluon field,
one obtains
xνAν(0) + xµxν(∂µAν)x=0 + 12xλxµxν(∂λ∂µAν)x=0 + · · · = 0 . (3.49)
Since x is arbitrary, the individual terms of Eq. (3.49) must vanish; using this fact, one can
readily show
xµ(Dµq)x=0 = x
µ(∂µq)x=0 , x
µxν(DµDνq)x=0 = x
µxν(∂µ∂νq)x=0 , (3.50)
and so on. Combining this result with Eq. (3.48), one derives the following covariant Taylor
expansion:
q(x) = q(0) + xµ(Dµq)x=0 +
1
2
xµxν(DµDνq)x=0 + · · · . (3.51)
An analogous expansion of the gluon field tensor at short distances [used in Eq. (3.44)] is
proved to all orders using mathematical induction in Ref. [99]. Therefore, we obtain
〈qaα(x)qbβ(0)〉ρN = −
δab
12
[(〈qq〉ρN + xµ〈qDµq〉ρN + 12xµxν〈qDµDνq〉ρN + · · ·)δαβ
+ (〈qγλq〉ρN + xµ〈qγλDµq〉ρN + 12xµxν〈qγλDµDνq〉ρN + · · ·)γλαβ] , (3.52)
where all fields and field derivatives in the condensates are evaluated at x = 0.
It is useful to note one particular calculational convenience: Since the Dirac matrices
involved in calculating the Wilson coefficient of 〈qDµ1 · · ·Dµnq〉ρN [〈qγµDµ1 · · ·Dµnq〉ρN ] are
the same as those involved in calculating the Wilson coefficient of 〈qq〉ρN [〈qγµq〉ρN ], we
conclude that the coordinate-space coefficients are related as follows:
CqDµ1 ···Dµnq(x) =
1
n!
xµ1 · · ·xµnCqq(x) , (3.53)
CqγµDµ1 ···Dµnq(x) =
1
n!
xµ1 · · ·xµnCqγµq(x) . (3.54)
This implies that the momentum-space Wilson coefficients are related by
CqDµ1 ···Dµnq(q) =
(−i)n
n!
(
∂
∂qµ1
· · · ∂
∂qµn
)
Cqq(q) , (3.55)
CqγµDµ1 ···Dµnq(q) =
(−i)n
n!
(
∂
∂qµ1
· · · ∂
∂qµn
)
Cqγµq(q) . (3.56)
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We now proceed to evaluate the condensates appearing in Eq. (3.52) in terms of expec-
tation values of scalar operators multiplied by quantities that contain the Lorentz structure
of the original condensates. In vacuum, these condensates can only be expressed in terms
of the metric tensor gµν and the antisymmetric tensor ǫκλµν ; thus condensates with an odd
number of uncontracted Lorentz indices must vanish in the vacuum. In-medium conden-
sates, however, can also be expressed in terms of the nuclear matter four-velocity uµ, which
leads to new condensates and new Lorentz structures. The general procedure for evaluating
the condensates in Eq. (3.52) is to write each as a sum of all possible Lorentz structures
with unknown coefficients. These coefficients, which will turn out to be expectation values
of scalar operators, can then be determined by taking appropriate traces over the Lorentz
indices. Following this procedure, one can express various condensates in Eq. (3.52) as
[20,100]
〈qγµq〉ρN = 〈q/uq〉ρNuµ , (3.57)
〈qDµq〉ρN = 〈qu ·Dq〉ρNuµ = −imq〈q/uq〉ρNuµ , (3.58)
〈qγµDνq〉ρN = 43〈q/uu ·Dq〉ρN (uµuν − 14gµν) +
i
3
mq〈qq〉ρN (uµuν − gµν) , (3.59)
〈qDµDνq〉ρN = 43〈qu ·Du ·Dq〉ρN (uµuν − 14gµν)− 16〈gsqσ · Gq〉ρN (uµuν − gµν) , (3.60)
〈qγλDµDνq〉ρN = 2〈q/uu ·Du ·Dq〉ρN [uλuµuν − 16(uλgµν + uµgλν + uνgλµ)]
− 1
6
〈gsq/uσ · Gq〉ρN (uλuµuν − uλgµν) , (3.61)
where the equations of motion have been used,14 and O(m2q) terms have been neglected.
Thus the expansion of 〈qaα(0)qbβ(x)〉ρN up to dimension five includes quark condensates and
quark-gluon condensates.
Another source of quark-gluon condensates is from contributions of the form χqaαχ
q
bβF
A
µν
in Eq. (3.45). The corresponding matrix element can be decomposed as
〈gsqaαqbβGAµν〉ρN = −
tAab
96
{
〈gsqσ · Gq〉ρN
[
σµν + i(uµγν − uνγµ)/u
]
αβ
+ 〈gsq/uσ · Gq〉ρN
[
σµν/u+ i(uµγν − uνγµ)
]
αβ
− 4
(
〈qu ·Du ·Dq〉ρN + imq〈q/uu ·Dq〉ρN
)[
σµν + 2i(uµγν − uνγµ)/u
]
αβ
}
, (3.62)
which is obtained by projecting out the color, Dirac, and Lorentz structure by taking appro-
priate traces. Many of the “condensates” encountered in the derivation of Eq. (3.62) vanish
due to the assumed parity and time-reversal invariance of the nuclear matter ground state.
14To obtain the second equality in Eq. (3.58), we use the identity Dµ ≡ 12(γµ /D + /Dγµ) and
translation invariance, which implies 〈qi /D/uq〉ρN = −〈qi
←
/D/uq〉ρN .
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The dimension-four gluon condensates arise from factors of FAκλF
B
µν in Eq. (3.45).
15 The
matrix element 〈GAκλGBµν〉ρN can be written in terms of two independent gluon condensates,
which, in the rest frame, are proportional to 〈E2−B2〉ρN = −12〈G2〉ρN and 〈E2+B2〉ρN , where
EA and BA are the color-electric and color-magnetic fields. Contributions from 〈E2+B2〉ρN
are small and are neglected in the sequel. Thus, we are left with
〈GAκλGBµν〉ρN =
δAB
96
[〈G2〉ρN (gκµgλν − gκνgλµ) +O(〈E2 +B2)〉ρN )] . (3.63)
At dimension six we only consider the four-quark condensates. The leading-order four-
quark condensate contributions to the baryon correlators arise at tree level; thus they do
not carry the suppression factors associated with loops. Such contributions appear as terms
proportional to χuaαχ
u
bβχ
d
cγχ
d
dδ, for example. The Lorentz, Dirac, and color structure of
these matrix elements can be projected out in a manner similar to that discussed above.
There are, in general, a large number of four-quark condensates contributing to the baryon
correlators. If one assumes in-medium factorization (or ground-state saturation), these four-
quark condensates can be expressed in terms of a few dimension-three quark condensates.
The basic factorization formulas are [20,100]
〈uaαubβucγudδ〉ρN ≃ 〈uaαubβ〉ρN 〈ucγudδ〉ρN − 〈uaαudδ〉ρN 〈ucγubβ〉ρN , (3.64)
〈uaαubβ dcγddδ〉ρN ≃ 〈uaαubβ〉ρN 〈dcγddδ〉ρN . (3.65)
However, factorization has not been justified for nuclear matter and may well be wrong
[18,22].
Summarizing the rules for calculating Wilson coefficients:
1. Apply Wick’s theorem to the time-ordered product in the correlator, retaining only
those contributions in which the quark fields are fully contracted;
2. use the background quark propagator [Eq. (3.45)], rather than the free quark propa-
gator, for each contraction;
3. express the various condensates in terms of scalar operators multiplied by appropriate
tensors.
In order to transform the expression to momentum space one can use the formulas [98,8]
15Here, in the calculation of the Wilson coefficients multiplying the gluon condensates, we neglect
the quark masses. Note that the factor FAκλF
B
µν comes from single gluon insertions in two of
the quark propagators. One must also consider two gluon lines emanating from the same quark
propagator, which gives contributions proportional to 〈(αs/π)(E2 +B2)〉ρN in the massless quark
limit. Since this condensate only gives very small contributions to the baryon sum rules, for
simplicity we omit these terms entirely. Note that the corresponding coefficients in Refs. [20] and
[25] are missing the two-gluon-line contributions.
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∫
d4x
x2
eiq·x = −4π
2i
q2
, (3.66)∫
d4x
(x2)n
eiq·x =
i(−1)n24−2nπ2
Γ(n− 1)Γ(n) (q
2)n−2 ln(−q2) + Pn−2(q2) (n ≥ 2) , (3.67)
and their derivatives with respect to qµ. Pm(q
2) is a polynomial in q2 of degree m with
divergent coefficients. The precise forms of the polynomials are not important, since they
do not contribute to the Borel transformed sum rules. Following this procedure, one gets
the whole OPE expression for the correlator, from which one can easily identify the Wilson
coefficients.
One can now apply these simple rules to evaluate the nucleon correlator. For convenience
we separate the invariant functions into pieces that are even and odd in q0:
Πi(q0, |q|) = ΠEi (q20, |q|) + q0ΠOi (q20, |q|) . (3.68)
The full results for the general interpolating field of Eq. (3.26) are given in Ref. [25]; here
we list the dominant terms:
ΠEs =
c1
16π2
q2 ln(−q2)〈qq〉ρN +
3c2
16π2
ln(−q2)〈gsqσ ·Gq〉ρN
+
2c3
3π2
q20
q2
(〈qiD0iD0q〉ρN + 18〈gsqσ ·Gq〉ρN ) + · · · , (3.69)
ΠOs = −
c1
8π2
ln(−q2)〈qiD0q〉ρN −
c1
3q2
〈qq〉ρN 〈q†q〉ρN + · · · , (3.70)
ΠEq = −
c4
512π4
(q2)2 ln(−q2) + c4
72π2
(
5 ln(−q2)− 8q
2
0
q2
)
〈q†iD0q〉ρN
− c4
256π2
ln(−q2)
〈
αs
π
G2
〉
ρN
− c1
6q2
〈qq〉2ρN −
c4
6q2
〈q†q〉2ρN + · · · , (3.71)
ΠOq =
c4
24π2
ln(−q2)〈q†q〉ρN +
c5
72π2q2
〈gsq†σ ·Gq〉ρN
− c4
12π2q2
(
1 +
2q20
q2
)
(〈q†iD0iD0q〉ρN + 112〈gsq†σ ·Gq〉ρN ) + · · · , (3.72)
ΠEu =
c4
12π2
q2 ln(−q2)〈q†q〉ρN −
c5
48π2
ln(−q2)〈gsq†σ ·Gq〉ρN
+
c4
2π2
q20
q2
(〈q†iD0iD0q〉ρN + 112〈gsq†σ ·Gq〉ρN ) + · · · , (3.73)
ΠOu = −
5c4
18π2
ln(−q2)〈q†iD0q〉ρN −
c4
3q2
〈q†q〉2ρN + · · · , (3.74)
where all polynomials in q2 and q20, which vanish under the Borel transform, have been
omitted, and the terms proportional to quark masses have been neglected. Note that the
contributions from four-quark condensates are included in factorized form. We work in the
rest frame of the nuclear matter and have defined
c1 = 7t
2 − 2t− 5 , c2 = 1− t2 , c3 = 2t2 − t− 1 , (3.75)
c4 = 5t
2 + 2t + 5 , c5 = 7t
2 + 10t+ 7 . (3.76)
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E. Estimating QCD Condensates
1. Vacuum Condensates
Before considering finite-density condensates, we review standard estimates of vacuum
condensates. The Lorentz invariance of the vacuum state |0〉 dictates that only spin-0
operators can have nonvanishing vacuum expectation values; the lowest-dimensional vacuum
condensates are
〈qq〉vac , 〈ss〉vac , d = 3 ,〈
αs
π
G2
〉
vac
, d = 4 ,
〈gsqσ · Gq〉vac , 〈gssσ · Gs〉vac , d = 5 ,
〈uΓ1u uΓ2u〉vac , 〈uΓ1λAu uΓ2λAu〉vac , . . . , d = 6 ,
〈g3sfG3〉vac , d = 6 ,
(3.77)
where d denotes the mass dimension of the condensate. We take σµν ≡ i[γµ, γν]/2; we
have used the notation 〈Ô〉vac ≡ 〈0|Ô|0〉, G2 ≡ GAµνGAµν , σ · G ≡ σµνGµν , and fG3 ≡
fABCGAµλ G
Bν
µ G
Cλ
ν . Other condensates, such as 〈qD2q〉vac, can be related to those listed
in Eq. (3.77) by using the field equations. We will omit discussion of 〈gssσ · Gs〉vac and
〈g3sfG3〉vac, which will not play a role in our sum rules.
We first consider the quark condensate 〈qq〉vac. Due to isospin symmetry one has
〈qq〉vac ≃ 〈uu〉vac ≃ 〈dd〉vac . (3.78)
The numerical value of 〈qq〉vac can be determined from the Gell-Mann–Oakes–Renner rela-
tion,
(mu +md)〈qq〉vac = −m2πf 2π [1 +O(m2π)] , (3.79)
where mπ and fπ are the pion mass and pion decay constant, and mu and md are the up and
down current quark masses. Both sides of Eq. (3.79) are renormalization-group invariant
[101]; therefore, given the current quark masses at a particular renormalization scale, one
can determine the quark condensate at that same scale. We take mπ = 138MeV and
fπ = 93MeV; using the standard values of the light quark masses, one obtains mu +md =
14± 4MeV at a renormalization scale of 1GeV [102]. Thus one has
〈qq〉vac ≃ −(0.225± 0.025GeV)3 (3.80)
at a renormalization scale of 1GeV [102]. The value of the strange quark condensate is
usually specified in terms of the up and down quark condensate; we take
〈ss〉vac = fs〈qq〉vac , (3.81)
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with fs ≃ 0.8 [103,8,104].
The gluon condensate was first estimated from an analysis of leptonic decays of ρ0 and
φ0 mesons [105] and from a sum-rule analysis of the charmonium spectrum [5]. Its numerical
value is taken to be [106] 〈
αs
π
G2
〉
vac
≃ (0.33± 0.04GeV)4 . (3.82)
(Also see Ref. [106] for a discussion of lattice QCD extractions of the gluon condensate.) Note
that the product (αs/π)G
2 is approximately renormalization-group invariant; violations of
renormalization-group invariance are of higher order in αs [101].
The quark-gluon condensate 〈gsqσ · Gq〉vac is expressed in terms of the quark condensate
〈qq〉vac:
〈gsqσ · Gq〉vac = 2〈qD2q〉vac ≡ 2λ2q〈qq〉vac , (3.83)
where we have used Eqs. (2.9) and (2.12) to obtain the first equality. Thus λ2q parameterizes
the average vacuum gluon field strength and the average virtuality (momentum squared)
of the quarks in the QCD vacuum. The standard QCD sum-rule estimate of this quantity
is λ2q = 0.4 ± 0.1GeV2 [103,70]. Somewhat larger values have been obtained from a lattice
calculation (λ2q = 0.55 ± 0.05GeV2) [107] and a QCD sum-rule analysis of the pion form
factor using nonlocal quark and gluon condensates (λ2q = 0.7 ± 0.1GeV2) [108]. A much
larger value for λ2q is obtained in a sum-rule analysis of the pion wave function using nonlocal
condensates [109]. The value suggested by this analysis is λ2q ≃ 1.2GeV2, which agrees with
the value obtained with an instanton liquid model [110].
In QCD sum-rule applications, higher-dimensional condensates are usually approximated
in terms of 〈qq〉vac and 〈(αs/π)G2〉vac. For example, the four-quark condensates are frequently
estimated in terms of 〈qq〉2vac by using the factorization, or vacuum-saturation, approxima-
tion. This approximation corresponds to inserting a complete set of intermediate states in
the middle of the four-quark matrix element, but retaining only the dominant vacuum inter-
mediate state. An analogous approximation is commonly used in many-body physics [92].
The factorization approximation has been justified in large-Nc QCD [111]; in QCD with
Nc = 3, it has been argued that the contribution to four-quark condensates from single-pion
intermediate states (the lowest excitations of the vacuum) is small compared to that of the
vacuum intermediate state [5]. Four-quark condensates in vacuum are thus estimated as
〈uΓ1u uΓ2u〉vac = 116〈uu〉2vac[Tr(Γ1)Tr(Γ2)− 13Tr(Γ1Γ2)] , (3.84)
〈uΓ1λAu uΓ2λAu〉vac = −19〈uu〉2vacTr(Γ1Γ2) , (3.85)
and so on, where Γ1 and Γ2 are Dirac matrices, and Tr denotes a trace over Dirac indices.
A more detailed discussion of the factorization approximation and the estimation of four-
quark condensates at finite density, including those of mixed flavor (not shown here), is in
Ref. [20]. Note that phenomenological studies [112,113] and instanton liquid models [106]
suggest strong deviations from the factorized results in some cases.
Thus there are a small number of condensates up to dimension six that could contribute
to nucleon sum rules in the vacuum. To generalize the sum rules to finite density, the density
dependence of these condensates must be estimated. In addition, there are a number of new
condensates that vanish in the vacuum, but are nonzero in nuclear matter.
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2. In-Medium Condensates
To calculate the nucleon correlator at finite density, we need to know the condensates in
nuclear matter. A detailed discussion of how these can be estimated is given in Ref. [20].
Here we focus on the dominant condensates and outline how others can be determined.
We work in the rest frame, where uµ → u′µ ≡ (1, 0), and expand the in-medium conden-
sates in terms of the rest-frame nucleon density. To first order in the nucleon density, we
have
〈Ô〉ρN = 〈Ô〉vac + 〈Ô〉NρN + · · · , (3.86)
where · · · denotes correction terms that are of higher order in the nucleon density. Note that
this expansion is not a Taylor series expansion in ρN , since the next term in the expansion
is not O(ρ2N). The spin-averaged nucleon matrix element is
〈Ô〉N =
∫
V
d3x (〈N˜ |Ô|N˜〉 − 〈0|Ô|0〉) , (3.87)
where |N˜〉 is the state vector for a nucleon at rest normalized to unity (〈N˜ |N˜〉 = 1) in a box
of volume V . Using more conventional notation, the nucleon matrix element is given by
〈Ô〉N = 〈N |Ô|N〉 , (3.88)
where |N〉 is once again the state vector for a nucleon at rest. In this case, the connected ma-
trix element is implied, which is equivalent to making a vacuum subtraction as in Eq. (3.87),
and the nucleon plane-wave states are normalized as follows:
〈N(p)|N(p′)〉 = ωp
MN
(2π)3δ3(p− p′) , (3.89)
with ωp = p0 =
√
p2 +M2N .
For a general operator Ô, there is not a systematic way to study contributions to 〈Ô〉ρN
that are of higher order in ρN . In the case of 〈qq〉ρN , however, higher-order corrections
can be systematically studied with an application of the Hellmann-Feynman theorem (see
Sec. IIIC), although the corrections are necessarily model dependent. Estimates of 〈qq〉ρN
in Ref. [51] imply that the linear approximation is reasonably good (higher-order corrections
∼ 20% of the linear term) up to nuclear matter saturation density, although this cannot be
considered a definitive conclusion. Without further justification, we assume that the first-
order approximation for all the condensates is good up to nuclear matter saturation density.
We now proceed to estimate the in-medium condensates.
The most important condensates in finite-density QCD sum rules for baryons are the
dimension-three quark condensates 〈qq〉ρN , 〈ss〉ρN 〈q†q〉ρN , and 〈s†s〉ρN . The quark con-
densates alone contribute to the leading-order sum-rule results for the baryon self-energies
[14,18,22,27].
The simplest dimension-three quark condensates are 〈q†q〉ρN and 〈s†s〉ρN . Since the
baryon current is conserved, these condensates are proportional to the net nucleon and
strangeness densities, respectively:
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〈q†q〉ρN = 32ρN , 〈s†s〉ρN = 0 . (3.90)
These are exact results.
The in-medium quark condensate 〈qq〉ρN can be expanded in terms of the nucleon density
as
〈qq〉ρN = 〈qq〉vac + 〈qq〉NρN + · · · , (3.91)
where we have used Eq. (3.86). This condensate has been discussed in Sec. IIIC and more
extensively in Refs. [51,12,17]; for completeness, we simply quote the result again here. The
nucleon matrix element 〈qq〉N is related to the nucleon σ term σN ≡ (mu+md)〈qq〉N , where
mu and md are the up and down current quark masses. Combined with the Gell-Mann–
Oakes–Renner relation [Eq (3.79)], one obtains
〈qq〉ρN
〈qq〉vac = 1−
σNρN
m2πf
2
π
+ · · · . (3.92)
The most recent estimate of the σ term is σN ≃ 45±10MeV [82]; thus the in-medium quark
condensate is 30–45% smaller than its vacuum value at nuclear matter saturation density.
The strange quark condensate 〈ss〉ρN is expanded in a similar manner:
〈ss〉ρN = 〈ss〉vac + 〈ss〉NρN + · · · . (3.93)
The nucleon matrix element 〈ss〉N is commonly parameterized by the dimensionless quantity
y ≡ 〈ss〉N/〈qq〉N . Calculations that analyze the mass spectrum of the baryon octet in the
context of SU(3) flavor symmetry indicate that the σ term is related to the strangeness
content y in the following manner [82]:
σN =
σ0N
1− y , (3.94)
where σ0N is the σ term in the limit of vanishing strangeness content. Thus one obtains
〈ss〉ρN
〈ss〉vac = 1−
(σN − σ0N )ρN
fsm2πf
2
π
+ · · · . (3.95)
An analysis of σ0N based on second-order perturbation theory in ms − mq yields σ0N ≃
35± 5MeV [82]; hence, the in-medium strange quark condensate is 0–25% smaller than its
vacuum value at nuclear matter saturation density.
Next we consider dimension-four quark condensates of the form 〈q†iD0q〉ρN and
〈(αs/π)G2〉ρN [note that 〈qiD0q〉ρN follows from Eq. (3.58) and 〈(αs/π)(E2 + B2)〉ρN is
numerically unimportant]. The dimension-four condensates are expanded to first order in
the nucleon density using Eq. (3.86). In order to implement this expansion, one must first
determine the vacuum values of these condensates. For example, the vacuum value of the
strange quark condensate 〈s†iD0s〉ρN is given by
〈s†iD0s〉vac = u′µu′ν〈sγµiDνs〉vac =
ms
4
〈ss〉vac , (3.96)
52
where u′µ ≡ (1, 0). We have used the fact that 〈sγµiDνs〉vac can only be proportional to gµν .
The vacuum values of the other condensates are determined by similar considerations. Thus
the remaining dimension-four condensates are expanded as follows:
〈q†iD0q〉ρN = 〈q†iD0q〉NρN + · · · , (3.97)
〈s†iD0s〉ρN =
ms
4
〈ss〉vac + 〈s†iD0s〉NρN + · · · , (3.98)〈
αs
π
G2
〉
ρN
=
〈
αs
π
G2
〉
vac
+
〈
αs
π
G2
〉
N
ρN + · · · . (3.99)
The QCD trace anomaly is used to estimate 〈(αs/π)G2〉N . The details are discussed in
Refs. [51,12,17]; therefore, we simply quote the result here:〈
αs
π
G2
〉
N
= −8
9
(MN − σN − SN) , (3.100)
where MN is the nucleon mass, σN ≡ (mu +md)〈qq〉N is the nucleon σ term, and we define
SN ≡ ms〈ss〉N . From Eq. (3.94), SN can be parameterized as
SN =
(
ms
mu +md
)
(σN − σ0N ) . (3.101)
We take ms/(mu+md) ≃ 13 [82]; thus we have the following estimate for the nucleon matrix
element in Eq. (3.100): 〈
αs
π
G2
〉
N
≃ −0.650± 0.150GeV . (3.102)
At nuclear matter saturation density, 〈(αs/π)G2〉ρN is about 5–10% smaller than its vacuum
value .
The matrix elements 〈q†iD0q〉N and 〈s†iD0s〉N can be related to moments of parton
distribution functions measured in deep-inelastic scattering experiments [19,12,17]:
〈q†iD0q〉N = 38MNAq2(µ2) ≃ 0.18± 0.01GeV , (3.103)
〈s†iD0s〉N = 14SN + 38MNAs2(µ2) ≃ 0.06± 0.04GeV , (3.104)
where the renormalization scale µ = 1GeV is used. The moments of the parton distribution
functions are defined as [114–116]
Aqn(µ
2) = 2
∫ 1
0
dx xn−1[q(x, µ2) + (−1)nq(x, µ2)] , (3.105)
Asn(µ
2) = 2
∫ 1
0
dx xn−1[s(x, µ2) + (−1)ns(x, µ2)] , (3.106)
where q(x, µ2), s(x, µ2), q(x, µ2), and s(x, µ2) are the scale-dependent distribution functions
for quarks and antiquarks in the nucleon [117,118]. See Ref. [20] for more details of these
estimates.
We can evaluate dimension-five condensates through a combination of parton distribu-
tions and model calculations. With the exception of
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〈q†iD0 iD0q〉N + 112〈gsq†σ · Gq〉N ≃ 0.031GeV2 , (3.107)
which is obtained from parton distribution functions, none of the dimension-five condensates
have been determined accurately; however, terms proportional to these condensates make
only small contributions to the nucleon sum rules. Thus the sensitivity of our sum-rule
results to the precise values of these condensates is small. A numerical analysis of this
sensitivity is given in Ref. [25].
F. Results and Qualitative Conclusions
In this section, we analyze the sum rules for nucleons in infinite nuclear matter with
a general interpolating field. In the operator product expansion (OPE) for the nucleon
correlator, we work to leading order in perturbation theory; leading-logarithmic corrections
are included through anomalous-dimension factors. Contributions proportional to the up
and down current quark masses are neglected as they give numerically small contributions.
In the numerical results, we include pure gluon condensates up to dimension four and quark
and gluon condensates up to dimension five. At dimension six, we include only the four
quark condensates, which give numerically important contributions to nucleon sum rule in
vacuum and in nuclear matter. All other dimension-six and higher dimensional condensates
are neglected since their contributions are expected to be small.
1. Borel Sum Rules
QCD sum rules for the nucleon follow by equating the phenomenological representation
to the OPE representation. More generally, we can exploit the analytic structure of the
correlator by considering integrals over contours running above and below the real axis, and
then closing in the upper and lower half planes, respectively (see Ref. [18]). By approxi-
mating the correlator in the different regions of integration and applying Cauchy’s theorem,
we can derive a general class of sum rules, which manifest the duality between the physical
hadronic spectrum and the spectral function calculated in a QCD expansion:∫ ω0
−ω0
dωW (ω)ρphen(ω, |q|)−
∫ ω0
−ω0
dωW (ω)ρOPE(ω, |q|) = 0 . (3.108)
Here W (ω) is a smooth (entire) weighting function and the spectral densities ρphen and ρOPE
are proportional to the discontinuities of the invariant functions across the real axis. (These
sum rules can also be derived by expanding dispersion relations for retarded and advanced
correlators with external frequency ω′ in the limit ω′ → i∞.) The phenomenological spectral
density ρphen models the low-energy physical spectrum, while the theoretical spectral density
ρOPE follows from the the operator product expansion (OPE). The QCD sum-rule approach
assumes that, with suitable choices for W and the effective continuum thresholds ω0 and
−ω0, each integral can be reliably calculated and meaningful results extracted.
In principle, the effective thresholds are different for positive (ω0) and negative (ω0)
energies and for the different sum rules. The former differences are critical in some sum-rule
formulations [80], but are not numerically important in our formulation. Furthermore, the
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thresholds are relatively poorly determined by the sum rules and effects due to different
thresholds in different sum rules may be absorbed by slight changes in the other parameters.
In the present discussion, we use a universal effective threshold ω0 for simplicity.
If we choose the weighting function W (ω) = ωe−ω
2/M2 , then the vacuum Borel sum rule
is reproduced in the zero-density limit up to an overall factor of e−q
2/M2 . This is not an
optimal choice at finite density, because it weights positive and negative ω equally. In order
to suppress the negative-energy contribution, we use the weighting function
W (ω) = (ω − Eq) e−ω2/M2 , (3.109)
where Eq is the energy of the negative-energy pole in our quasiparticle ansatz [see Eq. (3.11)].
This choice suppresses a sharp excitation completely but also strongly suppresses (relative
to the positive-energy contribution) a broad excitation in this vicinity. Furthermore, this
choice reduces to the usual Borel sum rule in the vacuum: The vacuum spectral densities
are odd in ω; thus the Eq contribution vanishes.
The spectral densities in Eq. (3.108) can be extracted from the discontinuities in
Eqs. (3.39)–(3.41) and (3.69)–(3.74). Alternatively, sum rules for the nucleon with the
weighting function in Eq. (3.109) can be constructed as follows:
B[ΠEi (q20 , |q|)−EqΠOi (q20 , |q|)]OPE = B[ΠEi (q20, |q|)− EqΠOi (q20, |q|)]phen , (3.110)
for i = {s, q, u}, where the left-hand side is obtained from the OPE, the right-hand side from
the phenomenological dispersion relations, and B is the Borel transform operator defined by
B[f(q20 , |q|)] ≡ lim−q2
0
,n→∞
−q2
0
/n=M2
(−q20)n+1
n!
(
∂
∂q20
)n
f(q20, |q|) ≡ f̂(M2, |q|) . (3.111)
The only difference from a Borel transform with respect to Q2 = −q2 is a factor of e−q2/M2
common to all terms, which will cancel. In the zero-density limit, contributions from the
second term in Eq. (3.109) vanish, and we once again recover the usual vacuum sum rules.
Perturbative corrections ∼ αns can be taken into account in the leading logarithmic
approximation through anomalous-dimension factors [5]. After the Borel transform, the
effect of these corrections is to multiply each term on the OPE side by the factor [5,6,18]
L−2Γη+ΓOn ≡
[
ln(M/ΛQCD)
ln(µ/ΛQCD)
]−2Γη+ΓOn
, (3.112)
where Γη is the anomalous dimension of the interpolating field η, ΓOn is the anomalous
dimension of the corresponding local operator (including the current quark masses), µ is
the normalization point of the operator product expansion, and ΛQCD is the QCD scale
parameter. In general, the absolute predictions of QCD sum rules are sensitive to the precise
choices of µ and ΛQCD. However, when ratios of finite-density to zero-density quantities are
taken, as we do here, the predictions are insensitive for 100MeV < ΛQCD < 200MeV [25].
16
16Values of ΛQCD much larger than 200MeV, as obtained from some experimental analyses, are
problematic for the QCD sum rules (at any density). Shifman has recently argued that such values
are incompatible with crucial features of QCD and should be regarded with skepticism [119].
Applying Eq. (3.110) to the ansa¨tze in Eqs. (3.39)–(3.41) and the OPE results in
Eqs. (3.69)–(3.74), we obtain three sum rules—one for each invariant function:
λ∗2NM
∗
Ne
−(E2q−q2)/M2 = − c1
16π2
M4E1〈qq〉ρ
N
− c1
3
Eq〈qq〉ρ
N
〈q†q〉ρ
N
+ · · · , (3.113)
λ∗2N e
−(E2q−q2)/M2 =
c4
256π4
M6E2L
−4/9 +
c4
24π2
EqM
2E0〈q†q〉ρ
N
L−4/9
− c4
72π2
M2
(
5E0 − 8q
2
M2
)
〈q†iD0q〉ρ
N
L−4/9
+
c4
256π2
M2E0
〈
αs
π
G2
〉
ρ
N
L−4/9
+
c1
6
〈qq〉2
ρ
N
L4/9 +
c4
6
〈q†q〉2
ρ
N
L−4/9 + · · · , (3.114)
λ∗2NΣve
−(E2q−q2)/M2 =
c4
12π2
M4E1〈q†q〉ρ
N
L−4/9
+
5c4
18π2
EqM
2E0〈q†iD0q〉ρ
N
L−4/9 +
c4
3
Eq〈q†q〉2ρ
N
L−4/9 + · · · . (3.115)
Here we have defined
E0 ≡ 1− e−s∗0/M2 , (3.116)
E1 ≡ 1− e−s∗0/M2
(
s∗0
M2
+ 1
)
, (3.117)
E2 ≡ 1− e−s∗0/M2
(
s∗
2
0
2M4
+
s∗0
M2
+ 1
)
, (3.118)
where we define s∗0 ≡ ω20−q2. These factors arise from the continuum model, which approx-
imates the contributions from higher-energy states by the OPE spectral density, starting at
a sharp energy threshold ω0.
We see that the above sum rules explicitly involve the Borel mass M2. If both the
QCD expansion and phenomenological description were exact, predictions for the spectral
parameters would be independent ofM2. In practice, both sides are represented imperfectly.
The hope is that there exists a range in M2 for which the two sides have a good overlap.
2. Simplified Sum Rules
The Ioffe formula [Eq. (2.58)] manifests the principal physical content of the nucleon
sum rule in vacuum in a highly truncated form, which is justified a posteriori by examining
the full sum rule. Here we construct the analogous simplified finite-density sum rules for
the nucleon, which follow by keeping in each of the three sum rules of Eqs. (3.113)–(3.115)
only the quasinucleon-pole contribution to the phenomenological side (i.e., no continuum
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factors) and only the leading term in the operator product expansion on the OPE side
(without anomalous-dimension corrections):
λ2NM
∗
Ne
−(E2q−q2)/M2 = − 1
4π2
M4〈qq〉ρN , (3.119)
λ2Ne
−(E2q−q2)/M2 =
1
32π4
M6 , (3.120)
λ2NΣve
−(E2q−q2)/M2 =
2
3π2
M4〈q†q〉ρN . (3.121)
Here Ioffe’s current [Eq. (2.14)], i.e., Eq. (3.26) with t = −1, has been used. By considering
ratios of these sum rules evaluated at a value of the Borel mass in the middle of the range
where the full sum rules will be considered, one hopes to extract the basic physics. As one
can see later, this truncation is qualitatively reasonable except for the large contribution of
four-quark condensates.
Taking ratios of Eqs. (3.119)–(3.121), one obtains the simple expressions
M∗N = −
8π2
M2
〈qq〉ρN , (3.122)
Σv =
64π2
3M2
〈q†q〉ρN , (3.123)
which might be expected to apply up to nuclear matter saturation density. Using Eqs. (3.90)
and (3.92), one can determine the scalar and vector self-energies in terms of the nucleon
density:
Σs = −4π
2
M2
σNρN
mq
, (3.124)
Σv =
32π2
M2
ρN . (3.125)
One observes that both Σs and Σv are proportional to ρN . Taking the ratio of Eqs. (3.124)
and (3.125), one finds that the explicit dependence of the self-energies on the Borel mass
and the density drops out:
Σs
Σv
= − σN
8mq
. (3.126)
For typical values of σN and light quark masses, this ratio is close to −1, indicating a
substantial cancellation of Σs and Σv in the medium. Thus the predictions of the simplest
sum rules are in qualitative agreement with several features of relativistic phenomenology:
the self-energies scale with the density, they are weakly dependent on the nucleon state
(three-momentum), and scalar and vector self-energies cancel.
Alternatively, one can normalize the self-energies to the nucleon mass determined by
taking the zero-density limit of Eq. (3.122):
MN = −8π
2
M2
〈qq〉vac . (3.127)
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The hope is that this will reduce the sensitivity to particular details of the sum rules and
to the level of truncation, provided one works to the same level of approximation at finite
and zero density. Adopting the same Borel mass for both finite and zero density and taking
ratios, one obtains results independent of M2:
M∗N
MN
= 1 +
Σs
MN
=
〈qq〉ρN
〈qq〉vac = 1−
σNρN
m2πf
2
π
, (3.128)
Σv
MN
= −8
3
〈q†q〉ρN
〈qq〉vac =
8mqρN
m2πf
2
π
. (3.129)
The last equalities in Eqs. (3.128) and (3.129) follow from Eqs. (3.90), (3.92), and (3.79).
[Note: The independence of M2 in the ratios in Eqs. (3.128) and (3.129) should not be
interpreted as evidence that the individual sum rules are weakly dependent on M2.] For
typical values of the relevant condensates and other parameters, M∗N/MN ∼ 0.6–0.7 and
Σv/MN ∼ 0.3–0.4. This is in good agreement with the values used in relativistic mean-field
models that provide good fits to bulk properties of finite nuclei [39].
The key feature that assures qualitative agreement with relativistic phenomenology is
that Eq. (3.120) is density independent to leading order. In the simple sum rule, this implies
that the pole position and residue do not vary much with density. This in turn implies the
results of Eqs. (3.122) and (3.123), in which the effective mass naturally follows 〈qq〉ρN and
the vector self-energy follows 〈q†q〉ρN . In the more complete sum-rule analysis considered
below, these basic results survive if the correction terms to Eqs. (3.119) and (3.121) are
not overly large and if Eq. (3.120) remains weakly density dependent. The latter condition
turns out to be problematic.
3. Detailed Sum-Rule Analysis
In principle, the predictions based on sum rules should be independent of the auxiliary
parameter M2. In practice, however, one has to truncate the OPE and use a simple phe-
nomenological ansatz for the spectral density, so one expects at best that the two descriptions
overlap only in a limited range of M2. As a result, one expects to see a “plateau” in the
predicted quantities as functions of M2 (although not necessarily a local extremum). Nu-
cleon sum rules in vacuum truncated at dimension-six condensates do not provide a plateau
[18,68,104]; nevertheless, it will be assumed here that the sum rules have a region of overlap,
although imperfect.17 We normalize the finite-density predictions for all self-energies to the
zero-density prediction for the mass, with the expectation that this will compensate for at
least some of the limitations of the truncated sum rules.
To analyze the sum rules and extract the self-energies, one can sample the sum rules in
the fiducial region, which is the overlap between the region where the sum rule is dominated
by the quasinucleon contribution and the region where the truncated OPE is reliable. In
17Including direct-instanton effects in nucleon sum rules in vacuum leads to a more convincing
plateau [72,73].
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choosing the fiducial region, one may introduce a lower bound of the Borel mass such that
the highest-dimensional condensate contributes no more than ∼ 10% to the total of the
terms on the right-hand sides of Eqs. (3.113)–(3.115) and an upper bound such that the
continuum contribution is less than ∼ 50% of the total phenomenological contribution (i.e.,
the sum of the quasinucleon pole contribution and the continuum contribution). To quantify
the fit of the left- and right-hand sides, one can apply the logarithmic measure
δ(M2) = ln
max{λ∗2N e−(E2q−q2)/M2 ,Π′s/M∗N ,Π′q,Π′u/Σv}
min{λ∗2N e−(E2q−q2)/M2 ,Π′s/M∗N ,Π′q,Π′u/Σv}
 , (3.130)
which we average over 150 points evenly spaced within the fiducial region of M2. Here Π′s,
Π′q, and Π
′
u denote the right-hand sides of Eqs. (3.113)–(3.115), respectively. The predictions
for M∗N , Σv, s
∗
0, and λ
∗2
N are obtained by minimizing the averaged measure δ. This approach
weights the fits in the region where the continuum contribution is minimal and reduces
the sensitivity to the endpoints of the optimum region [104]. To get a prediction for the
nucleon mass in vacuum, one applies the same procedure to the sum rules evaluated in the
zero-density limit.
In the analysis to follow, the quasinucleon three-momentum is fixed at |q| = 270MeV
(i.e., approximately the Fermi momentum) and the nucleon σ term is taken to be σN =
45MeV. The dimension-five nucleon matrix elements not given earlier are taken to be [25]
〈qiD0 iD0q〉N + 18〈gsqσ · Gq〉N = 0.3GeV2 , (3.131)
〈gsqσ · Gq〉N = 3.0GeV2 , (3.132)
〈gsq†σ · Gq〉N = −0.33GeV2 . (3.133)
The values of vacuum condensates are taken to be 〈qq〉vac = −(245MeV)3, 〈(αs/π)G2〉vac =
(330MeV)4, and 〈gsqσ · Gq〉vac = m20〈qq〉vac with m20 = 0.8GeV2. Nuclear matter saturation
density is taken to be ρN = (110MeV)
3.
Four-quark condensates are numerically important in both the vacuum and the finite-
density nucleon sum rules, because they contribute in tree diagrams and do not carry the nu-
merical suppression factors typically associated with loops. In the sum rules in Eqs. (3.113)–
(3.115), the contributions from the four-quark condensates in their in-medium factorized
forms are included; however, the factorization approximation may not be justified in nu-
clear matter. In the case of the “scalar-vector” and “vector-vector” four-quark condensates,
〈qq〉ρN 〈q†q〉ρN and 〈q†q〉2ρN , such concerns are unimportant, since these condensates give min-
imal contributions to the nucleon sum rules [25]. Thus their factorized forms will be used
here for simplicity. However, the “scalar-scalar” four-quark condensate 〈qq〉2ρN does give
important contributions to the nucleon sum rules.
In its factorized form, the scalar-scalar four-quark condensate has a very strong density
dependence, which may not be justified. Therefore we parameterize the density dependence
in terms of a new parameter f . Specifically, the scalar-scalar four-quark condensate is pa-
rameterized so that it interpolates between its factorized form in free space and its factorized
form in nuclear matter:
〈qq〉2ρN −→ 〈q˜q〉2ρN ≡ (1− f)〈qq〉2vac + f〈qq〉2ρN . (3.134)
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The density dependence of the scalar-scalar four-quark condensate is then parameterized by
f and the density dependence of 〈qq〉ρN [see Eq. (3.92)]. The factorized condensate 〈qq〉2ρN
appearing in Eq. (3.114) will be replaced by 〈q˜q〉2ρN in the calculations to follow. Values of
f in the range 0 ≤ f ≤ 1 will be considered; f = 0 corresponds to the assumption of no
density dependence, and f = 1 corresponds to the in-medium factorization assumption.
FIG. 2. Optimized sum-rule predictions for M∗N/MN , Σv/MN , and Eq/MN as functions of f ,
with Ioffe’s interpolating field (t = −1).
The sum rules are analyzed with the Borel window fixed at 0.8 ≤ M2 ≤ 1.4GeV2,
which is identified by Ioffe and Smilga [68] as the fiducial region for the nucleon sum rules
in vacuum (with the contributions from up to dimension-nine condensates included). Here
these boundaries are adopted as the maximal limits of applicability of the sum rules at finite
density. We start from Ioffe’s interpolating field (i.e., t = −1). The optimized results for
the ratios M∗N/MN , Σv/MN , and Eq/MN as functions of f are plotted in Fig. 2. One can
see from Fig. 2 that M∗N/MN and Eq/MN vary rapidly with f , while Σv/MN is relatively
insensitive to f . Therefore, the sum-rule prediction for the scalar self-energy depends strongly
on the density dependence of the scalar-scalar four-quark condensate. For small values of f
(0 ≤ f ≤ 0.3), the predictions are
M∗N/MN ≃ 0.63–0.72 , (3.135)
Σv/MN ≃ 0.24–0.30 , (3.136)
which are comparable to typical values from relativistic phenomenology. On the other
hand, for large f (0.7 ≤ f ≤ 1), one finds Σv/MN ≃ 0.34–0.37, which is still reason-
able. In contrast, the predictions for M∗N and Eq turn out to be M
∗
N/MN ≃ 0.84–0.94
and Eq/MN ≃ 1.24–1.36, which imply Σs/MN ≃ −(0.06–0.16) and a significant shift of the
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quasinucleon pole relative to the nucleon pole in vacuum (the net self-energy is repulsive).
Thus a significant density dependence of the scalar-scalar four-quark condensate leads to
an essentially vanishing scalar self-energy and a strong vector self-energy with a magnitude
of a few hundred MeV. The predictions for the ratios λ∗2N /λ
2
N and s
∗
0/s0 also depend on f .
For small f , the continuum threshold s∗0 is close to the vacuum value while the residue λ
∗2
N
drops about 20% relative to the corresponding vacuum value. (Note that these quantities
are relatively poorly determined by the sum rules.) For large f , the continuum threshold
increases by 20–25% relative to the vacuum value and the residue increases by about 20%,
implying a significant rearrangement of the spectrum. For intermediate values of f , both
the continuum threshold and the residue are very close to the corresponding vacuum values.
FIG. 3. Ratios M∗N/MN and Σv/MN as functions of Borel M
2, with optimized predictions for
Eq, Eq and the continuum thresholds. The solid, dashed, and dotted curves corresponds to f = 0,
0.5, and 1, respectively.
From the sum rules in Eqs. (3.113)–(3.115), it is easy to see that the ratios Π′s/Π
′
q and
Π′u/Π
′
q give M
∗
N and Σv as functions of Borel M
2, and Π′s/Π
′
q in the zero-density limit yields
MN as a function of M
2. In Fig. 3, the ratios M∗N/MN and Σv/MN are plotted as functions
ofM2 for three different values of f , with Eq, Eq, and the continuum threshold fixed at their
optimized values. The curves for f = 0 and f = 0.5 (solid and dashed curves respectively)
are quite flat in the optimum region, and thus imply a weak dependence of the predicted
ratios on M2 (even though the individual sum-rule predictions before taking ratios are not
flat). For f = 1 (dotted curves), the ratio Σv/MN is flat, indicating again a weak dependence
on M2; in contrast, M∗N/MN changes significantly in the region of interest.
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FIG. 4. (a) The left- and right-hand sides of the finite-density sum rules as functions of Borel
M2 for t = −1 and f = 0, with the optimized values for M∗N , Σv, s∗0, and λ∗2N . The four curves
correspond to Π′s/M∗N (solid), Π
′
q (dashed), Π
′
u/Σv (dot-dashed), and λ
∗2
N e
−(E2q−q2)/M2 (dotted).
(b) The left- and right-hand sides of the corresponding vacuum sum rules, with the optimized
values for MN , s0, and λ
2
N . The three curves correspond to Π
′
s/MN (solid), Π
′
q (dashed), and
λ2Ne
−M2
N
/M2 (dot-dashed) at the zero-density limit.
In Fig. 4(a), λ∗2N e
−(E2q−q2)/M2 , Π′s/M
∗
N , Π
′
q, and Π
′
u/Σv are plotted as functions of M
2
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for f = 0, with the predicted values for M∗N , Σv, s
∗
0, and λ
∗2
N . If the sum rules work well,
one should expect the four curves to coincide with each other. It is found that their M2
dependence in the region of interest turns out to be equal up to 15%. The overlap of the
corresponding vacuum sum rules (i.e., the zero-density limit) is illustrated in Fig. 4(b). One
can see that the quality of the overlap for the finite-density sum rules is similar to that of the
corresponding sum rules in vacuum. As f increases, the overlap of the sum rules gets better;
however, this does not necessarily imply that the results with large f are more trustworthy,
because other corrections (such as the contributions from higher-dimensional condensates,
the corrections from the higher-order density dependence of condensates, etc.) will change
the behavior of the overlap.
FIG. 5. Optimized sum-rule predictions for M∗N/MN and Σv/MN as functions of t. The three
curves correspond to f = 0.2 (solid), 0.5 (dashed), and 1.0 (dotted).
All of the results above use Ioffe’s interpolating field (t = −1); now the results for the
general interpolating field [Eq. (3.26)] are presented. In Fig. 5, the predicted ratiosM∗N/MN
and Σv/MN as functions of t for three different values of f have been displayed. The ratio
Σv/MN increases as t increases; the rate of increase is essentially the same for all values of
f . For f = 1, the ratio M∗N/MN decreases slowly as t increases; for f = 0.5, M
∗
N/MN is
nearly independent of t; for f = 0.2, M∗N/MN increases slowly as t increases over the range
of t that is of interest. It is found that the continuum contributions increase and the residue
decreases as t increases. On the other hand, the overlap of the sum rules gets better as
t increases. The predictions for the continuum thresholds depend only weakly on t. It is
also found that for f < 0.2 and −1.15 ≤ t ≤ −1.05, the numerical optimizing procedure
converges slowly and the predicted continuum threshold and residue are much smaller than
those for f ≥ 0.2. In this case, the continuum contributions dominate the sum rules, making
the predictions for M∗N and Σv unreliable.
63
The sensitivity of the sum-rule results to other factors, such as variations in the fidu-
cial interval and changes in various condensates and parameters, have been examined in
Refs. [25,100]. In general, one finds that the sum-rule predictions are largely insensitive to
details, with the important exception of the assumed density dependence of the scalar-scalar
four-quark condensate.
4. Qualitative Conclusions
The most concrete conclusion we can draw is that QCD sum rules predict a positive
vector self-energy with a magnitude of a few hundred MeV for a quasinucleon in nuclear
matter. This qualitative feature is robust and, for the most part, independent of the details of
the calculation. For Ioffe’s interpolating field and typical values of the relevant condensates
and other input parameters, one obtains Σv/MN ≃ 0.24–0.37, which is a range very similar
to that found for vector self-energies in relativistic nuclear physics phenomenology. On the
other hand, the prediction for the scalar self-energy depends strongly on the value of the
in-medium scalar-scalar four-quark condensate, which is not well established, and on the
value of the nucleon σ term. This means that the conclusions about the quasinucleon scalar
self-energy must still be somewhat indefinite. Nevertheless, it should be emphasized that
predictions with different values of the four-quark condensate give different physical features
that are not equally compatible with known nuclear phenomenology.
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FIG. 6. Optimized sum-rule predictions for M∗N/MN (diamonds) and Σv/MN (squares) as
functions of density, with f = 0 (parameters are specified in Ref. [18]). The predictions from
a nonlinear relativistic mean-field model [40] are shown for comparison (dashed and dot-dashed
curves).
If the scalar-scalar four-quark condensate depends only weakly on the nucleon density
(i.e., if f is small), the prediction forM∗N/MN is insensitive to the Borel mass. The predicted
scalar self-energy is large and negative, which is consistent with relativistic phenomenology.
In this case, there is a significant degree of cancellation between the scalar and vector self-
energies, which leads to a quasinucleon energy close to the free-space nucleon mass. This
result is compatible with the empirical observation that the quasinucleon energy is shifted
only slightly in nuclear matter relative to the free-space mass. The density dependence of
the self-energies for this case is shown in Fig. 6. The prediction for the continuum threshold
is close to the vacuum value and the residue at the quasinucleon pole drops slightly relative
to the corresponding vacuum value. This is also compatible with experiment; there is no
evidence for a strong rearrangement of the spectrum at nuclear matter saturation density,
merely a spreading of strength over energy scales too small to be resolved by the sum rules.
In contrast, if the four-quark condensate has a strong density dependence (i.e., if f is
large), the predicted ratio M∗N/MN varies strongly with the Borel mass, and the magnitude
of M∗N/MN is close to unity, implying that the scalar self-energy is essentially zero. The
predicted vector self-energy, on the other hand, is larger than it is with small f . Thus the
resulting quasinucleon energy is significantly larger than the nucleon mass. This result is
unrealistic and is totally different from known nuclear phenomenology. Moreover, both the
continuum threshold and the residue at the quasinucleon pole are well above their values in
vacuum; this suggests a significant rearrangement of the spectrum in nuclear matter, which
is inconsistent with experiment.
For intermediate values of f , the predicted scalar self-energy is negative with a sizable
magnitude. The vector self-energy is still strong. The magnitudes of the self-energies and
the degree of cancellation between them depend on the choice of interpolating field and the
values of the condensates and input parameters. The quasinucleon energy, the residue at
the quasinucleon pole, and the continuum threshold are close to their corresponding vacuum
values.
The qualitative features discussed above can also be identified through the dominant
behavior of the OPE sides of the sum rules. From Eq. (3.114), one notes that Π′q is mainly
determined by the density-independent leading-order perturbative term and the scalar-scalar
four-quark condensate. For small f , Π′q is close to its zero-density value; this implies that
the quasinucleon energy, residue, and continuum are essentially unchanged from their values
in vacuum. Since Π′s is dominated by the leading-order term proportional to the in-medium
quark condensate, the significant reduction of 〈qq〉ρN from its vacuum value 〈qq〉vac implies
a significant reduction of M∗N from MN . The vector self-energy tends to follow the nucleon
density, as the leading-order term proportional to 〈q†q〉ρN gives the largest contribution to
Π′u. For large values of f , Π
′
q is significantly reduced from its vacuum value; this leads to
a shift in the quasinucleon energy and a significant rearrangement of the spectrum. As Π′s
and Π′u are independent on f , one expects M
∗
N and Σv to increase due to the reduction of
Π′q. Clearly, further study of the in-medium four-quark condensates is very important.
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The sum-rule predictions are fairly sensitive to the choice of interpolating field, reflecting
the dependence of the truncated OPE on this choice. In the region −1.15 ≤ t ≤ −1,
the scalar and vector self-energies (recall Σs = M
∗
N − MN) each have a magnitude of a
few hundred MeV with opposite signs for f < 0.5, which is in qualitative agreement with
relativistic phenomenology. As t gets larger, smaller f values are needed to produce large
and canceling scalar and vector self-energies. It is worth emphasizing that, in the interval of t
considered here, the contributions of higher-order terms in the OPE become more important
for larger magnitudes of t, while the continuum contributions become larger and the coupling
of the interpolating field to the quasinucleon states becomes weaker for smaller magnitudes
of t. Since there is less information about the higher-dimensional condensates, and only the
quasinucleon state is of interest here, one should not use a t with a magnitude that is too
large or too small. Within the range of t considered in this section, the vector self-energy is
always large; the scalar self-energy is mainly controlled by the value of f .
The nucleon σ term σN is a crucial phenomenological input in the finite-density nucleon
sum rules; its value determines the degree of chiral restoration in the nuclear medium (to
first order in the nucleon density). The scalar self-energy strongly depends on σN through
〈qq〉ρN and the four-quark condensates [25,100]. One observes that the large and canceling
self-energies found with small and moderate f values mainly depend on the ratio σN/mq.
An understanding of the cancellation between scalar and vector components will be essential
in making connections between QCD and nuclear physics.
Even if one assumes that the scalar-scalar four-quark condensate has weak or moderate
density dependence (so that the sum-rule predictions are consistent with known relativistic
phenomenology), there are still important open questions to confront. One must test sum
rules for other baryons as well as for other nucleon properties. In Sec. IV, the finite-density
sum-rule approach will be extended to study the self-energies of hyperons in nuclear matter;
there are experimental data and phenomenological models to confront with QCD sum-rule
predictions. Since the ∆ sum rule is especially sensitive to the scalar-scalar four-quark
condensate [6,104], one may obtain some additional phenomenological constraints on its
density dependence [120].
G. Other Approaches
We have focused our study of nucleons at finite density on sum rules that use the for-
malism outlined in Ref. [18] to calculate individually the scalar and vector self-energies of
a nucleon in infinite nuclear matter. (This approach was also discussed in Ref. [13].) How-
ever, there are several other approaches to analyzing nucleons at finite density. All of these
approaches start with the same correlator we have been studying, but calculate different
quantities. Furthermore, in some cases a different OPE and different dispersion relations
are used.
The work by Drukarev and Levin pioneered many of the common features of finite-density
sum rules, such as the linear treatment of the quark and gluon condensates [12]. Their
approach is presented in detail in a review article [17] and several journal articles [12,16]
and most recently by Drukarev and Ruskin [26]. Here we simply comment on differences
between their approach and ours.
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One difference is in the choice of external kinematics, which leads to a different OPE.
Rather than exploiting the similarities to the vacuum sum rules, as we have done by choosing
unphysical kinematics that imply a short-distance expansion, Drukarev and Levin advocate
an analogy to deep-inelastic scattering. In this approach, the spacelike limit q2 → −∞ is
taken with q2/q ·u fixed, which is similar to the Bjorken limit. This ensures that only the
light cone is probed, but does not imply a short-distance expansion. Thus the appropriate
OPE is a light-cone expansion, and one must deal with all operators of a given twist.
These authors also consider finite-density dispersion relations in q2 (rather than q0),
with s = (p+ q)2 fixed (instead of fixing q). Here pµ is the four-momentum of a nucleon in
the medium [17]. These dispersion relations are assumed, rather than constructed through
a Lehmann representation. One difficulty with this approach is that the identification of
quasinucleon intermediate states becomes obscured.
Drukarev and Levin use their finite-density sum rules to describe nuclear matter satu-
ration properties. (They have also calculated gA in the medium [17].) Thus, rather than
focusing on individual scalar and vector self-energies, they study the shift of the quasinucleon
pole. Cancellations between scalar and vector contributions are still present in the sum rules
and were pointed out in Ref. [17]. Since the empirical pole shift is quite small on hadronic
scales, however, its determination from sum rules is likely to be very uncertain. For example,
one would require detailed knowledge of the density dependence of the condensates; it is clear
that our present understanding of this density dependence is insufficient. We argue that one
can establish whether QCD predicts large and canceling scalar and vector self-energies far
more reliably than one can quantitatively predict the net single-particle energy.
The work by Henley and Pasupathy [23] is based heavily on the development of Drukarev
and Levin, but with a focus on different observables. Instead of nuclear-matter saturation
properties, Henley and Pasupathy calculate nucleon-nucleus scattering. In particular, they
expand the correlator to linear order in the density, which allows them to isolate the forward
nucleon-nucleus scattering amplitude from the residue of the double pole at the nucleon
mass. The advantage to this calculation is that they make a more direct connection to actual
physical observables, the scattering amplitudes. However, as noted in the Introduction, QCD
sum rules are not well suited for calculating such quantities because of delicate cancellations.
In a recent Letter [121], Kondo and Morimatsu advocate the calculation of nucleon-
nucleon scattering lengths using QCD sum-rule methods. At the same time, they argue that
the calculations we have described in this review are ill-founded. We disagree strongly with
both aspects of their discussion. The essential criticism is given in Refs. [80,122]; here we
just summarize the main points.
The first problem is that the QCD sum-rule approach is not appropriate for the cal-
culation of NN scattering lengths. The large magnitudes of the empirical NN scattering
lengths reflect the slightly and nearly bound states in the two scattering channels. It is well
known from conventional nuclear physics that making very small changes in the strength
of an assumed NN potential can make calculated scattering lengths arbitrarily large or
change their signs. Sum rules cannot hope to address the fine details of this physics, which
is determined at relatively large distances or times.
Despite this, the sum-rule calculations of Kondo and Morimatsu appear to predict scat-
tering lengths qualitatively similar to the experimental data. However, their sum rules
suffer from a subtle flaw that has been alluded to earlier in this review. Their predictions
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are acutely sensitive to asymmetries in the spectral density between positive- and negative-
energy states. They neglected to account for this asymmetry in the effective continuum
thresholds in their analysis, and this led to spurious results (see Ref. [80] for details). If one
accounts properly for these asymmetries in their approach, one finds results consistent with
ours [80].
IV. HYPERONS IN NUCLEAR MEDIUM
A. Overview
Large and canceling Lorentz scalar and vector self-energies for the in-medium nucleon,
which are predicted by relativistic phenomenology, are made plausible by the nucleon sum-
rule results. Yet, as we have stressed, these results are also inconclusive at present; thus
it is important to test the sum-rule framework against finite-density phenomenology and
experiment in other contexts. In this section, we discuss finite-density QCD sum rules for
the self-energies of Λ and Σ hyperons in nuclear matter.
In hypernuclei, hyperons can occupy the lowest (innermost) shell-model orbits in a nu-
cleus, which should allow reasonable comparisons to theoretical predictions for hyperons in
uniform nuclear matter. Furthermore, various investigators have extended relativistic phe-
nomenology to the study of hypernuclear physics [123–133]. In these relativistic models, the
hyperon propagating in the nuclear medium is described by a Dirac equation with scalar and
vector potentials. The potential depths result from the coupling of the hyperons to the same
scalar and vector fields as the nucleon, but with different coupling strengths; however, these
coupling strengths are not well determined. By solving the Dirac equation, one can obtain
the binding energies and spin-orbit splittings for different states in hypernuclei, which can
be confronted with experimental data.
One of the compelling successes of relativistic models in describing nucleon-nucleus in-
teractions is the naturally large spin-orbit force for nucleons in a finite nucleus. This force
depends on the derivatives of the scalar and vector optical potentials, which add construc-
tively. An analogous prediction for the Λ hyperon would seem to be problematic, if one
adopts the naive quark-model prediction that each coupling for the Λ should be 2/3 the
coupling for the nucleon [134,135,126–130]. [That is, if one assumes that the scalar (σ) and
vector (ω) mesons couple exclusively to the up and down (constituent) quarks and not to
the strange quark.] In the Λ-nucleus system, recent experiments indicate that the spin-orbit
force is small, and even consistent with zero [136,137]. This has raised questions about the
validity of relativistic nuclear phenomenology for hyperons.
An early work [123] achieved a small spin-orbit force by taking the potentials (i.e., the
couplings) for the Λ to be a factor of three smaller than for the nucleon. More recently,
however, it has been suggested that scalar and vector coupling strengths consistent with
the naive quark-model predictions can be used if a tensor coupling between hyperons and
the vector meson (ω) [126–130], motivated from a quark-model picture [126,128,129], is
introduced. In this picture, the tensor couplings of the hyperons (Λ, Σ, Ξ) to the vector
meson differ in their magnitudes and signs, and hence their contributions to the spin-orbit
force are different. (This picture yields a negligible tensor coupling for the nucleon.) For
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the Λ, this picture leads to a tensor coupling with strength equal in magnitude to the
corresponding vector coupling, but with the opposite sign. The net result, in combination
with the scalar contribution, is a small spin-orbit force. A recent global fit to hypernuclear
data favors smaller couplings (from 0.3 to 0.5 times the nucleon-meson couplings, depending
on details [132]), but does not include this new tensor coupling.
While experimental evidence of Σ hypernuclei is lacking at present, a number of authors
have extended the relativistic phenomenology to Σ hypernuclei and presented theoretical
predictions [128–131]. In Refs. [128–130], the naive quark-model prediction for the coupling
strengths of the Σ to the scalar and vector mesons was adopted (the vector coupling for the
Σ is 2/3 the coupling for the nucleon, and the scalar coupling for the Σ is slightly smaller
than 2/3 the coupling for the nucleon); in addition, the tensor coupling between the Σ and
the vector meson was included. In the quark-model picture of Ref. [128], the tensor coupling
of the Σ to ω has the same sign as the corresponding vector coupling, in contrast to the
Λ case. With the quark-model values for the tensor coupling, the spin-orbit force for the
Σ was found to be comparable with the nucleon spin-orbit force. In Ref. [131], the tensor
coupling was omitted and universal couplings were assumed for all hyperons; the ratio of
the Σ to Λ spin-orbit force obtained is about 0.9.
QCD sum-rule predictions for the scalar and vector self-energies of hyperons may offer
independent information on the scalar and vector couplings (or potential depths) for hy-
perons in the nuclear medium. In addition, they may offer new insight into possible SU(3)
symmetry-breaking effects in the baryon self-energies and into the spin-orbit forces for the
hyperons. We note, however, that the prediction of tensor couplings is not tested in the
sum-rule results described below.
The finite-density sum rules for hyperons can be obtained following the same methods
as discussed in the previous sections of this review. Here we will omit the details of the
derivations and the actual sum rules, and focus on the predictions for hyperons. The reader
is referred to Refs. [22,27] for further details.
B. Λ Hyperons
The in-medium correlator for the Λ is defined by
ΠΛ(q) ≡ i
∫
d4x eiq·x〈Ψ0|TηΛ(x)ηΛ(0)|Ψ0〉 , (4.1)
where ηΛ is a color-singlet interpolating field with the spin, isospin, and strangeness of the
Λ. As in the nucleon case, we consider interpolating fields that contain no derivatives and
couple to spin-1
2
only. Here we choose the interpolating field
ηΛ =
√
2
3
ǫabc[(u
T
aCγµsb)γ5γ
µdc − (dTaCγµsb)γ5γµuc] , (4.2)
which has been used in the studies of vacuum sum rules for the Λ [138,8,139]. In the SU(3)
limit, this interpolating field leads to the same results as Ioffe’s current for the nucleon.
Since the Λ hyperon decays only weakly, its width in free space can be neglected on
hadronic scales. Experimentally, bound Λ single-particle states with well-defined energies
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have been observed in Λ hypernuclei, which indicates that a quasiparticle description of the
Λ is reasonable; thus, one can adopt a pole approximation for the quasilambda. As in the
nucleon sum-rule analysis, we choose a weighting function to suppress the contribution from
negative-energy excitations (corresponding to the antiparticle).
The operator product expansion for the Λ correlator is a direct generalization of the
nucleon OPE and is given in detail in Ref. [22]. The new features are the contributions of
condensates involving the strange quark (such as 〈ss〉ρN , see Sec. III E 2) and the strange-
quark mass ms. There are two dimension-six scalar-scalar four-quark condensates in the Λ
sum rules: 〈qq〉2ρN and 〈qq〉ρN 〈ss〉ρN [22]. As stressed in the nucleon case, the in-medium
factorization approximation may not be justified in nuclear matter. Thus, we follow the
parametrization in Eq. (3.134) for the density dependence of 〈qq〉2ρN and parametrize the
density dependence of 〈qq〉ρN 〈ss〉ρN as
〈q˜q〉ρN 〈s˜s〉ρN = (1− f ′)〈qq〉vac〈ss〉vac + f ′〈qq〉ρN 〈ss〉ρN , (4.3)
where f ′ is a real parameter. The f ′ values are taken to be in the range 0 ≤ f ′ ≤ 1 such
that the condensate interpolates between its factorized form in free space and its factorized
form in the nuclear medium.
In Fig. 7, the optimized results for the normalized self-energies M∗Λ/MΛ and Σv/MΛ are
displayed as functions of f ′ for ms = 150MeV, y = 0.1, |q| = 270MeV, and three different
values of f . One notes that Σv/MΛ is insensitive to both f and f
′. M∗Λ/MΛ, however,
varies rapidly with f and f ′; therefore, the sum-rule prediction for the scalar self-energy is
strongly dependent on the density dependence of the four-quark condensates. For f = 0.25
and values of f ′ in the range 0.6 ≤ f ′ ≤ 1, the predictions are M∗Λ/MΛ ≃ 0.85–0.94 and
Σv/MΛ ≃ 0.09. On the other hand, for f = 0.25 and small values of f ′ (0 ≤ f ′ ≤ 0.3), one
finds Σv/MΛ ≃ 0.08 and M∗Λ/MΛ ≃ 0.68–0.76. As f increases, M∗Λ/MΛ decreases, which
implies an even larger magnitude for the scalar self-energy. (In the nucleon case, M∗N/MN
increases as f increases.) Thus, a weak density dependence of both scalar-scalar four-quark
condensates leads to a moderate vector self-energy and a very strong scalar self-energy (the
net self-energy is strong and attractive). (A strong density dependence for 〈qq〉2ρN also yields
a strong scalar self-energy.) The sum-rule predictions for the self-energies turn out to be
insensitive to the values of ms, y, and |q| [22].
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FIG. 7. Optimized sum-rule predictions for M∗Λ/MΛ and Σv/MΛ as functions of f
′. The three
curves correspond to f = 0 (solid), f = 0.25 (dashed), and f = 0.5 (dotted).
We observe that the prediction for the normalized vector self-energy Σv/MΛ is insensi-
tive to the details of the calculations. For typical values of the relevant condensates and
other input parameters, Σv/MΛ ≃ 0.08–0.09. The finite-density nucleon sum rules predict
Σv/MN ≃ 0.25–0.30. Thus, one finds (Σv)Λ/(Σv)N ≃ 0.3–0.4. This result, if interpreted
in terms of a relativistic hadronic model, would imply that the coupling of the Λ to the
Lorentz vector field is weaker than the corresponding nucleon coupling by the same ratio.
This compares to the naive quark-model prediction of 2/3, which is obtained by assuming
that the mesons couple directly to constituent quarks.
The predictions for the scalar self-energy are quite sensitive to the undetermined density
dependence of certain four-quark condensates. If one assumes that the four-quark condensate
〈qq〉2ρN depends only weakly on the nucleon density (i.e., if f is small) and the four-quark
condensate 〈qq〉ρN 〈ss〉ρN has a strong density dependence (i.e., if f ′ is large), one finds
M∗Λ/MΛ ≃ 0.85–0.94, which implies Σs/MΛ ≃ −(0.06–0.15). With the nucleon sum-rule
prediction, M∗N/MN ≃ 0.65–0.70, one obtains (Σs)Λ/(Σs)N ≃ 0.2–0.4. In a hadronic model,
this implies again a much smaller coupling of the Λ to the Lorentz scalar field than for
the nucleon. In this case, there is a significant degree of cancellation between the scalar
and vector self-energies. This result is compatible with the empirical observation that the
Λ single-particle energy (the quasiparticle pole position) is shifted only slightly in nuclear
matter relative to its free space mass. That is, the Λ is very weakly bound.
On the other hand, if both 〈qq〉2ρN and 〈qq〉ρN 〈ss〉ρN depend either weakly or moderately on
the nucleon density, the predicted ratio M∗Λ/MΛ is significantly smaller than unity, implying
that the scalar self-energy is large and negative. The predicted vector self-energy, on the
other hand, is still moderate. Thus, in this case the sum rules predict incomplete cancellation
and the resulting quasilambda energy is significantly smaller than the mass. This result is
inconsistent with experiment.
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C. Σ Hyperons
The sum rules for Σ hyperons are obtained by studying the correlator
ΠΣ(q) ≡ i
∫
d4x eiq·x〈Ψ0|TηΣ(x)ηΣ(0)|Ψ0〉 , (4.4)
where ηΣ is an interpolating field with the quantum numbers of a Σ. The interpolating field
for the Σ+ can be obtained directly by an SU(3) transformation of Ioffe’s current for the
nucleon [138,8]:
ηΣ+ = ǫabc(u
T
aCγµub)γ5γ
µsc . (4.5)
The analogous interpolating field for Σ0 follows by changing one of the up-quark fields into a
down-quark field and then symmetrizing the up and down quarks, which can also be written
as:
ηΣ0 =
√
2ǫabc[(u
T
aCγµsb)γ5γ
µdc + (d
T
aCγµsb)γ5γ
µuc] . (4.6)
(Note that ηΣ0 and ηΛ in Eq. (4.2) have an identical structure, except for the isospin couplings
of the up- and down-quark fields.) The results obtained by using ηΣ+ and ηΣ0 are the same
due to isospin symmetry.
The width of the Σ in free space is small and can be ignored on hadronic scales. At finite
density, the width of the Σ will be broadened due to strong conversions; here we assume
that the broadened width is relatively small on hadronic scales and that a quasiparticle
description of the Σ is reasonable. In the context of relativistic phenomenology, the Σ is
assumed to couple to the same scalar and vector fields as a nucleon in nuclear matter and
is treated as a quasiparticle with real Lorentz scalar and vector self-energies. Thus a pole
ansatz is adopted in our study, and Eq. (3.110) can be utilized to minimize the sensitivity
to the negative-energy excitations.
The expressions for ΠΣ and the three finite-density sum rules are given in Ref. [27]. Note
that only the scalar-scalar four-quark condensate 〈qq〉2ρN appears in the Σ sum rules. We
use the parametrization of Eq. (3.134) for its density dependence.
The optimized sum-rule predictions for the ratios M∗Σ/MΣ and Σv/MΣ are plotted as
functions of y in Fig. 8 for ms = 150MeV, |q| = 270MeV, and three different values of f .
Again, the ratio Σv/MΣ is insensitive to both y and f . The ratio M
∗
Σ/MΣ, on the other
hand, changes rapidly with y and f , which implies that the sum-rule prediction for the
scalar self-energy is strongly dependent on the strangeness content of the nucleon and on
the density dependence of the four-quark condensate. For f = 0 and values of y in the
range 0.4 ≤ y ≤ 0.6, the predictions are M∗Σ/MΣ ≃ 0.78–0.85 and Σv/MΣ ≃ 0.18–0.19. On
the other hand, for f = 0 and small values of y (0 ≤ y ≤ 0.2), one gets Σv/MΣ ≃ 0.18
and M∗Σ/MΣ ≃ 0.92–0.98. As f increases, M∗Σ/MΣ increases, which implies an even smaller
magnitude of the scalar self-energy. The sum-rule predictions are insensitive to the values
of ms and |q| [27].
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FIG. 8. Optimized sum-rule predictions for M∗Σ/MΣ and Σv/MΣ as functions of y. The three
curves correspond to f = 0 (solid), f = 0.25 (dashed), and f = 0.5 (dotted).
The sum-rule prediction for the normalized vector self-energy Σv/MΣ is apparently in-
sensitive to the details of the calculations. For typical values of the relevant condensates
and other input parameters, one obtains Σv/MΣ ≃ 0.18–0.21. The finite-density nucleon
sum rules predict Σv/MN ≃ 0.25–0.30; thus, we find (Σv)Σ/(Σv)N ≃ 0.8–1.1. This result, if
interpreted in terms of a relativistic hadronic model, would imply that the coupling of the
Σ to the Lorentz vector field is very similar to the corresponding nucleon coupling. This
compares to the naive quark-model prediction of 2/3, which is obtained by assuming that
the mesons couple directly to constituent quarks [134,135,126–130].
The sum-rule prediction for the scalar self-energy is sensitive to the strangeness con-
tent of the nucleon and the density dependence of the four-quark condensate 〈qq〉2ρN . If we
assume that the nucleon has a large strangeness content (i.e., y ≃ 0.4–0.6) and the four-
quark condensate 〈qq〉2ρN depends only weakly on the nucleon density (i.e, if f ≃ 0), we find
M∗Σ/MΣ ≃ 0.77–0.84, which implies Σs/MΣ ≃ −(0.16–0.23). With the nucleon sum-rule
prediction M∗N/MN ≃ 0.65 (for f ≃ 0), we obtain (Σs)Σ/(Σs)N ≃ 0.6–0.85. In a hadronic
model, this implies again a coupling of the Σ to the Lorentz scalar field close to that for
the nucleon. In this case, there is a significant degree of cancellation between the scalar
and vector self-energies, which is compatible with that implemented in the relativistic phe-
nomenological models. [We note, however, that Eq. (3.94) suggests values of the strangeness
content in the range y ≃ 0–0.45.]
In contrast, if the strangeness content of the nucleon is small (i.e., y ≤ 0.2) or if 〈qq〉2ρN
has a significant dependence on the nucleon density, the predicted ratio M∗Σ/MΣ is close to
unity, implying that the scalar self-energy is very small. The predicted vector self-energy,
on the other hand, is still essentially the same as the nucleon vector self-energy. Thus, in
this case, the sum rules predict incomplete cancellation and, hence, a sizable repulsive net
self-energy for the Σ. This result is at odds with the predictions of relativistic models.
73
D. Summary
The QCD sum rules discussed here predict that the Λ vector self-energy is significantly
smaller than the nucleon vector self-energy while the Σ vector self-energy is close to that for
the nucleon. However, just as for the nucleon, the sum-rule predictions for the hyperon scalar
self-energies are obscured by the strong dependence on the values of four-quark condensates
and on the strangeness content of the nucleon (in the Σ case).
Despite the uncertainties, one finds in general that sum-rule predictions for the scalar
and vector self-energies imply a much weaker spin-orbit force for the Λ in a nucleus than
that felt by a nucleon. The predictions for the Σ scalar and vector self-energies seem to
imply a spin-orbit force for the Σ comparable to that for a nucleon, but much stronger
than that for a Λ. These results are compatible with experiment and with predictions of
relativistic phenomenological models with an extra tensor coupling between the hyperons
and the vector meson [126–130]. Note that the magnitude of the tensor contribution cannot
be estimated from QCD sum rules in uniform nuclear matter.
It is worth emphasizing that in Refs. [126–130], scalar and vector couplings consistent
with the naive quark-model predictions have been adopted, and it is the extra tensor coupling
of the hyperons to the vector meson that reduces the Λ spin-orbit force and enhances the
Σ spin-orbit force. The sum-rule predictions, on the other hand, suggest that it is the weak
scalar and vector couplings for the Λ and strong scalar and vector couplings for the Σ,
deviating from the naive quark-model prediction, that lead to a small Λ spin-orbit force and
a large Σ spin-orbit force, respectively. We also note that the sum-rule predictions do not
agree with the universal coupling assumption (i.e., all hyperons couple to the scalar and
vector fields with the same strength) suggested in Ref. [131].
V. VECTOR MESONS IN MEDIUM
A. Introduction
This review has primarily stressed the problem of baryons—nucleons and hyperons—
propagating in nuclear matter. In this section, we will briefly consider a different problem,
namely the propagation of vector mesons in the nuclear medium. Much of the sum-rule
machinery carries over directly from our previous discussion; further details can be found in
the cited literature.
The possibility that the properties of vector mesons might change significantly with in-
creasing density is of considerable current theoretical interest. For example, Brown and Rho
[140] have proposed a scenario in which the vector-meson masses in the medium decrease.
Experimentally, the question of how vector mesons behave at finite density is an open ques-
tion. If the masses decrease, then one effect should be an increased range of propagation,
so that the effective size of the nucleons as “seen” in hadron reactions mediated by vec-
tor mesons will increase. Unfortunately, it is difficult to isolate the meson-mass effect of
“swollen” nucleons due to decreased vector-meson masses from other physics arising from
nuclear many-body effects or the substructure of the hadrons. Given this generic difficulty,
attempts to extract the meson-mass effect are fraught with ambiguity.
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Various pieces of experimental evidence have been proposed in support of the picture of
decreasing meson masses. One example is the quenching of the longitudinal response (rel-
ative to the transverse response) in quasielastic electron scattering [141] and (e, e′p) [142]
reactions, which might reflect “swollen” nucleons [143,144] in the medium. As noted in
Refs. [52,53], this swollen-nucleon picture emerges naturally if the electromagnetic current
couples to the nucleons through the vector meson (at least partly) and if the vector-meson
mass in medium drops. A second example is the discrepancy between the total cross section
in K+-nucleus scattering on 12C and that predicted from an impulse approximation calcula-
tion using K+-nucleon scattering amplitudes (extracted from K+-D elastic scattering). The
discrepancy is removed [54] if there is an effective increase in the nucleon’s in-medium cross
section due to a decrease in the mass of the ρ meson mediating the interaction.
More direct investigations of vector-meson masses in the nuclear medium have also been
proposed. One proposal is to study dileptons as a probe of vector mesons in the dense and hot
matter formed during heavy-ion collisions [55]. The dilepton mass spectra should allow one
to reconstruct the mass of vector mesons decaying electromagnetically. A potentially cleaner
probe (less leptonic background) would be via virtual compton scattering—the (γ, e−e+)
reaction [56].
There are a number of potential difficulties with these probes. One concerns the lifetimes
of the vector mesons. The ω and φ mesons are rather long-lived; thus, there is a large
probability that, regardless of where they are created, they will decay outside the region in
which the matter is dense. This raises the question of whether these decays will provide
useful information about the dense matter region. A second difficulty is that, in the nuclear
medium, the position of the pole (assuming pole dominance) is not a function of the four-
momentum q2 only; it can also depend explicitly on the three-momentum q. Thus, studies
of the invariant mass of the dileptons may not be sufficient to pick out cleanly the effects
of mass shifts. Finally, there is no reason to suppose that the longitudinal and transverse
components behave in the same way—indeed one expects them to be different, and their
difference may complicate attempts to extract the masses from data.
B. Formulation of the Sum Rule
The study of vector mesons in the nuclear medium via QCD sum rules offers a theoretical
complement to these experimental efforts. The pioneering studies at finite density were by
Hatsuda and Lee [19], and there have been subsequent calculations by Asakawa and Ko [24].
The treatment is quite similar to the treatment of the baryons discussed in previous sections
of this review. Here we will only sketch the analysis, with an emphasis on the differences
between the baryon and vector-meson cases. Our notation will not follow the notation of
Refs. [19,24] precisely; instead we introduce a more general form for the correlator that
allows for calculations away from the q = 0 point.
The interpolating fields used for these studies and for the studies of vector mesons in the
vacuum [5] are the conserved vector currents of QCD:
Jρµ =
1
2
(uγµu− dγµd) , Jωµ = 12(uγµu+ dγµd) , Jφµ = sγµs . (5.1)
The correlator is defined as
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Πµν(q) ≡
∫
d4x eiq·x〈Ψ0|TJµ(x)Jν(0)|Ψ0〉 , (5.2)
where |Ψ0〉 is the nuclear matter ground state, T is the covariant time-ordering operator
[61], and Jµ represents any of the three vector currents.
To proceed, it is necessary to identify the various tensor structures that can appear in
this problem. A simplification is that each of these currents is exactly conserved: ∂µJ
µ = 0.
The covariant time-ordered product is defined such that [61]
qµΠµν(q) = q
νΠµν(q) = 0 . (5.3)
This constraint plus the fact that there are two four-vectors, qµ and uµ, from which to con-
struct tensor structures allows us to deduce that there are two independent tensor structures:
Πµν(q) = (qµqν − q2gµν)ΠT (q2, (q · u)2) + q2
(
nµnν
n2
)
[ΠT (q
2, q · u)− ΠL(q2, (q · u)2)] , (5.4)
where we define nµ ≡ uµ− (q ·u/q2)qµ. It is easy to see that each of these structures satisfies
Eq. (5.3). The first term in Eq. (5.4) is the familiar structure seen in the vacuum correlator;
clearly, the second term must vanish as the density goes to zero. We choose to normalize
the longitudinal and transverse correlators, ΠL and ΠT , such that, with q
µ = (ω, 0, 0, |q|),
Π00 = q
2ΠL, Π11 = Π22 = q
2ΠT , and Π33 = ω
2ΠL.
In principle, one can derive sum rules for ΠL and ΠT , or any linear combination of the
two. In practice, all calculations done to date have been with q = 0 (in the rest frame
of the matter); as q → 0 the longitudinal and transverse polarizations become degenerate,
since there is no way to distinguish longitudinal from transverse. The issue of whether sum
rules for certain combinations of invariant functions are more effective than others will arise,
however, as soon as calculations away from q = 0 are attempted.
In the baryon case, we noted that the correlation function, considered in the rest frame as
a function of q0, has both even and odd parts. The reason is that, at finite baryon density, a
baryon in medium propagates differently than an antibaryon, yielding a correlation function
that is asymmetric in the energy variable. In contrast, for the correlators in the vector
channels, both time orderings correspond to the creation of the vector meson, which is its
own antiparticle. Accordingly, the spectral function is necessarily an even function of energy,
and one can write the dispersion relation as an integral over the energy squared.18 Since we
work here at q = 0 in the rest frame of the medium, we can write the correlator as ΠL(ω
2)
with ω ≡ q0.
Having decided to fix q = 0, the calculation goes forward in the standard way. One
starts with a dispersion relation
ΠL(ω
2) =
1
π
∫ ∞
0
ds
ImΠL(s)
s− ω2 − iǫ . (5.5)
18This is true for neutral vector mesons in any type of baryonic matter. For charged ρ mesons,
however, ρ+ is the antiparticle of ρ−. In an isoscalar medium, they are degenerate and the spectral
function is even. If, however, one considers a medium with a net isospin density (such as neutron
matter), they cease to be degenerate and the spectral function is no longer even.
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In general we would need to make a subtraction, but as usual we convert to a more effective
weighting function in the integral by applying a Borel transform. The result is:
Π̂L(M
2) =
1
π
∫ ∞
0
dsW (s) ImΠL(s) , W (s) = e
−s/M2 (5.6)
In the nucleon case, we had to isolate the nucleon contribution from the antinucleon con-
tribution, which led us to an asymmetric weighting function designed to minimize this
contamination (see Sec. III F 1). In the present case, this issue does not arise and we can
use the Borel weighting identical to the vacuum case.
To proceed, one follows the same steps described for baryon sum rules:
1. compute the Wilson coefficients;
2. estimate the corresponding condensates;
3. devise a phenomenological model for the spectral density that contains a few free
parameters;
4. determine the parameters by finding the best match of the phenomenology to the OPE.
We focus here on some issues raised in these sum rules and refer the reader to the literature
[19,24] for specific details of the actual calculations and results (including results for the φ
meson).
The calculation of the Wilson coefficients involves no new subtleties; the coefficients can
be calculated using the techniques outlined in Sec. IIID 5. Since finite-density condensates
are properties of the medium and not the probe, the same condensates estimated earlier for
baryon sum rules enter here. The reader should be reminded that these estimates are rather
crude. Typically we only estimate these condensates by folding nuclear matrix elements
with the nuclear density. While this may be adequate for normal nuclear matter density, it
is likely to be problematic at high densities (e.g., 2–3 times normal nuclear density). This
should be kept in mind in the context of heavy-ion collisions, which produce such high
densities. The appropriate nuclear matrix elements come from a variety of sources, and, in
some cases, modeling is necessary.
In the case of the nucleon, we found that the sum-rule predictions were extremely sensitive
to the value of certain dimension-six four-quark condensates. The hypothesis of ground-
state saturation led to results in strong contradiction with experiment; furthermore, the
theoretical prejudices in favor of the hypothesis are not strongly founded. This issue is
also extremely important in the context of the vector-meson sum rules. In the vacuum
sum rule for the vector mesons, four-quark condensates provide the dominant correction to
the perturbative term in the OPE. (Note, however, that these are not the same four-quark
condensates as in the nucleon case.) In the finite-density sum rules, the density dependences
of these condensates largely determine the predicted density dependence of the vector-meson
mass. Since all in-medium vector-meson calculations to date assume factorization, we must
interpret the results with caution.
To implement the sum rule, one needs a model for the spectral function. In Ref. [19],
the following ansatz is adopted:
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R ImΠL(ω
2) = ρscδ(ω
2) + Fδ(ω2 −m∗2) +
(
1 +
αs
π
)
θ(ω2 − s0) , (5.7)
with R = 8π for the ρ and ω mesons, and R = 4π for the φ meson. The effective mass m∗
corresponds to the position of the propagator pole. The second and third terms of Eq. (5.7)
represent a pole-plus-continuum ansatz, exactly as in the vacuum sum rules.
The first term is a scattering term, which corresponds to Landau damping. The form
of this scattering term requires some explanation. For a nonzero three-momentum q, the
imaginary part of the correlator has support in the spacelike region (ω2 < q2). Indeed, in
electron scattering these spacelike excitations are all that one can probe. For the propagation
of modes, these spacelike excitations act as damping terms. In general, the analytic structure
of the correlator in the ω plane corresponding to these spacelike excitations is a cut. However,
as q → 0, this cut gets squeezed to the q2 = 0 point and reduces to a delta function in the
imaginary part. A detailed description of the scattering term can be found in Ref. [145]. In
practice, the contribution from this term is quite small for the in-medium vector meson sum
rules [19].
It is not yet clear to what extent the ansatz in Eq. (5.7) is justified at finite density.
A central question is whether there are regions of large spectral density away from the
meson pole. One possible source for the ρ-meson channel is from π-∆-hole states. In model
calculations [146], these give rise to significant spectral strength well isolated from the ρ pole.
If there is a large low-ω2 contribution from the π-∆-hole physics that is not included in the
model for the spectral density, the fitted mass for the ρ pole will be significantly lower than
the actual mass. The calculation of Asakawa and Ko [24] attempts to include the π-∆-hole
contributions. The results of their sum-rule calculations are quite insensitive to the effects of
the π-∆-hole contributions. On the other hand, the spectral densities extracted by Asakawa
and Ko are quite different from those of the model calculations [146].
In the end, Hatsuda and Lee find a substantial reduction in the ρ and ω masses in
medium. For low densities, they find [19]
m∗ρ,ω
mρ,ω
≃ 1− (0.18± 0.05) ρN
ρsatN
. (5.8)
The decreasing mass arises primarily due to the density dependence of the four-quark con-
densates and 〈qiD0q〉ρN . Asakawa and Ko find a somewhat stronger density dependence for
the ρ meson, with its mass reduced to about 530 MeV at nuclear matter density. These
results are consistent with the hypothesis of decreasing vector meson masses in the nuclear
medium, although the reader should keep in mind the many caveats we have cited. In par-
ticular, we are concerned about the applicability of a quasiparticle-pole ansatz and the use
of factorized four-quark condensates. Future work should consider the density dependence
of the coupling constant and the momentum dependence of the longitudinal and transverse
effective masses.
VI. DISCUSSION
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A. Critical Assessment of the QCD Sum-Rule Approach
The QCD sum-rule approach to hadronic properties is now rather mature. The seminal
work of Shifman, Vainshtein, and Zakharov is more than 15 years old and has spawned an
entire industry—the original paper [5] has more than 1400 citations. Sum-rule methods
have produced phenomenological successes for a wide range of problems, some far beyond
the original application of meson masses and couplings. The current state of affairs is
summarized in the review/reprint volume edited by Shifman [10].
Despite the popularity and apparent success of QCD sum rules, there remain concerns
about the validity of various aspects of the approach. Many of these issues are addressed in
Ref. [10]. Here we briefly review some of the questions that carry over in particular to the
problem of hadrons in medium.
One central issue is the predictive power of the approach for low-energy hadronic observ-
ables. While the OPE may predict with reasonable accuracy certain weighted integrals over
physical spectral densities,19 this is insufficient to make solid predictions for properties of
stable particles or resonances. QCD sum rules require nontrivial knowledge of the spectral
density, which is used to formulate a spectral ansatz. That is, in order for the sum rules to
be predictive, one must already know something about the spectral functions—one cannot
make pure a priori predictions. This point should be kept in mind when discussing sum rules
for hadrons in medium; one’s knowledge about the form of spectral densities for this problem
is certainly less than for the vacuum case. If assumptions about the finite-density spectral
density are qualitatively wrong, then the sum rule may produce highly misleading results.
It is accordingly very important to have the best possible model for the phenomenological
side.
A second issue at the core of the approach is the validity of the OPE as actually im-
plemented in QCD sum-rule calculations. It has been argued [65] that there is always an
OPE that separates long-distance physics (summarized in condensates) from short-distance
physics in Wilson coefficients. The question that must be addressed is the extent to which
the Wilson coefficients may be calculated via low-order perturbation theory. Shifman argues
[10] that the success of the QCD sum-rule approach phenomenologically justifies the “put
all nonperturbative contributions into the condensates and calculate the Wilson coefficients
perturbatively” approach for most cases. There are cases in which this approach seems to
fail, such as for glueball channels. Others have called it into question for the nucleon channel.
For example, in Refs. [72,73], it is claimed that direct-instanton effects in the Wilson coeffi-
cients may play an important role in stabilizing the nucleon sum rule. These nonperturbative
direct-instanton effects can occur, since instantons may be smaller than the separation scale
used in the OPE, and will still play a nonperturbative role. In general the role of instantons
in the OPE remains an open question. Our assumption has been that perturbation theory
is sufficient to calculate the Wilson coefficients with acceptable accuracy.
A third issue is the estimation of condensates. To the extent that the sum rules are
19Assuming that the relevant condensates andWilson coefficients can be determined with sufficient
accuracy.
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only sensitive to a few low-dimensional condensates, it is probably reasonable to assume
that the important condensates can be determined with sufficient accuracy by fitting to a
number of different channels. So long as there are fewer important condensates then there
are observables, one will be able to deduce their values from some set of observables and
still have predictive power for other observables.
A central question, however, is the validity of the vacuum-saturation or factorization
hypothesis for the four-quark condensates, which play an essential role in sum rules for light-
quark hadrons. The importance of these condensates despite their relatively high dimension
(six) is simply understood—the Wilson coefficients associated with these condensates are
anomalously large, because they do not have the small numerical factors associated with
loop integrals [5].
In the original work of SVZ [5], a duality argument was given in favor of the vacuum-
saturation hypothesis. Subsequently a large-Nc argument was also advanced [111]. In our
view, neither argument is especially compelling. The large-Nc argument can be questioned
since higher-order terms in the 1/Nc expansion are not necessarily negligible given the fact
that Nc is only three. The duality argument was based on saturating 〈qqqq〉 with both
two-pion states and the vacuum:
〈qqqq〉 = | 〈0|qq|0〉 |2 + ∑
2π states
| 〈0|qq|2π〉 |2 . (6.1)
If one assumes that the two-pion intermediate states are free noninteracting pions, then one
can show using PCAC-type arguments that the contribution from the pions is much smaller
than the vacuum term unless one sums up to very large relative pion energies ∼ 2GeV. If
the sum were cut off by other physics at a more moderate scale (e.g., the ρ-meson mass),
then the two-pion contribution is small. However, the two-pion states need not dominate
the correction to the vacuum-saturation contribution: multiple pion states can contribute.
Moreover, the assumption that the two-pion states behave as free pions is only valid right
at threshold.
Apart from these two arguments, the only real justification for the factorization hypoth-
esis is a posteriori. Namely, it seems to work phenomenologically in the context of QCD
sum rules. For example, Shifman [10] writes that for most channels the phenomenology is
consistent with deviations from factorization at only the 10% level or less.
As we have noted, the values of the dimension-six four-quark condensates are the most
significant uncertainties in QCD sum-rule treatments of hadrons in nuclear matter. The
most naive generalization of vacuum saturation to this problem is ground-state saturation.
We can argue based on phenomenological concerns that it is not a good approximation at
nuclear matter densities. In this context it is worth noting that none of the three arguments
in favor of vacuum saturation—duality, large Nc, and phenomenology—give much support
to the ground-state saturation hypothesis at finite density. Results given earlier imply that
phenomenology is inconsistent with ground-state saturation, at least so far as the nucleon
sum rules are concerned.
While neither the duality nor large-Nc arguments are compelling for the vacuum case,
for the case of finite density matter they are even weaker. The duality argument was based
on the contribution of two-pion states. At finite densities, however, in addition to two-pion
states there are very many low-lying particle-hole type states in the system. Thus, it is by
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no means clear that the ground state will dominate over contributions from these new states.
With regard to the large-Nc argument, it should be noted that the 1/Nc expansion alone is
known to be unreliable for estimating the relative sizes of nuclear matter observables. For
example, a large-Nc analysis gives the kinetic energy of nucleons in nuclear matter as being
O(N−1c ), while the potential energy is O(Nc). In realistic nuclei at nuclear matter densities,
the two quantities are, in fact, of similar magnitudes [147].
A final problem to consider is that our results may to some degree be artifacts of the
interpolating fields chosen for the analysis. There is always this danger when predictions
are not independent of the interpolating fields, even though there are compelling arguments
why one choice of field is superior to another. This sort of question is best answered by
numerical simulations. Unlike the case of the vacuum, the prospects for useful numerical
simulations of nuclear observables is quite unclear. One can hope, however, for some future
lattice calculations that will test the basic ideas of scalar and vector physics that we have
explored with sum rules and provide some definite insight into the density dependence of
the four-quark condensates.
B. Simple Spectral Ansatz
As emphasized above, in order for sum rules to be useful in practice, one must be
able to make a simple parameterization of the spectral function. Typically, for vacuum
sum rules, one uses a pole plus continuum ansatz, where the continuum is modeled as
the perturbative spectral density (plus OPE contributions) starting at a sharp threshold.
Clearly, such a parameterization is a major simplification of a complicated spectrum. The
important question is whether this simplification leads to significant uncertainties in the
application of QCD sum rules.
While there have not been direct tests of the continuum model based on the Borel-
transformed correlator, there have been tests of a lattice analog—the correlator as a function
of imaginary time. At three-momentum q = 0 (achieved by summing uniformly over spatial
directions), the correlator at Euclidean time τ can be written as20
Π(τ,q = 0) =
∫ ∞
0
dω e−ωτρ(ω) , (6.2)
where ρ is the spectral density. This lattice correlator simply corresponds to a weighted inte-
gral of the spectral density with a different weighting function than in the Borel transform.
Like the Borel transform, this weighting suppresses the high-energy states and improves
convergence of the OPE [148]. (Note, however, that the suppression is greater with Borel
weighting.) We also observe natural association of short times with a broad smearing of the
spectral function.
Recently, Leinweber has tested the simple spectral ansatz in fits to lattice data of the
nucleon correlator [71]. He found that the pole-plus-continuum model did a good job of
20Note that if τ is small, only small x2 is probed, so a short-distance OPE is appropriate in this
regime.
81
describing the correlator over a surprisingly large range of τ , including most of the interme-
diate range between the perturbative regime and the large-τ regime. Only the latter regime
is dominated by the nucleon pole. Moreover, fits to the nucleon mass based on the ansatz in
the intermediate-τ range gave remarkable agreement with the nucleon mass extracted from
the correlator evaluated at large times. This test supports the pole-plus-continuum ansatz
commonly used in sum-rule applications. Some caveats should be made concerning this test
[71]: The lattice calculations were done in the quenched approximation, required a sizable
extrapolation in quark mass mq, and were confined to distances somewhat larger than those
used in QCD sum-rule fits. We hope similar calculations without these limitations will be
made eventually.
While lattice calculations suggest that the simple pole-plus-continuum model works well
in (or at least near) the regime of interest, there are concerns on the horizon. Recently
it was pointed out [149] that one can use the known behavior of various quantities with
changes in the quark mass (in the small quark-mass limit) to test the consistency of the
pole-plus-continuum ansatz. When studying the nucleon correlator with the OPE, one finds
terms proportional to 〈qq〉vac, which is known from chiral perturbation theory [59] to behave
as follows near the chiral limit:
〈qq〉vac = 〈qq〉χvac
(
1− 3
32π2f 2π
m2π ln
m2π
M20
+O(m4π)
)
, (6.3)
where 〈qq〉χvac is the value of the quark condensate in the chiral limit and M0 is some mass
parameter. Thus, the OPE side of the sum rule has a term that behaves like m2π lnm
2
π. On
the other hand, the leading nonanalytic term (in mq or m
2
π) in the nucleon mass is known
to be −(3g2A/32πf 2π)m3π [150]; there is no m2π lnm2π term. To make the phenomenology
consistent with the OPE, the continuum must produce a term that goes as m2π lnm
2
π to
exactly cancel the term in the OPE. Such a contribution to the continuum is not possible
in a simple pole-plus-continuum model. On the other hand, it is possible to use soft-pion
theorems to show that, if the continuum model includes pions, then the pion contributions
automatically reproduce the chiral log seen in the OPE [151]. A rough estimate of the
uncertainty in the nucleon mass due to the neglect of pions in the continuum model is 100
MeV [149], the size of the contribution of the m2π lnm
2
π term with M0 chosen to have a
“reasonable” value of ∼ 1GeV.
C. Does Dirac Phenomenology Make Sense?
One of the principal motivations for using QCD sum rules to describe nucleons propa-
gating in nuclear matter is to test the essential qualitative physics underlying Dirac phe-
nomenology. In light of this goal, some comments on the controversy about the validity of
the Dirac approach [41–46,51,48] are appropriate. This controversy has been long running
and is not considered as settled. However, we argue that the main criticism of the Dirac
phenomenology is not germane to the question of interest here: the magnitudes and signs
of the scalar and vector parts of the optical potential.
To those who doubt the entire Dirac approach, the question ultimately comes down to
whether it makes sense to describe a composite particle such as the nucleon by a Dirac
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equation [41,44–46]. Often this is expressed in terms of the role of Z graphs, i.e., scattering
from a positive-energy state into a negative-energy state and back. A fundamental difference
between a Dirac description and a Schroedinger description is the possibility of these Z
graphs. The essence of the criticism of Dirac phenomenology is that the composite nature of
the nucleon suppresses Z graphs and, in doing so, suppresses the relativistic effects [41,44,46].
While one cannot yet directly address this question in QCD, it is clear, in the context of
toy models [44,46,51,48] and large-Nc QCD [51], that the composite nature of the nucleon
does suppress the coupling to nucleon-antinucleon pairs (relative to what one expects with
pointlike Dirac nucleons). What these simple models show is the unsurprising fact that a
composite nucleon will not behave the same way as a Dirac nucleon. On the basis of this
result one may be tempted to throw out Dirac phenomenology, which is, after all, based on
the Dirac equation.
However, this observation is completely beside the point. The key question is the nature
of nucleon propagation: What are the on-shell self-energies or optical potentials? Suppose
we wish to describe proton-nucleus scattering with an optical potential. To do so, one must
suppress explicit reference to both the excitations of the nucleus and the internal excitations
of the nucleon (which is a necessary consequence of the nucleon’s composite structure). The
cost of suppressing explicit references to these degrees of freedom is that we get complex
and energy-dependent potentials. Now suppose that one wishes to describe the nucleon
scattering problem covariantly as well. The result will be a Dirac optical potential. While
we do not know how to calculate the optical potential from first principles, we can use
general symmetry considerations to deduce its Lorentz structure. We learn that such an
optical potential has both scalar and vector pieces. It is ultimately an empirical question
whether the scalar and vector potentials are separately large or small.
How can one reconcile large scalar optical potentials (and hence large Z-graph contri-
butions) in the optical-model description with the fact that compositeness suppresses the
amplitude to create NN pairs? The simple answer is that there is nothing to reconcile; they
are completely different things. The Z graphs in the optical potential need not be associ-
ated with virtual NN pairs. The intuitive connection between Z graphs and virtual NN
pairs is the hole picture of Dirac. While this is certainly a useful picture for free or weakly
interacting point fermions, for strongly interacting or highly composite fermions, there is no
necessary connection.
Recently, Wallace, Gross, and Tjon [48] constructed a solvable toy model of a composite
comprised of a fermion-boson bound state. In this model, one sees explicitly how, in a
complete treatment of the composite in an external field, virtual composite-anticomposite
pairs are suppressed (relative to what would be expected from a point Dirac fermion). At
the same time, they show how a description of the same physics without explicit reference to
compositeness requires large Z-graph contributions at the level of the effective theory. The
point here is that the effects of Z graphs in the effective theory (without explicit reference to
the internal structure) does not correspond to contributions from virtual pairs of composite
particles and antiparticles.
To reiterate our perspective on this issue: The essential physics underlying the success
of Dirac phenomenology is the large and canceling scalar and vector parts of the optical
potential (self-energy). Questions concerning the role of virtual NN states or the validity
of the Dirac equation for composite particles, while interesting in their own right, are not
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relevant in this context.
VII. SUMMARY AND OUTLOOK
The extension of QCD sum-rule techniques to finite density can provide a bridge between
nuclear phenomenology and the underlying theory of quantum chromodynamics. However,
when making connections to QCD, one must recognize that most familiar nuclear observ-
ables are associated with energy scales much smaller than those of hadronic observables.
Furthermore, many or most nuclear experimental observables are the result of fine cancella-
tions.
QCD sum rules, which extrapolate from short times with limited resolution, cannot be
used to resolve small energy differences or to predict physics that is determined at long times
or distances. Therefore one should not be too ambitious in applying sum-rule techniques
at finite density. Detailed experimental predictions of conventional nuclear observables are
more appropriately studied in the context of effective models of QCD. In this class we would
include attempts to understand nuclear matter saturation or nucleon-nucleon scattering
lengths quantitatively (although qualitative insight might be possible). The alternative that
we have proposed is to focus on phenomenology that is associated with energy scales more
conducive to a sum-rule treatment.
The most solid result to date connected with finite-density QCD sum rules is the behavior
of the chiral condensate with density. The model-independent result [Eq. (3.92)], which
predicts the linear density dependence of the condensate, appears to be robust, at least up
to nuclear matter saturation density. Although there are still sizable uncertainties in the
value of the nucleon σ term, it is known well enough to imply a very substantial change
(30–40% reduction) in the chiral condensate inside of nuclei. Furthermore, the change with
density has been convincingly related to two-pion exchange physics [50], which provides a
natural connection to the scalar meson of meson-exchange phenomenology and establishes
that the range is sufficiently large that short-range correlations should not cause drastic
changes. The latter point is very important; if correlations dominated the physics, then the
value of the average condensate would not be very relevant.
Given a large change in 〈qq〉ρN , one might anticipate compensating changes in the
hadronic spectrum. QCD sum rules offer a direct way to make a connection between such
QCD ground-state properties and properties of observed states. Here we have used the
sum rules to associate 〈qq〉ρN with the change in the scalar self-energy of a quasinucleon.
Similarly, changes in the vector self-energy (of opposite sign) are primary associated with
the vector density 〈q†q〉ρN . Assuming the density dependence of the four-quark conden-
sates to be weak, the resulting self-energies are in qualitative agreement with relativistic
phenomenology.
A disclaimer that must be made is that in another context, sum rules for nucleons at
finite temperature, changes in the quark condensate have been mistakenly identified with
a shift in the nucleon mass. The critical point is that one must adequately model the
phenomenological spectral density; if not, changes that show up as new features in the
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spectral density, could be attributed instead to a shift in the mass by the fitting procedure.21
We know of no analogous problems with our analysis of baryons in nuclear matter. While
the spectral ansatz is quite simple and could, in principle, be missing important features, it
is consistent with successful nuclear phenomenology.
Many QCD sum-rule results we have cited are rather indefinite (at least at present).
However, the nature of the sum-rule approach should be taken into account when accessing
the value of its predictions. As in the zero-density case, it is not the quantitative predictions
for hadron masses and other properties that are most important. Indeed, lattice calculations
will ultimately provide far more precise determinations of the hadronic spectrum. It is the
quantitative relations and qualitative insight that are most valuable, and which will persist
to challenge any numerical or model predictions.
It has been said (about vacuum sum rules) that QCD sum rules only work well when
making “postdictions” rather than predictions. This is true to some extent, although there
are also notable exceptions. More precisely, one can say that the reliability of sum-rule
applications, particularly when applied to new observables and in new domains, is not
guaranteed without some feedback from experiment. The problem is that subtleties can be
missed! One should not, at the same time, underestimate the usefulness of postdictions.
After all, the data is measured experimentally. What we seek is understanding of how it
fits into a larger picture. This is what the sum rules can provide.
For example, one might ask whether the decomposition into scalar and vector pieces made
in relativistic phenomenology is merely an artificial construction. The sum-rule results tell
us there is a reason to pay attention to these pieces separately: The physics is different!
Specifically, the scalar self-energy is predominantly associated with changes in the scalar
condensate, which is in turn related to chiral symmetry restoration. On the other hand, the
vector self-energy is largely determined by the vector condensate, or quark density, which is
not dynamical.
The ultimate stumbling block to drawing solid quantitative conclusions from the finite-
density sum rules is the density dependence of the four-quark condensates. We have repeat-
edly emphasized the importance of matrix elements of four-quark field operators in QCD
sum rules for light-quark hadrons. This is true at zero density, finite density, and finite
temperature. In the vacuum, the factorization hypothesis plays an important role in reduc-
ing the inputs to the sum rules to a small number of phenomenological parameters. The
validity of factorization at zero density seems to be dependent on the particular four-quark
condensate and seems quite reasonable in some cases. However, one must remember that
a factor of two uncertainty in a dimension-six condensate only propagates as a sixth root
of two uncertainty in the predicted mass of a hadron. Thus one only needs factorization to
determine the mass scale rather crudely.
In contrast, our concern is with the density dependence of hadronic properties, which
requires the density dependence of condensates. Factorization implies a very rapid density
21One should note that even when this happens, it is not so much a failure of the sum-rule
approach as of the application of the methods. Thus, with further insight or checks from alternative
approaches such as chiral perturbation theory, one can refine and correct the sum-rule calculation.
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dependence for four-quark condensates, which has drastic and adverse effects on the nucleon
sum-rule predictions. Nevertheless, there are too many uncertainties associated with the
finite-density sum rules to insist that our results imply that the four-quark condensates vary
slowly with density.
There are two obvious ways to proceed to clarify the situation, which are being pursued
at present. The first is to better model the four-quark condensates [152]. The second way is
to concentrate on sum rules that do not rely on the four-quark condensates. The key here is
to find new, independent sum rules for the nucleon, taking advantage of interpolating fields
with both spin-1/2 and spin-3/2 parts. By considering a mixed correlator with Ioffe’s current
and the spin-3/2–spin-1/2 current, spin-1/2 intermediate states (including the nucleon) are
still projected, but one generates additional sum rules for M∗N that are independent of the
problematic four-quark condensates [104,153]. This sum-rule analysis should provide a clean
test of the density dependence of M∗N .
Finally, we comment on sum-rule predictions of changes in hadron properties under
the extreme conditions of density that can be reached experimentally in relativistic heavy-
ion collisions. The untangling of experimental signatures for such changes is a formidable
challenge. The most promising observables appear to be vector-meson masses, which might
be measured by monitoring dilepton production. There are several difficulties with the
quantitative sum-rule predictions of these masses at present:
• The principal determining factor in the density dependence of masses are certain four-
quark condensates. Predictions to date of large changes rely, once again, on a factor-
ization assumption.
• Even accepting factorization, one also needs to extrapolate the density dependence
of the quark condensate far beyond ordinary nuclear densities. This extrapolation is
very uncertain at this point in time since predictions from model calculations begin to
diverge from each other around nuclear matter saturation density.
• An essential ingredient of the sum-rule approach is a simple but complete model of the
phenomenological spectral density. There is the definite possibility of missed physics
(such as new excitations and widths) in the vector-meson channel that get translated
into spurious predictions for mass shifts.
One can hope that the sum-rule picture and approach will be refined as experimental
data is accumulated. At present, we must conclude that extrapolations to high density based
on QCD sum rules are not quantitatively reliable.
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