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Stochastic Sequential Machines with Prescribed 
Performance Criteria* 
T. T. NIEH 
Hughes Aircraft Company, Fullerton, California 
The utility of each stochastic sequential machine is investigated 
from the point of view of an outside experimenter by establishing 
a hierarchy of performance riteria through assignment ofnumerical 
values to each input and output symbol. The main endeavors of this 
paper are :
(a) the determination of necessary and/or sufficient conditions 
for deciding when one machine is better than the other within 
a certain class so as to obtain an ordering among machines in 
this class with respect to each specified performance riterion, 
and 
(b) the study of the properties of the various performance riteria 
and their relation to each other with respect o a given 
machine. 
I. INTRODUCTION 
Work done in the past on the subject of stochastic sequential machines 
(SSM) has been concerned mainly with their internal structural proper- 
ties (Carlyle, 1963; Rabin, 1963; Bacon, 1964; Even, 1965; Paz, 1966; 
Ott, 1966; Nieh and Carlyle, 1968). In the present paper, we envision 
the following situation: An experimenter (in the sense of Moore (1956) ) 
is faced with a finite-state SSM representing a certain physical object 
(e.g., a slot machine in Las Vegas, or a cryptographie device as sug- 
gested by Moore (1956)) whose outputs may entertain direct hlterest 
to him. I f  none of the outputs bears any significance, he would simply 
ignore the machine. However, if the appearance of one or more elements 
of the output set is of particular advantage to him, an effort should be 
made on his part to maximize the chance of receiving that desirable set 
of outputs by sending the input symbols and/or adjusting the initial 
* This research was  supported inpart by USAEC Contract DAABO7-67-C-0540, 
at the University of California, Los Angeles. 
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conditions in some opt imum fashion. The  employment  of different input 
symbols, however, may  incur effort or expense of different degree. F rom 
such point of view, it is natural to associate each output symbol  with a 
numerical value according to its desirability with respect to the experi- 
menter. Similarly, a numerical value can be assigned to each input 
symbol  in accordance with their corresponding availability or cost. 
Consequently, some performance index is necessary to qualify whether 
or not a certain machine is worthwhile to be experimented upon as well 
as to test the relative merits of different machines so as to obtain an 
ordering among a particular class of machines. We shall formalize our 
discussion after mak ing  the following definitions. 
II. BAS IC  DEF IN IT IONS 
DEFINIT ION 2.1. A finite-state SSS/I is characterized by a quadruple 
(X, Y, ~, {M(y lx)  } ): where X, Y, and S are finite sets representing 
the input and output alphabets and the state set (usually identified by 
the positive integers) respectively. {M(y Ix)} is a finite set (totaling 
#{X} X#{ Y} elements) of #{S} by #{S} non-negative matrices. The ijth 
element of M(y l x), m~(y l x) = P(y, j I x, i), gives the probability 
that if the machine starts at state i E S, the application of input symbol 
x E X will change the state of the machine to j E S and produce the 
output symbol y E Y. 
D~FI~ITION 2.2. An initial distribution ~ with respect o a c-state 
machine is a probability vector on c points which characterizes the 
state of the machine when it commences operation. Let the set of all 
initial distributions of a c-state machine be denoted by pc 
{ ~ ] ~=1 ~r~ = 1, v~ E [0, 1]}. Geometrically, pc is a (c - 1) dimen- 
sional simplex with vertices {el, e2, . . .  , e~} (where e~ denotes the 
degenerate distribution on the ith point--or simply the ith state, for 
i = 1, 2, . . - ,  c respectively). 
Using Definition 2.1, we can calculate various probabilities of in- 
terest when a c-state machine commences its operation with a particular 
initial distribution ~ E P°. 
Let g(c) denote the c-dimensional column vector with all its elements 
equal to 1. The jth element of the column vector defined by h(y [ x) 
M(ylx)g(c ) is equal to the probability that starting in j, the applica- 
tion of the input symbol x will produce the output symbol y. Similarly, 
for any pair of sequences u E X ~ (set of all input sequences of length n) 
and v E Y" (set of all output sequences of length n), the jth element of 
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f~(v [ u) ~= M(v [ u)~(c) = II~.=l M(y~ [ x~)g(c) gives the probability 
that starting in state j, the application of the input sequence u = 
xlz 2 . . .  x ~ will produce the output sequence v = yly2 . . .  y~ (where 
x ~ E X and y¢ E Y respectively for i = 1, 2, • • • , n, repetition allowed). 
The recursive rule f~(vlv~]ulu2) = M(vllul)f~(v2 l u2) can be used to 
generate the /~ ( ' [ ' )  vector for the concatenation of any two pairs of 
input-output sequences u~u2(u~ followed by u2) and vlv2 (vl followed by 
v2); and thus for any pair of input-output sequence with arbitrary 
length. The probability that the input sequence u will produce the out- 
put sequence v if the machine commences its operation with the initial 
distribution ~ is then ~f~(v [u) & P~(v [ u). 
The assertions made so far in the foregoing paragraph are all easily 
verifiable consequences of the basic Markovian model of the SSM; 
details can be found in Carlyle (1963). 
DEFINITION 2.3. A cost function on the input alphabet is a rule which 
assigns a positive numerical value to each input symbol x E X - -  
denoted by c(x) E (0, co ). A return function on the output alphabet is 
a rule which assigns a numerical value to each output symbol y E Y-- 
denoted by r(y) E ( - ,  ~,  oo). For each pair (x, y) E (X, Y), define 
V(y[x )  ~ r(y) - c(x) as the pay-off function. The domain of defini- 
tion can be extended to (X ~, Y~), for ( u, v) = ( xlx 2 . . .  x ~, yly2 . . .  y,) ,  
V(v iu )  ~ ~=~V(y~[x~) .  Define V(~bl¢ ) = 0 where ¢ ~ empty 
sequence of length zero. 
Note: The restriction that c(x) be positive for all x E X implies that 
the utilization of each x requires a finite non-zero amount of effort (or 
equivalently energy). However, r(y) is allowed to be negative as well 
as positive, owing to the fact that some output y could represent unde- 
sirability or desirability (e.g., loss or gain) to the experimenter. 
III. DEFINITION AND PROPERTY OF EXPECTED PAY-OFF VALUE 
OF A SSM-CLASSIFICATION OF MACHINE IN TERMS OF E.P.O. VALUES 
DEFINITION 3.1. The Expected Pay-Off (E.P.O.) Value with respect 
to initial distribution ~ E P° due to input symbol x E X is defined as 
V.-.(x) ~ ~P~(y lx )V(y lx )  
yEY 
= ~ ~ f~(y lx )V(y lx )  (1) 
YEY 
A 
YEY 
102 NIEH 
Similarly, the E.P.O. value with respect to = E pc due to input 
I 2 n X n sequeneeu=xx . . . x  E is 
V,:(u) & ~ P~(vlu)V(v{ u) 
vE yr~ 
= ,: ~ ~;(vlu)V(v i u) 
vE yn 
= ~ ~ ~(v iu )  ~ ,#(u)  (2) 
VEYn 
LE~MA 3.1. Let u = xlx ~ .. . x ~, n = 0 1 ,2 . . . .  
then 
O(u) _ 1 .. = g(x ) + M(xl)O(x 2) + • + M(x  I . . .  x=-~)~(x~) 
where M(x  l " ' '  x ~) ~ I I i~ l  M(x  ~) 
Proof. From Definitions (2.3) and (3.1) 
v 6 yn  v E Y~ i=i k A 
The assertion follows by observing 
f~(v l u)V(y~ [ x ~) = M(x 'x  ~ " ' '  xi-1)~(xl)l ~ i ~ n 
y ly2 , .  .ynE yn 
through the definitions of f~(vlu) and g(x). Q.E.D. 
THEOREM 3.1. For any two input sequences u~ and u2 
V~(ulu2) = V=(ul) + g~.(~,)(u2) (3) 
where ~:(ul) ~= ~M(ul )  E pc. 
Proof. Simple application of Lemma 3.1. 
We shall now classify machines in terms of the performance index 
V~(u) .  
DV.PINITmN 3.2. A c-state machine M = (X, Y, S, {M(y l  x)} ) is 
called inadmissible iff for each = E P~ and every u C X ~, n = 1, 2, .. • , 
V=~(u) <= O. Otherwise, it is called admissible. 
Inadmissible machines form a class that is of absolutely no value to 
the experimenter; the following proposition characterizes this class. 
PROPOSITION 3.1. A c-state machine M is inadmissible iff for each 
x E X,  O(x) <= 0 (c-dinwnsional column vector with all elements equal to 
zero  ) .  
Proof. "Necessity" is obvious. "Sufficiency',: Suppose if(x) N 0 for 
each x E X,  then V=(x) = =0(x) =< 0 for ever5, =EP ' .  This fact, 
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together with Theorem 3.1, establishes that for each x E X and each 
u E Xn, n = 1, 2, . - . ,  V=(ux) = V=(u) -~ V~(~(x) <= V=(u). Q.E.D. 
In what follows, if X is an input alphabet with a distinct elements, 
we let C(X) be the class of all machines having the same input alpha- 
bet X. 
IV. PARTIAL ORDERINGS ON C(X) 
DEFINITION 4.1. A el-state machine M1 E C(X) is said to be ab- 
solutely better than a c2-state machine Ms E C(X) iff for each ~ E pc2 
(a) V~'(u) >= V~=(u)g(=,u) E (PCl, X~) ,n  = 1,2 . . . .  
and 
M1 (b) V= (u) > V~(u) fo rsome(~,u)  E (PC',X~),n = 1 ,2 , - . - .  
We denote this condition by M, I > [ Ms. 
Let M1 ! >"  1 Ms denote the fact that conditions (a) and (b) are satisfied 
for all u of a fixed length n. Obviously, M1] > I Ms is equivalent to 
MI! >~IM2,  n = 1, 2, -. .  The following lemma shows that 
Mli I M2 is sufficient for MI[ > [Ms. 
LEMMA 4.1. M1 [ > [ Msiff M~ ] >1 I Ms. 
Proof. Necessity is due to definition. To prove sufficiency, suppose 
M1 [ > ~ [ Ms for n > 1, MI [ > ~+1 I Ms is an immediate consequence of 
the hypothesis and Theorem 3.1. The assertion thus follows by induc- 
tion on n. 
To test M~ [ >* I M2 according to Definition 4.1 entails the calcula- 
tions for V~*(x) and V~=(x) with respect o every = E pc, and every 
~. E pc~ for each x E X. However, the following theorem reduces the 
necessary test to a point where it can almost be done by inspection. 
First, we introduce some notations: Let G~ be the c, Xa matrix whose 
columns are the a distinct vectors {~7(x), x E X} of Definition 3.1 cor- 
responding to the a distinct input symbols with respect o machine M,.  
Similarly, let G2 be the c2Xa corresponding matrix with respect to 
machine M2 by taking each x E X in the same order as GI • Denote the 
ith (1 <= i _-__ cl) row of G1 and thej th  (1 =< j =< e2) row of G2 by gl i 
and g2' respectively. 
THEOREM 4.1. M1 I > ] Ms if and only if 
(i) gl ~ >- g2 ~ for every pair of states (i, j )  C ($1, $2) of machines 
(M~, M~). 
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and 
~ " . 
(ii) gl ~ -1 gl~ > gs ~ for each j E Ss of machine M2. 
Cl i~l 
Proof. Necessity of (i) is due to condition (a) of Definition 4.1 by 
taking = and ~. as the degenerate distributions on states i of M~ and j 
of Ms respectively. To show the necessity of (ii), assume the existence 
of some state j of M2 such that gi => g2 j, this fact together with (i) 
implies the existence of some x ° E X such that all elements of ~l(x °) 
are equal to the component ilx g2 j corresponding to x °. By taking ~. = ej 
(degenerate distribution on the j th state), we have V~l(x °) = VejT'M2~cxO') 
for all = E pc~, a violation of condition (b) in Definition 4.1. Hence, 
the inequality must be strict. 
"Sufficiency". (i) guarantees that for any distributions ~., s, on the 
states of Ms and M1 respectively, V~l(x) >= V~2(x) for each x E X. 
(ii) together with (i) ensures that for each state j of Ms there exists 
some subset of S1 (states of M1), Si(j) c Si, such that by assigning 
V=(s~(~'))(x) > Ve; (x) for all positive probability to Si(j) we have ~ M2 
xEX.  
Thus, for any distribution ~. on the states of M~, the existence of 
corresponding distribution s(9,) on the states of M~ is guaranteed such 
that V~u)(x) > V~(x)  for all x E X. 
We have so far demonstrated that (i) and (ii) are sufficient for 
M1 ] >i  I Ms, M1 I > I M2 follows from Lemma 4.1. Q.E.D. 
The criterion given by Definition 4.1 essentially demands the su- 
periority of M~ over Ms regardless of the actual states of the two ma- 
chines. In the following definition we assume the possibility of having 
access of control over the initial states of a machine by relaxing the 
conditions tated in Definition 4.1 and thus permitting us to compare 
a larger class of machines. 
DEFINITIO~ 4.2. M~ > Ms if for each ;~ E P~ there exists ome = E P°~ 
such that 
M 2 n (a) V~(u)  > V:~ (u) Vu E X ,n  = 1, 2, . . . .  
and 
(b) V= (u) > V~(u)  for some uE  X ,n = 1,2, . . .  
In this case we simply say M1 is better than Ms. 
We do not have a simple necessary and sufficient condition whereby 
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in a finite number of calculations the determination of M1 > 21//2 can 
be made. However, the following observations are helpful: 
PnOPOSITION 4.1. M1 > M2 iff for every state j E $2 of machine Me 
there exists an initial distribution ~(j) E po~ such that 
~I 1 ~--- M V~.c~)(u) > V ~(u)Vu E X ~, n = 1, 2, . . .  
M1 n V~(~)(u) > V~(u)  for some u C X ,n = 1 ,2 , . . . .  
Proof. ~:  By definition. 
02 
~:Let  ;~C po~, define ~(~.) = ]~'~X~(j), then by hypothesis 
~'~1 
V~(~)(u)  > V~'~(u)Vu  E X ~, n = 1, 2, . . .  
M1 M2 V~¢~)(u) > V~. (u) for some uEX ~, n = 1, 2, . . .  Q.E.D. 
The above proposition can be stated equivalently as follows: 
PnOPOSITION 4.2. M~ > Me iff there exists a ceXc~ stochastic matrix S 
such that 
SM~(u)GI >= M2(u)G~Vu E X ~, n = 0,1,2, . . .  
SMI(u)G1 > M2(u)G~for some u E X ~, n = O, 1, 2, - . . .  
LEMMA 4.2. Let 
R~(j) ~ { vM~(u) >= V~'(u) Vu E Xk 'k= 1 '2 , " 'n"  } 
= ~ E P~ vM~(u)>V~ 5M~(u)forsomeuEXk,k=l,2, . .n. 
R~( ~) ~ {Defined as R~(j) by replacing e~ with ~} 
I,~(j) & N R,(j) 
i=l  
i=1 
Then 
(i) I~+1 C_ I~(j) C_ ...  C_ I i( j)  = RI(j) Jbr each j E $2. 
(ii) Im+~(2) c_ Im(~) c_ .. .  c_ I~(~) = R~(~) for each ~. E pc~. 
(iii) In+l(j) = L,(j) # ~?J for each j C $2 and some n < ~ 
for every ~ C pc~. 
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Proof. (i) and (it) follow directly from definition. (iii) is an easy 
consequence of the following facts: 
(a) For any 9. = (X~, X~, . . - ,  X ~) EP~ 
Rs(9.) -- X~ ~s(j),  V~s(j) E e~(j )  
(b) For eachj E $2 Is(j) = I~+l(j) ¢:~ R,+I(j) 2 Is(j) 
For each 9. E P~ I~(9.) = I~+~(9.) vv Rs+~(9.) ~ Is(~.) 
Q.E.D. 
TheorEM 4.2. 11/11 > Ms if there exists some integer n < co such that 
I~+1(j) = I~(j) ~ ~ for each j E $2. 
Proof. From (iii) of the above Lemma, the hypothesis implies 
I~+i(9.) = Is(9.) # ~2; for every 9. E P*~. 
The assertion will be proved by induction. Assume I~(9.) = I.+1(9.) = 
. . . .  I~+r(9.) ¢ ~ for every 9. E P*~, r __ k, k > 1. It suffices to 
show Is(9.) = I,+~+1(9,). 
Let ~ E I,(9.) = I,+~(9.), for any x E X define ~(x) A ~Ml(x) and 
9.( x ) ~ 9.M~( x ). 
Then 
~(x) E L+~-~(9.(x)). But I~+k_~(9.(x)) = I~+k(9.(x)) by the in- 
duction hypothesis, hence ~(x) E I~+~( 9.(x ) ) for each x E X or equiva- 
lently ~ E I~-~+1(9.). Q.E.D. 
V. LINEAR ORDERING ON C(X) VIA OPTIMALITY CRITERIA AND THE 
ESTABLISHMENT OF OPTIMUM INPUT SEQUENCES (POLICY) 
According to the Partial Orderings established in the last section on 
C(X), in order for machine M1 to be better than machine M~, M1 has 
to outperform M2 for every input sequence u E X s, n -- I, 2, ..- . 
In this section, we consider situations where one is not concerned so 
much with the performance of machine with respect o all possible in- 
put sequences, but rather with the best possible performance by choosing 
a particular input sequence of some fixed length satisfying certain 
optimality criteria. When such optimum sequences are respectively 
chosen for each machine in C(X), a Linear Ordering on C(X) is thus 
obtained. In doing so, the initial distribution on each machine may be 
assumed either to be fixed and lmown or controllable by an outside 
agent. In the sequel, various criteria for optimality will be defined: 
the motivations for them, the interplay between them, and the establish- 
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ment of corresponding input sequences constitute the main body of our 
inquiry. 
Let us first start with the problem of determining a sequence of input 
symbols with length n to a particular c-state machine M such that the 
expected pay-off value is maximized with respect to a given initial 
distribution ~ C pc. This leads to 
DEFI~TION 5.1. A Type I Optimum Policy of length n for a c-state 
machine M with initial distribution ~ E pc is an input sequence of 
lengthn, u° = x~lx°2 . . .  x~ E Z~ such that V=(ux °) -> V~(u)Vu  C X", 
or equivalently, V~(uz °) ~ max~=~l~2...~,ex, [V~(u)]. 
The mszdmization operation indicated above entails the determina- 
tion of a point u ° in n-dimensional space X~--choosing one out of 
~[X} ~ = a" possibilities. However, owing to the Markovian nature of 
the internal-state process together with the additive property of the 
pay-off function, the same result can be obtained by decomposing it
into an operation where the n points {x°q, q = 1, 2, . . .  , n} are obtained 
iteratively in one-dimensional space X--choosing one out of na possi- 
bilities. The assertion is demonstrated in the following 
~-- X 0 0 0 P~OPOSITION 5.1. Let uz ° ~ix~ 2 • • • x~ be a Type I optimum policy 
of length n with respect to ~, denote f f (~)  ~ V~:(uz °) and fo(~) ~ O, 
then 
f f (~)  = max [V=(x ~) -b ff-~(~(x~))] (4) 
x~EX 
for n -> 1. 
Proof. Let u = u~u2 where u~ ~ x ~ ~ 2 3 = ~ U2 ~ X X " ' "  x , from Theorem 
3.1: 
V~.(u) = V=(x ~) + V=(~,)(u~) 
and therefore, 
J~(~) = max m~x . . .  max [V=(z ~) + V=(~)(u2)] 
xl x2 ~n 
= max [V~(x ~) + max V=(~,)(u~)] 
xlCX u2EXn--1 
= max [V~(x ~) -t-/~-~(~(x~))] Q.E.D. 
xlEX 
Proposition 5.1 is essentially a statement of the Principle of Optimality 
from the Theory of Dynamic Programming due to Bellman (1957). 
Although conceptually illuminating, the actual determination of an 
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opt imum policy from Equation (4) is by no means a trivial matter. An  
example illustrating the detailed computional procedure can be found 
in: Nieh (1967). 
We now propose a different problem: Suppose an experimenter sets a 
finite upper bound on the number  of input symbols (say n) he is willing 
or able to send and yet faces the possibility of halting at any time before 
the limit is reached. A physical situation could be that encountered in a 
wart ime or some emergency situation where any time-consuming in- 
vestigation on some unknown system may drastically ieopardize the 
situation, hence a t ime limit is imposed. Alternatively, the investiga- 
tion may be interrupted and stopped before reaching the allowed limit 
due  io the need to respond to enemy attack or some other urgent duty 
which does not warrant the continuation of the investigation. If the 
e~perimenter employs the opt imum policy previously described, i.e., 
he chooses:an •input sequence u ° 0 0 o = x~lx~2 • • • x~ so as to maximize the 
expected return with respect o some initial distribution ~ on the basis 
of using n (upper bound) input symbols. Then indeed V~(uz  °) is a 
maximum overall V,~(u),  u E X~; however, if the experiment is halted 
at the m(< n)th step, the subsequence o o 0 • x~ix~2 • • • x~, is not necessarily 
optSmum over X ~, Problems of the foregoing type motivate us to make 
the following, 
DEFINITION 5.2. A Type I I  Opt imum Pol icy of length n for a c-state 
machine with initial distribution ~ E P~ is an input sequence of length 
0 0 0 0 
n, uzr = x~xs2 " "  x j ,  which is sequentially opt imum in the following 
sense  • 
" ! ' : ' :~ '  " 0 0 0 0 0 0 
V~(X+lX;~ . . .  x;=) > V~(Z;lXj2 . - .  x~=_lX), VxE  X 
m= 1,2 , . . -  ,n.  
0 • 0 Let u°~ = x~.~ .. x¢, be a Type I I  optimum policy of length n and 
let g"(~) ~ V~(u°r). The following proposition summarizes the rela- 
tion between Type I and Type I I  policies. 
PROPOSITION 5.2. 
(a) f~(~)  = g1(~:) for each ~ E P°. 
• (b )  f f (~)  =>_ g ' (~) fo reach  ~ E P°and Vn  > 1. 
1 0 0 
(c) g . (~)  = g . - l (~)  + g (~(x;1 "" ~J._l)) 
• , - .  , . . . . .  : = f (~)+: l (  o ~(Xil)) + +: (  o o • . .  ~(x ;1  . . .  ~+~-1)) 
' . . . .  for each ~ E Pe and Vn  > 1. 
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Proof. (a) and (b) follow directly from definitions. (c): For each 
1 < m =< n, Theorem 3.1 and Definition 5.2 yield: 
0 0 0 / 0 g~( =) ~ max [V=(xs~xj 2 o • . x j~_~) (zA  . . . .  xi~_~) + V=~xs~ • 
xEX 
1 0 0 g~-l(=) + f (~(xs~ ). . . . .  X~m_x )
The assertion follows immediately from above and the fact that 
gl(~) = ]1(=). Q.E.D. 
Note: Proposition 5.2(c) provides acomputational rule for generating 
Type II optimum policies. 
So far, we have only considered optimum policies under "open loop" 
conditions, i.e., we have dictated that the optimization be done prior 
to the actual experiment regardless of the outputs observed uring 
the experiment. However, our basic model tacitly assumes that each 
succeeding input symbol is sent only after the output due to the pre- 
vious input symbol has occurred. Hence, if one is equipped with addi- 
tional computing facility in the course of the experiment, i  is conceiv- 
able that an improvement in performance is possible by means of 
"adaptive" or updating optimization on each successive input to be 
sent based on previous inputs and observed outputs. To be more precise 
in our discussion, let P=(Y l X, (u, v)) denote the probability that the 
next output will be y when x is applied after having already applied input 
sequence u and observed the corresponding output sequence v with initial 
distribution ~. It is clear that 
P=( y [ x, (u, v) ) - P~(vy I ux) (5) 
P=(v l u) 
Let 
and 
f~(Y I x; (u, v)) ~ f~(vy [ ux) = M(v ] u)f~(y I x) (6) 
P=(v ] u) P~(v ] u) 
0=(xl (u,v)) a__ ~ ]~=(y]x;(u,v))V(ylx) 
yEY 
M(v I~)  
= p=(v lu  ) ~(x) 
(7) 
V=(xl (u, v)) A =~=(x ! (u, v)) ~= =(u, v)~(x) ~s) 
H0 NIEH 
DEFINITION 5.3. A Type I I I  Optimum Policy of length n for a c-state 
machine with initial distribution = E P° is an input sequence of length 
0 0 0 n, uix~ = Xk~ • • • Xk~ such that 
v~(x~ I o o o = (u~_ l  X ,  (u~- I  V~(z l  E v~_1) )  >, , v° - , ) )Vx  
whereu~ ° ~ o o o A 0 o = xkt . . .  xk~ and v~ = Y31 "'" Yh~ is the observed output 
sequence corresponding to u,~ °, 1 =< m =< n. 
0 0 0 0 Let ulrr XklXk~ "" Xk, be a Type I I I  Optimum policy and v ° 
0 0 
Y~i "'" YJ~-I be the corresponding output sequence. Denote the E.P.O. 
0 0 value due to u,~, by h~(=, v~_~), it is obvious that 
o 5 ~, o o o h~( =, V~_l) = ~ v~(x~ I , v .~- l ) )  (Urn--1 (9 )  m--1 
I t  is important to note that while the E.P.O. values of both Type I and 
Type I I  optimum policies are numbers ( i f (=)  for the former and g ' (~)  
for the latter), h "( =, 0 V~_l) is actually a function of the successive out- 
0 puts of the experiment, namely, the random sequence v,_1. In fact, we 
should note that the optimum policy of Type I I I  itself is a function of 
the output sequences with the exception of n = 1. Thus, in order to 
compare any Type I I I  policy with a corresponding Type I I  policy, we 
0 must compare gn(=) with the expected value of h'(  ~, v~_l) (averaging 
over all possible output sequences) denoted by 
h~(e:) ~ E[h~(=, o = v~_~)] 
= E =(u~_~, v~_~)~(x~,~ 
E ~,4um °, ° -  ° = v~ )g(x~+l )  ~=o (10) 
=EF"~ M(v,~°lu,,,°) . o ] 0 0 L,~=o P=(vm ]u~ ) g(xk~,+,) 
= ~, E E P,~(v.~ ° I u2)  M(v21u,2)o o g(x~o+,)- o 
,,~o ~oer,~ P=(vm [u~ ) 
= ~, E E M(,,21u,2)~(4.,+l) 
m=O vmOEym 
At first sight, one might be tempted to conjecture that a Type I I I  
policy would always outperform a corresponding Type I I  policy. This, 
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however, is not  true as demonstrated in the following 
Example  5.1. 
5~ = (X,  Y, X,  {M(y I x )})  
X = {x~, x2}; c(x l )  = 1, c (z~)  = 2 
Y = {Yl, Y2}; r (y~)  = - -1 ,  r (y2)  = 5 
M(y~]x l )  = ~ M(y~lx l )  = O 
hence 
M(x i )  = M(~)  = 
j (X l )  = 
~(x2) = 
Let  = = (1, 0),  the opt imum policies of Types  I I  and I I I  for n = 2 
and n = 3 are summar ized below: 
= 2:  u° r  = XlX l  
n = 3: u°r = x~xlx~ 
0 0 
n = 2 :urn  = x~x2 if v~ = y~ 
0 
um = x lx l  if vl ° y2 
0 0 
n = 3 :urn  = x~x2xl if v2 -- Y~Yl 
O 
uHr  = x~x2x2 if v2 ° = YlY2 
0 .~- 
u±z~ = x~x~x~ if v2 ° y2y~ 
o 0 
um = x~x~x~ if v~ = y2y2 
Thus,  we have for = = (1, 0) :  
g~<=) = g~(~)  + ~°  = 5.62+ 
112 Nm~ 
From Equation (10), we also have 
h2(~) = 2+~-+½ = 39 
h~(~) = h~(~) + W = 5.6- 
Hence, g~(~) < h~(~), but g3(~) > h3(~). 
We conclude the present section with the following suggestions for 
future investigations: 
0 0 (i) Suppose u~°~ = x~ 1 . . .  x3"~ is a Type I I  Optimum Policy of 
length n with respect o some ~ E P°, characterize in terms of 
easily computable, structural quantities, the conditions such 
0 0 that each subsequence xjl . . .  x~ 1 < m =< n constitute a 
Type I Optimum Policy of length m. 
(fi) Find necessary and sufficient conditions such that g~(~) =< 
h~(~) for each m = 1, 2, . . .  , n. I t  is easy to see that g~(~) = 
hi(~) and g~(~) < h2(~) are always true from definitions. 
VI. MACHINES WITH MONOTONE E.P.O. PROPERTY 
It  is natural to hope that the longer the experiment runs, the higher 
the expected pay-off one obtains. However, this is not the case in general. 
I t  is desirable, therefore, to characterize machines which possess the 
property that the E.P.O. value increases monotonically with the length 
of the experiment. Thus, 
DEFINITIO~ 6.1. A c-state machine M with input alphabet X is 
said to possess Monotone Expected Pay-Off (M.E.P.O.) property if for 
each ~ E /~ 
V~:(u) <= V,:(ux) Vu E X '~ 
V~(u) < V~(ux) Vu E X" 
and Vx E X 
and for some x E X 
n = 0 ,1 ,2 , . . . .  
Tn~EORE~ 6.1. Let M be a c-state machine with input alphabet X, and 
let S~(X)  & {z I z~(x) _-> 0, Vx E X and z~(x) > 0 for some x E X, 
where ~( x ) is as defined in Definition 3.1.} 
Then a necessary and su~ciency condition for M to possess the NI.E.P.O. 
property is that, 
{m~(x) ! i = 1, 2, . . .  , c, Vx E X} c S ' (X ) .  
where m,(x) ~= it, h row of the Markov matrix M(X) .  
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Proof. "Necess i ty"  follows from Definit ion for n = 0. "Sufficiency" 
follows from Theorem 3.1. Q.E.D.  
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