This paper addresses the need for nonlinear programming algorithms that provide fast local convergence guarantees no matter if a problem is feasible or infeasible. We present an active-set sequential quadratic programming method derived from an exact penalty approach that adjusts the penalty parameter appropriately to emphasize optimality over feasibility, or vice versa. Conditions are presented under which superlinear convergence is achieved in the infeasible case. Numerical experiments illustrate the practical behavior of the method.
Introduction
Constrained optimization algorithms are confronted with two tasks: the minimization of a function and the satisfaction of constraints. In cases when feasible points exist and one or more are optimal, a number of rapidly convergent methods can be employed. However, when many of these methods are applied to infeasible problems, the progress of the iteration can be very slow and a great number of function evaluations is often required before a declaration of infeasibility can be made.
The primary focus of this paper is to address the need for optimization algorithms that can both efficiently solve feasible problems and rapidly detect when a given problem instance is infeasible. Fast detection of infeasibility has become increasingly important due to the central role it plays in branch and bound methods for mixed integer nonlinear programming and in parametric studies of optimization models, but is also a concern in its own right for general nonlinear programming problems that may include constraint incompatibilities.
One way to contend with the possibility that a problem could be infeasible, is to employ a switch in an algorithm to decide whether the current iteration should seek a solution of the nonlinear program or, in constrast, to solely minimize some measure of infeasibility. Such an approach has been advocated by Fletcher and Leyffer [17] and has the benefit that infeasibility can be declared when a minimizer of the feasibility measure violates one or more constraints. The main difficulty faced by this type of approach lies in the design of effective criteria for determining when such a switch should be made, since an inappropriate technique can lead to inefficiencies. In particular, since the objective function is ignored during iterations that care only about minimizing a measure of infeasibility, the iterates may stray from an optimal solution, thus delaying the optimization process.
In this paper we study an alternative approach involving a single optimization strategy, and show that it is effective for finding an optimal feasible solution (when one exists) or finding the minimizer of a feasibility measure (when no feasible point exists). Our algorithm is an active-set exact penalty method that uses the penalty parameter to emphasize optimization over infeasibility detection, or vice versa. It belongs to the class of penalty sequential quadratic programming (SQP) methods proposed by Fletcher [16] that compute steps by minimizing a piecewise quadratic model of a penalty function subject to a linearization of the constraints. An important feature of this type of active-set approach is that with an accurate estimate of the set of constraints satisfied as equalities at a solution point, the asymptotic convergence rate of the iteration is primarily influenced by the choice of penalty parameter. Thus, in this paper we pay careful attention to the procedure for updating the penalty parameter at every iteration, particularly for infeasible problem instances.
The problem of interest is formulated as where f : R n → R and the g i : R n → R are smooth functions. Since the results and algorithms presented in this paper can be extended without difficulty to the case when the nonlinear program contains both equality and inequality constraints, we restrict our attention here to problem (1.1), for simplicity. When feasible points of (1.1) do not exist, the algorithm should return a solution of the problem More specifically, we would like to design the optimization algorithm so that, when the problem is infeasible, the iterates converge quickly to an infeasible stationary pointx, which is defined as a stationary point of problem (1.2) such that v(x) > 0. We say that problem (1.1) is locally infeasible if there is an infeasible stationary point for it. We note at the outset that infeasibility detection is difficult in the non-convex case. In such cases it has all the difficulties inherent in global optimization since, even if an algorithm identifies an infeasible point where constraint violations are locally minimized, there may exist feasible points in other regions of the search space. Nevertheless, the techniques discussed in this paper can be used in conjunction with global optimization methods [32, 23] to determine if a problem is in fact globally infeasible.
The paper is organized in five sections. In Section 2 we motivate and present a general form of our penalty-SQP method. In Section 3 we show that this type of approach yields fast convergence guarantees to certain classes of infeasible stationary points when the penalty parameter is handled appropriately. In Section 4 we describe two practical techniques for updating the penalty parameter and illustrate some numerical tests in Section 5. Throughout the paper · denotes any vector norm.
A Penalty-SQP Framework
The algorithm we propose is a penalty-SQP method, also known as an S 1 QP method [15, 16] or an ellastic SQP method [18, 4] . It is a technique for the minimization of the exact penalty function
where ρ > 0 is a penalty parameter updated dynamically within the approach and v is the infeasibility measure defined in (1.2). (The penalty function is often written in the literature as f (x) + πv(x), for some parameter π, but the equivalent formulation (2.1) is more convenient for our analysis.) If the penalty parameter ρ is sufficiently small, stationary points of the nonlinear program (1.1) are also stationary points of the penalty function φ; see for example [22] . Given a value for ρ k and an iterate x k , we define an appropriate step d k as a solution to the subproblem min
where
As we discuss in Section 4, this Hessian differs from that used in standard penalty methods (see e.g. [28, eq.(18. 49)]) in that the penalty parameter multiplies only the Hessian of the objective and not the term involving the Hessian of the constraints. The problem (2.2) is nonsmooth, but as is well known, it has the smooth reformulation
5b)
where s i are slack variables. This subproblem is the focal point of our approach as a way to transition smoothly between seeking optimality and feasibility with the evolution of the value for ρ. With a solution d k to problem (2.5), the iterate is updated as
where α k is a steplength parameter that ensures sufficient reduction in φ(·; ρ k ), and the new dual variables are given by λ k+1 ← optimal multipliers associated with the constraints (2.5b). (2.6)
A general form of our approach can now be presented as follows. For concreteness, we describe a line search algorithm with a merit function given by φ. (In Section 3, we assume in our local analysis that the steplength is always α k = 1, so our results apply equally to trust region and line search approaches.)
Algorithm I: Penalty-SQP Method
Initialize: (x 0 , λ 0 ), τ ∈ (0, 1), and η ∈ (0, 1)
For k = 0, 1, 2, ..., or until x k solves either (1.1) or (1.2):
1. Determine an appropriate value ρ k for the penalty parameter.
2. Compute (d k , λ k+1 ) by solving the subproblem (2.5) with ρ = ρ k .
3. Let 0 < α k ≤ 1 be the first member of the sequence {1, τ, τ 2 , . . .} such that
Our remaining task in the presentation of our approach is to design a mechanism for setting the penalty parameter ρ during each iteration. We confront this issue in Section 4 after considering the local behavior of Algorithm I in Section 2.
Let us take a moment to discuss why standard (non-penalty) SQP methods, or any other methods that impose exact linearizations of the constraints, may not be conducive for handling infeasible problems. One can show that, at an infeasible stationary point x, the constraints g(x) + ∇g(x) T d ≥ 0 are inconsistent, and in a neighborhood ofx these constraints are either inconsistent or ill conditioned. Thus if the SQP iterates {x k } approacĥ x, the steps {d k } may not be defined, and even if they are, they become arbitrarily large in norm and the steplengths α k tend to zero. The rate of convergence tox becomes linear at best, and for many problems a large number of iterations is required before the problem can be declared locally infeasible. In Section 5, we provide illustration of this behavior.
In contrast, the constraints (2.5b)-(2.5c) are always feasible, which was one of the main motivations for the S 1 QP approach proposed by Fletcher in the 1980s. The regularization benefits of exact penalty methods have been recognized for a long time; see for example [34, 29, 12, 16, 14, 20, 11] and the literature on optimization problems with complementarity constraints [26, 33, 1, 24, 25] . For example, the snopt software package [18] reverts to an 1 penalty approach when the Lagrange multipliers are deemed too large or when the quadratic subproblem is inconsistent. However, in contrast to the algorithm proposed in this paper, the algorithm in snopt employs a switch as previously described-it starts as a regular SQP method and only invokes a penalty approach if difficulties are encountered. In addition, snopt makes no attempt to achieve a fast rate of convergence to stationary points in the infeasible case.
Fast Convergence to Infeasible Stationary Points
In this section we illustrate the local convergence properties of Algorithm I under certain common conditions. Since such properties for penalty-SQP algorithms applied to feasible problems have been studied elsewhere [16] , we focus our analysis here on the infeasible case. This analysis reveals some properties that the penalty parameter update and the model Hessian must possess in order to achieve superlinear convergence of the algorithm.
Our interest in this section is in asymptotic rate of convergence results. Therefore, it is convenient to assume that the steplength is α k = 1. In doing so, we assume that a mechanism, such as a watchdog technique [10] or a second-order correction [16] , is employed to ensure that unit steplengths are accepted by the merit function φ.
The problem of minimizing φ(·, ρ) can be written as
where r i are slack variables. If x ρ is defined as a first-order optimal solution of problem (3.1) for a given ρ, then there exist slack variables r ρ and Lagrange multipliers λ ρ , σ ρ such that (x ρ , λ ρ , r ρ , σ ρ ) satisfies the KKT system
We note, in particular, that if for ρ > 0 such a solution has r ρ = 0, then x ρ is a first-order optimal solution of the nonlinear program (1.1).
We provide an alternative way of characterizing solutions of the penalty problem (3.1) in the following result.
Lemma 3.1 Suppose that (x ρ , λ ρ , r ρ , σ ρ ) is a primal-dual KKT point for problem (3.1) and that the strict complementarity conditions
hold for all i ∈ I. Then (x ρ , λ ρ ) satisfies the system
and either g i (x) < 0 and λ i = 1, or (3.4b)
Proof. If (x, λ, r, σ) is a KKT point for problem (3.1), it satisfies the KKT conditions (3.2). If r i > 0 for some i, then (3.2d) implies σ i = 0, which in turn implies λ i = 1 by (3.2b), and then g i (x) = −r i < 0 by (3.2c). On the other hand, if r i = 0 and g i (x) > 0 for some i, we have from (3.2c) that λ i = 0. Finally, if r i = 0 and g i (x) = 0, then by the strict complementarity assumption (3.3) we have that λ i > 0 and σ i > 0, and hence λ i ∈ (0, 1). Combining all these observations leads to (3.4). The second part of the lemma follows directly by substituting the proposed solution into (3.2).
Throughout this section, it will be useful to distinguish between three distinct sets of constraint indices defined with respect to a given point x. Specifically, at x we define the sets of active, violated, and strictly satisfied constraints, respectively, as:
(3.5) Let us now characterize stationary points for the feasibility measure v defined in (1.2). Note that problem (1.2) can be recast as (3.1) for ρ = 0. Let us denote a stationary point of problem (3.1), for ρ = 0, asx, i.e.,x
Such a point satisfies conditions (3.2) (with ρ = 0), for some vectorsλ,r,σ. If we have that r = 0, then as argued in the proof of Lemma 3.1, g i (x) < 0 for some i, and thereforex is an infeasible stationary point of the nonlinear program (1.1). Another convenient way of describing an infeasible stationary pointx of v is to note that it is a first-order optimal solution of the auxiliary problem 6) where from now onÂ is shortand for A(x), and similarly forV andŜ. To verify this claim, we note by Lemma 3.1 that since the conditions (3.2) can be recast as (3.4), then if (x,λ) solves (3.2) for ρ = 0 we have thatλ i ∈ (0, 1) for i ∈Â,λ i = 1 for i ∈V, andλ i = 0 for i ∈Ŝ. As a result, the pair (x,λ) satisfies the system
for ρ = 0, where we have defined the subvectors
Since (3.7) (with ρ = 0) are the KKT conditions of problem (3.6), we have verified thatx is a first-order optimal point for (3.6).
There are various types of infeasible stationary points. Some are strict isolated local minimizers of the infeasibility measure v(x), while others may belong to a set of minimizers of v or may simply be stationary points of v. Formulation (3.6) is useful in identifying those stationary points for which we are able to establish a fast rate of convergence. In our analysis, we require thatx is a point satisfying second-order sufficiency for problem (3.6). The complete set of assumptions is as follows. (b) (Regularity) The Jacobian of active constraints ∇gÂ(x) T has full row rank, where
The multipliers satisfyλ i ∈ (0, 1) for i ∈Â.
(d) (Second-Order Sufficiency) For ρ = 0, the Hessian matrix defined in (2.4) satisfies
Our approach for establishing superlinear convergence to an infeasible stationary point x is as follows. Let z k denote the current primal-dual pair (x k , λ k ) of Algorithm I and z k+1 = (x k+1 , λ k+1 ) the next iterate; recall that z ρ is a first-order optimal solution of the penalty problem (3.1) for a given value of the penalty parameter ρ. In a series of lemmas we show that, if z k is close toẑ and ρ is small,
for some constants C 1 , C 2 > 0. Thus, to achieve superlinear convergence we only need to ensure that, as the iterates approach a stationary pointx, Algorithm I decreases ρ fast enough. Our first result quantifies the distance between x ρ andx, as a function of ρ.
Lemma 3.3 Suppose that Assumptions 3.2 are satisfied. Then, for all ρ sufficiently small the penalty problem (3.1) has a solution x ρ with the same sets of active, violated, and strictly satisfied constraints asx; i.e., A(x ρ ) =Â, V(x ρ ) =V, and S(x ρ ) =Ŝ. Moreover, for all ρ sufficiently small,
)
for some constant C > 0 independent of ρ.
Proof. We have shown above that if (x,λ) is a KKT point for problem (3.1) (with ρ = 0), it satisfies the system (3.7) (with ρ = 0). Under Assumptions 3.2, F is continuously differentiable mapping about the point (x,λÂ, 0) and satisfies F (x,λÂ, 0) = 0. Differentiating F we find
By Assumptions 3.2 (b) and (d), the matrix (3.12) is nonsingular at (x,λÂ, 0). We can thus apply the implicit function theorem and state that there exist open sets N x ∈ R n , N λ ∈ R |Â| and N ρ ∈ R containingx,λÂ and 0, respectively, and continuously differentiable functionsx :
By the second equation in (3.7), and since the inequalities in the definitions (3.5) ofV andŜ are strict, we have that for ρ sufficiently small
Also, sinceλÂ ∈ (0, 1) we have thatλÂ(ρ) ∈ (0, 1) for small ρ. If we definē 16) it follows that (x(ρ),λ(ρ)) satisfies (3.4). Lemma 3.1 then implies that (x(ρ),λ(ρ)) satisfies (3.2) (together withr(ρ) = max(0, −g(x(ρ)) andσ(ρ) = 1 −λ(ρ)) and is therefore a firstorder optimal point for the penalty problem (3.1) for small ρ. Thus we can write x ρ =x(ρ) for small ρ, and by (3.15), we have that x ρ has the same sets of active, violated, and strictly satisfied constraints asx. This proves the first part of the lemma. We now establish the bound (3.11). Differentiating the equation F (x(ρ),λÂ(ρ), ρ) = 0 with respect to ρ, we have
As the matrix (3.12) is nonsingular in a neighborhood of (x(0),λÂ(0), 0), and since
we have from (3.17) that
Thus, defining
we have by the Mean Value Theorem
and so by (3.14), (3.10) and (3.16)
This proves the second part of the lemma.
We now describe an asymptotic property of the steps generated by the penalty-SQP method. Note that we do not assume that W (x k , λ k ; ρ k ) is positive definite; Assumption 3.2 (d) only states that W (x,λ; 0) is positive definite on the tangent space of the active constraints. Therefore, the quadratic program (2.5) could have several solutions. In the following result, we show that at least one of these solutions has certain desirable properties. (This non-uniqueness issue is discussed further in Section 3.2.) Lemma 3.4 Suppose that Assumptions 3.2 hold. Then, for (x k , λ k ) sufficiently close to (x,λ) and for all ρ sufficiently small, there is a local solution d k of the SQP subproblem (2.5) that has the same sets of active, violated, and strictly satisfied constraints asx, and can be obtained via a solution to the linear system
Moreover the multipliers in (2.6) satisfy
Proof. The first-order optimality conditions for the SQP subproblem (2.5), at some point (x, λ) and some value ρ, are
where (γ, ω) are Lagrange multipliers. Note that if we set d = 0, this system is identical to (3.2), and since (x,λ) satisfies (3.2) for ρ = 0, it follows that the system (3.21) is solved at (x, λ) = (x,λ) and for ρ = 0 by (d,γ) = (0,λ) and (ω,ŝ) = (σ,r). By Lemma 3.1, we have thatλ 22) and hence by (3.2a) (with ρ = 0)
Therefore, for ρ = 0, the linear system
is satisfied at (x, λ) = (x,λ) by (d, γÂ) = (0,λÂ). Moreover, under Assumptions 3.2, the matrix in (3.23) is nonsingular at (x,λ) for ρ = 0, and hence the solution of (3.23) varies continuously in a neighborhood of (x,λ, 0). We also have that W (x, λ; ρ) is positive definite on the null subspace of ∇gÂ(x) T , in a neighborhood of (x,λ, 0).
It follows from these observations that for all (x, λ) sufficiently close to (x,λ) and for ρ sufficiently small, the solution (d, γÂ) to (3.23) is close to (0,λÂ) and therefore satisfies γ i ∈ (0, 1) for i ∈Â,
(3.24)
By construction, such a solution (d, γÂ) satisfies (3.23) and therefore satisfies (3.
is a KKT point of the SQP subproblem (2.5) (in fact, by Assumption 3.2 (d) it is a minimizer of that problem) and by (3.24) it has the same sets of active, violated, and strictly satisfied constraints asx.
Lemma 3.4 shows that, near a stationary point, the SQP step d k is given by the system (3.19) , and by conditions (3.20) we have that for all large k the multiplier estimates generated by Algorithm I satisfy
Based on these observations, we study the effect of one step of the algorithm on the penalty problem (3.1), for small ρ. We show that the quadratic convergence of the pure Newton iteration x k+1 = x k + d k to the solution of each penalty problem is uniform with respect to ρ.
Lemma 3.5 Let (x ρ , λ ρ ) be a primal-dual pair satisfying the KKT conditions (3.2) for the penalty problem (3.1). Then, for (x k , λ k ) sufficiently close to (x,λ), with λ k satisfying (3.25), and for ρ sufficiently small, there is a constant C independent of ρ, such that the iterates x k+1 = x k + d k generated by the SQP algorithm satisfy
Proof. By Lemma 3.4, if (x k , λ k ) is sufficiently close to (x,λ) and ρ is sufficiently small, the step d k generated by Algorithm I is obtained via a solution of the system (3.19). Moreover, since W (x k , λ k ; ρ k ) is given by (2.4), and since conditions (3.25) are satisfied, we have from (3.13) that W (x k , λ k ; ρ k ) = G(x k , λÂ, ρ k ). Therefore system (3.19) constitutes the Newton iteration applied to the nonlinear system F (x, λÂ, ρ), for fixed ρ, where F is defined in (3.7). We can now apply standard Newton analysis (see for example [13] ). By Assumption 3.2 (a) we have that F , given in (3.12), is continuously differentiable, and hence F is Lipschitz continuous in a neighborhood of (x,λ), for each ρ. Moreover, since ρ is bounded, this Lipschitz constant, which we denote by κ 1 , is independent of ρ. Next, by Assumptions 3.2 (b) and (d), the matrix F is nonsingular at (x,λ, 0) and hence its inverse exists and is bounded in norm by a constant κ 2 in a neighborhood of that point. By Theorem 5.2.1 of [13] , if (x k , λ k ) satisfies 27) we have
(This inequality contains all components of x and λ, not just those in the active setÂ, because from (3.10) and (3.25) we have that [
and (x k , λ k ) is chosen so that
then (3.27) is satisfied.
We are now ready to prove the main result of this section, namely quadratic (or superlinear) convergence to an infeasible stationary point. We recall that z = (x, λ) denotes a primal-dual pair. Theorem 3.6 Suppose thatx is an infeasible stationary point for the nonlinear program (1.1) and that Assumptions 3.2 hold. Suppose also that the penalty parameter is selected so that ρ k = O(||z k −ẑ|| 2 ) for all large k. Then, if an iterate z k = (x k , λ k ) is sufficiently close toẑ = (x,λ), the sequence {z k } converges toẑ quadratically. If, instead, ρ k = o(||z k −ẑ||), then the convergence rate is superlinear.
Proof. Defining z k+1 = (x k+1 , λ k+1 ) and z ρ k = (x ρ k , λ ρ k ), we may apply Lemmas 3.3 and 3.5 to the inequality
Then, we have that
Therefore, if ρ = O(||z k −ẑ|| 2 ), we have from this relation and (3.29) that the iteration is locally and quadratically convergent, while if ρ = o(||z k −ẑ||), the rate of convergence is superlinear.
In summary, by using the structured Hessian approximation (2.4), a penalty-SQP method will achieve a fast rate of convergence simply by driving the penalty parameter to zero fast enough in a neighborhood of an infeasible stationary point. Of course, a practical algorithm must also be efficient in the feasible case and a strategy for controling ρ in both cases is an essential part of a general purpose algorithm. In Section 4 we present one such strategy. Before doing so, we discuss two issues related to the convergence analysis just presented.
A Special Case: n Active Constraints
Let us consider how our analysis specializes to the case in which n constraints g i (x) are active at the infeasible stationary pointx, where n is the number of variables. That is, we consider situations when |Â| = n and the block equations gÂ(x) = 0 in (3.7) constitute a system of n equations in n unknowns with g A (x) = 0.
Let us observe how the proof of Lemma 3.3 specializes in this case. As in Assumption 3.2 (b), we assume that the active constraint gradients are linearly independent atx, i.e., that ∇gÂ(x) is nonsingular. It is easy to verify that in this case (3.18) implies
for (x,λÂ) near (x,λÂ). Let us consider values of ρ in the neighborhood N ρ defined in (3.14). By (3.31) we see that as ρ increases from 0, we have that x(ρ) stays atx and only the multipliers change; i.e., for ρ smaller than some finite value, the minimizer of the penalty function is alwaysx. Therefore, if there are n active constraints atx, and if these constraint gradients are linearly independent, there is a threshold value ρ min > 0 such that for all ρ < ρ min the solution x ρ of the penalty problem (3.1) satisfies x ρ =x. Thus, in this case, the algorithm can declare that the problem is locally infeasible without driving the penalty parameter ρ to zero.
Positive Definiteness of the Hessian
The analysis we have presented assumes that the exact Hessian of the Lagrangian W k W (x k , λ k ; ρ k ) is used to form the quadratic model (2.5). In general, however, the Hessian (2.4) will not be positive definite in R n . We can only expect that, in a neighborhood of an infeasible stationary point, the Hessian W (x k , λ k ; 0) is positive definite on the null space of ∇g A (x) T .
Thus, if W k defined by (2.4) is indefinite, the algorithm requires the solution of an indefinite quadratic program (QP) that may have several local minimizers. The results presented above apply provided the QP solver chooses the minimizer satisfying Lemma 3.4. One way to achieve this near the stationary pointx is to choose the QP minimizer that is closest to the current iterate x k .
The situation becomes simpler if W k is defined to be positive definite over all of R n , for in this case the quadratic program (2.5) has a unique solution. Our analysis then applies directly without giving further consideration to the solution obtained by the QP solver. Note that the Hessian (2.4) will be positive definite in R n if the problem is convex. Otherwise, we could modify or redefine the Hessian to ensure this positive definiteness property, but this must be done carefully to avoid interfering with fast convergence.
Suppose that a modified positive definite approximate Hessian W k is employed. Since our approach is equivalent to applying an SQP method to the equality constrained problem
whose Lagrangian Hessian is G (see (3.13)), we can apply the characterization result for superlinear convergence given in [3] , [30] . It states that this iteration is superlinear if and only if the modified Hessian W k satisfies the condition
where P k denotes the n × n orthogonal projection onto the null space of ∇g T A (x). One way to achieve this limit is to define W k as the augmented Lagrangian Hessian,
for a sufficiently large parameter σ > 0. In addition, quasi-Newton updating methods have been developed that generate positive definite approximations to the Hessian of the augmented Lagrangian that yield R-superlinear convergence [31] and [9] . Thus, although the discussion in this paper has focussed on the exact Hessian, a variety of other practical methods will converge rapidly to minimizers of infeasibiity that satisfy Assumptions 3.2.
Penalty Parameter Update
In the previous section, we have given conditions on the sequence of penalty parameters that ensure a fast rate of local convergence in the infeasible case. In order to illustrate the practical behavior of a method that satisfies these conditions, we now present a technique for updating the penalty parameter that promotes convergence from remote starting points and is designed with both the feasible and infeasible cases in mind. This technique is presented as Algorithm II below and can be applied in Step 1 of Algorithm I.
The update follows the spirit of the steering rules that are reviewed in [7] and are incorporated in [6] into an active-set line search SQP method. Algorithm II modifies these rules so that they conform with the requirements of the analysis presented in Section 3. For ease of exposition, we define the linear model of the constraints appearing in (2.3) as
so that the quadratic model of the penalty function can be written as
In addition, we define a measure for the KKT error, with respect to (3.4), as
Here, S k and V k are the sets of strictly satisfied and violated constraints evaluated at the iterate x k , and the λ i k ∈ [0, 1] are Lagrange multiplier estimates.
Algorithm II: Penalty Parameter Update Strategy
Given ρ k = ρ k−1 and 0 < 1 , 2 < 1.
c. Solve (2.5) with ρ = 0 to obtaind k .
where the multipliers λ used in E k are chosen as the optimal multipliers corresponding to the linearized constraints (2.5b) obtained during the computation ofd k .
The essential effects of this strategy are the following. First, if the SQP subproblem for the most recent value of the penalty parameter yields a linearly feasible solution (i.e., m(d k ) = 0), then we follow this direction. This is to ensure that regularization of the constraints does not mar the progress of the algorithm when it is not needed. Second, if the SQP solution is linearly infeasible, then we decrease the penalty parameter sufficiently so that the new direction provides sufficient progress in linearized feasibility. This is to ensure that the algorithm does not diverge from minimizers of the infeasibility measure. The condition (4.4) ensures that as the algorithm progresses, the penalty parameter is small enough so that minimizers of φ(x; ρ) correspond to minimizers of the feasibility measure v. Finally, by reducing ρ k sufficiently in step f when the optimality error for the feasibility problem E k (0) is small, Theorem 3.6 states that the algorithm can converge superlinearly.
The steering rules described in [7] were designed to ensure global convergence (even in the infeasible case) and have proved to be effective in practice [5, 6] , but were not designed to yield a fast rate of convergence in the infeasible case. The technique in Algorithm II, on the other hand, may be regarded as alternative steering rules that are designed to be efficient for both the feasible and infeasible problems. In particular, an important difference between these two approaches relates to the definition of the quadratic model of the penalty function. The model used in [7] , which is commonly employed in penalty-SQP methods [16, 28] , is given by
is the Hessian of the Lagrangian of the nonlinear problem (1.1). If we compare (2.4) with (4.6) we observe that in q k the penalty parameter ρ multiplies only the Hessian of the objective, whereas in Q k it multiplies all of the Hessian terms. Therefore, for ρ = 0, Q k becomes the linear function m k , whereas the model q k remains quadratic and includes second order information about the constraints. We have seen in Section 3 that the curvature information of the constraints contained in q k , which takes on a prominent role as ρ decreases, is crucial in providing a fast rate of convergence to infeasible stationary points. Thus, the strategy described in Algorithm II can be seen as extension of the steering rules that maintains the same Hessian matrix for the constraints even for varying values of ρ.
A possible drawback of Algorithm II is that the computation of the reference direction d k requires the solution to a quadratic program, whereas the rules described in [7] call for the solution of a linear program, which may be less expensive. A numerical exploration of the tradeoffs of these two approaches is outside the scope of this paper as it requires a sophisticated software implementation of the SQP approach and exhaustive testing. For now, we simply present Algorithm II as one that yields good performance on the problems presented in the next section and fits into the framework of Algorithm I for ensuring fast local convergence.
We close this section with mention that other techniques have been proposed in the literature for updating the penalty parameter; see e.g. [19, 2, 27, 11] . In those techniques, the update is based on the behavior of the algorithm over several iterations, while the steering rules proposed here and in [7] explore the properties of the problem at a fixed iterate in order to update ρ.
Numerical Tests
We developed a prototype MATLAB implementation of Algorithm I-II in order to observe its performance on some illustrative examples. In the code, we ensure that W k is positive definite, by adding a multiple of the identity matrix to the matrix (2.4), so that q k (d; ρ) has a unique minimizer for each ρ ∈ [0, ρ k−1 ]. The quadratic program (2.5) is solved using MATLAB's quadprog routine, and the chosen input parameters are given as follows: τ = 0.5, η = 10 −8 , ρ 0 = 1, 1 = 2 = 0.1.
Algorithm I terminates when one of the following conditions hold:
or E k (0) ≤ 10 −6 and v k > 10 −6 (infeasibility).
As previously mentioned, during the computation of E k (0) the Lagrange multipliers are chosen as the optimal multipliers corresponding to the linearized constraints (2.5b) obtained during the computation ofd k , and so similarly, during the computation of E k (ρ k ) the multipliers are chosen as the optimal multipliers for (2.5b) obtained during the computation of d k−1 in the previous iteration.
Example 1. We refer to the following problem as unique:
This problem is infeasible and the pointx = (0, 1) is a strict minimizer of the infeasibility measure v(x) at which Assumptions 3.2 are satisfied. The second constraint simply imposes the bound x 2 ≤ 0, but we have been written it as a nonlinear expression; the weight 0.3 is chosen so that only the first constraint is active atx. Running our algorithm on this problem, starting from the point (3, 2), yields the results given in Table 1 . We report the iteration number k, the function value f k , the value of the infeasibility measure v k , the KKT (optimality) error E k (ρ k−1 ), the KKT (feasibility) error E k (0), the penalty parameter ρ k , the norm of the search direction d k , and the steplength α k given in (2.7). 
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We mentioned at the end of Section 1 that algorithms that impose strict linearizations of the constraints in the step computation are likely to be inefficient in a neighborhood of infeasible stationary points. An example of such a method is the line search interior point method implemented in the knitro/direct solver [8] . For problem unique, this method requires 42 iterations and 151 function evaluations to declare the problem locally infeasible. As can be seen from the large ratio of function evalutions to iterations, the step has to be shortened considerably, particularly as the iteration approaches the infeasible stationary point.
Example 2: Problem robot is from the CUTEr collection [21] . We ran the version with 14 variables. The original model has three equality constraints (call them c 1 , c 2 , and c 3 ) , but we added the additional constraint
so that the resulting model is infeasible. The results from our implementation are given in Table 2 . 
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This problem is infeasible and the pointx = (0, 0) is a strict minimizer of the infeasibility measure v(x) where none of the constraints are active. Running our algorithm with the starting point (3, 2) yields the results in Table 3 . 
.00e+00 3.00e+01 1.15e+01 1.15e+01 1.00e+00 2.34e+00 1.00e+00 1 +1.70e+00 7.63e+00 4.49e+00 4.15e+00 1.00e+00 2.22e+00 1.00e+00 2 -1.44e+00 7.15e+00 3.09e+00 4.62e+00 1.00e+00 1.05e+00 1.00e+00 3 -1.85e-01 4.07e+00 1.00e+00 7.38e-01 1.00e-01 2.54e-01 1.00e+00 4 +4.32e-02 4.01e+00 3.73e-01 2.73e-01 1.00e-02 7.42e-02 1.00e+00 5 -5.00e-03 4.00e+00 7.69e-16 1.00e-02 1.00e-04 3.50e-03 1.00e+00 6 -5.00e-05 4.00e+00 1.57e-15 1.00e-04 1.00e-08 3.54e-05 1.00e+00 7 -5.00e-09 4.00e+00 6.16e-16 1.00e-08 ------------------------Example 4. In this example, we simulate a situation that occurs in nonlinear branchand-bound methods for mixed-integer nonlinear programming. Problem batch, from the CUTEr collection, is a problem with 46 variables that has a feasible and optimal solution. Running this problem with our code, we find that our penalty parameter updating strategy does not impede the progress of the algorithm when applied to a feasible problem. In fact, the method performs quite well, quadratic convergence is obtained, and the penalty parameter is kept constant in the last iterations; see Table 4 . (The final value of ρ is small is because the optimal objective value is of f order 10 5 .) Table 4 : Output for Example 4(a) (batch)
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Adding the single bound constraint tl[1]≥ 5 to problem batch, however, makes the resulting problem infeasible. We refer to this problem as batch1. Running this problem with our implementation, using the same initial conditions as when problem batch is solved, yields the results in Table 5 . 
Example 5: We refer to our final example problem as nactive: This problem is infeasible with n = 2 active constraints at the minimizer of infeasibilitŷ x = (0, 0). We ran this problem with the starting point (−20, 10), and the results are provided in Table 6 . 
To verify that it is not necessary to drive ρ to zero in this problem, we disabled step f of Algorithm II and report the output in Table 7 . Note that ρ is never changed and that quadratic convergence is obtained. The results are in fact slightly better than those in Table 6 . In practice, it may be advantageous to identify the cases when the algorithm is converging to an infeasible stationary point where n or more constraints are active and not impose the quadratic decrease in ρ, but for general purpose implementations the advantage of carefully driving ρ → 0 is illustrated by all of the experiments in this section. 
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