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Abstract
Global Navigation Satellite Systems (GNSS) are nowadays widely used in sev-
eral technical and scientific activities. Since the early stages of development (mid
1980 s), given the high level of accuracy achieved in determining the coordinates
of the receiver, it became clear that the extensive deployment of GPS stations all
over the world would have improved many tasks in geodesy and geodynamics.
The use of GNSS signals is now not only limited to the estimation of the re-
ceiver’s position, but it has eventually become a key instrument for ionospheric
and tropospheric remote sensing studies, and for soil features (GNSS reflectome-
try). In particular, GNSS can be used to monitor the ionosphere at different time
and space scales. On a global scale, GNSS signals are used to generateGlobal Iono-
sphereMaps (GIM) bymeasuring the total electron content from stations located
around the world. On a regional scale, the same signals can be used to detect fast
ionospheric disturbances, including those generated by natural hazards, such as
tsunami and earthquakes.
The Variometric Approach is a processing algorithm for GNSS observations
which allow aGNSS receiver to provide valuable real-time information in a stand-
alone operativemode. This approach is based on single time differences of suitable
linear combinations of GNSS carrier-phase measurements, using a stand-alone
GNSS receiver and standard GNSS broadcast products (orbits and clocks correc-
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tions) that are available in real-time. This thesis investigates the possibility to apply
the Variometric Approach to the monitoring of the ionosphere, in order to detect
in real-time ionospheric disturbances generated by tsunami.
The first chapter of this thesis will serve as a preface to define fundamental con-
cepts that we will refer to throughout the rest of this work.
The rest of this thesis is divided into two main parts. In the first part (chap-
ter 2), we present some advances and applications of the VADASE (Variomet-
ric Approach for Displacements Analysis Standalone Engine) algorithm to esti-
mate in real time ground velocities and displacements using stand-alone GNSS
receivers. This algorithm was eventually appointed as an effective strategy to con-
tribute toGNSS seismology. In this sectionweused the 2016Meinong earthquake
occurred in Taiwan as a case study and we estimated coseismic displacements and
propagation properties of the surface waves in a real-time scenario using low-cost
GNSS receivers.
The second part of this work (chapters 3, 4, and 5) is devoted to a new GNSS
processing algorithm,VARION(VariometricApproach forReal-Time Ionosphere
Observation), which is capable of estimating changes in the ionosphere’s Total
Electron Content (TEC) using stand-alone GNSS receivers in real time. In chap-
ter 4, the effectiveness of VARIONwas proven on the following study cases: 2012
Haida Gwaii earthquake and tsunami event, 2015 Chile earthquake and tsunami
event, 2013 U.S. East Coast meteotsunami event, and 2017 Mexico tsunami and
geomagnetic storm events. Finally, some conclusions and relevant prospects for
future VARION developments are outlined.
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VARIONmay represent a significant contribution to science because the iono-
sphere is strongly coupled to the dynamics of the Earth’s surface, neutral atmo-
sphere, and geomagnetic field. In particular, these ionospheric perturbations can
be used to detect in real time detection atmospheric gravitywaves due to tsunamis.
During the NASA funded GNSS Tsunami Early Warning System 2017 work-
shopheld inSendai, Japan, July 25-272017, theVARIONalgorithmwas appointed
as thefirst real-timeGNSS tsunami tracking andwarning systembaseduponNASA’s
Global Differential GPS system.
v
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Sai ched’é la statistica? É na’ cosa
che serve pe fá un conto in generale
de la gente che nasce, che sta male,
che more, che va in carcere e che spósa.
Ma pé me la statistica curiosa
é dove c’entra la percentuale,
pé via che, lí, la media é sempre eguale
puro co’ la persona bisognosa.
Me spiego: da li conti che se fanno
seconno le statistiche d’adesso
risurta che te tocca un pollo all’anno:
e, se nun entra nelle spese tue,
t’entra ne la statistica lo stesso
perch’é c’é un antro che ne magna due.
Trilussa, La statistica.
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Global Navigation Satellite System
This first chapter is devoted to GNSS (Global Navigation Satellite System) and it
is split into 6 sections. The first one dives into the evolution of this satellite system
from the origin (when just GPS was available) to the present day (a multi constel-
lation system). Section 1.2 provides a description of the GNSS observables. This
chapter also gives a physical description of the Earth’s atmosphere 1.3 and explains
the ionospheric effects on the GNSS signal 1.4. Section 1.5 describes the linear
combinations of GNSS observables which will be used in the following chapters.
The last section 1.6 describes the satellite orbits parameters and the algorithmused
to compute the satellite position in real-time.
1
1.1 Introduction
GNSS is a set of artificial satellite constellationswhicharenowadaysused for count-
less different applications. Generally speaking, these systems were designed to al-
low the instantaneous determination of position and velocity (i.e. navigation) and
time of a generic user receiving signals broadcast by satellites which are set in orbit
around the Earth.
The first system to be developed and deployed was the USNAVigation Satellite
Time and Ranging (NAVSTAR) GPS. It was originally set up by the Department
of Defense (DoD) of the United States (US) for military purposes. In a first stage,
to prevent real-time use of GPS by non U.S. Army (including real-time civilian
use), the GPS signals were scrambled by artificial satellite clock dithering (Selec-
tive Availability (S/A)) in such a way that only the military were able to fully ex-
ploit the system. Things changed onMay 1st 2000, whenU.S. president Bill Clinton
decided to turn off S/A by “pushing a button”, tearing down the position accuracy
from 100 meters to less than 10 meters and giving birth to commercial develop-
ment of GPS.
Ever since the early stages of development (mid 1980s), given the high level of
accuracy achieved in determining the coordinates of the receiver, it became clear
that the extensive deployment of GPS stations all over the world would have im-
proved many tasks in geodesy and geodynamics. At that time, the observations
were typically acquired every 30 seconds (or with a lower rate) and the data were
combined together to achieve one position solution per day. These solutions were
then stacked in time series of coordinates and, as a matter of fact, they revealed as
an invaluable tool to monitor long-period large-scale geophysical and geodynam-
ical events such as crustal deformation, sea-level changes, post-glacial crustal re-
bound and coseismic and postseismic deformations. A meaningful breakthrough
came in themid and late 1990s, when the advances achieved inGPS receiver tech-
nology, together with the increased data storage capability, generated the possi-
bility to acquire and store satellite observations with much higher (up to 20 Hz)
sampling rates. As a consequence, conventional geodetic models were upgraded
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in order to analyze data at high sampling rates (≥ 1 Hz) and to solve for the re-
ceiver position at every observation epoch. This allowed to observe for the first
time the much faster shacking produced by surface waves (S waves) radiated from
the earthquake source. This combination of events can be considered as the birth
of GPS Seismology, which can be thought of as employing high-rate GPS data
and solving for the real-time kinematic positions of the receiver. In recent years,
several studies have demonstrated the effective use of GPS in estimating coseis-
mic displacement waveforms induced by an earthquake with accuracies ranging
from a few millimeters to a few centimeters. This contribution is particularly rel-
evant as it supports the estimation of important seismic parameters (e.g. seismic
moment and magnitudeMw) without the problems of saturation that commonly
affect seismometers and accelerometers close to large earthquakes. These studies
weredevelopedmainly inpost-processing, analyzingobservations acquiredduring
strong earthquakes. Then, well-known processing strategies (single Precise Point
Positioning (PPP), and differential positioning) have been developed to reduce as
far as possible the latency between earthquake occurrence and coseismic displace-
ment waveforms estimation.
1.1.1 FromGPS to GNSS
The wide success of GPS has led to the development of other similar systems op-
erated from different countries. The ensemble of such systems is referred to as
GNSS. The main reason for the development of alternative systems to GPS is to
ensure access to GNSS signals that are not under the control of any single nation,
with implications for the military in times of war and national emergencies, and
for civilian institutions that have stringent requirements on guaranteed access to a
sufficient number of GNSS signals at all times.
Nowadays, the list of global and regional satellite-based positioning systemsdis-
plays a continuous growth. New GNSS, such as the European Galileo or the Chi-
nese BeiDou, are going to join the already existingGPS andGLONASS constella-
tions. Moreover, the Russian system is again fully operational with 24 active satel-
3
lites ever since October 31, 2011. In addition, these systems are supplemented by
Space-based Augmentation Systems (SBAS) (e.g. Wide-area Augmentation Sys-
tems (WAAS), EuropeanGeostationaryNavigationOverlay Service (EGNOS)or
Ground-based Augmentation Systems (GBAS).
1.2 GNSSObservables
This section reviews some of the most important aspects of the observation equa-
tions for pseudoranges and carrier phases. Generally speaking, and keeping in
mind the differences between various GNSS, it is possible to say that all satellite
transmissions are derived from a fundamental frequency which is made available
by onboard atomic clocks. Any further detail about signal generation andmodula-
tionwould be systemdependent and is out of the scope of thiswork. For a detailed
description of the signal structure of the Global Navigation Satellite System used
in the present work (i.e. GPS, GLONASS and Galileo) it is possible to refer to
[40], [28], [25].
GNSS observables are nowadays used for several applications. This chapter fo-
cus on positioning and ionospheric remote sensing applications.
Overall, the satellite based positioning concept is founded on the principle of
“trilateration”,which is themethodofdeterminingpositionbymeasuringdistances
to points of known position. In the case of GNSS, the known points would be
the positions of the satellites orbiting around the Earth and the distances could be
measured as the time difference between the receiver local clock and the atomic
clock onboard a satellite, multiplied by the speed of light.
In principle, just three satellites are required in order to solve the system with
three equations and three receiver’s position unknowns (XR, YR, ZR). But in order
to take into account the receiver local clock, a fourthunknownhas tobe introduced
in the system. In fact, the process used to measure distances fromGNSS satellites
to receivers is similar to the one performed by a rangefinder. In particular, ranging
methods without accurate time synchronization of the receiver are called pseudo-
range and are the one used inGNSS positioning. Themain difference between the
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two instruments is that theGNSS receiver is a passive instrument anddistances are
measured as time difference between the receiver local clock and the atomic clock
onboard a satellite multiplied by the speed of light. The accuracy required for time
differencesmeasurements is very strict, in fact an error of just 3.3∗10−6 seconds on
the travel time would leads to an error on the distance of about 1 km. For this rea-
son, each satellite is equipped with an atomic clock which has a very well modeled
drift and maintains the synchronization with the reference GPS time (the atomic
time scale implemented by the atomic clocks in the GPS ground control stations
and theGPS satellites themselves). It is not possible tomaintain this synchroniza-
tion also for the receivers clocks and a fourth unknownparameter δtR (the receiver
clock offset) is added in the system.
TheGNSS based ionospheric remote sensing process is radically different from
the GNSS positioning one. For GNSS positioning, all the satellites take part into
the least square estimation process in order to obtain receiver positions or veloc-
ities. For GNSS ionospheric remote sensing, each satellite-receiver link is pro-
cessed autonomously and provide independent time series of total electron con-
tent (see section 3.3 for a more detailed explanation). Also, each link senses a dif-
ferent region of the sky and each receiver observes a variety of different physical
processes at the same time.
1.2.1 Code Pseudorange
Thepseudorange between a generic satellite S and a generic receiverR ismeasured
as the time difference between the epoch of signal transmission, tagged by the in-
ternal satellite clock (tS), and the epoch of signal reception, tagged by the internal
receiver clock (tR). Thisdifference is thenmultipliedby the speedof light (c) toob-
tain a measure in length units (meters). Practically speaking, the satellite sends its
clock time bymultiplying the carrier phase by a known sequence of+1 and−1 (i.e.
the so called “pseudorandom code”). The receiver internally generates an identi-
cal replica of the code and performs a cross-correlation with the incoming signal
to compute the time shift necessary to align the two codes. This time difference,
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multiplied by the speed of light, gives the pseudorange measurement.
By assuming a reference common time system for satellite and receiver clocks,
both ones suffer a delay, δtS and δtR respectively, with respect to the common time
system. Assuming the signals are traveling in the vacuum, the pseudorange obser-
vation equation can be obtained as:
P SiR (t) = c(tR + δtR − tS − δtS) (1.1)
where PSR is the pseudorange between the satellite and the receiver, i is the fre-
quency of the carrier phase used to modulate the code, tR is the time tag of the
receiver clock, δtR is the delay of the receiver clock from the reference time system
(i.e. receiver clock error), tS is the time tag of the satellite clock, δtS is the delay of
the satellite clock from the reference time system (i.e. satellite clock error), and c
is the speed of light.
The difference Δt = tR − tS is the true signal travel time and, if multiplied by
the speed of light, returns the geometric distance ρ SR (t) between the position of
the satellite at epoch tS and the position of the receiver at epoch tR
ρ SR =
√
(XR − XS)2 + (YR − YS)2 + (ZR − ZS)2 (1.2)
whereXR, YR,ZR andXS, YS,ZS are the coordinates of the receiver and the satel-
lite, respectively. Hence, the final pseudorange equation for a signal propagating
in the vacuum reads as follows
P SiR (t) = ρ SR (t) + c(δtR − δtS) (1.3)
1.2.2 Phase pseudoranges
Phase observable results from the difference between the phase of the incoming
carrier wave (upon which the code is modulated) and the phase of a signal inter-
nally generated by the receiver which is synchronizedwith the receiver clock [11].
If the recording starts at epoch t0, the receiver is capable to measure only the frac-
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tional part of the carrier phase that arrives from the satellite. Hence, the integer
number of cycles between the satellite and the receiver at the initial epoch t0 (the
so called “integer ambiguity” N) is unknown. In unit of cycles the carrier phase
observable reads as follows
Φ SiR (t) =
fi
c
ρ SR (t) + N
S
iR + fi(δtR − δtS) (1.4)
where i is the frequency index of the carrier wave,Φ SR is the phase observation
between satellite S and receiver R, c is the speed of light, ρ SR is the geometric dis-
tance between the position of the satellite at epoch tS and the position of the re-
ceiver at epoch tR,N SR is the integer ambiguity and δtR and δtS are the receiver clock
and the satellite clock errors, respectively. The carrier phase can be scaled to length
unit multiplying Eqn. 1.5 by the wavelength of the carrier wave i, λi = c/fi. The
final carrier phase equation for a signal propagating in the vacuum reads as follows
L SiR (t) = ρ SR (t) + λiN
S
iR + c(δtR − δtS) (1.5)
The integer ambiguity N SiR refers to the first epoch of observations t0 and re-
mains constant during the period of observations if the tracking of the satellite is
continuous (i.e. without loss of lock). Hence, the generic carrier phase observa-
tion at epoch t is given by
Φ SiR (t) = ΔΦ SiR (t)|tt0+N SiR (1.6)
where ΔΦ SiR is the (measurable) fractional part of the carrier phase at epoch t
augmented with the integer number of cycles passed from the initial epoch t0.
The carrier phase observation (Eqn. 1.6) is about 100 times more precise than
the code pseudorange. However, themajor drawback of the carrier phase observa-
tion stands in the integer ambiguity, which should be resolved exactly (using the
so called “ambiguity resolution” techniques) to achieve the best possible accuracy
in geodetic positioning.
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1.3 Structure and Subdivision of the Atmosphere
Before writing the remaining terms of the GNSS observation equations 1.3 and
1.5, it is necessary to describe the characteristics of the Earth’s atmosphere.
The Earth’s atmosphere is categorized into different layers according to their
physical properties and influences onto the electromagnetic waves. With respect
to the electromagnetic structure, the atmosphere is divided into the neutral atmo-
sphere (or troposphere) and the ionosphere.
1.3.1 The troposphere
The troposphere, the gaseous atmosphere where the daily weather takes place, is
heated from the Earth’s surface. For this reason, the troposphere is warmest at
the bottom and it is coldest at its top, where it meets up with the layer above (the
stratosphere) at a boundary region called the tropopause. When a weather phe-
nomenon called “temperature inversion” occurs, temperature in some part of the
troposphere gets warmer with increasing altitude, contrary to the normal situa-
tion. Typically, the temperature drops about 6.5o C with each increase in altitude
of 1 kilometer. Horizontal temperature gradients are only a few degrees/100 km.
Charged particles are virtually absent. The uncharged atoms and molecules are
well mixed, and thus the troposphere is practically a neutral gas. The index of re-
fraction is slightly greater than 1. It decreases with increasing height and becomes
nearly 1 at the upper limit of the troposphere, corresponding to the continuously
decreasing density of the medium. Nearly 90% of the atmospheric mass is below
16 km altitude, and nearly 99% is below 30 km [50]. For electromagnetic waves
in the radio-frequency spectrum the troposphere is not a dispersive medium. The
index of refraction does not depend on the frequency; it depends on air pressure,
temperature, and water vapor pressure. Because of the dynamic behavior of tro-
pospheric conditions it is difficult to model the index of refraction.
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1.3.2 The ionosphere
1.3.2.1 History
The history of the discovery of the ionosphere is intimately connected with the
history of radio wave propagation, and with Guglielmo Marconi’s life. Marconi
was expired by Hertz’s work on radio waves and he was just 20 years old when
he carried out valuable experiments at home on the transmission and reception
of Hertzian waves. Marconi was obsessed by the idea of transmitting signal us-
ing these waves and on December 12, 1901, he maid an historic announcement:
he received the first trans-Atlantic radio signal in St. John’s, Newfoundland (now
in Canada) using a 152.4 m (500 ft) kite-supported antenna for reception. The
transmitting station in Poldhu, Cornwall, used a spark-gap transmitter to produce
a signal with a frequency of approximately 500 kHz and a power of 100 timesmore
than any radio signal previously produced. The message received was the Morse
code for the letter S.
It is interesting to notice that even Marconi was not able of providing a con-
vincing explanation for his experiment. The scientific communitywas debating on
how this electromagnetic waves, which travels in straight lines, could have been
detected by Marconi on the other part of the Earth. In fact, during his lecture
at the Royal Institution in London entitled “Wireless telegraphy” of 2 February
1900 (this was nearly two years before the transatlantic experiment), in referring
to some transmission experiments which he had carried out in England over a sea
path of 85 miles, Marconi noted that owing to the Earth’ s curvature there was be-
tween the transmitter and the receiver a “hill of water” (as he put it) 1000 feet high,
and he commented that if the Hertzian waves travelled in straight lines the signals
would not have been received, so the curvature of the Earth is no obstacle to the
transmission and the Hertzian waves must either go over or round the dome of
water or pass through it.
In other words, Marconi have not realized yet that he had just discovered the
ionized region of the atmosphere, now known as ionosphere, capable of reflecting
electromagnetic waves.
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In the first year after G. Marconi’s experiment in 1901, some pioneers of wire-
less communication, such as A. E. Kennelly, O. Heaviside and J. Erskine-Murrey,
designated the upper atmospheric region which supposedly played a part in long
distance radio transmission as the “upper reflecting surface” or the “conducting
layer”.
On the evening of Thursday, 11 December 1924, Marconi gave his inaugural
lecture in London as President of the Royal Society of Arts and made the remark,
“it is my belief that the whole theory and practice of long-distance wireless com-
munication is just now undergoing a most important and radical change”. Little
did he know that on that very sameThursday evening, indeed perhaps at that very
hour, Appleton and Barnett were on their way to Oxford to set up the receiving
equipment for their historic experiment to be carried out on the following night
which would indeed initiate the “era of the ionosphere.”
As amatter of fact, the term “ionosphere” was suggested byWatson-Watt and E.
V. Appleton in place ofwhat had been loosely termed the “upper conducting layer”
on November, 1926.
1.3.2.2 Geophysics
In order to provide a good description of the ionosphere, we need to briefly intro-
duce the concept of plasma. Let us suppose to increase the temperature of a solid.
If the temperature exceeds a certain value (which depends on the characteristics
of the solid), the crystalline lattice structure will be destroyed and the solid will
become a liquid. If we furthermore increase the temperature of the liquid, than
the kinetic energy of the atoms will increase and subsequently also the distance
between atoms will increase, until the liquid will turn into a gas. Solid, liquid and
gas are the three states of matter that everyone knows. If we keep increasing the
temperature (e.g. T ≥ 10000 K), the kinetic energy of the gas atoms will become
so high that when they collide, the electrons would be stripped away. Plasma, the
fourth state ofmatter, becomes a collection of ions and electrons. In otherwords, a
plasma is an ionized gas formedbecause of the temperature of the gas is sufficiently
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high that the electrons can be stripped away from atoms. Plasma is an ionized gas
that is globally neutral and that displays collective effects.
The ionosphere is a plasma. It represents the electrically charged component of
the higher atmosphere. It can be characterized by the evolution of the free, neu-
tral, and charged particles, as a function of the time of day. The ionization of the
ionosphere is caused by solar and cosmic radiation. It lies 75-1000 km above the
Earth. Because of the high energy from the Sun and from cosmic rays, the atoms in
this area have been stripped of one ormore of their electrons, or “ionized”, and are
therefore positively charged. The ionized electrons behave as free particles. The
Sun’s upper atmosphere, the corona, is very hot and produces a constant stream
of plasma and UV and X-rays that flow out from the Sun and affect, or ionize, the
Earth’s ionosphere. Only half the Earth’s ionosphere is being ionized by the Sun
at any time.
1.3.2.3 The effects of ionosphere on radio signal
Because it is a plasma, the ionosphere has a strong influence on electromagnetic
wavepropagation. Theplasma frequency is the low-frequency cutoff for radiowave
propagation and depends on the local electron density ne as
ωp =
( nee2
meε0
)0.5
(1.7)
where e,me are the electron charge andmass, ε0 is the permittivity of vacuum. Typ-
ical ionospheric plasma frequency range from 1 to 20MHz and the maximum oc-
curs at the maximum of ionization.
Ionospheric sounding techniques are based on measurements of either the re-
flection of radio waves below the maximum plasma frequency or the refraction
delay of higher-frequency signals transmitted across the ionosphere from satellites
(e.g. GNSS).
It is important to highlight that the ionosphere is a dispersive medium with re-
spect to the GNSS radio signal. Dispersion is the dependency of the phase ve-
locity and, thus, of refraction, on the frequency. If dispersion occurs, a medium
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is called dispersive, e.g., the ionosphere is a dispersive medium at 1.5 GHz, while
the troposphere is not. This means that the ionospheric effect on GNSS signal is
frequency-dependent.
In a dispersive medium, the phase velocity differs from the group velocity. The
group velocity describes the velocity of the envelope of a group of electromagnetic
waves. The ionized gases in the ionosphere cause the phases of the electromagnetic
waves to shift. Thephase advance leads to a phase velocity greater than the speedof
light. This does not contradict Einstein’s postulate of the universal characteristic of
the speed of light, since no information is transmitted by a single electromagnetic
wave. The phase advance and the group delay are equal in size but different in sign.
Practically speaking, code pseudoranges become longer and phase pseudoranges
get shorter [7].
1.3.2.4 The ionospheric layers
The ionosphere has major importance to us because, among other functions, it
influences radio propagation to distant places on the Earth, and between satellites
and Earth. The generation of ions and electrons is proportional to the radiation
intensity of the sun, and to the gas density. A diagram indicating the number of
ions produced as a function of height shows a maximum in ion production rate.
Such a diagram is called the Chapman-profile.
The ionosphere is composed of three main parts, named for historical reasons:
theD, E, and F regions. The altitude and thickness of these three regions vary with
time:
• D region: it represents the inner layer extending from50 to 90 km; due to its
small electron density (about 103 electrons/cm3) this region does not reflect,
but it strongly attenuates the average radio frequency waves (MF or MW),
therefore below 3 MHz. The presence of this region in the atmosphere is
strictly correlated with the incidence of solar radiation (α hydrogen Lyman
radiation). Thus, the D region disappears during the night compared to the
daytime.
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• E region: this layer extends from about 90 to 150 km above Earth’s sur-
face with maximum electron density equal to 5 ∗ 105 electrons/cm3. Solar
radiation highly influences E region’s extension, which becomes weakened
during nighttime.
• F region: it is the highest region of the ionosphere (150-1000 km altitude)
and also the most ionized (up to about 106 electrons/cm3). Contrary to the
other layers it exists during both daytime and nighttime. During the day
it is ionized by solar radiation, during the night by cosmic rays. During
daylight hours, it is almost always divided into two sub-regions, called F1
layer (about 200 km height, with a maximum electron density up to 5 ∗ 105
electrons/cm3) and F2 layer (from 200 to 1000 km height).
• Besides these four regions, there is often a thin layer, located near the F re-
gion, called sporadic E layer (symbol Es, whose general characteristics are
extremely irregular.
The impact of the state of the ionosphere on the propagation of GNSS signals
is represented by the quantity sTEC (slant total electron content):
sTEC =
∫ S
R
ne(s)ds (1.8)
where ne is the electron densitywith the unit [number of electrons/m3]. The integral
contains the total number of electrons that are included in a column with a cross-
sectional area of 1m2, counted along the signal path sbetween the satelliteS and the
receiverR. The unit of measurement of sTEC is the TECU (Total Electron Content
Unit):
1 TECU = 1 ∗ 1016 el/m2
Weassume that the highest ionospheric delay’s contribution comes from the F2
region of the ionosphere, where the electron density is maximum. For this reason,
the sTEC observation is defined by the intersection between the satellite-receiver
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line-of-site and a plane located at the height of F2 peak. This point is called iono-
spheric pierce point (IPP). In other words the sTEC value, which is an integrated
quantity, is collapsed into one point. Ionospheric remote sensing using GNSS ob-
servations depends on the time and space evolution of the IPP.
1.4 Atmospheric Delays
So far, we considered signals propagating in the vacuum (see Eqn.s 1.3 and 1.5).
However, we learned that GNSS signals propagate through atmospheric regions
(troposphere and ionosphere) of different nature and variable state, and thus ex-
perience different kindof delays. Perturbationsmayoccur to the directionof prop-
agation, to the velocity of propagation and to the signal strength. For position-
ing application in satellite geodesy the atmosphere introduces unwanted perturba-
tions. The main impact on the observational results are, in many cases, due to the
ionosphere. Consequently, ionospheric influences have to be eliminated directly
bymeasurements (ionosphere-free combination see section 1.5.1) or through cor-
rections [44]. On the other hand, information on the state of the ionosphere can
be obtained by retrieving the ionospheric delay in the GNSS signals (geometry-
free combination see section 1.5.2).
To consider these terms in the code and the phase observations it is necessary
to revise Eqn.s 1.3 and 1.5 as follows:
P SiR (t) = ρ SR (t) + c(δtR − δtS) + T SR (t) + ΔIonoigr (t) (1.9)
L SiR (t) = ρ SR (t) + λiN
S
iR + c(δtR − δtS) + T SR (t) + ΔIonoiph (t) (1.10)
whereT SR is the tropospheric delay,ΔIonogr andΔIonoph are the ionospheric delay due
to ionospheric refraction.
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1.4.1 The ionospheric refraction
As shown in Eqn. 1.7, electromagnetic waves having frequency greater than 20
MHz propagate through the ionosphere, although the ray path is still influenced
by it. The ionospheric refraction is modeled as a function of the electron density
represented by the total electron content (TEC). The TEC is influenced by the
solar activity, diurnal and seasonal variations, and the Earth’s magnetic field.
Following ([24]: p. 54), the series
nph = 1+
c2
f2
+
c3
f3
+
c4
f4
+ ... (1.11)
approximates the phase refractive index. Thecoefficients c2, c3, c4 donot depend
on frequency but on the quantity ne denoting the number of electrons per cubic
meter (i.e., the electron density) along the propagation path. Using an approxima-
tion by cutting off the series expansion after the quadratic term, that is
nph = 1+
c2
f2
(1.12)
differentiating this equation leading to
dnph = −2c2f3 df (1.13)
and substituting 1.12 and 1.13 into the equation from [7]: p. 118:
ngr = nph + f
dnph
df
(1.14)
which links the phase with group refractive index leads to
ngr = 1− c2f2 (1.15)
It can be seen from 1.12 and 1.15 that the group and the phase refractive indices
deviate from unity with opposite sign. Eqn.s 1.12 and 1.15 also indicate that the
group and phase refractive index, and thus the time delays of signal propagation,
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are proportional to the inverse of the squared frequency and that higher frequen-
cies are less affected by the ionosphere. Hence, GNSS constellation transmits data
on two frequencies (e.g. GPS:L1 andL2) so that, at least to the first order, the effect
of ionospheric refraction on positioning is eliminated by a particular combination
of dual-frequency phase or code observations (ionosphere-free combination).
With an estimate for c2 ([24]: p. 54),
c2 = −40.3 ne [Hz2] (1.16)
the relation ngr > nph and, thus, vgr < vph follows because the electron density
ne is always positive. As a consequence of the different velocities, a group delay
and a phase advance occur. In other words, GNSS ranging codes are delayed and
the carrier phases are advanced. Therefore, the measured code pseudoranges are
too long and the measured carrier phase pseudoranges are too short compared to
the geometric range between the satellite and the receiver. The amount of the dif-
ference is the same in both cases.
According to Fermat’s principle, the measured range s is defined by
s =
∫
nds (1.17)
where the integral must be extended along the real path of the signal. The ge-
ometric range s0 along the straight line between the satellite and the receiver may
be obtained analogously by setting n = 1:
s0 =
∫
ds (1.18)
The differenceΔIono betweenmeasured (Eqn. 1.17) and geometric range (Eqn.
1.18) is called ionospheric refraction:
ΔIono =
∫
(n− 1)ds (1.19)
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which may be written for a phase refractive index nph from Eqn. 1.12 as
ΔIonoph =
∫
(nph − 1)ds =
∫
c2
f2
ds (1.20)
and for a group refractive index ngr from Eqn. 1.15 as
ΔIonogr =
∫
(ngr − 1)ds = −
∫
c2
f2
ds (1.21)
results, which can also be written as
ΔIonoph = −
40.3
f2
∫
neds (1.22)
ΔIonogr =
40.3
f2
∫
neds (1.23)
where Eqn. 1.16 has been substituted. Substituting Eqn. 1.8 into Eqn.s 1.22
and 1.23 yields
ΔIonoph = −
40.3
f2
TEC SR = −I SR (1.24)
ΔIonogr =
40.3
f2
TEC SR = I SR (1.25)
and substituting Eqn.s 1.22 and 1.23 into Eqn.s 1.9 and 1.10 we obtain:
P SiR = ρ SR + c(δtR − δtS) + T SR + I SiR (1.26)
L SiR = ρ SR + λiN
S
iR + c(δtR − δtS) + T SR (t)− I SiR (1.27)
For a numerical example, the delay I SR = 0.18m is obtained if a frequency of say
1.5GHz and one TECU is substituted.
Values of TEC vary between 1016 and 1019 electrons perm2 along the radio wave
path ([24]: p. 51). The electron density is highly variable and dependsmainly on:
geographic location, time of the day, season of the year and solar activity. Regions
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of highest TEC are located approximately±15 to±20 degrees each side of Earth’s
magnetic equator. The day to day variability has a standard deviation of±20% to
25% of monthly average conditions (Klobuchar, 1996). Short term variations are
travelling ionospheric disturbances (TID) with a period of minutes to about 1 hour,
and ionospheric scintillationwith a period of seconds.
Amore complete version of Eqn.s 1.26 and 1.27 includes the sum of relativistic
effects, phase center variations, and phase windup, which can all be grouped in the
term p SR ; and the multipath and noise terms, which can be written asm SR and ε SR ,
respectively. Now we can rewrite Eqn. 1.27 as
(1.28)L
S
iR (t) = ρ SR (t) + c(δtR(t)− δtS(t)) + T SR (t)− I SiR (t)
+ λiN SiR (t) + p SR (t) + m SiR (t) + ε SR (t)
1.5 Linear Combinations
Linear combinations of the original phase or code pseudorange observations are
oftenused in order either to eliminate systematic biases (e.g. ionosphere-free com-
bination) or to estimation atmospheric parameter (e.g. geometry free combina-
tion to estimate the ionospheric delays). The main drawback of the linear com-
binations is that the noise of the observable is higher than the original ones. The
formulation of the generic linear combination reads as follows
LLC = α Li + β Lj (1.29)
where α and β are the real coefficients of the combination andLi andLj represent
the original observations (either the code or phase pseudoranges) in length units
and with frequencies i and j, respectively.
Starting from Eqn. 1.27 for phase pseudorange observations with the explicit
notation of the dependency of the ionospheric delay on signal frequency (see Eqn.
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1.25)
L SiR = ρ SR + λiN
S
iR + c(δtR − δtS) + T SR −
A
f 2i
TEC SR (1.30)
and grouping the terms that are not frequency dependent, equation 1.29 be-
comes
(1.31)
LLC = (α + β)
[
ρSR + c(δtR − δtS) + TSR
]
+
[
α λiN SiR
+ β λjN SjR
]
−
[
α A
f 2i
TEC SR + β
A
f 2j
TEC SR
]
where A = 40.3 [m3 el−1 s−2]. Epoch tag, multipath and noise terms have been
eliminated for the sake of simplicity.
The noise of the linear combination can be expressed as
σLC = (
√
α2 + β2) σ0 (1.32)
with the assumption that both the original observations have the same level of
noise σ0.
For the interest of this work we focus on the ionosphere-free combination and
the geometry-free combination, which are used by the VADASE algorithm (sec-
tion 2) and the VARION algorithm (section 3), respectively.
1.5.1 Ionosphere-free combination
The ionosphere-free combination is the most efficient method to eliminate the
ionospheric delay by using two signals with different frequencies. This method
can be thought of as themain reason for theGNSS signals to be broadcast with (at
least) two different frequencies. The ionosphere-free combination is formed from
equation 1.31 using the following coefficients
α = f
2
i
f 2i − f 2j
β = − f
2
j
f 2i − f 2j
(1.33)
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where α + β = 1. Now, the ionosphere-free combination for two carrier phase
observations with frequencies i and j is formed as follows
(1.34)
LIF = [ ρ SR + c(δtR − δtS) + T SR ] + ( α λiN SiR + β λjN SjR )
− ( α A
f 2i
TEC SR + β
A
f 2j
TEC SR )
where the acronym IF stands for Ionosphere-Free. Tacking into account the last
term of Eqn. 1.34 and substituting Eqn. 1.33 we obtain[
f 2i
f 2i − f 2j
]
A
f 2i
TEC SR −
[ f 2j
f 2i − f 2j
]
A
f 2j
TEC SR = 0 (1.35)
As Eqn. 1.35 shows, the ionosphere-free combination cancels the ionospheric
delay. It isworth to remember thatwe consider the first approximationof the iono-
sphere dependency upon the frequency, stopping at the first order term and ne-
glecting higher terms from Eqn. 1.11. The major drawback of this combination is
that the bias due to the ambiguity is no longer an integer value. We can define the
ionosphere-free ambiguityNIF as follows
NIF =
( f 2i λiN SiR + f 2j λjN SjR )
f 2i − f 2j
(1.36)
and substituting the termNIF into Eqn. 1.34 yields
LIF = ρ SR + c(δtR − δtS) + T SR + NIF (1.37)
1.5.2 Geometry-free combination
The geometry-free combination is used to remove terms that are non-dispersive
with respect to the GNSS frequency, like the geometry, clocks and the tropo-
spheric delay. For this reason this combination is insensitive to receiver motion.
The geometry-free combination is formed from Eqn. 1.31 using the following co-
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efficients
α = 1 β = −1 (1.38)
The geometry-free combination for two carrier phase observations with fre-
quencies i and j is formed as follows
(1.39)LGF = ( λiN SiR − λjN SjR )− (
A
f 2i
TEC SR −
A
f 2j
TEC SR )
where epoch tag, multipath and noise terms have been eliminated for the sake
of simplicity.
1.6 Satellite Orbits in Real-Time
All satellite applications (from navigation to remote sensing) require satellite or-
bits to be knownwith a certain level of accuracy. For positioning purposes, in case
a single receiver is used, any orbital error is highly correlated with the position er-
ror. On the contrary, for ionospheric remote sensing using GNSS observations,
orbit errors do not affect the TEC estimation process [81].
Generally, the orbital motion of a satellite is the result of all forces acting on the
satellite, the Earth’s gravitational attraction being themost signicant one. From the
mathematical point of view, the equations of motion for satellites are differential
equations that are solved by numerical integration over time. For a complete dis-
sertation on theory and practice of satellites orbits determination and prediction
it is wise to refer to [60].
GNSS positions are available to the users in real-time as a specific part of the
satellite message: the so called “broadcast ephemerides” are a set of parameters
which allows the orbit computation with an accuracy ranging from one meter up
to severalmeters, according to the considered constellation (i.e. GPS,GLONASS,
Galileo). These parameters effectively describe satellite orbits for a short period of
time; then, they rapidly become inaccurate.
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For the scopes of this work it is sufficient to describe the algorithms used to
compute GNSS orbits employing the broadcast ephemerides. The discussion is
limited to satellite systems implemented and tested with the VADASE and VAR-
ION softwares at the moment of writing: GPS, GLONASS and Galileo.
1.6.1 Broadcast ephemerides
Amaster station on Earth compute the broadcast ephemerides based on observa-
tions acquired by other monitoring stations. These parameters are uploaded from
the master station to all the satellites. Satellite broadcasts the ephemerides glob-
ally through the navigation signal. Generally, the broadcast ephemerides contain
records with general information about the satellite, records with orbital informa-
tion and records with information on the satellite clock.
1.6.1.1 GPS and Galileo
As regards GPS and Galileo constellations the orbit information contained in the
broadcast ephemerides encompass theorbitalKeplerianparameters and their tem-
poral variation. At the same time, the information on the satellite clock is given in
the terms of coefficients that can be used tomodel the clock offset with polynomi-
als of second order.
Basedonbroadcast ephemerides, whoseparameters are described in table 1.6.1,
GPS and Galileo coordinates computation is performed using the algorithm de-
scribed in table 1.6.2 [25, 40]; where t is the GPS/Galileo system time at epoch of
transmission (i.e. GPS/Galileo time corrected for time of flight). tk is the actual
total time difference between the time t and the epoch time toe and must account
for beginning or end of weeks crossovers.
Satellite clock error at observation epoch t can be computed applying the fol-
lowing second order polynomial
δts(t) = a0 + a1(t− toe) + a2(t− toe)2 + Δtr (1.40)
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Parameter Explaination Units
M0 Mean (M.) Anomaly (Reference Time) semi-circles (sc)
Δn M.Motion Diff. FromComputed Value sc/sec
e Eccentricity dimensionless√
A Square Root of the Semi-Major Axis
√
meters
Ω0 Longitude of Ascending Node (weekly) sc
i0 Inclination Angle at Reference Time sc
ω Argument of Perigee sc
Ω˙ Rate of Right Ascension sc/sec
IDOT Rate of inclination angle sc/sec
Crc,Crs Corr. Terms (C.T.) – Orbit Radius meters
Cuc,Cus C.T. – Argument of Latitude radians
Cic,Cis C.T. – Angle of Inclination radians
toe Reference Time for Ephemeris seconds
IODE Issue of Data (Ephemeris)
Table 1.6.1: GPS and Galileo Keplerian parameters in broadcast orbits
where a0 [s] is the satellite clock bias, a1 [s/s] is the satellite clock drift, a2 [s/s2]
is the satellite frequency drift, toe [s] is the clock data reference time, Δtr [s] is the
correction due to relativity effects and t is the current time epoch.
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Parameter Description
Reference Ellipsoid WGS84
Numerical Constants
μ = 3.986005 · 1014 [m3s−2] Gravitational Constant
_Ωe = 7.2921151467 · 10−5 [rad s−1] Earth Rotation Rate
π = 3.1415926535898
Computation formulas
tk = t− toe Time from Ephemeris Epoch
A = (
√
A)2 Semi-Major Axis
n0 =
√
μ/A3 ComputedMean (M.)Motion
n = n0 + Δn Corrected (Corr.) M. Motion
Mk = M0 + ntk M. Anomaly (An.)
Ek = Mk + esin Ek Eccentric An. (by iteration)
νk = tan−1
√
1−e2sinEk
cosEk−e True An.
uk = ω0 + νk Argument of Latitude (Lat.)
δuk = Cuccos 2uk + Cussin 2uk Argument of Lat. Correction
δrk = Crccos 2uk + Crssin 2uk Radius Correction
δik = Ciccos 2uk + Cissin 2uk Inclination Correction
ωk = ω0 + δuk Corr. Argument of Perigee
rk = A(1− ecos Ek) + δrk Corr. Radius
ik = i0 + itk + δik Corr. Inclination
xk = rkcos(ωk + νk) x-coordinate – Orbital Plane
yk = rksin(ωk + νk) y-coordinate – Orbital Plane
Ωk = Ω0+Ω˙tk−Ωe(t− t0) Corr. Ascending Node Long.
Xk = xkcosΩk − yksinΩkcos ik ECEF Sat X Coordinate
Yk = xksinΩk + ykcosΩkcos ik ECEF Sat Y Coordinate
Zk = yksin ik ECEF Sat Z Coordinate
Table 1.6.2: GPS and Galileo satellite coordinates computation
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Error component Mean square errorcoordinates [m] velocity [cm/s]
Along track 7.0 0.03
Cross track 7.0 0.03
Radial component 1.5 0.20
Table 1.6.3: Accuracy of transmitted coordinates and velocities of GLONASS-
M satellites [28]
1.6.1.2 GLONASS
The GLONASS broadcast navigation message is generally transmitted as a half
hourly satellite state vector, expressed in the PZ90 geocentric cartesian coordinate
system [83]. Ephemeris parameters are periodically computed and uploaded to
the satellites by the control segment. Mean square errors of transmitted coordi-
nates and velocities of the satellites are given in table 1.6.3.
Given the state vector in the broadcast ephemeris at epoch tb, satellite positions
and velocities for the generic epoch t0, with |tb − t0| ≤ 15 min, can be computed
by numerical integration of the differential equation of motion. Integration over
short interval leads to the simplification of the force model by neglecting perturb-
ing forces acting on the satellite but the lunar-solar effect which is assumed to be
constant.
Without going through all the intermediate steps (which are duly reported in
[28]), the final form of the satellite’s equations of motion in the PZ90 system can
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be computed using the simplified algorithm [29]
x˙ = Vx
y˙ = Vy
z˙ = Vz
x¨ = μr3 x− 32 J2 μa
2
e
r5 x (1− 5 z
2
r2 ) + ω
2x+ 2ωVy + (x¨)S+M
y¨ = μr3 y− 32 J2 μa
2
e
r5 y (1− 5 z
2
r2 ) + ω
2y− 2ωVx + (y¨)S+M
z¨ = μr3 z− 32 J2 μa
2
e
r5 z (3− 5 z
2
r2 ) + (z¨)S+M
(1.41)
where (x¨, y¨, z¨)S+M are the accelerations due to the lunar-solar gravitational per-
turbations and remain constant during the integration interval (15 min), μ =
3.98574405 1014 [m3/s2] is the Earth gravitational constant (mass of the Earth’s at-
mosphere included), ae = 6378136 [m] is the semi-major (equatorial) axis of the
PZ-90 Earth’s ellipsoid, J2 = 1082625.7 10−9 is the second zonal harmonic of the
Earth’s gravitational potential and ω = 7.292115 10−5 [rad/s] is the Earth rotation
rate. The system can be written
⃗˙Y(t) = F(t, Y⃗(t)) (1.42)
where the initial condition for the equation 1.42 is the components of the satel-
lite state vector Y⃗(tb)=
[
x(tb), y(tb), z(tb), x˙(tb), y˙(tb), z˙(tb)
]
at epoch tb. The nu-
merical integration is performed using 4th order Runge-Kutta technique ([70], pp.
710-715). The Runge-Kuttamethod is based in the following iterative algorithm:
K⃗1 = F(tn, Y⃗n)
K⃗2 = F(tn + h/2, Y⃗n + K⃗1h/2)
K⃗3 = F(tn + h/2, Y⃗n + K⃗2h/2)
K⃗4 = F(tn, Y⃗n + K⃗3h)
(1.43)
whereh is the integration step in seconds. The state vector computed at the generic
epoch n+ 1 can be computed as follow
Y⃗n+1 = Y⃗n + (K⃗1 + 2K⃗2 + 2K⃗3 + K⃗4)h/6 . (1.44)
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Algorithm Integration interval5 [min] 15 [min]
Simplified 0.03− 0.42 0.05− 0.77
Table 1.6.4: Position prediction errors [m] at various intervals [min] [29]
Table 1.6.4 from [29] provides the SV’s center of mass position prediction er-
rors obtained through the numerical integration using the Runge-Kutta 4th order
method with a 1 minute increment for the identical initial data for the simplified
algorithms after different integration intervals.
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I learned very early the difference between knowing the name
of something and knowing something.
Richard Feynman
2
VADASEAlgorithm for Earth Science
In recent years, extensive work has been done to effectively exploit GNSS for es-
timating important earthquake parameters such as the seismic moment and mag-
nitude (i.e. GNSS Seismology). The rapid and accurate assessment of these pa-
rameters is of crucial importance to achieve reliable tsunami generation scenarios
and eventually dispatch an early warning. In this framework, Geodesy and Ge-
omatics division (AGG) of University of Rome “La Sapienza” developed a new
approach to obtain in real-time the 3D displacements of a single GNSS receiver.
This solution, called VADASE (Variometric Approach for Displacement Analysis
Standalone Engine), utilizes the broadcast orbits and the time differences of the
high-rate (i.e. 1 Hz or more) carrier phases observations to ascertain the receiver
movements over short intervals at a few centimeters accuracy level in real-time.
Next section 2.1 summarizes the state-of-art of VADASE. Section 2.2 illustrates
the most recent developments of the algorithm, which include the leave-one-out
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and the augmented strategies. Section 2.3 shows the possible applications of the
VADASE software in Earth science studies.
2.1 VADASE fundamentals
VADASE is an algorithm able to estimate, on the basis of carrier phase observa-
tions and broadcast orbits, the velocity of a GNSS receiver between two observa-
tions epochs. The receiver displacements waveforms, for short intervals (fewmin-
utes), can be retrieved from the estimated velocities by simple integration. Here
we recall the functional model of the least square estimation of the variometric
approach in order to better assess the developments discussed in the next subsec-
tions. For a complete description of the VADASE estimation model, please refer
to [9, 12, 18].
Starting from Eqn. 1.27, and being psr the sum of the relativistic effects, phase
center variations, and phase windup; and msr and εsr represent the multipath and
the noise, respectively. Equation 1 is the difference in time (”Δ) between two
consecutive epochs (t and t+ 1) of carrier phase observations in the ionospheric-
free combination (α and β are the standard coefficients of LIF combination, see
Eqn. 1.33)
α[ΔLs1r] + β[ΔLs1r] = (esr • Δξ r + cΔδtr)+
+ ([Δρsr]OR − cΔδts + ΔTsr)+
+ ([Δρsr]EtOl + Δp
s
r) + Δmsr + Δεsr (2.1)
wherewhere esr is the unit vector from the satellite to the receiver,Δξ r is the (mean)
velocity of the receiver in the interval t and t+ 1, [Δρsr]OR is the change of the geo-
metric range due to the satellite’s orbital motion and the Earth’s rotation, [Δρsr]EtOl
is the change of the geometric range due to the variation of the solid Earth tide and
ocean loading.
The term (esr • Δξ r + cΔδtr) contains the four unknowns parameters (the 3D
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velocityΔξ r, and the receiver clock error variationΔδtr); ([Δρsr]OR− cΔδts+ΔTsr)
is the largest part of the known term that can be computed on the basis of known
orbits and clocks and for the chosen tropospheric model; ([Δρsr]EtOl + Δpsr) is an
additional much smaller known term that can be computed with proper models
for all of the considered effects; and Δmsr and Δεsr are the multipath and the noise
term, as described previously.
The least squares estimation of the 3-D velocities is based upon the entire set
of variometric equations 2.1, which can be written for two generic consecutive
epochs (t and t + 1). The number of variometric equations depends on the num-
ber of satellites common to the two epochs, and at least four satellites are necessary
in order to estimate the four unknownparameters for each consecutive epoch cou-
ple.
2.2 Advances
2.2.1 Leave-One-Out Cross Validation
A strategy to detect outliers in the observations during the real-time estimation
was defined on the basis of the Leave-One-Out Cross Validation (LOOCV) [13].
Standard techniques for outliers detection as the well known Baarda data snoop-
ing, do not generally supply statistical tests of proper power, due to the low redun-
dancy of the epoch by epoch solution; on the contrary, LOOCV ismore powerful,
at the cost of n-repeated least squares epoch by epoch solutions (being n the num-
ber of satellite common in view in two consecutive epochs), which are however
still feasible from the computational point of view (VADASE-LOO).Therefore if
n is the number of variometric equations, where the number of the set of equations
depends on the number of satellites common to the two epochs, the Leave- one-
out-LOOmethod applied toVADASE algorithm involves the iterative application
of the algorithm using all the satellites except one, different in each iteration. The
satellite left out is considered outlier on the basis of statistical test.
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2.2.2 Augmented VADASE
Discrete integration of 3D estimated velocities obtained of VADASE-LOO was
often impacted by trends. It was clearly identified a strong spatial correlation of
these trends among close GNSS stations (within 100 km) due to the common er-
rors in the satellite broadcast orbits and clocks. For this reason it was introduced a
new strategy, called augmented strategy (A-VADASE) in order to filter out these
trends. The approach used to filter the trend is based on the computation of the
statistical index of the spatial median of the displacements epoch by epoch con-
sidering all station involved in the phenomena.
2.3 2016Meinong Earthquake, Taiwan
OnFebruary 5, 2016 at 19:57:27UTC, aM6.4 earthquake occurred east ofTainan
in southern Taiwan as the result of oblique thrust faulting at shallow-mid crustal
depths (around20 km) (USGS summary). Focalmechanisms indicate rupture oc-
curred on a fault oriented either northwest-southeast, and dipping shallowly to the
northeast, or on a north-south striking structure dipping steeply to the west. Tai-
wan lies in a region of complex tectonics, at the boundary between the Philippine
Sea and Eurasia plates. To the north and east, the Philippine Sea plate subducts
beneath Eurasia towards the north-northwest, along the Ryukyu Trench. South
of the island, the South China Sea (on the the Eurasia plate) subducts to the east
beneath the Philippine Sea plate at theManila Trench. Moving north, subduction
tectonics transition to arc-continent collision along the western side of Taiwan. At
the location of the earthquake, the two plates converge in a northwest-southeast
direction at a velocity of about 80 mm/yr.
Taiwan is the location of frequent seismicity, and 90 M 6.4+ events have oc-
curred within 250 km of the February 5, 2016 event over the preceding century.
Several of these earthquakes occurring beneathTaiwan (rather than in the subduc-
tion zone northeast of the island) have been destructive.
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Figure 2.3.1: 34 dual frequency GNSS receivers (blue) and 7 single frequency
(red) receivers alongside the Hsinhua fault.
2.3.1 Dataset
Taiwanhas a verydensenetworkofGNSSdual frequency receivers. Aproject from
the Department of Earth Science in National Cheng-Kung University (NCKU),
Tainan, aims to densify the existing network of GNSS receivers along the Hsin-
hua fault using single frequency low-coast receivers. Fig. 2.3.1 shows the dual fre-
quency network (blue) and the installed single frequency receivers (red) near the
epicenter location. In this study we used GNSS data with 1 Hz observation rate
for a time interval of 300 seconds. In order to compare the solutions coming from
single and dual frequency receivers, we processed all the data using only L1 obser-
vations only and broadcast orbits and clocks.
2.3.2 Common trends removal
Fig. 2.3.2 shows the VADASE displacements solutions (East, North, Up compo-
nents) before and after removing the trends. We computed the median over 30
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GNSS receivers (blue curve) in order to fit common trends (upper three plots).
These trends were then removed from 5 single frequency receivers (lower three
plots).
2.3.3 Real-Time Coseismic Displacements Estimation
This sections describes a prototypal real-time statistical testing procedure to esti-
mate coseismic displacement. The main statistical hypothesis is that the standard
deviation of the solutions is equal before and after the earthquake. In this way we
can compute the earthquake’s duration by applying the F-test of equality of vari-
ances [52].
Figure 2.3.3 shows the estimated coseismic displacement computed from the
low-coast receiver HHHS. The blue curve represents the original solutions, the
black one the median computed over 30 GNSS station, and the red curve is the
de-trended solution. The coseismic displacement computed using the de-trended
solutionwas+4.9 cmand -1.8 cm in theEast andNorth components, respectivelly.
Figure 2.3.4 shows the estimated coseismic displacement computed from the
low-coast receiverNBES.Theblue curve represents theoriginal solutions, theblack
one the median computed over 30 GNSS station, and the red curve is the de-
trended solution. The coseismic displacement computed using the de-trended so-
lution was -4.9 cm and -6.1 cm in the East and North components, respectivelly.
2.3.4 S waves velocity estimation
Fig. 2.3.5 shows how it is possible to combine together the real-time solutions
coming from single (light blue) and dual (red) frequency GNSS receivers in or-
der to estimate the propagation speed of the surface waves (dark blued line). The
high-rate GNSS velocity were organized with increasing epicentral distances for
the East-West and North-South components. We fitted the arrival times of the
wave at different location using a least-square regression line. The slope of this
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Figure 2.3.2: VADASE displacements solutions (East, North, Up components)
before and after removing the trends. The upper three plots show the median
computed over 30 GNSS receivers (blue curve). Lower three plots show the
de-trended displacements for 5 single frequency receivers.
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Figure 2.3.3: Coseismic displacement at the low-coast receiver HHHS. The
blue curve represents the original solutions, the black one the median computed
over 30 GNSS station, and the red curve is the de-trended solution
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Figure 2.3.4: Coseismic displacement at the low-coast receiver NBES. The blue
curve represents the original solutions, the black one the median computed over
30 GNSS station, and the red curve is the de-trended solution.
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line represents the velocity of the S waves. We found that the S waves moved away
from the epicenter with an estimated velocity around 3.22-3.89 km/s.
2.3.5 Conclusions
The knowledge of coseismic deformations due to earthquakes represents the fun-
damentals onwhich studies on seismic cycle and fault sourcemechanismare based
on. A–VADASE–LOO strategy can be considered as a new approaches, based on
the GNSSmonitoring, to compute the coseismic displacements in real time. This
approach is based on the analysis of 1 Hz GPS data as differences of average be-
tween twomovingwindows of 30x30 size immediately before and immediately af-
ter the earthquakemainshock applying at the two windows a statistical test, based
on thehypothesis of a constantmean level noise of theVADASEvelocity estimates
over few minutes.
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Figure 2.3.5: Estimation of the S waves propagation velocity from single (light
blue) and dual (red) GNSS receivers. High-rate GNSS velocity were organized
with increasing epicentral distances for the East-West and North-South compo-
nents.. The arrival times of the wave at different locations were fitted using a
leas-square regression line. The slope of this line represents the velocity of the
wave.
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All right, but apart from the sanitation, the medicine, educa-
tion, wine, public order, irrigation, roads, the fresh-water sys-
tem, and public health, what have the Romans ever done for
us?
Monty Python’s Life of Brian
3
VARIONAlgorithm for Natural Hazards
Section 3.1 gives a description of the physical mechanisms behind the perturba-
tions in the Earth’s ionosphere caused by different natural hazards. Section 3.2
provides a description of the main characteristics of two of the main natural haz-
ards studied in this work: tsunami and meteotsunami. Section 3.3 is devoted to
our new GNSS processing algorithm, named VARION (Variometric Approach
for Real-Time Ionosphere Observation) with a focus on the real-time detection
of TIDs caused by tsunami atmospheric gravity waves. Section 3.4 describes the
effects of the observations geometry on the sTEC estimations.
3.1 NaturalHazards from the Ionosphere
TEC variations in GNSS signals can be exploited to detect perturbations in the
ionosphere caused by a wide variety of sources. Natural hazards such as earth-
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quakes, tsunamis, volcanic eruptions, or deep convective events (large hurricanes
or tornadoes), generate atmospheric perturbations. Man-made sources such as ex-
plosions and rocket ascents are also detectable. External sources as such geomag-
netic storms, aurora, and plasma instabilities, are also observable. This analysis can
be performed at ground-basedGNSS receivers by estimating the relative change of
the ionospheric TEC over time directly from the GNSS phase observations. The
GPS approach was first used to detect small electron density and TEC variations
generated by surface displacements resulting from the 1994M6.7Northridge, Cal-
ifornia earthquake [23],[15]. TheseTEC anomalies occur following the deforma-
tionof the solidEarth indicates that there exists a coupling between theEarth’s sur-
face and the atmosphere. Two of the main mechanisms by which motions of the
Earth’s surface induce variations in electron density in the ionosphere are acoustic
waves and gravity waves. Large-scale vertical motions of the Earth’s surface may
also generate gravity waves from the buoyancy forces on the vertically displaced
air. If these waves have a frequency smaller than the Brunt-Vaisala frequency they
will propagate upwards from the source and reach the ionospheric layers. Over
some periods these acoustic and gravity wave modes are coupled and both may
need to be considered [78], [2]. The compressions and rarefactions of the iono-
spheric electron density produce deviations in TEC from the dominant diurnal
variation. For many applications, such as TID detection, is the deviations (also
known as fluctuations or perturbations) from the background level that are of in-
terest. The precision of the measurements of deviations from the background is
around 0.01 to 0.1 TECU [26].
3.1.1 Acoustic waves
Pressure-inducedTEC anomalies from earthquakes have beenwidely observed in
the last decade, for example, coseismic traveling ionospheric disturbances (CIDs)
were documented with the 2003MW 8.3 Tokachi-oki, Japan and the 2008MW 8.1
Wenchuan, China earthquakes [76] observed at Japanese GEONET sites (Sagiya
et al 2000). CIDs produced by the 2011 MW 9.0 Tohoku-oki, Japan earthquake
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werewidely reportedby several independent researchgroups (e.g. [27],[45], [75].
Volcanic eruptions can also excite acousticwaves and induce anomalies in theTEC
measurements [20], [82]. When an earthquake occur, direct (or shock) acoustic
waves (SAWs) are produced in theproximity of the epicenter (within 500km), and
secondary acoustic waves caused by surface Rayleigh waves propagating far from
the epicenter. These pressure waves, upon reaching the ionosphere, will locally
affect electron density through particle collisions between the neutral atmosphere
and the electronplasma [43]. Motions of theEarth’s surface produce SAWs,which
are pressure waves that propagate upwards through the atmosphere at the local
speed of sound. The onset of the anomalies following the geophysical event is typ-
ically about 10min [20], [26] and reflects the time needed for the first acoustic
waves to propagate at the speed of sound to the F layer density peak. Many stud-
ies have found the horizontal propagation speed of the anomaly to be around 600-
1000m/s, in agreementwith the speed of sound at typical F layer heights [6], [27],
[49]. High amplitude surface waves, particularly Rayleigh waves, are also capable
of generating acoustic waves [5]. As the surface wave travels away from the epi-
center, they becomes a moving source of coupled atmospheric acoustic and grav-
ity waves, which propagate upwards to the ionosphere. It is important to highlight
that only acoustic waves which have a frequency greater than the cut-off frequency
can propagate up to the ionosphere [22]. Such frequency is defined as ωa = γg2cS
where cS is the speed of sound, γ and g are respectively the ratio of specific heats
and gravitational acceleration [3], [84]. Thus, the waves with a frequency greater
than the cut-offone reach the ionosphere and their amplitude growsof a factor 104-
105 as the atmosphere density decreases with altitude; such amplification is due to
the conservation of kinetic energy. Otherwise amplitude decreases exponentially
with altitude [3] and in this case, the waves are named evanescent. The typical
values of cut-off frequency fall within the range 2.1-3.3 mHz [3], [20].
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3.1.2 Gravity waves
Gravity waves form when air parcels are lifted due to particular fluid dynamic and
then pulled down by buoyancy in an oscillating manner. This can occur when air
passes overmountain chains [67] or when a “mountain”, which is read as tsunamis
wave, is moving with a certain velocity. Let us imagine the displacement of a vol-
ume of atmospheric air from its equilibrium position, it will then find itself sur-
rounded by air with different density. Buoyant forces will try to bring the volume
of air back to the undisturbed position but these restoring forces will overshoot
the target and lead it to oscillate about its neutral buoyancy altitude. It will con-
tinue this oscillation about an equilibriumpoint, generating a gravitywave that can
propagate up through the ionosphere.
Perturbations at the surface that have periods longer than the time needed for
the atmosphere to respond under the restoring force of buoyancy will successfully
propagate upwards. This is known as theBrunt-Vaisala frequencyN and represents
the maximum frequency for vertically propagating gravity waves. In an isother-
mal atmosphere where ∂T/∂z = 0, N ≈ 0.02 s−1 and the buoyancy period is
about 5 min. Holton [72] gives N ≈ 0.012 s−1 for average tropospheric condi-
tions, so that the buoyancy period is about 8 min. The buoyancy period is about
5min at the Earth’s surface [26]. Tsunamis have periods longer than this frequency
and thus excite gravity waves in the atmosphere. The notion that gravity waves
generated by tsunami waves (even with wave heights of few centimeters in deep
ocean) can propagate upward in the atmosphere and ultimately cause perturba-
tions in the total electron content (TEC) of the ionospherewas first established by
Daniels [19], and was theoretically further developed by Hines [34],[35]. Peltier
and Hines [68] subsequently showed that these TEC variations can be detected
through ionosonde measurements. The vertical propagation speed of an atmo-
spheric gravitywave at theseperiods is 40-50m/s [4], so theseperturbations should
first be observed about 2 h after the onset of the tsunami. The TEC anomalies
can be identified by their horizontal propagation speed, which is much slower
(200-300 m/s) than that of the acoustic TID or Rayleigh-wave-induced anoma-
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lies and follows the propagation speed of the tsunami itself, which is, much like the
Rayleigh waves in the acoustic case, a moving source of gravity waves. However,
following the 2011MW 9.0 Tohoku-oki, Japan event, which provided dense near-
field TEC observations, it was noted that the onset of the gravity-wave-induced
TEC anomalies was shorter, at about 30min after the start of the earthquake, and
not the 1.5-2 h predicted by previous theoretical computations [27]. This is ex-
plained as evidence that it might not be necessary for the gravity wave to reach the
F layer peak (around 300 km altitude) for the TEC disturbance to be measurable.
Rather, disturbances at lower altitudes within the E layer and the lower portion
of the F layer might be substantial enough to be seen in the TEC observations.
This is supported by previous modeling results that showed significant TEC per-
turbations over a broad area around the F layer peak [75]. Through comparisons
with tsunami simulations of the event it was convincingly demonstrated that the
tsunami itself must be the source of the observed gravity waves [27]. In light of
these observations, ionospheric soundings may be used to monitor tsunamis and
issue warnings in advance of their arrival at the coast [45], [62], [81].
3.2 Tsunami andMeteotsunami Characteristics
As illustrated in section 3.1.2, tsunamis excite gravity waves in the atmosphere that
can propagate upward and induce perturbations in the ionosphere. This section
describes the main physics characteristics of tsunami and meteotsunami.
3.2.1 Tsunami
A tsunami is a series of ocean waves that are typically generated by an underwater
geological event such as an earthquake, volcanic eruption, or a submarine land-
slide. The resulting abrupt change in sea-surface height sends a set of long waves
propagating outward from the point of origin. As thewaves approach the coastline
and thewater shoals, they are amplified and can be extremely destructive, depend-
ing on the shape of the coastline and the bathymetry.
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Earthquakes are the most common source of tsunamis. The types of earth-
quakes that generate tsunamis are typically dip-slip events of magnitude (M) 6.5
or greater. Because earthquakes generate tsunamis primarily through vertical co-
seismic displacement of the seafloor and overlying water column, dip-slip earth-
quakes are more efficient at generating tsunamis than strike-slip earthquakes (e.g.,
[90], [66]). They frequently occur in the Pacific, where dense oceanic plates slide
under the lighter continental plates. When these plates fracture they provide a ver-
tical movement of the seafloor that allows a quick and efficient transfer of energy
from the solid earth to the ocean. Because earth movements associated with large
earthquakes are thousand of square kilometers in area, any vertical movement of
the seafloor immediately changes the sea-surface. The resulting tsunami propa-
gates as a set of waves whose energy is concentrated at wavelengths corresponding
to the earth movements (∼ 100 km), at wave heights determined by vertical dis-
placement (∼ 1m), and at wave directions determined by the adjacent coastline
geometry. Because each earthquake is unique, every tsunami has unique wave-
lengths, wave heights, and directionality. From a tsunami warning perspective,
this makes the problem of forecasting tsunamis in real time daunting
3.2.2 Meteotsunami
A meteotsunami is very similar to a tsunami in that they are shallow-water grav-
ity waves that are affected by ocean depth, and propagate and evolve in the same
manner; however, the origin of these waves differs. Meteotsunamis are gener-
ated by traveling atmospheric disturbances, such as frontal passages, gravitywaves,
squall lines, and significant pressure jumps. The pressure perturbations associated
with these disturbances have been identified as sources of atmospheric forcing that
translate energy to the ocean surface [32], [58], [57]. A pressure change causes a
minor change in sea level due to the inverted barometer effect. For example, a pres-
sure jump of 3 mb causes the sea level to drop by about 3 cm. It is important to
note that a passing disturbance will not necessarily trigger a meteotsunami unless
resonance occurs.
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3.2.2.1 External Resonance
Resonance occurs when the speed of the pressure perturbationmatches the speed
of the ocean wave. At this point, the atmospherically-forced energy transfer can
generate and energize long ocean surface waves, inducing a significant sea level
response [73], [89], [59]. Proudman resonance [71], is the most important type
for meteotsunami generation (e.g. on the U.S. East Coast) and is produced when
the speed of the atmospheric disturbance,U, matches the phase speed of the ocean
wave, c:
U = c =
√
gH (3.1)
where g is gravity and H is the depth of the water column beneath the traveling
pressure perturbation. This external resonance alone will not necessarily result in
a destructive meteotsunami. As the waves propagate towards shore, the potential
for coastal inundation will be maximized when internal resonance occurs.
3.2.2.2 Internal Resonance
Asemi-enclosedwaterbodyhas anatural resonance, and if the resonance frequency
matches that of the incoming oceanwave then strong amplification can occur. The
strength of the amplified wave is dependent on the size, shape, and depth of the
water body. Stronger oscillations occur in long, narrow inlets, as these tend to be
systems with a low rate of energy dissipation. Inlets that rapidly shoal are also sus-
ceptible, as the wave is forced to slow down with the decrease in water column
depth, and its height grows. The potential for a strong meteotsunami is also maxi-
mized if the water body is oriented towards the oncoming wave [59].
3.3 VARIONMethodology
VARION is anopen source, entirely Python-based software (https://github.
com/giorgiosavastano/VARION). It was derived from the VADASE (Vario-
metric Approach for Displacements Analysis Standalone Engine) algorithm that
was successfully applied to estimate in a real-time scenario the ground velocities
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and displacements induced by several earthquakes (e.g. the Tohoku-Oki earth-
quake, USGS Mw 9.0, 11 March 2011, 05:46:24 UTC; the Emilia earthquake,
USGS Mw 6.0, 20 May 2012, 02:03:52), using a stand-alone GNSS receiver [9,
12, 18]. The VADASE algorithm was later modified and applied to geometry-
free combinations of GNSS carrier-phase measurements for estimating TEC vari-
ations. Using the VARION algorithm each dual-frequency GNSS receiver is ex-
pected to provide time series of real-time TEC variations in a stand-alone opera-
tional mode.
The VARION approach is based on single time differences of geometry-free
combinations of GNSS carrier-phasemeasurements, using a standaloneGNSS re-
ceiver and standardGNSS broadcast products (orbits and clocks corrections) that
are available in real-time. We start from the carrier-phase observation 1.28, which
in length units is
(3.2)L
S
iR (t) = ρ SR (t) + c(δtR(t)− δtS(t)) + T SR (t)− I SiR (t)
+ λiN SiR (t) + p SR (t) + m SiR (t) + ε SR (t)
where i is the index of the signal frequency, subscript R refers to a particular re-
ceiver and superscript S refers to a satellite. λ is the carrier phase wavelength; ρ SR
is the geometric range; c is the speed of light; δtR and δtS are the receiver and the
satellite clock errors, respectively; T SR and I SR are the tropospheric and the iono-
spheric delays along the path from the satellite to the receiver, respectively;N SiR is
the phase ambiguity; p SR is the sum of the other effects (relativistic effects, phase
center variations, and phasewindup); andm SR and ε SR represent themultipath and
the noise, respectively.
If no cycle slips occurred, the unknown carrier phase ambiguity can be con-
sidered constant between two consecutive epochs. The receiver and the satellite
Inter-Frequency Biases (IFB) in the carrier-phase ionospheric observable are also
assumed as constant for a given period [Bishop, G. et al., 1994 [10], Sardon and
Zarraoa 1997 [79], Brunini, C. et al. 2005 [14], Ciraolo, L. et al. 2007 [16]]. For
these reasons, differentiating (Eqn. 3.2) in time between two consecutive epochs
(t and t+1), and applying the geometry-free combination (Eqn. 1.39), we obtain
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the geometry-free time single-difference observation equation (Eqn. 3.3), with no
need of estimate in real-time the phase ambiguity and the IFB
LGF(t+ 1)− LGF(t) = f
2
1 − f22
f22
[
I S1R (t+ 1)− I S1R (t)
]
(3.3)
where the subscript LGF refers to the geometry-free combination and f1 and f2
are the two GNSS frequencies, which for GPS are 1575.42MHz and 1227.60MHz
respectively.
Taking into account the ionospheric refraction along the geometric range, we
compute the sTEC variations between two consecutive epochs (Eqn. 3.4)
δ sTEC(t+ 1, t) = f1
2f22
A(f12 − f22)
[
L S4R(t+ 1)− L S4R(t)
]
(3.4)
where A = 40.3 [Hz2][m3]/[n. of electrons] comes from the coefficient of the first
order term of the dispersion formula (an explicit derivation can be found in [30])
and f is the carrier frequency of the GNSS signal; the discrete derivative of sTEC
over time can be simply computed dividing δsTEC by the interval between epochs
t and (t+1). A complete description of VARION algorithm is provided in [81].
It is important to remember that sTEC is an integratedquantity representing the
total number of electrons included in a columnwith a cross-sectional area of 1m2,
counted along the signal path s between the satellite S and the receiver R; the unit
of measurement of sTEC is the TECU (see section 1.3.2.4). Anyway, looking at
the distribution of the electron content with the height, we know that the largest
ionospheric delay’s contribution comes from the F2 region. For this reason, the
sTEC observations are modeled by collapsing them to the point of intersection
between the satellite-receiver line-of-sight and a surface located at the height of F2
peak (approximately 300-350 kms), where the electron density is approximated
to be maximum (section 1.3.2.4). The intersection point is also known as iono-
spheric pierce point (IPP) and its position can be computed in real time using
standard GNSS broadcast orbits. Therefore, the total electron content variations
δsTEC (and its discrete derivative) provided by VARION are also referred to the
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IPP.
It is also important to emphasize that, sincewe areusing the geometry-free com-
bination [7], the receivermotion does not affect the sTEC estimation process. For
this reason, ship-based GNSS receivers could also be used to increase the iono-
sphere monitoring coverage over the oceans.
In order to understand how the detection of the tsunamis (or other natural haz-
ard) works in practice using the δsTEC discrete derivative provided by VARION,
we need to elaborate more on the physical meaning of this quantity. This quantity
is a total derivative over time, therefore encompassing both the partial time deriva-
tive and the variation over time due to the IPP displacements as well as the sTEC
space wise variation, as standard in analytical mechanics:
d sTEC(t, s)
dt
=
∂sTEC(t, s)
∂t
+ V⃗ipp ·∇sTEC(t, s) (3.5)
where V⃗ipp is the IPP’s vector velocity field and∇sTEC(t, s) is the spatial gradi-
ent of sTEC.Note that the IPPdoes not follow the ions velocity field, since the IPP
velocity vector is driven by the satellite orbit and the receiver location/motion on
the ground. It is clear that the ionospheric remote sensing basedonGNSSground-
based observations depends on the time-dependent position of the IPPs. To get
the totalΔsTEC variation over a certain interval while the IPP is moving along its
path, Eqn. 3.5 is integrated over time (from t0 to tf):
ΔsTEC(tf, t0) =
∫ sTECf
sTEC0
d sTEC(t, s) (3.6)
Eqn. 3.6 is used to detect tsunami-TIDs in real-time. The results are filtered
using a finite duration impulse response (FIR) high-pass filter (see section 5.1).
It is worth to underline the main difference between VADASE and VARION
algorithm. In fact, the VADASE algorithm uses all the variometric observation
equations 2.1 in order to estimate the 4 unknowns parameters (the 3D velocity,
and the receiver clock error variation). If we assume that n satellites are viewed by
the receiver both at epochs t and t + 1, the problem is overdetermined and n − 4
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is referred to as the redundancy of the system.
The VARION algorithm uses a different approach in order to estimate the un-
known parameters δsTEC. Each VARION equation 3.4 can be written for a spe-
cific satellite-receiver link, for two generic consecutive epochs (t and t + 1). The
only unknown parameter (δsTEC) is different for each satellite-receiver link. This
means that if we assume that n satellites are viewed by the receiver both at epochs
t and t+ 1, the system has n equations and n unknown parameters and the redun-
dancy of the system is zero. For this reason, each satellite-receiver link is processed
as an independent thread.
3.4 Howgeometry affects observations
This section describes the GNSS ionospheric remote sensing geometry. Physical
explanationsof the impacts of theobservationgeometryon the sTECobservations
are provided in this section.
3.4.1 Ionosphere single layer model
A frequently usedmodel for sTECdata geolocation in satellite geodesy is the single
layer ionosphericmodel. In ourmodel, this layer is represented by a surface having
a constant ellipsoid height hI above the reference ellipsoid that approximates the
earth’s surface. Weassume that the highest ionospheric delay’s contribution comes
from the F2 region of the ionosphere (hI = 350 km), where the electron density
is maximum. For this reason, the sTEC observation is defined by the intersection
between the satellite-receiver line-of-site and the layer located at the height of F2
peak. This point is called ionospheric pierce point (IPP). In other words the sTEC
value, which is an integrated quantity, is collapsed into one point. Ionospheric
remote sensingusingGNSSobservationsdependson the timeand space evolution
of the IPP.
In order to understand the effect of the IPP motion on the sTEC observations,
we need to know the time evolution of the IPP velocity (see Eqn. 3.5).
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Figure 3.4.1: Spherical representation of the ionosphere single layer model,
where rE is the Earth’s radius, C is the Earth’s center of gravity, and E is the
elevation angle of satellite S from an observer R. Here we considered R to lie in
the S-C plane.
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3.4.1.1 IPP position from observations
This section explains the numerical method implemented in VARION in order to
compute in real time the IPP coordinates (and then SIP).
Starting from the ECEF (earth-centered, earth-fixed) coordinates of the GNSS
receiver (XR, YR,ZR) and the satellite (XS, YS,ZS) at a certain epoch t, we can com-
pute the midpointMi between the receiver and the satellite (XM, YM,ZM). Subse-
quently, we convert this point into geographical coordinates (φM, λM, hM), and for
each iteration, the hM value is checked against the height of ionospheric layer hI
(e.g. 350 km):
1. if hM > hI (condition always true at the first iteration), then anewmidpoint
Mi+1 between the receiver and the previous midpointMi is computed
2. when hM < hI, then the midpointMk is computed between the two previ-
ous midpointsMk−1,Mk−2
This algorithm stops when the condition hM− hI < ε is met, where εwas set to
10 km. This new algorithm, compare with e.g. Klobuchar algorithm [44], has the
advantage that the IPP is surely located on the line of sight satellite-receiver.
3.4.1.2 IPP motion frommodel
Under the spherical Earth approximation, the satellite is moving with a constant
angular velocity ω describing a circular orbit around the Earth. Fig. 5.3.1 shows
a schematic representation of the spherical ionospheric single layer model used
here to compute the IPP velocity knowing the satellite elevation angle E. Here we
considered theReceiverR to lie in the plane definedby the SatelliteS (and soof the
IPP) and the Earth’s center of gravityC. In this waywe canmake the problem two-
dimensional in a plane perpendicular to the horizontal plane (E-N plane) defined
at the Receiver (see Fig. 5.3.1). An extension of this algorithm for a receiver lying
on different planes will be investigated in the future.
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First we compute the IPP Earth angle at epoch tk using the equation:
γk = 90− Ek − αk (3.7)
where Ek is the elevation angle and αk can be computed as:
αk = arcsen
( rE
rE + hI
cosEk
)
(3.8)
where rE is the mean Earth’s radius. Subsequently we can compute the distance c
of the IPP from the receiver
ck = −R sin(Ek) + (R+ h)cos(αk) (3.9)
After a time interval Δt (e.g. 30 s) the satellite sweeps out an angle δ = ωΔt with
respect to the center of the Earth. The IPP Earth angle at epoch tk + Δt is given
by:
γk+Δ = γk + δ (3.10)
Now, we can compute the elevation angle Ek+Δ at the new epoch using the equa-
tion:
Ek+Δ = arctan
(
cos(γk+Δ)−
rE
rE + hI
)
/sen(γk+Δ) (3.11)
Using Eqn 3.8 and Eqn 3.9 we can compute the angle αk+Δ and the distance ck+Δ,
respectively.
Using a linear approximation for short time intervalsΔt, we are able to compute
the 2D distance (assuming that the trajectory is all include into a plane) traveled
by the IPP between the two epochs
dk,k+Δ =
√
(ckcosEk − ck+ΔcosEk+Δ)2 + (cksinEk − ck+ΔsinEk+Δ)2 (3.12)
Figure 3.4.2 shows IPP velocity vs satellite elevations angle. The colored dots
represent the IPP velocity values computed from the observations with the algo-
rithm described in 3.4.1.1. The black curve represents the modeled IPP velocity
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Figure 3.4.2: The IPP velocity magnitude increment for low elevation angles
is clearly visible for 982 satellite-receiver links. The black curve represents the
modeled IPP velocity using an Earth spherical approximation algorithm described
in section 3.4.
using an Earth spherical approximation 3.4.1.2. An increment of the V⃗ipp magni-
tude for low elevation angles is clearly visible for a big data set of observations (982
satellite-receiver links).
In other words, IPP accelerates when the satellite rises or sets. This has two
main consequences: sTEC observations experience a Doppler shift which varies
with time; trends and higher background noise appear for lower elevation angle in
the GNSS sTEC observations.
3.4.2 Doppler effect
The fact that the IPP moves with a certain velocity V⃗ipp implies the fact that any
ionospheric perturbations detected from GNSS remote sensing observations ex-
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Figure 3.4.3: The sTEC variations dispersion increment for low elevation angles
is clearly visible for 982 satellite-receiver links.
perience a Doppler shift.
Recalling the concept seen in 3.1.1, when an earthquakeoccur, direct (or shock)
acoustic waves are produced in the proximity of the epicenter. These pressure
waves, upon reaching the ionosphere, will locally affect electron density through
particle collisions between the neutral atmosphere and the electron plasma [43].
An observer moving with a velocity V⃗ipp will “hear” a frequency
fobserved =
ν + Vsipp
ν
fsource (3.13)
where ν is the value of the sound speed at a certain temperature T, and Vsipp is the
velocity component along the source direction.
If we consider the ionospheric height to be located at 350 km, the acoustic wave
to have a frequency of 8.33 mHz, the Vsipp to be 300 m/s, then the observed fre-
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Figure 3.4.4: The sTEC observations background noise increment for low ele-
vation angles is clearly visible for 982 satellite-receiver links.
quency fobserved have a value of 1.21mHz, whichmeans a change of about 45 percent
from the fsource value. Since the V⃗ipp has not a constant value with time, also fobserved
will change with time.
3.4.3 Trends andNoise
The fact that the module of the vector V⃗ipp changes with elevation, imply the fact
that the term V⃗ipp · ∇sTECb of equation 6.1 becomes significant below 40 degrees
elevation angle. This term represents the spatial trend’s component in the sTEC
observations (see Fig. 3.4.3). This section presents a statistical analysis over 186
receivers located in New Zealand (see Fig. 4.4.1 from section 4.4). For this anal-
ysis we considered the day September 9, 2017, which had not particular strong
geomagnetic activity. Fig. 3.4.3 shows sTEC variations vs satellite elevations an-
gle. Fig. displays a running standard deviation computed on a moving windows
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Figure 3.4.5: sTEC variations and V⃗ipp magnitude (blue) plotted as a function
of elevation angle. The four panels show 4 different satellites in view from
different stations (different colors). It is clear a strong correlation between the
V⃗ipp magnitude and the sTEC variations.
of 60 consecutive epochs. An increment in the noise for low elevation angles is
clearly visible for 982 satellite-receiver links.
Fig. 3.4.5 shows the impact of the IPP motion on the GNSS sTEC observa-
tions, which is highly correlated with the time evolution of the IPP velocity (see
Eqn. 6.1). The four panels show 4 different satellites in view from different sta-
tions (different colors). The blue line represents the V⃗ipp magnitude computed in
real-time (see section 3.4.1.1).
Table 3.4.1 shows the mean standard deviation computed on subsets of sTEC
observations sorted by common elevation angle ranges. A significant increment of
the background noise is clearly visible starting from E ≈ 40[deg].
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Table 3.4.1: Mean standard deviation computed for different elevation angle
ranges. A significant increment of the background noise is clearly visible starting
from E ≈ 40[deg].
Intervals
[deg] 90 - 80 80 - 70 70 - 60 60 - 50
Mean std
[TECU/s] 0.000369 0.000389 0.000394 0.000438
50 - 40 40 - 30 30 - 20 20 - 10 10 - 0
0.000497 0.000734 0.001209 0.002047 0.003153
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Oh! Responsive, too! In real time! I love it!
Rick andMorty [1.04]
4
VARIONCase Studies in Real-Time
Scenario
Thenotion that gravitywaves generated by tsunamiwaves (evenwithwave heights
of few centimeters in deep ocean) can propagate upward in the atmosphere and ul-
timately cause perturbations in the total electron content (TEC)of the ionosphere
was first established by Daniels [19], and was theoretically further developed by
Hines [34], [35]. Peltier and Hines [68] subsequently showed that these TEC
variations can be detected through ionosonde measurements.
Using this solid foundationand the abundanceofGPSobservations, researchers
have set out goals to develop models and establish observational systems to pro-
vide reliable tsunami forecasts before the actual tsunami waves reach coastlines.
It has been demonstrated that effects of an ocean tsunami can potentially be re-
motely observed as traveling ionospheric disturbances (TIDs) produced by the
58
gravity waves. These TIDs were detected using differentmethods of observations,
including ground-GPS [4], [77], [27], Jason-1 radar altimeter [65], [53], incoher-
ent scatter radar (ISR) [48] and space-based measurements [17] and [94].
Additional investigationshighlighted that thedetectionof tsunami-drivenTIDs
is not always straightforward since there exists several other causes for TIDs, such
as intense or large-scale tropospheric weather [36], [41],[93], geomagnetic and
auroral activity [74], [61], earthquakes [23], [2], [42], and even unknownmech-
anisms [88]. Therefore, the relationship betweendetectedTIDs and those that are
induced by a tsunami has to be proven, for example by verifying that the horizon-
tal speed, direction and spectral bandwidth of the TIDs match that of the ocean
tsunami [27].
While therehasbeenprogress in experimentalwork, alongwith theoreticalmod-
eling of the interactions between the ocean surface, atmosphere, and ionosphere
[65], [63], [64], [33], [56], recent reviews [39] and [46] concluded that the core
scientific problems regarding the nature of the coupling between the ocean and
ionosphere are still not sufficiently understood. Toprovideuseful geophysical data
on the inferred amplitude, period, and velocity of a tsunami, based on the esti-
mated gravity waves induced TIDs, a number of real-time TEC monitoring sys-
tems are being developed utilizing the present capabilities of GNSS technology
and infrastructures. As a matter of fact, up to now TEC variations are routinely
estimated and geolocated in a post-processing mode.
The existing tsunami warning systems currently rely on numerical modeling
(as MOST) and buoy observations [27]. Since the 2003 Rat Island tsunami, the
NOAA Center for Tsunami Research (NCTR) has developed a real-time model-
forecastmethodology ingestingdeep-ocean tsunamimeasurements into theMOST
model to produce timely and accurate tsunami forecast for potentially vulnerable
U.S. coastal communities [86], [80], [92], [91], [85]. As a major model compo-
nent of this forecast system,MOSThas beenused todevelop a database of tsunami
propagation model results for nearly 2,000 unit tsunami sources covering all sub-
ducting zones on earth. Basedon an inversion algorithm[69], the forecastmethod
rapidly estimates the tsunami source to obtain a best fit between the pre-computed
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tsunami propagation database and the real-time tsunamimeasurements supported
by a global tsunameter system composed of 65 deep-ocean bottom pressure sen-
sors. Ground-GNSS observations processed in real-time may have the potential
to enhance the current system by providing the tsunami speed and amplitude.
4.1 2012HaidaGwaii Event
4.1.1 Introduction
Thework presented in this section was focused on real-time detection of the TIDs
caused by tsunami atmospheric gravity waves with stand-alone GNSS Receivers
[81]. Using the VARION algorithm (Section 3.3) we compute TEC variations at
56GPS receivers inHawaii as inducedby the 2012HaidaGwaii tsunami event. We
used GPS observations collected at 56 Plate Boundary Observatory (PBO) sites
locatedon theHawaiian Islands (https://www.unavco.org/instrumentation/
networks/status/pbo). All the GPS permanent stations are located in Big Is-
land, (see Figure 4.1.1) and acquired observations at 15 and 30 seconds rate. We
observe TECperturbations with amplitudes of up to 0.25 TECunits and traveling
ionospheric perturbations (TIDs) moving away from the earthquake epicenter at
an approximate speed of 277m/s. We perform a wavelet analysis to analyze local-
ized variations of power in the TEC time series and we find perturbation periods
consistent with a tsunami typical deep ocean period. Finally, we present compar-
isons with the real-time tsunami MOST (Method of Splitting Tsunami) model
produced by the NOAA Center for Tsunami Research and we observe variations
in TEC that correlate in time and space with the tsunami waves.
4.1.2 Results and Discussion
We processed the GPS observations from the 56 PBO GPS stations to estimate
TEC variations at 15 s and 30 s rate with both VARION and JPL algorithms [47].
These two algorithms are designed to directly estimate two different parameters.
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Figure 4.1.1: Map indicating the epicenter of the 10/27/2012 Canadian earth-
quake (left panel) and zoomed-in image of the Hawai’i Big Island, where all
the 56 used GPS stations are located. The map has been generated using the
matplotlib Basemap toolkit (Hunter, 2007 [37]).
The JPL algorithm is able to directly obtain the absolute TEC values, after esti-
mating highly precise satellite and receiver Inter-Frequency Biases (IFBs) using
about 200 GPS receivers distributed worldwide [e.g., refs [54], [55]]. On the
other hand, thedirect outputs of theVARIONalgorithmare the sTECtotal deriva-
tive (Equation 3.5), subsequently integrated over a certain time period; the vario-
metric approach overcomes the problem of estimating the phase initial ambiguity
and the IFBs, thus being ideal for real-time applications. In order to highlight the
TIDs, the TEC time series for each satellite were filtered to remove the TEC low-
frequency variations (such as diurnal variations and multiple hour trends due to
changing satellites elevation angles); VARION results were filtered using an 8th
order polynomial, while the JPL algorithm uses a band-pass filter (0.5 to 5 mHz)
[95].
Figure 4.1.2 shows the sTEC time series for two hours (08:00 to 10:00 UT - 28
October 2012) for 7 satellites in view from the AHUP station obtained with the
two approaches. The vertical black line represents the time when the tsunami ar-
rivedat theHawaiian Islands according to theMOSTmodel. Very goodagreement
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Figure 4.1.2: Comparison between TEC time series obtained from the VARION
and JPL techniques. The TEC variations are computed for 7 satellites (PRNs
4, 7, 8, 10, 13, 20, 23) in view from the AHUP station on the Hawaiian Islands
(latitude: 19.379 degrees, longitude: −155.266 degrees, height: 1104.881 me-
ters). The black vertical line represents the time when the tsunami reached the
Hawaiian Islands. TIDs were clearly detected, with good agreement between the
two approaches.
(RMS differences at the level of few hundredths TEC units) is evident, the differ-
ences aremostly due to the different data filteringmethods applied. Moreover, we
see significant TIDs for 5 satellites (PRNs 4, 7, 8, 10, 20) at different times due
to the different locations of the ionospheric piercing points (IPPs) and the sub-
ionospheric points (SIPs : IPPs projections onto the ellipsoid). In particular, for
the satellite PRN 10 the TEC perturbation occurred before the tsunami reached
the Hawaiian Islands; this is in fact due to the geometry corresponding to the par-
ticular elevation and azimuth angles of satellite PRN 10 as the tsunami-generated
TIDswere detectedwhen tsunami thewave frontwas still about 150 kmaway from
the coast. For satellites PRN 13 and 23 no significant TIDs were detected, likely
due to elevations and azimuthal positions with respect to the tsunami as a pos-
sible cause of the TIDs. We performed a wavelet analysis using the Paul wavelet
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(that gives better time localization than the Morlet one) and we determine both
the dominant modes of variability and how those modes vary in time [87]. This
technique allows us to highlight and evaluate the TIDs wave periods. Here, the
wavelet analysis has been performed in python using scripts running the wavelet
software provided byC.Torrence andG.Compo, and available athttp://atoc.
colorado.edu/research/wavelets/. We processed 260 sTEC time series,
for all the satellites in view at the 56GPS permanent stations. We found periods in
the range of 10 to 30 minutes, similar to the periods of the tsunami ocean waves,
which can range from 5 min up to an hour with the typical deep ocean period of
only 10-30 wavelengths around 400 km, and the velocity approximately 200 m/s.
Figures 4.1.3 / 4.1.4 show the sTEC time series wavelet analysis for the 7 satel-
lites in view at the station AHUP. The upper panels show the sTEC time series
obtained with the VARION software in a real-time scenario, as plotted in Fig-
ure 4.1.2. The bottom panels indicate the wavelet spectra. The colors represent
the intensity of the power spectrum and the black contour encloses regions of
greater than 95 % of confidence for a red noise process. We can identify 5 satel-
lites (PRNs4,7,8,10,20)with peaks consistent in time andperiodwith the tsunami
ocean waves. These results clearly showTIDs appearing after the tsunami reached
the islands.
Figure 4.1.5 displays a map of the region around the Hawaiian Islands, the area
of our focus in order to highlight themost significant sTECvariations. The colored
tracks show the positions of the SIPs (equal to corresponding IPPs, when seen
on the map) for each of the 7 satellites considered in Figure 4.1.2 as seen from
the 56 GPS permanent stations during an observation span of two hours (8:00 to
10:00UT, 28October 2012). The colors represent the variation in sTEC, obtained
by VARION processing; the TIDs are clearly visible in the interval of significant
sTEC variations (from positive to negative values and vice-versa).
Figure 4.1.6 shows time sTEC variations for two hours (08:00 to 10:00 UT−
28 October 2012) at the IPPs vs. distance from the Haida Gwaii earthquake epi-
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Figure 4.1.3: (a), (b), (e), (f) Four of 260 time series used for the wavelet
analysis, station AHUP, satellite PRN 4,7,8,10. (c), (d), (g), (h) The wavelet
power spectrum used the Paul wavelet. The vertical axis displays the Fourier
period (in min), the horizontal axis is time (s). The black vertical line represents
the time when the tsunami reached the Hawaiian islands. The color panels
represent the intensity of the power spectrum; the black contour encloses regions
of greater than 95% confidence for a red-noise process with a lag-1 coefficient
of 0.72 [87]; the external black line indicates the “￿￿cone of influence”￿￿, the
limit outside of which edge effects may become significant. We clearly see the
increase of the power spectrum for periods between 10 and 30 minutes during
the TIDs.
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Figure 4.1.4: (i), (l), (o) Three of 260 time series used for the wavelet anal-
ysis, station AHUP, satellite PRN 13,20,23. (m), (n), (p) The wavelet power
spectrum used the Paul wavelet. The vertical axis displays the Fourier period
(in min), the horizontal axis is time (s). The black vertical line represents the
time when the tsunami reached the Hawaiian islands. For satellites PRN 13 and
23 we do not see significant increase of the power spectrum for periods between
10 and 30 minutes during the TIDs.
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Figure 4.1.5: Space−time sTEC variations for two hours (08:00 to 10:00 UT −
28 October 2012 − cut−off angle set to 18o) at the SIPs (same positions of the
corresponding IPPs on the map) for the 7 satellites seen from the 56 Hawaii Big
Islands GPS permanent stations, after the Haida Gwaii earthquake. The TIDs
are clearly visible in the interval of significant sTEC variations (from positive to
negative values and vice-versa). It is also shown that PRN 10 detected TIDs
prior to the tsunami arrival at Hawaii Islands (08:30:08 UT). The map has been
generated using the matplotlib Basemap toolkit (Hunter, 2007 [37]).
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center, for the same 7 satellites under consideration. The TIDs are clearly visible
in the interval of significant sTEC variations (from positive to negative values and
vice-versa). The vertical and horizontal black lines represent the time (when the
tsunami arrived at theHawaii Islands) and thedistance (between the epicenter and
theBig Island), respectively. In this way, we identify the green rectangle as the alert
area and it is evident that satellite PRN 10, the closest to the earthquake epicenter
detected TIDs before the tsunami arrived at Hawaiian Islands (08:30:08 UT). In
the distance vs timeplots (also calledhodochrons) the slopeof the straight line, fit-
ted considering corresponding sTECminima for different satellites, represents the
horizontal speed estimate of TIDs. This plot indicates that the linear least-squares
estimated speed of the TIDs is about 316 m/s and it is found to be in good agree-
ment with a typical speed of the tsunami gravity waves estimated with ground-
based GNSS receivers (see Appendix B).We note that such speed determinations
via hodochron are not available in real-time, but neither are these estimates needed
for real-time tsunami detection.
Figure 4.1.7 displays a sequence of maps of the region around the Hawaiian
Islands showing the variations in sTEC (determinable in real-time) at IPP/SPI
locations on top of the MOST model sea-surface heights. Note that, just as the
MOST model wavefronts are moving past the IPPs, the sTEC variations in the
region become pronounced, correlated with the passage of the ocean tsunami it-
self. In particular, at 08:22:00 GPS time (08:21:44 UT) we are able to see sTEC
perturbations from 56 stations looking at satellite PRN 10. The propagation of
the MOSTmodeled tsunami passes the ionospheric pierce points located NW of
the Big Island and offers insight with regard to the ionospheric response to the
tsunami-driven atmospheric gravity wave. These perturbations are detected be-
fore the tsunami reached the islands as seen from the locations of the SIP points.
The following frames indicate the tsunami-driven TIDs detected from the other
4 satellite (PRNs 4,7,8,20) tracking the propagating tsunami (see supplementary
video SV1 online).
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Figure 4.1.6: sTEC variations for two hours (08:00 to 10:00 UT − 28 October
2012) at the IPPs vs. distance from the Haida Gwaii earthquake epicenter,
for the 7 satellites observed from the 56 Hawaii Big Islands GPS permanent
stations. The TIDs are clearly visible in the interval of significant sTEC variations
(from positive to negative values and vice-versa). The vertical and horizontal
black lines represent the time (when the tsunami arrived at the Hawaii Islands)
and the distance (between the epicenter and the Big Island), respectively; it
is evident that PRN 10 detected TIDs before the tsunami arrived at Hawaii
Islands (08:30:08 UT). The slope of the straight line fitted, considering a linear
least-squares regression for corresponding sTEC minima for different satellites,
represent the TIDs mean propagation velocity.
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Figure 4.1.7: Space-time sTEC variations at 6 epochs within the two hours
interval (08:00 to 10:00 UT − 28 October 2012) at the SIPs for the 5 satellites
showing TIDs, over-plotted the tsunami MOST model. TIDs are consistent in
time and space with the tsunami waves. The maps have been generated using
the matplotlib Basemap toolkit [37].
Under the flat Earth hypothesis, it is possible to show that there is a direct de-
pendence of the TID estimated speed on the modeled ionospheric layer height.
Taking into account Figure 4.1.8, where the subscript e and r represent estimated
and real values, the estimated TID speed vtide using ground-based GNSS obser-
vations will no necessary be equal to the real TID speed vtidr. The two values are
directly proportional as shown in Eqn. 4.1.
vtide
vtidr
=
hmodel
hreal
= r (4.1)
where r represents the ratio between the modeled ionospheric height layer the
height at which we have the maximum of the electron density, respectively.
In particular, the ionospheric shell height used in this case has a constant value
of 350 kmwhile the electron density profiles obtained using, e.g., the International
Reference Ionosphere (IRI), a standard empirical model of the global ionosphere
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Figure 4.1.8: Schematic representation of the TID detection at t1 and t2 = t1+Δt
by two different satellites S1 and S2. R represents the receiver, hmodel and hreal
represent the modeled ionospheric layer and the real ionospheric layer. In this
case the two layers are located at 300 and 350 km, respectively.
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Figure 4.1.9: Electron density profile obtained with the IRI model computed
at the Hawai’i Big Island (10:00 UT - 28 October 2012). The model indicates
a maximum electron density value to occur at 300 km.
(available athttp://omniweb.gsfc.nasa.gov/vitmo/iri_vitmo.html),
indicates a maximum electron density value to occur at 300 km (see Figure 4.1.9).
If we consider the TID speed to be almost equal to the tsunami speed, we can con-
clude that the best TID speed estimation usingGNSS observations will be around
300 m/s.
4.1.3 Conclusions
Wehave foundobservational evidenceof variations inGPSsTECmeasurements in
the range of 0.1−0.2TECunits (on the order of 1%of the backgroundTECvalue)
that are associated with the Haida Gwaii tsunami of 28 October 2012. We com-
pared two independent signal processing techniques, one available in real-time and
one available in post-processing, and a good agreement was found between the
JPL (post-processed) and VARION (real-time capable) results. We performed a
wavelet analysis and we observed sTEC variations with a typical period between
10 and 30 minutes, consistent with the ocean tsunami waves. We estimated the
speed of the TIDs generated by the tsunami-driven IGWs and we found a typical
speed of about 316 km/s. From the comparison between theMOSTmodel results
and TECs measurements we have validated our results in time and space. Using
signals from 56 GPS stations located on the Hawaiian Islands, we have detected
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TEC perturbations before the actual tsunami arrival; this is due to the geometry
of the satellite PRN 10 (elevation and azimuth angles) and so the position of the
SIPs at that time.
We have demonstrated that the real-time capable VARION algorithm is able to
detect theTIDs generated by tsunami-driven gravitywaves andmay be considered
as a novel contribution to future integrated operational tsunami early warning sys-
tems.
We are currently implementing the VARION algorithm in JPL’s Global Differ-
entialGPSSystem(GDGPS)providing real-time access to 1-Hzdata streams from
about 30 global real-time stations collecting data from multiple constellations in-
cluding GPS, Galileo, GLONASS and BeiDou (see Section 5.3). With real-time
streams of data the polynomial fit has been implemented as a finite duration im-
pulse response (FIR) high-pass filter (see Section 5.1).
A real-time tsunami detection system could be designed using VARION com-
bined with real-time data from different sources (e.g. seismometers, buoys, GNSS
receivers). Once an earthquake is detected in a specific location, such a system
will begin processing the real-time TEC outputs using multiple stations located
near the epicenter searching for ionospheric signals that may be correlated with
the tsunami propagation. The measurements would be collected and processed
by a central processing facility also providing risk assessments and maps related
with a particular earthquake event. The use of multiple independent data types
will be expected to contribute significantly to the robustness of the system.
4.2 2015 Chile Earthquake and Tsunami Event
This section summarize the results for the 2015 Chile event which I obtained in
collaborationwithMichelaRavanelli duringherM.Sc. thesis, when IwasMichela’s
thesis coadvisor. In this study, both the VARION (Section 3.3) and the VADASE
algorithm(Section2)were applied inorder to estimate in real time theearthquake-
induced sTEC variations and ground shacking, respectively.
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4.2.1 Introduction
On September 16, 2015, a 8.3 magnitude earthquake was registered in Central
Chile, 46 kmWest of the Illapel city, (31.570◦S, 71.654◦W, depth of 25.0 km). It
occurred at 22:54:32 UTC, generating a tsunami observed all over the Pacific re-
gion and causing serious damages in the areas affected. Amidst all the destruction
and chaos, this event allowed the gathering of data related to the sTEC variation
caused by the earthquake itself (CID), giving us the opportunity to improve our
knowledge of the phenomena involved and also to test the VARION algorithm.
Dataset. GPS observations were collected from a dataset of about 90 stations
spread all over the South American continent. The GPS stations located in Chile
were provided byCentro Sismológico Nacional, Universidad de Chile, while the data
of the other stations were collected from International GNSS service (IGS) or from
Système d’Observation du Niveau des Eaux Littorales (SONEL) network. These
GPS receivers collected data at 15 and 30 second rate.
4.2.2 Results and Discussion
4.2.2.1 Ionosphere Response
sTEC time series were analyzed during the time interval ranging from 22:45:00 to
23:59:59 UTC.Observations at middle-high elevations (elevation cut-off angle of
20 ◦) were used in this study.
In order to highlight possible asymmetry in the ionospheric response to the earth-
quake, the area of study was split into six parts, being he epicenter the center of the
area, as it is possible to see in Figure 4.2.1. The oblique straight lines, dividing the
third region from the fourth one and the fifth region from the sixth one, have an
inclination of 45 degree (they are the bisector lines of the quadrants).
Subsequently hodochrons were plotted accounting for the IPP located in each
different region. Hodochrons are a particular kind of graph in which sTEC vari-
ations at the IPPs are represented in a time vs distance from the epicenter plot.
The colors represent the variation in sTEC, obtained using the VARION algo-
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Figure 4.2.1: This map shows the six areas of study chosen for the 2015 Chile
event. The epicenter of the earthquake occurred at 31.570◦S, 71.654◦W, depth
of 25.0 km
rithm. The vertical black line denotes the time of the earthquake occurrence. The
hodochronsof each regionaredepicted inFigure4.2.2. It is clear that thehodochrons
for the northern regions (the first, the third and the fourth zone) better highlight
the phenomena under investigation than the ones of the southern regions (the
second, the fifth and the sixth zone).
Indeed, in the northern areas a well-defined variation in sTEC is shown, char-
acterized by an oblique pattern involving both minimum (blue pattern) and max-
imum (red pattern) values. By interpolating this oblique pattern with a straight
line, whose slope represents the phenomenon speed, it is possible to determine
the disturbance velocity. These velocity magnitudes fall within the range of 600 -
760 m/s and are consistent with the physical phenomenon as it possible to notice
in Figure 4.2.3.
The hodochrons show a clear north - south asymmetry in the ionospheric per-
turbation. According to [31], such directivity may be due to the interaction of the
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Figure 4.2.2: Hodochron plots computed for the 6 regions identified in 4.2.1.
It is clear that regions 1, 3, and 4, show a stronger ionospheric perturbation.
Figure 4.2.3: Hodocron plots for regions 1, 3, and 4. The slope of the inter-
polating lines represent the horizontal velocity of the CIDs. A value around 600
- 760 m/s is clearly visible.
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local geomagnetic field or to the azimuthal difference in energy emission in terms
of seismic waves. Next section focuses on the study of the second possible cause,
and a dedicated procedure was developed to calculate the energy released by the
earthquake.
4.2.2.2 Earthquake Energy
In order to estimate the energy released by the earthquake, we processed high-rate
GNSSobservations (1Hz) from the same network. These observationswere used
as input for the VADASE algorithm, which estimates the receiver velocities for the
East, North and Up components.
We reduced the East and North components into a single horizontal compo-
nent. Using Pitagora, we compute themagnitudes of the 2D vector velocity, which
represent the shacking of the receiver in the horizontal plane. Weapplied theF-test
of equality of variances [52] to the magnitude of this vector in order to compute
the earthquake’s duration. In fact, we assume that the population (in this case the
horizontal component of the velocity), follows a normal distribution before and
after the arrival of the surfacewaves. ThisF-test compares the ratio of twovariances
as reported in Eq. 4.2.
F = S
2
X
S2Y
(4.2)
where S2X and S2Y represent the variance of two independent samples taken from
two normal distributed populations. In our case, the F test is represented by the
ratiobetween the sample variances computedon60values (1min)before andafter
the earthquake, assuming that the background noise of the time series is the same
before and after the earthquake. We compute the ratio between the variances of
a moving window and the variance relative to a fix window before the earthquake
time. Choosing a significance level of 1% (α = 0.01%), the test statistic must be
lower than 1.84 in order to accept the hypothesis of variance equality (Eq. 4.3).
F =
S2after
S2before
< 1.84 (4.3)
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Figure 4.2.4: Horizontal component (left panel) and the Up component (right
panel) of the estimated velocity for station CMBA. The red sections of the
time series indicate the time interval (around 3 min) when the earthquake was
statistically detectable from the GNSS time series.
We assume that when this condition is false, the receiver is still shaking due to
the earthquake waves. When this condition becomes true again, the earthquake
waves passed and we can estimate the earthquake duration.
Figure 4.2.4 shows the horizontal component (left panel) and the Up compo-
nent (right panel) of the estimated velocity for station CMBA.The red part of the
time series indicates the time interval of the earthquake computed using the F-
test. It is important to recall that this duration was evaluated on the planimetric
component of the velocity only.
Several studies have shown a high correlation between the ground vertical dis-
placements and seismo-ionospheric disturbance indicates that the Rayleigh iono-
spheric disturbance is the result of vertical groundmotion at the solid Earth [38].
For this reason, for all theGNSSstations,we computed thePowerSpectralDensity
(PSD) of the Up velocity component during the interval of the earthquake. The
integral of the PSD over a frequency interval gives the mean-square value of the
content of the signal within the frequency interval (this is known as Parseval’sThe-
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Figure 4.2.5: Rayleigh wave power distribution after the 2015 Chilean earth-
quake. The size of the markers is proportional to the RMS computed on the Up
component of the velocity.
orem). So to get the RMS (root-mean-square) value of a signal from its PSD, we
can just compute the area under the PSD and take the square root. The RMS rep-
resents the average power of a signal. For this reason, by integrating the PSD with
respect to the frequency range and then taking the square root, we can compute
the average power of the surface waves in a specific frequency range. In this study,
since we are interested in the acoustic waves generated by the Rayleigh waves, we
considered a frequency range greater than cut-off frequency for the acoustic waves
(around 3 mHz, see section 3.1.1).
Figure 4.2.5 is a representation of the power release from the Rayleigh waves
at different locations. The GNSS stations near the epicenter were plotted using a
marker’s size proportional to their RMS.
4.2.3 Conclusions
It is clear a north-south asymmetry in sTEC perturbations. We showed that this
asymmetry can be linked to the different Rayleigh waves power in the Up compo-
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nent of the shaking.
4.3 2013 U.S. East CoastMeteotsunami Event
4.3.1 Introduction
Thework presented in this section was focused on real-time detection of the TIDs
caused by meteotsunami using stand-alone GNSS Receivers.
Meteotsunamis are tsunami-like waves of meteorological origin, rather than of
seismic origin. On June 13, 2013, around 15:00 UTC, a storm exited eastward
off the New Jersey coastline. The storm had triggered an ocean wave that traveled
eastward and reflected off the continental shelf break, causing waves to propagate
back to the U.S. East Coast. A huge area was affected, and several NOAA water
level stations located along the New Jersey and New England coasts as well as in
Bermuda and Puerto Rico captured themeteotsunami oscillations [see [8] for the
more technical information].
This section describes the storm that caused the meteotsunami and examines
the ionospheric disturbances using the VARION algorithm (Section 3.3) to com-
pute TEC variations at 18 GNSS stations located along the U.S. east coastline.
Herewe present a first preliminary attempt to detectmetotsunamis from the iono-
sphere using ground-based GNSS receivers.
East Coast meteotsunamis are relatively common, and the coast is at a higher
risk of a meteotsunami than a tsunami. Until now, due to the complexity of these
events, a reliable forecasts/warnings system has not yet been developed for me-
teotsunami. In general, these events occurred from a traveling atmospheric dis-
turbance generating a wave that propagated towards the shore, specifically an inlet
with certain resonance properties that amplified the wave [see section 3.2.2].
4.3.2 Formation and Impact
NOAAtechnical report [8] shows that theorientationof the lineof thunderstorms
at 15:00 UTC was parallel with the New Jersey coastline, showing that the force
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exerted on the water surface by the atmospheric disturbance covered a wide area.
By 16:00 UTC the storm system had moved 60 km at a speed of 17 m/s. The
average ocean depth was 25 to 50 m within that 60-km distance. This resulted in
anoceanwave speedof 16 to 22m/s, whichmatches the speedof the storm system.
By 17:00 UTC the storm system moved 90 km at a speed of 25 m/s. The average
ocean depth was 50 to 100 m, which resulted in an ocean wave of 22 to 31 m/s.
Thewave speed and storm speed alsomatched during this time period. Therefore,
Proudman resonance was possible after the storm exited the coast.
Until 17:00 UTC, the ocean wave was moving away from the coastline and it
would not have impacted the U.S. East Coast. The presence of the mid-Atlantic
shelf breakhadacritical influenceon themeteosunamidirection. Between roughly
17:00 and17:30UTC, the storm systemand associatedoceanwave started to cross
the continental shelf break. The shelf break lies approximately 100-120 km off the
New Jersey coast. Here, the water depth increases from around 100 m to as much
as 1200 m over a distance of only 20 km. The wave speed is directly proportional
to depth; therefore a sharp increase in depth would result in a sudden increase in
speed. This strong discontinuity in the phase velocity of the tsunami wave can be
thought as a change of transmission medium and the shelf break as a interface be-
tween twomedia. Once the waves encountered the shelf break they reflected back
towards the coast. This is one of the unique physical characteristics of a meteot-
sunami; the generation of a tsunami-like wave from a non-seismic offshore source.
4.3.3 Preliminary Results and Discussion
Let us split the analysis into 4 time periods.The first one being the undisturbed
condition, when no signature in the ionosphere is expected; the second one start-
ing from 13:00 to 17:00 UTC being the time period when the storm and ocean
wave aremoving away from the coastline; the third one from17:00 to 18:40, being
the time periodwhen themeteotsunami ismoving back towards the coast; and the
last one being the end of the event.
Figures 4.3.1 and 4.3.2 show time sTEC variations for 10 hours (10:00 to 20:00
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Figure 4.3.1: sTEC variations for ten hours (10:00 to 20:00 UT − 13 June
2013) at the IPPs vs. distance from the U.S. East Coast, for 2 satellites observed
from the 18 U.S. GPS permanent stations. The 4 black vertical lines represent
the time interval chosen for this analysis.
UT−13 and12 June2013, respectively) at the IPPs vs. distance from theU.S. East
Coast, for two satellites. TIDs moving away from the coastline are visible in the
second time interval of the day 13 June 2013. The 4 black vertical lines represent
the time interval chosen for this analysis.
Figure 4.3.3 displays a map of the region around the U.S. East Coast, the area of
our focus in order to highlight the most significant sTEC variations. The colored
tracks show the positions of the SIPs (equal to corresponding IPPs, when seen on
themap) for each of 2 satellites considered in Figure 4.3.1 as seen from the 18GPS
permanent stations during an observation span of 10 hours (10:00 to 20:00 UT,
13 June 2013). The colors represent the variation in sTEC, obtained by VARION
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Figure 4.3.2: sTEC variations for ten hours (10:00 to 20:00 UT − 12 June
2013) at the IPPs vs. distance from the U.S. East Coast, for 2 satellites observed
from the 18 U.S. GPS permanent stations. The 4 black vertical lines represent
the time interval chosen for this analysis.
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Figure 4.3.3: Space−time sTEC variations for 10 hours (10:00 to 20:00 UT
− 13 June 2013 at the SIPs (same positions of the corresponding IPPs on the
map) for 2 satellites seen from the 18 U.S. GPS permanent stations. The map
has been generated using the matplotlib Basemap toolkit (Hunter, 2007 [37]).
processing.
4.3.4 Conclusions
We have found preliminary observational evidence of variations in GNSS sTEC
measurements in the rangeof 0.1−0.3TECunits during theAtlanticmeteotsunami
of 13 June 2013. We used the VARION software to estimate sTEC variations in
real-time scenario. We performed a wavelet analysis and we observed sTEC varia-
tions with a typical period between 15 and 30 minutes, consistent with the ocean
tsunami waves. More investigation have to be conducted in order to estimated the
speed of the TIDs generated by the meteotsunami-driven IGWs.
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4.4 2017, Mexico Tsunami andGeomagnetic Storm Events
4.4.1 Introduction
The work presented in this section was focused on the study of the ionospheric
response to a tsunami event that occurred during a very strong geomagnetic storm.
In fact, on September 8, 2017, two major events occurred simultaneously.
AMw8.1earthquakeoffshoreChiapas,Mexico (15.068°N93.715°W),occurred
as the result of normal faulting at an intermediate depth, at 2017-09-08 04:49:21
UTC. Tsunami arrived at theChatham Islands, NewZealand, in approximately 15
hours.
A Coronal Mass Ejection (CME) produced by the X9.3 solar flare on Septem-
ber 6, 2017, reached the Earth at 23:04 UTC on September 7, 2017. A strong ge-
omagnetic storm (G3) started 23:25 and increased to severe (G4) at 23:50 UTC,
according with NOAA SpaceWeather Prediction Center. On September 8, 2017,
the geomagnetic K-index threshold of 8was reached two times, at 01:51 and 13:06
UTC. An active warning for a severe G4 geomagnetic stormwas issued byNOAA
Space Weather Prediction Center. The area of impact was primarily poleward of
45 degrees Geomagnetic Latitude. Satellite navigation (GNSS) was expected to
be degraded or inoperable for hours. Using the VARION algorithm (Section 3.3)
we compute sTEC variations at 186 GNSS receivers in New Zealand as induced
by the September 7, 2017 geomagnetic storm. We used GNSS observations from
theGeoNet’s continuousGPS network (cGPS) sites (http://magma.geonet.
org.nz/resources/network/netmap.html). Mostof theGNSSpermanent
stations are located in theNorth andSouth Islands, (seeFigure 4.4.1) and acquired
observations at 30 seconds rate.
Figure 4.4.2 shows the Auroral Electrojet (AE) [21], index during September
8th. The AE index is employed both qualitatively and quantitatively as a correl-
ative index in studies of substorm morphology, the behavior of communication
satellites, radio propagation, radio scintillation, and the coupling between the in-
terplanetary magnetic field and the earth’s magnetosphere. The effects of the geo-
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Figure 4.4.1: Map displaying the locations of the 186 GNSS stations from
GeoNet. The map has been generated using the matplotlib Basemap toolkit
(Hunter, 2007 [37]).
magnetic storm are clearly visible around 01:00 UTC and 13:00 UTC.
4.4.2 Results and Discussion
Figure 4.4.3 shows the sTEC variations computed using the VARION algorithm
with a big data set composed by 7253 satellite-receiver links. A strong correlation
between the AE index time evolution (Figure 4.4.2) and the sTEC variations is
clearly visible.
Figure 4.4.4 displays 6maps showing the space−time sTECvariations at the sIP
(same positions of the corresponding IPPs on the map) for 6 satellites seen from
the 186 New Zealand GNSS permanent stations, during the geomagnetic storm.
The effects of the geomagnetic storm are clearly visible for all the satellites.
4.4.3 Conclusions
Wehave found clear observational evidence of variations inGNSS sTECmeasure-
ments in the range of 2−4TECunits during the geomagnetic stormof 08 Septem-
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Figure 4.4.2: AE index time evolution during September 8, 2017. Credits:
World Data Center for Geomagnetism, Kyoto.
ber, 2017. Using the VARION software we were able to estimate sTEC variations
in real-time scenario and in real real-time (see section 5.3). At themoment of writ-
ing, we are working on a real-time strategy to filter out the storm effects from the
sTEC time series .
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Figure 4.4.3: sTEC variations computed for 7253 satellite receiver links. sTEC
variations increments during the pick times of the geomagnetic storm (around
01:00 UTC and 13:00 UTC) were clearly detected.
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Figure 4.4.4: Space−time sTEC variations at the sIPs (same positions of the
corresponding IPPs on the map) for 6 satellites seen from the 186 New Zealand
GNSS permanent stations, during the geomagnetic storm. The sTEC variations
(from positive to negative values and vice-versa) are clearly visible in the interval
of significant. The maps have been generated using the matplotlib Basemap
toolkit (Hunter, 2007 [37]).
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Profound study of nature is the most fertile source of mathe-
matical discoveries.
Joseph Fourier,The AnalyticalTheory of Heat (1878)
5
VARIONReal-Time Implementation
Section 5.2 presents a real-time simulation based on the 2012 Haida Gwaii event.
Section 5.1 deals with the real-time filtering aspect and the finite impulse response
(FIR) digital filter is explained throughout this section. The last part of this chap-
ter 5.3 presents our new effort, the VARION website, which uses the VARION
algorithm (section 3.3) to process real-time streams of data provided by the global
JPL’s GDGPS system.
5.1 Real-TimeDigital Filter
In the previous chapter 4, we attempted to prove the efficiency of a high-pass filter
(polynomial fitting) using other post-processing techniques. In the true real-time
case the polynomial fit has been implemented as a finite duration impulse response
(FIR) digital filter [1, 51].
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The term digital filter indicates a computational process, or algorithm, trans-
forming adiscrete sequenceof numbers (the input) into another discrete sequence
of numbers (the output) having a modified frequency domain spectrum. Any in-
put discrete signals {xn} can be represent in the time or frequency domain using
theFourier direct/inverse transformations. Adiscrete signal can be seen as formed
bymultiplying a reference continuous signal with an ideal sampling function. The
resulting spectrum is a scaled periodic version of the original spectrum. The scal-
ing factor and the frequency domain repetition period are both the reciprocal of
the sampling rate. These considerations lead to the Nyquist’sampling theorem: if
a continuous signal is multiplied by an ideal sampling function, them the signal can be
recovered from the sampled version only if the original signal spectrum is enterally con-
tained within a bandwidth of less than half the sampling rate. This means that if we
attempt to recover a signal which has not been sampled at a fast enough rate we
will have aliasing.
The term finite impulse response arises because the filter output is computed as
a weighted, finite term sum, of past and present (and perhaps future values) of the
filter input
yn =
M2∑
k=M1
(xn−khk) (5.1)
wherebothM1 andM2 are finite. Oneof the simplest FIRfilterswemay consider
is a 3-termmoving average filter of the form
yn =
1
3
(xn+1 + xn + xn−1) (5.2)
where hk coefficients are all equal to 1/3.
An other important aspect of FIR filter is that it is based on a feed-forward dif-
ference equation (see Eqn. 5.3). This means that there is no feedback of past or
future outputs to form the present output, just input related terms.
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5.1.1 Finite Impulse Response Filter
This sections explains how it is possible to implement a FIR filter in order to filter
samples in real-time.
Assuming we have a continuous signal which has been sampled in time with
a certain sampled frequency fs and we want to filter out some frequency compo-
nents. Onewaywould be to apply the fast Fourier transform algorithm to generate
the signal spectrum and then multiply it by a filter (e.g. a boxcar function) to re-
move the unwanted frequencies. The output would be a portion of the original
spectrum which can be inverted to generate the new filtered time series.
FromFourier theoryweknow thatmultiply in the frequencydomain is the same
of performing a convolution in time. FIR filter is just an efficientway to implement
this convolution in the time domain.
Fig. 5.1.1 shows a input time series of samples flowing from the top (xn−k). Im-
plement the convolution means multiply each of these samples by some coeffi-
cients (hk). This coefficients correspond to samples of the boxcar filter as seen in
time domain, which corresponds to a sinc(t) function. Subsequently, we integrate
these products in the time domain. which for discrete time series, is a sum. The
class of causal FIR filters has difference equation of the form
yn =
M∑
k=0
(xn−khk) (5.3)
To deal with the convolution process it is necessary to slice one function by the
other one in order to perform the product and the integration as a function of the
separationbetween the two functions. In real-time application timedoes thiswork
for us. As soon as a new sample flows from the left, all the other samples advance
one to the right. The convolution is performed over each new sets of samples and
the time series keep flowing from the left. In thiswaywefilter thewhole time series
using the same filter coefficients (hk).
In thiswork, aPython routinewhichoptimize theFIRfilteringprocess has been
used.
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Figure 5.1.1: Schematic representation of the real-time FIR filter.
An important aspect to take into account is the number of coefficients necessary
to implement the filter. This number is going to set some limits on the steepness of
the filter. With only a finite number of coefficients to represent the filter in the time
domain, a perfect brick wall filter with a flat pass band cannot be implemented. In-
stead, the real filter can have some roll-off around the cut-off frequency and ripples
in the stop and/or pass band.
For our application, when using 1 Hz data, a FIR filter is designed with 2048
coefficients, which means an initial delay of 35 minutes (2048/3600 ∗ 60). This
period is called the transitory phase (TP).WhenTP ends, the systemwill proceed
in a stationary phase (SP) and will provide continuous realtime estimates of TEC
perturbations. This initial delay will not affect the reliability of the system because
it occurs when the receiver starts tracking the particular satellite and this will not
coincide with the beginning of the TID event.
The key implications of FIR filters this are that they are always stable, and have
linear phase responses (as long as the filter’s coefficients are symmetrical). This
means that there is a constant change in output phase angle as a function of fre-
quency. The resultant filter phase plot vs frequency is a straight line. As such, a
linear phase filter’s group delay is a constant. Linear phase filters preserve the in-
tegrity of the information-carrying signals but the output signal is shifted in time.
The number of coefficients used to implement the filter will also determines the
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phase shift and so the time delay in the filtered signal. For a given filter order, FIR
filters have a much more gradual transition region roll-off than digital IIR filters.
5.2 2012HaidaGwaii Simulation
5.2.1 Introduction
This sectiondescribes howwe are nowable to detect tsunami-induced ionospheric
disturbances using a real-time stream of carrier-phase measurements from a stan-
dalone GNSS receiver. To simulate the real-time stream of data for the Haida
Gwaii event discussed in the section, we acquired L1 and L2 observations at 1 Hz
and proceeded to run the VARION algorithm to obtain TEC variations between
two consecutive epochs. The outputs are filtered using a FIR filter designed with
2048 coefficients (see section 5.1 for more details).
5.2.2 Results and Discussion
The two green horizontal lines represent the ± 5 sigma error (99.99994% con-
fidence) using a “moving” window encompassing the previous 2000 epochs (at
1Hz rate) of the sTEC time series. This approach demonstrates the real-time com-
putation of the background noise level of sTEC variations. From 00:00 to 00:20
time stamps we show nominal noise levels within the 5 sigma error bound. Sub-
sequently, between 00:20 and 00:40 time stamps we can clearly see the tsunami
TIDs exceeding the 5 sigma threshold. After the tsunami passing, the background
noise tends to relax back to the undisturbed noise level (as it was shown prior to
tsunami arrival). The red time series in Video 2 displays the actual observations
collected at station AHUP.
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Figure 5.2.1: Real-time detection strategy applied for the 2012 Haida Gwaii
Tsunami event. The red time series displays the integrated and filtered sTEC
[TECU] values collected at station AHUP. The two green horizontal lines rep-
resent the 5 sigma threshold.
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5.3 VARIONWebsite
5.3.1 Introduction
Analyzing real-time satellite remote sensing data can be an intricate task. For in-
stance, data gaps can be generated by several external factors (e.g. obstacles along
the receiver-satellite lineof siteor lossof communication) anddifferentnoise sources
at different locationsmay affect the observations. TheVARIONwebsite (https:
//iono2la.gdgps.net/), a web-based tool, facilitates access, visualization and
interactionwith real-timeGNSS ionosphericobservations. Inour vision, theVAR-
IONwebsitewill becomean important tool for ionospheremonitoring andnatural
hazard detection. This new infrastructure is divided into three main real-time seg-
ments: the stream of GNSS observations, the estimation of line of slight or slant
total electron content (sTEC) variations and the detection methodology. Each of
these tasks is described in the next sections.
5.3.2 Real-Time Data Stream
The real-time stream of GNSS observations is provided by the JPL’s Global Differ-
ential GPS (GDGPS) System, which is an extremely robust real-timeGNSSmon-
itoring and augmentation system. The 1 Hz data are down-sampled to 0.1 Hz to
reduce the computational time. Different sampling rates may be chosen to detect
different types of waves propagating in the ionosphere. We are currently process-
ing 30 stations in real-timewhich correspond tomore than240 receiver-to-satellite
links processed simultaneously.
5.3.3 Real-Time Processing
The real-time processing engine is based on the VARION algorithm (section 3.3).
The space-and-time variations of sTEC and the ionospheric pierce points (IPPs)
locations are computed in real-time. The sTEC time series are filtered using a
digital filter (e.g., FIR filter) in order to analyze a specific portion of the spec-
trum. Ionospheric perturbationsmaybe causedby a variety of phenomenon. Next
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section describes how we discern tsunami ionospheric disturbances from other
sources of ionospheric disturbances.
5.3.4 Real-Time DetectionMethod
The real-time detection strategy is divided into three main tasks: first identify
the earthquake location, then detect ionospheric anomalies exceeding a certain
threshold values and lastly estimate the propagation properties of the ionospheric
disturbances.
The earthquake information is continuously monitored from the USGS real-
timeGeoJSONfeed(https://earthquake.usgs.gov/earthquakes/feed/
v1.0/geojson.php). When a new earthquake appeared on the map, it will be
possible to focus the detection on a specific region and visualize all the TEC time
series, inspect the signal-to-noise ratio and check the integrity of the real-time so-
lutions.
The second step is to define threshold values in the real-time solutions in order
to detect the arrival times of the ionospheric disturbances at different locations.
These thresholds will be computed independently for each satellite-receiver link.
A 5-sigma level of confidence is computed on the first half part of the filtered sTEC
time series. When gravity-wave-induced sTEC disturbances exceed this value, the
arrival time will be recorded at that particular location.
As the system continues recording arrival times at several locations, the hori-
zontal velocity of TIDs will be automatically estimated. This estimation will con-
tinuously be computed and it is expected to be more accurate as the time passes
by. If the horizontal velocity of the TIDs will be vtid ≈
√
gh, where g is the gravity
mean value and h is the water depth at that location, a tsunami alert will be issued.
We are also investigating alternative ways to define the background noise using
the sTEC time series. Since the GPS satellites have an orbital period of approxi-
mately 12 hours, every 24 hours each satellite-receiver link will sense the same por-
tion of the ionosphere at the same local time (−4 min due to sidereal period of
GPS orbits). Using this information, we will be able to filter out common noise
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sources between consecutive days. It is worth to mention that this approach can-
not be used for other constellations (e.g. Galileo or GLONASS) which have dif-
ferent orbital periods.
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Figure 5.3.1: Prototype version of the VARION website. The real-time stream
of data is continually processed using the VARION algorithm. The map shows
the real-time estimated IPP locations. The blue time series represents the raw
δTEC observations [TECU/s], the red time series displays the integrated and
filtered TEC time series [TECU].
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6
VARION andVADASEContributions
and Possible Evolutions
6.1 GNSS Tsunami EarlyWarning System
The real-time GNSS ionospheric measurement capability offered by VARION al-
gorithm [81] can be consider an important step forward in the realization of accu-
rate and cost effective tsunami early warning systems. In fact, in [81], we demon-
strated the feasibility to use in real-time observations at middle to high elevations
(e.g. Fig. 4.1.5), neglecting the contribution of the V⃗ipp with respect to the velocity
of the tsunami (Eqn. 3.5).
TheVARION algorithm implementation in the JPL’s GDGPSwas presented to
the NASA funded GTEWS (GNSS Tsunami Early Warning System), July 25-27
2017 workshop held in Sendai, Japan.
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There is still much work to be done to improve the accuracy and fidelity of this
technique and to integrate this approach into a augmented tsunami warning sys-
tem. In particular, we believe that extending this short-range model for low ele-
vation angles and improving the related real-time filtering technique (FIR filter)
would be a critical objective to detect natural hazards as far in advance as possible,
and thereby reducing the time delay in the observations.
For this reason, next section6.2 describes an extended sTECobservationmodel
that will be use in future research activities to investigate:
1. use of observations from geostationary satellites
2. relationship between the sTEC observations and V⃗ipp
6.2 Extended sTEC observation model
In the frame of a linear theory, we need to consider Eqn. 3.5 in more detail and
expand the sTEC variable into abackground state sTECb andaperturbation sTECT
caused by e.g., a tsunami. Eqn. 3.5 becomes:
d sTEC
dt
=
∂sTECb
∂t
+ V⃗ipp · ∇sTECb + (V⃗ipp − V⃗T) · ∇sTECT (6.1)
where V⃗T is the velocity of the ionospheric perturbation generated by a natural
hazard. Our future goals will be to evaluate the contribution of the first and the
second terms of the right-hand side of Eqn. 6.1, which represent the impact of the
background ionospheric time-space variability in the sTEC observations, in order
to remove these terms from the sTEC total derivative and to access the perturba-
tion term due to the tsunami (or other natural hazards). In [81], we demonstrated
the feasibility to use in real-timeobservations atmiddle to high elevations, neglect-
ing the contribution of the V⃗ipp with respect to the velocity of the tsunami.
Section 3.4 describes the effects of the observation geometry in the sTEC ob-
servations. This aspect is crucial in order to compute in real time the term V⃗ipp ·
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∇sTECb of Eqn. 6.1, whose magnitude is significant below 40 degrees elevation
angle. Section 3.4 also characterizes the correlation between the V⃗ipp magnitude
and the sTEC variations.
6.3 GNSS Seismology, VolcanoMonitoring andExplosions
Detection
As we have seen in chapter 2), the VADASE algorithm is capable to estimate in
real-time ground velocities and displacements using stand-alone GNSS receivers,
and for this reason itwas eventually appointed as an effective strategy to contribute
to GNSS seismology. For the 2015 Chile earthquake and tsunami Event (see Sec-
tion 4.2), we have shown the benefits of using both VADASE and VARION ap-
proach in order to link in real-time the earthquake’s ground shaking to the iono-
spheric perturbations.
Using a similar detectionmethodology, volcanic eruptions, geomagnetic storms,
natural and man-made explosions will also be addressed in future studies. In fact,
as discussed in Section 3.1, real-time GNSS monitoring of ionospheric dynamics
through changes in Total ElectronContent (TEC) could providemany important
contributions to science and society because the ionosphere is strongly coupled to
the dynamics of the Earth’s surface, neutral atmosphere, and geomagnetic field.
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