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Abstract
Curvature flows with a flat side
Hyo Seok Jang
Department of Mathematical Sciences
The Graduate School
Seoul National University
We study the near-the-interface behavior of a compact convex scalar curvature flow
with a flat side. Under suitable initial conditions on the flat side, we show that the interface
propagates with a finite and non-degenerate speed and the level set with a finite speed,
until the flat side vanishes. Then we get optimal derivative estimates of the pressure-
like function, non-degeneracy of the speed of the level set, optimal decay estimates of
curvatures near the interface, and a generalized version of Kim-Lee-Rhee’s curvature
lower bound, from which we obtain the Hölder regularity of the ratio of the curvature to
the optimal decay rate up to the free boundary. In the end, we demonstrate the all-time
existence of a solution which is smooth up to the interface in its support.
Key words: 35A01 Existence problems for PDEs, 35K65 Degenerate parabolic equations,
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1.1 The problem of the scalar curvature flow
This paper concerns the regularity of the free boundary problem associated with the scalar
curvature flow with a flat side. We begin with the evolution equation governing the scalar
curvature flow. Let a compact hypersurface Σ in the (n + 1)-dimensional Euclidean space
be given. We assume n ≥ 3. Suppose that the body evolves in time by an embedding
X : Σ×[0,T)→ Rn+1. We denote the image of X at time t by Mt. Suppose that the evolution
occurs in the inward normal direction N = −ν at each point x of the hypersurface and




(x, t) = −σ2(x, t)ν(x, t) with X(x, 0) = X0(x). (1.1.1)
A scalar curvature flow is a solution to the equation above.
1.2 The history of the research on flows with a flat side
W. Firey [9] first considered the evolution of the Gauss curvature flow of compact surfaces.
Hamilton [10] showed that if a Gauss curvature flow initially contains a flat side, then
there will be a smaller flat side a little later and it takes some time for the surface to become
strictly convex.
P. Daskalopoulos with R. Hamilton [4] studied the solvability and regularity of the
interface Γ between the Gauss curvature flow and its flat side, by viewing the flow as
a free boundary problem. They showed that the solution exists and is smooth up the
interface in its support, for a short time.
P. Daskalopoulos with K.-A. Lee [6] showed the existence of regular solutions to a
certain degenerate parabolic equation of the non-divergence form. Using these results of
[6] for the model equation under certain coordinates, they [7] showed that the solution
exists smoothly and the interface is smooth for all time until the flat side vanishes.
On the other hand, P. Daskalopoulos with R. Hamilton [3] studied the n-dimensional
porous medium equation with a flat side. They showed the C∞ regularity of the free
boundary for a short time, using the regularity of a model degenerate equation which is
obtained by changing coordinates.
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P. Daskalopoulos , R. Hamilton, and K.-A. Lee showed [5] that the square root of the
pressure is kept concave by the porous medium equation and that the weak solution is
smooth up to the interface in its support and its free boundary is smooth for all time.
K.-A. Lee and E. Rhee [14] [15] considered the evolution of a rotation-invariant surface
with a concave side and showed that a smooth solution exists up to the free boundary
and for a long time while the free boundary is smooth. L. Kim and K.-A. Lee showed the
same result for the α-th power of Gauss curvature flows in [12].
1.3 The equation of the flow in the local coordinates
We need to find the optimal regularity of the hypersurface near the free boundary where
the curvatures become degenerate. Let us assume that the embedded hypersurface of the
scalar curvature flow is given as the graph of a smooth function y = f (x(t), t) for x ∈ Rn.





1 + |∇x f |2. (1.3.1)
Now using {xi} ∈ Rn as a local coordinate chart, we evaluate the scalar curvature from
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From the formula of the scalar curvature (1.3.6), we get the following lemma.
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)
( fki fl j − fkj fli). (1.3.7)
Let us define g =
√
2 f and call it the pressure-like function. Let I = 1 + g2|∇xg|2. Then
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Let Γε(t) be the level set {(x, g(x, t))|g = ε}. Seeing Γε(t) as a hypersurface in Rn, we can
take ν = e1 ∈ Rn to be its outer normal vector in Rn. If we choose an arbitrary point (x, t)




















In particular, on the interface Γ(t) of the flat side where g = 0, we have gt = g2ν∆τg =
g3νHΓ where HΓ is the mean curvature of the interface Γ(t). Likewise, we denote by HΓε the
mean curvature of the level set Γε(t) for ε > 0.
1.4 Our assumptions on the flat side and along the interface
In this work, we impose the same assumptions as in P. Daskalopoulos and K.-A. Lee [7],
the two-dimensional case. Specifically, we assume the following conditions:
(A1) The hypersurface Σ at time t = 0, which is compact, satisfies
Σ = Σ0 ∪ Σ1
where Σ0 is the flat side and Σ1 is the strictly convex side of the hypersurface. The
interface between the two parts is
Γ = Σ0 ∩ Σ1.
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(A2) Because the equation (1.3.7) is invariant under both rotation and translation, we can
assume that Σ0 is in the hyperplane {xn+1 = 0} and Σ1 lies above the hyperplane
{xn+1 = 0}.
(A3) The lower part Σ1 of Σ1 is parametrized by a function f , i.e. Σ1 is the graph of a
function
xn+1 = f (x)
on a bounded domain Ω ⊂ Rn containing Σ0. We assume that Ω is contained in an
n-dimensional ball BR for some R > 0, f is differentiable on Ω, and Ω = {x ∈ Rn :
|D f (x)| < ∞}.
(A4) The function f vanishes quadratically at Γ, in other words we assume that at time
t = 0, there is some number λ > 0 such that for any x ∈ Γ and for any tangential
direction τ at Γ,
|Dg(x)| ≥ λ and D2ττg(x) ≥ λ (1.4.1)
and both |Dg(x)| and D2ττg(x) are finite. This non-degeneracy condition makes Γ start
moving at any point at time t = 0 and the flow behaves as a free boundary problem.
(A5) A closed disc Dρ0 = {x ∈ R
n; |x| ≤ ρ0} is contained in the flat side Σ0(t), whose area
should be nonzero for time 0 ≤ t ≤ T and 0 < T < Tc, where Tc is the time when the
area of the the flat side shrinks to zero.
(A6) Throughout the paper, we also assume, without loss of generality, that
inf
x∈∂Ω(t)
f (x, t) ≥ 3, 0 ≤ t ≤ Tc (1.4.2)
where Ω(t) = {x ∈ Rn : |D f (x, t)| < ∞}.
(A7) The initial hypersurface has the regularity that the transformed function h (1.6.1) of
g =
√
2 f is of class C2,βs (1.6.3) for the metric (1.6.2), up to the interface xn+1 = 0 for
some 0 < β < 1.
1.5 Existence of strictly convex scalar curvature flows
Kim and Lee proved in [11] that if the initial compact hypersurface is strictly convex, then
a smooth solution to scalar curvature flow exists and remains strictly convex, for all time
before the flow shrinks to a point. This implies that
Lemma 1.5.1. Under the assumption (1.4.2), there exists a uniform constant M > 0 such that
|∇ f (x, t)| ≤Md(x,Γ(t)), (1.5.1)
on { f (·, t) ≤ 2} for time 0 ≤ t ≤ Tc.
Proof. The principal curvatures on the part Σ1(t) are all bounded above by [11] for time
0 ≤ t ≤ Tc. As |∇ f | = 0 along Γ(t), the assumption (A6) guarantees that there exists some
positive constant M which does not depend on time t such that (1.5.1) holds on { f (·, t) ≤ 2}
for time 0 ≤ t ≤ Tc. 
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1.6 Short-time existence near the interface
Let us consider an arbitrary point on the interface P ∈ Γ(t0), for t0 ≥ 0 given. We assume
that x1 is the normal direction and xi, i = 2, . . . ,n are the tangential directions to Γ(t0) at
P. Then we can use a local coordinate change(




h(xn+1, x2, . . . , xn, t), x2, . . . , xn, xn+1
)
, (1.6.1)
and consider the function h. More details about the transformed function h will be given
in the section 5 later. Let Bη(P) := {(xn+1, (x2, . . . , xn), t) = (z, y, t)|0 ≤ z ≤ η2, |y − y0| ≤








with a distance function




x2,n+1|+ |(x1,2, . . . , x1,n)− (x2,2, . . . , x2,n)|+
√
|t1 − t2|, (1.6.2)
and the space of functions C2,αs (Bη(P)) with respect to the Riemannian metric ds2 by
C2,αs (Bη(P)) := {h | h, ht, hn+1, hi, xn+1hn+1,n+1,
√
xn+1hn+1,i, hi j ∈ Cαs (Bη(P)), i, j = 2, . . .n}.
(1.6.3)
Now, we have the short-time existence of the solution h near a free boundary point
P ∈ Γ.
Lemma 1.6.1. Under all the assumptions in the subsection 1.4, there exists a solution h ∈
C2+βs (Bη(P)) of the equation (5.1.3) in Bη(P) at any P ∈ Γ for some uniform constant η > 0.
Proof. At time t0 = 0, the equation (5.1.3) and its linearization (5.1.4) satisfy the condition
of Theorem 7.3 in [4] with k = 0 and minor changes in higher dimension n ≥ 3, by (A4)
and (A7). 
Thus, we get the short-time existence of the scalar curvature flow along the interface.
Theorem 1.6.2. Under all the assumptions in the subsection 1.4, there exists a solution f of the
equation (1.3.7) for 0 ≤ t ≤ T0 for some T0 > 0 and it is smooth up to the interface in its support
for 0 < t ≤ T0.
Proof. Let us cover the interface Γ = Γ(0) by {Bη(P) — P ∈ Γ} for the uniform constant
η > 0 in Lemma 1.6.1. Then the solution g of (1.3.8) exists and g ∈ C2+βs in {0 ≤ g ≤ ε},
0 ≤ t ≤ T0 for some ε, T0 > 0. Since (1.3.8) and (3.1.5) satisfy the condition of Theorem 7.1
in [4], in {0 ≤ g ≤ ε}, 0 ≤ t ≤ T0, g is smooth in {0 < g ≤ ε}, 0 < t ≤ T0. As a smooth solution
g exists in the part {g > ε/2} inside the strictly convex side by [11], a solution g =
√
2 f
exists for 0 ≤ t ≤ T0 and it is smooth up to the interface in its support, for 0 < t ≤ T0. 
1.7 Main results
In this paper, we prove the following theorem:
Theorem 1.7.1. Under all the assumptions in the subsection 1.4, the scalar curvature flow 1.1.1
admits a solution for all time 0 ≤ t < Tc. Moreover, the pressure-like function g =
√
2 f is smooth
in Ω(t) = {x ∈ Rn; |D f (x, t)| < ∞} up to the interface Γ(t) = Σ0(t) ∩ Σ1(t) on time 0 < t ≤ T for
all T < Tc. In particular the free boundary Γ(t) between the strictly convex side and the flat side




The outline of this paper is as follows. In the section 2, we show that the interface Γ moves
at a finite and non-degenerate speed, and the level set moves at a finite speed. In the
section 3 we obtain the gradient estimate of the function g and the curvature estimates. In
the section 5 we change the coordinates and get the Hölder regularity of the transformed
function. Finally in the section 6, we prove the all-time existence and C∞ regularity up to
the interface, which is our goal.
1.9 Notations
Here are some notations which we will use throughout the paper:
• Γ(t) := Σ0(t) ∩ Σ1(t) where Σ0(t) is the flat side and Σ1(t) is the strictly convex side
of the hypersurface at time t, which can be considered as the graph of a function
xn+1 = f (x) on Ω(t).
• Ω(t) := {x ∈ Rn : |D f (x, t)| < ∞} and ΩP(t) := {x ∈ Rn : g(x, t) ≤ g(P, t)} for P ∈ Ω(t).
• Γε(t) := {x ∈ Rn : g(x, t) = ε} and Γ f ,ε(t) := {x ∈ Rn : f (x, t) = ε} for ε > 0. Γ0(t) := Γ(t).
• ΓP(t) := ∂ΩP(t) = g(P)-level set of g(·, t) for P ∈ Ω(t).
• ν(P) ∈ Rn is the exterior unit normal to ΓP(t) for P ∈ Ω(t).
• Aδ0 := {(x, t); 0 < f (x, t) ≤ δ0, 0 ≤ t ≤ T}.
• I := 1 + g2|∇g|2 and J := |∇g|2 + g.
• Rg,2 :=
∑n
i, j=1(giig j j − g
2
i j) and Rg,2 :=
∑n









• Bη = Bη(P) := {(xn+1, (x2, . . . , xn), t) = (z, y, t)|0 ≤ z ≤ η2, |y − y0| ≤ η, t0 − η2 ≤ t ≤ t0}

















0) for γ > 0, r > 0. Cµ := {z
2 + |y|2 ≤ µ2,−µ2 ≤ t ≤ 0} for µ > 0.
6
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Finite and non-degenerate speed of
the interface of the flat side
This section deals with the speed of the interface of the flat side and the level sets. We
show that the speed is finite and non-degenerate for the flat side, and finite for the level
sets. Throughout this section, we assume that g(x, t) is a solution of (1.3.8) and it is smooth
up to the interface in its support for time 0 ≤ t ≤ T < Tc. We begin with the following:




f ((1 + Aε)x, (1 + Bε)t) (2.0.1)
is a supersolution (or subsolution, respectively) of the equation (1.3.7) if C ≥ A and
B + C − 4A >
5(C − A)|∇ fε|2
1 + |∇ fε|2
, or
B + C − 4A <
(C − A)|∇ fε|2
1 + |∇ fε|2
, respectively.
(2.0.2)




f ((1 + Aε)x, (1 + Bε)t) , ε > 0 . (2.0.3)




















|∇ f ((1 + Aε)x, (1 + Bε)t)|2. (2.0.4)
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. Rearranging the equation of the scalar curvature flow about







1 + |∇x fε|2
(δik −
fε,i fε,k
1 + |∇x fε|2
)(δ jl −
fε, j fε,l
1 + |∇x fε|2
)( fε,ki fε,l j − fε,kj fε,li), (2.0.5)
where
Ei jkl(x) =
(1 + Bε)(1 + Cε)
(1 + Aε)4
(
1 + |∇ fε|2
1 + M|∇ fε|2
)5/2 (1 + M|∇ fε|2)δik −M fε,i fε,k
(1 + |∇ fε|2)δik − fε,i fε,k
(1 + M|∇ fε|2)δ jl −M fε, j fε,l
(1 + |∇ fε|2)δ jl − fε, j fε,l
.
Since the right-hand side of the equation (2.0.5) is rotation invariant, we can take a
















1 + |∇x fε|2
(1 −
f 2ε,i
1 + |∇x fε|2
)(1 −
f 2ε, j
1 + |∇x fε|2




1 + |∇x fε|2
=
1 + (|∇x fε|2 − f 2ε,i)
1 + |∇x fε|2
≥
1
1 + |∇x fε|2
> 0,
and because the strictly convex side of the flow keeps being strictly convex for all time by
[11],
fε,ii fε, j j − f 2ε,i j ≥ 0.
Hence, fε becomes a supersolution (respectively, subsolution) if Ei ji j ≥ 1 (respectively,
if Ei ji j ≤ 1) for every i, j, where
Ei ji j(x) =
(1 + Bε)(1 + Cε)
(1 + Aε)4
(
1 + |∇ fε|2
1 + M|∇ fε|2
)5/2 1 + M(|∇ fε|2 − f 2ε,i)
1 + (|∇ fε|2 − f 2ε,i)
1 + M(|∇ fε|2 − f 2ε, j)
1 + (|∇ fε|2 − f 2ε, j)
.
As ε→ 0+, we can use the first-order approximation (1 + Cε)α = 1 + αCε + O(ε2) :
(1 + Bε)(1 + Cε)
(1 + Aε)4





= (1 + 2Cε)(1 − 2Aε) + O(ε2) = 1 + 2(C − A)ε + O(ε2) ,(
1 + M|∇ fε|2
)
= 1 + (1 + 2(C − A)ε + O(ε2))|∇ fε|2
= (1 + |∇ fε|2)(1 + (2(C − A)ε + O(ε2))
|∇ fε|2
1 + |∇ fε|2
) ,
(
1 + |∇ fε|2
1 + M|∇ fε|2
)5/2
= 1 − 5(C − A)ε
|∇ fε|2
1 + |∇ fε|2
+ O(ε2) ,
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(
1 + M|∇ fε|2
)
δik −M fε,i fε,k
= (1 + (1 + 2(C − A)ε)|∇ fε|2)δik − (1 + 2(C − A)ε) fε,i fε,k + O(ε2)
= ((1 + |∇ fε|2)δik − fε,i fε,k) + 2(C − A)ε(|∇ fε|2δik − fε,i fε,k) + O(ε2) ,
(1 + M|∇ fε|2)δik −M fε,i fε,k
(1 + |∇ fε|2)δik − fε,i fε,k
= 1 + 2(C − A)ε
|∇ fε|2δik − fε,i fε,k
(1 + |∇ fε|2)δik − fε,i fε,k
+ O(ε2),
and hence, the factors Ei jkl(x) satisfy, as ε→ 0+,
Ei jkl(x) = (1 + (B + C − 4A)ε)(1 − 5(C − A)ε
|∇ fε|2
1 + |∇ fε|2
)
(
1 + 2(C − A)ε
|∇ fε|2δik − fε,i fε,k
(1 + |∇ fε|2)δik − fε,i fε,k
)
·
1 + 2(C − A)ε |∇ fε|2δ jl − fε, j fε,l(1 + |∇ fε|2)δ jl − fε, j fε,l
 + O(ε2)
= 1 + ε
B + C − 4A − (C − A)  5|∇ fε|21 + |∇ fε|2 − 2 |∇ fε|
2δik − fε,i fε,k
(1 + |∇ fε|2)δik − fε,i fε,k
− 2
|∇ fε|2δ jl − fε, j fε,l
(1 + |∇ fε|2)δ jl − fε, j fε,l

+ O(ε2)
and the factors Ei ji j(x) satisfy, as ε→ 0+,
Ei ji j(x) =1 + ε
B + C − 4A − (C − A)
 5|∇ fε|21 + |∇ fε|2 − 2 |∇ fε|
2
− f 2ε,i
(1 + |∇ fε|2) − f 2ε,i
− 2
|∇ fε|2 − f 2ε, j





1 + |∇ fε|2
≤
5|∇ fε|2
1 + |∇ fε|2
− 2
|∇ fε|2 − f 2ε,i
(1 + |∇ fε|2) − f 2ε,i
− 2
|∇ fε|2 − f 2ε, j
(1 + |∇ fε|2) − f 2ε, j
≤
5|∇ fε|2
1 + |∇ fε|2
, (2.0.7)
implying that
Ei ji j(x) ≥ 1( respectively Ei ji j(x) ≤ 1)
if the inequality with> (or <, respectively) in (2.0.2) holds for small ε > 0. So the evolution
equation (2.0.6) of the scaled function fε(x, t) finishes the proof when ε > 0 is sufficiently
small. 
This implies the following lemma, from which we see that the propagating speed of
the free boundary is finite.
Lemma 2.0.2. There exist a constant δ0 > 0, a negative constant B and a positive constant C
satisfying
− C f (x, t) + x · ∇ f (x, t) + Bt ft(x, t) ≥ 0 (2.0.8)
on the setAδ0 = {(x, t); 0 < f (x, t) ≤ δ0, 0 ≤ t ≤ T}.
Proof. Because f (x, t) is uniformly continuous on t ∈ [0,T], for any 0 < η < 1 there exists
0 < δ0  η < 1 such that
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{(1 + ε)x; d(x,Conv(Γ(t))) ≤
ηρ0
2
} ⊂ {x; d(x,Conv(Γ(t))) ≤ ηρ0} (2.0.10)
on 0 ≤ t ≤ T, for all ε  δ0, where Conv(Γ(t)) is the convex hull of Γ(t). Let Γ(t) =
∂{x; f (x, t) > 0} be the interface. Consider the scaled function fε as in Lemma 2.0.1 with
A = 1, B = −δ20, and C = 8. To prove this lemma, it is sufficient to show that fε ≥ f inAδ0
so that ddε |ε=0 fε ≥ 0 in Aδ0 . The inequality condition (2.0.2) in Lemma 2.0.1 for fε to be a
supersolution becomes
−δ20 + 4 >
35|∇ fε|2
1 + |∇ fε|2
.
This inequality holds if |∇ fε|2 ≤ 112 and 0 < δ0 < 1. By the equation (2.0.4), |∇ fε(x, t)| ≤
|∇ f ((1 + ε)x, (1 + Bε)t)| with A = 1, B = −δ20, and C = 8 and it is enough to show that





Note that the function f is nondecreasing in time t and ft ≥ 0, because the scalar
curvature σ2 is nonnegative for all t > 0. The nonnegativity of σ2 is derived from the fact
that the strictly convex side of the scalar curvature flow remains strictly convex for all
time, by [11].
Assume that (x, t) ∈ Aδ0 , i.e. f (x, t) ≤ δ0. Then f (x, (1 − δ
2
0ε)t) ≤ δ0 because ft ≥ 0. By
(2.0.9), we have





d((1 + ε)x,Γ((1 − δ20ε)t)) ≤ ηρ0
whose right-hand side becomes arbitrarily small if we choose η small. Consequently, by





By applying the comparison principle to the supersolutions fε and f , we can show
that if additionally fε ≥ f on the parabolic boundary ∂pAδ0 = {(x, t); f (x, t) = δ0, 0 ≤ t ≤
T} ∪ {x; f (x, 0) ≤ δ0, } ofAδ0 , then fε ≥ f inAδ0 . Now, the only remaining part is to prove
that fε ≥ f on ∂pAδ0 . From the simple calculation
d
dε
fε(x, t) = −
C
(1 + Cε)2
f ((1 + Aε)x, (1 + Bε)t) +
Ax
1 + Cε




ft((1 + Aε)x, (1 + Bε)t),










g(x, 0) + x · ∇xg(x, 0)
)
With the assumptions (A1), (A3) about strict convexity of f in its support, (A4) (1.4.1)
and (A5) |x| ≥ ρ0 in the subsection 1.4, it holds that |x · ∇xg(x, 0)| ≥ C′ for some uniform








ε=0 fε(x, 0) = 0 for x ∈ Γ, so that fε(x, 0) ≥ f (x, 0) for small ε > 0, unless x is in the interior
of the flat side. When f (x, t) = δ0, we see that d(x,Γ(t)) ≤ ηρ0/2 ≤ ηρ0. Since f is convex in
10
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the radius r, the radial derivative fr satisfies fr ≥
δ0
ηρ0
and it holds that r = d(0, x) ≥ ρ0 and
x · ∇x f = r fr(x, t) ≥ ρ0
δ0
ηρ0
= δ0η on ∂pAδ0 .





fε(x, t) = −C f (x, t) + x · ∇x f (x, t) + Bt ft(x, t) ≥ −Cδ0 +
δ0
η
− δ20T| ft|L∞ > 0,
which means that fε ≥ f on ∂pAδ0 , and the comparison principle finishes the proof. 
We can show that the free boundary moves with a finite speed when 0 ≤ t ≤ T. The
radius of a point x on the free boundary Γ(t) is written by r = γ(θ, t) with θ = x
|x| ∈ S
n−1.
Lemma 2.0.3. There is a constant B < 0 such that
γ(θ, t) ≥ e−
t−t0
|B|t0 γ(θ, t0) (2.0.11)
for all 0 < t0 ≤ t ≤ T < Tc and θ ∈ Sn−1.
Proof. From Lemma 2.0.2, for 0 < t0 ≤ t ≤ T < Tc, we get the inequality
0 ≥





· ∇ f (x, t) + ft(x, t) ≥
























· ∇ f (e−
t−t0





and hence for x ∈ Γ(t0)
e
C
|B|T (t−t0) f (e−
t−t0
|B|t0 x, t) ≤ f (x, t0) = 0 (2.0.12)
which implies the conclusion. 
For small ε > 0 the ε-level set of the function f moves with a finite speed as well, by
the following theorem. Let us express the ε-level set by its radius r = γε(θ, t).
Lemma 2.0.4. There are constants B < 0, 0 < ε0 < 1 such that
γε(θ, t) ≥ e
−
t−t0
|B|t0 γε(θ, t0) (2.0.13)
for all 0 < ε < ε0, 0 < t0 ≤ t ≤ T < Tc, and θ ∈ Sn−1.
Proof. Let x0 ∈ Γ f ,ε(t0) with polar coordinates (r0, θ), r0 > 0, θ ∈ Sn−1. Then r0 = γε(θ, t0)
and f (x0, t0) = ε and by the inequality (2.0.12), we have
f (e−
t−t0
|B|t0 x0, t) ≤ e−
C




|B|t0 γε(θ, t0) ≤ γε(θ, t).

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Lemma 2.0.5. There exist constants A > 0, B < 0, C > 0, and D > 0 such that
− C f (x, t) + Ax · ∇x f (x, t) + (−D + Bt) ft(x, t) ≤ 0 (2.0.14)
on { f (x, t) ≤ 1, 0 ≤ t ≤ T}.
Proof. Let t∗ = τ/2 and At∗ = { f (x, t) ≤ 1, t∗ ≤ t ≤ T}. We want to show that for some




f ((1 + Aε)x, (1 + Bε)t −Dε) ≤ f (x, t)
onAt∗ . We first choose C = 1 so that by Lemma 2.0.1, fε is a subsolution to the equation for
the scalar curvature flow if B + 1 − 4A < −|1 −A|. Given 0 < A < 1 to be determined later,
take B < 0 such that B < 5A − 2 . Then fε is a subsolution, especially in At∗ . Therefore,
the comparison principle implies that it suffices to show that fε ≤ f on the parabolic
boundary ofAt∗ , where f (x, t) = 1, t∗ ≤ t ≤ T or f (x, t) ≤ 1, t = t∗. It is equivalent to show
that ∂ fε∂ε |ε=0 = − f (x, t) + Ax · ∇x f (x, t) + (−D + Bt) ft(x, t) ≤ 0.
On { f (x, t) = 1, t∗ ≤ t ≤ T}, we can take A > 0 sufficiently small that we have
− f (x, t) + Ax · ∇x f (x, t) + (−D + Bt) ft(x, t) = −1 + Ax · ∇x f (x, t) ≤ 0 since x · ∇x f (x, t) ≥ 0 and
f (·, t) is uniformly C1,1 in 0 ≤ t ≤ T, f ≤ 1. Secondly, on the set { f (x, t) ≤ 1, t = t∗} and for
the pressure-like function g =
√
2 f , we see that − f (x, t) + Ax · ∇x f (x, t) + (−D + Bt) ft(x, t) =
g{−12 g(x, t
∗)+Ax ·∇xg(x, t∗)+ (−D+Bt∗)gt(x, t∗)}. Because g(x, t∗) > 0, B < 0, and gt(x, t∗) ≥ 0,
we only need to show that −g(x, t∗) + 2Ax · ∇xg(x, t∗) − 2Dgt(x, t∗) ≤ 0.
However, we assumed the initial non-degeneracy condition for f and hence for g so
that for sufficiently small t∗
|∇xg(x, t∗)| ≥ c and gττ ≥ c at the interface Γ(t∗)
for some c > 0. For this reason there are some ρ > 0 and c0 > 0 satisfying gt ≥ c0 > 0, so
that −g(x, t∗) + 2Ax · ∇xg(x, t∗) − 2Dgt(x, t∗) ≤ 0 on the set {0 < g(x, t∗) <
√
2, d(x,Γ(t∗) < ρ}
if we take sufficiently small A > 0 since D > 0. The same estimate holds when 0 ≤ t ≤ t∗.
Hence fε ≤ f on { f (x, t) ≤ 1, 0 ≤ t ≤ T}. 
Lemma 2.0.6. There exists constants A > 0, B < 0 and D > 0 such that
γ(θ, t) ≤ e−
A(t−t0)
D+|B|Tc γ(θ, t0) (2.0.15)
for 0 < t0 ≤ t ≤ T < Tc.
Proof. For time 0 < t0 ≤ t < T < Tc, the inequality (2.0.14) implies that
0 ≤





· ∇x f (x, t) + ft(x, t)
≤





· ∇x f (x, t) + ft(x, t)







D+|B|Tc x, t)) ≥ 0.
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D+|B|Tc x, t) ≥ f (x, t0) = 0 (2.0.16)
which implies the conclusion. 
Lemma 2.0.7. There exists constants A > 0, B < 0 and D > 0 such that for 0 < t0 ≤ t ≤ T < Tc
and θ ∈ Sn−1,
−R
|B|t0




Hence, the interface moves with a finite and non-degenerate speed for 0 < t0 ≤ t ≤ T < Tc.






γ(θ, t1) − γ(θ, t)
t1 − t
.
And as t1 → t+,







The other side is obtained in a similar way from Lemma 2.0.6. 
Theorem 2.0.8. There exists a uniform constant C > 1 such that
− C ≤ (γ)t(θ, t) ≤ −C−1 (2.0.18)
for 0 ≤ t ≤ T < Tc, θ ∈ Sn−1. Hence, the interface moves with a finite and non-degenerate speed.
Proof. By Theorem 1.6.2, there is a short time T0 > 0 such that for time 0 ≤ t ≤ T0, a
smooth solution for the flow exists and there is a uniform constant C0 > 1 satisfying
−C0 ≤ (γ)t(θ, t) and hence (2.0.18) because of the right-hand side in (2.0.17). For time
T0 ≤ t ≤ T < Tc, we have Lemma 2.0.7. Hence we can pick a constant C > 1 such that
(2.0.18) holds for all time 0 ≤ t ≤ T < Tc. 





for 0 < ε < ε0, 0 < t0 ≤ t ≤ T < Tc, θ ∈ Sn−1.
Proof. The proof is the same as Lemma 2.0.7, but we use Lemma 2.0.4 instead of Lemma
2.0.3. 
Lemma 2.0.10. There exist uniform constants C > 1, 0 < ε0 < 1 such that
(γε)t(θ, t) ≥ −C (2.0.20)
for 0 < ε < ε0, 0 ≤ t ≤ T < Tc, θ ∈ Sn−1. Hence, the level set moves with a finite speed.
Proof. By Theorem 1.6.2, there is a short time T0 > 0 such that for time 0 ≤ t ≤ T0, a
smooth solution for the flow exists and there is a uniform constant C0 > 1 satisfying
−C0 ≤ (γε)t(θ, t). Hence (2.0.20) holds for time 0 ≤ t ≤ T < Tc, because we have Lemma
2.0.9 for time T0 ≤ t ≤ T < Tc. 
13





3.1 Evolution of derivatives
















g2j + gg j j + g
3(g2k g j j − g jgkgkj)
)
− g3(g2i gkk − gigkgik)
)
,




gig j + ggi j + g3(g2k gi j + gig jgkk − gigkg jk − g jgkgik)
)






4I(gig j j − g jgi j) + 6g5gigkgl(gklg j j − g jkg jl)
+ g2
(











I(giig j j − g2i j) − 6g
2gigk(gikg j j − g jkgi j) − 6gg2i (g
2
j gkk − gkg jgkj)
)
. (3.1.4)
Lemma 3.1.1. For 1 ≤ m ≤ n, (gm)t is given by
(gm)t = L[gm] + cgm. (3.1.5)
Proof. This equation (3.1.5) can be obtained by a direct calculation (gm)t = (gt)m. Let G1









g(giig j j − g2i j) + g
2
j gii + g
2
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(giig j j − g2i j)g + g
2
j gii + g
2












(giig j j − g2i j)g + g
2
j gii + g
2



















































Adding (G1)m and (G2)m and arranging the terms, we have the equation (3.1.5). 
3.2 Gradient estimates
Now, we get estimates of the gradient of g =
√
2 f from above and below. If g ≥ ε > 0, then
|Dg(x, t)| is bounded from above and below because f (x, t) is smooth and strictly convex
on { ε2 < g < 2} by Kim and Lee [11]. Hence it is sufficient to consider 0 ≤ g < ε for some
0 < ε ≤ ε0 where ε0 < 1 is the constant in Lemma 2.0.4, 2.0.9, 2.0.10. We also show that
the level set moves with a non-degenerate speed.
Throughout the section, we assume that g is a solution of (1.3.8) and it is smooth up
to the interface in its support for 0 ≤ t ≤ T < Tc. Let P = (x, t) ∈ Ω(t). Let P be the position
vector of P with respect to the origin 0. Because B(0, ρ0) is contained in the flat side Σ0(t) by
the assumption (A5) and P · ν(P) is the distance of the origin from the tangent hyperplane
of ΓP(t) at P, we get the following.
Lemma 3.2.1. Let us assume the conditions in the subsection 1.4. Then we have
P · ν(P) ≥ ρ0, for any P = (x, t) ∈ Ω(t), 0 ≤ t ≤ T. (3.2.1)
Then we obtain the following result, as well.
Lemma 3.2.2. Let us assume the conditions in the subsection 1.4. Let P0 = (x0, t0) be an arbitrary




. Then there exists positive constants η and γ such that
n0 · ν(P) ≥ γ, for any P = (x, t) ∈ Ω(t) with |P − P0| ≤ η, 0 ≤ t ≤ t0. (3.2.2)
16
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Proof. Note that |P| ≤ C for some constant C > 0 which depends on initial data. With
Lemma 3.2.1, it follows that
1
|P|
P · ν(P) ≥ C−1ρ0. (3.2.3)
Setting γ = C−1ρ0/2 and choosing η sufficiently small depending on ρ0 and γ, we get
(3.2.2). 
Lemma 3.2.3. Let us assume the conditions in the subsection 1.4. Then there exists a constant
C > 0 such that
|∇g| ≤ C, on 0 ≤ g(·, t) ≤ 1, 0 ≤ t ≤ T. (3.2.4)
Proof. We may assume that 0 ≤ g < ε0, because of the existence of a stricly convex smooth
solution from [11]. Because the equation (3.1.5) for the first derivatives of g is parabolic, we
can use the maximum principle to get the uniform upper bound for |∇g|. First, consider
the whole scalar curvature flow with a flat side. The flat side will keep shrinking to a
point in a finite time Tc and the strictly convex side will become smooth and keep being
strictly convex, by [11].
Let us approximate f by a decreasing sequence of solutions fε, ε→ 0+ of the equation
(1.3.7) and set gε =
√
2 fε. We can choose fε’s such that |∇gε(·, 0)| ≤ C on the set {x ∈ Rn :
0 ≤ gε(x, 0) ≤ 1} at time t = 0 by the assumption (A4) and |∇gε(·, t)| ≤ C on the level set
Γ1(t) = {x ∈ Rn : gε(x, t) = 1} for time 0 ≤ t ≤ T by (A4), the estimate (1.5.1), and Theorem
1.6.2.
Therefore, it is enough to show that the uniform estimate (3.2.4) for gε holds in the









ν for the normal vector ν to the level set of g. Suppose that at each
time 0 ≤ t < T, X attains an interior maximum at P0 = (x0, t). Rotating the coordinates, we
can make g1 = gν > 0, gi = 0 for 2 ≤ i ≤ n, gi j = 0 for 2 ≤ i, j ≤ n with i , j at P0. As
X1 = g1g11 +
∑
i≥2
gigi1 = g1g11 = 0, Xi = g1g1i +
∑
j≥2
g jg ji = g1g1i = 0, i ≥ 2, (3.2.5)
we have g11 = g1i = 0 for 2 ≤ i ≤ n at P0. Note that gii ≥ 0, 2 ≤ i ≤ n by convexity of level
sets of g. Let us look at the second-order derivatives of X. At P0, we have
X11 = g1g111 + g211 +
∑
i≥2
(gigi11 + g2i1) = g1g111 ≤ 0,
Xii = g1g1ii + g21i +
∑
j≥2
(g jg jii + g2ji) = g1g1ii +
∑
j≥2
g2ji ≤ 0, 2 ≤ i ≤ n,
Xi j = g1g1i j + g1ig1 j +
∑
k≥2
(gkgki j + gkigkj) = g1g1i j +
∑
k≥2
gkigkj ≤ 0, 1 ≤ i, j ≤ n,
(3.2.6)
so that g1g111 ≤ 0 and g1g1ii ≤ 0.
X is invariant under coordinate rotations. In the local coordinates at P0 where g1 = gν,
17
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i=2 gii is the mean curvature of the level set Γε(t) at P0.













































j,1,i g j j +
g21





On the level set Γε(t),


















































(giig j j − g2ii) +
g21
I3/2
HΓε ≤ C2, (3.2.11)


























Hence, X(t) is bounded above by the solution Y(t) to the ODE ddt Y = C, Y(0) = X(0) so
that
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X(t) ≤ Y(t) = Ct ≤ CT ≤ CTc (3.2.13)
for time 0 ≤ t ≤ T by the maximum principle. 
Lemma 3.2.4. Let us assume the conditions in the subsection 1.4. Then there exists a constant
C > 0 such that
|∇g| ≥ C on g(·, t) > 0, 0 ≤ t ≤ T. (3.2.14)
Proof. At the initial time t = 0, |∇g| is bounded below near the free boundary Γ by the




on 0 ≤ g(·, 0) ≤ ε (3.2.15)
for the constant λ > 0 in the assumption (A4) (1.4.1). We may assume that 0 ≤ g < ε,
because of the existence of a stricly convex smooth solution from [11].
Let us define a quantity X := x · ∇g− kx · ∇ f , where k is a positive constant that will be
determined later. We will prove by the maximum principle that if X ≥ c0 > 0 at time t = 0
then
X ≥ c > 0 on g(·, t) > 0, 0 ≤ t ≤ T, (3.2.16)
and this will imply the lemma.
Suppose that at each time 0 ≤ t < T, X attains an interior minimum at P0 = (x0, t) so
that X(x0, t) = inf{X(x, t); x ∈ Σ, 0 < g(x, t) ≤ 1}. At P0 on Γε, we choose local coordinates
such that x1 > 0 and xi = 0 for i = 2, . . . ,n and gi j = 0 for all i , j.






































(giig11 − g21i). (3.2.18)
At P0, x · ∇ f = gx · ∇g = gx1g1 + gxigi = gx1g1 in our local coordinates where xi = 0 for
i = 2 . . . n, so we have X = x1g1 − kgx1g1 and the first-order derivatives of X are
X1 = g1 + x1g11 − k(g21x1 + gg1 + gx1g11),
Xi = gi + x1g1i − k(gix1g1 + ggi + gx1g1i) = gi(1 − kx1g1 − kg) for i = 2, . . . ,n,
(3.2.19)
with X1 = 0, Xi = 0 for i , 1, hence gi = 0 for i , 1. And its second-order derivatives at P0
are
X11 = x1g111 + 2g11 − k(3x1g1g11 + 2g21 + 2gg11 + gx1g111),
X1i = x1g11i + 2g1i − k(2g1ix1g1 + 2gg1i + gx1g11i), i = 2, . . . ,n,
Xi j = x1g1i j + 2gi j − k(gi jx1g1 + ggi j + gx1g1i j), i, j = 2, . . . ,n.
(3.2.20)
with X11 ≥ 0, Xii ≥ 0 for i = 2, . . . ,n.
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Then the evolution equation of X at the point P0 can be written as
Xt =






























(X1 − g1 + kg21x1 + kgg1) −
















































On the other hand, we have at P0
0 = X1 = x1(1 − kg)g11 + g1 − k(g21x1 + gg1) (3.2.23)
so by letting g ≤ 12k , Lemma 3.2.1 and 3.2.3 imply that
g11 =


























= −αX − kβ.
(3.2.25)
Hence, by Grönwall’s inequality, we obtain
minx∈MX(x, t) ≥ e−αt(minx∈MX(x, 0) − kβt) ≥
1
2
e−αTcminx∈MX(x, 0) =: C′, (3.2.26)
if we take k ≤ minx∈MX(x,0)2βT . Then Y = x1g1 ≥ X ≥ C
′ and |∇g| = g1 ≥ C
′
R .
Finally, consider the case when the minimum of X is attained at a point P0(t) on the free
boundary Γ(t), where g = 0. Since X is rotationally invariant, we can pick the coordinate
system where g1 = gν > 0, gi = 0 for i , 1. Then the first-order derivatives of X at P0 are
X1 = g1 + x1g11 − k(g21x1 + gg1 + gx1g11) = g1 + x1g11 − kg
2
1x1 ≥ 0,
Xi = gi + x1g1i − k(gix1g1 + ggi + gx1g1i) = x1g1i = 0 for i = 2, . . . ,n,
(3.2.27)
20
CHAPTER 3. GRADIENT ESTIMATES
so that g1i = 0 for i = 2, . . . ,n, at P0. And its second-order derivatives at P0 are
X11 = x1g111 + 2g11 − k(3x1g1g11 + 2g21 + 2gg11 + gx1g111),
X1i = x1g11i + 2g1i − k(2g1ix1g1 + 2gg1i + gx1g11i), i = 2, . . . ,n,
Xi j = x1g1i j + 2gi j − k(gi jx1g1 + ggi j + gx1g1i j), i, j = 2, . . . ,n,
Xii = x1g1ii + 2gii − k(giix1g1 + ggii + gx1g1ii), i = 2, . . . ,n.
(3.2.28)
and it holds at P0 that
Xii = x1g1ii + 2gii − kgiix1g1 ≥ 0, i = 2, . . . ,n. (3.2.29)
As X1 ≥ 0 at P0, it holds that
x1g11 ≥ −g1 + kx1g21. (3.2.30)

























However, the evolution of X(P0(t), t) on the free boundary is affected by the motion
of the free boundary too. For any point γ(t) on the (n − 1)-dimensional free-boundary
hypersurface Γ(t) of the flow, we have
d
dt
X(γ(t), t) = Xt + ∇xX · γ̇(t). (3.2.32)
Since g(γ(t), t) = 0 so that gt = −∇xg · γ̇(t) = −g1γ̇1(t) at P0(t) = γ(t), the term ∇xX · γ̇(t) is
given by

























































gii ≤ C2. (3.2.35)
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and X(P0(t), t) is bounded below by the solution Y(t) to the ODE ddt Y = −
5C2Y
ρ0
, Y(0) = X(0)
so that






for time 0 ≤ t ≤ T. Hence, we get the uniform bound (3.2.14) by the maximum principle.

Lemma 3.2.5. There exists constants A > 0, B < 0, D > 0 and 0 < ε0 < 1 such that




for 0 < ε < ε0, 0 < t0 ≤ t ≤ T, θ ∈ Sn−1.
Proof. Fixθ ∈ Sn−1. Let x0 ∈ Γ f , 12 ε2(t) = Γε(t) be the point with polar coordinates (γε(θ, t), θ).
Then f (x0, t) = 12ε














Let us use polar coordinates for simplicity. For any small δ > 0, we have a Taylor
expansion of g in the radius near the point P(θ, t1) = (e
−
A(t1−t)
D+|B|Tc γε(θ, t), θ, t1) which is the
expression of the point (e−
A(t1−t)
D+|B|T x0, t1) in polar coordinates:
g(e−
A(t1−t)
D+|B|Tc γε(θ, t) + δ, θ, t1) = g(P(θ, t1)) + δgr(P(θ, t1)) + δO(δ). (3.2.40)
By Lemma (3.2.4), we have gr(P(θ, t1)) ≥ 2c > 0 for some c > 0, so
g(e−
A(t1−t)
D+|B|Tc γε(θ, t) + δ, θ, t1) ≥ εe
−
C(t1−t)
2(D+|B|t0) + 2cδgr(P(θ, t1)) + δO(δ) ≥ ε, and
γε(θ, t1) ≤ e
−
A(t1−t)
D+|B|Tc γε(θ, t) + δ.
(3.2.41)













(t1 − t) + (t1 − t)O(t1 − t). (3.2.42)
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As t1 → t+, we have










+ O(t1 − t), (3.2.43)






Theorem 3.2.6. There exist uniform constants C > 1 and 0 < ε0 < 1 such that
− C ≤ (γε)t(θ, t) ≤ −C−1 (3.2.44)
for 0 < ε < ε0, 0 ≤ t ≤ T, θ ∈ Sn−1. Hence, the level set moves with a finite and non-degenerate
speed.
Proof. The proof is the same as Theorem 2.0.8 but we use Lemma 2.0.9 and 3.2.5 instead of
Lemma 2.0.7. Like the proof of Theorem 2.0.8, we use the short time existence, Theorem
1.6.2. 
Corollary 3.2.7. Under the assumptions in the subsection 1.4, there exists a constant c > 0 for
which
c ≤ gt ≤ c−1 for time 0 ≤ t ≤ T. (3.2.45)
Proof. It sufficies to prove (3.2.45) on 0 ≤ g ≤ ε0, because of the existence of a stricly
convex smooth solution from [11]. On Γ(t) and Γε(t), we have
grγ̇(θ, t) + gt = 0 (3.2.46)
so that
gt = −grγ̇(θ, t) (3.2.47)
in which γ̇(θ, t) is bounded by two negative constants by Theorem 2.0.8 and 3.2.6. On the
other hand, gr is bounded because









where ν is the unit normal vector to the level set, gν is bounded by Lemma 3.2.3 and 3.2.4,
and ρ0 ≤ xν = P · ν(P) ≤ R by Lemma 3.2.1 and our assumption in the subsection 1.4.
Hence we get the result. 










( fii f j j − f 2i j) ≤ c
−1 for time 0 ≤ t ≤ T. (3.2.49)
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Proof. Recall that, in the coordinates where gi = 0 for i , 1 so that fi = 0 for i , 1,
ft =
1√
1 + |∇x f |2
(1 −
f 21








1 + |∇x f |2
n∑
i, j=2
( fii f j j − f 2i j). (3.2.50)
By convexity of f (·, t) from [11], we have
1
2(1 + |∇x f |2)3/2
n∑
i, j=1
( fii f j j − f 2i j) ≤ ft = σ2
√




1 + |∇x f |2
n∑
i, j=1
( fii f j j − f 2i j).
(3.2.51)




The purpose of this section is to obtain the optimal bound of the second-order tangential
derivatives of g which gives the optimal decay rates of the second-order derivatives of f .
Because of the existence of a stricly convex smooth solution from [11], it is sufficient to
consider values of 0 ≤ g < ε, for some sufficiently small 0 < ε ≤ ε0 where 0 < ε0 < 1 is the
constant in Lemma 2.0.4, 2.0.9, 2.0.10.
Throughout the section, we assume that g is a solution of (1.3.8) and it is smooth up
to the interface in its support for time 0 ≤ t ≤ T < Tc. We get estimates on second-order
derivatives of g first, under the assumptions that we have given in the subsection 1.4.
We also find a lower bound of Rg,2 in Lemma 4.2.5 which is a generalized version of
Kim-Lee-Rhee’s curvature lower bound, [12]. It is also similar to the Aronson-Bénilan
inequality ∆u ≥ −Ct for the porous medium equation [1].
4.1 Evolution of second-order derivatives










cmp,i jkgi jk +
n∑
i, j=1
dmp,i jgi j, (4.1.1)
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the terms which are linear in third derivatives
∑n
i, j,k=1 cmp,i jkgi jk for cmp,i jk = cmp,i jk(g,Dg,D
2g)




4gk(gikg j j − g jkgi j) − Ig3gi(gkkg j j − g2kj) + 6g








− Ig3gi(gkkgmjj − gkjgmkj) − 2Ig3gk(gikgmjj + g j jgmik − g jkgmij − gi jgmjk)







− Ig3gi(gkkg j jp − gkjgkjp) − 2Ig3gk(gikg j jp + g j jgikp − g jkgi jp − gi jg jkp)















































j giip − gig jgi jp)
and the terms involving only first-order and second-order derivatives
∑n
i, j=1 dmp,i jgi j for dmp,i j =
dmp,i j(g,Dg,D2g)




I(giig j j − g2i j) − 6g
2gigk(gikg j j − g jkgi j) − 6gg2k(g
2








− Ig3(gkkg j j − g2kj)gip − 4Ig
3(gikg j j − g jkgi j)gkp
+ 6g5g jgk(g jkgll − g jlgkl)gip − 2g5gig j(gkkgll − g2kl)g jp







Ig3gi(gkkg j j − g2kj) − 6g













g5gkgl(gkig j j − g jig jk)gpigml +
6
I5/2
g5gkgl(gkig j j − g jig jk)gmigpl
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g2gi(gkkg j j − g2kj) + 4g










g2gi(gkkg j j − g2kj) + 4g










gg2k(gig j j − g jgi j) + ggi(g
2












gg2k(gig j j − g jgi j) + ggi(g
2

























I(giig j j − g2i j) − 6g
2gigk(gikg j j − g jkgi j) − 6gg2k(g
2
i g j j − g jgigi j)
)
gg2l gmgp.
Proof. Using Lemma 3.1.1 about the evolution of the first-order derivatives of g, we have






∂p(bi)gmi + ∂p(c)gm. (4.1.4)
Then the equation (4.1.1) is obtained by direct calculations of differentiating the coeffi-
cients ai j (3.1.2) and bi (3.1.3) of the operator L (3.1.1) and c (3.1.4) with respect to xp. Note
that, ai j of 4.1.2 is equal to ai j (3.1.2) in L (3.1.1).
Indeed, first
∂p(ai j)gmij = −
3
2I5/2
Ip(Igg j j − g3g jgkg jk + g2j )giim +
1
I3/2












(Igg j jp − g3g jgkg jkp)giim −
1
I3/2
Iggi jpgi jm +
1
I3/2



















(Iggi j + g3gig jgkk − g3gigkg jk − g3g jgkgik + gig j)g2glglpgi jm −
1
I3/2
































(2g2g2l + I)gi jgpgi jm −
3
I3/2
g2gig jgkkgpgi jm +
3
I3/2
g2gk(g jgik + gig jk)gpgi jm.
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(g2gqgqp + gg2q gp)
(
4I(gig j j − g jgi j)
− Ig2
(
ggi(gkkg j j − g2kj) + 4ggk(gikg j j − g jkgi j)
)
− g2(6gig2k g j j − 6gig jgkg jk)







8(g2gkgkp + gg2k gp)(gig j j − g jgi j) + 4I(gig j jp − g jgi jp + g j jgip − gi jg jp)
− 2
(
(g2glglp + gg2l gp)g
2 + Iggp
)(








4(ggkp + gkgp)(gikg j j − g jkgi j) + 4ggk(gikg j jp − g jkgi jp + g j jgikp − gi jg jkp)
)
− 12ggp(gig2k g j j − gig jgkg jk) − 6g
2gip(g2k g j j − g jgkg jk)
− 6g2gi(g2k g j jp − g jgkg jkp + 2gkg j jgkp − g jgkpg jk − gkg jpg jk)
+ 30g4gp(giglgkglkg j j − giglgkg jlg jk) + 6g5(giglgkp + gigkglp + glgkgip)(glkg j j − g jlg jk)








4I(gig j jp − g jgi jp) − 2Ig3gi(gkkg j jp − gkjgkjp)
− 4Ig2ggk(gikg j jp + g j jgikp − g jkgi jp − gi jg jkp) − 6g2gi(g2k g j jp − g jgkg jkp)







4I(g j jgip − gi jg jp) − Ig2(gkkg j j − g2kj)ggip − 4Ig
2(gikg j j − g jkgi j)ggkp
− 2
(
ggi(gkkg j j − g2kj) + 4ggk(gikg j j − g jkgi j)
)
g4glglp
+ 6g5(glkg j j − g jlg jk)(giglgkp + gigkglp + glgkgip)
− 6g2(g2k g j j − g jgkg jk)gip + 8(gig j j − g jgi j)g







4I(gig j j − g jgi j)
− Ig2
(
ggi(gkkg j j − g2kj) + 4ggk(gikg j j − g jkgi j)
)
− 6g2gi(g2k g j j − g jgkg jk)








8(gig j j − g jgi j)gg2k − 2
(
ggi(gkkg j j − g2kj) + 4ggk(gikg j j − g jkgi j)
)
(g3g2l + Ig)
− Ig2(gkkg j j − g2kj)gi − 4Ig
2(gikg j j − g jkgi j)gk − 12ggi(g2k g j j − g jgkg jk)








4I(gig j j − g jgi j)
− Ig2
(
ggi(gkkg j j − g2kj) + 4ggk(gikg j j − g jkgi j)
)
− 6g2gi(g2k g j j − g jgkg jk)











I(giig j j − g2i j) − 6g
2gigk(gikg j j − g jkgi j) − 6gg2k(g
2







I(giig j j − g2i j) − 6g
2gigk(gikg j j − g jkgi j) − 6gg2k(g
2







gm(g2glglp + ggpg2l )
(
I(giig j j − g2i j) − 6g
2gigk(gikg j j − g jkgi j) − 6gg2k(g
2







2(giig j j − g2i j)(g
2gkgkp + ggpg2k) + I(giig j jp + g j jgiip − 2gi jgi jp)
− 6(g2gigkp + g2gkgip + 2ggigkgp)(gikg j j − g jkgi j)
− 6g2gigk(gikg j jp − g jkgi jp + g j jgikp − gi jg jkp)
− 6(2ggkgkp + g2k gp)(g
2











I(g j jgiip − gi jgi jp) − 3g2gigk(gikg j jp − g jkgi jp + g j jgikp − gi jg jkp) − 3gg2k(g
2







− 3(gikg j j − g jkgi j)(g2gigkp + g2gkgip) + (giig j j − g2i j)g
2gkgkp
− 3(g2i g j j − g jgigi j)2ggkgkp − 3gg
2







I(giig j j − g2i j) − 6g
2gigk(gikg j j − g jkgi j) − 6gg2k(g
2






















I(giig j j − g2i j) − 6g
2gigk(gikg j j − g jkgi j) − 6gg2k(g
2
i g j j − g jgigi j)
)
gg2l gp.
Now, they sum up to




(Igg j jp − g3g jgkg jkp)giim −
1
I3/2
Iggi jpgi jm +
1
I3/2



















(Iggi j + g3gig jgkk − g3gigkg jk − g3g jgkgik + gig j)g2glglpgi jm −
1
I3/2
































(2g2g2l + I)gi jgpgi jm −
3
I3/2
g2gig jgkkgpgi jm +
3
I3/2






4I(gig j jp − g jgi jp) − 2Ig3gi(gkkg j jp − gkjgkjp)
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− 4Ig2ggk(gikg j jp + g j jgikp − g jkgi jp − gi jg jkp) − 6g2gi(g2k g j jp − g jgkg jkp)







I(g j jgiip − gi jgi jp) − 3g2gigk(gikg j jp − g jkgi jp + g j jgikp − gi jg jkp) − 3gg2k(g
2







4I(g j jgip − gi jg jp) − Ig2(gkkg j j − g2kj)ggip − 4Ig
2(gikg j j − g jkgi j)ggkp
− 2
(
ggi(gkkg j j − g2kj) + 4ggk(gikg j j − g jkgi j)
)
g4glglp
+ 6g5(glkg j j − g jlg jk)(giglgkp + gigkglp + glgkgip)
− 6g2(g2k g j j − g jgkg jk)gip + 8(gig j j − g jgi j)g







4I(gig j j − g jgi j) − Ig2
(
ggi(gkkg j j − g2kj) + 4ggk(gikg j j − g jkgi j)
)
− 6g2gi(g2k g j j − g jgkg jk)








8(gig j j − g jgi j)gg2k − 2
(
ggi(gkkg j j − g2kj) + 4ggk(gikg j j − g jkgi j)
)
(g3g2l + Ig)
− Ig2(gkkg j j − g2kj)gi − 4Ig
2(gikg j j − g jkgi j)gk − 12ggi(g2k g j j − g jgkg jk)








4I(gig j j − g jgi j) − Ig2
(
ggi(gkkg j j − g2kj) + 4ggk(gikg j j − g jkgi j)
)
− 6g2gi(g2k g j j − g jgkg jk)








− 3(gikg j j − g jkgi j)(g2gigkp + g2gkgip) + (giig j j − g2i j)g
2gkgkp
− 3(g2i g j j − g jgigi j)2ggkgkp − 3gg
2







I(giig j j − g2i j) − 6g
2gigk(gikg j j − g jkgi j) − 6gg2k(g
2






















I(giig j j − g2i j) − 6g
2gigk(gikg j j − g jkgi j) − 6gg2k(g
2
i g j j − g jgigi j)
)
gg2l gp.
Adding the terms above to the following ones
L[gmp] + cgmp =
1
I3/2
(Igg j j − g3g jgkg jk + g2j )giimp −
1
I3/2





4I(gig j j − g jgi j) − Ig2
(
ggi(gkkg j j − g2kj) + 4ggk(gikg j j − g jkgi j)
)
− g2(6gig2k g j j − 6gig jgkg jk)







I(giig j j − g2i j) − 6g
2gigk(gikg j j − g jkgi j) − 6gg2k(g
2
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(Igg j j − g3g jgkg jk + g2j )giimp −
1
I3/2




(Igg j jp − g3g jgkg jkp)giim −
1
I3/2
Iggi jpgi jm +
1
I3/2








4I(gig j j − g jgi j) − Ig2
(
ggi(gkkg j j − g2kj) + 4ggk(gikg j j − g jkgi j)
)
− g2(6gig2k g j j − 6gig jgkg jk)


















(Iggi j + g3gig jgkk − g3gigkg jk − g3g jgkgik + gig j)g2glglpgi jm −
1
I3/2
































(2g2g2l + I)gi jgpgi jm −
3
I3/2
g2gig jgkkgpgi jm +
3
I3/2






4I(gig j jp − g jgi jp) − 2Ig3gi(gkkg j jp − gkjgkjp)
− 4Ig2ggk(gikg j jp + g j jgikp − g jkgi jp − gi jg jkp) − 6g2gi(g2k g j jp − g jgkg jkp)







I(g j jgiip − gi jgi jp) − 3g2gigk(gikg j jp − g jkgi jp + g j jgikp − gi jg jkp) − 3gg2k(g
2






I(giig j j − g2i j) − 6g
2gigk(gikg j j − g jkgi j) − 6gg2k(g
2








4I(g j jgip − gi jg jp) − Ig2(gkkg j j − g2kj)ggip − 4Ig
2(gikg j j − g jkgi j)ggkp
− 2
(
ggi(gkkg j j − g2kj) + 4ggk(gikg j j − g jkgi j)
)
g4glglp
+ 6g5(glkg j j − g jlg jk)(giglgkp + gigkglp + glgkgip)
− 6g2(g2k g j j − g jgkg jk)gip + 8(gig j j − g jgi j)g







4I(gig j j − g jgi j) − Ig2
(
ggi(gkkg j j − g2kj) + 4ggk(gikg j j − g jkgi j)
)
− 6g2gi(g2k g j j − g jgkg jk)








8(gig j j − g jgi j)gg2k − 2
(
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− Ig2(gkkg j j − g2kj)gi − 4Ig
2(gikg j j − g jkgi j)gk − 12ggi(g2k g j j − g jgkg jk)








4I(gig j j − g jgi j) − Ig2
(
ggi(gkkg j j − g2kj) + 4ggk(gikg j j − g jkgi j)
)
− 6g2gi(g2k g j j − g jgkg jk)








− 3(gikg j j − g jkgi j)(g2gigkp + g2gkgip) + (giig j j − g2i j)g
2gkgkp
− 3(g2i g j j − g jgigi j)2ggkgkp − 3gg
2







I(giig j j − g2i j) − 6g
2gigk(gikg j j − g jkgi j) − 6gg2k(g
2






















I(giig j j − g2i j) − 6g
2gigk(gikg j j − g jkgi j) − 6gg2k(g
2
i g j j − g jgigi j)
)
gg2l gp
and this completes the proof.

4.2 Second-order derivative estimates
Lemma 4.2.1. Let us assume the conditions in the subsection 1.4. Then there exists a constant















on Γε(t) for each 0 ≤ ε ≤ 1 and 0 ≤ t ≤ T, where ν is the outer unit normal vector to the level set
Γε(t), and HΓε is the mean curvature of the level set Γε(t). Hence the mean curvature of level sets
is uniformly bounded above.
Proof. We may assume 0 ≤ g < ε, for sufficiently small 0 < ε ≤ ε0, since HΓε is positive
and bounded above on { ε2 ≤ g ≤ 1} by the existence of a strictly smooth solution from




(g2i g j j − gig jgi j) + ∆ f =
n∑
i, j=1
(g2i g j j − gig jgi j) +
n∑
i=1
(g2i + ggii). (4.2.2)
In Lemma 3.2.3 and 3.2.4, we have shown |∇g| is bounded from above and below;
there exist a constant c > 0 such that 0 < c ≤ |∇g| ≤ c−1 on g > 0, 0 ≤ t ≤ T < Tc. Also,∑n
i, j=1(g
2
i g j j − gig jgi j) and ∆ f are positive by strict convexity from [11], and ∆ f is bounded
above by (1.5.1). Hence, an upper bound of X will give an upper bound of both of the
32





i g j j − gig jgi j) and the tangential Laplacian
∑
τ gττ. We use the maximum
principle to show that X is bounded above.
On the interface Γ(t) where g = 0, we have








g2j gii + g
2
i g j j − 2gig jgi j
)
=
X − ∆ f√
1 + g2|∇g|2
≤ c−1 (4.2.3)
for some constant c > 0 by Corollary 3.2.7, implying that X ≤ C on Γ(t). On the level set
Γ1(t) where g = 1, Di j f = gig j + ggi j = gig j + gi j are bounded for all i, j, so X is bounded
above on Γ1(t).
Hence, we can assume that X attains its space-time maximum at an interior point P0(t)
of the domain for 0 ≤ t ≤ T < Tc. At P0 ∈ ΓP0(t), we take the coordinate system where









Differentiating X with respect to space variables at P0, we get for all 1 ≤ k ≤ n
0 = Xk =
n∑
i, j=1
(g2j giik − gig jg jik + 2g jgiig jk − 2g jg jigik) +
n∑
i=1
(ggiik + 2gigik + gkgii). (4.2.5)
We have, at P0,










0 = Xk = g21
n∑
i=1
giik − g21g11k +
n∑
i=1






















gg11k, for k , 1.
(4.2.7)
Differentiating X with respect to time, we get Xt as follows. We use the indices m, p
instead of i, j in order to avoid any possible confusions. The right-hand side of the evolu-
tion equation of X will contain spatial derivatives of g of order no greater than 4, because
the equation (4.1.1) is a second-order equation. Using an index 2 ≤ m ≤ n, we can simply
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4g1(g11g j j − g2j1) − Ig
3g1(gkkg j j − g2kj) + 6g










− Ig3g1(gkkgmjj − gkjgmkj) − 2Ig3g1
∑
j,1
(g11gmjj + g j jgm11) + 3g5g21
∑
j,1






















I(g j jgmii − gi jgmij) − 3g2g21
∑
j,1















I(giig j j − g2i j) − 6g












− Ig3(gkkg j j − g2kj)gmi − 4Ig
3(giig j j − g2i j)gmi + 6g
5g21(g11g j j − g
2
j1)gmi
− 2g5gig1(g j jgkk − g2jk)gm1 + 4I(g j jgmi − gi jgmj) − 6g







Ig3(gkkg j j − g2kj) − 6g
5g21(g11g j j − g
2
j1) + 6g






















g2g1(gkkg j j − g2kj) + 4g











gg31(g j j − g11)gmgm1 +
30
I7/2









1(giig j j − g
2
i j) − 3g
4







I(giig j j − g2i j) − 6g














(g2j giikl − gig jgi jkl) +
n∑
i=1




(g jg jlgiik − g jgilgi jk + g jg jkgiil − g jgikgi jl + g jgiig jkl − g jg jigikl + g jkg jlgii − g jkgilgi j).
(4.2.10)
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In our coordinate system at P0, the quantity J = |∇g|2 + g becomes J = g21 + g. Then the
term Jg goes to +∞ as g tends to 0
+ and ∆ f = g21 + gg11 + g
∑
i,1 gii is bounded so that 0 ≤
f11 = gg11 + g21 ≤ C and 0 ≤ fii = ggii ≤ C for i , 1. At P0, 0 = Xm =
∑
i,1(g21 + g)giim + gg11m
for m , 1 and 0 = X1 = (g21 + g)
∑
i,1 gii1 + gg111 + g1(1 + 2g11)
∑














giik = −gg11k for k , 1. (4.2.12)





above. Previously, we obtained the result that for some sufficiently small





















gii) ≤ C−1. (4.2.13)














































Since ∆ f is bounded and X = g21
∑
i,1 gii + ∆ f in our coordinates at P0, without loss of















i,1 gii ≤ C−1, then X is bounded above and we get the upper bound of∑
















































































(giig j j − g2i j) − 2g11
∑
i,1
















so that g11 ≤ 0 and Rg,2 ≤ 0 at P0. Let us define an operator LX := Xt −
∑n
i, j=1 ai jDi jX for ai j


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































+ (gg111 + 20g1
∑
i,1












































































































+ (gii1 + 16g1g2
∑
j,1





























gii)2 + (90J2g1 f11g
∑
j,1






























































































































































g j j + 6g21 f11(gg11)
∑
j,1





























































































































































































































































































































































































































































gii + 2g21 + I(g
∑
i,1
gii) + (gg11) + I(gg11)
)
Rg,2
As ε tends to zero, LX at P0 ∈ Γε(t) becomes
LX := Xt −
n∑
i, j=1






















































































+ (gg111 + 20g1
∑
i,1








































CHAPTER 4. SECOND-ORDER DERIVATIVE ESTIMATES





































































+ (gii1 + 16g1g2
∑
j,1




























gii + 2g21 + I(g
∑
i,1




































































































































































































































for all g < ε′0, for some constants C > 0, 0 < ε
′
0 < ε0, hence X satisties Xt ≤ LX ≤ C at its
interior maximum point P0(t) at each time 0 ≤ t ≤ T, so X is bounded above on level sets
Γε for all ε < ε′0. Consequently, X is bounded above. 
Corollary 4.2.2. Let us assume the conditions in the subsection 1.4. Then there exists a constant




gττ ≤ c−1. (4.2.18)
for 0 ≤ g ≤ 1 and 0 ≤ t ≤ T.
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Proof. From the inequality (3.2.49), it holds that for some constant c > 0∑
i, j
( fii f j j − f 2i j) = 2
∑
i,1
( f11 fii − f 2i1) +
∑
i, j,1
( fii f j j − f 2i j) ≥ cg (4.2.19)










fii + 2 f11)g
∑
i,1
gii ≥ cg. (4.2.20)
As ∆ f ≥ 0 is bounded above, there exists some constant ṽ > 0 such that
∑
i,1 gii ≥ c̃,
which implies the inequality (4.2.18). 
We can also examine the bounds for the second-order derivatives of f .
Corollary 4.2.3. Let us assume the conditions in the subsection 1.4. Then there exists a constant












f 2τν ≤ c
−1. (4.2.21)
where ν is the unit normal to the level set, for 0 ≤ g ≤ 1 and 0 ≤ t ≤ T.
Proof. Let us use a coordinate system where e1 = ν is the unit normal to the level set of g.
From the inequality (4.2.18), we see that c ≤ g−1
∑
i,1 fii ≤ c−1.
With the convexity of f and the boundedness 0 ≤ f11 ≤ c−1, and the inequality
(4.2.20) implies
∑
i,1 f 2i1 ≤
∑




≤ c−1g2 because of the
inequality (4.2.18), we see that f11 ≥ c from the inequality (4.2.20). 
Consequently, the following result holds as well.




Then there exist positive constants C and η depending only on initial data and the constant ρ0,
satisfying
C ≤ gn0 ≤ C
−1, C ≤ fn0n0 ≤ C
−1 (4.2.22)
for all P = (x, t) where f (x, t) > 0, |P − P0| ≤ η, 0 ≤ t ≤ t0.
Proof. Let τ(P) be the unit vector in the direction of the tangential projection of n0 and θ
be the angle between n0 and the outward normal ν(P), for P = (x, t) where x ∈ Ω(t). Then
we get
gn0 = sinθgτ + cosθgν, fn0n0 = cos
2 θ fνν + 2 cosθ sinθ fντ + sin2 θ fττ.
By Lemma 3.2.2, there exists η > 0 such that cosθ = n0 · ν ≥ γ > 0 for any P = (x, t) ∈
Ω(t) with |P − P0| ≤ η, 0 ≤ t ≤ t0. Hence, the desired result follows by Corollary 4.2.3. 
43
CHAPTER 4. SECOND-ORDER DERIVATIVE ESTIMATES
Lemma 4.2.5. Let us assume the conditions in the subsection 1.4. Then there exists a uniform




(giig j j − g2i j) ≥ −C (4.2.23)
for 0 ≤ g ≤ 1 and 0 ≤ t ≤ T.
Proof. We may assume 0 ≤ g < ε, for sufficiently small 0 < ε ≤ ε0, since |Rg,2| is bounded
above on { ε2 ≤ g ≤ 1} by the existence of a strictly smooth solution from [11]. To analyze
Rg,2 =
∑
i, j,ν(giig j j − g2i j) + 2
∑





i, j(g2i g j j + g
2
j gii − 2gig jgi j)
+ exp (b|∇g|2) (4.2.24)
on Ω(t), 0 ≤ t ≤ T, where ν ∈ Rn is the unit normal to the level set of g and we always take
e1 = ν for simplicity. Note that X is invariant under coordinate rotation. Getting a uniform
lower bound of X, we obtain a uniform lower bound of Rg,2. We will use the maximum
principle to show that X ≥ 0 for all time, for some constant b > 0. First, we take b > 0
sufficiently large such that X > 0 on Ω at time t = 0 and X > 1 on the level set {g = 1} for
all time, and we will determine the value of the constant b later.
Suppose that X gets minimum at an interior point P0 = P0(t) of Ω(t). At P0, we choose




+ exp (b|∇g|2) =
g11
g21
+ exp (bg21). (4.2.25)



















































































mm) for m , 1.
(4.2.27)
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For ai j in (3.1.2), let us define an operator LX as follows.
LX := Xt −
n∑
i, j=1

































































g j j + I
∑
j,1








































































g j j + gg11 + g21)Xmm ≥ 0 (4.2.28)
and Xi = 0 for all i at the minimum point P0 = P0(t) of X. So Xt ≥ LX at P0. Since g11 ≤ 0























g j j − Ig3Rg,2 − 4Ig3g11
∑
j,1



















g j j − Ig2(gg1Rg,2 + 4gg1g11
∑
j,1
g j j) − 6g2g31
∑
j,1






























































































































i, j,1 ,i, j
































and is nonnegative when g < ε′0, for some constants 0 < ε
′
0 < ε0.
Since we have X = g11g21







exp (bg21) + exp (2bg
2
1) at P0, we

























































































































































































































































− b(12g2g81 − 2g





















































































g j j − 23g2g41
∑
j,1




















































g j j − Ig2(gRg,2 + 4gg11
∑
j,1
g j j) − 6g2g21
∑
j,1









































g j j + 12bg2g61(g
2
























































































































































































g j j − Ig2(gRg,2 + 4gg11
∑
j,1
g j j) − 6g2g21
∑
j,1
















g j j + 8g5g41(
∑
j,1















































− 2(1 + 2g2g21)(gRg,2 + 4gg11
∑
j,1
g j j) − IgRg,2 − 4Igg11
∑
j,1



























































































− 6g1(g21 + gg11) + 2Igg1g11
)∑
j,1













































































































































































































i, j,1, i, j













− 2(1 + 2g2g21)(gRg,2 + 4gg11
∑
j,1























































































































































































































































b2O(g) exp (4bg21) + (b
2
O(g) + bO(g3)) exp (2bg21) +
(











































































































































b2O(g) exp (4bg21) + (b
2
O(g) + bO(g3)) exp (2bg21) +
(
































bO(1) + O(1) + O(g)
)
exp (bg21) + O(1)
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g j j exp (2bg21) > 0
for all g < ε′0, for some constants C > 0, 0 < ε
′
0 < ε0 and for sufficiently large b > 0 at the
time t0, which is a contradiction. Hence, X cannot become zero in the interior.
Now, it is sufficient to check X on the interface Γ(t) where g = 0. Suppose that X gets a
minimum at a point P0 = P0(t) ∈ Γ(t). At P0, we choose a coordinate system where e1 = ν




+ exp (b|∇g|2) =
g11
g21
+ exp (bg21), (4.2.29)
and we take b > 0 sufficiently large such that X > 0 at time t = 0. We will determine the
value of the constant b later. At P0 ∈ Γ(t), the first order derivatives of X satisfy









g11, 0 = Xm =
1
g21
g11m for m , 1 (4.2.30)








g11 and g11m = 0 for m , 1. Also, Xmm ≥ 0 for m , 1 at
P0(t). However, the evolution of X(P0(t), t) on the free boundary is affected by the motion
of the free boundary too. For any point γ(t) on the (n − 1)-dimensional free-boundary
hypersurface Γ(t) of the flow, we have
d
dt
X(γ(t), t) = Xt + ∇xX · γ̇(t). (4.2.31)
Since g(γ(t), t) = 0 so that gt = −∇xg · γ̇(t) = −g1γ̇1(t) at P0(t) = γ(t), the term ∇xX · γ̇(t) is
given by









g j jX1, (4.2.32)
at P0(t) = γ(t) ∈ Γ(t). Then the operator LX satisfies at P0(t) ∈ Γ(t)
d
dt

















































































































































































































































the last line of which is uniformly bounded by Lemma 3.2.3 and Corollary 4.2.2. Let us
take b > 0 sufficiently large, so that X0 = X(P0(0), 0) is positive. If X > 0 on Γ(t) for all time,
then X > 0 on Ω(t) because X cannot be zero on the interior points of Ω(t). Otherwise,










g j j exp (2bg21) > 0 (4.2.33)
for a sufficiently large b > 0, which is a contradiction. Hence X cannot become zero on the
boundary as well. This concludes the proof. 
Corollary 4.2.6. Let us assume the conditions in the subsection 1.4. Then there exists a constant
C > 0 satisfying
gνν ≥ −C (4.2.34)



















i,ν gii is uniformly bounded above and below by the inequality (4.2.18). 
We note that a simpler version of the inequality,(4.2.23), has been obtained by Kim,
Lee and Rhee (see Lemma 4.4 in [12]) for the flow with a flat side which evolves by the
α-th power of Gauss curvature and this is equivalent to our Lemma 4.2.5 in the special




Throughout the section, we assume that g is a solution of (1.3.8) and it is smooth up to the
interface in its support for time 0 ≤ t ≤ T < Tc. Around P = (0, y0, t) ∈ Γ(t), the parabolic
box Bη(P) is defined to be {(xn+1, (x2, . . . , xn), t) = (z, y, t)|0 ≤ z ≤ η2, |y − y0| ≤ η, t0 − η2 ≤
t ≤ t0} for η > 0.
5.1 C1,αs estimates
Let us consider an arbitrary point P = (0, y0, t0) ∈ Γ(t0), 0 ≤ t0 ≤ T. We will show that the
transformed function (1.6.1) h ∈ C1,αs near P. As in Daskalopoulos and Hamilton [4], the







, gi = −
hi
hn+1
















for i = 2, . . . ,n,











hn+1,i + hi j
)
for i, j = 2, . . . ,n.
(5.1.1)
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n∑
i, j=1
(g2j gii + g
2




































for i = 2, . . . ,n,
n∑
j,i


























hn+1, j + h j j
)
















































h2k(hih jhi j − h
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hihk(h j jhik − hi jh jk)
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gig11 for i = 2, . . . ,n,












gig jg11 for i, j = 2, . . . ,n.
(5.1.2)








































































































h2k(hih jhi j − h
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The third derivatives of g can be expressed by the third derivatives of in the same

































































































































































































































The evolution of h̃, which is either ht or hi, i = 2, . . . ,n, is given by the operator L
below.










(h2i h j j + h
2
j hii − 2hih jhi j)̃hn+1,n+1
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h2k(hih jhn+1, j̃hn+1,i + hih jhn+1,ĩhn+1, j)
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(h2i h̃ j j + h
2






































































h2k(hih j̃hi j − h
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i h̃ j j − hih j̃hi j)
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(h2i h j j + h
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(h2i h j j + h
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h2k(hih jhi j − h
2
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h2k(hih jhi j − h
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h2k(hih jhi j − h
2








































































h j j(hihn+1,k + hkhn+1,i) − h jk(hihn+1, j + h jhn+1,i)
)
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(h̃ih jhn+1,ihn+1, j + hĩh jhn+1,ihn+1, j)
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through straightforward computations which are similar to those in the derivation of
(3.1.5). Hence



















(h2i h j j + h
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Lemma 5.1.1. The n × n symmetric matrix Ã = (ãi j)i, j=n+1,2,...,n is given by
xn+1ãn+1,n+1 =(n + 1,n + 1)-th entry of the diffusion coefficients of the equation (5.1.4),
√
xn+1ãn+1,i =(n + 1, i)-th entry of the diffusion coefficients of the equation (5.1.4), for i = 2, . . . ,n,
ãi j =(i, j)-th entry of the diffusion coefficients of the equation (5.1.4), for i, j = 2, . . . ,n.
bn+1 is the coefficient of the first derivative h̃n+1 in the equation (5.1.4), and bi, i = 2, . . . ,n, is the
coefficient of the first derivative h̃i, i = 2, . . . ,n, in the equation (5.1.4). Then there exists η, λ, ν > 0
depending only on the initial data and the constant ρ0 such that λ−1|ξ|2 ≤ Ãξiξ j ≤ λ|ξ|2 for any
ξ ∈ Rn, |bn+1| ≤ λ, |bi| ≤ λ, i = 2, . . . ,n, and bn+1 ≥ ν on Bη(P).
Proof. By the relations (5.1.1), Ã = (̃ai j) are given in terms of diffusion coefficients A = (ai j)
in the equation (3.1.2) as the following. Since xn+1ãn+1,n+1 =
∑n
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∑n







(g2i g j j − gig jgi j) − g
2g2i (g
2








g(gig j j − g jgi j) + g5/2gi(g2k g j j − g jgkgkj) − g




(g2k gi j + gig jgkk − gigkg jk − g jgkgik)
)
















(g2i gkk − gigkgik)
)
, for i = 2, . . . ,n,




gig j + ggi j + g3
∑
k
(g2k gi j + gig jgkk − gigkg jk − g jgkgik)
)
, for i, j = 2, . . . ,n; i , j.
From the estimates of |∇g|,
∑
1≤i, j≤n(g2i g j j − gig jgi j), Rg,2 =
∑
1≤i, j≤n(gi jg j j − g2i j), we







j gii + g
2
i g j j − 2gig jgiig j j)
)















i, j=2(gig1ig j j−gig1 jgi j)+O(
√
g) and Rg,2 ≥ −C, we see that |bn+1| ≤ C and bn+1 ≥ ν > 0
on Bη(P) for some constants η,C, ν > 0. Finally, the coefficients bi of h̃i, i = 2, . . . ,n, are






















1 j − g jg1ig1 j) + O(
√
g). 
By Lemma 5.1.1, the equation (5.1.4) is of the form












with (̃ai j) being uniformly eliptic, bn+1 > 0 uniformly bounded and bounded below by
some constant ν > 0 such that bn+1 ≥ ν > 0, and bi, i = 2, · · · ,n, uniformly bounded for
sufficiently small xn+1. As a result, with minor changes in the higher dimension to the
line of proof of Theorem 3.1 in [6], we obtain the following Hölder regularity, which is an
analogue of the Krylov-Safonov estimate [13].
Lemma 5.1.2. There exist a number 0 < α < 1 and positive constants η and C, depending only








) ≤ C (5.1.6)
with respect to the metric ds2 with the distance function s (1.6.2).
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(h2i h j j + h
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(+h2i h̃ j j + h
2






































































h2k(+hih jh̃i j − h
2





































































































































































(h2i h j j + h
2










































(hihn+1, jhi j + h jhn+1,ihi j)
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(h2i h j j + h
2












































































































































h2k(hih jhi j − h
2




























hihkh j j(hihn+1,k + hkhn+1,i)
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h2k(hih jhi j − h
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h2k(hih jhi j − h
2

















































hih̃k(h j jhik − hi jh jk)
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hkh̃k(h2i h j j − hih jhi j)
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(h2i h j j + h
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h2k(hih jhi j − h
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i h j j − hih jhi j)
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hihk(h j jhik − hi jh jk)
)
.













(h2i h j j + h
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h2k(hih jhi j − h
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(hihn+1, jhi j − hihn+1,ih j j)
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(h2i h j j + h
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(hihn+1, j − h jhn+1,i)2
(5.1.7)
Then both Lh̃ (5.1.4) and L̃h̃ satisfy Lemma 5.1.1 for the same uniform constants
η, λ, ν > 0 and they are in the form (5.1.5) on Bη(P), where the operator L̃ is defined by








(g2j g1i − gig jg1i)̃hi. (5.1.8)










(giig j j − g2i j) + O(
√
xn+1) (5.1.9)
is uniformly bounded for small xn+1. The problem is that we don’t have a bound for the
terms hn+1,i, for i = 2, . . . ,n, whereas the terms
√
xn+1hn+1,i, for i = 2, . . . ,n, is bounded for
small xn+1. However, it is clear that the last line of the equation (5.1.7) is nonnegative. So
h̃ is a supersolution of the equation
h̃t ≥ L̃h̃ + G1. (5.1.10)















































Proof. There is a constant 0 < λ < 1, depending only onρ0 and the initial data, as xn+1 → 0+
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gii + o(1) ≤ λ−1.





































1gii − 2g1gig1i + g
2
i g11) + gig j
(















(g2j (−g1g1i + gig11)
2





























1gii − 2g1gig1i + g
2
i g11) + gig j
(


















(g2j (−g1g1i + gig11)
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(h2j hii − hih jhi j)
)









(h2j hii − hih jhi j)
)




















(h2j hii − hih jhi j)
)
(hn+1 − xn+1hn+1,n+1 − λ3).
(5.1.12)























n+1,i − hih jhn+1,ihn+1, j)
)










n+1,i − hih jhn+1,ihn+1, j)
)





















n+1,i − hih jhn+1,ihn+1, j)
)
(5.1.13)
and hence (5.1.11) follows with c = λ3. 
Lemma 5.1.4. There exists a number θ > 1, depending only on the a priori bounds, for which if
hn+1 −m > 0 on Bδ, then w := (hn+1 −m)θ is a subsolution of the equation
∂tw ≤ L̃w + G2 (5.1.14)
where G2 is a bounded term.
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Proof. For h̃ = hn+1, the derivatives of w up to order 2 are given by
wn+1 = θ(hn+1 −m)θ−1̃hn+1, wi = θ(hn+1 −m)θ−1̃hi for i = 2, . . . ,n,
wn+1,n+1 = θ(hn+1 −m)θ−1̃hn+1,n+1 + θ(θ − 1)(hn+1 −m)θ−2̃h2n+1,
wn+1,i = θ(hn+1 −m)θ−1̃hn+1,i + θ(θ − 1)(hn+1 −m)θ−2̃hn+1̃hi for i = 2, . . . ,n,
wi j = θ(hn+1 −m)θ−1̃hi j + θ(θ − 1)(hn+1 −m)θ−2̃hĩh j for i = 2, . . . ,n.
(5.1.15)
The function w evolves by










− g21(giig j j − g
2







where the group G of terms in (5.1.16) is given by






















































































i − hih j̃hĩh j).
(5.1.17)














































(hn+1 −m) − c(θ − 1)
)−1)2(
(hn+1 −m) − c(θ − 1)
)
+ θ(θ − 1)(hn+1 −m)θ−2|O(1)| + θ(hn+1 −m)θ−2|O(1)|2|(hn+1 −m) − c(θ − 1)|−1,
(5.1.18)
whose right-hand side and the group of terms θ(hn+1 − m)θ−1O(
√
xn+1) in (5.1.16) are
both less than some uniform constant C > 0 if we take θ > 1 sufficiently large. Hence,
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∂tw ≤ L̃w + G2 where










− g21(giig j j − g
2




with G2 being bounded, because
∑n
i, j=2(gig1 j−g jg1i)
2 = o(1) as xn+1 → 0+ near the boundary
point P where we have chosen the coordinates (1.6.1). 
Similarly, the function hθn+1 satisfies the following.
Lemma 5.1.5. There exists a numberθ > 1, depending on the a priori bounds, for which w := hθn+1
is a subsolution of the equation
∂tw ≤ L̃w + G3 (5.1.20)
where G3 is a bounded term.
Proof. The proof is the same as that of Lemma 5.1.4 with hn+1 − m replaced by hn+1. The
result is straightforward with G3 = (G2)m=0. 
Also, it holds that
Lemma 5.1.6. There exists a number θ > 1, depending only on the a priori bounds, so that for
any constant M, w := Mθ − hθn+1 is a supersolution of the equation
∂tw ≥ L̃w − G3 (5.1.21)
where G3 is the bounded term from Lemma 5.1.5.
Proof. In Lemma 5.1.5 we have ∂tw = −∂thθn+1 ≥ −L̃h
θ
n+1 − G3 = L̃w − G3. 
Hence, we have another Hölder estimate (Lemma 5.9 in [7] for dimension two):
Lemma 5.1.7. There exist a number 0 < α < 1 and positive constants η and C depending only
on the initial data and ρ0 such that
‖hn+1‖Cαs (B η
2
) ≤ C. (5.1.22)
Proof. Since h̃ is a supersolution of the equation (5.1.10), with the help of Lemma (5.1.4),
(5.1.5) and (5.1.6), the usage of Theorem 3.6 and 3.7 from [6] for the proof of Lemma 5.9
in [7] shows that there exists a uniform constant 0 < γ < 1 such that at any Q ∈ Bη(P) and
B
γ






(Q)̃h ≤ γ oscBγρ(Q)̃h + k(ρ) (5.1.23)
for a certain k = k(ρ) ≥ 0 satisfying k(ρ) ≤ Cρβ for uniform positive constants C and β < 1.
The Hölder continuity (5.1.22) comes from (5.1.23) by a standard iteration argument. 
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5.2 C2,αs estimates
Now, we want to get the C2,αs regularity of h on Bη(P) from its C
1,α
s regularity and the
classical regularity theory for strictly parabolic equations, as done for the Gauss curvature
flow in [7].
We denote z̃ = 1 + z = 1 + xn+1. For 0 < µ < 1, let us denote by Cµ the parabolic
cylinder Cµ = {z2 + |y|2 ≤ µ2,−µ2 ≤ t ≤ 0}. Let hr be the dilated function of h at a point
(r2, yr, tr) ∈ Bη(P)
hr(z, y, t) =
1
r2
h(r2 + r2z, yr + ry, tr + r2t). (5.2.1)
Then the equation (5.1.3) and the relations that, for i, j = 2, . . . ,n, at (r2 + r2z, yr + ry, tr +
r2t),
hn+1 = hrn+1, hi = rh
r






hrn+1,i, hi j = h
r
i j,
∂thr = ht|(r2+r2z,yr+ry,tr+r2t), I = (h
r
n+1)

































































2hrj j + (h
r
j)











































































































































































































































































































Lemma 5.2.1. For any 0 < µ0 < 1, there exists a constant C > 0 depending on µ0, ρ0 and the
initial data such that
‖hr‖C∞(Cµ) ≤ C (5.2.3)
for all 0 < µ < µ0.
Proof. If (z, y, t) ∈ Cµ with 0 < µ < 1, then z̃ = 1 + z ≥ 1− µ2 > 0. By the bounds in Lemma
(5.1.1) and the relation (5.2.2), the evolution of hr is a uniformly parabolic equation on Cµ
with the ellipticity constant λµ independent of r.
Hence, from the regularity of solutions to fully nonlinear uniformly parabolic equa-
tions (see Wang [16] and Wang [17]), ‖hr‖C∞(Cµ) is, up to a uniform constant, bounded by





Hence Lemma 6.4, Lemma 6.5 and Lemma 6.6 in Daskalopoulos and Lee [7] also hold
for the transformed function h, and we get the following lemma.
Lemma 5.2.2. There exist constants 0 < α < 1 and C > 0, η > 0, depending only on ρ0 and the
initial data, such that for any two points P1 = (z1, y1, t1) and P2 = (z2, y2, t2) in B η
2
, we have







z2hn+1,i(P2)| ≤ Cs(P1,P2)α (5.2.4)
In other words, xn+1hn+1,n+1 ∈ Cαs (B η2 ),
√
xn+1hn+1,i ∈ Cαs (B η2 ) for i = 2, . . . ,n.







hih jhi j ∈ Cαs (B η2 ) for i, j = 2, . . . ,n. (5.2.5)




i=2 hii + G1, where
G1 is a sum of bounded terms in Cα
′





s (B η2 ), for
some 0 < α′ < 1, by the Hölder regularity of hn+1, ht, hi, xn+1hn+1,n+1 and
√
xn+1hn+1,i for
i = 2, . . . ,n and boundedness of derivatives from Section 3 and 4 and the relations 5.1.1
and 5.1.2. Since hn+1 − xn+1hn+1,n+1 > c for some uniform constant c > 0 on Bη and it
belongs to Cα
′







∈ Cαs (B η2 ). (5.2.6)
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j hii ∈ C
α










j hii−hih jhi j)+G2,
where G2 is a sum of bounded terms in Cα
′




j hii − hih jhi j) ∈ C
α
s (B η2 ).
Consequently,
∑n
i, j=2 hih jhi j belongs to C
α
s (B η2 ) as well. 
Lemma 5.2.4. There exist constants 0 < α < 1 and η > 0, depending only on ρ0 and the initial
data, such that
hi j ∈ Cαs (B η2 ) for i, j = 2, . . . ,n. (5.2.7)
Proof. Since the tangential Laplacian
∑n
i=2 hii belongs to C
α
s (B η2 ) by Lemma 5.2.3, the reg-
ularity of harmonic functions shows that (5.2.7) holds. 
In summary, we state Lemma 5.2.2 and Lemma 5.2.4 as the following.
Theorem 5.2.5. Under the assumptions in the subsection 1.4, there exist uniform constants
0 < α < 1, 0 < C < ∞ and η > 0 which depend only on the initial data and ρ0, such that for any
free boundary point P = (0, y0, t0) with 0 < T0 < t0 < T satisfying n0 :=
P0
|P0|
= e1, the function
x = h(z, y, t) = h(xn+1, x2, . . . , xn, t) satisfies the Hölder estimate
‖h‖C2+αs (Bη(P)) ≤ C. (5.2.8)
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Chapter 6
All-time C∞ regularity up to the
interface
6.1 Proof of the main theorem
Let us show another lemma in order to prove the main theorem.
Lemma 6.1.1. Let g be the solution which is smooth up to the interface in its support on 0 < t < T
and T < Tc. Then there exist some constants 0 < α < 1 and λ > 0 depending only on ρ0 and the
initial data such that g(·, τ) belongs to C2+αs ({g ≤ 1}) and satisfies the non-degenaracy conditions
|Dg(x, τ)| ≥ λ and D2ττg(x, τ) ≥ λ for any x ∈ Γ and 0 ≤ τ ≤ T.
Proof. By the theorem 5.2.5 about the Hölder estimate of h with the relations (5.1.1) and
(5.1.2) between the first-order and second-order derivatives of g and h, the conclusion is
immediate. 
Finally, we prove our main theorem 1.7.1.
Proof. Proof of Theorem 1.7.1. By Theorem 1.6.2, there exists a solution g, smooth up to
the interface in its support in 0 < t < T, for a maximal time T > T0 > 0. If T < Tc, then
g(·,T) belongs to the class C2+αs ({g ≤ 1}) up to the interface Γ(T) for some 0 < α < 1 and it
satisfies the non-degenaracy conditions by Lemma 6.1.1. By Theorem 1.6.2, there exists a
solution g in time T ≤ t ≤ T + T′ for some T′ > 0 and it is smooth up to the interface in its
support. This contradicts the condition that T is the maximal time. Hence, we must have
T = Tc, the critical time of the flow. 
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[6] P. Daskalopoulos, Ki-Ahm Lee, Hölder regularity of solutions of degenerate elliptic
and parabolic equations, Journal of Functional Analysis 201 (2003) 341–379. DOI
10.1016/S0022-1236(02)00045-9
[7] P. Daskalopoulos, Ki-Ahm Lee, Worn stones with flat sides all time regularity of the
interface, Invent. math. 156 (2004) 445–493. DOI 10.1007/s00222-003-0328-1
[8] Klaus Ecker, Regularity Theory for Mean Curvature Flow, Birkhäuser, Boston, 2004.
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국문초록
평평한 측면이 있는 콤팩트하고 볼록한 스칼라곡률흐름의 경계 근처에서의 행동에 대해 연구
한다.평평한측면의적당한초기조건아래에서,평평한측면이사라질때까지경계가유한하고
정상적인 속도로 이동하는 것을 보인다. 그리고 압력 함수의 도함수의 최적 추정값, 레벨집합
의 속도의 정상성, 경계 근처에서의 곡률의 최적 소멸 추정값, 그리고 Kim-Lee-Rhee의 곡률
하한값의 일반화된 버전을 얻고, 거기에서 자유경계까지의 최적 소멸률 대비 곡률의 비율의
헬더 정칙성을 획득한다. 마지막으로 지지집합에서 경계까지 매끄러운 해가 모든 시간 동안
존재하는것을보인다.
주요어휘: 35A01 PDE존재성문제, 35K65퇴화포물형방정식, 35R35 PDE자유경계문제, 53C44
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