This project found improved lower bounds for van der Waerden numbers. The number W (k, r) is the length of the shortest sequence of colors with r different colors that guarantees an evenly-spaced subsequence (or arithmetic progression) of the same color of length k. We applied existing techniques: Rabung's using primitive roots of prime numbers and Herwig et al's Cyclic Zipper Method as improved by Rabung and Lotts. We used much more computing power, 2 teraflops, using distributed computing and larger prime numbers, through over 500 million, compared to 10 million by Rabung and Lotts. We used r up to 10 colors and k up to length 25, compared to 6 colors and length 12 in previous work. Our lower bounds on W (k, r) grow roughly geometrically with a ratio converging down towards r for r equals 2, 3, and 4. We conjecture that the exact numbers W (k, r) grow at the rate r for large k.
Introduction
The sequence of colors BRRBBRRB (where B is blue and R is red) does not have an evenly spaced subsequence of length 3 that are the same color. However, if you add a B to the end, you get BRRBBRRBB, which has the same color B in positions 1,5, and 9 which are evenly spaced 4 apart. If you add an R to the end, you get BRRBBRRBR, which has R at positions 3, 6, and 9. In fact, with only two colors, there is no sequence of length 9 of Bs and Rs that does not have a subsequence of 3 evenly spaced of the same color. Van der Waerden's Theorem [vdW27] states that for any number of colors r and length k, a long enough sequence always has an evenly spaced subsequence of the same color. The smallest length guaranteed to have an evenly spaced subsequence is called the van der Waerden Number and is written W (k, r). For example, W (3, 2) = 9. Only seven van der Waerden numbers are known exactly. They are shown in Table 1 without the > symbol.
For the others, all we have are upper and lower bounds. Gowers [Gow01] showed that for amount of colors r and number evenly spaced k, the longest string of colors you can have without having k evenly spaced is less than or equal to 2 2 r 2 2 k+9
. The formula comes up with a number with more than 101,010,616 digits for W (3, 2), even though 9 is enough to guarantee 3 evenly spaced. The upper and lower bounds are very far apart which means we need to narrow the gap between them. The few exact van der Waerden numbers we know are much closer to the lower bounds than the upper bounds.
This project came up with better lower bounds. This project did not find upper bounds as there are few methods to find upper bounds for specific van der Waerden Numbers, apart from Gowers' formula and checking every possibility, which is unpractical because there are too many. We did not try to find any new exact van der Waerden Numbers, as the last two exact numbers found, W (6, 2) and W (4, 3), required SAT Solvers and computers designed especially for the purpose.
This research topic is part of Ramsey Theory, which studies how big a structure has to be to guarantee that some property holds. For example, Ramsey Numbers specify how big a party has to be to guarantee a group of k people that all know each other or k people that do not know each other. Ramsey Theory, including the study of arithmetic progressions, has important applications. Work on this topic led to Green and Tao's [GT08] proof that there are arbitrarily long arithmetic progressions of prime numbers. It also has applications in computer science such as fast matrix multiplication.
Methodology
We used Berkeley Open Infrastructure For Network Computing (BOINC), to distribute the work among our volunteers' computers. We were able to get over two teraflops of computing power, or about two billion floating point operations per second, during 12 months. Two computers checked each prime in case one of them made a mistake. We only accepted the result if the computers agreed on the answers. There were a total of 516 volunteers and 1760 computers in 53 countries. We created both Linux and Windows versions. We wrote the program in C++, because it is a fast programming language. Over time, as the primes got bigger, they needed more memory. We had to make the program use less memory by taking all the numbers in the array of powers (see next paragraph) modulo 2520, the least common multiple of the first 10 numbers. That way, we could check all colors from 2 to 10 in parallel.
Here is how the program works. Take a prime number p (shown in parentheses in Table 2 ) and a primitive root of that number. For example, let p equal 11. See that W (4, 2)-length 4, 2 colors has 11 in parentheses. Let's use the primitive root 2. 2 is a primitive root of 11 because its powers up to 2 10 [2,4,8,16,32,64,128,256,512,1024] modulo 11 (the remainder when dividing by 11) are all distinct. They equal [2, 4, 8, 5, 10, 9, 7, 3, 6, 1] which we color red, blue, red, blue. Now all we have to do is reorder this is sequence, getting us [1, 2, 3, 4, 5, 6, 7, 8, 9, 10], or BRBBBRRRBR. We can add the color 11, which should be blue. Rabung [Rab79] , using a method attributed to Folkman, proved that under certain conditions we can concatenate 3 more copies of this 11-term sequence while avoiding 4 evenly spaced of the same color. We can add a 34th term, so we will. The existence of this sequence of 34 proves that W (4, 2) is more than 34. In fact, W (4, 2) = 35 (Table 1) .
Rabung showed that you only have to check for arithmetic progressions that are spaced one apart. To see this, suppose there is an arithmetic progression a, a + d, a + 2d . . . in one of the colors. Multiply through by d + 2 . . .. We used Rabung's method exhaustively for primes up to 500 million.
We used the Cyclic Zipper Method for up to length 18 and 10 colors. We checked all primes up to 40 million, using code shared by Rabung and Lotts [RL12] . Zipping is a complex method to double the length of a sequence by interleaving it with itself. We found 4 zips, which were W (11, 4), W (7, 8), W (8, 8), and W (4, 10).
Results
We have improved many lower bounds and searched much greater r and k than previous work, as can be seen in Tables  1-3 [LR14] , and Rabung [Rab79] . We checked the number of colors, r, up to 10, and the length of the subsequence trying to be avoided, k, up to 23. All of our lower bounds for k > 12 and r > 6 are new, and we improved on 8 existing lower bounds.
Our lower bounds on W (k, 2) grow roughly geometrically as k increases with a ratio W
being this project's lower bounds) that seems to oscillate between 2 and 2.7 when k > 14, which is shown in Figure 1 .
seems to hover around 3 when r, the number of colors, is 3. The ratio W
is around 4 or 5 where r is 4. The averages of the last three values shown in Figure 1 have ratios for each number of colors for r = 2, 3, and 4 are 2.3, 3.1, and 4.2, respectively. These averages are around r in each case. Therefore, we conjecture that the lower bounds for exact numbers W ′ (k, r) also grow at the rate r for large k. In fact, we can make a stronger conjecture, given that the lower bounds produced by Rabung's method and Cyclic Zipping exactly match all seven exact numbers except for W (3, 2) and W (3, 3). In fact, Kouril and Paul [KP08] found that every sequence giving a lower bound of 1131 for W (6, 2) has the same structure as cyclic zipping with the prime 113. Furthermore, Kouril [Kou12] showed that every sequence giving a lower bound of 292 for W (4, 3) has the same structure as produced by Rabung's method with the prime 97. Therefore, we also conjecture that the exact numbers W (k, r) also grow at the rate r for large k based on this empirical evidence.
There is another argument for this conjecture. Rabung's method colors the nth entry with color log ρ n mod r, where ρ is a primitive root of p and log ρ n is the discrete logarithm defined as m such that ρ m = n mod p. Therefore, if log ρ n = log ρ n + 1 = log ρ n + 2 mod r, which is a monochromatic arithmetic progression of spacing 1 and length 3, then log ρ cn = log ρ cn + c = log ρ cn + 2c mod r, which is a monochromatic arithmetic progression of spacing c. As a result, sequences produced by Rabung's method are full of arithmetic progressions of length k − 1 of every possible spacing, which is a reason to think they are optimal (possibly with zipping) lower bounds for W (k, r). Furthermore, this is a property that sequences not generated using Rabung's method (possibly with zipping) are unlikely to have.
There are several lower bounds formulas that have this pattern of growth rates with ratio r. Berlekamp [Ber68] showed that if p is prime then W (p + 1, 2) ≥ p(2 
; our conjecture is stronger. > means the actual number is unknown but we know it is more than that number. The lower bounds that are bold are new or have been improved by this project. The numbers above are the primes we used to find the lower bounds. Results with the cyclic zipper method are shown above. Z=zipped once, ZZ=zipped twice. The lower bounds that are bold are new or have been improved by this project.
