We propose novel adaptive filtering algorithms based on the mean-fourth error objective while providing further improvements on the convergence performance through proportionate update. We exploit the sparsity of the system in the mean-fourth error framework through the proportionate normalized least mean fourth (PNLMF) algorithm. In order to broaden the applicability of the PNLMF algorithm to dispersive (non-sparse) systems, we introduce the Krylov-proportionate normalized least mean fourth (KPNLMF) algorithm using the Krylov subspace projection technique. We propose the Krylov-proportionate normalized least mean mixed norm (KPNLMMN) algorithm combining the mean-square and mean-fourth error objectives in order to enhance the performance of the constituent filters. Additionally, we propose the stable-PNLMF and stable-KPNLMF algorithms overcoming the stability issues induced due to the usage of the mean fourth error framework. Finally, we provide a complete performance analysis, i.e., the transient and the steadystate analyses, for the proportionate update based algorithms, e.g., the PNLMF, the KPNLMF algorithms and their variants; and analyze their tracking performance in a non-stationary environment. Through the numerical examples, we demonstrate the match of the theoretical and ensemble averaged results and show the superior performance of the introduced algorithms in different scenarios.
Introduction
Many signal processing problems such as noise removal, e.g., recent works [1] [2] [3] , echo cancellation, e.g., recent works [4] [5] [6] [7] , and channel equalization, e.g., recent works [8, 9] , can be formulated in the general system-identification framework depicted in Fig. 1 . In this framework, we model the unknown system adaptively by minimizing a certain statistical measure of the error e t between the output of the unknown system d t and the model systemd t . Minimization in the mean square error (MSE) sense is the most widely known and used technique providing tractability and relative ease of analysis. As an alternative, we consider the minimization of the mean-fourth error, which is shown to improve performance compared to the conventional MSE objective with a considerable margin in certain scenarios [10] [11] [12] . In this context, the normalized least mean fourth (NLMF) algorithm is shown to achieve faster convergence performance through the independence of the input data correlation statistics in certain settings [13] [14] [15] .
In this paper, we seek to enhance the performance of the NLMF algorithm further. We first derive the proportionate normalized least mean fourth (PNLMF) algorithm based on the proportionate update and the mean fourth error framework. The proportionate update exploits the sparsity of the underlying system by updating each component of the estimate w t independently [6] . In the echocancellation framework, the proportionate least meansquare (PNLMS) algorithms are shown to converge faster for the sparse echo paths [6, 16] . We note that the convergence performance of the conventional PNLMS algorithm degrades significantly in the dispersive systems. In [17] , authors propose an improved PNLMS (IPNLMS) algorithm providing enhanced performance independent of the sparsity of the impulse response of the system. Hence, in the derivation of the PNLMF algorithm we follow a similar approach with [17] to increase the reliability of our novel algorithms and our algorithm PNLMF further improves the convergence performance of the IPNLMS algorithm for certain scenarios.
Furthermore, we introduce the Krylov-proportionate normalized least mean fourth (KPNLMF) algorithm [18] . Here, the Krylov subspace projection technique is incorporated within the framework of the PNLMF algorithm. The Krylovproportionate normalized least mean square (KPNLMS) algorithm, introduced in [19] [20] [21] , extends the use of the IPNLMS algorithm to the identification of dispersive systems. Our KPNLMF algorithm inherits the advantageous features of the KPNLMS for the dispersive systems in addition to the benefits of the mean-fourth error objective. We note that a mixture combination of the mean-square and the meanfourth error objectives is shown to outperform both of the constituent filters [22] . Hence, we propose the Krylovproportionate normalized least mean mixed norm (KPNLMMN) algorithm having a convex combination of the mean-square and the mean-fourth error objectives. In addition, we point out that the stability of the mean-fourth error based algorithms depends on the initial value of the adaptive filter weights, the input and noise power [23] [24] [25] . In order to enhance the stability of the introduced algorithms, we further introduce the stable-PNLMF and the stable-KPNLMF algorithms [24, 25] . Finally we provide a complete performance analysis for the introduced algorithms, i.e., the transient, the steady-state and the tracking performance analyses. We evaluate convergence performance of our algorithms and compare them with the well-known example algorithms under several different configurations through numerical examples. We observe that the introduced algorithms achieve superior performance in different scenarios.
Our main contributions include the following: (1) We derive the PNLMF algorithm suitable for sparse systems such as for echo-cancellation frameworks based on the natural gradient descent framework and propose the stable-PNLMF algorithm avoiding the stability issues induced due to the mean-fourth error objective. (2) We derive the KPNLMF algorithm utilizing the Krylov projection technique, which broadens the applicability of the PNLMF algorithm to the non-sparse systems. (3) We introduce the KPNLMMN and the stable-KPNLMF algorithms achieving better trade-off in terms of the transient and steady-state performance under certain settings. (4) We provide a complete performance analysis, i.e., the transient and the steady state analyses; and analyze the tracking performance in a non-stationary environment. (5) We demonstrate the improved convergence performance of the proposed algorithms through several numerical examples under different scenarios.
The paper is organized as follows. In Section 2, we describe the system identification framework for the meansquare and the mean-fourth error objectives. We formulate the PNLMF and KPNLMF algorithms, and their variants in Sections 3 and 4, respectively. We propose a new simplification scheme reducing the computational complexity of the Krylov-proportionate update based algorithms further in Section 5. We carry out a complete performance analysis of the algorithms in Section 6. Section 7 contains the simulation results for the different configurations followed by the concluding remarks in Section 8.
Notation: All vectors are column vectors represented by boldface lowercase letters, ½Á T , J Á J and j Á j are the transpose, l 2 -norm and the absolute value operators, respectively. For a vector x, x ðiÞ is the ith entry. Matrices are represented with boldface capital letters. For a random variable x (or vector x), E½x (or E½x) is the expectation. Time index appears as a subscript, e.g., x t .
System description
Consider the system identification task given in Fig. 1 . The output of the unknown system is given by
M is the zero-mean input regressor vector,
is the coefficient vector of the unknown system to be identified and v t A R is the zero-mean noise assumed to be independent and identically distributed (i.i.d.) with variance σ v 2 . Although we assume a time invariant desired vector w o here, we also provide the tracking performance analysis for certain non-stationary models later in the paper. We assume that the input regressor x t and the noise v t are independent as is common in the analysis of traditional adaptive schemes [33] . We note that the system identification task also models the conventional high-level echo-cancellation framework where the signal x t denotes the far-end signal that excites the echo path, v t is the nearend noise signal, d t corresponds to the near-end signal, and w o represents the unknown echo-path impulse response [16] .
Given the input regressor, the estimate of the output signal is given bŷ
where w t ¼ ½w vector that estimates w o . In this framework, we aim to minimize a specific statistical measure of the error between the output signal d t and the estimate produced by the adaptive algorithmd t , i.e., e t 9 d t Àd t . The mean square error (MSE), E½e 2 t , and the mean fourth error (MFE), E½e 4 t , are two popular choices to minimize. In the next sections, we introduce several adaptive filtering algorithms in the system identification framework that are constructed based on the MSE and MFE criteria through the proportional update idea and the Krylovsubspace-projection technique.
Proportionate update approach
In the well-known and popular gradient descent method, we seek to converge to a local minimum of a given cost function, e.g., Jðd t ; x t ; wÞ ¼ E½ðd t À x T t wÞ 4 , irrespective of the unknown parameter space [33] . However, in the proportionate update approach, we consider the cases where the unknown parameters are sparse or quasisparse, where most of the terms in the true parameter vector, i.e., w o , are close to zero. For such cases, different from the conventional gradient descent methods, the natural gradient adaptation aims to exploit the near sparseness of the parameter space for faster convergence to the local minimum [26] . Instead of an Euclidean space, the natural gradient descent adaptation utilizes a Riemannian metric structure, which is introduced in [27] . Assume that S ¼ fw A R M g is a Riemannian parameter space on which we define the cost function Jðd; x; wÞ. Then, the distance between the current parameter vector w t and the next parameter vector w t þ 1 is defined as
where Θ t A R MÂM denotes the Riemannian metric tensor describing the local curvature of the parameter space and depends on w t in general [26] . A formulation of the proportionate update based algorithms using the natural gradient descent adaptation has been studied in [28, 29] .
Particularly, in this paper, we define Θ t 9 G À 1 t and G t is given by 
where γ A ð0; 1Þ is the proportionality factor and κ is a small regularization constant [17] . However, note that γ ¼ ðα þ 1Þ=2 for the α used in [17] .
We note that we can derive most of the conventional adaptive filtering algorithms through the following generic update [30, 31] :
Hence, after some algebra for the Riemannian metric tensor Θ t and the stochastic cost function Jðd t ; x t ; wÞ, the natural gradient descent algorithm yields
where η40 is the step size. As an example, for J 1 ðd t ; x t ; wÞ 9 ðd t Àx T t wÞ 2 , (4) yields the IPNLMS algorithm [17] as
by letting η ¼ μ=ðx T t G t x t þ ϵÞ and ϵ40 denotes the regularization factor. Note that for a stationary regression signal and given signal-to-noise ratio (SNR) which is defined as E½w T o x t x T t w o =E½v 2 t , we can choose the regularization factor as [32] ϵ
However, when any a priori information on the SNR is not available, the determination of the regularization constant requires special care. We emphasize that the proportionate update (5) distinguishes frequently used, rarely used and unused coefficients; and updates them separately with different step sizes. In particular, we update each filter coefficient based on the absolute value in a proportional manner. Hence, we seek to employ the proportionate update idea in the MFE framework. To this end, for the stochastic cost function J 2 ðd t ; x t ; wÞ 9ðd t À x T t wÞ 4 , we obtain the PNLMF algorithm [18] , given by
We point out that the PNLMF algorithm outperforms the NLMS and NLMF algorithms when the system to be identified is sparse. However, the PNLMF algorithm has stability issues due to the mean-fourth error objective. In order to overcome this issue, we propose the stable-PNLMF algorithm defined as
similar to the stable-NLMF algorithm [24, 25] . In practice, in order to avoid a division by zero, we also propose the regularized stable-PNLMF algorithm modifying (6) such that
We note that the stable-PNLMF algorithm (6) updates its coefficients similar to the IPNLMS algorithm at the initial stages of the adaptation where the estimation error is relatively large. However, for small error values, the stable-PNLMF algorithm updates akin to the PNLMF algorithm, which yields smaller steady-state error.
In the next section, we extend the enhanced performance of the proportionate update idea to dispersive (non-sparse) systems using the Krylov subspace projection technique in the mean fourth error framework.
Projection onto the Krylov subspace
We can utilize the proportionate update approach in a dispersive system (S ¼ fw A R M g is an Euclidean parameter space) through the projection of the unknown system onto the Krylov subspace. To this end, we define
whose column vectors span the Krylov subspace [19] . We denote the estimates of the autocorrelation matrix of the regressor and the cross-correlation vector between the input regressor x t and the output d t throughR andp, respectively. We construct the orthogonal matrix Q A R MÂM by orthonormalizing the columns of K M ðR;pÞ.
Through the orthogonal matrix Q , in [20] , the author shows that the projected system w n o 9 Q T w o has a sparse structure provided that the input regressor x t is nearly white, i.e.,R % I. In particular, if the autocorrelation matrix R of the input regressor x t has clustered eigenvalues or a condition number that is close to one, then any unknown system will have a sparse representation under the new Krylov subspace coordinates [21] . However, for the colored input signal, we can use a preconditioning, i.e., whitening, process before the projection onto the Krylov subspace [19] . We define the projected weight vector asŵ t 9Q T w t .
Then, the projected parameter spaceŜ ¼ Q T w A R M is a Riemannian parameter space and we can use the natural gradient descent update as follows:
where we also project the regression signal onto the Krylov subspace so that the error is given by
andĜ t is given bŷ 
In the original coordinates by multiplying both sides of (8) from left with Q , we obtain the following update:
By letting η ¼ μ=ðx T t QĜ t Q T x t þ ϵÞ and for the square error cost J 1 ðd t ; x t ; wÞ, we obtain the KPNLMS algorithm [21] , given by
Correspondingly, the fourth error cost J 2 ðd t ; x t ; wÞ yields the KPNLMF algorithm [18] as
In [22] , the authors demonstrate that a mixture combination of the mean-square and mean-fourth error objectives achieve superior performance with respect to both of the constituent filter. In that sense, we propose the KPNLMMN algorithm given by
where δA½0; 1 is the combination weight. Finally, the extension of the stable-PNLMF algorithm to be used in the dispersive systems through the Krylov-subspace projection technique leads to the following algorithm, i.e., the stable-KPNLMF algorithm, as
for t A f1; …; T o g. During the estimation stage we can update w t through the NLMF algorithm, i.e.,Ĝ t ¼ I. Once we have estimated R and p, we can construct the Krylov vectors. However, the explicit generation of Krylov vectors is an ill-conditioned numerical operation. The well-known Gram-Schmidt method does not help here as it first generates the Krylov vectors and then orthonormalizes them. We can perform the orthonormalization via Arnoldi's method since it does not explicitly generate Krylov vectors [34, 35] . Furthermore, we construct Q only once in the algorithm, hence this calculation does not bring significant additional computational burden for the updates.
In the sequel, we discuss the approaches to reduce the computational complexity of the introduced algorithms.
Algorithms with reduced computational complexity
In this section, we examine several approaches to reduce the computational complexity of the update for w t . We note that at each time t computingĜ t (9) and then QĜ t Q T x t , in general, have a complexity of OðM 2 Þ unless the matrix Ω t 9 QĜ t Q T has a special structure. Hence, the algorithm given in (10) is computationally intensive. However, we can attain linear computational complexity per iteration, i.e., O (M), as follows. In [21] , the authors demonstrate that whenever the projected vector Q T w o is sparse (i.e.,R has one of the properties:p is an eigenvector ofR or eigenvalues ofR are clustered or eigenvalue-spread ofR is close to 1), the nonzero entries are concentrated in the first few elements in terms of the l 2 -norm (Euclidean norm). Similarly, the projected weight vectorŵ t has its nonzero entries mainly in the first few elements. Hence, in [20] , the author approximatesĜ t with the following simplified matrix:
t ; …;φ ðλÞ t ; ψ t ; …; ψ t g; ϕ
where
and ς is a pre-specified small constant. However, in this paper, we seek to achieve computationally more efficient algorithms. To this end, instead of (11) 
where ψ ¼ ð1 À γÞ=M 4 0, i.e., we assume thatŵ ðkÞ t % 0 for all k A fλ þ 1; …; Mg. Then, as in [20] , we define Ω t 9Q GQ T and Q λ A R MÂλ as the first λ columns of Q such that
where we define G t;λ A R MÂλ as the first λ columns of G t [20] . Note from (13) 
and the update for w t is given by
At each time t the sub-matrix G t;λ is computed, and using (13) the sub-vectorŵ t;λ and the weight vector w t are updated as in (14) and (15), respectively. Note that the computational complexity of (13) is only OðλMÞ, i.e., O(M), so are those of (14) and (15) . Therefore, using this approach, given in (12)- (15), we can attain linear computational complexity per iteration. Since Q M À λ is not used, in the new scheme we can compute only the first λ≪M columns of Q beforehand. In [20] , the author suggests that λ % 5 is enough to achieve acceptable performance in general. Additionally, we can choose the smallest λ satisfying thatR λp is within the subspace spanned by the first λ columns of K M ðR;pÞ [20] .
To this end, a threshold δ¼0.01 yields reasonable performance in the selection of the smallest λ in general [20] .
In the next section, we provide a complete performance analysis for the proposed algorithms.
Performance analysis
We can write the proportionate update based algorithms in the following form:
where Φ t denotes G t for the PNLMF variant algorithms while Φ t corresponds to Ω t for the KPNLMF variant algorithms. We note that Φ is a symmetric positive definite matrix for both of the cases. Additionally, f ðe t Þ is the error nonlinearity function, e.g., f ðe t Þ ¼ 2e deviation parameter vector is defined asw ¼ w o À w t . Then, the weighted energy recursion of (16) leads to
In the subsequent analysis of (17), we employ the following assumptions: Assumption 1. The observation noise v t is a zero-mean independently and identically distributed (i.i.d.) Gaussian random variable and independent from x t . The regressor signal x t is also zero-mean i.i.d. Gaussian random vector with the auto-correlation matrix R x 9 σ 2 x I. Assumption 2. The a priori estimation error e a;t has Gaussian distribution and it is jointly Gaussian with the weighted a priori estimation error e Σ 1 a;t . The assumption is reasonable for long filters, i.e., p is large, sufficiently small step size μ and by Assumption 1 [36] . 
Hence, once we evaluate one of those performance measures, we can obtain the other results through (18) .
We next provide the mean square convergence performance of the introduced algorithms. 
We can evaluate the first term on the right hand side of (19) through the generalized Abelian integral functions [40, 41] . By Assumption 4, we replace Φ t with its mean
Then, we have
In order to evaluate (20) , as in [41] , we define
and the derivative of FðβÞ with respect to β yields
Then, after some algebra we obtain (21) as
where jB t j denotes the determinant of B t .
We point out that Φ t ¼ G t has a diagonal structure, however, Φ t ¼ Ω t ¼ QĜ t Q T may not necessarily be diagonal. Hence, consider that the eigenvalue decomposition
t ; …; λ ðMÞ t g so that we can write B t ¼ UD t U T where
Then, we obtain
Since Fð0Þ yields (20) , through (22) and (23), we get
where D Λ ¼ diagfI 1 ðΛÞ; …; I M ðΛÞg and Next, we evaluate the second term on the right hand side of (17) . To this end, we define
Taking derivative of A with respect to ϵ, we get
whereD Λ 9 diagfĨ 1 ðΛÞ; …;Ĩ M ðΛÞg and
We point out that
By (24) and (25) , the weighted energy recursion (17) yields 
where c i 's are the coefficients of the characteristic polynomial of Y as follows:
Hence, the transient behavior of the proportionate update based algorithms is given by the following theorem.
Theorem 1. Consider a proportionate update based algorithm with the error nonlinearity function f ðe t Þ. Then, assuming the adaptive filter is mean-square stable and through Assumptions1-4, the mean-square convergence behavior of the filter is characterized by the state space recursion
where the state vectors are defined as and the coefficient matrix A t is given by Note that we have removed the argument of h G ðe a;t ; v t Þ for notational simplicity.
In the sequel, we analyze the steady-state behavior of the algorithms.
Steady-state analysis
In the steady-state we assume that
Then, by (26) , at steady state we have
Since Y is a positive definite matrix, the steady state mean square deviation (MSD) yields
Then, the steady-state behavior of the proportionate update based algorithms is given by the following theorem. 
Through (28), we can calculate the steady-state MSD of the introduced algorithms exactly. Then, the steady-state MSD of the proportionate update based algorithms with mean-square error objective, i.e., the IPNLMS and KPNLMS algorithms, is given by
In addition, the steady-state MSD for the mean-fourth error objective, i.e., the PNLMF and KPNLMF algorithms, is found as
where the smaller root coincides with the ensemble averaged results. Furthermore, in the following, we provide the steady-state MSD of the mixed-norm algorithms under the assumption that the estimation error gets so small that we can neglect the relatively high order error terms. Since (28) for mixed-norm error objective yields 
We point out that with the involvement of the braced term only on the right hand side of (31), (31) yields the steadystate MSD of the algorithms with the mean-fourth error cost function. Hence, the steady-state performance of the proposed stable algorithms might differ from the steadystate performance of the conventional least mean fourth algorithms based on the statistics of the regressor signal.
Additionally, at the initial stages of the adaptation where the estimation error is relatively large, the error nonlinearity is approximately given by f e t ð Þ ¼ 2e
implying that the proposed stable algorithms demonstrate similar learning rate with the least mean square algorithms in the transient stage.
Remark 6.3. We note that a mixture of the mean square and the mean fourth error cost functions outperforms both of the constituent filters [22, 42] . In [42] , the authors show that the optimum error nonlinearity for the adaptive filters without data normalization is an optimal mixture of different order of error measures. Hence, a mixture of the mean-square error and the mean-fourth error objectives can better approximate the optimum error nonlinearity also for the proportionate update algorithms. At the steady-state by (27) where f 0 ðe t Þ is the derivative of f ðe t Þ with respect to e t .
Then, (32) yields
However, the excess mean square error is lower bounded by the Cramer-Rao lower bound denoted by C [43] . Hence, 
where p e ðe t Þ is the probability density function of the estimation error e t [42] . For a given error distribution, we can derive the optimum error nonlinearity through (34) . Additionally, after some algebra, through the Edgeworth expansion of the distribution, we obtain
where c 2j þ 1 's are the combination weights. Hence, we reemphasize that through the mixture of mean-square and the mean-fourth error objectives we can approximate the optimum error nonlinearity better than the constituent filters.
In the next subsection, we analyze the tracking performance of the introduced algorithms in a non-stationary environment.
Tracking performance
We model the non-stationary system through a firstorder random walk model, in which the parameter vector of the unknown system changes in time as follows:
where q t A R M is a zero-mean vector process which is independent of the regressor x t and the noise v t and has a covariance matrix C ¼ E½q t q T t . Since the definitions of a priori estimation error does not change under the first-order random walk model, the new weighted energy recursion is given by
Then, at steady-state we have
Hence, we obtain the following theorem.
Theorem 3. Consider the same setting of Theorems1 and 2 in a non-stationary environment modeled with the firstorder random walk model through (35) . Then, at the steadystate the following equality holds:
where ξ 0 is the steady-state MSD of the algorithm.
By (36), the steady state MSD in the non-stationary environment for f ðe t Þ ¼ e t leads to
Correspondingly, the tracking performance of the meanfourth error objective is roughly given by
Assuming the higher order measure of the estimation error is negligibly small at the steady-state, we obtain the steady-state MSD for f ðe t Þ ¼ δe t þ 2ð1 ÀδÞe
Remark 6.4. We point out that under the first order random walk model, since the system impulse response, i.e., w ot , changes in time, the system statistics, e.g., p, changes even if q t is a zero mean vector process independent from the regression signal. Hence, the performance of the Krylovproportionate update based algorithms degrades in the nonstationary environments. However, for the sufficiently slow change in the environment, the Krylov-proportionate algorithms can provide good tracking performance [20] . In Section 7, we substantiate this by several different numerical examples.
In the next section, we provide numerical examples comparing the convergence performance of the proposed algorithms in several different configurations.
Numerical examples
In this section, we examine the mean-square convergence performance of the proposed algorithms in various examples. In the first experimental setup, we consider an echo cancellation scenario. We observe a near-end signal d t with a linear model such that
where x t A R M denotes the far-end signal, v t A R is a white
Gaussian noise signal and w o A R M represents the unknown echo path. We choose an artificial male voice sample 1 having the average characteristics of comprehensive human voice with a smaller variability relative to the real speech samples [44] . We generate the normalized echo path seen in Fig. 2 based on the Allen and Berkley's image source method for small-room acoustics [45, 46] . The reflection coefficient of each wall is 0.7 and the room dimensions are 4 Â 4 Â 2.5 in metres. The sink, i.e., the microphone, locates at ð2 m; 2 m; 1 mÞ. In order to examine the performance of the algorithms against abrupt changes in the echo path, the source locates at ð2 m; 1 m; 2 mÞ for t in ½0; 5 sÞ and at ð2 m; 2 m; 2 mÞ in ½5 s; 10 s. Correspondingly, we have sparse echo paths w o of length M¼256 and we use the same length for the adaptive filter w t . The sampling rate 2 is 8 kHz and noise
We measure the convergence rate of the algorithms in terms of thenormalized misalignment defined as ‖w o À w t ‖ 2 =‖w o ‖ 2 . In Fig. 3 , we compare the time evolution of the system mismatch of the PNLMS, the IPNLMS, the sparse-NLMF introduced in [47] , and the regularized stable-PNLMF algorithms for μ PNLMS ¼ μ IPNLMS ¼ μ sNLMF ¼ μ sPNLMF ¼ 0:1, γ¼0.5, and κ ¼ 10 À 4 . For the PNLMS algorithm, we set δ¼0.1 and ρ¼0.2. We note that we use a regularized version of the sparse-NLMF and set the threshold as 10 and λ ¼ 10 À 6 , as suggested in [47] . Due to stability concerns, the regularization constants are chosen as ϵ PNLMS ¼ 10
À 3 , and ϵ sNLMF ¼ 10 À 2 . Additionally, in Fig. 4 , for t in ½0; 1:5 s, we compare the echo return loss enhancement (ERLE), which is defined as [48] ERLE ¼ 10 log 10 E½d
For presentation purposes, we filter the ERLE curves with a moving average of length 1000. Through Figs. 3 and 4, we point out that the stable-PNLMF algorithm achieves enhanced performance relative to the other algorithms.
In the second example, we examine the performance of the algorithms for a dispersive system w o A R 256 whose coefficients are chosen from a normal distribution. In Fig. 5 , we plot the first 25 out of 256 coefficients of the system. We use simplified O(M) versions, introduced in [20] , of the KPNLMS and the KPNLMF algorithms. The SNR is 30 dB.
We set μ¼0.1, γ¼0.5, κ ¼ 10 1 Artificial male voice sample [44] which can be found at http:// www.itu.int/net/itu-t/sigdb/genaudio/Pseries.htm. 2 We resample the input voice sample, which is originally 16 kHz.
select the smallest λ satisfying that threshold, i.e., λ¼7. In Fig. 5 , we demonstrate the sparse structure of the system constructed by the projection of the true system onto the Krylov-subspace. Hence, we can employ proportionate update approach in the dispersive systems through the Krylov-subspace projection techniques. In Fig. 6 , we compare the time evolution of the MSD of the KPNLMS, the IPNLMS, and the proposed stable-PNLMF and the stable-KPNLMF algorithms. As in Fig. 3 , we can achieve better trade-off in terms of the transient and the steady-state performances through the stable-KPNLMF algorithm while avoiding the stability issues induced due to the mean-fourth error framework. In Fig. 7 , we evaluate the performance of the proposed simplification scheme for different λ values. We observe that the proposed simplification scheme demonstrates almost identical performance with the simplification scheme introduced in [20] . Additionally, the learning rate and the computational complexity of the algorithm increases with the λ values. However, note that λ¼10 and λ¼256 (full dimension) achieve similar convergence performance while the computational complexities are OðλMÞ and OðM 2 Þ, respectively.
In the third example, we examine the performance of the proposed KPNLMMN algorithm with respect to the KPNLMS and KPNLMF algorithms. Different from the example 2, we set M¼10, μ¼0.05, ϵ¼0.41, and SNR is 10 dB. The regularization constant ϵ is determined according to [32] . We choose the unknown system coefficients randomly from a normal distribution and normalize it. For the threshold δ ¼ 10 À 4 , the smallest λ satisfying that threshold is λ¼4. Note that we compare the performance with the KPNLMF algorithm and in order to avoid stability issues we have set relatively short filter length instead of far smaller step sizes resulting longer convergence duration. In Fig. 8 , we plot the time evolution of the MSD of the KPNLMMN algorithm where the combination weight δ¼0.5 with the KPNLMS and the KPNLMF algorithms. We observe that the KPNLMMN algorithm has smaller steady-state MSD than the KPNLMF algorithm for similar convergence rate and has a faster convergence rate with respect to the KPNLMS algorithm for the same steady-state MSD. Hence through the mixture norm approach, we can achieve superior performance relative to the constituent filters in the proportionate update based algorithms.
Finally, for the same system configuration with the example 3, we demonstrate that the theoretical results and the ensemble averaged simulation results match. In Figs. 9 and 10, we plot the time evolution of the MSE of the PNLMF and the KPNLMF algorithms respectively. In addition, in Figs. 11 and 12 , we plot the steady-state MSD versus the adaptation step size for the PNLMF and the KPNLMF algorithms, respectively. We note that we use the system statistics, i.e., R and p, directly. In Figs. 9-12 , we observe that the theoretical and ensemble averaged results match. Furthermore, we evaluate the steady-state performance of the KPNLMMN algorithm in a non-stationary environment with the first-order random walk model. We choose q t randomly satisfying ‖q t ‖ 1 ffi10 À 4 for relatively slow change of the system impulse response. In Fig. 13 , we observe that the theoretical results accurately match with Step Size (µ) Step Size ( µ)
MSD (dB)
Steady−state MSD vs. step size for the KPNLMF algorithm Simulation Theory Fig. 12 . Dependence of the steady-state MSD on the step size μ for the KPNLMF algorithm.
the simulated results for the tracking performance of the KPNLMMN algorithm.
Conclusion
In this paper, we derive the proportionate update and Krylov-proportionate update based algorithms through the natural gradient descent algorithm, enabling the derivation of new variants of this important family of algorithms. We propose the stable-PNLMF and the stable-KPNLMF algorithms overcoming the well-known stability issues due to the use of the mean fourth error cost function. We propose the KPNLMMN algorithm as a convex mixture combination of the mean-square and mean-fourth error objectives, which achieves superior performance with respect to the both constituent filters. Finally, we provide a comprehensive performance analysis in the steady state, tracking and transient phases for all introduced algorithms, and demonstrate the accuracy of our derivations with several different numerical examples under various configurations. Step Size (µ) MSD (dB) Steady−state MSD vs. step size for the KPNLMMN algorithm in a non−stationary environment Simulation Theory Fig. 13 . Dependence of the steady-state MSD on the step size μ for the KPNLMMN algorithm in a non-stationary environment.
