This paper describes a graph-matching technique for recognising line-pattern shapes in large image databases. The methodological contribution of the paper is to develop a Bayesian matching algorithm that uses edge-consistency and node attribute similarity. This information is used to determine the a posteriori probability of a query graph for each of the candidate matches in the database. The node feature-vectors are constructed by computing normalised histograms of pairwise geometric attributes. Attribute similarity is assessed by computing the Bhattacharyya distance between the histograms. Recognition is realised by selecting the candidate from the database which has the largest a posteriori probability. Ó
Introduction
Broadly speaking there are two sources of information that can be tapped in the content-based retrieval of images from large databases. The ®rst of these is to use a compact summary of the image attributes. One of the best known examples here is the attribute histogram originally popularised by Swain (1993) for retrieving colour images from databases. The idea has been extended to texture (Gimelfarb and Jain, 1996) , local feature orientation representations (Dorai and Jain, 1995; Rigoutsos and Hummel, 1995) and the geometry of line patterns (Evans et al., 1993) . The alternative to the use of attributes is to retrieve images based on their structural information content (Costa and Shapiro, 1995; Sengupta and Boyer, 1995) . Here the basic idea is to recognise relational object descriptions by comparing graph-structure. This approach has been successfully used to recall object-models from large databases of engineering drawings by Costa and Shapiro (1995) .
Although both structural indexing and attribute histograms have been separately used to recall image data from databases, they have not been used in conjunction. The aim of this paper is to ®ll this gap in the literature by developing an ecient graph-matching algorithm which draws on attribute histograms to perform structural recognition. In fact, since Barrow and Popplestone (1971) ®rst suggested that relational structures could be used to represent and interpret 2D scenes, there has been considerable interest in the machine vision literature in developing practical graph-matching algorithms (Sanfeliu and Fu, 1983; Shapiro and Haralick, 1985; Gold and Rangarajan, 1996;  www.elsevier.nl/locate/patrec Pattern Recognition Letters 20 (1999) 1259±1269 Wilson and Hancock, 1997) . The main computational issues are how to compare relational descriptions when there is signi®cant structural corruption (Sanfeliu and Fu, 1983; Shapiro and Haralick, 1985; Wilson and Hancock, 1997) and how to search for the best match (Gold and Rangarajan, 1996) . Despite resulting in signi®cant improvements in the available methodology for graph matching, there has been little progress in applying the resulting algorithms to large-scale object recognition problems. Most of the algorithms developed in the literature are evaluated for the relatively simple problem of matching a modelgraph against a scene known to contain the relevant structure. A more realistic problem is that of taking a large number (maybe thousands) of scenes and retrieving the ones that best match the model. Because of the perceived fragility of the graph-matching process, there has been rather less eort directed at attempting to retrieve shapes using relational information (Sengupta and Boyer, 1995; Huet and Hancock, 1998a) than in the use of low-level attribute histograms (Swain and Ballard, 1991; Schiele and Crowley, 1996) .
Paper outline
Here we aim to ®ll this gap in the literature by using graph matching as a means of retrieving the shape from a large database that most closely resembles a query shape. Although the indexation images in large databases is a problem of current topicality in the computer vision literature (Swain, 1993; Niblack et al., 1993; Pentland et al., 1994; Gevers and Smeulders, 1992; Picard, 1993) , the work presented in this paper is more ambitious. Firstly, we adopt a structural abstraction of the shape recognition problem and match using attributed relational graphs. Each shape in our database is a pattern of line segments. The structural abstraction is a nearest neighbour graph for the centre-points of the line segments. In addition, we exploit attribute information for the line patterns. Here the geometric arrangement of the line segments is encapsulated using a histogram of Euclidean invariant pairwise (binary) attributes. For each line segment in turn we construct a normalised histogram of relative angle and length with the remaining line segments in the pattern. These histograms capture the global geometric context of each line segment. Moreover, we interpret the pairwise geometric histograms as measurement densities for the line segments which we compare using the Bhattacharyya distance.
Once we have established the pattern representation, we realise object recognition using a Bayesian graph-matching algorithm. This is a twostep process. Firstly, we establish correspondence matches between the individual tokens in the query pattern and each of the patterns in the database. The correspondences matches are sought so as to maximise the a posteriori measurement probability. Here we use an extension of the graph-matching technique recently reported by Wilson and Hancock (1997) in which we use the correspondence matches residing on the edges rather than the nodes of our attributed relational graphs (ARGs) to assess consistency. Once the MAP correspondence matches have been established, then the second step in our recognition architecture involves selecting the line pattern from the database which has maximum matching probability.
MAP framework
Formally our recognition problem is posed as follows. We abstract the shapes to be recognised as ARGs. Each ARG in the database is a triple,Y i q Y e q , where q is the set of vertices (nodes), i q is the edge set (i q & q Â q ), and e q is the set of node attributes. In our experimental example, the nodes represent line-structures segmented from 2D images. The edges are established by computing the x -nearest neighbour graph for the line-centres. Each node j P is characterised by a vector of attributes, x j and hence e q fx j j j P g. In the work reported here the attribute-vector represents the contents of a normalised pairwise attribute histogram.
The database of line patterns is represented by the set of ARGs D fqg. The goal is to retrieve from the database D, the individual ARG that most closely resembles a query pattern Y i Y e . We pose the retrieval process as one of associating with the query the graph from the database that has the largest a posteriori probability of match. In other words, the class identity of the graph which most closely corresponds to the query is
However, since we wish to make a detailed structural comparison of the graphs, rather than comparing their overall statistical properties, we must ®rst establish a set of best-match correspondences between each ARG in the database and the query Q. The set of correspondences between the query Q and the ARG G at iteration n is a relation f n q X q U 3 over the vertex sets of the two graphs.
The mapping function consists of a set of Cartesian pairings between the nodes of the two graphs, i.e. f n q fY aY P q Y a P g q Â . Although this may appear to be a brute force method, it must be stressed that we view this process of correspondence matching as the ®nal step in the ®ltering of the line patterns. We provide more details of practical implementation in the experimental section of this paper.
With the correspondences to hand we can restate our maximum a posteriori probability recognition objective as a two-step process. For each graph G in turn, we locate the maximum a posteriori probability mapping function f n q onto the query Q. The second step is to perform recognition by selecting the graph whose mapping function results in the largest matching probability. These two steps are succinctly captured by the following statement of the recognition condition:
This global MAP condition is developed into a useful local update formula by applying the Bayes formula to the a posteriori matching probability. The simpli®cation is as follows:
The terms on the right-hand side of the Bayes formula convey the following meaning. The conditional measurement density pe q Y e jf n q models the measurement similarity of the node-sets of the two graphs. The conditional probability f n q ji q Y i models the structural similarity of the two graphs under the current set of correspondence matches. The assumptions used in developing our simpli®cation of the a posteriori matching probability are as follows. Firstly, we assume that the joint measurements are conditionally independent of the structure of the two graphs provided that the set of correspondences is known, i.e. e q Y e jf To continue our development, we ®rst focus on the conditional measurement density, pe q Y e jf n q which models the process of comparing attribute similarity on the nodes of the two graphs. Assuming statistical independence of node attributes, the conditional measurement density pe q Y e jf n q can be factorised over the Cartesian pairs Y a P q Â which constitute the correspondence match f n q in the following manner:
As a result the correspondence matches may be optimised using a simple node-by-node discrete relaxation procedure. The rule for updating the match assigned to the node a of the graph G is
In order to model the structural consistency of the set of assigned matches, we turn to the framework recently reported by Finch et al. (1997) . This work provides a framework for computing graph-matching energies, i.e. the logarithms of the matching priors, using the weighted Hamming distance between matched cliques. Since we are dealing with a large-scale object recognition system, we would like to minimise the computational overheads associated with establishing correspondence matches. For this reason, rather than working with graph neighbourhoods or cliques, we chose to work with the relational units of the smallest practical size. In other words we satisfy ourself with measuring consistency at the edge level. For edge-units, the structural matching probability f
where e is the probability of an error appearing on one of the edges of the matched structure. The s n Ya are assignment variables which are used to represent the current state of match and convey the following meaning:
With this notation, the rule for updating the correspondence match between the query graph Q and the graph indexed G in the database is
This process is applied in parallel to the nodes of the graph q for a ®xed number of iterations. The trade-o between the number of iterations required and the retrieval quality is one of the subjects of the experimental study presented in Section 4.
Histogram-based consistency
We now furnish some details of the shape retrieval task used in our experimental evaluation of the recognition method. In particular, we focus on the problem of recognising 2D line patterns in a manner which is invariant to rotation, translation and scale. The raw information available for each line segment are its orientation (angle with respect to the horizontal axis) and its length (see Fig. 1 ). To illustrate how the Euclidean invariant pairwise feature attributes are computed, suppose that we denote the line segments associated with the nodes indexed a and b by the vectors v and v , respectively. We use two pairwise attributes. The ®rst of these is the relative angle given by
The second is the normalised length ratio between the oriented baseline vector v and the vector v H joining the end (b) of the baseline segment (ab) to the intersection of the segment pair (cd).
The two attributes are used as a feature-vector z Y h Y Y 5 Y T for the line-segment pair. Each node in the shape graph, i.e. each line in the pattern, is represented by the histogram of its pairwise geometric attributes to the remaining lines in the pattern. This histogram can be thought of as a local estimate of the probability distribution for the pairwise attributes. Accordingly, the angle and position attributes h Y and 5 Y are binned in a histogram. Suppose that lY m fY j h Y P e l 5 Y P m P h g is the set of nodes whose pairwise geometric attributes with the node a are spanned by the range of directed relative angles e l and the relative position attribute range m . The contents of the histogram bin spanning the two attribute ranges are given by r lY m j lY mj. Each histogram contains n A relative angle bins and n R length ratio bins. The normalised geometric histogram bin-entries are computed as follows:
The probability of match between the histograms is computed using the Bhattacharyya coecient f Ya . The relationship between the coecient and the a posteriori probability is as follows:
With this modelling ingredient, and using the correspondence matches delivered by the graphmatching scheme outlined in Eq. (8),the condition for recognition is
where the assignment variables are taken at the terminal iteration of the correspondence-matching process.
Alternative retrieval algorithms
The aim of this paper is to compare the graphbased recognition algorithm with some alternatives. The two algorithms use less complex graph representations. The most straightforward uses a global histogram of the attributes on the edges of a nearest neighbour graph. The second algorithm uses the set of attributes on the edges and realises comparison on an element-by-element basis using a robust error kernel. The two algorithms have been described in detail elsewhere (Huet and Hancock, 1998a,b) , but hitherto there has been no attempt at comparative sensitivity analysis.
Relational histograms
The idea here is to conglomerate the node histograms into a global histogram. This histogram provides a statistical summary for the pairwise attributes residing on the edges of a nearest neighbour graph (Huet and Hancock, 1998a) . The normalised histogram bin-contents is given by h q lY m P q r lY m
The best-matching pattern is retrieved from the database on the basis of similarity with the query pattern histogram. Our similarity measure is the histogram correlation. The measure of pattern correlation is the Bhattacharyya distance. The class identity of the retrieved pattern is
Feature-sets
Here our aim is to eect retrieval on the basis of the similarity of the set of attributes residing on the edges of the nearest neighbour graph (Huet and Hancock, 1998b) . One of the most popular ways of comparing a set of unordered observations whose correspondences are unknown is to use the Hausdor distance. However, this measure is notoriously susceptible to measurement outliers. For this reason, we choose instead to gauge similarity using a robust error kernel. The class identity of the retrieved pattern is
where C r q expÀq 2 ar is a robust weighting kernel, z sYt a feature-vector from the query graph and z q iYj is a feature-vector from a target graph.
Sensitivity analysis
The aim of this section is to investigate the sensitivity of the three graph-based retrieval strategies to the systematics of the line-segmentation process. To this end we have simulated the segmentation errors that can occur when line segments are extracted from realistic image data. Speci®cally, the dierent processes that we have investigated are listed below: · Extra lines: Here we have added additional lines at random locations. The lengths and angles of the added lines have been generated by randomly sampling the distribution for the existing image segments. · Missing lines: Here we have deleted a known fraction of line segments at random locations. · Split lines: Here a prede®ned fraction of lines have been split into two segments. The splitting process is eected by deleting an internal fraction of each line segment. The deleted segment is randomly positioned along the line. The fraction of the line deleted is uniformly sampled from the range 0Y 1. · Segment end-point errors: Here we have introduced random displacements in the end-point positions for a prede®ned fraction of lines. The distribution of end-point errors is Gaussian. The degree of error is controlled by the variance of the Gaussian distribution. · Combined errors: Here we have introduced the four dierent segment errors described above in equal proportion. The performance measure used in our studies is computed as follows. We query the database with a sample of line patterns. For each pattern in turn we determine whether or not the correct retrieval occurs in the top-ranked position. By computing the fraction of queries that return a correctly recognised recall, we determine the average retrieval accuracy.
We have conducted our experiments with inexact queries. Here the query pattern is a distorted version of the target in the database.
In Fig. 2 we show the accuracy of retrieval for each of the dierent error processes in turn as a function of the fraction of added noise. In each case the solid curve is for the attribute histogram, the dashed curve is for the feature-sets and the dotted curve is for the graph-matching algorithm. The plots summarise the results for an inexact query. In other words we query with a line pattern that is similar but not identical to one of the patterns in the database. For extra lines (Fig. 2(a) ), split lines (Fig. 2(c) ), end-point errors (Fig. 2(d) ) and combined errors (Fig. 2(e) ), the graphmatching algorithm is signi®cantly better than the attribute histogram and also oers an improvement over the use of feature-sets. In the case of missing lines, however, the graph-matching algorithm only performs as well as the attribute histogram and is signi®cantly poorer than the use of feature-sets. In other words, the method copes well with the addition of clutter (through either noise or line-fragmentation) and measurement error, but performs relatively badly when part of the line pattern is removed.
To conclude the sensitivity study, we focus more closely on the role of segment end-point errors. The reason for this is that such errors will aect the accuracy of the relational measurements. Fig. 3 shows the average error in the relative angle attribute as a joint function of the fraction of lines aected by such errors and the standard deviation of the Gaussian position error. The main feature to note from this plot is that the angle error increases with both the fraction of aected lines and the variance of the positional errors. Fig. 4 shows the eect of line end-point position errors for inexact queries. The dierent curves in the plots correspond to dierent values of the standard deviation of the end-point position errors. They show the accuracy of retrieval as a function of the fraction of lines aected by end-point errors. As the standard deviation of the position error increases, so the fraction of corrupt lines for which perfect recall is possible decreases. The main point to note from these plots is that the graph-matching method degrades less rapidly under line end-point errors than the set-based method and the relational histogram.
Recognition experiments
The aim of this section is to provide some qualitative examples of the graph-based recognition scheme on a database of real-world line patterns. We have conducted our recognition experiments with a database of 2500 line patterns each containing over a 100 lines. The line patterns have been obtained by applying line or edge detection algorithms as appropriate to the raw greyscale images. Straight line segments are extracted by polygonising the resulting feature-maps. For each line pattern in the database, we construct the adjacancy graph of the line centre-points. The feature extraction process together with other details of the data used in our study are described in recent papers where we have focussed on the issues of histogram representation (Huet and Hancock, 1998a) and the optimal choice of the relational structure (Huet and Hancock, 1998b) for the purposes of recognition. The recognition task is posed as one of recovering the line pattern which most closely resembles a digital map. The original images from which our line patterns have been obtained are from a number of diverse sources. However, a subset of the images are aerial infra-red line-scan views of southern England. Two of these infrared images correspond to dierent views of the area covered by the digital map. These views are obtained when the line-scan device is¯ying at dierent altitudes. The line-scan device used to obtain the aerial images introduces severe barrel distortions and hence the map and aerial images are not simply related via a Euclidean or ane transformation. The remaining line patterns in the database have been extracted from trademarks and logos. It is important to stress that although the raw images are obtained from different sources, there is nothing salient about their associated line pattern representations that allows us to distinguish them from one-another. Moreover, since it is derived from a digital map rather than one of the images in the database, the query is not identical to any of the line patterns in the model library. In order to show that the recognition method is not sensitive to the segmentation process, we have included four under and over segmented versions of the low altitude image in the database (Fig. 5) . The results of our recognition experiments are presented in the form of panels of`thumbnail' images. The thumbnails are ordered (from left-to-right and top-to-bottom) according to their distance from the query image. The ranked thumbnail images are compared for the graph-matching method, the feature-sets and the global histogram in Fig. 6 . In each case the ®ve dierent segmentations of the low-altitude target image appear in the top-ranked positions. In other words, although the controlled over and under segmentation of the image results in signi®cant variations in the shape-graph, there is no eect on recognition performance. The high altitude image of the same area appears at rank 6. However, in the case of the relational histogram and the feature-sets, the top 20 thumbnails are contaminated with logos.
Conclusions
We have presented a practical graph-matching algorithm for data-mining in large structural libraries. The main conclusion to be drawn from this study is that the combined use of structural and histogram information improves recognition performance. There are a number of ways in which the ideas presented in this paper can be extended. Firstly, we intend to explore more a perceptually meaningful representation of the line patterns, using a grouping principle derived from Gestalt psychology. Secondly, we are exploring the possibility of formulating the ®ltering of line patterns prior to graph matching using Bayes decision trees. 
Discussion
Gelsema: How does the performance of this method depend on the number of lines that you have in your images, the number of lines that you are trying to match. I could imagine that there is some optimum. If you have too few lines, you cannot do the match at all, and if you have too many lines, the whole system may become too complicated.
Hancock: I have some results for the histogrambased method, without using the graph technique. We found that if we have too many lines, there is saturation of the histogram; if we have too few, then there are small-sample or counting errors.
Gelsema: Does this in some way possibly restrict the application areas in which you could use this method?
Hancock: Here we are looking at line patterns that consists of typically between 300 and 400 tokens. And I think that is a problem of fairly demanding size. If you have larger graphs, there are several things you may do to try to restrict the complexity of the graphs. For instance, you could prune them in some way.
Sagerer:
If you use such a procedure for large databases and you cannot guarantee that the graphs in the database are all acquired by the same algorithm, is your technique robust against different types of line ®nders, graph generators?
Hancock: It is not clear what the eect of having dierent graph generator processes would be. Our results show that you can obtain much better performance with Delaunay graphs rather than with the nearest neighbour graph of low order. So, generating the graphs, for instance, by a nearest neighbour rule, or by a Delaunay triangulation, will aect the recognition performance. If the structures are two nearest neighbour graphs, you would expect the performance to be rather poorer than in the case of Delaunay graphs. The second point is: What happens if we have images from dierent sources and dierent segmentation strategies? In fact, in this database, we did use dierent segmentation strategies. For the trademarks and logos we used the Canny edge detector. And for the straight line segments we used a relaxation line ®nder, which I developed some years ago. Mixing those two feature detection strategies did not appear to bias the performance. We have repeated these experiments, trying to retrieve trademarks, instead of aerial images. We obtained good clustering of similar images. We have some examples of alphabetic character retrieval, in which we get good clustering results. And these images were obtained with a segmentation strategy very dierent from the one used in the aerial images.
