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Abstract
We determine a supercharacter theory for Sylow p-subgroups 2Gsyl2 (3
2m+1) of the Ree
groups 2G2(3
2m+1), calculate the conjugacy classes of 2Gsyl2 (3
2m+1), and establish the char-
acter table of 2Gsyl2 (3).
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1 Introduction
Let p be a fixed odd prime, q a fixed power of p, Fq the finite field with q elements, N∗ the set
of positive integers, and An(q) (n ∈ N∗) the group of upper unitriangular n × n-matrices over
Fq. Thus An(q) is a Sylow p-subgroup [8] of the Chevalley group of Lie type An−1 (n ≥ 2)
over Fq. It is known that determining the conjugacy classes of An(q) for all n and q is a wild
problem. Higman’s conjecture [17] states that the number of conjugacy classes of An(q) is an
integer polynomial in q depending on n. Lehrer [22] and later Isaacs [18] refined Higman’s
conjecture. However, Higman’s conjecture is still open, see e.g. [12, 23, 28].
A generalization of the character theory, supercharacter theory, was introduced in [10]. The
supercharacter theory replaces irreducible characters, conjugacy classes and character table by
supercharacters, superclasses and supercharacter table, respectively. André [1] using the Kir-
illov orbit method [20], and Yan [29] using an algebraic and combinatorial method determined
the André-Yan supercharacter theory for An(q). André and Neto [3, 4, 5] studied the superchar-
acter theories for the Sylow p-subgroups of untwisted types Bn, Cn andDn. These supercharac-
ters arise as restrictions of supercharacters of overlying full upper unitriangular groups AN (q)
to the Sylow p-subgroups, and the superclasses arise as intersections of superclasses of AN (q)
with these groups. The construction of [3, 5] has been extended to Sylow p-subgroups of finite
classical groups of untwisted Lie type in a uniform way in [2]. Andrews [6, 7] reproved the
construction and extended it once more to the Sylow p-subgroups of twisted type 2An.
Jedlitschky introduced the monomial linearisation method for a finite group in his doctoral
thesis [19]. As a result, he decomposed the André-Neto supercharacters for Sylow p-subgroups
of Lie type Dn into much smaller characters. The smaller characters are pairwise orthogonal,
and each irreducible character is a constituent of exactly one of the smaller characters. Thus
these characters look like finer supercharacters for the Sylow p-subgroups of type D. So far
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there are no corresponding finer superclasses for the Sylow p-subgroups of type D. Recently,
a monomial linearisation of the finite classical groups of untwisted type is exhibited in [15],
and some modules affording André-Neto supercharacters are decomposed into a direct sum
of submodules in [14]. One may ask, if there is a general supercharacter theory for Sylow
p-subgroups of all finite groups of Lie type based on the monomial linearisation method.
The construction uses monomial linearisation to obtain supercharacters and then supple-
ments it to establish superclasses as well in order to exhibit a full supercharacter theory. The
method seems to work for Lie types, indeed the author determined a full supercharacter theory
for the Sylow p-subgroup 3D
syl
4 (q
3) of twisted type 3D4 in [27] and for the Sylow p-subgroup
Gsyl2 (q) of untwisted type G2 in [26]. In this paper, we construct a full supercharacter theory
for the Sylow p-subgroup 2Gsyl2 (3
2m+1) of twisted type 2G2.
In this paper, we introduce Jedlitschky’s construction of monomial modules in Section 2. For
the matrix Sylow p-subgroup U := 2Gsyl2 (3
2m+1) of the Ree group 2G2(3
2m+1) (see Section 3),
the explicit construction of a monomial A8(q)-module CU is determined in Section 4. In Section
5, we classify the 2Gsyl2 (3
2m+1)-orbit modules which lead to the supercharacters in Section 7.
After that, we calculate all of the conjugacy classes of 2Gsyl2 (3
2m+1) in Section 6 which satisfy
Higman’s conjecture. In Section 6, at the same time, we get a partition which is proved to be a
set of superclasses in Section 7. In the last section, we further determine the character table for
the special case of 2Gsyl2 (3) (i.e. m = 0).
Supercharacter theories raise other questions in particular concerning algebraic combina-
torics. For example, the connection between supercharacter theories and Schur rings is obtained
in [16].
Here we fix some notations: Let K be a field, K∗ the multiplicative group K\{0} of K, K+
the additive group of K, C the complex field, and N the set of all non-negative integers. Let
Mat8×8(K) be the set of all 8 × 8 matrices over K. If m ∈ Mat8×8(K), then set m := (mi,j),
where mij := mi,j ∈ K denotes the (i, j)-entry of m. We set eij := ei,j ∈ Mat8×8(K) the
matrix unit with 1 in the (i, j)-position and 0 elsewhere. Let A⊤ denote the transpose of A ∈
Mat8×8(K). Let I8 be the 8 × 8 identity matrix I8×8, and 1 be the identity element of a finite
group.
2 The construction of monomial modules
In this section, we recall the construction of the monomial modules, and mainly refer to [19].
Let G be a finite multiplicative group, Irr(G) the set of all complex irreducible characters of
G, V a finite abelian additive group and K a field. If V is a K-vector space, then let it be finite
dimensional. If X is a set, then KX denotes the K-vector space with the K-basis X. Let M be
a right KG-module and − ∗ − be the module operation: − ∗ − : M ×G→M : (m, g) 7→ m ∗ g.
Then the right KG-module M is also denoted by (M, ∗)KG, or byMKG for short.
Let KG := {τ : G → K | τ is a map}. Define addition and scalar multiplication on KG as
follows: For all τ, σ ∈ KG and λ ∈ K, we set (τ + σ)(g) = τ(g) + σ(g) and (λτ)(g) = λ(τ(g))
for all g ∈ G, then KG is a K-vector space. For g ∈ G, set τg : G → K : h 7→
®
1, g = h
0, g 6= h
=
δg,h, where δg,h is the Kronecker delta. We have that {τg | g ∈ G} is a K-basis of K
G. In
particular, τ =
∑
g∈G τ(g)τg for all τ ∈ K
G. The map Φ : KG → KG induced by τg 7→ g is a
K-isomorphism. In particular, Φ(τ) =
∑
g∈G τ(g)g for all τ ∈ K
G. Let KG be the group algebra
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with the multiplication
(
∑
g∈G
αgg)(
∑
h∈G
βhh) =
∑
x∈G
∑
g∈G
αgβg−1xx.
For τ, σ ∈ KG, the multiplication τσ is defined by
τσ : G→ K : y 7→
∑
g∈G
τ(g)σ(g−1y),
then KG is an associative K-algebra, and Φ : KG → KG : τ 7→
∑
g∈G τ(g)g is an algebra
isomorphism. In particular, τgτh = τgh for all g, h ∈ G.
For a finite abelian group V , let Vˆ := Hom(V,C∗). Then Irr(V ) = Vˆ ⊆ CV is a linearly inde-
pendent subset of the C-vector space CV . We have dimC CVˆ = |Vˆ |=|V | = dimCCV=dimCCV ,
so CVˆ = CV (as C-vector spaces).
2.1 Lemma (see [19, §2.1] and [13, 2.6]). Let f : G → V be a map. Then f∗ : CV → CG :
φ 7→ f∗(φ) = φf defines a C-linear map, and f is surjective (bijective, injective) if and only if f∗ is
injective (bijective, surjective). If f is surjective, then {χˆf | χˆ ∈ Vˆ } is a C-basis of im f∗ = f∗(CV ).
2.2 Corollary. Let f : G → V be a surjective map, and U 6 G such that f |U is bijective. Then
f |∗U : C
V → CU : φ 7→ f |∗U(φ) = φf |U = f
∗(φ)|U defines a C-isomorphism. In particular,
{χˆf |U | χˆ ∈ Vˆ } is a C-basis of CU .
2.3 Definition (1-cocycle). Let V be an abelian group. Suppose G acts on V , (A, g) 7→ A◦g (A ∈
V, g ∈ G), as automorphisms. Then a map f : G → V is called a (right) 1-cocycle of G in V if it
satisfies
f(xg) = f(x) ◦ g + f(g) for all x, g ∈ G. (2.4)
In the rest of this section, suppose that f : G → V is a surjective 1-cocycle and U is a
subgroup of G such that f |U is bijective (i.e. f |U is a bijective 1-cocyle of U in V ). Then CV ,
CV , CU , CU and im f∗ are pairwise C-isomorphic:
C{χˆf |U | χˆ ∈ Vˆ } = im f |∗U = C
U Φ // CU
fCU

C{χˆ | χˆ ∈ Vˆ } = CVˆ = CV
f |∗
U
OO
f∗

Ψ // CV
C{χˆf | χˆ ∈ Vˆ } = im f∗
where Ψ : χˆ 7→
∑
B∈V χˆ(B)B, Φ : χˆf |U 7→
∑
u∈U χˆf(u)u, f
∗ : χˆ 7→ χˆf , f |∗U : χˆ 7→ χˆf |U , and
fCU : u 7→ f(u) is the extension of f |U to CU by linearity. Let χ := χˆf ,
[χˆ] :=
∑
B∈V
χˆ(B)B and [χˆf |U ] := [χ|U ] :=
∑
u∈U
χ(u)u.
Then CV = C{[χˆ] | χˆ ∈ Vˆ } and CU = C{[χˆf |U ] | χˆ ∈ Vˆ }.
Let V,W beK-vector spaces (or abelian groups) and ϕ : V →W aK-isomorphism (or group
isomorphism). Suppose that V is a KG-module (V, .)KG and that the elements of G act on V as
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K-automorphisms (or as group automorphisms). Define a new operation by − ∗ − : W ×G →
W : (w, g) 7→ w ∗ g := ϕ(ϕ−1(w).g). We extend the operation by linearity
w ∗
(∑
g∈G
αgg
)
=
∑
g∈G
αg(w ∗ g) for all w ∈W,
∑
g∈G
αgg ∈ KG,
then W is also a KG-module (W, ∗)KG, the elements of G act on W as K-automorphisms (or
as group automorphisms) and ϕ is a KG-module isomorphism.
2.5 Definition/Lemma. Let K be an arbitrary field and G be a finite group. Define an operation
by − ∗ − : KG ×G → KG : (ϕ, g) 7→ ϕ ∗ g, where (ϕ ∗ g)(x) = ϕ(xg−1) for all x ∈ G. Then KG
becomes a right KG-module (KG, ∗)KG ∼= KGKG, where KGKG is the regular right module.
2.6 Definition/Lemma. Let V be an abelian group on which G acts from the right as automor-
phisms. Then the group action of G on V induces a group action −.− of G on Vˆ given by
−.− : Vˆ ×G→ Vˆ : (χˆ, g) 7→ χˆ.g,
where (χˆ.g)(A) = χˆ(A ◦ g−1) for all A ∈ V .
2.7 Lemma. Let f : G→ V be a surjective 1-cocycle. Then for χˆ ∈ Vˆ and g ∈ G,
(χˆf) ∗ g = (χˆf)(g−1) · (χˆ.g)f = χ(g−1) · (χˆ.g)f ∈ im f∗,
where − · − is the scalar multiplication. By extending the operation − ∗ − linearly, im f∗ becomes
a monomial module (im f∗, ∗)CG.
Proof. Let χˆ ∈ Vˆ and g ∈ G. Then for x ∈ G, ((χˆf) ∗ g)(x) = (χˆf)(xg−1)
2.3
= χˆ(f(x) ◦ g−1 +
f(g−1)) = (χˆf)(g−1) · χˆ(f(x) ◦ g−1)
2.6
= (χˆf)(g−1) · (χˆ.g)(f(x)) = (χˆf)(g−1) · (
Ä
χˆ.g
ä
f)(x) =
χ(g−1) · (χˆ.g)f . Thus (χˆf) ∗ g = (χˆf)(g−1) · (χˆ.g)f .
2.8 Theorem (Monomial CG-modules, [Jedlitschky, [19, 2.1.11]] ). Let f : G → V be a surjec-
tive 1-cocycle, and U 6 G such that f |U is bijective. Then the C-vector spaces CV , CU , CV and
CU can be made into monomial CG-modules by extending the following operations linearly: for
all χˆ ∈ Vˆ and g ∈ G, we have that
χˆ ∗ g :=χˆ
Ä
f(g−1)
ä
· χˆ.g, (χˆf |U ) ∗ g :=χˆ
Ä
f(g−1)
ä
· (χˆ.g)f |U ,
[χˆ] ∗ g :=χˆ
Ä
f(g−1)
ä
· [χˆ.g], [χˆf |U ] ∗ g :=χˆ
Ä
f(g−1)
ä
· [(χˆ.g)f |U ],
and that (CV , ∗)CG, (CV, ∗)CG, (CU , ∗)CG and (CU, ∗)CG are isomorphic to (im f∗, ∗)CG. We say
these CG-modules arise from the 1-cocycle f .
2.9 Corollary (Monomial CU -modules). The vector spaces CU , CV , CU , CV , and im f∗ can be
made into monomial isomorphic CU -modules by extending the restriction of the operations − ∗ −
linearly. In particular, the operation − ∗ − of U on CU is the usual right operation of U on CU ,
i.e. for all χˆ ∈ Vˆ and x ∈ U , we obtain
(
∑
u∈U
χˆf(u)u) ∗ x = χˆ
Ä
f(x−1)
ä
· (
∑
u∈U
(χˆ.x)f(u)u) =
∑
u∈U
χˆf(u)ux,
so (CU, ∗)CU = CUCU .
2.10 Lemma. Let H := {g ∈ G | f(g) = 0}. Then H ∩ U = {1} and G = HU .
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Proof. Since H 6 G and U 6 G, we have G ⊇ HU .
Let X be a complete set of right coset representatives of H in G. If g ∈ G, then there
exist h ∈ H and x ∈ X such that g = hx. We have f(g) = f(x) ∈ V . Then there exists
u ∈ U such that f(u) = f(x) since f |U is bijective. We know f(xu
−1) = f(x) ◦ u−1 + f(u−1) =
f(u) ◦ u−1 + f(u−1) = f(1) = 0, so x = hxu for some hx ∈ H. Thus g = hhxu ∈ HU , i.e.
G ⊆ HU . Therefore G = HU .
If g ∈ H ∩ U , then f(g) = 0 = f |U(g). So g = 1G since f |U is bijective.
2.11 Proposition (see [11, 2.8]). Let
e :=
∑
h∈H
h, τe :=
∑
h∈H
τh and [χ] := [χˆf ] :=
∑
g∈G
χ(g)g for all χˆ ∈ Vˆ ,
and CH = C{e} be a trivial H-module. Then
IndGHCH =eCG = C{eu | u ∈ U} = eCU = C{e[χ|U ] | χˆ ∈ Vˆ }
=C{[χ] | χˆ ∈ Vˆ } (as C-vector space),
im f∗ =C{χ | χˆ ∈ Vˆ } = C{τe ∗ [χ|U ] | χˆ ∈ Vˆ } = τe ∗ CU
=C{τe ∗ u | u ∈ U} = τe ∗CG = τeC
G (as C-vector space).
In particular, (im f∗, ∗)CG ∼= Ind
G
HCH and χ = τe ∗ [χ|U ].
Proof. It is enough to prove that χ = τe ∗ [χ|U ]. We have
χ =
∑
g∈G
χ(g)τg =
∑
h∈H
∑
u∈U
χ(hu)τhu =
∑
h∈H
∑
u∈U
χ(u)τh ∗ u
=(
∑
h∈H
τh) ∗ (
∑
u∈U
χ(u)u) = τe ∗ [χ|U ].
Now we give a summary of the isomporphic monomial CG-modules and the C-bases:
C{χ|U |χˆ∈Vˆ }= (CU , ∗)CG
Φ // (CU, ∗)CG
fCU

=C{[χ|U ]|χˆ∈Vˆ }
CVˆ= (CV , ∗)CG
f |∗
U
OO
f∗

Ψ // (CV, ∗)CG

=C{[χˆ]|χˆ∈Vˆ }
C{τe∗[χ|U ]|χˆ∈Vˆ }=
C{χ|χˆ∈Vˆ }=
(im f∗, ∗)CG
Υim f∗ // IndGHCH
=C{e[χ|U ]|χˆ∈Vˆ }
=C{[χ]|χˆ∈Vˆ }
where Υ : CG → CG : τ 7→
∑
g∈G τ(g)g.
3 Sylow p-subgroup 2G
syl
2 (3
2m+1)
In this section, we construct a Sylow 3-subgroup 2Gsyl2 (3
2m+1) of the Ree group 2G2(3
2m+1) (see
3.1).
Define the elements of Mat8×8(C) as follows: h1 := e11 − e88, h2 := e22 − e77, h3 :=
e33 − e66, h4 := e44 − e55. A subspace of Mat8×8(C) is H˜ := C-span{h1 − h2 + 2h3, h2 − h3} =
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{
∑3
i=1 λihi | λ1 − λ2 − λ3 = 0}. Let H˜
∗ be the dual space of H˜, h˜ :=
∑3
i=1 λihi ∈ H˜, linear
maps α : H˜ → C : h˜ 7→ λ1−λ2+2λ33 and β : H˜ → C : h˜ 7→ λ2 − λ3. We set ΦG2 = ±{α, β, α +
β, 2α+ β, 3α + β, 3α+ 2β}, and Φ+G2 = {α, β, α+ β, 2α+ β, 3α+ β, 3α+ 2β}. Let VG2 be
a R-vector subspace of H˜∗ spanned by ΦG2, and become a Euclidean space (see [9, §5.1]. Then
∆G2 = {α, β} is a basis of VG2. Define the elements of Mat8×8(C) as follows:
eα :=(e1,2 − e7,8) + (e3,4 − e5,6) + (e3,5 − e4,6), eβ :=e2,3 − e6,7,
eα+β :=− (e1,3 − e6,8) + (e2,4 − e5,7) + (e2,5 − e4,7), e3α+β := − (e1,6 − e3,8),
e2α+β :=− (e1,4 − e5,8)− (e2,6 − e3,7)− (e1,5 − e4,8), e3α+2β := − (e1,7 − e2,8),
and e−r := e
⊤
r and hr := [er, e−r] for all r ∈ Φ
+. Then a Lie algebra of type G2 is determined,
denoted by LG2, which has a Chevalley basis {hα, hβ} ∪ {er | r ∈ Φ} (see [26, 2.1]). Let
r := x1α + x2β ∈ VG2 , s := y1α + y2β ∈ VG2 . Then we write r ≺ s, if
∑2
i=1 xi <
∑2
i=1 yi, or if∑2
i=1 xi =
∑2
i=1 yi and the first non-zero coefficient xi − yi is positive. The total order on Φ
+
G2
is determined: 0 ≺ α ≺ β ≺ α + β ≺ 2α + β ≺ 3α + β ≺ 3α + 2β. The Lie algebra LG2 has
the following structure constants: Nα,β = −1, Nα,α+β = −2, Nα,2α+β = 3 and Nβ,3α+β = 1. In
particular, Nα,α+β = −2Nβ,3α+β and Nα,2α+β = 3Nβ,3α+β .
Set a matrix group G¯2(q) := 〈 exp(ter) | r ∈ ΦG2 , t ∈ Fq 〉, and the Chevalley group of type
LG2 over the field Fq is G2(q) := 〈 exp(t ad er) | r ∈ ΦG2 , t ∈ Fq 〉. For all r ∈ ΦG2 and t ∈ Fq,
set yr(t) := exp(ter) = I8 + ter +
1
2t
2e2r . Let y1(t) := yα(t), y2(t) := yβ(t), y3(t) := yα+β(t),
y4(t) := y2α+β(t), y5(t) := y3α+β(t), y6(t) := y3α+2β(t). The positive root subgroups of G2(q)
are Yi := {yi(t) | t ∈ Fq} for all i = 1, 2, . . . , 6.
Let ti ∈ Fq for all i = 1, 2, . . . , 6 and [yi(ti), yj(tj)] := yi(ti)−1yj(tj)−1yi(ti)yj(tj). Then the
non-trivial commutators are determined.
[y1(t1), y2(t2)] =y3(−t2t1) · y4(−t2t
2
1) · y5(t2t
3
1) · y6(−2t
2
2t
3
1),
[y1(t1), y3(t3)] =y4(−2t1t3) · y5(3t
2
1t3) · y6(3t1t
2
3),
[y1(t1), y4(t4)] =y5(3t1t4), [y3(t3), y4(t4)] = y6(3t3t4), [y2(t2), y5(t5)] = y6(t2t5).
In particular, if CharFq = 3, then
[y1(t1), y2(t2)] =y3(−t2t1) · y4(−t2t
2
1) · y5(t2t
3
1) · y6(t
2
2t
3
1),
[y1(t1), y3(t3)] =y4(−2t1t3) = y4(t1t3), [y2(t2), y5(t5)] = y6(t2t5).
Let y(t1, t2, t3, t4, t5, t6) := y2(t2)y1(t1)y3(t3)y4(t4)y5(t5)y6(t6) for all ti ∈ Fq (i = 1, 2, . . . , 6).
Then a matrix Sylow p-subgroup Gsyl2 (q) of G2(q) (see [26, 2.6]) is
Gsyl2 (q) := {y(t1, t2, t3, t4, t5, t6) | t1, t2, t3, t4, t5, t6 ∈ Fq} .
We note that the signs of the structure constants and the Chevalley basis of the Lie algebra
LG2 are different from those in [26]. However, the Sylow p-subgroup G
syl
2 (q) and the root
subgroups Yi (i = 1, 2, . . . , 6) of the Chevalley group G2(q) are as same as those in [26].
Let p := 3, q := 32m+1 (m ∈ N) and θ := 3m. There is a field automorphism Fθ of G2(q)
sending yr(t) to yr(t
θ) = yr(t
3m) for all r ∈ ΦG2. Let ρ : r 7→ r¯ be a non-trivial symmetry of
the Dynkin diagram of type G2 (interchanging α and β). For every r ∈ ΦG2, r¯ is obtained by
reflecting r in the line bisecting α and β.
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•
••
•
• •
•
•
•
•
•
•
−α α
β
−β
α+ β
−α− β
3α+ 2β
−3α− 2β
2α+ β
−2α− β
3α+ β
−3α− β
Let ǫi = ±1 (i = 1, 2, 3, 4) satisfy thatNα,β = ǫ1,Nα,α+β = 2ǫ2,Nα,2α+β = 3ǫ3 andNβ,3α+β = ǫ4.
Since the structure constants of LG2 satisfy −ǫ2 = ǫ3 = ǫ4 = 1, by [8, 12.4.1] the map
yr(t) 7→
®
yr¯(t), r¯ is short
yr¯(t
3), r¯ is long
for all r ∈ ΦG2 , t ∈ Fq
can be extended to a graph automorphism ρ˜ of G2(q). If F := ρ˜Fθ = Fθρ˜, then
F : G2(q)→ G2(q) : yr(t) 7→
®
yr¯(t
θ), r¯ is short
yr¯(t
3θ), r¯ is long
for all r ∈ ΦG2 , t ∈ Fq.
For a subgroup X of G2(q), we write X
F := {x ∈ X | F (x) = x}. By [8, §13.4], G2(q)
F =
2G2(q) and G
syl
2 (q)
F
is a subgroup of 2G2(q). By [8, §14], we have that G
syl
2 (q)
F
is also a Sylow
p-subgroup of 2G2(q) and that |
2G2(q)| = q
3(q − 1)(q3 + 1) = 36m+3(32m+1 − 1)(36m+3 + 1).
3.1 Proposition (Sylow p-subgroup 2Gsyl2 (3
2m+1)). A matrix Sylow 3-subgroup 2Gsyl2 (q) of the
Ree group 2G2(q) is
2Gsyl2 (q) :=
¶
y2(t
3θ
1 ) · y1(t1)y3(t3)y4(t4) · y5(t
3θ
3 + t
3θ+3
1 )y6(t
3θ
4 + t
6θ+3
1 )
∣∣∣ t1, t3, t4 ∈ Fq
©
,
where
y2(t
3θ
1 ) · y1(t1)y3(t3)y4(t4) · y5(t
3θ
3 + t
3θ+3
1 )y6(t
3θ
4 + t
6θ+3
1 )
=


1 t1 −t3
t1t3
−t4
t1t3
−t4
−t1t4
−t3θ+31
−t3θ3
−t1t
2
3
−t3t4
−t6θ+31
−t3θ4
2t1t3t4 + t
6θ+4
1
+t1t
3θ
4 − t3t
3θ+3
1
−t3θ+13 − t
2
4
1 t3θ1
t3θ+11
+t3
t3θ+11
+t3
−t3θ+21
−t4
−2t3θ+11 t3
+t3θ1 t4
−t23
−t3θ+21 t3
+2t3θ+11 t4
+t3θ1 t
3θ
3 + 2t3t4
+t3θ4 + 2t
6θ+3
1
1 t1 t1 −t
2
1
−2t1t3
+t4
−t21t3 + 2t1t4
+t3θ3 + t
3θ+3
1
1 0 −t1 − t3 − t1t3 + t4
1 −t1 −t3 −t1t3 + t4
1 −t3θ1 t
3θ+1
1 + t3
1 −t1
1


.
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Proof. We know CharFq = 3 and t3θ
2
= t for all t ∈ Fq. Let ti ∈ Fq and y(t1, t2, t3, t4, t5, t6) ∈
Gsyl2 (q)
F
. Then
y(t1, t2, t3, t4, t5, t6) = F
Ä
y(t1, t2, t3, t4, t5, t6)
ä
=F
Ä
y2(t2)y1(t1)y3(t3)y4(t4)y5(t5)y6(t6)
ä
= y1(t
θ
2)y2(t
3θ
1 )y5(t
3θ
3 )y6(t
3θ
4 )y3(t
θ
5)y4(t
θ
6)
=y2(t
3θ
1 )y1(t
θ
2)y3(−t
3θ
1 t
θ
2)y4(−t
3θ
1 t
2θ
2 )y5(t
3θ
1 t
3θ
2 )y6(t
6θ
1 t
3θ
2 ) · y3(t
θ
5)y4(t
θ
6)y5(t
3θ
3 )y6(t
3θ
4 )
=y
Ä
tθ2, t
3θ
1 , t
θ
5 − t
3θ
1 t
θ
2, t
θ
6 − t
3θ
1 t
2θ
2 , t
3θ
3 + t
3θ
1 t
3θ
2 , t
3θ
4 + t
6θ
1 t
3θ
2
ä
.
Thus,
t1 =t
θ
2, t3 =t
θ
5 − t
3θ
1 t
θ
2 = t
θ
5 − t
3θ+1
1 , t5 =t
3θ
3 + t
3θ
1 t
3θ
2 = t
3θ
3 + t
3θ+3
1 ,
t2 =t
3θ
1 , t4 =t
θ
6 − t
3θ
1 t
2θ
2 = t
θ
6 − t
3θ+2
1 , t6 =t
3θ
4 + t
6θ
1 t
3θ
2 = t
3θ
4 + t
6θ+3
1 .
Hence y(t1, t2, t3, t4, t5, t6) = y
Ä
t1, t
3θ
1 , t3, t4, t
3θ
3 + t
3θ+3
1 , t
3θ
4 + t
6θ+3
1
ä
, and
∣∣∣Gsyl2 (q)
F
∣∣∣ = q3.
Therefore, 2Gsyl2 (q) := G
syl
2 (q)
F
is a Sylow p-subgroup of 2G2(q). We get the matrix form by
calculation.
3.2 Corollary. 2Gsyl2 (3
2m+1) 6 Gsyl2 (3
2m+1).
3.3 Notation/Lemma. For i ∈ {1, 3, 4} and ti ∈ Fq, we set
a(t1) := y2(t
3θ
1 )y1(t1)y5(t
3θ+3
1 )y6(t
6θ+3
1 ), b(t3) := y3(t3)y5(t
3θ
3 ), c(t4) := y4(t4)y6(t
3θ
4 ).
If Y (t1, t3, t4) := a(t1)b(t3)c(t4), then
y2(t
3θ
1 ) · y1(t1)y3(t3)y4(t4) · y5(t
3θ
3 + t
3θ+3
1 )y6(t
3θ
4 + t
6θ+3
1 ) = a(t1)b(t3)c(t4) = Y (t1, t3, t4).
By calculation, we get the following properties.
3.4 Lemma. Let i ∈ {1, 3, 4} and ti, si ∈ Fq. Then
Y (t1, t3, t4) · Y (s1, s3, s4) =Y (t1 + s1, t3 + s3 − t1s
3θ
1 , t4 + s4 + t1s
3θ+1
1 − t
2
1s
3θ
1 − t3s1),
Y (t1, t3, t4)
−1 =Y (−t1, − t3 − t
3θ+1
1 , − t4 + t
3θ+2
1 − t1t3).
In particular,
a(t1) · a(s1) = Y (t1 + s1, − t1s
3θ
1 , t1s
3θ+1
1 − t
2
1s
3θ
1 ), a(t1)
−1 = Y (−t1, − t
3θ+1
1 , t
3θ+2
1 ),
b(t3) · b(s3) = b(t3 + s3), c(t4) · c(s4) = c(t4 + s4).
3.5 Lemma. If i ∈ {1, 3, 4} and ti, si ∈ Fq, then the commutators of 2G
syl
2 (q) are
[Y (t1, t3, t4), Y (s1, s3, s4)]
=Y
Ä
0, t3θ1 s1 − t1s
3θ
1 , (t1s
3θ+1
1 − t
3θ+1
1 s1) + (t
3θ
1 s
2
1 − t
2
1s
3θ
1 ) + (t1s3 − t3s1)
ä
,
[Y (t1, t3, t4)
−1, Y (s1, s3, s4)
−1] = Y
Ä
0, t3θ1 s1 − t1s
3θ
1 , (t
2
1s
3θ
1 − t
3θ
1 s
2
1) + (t1s3 − t3s1)
ä
.
In particular,
[a(t1), a(s1)] = b(t
3θ
1 s1 − t1s
3θ
1 ) · c(t
3θ
1 s
2
1 − t
2
1s
3θ
1 + t1s
3θ+1
1 − t
3θ+1
1 s1),
[a(t1)
−1, a(s1)
−1] = b(t3θ1 s1 − t1s
3θ
1 ) · c(t
2
1s
3θ
1 − t
3θ
1 s
2
1),
[a(t1), b(s3)] = c(t1s3), [a(t1)
−1, b(s3)
−1] = c(t1s3).
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3.6 Proposition. Let ti, si ∈ Fq with i ∈ {1, 3, 4}. Then the conjugate of Y (t1, t3, t4) is
Y (s1, s3, s4) · Y (t1, t3, t4) · Y (s1, s3, s4)
−1
=Y
Ä
t1, t3 + t1s
3θ
1 − t
3θ
1 s1, t4 + (t
2
1s
3θ
1 + t
3θ
1 s
2
1) + t
3θ+1
1 s1 + (t3s1 − t1s3)
ä
.
In particular,
Y (s1, s3, s4) · a(t1) · Y (s1, s3, s4)
−1 = Y
Ä
t1, t1s
3θ
1 − t
3θ
1 s1, (t
2
1s
3θ
1 + t
3θ
1 s
2
1) + t
3θ+1
1 s1 − t1s3
ä
,
Y (s1, s3, s4) · b(t3) · Y (s1, s3, s4)
−1 = Y (0, t3, t3s1),
Y (s1, s3, s4) · c(t4) · Y (s1, s3, s4)
−1 = c(t4).
Define the following sets of matrix entry coordinates: 3 := {(i, j) | 1 ≤ i, j ≤ 8},
1 := {(i, j) | 1 ≤ i < j ≤ 8} and 2 := {(i, j) ∈ 3 | i < j < 9 − i}. Let J˜ :=
{(1, 2), (1, 3), (1, 4), (1, 5), (1, 6), (1, 7), (2, 3)} ⊆2, and J := {(1, 2), (1, 3), (1, 4)} ⊆ J˜
3.7 Comparison (Sylow p-subgroups). For every element of 2Gsyl2 (q) in 3.1, we have matrix
entries t1 and up to sign also t3 with positions in J , but t4 appears in J in polynomials involving
t1 and t3. This is similar to that of
3D
syl
4 (q
3) (see [27, §2]) and that of Gsyl2 (q) (see [26, §2]).
4 Monomial 2G
syl
2 (3
2m+1)-module
Let q = 32m+1, G := A8(q) and U :=
2G
syl
2 (3
2m+1). In this section, we explain the construction
of a monomial A8(q)-module CU (see 4.8) that is analogous to that of 3D
syl
4 (q
3) (see [27]) and
that of Gsyl2 (q) (see [26]).
Let V0 := Mat8×8(q). For any subset I ⊆ 3, let VI :=
⊕
(i,j)∈I Fqeij ⊆ V0. In par-
ticular, V
3
= V0. Then VI is an Fq-vector subspace. We have dimFq VJ = 3, since J =
{(1, 2), (1, 3), (1, 4)}. The map κ : V0 × V0 → Fq : (A,B) 7→ tr(A⊤B) is a non-degenerate
symmetric Fq-bilinear form on V0 which is called the trace form. Let V := VJ , and V ⊥ denote
the orthogonal complement of V in V0 with respect to the trace form κ, i.e. V
⊥ := {B ∈ V0 |
κ(A,B) = 0, ∀ A ∈ V }. Then V ⊥ = V
3\J
and V0 = V ⊕ V
⊥. Note that κ|V×V : V × V → Fq is
a non-degenerate bilinear form. Set π := πJ , i.e.
π : V0 = V ⊕ V
⊥ → V : A 7→
∑
(i,j)∈J
Ai,jei,j = A12e12 +A13e13 +A14e14.
Then π is a projection to the first component V and is an Fq-linear map. Suppose A,B ∈ V0
such that supp(A)∩supp(B) ⊆ J . Then κ(A,B) = κ(π(A), B) = κ(A, π(B)) = κ(π(A), π(B)) =
κ|V×V (π(A), π(B)). If A,B ∈ V and g, h ∈ G, then π
1
(Ag⊤) ∈ V and supp(Bh⊤)∩ supp(Ag) ⊆
J .
4.1 Proposition (Group action of G on V ). The map
− ◦ − : V ×G→ V : (A, g) 7→ A ◦ g := π(Ag)
is a group action, and the elements of the group G act as Fq-automorphisms.
Let A.g (A ∈ V , g ∈ G) denote π(Ag−⊤). Then this is a group action of G by 4.1. By [19,
§2.1], we get the following new action.
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4.2 Corollary. There exists a unique linear action −.− of G on V :
−.− : V ×G→ V : (A, g) 7→ A.g := π(Ag−⊤)
such that κ|V×V (A.g,B) = κ|V×V (A,B ◦ g
−1) for all B ∈ V .
4.3 Notation. Set f := π|G : G→ V .
4.4 Proposition. Let x, g ∈ G. Then f(x)g ≡ (x− 1)g mod V ⊥ and f(xg) = f(x) ◦ g + f(g).
4.5 Proposition (Bijective 1-cocycle of 2G
syl
2 (q)). If U =
2G
syl
2 (3
2m+1), then f |U := π|U : U → V
is a bijection. In particular, f |U is a bijective 1-cocycle of U .
4.6 Corollary (Monomial linearisation for A8(q)). The map f := π|G : G → V is a surjective
1-cocycle of G in V , and (f, κ|V×V ) is a monomial linearisation for G = A8(q).
4.7 Corollary. (f |U , κ|V ×V ) is a monomial linearisation for
2G
syl
2 (q).
Now we establish the monomial G-module C
(
2G
syl
2 (3
2m+1)
)
.
4.8 Theorem (Fundamental theorem for 2G
syl
2 (3
2m+1)). Let G = A8(q), U =
2G
syl
2 (3
2m+1) and
[A] :=
1
|U |
∑
u∈U
χA(u)u for all A ∈ V ,
where χA(u) = ϑκ(A, f(u)). Then the set {[A] | A ∈ V } forms a C-basis for the complex group
algebra CU . For all g ∈ G, A ∈ V , let [A] ∗ g := χA.g(g)[A.g] = ϑκ(A.g, f(g))[A.g]. Then CU
is a monomial CG-module. The restriction of the ∗-operation to U is given by the usual right
multiplication of U on CU , i.e.
[A] ∗ u = [A]u =
1
|U |
∑
y∈U
χA(y)yu, for all u ∈ U, A ∈ V .
Proof. By 4.6, (f, κ|V×V ) is a monomial linearisation for G satisfying that f |U is bijective (see
4.5). By 4.2, A.u := π(Au−⊤). Thus the theorem is obtained by [19, 2.1.35].
4.9 Comparison (Monomial linearisations). Let U be An(q), D
syl
n (q),
3Dsyl4 (q
3), Gsyl2 (q) (q is a
fixed power of some odd prime) or 2Gsyl2 (q) (q = 3
2m+1), G an intermediate group of U , V0 := V
3
,
V a subspace of V0, J := supp(V ), f : G→ V a surjective 1-cocycle of G such that f |U is injective,
κ : V ×V → Fq (or Fq3) a trace form such that (f, κ|V ×V ) is a monomial linearisation for G. Then
the monomial linearisations (f |U , κ|V ×V ) for An(q) (see [19, §2.2]), D
syl
n (q) (see [19, §3.1]),
3Dsyl4 (q
3) (see [27, §4]), Gsyl2 (q) (see [26, §3]), and
2Gsyl2 (q) (see §4) are listed in Table 1.
From now on, we mainly consider the regular right module (CU, ∗)CU = CUCU .
5 2Gsyl2 (q)-orbit modules
Let U := 2Gsyl2 (q), A ∈ V , and yi(ti) ∈ U , ti ∈ Fq (i = t1, t3, t4). In this section, we determine
the stabilizers StabU (A) for all A ∈ V (5.4) and obtain a classification of U -orbit modules (5.5).
For A ∈ V , the U -orbit module associated to A is COU ([A]) := C{[A]u | u ∈ U} =
C{[A.u] | u ∈ U}. Then COU ([A]) has a C-basis {[A.u] | u ∈ U} = {[C] | C ∈ OU (A)}, where
OU (A) := {A.g | g ∈ U} is the orbit of A under the operation −.− defined in 4.2. The stabilizer
StabU (A) of A in U is StabU (A) = {u ∈ U | A.u = A}. Two CU -modules having no nontrivial
CU -homomorphism between them are called orthogonal. Set x˜ij(t) = I8 + teij ∈ A8(q) (1 ≤
i, j ≤ 8).
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Table 1: Monomial linearisations (f |U , κ|V×V )
U G V0 J V f : G→ V κ|V ×V
An(q) An(q) Matn×n(q) 1 V = V
1
f(g) = π
1
(g) = g − In κ|V ×V
Dsyln (q) A2n(q) Mat2n×2n(q) 2 V = V2 f(g) = π2(g) κ|V ×V
3Dsyl4 (q
3) G8(q
3) Mat8×8(q
3) J˜ V 6= VJ˜ f(g) 6= πJ˜(g) κq|V×V
Gsyl2 (q) G8(q) Mat8×8(q) J˜ V 6= VJ˜ f(g) 6= πJ˜(g) κ|V ×V
2Gsyl2 (q) A8(q) Mat8×8(q) J V = VJ f(g) = π(g) = πJ(g) κ|V ×V
5.1 Lemma. Let A ∈ V , Y (t1, t3, t4) ∈ U and ti ∈ Fq with i ∈ {1, 3, 4}. Then A.Y (t1, t3, t4) and
the corresponding figure of moves are determined. The figure describes the way of classifying the
orbits.
A.Y (t1, t3, t4) = A.
Ä
y2(t
3θ
1 )y1(t1)y3(t3)
ä
= A.
Ä
x˜23(t
3θ
1 )x˜34(t1)x˜24(t3)
ä
.
•
•
•
•
•
•
•
•
•
•
•
•
−t3θ1
−t1
−t3
A.Y (t1, t3, t4)
The elements of V are called patterns. Let A ∈ V . Then (i, j) ∈ J is a main condition of A
if and only if Aij is the rightmost non-zero entry in the i-th row. We set main(A) := {(i, j) ∈ J |
(i, j) is a main condition of A}. The verge of A ∈ V is verge(A) :=
∑
(i,j)∈main(A)Ai,jei,j . The
pattern A ∈ V is called the verge pattern if A = verge(A).
5.2 Notation. Define the families of U -orbit modules as follows: F4 := {COU ([A]) | A ∈ V, A14 6=
0}, F3 := {COU ([A]) | A ∈ V, A13 6= 0, A14 = 0}, and F1 := {COU ([A]) | A ∈ V, A12 6= 0, A13 =
A14 = 0}. For A ∈ V , we also say A ∈ Fi if COU ([A]) ∈ Fi.
5.3 Proposition (2Gsyl2 (q)-orbit modules). For A = (Aij) ∈ V , the U -orbit module COU ([A]) is
determined.
COU ([A12e12 +A13e13 +A14e14])
=C{[(A12 −A13t
3θ
1 −A14t3)e12 + (A13 −A14t1)e13 +A14e14] | t1, t3 ∈ Fq}.
In particular, every U -orbit module contains precisely one verge pattern.
Proof. By 5.1, we calculate the orbit modules directly.
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5.4 Proposition. Let A = (Aij) ∈ V .
(1) If A ∈ F1, then StabU (A) = U =
2Gsyl2 (q).
(2) If A ∈ F3 and A13 = A
∗
13 ∈ F
∗
q, then StabU (A) = {Y (0, t3, t4) | t3, t4 ∈ Fq}.
(3) If A ∈ F4 and A14 = A
∗
14 ∈ F
∗
q, then StabU (A) = {Y (0, 0, t4) | t4 ∈ Fq}.
Proof. By 5.3, the stabilizers are obtained by straightforward calculation.
Let A,B ∈ V , StabU (A,B) := StabU (A) ∩ StabU (B), ψA be the character of COU ([A]) and
ψB denote the character of COU ([B]). Then HomCU (COU ([A]),COU ([B])) = {0} if and only
if HomStabU (C,D)(C[C],C[D]) = {0} for all C ∈ OU (A) and D ∈ OU (B). If A,B ∈ V , then
〈ψA, ψB〉U =
∑
D∈OU (B)
|StabU (A,D)|
|StabU (A)|
〈χA, χD〉StabU (A,D), where χA and χD are the characters of
the CStabU (A,D)-modules C[A] and C[D] respectively.
5.5 Proposition (Classification of 2Gsyl2 (q)-orbit modules). Every U -orbit module is a verge pat-
tern module in Table 2, and the orbit modules satisfy the following properties.
(1) Let A,B ∈ V , verge(A) 6= verge(B). Then HomCU (COU ([A]),COU ([B])) = {0}. In particu-
lar, if COU ([A]) ∈ Fi, COU ([B]) ∈ Fj and i 6= j, then HomCU (COU ([A]),COU ([B])) = {0}.
(2) In the family F1, the U -orbit modules are irreducible and pairwise orthogonal.
(3) In the family F3 and F4, the U -orbit modules are reducible.
Table 2: 2Gsyl2 (q)-orbit modules
Family COU ([A]) (A ∈ V ) dimCCOU ([A]) Irreducible
F4 COU ([A∗14e14]), A14 ∈ F
∗
q q
2 NO
F3 COU ([A∗13e13]), A13 ∈ F
∗
q q NO
F1 COU ([A12e12]), A12 ∈ Fq 1 YES
Proof. By 5.3, every U -orbit module is a verge pattern module in Table 2. By calculating the
inner products, (1) and the orthogonal properties are proved. The orbit modules in the family
F1 are 1-dimensional and irreducible, so (2) is obtained.
Let A = A12e12 + A
∗
13e13 ∈ F3 and C ∈ OU (A). By 5.4, StabU (A,C) = StabU (A) =
{Y (0, t3, t4) | t3, t4 ∈ Fq}. The inner product is 〈χA, χC〉StabU (A,C) = 1. Let ψA denote the
character of COU ([A]). Then
dimCHomCU (COU ([A]),COU ([A])) = 〈ψA, ψA〉U
=
∑
C∈OU (A)
|StabU (A,C)|
|StabU (A)|
dimCHomStabU (A,C)(C[A],C[C]) = q > 1.
Thus, COU ([A]) is not irreducible.
If A ∈ V is a pattern of the family F4. Then the orbit module COU ([A]) is reducible. Suppose
that it is irreducible. Then
Ä
dimC COU ([A])
ä2
= q4 < |U | = q3. This is a contradiction. Thus
the orbit modules of the family F4 are reducible.
5.6 Corollary. If A,B ∈ V , then COU ([A]) = ResGUCOG([A]), and the two orbit modules
COU ([A]) and COU ([B]) are either isomorphic or orthogonal.
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5.7 Comparison ((Classification of orbit modules)). Every 2Gsyl2 (q)-orbit module has precisely
one verge pattern (see 5.5) that is similar to that of An(q) (see [29, Theorem 3.2]). However, this
is neither true for 3D
syl
4 (q
3) (see [27, §6]) nor true for Gsyl2 (q) (see [26, §5])
6 Conjugacy classes of 2G
syl
2 (3
2m+1)
Let q = 32m+1, G := A8(q), U :=
2Gsyl2 (3
2m+1), and t∗, t∗1, t
∗
3, t
∗
4 ∈ F
∗
q. In this section, we
determine the conjugacy classes of 2Gsyl2 (3
2m+1) (6.3), and obtain one partition of 2Gsyl2 (3
2m+1)
(6.5) which is a set of the superclasses proved in Section 7.
If x, u ∈ U , then the conjugate of x by u is ux := uxu−1, and the conjugacy class of u is
Ux :=
{
vxv−1
∣∣ v ∈ U}.
6.1 Lemma. Let t ∈ F∗q, θ := 3
m, F+q be the additive group of Fq and
ςt : F
+
q → F
+
q : s 7→ ts
3θ − t3θs.
Then ςt is a homomorphism and |im ςt| = θ
2 = 32m.
Proof. We know that ςt is a homomorphism. We claim that ker ςt = {0, t,−t}. Note that ker ςt ⊇
{0, t,−t}. If s ∈ ker ςt, then ts
3θ − t3θs = 0. We know 0 ∈ ker ςt ∩ {0, t,−t}. If s 6= 0, then
(t−1s)3θ−1 = 1 =⇒ |t−1s|
∣∣∣(3θ − 1). Since (t−1s)q−1 = (t−1s)3θ2−1 = 1, the order |t−1s|
divides the greatest common divisor (3θ − 1, 3θ2 − 1) = (3m+1 − 1, 32m+1 − 1). If m = 0, then
(3m+1 − 1, 32m+1 − 1) = (2, 2) = 2. If m > 0, then (3m+1 − 1, 32m+1 − 1) = 2 by the Euclidean
algorithm. So, |t−1s|
∣∣∣2 =⇒ (t−1s)2 = 1 =⇒ t−1s = ±1 =⇒ s = ±t. Thus, ker ςt ⊆ {0, t,−t}.
The claim is proved. Therefore, |im ςt| =
|F+q |
| ker ςt|
= 3
2m+1
3 = 3
2m.
6.2 Notation. For t∗ ∈ F∗q, denote by
t∗T a transversal of im ςt∗ in F+q . Thus |
t∗T | = 3.
6.3 Proposition (Conjugacy classes of 2Gsyl2 (3
2m+1)). If U = 2Gsyl2 (3
2m+1), then the conjugacy
classes of U are listed in Table 3.
Table 3: Conjugacy classes of 2Gsyl2 (3
2m+1)
Representative y ∈ U Conjugacy Classes Uy |Uy|
I8 Y (0, 0, 0) 1
Y (0, 0, t∗4), t
∗
4 ∈ F
∗
q Y (0, 0, t
∗
4) 1
Y (0, t∗3, 0), t
∗
3 ∈ F
∗
q Y (0, t
∗
3, s4), s4 ∈ Fq q
Y (t∗1,
t∗
1 t3, 0), t
∗
1 ∈ F
∗
q,
t∗
1 t3 ∈
t∗
1T Y (t∗1, s˜3, s4), s˜3 ∈
t∗
1t3 + im ςt∗
1
, s4 ∈ Fq q · 32m
Proof. By 3.6 and 6.1, we get the conjugacy classes of U .
6.4 Remark. We consider the analogue of Higman’s conjecture for 2Gsyl2 (3
2m+1). By 6.3, we get
#{Conjugacy Classes of 2Gsyl2 (3
2m+1)} = 5q − 4 = 5(q − 1) + 1. Thus the conjecture is true for
2Gsyl2 (3
2m+1).
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6.5 Notation/Lemma. Set
C4(t
∗
4) :=
UY (0, 0, t∗4), C3(t
∗
3) :=
UY (0, t∗3, 0), C1(t
∗
1) :=
⋃
t∗
1 t3∈
t∗
1T
UY (t∗1,
t∗
1 t3, 0), C0 := {I8}.
Note that the sets form a partition of U , denoted by K, i.e.
K := {C0, C1(t
∗
1), C3(t
∗
3), C4(t
∗
4) | t
∗
1, t
∗
3, t
∗
4 ∈ F
∗
q}.
6.6 Comparison. (1) (Superclasses). The superclasses of 2G
syl
2 (q) in 6.5 can also be obtained
by calculating {I8 + x(u − I8)y | y ∈ G} ∩ U = {I8 + (u − I8)y | x, y ∈ A8(q)} ∩
2G
syl
2 (q)
for all u ∈ 2G
syl
2 (q) (c.f. [27, §7] and [26, §6]).
(2) (Conjugacy classes). The conjugacy classes of 2Gsyl2 (q) are determined by commutator rela-
tions that is similar to that of 3D
syl
4 (q
3) (see [25, §3]) and that of Gsyl2 (q) (see [26, §8]).
7 A supercharacter theory for 2G
syl
2 (3
2m+1)
In this section, let q = 32m+1, U := 2Gsyl2 (3
2m+1), and A∗12, A
∗
13, A
∗
14 ∈ F
∗
q. We determine
the supercharacter theory for 2Gsyl2 (3
2m+1) (7.4), and establish the supercharacter table of
2Gsyl2 (3
2m+1) in Table 4.
7.1 Definition ([10, §2]/[19, 3.6.2]). Let G be a finite group. Suppose that K is a partition of G
and that X is a set of (nonzero) complex characters of G, such that
(a) |X | = |K|,
(b) every character χ ∈ X is constant on each member of K,
(c) the elements of X are pairwise orthogonal and
(d) the set {1} is a member of K.
Then (X ,K) is called a supercharacter theory for G. We refer to the elements of X as superchar-
acters, and to the elements of K as superclasses of G.
7.2 Notation. ForA = (Aij) ∈ V , setM(0) := {0},M(A
∗
12e12) := COU ([A
∗
12e12]),M(A
∗
13e13) :=
COU ([A∗13e13]), and M(A
∗
14e14) := COU ([A
∗
14e14]). Denote by M the set of all of the above CU -
modules, i.e.
M :={M(0),M(A∗12e12),M(A
∗
13e13),M(A
∗
14e14) | A
∗
12, A
∗
13, A
∗
14 ∈ F
∗
q}
={{0},COU ([A
∗
12e12]),COU ([A
∗
13e13]),COU ([A
∗
14e14]) | A
∗
12, A
∗
13, A
∗
14 ∈ F
∗
q}.
7.3 Notation. For M ∈ M, the complex character of the CU -module M is denoted by ΨM . We
set X := {ΨM | M ∈ M}. Let A ∈ V , and ψA be the character of COU ([A]). Then ΨM(0) = ψ0,
ΨM(A∗
12
e12) = ψA∗12e12, ΨM(A∗13e13) = ψA
∗
13
e13 , and ΨM(A∗14e14) = ψA
∗
14
e14 .
7.4 Proposition (Supercharacter theory for 2Gsyl2 (3
2m+1)). (X ,K) is a supercharacter theory for
2Gsyl2 (3
2m+1), whereK is defined in 6.5, and X is defined in 7.3. The supercharacter table is shown
in Table 4.
Proof. By 6.5, K is a partition of U . We know X is a set of nonzero complex characters of U .
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Table 4: Supercharacter table of 2Gsyl2 (3
2m+1)
C0 C1(t
∗
1) C3(t
∗
3) C4(t
∗
4)
ΨM(0) 1 1 1 1
ΨM(A∗
12
e12) 1 ϑ(A
∗
12t
∗
1) 1 1
ΨM(A∗
13
e13) q 0 q · ϑ(−A
∗
13t
∗
3) q
ΨM(A∗
14
e14) q
2 0 0 q2 · ϑ(−A∗14t
∗
4)
(a) Claim that |X | = |K|. By 6.5, 7.2 and 7.3, we have |{ΨM(A∗
13
e13) | A
∗
13 ∈ F
∗
q}| =
|{M(A∗13e13) | A
∗
13 ∈ F
∗
q}| = |{C3(t
∗
3) | t
∗
3 ∈ F
∗
q}|. Similarly, we get |X | = |K|.
(b) Claim that the characters χ ∈ X are constant on the members of K.
Let A ∈ F3 (i.e. A14 = 0, A13 = A
∗
13 ∈ F
∗
q) and y ∈ U . Then
ΨM(A∗
13
e13)(y) =
∑
C∈OU (A
∗
13
e13)
C.y=C
χC(y) =
∑
C∈OU (A
∗
13
e13)
y∈StabU (C)
χC(y).
If y = Y (0, t3, t4) ∈ C0 ∪ C3(t
∗
3) ∪ C4(t
∗
4) ⊆ K, then we have y ∈ StabU (C) for all
C ∈ OU (A
∗
13e13) by 5.4. Thus
ΨM(A∗
13
e13)(y) =
∑
C∈OU (A
∗
13
e13)
χC(y) = q · ϑ(−A
∗
13t3).
If y ∈ C1(t
∗
1) ⊆ K, then y /∈ StabU (C) for all C ∈ OU (A
∗
13e13) by 5.4. So ΨM(A∗13e13)(y) =
0. Similarly, we calculate the other values of the Table 4. Thus, the claim is proved.
(c) The elements of X are pairwise orthogonal by 5.5.
(d) The set {I8} is a member of K.
By 7.1, (X ,K) is a supercharacter theory for 2Gsyl2 (3
2m+1).
7.5 Comparison (Supercharacters). Every supercharacter of Gsyl2 (q) is afforded by one orbit mod-
ule (see 7.2, 7.3 and 7.4) that is analogous to that of An(q) (see [29]). However, this holds neither
for 3D
syl
4 (q
3) (see [27, §8]) nor for Gsyl2 (q) (see [26, §7])
8 Character table of 2Gsyl2 (3)
In this section, we exhibit the conjugacy classes of 2Gsyl2 (3)(see Table 5), the irreducible char-
acters of 2Gsyl2 (3) (see Proposition 8.7) and the character table of
2Gsyl2 (3) (see Table 6). Let
q = 3 (i.e. m = 0) and U := 2Gsyl2 (3). Then θ = 3
m = 1.
8.1 Notation. Set Ya := {a(t1) | t1 ∈ Fq}, Yb := {b(t3) | t3 ∈ Fq}, and Yc := {c(t4) | t4 ∈ Fq}.
We recall the properties for 2Gsyl2 (3).
8.2 Lemma (Multiplication). If i ∈ {1, 3, 4} and ti, si ∈ F3, then
Y (t1, t3, t4) · Y (s1, s3, s4) =Y (t1 + s1, t3 + s3 − t1s1, t4 + s4 + t1s
2
1 − t
2
1s1 − t3s1),
Y (t1, t3, t4)
−1 =Y (−t1, − t3 − t
2
1, − t4 + t1 − t1t3).
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In particular,
a(t1) · a(s1) =Y (t1 + s1,−t1s1, t1s
2
1 − t
2
1s1), a(t1)
−1 = Y (−t1,−t
2
1, t1),
b(t3) · b(s3) =b(t3 + s3), c(t4) · c(s4) = c(t4 + s4).
8.3 Corollary. Yb and Yc are subgroups of
2G
syl
2 (3), but Ya is not a subgroup of
2G
syl
2 (3).
8.4 Lemma (Commutator relations of 2Gsyl2 (3)). Let i ∈ {1, 3, 4} and ti, si ∈ F3. Then the
commutators of 2Gsyl2 (3) are
[Y (t1, t3, t4), Y (s1, s3, s4)] =Y
Ä
0, 0, (t21s1 − t1s
2
1) + (t1s3 − t3s1)
ä
,
[Y (t1, t3, t4)
−1, Y (s1, s3, s4)
−1] =Y
Ä
0, 0, (t21s1 − t1s
2
1) + (t1s3 − t3s1)
ä
.
In particular,
[a(t1), a(s1)] = c(t
2
1s1 − t1s
2
1), [a(t1)
−1, a(s1)
−1] = c(t21s1 − t1s
2
1),
[a(t1), b(s3)] = c(t1s3), [a(t1)
−1, b(s3)
−1] = c(t1s3).
8.5 Corollary. Yc and YbYc are normal subgroups of
2G
syl
2 (3). Z(U) = Yc and Yc\U is abelian.
8.6 Proposition (Conjugacy classes of 2Gsyl2 (3)). If ti, si ∈ Fq with i ∈ {1, 3, 4}, then the conju-
gate of Y (t1, t3, t4) is
Y (s1, s3, s4) · Y (t1, t3, t4) · Y (s1, s3, s4)
−1 =Y
Ä
t1, t3, t4 + (t1s
2
1 − t
2
1s1) + (t3s1 − t1s3)
ä
.
In particular,
Y (s1, s3, s4) · a(t1) · Y (s1, s3, s4)
−1 = Y
Ä
t1, 0, t1s
2
1 − t
2
1s1 − t1s3
ä
,
Y (s1, s3, s4) · b(t3) · Y (s1, s3, s4)
−1 = Y (0, t3, t3s1),
Y (s1, s3, s4) · c(t4) · Y (s1, s3, s4)
−1 = c(t4).
Then the conjugacy classes of 2Gsyl2 (3) are listed in Table 5.
Table 5: Conjugacy classes of 2Gsyl2 (3)
Representative y ∈ U Conjugacy Classes Uy |Uy|
I8 Y (0, 0, 0) 1
Y (0, 0, t∗4), t
∗
4 ∈ F
∗
3 Y (0, 0, t
∗
4) 1
Y (0, t∗3, 0), t
∗
3 ∈ F
∗
3 Y (0, t
∗
3, s4), s4 ∈ F3 3
Y (t∗1, t3, 0), t
∗
1 ∈ F
∗
3, t3 ∈ F3 Y (t
∗
1, t3, s4), s4 ∈ F3 3
Now we explain the constructions of the irreducible characters of 2Gsyl2 (3).
8.7 Proposition. Let U := 2Gsyl2 (3), χ ∈ Irr(U), and Aij ∈ Fq, A
∗
ij ∈ F
∗
q (1 ≤ i, j ≤ 8).
(1) Let U¯ := Yc\U = Y¯aY¯b, χ¯
A12,A13
lin ∈ Irr(U¯ ), χ¯
A12,A13
lin (a¯(t1)b¯(t3)) := ϑ(A12t1) ·ϑ(−A13t3), and
χA12,A13lin be the lift of χ¯
A12,A13
lin to U . Then
Flin := {χ ∈ Irr(U) | Yc ⊆ kerχ} = {χ
A12,A13
lin | A12, A13 ∈ Fq}.
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(2) Let H := YbYc, λ
A14,A13 ∈ Irr(H), λA14,A13(b(t3)c(t4)) := ϑ(−A14t4 − A13t3), χ
A14
2,q :=
IndUHλ
A14,0. Then F2 := {χ ∈ Irr(U) | Yc * kerχ} = {χ
A∗
14
2,q | A
∗
14 ∈ F
∗
1q}.
Hence Irr(U) = Flin∪˙F2.
Proof. Let χ ∈ Irr(U).
(1) Family Flin, where Yc ⊆ kerχ.
Since the commutator subgroup is Yc, all linear characters of U are precisely the lifts of
the irreducible characters of the abelian quotient group Yc\U to U .
(2) Family F2, where Yc * kerχ.
Let H := YbYc, λ
A14,A13 ∈ Irr(H) with λA14,A13(b(t3)c(t4)) := ϑ(−A14t4 − A13t3). We note
that Ya is a transversal of H in U , and that Z(U) = Yc. For all s1 ∈ Fq,
Ä
λA
∗
14
,A13
äa(s1)
(b(t3)c(t4)) = λ
A∗
14
,A13
Ä
a(s1) · b(t3)c(t4) · a(s1)
−1
ä
=λA
∗
14
,A13
Ä
b(t3)c(t4 + s1t3)
ä
= ϑ
Ä
−A∗14(t4 + s1t3)−A13t3
ä
=ϑ
Ä
−A∗14t4 − (A13 + s1A
∗
14)t3
ä
.
Thus IU (λ
A∗
14
,A13) = H. By Clifford’s Theorem, IndUHλ
A∗
14
,A13 ∈ Irr(U) and
ResUH Ind
U
Hλ
A∗
14
,A13 =
∑
s1∈Fq
Ä
λA
∗
14
,A13
äa(s1)
=
∑
s1∈Fq
λA
∗
14
,(A13+s1A∗14) =
∑
B13∈Fq
λA
∗
14
,B13 .
Let χ
A∗
14
2,q := Ind
U
Hλ
A∗
14
,0. By Clifford theory, there are q − 1 almost faithful irreducible
characters of U¯ , i.e. F2 = {χ ∈ Irr(U) | Yc * kerχ} = {χ
A∗
14
2,q | A
∗
14 ∈ F
∗
q}.
8.8 Proposition. The character table of 2Gsyl2 (3) is shown in Table 6.
Table 6: Character table of 2Gsyl2 (3)
I8 Y (t
∗
1, t3, 0) Y (0, t
∗
3, 0) Y (0, 0, t
∗
4)
χ0,0lin 1 1 1 1
χ
A∗
12
,0
lin 1 ϑ(A
∗
12t
∗
1) 1 1
χ
A12,A
∗
13
lin 1 ϑ(A12t
∗
1) · ϑ(−A
∗
13t3) ϑ(−A
∗
13t
∗
3) 1
χ
A∗
14
2,q 3 0 0 3 · ϑ(−A
∗
14t
∗
4)
Proof. We use the notation of Proposition 8.7. Let u = Y (t1, t3, t4) ∈ U , H = YbYc, and
λA14,A13 ∈ Irr(H) with λA14,A13(b(t3)c(t4)) := ϑ(−A14t4 −A13t3). We have
χ
A∗
14
2,q (u) =Ind
U
Hλ
A∗
14
,0(u) =
1
|H|
∑
g∈U
g·Y (t1,t3,t4)·g−1∈H
λA
∗
14
,0
Ä
g · Y (t1, t3, t4) · g
−1
ä
.
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Then
χ
A∗
14
2,q (c(t4)) =q · λ
A∗
14
,0(c(t4)) = q · ϑ(−A
∗
14t4) = 3 · ϑ(−A
∗
14t4),
χ
A∗
14
2,q (b(t
∗
3)) =
1
|H|
∑
g:=Y (s1,s3,s4)∈U
g·b(t∗
3
)·g−1∈H
λA
∗
14
,0
Ä
g · b(t∗3) · g
−1
ä
=
∑
s1∈Fq
λA
∗
14
,0
Ä
Y (0, t∗3, t
∗
3s1)
ä
=
∑
s1∈Fq
ϑ(−A∗1,4t
∗
3s1)
ä
= 0,
χ
A∗
14
2,q (Y (t
∗
1, t3)) =0.
All the other values are determined similarly.
8.9 Proposition (Supercharacters and irreducible characters). If q = 3, then the the relations
between supercharacters and irreducible characters of 2Gsyl2 (3) are established.
ΨM(A∗
14
e14) = 3 · χ
A∗
14
2,q , ΨM(A∗13e13) =
∑
A12∈Fq
χ
A12,A
∗
13
lin , ΨM(A∗12e12) = χ
A∗
12
,0
lin , ΨM(0) = χ
0,0
lin.
Proof. Compare Table 4 and Table 6, the formulae are obtained.
8.10 Remark. Let q = 3, and #Irrc be the number of irreducible characters of
2Gsyl2 (3) of di-
mension qc with c ∈ N. Then #Irr1 = q − 1 = 2, #Irr0 = q2 = (q − 1)2 + 2(q − 1) + 1 = 9,
and
#{Irreducible Characters of 2Gsyl2 (3)} = #{Conjugacy Classes of
2Gsyl2 (3)}
=q2 + q − 1 = (q − 1)2 + 3(q − 1) + 1 = 5(q − 1) + 1 = 11.
We consider the analogue of Higman’s conjecture, Lehrer’s conjecture and Isaacs’ conjecture ofAn(q)
for 2Gsyl2 (3). The conjectures hold for
2Gsyl2 (3).
8.11 Comparison (Irreducible characters). The irreducible characters of 2Gsyl2 (3) are determined
by Clifford theory that is similar to that of 3D
syl
4 (q
3) (see [21] and [25, §4]) and that of Gsyl2 (q)
(see [26, §9]).
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