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Abstract: Hierarchical Support Vector Machine (H-SVM) is faster in training and classification than other 
usual multi-class SVMs such as “1-V-R”and “1-V-1”. In this paper, a new multi-class fault diagnosis algorithm 
based on H-SVM is proposed and applied to aero-engine. Before SVM training, the training data are first 
clustered according to their class-center Euclid distances in some feature spaces. The samples which have close 
distances are divided into the same sub-classes for training, and this makes the H-SVM have reasonable 
hierarchical construction and good generalization performance. Instead of the common C-SVM, the ν-SVM is 
selected as the binary classifier, in which the parameter ν varies only from 0 to 1 and can be determined more 
easily. The simulation results show that the designed H-SVMs can fast diagnose the multi-class single faults and 
combination faults for the gas path components of an aero-engine. The fault classifiers have good diagnosis 
accuracy and can keep robust even when the measurement inputs are disturbed by noises.                  
基于新型多分类支持向量算法的发动机故障诊断. 徐启华，师  军. 中国航空学报(英文版), 2006, 19(3)：
175-182. 
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摘  要：层次支持向量机（H-SVM）比通常的“一对多” （1-V-R）和“一对一” （1-V-1）等多分类
支持向量算法具有更快的训练速度和分类速度。提出一种基于 H-SVM 的航空发动机气路部件故障诊断
方法，根据特征空间中各类故障样本中心之间的距离来逐层划分子类，距离较近的故障样本归为同一个
子类进行训练，得到的 H-SVM层次结构合理，各层的 SVM分类间隔大、泛化能力强；同时，用 ν-SVM
代替通常的 C-SVM作为两类分类器，分类器参数意义明确、变化范围小，更容易确定。仿真实验表明，
基于 H-SVM 的故障分类器具有良好的分类准确性和泛化性能，能够对发动机气路部件的单一故障和复
合故障进行快速诊断。 
关键词：支持向量机；故障诊断；多类分类  
文章编号：1000-9361(2006)03-0175-08       中图分类号：V235.1       文献标识码：A 
 
Support Vector Machines (SVM) are 
successfully applied in many areas because of their 
good generalization abilities. Recently, SVMs are 
also used for aero-engine fault diagnosis[1-4].  
Vapnik’s basic SVM is a kind of binary 
classifier that can not be directly applied to a 
multi-class classification problem. In order to 
diagnose aero-engine faults with SVMs, it’s 
necessary to develop the multi-class support vector 
algorithm. The main multi-class support vector 
algorithms in use now are “one versus rest (1-V-R)” 
and “one versus one (1-V-1)”. When the “1-V-R” 
method is used the binary SVMs should be first 
trained in turn to separate one class from the others, 
and an unknown sample is classified into the class 
which has maximum output；If the “1-V-1” is used, 
it is needed to train the SVMs within every two 
classes，and the class which a new sample belongs to 
is determined through “voting”. Because of the 
computation complexity, the training or 
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classification speeds of both the above multi-class 
algorithms are very slow when the training sample 
number or class number is large. This defect makes 
it very difficult to diagnose faults on-line with these 
two algorithms[5,6].  
The Hierarchical Support Vector Machines 
(H-SVMs)  are applied to diagnose multi-class 
aero-engine faults. In a H-SVM, the training data are 
first classified into two sub-classes, and the 
sub-classes will be classified once more until a basic 
class is obtained. The SVMs are used as the binary 
classifiers here. Compared with “1-V-R” or “1-V-1”, 
the H-SVM method has faster training speed because 
both the training sample number and class number 
are getting decreased from one hierarchy to the next. 
On the other hand, the classification speed is also 
much faster because only parts of the well-trained 
SVMs are chosen for identifying a new sample. One 
of the most important steps to use a H-SVM is to 
design a reasonable hierarchical construction, which 
can make the sub-classes as separable as possible at 
last hierarchy. Zhang G Y and Zhang J presented a 
method in Ref.[7]. In adopting the method presented, 
firstly the clustering centers of each class are 
computed by using fuzzy clustering technique, then 
the SVM sub-classifiers are re-constructed according 
to the clustering centers and the samples which 
belong to those clustering centers. Zhang’s method 
has been successfully applied to the fault diagnosis 
task of a hydroturbine speed regulating system. This 
paper proposes a new algorithm to cluster all the 
training data according to their class-center Euclid 
distances in some feature spaces. With this algorithm, 
the samples that have close distances are divided into 
the same sub-classes for training. The simulation 
results show that the sub-classes have better 
separability and the H-SVM has better generalization 
performance when the new algorithm is used.  
Another main problem in the SVM-based 
aero-engine fault diagnosis method is that Vapnik’ s 
C-SVM is selected as the binary classifier[1-3]. The 
performances of C-SVM are directly influenced by 
the important parameter C, which varies in a wide 
range and is difficult to determine. The difficulty to 
design parameter C leads to the diagnosis 
uncertainty. In this paper, instead of common 
C-SVM, the ν-SVM is used as the binary classifier, 
in which the parameter ν can be determined more 
easily because its meaning is more obvious and it 
varies only from 0 to 1[8-10]. 
1  ν-SVM Classifier 
For the independent and identically distributed 
(i.i.d) training data, 
liy Nii ,,2,1},1,1{),( "=−+×∈Rx      (1) 
the original optimization problem in ν-SVM  
classification algorithm is 
   min ∑+−=
i
il
ξνρρτ 1
2
1),,( wξw       (2) 
     s.t.  ])[( by ii +⋅wx ≥ iξρ −            (3) 
ρ≥0， iξ ≥0               (4) 
Applying Lagrangian optimization theory, and 
incorporating kernels for dot products leaves us with 
the following dual quadratic optimization problem is 
left： 
     max  ),(
2
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,
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s.t.         0≤ iα ≤1/l             (6) 
      ∑ =
i
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  ∑
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iα ≥v               (8) 
The parameters in Eqs.(1)-(8) are defined as 
follows: ν is an upper bound on the fraction of 
margin errors and lower bound on the fraction of 
support vectors (SVs), obviously, 0≤ v≤ 1. To 
understand the role of ,ρ  note that for ,0=ξ the 
constraint Eq.(3) simply states that the two classes 
are separated by the margin wρ2 ； other 
parameters have the same meanings as those in the 
ordinary Refs.[9,10]. 
To compute b and ρ , two sets ±S  are 
considered, of identical size s>0, containing SVs ix  
with li /10 <<α  and 1±=iy , respectively. Then, 
due to the KKT conditions, constraint Eq.(3) 
becomes an equality with 0=iξ . Hence, in terms of 
kernels, 
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The resulting decision function can be shown to 
take the form  
)),(sgn()( bxxKyxf
i
iii += ∑α      (9) 
2  H-SVM Based Multi-class Classification 
Algorithm 
2.1  The determination of H-SVM construction 
The classification accuracy of a H-SVM is 
affected by its hierarchical construction.  
Here, the key step is how to cluster the 
sub-classes A and B at each hierarchy. In this paper, 
the training data are represented by their 
class-centers in some feature space, and the samples 
which have close class-center distances are divided 
into the same sub-classes for training. Here some 
definitions will be given first, and then the cluster 
algorithm is described. 
The training data center of the r-th class in the 
feature space is defined as 
∑=
i
r
i
r
r l
)(1 xm ϕ , 
where ),,2,1( r
Nr
i li "=∈Rx  are training inputs of 
the r-th class in the original input space, )(⋅ϕ is a 
nonlinear map from input space to the feature space. 
Similarly, the training data center of n classes in 
the feature space is written as 
∑=
r
rn n
mM 1  
Finally, The Euclid distance between rm  and 
nM  is computed in the form 
2, rnrn
d mM −=  
and the following formula can be derived from the 
definition of kernel 
 
 
 
 
 
The steps to classify the training data into 
sub-classes A and B are expressed as follows: 
① Let a=1, e=1；select any of the training 
classes as the first element of sub-class A and mark 
it with A1,let the center of A1 be the center of 
sub-class A： .1AA mM =  
② Let an = , compute the distances between 
MA and other class-centers according to Eq.(10). 
③ The training class which is farthest from MA 
is classified into sub-class B and is marked with B1, 
let the center of B1 be the center of sub-class B：
.
1BB
mM =   
④ The training class which is closest from MA 
is marked with “near”; let en = ，compute the 
distance between BM  and “near” according to 
Eq.(10).  
If near,near, AB dd > ，“near” belongs to sub-class 
A， 1+= aa ， ∑
∈
=
Ar
rA a
mM 1 ；or else, “near” belongs 
to sub-class B， 1+= ee ， ∑
∈
=
Br
rB e
mM 1 . 
⑤  Let ,an = and re-compute the distances 
between AM  and the rest class-centers according 
to Eq.(10).  
⑥  Step ④  and ⑤  are iterated until the 
classification is finished. 
At each hierarchy, the training data are 
classified into sub-class A or sub-class B with the 
above six steps. Therefore, the corresponding 
hierarchical construction called optimal H-SVM 
construction can be determined. 
2.2  Multi-class classification algorithm 
In terms of the optimal H-SVM construction, 
the corresponding binary SVMs are trained one after 
another with the training samples of sub-classes A 
and B. 
An unknown new sample is classified 
according to the following steps from the top 
hierarchy to the bottom one: using Eq.(9), if the 
output of the new sample is +1, which means the 
new sample belongs to sub-class A, the new 
sample is re-classified once more at next hierarchy 
relative to sub-class A; otherwise, the reclassi- (10)),(
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fication is continued at next hierarchy relative to 
sub-class B, until some basic class of the new 
sample is decided.  
2.3  Analyses of training and classification speed 
The training time T for each SVM is 
approximately in the form[11] 
γzaT 0=  
where a0 is a constant, z is the sample numbers for 
training, and γ  is a parameter relating to the 
SVM implementing algorithm. 2≈γ , if SMO
（Sequential Minimal Optimization）algorithm is 
used[11]. 
When the total training sample number is l, the 
total training time of method 1-V-R is 
γlkaT 0RV1 =−−  
For method 1-V-1, the total training time can be 
computed in the following formula if the training 
sample numbers in each class are equal: 
γγγ
γ
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k
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and specially, when 2≈γ ， γlaT 01V1 2≈−− . 
If the H-SVM which hierarchical construction 
is symmetrical is used, and tk 2= ( t  is a positive 
integer), the total training time is  
γ
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=
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Fig.1 shows the relative training times of the 
above three methods under various training sample 
numbers (k=8). Obviously, the H-SVM method has 
the fastest training speed because its relative training 
time is the shortest among the three. Otherwise, the 
training speed superiority of H-SVM method will be 
much greater when the training sample number 
becomes larger. 
The class number k has little influence on 
1V1 −−T  and SVMH−T , but SVMH−T  is always smaller 
than 1V1 −−T . The increase of RV1 −−T  is proportional 
to the parameter k. 
The classification speed of a SVM algorithm 
 
depends on the following factors:①SVM classifier 
number for identifying one unknown sample, and 
②the support vector number in every classifier, i.e， 
classifier complexity. The smaller the first factor is, 
as well as the lower the second factor is, the faster 
the classification speed will be. Table 1 gives the 
comparison results of the two factors among the 
three diagnosis methods. When k is getting larger, 
the H-SVM method is much smaller in SVM 
number than the other two methods, and this is 
demonstrated in Fig.2. Further more，the H-SVM 
only has a little high SVM complexity than 1-V-1, 
and its SVM complexity is getting decreased from 
one hierarchy to the next. Generally speaking, the 
H-SVM method will gain an advantage over 1-V-1 
and 1-V-R in classification speed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1  The training times of the three methods under various
training sample numbers( k =8) 
Fig.2  SVM numbers for one unknown sample under 
various class numbers 
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Table 1  Comparison results of SVM number and SVM       
complexity among the three methods 
 
 
 
 
 
 
3  Fault Diagnosis for Aero-engine 
As an applying example, a fault diagnosis 
simulation experiment for the gas path components 
of a turbojet engine is discussed in this section. The 
purpose here is to deduce which fault class the 
unknown sample belongs to with its fault symptom 
parameters as well as the well-trained H-SVMs. In 
SVM training, the given fault symptom parameters 
will be used as SVM inputs, the training samples of 
sub-class A will have expected outputs +1, and other 
expected outputs corresponding to sub-class B are all 
-1. Each SVM involves eight input parameters: 
high-pressure rotator speed NH, low-pressure rotator 
speed NL, exportation-pressure in high-pressure 
compressor P2, exportation-pressure in low- pressure 
compressor Px, exportation-pressure in high-pressure 
turbine Py, exportation-pressure in low-pressure 
turbine P4, exportation-temperature in high-pressure 
compressor T2 and exportation-temperature in 
low-pressure turbine T4. All the input parameters are 
indicated with the relative values deviating from 
standard state and have no unit. Gaussian function is 
selected as the kernel 
)
2
exp(),( 2
2
σ
i
i
xx
xxK
−−=  
3.1  Single fault diagnosis   
The single fault type consists of five fault 
classes including no fault (NON), low-pressure 
compressor fault (LP), high-pressure compressor 
fault (HP), low-pressure turbine fault（LT）and 
high-pressure turbine fault(HT), which are given 
related fault numbers from 0 to 4 for convenience. 
The training data are from samples No.1 to No.48 in 
Table 7-3 in Ref.[12], and the testing data are from 
No.49 to No.72 in the same table. The simulation 
results are computed in MATLAB 6.5, making it a 
condition that the inputs are pre-processed within [0，
1]. The kernel parameter 2σ  is equal to 0.05. 
Table 2 gives the results of two performance 
indices in SVM0-1,2,3,4 training, at different ν values. 
The two performance indices are margin ( wρ2 ) 
and the fraction of errors (the proportion of margin 
error numbers to training sample numbers). From 
Table 2, it can be known that the values of both the 
performance indices are increased when ν is getting 
increased, and this conclusion is just in accord with 
the real meaning of parameter ν. Similar results can 
be obtained when some other SVMs are trained. 
Here, SVM0-1,2,3,4 mean that fault 0 is classified into 
sub-class A, while faults 1-4 into sub-class B. 
With the help of the above computing results, 
the parameter ν can be designed conveniently. Take 
SVM0-1,2,3,4 for example, if no training sample is 
allowed to be misclassified, ν must be in 0.1-0.2; 
while ν may be in 0.4-0.5 if one training sample is 
allowed to be misclassified. When ν is increased 
from 0.1-0.2 to 0.4-0.5, the margin will also be 
increased from less than 0.149 5 to a new value 
greater than 0.207 1, and the generalization ability 
will certainly get better, too. 
According to the algorithm in Section 2, the 
optimal H-SVM construction for the single fault 
diagnosis problem is SVM0,1,2-3,4→SVM0,1-2/SVM3-4
→SVM0-1. The margins and numbers of errors under 
different H-SVM constructions are given in Table 3, 
where the former are maximum values on the 
Diagnosis method SVM Number SVM Complexity 
H-SVM k2log  Middle 
1-V-R k  High 
1-V-1 2/)1( −kk  Low 
Table 2  Fractions of errors and margins under different ν values 
ν 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Fraction of error 0 1/48 1/48 1/48 2/48 2/48 3/48 3/48 7/48 
Margin 0.122 7 0.149 5 0.167 2 0.207 1 0.234 2 0.282 3 0.333 6 0.402 9 0.447 2
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condition of no training sample errors and the latter 
are got for the testing samples. Through comparing it 
is understood that the SVMs in each hierarchy have 
maximum margins (best generalization ability) and 
minimum numbers of errors when the optimal 
H-SVM construction is used. 
 
 
 
 
 
 
 
 
 
 
 
 
 
On the other hand, the better generalization 
ability of the classifier with optimal H-SVM 
construction (simply called optimal classifier) can 
also be evaluated when the inputs of the testing 
samples are disturbed by noises. If all the 24 testing 
samples are required to be diagnosed correctly, the 
optimal classifier can tolerate normally distributed 
noise with mean 0.14 and standard deviation 0.01, 
but the classifier which has H-SVM construction 
SVM0-1,2,3,4→SVM1,2-3,4→SVM1-2 /SVM3-4 can only 
tolerate the same distributed noise with mean 0.02. 
Furthermore, when the classifier with H-SVM 
construction SVM0,3,4-1,2 → SVM0-3,4/SVM1-2 →
SVM3-4 is used, all the testing samples correctly can 
never diagnosed even if the inputs are not disturbed 
by any noises. 
3.2  Combination fault diagnosis   
The combination fault type is composed of 
eight fault classes: LP+HP，HP+HT，HT+LT，
LP+LT，LP，HP，HT，LT, which have fault numbers 
from 1 to 8, respectively. The training data are from 
samples No.1 to No.32 in Table 7-5 in Ref.[12], and 
the testing data are from No.33 to No.48 in the same 
table. The kernel parameter 2σ  now is 0.055, and 
the simulation tool is still MATLAB 6.5. Just like 
single fault diagnosis, the inputs are also 
pre-processed within [0,1]. 
The optimal H-SVM construction for the 
combination fault diagnosis problem is in Fig.3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Similarly to the single fault diagnosis, for the 
combination fault diagnosis problem, the SVMs in 
each hierarchy also have maximum margins (best 
generalization ability) and minimum numbers of 
errors when the optimal H-SVM construction is used. 
The corresponding results are shown in Table 4. In 
addition, the optimal classifier can tolerate normally 
distributed noise with mean 0.11 and standard 
deviation 0.01 when all the 16 testing samples are 
diagnosed correctly, but the classifier with other kind 
of H-SVM construction can not tolerate the noise up 
to this level. 
Table 4  Margins and numbers of errors under different 
       H-SVM constructions (combination fault 
diagnosis) 
Hierarchy SVM ν Margin 
Number of 
errors 
SVM1,2,3,4-5,6,7,8 0.64 0.192 8 0 
SVM1,4,5,6-2,3,7,8 0.10 0.180 1 1 1 
SVM1,3,5,7-2,4,6,8 0.10 0.065 6 5 
SVM1,4-2,3 0.76 0.440 4 0 
SVM1,2-3,4 0.10 0.111 1 1 2 
SVM1,3-2,4 0.10 0.103 4 2 
SVM5,8-6,7 0.71 0.432 1 0 
SVM5,6-7,8 0.51 0.416 8 0 2 
SVM5,7-6,8 0.10 0.339 5 1 
Table 3  Margins and numbers of errors under different
      H-SVM constructions (single fault diagnosis) 
Hierarchy SVM ν Margin 
Number of 
errors 
SVM0,1,2-3,4 0.45 0.339 5 0 
SVM0,1-2,3,4 0.64 0.306 0 0 
SVM0-1,2,3,4 0.14 0.132 8 0 
1 
SVM0,3,4-1,2 0.10 0.129 7 1 
SVM0,1-2 0.33 0.392 3 0 
SVM0-1,2 0.11 0.164 7 0 2 
SVM0,2-1 0.10 0.149 3 1 
Fig.3  The optimal H-SVM construction for the combination
fault diagnosis problem 
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It is shown in Ref.[12] that the neural networks 
can not keep satisfactory generalization for the 
combination fault diagnosis. For example, it is 
necessary to obtain some other fault symptom 
signals if SOFM neural network is used to solve the 
above problem. The simulation results in this paper 
prove that the classifier with optimal H-SVM 
construction can diagnose the combination faults of 
aero-engine gas path components properly.  
4  Conclusions 
(1) The simulation results show that the single 
faults and combination faults of aero-engine gas path 
components can be diagnosed effectively by 
applying H-SVM method, which is superior to the 
ordinary SVM method such as 1-V-R or 1-V-1 in 
training and classification speed, and therefore is 
convenient for on-line diagnosis. 
(2) According to the algorithm clustering 
sub-classes A and B at each hierarchy in this paper, 
the reasonable H-SVM hierarchical construction can 
be obtained and the SVMs in the classifier will have 
maximum margins or best generalization ability. 
(3) The ν-SVM, not the common C-SVM, is the 
binary classifier, in which parameter ν has more 
obvious meanings and varies only in (0,1), and 
therefore can be determined more easily.  
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