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Abstract
Assessing the magnitude of cause-and-effect
relations is one of the central challenges found
throughout the empirical sciences. The prob-
lem of identification of causal effects is con-
cerned with determining whether a causal ef-
fect can be computed from a combination of
observational data and substantive knowledge
about the domain under investigation, which
is formally expressed in the form of a causal
graph. In many practical settings, however, the
knowledge available for the researcher is not
strong enough so as to specify a unique causal
graph. Another line of investigation attempts
to use observational data to learn a qualita-
tive description of the domain called a Markov
equivalence class, which is the collection of
causal graphs that share the same set of ob-
served features. In this paper, we marry both
approaches and study the problem of causal
identification from an equivalence class, repre-
sented by a partial ancestral graph (PAG). We
start by deriving a set of graphical properties of
PAGs that are carried over to its induced sub-
graphs. We then develop an algorithm to com-
pute the effect of an arbitrary set of variables
on an arbitrary outcome set. We show that
the algorithm is strictly more powerful than the
current state of the art found in the literature.
1 INTRODUCTION
Science is about explaining the mechanisms underlying a
phenomenon that is being investigated. One of the marks
imprinted by these mechanisms in reality is cause and
effect relationships. Systematically discovering the ex-
istence, and magnitude, of causal relations constitutes,
therefore, a central task in scientific domains. The value
of inferring causal relationships is also tremendous in
other, more practical domains, including, for example,
engineering and business, where it is often crucial to un-
derstand how to bring about a specific change when a
constrained amount of controllability is in place. If our
goal is to build AI systems that can act and learn au-
tonomously, formalizing the principles behind causal in-
ference, so that these systems can leverage them, is a fun-
damental requirement (Pearl and Mackenzie, 2018).
One prominent approach to infer causal relations lever-
ages a combination of substantive knowledge about
the domain under investigation, usually encoded in
the form of a causal graph, with observational (non-
experimental) data (Pearl, 2000; Spirtes et al., 2001;
Bareinboim and Pearl, 2016). A sample causal graph is
shown in Fig. 1a such that the nodes represent variables,
directed edges represent direct causal relation from tails
to heads, and bi-directed arcs represent the presence of
unobserved (latent) variables that generate a spurious as-
sociation between the variables, also known as confound-
ing bias (Pearl, 1993). The task of determining whether
an interventional (experimental) distribution can be com-
puted from a combination of observational and experi-
mental data together with the causal graph is known as
the problem of identification of causal effects (identifi-
cation, for short). For instance, a possible task in this
case is to identify the effect of do(X=x) on V4=v4, i.e.
Px(v4), given the causal graph in Fig. 1a and data from
the observational distribution P (x, v1, ..., v4).
The problem of identification has been extensively
studied in the literature, and a number of criteria have
been established (Pearl, 1993; Galles and Pearl, 1995;
Kuroki and Miyakawa, 1999; Tian and Pearl, 2002;
Huang and Valtorta, 2006; Shpitser and Pearl, 2006;
Bareinboim and Pearl, 2012), which include the cele-
brated back-door criterion and the do-calculus (Pearl,
1995). Despite their power, these techniques require
a fully specified causal graph, which is not always
available in practical settings.
Another line of investigation attempts to learn a qual-
itative description of the system, which in the ideal
case would lead to the “true” data-generating model,
the blueprint underlying the phenomenon being inves-
tigated. These efforts could certainly be deemed more
“data-driven” and aligned with the zeitgeist in machine
learning. In practice, however, it is common that only
an equivalence class of causal models can be consis-
tently inferred from observational data (Verma, 1993;
Spirtes et al., 2001; Zhang, 2008b). One useful charac-
terization of such an equivalence class comes under the
rubric of partial ancestral graphs (PAGs), which will be
critical to our work. Fig. 1 shows the PAG (right) that
can be inferred from observational data that is consistent
with the true causal model (left). The directed edges in
a PAG signify ancestral relations (not necessarily direct)
and circle marks stand for structural uncertainty.
In this paper, we analyze the marriage of these two lines
of investigation, where the structural invariance learned
in the equivalence class will be used as input to iden-
tify the strength of causal effect relationships, if possible.
Identification from an equivalence class is considerably
more challenging than from a single diagram due to the
structural uncertainty regarding both the direct causal re-
lations among the variables and the presence of latent
variables that confounds causal relations between ob-
served variables. Still, there is a growing interest in iden-
tifiability results in this setting (Maathuis et al., 2010).
Zhang (2007) extended the do-calculus to PAGs. In prac-
tice, however, it is in general computationally hard to de-
cide whether there exists (and, if so, find) a sequence
of applications of the rules of the generalized calculus
to identify the interventional distribution. Perkovic´ et al.
(2015) generalized the back-door criterion to PAGs, and
provided a sound and complete algorithm to find a back-
door admissible set, should such a set exist. However,
in practice, the back-door criterion is not as powerful as
the do-calculus, since no adjustment set exists for many
identifiable causal effects. Jaber et al. (2018b) general-
ized the work of (Tian and Pearl, 2002) and devised a
graphical criterion to identify causal effects with single-
ton interventions in PAGs.1
Building on this work, we develop here a decomposi-
tion strategy akin to the one introduced in (Tian, 2002)
to identify causal effects given a PAG. Our proposed ap-
proach is computationally more attractive than the do-
1Another possible approach is based on SAT (boolean con-
straint satisfaction) solvers (Hyttinen et al., 2015). Given its
somewhat distinct nature, a closer comparison lies outside the
scope of this paper. We note, however, that an open research
direction would be to translate our systematic approach into
logical rules so as to help improving the solver’s scalability.
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Figure 1: A causal model (left) and the inferred PAG (right).
calculus as it provides a systematic procedure to identify
a causal effect, if identifiable. It is also more powerful
than the generalized adjustment criterion, as we show
later. More specifically, our main contributions are:
1. We study some critical properties of PAGs and show
that they also hold in induced subgraphs of a PAG
over an arbitrary subset of nodes. We further study
Tian’s c-component decomposition and relax it to
PAGs (when only partial knowledge about the an-
cestral relations and c-components is available).
2. We formulate a systematic procedure to compute
the effect of an arbitrary set of intervention variables
on an arbitrary outcome set from a PAG and obser-
vational data. We show that this algorithm is strictly
more powerful than the adjustment criterion.
2 PRELIMINARIES
In this section, we introduce the basic notation and ma-
chinery used throughout the paper. Bold capital letters
denote sets of variables, while bold lowercase letters
stand for particular assignments to those variables.
Structural Causal Models. We use the language of
Structural Causal Models (SCM) (Pearl, 2000, pp. 204-
207) as our basic semantic framework. Formally, an
SCM M is a 4-tuple 〈U, V, F, P (u)〉, where U is a set
of exogenous (latent) variables and V is a set of en-
dogenous (measured) variables. F represents a collec-
tion of functions F = {fi} such that each endogenous
variable Vi ∈ V is determined by a function fi ∈ F ,
where fi is a mapping from the respective domain of
Ui ∪ Pai to Vi, Ui ⊆ U , Pai ⊆ V \ Vi. The uncer-
tainty is encoded through a probability distribution over
the exogenous variables, P (u). A causal diagram associ-
ated with an SCM encodes the structural relations among
V ∪ U , in which an arrow is drawn from each member
of Ui ∪ Pai to Vi. We constraint our results to recur-
sive systems, which means that the corresponding dia-
gram will be acyclic. The marginal distribution over the
endogenous variables P (v) is called observational, and
factorizes according to the causal diagram, i.e.:
P (v) =
∑
u
∏
i
P (vi|pai, ui)P (u)
Within the structural semantics, performing an action
X=x is represented through the do-operator, do(X=x),
which encodes the operation of replacing the original
equation forX by the constant x and induces a submodel
Mx. The resulting distribution is denoted byPx, which is
the main target for identification in this paper. For details
on structural models, we refer readers to (Pearl, 2000).
Ancestral Graphs. We now introduce a graphical rep-
resentation of equivalence classes of causal diagrams. A
mixed graph can contain directed (→) and bi-directed
edges (↔). A is a spouse of B if A ↔ B is present. An
almost directed cycle happens when A is both a spouse
and an ancestor of B. An inducing path relative to L
is a path on which every node V /∈ L (except for the
endpoints) is a collider on the path (i.e., both edges in-
cident to V are into V ) and every collider is an ances-
tor of an endpoint of the path. A mixed graph is an-
cestral if it doesn’t contain a directed or almost directed
cycle. It is maximal if there is no inducing path (relative
to the empty set) between any two non-adjacent nodes. A
Maximal Ancestral Graph (MAG) is a graph that is both
ancestral and maximal. MAG models are closed under
marginalization (Richardson and Spirtes, 2002).
In general, a causal MAG represents a set of causal mod-
els with the same set of observed variables that entail
the same independence and ancestral relations among the
observed variables. Different MAGs may be Markov
equivalent in that they entail the exact same indepen-
dence model. A partial ancestral graph (PAG) represents
an equivalence class of MAGs [M], which shares the
same adjacencies as every MAG in [M] and displays all
and only the invariant edge marks.
Definition 1 (PAG). Let [M] be the Markov equivalence
class of an arbitrary MAGM. The PAG for [M], P , is a
partial mixed graph such that:
i. P has the same adjacencies as M (and hence any
member of [M]) does.
ii. An arrowhead is inP iff shared by all MAGs in [M].
iii. A tail is in P iff shared by all MAGs in [M].
iv. A mark that is neither an arrowhead nor a tail is
recorded as a circle.
A PAG is learnable from the conditional independence
and dependence relations among the observed variables
and the FCI algorithm is a standard method to learn such
an object (Zhang, 2008b). In short, a PAG represents
an equivalence class of causal models with the same ob-
served variables and independence model.
Graphical Notions. Given a DAG, MAG, or PAG, a
path between X and Y is potentially directed (causal)
from X to Y if there is no arrowhead on the path point-
ing towards X . Y is called a possible descendant of
X and X a possible ancestor of Y if there is a poten-
tially directed path from X to Y . A set A is (descen-
dant) ancestral if no node outside A is a possible (de-
scendant) ancestor of any node in A. Y is called a pos-
sible child of X , i.e. Y ∈ Ch(X), and X a possible
parent of Y , i.e. X ∈ Pa(Y ), if they are adjacent and
the edge is not into X . For a set of nodes X, we have
Pa(X) = ∪X∈XPa(X) and Ch(X) = ∪X∈XCh(X).
Given two sets of nodes X and Y, a path between them
is called proper if one of the endpoints is in X and the
other is in Y, and no other node on the path is in X or
Y. For convenience, we use an asterisk (*) to denote any
possible mark of a PAG (◦, >,−) or a MAG (>,−). If
the edge marks on a path between X and Y are all cir-
cles, we call the path a circle path.
A directed edge X → Y in a MAG or PAG is visible
if there exists no DAG D(V,L) in the corresponding
equivalence class where there is an inducing path be-
tweenX and Y that is intoX relative to L. This implies
that a visible edge is not confounded (X ← Ui → Y
doesn’t exist). Which directed edges are visible is easily
decidable by a graphical condition (Zhang, 2008a), so we
simply mark visible edges by v. For brevity, we refer to
any edge that is not a visible directed edge as invisible.
Identification Given a Causal DAG. Tian and Pearl
(2002) presented an identification algorithm based on a
decomposition strategy of the DAG into a set of so-called
c-components (confounded components).
Definition 2 (C-Component). In a causal DAG, two ob-
served variables are said to be in the same c-component
if and only if they are connected by a bi-directed path,
i.e. a path composed solely of such bi-directed treks as
Vi ← Uij → Vj , where Uij is an exogenous variable.
For convenience, we often refer to a bi-directed trek like
Vi ←Uij→ Vj as a bi-directed edge between Vi and Vj
(and Uij is often left implicit). For any set C ⊆ V, we
define the quantity Q[C] to denote the post-intervention
distribution ofC under an intervention onV \C:
Q[C] = Pv\c(c) =
∑
u
∏
{i|Vi∈C}
P (vi|pai, ui)P (u)
The significance of c-components and their decomposi-
tion is evident from (Tian, 2002, Lemmas 10, 11), which
are the basis of Tian’s identification algorithm.
3 REVISIT IDENTIFICATION IN DAGS
We revisit the identification results in DAGs, focusing on
Tian’s algorithm (Tian, 2002). Our goal here is to have an
amenable algorithm that allows the incorporation of the
structural uncertainties arising in the equivalence class.
Let DA denote the (induced) subgraph of a DAG
D(V,L) over A ⊆ V and the latent parents of A (i.e.
Pa(A) ∩ L). The original algorithm (Alg. 5 in (Tian,
2002)) alternately applies Lemmas 10 and 11 in (Tian,
2002) until a solution is derived or a failure condition is
triggered. We rewrite this algorithm with a more local,
atomic criterion based on the following results.
Definition 3 (Composite C-Component). Given a DAG
that decomposes into c-components S1, . . . , Sk, k ≥ 1,
a composite c-component is the union of one or more of
these c-components.
Lemma 1. Given a DAG D(V,L), X ⊂ T ⊆ V, and
Pv\t the interventional distribution of V \ T on T. Let
SX denote a composite c-component containing X in
DT. If X is a descendant set in DSX , then Q[T \ X]
is identifiable and given by
Q[T \X] =
Pv\t
Q[SX]
×
∑
x
Q[SX] (1)
Proof. By (Tian, 2002, Lemma 11), Q[T] decomposes
as follows.
Q[T] = Q[T \ SX]×Q[SX] =
Q[T]
Q[SX]
×Q[SX]
Q[SX] is computable from Pv\t using Lemma 11 in
(Tian, 2002), andQ[SX \X] is computable fromQ[SX]
using (Tian, 2002, Lemma 10) as X is a descendant set
in DSX . Therefore,
Q[T \X] =
Pv\t
Q[SX]
·Q[SX \X] =
Pv\t
Q[SX]
·
∑
x
Q[SX]
The next result follows directly whenX is a singleton.
Corollary 1. Given a DAG D(V,L), X ∈ T ⊆ V, and
Pv\t. If X is not in the same c-component with a child
in DT, then Q[T \ {X}] is identifiable and given by
Q[T \ {X}] =
Pv\t
Q[SX ]
×
∑
x
Q[SX ] (2)
where SX is the c-component ofX in DT.
Algorithm 1: ID(x,y) given DAG G
input : two disjoint setsX,Y ⊂ V
output: Expression for Px(y) or FAIL
1. LetD = An(Y)GV\X
2. Let the c-components of GD beDi, i = 1, . . . , k
3. Px(y) =
∑
d\y
∏
i Identify(Di,V, P )
Function Identify(C,T, Q = Q[T]):
ifC = T then
returnQ[T];
end
/* Let S
B
be the c-component of {B} in GT */
if ∃B ∈ T \C such that SB ∩ Ch(B) = ∅ then
ComputeQ[T \ {B}] from Q; // Corollary 1
return Identify(C,T \ {B}, Q[T \ {B}]);
else
throw FAIL;
end
The significance of Corol. 1 stems from the fact that it
can be used to rewrite the identification algorithm in a
step-wise fashion, which is shown in Algorithm 1. The
same is equivalent to the original algorithm since neither
one of Lemmas 10 nor 11 in (Tian, 2002) is applicable
whenever Corol. 1 is not applicable, which is shown by
Lemmas 2 and 3. This result may not be surprising since
Corol. 1 follows from the application of these lemmas.
Lemma 2. Given a DAG D(V,L), C ⊂ T ⊆ V. If
A = An(C)DT 6= T, then there exist some node X ∈
T \A such that X is not in the same c-component with
any child in DT.
Proof. If A 6= T, then T \A is a non-empty set where
none of the nodes is an ancestor of A. Since the graph
is acyclic, then at least one node of T \ A is with no
children. Hence, the above conclusion follows.
Lemma 3. Given a DAG D(V,L), C ⊂ T ⊆ V, and
assume DC is a single c-component. If DT partitions
into c-components S1 . . .Sk, where k > 1, then there
exists some nodeX ∈ Si such thatC 6⊆ Si andX is not
in the same c-component with any child in DT.
Proof. SubgraphDSi is acyclic, so there must exist some
node (X) that doesn’t have any children inDSi . Since Si
is one of the c-components in DT, then X is not in the
same c-component with any of its children in DT.
The revised algorithm requires checking an atomic
criterion at every instance of the recursive routine
Identify. This might not be crucial when the pre-
cise causal diagram is known and induced subgraphs
preserve a complete graphical characterization of the
c-components and the ancestral relations between the
nodes. The latter, unfortunately, doesn’t hold when the
model is an equivalence class represented by a PAG.2
4 PAG-SUBGRAPH PROPERTIES
Evidently, induced subgraphs of the original causal
model play a critical role in identification (cf Alg. 1).
It is natural to expect that in the generalized setting we
study here, induced subgraphs of the given PAG will also
play an important role. An immediate challenge, how-
ever, is that a subgraph of a PAG P over V induced by
A ⊆ V is, in general, not a PAG that represents a full
Markov equivalence class. In particular, if D(V,L) is a
DAG in the equivalence class represented by P , PA is in
general not the PAG that represents the equivalence class
of DA. To witness, let D and P denote the DAG and
the corresponding PAG in Figure 1, respectively, and let
A = {V1, V2, X, V4}. The induced subgraph of P over
A (Fig. 2a) does not represent the equivalence class of
the corresponding induced subgraph of D (Fig. 2b). De-
spite this subtlety, we establish a few facts below show-
ing that for any A ⊆ V and any DAG D in the equiv-
alence class represented by P , some information about
DA, which is particularly relevant to identification, can
be read off from PA.
Proposition 1. Let P be a PAG overV, andD(V,L) be
any DAG in the equivalence class represented by P . Let
X 6= Y be two nodes in A ⊆ V. If X is an ancestor of
Y in DA, thenX is a possible ancestor of Y in PA.
Proof. If X is an ancestor of Y in DA, then there is a
path p in DA composed of nodes 〈X = V0, . . . , Y =
Vm〉, m ≥ 1 such that Vi ∈ A and Vi → Vi+1,
0 ≤ i < m. Path p is obviously also present in D, and
consequently the correspondingMAGM. Hence, p cor-
responds to a possibly directed path in P . Since all the
nodes along p are inA, then p is present in PA and soX
is a possible ancestor of Y in PA.
This simple proposition guarantees that possible-
ancestral relationship in PA subsumes ancestral relation-
ship in DA for every D in the class represented by P .
This is illustrated by DA and PA in Figures 2a and 2b.
Given an induced subgraph of a PAG, PA, a directed
edge X → Y in PA is said to be visible if for every
2 We thank a reviewer for bringing to our attention a similar
formulation of Alg. 1 (Richardson et al., 2017, Thm. 60).
DAG D in the class represented by P , there is no induc-
ing path in DA between X and Y relative to the latent
nodes in DA that is intoX .
Lemma 4. Let P be a PAG over V, and PA be an in-
duced subgraph of P overA ⊆ V. For everyX → Y in
PA, if it is visible in P , then it remains visible in PA.
Proof. Let D(V,L) be any causal model in the equiva-
lence class represented by P , and letX → Y be a visible
edge in P , X,Y ∈ A. Then, there is no inducing path
between X and Y relative to L that is into X in D. It
follows that no such inducing path (relative to the latent
nodes in DA) exists in the subgraphDA.
Visibility is relevant for identification because it im-
plies absence of confounding, which is the major obsta-
cle to identification. Lemma 4 shows that an edge in
an induced subgraph that is visible in the original PAG
also implies absence of confounding in the induced sub-
graphs. Interestingly, note that a directed edge X → Y
in PA, visible or not, does not imply that X is an ances-
tor of Y inDA for everyD in the class represented by P .
For example,X is not an ancestor of V4 in Fig. 2b, even
thoughX → V4 is a visible edge in Fig. 2a.
Definition 4 (PC-Component). In a MAG, a PAG, or any
of its induced subgraphs, two nodes X and Y are in
the same possible c-component (pc-component) if there
is a path between the two nodes such that (1) all non-
endpoint nodes along the path are colliders, and (2) none
of the edges is visible.
As alluded earlier, a c-component in a causal graph plays
a central role in identification. The following proposition
establishes a graphical condition in an induced subgraph
PA that is necessary for two nodes being in the same
c-component in DA for some DAG D represented by P .
Proposition 2. Let P be a PAG over V, and D(V,L)
be any DAG in the equivalence class represented by P .
For any X,Y ∈ A ⊆ V, if X and Y are in the same
c-component in DA, then X and Y are in the same pc-
component in PA.
Proof Sketch. If X and Y are in the same c-component
in DA, then there is a path p in DA composed of nodes
〈X = V0, . . . , Y = Vm〉, m ≥ 1, such that Vi ∈ A and
Vi ← Li,i+1 → Vi+1, 0 ≤ i < m. We prove that X and
Y are in the same pc-component in M, the MAG of D
overV, due to a path p′ over a subsequence of p. We then
show that X and Y are in the same pc-component in P ,
the PAG ofM, due to a path p∗ over a subsequence of p′.
Since all the nodes along p∗ are in A, then p∗ is present
in PA, and so X and Y are in the same pc-component
in PA. Due to space constraints, the complete proofs are
provided in (Jaber et al., 2018a).
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(a) Subgraph of Fig. 1b.
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Figure 2: Example for properties discussed in Section 4
This result provides a sufficient condition for not belong-
ing to the same c-component in any of the relevant causal
graphs. In Fig. 2a, for example, V1 and V4 or X and
V4 are not in the same pc-component, which implies by
Prop. 2 that they are not in the same c-component in DA
for any DAG D in the equivalence class represented by
the PAG in Fig. 1b.
As a special case of Def. 4, we define the following no-
tion, which will prove useful later on.
Definition 5 (DC-Component). In a MAG, a PAG, or
any of its induced subgraphs, two nodesX and Y are in
the same definite c-component (dc-component) if they are
connected with a bi-directed path, i.e. a path composed
solely of bi-directed edges.
One challenge with the notion of pc-component is that
it is not transitive as c-component is. Consider the PAG
V1 ◦−◦ V2 ◦−◦ V3. Here, V1 and V2 are in the same
pc-component, V2 and V3 are in the same pc-component,
however, V1 and V3 are not in the same pc-component.
Hence, we define a notion that is a transitive closure of
the notion of pc-component, which will prove instrumen-
tal to our goal.
Definition 6 (CPC-Component). Let P denote a PAG
or a corresponding induced subgraph. Nodes X and
Y are in the same composite pc-component in P , de-
noted cpc-component, if there exist a sequence of nodes
〈X = V0, . . . , Y = Vm〉, m ≥ 1, such that Vi and Vi+1
are in the same pc-component, 0 ≤ i < m.
It follows from the above definition that a PAG or an in-
duced subgraph P can be decomposed into unique sets
of cpc-components. For instance, the cpc-components in
Fig. 2a are S1 = {V1, V2, X} and S2 = {V4}. The sig-
nificance of a cpc-component is that it corresponds to a
composite c-component in the relevant causal graphs as
shown in the following proposition.
Proposition 3. Let P be a PAG over V, D(V,L) be
any DAG in the equivalence class represented by P , and
A ⊆ V. IfC ⊆ A is a cpc-component in PA, then C is
a composite c-component in DA.
Proof. According to Definition 6, C includes all the
nodes that are in the same pc-componentwith some node
inC in PA. If follows from the contrapositive of Prop. 2
Algorithm 2: PTO Algorithm
input : PAG P overV
output: PTO over P
1- Create singleton bucketsBi each containing Vi ∈ V.
2- Merge bucketsBi andBj if there is a circle edge
between them (Bi ∋ X ◦−◦ Y ∈ Bj).
3- while set of buckets (B) is not empty do
(i) ExtractBi with only arrowheads incident on it.
(ii) Remove edges betweenBi and other buckets.
end
4- The partial order is B1 < B2 < · · · < Bm in reverse
order of the bucket extraction. Hence,B1 is the last
bucket extracted and Bm is the first bucket extracted.
that no node outside C is in the same c-component with
any node in C in DA. Hence, set C represents a com-
posite c-component in DA by Definition 3.
Recall that the algorithm for identification given a DAG
uses a topological order over the nodes. Similarly, the
algorithm we design for PAGs will depend on some (par-
tial) topological order. Thanks to the possible presence
of circle edges (◦−◦) in a PAG, in general, there may be
no complete topological order that is valid for all DAGs
in the equivalence class. Algorithm 2 presents a proce-
dure to derive a partial topological order over the nodes
in a PAG, using buckets of nodes that are connected with
circle paths (Jaber et al., 2018b). This algorithm remains
valid over an induced subgraph of a PAG. To show this,
the following lemma is crucial:
Lemma 5. Let P be a PAG over V, and PA be the in-
duced subgraph over A ⊆ V. For any three nodes A,
B, C, if A∗→ B ◦−∗C, then there is an edge between A
and C with an arrowhead at C, namely, A∗→ C. Fur-
thermore, if the edge between A and B is A → B, then
the edge between A and C is either A → C or A◦→ C
(i.e., it is not A↔ C).
Proof. Lemma 3.3.1 of (Zhang, 2006) establishes the
above property for every PAG. By the definition of an
induced subgraph, the property is preserved in PA.
Thus, a characteristic feature of PAGs carries over to
their induced subgraphs. It follows that Algorithm 2 is
sound for induced subgraphs as well.
Proposition 4. Let P be a PAG over V, and let PA be
the subgraph of P induced by A ⊆ V. Then, Algo-
rithm 2 is sound over PA, in the sense that the partial
order is valid with respect to DA, for every DAG D in
the equivalence class represented by P .
Proof. LetD be any DAG in the equivalence class repre-
sented by P . By Prop. 1, the possible-ancestral relations
in PA subsume those present in DA. Hence, a partial
topological order that is valid with respect to PA is valid
with respect to DA. The correctness of Alg. 2 with re-
spect to a PAG in (Jaber et al., 2018b) depends only on
the property in Lemma 5, a proof of which is given in the
Supplementary Materials for completeness. Therefore,
thanks to Lemma 5, the algorithm is also sound with re-
spect to an induced subgraph PA.
For example, for PA in Fig. 2a, a partial topological or-
der over the nodes is V1 < V2 < X < V4, which is valid
for all the relevant DAGs.
With these results about induced subgraphs of a PAG, we
are ready to develop a recursive approach for identifica-
tion given a PAG, to which we now turn.
5 IDENTIFICATION IN PAGS
We start by formally defining the notion of identification
given a PAG, which generalizes the model-specific no-
tion (Pearl, 2000, pp. 70).
Definition 7. Given a PAGP overV and a query Px(y)
where X,Y ⊂ V, Px(y) is identifiable given P if and
only if Px(y) is identifiable given every DAG D(V,L)
in the Markov equivalence class represented by P , and
with the same expression.
We first derive an atomic identification criterion analo-
gous to Corollary 1. As seen in the algorithm for con-
structing a partial order (Alg. 2), a bucket or circle com-
ponent in a PAG is for our purpose analogous to a single
node in a DAG. Therefore, the following criterion targets
a bucketX rather than a single node.
Theorem 1. Given a PAG P over V, a partial topolog-
ical order B1 < · · · < Bm with respect to P , a bucket
X=Bj⊂T⊆V, for some 1≤j≤m and whereT is a sub-
set of the buckets in P , and Pv\t (i.e. Q[T]), Q[T \X]
is identifiable if and only if there does not exist X ∈ X
such that X has a possible child C /∈ X that is in the
same pc-component as X in PT. If identifiable, then the
expression is given by
Q[T \X] =
Pv\t∏
{i|Bi⊆SX}
Pv\t(Bi|B(i−1))
× (3)
∑
x
∏
{i|Bi⊆SX}
Pv\t(Bi|B
(i−1)),
where SX =
⋃
X∈X S
X , SX being the dc-component of
X in PT, andB(i−1) denoting the set of nodes preceding
bucketBi in the partial order.
Proof Sketch. (if) Let D be any DAG in the equivalence
class represented byP ,DT be the induced subgraph over
T, and S′ be the smallest composite c-component con-
taining X in DT. We show that X is a descendant set
in DS′ . Suppose otherwise for the sake of contradiction.
Then, there is a node C ∈ S′ \X such that C is a child
of Xi and is in the same c-component with Xj , where
Xi, Xj ∈ X and possibly i = j. By Prop. 2,Xj is in the
same pc-component with C in PT. Let Ti be the node
closest to Xj along the collider path in PT between Xj
and C consistent with Def. 4. If the edge between Xj
and Ti in PT is not into Xj , then Xj is in the same pc-
component with a possible child as the edge is not visi-
ble. This violates the criterion stated in the theorem. Oth-
erwise, the edge isXj ↔ Ti and there exist a bi-directed
edge between Ti and every node in X (which follows
from Lemma 5). Hence,Xi is in the same pc-component
with a possible child C in PT (Prop. 1), and the crite-
rion stated in the theorem is violated again. Therefore,
X is a descendant set in DS′ andQ[T\X] is identifiable
from Q[T] by Lemma 1. It remains to show that Eq. 3
is equivalent to Eq. 1 for D. The details for this step are
left to the Supplementary Material.
(only if) Suppose the criterion in question is not satis-
fied. Then some Xi ∈ X is in the pc-component with a
possible child C /∈ X in PT. The edge between Xi and
C isXi∗→ C asC is outside ofX. If the edge is not vis-
ible in PT, then this edge is not visible in P (Lemma 4).
Hence, we can construct a DAG D in the equivalence
class of P where C is a child of Xi and the two nodes
share a latent variable. The pair of sets F = {Xi, C} and
F′ = {C} form a so-called hedge for Q[T \X] and the
effect is not identifiable in D (Shpitser and Pearl, 2006,
Theorem 4), and hence not identifiable given P .
Otherwise, Xi → C is visible in PT. So, there is a col-
lider path betweenXi and C consistent with Def. 4 such
that the two nodes are in the same pc-component. Let p=
〈Xi=T0, T1, . . . , Tm=C〉 denote the shortest such path
in PT. If the edge betweenXi and T1 is not intoXi, then
T1 is a child of Xi and the proof follows as in the previ-
ous case. Otherwise, we haveXi ↔ T1 and we can show
thatXi is the only node along p that belongs toX (details
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Figure 3: Sample PAG P (left) and induced subgraphs used to identify Q[{Y1, Y2}].
in the Supplementary Material). In P , path p is present
with Xi → C visible. Hence, we can construct a DAG
D in the equivalence class of P such that C is a child
of Xi and both are in the same c-component through a
sequence of bi-directed edges along the corresponding
nodes of p. The pair of sets F = {Xi, T1, . . . , Tm = C}
and F′ = {T1, . . . , Tm = C} form a hedge forQ[T\X]
and the effect is not identifiable in D, and hence it is not
identifiable given P .
Note that the above result simplifies into computing the
interventional distribution Px whenever the input dis-
tribution is the observational distribution, i.e. T =
V. Consider the query Px(v \ {x}) over the PAG in
Fig. 1b. The intervention node X is not in the same pc-
component with any of its possible children (V3 and V4),
hence the effect is identifiable and given by
Px(v \ {x}) =
P (v)
P (x|v1, v2)
×
∑
x′
P (x′|v1, v2)
= P (v1, v2)P (v4, v5|v1, v2, x)
Putting these observations together leads to the proce-
dure we call IDP, which is shown in Alg. 3. In words,
the main idea of IDP goes as follows. After receiv-
ing the sets X,Y, and a PAG P , the algorithm starts
the pre-processing steps: First, it computes D, the set
of possible ancestors ofY in PV\X. Second, it uses PD
to partition set D into cpc-components. Following the
pre-processing stage, the procedure calls the subroutine
Identify over each cpc-component Di to compute
Q[Di] from the observational distribution P (V). The
recursive routine basically checks for the presence of a
bucketB in PT that is a subset of the intervention nodes,
i.e. B ⊆ T\C, and satisfies the conditions of Thm. 1. If
found, it is able to successfully computeQ[T \B] using
Eq. 3, and proceed with a recursive call. Alternatively,
if such a bucket doesn’t exist in PT, then IDP throws a
failure condition, since it’s unable to identify the query.
We show next that this procedure is, indeed, correct.
Theorem 2. Algorithm IDP (Alg.3) is sound.
Proof. Let G(V,L) be any causal graph in the equiva-
lence class of PAG P over V, and let V′ = V \X. We
Algorithm 3: IDP(x,y) given PAG P
input : two disjoint setsX,Y ⊂ V
output: Expression for Px(y) or FAIL
1. LetD = An(Y)PV\X
2. Let the cpc-components of PD beDi, i = 1, . . . , k
3. Px(y) =
∑
d\y
∏
i Identify(Di,V, P )
Function Identify(C,T, Q = Q[T]):
ifC = T then
returnQ[T];
end
/* In PT, let B be a bucket, and C
B
be the
pc-component of B */
if ∃B ⊆ T \C such that CB ∩ Ch(B) ⊆ B then
ComputeQ[T \B] fromQ; // Theorem 1
return Identify(C,T \B, Q[T \B]);
else
throw FAIL;
end
have
Px(y) =
∑
v′\y
Px(v
′) =
∑
v′\y
Q[V′] =
∑
v′\d
∑
d\y
Q[V′]
By definition, D is an ancestral set in PV′ , and hence it
is ancestral in GV′ by Prop. 1. So, we have the following
by (Tian, 2002, Lemma 10):
Px(y) =
∑
d\y
∑
v′\d
Q[V′] =
∑
d\y
Q[D] (4)
Using Prop. 3, each cpc-component in PD corresponds
to a composite c-component in GD. Hence, Eq. 4 can be
decomposed as follows by (Tian, 2002, Lemma 11).
Px(y) =
∑
d\y
Q[D] =
∑
d\y
∏
i
Q[Di] (5)
Eq. 5 is equivalent to the decomposition we have in step
3 of Alg. 3, where we attempt to compute each Q[Di]
from P . Finally, the correctness of the recursive routine
Identify follows from that of Theorem 1.
5.1 ILLUSTRATIVE EXAMPLE
Consider the query Px1,x2(y1, y2, y3) given P in Fig. 3a.
We have D = {Y1, Y2, Y3}, and the cpc-components in
PD are D1 = {Y1, Y2} and D2 = {Y3}. Hence, the
problem reduces to computingQ[{Y1, Y2}] ·Q[{Y3}].
We start with the call Identify(D1,V, P ). Consider
the singleton bucket Y3 the pc-component of which in-
cludes all the nodes in P . This node satisfies the condi-
tion in Identify as it has no children, and we compute
Q[V \ {Y3}] using Theorem 1.
Q[V \ {Y3}] =
P (v)
P (y1, y2, y3, x1, x2|v1, v2)
×
∑
y3
P (y1, y2, y3, x1, x2|v1, v2)
= P (v1, v2) · P (y1, y2, x1, x2|v1, v2)
= P (y1, y2, x1, x2, v1, v2) (6)
In the next recursive call, T1 = V \ {Y3}, Py3 corre-
sponds to Eq. 6, and the induced subgraph PT1 is shown
in Fig. 3b. Now, X2 satisfies the criterion and we can
computeQ[T1 \ {X2}] from Py3 = Q[T1], i.e.,
Q[T1 \ {X2}] =
Py3
Py3(y1, y2, x1, x2|v1, v2)
×
∑
x2
Py3(y1, y2, x1, x2|v1, v2)
= P (y1, y2, x1, v1, v2) (7)
Let T2 = T1 \ {X2}, where the induced subgraph PT2
is shown in Fig. 3c. Now, X1 satisfies the criterion and
we can computeQ[T2 \ {X1}] from Eq. 7,
Q[T2 \ {X1}] =
Py3,x2
Py3,x2(x1|v1, v2)
×
∑
x1
Py3,x2(x1|v1, v2)
=
P (v1, v2) · P (y1, y2, x1, v1, v2)
P (x1, v1, v2)
= P (v1, v2) · P (y1, y2|x1, v1, v2)
Choosing V1 and V2 in the next two recursive calls, we
finally obtain the simplified expression:
Q[{Y1, Y2}] = P (y1, y2|x1)
Next, we solve forQ[D2] and we get an expression anal-
ogous to that of Q[D1]. Hence, the final solution is:
Px1,x2(y1, y2, y3) = P (y1, y2|x1)× P (y3|x2)
V1 X
V2
V3
V4
Z Y◦
v
v
v
v
v
Figure 4: Query Px(y) is identifiable by IDP.
5.2 COMPARISON TO STATE OF THE ART
In the previous section, we formulated an identification
algorithm in PAGs for causal queries of the form Px(y),
X,Y ⊂ V. A natural question arises about the expres-
siveness of the IDP in comparison with the state-of-the-
art methods. One of the well established results in the lit-
erature is the adjustment method (Perkovic´ et al., 2015),
which is complete whenever an adjustment set exists.
In the sequel, we formally show that the proposed algo-
rithm subsumes the adjustment method.
Theorem 3. Let P be a PAG over set V and let Px(y)
be a causal query where X,Y ⊂ V. If the distribution
Px(y) is not identifiable using IDP (Alg. 3), then the
effect is not identifiable using the generalized adjustment
criterion in (Perkovic´ et al., 2015).
Proof Sketch. Whenever IDP fails to identify some
query, it is due to one of the recursive calls to
Identify. We use the failing condition inside this call
to systematically identify a proper definite status non-
causal path fromX toY in P that is m-connecting given
set Adjust(X,Y,P) (Perkovic´ et al., 2016, Def. 4.1). As
this set fails to satisfy the adjustment criterion, then there
exist no adjustment set relative to the pair (X,Y) in P
(Perkovic´ et al., 2016, Cor. 4.4). The details of the proof
are left to the Supplementary Material.
Based on this result, one may wonder whether these al-
gorithms are, after all, just equivalent. In reality, IDP
captures strictly more identifiable effects than the adjust-
ment criterion. To witness, consider the PAG in Fig. 4
and note that the causal distribution Px(y) is identifiable
by IDP but not by adjustment in this case.
6 CONCLUSION
We studied the problem of identification of interventional
distributions in Markov equivalence classes represented
by PAGs. We first investigated graphical properties for
induced subgraphs of PAGs over an arbitrary subset of
nodes with respect to induced subgraphs of DAGs that
are in the equivalence class. We believe that these results
can be useful to general tasks related to causal inference
from equivalence classes. We further developed an iden-
tification algorithm in PAGs and proved it to subsume the
state-of-the-art adjustment method.
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