Abstract: Individual images in dynamic molecular imaging studies are noisy because of short duration of frames. To reduce noise in these studies we used a method that employed the Hilbert transform and Singular Value Decomposition (SVD) processing. Use of this method, which we call the Complex Singular Value Decomposition (CSVD), significantly reduces noise while preserving signal intensity of dynamic images. Further, we used simulations to examine the effect of CSVD processing on estimates of receptor kinetic parameters. We found a significant reduction in variance when CSVD processing was applied to images that had Gaussian noise added to the signal. The signals were preserved even after adding noise, thus the simulations revealed that noise reduction was not at the cost of relevant signal. It therefore appears that CSVD processing can be used in dynamic molecular imaging and other similar studies to reduce noise and improve signal quality.
INTRODUCTION
Positron Emission Tomography (PET) images acquired dynamically in molecular imaging studies are noisy because there are a limited number of radioactive events that can be measured in a short time frame. Noise reduction in these studies is usually addressed at the reconstruction stage using strategies that are both model and data based [1] . A postreconstruction model based approach that is specific to the simplified reference tissue model (SRTM) was also developed [2] . Each of these methods significantly reduces noise in targeted datasets. These methods, however, have limited application because of their dependence on specific kinetic model or dataset. To develop a method that can be used in almost all forms of dynamic PET imaging, we used a different approach. We assumed that the time activity curves (TACs) for all voxels within the brain parenchyma have common dependencies, such as the input function. This assumption allowed us to use all of the TACs to form basis functions that represent each individual TAC. We used the singular value decomposition (SVD) algorithm to express multiple time series in terms of a few basis functions. The SVD processing was preceded by the Hilbert ransform. This processing, which we called the complex singular value decomposition (CSVD), allows expression of individual TACs in terms of both magnitude and phase of the basis function. Since this processing has not yet been used to analyze PET data, we explored its ability to reduce noise in molecular imaging data [3] [4] [5] .
THEORY
A dynamic PET scan has 4 natural dimensions. Our analysis begins by reshaping this data to have only two. We *Address correspondence to this author at the Department of Nuclear Medicine, State University of New York at Buffalo, 105 Parker Hall, Buffalo, NY 14214, USA; Tel: 716-859-7671; Fax: 716-859-7066; E-mail: dswack@buffalo.edu let X represent image data from a PET scan so that each row represents a voxel in the dynamic image, and each column value represents the number of decays detected during consecutive intervals of time (frames). By taking the Hilbert transform along each column of X, the matrix Y is created as Y= X + H(X) i, where H represents the Hilbert transform along the columns of X, and i = 1 . The singular value decomposition of Y with m rows and n columns is: Y=USV T , where U is a complex-valued unitary m x m matrix, S is a real-valued m x n diagonal matrix, and V T is a complex-valued unitary n x n matrix, and T represents the matrix transpose operation. The values of S along the diagonal are known as the singular values and appear in decreasing order. The U, S and V matrices can be used to create an approximation to Y by restricting the number of singular values to n:
where Y(n) is the rank n matrix, which minimizes the sum of squares difference with Y. That is, Y(n) is a good approximation to the matrix Y, but uses less information. The first few terms of s will typically be much larger than the remaining values. Selection of n is often based on the determination of where the decreasing singular values begin to "level off" in value. As noise is assumed to be uncorrelated both temporally and spatially, an accurate representation of noise requires many orthogonal basis vectors with small (high indexed) associated singular value. Hence, the effect of noise in a PET scan is typically reduced by setting to zero the small (higher indexed) singular values.
METHODS
For this study we used dynamic molecular imaging data acquired to detect dopamine release during processing of executive inhibition [6] . In this experiment, after informed consents were obtained, volunteers (young; right handed) were positioned on the bed of a PET camera. Thereafter, they received an intravenous bolus of the ligand 11 Craclopride at high specific activity. Immediately after the injection they were shown a series of seven arrowheads and asked to indicate the direction of the arrowhead located in the center by pressing a key. In the first 25 min (control condition), all seven arrowheads pointed to the same direction (congruent condition), either right (>>>>>>>) or left (<<<<<<<). Thereafter, the direction of the flanker arrows was changed (incongruent condition) so that the flanker and target arrows pointed to different directions, either right and left (>>><>>>), or left and right (<<<><<<). The incongruent condition was administered for 20 min and the ligand concentration was dynamically measured during the experiment using a PET camera. In each trial the stimulus was presented for 800 msec. It was followed by a blank screen for 300 msec and a cross mark for 1600 msec. The PET data were acquired at 30 sec intervals in the first five minutes and at 60 sec interval thereafter. Data were acquired using an ECAT EXACT HR+ PET camera operating in 3D mode. Images were reconstructed using the ordered-subsets expectation-maximization (OSEM) algorithm and corrected for attenuation, random coincidences, scatter, and dead time. Out of eight volunteers who participated in the study, the data from three were used in the simulations presented here.
PROCESSING
Image processing involved conversion of the ECAT images (obtained from the PET camera) to NIfTI format using medcon software [7] . Thereafter, frames from each scan were realigned using statistical parametric mapping software (SPM8; Wellcome Trust Centre for Neuroimaging, London). We used the mean images created from frames 10-25 as input to the segmentation routine of SPM8, which calculated the spatial normalization parameters to warp the images onto a stereotactic (MNI) template. The spatial normalization routine was then applied to all realigned frames. Thereafter, the dynamic PET data were approximated using the CSVD method described in the Theory section. We included only the four largest singular values in the processing.
Thereafter, ROIs of the cerebellum were drawn using JIM 4 software (Jim 4.0, Xinapse System, Leicester, UK) on the T1 template image. This ROI was used as the reference region (because of paucity of dopamine receptors) in subsequent model calculations. We assumed the standard twocompartment four parameter model (K 1 , k 2 ,k 3 ,k 4 ), and estimated a number of receptor kinetic parameters. These parameters included the BP (binding potential, i.e. k 3 /k 4 ), k 2 , and the parameter , which represented the amplitude of the ligand displacement in response to a change in task condition. The parameter values were measured using the linear extension of SRTM (LE-SRTM) described in an earlier publication [8] .
Thereafter, regions of interest (ROIs) were drawn in the striatal areas of each subject's spatially normalized PET images. The CSVD approximated and non-CSVD approximated data of each ROI were used separately to create TACs Simulation Analysis: Simulations were carried out with three noise levels: no noise, low noise and high noise. A simulation run began by calculating the BP, k2, and using the LE-SRTM [8] . These parameters were then used together with the TAC of the reference region to calculate corresponding intensity values for the voxels of each frame. All voxel locations corresponding to a BP value less than .01 were set to 0 because voxels with low values were not included in the initial estimations of BP, k2, and . This simulation was labeled as the 'no noise' condition. Thereafter, low and high levels of Gaussian noise were added to the values estimated under the no noise condition. In the low noise condition the standard deviation (SD) of added noise was proportional to the square root of the voxel's intensity and accounted for the rate of decay and frame duration [9] . The proportionality constant, C, was calculated through an iterative process so that the SD of the reference region of the low noise image matched that of the (unprocessed) PET scan. In the high noise condition the proportionality constant, C, was doubled.
The TACs for the reference region (cerebellum) were then determined for the predicted images with and without CSVD processing. It was followed by computation of BP, k 2 , and values. These values were stored as an image matrix for both with and without CSVD processed images for each of the 500 iterations. After finishing the set of iterations, the mean and SD were calculated at each voxel. The average of the mean and SD of the image matrices were computed across voxels in the striatal regions using a reference mask created for each subject.
RESULTS
We observed that the images processed using the CSVD were less noisy and showed more details even after high levels of noise was added (Fig. 1) . The reduced noise was reflected also on the TACs drawn using these data (Fig. 2) . Further, we compared the data acquired with and without CSVD processing to ensure preservation of signals in CSVD processed data. The comparison was made separately in no noise, low noise and high noise conditions. No Noise Condition: BP values calculated using the SRTM with and without CSVD processing were similar (Table 1a). The mean BP without CSVD was 2.312. It was 2.310 in CSVD processed data. The largest difference across subjects was less than 0.3%. Calculated k 2 (Table 1c) and (Table 1e ) values were also similar in two subjects. There was a 7% difference in the k 2 and 6% difference in the estimates of the third subject.
Low Noise: When low noise was added in the simulation, we observed similar mean values of the ligand BP in CSVD (2.332) and non CSVD (2.351) data. The largest difference in a subject was <1.3% (Table 1a) . Additionally, SDs were much smaller in CSVD processed data as compared to those from non CSVD data ( Table 1b) . The mean values of k 2 were close to their respective values in the no noise condition, with the largest difference of ~1% (Table 1c) . Further, the SDs of k 2 values were 10-22% less when calculated from the CSVD processed data ( Table 1d) . The values for had Fig. (2) . The TAC from a single voxel (MNI coordinates, 21,6, 2 mm). The TAC drawn from the original image is noisy compared to the one obtained after CSVD processing.
small magnitude (Table 1e) , and in all subjects the SD of was larger than its mean value.
High Noise: In the high noise condition BP values were higher (up to 13%) for two subjects in non-CSVD datasets as compared to that in no noise condition. The SDs were more than 34% higher in the non-CSVD data as compared to those from the CSVD processed data ( Table 1b) . The k 2 values were slightly higher in both CSVD and non-CSVD processed data as compared to those in the no noise condition ( Table 1c) . The SD was 16% higher in non-CSVD data (Table 1d).
TAC:
Representative TACs drawn using data with or without CSVD processing are shown in Fig. (3) . Further, images for the calculated values of BP, k 2 , and were more consistent and less noisy in CSVD processed dataset (Fig. 4) .
DISCUSSION
The results show that CSVD processing improved not only visual appearance of images but also objective values of parameter (BP, k 2 , and ) estimates. The most notable result is an overall decrease in SD of all calculated parameters. The decrease was most significant in the high noise condition (>25%). The reduction in noise was also observed in single voxel TACs (Fig. 2) . Significantly, parameters calculated using CSVD and non-CSVD data yielded nearly identical results in the no noise condition. Further, the TACs drawn using the mean values from the striatum ROI applied to both datasets were also similar (Fig. 3) . These comparisons indicate that CSVD processing did not introduce significant bias; and signals were not lost during noise reduction process.
The image quality improved in CSVD processed images because we expressed each voxel by the largest (complex) components determined from the SVD routine. We ignored smaller components which represented noise. Further, we used four basis functions for creation of CSVD images based on the eigenimages of the datasets. As displayed in Fig. (5) , only the eigenimages associated with the first two singular values show a clear pattern. Viewed at other locations, parts of the third eigenimage show a pattern, which follows the sagittal and transverse sinuses. We chose four singular values to ensure preservation of signal while achieving significant noise reduction. Had we used a greater number of basis functions, the TAC would be noisier. Reduced number of functions would have made TACs smoother but it would have eliminated information necessary for accurate measurement of kinetic parameters. The eigenimages displayed in Fig. (5) are also notable in that each component image is Fig. (3) . TAC from an ROI of the striatum. TACs drawn using data with or without CSVD processing have similar values. Fig. (4) . Transverse images of the BP, k 2 and parameters calculated with (right column) or without (left column) CSVD processing. The CSVD processed images are less noisy. composed of complex rather than real numbers. Hence, the i'th row in Fig. (5) represents the magnitude and phase of the complex valued eigenimage corresponding to the i'th largest singular value. The eigenimages could have been represented equally well by their real and imaginary components. The phase images exhibit fairly interesting patterns. The phase image of the second component appears heavily influenced by differences between grey and white matter, which is likely reflective of differences in the arrival of the peak of each voxel's TAC.
By performing simulations for the whole image in this experiment, we were able to test a wide range of combinations for values BP, k 2 , and . By having a large natural coverage of realistic parameter values, we did not separately perturb values for BP, k 2 , and , as is sometimes done when simulations are performed for a single time series. We performed 500 iterations for each subject and at each noise level. Overall, the parameter images for BP, k 2 , and are fairly similar in the data with and without CSVD processing (Fig. 4) . Smaller SDs of the parameter estimates of CSVD processed images indicate that the processing reduced noise and yielded more consistent results. Since lower SD should provide more reliable and better quantitative estimates in dynamic molecular imaging experiments, the CSVD processing could improve the quality of data acquired in these experiments.
The results demonstrate that the CSVD processing significantly reduces noise in dynamic PET images while preserving signals. Further, it provides more stable and consistent values of receptor kinetic parameters. Finally, the datadriven approach used in the current experiment allows its use in a variety of applications outside of PET imaging.
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