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Abstract 
 
The vibrant and advanced software development tools not only provide software with versatile functions for radical users but at 
the same time, an easy to use GUI for naive users. APS (Application Package Software) has provided a customised approach for 
developing independent software components which are ready to be integrated with existing software systems. The APS along with 
CBSE (Component Based Software Engineering) has an inordinate potential for reducing development time, cost and effort, which 
otherwise may extend beyond weeks or months’ time for integration. Further, the CBSE approach promotes software reusability 
i.e. reusing the available components. A component can be reused after fabrication which will include the fabrication cost and time. 
For development of economical and reliable software, components can be procured in the form of Commercial off-The Shelf 
(COTS) components from the vendor or may be developed in-house or can be fabricated. This decision is based on several 
parameters. The aim of this paper is to select the suitable mix of components using Build-or-buy strategy or considering fabrication 
and to propose a multi-objective model for software modular system with objective of maximizing reliability while simultaneously 
minimizing the cost, execution time and Source Lines of Code (SLOC) using Consensus Recovery Block Scheme. 
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1. Introduction 
The awareness amongst the customers about modern technologies, their needs to automatize nearly all the business 
functional areas right from procuring of raw materials to retail marketing, or 24X7 anytime anywhere services, or e-banking, 
filing e-tenders etc., has created a demand for highly reliable yet economical software. The need for highly customized 
software in turn becomes a prerequisite for satisfying functional and non-functional needs of the customer, the solution to 
which is provided by Application Package Software (APS). It is a software developed by a third-party vendor independent 
of the specific demand of a particular customer, provides general solutions to some typical application problems, and is 
designed to be a self-contained information system [11]. Gross and Ginzber [12], Lucas et.al.[13] & Sherer[14] identified 
that the major benefit of APS’s implementation are lower costs and faster implementation. Further, the priority of the 
customer towards implementation of the non-functional requirements has perplexed the developers over the complex 
functional requirements which has been resolved with Component Based Software Engineering (CBSE) approach. This 
approach favours that common functionality which reappears with sufficient regularity should be written once, and these 
common systems should be assembled through reuse rather than rewritten repeatedly [5,6,29,32-34]. It commences with the 
inception of project and continues over identification of functional requirements that may be ascertained by invoking at least 
one module. The number of modules to be incorporated in the software system is decided by software development team. 
Each module is then built by integrating at least one component, also termed as alternative. These alternatives can be 
obtained either as Commercial off-the Shelf (COTS) components or as in-house built components [1].  
CBSD (Component based software development) results in higher quality software components with reduced 
consumption of resources. It involves the purchase and integration of pre-made software component and makes extensive use 
of third-party components [2]. Most of the software companies have now adopted build-or-buy strategy for software 
development [3]. A third-party vendor provides the COTS components which are ready-to-use and can be procured and 
assembled in no time. Information pertaining to reliability, cost, execution time, delivery time, functional ratings etc. are 
supplemented by the vendor. In order to perform a discrete function, similar components can be identified from a number of 
vendors and the component with best satisfaction level is purchased. If no component is available in the market, then building 
the component in-house becomes mandatory. Various multi-criteria optimization models have been proposed for COTS 
selection [9,15]. Gartner Group [7] reported on a growing trend towards “build” citing several drivers for this trend. Further, 
in-house built components are developed either from the scratch or reusing the existing components by modifying codes [16].  
Further CBSD promotes reusability by selection of reusable components only [28]. It is suggested the concept of 
reusability has impacted majority of software classes, development process & activities and code [26, 27].  Tang et al. (2011) 
[23] & Wu et al [08, 31] proposed an optimization model for component selection based on reusable components and reuse 
scenarios resp. The decision of whether to build the component in-house or buy or Reuse, is known as ‘Build-or-Buy-or-
Reuse’ decision, which is implied on the basis of the functionality required in a software system as well as the cost of 
fabrication. In case, the fabrication cost, fabrication time, LOC, delivery and execution time of the components is 
significantly more than COTS or In-house component, the developer will not fabricate the component.  
In addition to the above factors, another important attribute in selecting a component is Execution Time. The more 
is the time required for executing a software system, the less are the chances of its selection and procurement. Likewise, 
the time to deliver or develop the software plays a significant role in its procurement or selection. Further, the quality 
of the software systems can be ascertained in terms of Lines of Code (LOC), which is an intuitive initial approach to 
measuring software size. But there is no standard way of counting [4]. In the paper, LOC has been referred to as Source 
Lines of Code (SLOC). Here, we have considered simultaneous maximization of reliability and minimization of cost, 
execution time & SLOC subjected to various constraints inclusive of threshold on functional execution time, delivery 
time, modular reliability and modular average functionality incorporating a fault tolerant software system.  
The software industry is continuously facing a crisis in order to release failure free software in the market. To deal with such 
a situation, fault tolerance techniques are referred to, by introducing redundant components/ alternatives which can effectively 
and efficiently deal with software failure. Scott et.al [17-20] & Chen, Avizienis [30] discussed several fault-tolerant software 
schemes, including N-version programming (NVP), Recovery Block (RB), and Consensus Recovery Block (CRB). 
Randell[11] discussed that backward error recovery is the only form of error recovery used, while Levitin [21] proposed a 
universal model for evaluating reliability and expected execution time for software systems both for NVP and RB Scheme. 
Inclusion of redundancy was suggested to avoid software malfunction, which, however requires special caution due to the 
idiosyncratic characteristic of software [30] and requires additional resources, such as cost and hardware. Hence, the redundant 
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modules have to be introduced carefully and optimized accordingly. Kumar et al.[24], Jha et.al[16, 22] proposed multi-objective 
models with various objectives such as reliability, cost, execution time, SLOC etc. with threshold on delivery time, reliability 
and SLOC for optimal component selection using fault-tolerant software system. Since no research has been carried out 
considering the objectives of reliability, cost and SLOC with thresholds on delivery time, functional execution time and modular 
average functionality, this paper shall deliberate upon the above parameters under CRB scheme.   
The paper’s organization is as follows: Section 2 defines fault tolerance framework for component selection using build-
or-buy strategy while considering the reusability of the components with fabrication. Section 3 and 4 discusses formulation 
of optimization model and its fuzzy illustration respectively. Section 5 covers a case study on point of sale (POS) for 
consignment store and its functionality. Finally section 6 furnishes the concluding remarks of the research. 
2. Design Framework 
CBSE is a modular approach for reusing the software components, thereby, making the software more economical 
and at the same time releasing them on time. To perform a given function, one or more modules may be invoked. Each 
module is further comprised of a number of components or alternatives as can be referred from Fig:1. Each component/ 
alternative is available in different versions based on competent languages available in the market. 
Upon invocation of a module, all the alternatives are executed and submit their result to a voter mechanism, which in turn 
compares and contrasts the results in order to check for the compatibility. In certain cases, when more than two results are 
same, the result is conformed as output else the results of alternatives with highest ranking are rendered for acceptance test. If 
the alternative could not pass the test, then the next alternative is subjected to acceptance test. This process repeats until 
execution of all the alternatives are exhausted or output of some alternative is selected. To curb the development cost and time 
incurred while integrating the components, as well as to deliver reliable software, the concept of reusability needs to be 
incorporated. The component can be in any of the three modes: procured as COTS, built in-house or reuse with fabrication. 
The fabricated components are comparably more economical and reliable. In the further sections, optimization model is 
formulated for developing a fault-tolerant modular software system selecting an appropriate set of components under CRB.  
 
Fig. 1. Component Selection under Consensus Recovery Block 
2.1. Nomenclature 
Nomenclature 
L Number of functions the software is required to perform 
n Number of modules in the software  
mi Number of alternatives available for ith module 
Vij Number of versions of jth alternative of ith module 
Sl Set of modules required for function l 
fl Frequency of use of function l 
Ri Reliability of ith module 
rij  Reliability of jth alternative of ith module 
Ro Threshold on modular reliability 
cij Unitary development-cost of jth in-house-component of ith module 
crij Unitary fabrication-cost of jth fabricated-reusable-component of ith module 
Cijk Cost of kth version of jth COTS component of ith module 
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Teij Execution time of jth in-house component of ith module 
Tijk Execution time of kth version of jth COTS component of ith module 
Trij Execution time of jth reusable component of ith module 
El Threshold on execution time of function l 
lij Lines of code for jth in-house component of ith module 
Lijk Lines of code for kth version of jth COTS component of ith module 
Lrij Lines of code for jth reusable component of ith module 
dijk Delivery time of kth version of jth COTS component of ith module 
Dij Delivery time of jth alternative of ith module 
Do Threshold on delivery time 
tij Estimated development time for jth in-house component of ith module 
tfij Estimated fabrication time for jth fabricated reusable component of ith module 
τij Average time required to perform a test case on jth in-house component of ith module 
τfij Average time required to perform a test case on jth fabricated reusable-component of ith module 
Nijtot Total number of test cases performed on jth in-house component of ith module 
Nfijtot Total number of test cases performed on jth fabricated reusable-component of ith module 
Nijsuc Total number of successful test cases performed on jth in-house component of ith module 
Nfijsuc Total number of successful test cases performed on jth fabricated reusable-component of ith module 
πij Probability that a single execution of software fails on a test case chosen from a certain input distribution of jth in-house 
component of ith module 
πfij Probability that a single execution of software fails on a test case chosen from a certain input distribution of jth 
fabricated reusable-component of ith module 
ρij Probability that jth in-house developed component of ith module is failure free during a single run given that Nijsuc test 
cases have been successfully performed 
qij Probability that jth reusable component of ith module is failure free during a single run given that Nfijsuc test cases have 
been successfully performed 
sijk Reliability of kth versions of jth COTS component of ith module 
Xij Event that output of jth alternative of ith module is rejected 
Yij Event that correct result of jth component of ith module is accepted 
xijk binary decision variable xijk={1; if kth version of jth COTS component is selected for ith module 
            0; otherwise                                                                                                               
yij binary decision variable  yij={1; if jth component of ith module is in-house developed component 
           0; otherwise        
wij binary decision variable  wij= {1; if jth component of ith module is reusable component 
           0; otherwise                                                                                            
zij binary decision variable zij={1; if jth component of ith module is selected 
                         0; otherwise                                                                  
t1 Probability that next alternative is not invoked upon failure of the current alternative 
t2 Probability that correct result is judged wrong 
t3 Probability that incorrect result is accepted correct 
fij Functional rating of jth in-house component to ith module; fiję[0,1] 
Fijk Functional rating of kth version of jth COTS component to ith module; Fijkę [0,1] 
Frij Functional rating of jth reusable component to ith module; Friję [0,1] 
Fo Threshold on modular average functionality 
 
2.2. Model Assumptions  
The optimization model is based on the following assumptions: 
1. Modular approach is adopted for software development, where each module comprises of finite independently 
developed components.  
2. Software system executes a specified number of functions, & every function operates by calling a series of modules.  
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3. No bugs in integration codes. 
4. Independently developed alternatives (COTS, in-house build or reusable components) are attached in the modules 
and work similar to a CRB. 
5. Different versions of COTS components w.r.t. cost, reliability, DT, ET, SLOC and functionality are available in 
the market for each alternative of a module. 
6. Besides available versions of COTS products, existence of virtual version is assumed, denoted by assigning k=1 in xijk. 
If  xij1=1 for some module in optimal solution, it implies that corresponding alternative is not to be attached in the module. 
7. Atleast one component (implies redundancy) can be selected for each module. 
8. If an alternative is in-house developed, then the cost incurred is due to development cost. Incase of COTS product, 
it is the buying price for the COTS product. Likewise, it is the fabrication cost in case of reusable components.   
9. COTS components have known reliability for which no separate testing is carried out.  
10. Data for Cost and reliability of in-house components can be obtained from the parameters of development process. 
Similar case is with the fabrication. 
11.With reference to unitary development cost, estimated development time, average time to perform a test case, 
SLOC, ET and testability, several in-house alternatives are available for a module. 
12. With reference to unitary fabrication cost, estimated fabrication time, average time to perform a test case, SLOC, 
ET and testability, several reusable alternatives are available for a module. 
13.Only the In-house built components can be considered for fabrication because their source code is available. 
3. Formulation of Optimization Model 
The optimization model incorporates fault tolerance using CRB Scheme. It can be written as Problem (P1). 
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Where ~ on top of the notations above represents that they are fuzzy numbers. Objective function (1) maximizes system reliability 
through a weighted function of modular reliabilities. Objective (2) and (3) respectively minimize the total cost and execution time 
of the system. To lower memory allocation space in the system, SLOC should be at minimum possible level. Hence objective 
(4) minimizes SLOC of system. Constraint (5) sets a threshold on total execution time of lth function and constraint (7) gives a 
maximum threshold Do on the delivery time of whole system. Constraint (8) sets a minimum threshold on modular average 
functionality, which is computed on the basis of functional ratings ranging from 0 to 1 [10]. Equations (9) and (10) respectively 
give the probability of a module’s in-house component and reusable component to be failure free during a single run [3]. 
Reliability of jth alternative of ith module is given by constraint (11). In constraint (12), a threshold is set on reliability of each 
module. Constraints (17) and (18) suggest the selection of at most one component for each alternative, which can be either COTS 
(non-virtual), in-house or reusable. If no component is selected, then virtual version is chosen for that alternative. Constraint (19) 
allows redundancy at modular level and also guarantees that not all chosen alternatives of a module are virtual versions. 
4. Fuzzy Approach for finding Solution   
In real life scenarios crisp data are rarely found. It’s difficult to select components based on multi-criteria decision making 
problem. The precise value of parameters may not be estimated. Fuzzy mathematical programming (FMP) provides a tool to 
deal with vagueness and uncertainty in data. The algorithm to solve the FMP problems is as follows:  
Step 1. Compute the crisp equivalent of the fuzzy parameters using a defuzzification function by employing ranking 
technique [37] F(A) = (a1+2a2+a3)/4 and is used for each parameter where a1, a2, a3 are the triangular fuzzy numbers 
(TFN). Three estimates of each fuzzy parameter are assumed in Appendix A and crisp equivalent is calculated. 
Step 2. Since precise estimation of cost, reliability, ET and SLOC aspirations is difficult, the problem is allowed to have 
some tolerance w.r.t. aspiration of each objective. The resulting problem can be formulated in fuzzy environment as (P2):  
Problem (P2) 
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Where a bar (-) on the top of notations represents that those notations are in defuzzified form. Also, R0, C0, E0 and L0 
are defuzzified aspiration levels of system reliability, cost, execution time and SLOC respectively.  
Step 3. Define appropriate membership functions for each fuzzy inequalities as well as constraint corresponding to 
the objective function. The membership functions for our defined problem are given as 
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Where R0 is aspiration level and R0*is the tolerance levels to the fuzzy reliability objective function constraint. C0 is 
aspiration level and C0* is the tolerance levels to the fuzzy cost objective function constraint. E0 is aspiration level and 
E0*is the tolerance levels to the fuzzy ET objective function constraint. L0 is aspiration level and L0* is the tolerance 
levels to the fuzzy SLOC objective function constraint. 
Step4. Crisp mathematical programming problem (P3) is formulated by employing extension principles to identify the fuzzy decision:   
Problem (P3) 
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Step 5. Following Bellman-Zadeh’s maximization principle [2] and using the above defined fuzzy membership 
functions; the fuzzy multi-objective optimization model for the problem (P1) is formulated as follows. 
Problem (P4) 
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The optimal α-value represents the best compromise solution between four objective functions. In software 
industry, priorities and relative importance can be obtained by interacting with the management. The optimal solution 
to the problem (P4) will also be the solution of problem (P1), providing the optimal mix of components (COTS, In-
house or Reusable) that gives the trade-off between Reliability, Cost, ET and SLOC. 
 
5. Case Study 
 
The study is based on a real time data of a consignment store with several branches in Delhi. Brainstorming sessions were 
conducted with staff of different branches to elicit the functional and non-functional requirements of the desired system.  On 
the basis of the agreed requirements, nine modules were finalized namely Customer management, Bar Code Labelling, View 
POS activity, purchase order, Accounts Payable & General Ledger, Repair & Service, T-Scheduler & Order Tracking, 
Inventory Control and Consignment/Resale. The challenge for the development team is to select an appropriate component mix 
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(COTS/in-house/reusable components) so as to develop an exceedingly reliable and economical system which requires less 
execution time and is delivered on time. Information regarding various parameters of COTS components are given in Table1. 
Table 1: Data Set for COTS Components 
Module Component 
Version2 Version3 
CO
ST REL ET DT SLOC 
Functio
nality COST REL ET DT SLOC 
Functio
nality 
1 
1 10 0.92 5.9 7 875 0.9 9 0.91 6.4 8 900 0.85 
2 8 0.9 7.3 9 925 0.83 7 0.89 7.9 10 1050 0.75 
3 9 0.91 6.4 8 900 0.87 8 0.9 7.3 9 925 0.81 
2 1 12 0.95 4.8 5 800 0.93 11 0.93 5.3 6 850 0.92 2 11 0.93 5.3 6 850 0.925 12 0.95 4.8 5 800 0.935 
3 1 10 0.92 5.9 7 875 0.91 9 0.91 6.4 8 900 0.86 2 9 0.91 6.4 8 900 0.88 10 0.92 5.9 7 875 0.905 
4 
1 9 0.91 6.4 8 900 0.845 8 0.9 7.3 9 925 0.82 
2 9 0.92 5.9 7 875 0.9 11 0.93 5.3 6 850 0.923 
3 11 0.93 5.3 6 850 0.928 10 0.92 5.9 7 875 0.915 
5 1 11 0.93 5.3 6 850 0.92 12 0.95 4.8 5 800 0.935 2 12 0.95 4.8 5 800 0.938 13 0.96 4.2 4 725 0.94 
6 
1 7 0.89 7.9 10 1050 0.77 8 0.9 7.3 9 925 0.82 
2 6 0.87 8.2 11 1100 0.7 5 0.85 9.3 12 1300 0.65 
3 8 0.9 7.3 9 925 0.81 7 0.89 7.9 10 1050 0.75 
7 
1 11 0.93 5.3 6 850 0.926 7 0.89 7.9 10 1050 0.75 
2 12 0.95 4.8 5 800 0.925 6 0.87 8.2 11 1100 0.75 
3 9 0.91 6.4 8 900 0.88 9 0.91 6.4 8 900 0.86 
8 
1 8 0.9 7.3 9 925 0.815 9 0.91 6.4 8 900 0.875 
2 9 0.91 6.4 8 900 0.86 8 0.9 7.3 9 925 0.805 
3 7 0.89 7.9 10 1050 0.78 8 0.9 7.3 9 925 0.8 
9 1 10 0.92 5.9 7 875 0.915 9 0.91 6.4 8 900 0.89 2 11 0.93 5.3 6 850 0.92 12 0.95 4.8 5 800 0.936 
Data set for in-house built components and reusable components is given in Table 2 and Table 3 respectively. 
                   Table: 2 Data Set for In-House developed Components            Table 3: Data Set for Reusable Components 
Module comp COST ET DT SLOC Functionality 
1 y1 9 5.9 8 925 0.9 
2 y2 8 7.3 10 935 0.85 
3 y3 9 5.9 8 925 0.92 
4 y4 10 5.3 7 900 0.94 
5 y5 11 5.3 7 860 0.95 
6 y6 11 5.2 7 860 0.955 
7 y7 11 8.2 7 860 0.945 
8 y8 8 6.4 9 935 0.87 
9 y9 10 5.9 8 900 0.935 
 
Solution 
The aspiration and tolerance for each Objective function is assumed to be as follows: 
Objective Aspiration  Tolerance 
Reliability 0.8 0.85 0.90 0.58 0.585 0.65 
Cost 80 85 150 850 925 1300 
SLOC 7000 7440 8200 11000 12500 14000 
ET 75 84.1 90 150.5 166.45 185.8 
 
The various thresholds on different constraints were assumed as follows: 
El Do Ro Fo λi   fl 
 λ1 λ2 λ3 λ4 f1 f2 f3 
60 20 0.80 0.85 0.25 0.25 0.25 0.25 0.34 0.33 0.33 
 
The fuzzy problem is developed and solved using a software package LINGO [35] and the solution thus obtained is: 
Module 1 2 3 4 5 6 7 8 9 
Components Selected y11 w21 y31 x423, y41 y52 w61 x722, y73 x822, y81 x923, y91 
Reliability=0.68 Cost=815 SLOC=11505 ET=150.6 B=0.84  
Modu
le 
Com
pone
nt 
CO
ST ET 
Fabric
ation 
Time 
SLOC 
Functi
onalit
y 
2 w2 8 7.9 5 915 0.89 
5 w5 12 6 6 880 0.91 
6 w6 8 5 5 860 0.96 
9 w9 7 7 9 940 0.93 
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6. Conclusion 
Through this research, a multi-objective optimization model has been proposed for selecting a right mix of components 
either in the form of COTS, in-house build or Reusable components. The objective of the problem is to maximize reliability 
and minimize cost, SLOC and Execution Time with a threshold on reliability, modular average functionality, execution 
time and delivery time. The proposed methodology involves subjective judgment of software development team. In order 
to deal with the fuzziness (imprecision) due to the subjective judgment of the development team, fuzzy approach has been 
incorporated. A case study of consignment stores has been illustrated to depict the usefulness of the model. The solution 
of the case study implies that an optimal mix of components (COTS, in-house or Reusable) are selected based on the 
several parameters used in the model. Such a framework gives the development team varied opportunities for evaluating 
the alternatives and versions in the design of fault tolerant software system using CRB scheme. 
 
Appendix A 
A.1. Fuzzy data set for COTS Component 
Reliability Execution Time 
MOD
ULE 
CO
MP 
Version 2 Version 3 Version 2 Version 3 
a1 a2 a3 a1 a2 a3 a1 a2 a3 a1 a2 a3 
1 
1 0.895 0.915 0.955 0.9  0.911 0.918 5.8 5.89 6.02 6.3 6.39 6.52 
2 0.87 0.905 0.92 0.86 0.895 0.91 7.16 7.32 7.4 7.78 7.89 8.04 
3 0.88 0.915 0.93 0.85 0.91 0.93 6.29 6.42 6.47 7.1 7.36 7.38 
2 1 0.93 0.955 0.96 0.91 0.935 0.94 4.65 4.825 4.9 5.19 5.3 5.41 2 0.91 0.93 0.95 0.94 0.95 0.96 5.15 5.33 5.39 4.7 4.775 4.95 
3 1 0.88 0.927 0.946 0.875 0.915 0.935 5.82 5.85 6.08 6.29 6.415 6.48 2 0.87 0.91 0.95 0.91 0.92 0.93 6.34 6.37 6.52 5.8 5.87 6.06 
4 
1 0.86 0.925 0.93 0.885 0.9 0.915 6.3 6.4 6.5 7.2 7.29 7.42 
2 0.912 0.92 0.928 0.92 0.931 0.938 5.78 5.9 6.02 5.1 5.35 5.4 
3 0.907 0.927 0.959 0.895 0.92 0.945 5.2 5.325 5.35 5.79 5.91 5.99 
5 1 0.915 0.925 0.955 0.932 0.944 0.98 5.2 5.29 5.42 4.7 4.8 4.9 2 0.93 0.95 0.97 0.93 0.965 0.98 4.72 4.77 4.94 4 4.25 4.3 
6 
1 0.882 0.884 0.91 0.88 0.89 0.94 7.8 7.87 8.06 7.18 7.32 7.38 
2 0.859 0.867 0.887 0.84 0.85 0.86 8.11 8.19 8.31 9.22 9.29 9.4 
3 0.86 0.91 0.92 0.875 0.89 0.905 7.2 7.275 7.45 7.8 7.9 8 
7 
1 0.92 0.924 0.952 0.88 0.865 0.95 5.22 5.28 5.42 7.84 7.89 7.98 
2 0.936 0.948 0.968 0.86 0.87 0.88 4.68 4.8 4.92 8.09 8.22 8.27 
3 0.895 0.91 0.925 0.89 0.915 0.92 6.31 6.4 6.49 6.28 6.41 6.5 
8 
1 0.89 0.895 0.92 0.875 0.925 0.915 7.22 7.31 7.36 6.33 6.41 6.45 
2 0.902 0.909 0.92 0.85 0.905 0.94 6.305 6.42 6.455 7.19 7.31 7.39 
3 0.88 0.875 0.93 0.88 0.895 0.93 7.82 7.88 8.02 7.21 7.29 7.41 
9 1 0.89 0.92 0.95 0.884 0.918 0.92 5.75 5.925 6 6.32 6.39 6.5 2 0.918 0.921 0.96 0.94 0.945 0.97 5.2 5.28 5.44 4.6 4.84 4.92   
A.2. Fuzzy data set for Delivery Time of COTS Component 
Module Comp onent 
Version 2 Version 3 
a1 a2 a3 a1 a2 a3 
1 
1 5 6 11 6 8 10 
2 7 9 11 8 10 12 
3 7 8 9 7 8 13 
2 1 3 5 7 5 6 7 2 3 6 9 1 6 7 
3 1 6 7 8 5 8 11 2 5 7 13 4 7 10 
4 
1 7 7 11 7 9 11 
2 5 7 9 5 5 9 
3 3 7 7 6 7 8 
5 1 2 7 8 4 5 6 2 2 6 6 2 4 6 
6 
1 8 10 12 8 9 10 
2 9 11 13 10 12 14 
3 8 8 12 9 10 11 
7 
1 5 6 7 8 9 14 
2 1 6 7 10 11 12 
3 5 8 11 7 8 9 
8 1 8 9 10 5 7 13 2 6 8 10 7 9 11 
A3.Fuzzy Data set for Execution Time of reusable 
component 
Module Component 
Execution Time 
a1 a2 a3 
2 w2 7.8 7.87 8.06 
5 w5 5.92 5.95 6.18 
6 w6 4.96 4.975 5.09 
9 w9 6.88 6.99 7.14 
A4. Fuzzy Data set for Execution Time of in-house component 
Module component Execution time a1 a2 a3 
1 y1 5.82 5.85 6.08 
2 y2 7.19 7.31 7.39 
3 y3 5.79 5.91 5.99 
4 y4 5.2 5.28 5.44 
5 y5 5.1 5.35 5.4 
6 y6 4.89 5.28 5.34 
7 y7 8.11 8.19 8.31 
8 y8 6.33 6.41 6.45 
9 y9 5.8 5.87 6.06 
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