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Abstract
The Hardy-Rellich inequality given here generalizes a Hardy in-
equality of Davies [2], from the case of the Dirichlet Laplacian of a
region Ω ⊆ RN to that of the higher order polyharmonic operators
with Dirichlet boundary conditions. The inequality yields some im-
mediate spectral information for the polyharmonic operators and also
bounds on the trace of the associated semigroups and resolvents.
1. Introduction
The Hardy inequality originated in 1920 in [7] as an integral inequality for
functions defined on the real half-line. Its original representation can be
easily reformulated, for 1 < p <∞, as∫
∞
0
|f(x)|p
xp
dx ≤
(
p
p− 1
)p ∫ ∞
0
|f ′(x)|pdx (1)
for all f ∈ C∞c ((0,∞)). Since its appearance, various generalizations of
particular aspects of the inequality have been made. In [10], for example,
there is a detailed treatment of weighted Hardy-type inequalities in an Lp
setting.
The Rellich inequality appeared first in [13] as a generalization of inequal-
ity (1) to two derivatives. The simplest form of such an inequality is
∫
∞
0
|f(x)|p
x2p
dx ≤
(
p2
(p− 1)(2p− 1)
)p ∫ ∞
0
|f ′′(x)|pdx (2)
for all f ∈ C∞c ((0,∞)).
In this paper we study a generalization for all derivatives, within the L2
setting. The variable x in the denominator of inequalities (1) and (2) is re-
placed by a pseudodistance am(x), where m is the number of derivatives in
1
the dominating integrand. We formulate our result as a Hardy-Rellich oper-
ator inequality, and use it as a tool in the spectral analysis of polyharmonic
operators. The Rellich inequalities found in [6] concern a distinct but related
class of operator inequalities.
In order to state our result properly, we need the following definitions, in
which Ω denotes an open subset of RN :
Definition 1: Let Qm be the closure of the quadratic form defined on C
∞
c (Ω) ⊆
L2(Ω) by
Qm(f) = 〈(−∆)mf, f〉.
The domain of the closure is the Sobolev space Wm,20 (Ω). The polyharmonic
operator (−∆)m|DIR is defined as the non-negative self-adjoint operator as-
sociated with Qm. See [5] for details. Where the implied region is not con-
textually evident, the operator is denoted by HΩ,m.
The boundary conditions classically associated with the operators (−∆)m|DIR
and (−∆|DIR)m are different. The inequality
HΩ,m ≥ HmΩ,1 (3)
may be verified by considering quadratic form domains.
Definition 2: Let ω ∈ SN−1 and define dω : RN → (0,+∞] by
dω(x) := min{|s| : x+ sω 6∈ Ω}. (4)
Define the pseudodistances am : R
N → (0,+∞] for 1 ≤ m ∈ R by
am(x) =
[∫
SN−1
dω(x)
−2mdN−1ω
]
−1/2m
, (5)
where dN−1ω is the normalized surface measure on the unit spherical shell
SN−1.
Davies [2] proves the operator inequality
(−∆)|DIR ≥
N
4a21
(6)
in the quadratic form sense, thus comparing the Dirichlet Laplacian with a
multiplication operator which is large near the boundary of the region. In
Theorem 5 we generalize this to a Hardy-Rellich inequality
(−∆)m|DIR ≥
(N + 2m− 2)(N + 2m− 4) . . . N(2m− 1)(2m− 3) . . . 1
4ma2mm (7)
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for the polyharmonic operators (−∆)m|DIR = HΩ,m acting in L2(Ω). As a
special case, if Ω is convex we see that
(−∆)m|DIR ≥
(2m− 1)2(2m− 3)2 . . . 12
4md2m
, (8)
where
d(x) := min{|y − x| : y 6∈ Ω}.
More generally, for regular regions, where the pseudodistances am are com-
parable with the distance d, a similar inequality is valid. The constants in
inequalities (7) and (8) are shown to be optimal.
In both [3] and [4, section 1.9], Davies uses the Hardy inequality (6) to find
an upper bound on the trace of the semigroup e−HΩ,1t. Using the technique of
decomposing a region with finite inradius into dyadic cubes he finds a similar
lower bound. More explicitly,
(8pit)−N/2
∫
Ω
exp[−8pi2N2t/d2] ≤ tr[e−HΩ,1t] ≤ (2pit)−N/2
∫
Ω
exp[−Nt/8a21].
(9)
For regular regions Ω this yields an immediate equivalent condition for tr[e−HΩ,1t]
to be finite, and, as a corollary, a condition for tr[H−γΩ,1] to be finite.
In Sections 4 and 5 we generalize inequality (9) with some restrictions (see
Condition 19 and dependent results), to
bm,N t
−N/2m
∫
Ω
exp[−cm,N td−2m] ≤ tr[e−HΩ,mt] ≤ b′m,N t−N/2m
∫
Ω
exp[−c′N,mta−2mm ],
(10)
where bm,N , cm,N , b
′
m,N and c
′
m,N are positive constants. This yields an equiv-
alent condition for finite trace of both e−HΩ,mt and H−γΩ,m.
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2. The Hardy-Rellich Operator Inequality
Our starting point is a one dimensional version of the Hardy-Rellich inequal-
ity in the L2 setting. For m = 1 and m = 2, the following lemma respectively
resembles inequalities (1) and (2), where we set p = 2.
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Lemma 3: Let Ω be an open (not necessarily connected) set in R. Then
(2m− 1)2(2m− 3)2 . . . 12
4m
∫
Ω
|f(x)|2
d(x)2m
dx ≤
∫
Ω
|f (m)(x)|2dx (11)
for all f ∈ C∞c (Ω).
Proof: We prove the statement only for open intervals (a, b) ⊆ R. Suppose
that the above statement is true for some m. Then applying [5, Lemma 5.3.1]
with α = −2m,
(2m+ 1)2
4
∫ b
a
|f(x)|2
d(x)2(m+1)
dx
=
(1 + 2m)2
4
∫ (b−a)/2
0
x−2m−2|f(x+ a)|2dx
+
(1 + 2m)2
4
∫ (b−a)/2
0
x−2m−2|f(b− x)|2dx
≤
∫ (b−a)/2
0
x−2m|f ′(x+ a)|2dx+
∫ (b−a)/2
0
x−2m|f ′(b− a)|2dx
=
∫ b
a
|f ′(x)|2
d(x)2m
dx
≤ 4
m
(2m− 1)2(2m− 3)2 . . . 12
∫ b
a
|f (m+1)(x)|2dx.
The first step of induction is dealt with by [5, Corollary 5.3.2]. 
Lemma 4: Let ω ∈ SN−1. Then∫
SN−1
〈ξ, ω〉2mdN−1ω = (2m− 1)(2m− 3) . . . 1
(N + 2m− 2)(N + 2m− 4) . . . N |ξ|
2m.
(12)
Proof: Since the above integral is rotationally invariant and homogeneous
of degree 2m with respect to ξ we see that∫
SN−1
〈ξ, ω〉2mdN−1ω = c|ξ|2m.
Setting ξ = (1, 0, . . . , 0) we see that for N ≥ 3
c =
∫
SN−1
〈ξ, ω〉2mdN−1ω
=
1
ωN−1
∫ pi
−pi
∫ pi
0
· · ·
∫ pi
0
cos2m θ1 sin
N−2 θ1 . . . sin θN−2dθ1 . . . dθN−1
4
=
(2m− 1)(2m− 3) . . . 1
(N + 2m− 2)(N + 2m− 4) . . .N ,
where ωN−1 denotes the surface area of the unit spherical shell S
N−1 regarded
as a subset of RN . The last step of this calculation requires elementary
analysis and is therefore omitted. The cases N = 1, 2 are simple. 
We may now prove the Hardy-Rellich operator inequality:
Theorem 5: Let (−∆)m|DIR = HΩ,m be the polyharmonic operator of order
2m acting in L2(Ω), where Ω is a region in RN , and let am be the correspond-
ing pseudodistance. Then, in the quadratic form sense,
(−∆)m|DIR ≥
(N + 2m− 2)(N + 2m− 4) . . .N(2m− 1)(2m− 3) . . . 1
4ma2mm
.
(13)
Proof: Let f ∈ C∞c (Ω). Let ω ∈ SN−1 be fixed, and let {u1 = ω, u2, . . . , uN}
be an orthonormal basis of RN . Let v = (v1, . . . , vN ) denote coordinates with
respect to that basis and let P be the coordinate transition matrix x = vP
from v coordinates to standard coordinates. Let vˆ = (v2, . . . , vN) be fixed,
and let Ωvˆ be the open (not necessarily connected) set
Ωvˆ = {v1 ∈ R : vP ∈ Ω}.
Define gvˆ and dvˆ by
gvˆ(v1) := f(vP )
dvˆ(v1) := dω(vP ).
Then gvˆ ∈ C∞c (Ωvˆ) and
dvˆ(v1) = min{|y − v1| : y 6∈ Ωvˆ}.
Using Lemma 3,
(2m− 1)2(2m− 3)2 . . . 12
4m
∫
Ωvˆ
|gvˆ(v1)|2
dvˆ(v1)2m
dv1 ≤
∫
Ωvˆ
|g(m)vˆ (v1)|2dv1,
and hence
(2m− 1)2(2m− 3)2 . . . 12
4m
∫
Ω
|f(x)|2
am(x)2m
dNx
=
(2m− 1)2(2m− 3)2 . . . 12
4m
∫
SN−1
∫
Ω
|f(x)|2
dω(x)2m
dNxdN−1ω
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=
(2m− 1)2(2m− 3)2 . . . 12
4m
∫
SN−1
∫
RN−1
∫
Ωvˆ
|gvˆ(v1)|2
dvˆ(v1)2m
dv1d
N−1vˆdN−1ω
≤
∫
SN−1
∫
RN−1
∫
Ωvˆ
|g(m)vˆ (v1)|2dv1dN−1vˆdN−1ω
=
∫
SN−1
∫
Ω
|∂mω f(x)|2dNxdN−1ω
=
∫
SN−1
∫
RN
〈ξ, ω〉2m|fˆ(ξ)|2dNξdN−1ω
=
(2m− 1)(2m− 3) . . . 1
(N + 2m− 2)(N + 2m− 4) . . .N
∫
RN
|ξ|2m|fˆ(ξ)|2dNξ
=
(2m− 1)(2m− 3) . . . 1
(N + 2m− 2)(N + 2m− 4) . . .N Qm(f). 
Corollary 6: Suppose that Ω is a convex region in RN . Then
(−∆)m|DIR ≥
(2m− 1)2(2m− 3)2 . . . 12
4md2m
. (14)
Proof: Let x ∈ Ω and let y ∈ ∂Ω be such that |y − x| = d(x). Suppose
z ∈ Ω. Constructing the point
p = y +
〈z − y, x− y〉
〈z − y, z − y〉(z − y), (15)
we see that
|p− x|2 = |y − x|2 − 〈z − y, x− y〉
2
〈z − y, z − y〉
so either
〈z − y, x− y〉 = 0
or
|p− x| < d(x).
In the second case, p will lie in Ω, and so by convexivity the line segment
joining z and p lies in Ω. See Figure 1. Since y 6∈ Ω, it cannot lie on this
segment so
〈z − y, p− y〉 > 0.
From the definition of p, this implies that
〈z − y, x− y〉 > 0.
6
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Figure 1: Construction of p
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Figure 2: Relationships
between distances
In both cases, z lies in the set
{z ∈ RN : 〈z − y, x− y〉 ≥ 0}.
Since Ω is open, it must therefore be a subset of the open half
H := {z ∈ RN : 〈z − y, x− y〉 > 0} (16)
of RN . From the definition (4) of dω we see that
dω(x)|〈y − x, ω〉| ≤ min{|s| : x+ sω 6∈ H}
∣∣〈 y − x
|y − x| , ω
〉∣∣d(x)
= d(x)2.
See Figure 2 for a diagrammatic representation of this last step. Hence
|〈y − x, ω〉|2md(x)−4m ≤ dω(x)−2m.
Therefore
(2m− 1)(2m− 3) . . . 1
(N + 2m− 2)(N + 2m− 4) . . .N d(x)
−2m
=
(2m− 1)(2m− 3) . . . 1
(N + 2m− 2)(N + 2m− 4) . . . N |y − x|
2md(x)−4m
=
∫
SN−1
|〈y − x, ω〉|2md(x)−4mdN−1ω
≤
∫
SN−1
dω(x)
−2mdN−1ω
= am(x)
−2m. (17)
Using Theorem 5 we see that for f ∈ C∞c (Ω),
(2m− 1)2(2m− 3)2 . . . 12
4m
∫
Ω
|f(x)|2
d(x)2m
dNx
7
≤ (N + 2m− 2)(N + 2m− 4) . . .N(2m− 1)(2m− 3) . . . 1
4m
∫
Ω
|f(x)|2
am(x)2m
dNx
≤ Qm(f). 
Note 7: It is simple to deduce a crude lower bound
λ1 ≥ (2m− 1)
2(2m− 3)2 . . . 12
4m Inradius(Ω)2m
on the first eigenvalue of (−∆)m|DIR for regions with finite inradius
Inradius(Ω) := sup
x∈Ω
d(x). (18)
Since the strength of the inequality (14) lies in the values of the potential
near the boundary, the constant in the above bound is not sharp. 
Note 8: The constants in Theorem 5 and Corollary 6 are optimal. This
can be seen by choosing Ω = {(x1, . . . , xN) : x1 > 0} and by considering the
sequence of functions fn ∈ C∞c (Ω) defined by
fn(x) = x
m−1/2
1 φn(x1)ψ(xˆ)
where ψ ∈ C∞c (RN−1) and φn ∈ C∞c ((0,∞)) is chosen so that φn = 1 on
the interval [2/n, 1], φn = 0 on R \ [1/n, 2], |Djφn| ≤ cnj on [1/n, 2/n] and
|Djφn| ≤ c on [1, 2], for j = 0, 1, . . . , 2m.
Calculations now show that∫
Ω
|fn(x)|2
d(x)2m
dNx ≥
∫
[2/n,1]×RN−1
x−11 |ψ(xˆ)|2dNx = ‖ψ‖22 lnn/2
and
Qm(fn) ≤ (2m− 1)
2(2m− 3)2 . . . 1
4m
‖ψ‖22 lnn/2 + c′.
The constant in Corollary 6 is therefore optimal, and so the constant in
Theorem 5 must also be optimal. 
3. Spectral Implications of the Inequality
In the course of proving Corollary 6 we show, in inequality (17), that the
pseudodistance am is uniformly comparable to the boundary distance func-
tion d. This motivates the introduction of the following terminology:
8
Definition 9: A region Ω is said to be regular if there is a constant k <∞
such that
d(x) ≤ a1(x) ≤ kd(x). (19)
for all x ∈ Ω. More generally, we shall say that a region Ω is m-regular if
there is a constant km <∞ such that
d(x) ≤ am(x) ≤ kmd(x). (20)
for all x ∈ Ω.
Definition 10: We shall say that Ω satisfies a uniform external ball con-
dition if there exist positive constants α, β such that for any y ∈ Ω and
0 < s ≤ β there exists a ball B(a; r) with center a satisfying |a− y| ≤ s, and
radius r satisfying r ≥ αs, which does not meet Ω.
Examples 11: If any one of the following geometrical conditions is satisfied
then the region Ω ⊆ RN is regular:
(i) Ω satisfies a uniform external ball condition with β =∞.
(ii) Ω has finite inradius and satisfies a uniform external ball condition.
(iii) There exists a positive constant c such that
|{y 6∈ Ω : |y − a| < r}| ≥ crN
for all a ∈ ∂Ω and all r > 0.
Proof: See [4, Theorems 1.5.4 and 1.5.5] and [5, Theorem 5.3.6]. The com-
mon characteristic of these situations is that at any point x ∈ Ω, the direc-
tional distance dω(x) to the boundary is uniformly comparable to the actual
distance d(x) to the boundary over a uniform solid angle. 
Lemma 12: Let x ∈ Ω be fixed. Then am(x) is a decreasing function of m.
Hence if Ω is regular then it is m-regular for all m ≥ 1.
Proof: Let ‖.‖p be norms on the spaces Lp(SN−1, dN−1ω). Since the surface
measure dN−1ω in Definition 2 is normalized, Ho¨lder’s inequality implies that
for m ≥ n
‖dω(x)−1‖2n ≤ ‖dω(x)−1‖2m‖1‖2mn/(m−n) = ‖dω(x)−1‖2m.
Hence from Definition 2,
am(x) = ‖dω(x)−1‖−12m ≤ ‖dω(x)−1‖−12n = an(x). 
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Theorem 13: Suppose that Ω is m-regular. Then 0 6∈ Spec(HΩ,m) if and
only if the inradius of Ω is finite.
Proof: Suppose that Ω has finite inradius. The Hardy-Rellich operator
inequality (13) and m-regularity (20) imply that
HΩ,m ≥ (N + 2m− 2)(N + 2m− 4) . . .N(2m− 1)(2m− 3) . . . 1
4mk2mm Inradius(Ω)
2m
.
(21)
Conversely, suppose that d(x) is unbounded. For any r > 0 there exists a
ball Br with radius r, contained in Ω. Using the Rayleigh-Ritz variational
formula (see [5, Section 4.5]),
0 ≤ min(Spec(HΩ,m)) ≤ min(Spec(HBr,m)) = r−2mmin(Spec(HB1,m)).
Hence 0 ∈ Spec(HΩ,m). 
Note that to prove the above theorem one only needs the Hardy inequality
for m = 1 and inequality (3). This approach, however, is not valid for a proof
of the following theorem.
Theorem 14: Suppose that Ω is m-regular. Then H−1Ω,m is compact if and
only if d(x)→ 0 as x→∞.
Proof: Using the Hardy-Rellich inequality (13),
HΩ,m ≥ 1
2
HΩ,m +
(N + 2m− 2)(N + 2m− 4) . . . N(2m− 1)(2m− 3) . . . 1
2.4ma2mm
≥ 1
2
HRN ,m +
(N + 2m− 2)(N + 2m− 4) . . .N(2m− 1)(2m− 3) . . . 1
22m+1k2mm d
2m
as quadratic forms in L2(RN). The last operator in the above inequality has
compact resolvent because it is a Schro¨dinger operator whose potential
V =
(N + 2m− 2)(N + 2m− 4) . . .N(2m− 1)(2m− 3) . . . 1
22m+1k2mm d
2m
satisfies V (x) → ∞ as |x| → ∞. See [9, Theorem 12.5.5], although this
result is proved with the unnecessary restriction that N < 2m. Simple
modification of the proof of [11, Theorem XIII.67] yields the result without
any such restriction. It now follows that H−1Ω,m is compact.
Conversely suppose d(x) does not converge to zero as x→∞, x ∈ Ω. Then
there exist r > 0 and a sequence of balls Bi ⊆ Ω, each with radius r. Let φi
be the groundstate of the operator HBi,m. Then
〈φi, φj〉 = δij
10
〈HΩ,mφi, φj〉 = cδij
where c is independent of i, j. Using the Rayleigh-Ritz formula of section [5]
we see that H−1Ω,m cannot be compact. 
4. Lower Bound on the Trace of the Polyharmonic
Semigroup
In the remaining sections we build upon the methods of Davies [3] to ob-
tain lower and upper bounds on the trace of the semigroup e−HΩ,mt and the
resolvent H−γΩ,m. The proof of the lower bound in Theorem 18 requires the
following sequence of lemmas:
Lemma 15: Let λm,n denote the n-th eigenvalue of the polyharmonic oper-
ator (−∆)m|DIR acting in L2((0, 1)). Then
[npi]2m ≤ λm,n ≤ [(m+ n− 1)pi]2m. (22)
Proof: The left hand inequality is a consequence of inequality (3). We prove
the other inequality as follows: Let fr ∈ Wm,20 ((0, 1)) be defined by
fr(x) = sin
m−1 pix sin rpix.
Then fr ∈Mr+m−1 where
Ms = lin{1, sin pix, cospix, . . . , sin spix, cos spix}.
Let Ln ⊆Wm,20 ([0, 1]) be defined by
Ln = lin{fr : 1 ≤ r ≤ n}.
Then Ln ⊆Mn+m−1, and by the Rayleigh-Ritz formula [5],
λm,n ≤ sup{Qm(f) : f ∈ Ln, ‖f‖2 = 1}
= sup
{‖Dmf‖22 : f ∈ Ln, ‖f‖2 = 1}
≤ sup {‖Dmf‖22 : f ∈Mn+m−1, ‖f‖2 = 1} . (23)
Suppose that f ∈Ms and ‖f‖2 = 1. Then
f(x) = α0 +
s∑
r=1
(αr
√
2 cos rpix+ βr
√
2 sin rpix),
11
where
s∑
r=0
(α2r + β
2
r ) = 1.
Now
‖Dmf‖22 =
s∑
r=1
(α2r .(rpi)
2m + β2r .(rpi)
2m) ≤ (spi)2m.
Hence by inequality (23),
λm,n ≤ [(m+ n− 1)pi]2m. 
Lemma 16: The operator
H ′ =
N∑
i=1
(
−∂
2
∂x2i
)m
(24)
acting in L2(C) with Dirichlet boundary conditions, where C = (0, δ)N , is
uniformly elliptic, homogeneous of order 2m, and has compact resolvent. The
eigenvalues of H ′ are given by
µn = δ
−2m
N∑
i=1
λm,ni , (25)
where n = (n1, . . . , nN ) is a non-negative multi-index and λm,ni are the eigen-
values of the one-dimensional polyharmonic operator in Lemma 15.
Proof: Using the Fourier transform we may write the quadratic form Q′ of
the operator H ′ as
Q′(f) =
∫
RN
N∑
i=1
ξ2mi |fˆ(ξ)|2dNξ. (26)
The symbol of H ′ is
a(x, ξ) =
N∑
i=1
ξ2mi , (27)
and is homogeneous of degree 2m. Since
N−(m−1)|ξ|2m ≤ a(x, ξ) ≤ |ξ|2m, (28)
12
we see that H ′ is uniformly elliptic.
Let {fm,n}∞n=1 be the orthonormal sequence of eigenfunctions corresponding
to the eigenvalues λm,n of (−∆)m|DIR acting in L2((0, 1)). For each non-
negative multi-index n define
fn(x) = δ
−N/2
N∏
i=1
fm,ni(xi/δ). (29)
Since the functions fm,n form a complete orthonormal set in L
2((0, 1)), the
functions fn form a complete orthonormal set in L
2(C). Moreover, since the
fn are eigenfunctions of H
′ with corresponding eigenvalues µn, we have found
a complete list of eigenvalues. 
To find the lower bound on tr[e−HΩ,mt] we use the technique of decomposing Ω
into dyadic cubes by introducing Dirichlet boundary conditions along various
internal partitioning surfaces. The cubes C ⊆ Ω we use are of the form
C =
{
x ∈ RN : ai
2n
< xi <
ai + 1
2n
}
(30)
for some n ∈ Z and some a ∈ ZN . Ordering the dyadic cubes (30) by
inclusion, let {Cr : r ∈ N} be an enumeration of the maximal cubes contained
in Ω, provided at least one exists. Let δr be the side length of Cr and let
Ω′ =
⋃
∞
r=1Cr.
Lemma 17: The cubes Cr are disjoint. Suppose that the inradius of Ω is
finite. Then Ω′ = Ω, and moreover for x ∈ Cr we have d(x) ≤ 2N1/2δr.
Proof: The inclusion Ω′ ⊆ Ω is obvious. Conversely, suppose that x ∈ Ω.
Then B(x; d(x)) ⊆ Ω and so x will lie in some closed dyadic cube C ⊆ Ω
with diameter at least d(x)/2. The edge length of such a cube will be at least
d(x)/(2N1/2). Since d(x) is bounded, the point x will lie in a maximal cube
Cr with edge length δr ≥ d(x)/(2N1/2). Hence Ω ⊆ Ω′ and d(x) ≤ 2N1/2δr. 
We shall always assume that Ω has finite inradius, for otherwise using The-
orem 14, we may deduce that tr[e−HΩ,mt] =∞.
Theorem 18: For 0 < t <∞
bm,N t
−N/2m
∫
Ω
exp[−cm,Nd−2mt] ≤ tr[e−HΩ,mt], (31)
where
bm,N = N
−N(m−1)/2m(2pi)−NΓ(1 + 1/2m)2N/2m
13
and
cm,N = (4mNpi)
2m/2.
Proof: Let Ω = (0, 1) ⊆ R. Using the notation of Lemma 15 and the
spectral mapping theorem, we see that the trace of the semigroup e−H[0,1],mt
is
∑
∞
n=1 e
−λm,nt, and moreover that
∞∑
n=1
e−λm,nt ≥
∞∑
n=0
e−[(m+n)pi]
2mt
≥
∞∑
n=0
e−2
2m−1(m2m+n2m)pi2mt
≥ e−(2mpi)2mt/2
∫
∞
0
e(2xpi)
2mt/2dx
= [(2pi)2mt/2]−1/2mΓ(1 + 1/2m)e−(2mpi)
2mt/2
= bm,1t
−1/2m exp[−cm,12−2mt]. (32)
Let H ′ denote the operator (24) acting in L2(Cr) with Dirichlet boundary
conditions. Inequality (28) implies that
HCr ,m ≤ Nm−1H ′,
and hence using Lemma 16 and equation (32),
tr[e−HCr,mt] ≥ tr[e−Nm−1H′t]
=
∑
n∈NN
e−N
m−1δ−2mr t
∑N
i=1 λm,ni
=
∑
n∈NN
N∏
i=1
e−N
m−1δ−2mr tλm,ni
=
[ ∞∑
n=1
e−N
m−1δ−2mr tλm,n
]N
≥ bNm,1[Nm−1δ−2mr t]−N/2m exp[−cm,12−2mNmδ−2mr t]
= bm,Nδ
N
r t
−N/2m exp[−cm,N (2N1/2δr)−2mt].
Using the results of Lemma 17,
tr[e−HΩ,mt] ≥ tr[e−HΩ′,mt]
=
∞∑
r=1
tr[e−HCr,mt]
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≥
∞∑
r=1
bm,Nδ
N
r t
−N/2m exp[−cm,N (2N1/2δr)−2mt]
= bm,N t
−N/2m
∞∑
r=1
∫
Cn
exp[−cm,N td(x)−2m]dNx
= bm,N t
−N/2m
∫
Ω
exp[−cm,N td−2m].

5. Upper Bound on the Trace of the Polyharmonic Semigroup
In order to prove an upper bound on the trace we shall need to assume that
the region Ω satisfies the following condition.
Condition 19: Let Ω be a region such that the kernel KΩ(t, x, y) of e
−HΩ,mt
exists, is jointly continuous and satisfies
|KΩ(t, x, y)| ≤ ct−N/2m. (33)
for some c = cΩ, and for all t > 0 and x, y ∈ Ω. Let b′m,N = 2N/2mc.
Two special cases in which this condition is satisfied are given in the following
two examples:
Example 20: For all N the Laplacian (−∆)|DIR acting in L2(Ω) has a heat
kernel K(t, x, y) which satisfies
0 ≤ K(t, x, y) ≤ (4pit)−N/2
for all x, y ∈ Ω and t > 0.
Proof: See [4, example 2.1.8]. 
Example 21: Suppose that Ω ⊆ RN and N < 2m. Then (−∆)m|DIR acting
in L2(Ω) has a heat kernel which satisfies
|K(t, x, y)| ≤ ct−N/2m
for all x, y ∈ Ω and all t > 0.
Proof: By the spectral mapping theorem we see that
‖H1/2Ω,me−HΩ,mt‖2,2 ≤ ct−1/2.
For f ∈ L2(Ω) and t > 0, let ft = e−HΩ,mtf ∈ Wm,20 (Ω). Using a standard
Sobolev embedding theorem,
‖ft‖∞ ≤ c‖H1/2Ω,mft‖N/2m‖ft‖1−N/2m2
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≤ c‖H1/2Ω,me−HΩ,mt‖N/2m2,2 ‖f‖N/2m2 ‖f‖1−N/2m2
≤ ct−N/4m‖f‖2.
Hence
‖e−HΩ,mt‖∞,2 ≤ ct−N/4m.
By duality,
‖e−HΩ,mt‖∞,1 ≤ ‖e−HΩ,mt‖∞,2‖e−HΩ,mt‖2,1 ≤ ct−N/2m. (34)
Define φt : Ω→ L2(Ω) ∩ L∞(Ω) by the property
〈f, φt(x)〉 = (e−HΩ,mtf)(x)
for all f ∈ L1(Ω) ∩ L2(Ω). Since e−HΩ,mtf is a smooth function, the map
x 7→ φt(x) from Ω → L2(Ω) is smooth in the weak Hilbert space sense and
hence, by [1, Corollary 1.42], it is smooth. Define
K(t, x, y) = [φt(x)](y).
Then by the definition of φt, we see that K(t, ., .) is an integral kernel of
e−HΩ,mt. Using the identity
[φs+t(x)](y) = 〈φs(x), φt(y)〉
for all t, s > 0 we see that K is smooth in x and y. Moreover, by (34) we see
that
|K(t, x, y)| ≤ ct−N/2m. 
Theorem 22: Suppose that Ω satisfies Condition 19. Then
tr[e−HΩ,mt] ≤ b′m,N t−N/2m
∫
Ω
exp[−c′N,ma−2mm t] (35)
where b′m,N is determined by Condition 19, and
c′m,N = 2
−2m−1(N + 2m− 2)(N + 2m− 4) . . . N(2m− 1)(2m− 3) . . . 1.
Proof: The Hardy-Rellich inequality (13) shows that
HΩ,m ≥ 1
2
HΩ,m +
(N + 2m− 2)(N + 2m− 4) . . . N(2m− 1)(2m− 3) . . . 1
2.4ma2mm
.
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Using the Golden-Thompson inequality [8], integration of the kernel along
the diagonal [12, pages 65,66], and Condition 19 we see that
tr[e−HΩ,mt] ≤ tr[exp[−HΩ,mt/2− c′N,ma−2mm t]]
≤ tr[e−HΩ,mt/4 exp[−c′N,ma−2mm t]e−HΩ,mt/4]
=
∫
Ω
KΩ(t/2, x, x) exp[−c′N,mam(x)−2mt]dNx
≤ b′m,N t−N/2m
∫
Ω
exp[−c′N,mam(x)−2mt]dNx. 
6. Equivalent Conditions for Finite Trace
We can now use the lower and upper bounds of Theorems 18 and 22 to give
conditions for finite trace of e−HΩ,mt and H−γΩ,m in terms of integrals involving
the distance function d.
Theorem 23: Suppose that Ω is m-regular and satisfies Condition 19. Then
tr[e−HΩ,mt] <∞
for all t ∈ (0,∞) if and only if
∫
Ω
e−td
−2m
<∞
for all t ∈ (0,∞).
Proof: Since Ω is m-regular, inequality (10) becomes
bt−N/2m
∫
Ω
exp[−ctd−2m] ≤ tr[e−HΩ,mt] ≤ b′t−N/2m
∫
Ω
exp[−c′tkmd−2m].

Corollary 24: Suppose that Ω is m-regular and satisfies Condition 19, and
that γ > N/2m. Then
tr[H−γΩ,m] <∞
if and only if
∫
Ω
d2mγ−N <∞.
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Proof: Using Fubini’s theorem for traces we see that
∫
∞
0
tr[e−HΩ,mt]tγ−1dt = tr
[ ∫
∞
0
e−HΩ,mttγ−1dt
]
= Γ(γ) tr[H−γΩ,m]
Integration of inequality (35) gives
∫
∞
0
tr[e−HΩ,mt]tγ−1dt ≤
∫
Ω
∫
∞
0
b′t−N/2m+γ−1 exp[−c′tam(x)−2m]dtdNx
= b′c′−γ+N/2mΓ(γ −N/2m)
∫
Ω
a2mγ−Nm
and similarly by integrating inequality (31) we see that
bc−γ+N/2mΓ(γ −N/2m)
∫
Ω
d2mγ−N ≤
∫
∞
0
tr[e−HΩ,mt]tγ−1dt.
The result follows as in Theorem 23 because Ω is m-regular. 
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