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Summary
As Avez showed (in 1970), the fundamental group of a compact Riemannian manifold of nonpositive
sectional curvature has exponential growth if and only if it is not flat. After several generalizations
from Gromov, Zimmer, Anderson, Burger and Shroeder, the following theorem was proved by Adams
and Ballmann (in 1998).
Theorem Let X be a proper CAT(0) space. If Γ is an amenable group of isometries of X , then at least
one of the following two assertions holds :
(1) Γ fixes a point in ∂ X (boundary of X ).
(2) X contains a Γ-invariant flat (isometric copie of Rn, n≥ 0).
Following an idea of my PhD advisor Nicolas Monod, I tried to generalize this theorem in the context
of goupoids, in this case Borel G-spaces and countable Borel equivalence relations. This lead me to
study the notion of Borel fields of metric spaces, which turns out to be a suitable context to define
an action of a countable Borel equivalence relation. A field of metric spaces over a set Ω is a family
{(Xω, dω)}ω∈Ω of nonempty metric spaces denoted by (Ω, X•). We introduced as S (Ω, X•) the set of
maps n
f : Ω→ ⊔
ω∈Ω
Xω := {(ω, x) | x ∈ Xω}
 f (ω) ∈ Xω for all ω ∈ Ωo.
Such maps are called sections. If Ω is a Borel space, we can define a Borel structure on a field of
metric spaces to be a subset L (Ω, X•) of S (Ω, X•) satisfying these three conditions
(i) For all f , g ∈ L (Ω, X•), the function Ω→ R, ω 7→ dω( f (ω), g(ω)) is Borel.
(ii) If h ∈ S (Ω, X•) is such that the function Ω → R, ω 7→ dω( f (ω), h(ω)) is Borel for all f ∈L (Ω, X•), then h ∈ L (Ω, X•).
(iii) There exists a countable family of sections { fn}n≥1 ⊆L (Ω, X•) such that { fn(ω)}n≥1 = Xω for
all ω ∈ Ω.
This definition is consistent with more classical definitions of Borel fields of Banach spaces or of
Borel fields of Hilbert spaces. The notion of a Borel field of metric spaces has been used in convexe
analysis and in economy. As said before, we can define an action of a countable Borel equivalence
relationR ⊆ Ω2 on a Borel field of metric spaces (Ω, X•) in a natural way. It’s determined by a family
of bijectives maps
{α(ω,ω′) : Xω→ Xω′}(ω,ω′)∈R
such that
(i) For all (ω,ω′), (ω′,ω′′) ∈ R the following equality is satisfied
α(ω′,ω′′) ◦α(ω,ω′) = α(ω,ω′′).
(ii) For all f , g ∈ L (Ω, X•), the function
R → R
(ω,ω′) 7→ dω( f (ω),α(ω′,ω)g(ω′))
is Borel.
Zimmer (1977) introduced the notion of amenability for ergodic G-spaces and equivalence relations,
of which we obtained the first generalization (in collaboration with Philippe Henry).
Theorem Let R be a countable, Borel, preserving the class of the measure, ergodic and amenable
equivalence relation on the probability space Ω acting on a Borel field (Ω, X•) of proper CAT(0) spaces
with finite topological dimension. Then at least one of the following assertions is true :
iv
(1) There exists an R-invariant Borel section ξ ∈ L (Ω,∂ X •).
(2) There exists an R-invariant Borel subfield (Ω, F•) of (Ω, X•) consisting of flat subsets.
And the second generalization for amenable ergodic G-spaces.
Theorem Let G be a locally compact second countable group, Ω a preserving class of the measure,
ergodic amenable G-space, X a proper CAT(0) space with finite topological dimension and α : G×Ω→
Iso(X ) a Borel cocycle. Then at least one of the following assertions is true :
(1) There exists an α-invariant Borel function ξ : Ω→ ∂ X .
(2) There exists an α-invariant borelian subfield (Ω, F•) of the trivial field (Ω, X ) consisting of flat
subsets.
If we consider (Ω,µ) to be a strong boundary of the group G, the cocycle α to come from an action
of G on X , and X to have flats of at most dimension 2, then we can conclude the following.
Theorem Let G be a locally compact second countable group, (Ω,µ) a strong boundary of G, X a proper
CAT(0) space with finite topological dimension and whose flats are of dimension at most 2. Let suppose
that G acts by isometry on X . Then at least one of the following assertions is true :
(1) There exists a G-equivariant Borel function ξ : Ω→ ∂ X .
(2) There exists a G-invariant flat F in X .
The proof of the three theorems are strongly relyied to properties of Borel field of metric spaces that
we prove in this thesis.
Keywords : Amenability, Non Positive Curvature, Borel Equivalence Relation, Ergodic Theory, CAT(0)
Space, Borel Field of Metric Spaces.
vRésumé
Comme l’a montré Avez en 1970, le groupe fondamental d’une variété riemannienne à courbure
sectionnelle négative est à croissance exponentielle si et seulement si elle n’est pas plate. Après plu-
sieurs généralisations due à Gromov, Zimmer, Anderson, Burger and Shroeder, le théorème suivant
a été prouvé par Adams et Ballmann en 1998.
Théorème Soit X un espace CAT(0) propre. Si Γ est un groupe moyennable d’isométries de X , alors au
moins l’une des deux affirmations suivantes est vérifiée :
(1) Γ fixe un point du bord de X .
(2) Γ fixe un plat de X .
Suivant une idée de mon directeur de thèse Nicolas Monod, j’ai essayé de généraliser ce théorème
dans le contexte des groupoïdes, plus particulièrement celui des G-espaces boréliens et des rela-
tions d’équivalence boréliennes. Ceci m’a amené à étudier la notion de champ borélien d’espaces
métriques, qui s’est avéré être un contexte pertinent pour définir une action d’une relation d’équi-
valence borélienne dénombrable. Un champ borélien d’espaces métriques sur un ensemble Ω est la
donnée d’une famille {(Xω, dω)}ω∈Ω d’espaces métriques non vides. On le note (Ω, X•) et on introduitS (Ω, X•) l’ensemble des applicationsn
f : Ω→ ⊔
ω∈Ω
Xω := {(ω, x) | x ∈ Xω}
 f (ω) ∈ Xω pour tout ω ∈ Ωo.
Ces applications sont appelées les sections du champ (Ω, X•). Si Ω est un espace borélien, on peut
définir une structure borélienne sur (Ω, X•) comme étant un sous-ensemble L (Ω, X•) des sections
qui satisfait les trois conditions suivantes.
(i) Pour tout f , g ∈ L (Ω, X•), la fonction Ω→ R, ω 7→ dω( fω, gω) est borélienne.
(ii) Si h ∈ S (Ω, X•) est telle que la fonction Ω→ R, ω 7→ dω( f (ω), h(ω)) est borélienne pour tout
f ∈ L (Ω, X•), alors h ∈ L (Ω, X•).
(iii) Il existe une famille dénombrable de sections { fn}n≥1 ⊆ L (Ω, X•) telle que { fn(ω)}n≥1 = Xω
pour tout ω ∈ Ω.
Cette définition est consistante avec celles plus classiques de champ borélien d’espaces de Banach
et de champ borélien d’espaces de Hilbert. On peut définir une action d’une relation d’équivalence
borélienne R ⊆ Ω2 sur un champ borélien d’espaces métriques d’une manière naturelle : il s’agit de
la donnée d’une famille d’applications bijectives
{α(ω,ω′) : Xω→ Xω′}(ω,ω′)∈R
telle que
(i) pour tout (ω,ω′), (ω′,ω′′) ∈ R l’égalité suivante est satisfaite
α(ω′,ω′′) ◦α(ω,ω′) = α(ω,ω′′),
(ii) pour tout f , g ∈ L (Ω, X•), la fonction
R → R
(ω,ω′) 7→ dω( f (ω),α(ω′,ω)g(ω′))
est borélienne.
vi
Zimmer a introduit la notion de moyennabilité pour les G-espaces ergodiques et pour les relations
d’équivalences ergodiques. En collaboration avec Philippe Henry, j’ai prouvé cette première généra-
lisation du résultat d’Adams-Ballmann.
Théorème Soit (Ω,µ) un espace de probabilité et R une relation d’équivalence dénombrable, boré-
lienne, ergodique, qui préserve la classe de la mesure et qui agit sur un champ borélien (Ω, X•) d’espaces
CAT(0) propres de dimension topologique finie. Alors au moins l’une des deux assertions suivantes est
vérifiée :
(1) Il existe une section borélienne R-invariante ξ ∈ L (Ω,∂ X •).
(2) Il existe un sous-champ borélien de plats R-invariant (Ω, P•) de (Ω, X•).
Puis j’ai prouvé cette deuxième généralisation qui concerne les G-espaces ergodiques moyennables.
Théorème Soit G un groupe localement compact à base dénombrable, (Ω,µ) un G-espace ergodique
moyennable, X un espace métrique CAT(0) propre de dimension topologique finie et α : G×Ω→ Iso(X )
un cocycle borélien. Alors au moins l’une des deux assertions suivantes est vérifiée :
(1) Il existe une section borélienne α-invariante ξ ∈ L (Ω,∂ X •).
(2) Il existe un sous-champ borélien de plats α-invariant (Ω, P•) de (Ω, X ).
Si on suppose que (Ω,µ) est un bord fort du groupe G, que le cocycle α provient d’une action de
G sur X et que les plats de X sont de dimension au plus 2, alors on peut renforcer le théorème
précédent et obtenir
Théorème Soit G un groupe localement compact à base dénombrable, (Ω,µ) un bord fort de G et X un
espace métrique CAT(0) propre de dimension topologique finie et dont les plats sont de dimension au
plus 2. Supposons que G agisse par isométries sur X . Alors au moins l’une des deux assertions suivantes
est vérifiées :
(1) Il existe une section borélienne G-invariante ξ ∈ L (Ω,∂ X •).
(2) Il existe un plat invariant P de X .
Les preuves des trois théorèmes s’appuient fortement sur des propriétés des champ boréliens d’es-
paces métriques que nous prouvons dans cette thèse.
Mots-Clés : Moyennabilité, Courbure Négative, Relation d’Équivalence Borélienne, Théorie Ergodique,
Espace CAT(0), Champ Borélien d’Espaces Métriques.
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Introduction
La notion de moyennabilité d’un groupe a été introduite par von Neumann en 1929 lorsqu’il étudiait
le phénomène de décomposition paradoxale de l’action du groupe d’isométries linéaires de l’espace
sur la sphère de rayon 1 observé par Hausdorff, Banach et Tarski. Tarski a prouvé l’équivalence entre
l’absence d’une action paradoxale et l’existence d’une moyenne invariante sur le groupe. Par la suite
cette notion a été largement étudiée et de nombreuses définitions équivalentes ont été données. En
particulier, on peut citer celle du point fixe qui prendra de l’importance dans la suite de ce travail :
un groupe est moyennable si et seulement si toute action continue et affine sur un convexe compact
admet un point fixe.
La notion de courbure remonte à plus longtemps. Gauss est le premier à avoir formalisé cette dé-
finition dans le cas des surfaces. La courbure a été ensuite généralisée aux variétés riemannienne,
puis à des espaces plus généraux, à savoir les espaces métriques. Plusieurs auteurs ont étudié des no-
tions d’espaces métriques à courbure négative. Une notion aujourd’hui populaire et qui fait l’objet de
nombreuses recherches est celle d’espace CAT(0) dont la définition originale est due à Alexandrov et
la terminologie à Gromov qui l’a introduite en l’honneur des mathématiciens Cartan, Alexandrov et
Topogonov. Un espace métrique géodésique est dit CAT(0) si les triangles géodésiques de cet espace
sont plus fins que les triangles euclidiens. Notons que pour tout κ ∈ R, il existe une notion d’espace
CAT(κ) d’espaces métriques à courbure ≤ κ, mais que dans notre travail nous nous intéresserons
uniquement au cas CAT(0).
Les liens entre moyennabilité et courbure négative ont commencé à être mis en évidence par Avez
qui montre que le groupe fondamental d’une variété riemannienne compacte à courbure sectionnelle
négative est à croissance sous-exponentielle si et seulement la variété est plate (i.e. un quotient d’un
espace Euclidien). La croissance d’un groupe a des connections avec la moyennabilité et Gromov
fait l’observation que l’argument d’Avez montre en fait que la variété est plate si et seulement si son
groupe fondamental est moyennable. Ce résultat est par la suite généralisé par plusieurs chercheurs,
notamment par Zimmer qui a prouvé le théorème suivant :
Théorème 1 (Théorème 3, [Zim83]). Soit M une variété riemannienne complète de volume fini à
courbure sectionnelle négative. Si le groupe fondamental de M est moyennable, alors M est plate.
Comme le groupe fondamental d’une variété riemannienne agit par isométries sur son revêtement
universel, il est naturel de se demander si on peut affirmer quelque chose sur l’action d’un groupe
moyennable qui agit sur une variété de Hadamard (i.e. complète, simplement connexe et à courbure
sectionnelle négative). La réponse est donnée dans un article de Burger et Schröder :
Théorème 2 (Théorème 2, [BS87]). Soit M une variété de Hadamard. Si G est un groupe d’isométries
moyennable de M, alors au moins l’une des deux assertions suivantes est vérifiée :
(i) G fixe un point du bord à l’infini de X .
(ii) G préserve un plat de X .
Adams et Ballmann généralisent ce résultat aux espaces CAT(0) :
Théorème 3 ([AB98]). Soit X un espace CAT(0) propre. Si G est un groupe moyennable d’isométries
de X , alors au moins l’une des deux propriétés suivantes est vérifiée :
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(i) G fixe un point du bord à l’infini de X .
(ii) G préserve un plat de X .
Il est intéressant pour notre propos d’énoncer un résultat intermédiaire que Zimmer montre dans
[Zim83] pour prouver le Théorème 1 (i.e. le Théorème 3 de [Zim83]).
Théorème 4 (Théorème 1, [Zim83]). Soit F un feuilletage d’une variété riemannienne M tel qu’il
existe une mesure invariante par holonomie sur F qui est finie sur les compacts des transversales et
positive sur les ouverts. Supposons que presque toute feuille (par rapport à cette mesure) est une variété
complète simplement connexe à courbure sectionnelle négative et que le feuilletage est moyennable. Alors
chaque feuille de F est plate.
Ce théorème nous amène à considérer la notion de moyennabilité d’un feuilletage mesurable, sous
laquelle se cache celle de moyennabilité d’une relation d’équivalence borélienne (en l’occurrence la
relation triviale sur une transversale du feuilletage : deux points sont équivalents s’ils appartiennent
à la même feuille). C’est Zimmer lui-même qui introduit dans [Zim77] et [Zim78] la notion de
moyennabilité pour une relation d’équivalence. Il définit, dans un premier temps, la moyennabilité
d’une action 1 ergodique d’un groupe topologique localement compact séparable sur un espace de
probabilité standard Ω (on appellera une telle action un G-espace), puis celle de la relation induite
par l’action de G sur Ω sous le nom de moyennabilité faible du G-espace. Comme toute relation
d’équivalence borélienne dénombrable sur Ω provient d’une action d’un groupe dénombrable par
automorphismes boréliens sur Ω (Théorème de Feldman-Moore), on obtient bien une définition
de moyennabilité pour une relation d’équivalence. Zimmer a choisi de généraliser la définition qui
dit qu’un groupe G est moyennable si et seulement si toute action affine continue sur un convexe
compact admet un point fixe. Une action d’un groupe sur un espace X peut-être vue comme un
homomorphisme ϕ : G→ Bij(X ) où Bij(X ) désigne le groupe des bijections de X . Dans le contexte de
la définition de la moyennabilité, on a que X est un espace vectoriel topologique localement convexe
et que l’image de G par l’homomorphisme est contenue dans le groupe des transformations affines
de X . Un groupe G est moyennable si pour toute telle action et tout convexe compact G-invariant
K ⊆ X , il existe x ∈ K qui est fixé par G. En fait, il est possible de supposer que ϕ et X sont d’une
forme particulière. Soit B un espace de Banach séparable et α : G → Iso(B) un homomorphisme
continu qui induit un homomorphisme α∗ : G → Hom(B∗≤1), g 7→ (α(g)∗)−1 où B∗≤1 désigne la
boule unité du dual de B muni de la topologie faible-*. On peut montrer le résultat suivant : un
groupe G est moyennable si et seulement si pour tout espace de Banach séparable B, pour tout
homomorphisme α : G → Iso(B) et pour tout compact G-invariant K ⊆ B∗≤1, il existe un point de K
fixé par G. Pour introduire sa notion de moyennabilité d’un G-espace ergodique, Zimmer adopte le
point de vue de Mackey qui emploie, dans le cadre des G-espaces, les cocycles pour remplacer les
homomorphismes. Ainsi, un “homomorphisme d’un G-espace dans un groupe H” est une application
α : G×Ω→ H telle que
α(gh,ω) = α(g, hω)α(h,ω) pour tous g, h ∈ G et ω ∈ Ω.
Une action d’un G-espace sur un espace de Banach séparable peut donc être vue comme un cocycle
(borélien) α : G × Ω → Iso(B) où Iso(B) est le groupe des isométries linéaires de B. Ce cocycle
induit, comme dans le cas des groupes, un cocycle α∗ : G × Ω → Hom(B∗≤1). La notion de point
et d’ensemble fixe est remplacée par celle d’application borélienne α∗-invariante. Une application
borélienne f :ω→ B∗≤1 (ou dans les parties convexes compactes 2 de B∗≤1) est dite α∗ invariante si
α∗(g,ω) f (ω) = f (gω) pour tout g ∈ G et ω ∈ Ω.
1. Attention, il existe une autre notion de moyennabilité d’une action d’un groupe qui est complètement différente :
une action de G sur X est appelée moyennable s’il existe une moyenne G-invariante sur X .
2. On discutera plus tard du sens à donner à une application borélienne à valeurs dans les parties de B∗≤1.
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Zimmer introduit la notion de moyennabilité d’un G-espace comme suit : un G-espace est moyen-
nable si pour tout cocycle α : G×Ω→ Iso(B) et toute application “borélienne” presque α∗-invariante
C : Ω→ {parties convexes compactes de B∗≤1},
il existe une application borélienne presque α∗-invariante f : Ω→ B∗≤1 telle que f (ω) ∈ C(ω) pour
presque tout ω ∈ Ω.
Parmi les cocycles α : G × Ω → Iso(B), il en existe certains particuliers : ceux qui satisfont que
α(g,ω) dépend juste du couple (ω, gω) ∈ Ω2, i.e. ceux quoi sont constants sur Gω × {ω} pour tout
ω (où Gω désigne le stabilisateur de ω). Un tel cocycle factorise à travers la relation R induite sur
Ω par G et définit une application α :R → Iso(B) telle que
α(ω,ω′′) = α(ω′,ω′′)α(ω,ω′) pour tous (ω,ω′), (ω′′,ω′) ∈ R .
Sans surprise, une telle application est appelée un cocycle de la relation d’équivalence. Le G-espace
est appelé faiblement moyennable si la condition de moyennabilité est vérifiée pour tous les cocycles
qui factorisent à travers la relation induite R et la relation induite est elle appelée moyennable.
Notre travail se situe dans la continuité du résultat d’Adams et Ballmann cité plus haut et d’un
résultat de Zimmer qui apparaît dans [Zim83] et qui généralise son Théorème 1 :
Théorème 5 (Théorème 2 de [Zim83]). Soit F un feuilletage mesurable riemannienne muni d’une
mesure transversalement invariante et de volume total fini. Supposons que presque toute feuille est une
variété complète simplement connexe à courbure sectionnelle négative et que le feuilletage est moyen-
nable. Alors presque toute feuille de F est plate.
Sans entrer dans les détails, il faut penser à un feuilletage mesurable riemannien comme à un
“champ mesurable” de variétés riemanniennes (sur une transversale). Un des théorèmes principal
de cette thèse est, en quelque sorte, au Théorème d’Adams-Ballmann ce que le Théorème 2 de
[Zim83] est à celui d’Avez. On est donc amené à considérer des champs mesurables d’espaces mé-
triques sur des espaces mesurables (ou plutôt, selon la terminologie qu’on s’est fixée dans notre
travail, des champs boréliens sur des espaces boréliens). Une telle notion a déjà été introduite et
étudiée dans d’autres domaines des mathématiques, comme par exemple l’analyse convexe (voir
[CV77]) ou l’économie (voir [De67]). Il est difficile de déterminer qui a le premier considéré de tels
objets. Historiquement, les chercheurs souhaitaient déterminer quelle serait la bonne notion “d’être
borélienne” pour une application allant d’un borélien Ω dans les parties d’un espace métrique sépa-
rable X . De telles applications ont reçus plusieurs dénominations selon les chercheurs : relations ( !),
multifonctions, set-valued maps, carrier, sous-champs, ... Voici un exemple de questions que se po-
saient les auteurs : quelles sont les différentes définitions raisonnables pour une telle application
d’être borélienne ? sont-elles équivalentes ? quelles hypothèses faut-il rajouter pour qu’elles le soient
(que les images soient des parties fermées, des parties compactes, ou qu’il existe une mesure com-
plète sur Ω, ...) ? quelles définitions garantissent l’existence de sélecteurs boréliens (des applications
boréliennes f : Ω → X telle que f (ω) appartient à l’image de ω par la multifonction) ? si on se
donne plusieurs multifonctions boréliennes est-ce que la multifonction qui associe à ω l’intersection
des images est borélienne ? Par la suite, certains chercheurs ont choisi de ne plus considérer des
applications de Ω dans les parties d’un espace métrique fixé, mais de définir des champs d’espaces
métriques, c’est-à-dire d’associer de “manière borélienne” à chaque ω un espace métrique séparable
Xω. Ensuite ils considéraient des multifonctions sur ce champ, c’est-à-dire des applications qui asso-
cient à chaque ω une partie de Xω et ils se posaient des questions similaires à celle de la liste qu’on
a donné plus haut pour les champs triviaux (ceux où Xω est le même pour tout ω ∈ Ω).
Cette dernière approche, qui est celle que nous avons choisie dans ce travail, à l’avantage de définir
un champ borélien sans requérir l’existence d’un espace ambiant. Malgré que Valadier ait prouvé
qu’on pouvait toujours se ramener au cas où tous les espaces sont contenus dans un même espace
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(l’espace métrique séparable universel d’Urysohn, [Val78]), il reste néanmoins agréable de pouvoir
définir des champs boréliens plus abstraitement. Par exemple il est plus aisé de parler d’un champ
borélien d’espaces CAT(0) propres sur Ω que de parler d’une multifonction borélienne de Ω dans
l’espace d’Urysohn tel que l’image de tout ω soit isométrique à un espace CAT(0) propre. De plus,
la définition des multifonctions boréliennes devient du coup plus naturelle : ce sont celles qui sont
elles-mêmes des champs boréliens.
Parmi les auteurs qui ont travaillé sur ces notions, on peut citer (mais la liste n’est pas exhaus-
tive) : Castaing ([Cas67], [CV77]), Debreux ([De67]), Delode-Arinot-Penot ([DAP76]), Himmel-
berg ([Hi75]), Valadier ([Val71], [CV77], [Val78]). Il est parfois difficile de faire le tri parmi les
différents livres et articles sur le sujet et de vraiment comprendre quel véritable apport a été fait par
chacun des auteurs (il existe de nombreux recoupements entre les différents articles), et ce d’autant
plus qu’il n’existe pas de terminologie partagée par tous et que le sujet est étudié par des spécialistes
de domaines assez éloignés.
Comme annoncé précédemment, l’objectif de notre travail était de continuer l’étude des liens entre
la moyennabilité et la courbure négative dans le cadre des relations d’équivalence, des G-espaces
moyennables et des espaces CAT(0). La notion d’une action d’un G-espace ou d’une relation sur un
espace métrique est à nouveau définie à partir de celle de cocycle (comme pour la moyennabilité).
Pour les relations, il est également intéressant d’introduire la définition d’une action sur un champ
borélien d’espaces métriques. Voici les énoncés de deux théorèmes principaux de ce travail.
Théorème 6 (4.2.6). Soit G un groupe localement compact à base dénombrable, (Ω,A ,µ) un G-espace
ergodique et moyennable, X un espace CAT(0) propre de dimension topologique de recouvrement finie
et α : G×Ω→ Iso(X ) un cocycle borélien. Alors au moins l’une des deux assertions suivantes est vérifiée :
(I) Il existe une section borélienne invariante ξ• de points du bord.
(II) Il existe n ∈ N et un sous-champ borélien P• de plats de dimension n invariant.
Théorème 7 (4.2.13). Soit (Ω,A ,µ) un espace de probabilité standard, R ⊆ Ω2 une relation
d’équivalence borélienne dénombrable quasi-préservant la mesure, ergodique et moyennable, X• un
champ borélien d’espaces CAT(0) propres de dimension topologique de recouvrement finie et α une
action par isométries de R sur X•. Alors au moins l’une des deux assertions suivantes est vérifiée :
(I) Il existe une section borélienne invariante ξ• de points du bord.
(II) Il existe n ∈ N et un sous-champ borélien P• de plats de dimension n invariant.
Il existe de nombreux groupes qui, sans être moyennables, admettent des actions egodiques moyen-
nables. Zimmer montre dans [Zim78] que le bord de Poisson d’un groupe G est un G-espace moyen-
nable et ergodique. Burger et Monod montrent que, pour une certaine classe de groupes, ce G-espace
est en fait doublement ergodique (et même doublement ergodique à coefficients), résultat généra-
lisé ensuite par Kaimanovich à une classe plus grande. Un tel G-espace (moyennable et doublement
ergodique à coefficients) est appelé un bord fort de G. Sous ces hypothèses plus fortes, on peut
renforcer le théorème précédent et obtenir l’autre résultat principal de cette thèse.
Théorème 8 (5.2.1). Soit G un groupe localement compact à base dénombrable, Ω un bord fort de G
et X un espace CAT (0) propre de dimension topologique de recouvrement finie et dont les plats sont de
dimension au plus 2. Si G agit sur X , alors l’une des deux propositions suivantes au moins est vérifiée
(i) Il existe un plat invariant de X .
(ii) Il existe une section borélienne invariante ξ• de points du bord.
Karlson et Margulis ont prouvé, sous certaines hypothèses, que si Γ est un groupe dénombrable
d’isométries d’un espace métrique à courbure négative (dans un sens plus large que ceux des espaces
CAT(0)), alors il existe une application équivariante du bord de poisson dans le bord de X . Voir
[KarMar99] pour plus de détails.
Présentation du travail
On va maintenant présenter les différents chapitres de ce travail et attirer l’attention du lecteur sur
les résultats clés. Avant cela, signalons qu’une partie du travail a été effectué en collaboration avec
Philippe Henry et sous la direction de Nicolas Monod. Le contenu des Chapitres 1 et 3, de la section
4.1 ainsi que tout ce qui concerne les relations d’équivalences est, à quelques epsilons près, le fruit
de cette collaboration. Le Théorème 7 a donc été prouvé en premier, puis j’ai effectué le petit travail
de l’adapter au cas des G-espaces. Finalement j’ai montré une application de ce théorème au bord
fort d’un groupe (Théorème 8).
Chapitres
Chapitre 1
Ce premier chapitre est consacré à l’étude des champs boréliens d’espaces métriques. Comme an-
noncé dans l’Introduction, le sujet a déjà été étudié par un certain nombre de chercheurs, mais
souvent avec des petites variations, des hypothèses et des visions différentes pour chacun, c’est
pourquoi il est parfois pénible de se faire une bonne vision du sujet à travers les nombreuses ré-
férences. De plus, ce n’est pas un sujet connu dans le domaine des relations d’équivalence ou des
G-espaces et certains résultats dont nous avons besoin semblent être complètement nouveaux. Pour
toutes ces raisons, on a choisi de faire une présentation du sujet la plus self-contained possible.
Dans la Section 1.1 on introduit notre définition de champ borélien d’espaces métriques sur un
espace borélien (qui coïncide avec celle de [DAP76]) qu’on donne rapidement ici. Un champ d’es-
paces métriques sur Ω est la donnée d’une famille {(Xω, dω)}ω∈Ω d’espaces métriques qu’on note
(Ω, X•) ou X•. Une section x• du champ d’espaces métriques (Ω, X•) est un élément du produit∏
ω∈Ω Xω et on note xω pour piω(x•). On note S (Ω, X•) l’ensemble des sections du champ (Ω, X•).
Si x•, y• ∈ S (Ω, X•), on définit l’application
d•(x•, y•) : Ω → R≥0
ω 7→ dω(xω, yω).
Définition (1.1.3). Soit (Ω,A ) un espace borélien standard et (Ω, X•) un champ d’espaces métriques
sur Ω. Une structure borélienne sur (Ω, X•) est la donnée d’un sous-ensemble L (Ω, X•) ⊆ S (Ω, X•) tel
que
(i) Pour tout x•, y• ∈ L (Ω, X•) l’application d•(x•, y•) est borélienne.
(ii) Si y• ∈ S (Ω, X•) est telle que d•(x•, y•) est borélienne pour tout x• ∈ L (Ω, X•), alors y• ∈L (Ω, X•).
(iii) Il existe une partie dénombrable D = {xn• }n≥1 ⊆ L (Ω, X•) telle que {xnω}n≥1 = Xω pour tout
ω ∈ Ω. On note parfois Dω = {xnω}n≥1.
S’il existe un tel L (Ω, X•), on dit que (Ω, X•) est un champ borélien séparable d’espaces métriques etL (Ω, X•) est appelé la structure borélienne du champ. On appelle un élément de L (Ω, X•) une section
borélienne (de la structure L (Ω, X•)). Un ensemble D satisfaisant la condition (iii) est appelé une
famille fondamentale de la structure borélienne L (Ω, X•).
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Ensuite, on montre les propriétés élémentaires, en particulier on donne une définition équivalente
qui peut s’avérer utile (Lemme 1.1.6), et on exhibe un certain nombre d’exemples (1.1.12). Dans la
section qui suit, on donne les définitions de sous-champ borélien et de sous-champ généralisé boré-
lien et on prouve un résultat (très proche de [CV77] pp. 66-67 et de [DAP76] p. 31) qui caractérise
agréablement les sous-champs boréliens de complets (Proposition 1.2.23).
On poursuit en prouvant, dans la Section 1.3, un théorème de Valadier qui montre que tout champ
borélien d’espaces métriques est trivialisable (Théorème 1.3.6). On utilise ensuite ce résultat dans la
section qui suit pour démontrer des propriétés de stabilité des sous-champs généralisés boréliens de
fermés d’un champ borélien de complets sur un espace de probabilité. En particulier, on attire l’at-
tention du lecteur sur deux résultats importants qui concernent l’ensemble des classes d’équivalence
(par rapport à l’égalité presque partout ) de sous-champs boréliens de fermés d’un sous-champ bo-
rélien de complets sur un espace de probabilité. Le premier affirme que cet ensemble est stable par
intersection dénombrable 3 (Lemme 1.4.7) et le deuxième que cet ensemble est un treillis complet
pour l’ordre de l’inclusion presque partout (Proposition 1.4.8) et que l’infimum (respectivement le
supremum) d’une famille de classes d’équivalence de sous-champs boréliens généralisés de fermés
peut-être réalisé comme l’intersection (respectivement l’adhérence de la réunion) d’une sous-famille
dénombrable.
La Section 1.5 est consacrée à l’étude des champs d’espaces métriques propres. À notre connaissance
tous les résultats contenus dans cette section sont nouveaux car nous semblons être les premiers à
étudier de tels champs. Dans la première sous-section, nous considérons le champ des fonctions
continues associé à un champ borélien d’espaces métriques propres et montrons qu’on peut le mu-
nir d’une structure naturel de champ borélien d’espaces métriques (celle de l’évaluation borélienne,
Théorème 1.5.2). Dans la deuxième, on montre que l’ensemble des sous-champs généralisés boré-
liens de fermés est stable pour l’intersection dénombrable (Proposition 1.5.6). Cette proposition est
donc un renforcement du Lemme 1.4.7 dans le cas particulier des champs boréliens d’espaces mé-
triques propres (on n’a pas besoin de supposer que la base du champ est munie d’une mesure de
probabilité et de considérer les classes d’équivalence). On poursuit en montrant que si on considère
la topologie de Chabauty sur les parties fermées de chaque espace métrique Xω, alors l’ensemble
des sous-champs généralisés boréliens de fermés définit une structure borélienne de champ borélien
d’espaces métriques sur le champ (Ω,PFe(X•)) (Lemme 1.5.9). Dans le cas particulier d’un champ
trivial (Ω, X ), on montre qu’un sous-champ F• généralisé de fermés est borélien si et seulement si
l’application Ω 7→ PFe(X ), ω 7→ Fω est borélienne pour la σ-algèbre engendrée par la topologie de
Chabauty (Corollaire 1.5.11).
Dans la Section 1.6, on considère des champs boréliens d’espaces de Banach. On commence par mon-
trer que cette notion, qui est sans doute plus connue dans le domaine des G-espaces et des relations
d’équivalence, est (presque) consistante avec celle de champ borélien d’espaces métriques (1.6.2).
Dans la deuxième sous-section, on rappelle et on détaille certaines considérations d’Anantharaman-
Delaroche et Renault ([AR00]) sur le champ des duaux associé à un champ borélien d’espaces de
Banach. Le résultat le plus important de cette partie est la Proposition 1.6.15 qui généralise aux
champs boréliens d’espaces de Banach le théorème classique qui affirme que le dual de L1(Ω, B) est
L∞(Ω, B) (où B est un espace de Banach séparable et Ω un espace de probabilité). On peut égale-
ment citer le résultat (nouveau) qui montre que le champ des boules unités du dual est (presque) un
champ borélien d’espaces métriques (1.6.19) et son corollaire qui permet de trivialiser les champs
boréliens d’espaces de Banach (Lemme 1.6.22). Le matériel de cette section sera réutilisé dans la
Section 2.2.3 sur la moyennabilité d’une relation d’équivalence.
La section suivante concerne les champs boréliens d’espaces de Hilbert qui ont été introduits par
Dixmier ([Dix69]). On y vérifie essentiellement la consistance avec la définition de champ borélien
d’espaces métriques.
La Section 1.8 est consacrée à l’étude des champs boréliens d’espaces métriques compacts. On
3. L’intersection de sous-champs est à comprendre dans le sens de sous-champ des intersections.
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prouve que si (Ω, K•) est un champ borélien d’espaces métriques compacts, alors le champ des me-
sures de probabilités boréliennes (Ω, Prob(K•)) est un champ borélien d’espaces métriques (1.8.8).
Ce résultat sera utilisé en lien avec la moyennabilité pour les deux généralisations du Théorème
d’Adams-Ballmann énoncées dans l’Introduction (Théorèmes 6 et 7).
On termine ce chapitre avec une dernière section qui décrit quelques constructions naturelles as-
sociées aux champs boréliens d’espaces métriques et qui interviendront dans la suite du travail :
quotient d’un champ d’espaces métriques par une famille de pseudo-métriques, champ produit de
deux champs d’espaces métriques, limite direct d’une famille de champs d’espaces métriques et
concaténation de structures boréliennes.
Chapitre 2
Ce chapitre est divisé en deux sections : l’une concerne les G-espaces et l’autre les relations d’équi-
valence boréliennes. Dans la première on commence par introduire rigoureusement la notion de
G-espace ergodique (2.1.1). Ensuite, on définit l’action d’un G-espace sur un ensemble X (2.1.5) et
on en donne quelques exemples (2.1.8). Finalement, on rappelle la définition de Zimmer pour la
moyennabilité d’un G-espace (2.1.13).
Un peu plus de travail est fait dans la section consacrée aux relations d’équivalence. Après avoir
rappelé les définitions basiques, on introduit la définition d’une action d’une relation d’équivalence
borélienne sur un champ borélien d’espaces métriques (2.2.6) ainsi qu’un critère pour la “compatibi-
lité” de l’action (Proposition 2.2.9). On donne également quelques exemples (2.2.12). Finalement,
une dernière partie de cette section est consacrée à la moyennabilité d’une relation d’équivalence.
On y rappelle la définition de Zimmer qu’on peut reformuler en termes d’actions de la relation sur
des champs triviaux d’espaces de Banach (2.2.17). Pour notre propos, il sera nécessaire d’introduire
une autre notion de moyennabilité où l’on considère des actions sur des champs boréliens d’espaces
de Banach non nécessairement triviaux. En utilisant le Théorème de Connes-Feldman-Weiss, qui af-
firme qu’une relation borélienne ergodique est moyennable si et seulement si elle est (presque) une
action de Z, on montre que les deux définitions coïncident (Proposition 2.2.28).
Chapitre 3
Après avoir rappelé la définition d’un espace CAT(0) (3.1.4), on étudie les champs boréliens d’es-
paces CAT(0) propres et on montre, aisément en utilisant les résultats du Chapitre 1, que de nom-
breuses grandeurs et objets qui apparaissent dans un espace CAT(0) (point milieu, angle, angle de
comparaison, rayon et centre d’un sous-ensemble borné, projection sur un convexe, ...) se com-
portent de manière borélienne (Proposition 3.2.1). Ensuite, on montre que le champ des bords
(Ω,∂ X•) associé à un champ borélien d’espaces CAT(0) propres possède une structure naturelle de
champ borélien d’espaces métriques (Lemme 3.3.6, Proposition 3.3.8 et Remarque 3.3.10). On s’in-
téresse ensuite à des sous-champs boréliens (Ω,∂ Y•) suffisamment petit du champ des bords : on
montre que si le rayon de chaque Yω est plus petit que pi/2 (pour la métrique angulaire), alors la sec-
tion des centres de Yω est borélienne. On montre ensuite dans la sous-section 3.5 que si chaque Xω
est de dimension topologique finie, alors on peut associer naturellement à une intersection décrois-
sante de sous-champ de convexes une section de points du bord. Ces résultats (tous inédits) seront
utilisés pour énoncer et démontrer les théorèmes principaux de ce travail dans les deux chapitres
qui suivent.
Chapitre 4
Dans ce chapitre, on prouve les Théorèmes 6 et 7. On commence par étudier en détail le résultat
technique du papier d’Adams-Ballmann qui décrit une pseudo-décomposition d’un espace CAT(0)
(4.1.5). On en redonne une preuve presque complète dans le but de pouvoir l’adapter au cadre des
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champs boréliens d’espaces métriques (Théorème 4.1.17). Ensuite, on prouve la généralisation aux
G-espaces du Théorème d’Adams-Ballmann (Théorème 4.2.6). Le cas des relations d’équivalence
étant extrêmement similaire (un tout petit peu plus simple puisque les “presque partout” sont plus
faciles à gérer), on en redonne pas la preuve.
Chapitre 5
On prouve le dernier résultat principal de ce travail, à savoir le dernier Théorème énoncé dans
l’Introduction. On commence par rappeler la définition de Bord fort d’un groupe (5.1.2) et le seul
exemple connu (Théorème 5.1.3). Dans la Section 5.2, on donne la stratégie que nous allons utiliser
pour démontrer le Théorème. La preuve s’appuie en particulier sur le fait que l’action de Iso(Rn) sur
les fonctions convexes 1-Lipschitz positives sur Rn est lisse (Proposition 5.3.10) et sur deux résultats
concernant des fonctions équivariantes Ω → X , où Ω est un G-espace et X un espace métrique
sur lequel G agit par isométries (Lemmes 5.4.1 et 5.4.2). La dernière section du chapitre (5.5) est
consacrée à la preuve proprement dite.
Chapitre 6
En forme de conclusion, on pose quelques questions connexes aux problématiques traitées dans
cette thèse.
Appendices
Dans les appendices, on prouve quelques résultats additionnels qui ne font pas partie du corps
principal du travail soit par leur manque de pertinence par rapport à l’ensemble, soit parce qu’ils
sont déjà bien connus ou que leur preuve est trop proche de résultats classiques.
Appendice A
On y prouve des résultats supplémentaires sur les champs boréliens d’espaces métriques : on étudie
la topologie de la convergence en mesure sur la structure borélienne d’un champ d’espaces métriques
sur un espace de probabilité (Théorème A.1.3) et les espaces L 1(Ω, B•) et L∞(Ω, B•) associés à un
champ borélien d’espaces de Banach (Lemme A.2.1 et A.2.2).
Appendice B
Cet appendice contient quelques résultats sur les espaces métriques ou topologiques. On énonce
de nombreux résultats classiques sur les espaces CAT(0) (Section B.1) et on démontre ceux pour
lesquels on n’a pas trouvé de références. On consacre une section à l’étude des parties fermées
d’un espace métrique propre : on introduit la topologie de Chabauty et on prouve certaines de
ses propriétés élémentaires (Proposition B.2.3), puis on donne une reformulation de cette topologie
dans le cas des espaces géodésiques (Lemme B.2.5). Ensuite, on montre que si on rajoute l’hypothèse
CAT(0) alors l’ensemble des parties convexes, des parties plates et des plats de dimension fixée
n sont des fermés (Proposition B.2.9 et Corollaire B.2.14). Dans la Section B.3, on fait l’exercice
de prouver que le groupe des isométries d’un espace métrique propre est un groupe topologique
métrisable séparable et localement compact et que le groupe des homéomorphismes d’un espace
topologique compact est un groupe topologique métrisable à base dénombrable. Finalement, on
rappelle des résultats classiques sur les limites directes d’espaces métriques, sur le joint sphérique
de deux espaces métriques et sur la semi-continuité.
xix
Appendice C
Cet ultime appendice rappelle rapidement la stratégie et les différentes étapes de la preuve du
Théorème d’Adams-Ballmann, afin que le lecteur peu familier avec ce résultat puisse l’apprivoiser
avant d’aborder les généralisations du Chapitre 4 (qui suivent un schéma de preuve similaire).
Notations et conventions
On termine cette partie introductive en donnant certaines définitions et en fixant les conventions et
les notations que nous avons choisies pour ce travail.
Espaces métriques
Si X est un espace topologique, on note P (X ) l’ensemble des parties de X , P ∗(X ) l’ensemble des
parties non vides, PFe(X ) les parties fermées et P ∗Fe(X ) les parties fermées non vides. On note C (X )
les fonctions continues sur X .
Soit (X , d) un espace métrique. Pour x ∈ X et r ∈ R, on note
B(x , r) = {y ∈ X | d(x , y)< r}
la boule ouverte de rayon r centrée en x ,
B(x , r) = {y ∈ X | d(x , y)≤ r}
la boule fermée et
B(x , r)
l’adhérence de la boule ouverte. On note encore
S(x , r) = {y ∈ X | d(x , y) = r}
la sphère de rayon r centrée en x
Un espace métrique est dit propre si les boules fermées sont compactes (ou, de manière équivalente,
si tous les sous-ensembles fermés et bornés sont compacts).
Un espace métrique est dit séparable s’il existe une partie dénombrable dense dans X .
Un espace métrique est dit complet si toutes les suites de Cauchy convergent.
Pour x ∈ X , on note dx la fonction distance à x , i.e.
dx : X −→ R≥0
y 7→ dx(y) = d(x , y)
Espaces boréliens standards
Définitions 0.0.1. [[Kec95], p. 74] Un espace mesurable est la donnée d’un ensemble Ω et d’une σ-
algèbre A sur Ω. Dans le cas particulier où Ω est un espace topologique et que A est la σ-algèbre des
boréliens 4, on dit que (Ω,A ) est un espace borélien. Un espace borélien (Ω,A ) est un espace borélien
standard s’il est isomorphe à (Y,B(Y )) où Y est un espace métrique séparable complet et B(Y ) est
la σ-algèbre des boréliens. Un théorème de Kuratowski affirme que tous les boréliens standard non
dénombrables sont isomorphes (voir le Théorème 15.6 de [Kec95]). Un espace de probabilité borélien
standard est un espace borélien standard muni d’une mesure de probabilité borélienne µ définie surA .
Pour simplifier on appelle parfois “espace de probabilité standard” un tel espace.
4. I.e. celle engendrée par les ouverts.
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Un espace borélien (Ω,A ) est dit dénombrablement séparé s’il existe une suite {An}n≥1 ⊆A qui sépare
les points de Ω.
Un espace borélien (Ω,A ) est dit dénombrablement engendré s’il existe une suite {An}n≥1 ⊆ A qui
sépare les points de Ω et qui engendreA .
(Ω,A ) est un espace borélien dénombrablement engendré si et seulement s’il est Borel isomorphe à une
partie borélienne d’un borélien standard (Proposition 12.1 de [Kec95]).
Si X et Ω sont des espaces boréliens, alors on note L (Ω, X ) l’ensemble des applications boréliennes de Ω
dans X .
Soit (Ω,A ,µ) un espace de probabilité. On dit que A est (µ)-complète si la propriété suivante est
satisfaite : si A⊆ Ω est tel qu’il existe B ∈A de mesure nulle avec A⊆ B, alors A∈A .
Si une σ-algèbre n’est pas µ-complète, le théorème suivant permet de définir sa µ-complétion.
Théorème 0.0.2 ([Doo94], p. 37). Soit (Ω,A ,µ) un espace de probabilité. Il existe alors une plus
petite σ-algèbreA ∗ satisfaisant les conditions :
(i) A ∗ ⊇A ;
(ii) Il existe une mesure complète surA ∗ dont la restriction àA est µ.A ∗ est formée des ensembles
A pour lesquels il existe B et C dansA satisfaisant les conditions
B ⊆ A⊆ C , µ(C \ B) = 0.
Définition 0.0.3. Soit (Ω,A ,µ) un espace de probabilité standard. Un élément de la µ-complétionA ∗
est appelé un ensemble µ-mesurable. Soit (X ,B) un espace borélien. Une application f de Ω dans X
est appelé une application µ-mesurable si f −1(B) ∈A ∗ pour tout B ∈B . On appelle µ-négligeable un
élément deA ∗ de mesure nulle.
Définition 0.0.4. Soit (Ω,A ) un espace borélien standard, µ et ν deux mesures boréliennes. Si, pour
tout A ∈ A tel que ν(A) = 0, on a µ(A) = 0 alors on écrit µ  ν et on dit que µ est absolument
continue par rapport à ν . On dit que µ et ν sont équivalentes et on écrit µ ∼ ν si elles sont les deux
absolument continues l’une par rapport à l’autre. Soit ϕ : Ω → Ω une application borélienne. On dit
que ϕ préserve la classe de µ (ou préserve quasiment µ) si la mesure image ϕ∗(µ) définie par
ϕ∗(µ)(A) = µ(ϕ−1(A)) pour tout A∈A
est telle que ϕ∗(µ)∼ µ. On dit que ϕ préserve la mesure si ϕ∗µ= µ. Remarquons qu’un automorphisme
borélien préserve la mesure (respectivement préserve quasiment la mesure) si et seulement si son inverse,
qui est par hypothèse également borélien, le fait.
Chapitre 1
Champs boréliens d’espaces métriques
1.1 Définitions et premières propriétés
Définition 1.1.1. Soit Ω un ensemble non vide. Un champ d’espaces métriques sur Ω est la donnée d’une
famille {(Xω, dω)}ω∈Ω d’espaces métriques non vides 1. On note un tel champ (Ω, X•), (Ω, (X•, d•)) ou
encore X• si Ω est sous-entendu.
On dit que (Ω, X•) est un champ d’espaces métriques généralisé si ({ω ∈ Ω | Xω 6= ;}, X•) est un champ
d’espaces métriques.
Une section x• du champ d’espaces métriques (Ω, X•) est un élément du produit
∏
ω∈Ω Xω. On adopte la
notation xω := piω(x•) où piω :
∏
ω′∈Ω Xω′ → Xω désigne la projection canonique. On peut également
penser à une section comme à une application
x• : Ω→
∐
ω∈Ω
Xω := {(ω, x) | x ∈ Xω}
telle que xω := x•(ω) = (ω, x) ∈ {ω} × Xω pour tout ω ∈ Ω.
On note S (Ω, X•) l’ensemble des sections du champ (Ω, X•).
Définition 1.1.2. Soit (Ω, X•) un champ d’espaces métriques et Ω′ ⊆ Ω un sous-ensemble non vide.
Alors (Ω′, X•) est aussi un champ d’espaces métriques qu’on appelle la restriction de (Ω, X•) à Ω′. Si
x• ∈ S (Ω, X•), alors on note x• |Ω′∈ S (Ω′, X•) la restriction de x• à Ω′.
Soit (Ω, X•) un champ d’espaces métriques et x•, y• ∈ S (Ω, X•). On définit l’application
d•(x•, y•) : Ω → R≥0
ω 7→ dω(xω, yω).
Définition 1.1.3. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ d’espaces métriques sur Ω. Une
structure borélienne sur (Ω, X•) est la donnée d’un sous-ensemble L (Ω, X•)⊆ S (Ω, X•) tel que
(i) Pour tout x•, y• ∈ L (Ω, X•) l’application d•(x•, y•) est borélienne.
(ii) Si y• ∈ S (Ω, X•) est telle que d•(x•, y•) est borélienne pour tout x• ∈ L (Ω, X•), alors y• ∈L (Ω, X•).
(iii) Il existe une partie dénombrable D = {xn• }n≥1 ⊆ L (Ω, X•) telle que {xnω}n≥1 = Xω pour tout
ω ∈ Ω. On note parfois Dω = {xnω}n≥1.
S’il existe un tel L (Ω, X•), on dit que (Ω, X•) est un champ borélien séparable d’espaces métriques etL (Ω, X•) est appelé la structure borélienne du champ. On appelle un élément de L (Ω, X•) une section
borélienne (de la structure L (Ω, X•)). Un ensemble D satisfaisant la condition (iii) est appelé une
famille fondamentale de la structure borélienne L (Ω, X•). Un ensemble de sections qui satisfait le point
(i) est dit compatible avec la famille de métriques {dω}ω∈Ω.
1. Pour certains auteurs, un espace métrique est non vide par définition...
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Remarques 1.1.4. (1) Il est important de remarquer que la définition de champ borélien implique
que chaque espace métrique Xω est séparable pour tout ω ∈ Ω.
(2) Supposons qu’on ait deux structures boréliennes L1(Ω, X•) et L2(Ω, X•) sur un même champ
(Ω, X•). Si ces structures sont comparables, i.e. L1(Ω, X•) ⊆ L2(Ω, X•) (ou le contraire), alors elles
sont égales. En effet, soit y• ∈ L2(Ω, X•). Alors d•(x•, y•) est borélienne pour tout x• ∈ L1(Ω, X•) ⊆L2(Ω, X•) et donc y• ∈ L1(Ω, X•) par le point (i) de la définition 1.1.3.
(3) On pourrait très bien définir un champ sur un espace mesurable plutôt que sur un ensemble
borélien et demander que les fonctions d•(x•, y•) soient mesurables au lieu d’être boréliennes. On a
choisi de garder la terminologie borélienne pour éviter de changer trop souvent de vocabulaire : dans
les prochaines sections on considéra des relations d’équivalence et des G-espaces sur des espaces bo-
réliens (standards). On évite ainsi également la confusion entre fonction mesurable et µ-mesurable
(voir la Définition 0.0.3).
Les exemples viendront un peu plus tard, après avoir étudié les premières propriétés de ces struc-
tures.
Définition 1.1.5. Soit (Ω,A ) un espace borélien, (Ω, X•) un champ borélien d’espaces métriques C ⊆S (Ω, X•) un sous-ensemble de sections. Une section x• ∈ S (Ω, X•) est un recollement dénombrable
borélien d’éléments de C s’il existe des ensembles {Ωn}n≥1 ⊆A et des sections {xn• }n≥1 ⊆C tels que
Ω =
⊔
n≥1
Ωn et x• |Ωn= xn• |Ωn pour tout n≥ 1.
On dit que c’est un recollement fini borélien si la partition est finie au lieu d’être dénombrable. On
note Rec(C ) ⊆ S (Ω, X•) l’ensemble des sections obtenues comme recollement borélien dénombrable
d’éléments de C .
Soit {yn• }n≥1 ⊆ S (Ω, X•) et y• ∈ S (Ω, X•). On dit que y• est limite ponctuelle de la suite de sections{yn• } si limn→∞ ynω = yω pour tout ω ∈ Ω et on note y• = limn→∞ yn• . Si C ⊆ S (Ω, X•) est un sous-
ensemble de sections, on note LimPonc(C ) ⊆ S (Ω, X•) l’ensemble des sections obtenues comme limite
ponctuelle d’éléments de C .
Ces notions de limite ponctuelle et de recollement dénombrable borélien permettent de reformuler
la partie de la définition d’une structure borélienne concernant la maximalité.
Lemme 1.1.6. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ d’espaces métriques sur Ω. SoitL (Ω, X•)⊆ S (Ω, X•) telle que les points (i) et (iii) de la Définition 1.1.3 soient satisfaits. Alors le point
(ii) de cette même définition est équivalent à
(ii)’ L (Ω, X•) est clôt par limites ponctuelles et recollements dénombrables boréliens,
ou à
(ii)” L (Ω, X•) est clôt par limites ponctuelles et recollements finis boréliens.
Preuve. On va montrer (ii)⇒ (ii)”⇒ (ii)’⇒ (ii).
[(ii)⇒ (ii)”] Soit y• un recollement dénombrable borélien d’éléments {yn• }n≥1 ⊆L (Ω, X•). Comme
un recollement dénombrable borélien d’applications boréliennes est une application borélienne,
la fonction d•(x•, y•) est borélienne pour tout x• ∈ L (Ω, X•) et donc y• ∈ L (Ω, X•). Soit y• =
limn→∞ yn• avec {yn• }n≥1 ⊆ L (Ω, X•), alors d•(x•, y•) = limn→∞ d•(x•, yn• ) est borélienne pour tout
x• ∈ L (Ω, X•) puisque c’est une limite ponctuelle de fonctions boréliennes et donc y• ∈ L (Ω, X•).
[(ii)” ⇒ (ii)’] Supposons que x• ∈ S (Ω, X•) est défini à partir de la décomposition Ω = unionsqn≥1Ωn et
de la famille {xn• }n≥1 ⊆L (Ω, X•), i.e. x• |Ωn= xn• |Ωn pour tout n ≥ 1. On introduit, pour tout n ≥ 1,
la section ex•n définie par ex•n |Ω j=
(
x j• |Ω j si 1≤ j ≤ n,
x1• |Ω j si j ≥ n+ 1.
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Par hypothèse, ex•n ∈ L (Ω, X•) pour tout n≥ 1 puisque c’est un recollement fini et on a limn→∞ ex•n =
x• qui appartient donc bien à L (Ω, X•).
[(ii)’ ⇒ (ii)] Soit y• ∈ S (Ω, X•) telle que d•(x•, y•) est borélienne pour tout x• ∈ L (Ω, X•). On se
fixe D = {xn• }n≥1 une famille fondamentale et, pour tout k ≥ 1, on définit nk• ∈ S (Ω,N) par
nkω :=min{n ∈ N | dω(xnω, yω)≤ 1/k}.
Ces fonctions sont bien définies puisque Dω est dense pour tout ω ∈ Ω et boréliennes puisque 2
{ω ∈ Ω | nkω ≤ N}=
N⋃
j=1
 
d•(x
j
• , y•)
−1([0,1/k]) ∈A pour tout N ≥ 1.
Pour tout k ≥ 1, on définit yk• ∈ S (Ω, X•) par recollement en posant
yk• | nk•−1({ j})= x j• | nk•−1({ j}) pour tout j ≥ 1.
Par construction, on a bien que yk• est un recollement dénombrable borélien d’éléments de D ⊆L (Ω, X•) et que limk→∞ yk• = y• (la convergence est même uniforme). Ainsi, y• ∈ L (Ω, X•).
Remarque 1.1.7. Dans la preuve ci-dessus, on a utilisé un argument qui sera fréquemment réutilisé
dans la suite et qu’il est donc bon de formaliser une fois pour toutes :
Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’espaces métriques sur Ω de structure
borélienne L (Ω, X•). Supposons qu’on se soit donné {xn• }n≥1 ⊆ L (Ω, X•) et n• ∈ L (Ω,N). Alors la
section xn•• définie par  
xn••

ω := x
nω
ω
est borélienne.
On va tout de suite utiliser cette remarque pour prouver un résultat sur la fonction cardinalité d’un
champ borélien d’espaces métriques.
Lemme 1.1.8. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’espaces métriques. Alors
|X•| : Ω → N∪ {∞}
ω 7→ |Xω|
est borélienne. Notons Ωn := {ω ∈ Ω | |Xω| = n} et Ωfini := ∪n≥1Ωn. Alors il existe une famille
fondamentale {zm• }m≥1 de la structure borélienne L (Ω, X•) telle que, pour tout n ≥ 1 et tout ω ∈ Ωn,
z1ω, z
2
ω, . . . , z
n
ω soient distincts deux à deux et z
j
ω = z1ω pour tout j ≥ n+ 1.
Preuve. On choisit {xn• }n≥1 une famille fondamentale de la structure borélienne L (Ω, X•). Posons
z1• := x
1
• . Alors
Ω1 = {ω ∈ Ω | sup
n≥2
dω(z
1
ω, x
n
ω) = 0} ∈ A .
On définit n2• ∈ L (Ω,N) par
n2ω :=
(
1 si ω ∈ Ω1
min{n ∈ N | dω(z1ω, xnω) 6= 0} sinon
2. Pour montrer qu’une application n• ∈ S (Ω,N) est borélienne, il suffit de vérifier que
{ω ∈ Ω | nω ≤ N} ∈ A pour tout N ∈ N.
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et z2• := x
n2•• ∈ L (Ω, X•).
Supposons qu’on ait montré que Ω1, . . . ,ΩN sont boréliens et qu’on ait fabriqué z1• , . . . , z
N+1
• ∈L (Ω, X•) telles que
– Pour tout 1 ≤ n ≤ N et ω ∈ Ωn, les points z1ω, . . . znω sont distincts deux à deux et
zn+1ω = . . .= z
N+1
ω = z
1
ω.
– Si ω /∈ ∪Nn=1Ωn alors {z1ω, . . . , zN+1ω } sont les N + 1 premiers éléments distincts de la suite{xnω}n≥1.
Alors
ΩN+1 = {ω ∈ Ω \ (∪1≤n≤NΩn) | sup
j≥0
 
inf
1≤n≤N+1 dω(z
n
ω, x
j
ω)

= 0} ∈ A .
On définit nN+2• ∈ L (Ω,N) par
nN+2ω :=
(
1 si ω ∈⋃1≤n≤N+1Ωn
min{n ∈ N | inf1≤n≤N+1 dω(znω, x jω) 6= 0} sinon.
et zN+2• := x
nN+2•• ∈ L (Ω, X•).
On fabrique ainsi par récurrence la famille fondamentale de l’énoncé.
La définition d’une structure borélienne impose l’existence d’une famille fondamentale. Le lemme
qui suit donne une sorte de réciproque.
Lemme 1.1.9. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ d’espaces métriques sur Ω. SoitD = {xn• }n≥1 ⊆ S (Ω, X•) satisfaisant :
(i) Pour tous entiers n, m≥ 1 l’application d•(xn• , xm• ) est borélienne.
(ii) {xnω}n≥1 = Xω pour tout ω ∈ Ω.
Introduisons les deux ensembles suivants
L1(Ω, X•) = {y• ∈ S (Ω, X•) | d•(xn• , y•) est borélienne pour tout n≥ 1},
L2(Ω, X•) = {x• ∈ S (Ω, X•) | x• est limite ponctuelle de recollements dénombrables
boréliens d’éléments de D}= LimPonc(Rec(D)).
Alors L1(Ω, X•) = L2(Ω, X•) et cet ensemble est l’unique structure borélienne de (Ω, X•) qui contienneD. On l’appelle la structure engendrée par D et on la note LD(Ω, X•).
On observe de plus que si D est une famille fondamentale d’une structure borélienne L (Ω, X•), alors on
a
LD(Ω, X•) =L (Ω, X•).
Preuve. On commence par montrer que L1(Ω, X•) est une structure borélienne. Les points (ii) et
(iii) de la Définition 1.1.3 sont trivialement satisfaits par définition de L1(Ω, X•). Il reste à prouver
le point (i). Soit y•, z• ∈ L1(Ω, X•), alors
d•(y•, z•) = sup
n≥1
| d•(y•, xn• )− d•(xn• , z•) |
est borélienne par définition de L1(Ω, X•) et le point (ii) est vérifié. Par la Remarque 1.1.4 (2), il
existe une unique structure borélienne qui contient D. Montrons maintenant l’égalité L1(Ω, X•) =L2(Ω, X•).
[⊇] Par le Lemme 1.1.6, on sait que L1(Ω, X•) est clôt par recollement borélien dénombrable et
limite simple. Et donc L2(Ω, X•)⊆L1(Ω, X•) par définition.
[⊆] On montre exactement ce qu’il faut dans la preuve du Lemme 1.1.6 [(ii)’⇒ (ii)].
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Ce lemme permet de construire de nouvelles structures boréliennes. En effet, on peut l’utiliser pour
étendre des structures, comme dans l’exemple qui suit.
Exemple 1.1.10. Si X• est un champ borélien d’espaces métriques, alors X
c
• , où X
c
ω est la complétion
de Xω, est un champ borélien puisqu’une famille fondamentale pour X• est une famille fondamen-
tale pour X c• . Ainsi, il existe une unique structure borélienne L (Ω, X c• ) sur le champ X c• tel queL (Ω, X•)⊆L (Ω, X c• ).
Définition 1.1.11. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ d’espaces métriques sur Ω. Par
extension, on appelle aussi famille fondamentale un ensemble D = {xn• }n≥1 ⊆ S (Ω, X•) satisfaisant les
hypothèses du Lemme 1.1.9.
On dit que deux familles fondamentales sont équivalentes si les structures boréliennes engendrées coïn-
cident.
Exemples 1.1.12. (1) Considérons ([0,1],B([0, 1])) l’intervalle [0, 1] muni de la σ-algèbre des
sous-ensembles boréliens, ainsi que le champ trivial défini par (Xω, dω) = (R, | · |) pour tout ω ∈
[0, 1]. Alors L ([0,1],R) = { f : [0, 1] → R | f est borélienne} est une structure borélienne sur ce
champ, une famille fondamentale étant l’ensemble des fonctions constantes à valeurs dans Q. Plus
généralement si (Ω,A ) est un espace borélien standard et si X est un espace métrique séparable,
alors
L (Ω, X ) = { f : Ω→ X | f est borélienne}
est une structure borélienne sur le champ trivial (par le Lemme 1.1.9). Cet exemple montre que la
notation L (Ω, X•) est cohérente avec la notation L (Ω, X ) dans le cas d’un champ trivial.
(2) Soit (Ω, X•) un champ borélien d’espaces métriques de structure borélienne L (Ω, X•). Toute fa-
mille dénombrable {yn• }n≥1 ⊆L (Ω, X•) permet de construire un nouveau champ borélien d’espaces
métriques (Ω, Y•) en définissant Yω := {ynω}n≥1. En effet, L (Ω, X•)∩S (Ω, Y•) est naturellement une
structure borélienne pour ce champ.
(3) Il existe des champs d’espaces métriques qui n’admettent aucune structure borélienne. Évidem-
ment les champs qui n’ont pas la propriété que chaque espace métrique est séparable sont ainsi.
Cependant, il existe d’autres contre-exemples moins triviaux. Choisissons Ω = Ω1 unionsqΩ2 une décom-
position non borélienne de Ω et définissons (Ω, X•) par
Xω :=
({0} si ω ∈ Ω1
{0,1} si ω ∈ Ω2,
où chaque Xω est muni de la métrique discrète. Ce champ n’admet aucune structure borélienne. En
effet, supposons qu’il en existe une. Alors il existe D = {xn• }n≥1 une famille fondamentale. A l’aide
de cette famille, on peut montrer que Ω1 = {ω ∈ Ω | |Xω| = 1} = {ω ∈ Ω | supn,m≥1 d(xnω, xmω) = 0}
est borélien, ce qui contredit le choix de Ω1. Plus généralement, on a montré plus tôt que si (Ω, X•)
est un champ borélien d’espaces métriques, alors la fonction
|X•| Ω → N∪ {∞}
ω 7→ |Xω|
doit être borélienne.
(4) Un fibré standard sur un borélien standard Ω dans le sens de Gaboriau et Alvarez (voir par
exemple [Alv08]) peut-être interprété comme un champ borélien. Un fibré standard sur Ω est la
donnée d’un espace borélien Y et d’une application pi : Y → Ω borélienne, surjective et à fibres dé-
nombrables. Un théorème classique dù à Kuratowski, qu’on appelle souvent Théorème de sélection
(voir par exemple [Kec95]), implique qu’il existe une famille {An}n≥1 de boréliens de Ω et d’appli-
cations boréliennes {ϕn : An → Y }n≥1, telles que pi ◦ ϕn = idAn et X =
⊔
n≥1ϕn(An). De plus, on
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peut supposer que A1 = Ω. Si on met sur chacune des fibres pi−1(ω) la métrique discrète, on peut
penser à (Ω,pi−1(•)) comme à un champ d’espaces métriques, où pi−1(•)ω = pi−1(ω). On définit pour
chaque n une section fϕ•n ∈ L (Ω,pi−1(•)) par
Ýϕωn :=(ϕn(ω) si ω ∈ An,
ϕ1(ω) si ω ∈ Ω \ An.
On vérifie facilement que la famille D = {fϕ•n}n≥1 est une famille fondamentale pour le champ
(Ω,pi−1(•)). Comme pi−1(ω) est discret, la structure borélienne est donnée par l’ensemble des re-
collements dénombrables boréliens d’éléments de D. A chaque section x• ∈ L (Ω,pi−1(•)), on peut
associer une application Ω→ N, ω 7→ l’unique n ∈ N tel que xω = ϕn(ω). Il est aisé de se convaincre
qu’une section est borélienne si et seulement si l’application associée est borélienne. Au sujet des
fibrés, voir aussi la Remarque 1.4.1.
(5a) Soit R ⊆ Ω×Ω une relation borélienne dénombrable 3 sur un espace borélien (Ω,A ). La res-
triction de l’application projection sur le premier facteur pil : Ω × Ω → Ω à R permet de voir R
comme un fibré standard sur Ω. C’est donc un champ borélien d’espaces métriques (discrets) par
l’exemple (4).
(5b) L’exemple précédent peut être rendu un peu plus intéressant en considérant Φ := {ϕi}i∈N un
graphage qui engendre R . Un tel graphage permet de définir pour chaque ω ∈ Ω une métrique
sur la classe de ω, qu’on note Rω, et on peut considérer le champ (Ω,R•). On peut vérifier que{ f : Ω→ Ω | graph( f ) ⊆ R} est une structure borélienne pour ce champ. On fera la preuve dans
l’Exemple 2.2.12 (1) après avoir introduit rigoureusement les définitions nécessaires.
(6) La notion de champ borélien d’espaces métriques est une généralisation de celle de champ
borélien d’espaces de Hilbert introduit par Dixmier dans [Dix69] et de celle de champ borélien
d’espaces de Banach (voir par exemple [AR00], Appendice A.3). Ces exemples sont repris en détail
dans les Sections 1.6 et 1.7.
Il arrive qu’un espace topologique X soit métrisable sans qu’il existe de métrique canonique qui
induise cette topologie. Parfois, savoir que la topologie est métrisable est plus intéressant que de
connaître explicitement la métrique. Dans la suite, on rencontrera certains champs de tels espaces.
Il est donc intéressant d’introduire la notion de champ borélien d’espaces métrisables.
Définition 1.1.13. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ d’espaces topologiques. On dit
que ce champ est un champ borélien d’espaces métrisables s’il existe une famille de métriques {dω :
Xω× Xω→ R≥0}ω∈Ω et une partie L (Ω, X•)⊆ S (Ω, X•) tels que pour tout ω ∈ Ω la topologie déduite
de la métrique dω soit la topologie de Xω et tels que L (Ω, X•) soit une structure borélienne pour le
champ d’espaces métriques (Ω, (X•, d•)).
Morphismes de champs et champs équivalents
Définition 1.1.14. Soit (Ω,A ) un espace borélien, (Ω, X•) et (Ω, Y•) des champs boréliens d’espaces
métriques de structures boréliennes respectives L (Ω, X•) et L (Ω, Y•).
Un morphisme de champs est la donnée d’une famille d’applications ϕ• = {ϕω : Xω → Yω}ω∈Ω.
On notera plus simplement ϕ• : (Ω, Y•) → (Ω, Y•) ou ϕ• : X• → Y• un morphisme de champs etS  Ω,F (X•, Y•) l’ensemble des morphismes de champs de (Ω, X•) dans (Ω, Y•).
Un morphisme de champs est dit compatible (avec les structures boréliennes) si pour tout x• ∈ L (Ω, X•),
la section définie par ϕ•(x•) : ω 7→ ϕω(xω) est un élément de L (Ω, Y•). On note fL  Ω,F (X•, Y•)
l’ensemble des morphismes de champs compatibles de (Ω, X•) dans (Ω, Y•).
Un morphisme de champs est dit continu si ϕω est continue pour tout ω ∈ Ω. On note S  Ω,C (X•, Y•)
l’ensemble des morphismes de champs continus de (Ω, X•) dans (Ω, Y•).
3. Voir le Chapitre 2 pour une définition rigoureuse.
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On définit de même des morphismes de champs isométriques, surjectifs, injectifs ou bijectifs.
Deux ensembles importants de morphismes de champs sont l’ensemble des morphismes compatibles et
continus, noté fL  Ω,C (X•, Y•), ainsi que le sous-ensemble des morphismes compatibles et isométriquesfL  Ω, Iso(X•, Y•).
Un morphisme compatible ϕ• ∈ fL  Ω,C (X•, Y•) est dit inversible si ϕω est un homéomorphisme pour
tout ω ∈ Ω et si ϕ−1• est un morphisme compatible.
Remarque 1.1.15. Soit ϕ• ∈ S (Ω,C (X•, Y•)). Pour que ϕ• soit compatible, il suffit de vérifier que
ϕ•(D) ⊆ L (Ω, Y•) pour une famille fondamentale D de L (Ω, X•). En effet, par le Lemme 1.1.9, on
sait que L (Ω, X•) = LimPonc(Rec(D)). Or
ϕ•
 
LimPonc(Rec(D)) ϕ• cont.⊆ LimPonc ϕ•(Rec(D))= LimPonc Rec(ϕ•(D))
⊆ LimPonc Rec(L (Ω, Y•)) Lem 1.1.6= L (Ω, Y•).
De manière similaire, on peut montrer que ϕ• ∈ fL (Ω,C (X•, Y•)) est inversible si et seulement si ϕω
est un homéomorphisme pour tout ω ∈ Ω.
Définition 1.1.16. Soit (Ω, X•) et (Ω, Y•) deux champs boréliens d’espaces métriques. Les champs boré-
liens (Ω, X•) et (Ω, Y•) sont dit équivalents s’il existe un morphisme de champs ϕ• : X•→ Y• compatible,
isométrique et inversible 4.
Définition 1.1.17. Soit (Ω, X•) et (Ω, Y•) deux champ boréliens d’espaces métriques. Les champs bo-
réliens (Ω, X•) et (Ω, Y•) sont dit topologiquement équivalents s’il existe un morphisme de champs
ϕ• : X•→ Y• compatible, continu et inversible 5.
Classes d’équivalence de sections et structures µ-mesurables
Définition 1.1.18. Soit (Ω,A ,µ) un espace de probabilité et (Ω, X•) un champ borélien d’espaces
métriques. On dit que x•, y• ∈ S (Ω, X•) sont égales presque partout, et on note x• =p.p. y•, s’il existe
A ∈ A de mesure 0 tel que {ω ∈ Ω | xω 6= yω} ⊆ A. En d’autres termes deux sections sont égales
presque partout si et seulement si elles coïncident en dehors d’un ensemble µ-négligeable. C’est une
relation d’équivalence sur l’ensemble des sections d’un champ. Par exemple, pour la transitivité, on
observe que si x•, y•, z• ∈ S (Ω, X•) sont tels que x• =p.p. y• et y• =p.p. z• on a
{ω ∈ Ω | xω 6= zω} ⊆ {ω ∈ Ω | xω 6= yω} ∪ {ω ∈ Ω | yω 6= zω}.
C’est en particulier une relation d’équivalence sur L (Ω, X•) et on peut ainsi définir l’ensemble quotient
L(Ω, X•) := L (Ω, X•)/ =p.p. des classes d’équivalence des sections boréliennes modulo l’égalité presque
partout. Si x• ∈ L (Ω, X•), on note [x•] ∈ L(Ω, X•) la classe de x•.
Si (Ω,A ,µ) est un espace de probabilité et si (Ω, X•) est un champ d’espaces métriques, on peut
considérer des structures µ-mesurables en remplaçant le mot “borélien” par le mot “µ-mesurable”
dans la Définition 1.1.3. La majeure partie des résultats reste vraie puisqu’on utilise que rarement des
propriétés spéciales deA . On va montrer que, dans ce cas particulier, on peut naturellement associer
à toute structure borélienne une structure µ-mesurable donnée par l’ensemble des sections égales
presque partout aux sections boréliennes. Une famille fondamentale de la structure borélienne sera
aussi une famille fondamentale de la structure µ-mesurable.
Dans le cas du champ trivial (Ω,R) la différence entre les fonctions boréliennes et les fonctions
µ-mesurables est décrite par le lemme ci-dessous.
4. Par la remarque 1.1.15, il suffit de demander que ϕω soit une isométrie pour tout ω ∈ Ω.
5. Par la remarque 1.1.15, il suffit de demander que ϕω soit un homéomorphisme pour tout ω ∈ Ω.
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Lemme 1.1.19. Soit (Ω,A ,µ) un espace de probabilité et f : Ω → R une fonction. Alors f est µ-
mesurable si et seulement si elle est égale presque partout à une fonction borélienne ef , c’est-à-dire qu’il
existe Ω′ ∈A de mesure pleine tel que f (ω) = ef (ω) pour tout ω ∈ Ω′.
Preuve. Supposons que f soit égale presque partout à une fonction borélienne ef . Montrons que f
est µ-mesurable. Par hypothèse, il existe Ω′ ∈ A de mesure pleine tel que f (ω) = ef (ω) pour tout
ω ∈ Ω′. Soit A un borélien de R. Alors
f −1(A) =   f −1(A)∩Ω′∪   f −1(A)∩ (Ω \Ω′)=   ef −1(A)∩Ω′︸ ︷︷ ︸
∈A
∪   f −1(A)∩ (Ω \Ω′)︸ ︷︷ ︸
de mesure 0
 ∈A ∗
Réciproquement, soit f une fonction µ-mesurable. Alors f est limite ponctuelle de fonctions simples.
On peut donc écrire f = limn→∞ fn où fn =
∑m(n)
i=1 ai,nχAi,n avec
6 Ai,n ∈ A ∗ et ai,n ∈ R. On choisiteAi,n ∈ A tels que eAi,n ⊆ Ai,n et µ(eAi,n) = µ(Ai,n). Observons que eΩ := ⋃∞n=1⋃m(n)i=1 Ai,n \ eAi,n est
négligeable et qu’il existe donc un borélien Ω′ de mesure pleine qui évite cet ensemble. Posonsefn =∑m(n)i=1 ai,nχeAi,n∩Ω′ ∈ L (Ω,R). Alors ef := limn→∞ efn est borélienne et ef =p.p. f puisque fn(ω) =efn(ω) pour tout ω ∈ Ω′.
A l’aide de ce lemme on peut montrer le lien entre une structure borélienne et une structure µ-
mesurable.
Corollaire 1.1.20. Soit (Ω,A ,µ) un espace de probabilité, (Ω, X•) un champ borélien d’espaces mé-
triques de structure borélienne L (Ω, X•). Alors
L(Ω, X•)µ := {x• ∈ S (Ω, X•) | il existe ex• ∈ L (Ω, X•) telle que x• =p.p. ex•},
est une structure borélienne pour le champ X• sur (Ω,A ∗). De plus, si D = {xn• }n≥1 est une partie
fondamentale de la structure borélienne L (Ω, X•), alors D est aussi une partie fondamentale de la
structure L (Ω, X•)µ.
Preuve. On a évidemment que L (Ω, X•) ⊆ L (Ω, X•)µ et donc qu’une famille fondamentale D deL (Ω, X•) satisfait les hypothèses du Lemme 1.1.9 pour le champ X• sur (Ω,A ∗). On peut donc
définir LD(Ω, X•)µ qui sera une structure µ-mesurable. Pour finir de prouver le lemme, il suffit de
montrer l’égalité
LD(Ω, X•)µ =L(Ω, X•)µ.
On utilise le Lemme 1.1.9 pour décrire L (Ω, X•) =LD(Ω, X•) et LD(Ω, X•)µ.
[⊇] Si x• ∈ S (Ω, X•) est égale presque partout à une section de L (Ω, X•), alors d•(x•, xn• ) est µ-
mesurable pour tout n≥ 1 par le Lemme 1.1.19 et donc x• ∈ LD(Ω, X•)µ.
[⊆] Soit ex• ∈ LD(Ω, X•)µ. Alors d•(ex•, xn• ) est µ-mesurable pour tout n ≥ 1 et il existe, par le
Lemme 1.1.19, un borélien Ω′ ∈ A tel que d•(ex•, xn• ) |Ω′ soit borélienne pour tout n ≥ 1. On définit
x• ∈ S (Ω, X•)
xω =
(exω si ω ∈ Ω′
x1ω sinon.
Alors d•(x•, xn• ) est borélienne comme recollement borélien de fonctions borélienne. Ainsi, x• ∈L (Ω, X•) et est égale presque partout à ex•.
Une structure borélienne peut sembler être un espace impressionnant mais en fait on peut montrer
le théorème suivant qui est une généralisation du fait que L(Ω, [0, 1]) muni de la topologie de la
convergence en mesure est un espace polonais. Comme la preuve est essentiellement la même, on
la donne en annexe (voir la Section A.1).
6. Si A⊆ Ω, on note χA la fonction caractéristique de A.
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Théorème 1.1.21 (A.1.3). Soit (Ω,A ,µ) un espace de probabilité et (Ω, X•) un champ borélien d’es-
paces métriques (complets) sur Ω de structure borélienne L (Ω, X•). Alors L(Ω, X•) muni de la topologie
de la convergence en mesure est métrisable, séparable (et complet).
1.2 Sous-champs boréliens
Dans cette section, on introduit et on étudie la notion de sous-champ borélien.
1.2.1 Définition et propriétés générales
Définition 1.2.1. Soit (Ω, X•) un champ d’espaces métriques. On dit que (Ω, A•) est un sous-champ de
(Ω, X•) si (Ω, A•) est un champ d’espaces métriques tel que Aω ⊆ Xω pour tout ω ∈ Ω. En particulier,
Aω 6= ; pour tout ω ∈ Ω (voir la Définition 1.1.1). On dit que (Ω, A•) est un sous-champ généralisé si
(Ω, A•) est un champ d’espaces métriques généralisé tel que Aω ⊆ Xω pour tout ω ∈ Ω. La base d’un
sous-champ généralisé est l’ensemble {ω ∈ Ω | Aω 6= ;}.
Définition 1.2.2. Soit (Ω,A ) un espace borélien, (Ω, X•) un champ borélien d’espaces métriques de
structure borélienne L (Ω, X•) et Ω′ ∈ A . On dit que (Ω′, X•) est le champ restreint à Ω′ du champ
(Ω, X•). Si on munit Ω′ de la σ-algèbre induiteAΩ′ , alors (Ω′, X•) est un champ borélien sur (Ω′,AΩ′)
puisque L (Ω′, X•) := {(x• |Ω′) | x• ∈ L (Ω, X•)} est une structure borélienne pour ce champ (la restric-
tion à Ω′ d’une famille fondamentale de L (Ω, X•) est une famille fondamentale pour L (Ω′, X•)).
Définition 1.2.3. Soit (Ω,A ) un espace borélien, (Ω, X•) un champ borélien d’espaces métriques
et (Ω, A•) un sous-champ. On dit que (Ω, A•) est un sous-champ borélien de (Ω, X•) si L (Ω, A•) :=L (Ω, X•)∩S (Ω, A•) est une structure borélienne pour (Ω, A•). C’est-à-dire qu’on demande
(i) Pour tous x•, y• ∈ L (Ω, A•) l’application d•(x•, y•) : Ω→ R est borélienne.
(ii) Si y• ∈ S (Ω, A•) est tel que d•(x•, y•) est borélienne pour tout x• ∈ L (Ω, A•), alors y• ∈L (Ω, A•).
(iii) Il existe une partie dénombrable D′ = {yn• }n≥1 ⊆ L (Ω, A•) telle que {ynω}n≥1 = Aω pour tout
ω ∈ Ω.
Un sous-champ borélien est noté (Ω, A•) ≤ (Ω, X•), ou parfois simplement A• ≤ X•. L’ensemble des sous-
champs boréliens est noté fL (Ω,P ∗(X•)).
Définition 1.2.4. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’espaces métriques.
Un sous-champ (Ω, A•) tel que Aω n’est pas nécessairement non vide pour tout ω ∈ Ω est appelé un
sous-champ généralisé borélien si
(i) Ω′ := {ω ∈ Ω | Aω 6= ;} est un borélien.
(ii) (Ω′, A•) est un sous-champ borélien du champ restreint (Ω′, X•).
On appelle le borélien {ω ∈ Ω | Aω 6= ;} la base du sous-champ A•. On note fL (Ω,P (X•)) l’ensemble
des sous-champs généralisés boréliens.
Remarques 1.2.5. (1) Comme un sous-champ (Ω, A•) d’un champ borélien (Ω, X•) n’est pas forcé-
ment tel que Aω est fermé dans Xω pour tout ω ∈ Ω, la famille fondamentale D′ peut être telle que{ynω}n≥1 ) Aω dans Xω pour certains ω. En lisant 1.2.3 (iii) il ne faut pas considérer Aω comme un
sous-espace de Xω, mais comme un espace métrique en soi.
(2) Soit Ω′ ⊆ Ω un ensemble borélien, x• ∈ L (Ω′, X•) et y• ∈ L (Ω, X•), alors on peut étendre x• en
une section ex• ∈ L (Ω, X•) à l’aide de y• en posant
ex• :=(xω si ω ∈ Ω′yω sinon.
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(3) Un champ restreint (Ω′, X•) peut être vu comme un sous-champ de (Ω, X•) en choisissant une
section arbitraire x• ∈ L (Ω, X•) et en considérant le sous-champ
XΩ
′
ω =
(
Xω si ω ∈ Ω′
{xω} sinon.
(4) Les sections boréliennes sont des exemples de sous-champs boréliens.
(5) Le Lemme 1.1.6 montre qu’il suffit de montrer le point (iii) de la Définition 1.2.3 pour vérifier
qu’un sous-champ A• est borélien. En effet, 1.2.3 (i) est trivialement satisfaite et L (Ω, A•) est close
par recollements dénombrables et limites simples puisque L (Ω, X•) et S (Ω, A•) le sont.
Lemme 1.2.6 (Transitivité). Soit (Ω,A ) un espace borélien, (Ω, X•) un champ borélien d’espaces
métriques, (Ω, A•) un sous-champ généralisé borélien de base Ω′ et (Ω, B•) un sous-champ généralisé tel
que Bω ⊆ Aω pour tout ω ∈ Ω. Alors (Ω′, B•) est un sous-champ généralisé de (Ω′, A•) si et seulement si
(Ω, B•) est un sous-champ généralisé de (Ω, X•). En d’autres termes,
(Ω′, B•) ∈ fL (Ω′,P (A•)) ⇐⇒ (Ω, B•) ∈ fL (Ω,P (X•)).
Preuve. Commençons par remarquer que dans chacun des cas Ω′′ := {ω ∈ Ω | Bω 6= ;} est borélien
et qu’il reste donc à montrer que
(Ω′′, B•) ∈ fL (Ω′′,P ∗(A•)) ⇐⇒ (Ω′′, B•) ∈ fL (Ω′′,P ∗(X•)).
Sans perdre la généralité, on peut supposer que Ω′′ = Ω. On observe que
L (Ω, B•)︸ ︷︷ ︸
relativement à (Ω,A•)
par déf
= L (Ω, A•)∩S (Ω, B•) =  L (Ω, X•)∩S (Ω, A•)∩S (Ω, B•)
= L (Ω, X•)∩S (Ω, B•) par déf= L (Ω, B•).︸ ︷︷ ︸
relativement à (Ω,X•)
Ainsi, L (Ω, B•) [relativement à (Ω, A•)] est une structure borélienne si et seulement si L (Ω, B•)
[relativement à (Ω, X•)] est une structure borélienne, ce qui termine la preuve.
Lemme 1.2.7. Soit (Ω,A ) un espace borélien, (Ω, X•) un champ borélien d’espaces métriques. Soit{(Ω, An• )}n≥1 une famille dénombrable de sous-champs généralisés boréliens. Alors (Ω,∪n≥1An• ) est un
sous-champ généralisé borélien de (Ω, X•).
Preuve. Pour tout n ≥ 1, notons Ωn la base de (Ω, An• ). Observons que Ω′ := ∪n≥1Ωn est la base de
(Ω,∪n≥1An• ) et est un ensemble borélien. Ensuite, on fabrique une section
z• ∈ L (Ω′, X•)∩S (Ω′,∪n≥1An• ).
Pour ce faire, on fixe pour tout n ≥ 1 une section ez•n ∈ L (Ωn, An• ) ⊆ L (Ωn, X•) qu’on étend arbi-
trairement en une section zn• ∈ L (Ω′, X•) (voir Remarque 1.2.5 (2)). On définit n• ∈ L (Ω′,N) par
nω = min{n | ω ∈ Ωn} et on pose z• := zn•• qui est borélienne (Remarque 1.1.7) et appartient àS (Ω′,∪n≥1An• ).
Maintenant considérons pour tout n ≥ 1 une famille fondamentale Dn ⊆ L (Ωn, An• ) du sous-champ
(Ωn, An). On étend toutes les sections deDn en des sections deL (Ω′, X•) à l’aide de la section z• fabri-
quée ci-dessus et on note eDn ⊆L (Ω′, X•)∩S (Ω′,∪n≥1An• ) l’ensemble qu’on obtient. Par construction,
l’ensemble D = ∪n≥1 eDn est une famille fondamentale du sous-champ (Ω′,∪n≥1An).
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Remarque 1.2.8. Soit (Ω, A•) un sous-champ borélien de (Ω, X•). Alors (Ω, A•) défini par
 
A•

ω :=
Aω est aussi un sous-champ borélien. Il est clair qu’une famille fondamentale pour la structure
borélienneL (Ω, A•) est aussi une famille fondamentale pour la structure borélienneL (Ω, A•), aussi
la Remarque 1.2.5 (5) s’applique-t-elle. Plus généralement, si (Ω, B•) est un sous-champ tel que
Aω ⊆ Bω ⊆ Aω pour tout ω ∈ Ω, alors (Ω, B•) est un sous-champ borélien.
Définition 1.2.9. Soit (Ω,A ) un espace borélien, (Ω, X•) un champ borélien d’espaces métriques et
(Ω, A•) un sous-champ. On dit que (Ω, A•) est un sous-champ de fermés (respectivement d’ouverts, res-
pectivement de complets) si Aω est fermé (respectivement ouvert, respectivement complet) pour tout
ω ∈ Ω. Mutatis mutandis pour les sous-champs généralisés boréliens. On note fL (Ω,P ∗Fe(X•)) l’en-
semble des sous-champs boréliens de fermés et fL (Ω,PFe(X•)) l’ensemble des sous-champs généralisés
boréliens de fermés.
Classes d’équivalence de sous-champs
Définition 1.2.10. Soit (Ω,A ,µ) un espace de probabilité, (Ω, X•) un champ borélien d’espaces mé-
triques, A• et B• deux sous-champs généralisés de (Ω, X•). On dit que B• est équivalent à A•, et on note
B• =p.p. A•, s’il existe un borélien Ω′ ∈A de mesure pleine tel que Bω = Aω pour tout ω ∈ Ω′. C’est une
relation d’équivalence (de la même manière que pour les sections, voir la Définition 1.1.18). On note
[A•] la classe d’équivalence de A•. On peut en particulier considérer l’ensemble de tous les sous-champs
généralisés boréliens de (Ω, X•) et son quotient par cette relation d’équivalence qu’on note eL(Ω,P (X•)).
On peut mettre une ordre partiel sur les classes d’équivalence de sous-champs généralisés boréliens : si
[A•] et [B•] sont deux classes de sous-champs généralisés boréliens de X•, on dit que [A•] est plus petite
que [B•] ou que A• est contenu dans B• presque partout, et on note [A•]≤ [B•] ou A• ⊆p.p. B•, s’il existe
un borélien Ω′ ∈A de mesure pleine tel que Aω ⊆ Bω pour tout ω ∈ Ω′ 7. On appelle cet ordre, l’ordre
de l’inclusion presque partout.
Invariance par morphismes compatibles et continus.
Lemme 1.2.11. Soit (Ω,A ) un espace borélien, (Ω, X•) et (Ω, Y•) des champs boréliens d’espaces mé-
triques et ϕ• : X• → Y• un morphisme de champs compatible et continu. Alors pour tout sous-champ
généralisé borélien Z• ≤ X•, on a que ϕ•(Z•) est un sous-champ généralisé borélien de Y•, où ϕ•(Z•) est
défini par
 
ϕ•(Z•)

ω = ϕω(Zω).
Preuve. On commence par montrer dans le cas particulier de X• = Z•. Pour ce faire, on utilise la
Remarque 1.2.5 (5). Il s’agit de montrer qu’il existe D ⊆ L  Ω,ϕ•(X•) = L (Ω, Y•)∩S  Ω,ϕ•(X•)
dénombrable tel que Dω ⊇ ϕω(Xω) pour tout ω ∈ Ω. Il suffit de prendre D = ϕ•(D′) où D′ est
une famille fondamentale de la structure L (Ω, X•). En effet, ϕ•(D′) ⊆ L  Ω,ϕ•(X•) puisque ϕ• :
X• → Y• est supposé compatible et la condition de densité est vérifiée puisque l’image d’une partie
dense par une application continue est dense dans l’image de l’application (Y = ϕ(D) ⊆ ϕ(D) par
continuité).
Soit maintenant Z• un sous-champ généralisé borélien de X•. Notons Ω′ la base de (Ω, Z•). La res-
triction à (Ω′, Z•) du morphisme ϕ• est évidemment un morphisme compatible et continu. Par le
premier point, on a ainsi que (Ω′,ϕ(Z•)) est un sous-champ borélien de (Ω′, Y•).
Question 1.2.12. Est-ce que ϕ•(L (Ω, X•)) = L  Ω,ϕ•(X•) ? L’inclusion de gauche à droite est
évidente, mais si on essaye de montrer l’autre on se heurte à un petit souci...
7. Il évident que cette condition ne dépend pas du choix des représentants.
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1.2.2 Sous-champs d’ouverts
On va introduire certains sous-champs généralisés boréliens d’ouverts que nous utiliserons dans la
section qui suit.
Lemme 1.2.13. Soit (Ω,A ) un espace borélien, (Ω, X•) un champ borélien d’espaces métriques et D
une famille fondamentale de la structure borélienne du champ (Ω, X•). Supposons que (Ω, U•) soit un
sous-champ généralisé d’ouverts, satisfaisant que {ω ∈ Ω | xω ∈ Uω} soit borélien pour tout x• ∈ D.
Alors (Ω, U•) est un sous-champ généralisé borélien.
Preuve. On note D = {xn• }n≥1 et Ωn := {ω ∈ Ω | xnω ∈ Uω} ∈ A . Par densité de {xnω}n≥1 et puisque
Uω est ouvert pour tout ω ∈ Ω, on a que Ω′ := {ω ∈ Ω | Uω 6= ;} =⋃n≥1Ωn est borélien. Pour tout
n≥ 1, on définit un sous-champ généralisé borélien (Ωn, An• ) par
Anω :=
(
xnω si ω ∈ Ωn
; sinon.
Alors par construction ∪n≥1An• ⊆ U• ⊆ ∪n≥1An• et donc U• est un sous-champ généralisé borélien par
le Lemme 1.2.7 et la Remarque 1.2.8.
Définition 1.2.14. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’espaces métriques
de structure borélienne L (Ω, X•). Un sous-champ d’ouverts U• satisfaisant qu’il existe une partie fonda-
mentale D ⊆ L (Ω, X•) telle que {ω ∈ Ω | xω ∈ Uω} ∈ A pour tout x• ∈ D est appelé un sous-champ
remarquable d’ouverts. Un tel champ est un sous-champ généralisé borélien, comme le montre le Lemme
1.2.13. Si U• est tel que {ω ∈ Ω | xω ∈ Uω} ∈ A pour tout x• ∈ L (Ω, X•), on dit que U• est un
sous-champ très remarquable d’ouverts. Un tel champ est a fortiori un sous-champ généralisé borélien.
Définition 1.2.15. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’espaces métriques de
structure borélienne L (Ω, X•). Soit {yn• }n≥1 ⊆ L (Ω, X•) un sous-ensemble dénombrable et {rn• }n≥1 ⊆L (Ω,R) une famille de fonctions boréliennes. Pour tout ω ∈ Ω on pose
Uω =
⋃
n≥1
B(ynω, r
n
ω).
Le champ U• est un sous-champ généralisé borélien de X• puisque c’est un sous-champ très remar-
quable d’ouverts. En effet, {ω ∈ Ω | xω ∈ Uω} = ⋃n≥1{ω ∈ Ω | dω(xω, ynω) < rnω} ∈ A pour
tout x• ∈ L (Ω, X•). Un tel champ est appelé un sous-champ fondamental d’ouverts. On le note
U• =
⋃
n≥1 B(xn• , rn• ).
Exemple 1.2.16. Si on choisit une unique section y• ∈ L (Ω, X•) et une unique fonction borélienne
r• ∈ L (Ω,R), alors le sous-champ B(x•, r•) est un sous-champ fondamental d’ouverts, donc un sous-
champ généralisé borélien de base {ω ∈ Ω | rω > 0}.
Proposition 1.2.17. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’espaces métriques.
(i) Soit U• =
⋃
k≥1 B(yk• , rk• ) un sous-champ fondamental d’ouverts. Si D = {xn• }n≥1 est une famille
fondamentale, alors il existe des fonctions boréliennes {sn• }n≥1 telles que
U• =
⋃
n≥1
B(xn• , s
n
• ).
(ii) Soit

Un• =
⋃
m≥1 B(ym,n• , rm,n• )
	
n≥1 une famille dénombrable de sous-champs fondamentaux
d’ouverts. Alors U• :=
⋃
n≥1 Un• est un sous-champ fondamental d’ouverts.
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(iii) Si U• =
⋃
k≥1 B(yk• , rk• ) et V• =
⋃
`≥1 B(z`• , s`• ) sont deux sous-champs fondamentaux d’ouverts,
alors
U• ∩ V• =
⋃
k,l≥1
B(yk• , r
k
• )∩ B(z l• , sl•)
est un sous-champ fondamental d’ouverts.
Pour prouver la proposition, on aura besoin du lemme suivant.
Lemme 1.2.18. Soit X un espace métrique et D ⊆ X une partie dense.
(i) Pour tout y ∈ X et r ∈ R, B(y, r) =⋃x∈D B(x , r − d(x , y)).
(ii) Si on se donne une famille {Uβ =⋃x∈D B(x , rβx )}β∈B , alors⋃
β∈B
Uβ =
⋃
x∈D
B(x , sup
β∈B
rβx ).
(iii) Si U =
⋃
x∈D B(x , rx) et V =
⋃
x∈D B(x , r ′x), où {rx}x∈D, {r ′x}x∈D ⊆ R, alors
U ∩ V = ⋃
x∈D
B(x ,min{rx , r ′x}).
Preuve. (i) [⊇] Par l’inégalité du triangle.
[⊆] Soit z ∈ B(y, r). Alors il existe x ∈ D tel que d(x , z)≤ 1/2(r − d(y, z)). Or,
r − d(x , y)≥ r − d(x , z)− d(z, y) = 1
2
(r − d(y, z)) + 1
2
(r − d(y, z)− 2d(x , z))︸ ︷︷ ︸
≥0
).
Ainsi,
z ∈ B x , 1
2
(r − d(y, z))⊆ B x , r − d(x , y).
(ii) ⋃
β∈B
Uβ =
⋃
β∈B
⋃
x∈D
B(x , rβx ) =
⋃
x∈D
⋃
β∈B
B(x , rβx )︸ ︷︷ ︸
=B(x ,supβ∈B rβx )
.
(iii)
U ∩ V =   ⋃
x∈D
B(x , rx)
∩   ⋃
x∈D
B(x , r ′x)

=
⋃
x∈D
B(x , rx)∩ B(x , r ′x)︸ ︷︷ ︸
=B(x ,min{rx ,r ′x})
.
Preuve de la Proposition 1.2.17. (i) On commence par montrer que pour k ≥ 1 fixé on peut écrire
B(yk• , r
k
• ) comme un champ de boules ouvertes centrées en les sections de D. On note D = {xn• }n≥1
et pour tout n, k ≥ 1 on définit sn,k• = rk• − d•(xn• , yk• ) ∈ L (Ω,R). Puisque {xn• }n≥1 est une famille
fondamentale, le Lemme 1.2.18 (i) montre que B(yk• , r
k
• ) =
⋃
n≥1 B(xn• , sn,k• ). Le point (ii) du même
lemme implique que
U• =
⋃
n≥1
B(xn• , sup
k≥1
{sn,k• }).
(ii) Par le point (i), il existe des fonctions boréliennes sm,n• telles que U
n
• =
⋃
m≥1 B(xm• , sm,n• ). Alors
U• =
⋃
m≥1 B(xm• , supn≥1{sm,n• }) par le point (ii) du Lemme 1.2.18.
(iii) Par le point (ii), il suffit de prouver que pour k, l ≥ 1 donnés on peut écrire B(yk• , rk• )∩ B(z l• , sl•)
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comme un sous-champ fondamental d’ouverts. On note D = {xn• }n≥1 et pour tout n ≥ 1 on définit
rn• =min{rk• − d•(xn• , yk• ), r l• − d•(xn• , y l• )}. Par le Lemme 1.2.18 (ii), on a bien
B(yk• , r
k
• )∩ B(y l• , r l• ) =
⋃
n≥1
B(xn• , r
n
• ).
Questions 1.2.19. Est-ce que les quatre classes sont vraiment distinctes ?
{sous-champs fondamentaux d’ouverts} ⊆ {sous-champs très remarquables d’ouverts} ⊆
{sous-champs remarquables d’ouverts} ⊆ {sous-champs boréliens d’ouverts}.
L’exemple suivant répond partiellement à cette question.
Exemple 1.2.20 (Un sous-champ remarquable d’ouverts qui n’est pas très remarquable). On consi-
dère le champ trivial (Ω, [0,1]) muni de la structure borélienne L (Ω, [0,1]). Soit Ω = Ω1 unionsqΩ2 une
partition en deux ensembles non boréliens. On définit un sous-champ Y• par
Yω :=
(
[0, 1] si ω ∈ Ω1
[0, 1] \ {1/pi} si ω ∈ Ω2.
Alors Y• est un sous-champ remarquable d’ouverts, puisque D =Q∩[0,1] est une famille fondamen-
tale deL (Ω, [0,1]) telle que {ω ∈ Ω | xω ∈ Yω}= Ω ∈A pour tout x• ∈ D. Mais 1/pi ∈ L (Ω, [0,1])
et {ω ∈ Ω | 1/pi ∈ Yω}= Ω1 /∈A .
1.2.3 Sous-champs de complets
Au début de la Section 1.2.2, on a trouvé un critère suffisant pour qu’un sous-champ d’ouverts
soit borélien. Ensuite, on a introduit la notion de sous-champ fondamental d’ouverts, qui va nous
permettre de prouver une condition nécessaire et suffisante pour qu’un sous-champ de complets soit
borélien. Il s’agit d’une généralisation des résultats de [CV77]. Si le champ X• est un champ borélien
de complets, alors les résultats s’appliquent aux sous-champs de fermés.
Lemme 1.2.21 ('[CV77], p. 65). Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’es-
paces métriques. Soit (Ω, F•) un sous-champ de complets vérifiant la condition : pour tout sous-champ
fondamental d’ouverts (Ω, U•), on a
{ω ∈ Ω | Fω ∩ Uω 6= ;} ∈ A . (1.1)
Alors il existe une section y• ∈ L (Ω, X•) telle que yω ∈ Fω pour tout ω ∈ Ω.
Preuve. On commence par montrer l’existence d’une suite {yn• }n≥0 ⊆L (Ω, X•) telle que
d•(y
n
• , F•)< 1/2
n et d(yn• , y
n+1
• )< 1/2
n pour tout n≥ 0. (1.2)
On se fixe D = {xn• }n≥1 une famille fondamentale. Pour construire y0• , on considère l’application
n0• : Ω→ N
ω 7→ n0ω :=min{n |B(xnω, 1)∩ Fω 6= ;} ,
qui est bien définie car {xnω}n≥1 est dense dans Xω pour tout ω ∈ Ω. On a que n0• est borélienne,
puisque {ω ∈ Ω |B(xnω, 1) ∩ Fω 6= ;} ∈ A par (1.1), et on peut donc définir y0• := xn
0•• ∈ L (Ω, X•)
(voir Remarque 1.1.7).
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Supposons qu’on ait réussi à construire {y l•}0≤l≤m ⊆ L (Ω, X•) qui satisfait (1.2). Pour construire
ym+1• , on considère l’application
nm+1• : Ω→ N
ω 7→ nm+1ω :=min{n |B(xnω, 1/2m+1)∩ B(ymω , 1/2m)∩ Fω 6= ;},
qui est bien définie car {xnω}n≥1 est dense dans Xω pour tout ω ∈ Ω. Pour vérifier qu’elle est boré-
lienne il suffit d’observer que {ω ∈ Ω | B(xnω, 1) ∩ B(ymω , 1/2m) ∩ Fω 6= ;} ∈ A par (1.1) et par la
Proposition 1.2.17. On peut donc définir ym+1• := x
nm+1•• ∈ L (Ω, X•).
La suite {ynω}n≥0 est de Cauchy, pour tout ω ∈ Ω, car l’inégalité triangulaire montre que
dω(y
k
ω, y
k+p
ω )≤ 1/2k−2 pour tout k, p ≥ 1.
On peut alors définir y• ∈ S (Ω, X c• ) par yω = limn→∞ ynω, où X c• désigne le champ des complétés.
Comme Fω est complet pour tout ω ∈ Ω, y• ∈ S (Ω, F•). De plus, y• ∈ L (Ω, X•) (puisque cet
ensemble est stable par limites ponctuelles) et donc y• ∈ L (Ω, F•).
Remarques 1.2.22. (1) Si (Ω, A•) est un sous-champ borélien de (Ω, X•), alors il vérifie la condition
du lemme précédent car si D′ une famille fondamentale de la structure borélienne de (Ω, A•) et
U• =
⋃
n≥1 B(xn• , rn• ) est un sous-champ fondamental d’ouverts, alors on a
{ω ∈ Ω |Aω ∩ Uω 6= ;}=
⋃
n≥1
{ω ∈ Ω | inf
y•∈D′
dω(yω, x
n
ω)< r
n
ω} ∈ A .
(2) Pour que l’hypothèse (1.1) du Lemme 1.2.21 soit vérifiée, il suffit de montrer que
{ω ∈ Ω | Fω ∩ B(xω, rω) 6= ;} ∈ A pour tout x• ∈ L (Ω, X•), r• ∈ L (Ω,R).
En effet, si U• =
⋃
n≥1 B(xn• , rn• ) est un sous-champ fondamental d’ouverts, alors
{ω ∈ Ω | Fω ∩ Uω 6= ;}= {ω ∈ Ω | Fω ∩ (
⋃
n≥1
B(xnω, r
n
ω)) 6= ;}=
⋃
n≥1
{ω ∈ Ω | Fω ∩ B(xnω, rnω) 6= ;}.
Proposition 1.2.23 (' [CV77], pp. 66-67). Soit (Ω,A ) un espace borélien, (Ω, X•) un champ borélien
d’espaces métriques de structure borélienne L (Ω, X•) et (Ω, F•) un sous-champ de complets.
Alors les assertions suivantes sont équivalentes :
(i) (Ω, F•) est un sous-champ borélien de (Ω, X•).
(ii) Pour tout sous-champ fondamental d’ouverts (Ω, U•), on a
{ω ∈ Ω | Fω ∩ Uω 6= ;} ∈ A .
(iii) Pour tout x• ∈ L (Ω, X•) l’application d•(x•, F•) :ω 7→ dω(xω, Fω) est borélienne.
(iv) Pour tout x• ∈ L (Ω, X•) et tout r• ∈ L (Ω,R) on a
{ω ∈ Ω | Fω ∩ B(xω, rω) 6= ;} ∈ A .
Preuve. La stratégie est de démontrer (i)⇒ (iii)⇒ (iv)⇒ (ii)⇒ (i).
[(i) ⇒ (iii)] Soit x• ∈ L (Ω, X•) et notons D′ = {yn• }n≥1 une famille fondamentale de la structure
borélienne de (Ω, F•). L’application d•(x•, F•) = infn≥1 d•(x•, yn• ) est borélienne comme infimum de
fonctions qui sont boréliennes car yn• ∈ L (Ω, X•) pour tout n≥ 1.
[(iii)⇒ (iv)] Soit x• ∈ L (Ω, X•) et r• ∈ L (Ω,R). On a{ω ∈ Ω | Fω ∩ B(xω, rω) 6= ;}= {ω ∈ Ω | dω(xω, Fω)< rω} ∈ A par hypothèse.
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[(iv)⇒ (ii)] C’est la Remarque 1.2.22 (2).
[(ii)⇒ (i)] Par la Remarque 1.2.5 (5), il suffit d’exhiber D′ = {yn• }n≥1 ⊆ L (Ω, X•)∩S (Ω, F•) telle
que {ynω}n≥1 est dense dans Fω pour tout ω ∈ Ω. On effectue la construction à l’aide du Lemme
1.2.21.
Notons D = {xn• }n≥1 une famille fondamentale de la structure L (Ω, X•) et pour n, i ≥ 1 entiers fixés
définissons le sous-champ An,i• par
An,iω =
(
Fω ∩ B(xnω, 1/2i) si ω est tel que cet ensemble est non vide
Fω sinon.
Puis on pose F n,i• = A
n,i
• (l’adhérence). Ce sous-champ est tel qu’il vérifie la condition du Lemme
1.2.21 car si x• ∈ L (Ω, X•) et r• est borélienne (voir la Remarque 1.2.22 (2)), on a
{ω ∈ Ω | F n,iω ∩ B(xω, rω) 6= ;} = {ω ∈ Ω |An,iω ∩ B(xω, rω) 6= ;}
=

{ω ∈ Ω | Fω ∩ B(xω, rω) 6= ;} ∩ {ω ∈ Ω | Fω ∩ B(xnω, 1/2i) = ;}

⋃{ω ∈ Ω | Fω ∩ B(xnω, 1/2i)∩ B(xω, rω) 6= ;}.
Ces trois ensembles sont boréliens car (Ω, F•) satisfait (ii) (en utilisant 1.2.17 (iii) qui montre que
B(x•, r•)∩ B(xn• , 1/2i) est un sous-champ fondamental d’ouverts).
Une application du Lemme 1.2.21 livre une section xn,i• ∈ L (Ω, X•) telle que xn,iω ∈ F n,iω pour tout
ω ∈ Ω.
Il reste à voir que Fω = {xn,iω }n,i≥1 pour tout ω ∈ Ω. Soit x ∈ Fω et " > 0. Comme {xnω}n≥1 est dense
dans Xω pour tout ω ∈ Ω, il existe m, i ≥ 1 tels que dω(x , xmω) < 1/2i < "/2. Par conséquent, on a
x , xm,iω ∈ Fω ∩ B(xmω , 1/2i) et
dω(x
m,i
ω , xω)≤ dω(xm,iω , xmω) + dω(xmω , xω)< 1/2i + 1/2i < "
d’où le résultat.
Remarques 1.2.24. (1) Dans (iii) et (iv) on peut remplacer “pour tout x• ∈ L (Ω, X•)” par “pour
tout x• ∈ D” où D est une famille fondamentale de la structure borélienne. En d’autres termes, (iii)
et (iv) sont équivalents respectivement à
(iii)’ Pour tout x• ∈ D l’application d•(x•, F•) est borélienne.
(iv)’ Pour tout x• ∈ D et toute fonction r• ∈ L (Ω,R) on a
{ω ∈ Ω | Fω ∩ B(xω, rω) 6= ;} ∈ A .
La Remarque 1.2.22 (2) et la Proposition 1.2.17 montrent que (iv)’ ⇒ (iv). L’implication (iii)’ ⇒
(iii) découle de 1.1.6 et du fait que si xn• → x• dans Xω, alors d•(xn• , A•)→ d•(x•, A•).
(2) Notons dF• ∈ S (Ω,C (X•)) où dFω : Xω → R, xω 7→ dω(xω, Fω) et C (Xω) est l’ensemble des
fonctions continues Xω→ R. On peut reformuler la condition (iii) ainsi :
dF• ∈ fL (Ω,C (X•)),
c’est-à-dire que la fonction distance à F• est un morphisme compatible de (Ω, X•) dans le champ
trivial (Ω,R)
(3) On pourrait penser que (iv) est équivalent à
(v) Pour tout x• ∈ D et toute fonction borélienne r• :ω 7→ rω on a
{ω ∈ Ω | Fω ∩ B(xω, rω) 6= ;} ∈ A .
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Mais quand on cherche à le prouver on a besoin d’une égalité du genre
{ω ∈ Ω | B(xω, rω)∩ Fω 6= ;}=
⋂
n≥1
{ω ∈ Ω | B(xω, rω+ 1/n)∩ Fω 6= ;}.
Or, cette égalité n’est pas toujours vraie. Elle est par exemple fausse si la distance à Fω n’est pas
réalisée (voir l’Exemple 1.5.4). Elle devient vraie si on rajoute l’hypothèse que les Xω sont propres.
L’implication [(v)⇒ (iv)] est toujours vraie puisque
B(x , r) =
⋃
n≥1
B(x , r − 1/n).
(4) La condition (ii) de la Proposition 1.2.23 montre que si F• est un sous-champ borélien de com-
plets, alors le champ complémentaire X• \ F• est un sous-champ fondamental d’ouverts. En effet,
X• \ F• = ⋃x•∈D B(x•, d•(x•, F•)). La réciproque est fausse en toute généralité comme le montre
l’Exemple 1.2.25.
(5) La Proposition 1.2.23 reste vraie si on considère un sous-champ généralisé (Ω, F•) de (Ω, X•) à
condition de définir dω(x ,;) =∞ pour tout ω ∈ Ω et x ∈ Xω. En effet,
{ω ∈ Ω | Fω = ;}= d•(x•, F•)−1({∞})
et donc la base est borélienne si et seulement si d•(x•, F•)−1({∞}) est un ensemble borélien. Notons
Ω′ cette base. Il n’y a plus qu’à appliquer la Proposition 1.2.23 au sous-champ (Ω′, F•) du champ
restreint (Ω′, X•). Si X est un espace métrique, on introduit la notation eC (X ) =C (X )∪{1∞} où 1∞
désigne la fonction constante de valeur∞. On peut donc généraliser la Proposition 1.2.23 pour les
sous-champs généralisés boréliens de complets ainsi : si F• est un sous-champ généralisé de complets
de X•, alors
F• est un sous-champ généralisé borélien ⇐⇒ dF• ∈ fL (Ω, eC (X•)).
Ou encore, on a que
F• est un sous-champ généralisé borélien ⇐⇒
(
Ω′ est borélien,
dF• |Ω′∈ fL (Ω′,C (X•)).
Exemple 1.2.25. Choisissons une décomposition non borélienne Ω = Ω1 unionsqΩ2. On définit
Xω =
(
]− 1, 1[ si ω ∈ Ω1
]− 1, 1] si ω ∈ Ω2.
Alors les fonctions constantes à valeurs dans Q∩]− 1,1[ forment une famille fondamentale d’une
structure borélienne sur (Ω, X•). On observe que le sous-champ généralisé X• \ BX•(0,1) n’est pas
borélien. En effet {ω ∈ Ω | Xω \ BXω(0,1) 6= ;}= Ω2 /∈A .
On a vu à l’Exemple 1.2.16 que les champs de boules ouvertes (centrées en des sections boréliennes
et de rayon borélien) sont des sous-champs boréliens. Il en va de même de leurs adhérences par la
Remarque 1.2.8. L’un des exemples suivants montre que ce n’est en général pas vrai pour les boules
fermées, mais que ça le devient si on considère des champs d’espaces géodésiques.
Exemples 1.2.26. (1) Choisissons une décomposition non borélienne Ω = Ω1 unionsqΩ2. On définit
Xω =
({0}∪]1,∞[ si ω ∈ Ω1
{0} ∪ [1,∞[ si ω ∈ Ω2.
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Alors les fonctions constantes à valeurs dans Q>1 ∪ {0} forment une famille fondamentale d’une
structure borélienne sur (Ω, X•). On observe que (Ω, BX•(0, 1)) n’est pas un sous-champ borélien de
(Ω, X•). En effet, la fonction cardinal |BX•(0, 1)| n’est pas borélienne (ce qui contredit le Lemme
1.1.8).
(2) Si (Ω, X•) est un champ borélien d’espaces métriques complets tel que Xω est géodésique pour
tout ω ∈ Ω, alors B(x•, r•) et S(x•, r•) sont des sous-champs boréliens de fermés pour tout x• ∈L (Ω, X•) et r• ∈ L (Ω,R). On observe que si X est un espace métrique géodésique, x , y ∈ X et
r ∈ R, alors
d(y, B(x , r)) = dd(x , y)− re0 et d(y, S(x , r)) = |d(x , y)− r|
où si α ∈ R, alors
dαe0 =
(
α si α≥ 0
0 si α < 0.
Et donc on a pour y• ∈ L (Ω, X•)
d•(y•, B(x•, r•)) = dd•(y•, x•)− r•e0 et d•(y•, S(x•, r•)) = |d•(y•, x•)− r•|
et la Proposition 1.2.23 permet de conclure.
On a vu (Remarque 1.2.24 (4)) que les complémentaires des champs boréliens de fermés sont des
champs fondamentaux d’ouverts. En fait, ils satisfont une condition plus forte qui est décrite dans le
lemme qui suit qui caractérise entièrement les champs généralisés boréliens d’ouverts tels que leur
complémentaire est un champ généralisé borélien de fermés.
Lemme 1.2.27. Soit (Ω,A ) un espace borélien, (Ω, X•) un champ borélien d’espaces métriques com-
plets et U• un sous-champ généralisé borélien d’ouverts. Alors le sous-champ généralisé des complémen-
taires X• \ U• est borélien si et seulement si les applications
rx• : Ω → R
ω 7→ sup{r | B(xω, r)⊆ Uω}
sont boréliennes pour tout x• ∈ L (Ω, X•) (ou de manière équivalente pour tout x• dans une famille
fondamentale).
Preuve. Commençons par montrer que si X est un espace métrique, D ⊆ X est une partie dense et F
est un fermé de X , alors
d(x , F) = rx := sup{r ∈ R≥0 | B(x , r)⊆ X \ F} pour tout x ∈ X
et
X \ F = ⋃
y∈D
B(y, d(y, F)).
Prouvons la première égalité.
[≥] Pour tout " > 0, il existe y ∈ F tel que d(x , y) < d(x , F) + ". Alors B(x , d(x , F) + ") * X \ F et
donc rx ≤ d(x , F) + " pour tout " > 0.
[≤] Soit r ≥ 0 tel que B(x , r)⊆ X \ F . Par l’absurde, supposons que d(x , F)< r. Alors il existe y ∈ F
tel que d(x , y)≤ d(x , F) + 1
2
(r − d(x , F))︸ ︷︷ ︸
>0
. Mais alors on a la contradiction
d(x , F)≤ d(x , y)≤ d(x , F) + 1
2
(r − d(x , F)) = 1
2
r +
1
2
d(x , F)< d(x , F).
Ainsi, d(x , F)≥ rx .
1.3. TRIVIALISATION D’URYSOHN 19
Pour la deuxième égalité, on observe que l’inclusion [⊇] est banale et pour l’autre, on se fixe x ∈
X \ F . Alors il existe r > 0 tel que B(x , r) ⊆ U . Si y ∈ D est tel que d(y, x) < r/2, alors B(y, r/2) ⊆
B(x , r)⊆ U et donc ry ≥ r/2, d’où x ∈ B(y, ry).
En reprenant les notations de l’énoncé on a donc rx• = d•(x•, X• \U•) pour tout x• ∈ L (Ω, X•) ce qui
montre [⇐] par la Proposition 1.2.23. Et U• =⋃n≥1 B(xn• , d•(xn• , X•\U•)) où {xn• }n≥1 est une famille
fondamentale de la structure L (Ω, X•), ce qui prouve [⇒].
Questions 1.2.28. Est-ce que tous les sous-champs fondamentaux d’ouverts satisfont la propriété
du Lemme 1.2.27
1.3 Trivialisation d’Urysohn
On démontre dans cette section un théorème de Valadier affirmant que tout champ borélien d’es-
paces métriques peut être vu comme sous-champ d’un champ trivial (Ω,U) oùU est l’espace métrique
séparable universel construit par Urysohn en 1927. Le travail récent [Mel05] a été consacré à cet
espace. Le formalisme de ce qui suit en est inspiré.
Définition 1.3.1. Soit X un espace métrique. Une fonction f : X → R>0 satisfaisant
| f (x)− f (y)| ≤ d(x , y)≤ f (x) + f (y) pour tout x , y ∈ X
est appelée une fonction de Kateˇtov. On note Kat(X ) l’ensemble des fonctions de Kateˇtov sur X .
Définition 1.3.2. Soit X un espace métrique.
On dit que X satisfait la propriété d’extension rationnelle si pour tout A ⊆ X fini et f ∈ KatQ(A) :={ f ∈ Kat(A) | f (a) ∈Q pour tout a ∈ A}, il existe y ∈ X tel que d(y, a) = f (a) pour tout a ∈ A.
On dit que X satisfait la propriété d’extension approximative si pour tout A ⊆ X fini, f ∈ Kat(A) et
" > 0 il existe y ∈ X tel que |d(y, a)− f (a)| ≤ ", pour tout a ∈ A.
On dit que X satisfait la propriété d’extension finie (ou est finiment injectif) si pour tout A⊆ X fini et
f ∈ Kat(A), il existe y ∈ X tel que d(y, a) = f (a) pour tout a ∈ A.
Lemme 1.3.3. Soit X un espace métrique. Si X possède la propriété d’extension rationnelle, alors X
possède la propriété d’extension approximative.
Preuve. Soit A ⊆ X fini, f ∈ Kat(A) et " > 0 donnés. On ordonne les éléments de A de telle sorte
que
0< f (an)≤ . . .≤ f (a2)≤ f (a1),
Un instant de réflexion permet de se convaincre qu’une récurrence peut montrer l’existence de
r1, r2, . . . , rn ∈ R≥0 tels que
(1) pour tout i = 1, . . . , n, on a f (ai) +
∑i
k=1 rk ∈Q
(2) pour tout 1≤ i ≤ j ≤ n, on a f (a j) +∑ jk=1 rk ≤ f (ai) +∑ik=1 rk
(3)
∑n
k=1 rk ≤ ".
On définit ef : A→ Q par ef (ai) = f (ai) +∑ik=1 qk pour tout i = 1, . . . , n. On a ef ∈ KatQ(A) car pour
tout 1≤ i ≤ j ≤ n on a
|ef (ai)− ef (a j)| (2)= f (ai)− f (a j)− j∑
k=i+1
rk ≤ f (ai)− f (a j) = | f (ai)− f (a j)| ≤ d(ai , a j)
ef (ai) + ef (a j)≥ f (ai) + f (a j)≥ d(ai , a j)
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puisque f ∈ Kat(A). Par hypothèse, il existe y ∈ X tel que d(y, ai) = ef (ai) pour tout i = 1, . . . , n.
On a
|d(y, ai)− f (ai)|= |ef (ai)− f (ai)| ≤ sup
1≤ j≤n
|ef (a j)− f (a j)|= ef (an)− f (an) = n∑
k=1
rk ≤ ",
d’où le résultat.
On aura besoin du Lemme suivant. Sa formulation peut-paraître étrange, mais c’est un mal néces-
saire pour la suite.
Lemme 1.3.4. Soit X un espace métrique satisfaisant la propriété d’extension approximative. Soit
α > 0, A= {a1, . . . , an} ⊆ X et f ∈ Kat(A). Alors
(i) Il existe y ∈ X tel que
|d(y, ai)− f (ai)| ≤ α2 pour tout i = 1, . . . , n.
(ii) Supposons que pour K ≥ 1 il existe {yk}Kk=1 ⊆ X tels que
|d(yk, ai)− f (ai)| ≤ α2k pour tout i = 1, . . . , n; k = 1, . . . , K
d(yk, yk+1)≤ α2k−1 pour tout k = 1, . . . , K − 1.
Alors il existe yK+1 ∈ X tel que
|d(yK+1, ai)− f (ai)| ≤ α2K+1
d(yK , yK+1)≤ α2K−1 .
En particulier, si X est en plus complet, alors X possède la propriété d’extension finie.
Preuve. (i) L’existence de y est garantie par la propriété d’extension approximative.
(ii) découle directement de l’affirmation suivante.
Affirmation. Soit X , A et f comme dans l’énoncé du lemme et supposons qu’il existe y ∈ X et c > 0
tels que |d(y, ai)− f (ai)| ≤ c pour i = 1, . . . , n. Alors il existe y ′ ∈ X tel que
|d(y ′, ai)− f (ai)| ≤ c/2 et d(y, y ′)≤ 2c.
Preuve de l’affirmation. Soit f ′ : A→ R définie par f ′(ai) = d(y1, ai) pour tout i = 1, . . . , n. Il est
clair que f ′ ∈ Kat(A) (inégalité du triangle). On a ‖ f − f ′‖∞ = sup1≤i≤n | f (ai)− f ′(ai)| ≤ c et on
définit la fonction g : A∪{y} → R par g(ai) = f (ai) pour i = 1, . . . , n et g(y) = ‖ f − f ′‖∞. Vérifions
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que g ∈ Kat(A∪ {y}). D’une part,
g(y) + g(ai) = ‖ f ′− f ‖∞− f (ai)≥ | f (ai)− d(y, ai)|+ f (ai)
=
(
d(y, ai) si d(y1, ai)≥ f (ai)
2 f (ai)− d(y, ai) si f (ai)≥ d(y, ai),
≥ d(y, ai)
et d’autre part,
|g ′(ai)− g ′(y)| = | f (ai)− sup
1≤ j≤n
| f (a j)− d(y, a j)||
=
(
f (ai)− sup1≤ j≤n | f (ai)− d(y, a j)| ≤ f (ai)− | f (ai)− d(y, ai)|
sup1≤ j≤n | f (a j)− d(y, a j)| − f (ai) = | f (a j0)− d(y, a j0)| − f (ai)
=

f (ai)− f (ai) + d(y, ai)
2 f (ai)− d(y, ai)
f (a j0)− d(y, a j0)− f (ai) ≤ | f (a j0)− f (ai)| − d(y, a j0)
≤ d(ai , a j0)− d(a j0 , y)
d(y, a j0)− ( f (a j0) + f (ai))≤ d(y, a j0)− d(ai , a j0)
≤ d(y, ai)
Comme g ∈ Kat(A∪ {y}), il existe y ′ ∈ X tel que
|d(y ′, ai)− g(ai)|= |d(y ′, ai)− f (ai)| ≤ c/2 pour tout i = 1, . . . , n
d(y ′, y)≤ c/2+ g(y)) = c/2+ ‖ f − f1‖∞ ≤ 2c.
On admet le résultat suivant.
Lemme 1.3.5. [Urysohn, [Ury27]] Il existe un espace métrique dénombrable U0 qui possède la pro-
priété d’extension rationnelle.
Cet espace U0 possède donc la propriété de contenir une copie de tout espace métrique dénombrable
tel que la distance entre tous les points est rationnelle. Notons U son complété. Cet espace métrique
séparable est l’espace d’Urysohn. Il satisfait la propriété d’extension approximative puisqu’il contient
U0 qui la satisfait (Lemme 1.3.5 et 1.3.3). Or, pour un espace complet le Lemme 1.3.4 montre en
particulier que les propriétés d’extension approximative et d’extension finie sont équivalentes. Ainsi,
U possède la propriété d’extension finie.
Théorème 1.3.6 ([Val78]). Soit (Ω,A ) un espace borélien,  Ω, (X•, d•) un champ borélien d’es-
paces métriques et
 
Ω, (U, d)

le champ trivial associé à l’espace d’Urysohn. Alors il existe i• ∈fL (Ω, Iso(X•,U)) un morphisme de champs compatible et isométrique.
Preuve. Soit D = {xn• }n≥1 ⊆L (Ω, X•) une famille fondamentale de la structure borélienne et notons
U0 = {un}n≥1 ainsi que un• : Ω→ U0 la section constante de valeur un. On va construire une suite de
sections {vn• }n≥1 ⊆L (Ω,U) telle que
dω(x
n
ω, x
m
ω) = d(v
n
ω, v
m
ω ) pour tout n, m≥ 1 et tout ω ∈ Ω.
Soit v1• : Ω→ U0 la section constante de valeur u1 ∈ U0.
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Supposons que nous ayons défini les n premières sections v1• , . . . , v
n
• ∈ L (Ω,U) vérifiant
dω(x
i
ω, x
j
ω) = d(v
i
ω, v
j
ω) pour tout 1≤ i, j ≤ n et tout ω ∈ Ω.
On considère alors la fonction borélienne αn• =min1≤i≤n d•(x i•, xn+1• ), le sous-ensemble borélien dé-
fini par Ωn0 := {ω ∈ Ω |αnω 6= 0} et on construit, par récurrence, une suite d’applications boréliennes{wn,k• : Ωn0 → U0}k≥1. Pour k ≥ 1 et ω ∈ Ωn0 fixés, wn,kω est le premier des {u`ω}`≥1 (qui existe par le
Lemme 1.3.4 appliqué à U) tel que la condition suivante soit vérifiée :
|d(u`ω, v iω)− dω(xn+1ω , x iω)| ≤
αnω
2k
pour tout i = 1, . . . , n
d(u`ω, w
n,k−1
ω )≤
αnω
2k−1 .
L’application wn,k• : Ω
n
0 → U0 est borélienne pour tout k ≥ 1. On pose vn+1• = limk→∞wn,k• ∈L (Ω, U). Sur Ω \Ωn0, on choisit pour vn+1ω le premier des v`ω pour 1≤ `≤ n tel que x`ω = xn+1ω .
Il est maintenant possible de définir le morphisme de champs ϕ• ∈ fL (Ω, Iso(X•,U)). Pour tout
ω ∈ Ω, on définit ϕω(xnω) = vnω. Par définition, ϕω : {xnω}n≥1→ U est une isométrie, elle se prolonge
donc en une isométrie de Xω dans U. Pour voir que ce morphisme est compatible, il suffit de vérifier
que ϕ•(D)⊆L (Ω,U) (Remarque 1.1.15). Mais ϕ(xn• ) = vn• ∈ L (Ω,U) par construction.
1.4 Champs de complets
On va étudier l’ensemble des classes d’équivalence de sous-champs généralisés boréliens de fermés
dans un champ borélien de complets. Le principal résultat de cette section est la Proposition 1.4.8
qui affirme que cet ensemble est un treillis complet pour l’ordre de l’inclusion presque partout.
1.4.1 σ-algèbre sur
∐
ω∈Ω Xω
Dans le but de prouver la Proposition 1.4.8, on va introduire dans cette section une σ-algèbre sur∐
ω∈Ω Xω et étudier certaines de ces propriétés.
Soit (Ω, X•) un champ borélien d’espaces métriques. Rappelons qu’on peut y penser comme à la
réunion disjointe indexée de {Xω}ω∈Ω qu’on note∐ω∈Ω Xω = {(ω, x) | x ∈ Xω}. Un sous-champ gé-
néralisé peut être vu comme une partie de cette réunion. En effet, A• =
∐
ω∈Ω Aω ∈ P (
∐
ω∈Ω Xω).
Dans cette section, on va munir l’ensemble
∐
ω∈Ω Xω d’une σ-algèbre qui aura des liens avec l’en-
semble des sous-champs généralisés boréliens.
Rappelons qu’un sous-champ fondamental d’ouverts (Définition 1.2.15) est défini par
U• :=
⋃
n≥1
B(xn• , r
n
• ),
où {xn• }n≥1 ⊆ L (Ω, X•) et {rn• } ⊆ L (Ω,R). Notons O (X•) ⊆ P (
⊔
ω∈Ω Xω) l’ensemble des sous-
champs fondamentaux d’ouverts. On note également
B(X•) = {B(x•, r•) | x• ∈ L (Ω, X•) et r• ∈ L (Ω,R)} ⊆ O (X•).
La Proposition 1.2.17 montre que σ(O (X•)) = σ(B(X•)) où σ( ) désigne la σ-algèbre engendrée
par ce qu’il y a dans les parenthèses.
Remarque 1.4.1. L’introduction de eX• := ∐ω∈Ω Xω et de σ(O (X•)) permet de voir les champs
comme des fibrés boréliens (voir par exemple l’introduction de [AR00] ou le cas particulier de
l’Exemple 1.1.12 (4)). En effet, la projection naturelle p : eX → Ω est évidemment borélienne
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lorsqu’on munit eX• de la σ-algèbre σ(O (X•)). On peut prouver, à l’aide de la Proposition 1.2.17,
que σ(O (X•)) est dénombrablement engendrée. Une section peut être vue comme une application
x• : Ω→ eX• telle que p ◦ x• = idΩ. Les points (i) et (ii) de la Définition 1.1.3 permettent de prouver
que L (Ω, X•) est exactement l’ensemble des sections qui sont boréliennes lorsqu’on les voit comme
des applications de Ω dans eX•.
Montrons que dans le cas d’un champ trivial, σ(O ) est une σ-algèbre bien connue.
Lemme 1.4.2. Soit (Ω,A ) un espace borélien et X un espace métrique séparable. On considère BX
la σ-algèbre des boréliens de X et O (X ) l’ensemble des sous-champs fondamentaux d’ouverts du champ
constant (Ω, X ). Alors on a l’égalitéA ⊗BX 8 = σ(O (X )).
Preuve. [⊆] Observons qu’il suffit de vérifier que Ω′×U ∈ σ(O (X )) pour tout Ω′ ∈A et tout ouvert
U de X . Comme X est métrique séparable, il existe des suite {xn}n≥1 ⊆ X et {rn}n≥1 ⊆ R telles que
U =
⋃
n≥1 B(xn, rn). On définit pour tout n≥ 1 la fonction borélienne rn• par
rnω :=
(
rn si ω ∈ Ω′
0 sinon.
Ainsi Ω′× U =⋃n≥1 B(xn, rn• ) ∈ σ(O (X )).
[⊇] Observons qu’il suffit de vérifier que B(x , r•) ∈ σ(A ×BX ) pour tout x ∈ X et r• ∈ L (Ω,R≥0)
(par la Proposition 1.2.17). Une fonction borélienne est limite ponctuelle d’une suite croissante de
fonctions simples et si rm• ↗ r•, alors B(x , r•) = B(x , supm≥1 rm• ) =
⋃
m≥1 B(x , rm• ). Il suffit donc de
vérifier l’affirmation pour r• de la forme
∑n
i=0 aiχΩi ou Ωi ∈A . Or on a
B(x , r•) =
n⋃
i=1
Ωi × B(x , ai) ∈ σ(A ×BX ).
On va prouver que si X• est un champ borélien et A• est un sous-champ généralisé borélien, alors la
σ-algèbre sur A• est la restriction de la σ-algèbre sur X•. Pour ce faire, on aura besoin du lemme qui
suit.
Lemme 1.4.3. Soit X un ensemble, A une σ-algèbre sur X engendrée par B ⊆ P (X ). Si X1 ⊆ X ,
alors la σ−algèbre engendrée parB |X1:= {B ∩ X1 | B ∈B} est égale àA |X1 .
Preuve. On décompose la preuve en trois étapes.
(1) Supposons que X = X1 unionsq X2 et queAi est une σ-algèbre sur X i pour i = 1, 2. Alors
A1⊕A2 := {A⊆ X | il existe Ai ∈Ai tel que A= A1 unionsq A2}
est une σ-algèbre sur X . En effet, on a :
– ; ∈ A1⊕A2 puisque ;=
∈A1︷︸︸︷; unionsq ∈A2︷︸︸︷; .
– Si {An}n≥1 ⊆A1⊕A2, alors
⋃
n≥1
An =
⋃
n≥1
∈A1︷︸︸︷
A1n unionsq
∈A2︷︸︸︷
A2n =
  ∈A1︷ ︸︸ ︷⋃
n≥1
A1n
unionsq   ∈A2︷ ︸︸ ︷⋃
n≥1
A2n
 ∈A1⊕A2.
8. La σ-algèbre produit, i.e. celle engendrée parA ×BX .
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– Si A∈A1⊕A2, alors X \ A= X \ (A1 unionsq A2) = (
∈A1︷ ︸︸ ︷
X1 \ A1)unionsq (
∈A2︷ ︸︸ ︷
X2 \ A2) ∈A1⊕A2.
(2) Supposons que X = X1 unionsq X2, que A soit une σ-algèbre sur X et qu’il existe des σ-algèbres Ai
sur X i telles queA =A1⊕A2. AlorsAi =A |X i pour i = 1,2.
En effet, supposons que A ∈ A |X1 . Alors il existe eA = A1 unionsq A2 ∈ A1 ⊕ A2 = A tel que A =eA∩ X1 = ( A1︸︷︷︸
∈A1
unionsq A2︸︷︷︸
∈A2
) ∩ X1 = A1 ∈ A1. Réciproquement, si A ∈ A1, alors A = Aunionsq ; ∈ A et donc
A= A∩ X1 ∈A |X1 . De même pour X2.
(3) On peut maintenant montrer l’égalité.
[⊇] Écrivons σ(B |X1) la σ-algèbre sur X1 engendrée parB |X1 . On observe que
B ⊆A |X\X1 ⊕ σ(B |X1)⊆A .
Ainsi, puisque B engendre A et que A |X\X1 ⊕ σ(B |X1) est une σ-algèbre par le point (1), on a
queA |X\X1 ⊕ σ(B |X1) =A . On conclut en utilisant le point (2). L’inclusion [⊆] est évidente.
On peut maintenant prouver ce qu’on avait annoncé.
Lemme 1.4.4 (Remarque 1.17 de [DAP76]). Soit (Ω,A ) un espace borélien, (Ω, X•) un champ boré-
lien d’espaces métriques et A• un sous-champ généralisé borélien. Alors
σ(O (A•)) = σ(O (X•)) |A• .
Preuve.
[⊆] Soit y• ∈ L (Ω, A•) et r• ∈ L (Ω,R). Alors
BA•(y•, r•) = BX•(y•, r•)∩ (
⊔
ω∈Ω
Aω) ∈ σ O (X•) |A•
où BA•(y•, r•) = {(ω, x) | dω(x , yω)< rω et x ∈ Aω}.
[⊇] On sait que σ O (X•) |A•= σ B(X•) |A•Lem. 1.4.3= σ B(X•) |A• . Il suffit donc de montrer que
B(x•, r•) ∩ A• ∈ σ(O (A•)) pour tout x• ∈ L (Ω, X•) et r• ∈ L (Ω,R). Pour ce faire, on aura besoin
d’une description adaptée de l’intersection d’une boule et d’un ensemble.
Affirmation. Soit X un espace métrique séparable, A⊆ X , D = {yn}n≥1 ⊆ A une partie dénombrable
dense dans A, x0 ∈ X et r ∈ R. Alors
B(x0, r)∩ A=
⋃
m≥1
⋂
k≥m
⋃
n≥1
{y ∈ A | d(y, yn)< 1/k et d(yn, x0)< r − 1/m}
Preuve de l’affirmation. [⊆] Soit y ∈ B(x0, r) ∩ A. Choisissons m ≥ 1 tel que B(y, 2/m) ⊆ B(x0, r)
(i.e. prendre m tel que d(y, x0) < r − 2/m). D’autre part, on sait que pour tout k ≥ 1, il existe n(k)
tel que d(y, yn(k))< 1/k. Or, si k ≥ m, alors
d(yn(k), x0)≤ d(yn(k), y) + d(y, x0)< 1/k+ r − 2/m≤ 9r − 1/m.
[⊇] Soit y ∈ A tel qu’il existe m≥ 1 tel que pour tout k ≥ m, il existe n≥ 1 tel que d(y, yn)< 1/k et
d(yn, x0)< r−1/m. Donc il existe une suite d’indices n(k) (pour k assez grand) tel que d(y, yn(k))<
1/k et d(yn(k), x0)< r−1/m. Ainsi yn(k) k→∞→ y et donc d(y, x0) = limk→∞ d(yn(k), x0)≤ r−1/m<
r, ce qui achève la preuve de l’affirmation.
9. 1/k− 2/m≤−1/m ⇐⇒ 1/k ≤ 1/m ⇐⇒ m≤ k
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Soit {yn• }n≥1 une famille fondamentale de L (Ω, A•), x• ∈ L (Ω, X•) et r• ∈ L (Ω,R). L’affirmation
montre que
BA•(x•, r•) =
⋃
m≥1
⋂
k≥m
⋃
n≥1
{(ω, y) | y ∈ Aω, dω(y, ynω)< 1/k et dω(ynω, xω)< rω− 1/m}.
Finalement, on définit, pour n, m, k ≥ 1, les fonctions boréliennes rn,m,k• : Ω→ R par
rn,m,kω :=
(
1/k si dω(ynω, xω)< rω− 1/m
0 sinon,
qui nous permettent de réécrire
{(ω, y) | y ∈ Aω, dω(y, ynω)< 1/k et dω(ynω, xω)< rω− 1/m}= BA•(yn• , rn,m,k• ) ∈B(A•),
ce qui termine la preuve.
1.4.2 Classes d’équivalence de sous-champs de fermés
Rappelons que si Ω est muni d’une mesure de probabilité, alors on peut considérer sur X• la struc-
ture µ-mesurable naturelle induite par la structure borélienne. Soit X• un champ borélien d’espaces
métriques. Considérons l’ensemble des sous-champs généralisés boréliens de complets et l’ensemble
des sous-champs généralisés µ-mesurables de complets. Comme pour L (Ω, X•) et L (Ω, X•)µ (voir
le Corollaire 1.1.20), on montre que ces ensembles sont très proches.
Lemme 1.4.5. Soit (Ω,A ,µ) un espace de probabilité et (Ω, X•) un champ borélien d’espaces
métriques. Alors
(i) Si F• est un sous-champ généralisé borélien de complets, alors F• est un sous-champ généralisé
µ-mesurable (de complets).
(ii) Si F• est un sous-champ généralisé µ-mesurable de complets, alors il existe un sous-champ
généralisé borélien de complets équivalent à F• (pour l’égalité presque partout).
Preuve. (i) Soit D une famille fondamentale de la structure borélienne de X•. Par la Proposition
1.2.23, on a que d•(x•, F•) est borélienne pour tout x• ∈ D. En particulier d•(x•, F•) est µ-mesurable
pour tout x• ∈ D et, par la même proposition, appliqué cette fois au sous-champ F• du champ µ-
mesurable X•, on a que F• est µ-mesurable (voir la Remarque 1.2.24 (1)).
(ii) Comme pour le point (i), on sait que d•(x•, F•) est µ-mesurable pour tout x• ∈ D. Ainsi, comme
dans la preuve du Corollaire 1.1.20, on a qu’il existe un borélien Ω′ de mesure pleine tel que
d•(x•, F•) |Ω′ est borélienne pour tout x• ∈ D. Donc le champ (Ω′, F•) est un sous-champ généra-
lisé borélien de (Ω′, X•) et, en le prolongeant arbitrairement (avec l’ensemble vide ou une section
borélienne), on obtient un sous-champ généralisé borélien de complets F ′• égal presque partout au
champ F•.
Supposons maintenant que X• est un champ borélien d’espaces complets. Alors les sous-
champs de complets coïncident avec les sous-champs de fermés. Rappelons qu’on notefL (Ω,PFe(X•)) l’ensemble des sous-champs généralisés boréliens de fermés. Par analogie, nous no-
terons fL (Ω,PFe(X•))µ l’ensemble des sous-champs généralisés µ-mesurables de fermés. NotonseL(Ω,PFe(X•)) le quotient de fL (Ω,PFe(X•)) (ou de manière équivalente de fL (Ω,PFe(X•))µ) par
la relation d’égalité presque partout et O ∗(X•) l’ensemble des sous-champs fondamentaux d’ouverts
pour la structure µ-mesurable. Le lien entre la σ-algèbre O ∗(X•) et les classes d’équivalences de
sous-champs généralisés boréliens est donné par la proposition suivante.
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Proposition 1.4.6 (Proposition 3.6 de [De67]). Soit (Ω,A ,µ) un espace de probabilité, (Ω, X•) un
champ borélien d’espaces métriques complets et F• un sous-champ généralisé de fermés. Alors F• est un
sous-champ µ-mesurable si et seulement si F• ∈ σ(O ∗(X•)).
Preuve. [⇒] On montre le résultat plus général suivant :
Soit (Ω,A ) un espace borélien, X• un champ borélien d’espaces métriques et A• un sous-champ généra-
lisé borélien. Alors A• ∈ σ(O (X•)).
Soit D = {xm• }m≥1 une famille fondamentale de L (Ω, X•). Comme A• est un sous-champ borélien,
on a que d•(xm• , A•) est borélienne pour tout m≥ 1. Observons que
(ω, x) ∈ ⊔
ω∈Ω
Aω ⇐⇒ ∀ n≥ 1, ∃ m≥ 1 t.q. dω(x , xmω)< 1/n et dω(xmω , Aω)< 1/n.
[⇒] On fixe (ω, x) ∈ ⊔ω∈Ω Aω et n ≥ 1. Alors il existe m(n) tel que 1/n > dω(x , xm(n)ω ) ≥
dω(xm(n)ω , Aω).
[⇐] On fixe (ω, x) ∈⊔ω∈Ω Xω tel que pour tout n≥ 1, il existe m(n)≥ 1 tel que dω(x , xm(n)ω )< 1/n
et dω(xm(n)ω , Aω) < 1/n. Alors x
m(n)
ω → x et donc, par continuité de la fonction distance, d(x , Aω) =
limn→∞ dω(xm(n)ω , Aω) = 0, c’est-à-dire (ω, x) ∈ Aω.
Ainsi, on peut écrire⊔
ω∈Ω
Aω =
⋂
n≥1
⋃
m≥1
{(ω, x) | dω(x , xmω)< 1/n et dω(xmω , Aω)< 1/n}.
En définissant, pour n, m≥ 1, les fonctions boréliennes rm,n• : Ω→ R par
rm,nω :=
(
1/n si dω(xmω , Aω)< 1/n
0 sinon,
on obtient que
A• =
⋂
n≥1
⋃
m≥1
B(xm• , r
m,n
• ) ∈ σ(O (X•)).
[⇐] On commence par montrer le résultat dans le cas d’un champ trivial (Ω, X ) où X est un espace
métrique séparable complet. Par la Proposition 1.2.23 et la Remarque 1.2.24 (1), il suffit de vérifier
que pour tout x ∈ X et tout r• ∈ L (Ω,R)µ, {ω ∈ Ω | Fω ∩ B(x , rω) 6= ;} ∈ A ∗. Mais
{ω ∈ Ω | Fω ∩ B(x , rω) 6= ;}= piΩ(B(x , r•)∩ F•).
Or, B(x , r•)∩ F• ∈ σ(A ∗×BX ) (Lemme 1.4.4) et donc piΩpiΩ(B(x , r•)∩ F•) ∈A ∗ par des théorèmes
classiques (par exemple 3.4 de [De67] ou Théorème 2 de [Le78]).
Ensuite, on utilise la trivialisation d’Urysohn pour plonger X• dans U (voir la Section 1.3). Premiè-
rement, F• ∈ σ(O ∗(X•)) par hypothèse. Deuxièmement, les Lemmes 1.4.2 et 1.4.4 montrent que
σ(O ∗(X•)) = σ(A ∗×BU) |X• .
Troisièmement, on sait que X• ∈ σ(A ∗ ×BU) grâce aux Lemmes 1.2.11 et 1.4.5 et l’implication
dans l’autre sens (qu’on a déjà prouvé). Ces trois constatations impliquent que F• ∈ σ(A ∗×BU). Et
donc F• est un sous-champ généralisé µ-mesurable du champ trivial U. Grâce au Lemme 1.2.6 sur la
transitivité des sous-champs, on peut conclure que F• est un sous-champ généralisé µ-mesurable de
X•.
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Corollaire 1.4.7. Soit (Ω,A ,µ) un espace de probabilité, (Ω, X•) un champ borélien d’espaces mé-
triques complets et {[F n• ]}n≥1 ⊆ eL(Ω,PFe(X•)) une suite de classes d’équivalence de sous-champs géné-
ralisés boréliens de fermés. Alors
[F•] := [
⋂
n≥1
F n• ] ∈ eL(Ω,PFe(X•)).
En particulier, si {F n• }n≥1 ⊆ fL (Ω,PFe(X•)), il existe F ′• ∈ fL (Ω,PFe(X•)) et Ω′ ∈ A de mesure pleine
tel que F ′ω =
⋂
n≥1 F nω pour tout ω ∈ Ω′.
Preuve. On utilise le critère de la Proposition 1.4.6 : F n• ∈ σ(O ) ⊆ σ(O ∗) et donc F• :=
⋂
n≥1 F n• ∈
σ(O ∗). En réappliquant le critère dans l’autre sens, on obtient que⋂n≥1 F n• ∈ fL (Ω,PFe(X•))µ, c’est-
à-dire que [F•] ∈ eL(Ω,PFe(X•)).
En fait, on peut faire mieux et prouver le résultat annoncé en début de section.
Proposition 1.4.8 (En partie Valadier, [Val71], pp. 278-279). Soit (Ω,A ,µ) un espace de probabilité
et (Ω, X•) un champ borélien d’espaces métriques complets. Alors eL(Ω,PFe(X•)) muni de l’ordre de
l’inclusion presque partout est un treillis complet 10.
Plus précisément, si {Fβ• }β∈B ∈ fL (Ω,PFe(X•)) est une famille de sous-champs généralisés boréliens
de fermés, alors il existe une suite d’indices {βn}n≥1 ⊆ B telle que [⋂n≥1 F βn• ] et [⋃n≥1 F βn• ] soient
respectivement l’infimum et le supremum de la famille {[Fβ• ]}β∈B .
Pour prouver cette proposition, on aura besoin du théorème qui suit.
Théorème 1.4.9 ([Doo94], p. 71). Soit (Ω,A ,µ) un espace mesuré tel que µ soit σ-finie. Supposons
que { fi : Ω → R ∪ {±∞}}i∈I soit une famille de fonctions boréliennes. Alors il existe une fonction
borélienne g : Ω→ R∪ {±∞} telle que
(i) Pour tout i ∈ I , on a g ≥ fi pour presque tout ω ∈ Ω.
(ii) Si h : Ω → R ∪ {±∞} est une fonction borélienne qui satisfait (i), alors h ≥ g pour presque
tout ω ∈ Ω.
La fonction g est uniquement déterminée aux ensembles de mesure nulle près par les propriétés (i) et
(ii) et toute fonction dans sa classe modulo l’égalité presque partout satisfait (i) et (ii). Un choix d’un
représentant de la classe ainsi définie est le supremum d’une famille dénombrable bien choisie d’éléments
de I.
On appelle la fonction g un supremum essentiel de la famille { fi}i∈I et on note parfois g =
sup essi∈I{ fi}.
Remarque 1.4.10. Étant donné une famille non dénombrable de fonctions boréliennes { fi : Ω →
R∪ {±∞}}i∈I , le supremum ponctuel de cette famille n’est pas forcément une fonction borélienne.
Par exemple, si A ⊆ Ω est un sous-ensemble non borélien, la fonction χA = supω∈Aχ{ω} n’est pas
borélienne. Ce théorème montre qu’il existe tout de même une famille de fonctions boréliennes qui
sont des “supremum presque partout” de la famille { fi}i∈I . Dans l’exemple précédent, le supremum
essentiel de la famille {χ{ω}}ω∈A est la classe des fonctions nulles presque partout.
Preuve de la Proposition 1.4.8. Commençons par prouver l’observation suivante :
Observation. Soit X un espace métrique, D ⊆ X dense et F1, F2 ⊆ X deux sous-ensembles fermés.
Alors,
F2 ⊆ F1 ⇐⇒ d(x , F2)≥ d(x , F1) pour tout x ∈ D.
10. Tout sous-ensemble admet un infimum et un supremum.
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[⇒] Soit x ∈ D. On a d(x , F2) = infy∈F2 d(x , y) ≥ infy∈F1 d(x , y) = d(x , F1) car l’infimum est pris
sur un ensemble plus grand.
[⇐] Soit x ∈ F2 et {xk}k≥1 ⊆ D telle que xk k→∞−→ x . Alors, par continuité de d( · , F1), on a que
d(xk, F1) → d(x , F1). Mais, par hypothèse, d(xk, F1) ≤ d(xk, F2) pour tout k ≥ 1 et d(xk, F2) →
d(x , F2) = 0 puisque F2 est fermé. Ainsi, d(xk, F1) → 0, c’est-à-dire que x ∈ F1 (puisque F1 est
fermé).
Soit maintenant {Fβ• }β∈B une famille de sous-champs généralisés boréliens de fermés. On com-
mence par montrer l’existence de l’infimum. On choisit D = {x i•}i≥1 une famille fondamentale de
la structure borélienne L (Ω, X•). Par le Théorème 1.4.9, il existe, pour chaque i ≥ 1, une suite
d’indices {β in} ⊆B telle que
sup
n≥1
d•(x
i
•, F
β in• ) soit un supremum essentiel de la famille {d•(x i•, Fβ• )}β∈B .
Si on introduit B ′ := {β in}i,n≥1, qui est un sous-ensemble dénombrable de B , alors
supβ∈B ′ d•(x i•, Fβ• ) est aussi un supremum essentiel de la famille {d•(x i•, Fβ• )}β∈B , et ce pour tout
i ≥ 1 11. D’autre part on observe que ⋂β∈B ′ Fβ• est un sous-champ généralisé µ-mesurable (Corol-
laire 1.4.7). Il reste à montrer que si F• est un sous-champ généralisé borélien de fermés équivalent
au sous-champ généralisé µ-mesurable
⋂
β∈B ′ Fβ• , alors F• ≤p.p Fβ• pour tout β ∈ B . Fixons donc
β0 ∈B . Par construction, pour tout i ≥ 1, on a la suite d’inégalités suivante
d•(x
i
•, F•) =p.p. d•
 
x i•,
⋂
β∈B ′
Fβ•
 Observation≥ sup
β∈B ′
d•(x
i
•, F
β
• )≥p.p. d•(x i•, Fβ0• ).
Ainsi, il existe un borélien Ω′ de mesure pleine tel que dω(x iω, Fω)≥ dω(x iω, Fβ0ω ) pour toutω ∈ Ω′ et
i ≥ 1. L’observation préliminaire permet de conclure que Fω ⊆ Fβ0ω pour tout ω ∈ Ω′, ce qui montre
que [F•] est un minorant. Comme [F•] = [
⋂
β∈B ′ Fβ• ], c’est un infimum.
On procède de manière analogue pour construire F sup• . On considère un inf essβ∈B d(x i , Fβ• ) qui
peut-être réalisé simultanément (i.e. pour tous les i ≥ 1) comme infβ∈B ′′ d(x i•, Fβ• ) où B ′′ est
une partie dénombrable de B . On considère le sous-champ généralisé borélien de fermés F• :=⋃
β∈B ′′ Fβ• qui satisfait que F• ≥ Fβ• pour tout β ∈ B ′′. Alors, pour tout i ≥ 1, on a la suite d’inéga-
lités suivante
d•(x
i
•, F•) = d•(x
i
•,
⋃
β∈B ′′
Fβ• ) = inf
β∈B ′′ d•(x
i
•, F
β
• )≤p.p. d•(x i•, Fβ0• ).
Ainsi, il existe un borélien Ω′ de mesure pleine tel que dω(x iω, Fω) ≤ dω(x iω, Fβ0ω ) pour tout ω ∈ Ω′
et i ≥ 1. L’observation préliminaire permet de peut conclure que Fβ0ω ⊆ Fω pour tout ω ∈ Ω′, ce qui
montre que [F•] est un majorant. Comme F• =
⋃
β∈B ′′ Fβ• , c’est un supremum.
Pour terminer la preuve de manière rigoureuse, il faut encore remarquer qu’on aurait pu prendre
B ′ ∪B ′′ pour calculer le supremum et l’infimum.
1.4.3 Morphismes de champs
On a déjà montré que l’image d’un sous-champ généralisé borélien par un morphisme compatible
est borélien (Lemme 1.2.11) et on va maintenant montrer que c’est presque vrai pour la pré-image
(sous certaines hypothèses raisonnables).
11. supn≥1 d•(x i•, Fβ
i
n• ) ≥p.p. d•(x i•, Fβ• ) pour tout β ∈ B et i ≥ 1. En particulier, puisque B ′ est dénombrable,
supn≥1 d•(x i•, Fβ
i
n• )≥p.p. supβ∈B ′ d•(x i•, Fβ• )≥ supn≥1 d•(x i•, Fβ in• ) pour tout i ≥ 1.
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Lemme 1.4.11. Soit (Ω,A ,µ) un espace de probabilité, X• un champ borélien d’espaces métriques
complets, Y• un champ borélien d’espaces métriques, ϕ• : X• → Y• un morphisme de champs com-
patible et continu et F• ≤ Y• un sous-champ généralisé borélien de fermés. Définissons ϕ−1• (F•) par 
ϕ−1• (F•)

ω := ϕ
−1
ω (Fω). Alors il existe un borélien Ω
′ de mesure pleine tel que (Ω′,ϕ−1• (F•)) est un
sous-champ généralisé borélien de (Ω′, X•).
Preuve. Soit D ⊆ L (Ω, F•) ⊆ L (Ω, Y•) une famille fondamentale du sous-champ F•. Alors Um• :=⋃
y•∈D B(y•, 1/m) est un sous-champ fondamental d’ouverts de Y• pour tout m ≥ 1. En particulier,
ce sont des sous-champs très remarquables d’ouverts et donc ϕ−1• (Um• ) sont des sous-champs très
remarquables d’ouverts. En effet,
{ω ∈ Ω | xω ∈ ϕ−1ω (Umω )}= {ω ∈ Ω | ϕω(xω) ∈ Umω }
est un borélien pour tout x• ∈ L (Ω, X•) puisque, ϕ•(x•) ∈ L (Ω, Y•) par hypothèse.
Ainsi, (Ω,ϕ−1• (Um• )) est un sous-champ généralisé borélien de (Ω, X•) pour tout m≥ 1. La Remarque
1.2.8 montre que (Ω,ϕ−1• (Um• )) sont des sous-champs généralisés boréliens de (Ω, X•). Par le Co-
rollaire 1.4.7, il existe Ω′ ⊆ Ω de même mesure tel que (Ω′,⋂m≥1ϕ−1• (Um• )) est un sous-champ
généralisé borélien de (Ω, X•). Il reste à voir que
⋂
m≥1ϕ−1• (Um• ) = ϕ−1• (F•).
On le montre dans le cas d’un seul espace : soit X , Y deux espaces métriques, ϕ : X → Y continue,
F fermé, D ⊆ F dense et Um = ∪y∈DB(y, 1/m), alors⋂m≥1ϕ−1(Um) = ϕ−1(F).
[⊇] Si z ∈ F , alors z ∈ Um pour tout m ≥ 1 par densité de D et donc on a ϕ−1(z) ∈ ϕ−1(Um) ⊆
ϕ−1(Um) pour tout m≥ 1. Ainsi, ϕ−1(z) ∈⋂m≥1ϕ−1(Um).
[⊆] Si x ∈ ϕ−1(Um), alors ϕ(x) ∈ ϕ(ϕ−1(Um))
ϕ cont.⊆ ϕ(ϕ−1(Um)) ⊆ Um. Et si ϕ(x) ∈ Um, alors
d(ϕ(x), F) ≤ 1/m par définition de Um. Ainsi, si x ∈ ϕ−1(Um) pour tout m ≥ 1, alors d(ϕ(x), F) ≤
1/m pour tout m≥ 1 et donc ϕ(x) ∈ F , c’est-à-dire x ∈ ϕ−1(F).
1.5 Champs d’espaces métriques propres
Cette section est consacrée à l’étude des champs d’espaces métriques propres. Dans un premier
temps, on va étendre la structure borélienne d’un champ d’espaces métriques propres à une struc-
ture borélienne sur (Ω,C (X•)). Dans un second temps, on va utiliser ce résultat pour renforcer les
résultats de la section 1.4.
Rappelons qu’un espace métrique X est propre si toutes les boules fermées sont compactes. Comme
un compact métrique est séparable 12, les espaces propres sont séparables (comme réunion dénom-
brable de sous-espaces séparables).
1.5.1 Le champ C (X•) associé à X•
On verra dans la suite que si X est un espace métrique propre alors C (X ) = { f : X → R continue}
muni de la convergence uniforme sur les compacts est un espace métrisable séparable. Ainsi, si
(Ω, X•) est un champ borélien d’espaces métriques propres on peut considérer (Ω,C (X•)) le champ
des fonctions continues qu’on peut donc voir comme un champ d’espaces métrisables. Le but de
ce paragraphe est de montrer que l’ensemble des morphismes compatibles et continus du champ
(Ω, X•) dans le champ trivial (Ω,R), c’est-à-direfL (Ω,C (X•)) = { f• ∈ S (Ω,C (X•)) | f•(x•) ∈ L (Ω,R) pour tout x• ∈ L (Ω, X•)}
est une structure borélienne sur (Ω,C (X•)).
12. Voir par exemple [Gil87], pp. 175-176.
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Pour montrer que fL (Ω,C (X•)) est une structure borélienne, il va falloir expliciter une famille fon-
damentale. Pour ce faire, il est nécessaire de pouvoir associer, de manière suffisamment “canonique”,
à un espace métrique propre (X , d) une partie dénombrable dense de C (X ) (muni de la topologie
de la convergence uniforme). Il faut également trouver une métrique suffisamment “canonique” sur
C (X ).
Rappelons que pour x ∈ X , on note dx ∈ C (X ) la fonction distance à x , i.e.
dx : X −→ R≥0
y 7→ dx(y) = d(x , y).
Lemme 1.5.1. Soit (X , d) un espace métrique propre et D ⊆ X une partie dénombrable dense. Alors
la Q-sous-algèbre de C (X ) engendrée par les fonctions 1 et {dx}x∈D est une partie dénombrable dense
dans C (X ).
D’autre part, si x0 ∈ X est fixé, alors
δ : C (X )×C (X ) → R≥0
( f , g) 7→ δ( f , g) :=min{" ≥ 0 | supx∈B(x0,1/") | f (x)− g(x)| ≤ "}
est bien définie 13 et est une métrique sur C (X ) dont la topologie déduite est celle de la convergence
uniforme sur les compacts. De plus, C (X ) est complet pour cette métrique 14.
Preuve. On commence par montrer que l’algèbre de l’énoncé, qu’on note AQ est dense. Pour ce
faire, on considère d’abord le cas où X = K est un espace métrique compact. La séparabilité de
C (K) est garantie par le Théorème de Stone-Weierstrass, mais un autre résultat classique (voir par
exemple [Gil87], p. 198) livre une partie dénombrable dense fabriquée à partir d’une partie dense
D = {xn}n≥1 de K . SoitA la sous-algèbre de C (K) engendrée par la suite {dxn}n≥1 et les fonctions
constantes. On observe que celle-ci sépare les points de K . En effet, il existe pour tout x 6= y ∈ K
un entier n ≥ 1 tel que d(xn, x) < d(xn, y) (prendre xn ∈ B(x , d(x , y)/2) qui existe par densité
de {xn}n≥1,) et donc un entier n ≥ 1 tel que dxn(x) 6= dxn(y). Par conséquent, la sous-algèbre A
satisfait les hypothèses du Théorème de Stone-Weierstrass ([Gil87], p. 195) qui assure que A est
dense dans (C (K),‖ · ‖∞).
Il reste à observer, pour prouver l’énoncé dans le cas compact, que la Q-algèbre engendrée par une
partie de C (K) est dense dans la R-algèbre engendrée par la même partie.
Revenons au cas général. Soit D ⊆ X un sous-ensemble dénombrable dense. Définissons
A nQ := 〈 1, dx | x ∈ D ∩ B(x0, n) 〉Q
la Q-sous-algèbre de C (X ) engendrée par les fonctions distance aux points de D ∩ B(x0, n) et la
fonction constante de valeur 1. La sous-algèbre A nQ est dénombrable. De plus, si AQ dénote la
Q-sous-algèbre de l’énoncé, alors
AQ =
⋃
n≥1
A nQ = 〈 1, dx | x ∈ D 〉Q.
Il s’agit donc de prouver que AQ est dense dans C (X ). Il faut montrer que si f ∈ C (X ), " > 0 et K
un compact de X sont fixés alors il existe h ∈AQ tel que
h ∈ U( f , K ,") := {g ∈ C (X ) | ‖( f − g)|K‖∞ < "}.
Il existe n ≥ 1 tel que B(x0, n) ⊇ K et donc tel que U( f , B(x0, n),") ⊆ U( f , K ,"). La preuve du cas
compact s’applique et montre qu’il existe h ∈A nQ tel que h ∈ U( f , B(x0, n),").
13. Si " = 0, alors B(x0, 1/") = B(x0,∞) = X
14. En fait, C(X ) est complet pour la structure uniforme de la convergence uniforme sur les compacts et donc pour
n’importe quelle métrique qui induit cette structure.
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Occupons nous maintenant de montrer que δ est une métrique. Commençons par montrer que le
minimum est effectivement atteint. Soit {"n}n≥1 une suite décroissante qui tend vers " telle que
supx∈B(x0,1/"n) | f (x)− g(x)| ≤ "n pour tout n ≥ 1. Pour x ∈ B(x0, 1/") fixé, il existe m ≥ 1 tel que
x ∈ B(x0, 1/"n) pour tout n≥ m. Ainsi | f (x)− g(x)| ≤ "n pour tout n≥ m et donc | f (x)− g(x)| ≤ ".
D’autre part, il est évident que δ est positive, nulle si et seulement si f = g et symétrique. Il ne reste
donc que l’inégalité du triangle à démontrer. Soit donc f , g, h ∈ C (X ) et notons "1 := δ( f , h) et
"2 := δ(h, g). Estimons
sup
x∈B(x0, 1"1+"2 )
| f (x)− g(x)| ≤ sup
x∈B(x0, 1"1+"2 )
{| f (x)− h(x)|+ |h(x)− g(x)|}
≤ sup
x∈B(x0, 1"1+"2 )
| f (x)− h(x)|+ sup
x∈B(x0, 1"1+"2 )
|h(x)− g(x)|
≤ sup
x∈B(x0,1/"1)
| f (x)− h(x)|+ sup
x∈B(x0,1/"2)
|h(x)− g(x)| ≤ "1+ "2.
Ainsi, on a que δ( f , g) ≤ δ( f , h) + δ(h, g). Il découle directement des définitions que δ induit la
topologie de la convergence uniforme sur les bornés et donc sur les compacts dans notre cas, puisque
X est propre.
Montrons maintenant que C (X ) est complet par rapport à cette métrique. Pour tout R ≥ 0, on
considère l’application
piR : C (X ) → C (B(x0, R))
f 7→ f |B(x0,R) .
Maintenant soit { fn}n≥1 une suite de Cauchy pour δ. Alors pour tout R ≥ 0 la suite {piR( fn)}n≥1 est
de Cauchy dans C (B(x0, R)) (pour la norme infinie). Il est classique que l’espace des fonctions conti-
nues sur un espace métrique compact est un espace de Banach (en particulier un espace métrique
complet). Ainsi, il existe, pour tout R ≥ 0, une fonction f R ∈ C (B(x0, R)) telle que piR( fn) → f R.
Remarquons que si R ≥ R′, alors f R |R′= f R′ . On peut donc définir une fonction f ∈ C (X ) par
f |B(x0,R) := f R qui satisfait bien que fn→ f uniformément sur les compacts.
Ce Lemme permet de parler du champ d’espaces métrisables (Ω,C (X•)).
Théorème 1.5.2. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’espaces métriques
propres. Alors fL (Ω,C (X•)) est une structure borélienne du champ d’espaces métrisables (Ω,C (X•)).
Supposons de plus qu’on s’est fixé x0• ∈ L (Ω, X•). Alors le sous-champ C0(X•) défini par
(C0(X•))ω := { f ∈ C (Xω) | f (x0ω) = 0}
est un sous-champ borélien de fermés.
Preuve. Observons que S (Ω,C (X•)) est une algèbre. En effet, si f•, g• ∈ S (Ω,C (X•)) et λ ∈ R, on
peut définir
( f•g•)ω := fωgω, ( f•+ g•)ω = fω+ gω et (λ f•)ω := λ fω.
Maintenant, notons D = {xn• }n≥1 une famille fondamentale pour la structure borélienne L (Ω, X•).
On définit alors les fonctions {dxn• }n≥1 ⊆ fL (Ω,C (X•)) et 1• ∈ fL (Ω,C (X•)) par
dxn• : Ω −→ C (X•)
ω 7→ dxnω : Xω → R
x 7→ dω(xnω, x)
et
1• : Ω −→ C (X•)
ω 7→ 1ω : Xω → R
x 7→ 1
On note
AQ := 〈 1•, dxn• | xn• ∈ D} 〉Q
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la Q-sous-algèbre dénombrable de l’algèbre S (Ω,C (X•)).
D’autre part, on se fixe une section de points bases x0• ∈ L (Ω, X•) et on introduit, pour tout ω ∈ Ω,
la métrique sur C (Xω)
δω : C (Xω)×C (Xω) → R≥0
( f , g) 7→ δω( f , g) =min{" ≥ 0 | supx∈B(x0ω,1/") | f (x)− g(x)| ≤ "}.
Faisons les observations suivantes.
i) fL (Ω,C (X•)) est une sous-algèbre de S (Ω,C (X•)) (car le produit et la somme de fonctions
boréliennes est une fonction borélienne, de même pour le produit d’une fonction borélienne
par un scalaire).
ii) fL (Ω,C (X•)) est close par recollement dénombrable borélien et limite ponctuelle. En effet, la
première propriété découle directement de la définition et pour la deuxième, il suffit en plus
d’observer que si f n• → f•, alors f n• (x•) → f•(x•) pour tout x• ∈ S (Ω, X•) (la convergence
uniforme sur les compacts implique la convergence ponctuelle).
iii) Si f•, g• ∈ fL (Ω,C (X•)), alors δ•( f•, g•) : ω 7→ δω( fω, gω) est une fonction borélienne (i.e. la
famille de métriques δ• est compatible avec fL (Ω,C (X•))). En effet, si on note, pour " ≥ 0,D" une famille fondamentale de B(x0• , 1/"), qui existe puisque c’est un sous-champ borélien
(Exemple 1.2.16), alors
δω( fω, gω)≤ " ⇐⇒ sup
x∈D"ω
| fω(x)− gω(x)| ≤ ".
iv) AQ := 〈1, {dxn• }n≥1〉Q ⊆ fL (Ω,C (X•)) par l’observation i) et le fait que {dxn• }n≥1 ⊆ fL (Ω,C (X•))
et 1• ∈ fL (Ω,C (X•)).
Ainsi, fL (Ω,C (X•)) est une structure borélienne sur le champ  Ω, (C (X•),δ•). En effet, 1.1.3 (i)
est vérifié par l’observation iii) et AQ est une famille fondamentale 15 par iv) et donc 1.1.3 (iii) est
satisfait. On peut donc utiliser le Lemme 1.1.6 et conclure à l’aide de l’observation ii).
Remarques 1.5.3. (1) Dans le cas d’un champ borélien d’espaces propres X•, on peut donc noterL (Ω,C (X•)) au lieu de fL (Ω,C (X•)).
(2) Si on a un champ d’espaces compacts (Ω, K•) au lieu d’un champ d’espaces propres, alors on
a une famille de métriques canoniques, à savoir la famille de métriques induite par les normes
uniformes ‖ · ‖ω. La même preuve que ci-dessus livre que fL (Ω,C (K•)) est une structure borélienne
sur le champ
 
Ω, (C (K•),‖ · ‖∞• )

.
1.5.2 Sous-champs de fermés
On va maintenant renforcer les résultats obtenus dans la Section 1.4. Mais d’abord on donne un
exemple qui montre ce qu’on gagne à renforcer nos hypothèses sur les espaces Xω.
Exemple 1.5.4. Soit N l’ensemble des entiers positifs (avec 0). On munit cet ensemble de la distance
d définie par
d(0, n) = 1+ 1/n pour n≥ 1
d(n, m) = 2 pour n, m≥ 1.
Cet espace métrique (qui est complet) n’est pas pathologique : il peut être réalisé dans `2(N). On
peut observer plusieurs phénomènes intéressants :
Posons F = N∗ qui est un fermé. Alors d(0, F) = 1 n’est réalisée par aucun point de F .
Posons Fn = {1} ∪ (N∩ [n,∞[). Alors d(0, Fn) = 1 pour tout n≥ 1, mais d(0,⋂n≥1 Fn) = 2.
15. La densité est assurée par le Lemme 1.5.1.
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Si on suppose que l’espace métrique est propre, le lemme suivant montre que ce genre de phéno-
mènes n’apparaissent pas.
Lemme 1.5.5. Soit X un espace métrique propre. Alors les affirmations suivantes sont vraies :
(i) Si F ⊆ X est un fermé non vide et x ∈ X , alors d(x , F) est réalisée.
(ii) Soit {Fn}n≥1 ⊆ X une suite décroissante de fermés, F :=⋂n≥1 Fn et x ∈ X . Alors
d(x , F) = lim
n→∞ d(x , Fn) = supn
d(x , Fn),
avec la convention que d(x ,;) =∞.
Preuve. (i) Par définition d(x , F) = infy∈F d(x , y). Donc pour tout n > 0, il existe yn ∈ F tel que
d(x , yn) ≤ d(x , F) + 1/n. En particulier {yn}n≥1 ⊆ B(x , d(x , F) + 1). Puisque X est propre, il existe
un point d’accumulation y ∈ B(x , d(x , F) + 1). Comme F est fermé, y ∈ F et, par construction, y
satisfait d(x , y) = d(x , F).
(ii) On va dans un premier temps régler la question de F = ; en montrant que
F 6= ;⇔ sup
n
d(x , Fn)<∞.
[⇒] S’il existe y ∈ F , alors y ∈ Fn pour tout n ≥ 1 et d(x , Fn) ≤ d(x , y) pour tout n ≥ 1. Ainsi,
supn≥1 d(x , Fn)≤ d(x , y)<∞.
[⇐] Par hypothèse, il existe M ≥ 0 tel que supn d(x , Fn) ≤ M , et donc Fn ∩ B(x , M) 6= ; pour tout
n ≥ 1 (par le point (i)). Supposons que F =⋂n Fn = ;, alors F ∩ B(x , M) = ;. Puisque B(x , M) est
compacte, il existe m≥ 1 tel que Fm ∩ B(x , M) = ;. Mais alors supn≥1 d(x , Fn) =∞.
Maintenant on peut supposer que F 6= ; et supn≥1 d(x , Fn)<∞. Puisque F ⊆ Fn pour tout n≥ 1, on
a d(x , F)≥ supn≥1 d(x , Fn). D’autre part, on sait par le point (i) que pour tout n≥ 1, il existe yn ∈ Fn
tel que d(x , Fn) = d(x , yn). Comme {yn}n≥1 ⊆ B(x0, d(x , F)), il existe y un point d’accumulation.
On observe que y ∈ F (en effet, si n est fixé, ym ∈ Fn pour tout m ≥ n et donc y ∈ Fn). Mais alors
d(x , F)≤ d(x , y) = limk→∞ d(x , ynk) = supn≥1 d(x , Fn).
On peut maintenant renforcer le Corollaire 1.4.7.
Proposition 1.5.6. Soit (Ω,A ) un espace borélien, X• un champ borélien d’espaces métriques propres
et {F n• }n≥1 une famille de sous-champs généralisés boréliens de fermés. Définissons F• par
Fω :=
⋂
n≥1
F nω.
Alors F• est un sous-champ généralisé borélien de fermés.
Preuve. On décompose la preuve en quatre étapes.
(1) On montre que si {F n• }n≥1 ⊆ fL (Ω,PFe(X•)) est une suite décroissante (i.e. F nω ⊆ F n−1ω pour tout
ω ∈ Ω), alors le sous-champ généralisé de fermés F• défini par Fω := ⋂n≥1 F nω est aussi borélien.
On a que dω(x , Fω) = supn≥1 dω(x , F nω) pour tout ω ∈ Ω et x ∈ Xω par le Lemme 1.5.5, toujours en
utilisant la convention que d(x , F) =∞ si F = ;. Si x• ∈ L (Ω, X•), alors d•(x•, F•) ∈ L (Ω,R≥0∪{∞})
comme supremum de fonctions qui sont boréliennes par le critère de la Proposition 1.2.23. Ainsi,
Ω′ := {ω ∈ Ω | Fω 6= ;}= Ω \ d•(x•, F•)−1({∞}) ∈A .
En réappliquant le même critère à (Ω′, F•) et (Ω′, X•) on obtient que (Ω′, F•) est un sous-champ
borélien de (Ω′, X•). Ainsi F• est un sous-champ généralisé borélien.
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(2) Soit f• ∈ L (Ω,C (X•)), a•, b• ∈ L (Ω,R) et définissons F• par Fω = fω−1([aω, bω]). Montrons
que F• ∈ fL (Ω,PFe(X•)). On pose, pour tout n≥ 1 et ω ∈ Ω,
Unω := ( fω)
−1(]aω− 1/n, bω+ 1/n[).
Par définition de L (Ω,C (X•)) on a que
{ω ∈ Ω | xω ∈ Unω}= {ω ∈ Ω | fω(xω) ∈]aω− 1/n, bω+ 1/n[} ∈ A pour tout x• ∈ L (Ω, X•).
Ainsi, Un• est un sous-champ généralisé borélien pour tout n ≥ 1 puisque c’est un sous-champ très
remarquable d’ouverts (voir la Définition 1.2.14). Par la Remarque 1.2.8, (eΩ, Un• ) est un sous-champ
généralisé borélien de fermés pour tout n≥ 1.
Maintenant observons que si f ∈ C (X ) (X espace métrique) et a, b ∈ R, on a que⋂
n≥1
f −1(]a− 1/n, b+ 1/n[) = f −1([a, b]).
[⊇] Évident.
[⊆] Si x ∈ f −1(]a− 1/n, b+ 1/n[) pour tout n≥ 1, alors par continuité de f , on a l’inégalité
a− 1/n≤ f (x)≤ b+ 1/n
pour tout n≥ 1 et donc x ∈ f −1([a, b]).
Ainsi F• =
⋂
n≥1 Un• . Le point (1) montre que F• est un sous-champ généralisé borélien de X•.
(3) Pour F•, G• ∈ fL (Ω,PFe(X•)), on définit F•∩G• par (F•∩G•)ω = Fω∩Gω. Montrons que F•∩G• ∈fL (Ω,PFe(X•)). Observons que
Ω′ := {ω ∈ Ω | Fω et Gω 6= ;}= {ω ∈ Ω | Fω 6= ;} ∩ {ω ∈ Ω | Gω 6= ;} ∈ A .
Ainsi, on peut supposer que Ω′ = Ω (si ce n’est pas le cas, il suffit de considérer les champs res-
treints (Ω′, F•) et (Ω′, G•)). Comme F• et G• sont des sous-champ boréliens, on a que dF• , dG• ∈L (Ω,C (X•)). En particulier, dF• + dG• ∈ L (Ω,C (X•)). Comme
F• ∩ G• = (dF• + dG•)−1({0}),
le point (2) montre que F• ∩ G• est un sous-champ généralisé borélien de fermés.
(4) Soit maintenant une suite {F n• }n≥1 ⊆ fL (Ω,PFe(X•)). Pour tout n≥ 1, on pose
eF•n := n⋂
j=1
F j• ∈ fL (Ω,PFe(X•))
par le point (3). Ainsi, F• =
⋂
n≥1 F n• =
⋂
n≥1 eF•n ∈ fL (Ω,PFe(X•)) par le point (1).
Exemple 1.5.7. On donne ici un exemple qui montre qu’une intersection de deux sous-champs
boréliens n’est pas forcément un sous champ borélien. Soit (Ω, [0, 1]) un champ trivial. On considère
une décomposition Ω = Ω1 unionsqΩ2 non-borélienne et on définit les sous-champs X• et Y• par
Xω = {0} pour tout ω ∈ Ω.
Yω :=
(
]0, 1] si ω ∈ Ω1
[0,1] si ω ∈ Ω2.
Ce sont clairement deux sous-champ boréliens dont l’intersection ne l’est pas.
On a enlevé l’hypothèse que les sous-champs sont fermés, pas que le champ est propre. Ce serait
bien de voir ce qu’on l’on peut dire en considérant des sous-champ complets (sans l’hypothèse de
propreté). Le résultat reste-il vrai 16 ou y a-t-il un contre exemple ?
16. On sait qu’il est presque vrai par le Corollaire 1.4.7.
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Remarque 1.5.8. Soit (Ω,A ) un espace borélien, X• un champ borélien d’espaces métriques propres
et D une famille fondamentale. Si pour tout x• ∈ D et r• ∈ L (Ω, X•) on a que X• \ B(x•, r•) est
borélien, alors la Proposition 1.5.6 montre que les sous-champs fondamentaux d’ouverts sont les
complémentaires des champs boréliens de fermés. Toutefois, cette condition n’est pas vraie pour
n’importe quel champ borélien d’espaces métriques comme le montre l’Exemple 1.2.25. Rappelons
que la réciproque est toujours vraie (Remarque 1.2.24).
Soit X un espace métrique. On peut mettre sur l’ensemble de ses parties fermées non vides
la topologie suivante : on considère P ∗Fe(X ) comme un sous-ensemble de C (X ) via l’inclusion
i : P ∗Fe(X ) → C (X ), F 7→ dF , on munit C (X ) de la topologie de la convergence uniforme sur
les bornés et on prend la topologie induite. Une sous-base de la topologie est donc donnée par
UG,",R,x0 = {F ∈ P ∗Fe(X ) | ‖dF − dG‖B(x0,R) ≤ "}
où " > 0, R≥ 0, x0 ∈ X et G ∈ P ∗Fe(X ).
D’autre part, on peut considérer la topologie de Chabauty sur l’ensemble de toutes les parties fermés
de X qui est engendrée par la collection de sous-ensembles
{OK | K est un compact de X } ∪ {O ′U | U est un ouvert de X }
où
OK := {F ∈ PFe(X ) | F ∩ K = ;} O ′U := {F ∈ PFe(X ) | F ∩ U 6= ;}.
Plusieurs résultats classiques sur cette topologie sont rappelés dans l’Annexe B.2.1.
Si l’espace est propre, alors la convergence uniforme sur les bornées sur C (X ) est la convergence
uniforme sur les compacts qu’on a étudiée dans la section précédente. La topologie induite sur
P ∗Fe(X ) par celle sur C (X ) coïncide avec celle induite sur P ∗Fe(X ) par celle sur PFe(X ) (Proposition
B.2.3).
Soit X• un champ borélien d’espaces métriques propres. On vient de prouver l’existence d’une
structure borélienne naturelle sur le champ des fonctions continues. D’autre part, on sait (Pro-
position 1.2.23 et Remarque 1.2.24 (2)) qu’un sous-champ de fermés F• est borélien si et seule-
ment si dF• ∈ L (Ω,C (X•)). Il est raisonnable de se demander si le champ des ensembles des
parties fermées est un sous-champ borélien du champ des fonctions continues. De plus, comme
PFe(Xω) = P ∗Fe(Xω) ∪ {;} possède une métrique relativement canonique 17 pour tout ω ∈ Ω, on
peut espérer que fL (Ω,PFe(X•)) soit une structure borélienne pour le champ d’espaces métrisables
(Ω,PFe(X•)). Le Lemme qui suit répond positivement à ces interrogations.
Lemme 1.5.9. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’espaces métriques propres.
Alors
(i) P ∗Fe(X•) vu comme sous-champ de C (X•) est un sous-champ borélien. De plus 18,
L (Ω,P ∗Fe(X•)) = fL (Ω,P ∗Fe(X•)).
(ii) L’ensemble fL (Ω,PFe(X•)) est une structure borélienne pour le champ d’espaces métrisables
(Ω,PFe(X•).
Preuve. (i) On fait le preuve en deux temps.
(1) Soit X un espace métrique propre et D = {xn}n≥1 ⊆ X dénombrable dense. Pour I ={i1, i2, . . . , in} ∈ PFinie(N), notons F I = {x i1 , x i2 , . . . , x in}. Montrons que⋃
I∈PFinie(N)
F I est dense dans P ∗Fe(X )⊆C (X ).
17. Voir la Proposition B.2.3.
18. L’ensemble de gauche est L (Ω,C (X•))∩S (Ω,P ∗Fe(X•)) et celui de droite l’ensembles des sous-champs boréliens.
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Soit F ∈ P ∗Fe(X ), " > 0 et R ≥ 0 fixés. Puisque F ∩ B(x0, R + d(x0, F)) est compact, il existe
y1, y2, . . . , yn ∈ F tels que F ∩ B(x0, R + d(x0, F)) ⊆ ⋃mi=1 B(yi ,"/2). Par choix de D, il existe
I = {i1, i2, . . . , in} ⊆ N tel que d(x i j , y j) < "/2 pour tout j = 1, . . . , n. Si x ∈ B(x0, R), alors
d(x , F)≤ R+ d(x0, F). Maintenant si d(x , F)≥ d(x , F I), alors
|d(x , F)− d(x , F I)| = d(x , F)− d(x , F I)=d(x , F ∩ B(x0, R+ d(x0, F)))− d(x , x i j )
≤ d(x , y j)− d(x , x i j )≤ d(y j , x i j )≤ "/2.
Et si d(x , F)≤ d(x , F I), alors
|d(x , F)− d(x , F I)| = d(x , F I)− d(x , F) = d(x , F I)− d(x , F ∩ B(x0, R+ d(x0, F)))
= d(x , F I)− d(x , y) = d(x , x i j )− d(x , y)
≤ d(x , y) + d(y, yi j ) + d(y j , x i j )− d(x , y)≤ "
On a donc bien
|d(x , F)− d(x , F I)| ≤ ".
(2) Soit D = {xn• }n≥1 ⊆ L (Ω, X•) une famille fondamentale de la structure borélienne. Pour I ={i1, . . . , in} ∈ PFinie(N) on note F I• = {x i1• , . . . x in• }. Alors
D′ = ⋃
I∈PFinie(N)
F I•
est une famille fondamentale pour le sous-champ (Ω,PFe(X•)). En effet, on a montré la densité en
(1) et il suffit d’observer que dF I• ∈ L (Ω,C (X•)) par la Proposition 1.2.23 puisque F I• est évidemment
un sous-champ borélien de (Ω, X•). L’égalité de l’énoncé découle directement de la Proposition 1.2.23
(voir la Remarque 1.2.24 (2))
(ii) On se fixe x0• ∈ L (Ω, X•). Pour tout ω ∈ Ω, on note dHω l’écart de Hausdorff sur P (Xω) et on
considère la fonction δω :PFe(Xω)×PFe(Xω)→ R≥0 définie par
δω(F, G) = inf{" > 0 | dHω
 
F ∪ (Xω \ B(x0ω, 1/")), G ∪ (Xω \ B(x0ω, 1/"))
≤ "}.
Dans l’appendice B, on montre que δω est une métrique sur PFe(Xω) dont la topologie dé-
duite est celle de Chabauty (Proposition B.2.3). Observons que X• \ B(x0• , 1/") est un sous-champ
généralisé borélien par l’Exemple 1.2.16, la Remarque 1.2.8 et la Remarque 1.2.24 (4). Ainsi
F• ∪ (X• \ B(x0• , 1/")) est un sous-champ borélien généralisé pour tout F• ∈ fL (Ω,PFe(X•)) (Lemme
1.2.7) et donc 19
dH•
 
F• ∪ (X• \ B(x0• , 1/")), G• ∪ (X• \ B(x0• , 1/"))
 ∈ L (Ω,R) pour tout F•, G• ∈ fL (Ω,PFe(X•)).
Ainsi la famille de métriques δ• est compatible avec l’ensemble fL (Ω,PFe(X•)). Le point (i) et la
Proposition B.2.3 montrent que
D′′ = {F I• }I⊆PFinie(N) ∪ {;}
est une famille fondamentale de fL (Ω,PFe(X•)). Par le Lemme 1.1.6, il suffit de vérifier quefL (Ω,PFe(X•)) est close par recollement fini borélien (ce qui est évident) et limite ponctuelle. Soit{F n• }n≥1 ⊆L (Ω,P ∗Fe(X•)) une suite telle que F n• → F•. Alors, par le point (v) de la Proposition B.2.3,
F• =
⋂
n≥1
⋃
m≥n F m• qui est un sous-champ borélien par le Lemme 1.2.7, la Remarque 1.2.8 et la
Proposition 1.5.6.
19. L’écart de Hausdorff entre deux sous-champs boréliens est une fonction borélienne puisqu’il existe des familles
fondamentales qui permettent d’exprimer cette fonction comme un maximum de supremum dénombrable d’infimum dé-
nombrables de fonctions boréliennes.
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Remarques 1.5.10. (1) Dans le cas d’un champ d’espaces métriques propres, on peut donc noter
L (Ω,PFe(X•)) et L (Ω,P ∗Fe(X•)) au lieu de fL (Ω,PFe(X•)) et fL (Ω,P ∗Fe(X•)).
(2) Si X• est un champ d’espaces métriques compacts, alors on peut prendre la métrique de Hausdorff
sur chaque Xω au lieu de la métrique décrite dans le Lemme 1.5.9.
Corollaire 1.5.11. Soit (Ω,A ) un espace borélien et X un espace métrique propre. Un sous-champ de
fermés peut être vu comme une application de Ω→ PFe(X ). Alors un tel sous-champ est borélien si et
seulement si l’application associée est borélienne (la σ-algèbre de X étant celle obtenue à partir de la
topologie de Chabauty).
Preuve. Comme la topologie de Chabauty sur PFe(X ) est métrisable et à base dénombrable, il existe
une structure borélienne naturelle de champ d’espaces métriques
L1(Ω,PFe(X )) = {F : Ω→PFe(X ) | F est borélienne }.
D’autre part, on a montré au Lemme 1.5.9 que l’ensembleL (Ω,PFe(X )) des sous-champs généralisés
boréliens de fermés est une structure borélienne. Comme deux structures comparables sur un même
champ sont égales, il suffit de montrer que l’une est contenue dans l’autre.
Supposons que F : Ω → PFe(X ) est une fonction borélienne. Notons F• le sous-champ défini par
Fω = F(ω) et montrons qu’il est borélien. Par la Proposition 1.2.23 et les Remarques 1.2.24 (1) et
(5), il suffit de vérifier que {ω ∈ Ω | F(ω) 6= ;} ∈ A et que la fonction Ω′ → R≥0, ω 7→ d(F(ω), x)
est borélienne pour tout x ∈ X . Pour se faire, observons que pour tout r > 0,
{ω ∈ Ω | F(ω) = ;} = F−1({;})
{ω ∈ Ω | d(x , F(ω))≤ r} = F−1 {H ∈ P ∗Fe(X ) | d(x , H)≤ r}
= F−1 {H ∈ P ∗Fe(X ) | |d{x}(x)− dH(x)| ≤ r}
qui sont boréliens par hypothèse, ce qui prouve que F• est un sous-champ borélien. Ainsi les deux
structures L (Ω,PFe(X )) et L1(Ω,PFe(X )) sont les mêmes, ce qui montre qu’un sous-champ de
fermés est borélien si et seulement si l’application associée est borélienne.
Question 1.5.12. Qu’en est-il lorsque X n’est plus propre mais seulement complet ? Le problème est
que la topologie de la convergence uniforme sur les bornés n’est plus nécessairement séparable...
1.5.3 Morphismes de champs
En examinant la preuve du Lemme 1.4.11, on voit que les résultats de la section 1.5.2 permettent
de le renforcer dans le cas ou les espaces sont propres (on peut enlever le presque partout de la
conclusion).
Lemme 1.5.13. Soit (Ω,A ) un espace borélien, X• un champ borélien d’espaces métriques propres, Y•
un champ borélien d’espaces métriques, ϕ• : X• → Y• un morphisme de champs compatible et continu
et F• ≤ Y• un sous-champ borélien de fermés. Définissons ϕ−1• (F•) par
 
ϕ−1• (F•)

ω := ϕ
−1
ω (Fω). Alors
ϕ−1• (F•) est un sous-champ généralisé borélien de X•.
Corollaire 1.5.14. Soit (Ω,A ) un espace borélien, X• un champ borélien d’espaces métriques propres,
Y• un champ borélien d’espaces métriques et ϕ• : X• → Y• un morphisme de champs compatible et
continu. Alors ϕ•(L (Ω, X•)) =L  Ω,ϕ•(X•).
Preuve. Soit y• ∈ L  Ω,ϕ•(X•). En particulier, {y•} est un sous-champ borélien de fermés de Y•. Or,
ϕ−1ω (yω) 6= ; pour tout ω ∈ Ω puisque y• ∈ L
 
Ω,ϕ•(X•)

. Donc, par le Lemme 1.5.13, on a que
ϕ−1• (y•) est un sous-champ borélien de X•. Ainsi, L
 
Ω,ϕ−1• (y•)
 6= ; et ϕ•(L  Ω,ϕ−1• (y•)) = y•,
c’est-à-dire que y• ∈ ϕ•(L (Ω, X•)).
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1.6 Champs d’espaces de Banach
Dans cette section, on va s’occuper des champs d’espaces de Banach. On va donner deux définitions
de champs boréliens d’espaces de Banach, l’une concernant les espaces de Banach séparables et une
autre plus générale. Comme un espace de Banach est en particulier un espace métrique, il nous
faudra montrer que la première définition est consistante avec celle de champ borélien d’espaces
métriques. Ensuite on s’intéressera au champ des duaux topologiques associé à un champ borélien
d’espaces de Banach (séparables) et on verra qu’il est naturellement muni d’une structure boré-
lienne. Puis on montrera que le champ des boules unités des duaux munies de la topologie faible-∗
est (presque) un champ borélien d’espaces métrisables. On utilisera ce dernier résultat pour montrer
un résultat de trivialisation des champs d’espaces de Banach.
1.6.1 Structure borélienne de champ d’espaces de Banach
Si Ω est un ensemble, alors un champ d’espaces de Banach sur Ω est la donnée d’une famille
{(Bω,‖ · ‖ω)}ω∈Ω
d’espaces de Banach (réels) 20. Observons que dans ce cas l’ensemble des sections (parfois également
dénommées champs de vecteurs) S (Ω, B•) est naturellement un espace vectoriel.
Définition 1.6.1. Soit (Ω,A ) un espace borélien et (Ω, B•) un champ d’espaces de Banach. On dit que
(Ω, B•) est un champ borélien séparable d’espaces de Banach sur Ω si l’on s’est donné un sous-espace
vectoriel V (Ω, B•)⊆ S (Ω, B•) tel que
(i) Pour tout x• ∈ V (Ω, B•) l’application ‖x•‖• : Ω→ R≥0, ω 7→ ‖xω‖ω est borélienne.
(ii) Si y• ∈ S (Ω, B•) est telle que ‖x•− y•‖• : Ω→ R≥0, ω 7→ ‖xω− yω‖ω est borélienne pour tout
x• ∈ V (Ω, B•), alors y• ∈ V (Ω, B•).
(iii) Il existe une partie dénombrable F ⊆ V (Ω, B•) telle que pour tout ω ∈ Ω la famille Fω :={xω}x•∈F soit totale dans Bω (i.e. 〈Fω〉= Bω).
Les éléments de V (Ω, B•) sont appelés les sections boréliennes de (Ω, B•). L’espace vectoriel V (Ω, B•) est
appelé la structure borélienne du champ séparable d’espaces de Banach. Un ensemble F satisfaisant la
condition (iii) est appelé une famille fondamentale de la structure borélienne V (Ω, B•).
Comme les espaces de Banach sont en particulier des espaces métriques, il serait agréable que
cette définition soit consistante avec celle de champ borélien d’espaces métriques. Le lemme suivant
répond à la question.
Lemme 1.6.2. Soit (Ω,A ) un espace borélien et (Ω, B•) un champ séparable d’espaces de Banach.
(i) Si V (Ω, B•) est une structure borélienne du champ séparable d’espaces de Banach (Ω, B•), alorsV (Ω, B•) est une structure borélienne de champ d’espaces métriques pour (Ω, B•). De plus, si F
est une famille fondamentale de la structure banachique, alors le Q-espace vectoriel engendré par
F , i.e.
D =  n∑
i=1
qi x
i
• |n ∈ N, x i• ∈ F , qi ∈Q
	
,
est une famille fondamentale pour la structure borélienne métrique.
(ii) Si L (Ω, B•) est une structure borélienne du champ d’espaces métriques (Ω, B•) telle queL (Ω, B•) soit un sous-espace vectoriel de S (Ω, B•), alorsL (Ω, B•) est une structure borélienne du
champ séparable d’espaces de Banach (Ω, B•). De plus, une famille fondamentale de la structure
métrique est une famille fondamentale de la structure banachique.
Si on suppose qu’il existe une mesure de probabilité sur (Ω,A ), alors on peut renforcer (ii).
20. Dans notre contexte, on s’intéressera uniquement aux champ d’espaces de Banach réels.
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(iii) Si L (Ω, B•) est une structure borélienne du champ d’espaces métriques (Ω, B•) telle que 0• ∈L (Ω, B•), alors il existe Ω′ un borélien de mesure pleine tel que L (Ω′, B•) est une structure
borélienne du champ séparable d’espaces de Banach (Ω′, B•).
Preuve. (i) Le point (ii) de la Définition 1.1.3 est équivalent au point (ii) de la Définition 1.6.1. Pour
le point 1.1.3 (i), on observe que si x•, y• ∈ V (Ω, B•), alors x• − y• ∈ V (Ω, B•) (puisque c’est un
sous-espace vectoriel) et donc d•(x•, y•) = ‖x• − y•‖• est borélienne par le point (i) de le Définition
1.6.1. Finalement, on observe que D ⊆ V (Ω, B•) puisque V (Ω, B•) est un espace vectoriel. Comme
le Q-espace vectoriel engendré par une partie total est dense 21, D satisfait donc le point (iii) de le
Définition 1.1.3.
(ii) La condition 1.6.1 (i) est vérifiée car 0• ∈ L (Ω, B•), 1.6.1 (ii) n’est autre que 1.1.3 (ii) et
1.6.1 (iii) est satisfaite en posantF = D. De plus,L (Ω, B•) est un sous-espace vectoriel de S (Ω, B•)
par hypothèse.
(iii) Comme on l’a vu au point (ii), la seule difficulté réside donc dans la preuve qu’il existe un
borélien Ω′ de mesure pleine tel que L (Ω′, B•) est un sous-espace vectoriel de S (Ω′, B•). La preuve
étant assez longue, on la fragmente en plusieurs étapes. Mais avant rappelons que x• ∈ S (Ω, B•)
est µ-mesurable si et seulement s’il existe un borélien Ω′ de mesure pleine tel que x• |Ω′∈ L (Ω′, B•)
(voir le Corollaire 1.1.20).
(1) On montre que pour tous x•, y• ∈ L (Ω, B•), la section 12(x•+ y•) est µ-mesurable. Pour ce faire,
on réutilise les ensembles introduits dans la preuve du théorème de Mazur-Ulam 22 qui permettent
de donner une description du point milieu en utilisant uniquement la métrique. Si B est un espace
de Banach et x1, x2 ∈ B, alors on obtient le point 12(x1 + x2) comme l’intersection de la suite
décroissante de fermés Hn qui est définie par la récurrence suivante :
H1 := {x ∈ X | ‖x − x1‖= ‖x − x2‖= 12‖x1− x2‖}
Hn := {x ∈ Hn−1 | infy∈Hn−1 ‖y − x‖ ≤
1
2
diam(Hn−1)}
Il s’agit donc dans notre cas de vérifier qu’on peut le faire de manière borélienne. On définit les
sous-champs Hn• par
(Hn• )ω := le sous ensemble Hn de Bω associé aux points xω et yω.
On va montrer par récurrence l’affirmation suivante : il existe Ωn un borélien de mesure pleine tel
que (Ωn, Hn• ) soit un sous-champ borélien de (Ωn, B•). On commence par rappeler que pour tout
x• ∈ L (Ω, B•) et r• ∈ L (Ω,R), S(x•, r•) est un sous-champ borélien, puisque les espaces de Banach
sont géodésiques (voir l’Exemple 1.2.26 (2)). Ainsi,
H1• := S(x•,
1
2
‖x•− y•‖•)∩ S(y•, 12‖x•− y•‖•)
est presqu’un sous-champ borélien par le Corollaire 1.4.7 et il existe Ω1 de mesure pleine tel que
(Ω1, H1• ) soit un sous-champ borélien de (Ω1, B•).
21. Soit B un espace de Banach, F ⊆ B une partie totale et D le Q-espace vectoriel engendré par F . Soit x ∈ B et " > 0
fixés. Par hypothèse, il existe α1, . . . ,αN ∈ R et x1, . . . , xN ∈ F tels que ‖x −∑Ni=1 αi x i‖< "/2. Soit q1, . . . , qN ∈Q tels que∑N
i=1 |αi − qi |< "2 max‖xi‖ , alors
‖x −
N∑
i=1
qi x i‖ ≤ ‖x −
N∑
i=1
αi x i‖+ ‖
N∑
i=1
αi x i −
N∑
i=1
qi x i‖< " .
22. Pour rappel, voici l’énoncé de ce théorème : Soit B un espace de Banach réel et f : B → B une isométrie qui fixe 0.
Alors f est linéaire.
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Supposons qu’il existe Ωn un borélien de mesure pleine tel que (Ωn, Hn• ) soit un sous-champ borélien
de (Ωn, B•). Alors il existe Dn ⊆ L (Ωn, B•) une famille fondamentale de (Ωn, Hn• ). On introduit
radn• ∈ S (Ωn,C (Hn• )) défini par
radnω(x) := sup
y∈Hnω
‖x − y‖ω.
On observe que radn• (x•) = supy•∈Dn ‖x• − y•‖• est borélienne pour tout x• ∈ L (Ωn, Hn• ) et
donc radn• ∈ fL (Ωn,C (Hn• )). D’autre part, on introduit aussi diam(Hn• ) ∈ L (Ωn,R) définie par
diam(Hnω) = supx ,y∈Hnω ‖x − y‖ω = supx ,y∈Dnω ‖x − y‖ω. Avec ces notations, on a donc
Hn+1• =
 
radn•
−1([0, 1
2
diam(Hn• )])
Mais alors, par le Lemme 1.4.11, il existe un borélien de mesure pleine Ωn+1 ⊆ Ωn tel que
(Ωn+1, Hn+1• ) soit un sous-champ borélien de (Ωn+1, H
n
• ) et donc de (Ωn+1, B•).
Comme 1
2
(x•+ y•) =
⋂
n≥1 Hn• , le Corollaire 1.4.7 montre qu’il existe Ω′ de mesure 1 tel que
1
2
(x•+ y•) |Ω′∈ L (Ω′, B•).
(2) On prouve que si x• ∈ L (Ω, B•) et r• ∈ L (Ω, [0, 1]), alors r•x• est µ-mesurable. On commence
par observer que si r• est constante de valeur un réel de la forme
i
2n
(n ≥ 1, 1 ≤ i ≤ n), alors
en appliquant plusieurs fois de manière judicieuse le point (1) (à la première étape on a que 1
2
x•
est µ-mesurable, puisque 0• ∈ L (Ω, B•), puis on réapplique le résultat à 12 x• et 0• ou à 12 x• et x•,
...), on peut montrer que le résultat est vrai pour toutes ces fonctions. Comme L (Ω, B•) est clôt par
recollement finis boréliens, r•x• est µ-mesurable si r• est un recollement fini borélien de ces fonctions
constantes. Et finalement, comme une fonction r• ∈ L (Ω, [0,1]) quelconque est une limite de ces
fonctions simples, le résultat est vrai pour toutes les fonctions boréliennes, puisqueL (Ω, B•) est clôt
par limites ponctuelles.
(3) On prouve que si x• ∈ L (Ω, B•), alors 2x• est µ-mesurable. On commence par montrer que si B
est un Banach, x ∈ B et {yn}n≥1 ⊆ B est une suite telle que
–
‖yn‖− 2‖x‖≤ 1/n
– ‖x − ‖x‖‖yn‖ yn‖ ≤ 1/n
alors limn→∞ yn = 2x . En effet, il suffit de calculer
‖2x − yn‖ ≤ 2‖x − 12 yn‖ ≤ 2
 ‖x − ‖x‖‖yn‖ yn‖+ ‖ ‖x‖‖yn‖ yn− 12 yn‖︸ ︷︷ ︸
=‖yn‖·
 ‖x‖
‖yn‖− 12

≤ 2 1
n
+
‖x‖− 1
2
‖yn‖
= 2
n
+
2‖x‖− ‖yn‖
≤ 3
n
→ 0 (n→∞).
Observons également que si yn ∈ B est telle que ‖yn − 2x‖ ≤ 1n , alors les deux conditions ci-dessus
sont satisfaites (de sorte qu’on peut toujours choisir une telle suite dans une partie dense fixée) :
la première découle de l’inégalité du triangle inverse et la deuxième de la première et de la suite
d’inégalités suivante :
‖x − ‖x‖‖yn‖ yn‖ ≤
1
2
‖2x − 2‖x‖‖yn‖ yn‖ ≤
1
2
 ‖2x − yn‖+ ‖yn− ‖2x‖‖yn‖ yn‖
≤ 1
2
(
1
n
+
2‖x‖− ‖yn‖≤ 1n
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Maintenant, on fixe x• ∈ L (Ω, B•) et on choisit D′ = {xn• }n≥1 une famille fondamentale du sous-
champ borélien 23 B• \ B(0•,‖x•‖•). Par le point (2), il existe Ω′ un borélien de mesure 1 tel que
‖x•‖•
‖xn• ‖• x
n
• ∈ L (Ω′, B•) pour tout n≥ 1.
Par ce qui a été montré juste au-dessus on peut définir, pour tout k ≥ 1, une fonction nk• ∈ L (Ω′,N)
par
nkω :=min{n ∈ N | ‖xω−
‖xω‖ω
‖xnω‖ω x
n
ω‖ω ≤
1
k
et
‖xnω‖ω− 2‖xω‖ω≤ 1k },
qui satisfait que
xn
k•• |Ω′→ 2x• |Ω′ .
Ainsi, 2x• |Ω′∈ L (Ω′, B•).
(4) On montre que pour tout n ≥ 1, {x i•}ni=1 ⊆ L (Ω, B•) et {αi}ni=1 ⊆ R, il existe Ω′ un borélien de
mesure pleine tel que
n∑
i=1
αi x
i |Ω′∈ L (Ω′, B•).
On déduit facilement 24 du point (3) que αx• est µ-mesurable pour tout x• ∈ L (Ω, B•) et α ∈ R≥0, et
des points (1) et (3) que x•+ y• est µ-mesurable pour tout x•, y• ∈ L (Ω, B•). Il ne reste donc plus qu’à
montrer que −x• est µ-mesurable pour tout x• ∈ L (Ω, B•). Pour ce faire, on considère une famille
fondamentale D = {yn• }n≥1 deL (Ω, B•) et on choisit Ω′ de mesure 1 tel que (yn• + x•) |Ω′∈ L (Ω′, B•)
pour tout n≥ 1. On introduit, pour tout k ≥ 1, nk• ∈ L (Ω′,N) définie par
nkω :=min{n ∈ N | ‖ynω+ xω‖ω ≤
1
k
} pour tout ω ∈ Ω′.
Par construction, on a L (Ω′, B•) 3 yn
k•• |Ω′→−x• |Ω′ et donc −x• est µ-mesurable.
(5) On finalise la preuve en montrant qu’il existe Ω′ de mesure pleine tel que L (Ω′, B•) est un sous-
espace vectoriel de S (Ω′, B•). Soit D une famille fondamentale de L (Ω, B•). Le point précédent
garantit l’existence d’un borélien Ω′ de mesure pleine tel que
〈D〉Q ⊆L (Ω′, B•),
puisqu’il n’existe qu’un nombre dénombrable de combinaisons linéaires rationnelles finies
construites à partir de D. Comme L (Ω′, B•) est stable par recollement borélien dénombrable, on
a encore 〈Rec(D)〉Q = Rec 〈D〉Q⊆L (Ω′, B•). Soit maintenant x•, y• ∈ L (Ω′, B•) et α,β ∈ R. Alors
il existe {xn• }n≥1, {yn• }n≥1 ⊆ Rec(D) et {αn}n≥1, {βn}n≥1 ⊆ Q tel que xn• → x•, yn• → y•, αn → α et
βn→ β . Alors on a L (Ω′, B•) 3 αn xn• + βn yn• → αx•+ β y•
et donc αx•+ β y• ∈ L (Ω′, B•), ce qui montre que c’est un sous-espace vectoriel de S (Ω′, B•).
Remarque 1.6.3. On a montré que les champs boréliens séparables d’espaces de Banach sont des
champs boréliens d’espaces métriques et donc on se permet de noter L (Ω, B•) au lieu de V (Ω, B•).
Exemple 1.6.4. Le champ (Ω,C (K•)) associé à un champ borélien d’espaces métriques compacts est
un champ borélien séparable d’espaces de Banach (voir la Remarque 1.5.3 (2)). En effet, on montre
dans la preuve du Théorème 1.5.2 que fL (Ω,C (K•)) est une sous-algèbre de S (Ω,C (K•)) et donc
en particulier un sous-espace vectoriel.
23. C’est bien un sous-champ borélien par un argument identique à celui de l’Exemple 1.2.26 (2)
24. Comme on a déduit le point (2) du point (1).
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Voici l’analogue du lemme sur la fonction cardinal d’un champ borélien d’espaces métriques (1.1.8)
pour les champs boréliens séparables d’espaces de Banach. C’est également une généralisation d’un
résultat de Dixmier sur les champs boréliens séparables d’espaces de Hilbert (voir la prochaine
section).
Lemme 1.6.5. Soit (Ω,A ) un espace borélien et (Ω, B•) un champ borélien séparable d’espaces de
Banach. Alors la fonction
dim B• : Ω → N∪ {∞}
ω 7→ dim(Bω)
est borélienne. Notons Ωn := {ω ∈ Ω | dim(Bω) = n} et Ωinfini := Ω \ (∪n≥1Ωn). Alors il existe une
famille fondamentale F ′ = {zn• }n≥1 de la structure borélienne banachique telle que
– Si ω ∈ Ωn, alors {z1ω, . . . , znω} est une base de Bω et z iω = 0 pour tout i > n.
– Si ω ∈ Ω∞, alors {znω}n≥1 est libre et totale dans Bω.
Preuve. On choisit F = {xn• }n≥1 une famille fondamentale de la structure borélienne L (Ω, B•). Par
commodité, on définit x0• ∈ L (Ω, B•) par x0ω = 0 ∈ Bω. Posons z1• := x1• . Alors
Ω0 = {ω ∈ Ω | sup
n≥2
‖z1ω− xnω‖ω = 0} ∈ A .
On définit n2• ∈ L (Ω,N) par
n2ω :=
(
0 si ω ∈ Ω0
min{n ∈ N | xnω /∈ 〈z1ω〉} sinon
=
(
0 si ω ∈ Ω1
min{n ∈ N | infq∈Q ‖xnω− qz1ω‖ω = 0} sinon
et z2• := x
n2•• ∈ L (Ω, B•).
Supposons qu’on ait montré que Ω1, . . . ,ΩN sont boréliens et qu’on ait fabriqué z1• , . . . , z
N+1
• ∈L (Ω, B•) tels que
– Pour tout 0 ≤ n ≤ N et ω ∈ Ωn, on a que {z1ω, . . . znω} est une base de Bω et
zn+1ω = . . .= z
N+1
ω = 0.
– Si ω /∈ Ω \ (∪Nn=0Ωn), alors {z1ω, . . . , zN+1ω } est une famille libre et {x1ω, x2ω, . . . , xN+1ω } ⊆〈z1ω, . . . , zN+1ω 〉.
Alors
ΩN+1 = {ω ∈ Ω \ (
⋃
1≤n≤N
Ωn) | x jω ∈ 〈z1ω, . . . , zN+1ω 〉 pour tout j ≥ N + 2}
= {ω ∈ Ω \ ( ⋃
1≤n≤N
Ωn) | sup
j≥0
 
inf
q1,...,qN+1∈Q
‖x jω−
N+1∑
i=1
qiz
i
ω‖ω

= 0} ∈ A .
On définit nN+2• ∈ L (Ω,N) par
nN+2ω :=
(
0 si ω ∈ ∪1≤n≤N+1Ωn
min{n ∈ N | xnω /∈ 〈z1ω, . . . , zN+1ω 〉} sinon
=
(
0 si ω ∈ ∪1≤n≤N+1Ωn
min{n ∈ N | infq1,...,qN+1∈Q ‖xnω−
∑N+1
i=1 qiz
i
ω‖ω

> 0} sinon
et zN+2• := x
nN+2•• ∈ L (Ω, B•).
On fabrique ainsi par récurrence la famille fondamentale de l’énoncé.
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Dans la suite on s’intéressera à des champs d’espaces de Banach où les espaces ne sont pas nécessai-
rement séparables. On pourrait imaginer reprendre la définition dans le cas séparable et simplement
ôter la condition (iii) qui est évidemment impossible si les espaces ne sont pas séparables. Mais la
condition (ii) est difficile à vérifier sans avoir une famille fondamentale. C’est pourquoi on va la
remplacer par une condition plus forte et plus aisé à montrer. Dans le cas des champs séparables
d’espaces de Banach, on vérifie que les conditions sont équivalentes.
Lemme 1.6.6. Soit (Ω,A ) un espace borélien. Si (Ω, B•) est un champ d’espaces de Banach etL (Ω, B•)
un sous-espace vectoriel de S (Ω, B•) satisfaisant les points (i) et (iii) de la Définition 1.6.1. Alors la
condition (ii) de la Définition 1.6.1 est équivalente à
(ii)’ L (Ω, B•) est stable par recollements dénombrables boréliens et limites ponctuelles.
Elle est également équivalente à la paire de conditions suivantes
(iv) Si {xn• }n≥1 est une suite dans L (Ω, B•) telle que limn→∞ xnω = xω pour tout ω ∈ Ω, alors
x• ∈ L (Ω, B•).
(v) Si x• ∈ L (Ω, B•) et f• ∈ L (Ω,R), alors la section définie par f• · x• :ω 7→ fω · xω est borélienne
(i.e. appartient à L (Ω, B•)).
Preuve. La stratégie est de montrer (ii)⇔ (ii)’⇔ ((iv)+(v)).
[(ii) ⇒ (ii)’] Par le Lemme 1.6.2, on sait que L (Ω, B•) est une structure borélienne de champs
d’espaces métriques. Or on a montré que de telles structures sont stables par recollement borélien
dénombrable et limite ponctuelle (Lemme 1.1.6).
[(ii)’⇒ (ii)] Soit F satisfaisant 1.6.1(iii). Si on considère F ′ := 〈F〉Q ⊆L (Ω, B•) le Q-sous-espace
vectoriel engendré par F , alors F ′ω est dense pour tout ω ∈ Ω. De plus, d•(x•, y•) = ‖x• − y•‖•
est borélienne pour tout x•, y• ∈ L (Ω, B•) est borélienne par 1.6.1 (i) et puisque L (Ω, B•) est un
sous-espace vectoriel. Ainsi, F ′ est une famille fondamentale d’une structure borélienne de champ
d’espaces métriques pour (Ω, B•) (Définition 1.1.11 et Lemme 1.1.9). De plus,
LF ′(Ω, B•) = {y• ∈ S (Ω, B•) | ‖x•− y•‖• est borélienne pour tout x• ∈ F ′}
= {y• ∈ S (Ω, B•) | y• est limite ponctuelle de recollements dénombrables
boréliens d’éléments de F ′}.
L’hypothèse (ii)’ et la deuxième égalité montrent queLF ′(Ω, B•)⊆L (Ω, B•). Supposons maintenant
que y• ∈ S (Ω, B•) satisfasse que ‖x•− y•‖• soit borélienne pour tout x• ∈ L (Ω, B•) et donc a fortiori
pour tout x• ∈ F ′. Par la première description, x• ∈ LF ′(Ω, B•).
[(ii)’⇒ (iv) + (v)] Il n’y a rien à montrer pour (iv). Soit x• ∈ L (Ω, B•) une section borélienne fixée.
Alors f•x• ∈ L (Ω, B•) si f• est constante puisque L (Ω, B•) est un sous-espace vectoriel. Si
f• =
N∑
n=1
anχΩn avec Ω =
N⊔
n=1
Ωn, an ∈ R et Ωn ∈A
est une fonction simple, alors f•x• ∈ L (Ω, B•) puisque c’est un recollement borélien fini de sections
borélienne. Finalement, chaque f• ∈ L (Ω,R) est limite ponctuelle de fonctions simples et donc f•x•
est borélienne comme limite ponctuelle de sections boréliennes.
[(iv)+(v) ⇒ (ii)’] Il suffit de prouver la stabilité par recollement borélien dénombrable. Soit donc
Ω =
⊔
n≥1Ωn une décomposition borélienne, {xn• }n≥1 ⊆ L (Ω, B•) et x• ∈ S (Ω, B•) définie par
x• |Ωn:= xn• |Ωn pour tout n≥ 1. Observons que
x• = limn→∞
N∑
i=1
χΩn x
n
•
qui est donc borélienne par (iv), (v) et l’hypothèse que L (Ω, B•) est un espace vectoriel.
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Remarque 1.6.7. Nous avons montré ces équivalences dans le cas des champs boréliens séparables
d’espaces de Banach. Nous choisissons de définir la structure borélienne d’un champ borélien d’es-
paces de Banach (pas forcément séparable) comme un sous-espace vectoriel fL (Ω, B•) ⊆ S (Ω, B•)
satisfaisant les conditions (i) et (ii)’. On retrouve ainsi une définition équivalente à celle donnée
dans [FD88] (Volume 1, p. 77) ou dans [AR00] (Appendice A. 3, p. 177) qui supposent (i), (iv)
et (v), puisqu’on n’a pas utilisé la famille fondamentale dans la preuve de l’équivalence (ii) ⇐⇒
((iv)+(v)).
Définition 1.6.8. Soit (Ω,A ) un espace borélien et (Ω, B•) un champ d’espaces de Banach. On dit que
(Ω, B•) est un champ borélien d’espaces de Banach sur Ω si l’on s’est donné un sous-espace vectorielfL (Ω, B•)⊆ S (Ω, B•) tel que
(i) Pour tout x• ∈ fL (Ω, B•) l’application ‖x•‖• est borélienne.
(ii) fL (Ω, B•) est clôt par limite ponctuelle et recollement dénombrable borélien.
Les sections (ou champs de vecteurs) de fL (Ω, B•) sont appelées les sections boréliennes de (Ω, B•).
L’espace vectoriel fL (Ω, B•) est appelé la structure borélienne du champ.
Remarque 1.6.9. Observons que, dans le cas de la Définition 1.6.8, l’espace vectoriel fL (Ω, B•) = {0}
est une structure borélienne. Ceci n’est pas le cas dans la Définition 1.6.1 (sauf si (Ω, B•) = (Ω, {0})).
Ainsi, les structures séparables sont nécessairement “plus riches” et lorsqu’on considère des champs
non séparables il est bon de vérifier que la structure borélienne n’est pas trop petite.
1.6.2 Le champ des duaux
Si B est un espace de Banach, on note B∗ le dual topologique de B (i.e. l’espace des formes linéaires
continues sur B). Le lemme suivant montre qu’il existe une structure naturelle sur le champ d’espaces
duaux d’un champ borélien séparable d’espaces de Banach donné.
Lemme 1.6.10 ([AR00], p. 179). Soit (Ω,A ) un espace borélien et (Ω, B•) un champ borélien sépa-
rable d’espaces de Banach de structure borélienne L (Ω, B•). Considérons (Ω, B∗• ) le champ d’espaces de
Banach défini par (B∗• )ω := B∗ω. AlorsfL (Ω, B∗• ) := {ϕ• ∈ S (Ω, B∗• ) |ω 7→ 〈ϕω, xω〉 := ϕω(xω) est borélienne pour tout x• ∈ L (Ω, B•)}.
est une structure borélienne pour le champ des duaux (Ω, B∗• ). En général, ce champ n’est pas séparable
(donc pas de condition 1.6.1 (iii), voir la Remarque 1.6.7).
Preuve. On vérifie les conditions de la Définition 1.6.8.
(i) Pour tout ω ∈ eΩ := Ω \ {ω ∈ Ω |dimBω = 0} ∈ A , on a, par définition de la norme sur le dual,
‖ϕω‖ω = sup
x∈Bω\{0}
|ϕω(x)|
‖x‖ω .
Observons que le sous-champ généralisé B•\{0} défini par (B•\{0})ω := Bω\{0} est un sous-champ
borélien généralisé d’ouverts 25 de B•. Ainsi, il existe D ⊆ L (eΩ, B• \ {0}) une famille fondamentale
du sous-champ. Alors, l’application 26
‖ϕ•‖• :ω 7→
(
supx∈Dω
|ϕω(x)|
‖x‖ω si dim(Bω)> 0
0 sinon
25. Remarque 1.2.24 (4)
26. On peut effectivement prendre le sup sur une partie dense puisque, pour ϕ ∈ B∗ fixé, l’application B \ {0} →
R≥0, x 7→ |ϕ(x)|‖x‖ est continue (puisqu’on considère le dual topologique).
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est borélienne comme supremum dénombrable d’applications boréliennes (par définition defL (Ω, B∗• ) et 1.6.1 (i)).
(ii) Soit fL (Ω, B∗• ) 3 ϕn• → ϕ• ∈ S (Ω, B∗• ). La fonction ϕ•(x•) = limn→∞ϕn• (x•) est borélienne
pour tout x• ∈ L (Ω, B•) comme limite ponctuelle de fonctions boréliennes. Donc ϕ• ∈ fL (Ω, B∗• ).
Finalement, il découle directement de la définition que fL (Ω, B•) est un sous-espace vectoriel deS (Ω, B•) qui est clôt par recollement dénombrable borélien.
Remarques 1.6.11. (1) On pourrait imaginer que fL (Ω, B∗• ) = {0•}. La Proposition 1.6.15 montrera
que ce n’est pas le cas.
(2) Il est facile de se convaincre que si f• ∈ S (Ω, B∗• ) et D est une famille fondamentale deL (Ω, B•),
alors il suffit de vérifier que f•(x•) est borélienne pour tout x• ∈ D pour que f• ∈ fL (Ω, B∗• ). En
particulier, si (Ω, B) est un champ trivial, alors f• ∈ fL (Ω, B∗) si et seulement si l’application f•(x) :
ω 7→ fω(x) est borélienne pour tout x ∈ B. C’est-à-dire que f• est faiblement mesurable selon une
terminologie classique.
Rappelons que si (Ω,A ,µ) est un espace de probabilité et si f• ∈ L (Ω,R), alors on peut introduire
les deux quantités suivantes
‖ f•‖1 :=
∫
Ω
| fω|dµ(ω) et ‖ f•‖∞ = sup ess f• := sup{M ≥ 0 | µ {ω ∈ Ω | | fω| ≤ M}= 1}.
On peut ainsi définir deux espaces vectoriels pré-normés
L 1(Ω,R) := { f• | ‖ f•‖1 <∞} et L∞(Ω,R) := { f• | ‖ f•‖∞ <∞}.
ainsi que leurs séparés, i.e. on identifie deux fonctions si ‖ f − g‖ = 0, qu’on note respectivement
L1(Ω,R) et L∞(Ω,R). Pour les deux normes, on montre facilement que ‖ f ‖= 0 si et seulement si f
est nulle presque partout.
Voici la généralisation au cadre des champs boréliens séparables d’espaces de Banach de deux
lemmes classiques (voir [Rud78] ou [Doo94]) concernant les espaces vectoriels ci-dessus. La preuve
n’étant que très légèrement modifiée par rapport au cas du champ trivial, on la donne dans un ap-
pendice.
Lemme 1.6.12 (A.2.1). Soit (Ω,A ,µ) un espace de probabilité et (Ω, B•) un champ borélien d’espaces
de Banach de structure borélienne fL (Ω, B•). DéfinissonsfL∞(Ω, B•) := {x• ∈ fL (Ω, B•) | sup ess‖x•‖• <∞}.
et eL∞(Ω, B•) = fL∞(Ω, B•)/=p.p..
Alors eL∞(Ω, B•) muni de la norme ‖ · ‖∞ est un espace de Banach.
Remarque 1.6.13. Dans le cas particulier où B• est un champ borélien séparable d’espaces de Ba-
nach, on écrit L∞(Ω, B•) au lieu de fL∞(Ω, B•).
Lemme 1.6.14 (A.2.2). Soit (Ω,A ,µ) un espace de probabilité standard et (Ω, B•) un champ borélien
séparable d’espaces de Banach de structure borélienne L (Ω, B•). Définissons
L 1(Ω, B•) := {x• ∈ L (Ω, B•) | ‖x•‖1 =
∫
Ω
‖xω‖ωdµ(ω)<+∞}
et L1(Ω, B•) =L 1(Ω, B•)/=p.p..
Alors L1(Ω, B•) muni de la norme ‖ · ‖1 est un espace de Banach séparable.
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Remarquons que eL∞(Ω, B•) = {[x•] ∈ L(Ω, B•) | [‖x•‖•] ∈ L∞(Ω,R)}
et
L1(Ω, B•) = {[x•] ∈ L(Ω, B•) | [‖x•‖•] ∈ L1(Ω,R)},
puisque L∞(Ω,R) =L∞(Ω,R)/=p.p. et L1(Ω,R) =L 1(Ω,R)/=p.p..
C’est un résultat classique que le dual topologique de L1(Ω,R) est L∞(Ω,R). En suivant la preuve
de [AR00], on montre maintenant une version de cette affirmation pour les champs d’espaces de
Banach.
Proposition 1.6.15 ([AR00], p. 179). Soit (Ω,A ,µ) un espace de probabilité standard et (Ω, B•)
un champ borélien séparable d’espaces de Banach de structure borélienne L (Ω, B•). Alors il existe un
isomorphisme isométrique eL∞(Ω, B∗• )→  L1(Ω, B•)∗ donné pareL∞(Ω, B∗• ) −→  L1(Ω, B•)∗
[ϕ•] 7→ 〈[ϕ•], ·〉 : L1(Ω, B•) → R
[x•] 7→ 〈[ϕ•], [x•]〉=
∫
Ω
〈ϕω, xω〉dµ(ω)
Preuve. Tout d’abord, il est clair que 〈[ϕ•], ·〉 est bien définie et linéaire. De plus, elle est bornée car
‖〈[ϕ•], ·〉‖ ≤ sup
[x•] 6=[0•]
∫
Ω
|〈ϕω, xω〉|dµ(ω)
‖[x•]‖1 ≤ sup[x•] 6=[0•]
∫
Ω
‖ϕω‖ω‖xω‖ωdµ(ω)
‖[x•]‖1 ≤ ‖[ϕ•]‖∞ <+∞.
(1.3)
Montrons maintenant que l’application de l’énoncé est surjective. Le but est donc de construire, pour
Φ ∈  L1(Ω, B•)∗ fixée, une section [ϕ•] ∈ eL∞(Ω, B∗• ) telle que
Φ([x•]) =
∫
Ω
〈ϕω, xω〉dµ(ω) pour tout [x•] ∈ L1(Ω, B•). (1.4)
Pour chaque [x•] ∈ L∞(Ω, B•) on définit l’application 27
Φ[x•] : L
1(Ω,R) −→ R
[ f•] 7→ Φ[x•]([ f•]) := Φ([ f• · x•])
où [ f•x•] ∈ L1(Ω, B•) 28 car
∫
Ω
‖ fωxω‖ωdµ(ω) ≤ ‖[x•]‖∞
∫
Ω
| fω|dµ(ω) < +∞ puisque [x•] ∈
L∞(Ω, B•) et [ f•] ∈ L1(Ω,R). Alors Φ[x•] est une forme linéaire bornée car
|Φ[x•]([ f•])|
‖[ f•]‖1 ≤
‖Φ‖‖[ f•x•]‖1
‖[ f•]‖1 ≤
‖Φ‖‖[ f•]‖1‖[x•]‖∞
‖[ f•]‖1 i.e. ‖Φ[x•]‖ ≤ ‖Φ‖ · ‖[x•]‖∞. (1.5)
En d’autres termes, Φ[x•] ∈
 
L1(Ω,R)
∗. Comme L∞(Ω,R)'  L1(Ω,R)∗ (voir [Rud78], Théorème
6.16, l’hypothèse que µ soit de probabilité ou plus généralement σ-finie est cruciale), il existe une
unique [`[x•]• ] ∈ L∞(Ω,R) telle que
Φ[x•]([ f•]) =
∫
Ω
fω`
[x•]
ω dµ(ω) pour tout f• ∈ L1(Ω,R)
27. Ici, il est important de se souvenir que les fonctions L1 peuvent être obtenues comme quotient des fonctions boré-
liennes et pas seulement des fonctions µ-mesurables (Lemme 1.1.19). En particulier, on pense à f• comme à un représen-
tant borélien de la classe dans L1(Ω,R).
28. On a f•x• ∈ L (Ω, B•) par la Remarque 1.6.7.
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et
‖[`[x•]• ]‖∞ = ‖Φ[x•]‖ ≤ ‖Φ‖‖[x•]‖∞ (1.6)
par (1.5) et le fait que l’isomorphisme entre L∞(Ω,R) et  L1(Ω,R)∗ soit isométrique. Observons
que l’application
` : L∞(Ω, B•) −→ L∞(Ω,R)
[x•] 7→ [`[x•]• ]
ainsi définie est linéaire (par unicité de [`[x•]• ] ∈ L∞(Ω,R) pour [x•] ∈ L∞(Ω, B•) et par le fait que
Φ[αx•+β y•]( f•) = αΦ[x•]( f•) + βΦ[y•]( f•)). De plus, on a également
[`[η•][x•]• ] = [η•`
[x•]• ] pour tout [η•] ∈ L∞(Ω,R) et tout [x•] ∈ L∞(Ω, B•), (1.7)
puisque Φ[η•x•]([ f•]) = Φ[x•]([η• f•]) pour tout [η•] ∈ L∞(Ω,R), [x•] ∈ L∞(Ω, B•) et [ f•] ∈ L1(Ω,R)
(et toujours par unicité de [`[x•]]).
Cette application ` va permettre de définir la section [ϕ•] ∈ eL∞(Ω, B∗• ) recherchée. En effet, consi-
dérons une famille fondamentale F ⊆ L (Ω, B•). Quitte à faire des recollements dénombrables
boréliens, on peut supposer que F ⊆L∞(Ω, B•). Quitte à rajouter les combinaisons linéaires finies
à coefficients rationnels, on peut supposer que F = {xn• }n≥1 est stable par combinaisons linéaires
rationnelles finies et que Bω = {xnω}n≥1 pour tout ω ∈ Ω.
Pour tout ω ∈ Ω, notons Fω = {xnω}n≥1. Pour tout n ≥ 1, on choisit `[x
n• ]• ∈ L∞(Ω,R) un représen-
tant de [`
[xn• ]• ] ∈ L∞(Ω,R). L’idée est de définir ϕ• ∈ fL∞(Ω, B∗• ) en définissant d’abord, pour tout
n≥ 1 et tout ω ∈ Ω, eϕω : Fω → R
xnω 7→ `[x
n• ]
ω ,
puis en prolongeant cette fonction à Bω. Mais il faut d’abord s’assurer que eϕω : Fω → R est bien
définie, continue et Q-linéaire. On peut le faire, mais seulement sur un ensemble borélien de mesure
pleine.
Premièrement, montrons que pour presque tout ω ∈ Ω l’application
F → R
xn• 7→ `[x
n• ]
ω
est Q-linéaire 29. Par (1.7), on sait que [`[
∑
finie αn x
n• ]• ] = [
∑
finieαn`
[xn• ]• ] pour toute combinaison
linéaire rationnelle finie d’éléments de F . Par conséquent, `[
∑
finie αn x
n• ]• =p.p.
∑
finieαn`
[xn• ]• . C’est-à-
dire que, pour toute combinaison linéaire rationnelle finie, il existe un borélien de mesure pleine
tel que `
[
∑
finie αn x
n• ]
ω =
∑
finieαn`
[xn• ]
ω pour tout ω dans ce borélien. Comme il n’existe qu’un nombre
dénombrable de combinaisons linéaires rationnelles finies, il existe un borélien Ω′ de mesure pleine
tel que `
[
∑
finie αn x
n• ]
ω =
∑
finieαn`
[xn• ]
ω pour toute combinaison linéaire rationnelle finie et tout ω ∈ Ω′.
Puisque F est stable par combinaisons linéaires rationnelles finies, l’application est Q-linéaire pour
tout ω ∈ Ω′.
Deuxièmement, montrons que eϕω :Fω→ R est bien définie pour presque tout ω ∈ Ω. On introduit,
pour tout n ≥ 1, le borélien Ωn := {ω ∈ Ω | xnω 6= 0} et sa fonction caractéristique χΩn ∈ L∞(Ω,R).
29. Attention, on ne peut pas montrer que l’application eϕω :Fω→ R est Q-linéaire pour presque tout ω ∈ Ω puisqu’on
a pas encore montré qu’elle est bien définie. Pour ω ∈ Ω, on peut à priori avoir [xn• ] 6= [xm• ] et `[x
n• ]
ω 6= `[xm• ]ω bien que
xnω = x
m
ω . En revanche, l’application F → R est bien définie pour presque tout ω ∈ Ω. En effet, si xn• = xm• , alors
évidemment [xn• ] = [x
m
• ] et donc `
[xn• ]• =p.p. `
[xm• ]• . On peut même rendre l’application bien définie pour tout ω ∈ Ω en
décidant de prendre le même représentant si deux classes [xn• ] et [x
m
• ] sont identiques.
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Par définition, [`
[xn• ]• ] = [`
[χΩn x
n• ]• ] et l’égalité (1.7) livre
[`[x
n• ]• ] = [`
[χΩn x
n• ]• ] = [χΩn`
[xn• ]• ] pour tout n≥ 1.
Ainsi, on a
`[x
n• ]• =p.p. χΩn`
[xn• ]• pour tout n≥ 1
et donc l’implication (ω /∈ Ωn ⇒ `[x
n• ]
ω = 0) est vérifiée quel que soit n ≥ 1 sur un ensemble de
mesure pleine, qu’on note Ω′′. Soit maintenant ω ∈ Ω′ ∩Ω′′ et supposons qu’il existe n, m ≥ 1 deux
indices tels que xnω = x
m
ω . Comme F est clôt par combinaisons linéaires rationnelles finies, il existe
k ≥ 1 tel que xn• − xm• = xk• . En particulier, xkω = 0 (i.e. ω /∈ Ωk) et donc `[x
k• ]
ω = 0 (puisque ω ∈ Ω′′),
c’est-à-dire que `
[xn• ]
ω = `
[xm• ]
ω (puisque ω ∈ Ω′). Ceci montre que eϕω est bien définie sur Fω pour
tout ω ∈ Ω′ ∩Ω′′.
Finalement, montrons que eϕω : Fω → R est continue pour presque tout ω ∈ Ω. Pour tout n ≥ 1
et q ∈ Q>0, on introduit le borélien Ωn,q = {ω ∈ Ω | ‖xnω‖ω < q} et sa fonction caractéristique
χΩn,q ∈ L∞(Ω,R). L’égalité (1.7) livre
[`
[χΩn,q x
n• ]
• ] = [χΩn,q`
[xn• ]• ].
On a alors ‖[χΩn,q`[x
n• ]• ]‖∞ = ‖[`[χΩn,q x
n• ]
• ]‖∞
(1.6)≤ ‖Φ‖‖[χΩn,q xn• ]‖∞ ≤ q‖Φ‖. Puisqu’il s’agit de la
norme supremum essentiel et que N∗ ×Q>0 est dénombrable, il existe un borélien Ω′′′ de mesure
pleine tel que pour tout ω ∈ Ω′′′ on ait, pour tout (n, q) ∈ N×Q>0,
ω ∈ Ωn,q ∩Ω′′′ ⇒ |`[x
n• ]
ω | ≤ q‖Φ‖.
On veut montrer que |`[xn• ]ω | ≤ ‖xnω‖ω‖Φ‖ pour tout n ≥ 1 et tout ω ∈ Ω′′′. Soit donc n ≥ 1 et
ω ∈ Ω′′′. Choisissons une suite {qm}m≥1 ⊆ Q>0 telle que qm m→+∞−→ ‖xnω‖ω et qm ≥ ‖xnω‖ω pour tout
m≥ 1. En particulier, on a
ω ∈ Ω′′′ ∩   ⋂
m≥1
Ωn,qm

et donc |`[xn• ]ω | ≤ qm‖Φ‖ pour tout m≥ 1.
On en déduit donc que |`[xn• ]ω | ≤ ‖xnω‖ω‖Φ‖.
On peut donc conclure que l’application eϕω : Fω → R est bien définie, Q-linéaire et continue de
norme ≤ ‖Φ‖ pour tout ω ∈ eΩ := Ω′ ∩ Ω′′ ∩ Ω′′′. Ainsi, pour ω ∈ eΩ, on peut la prolonger en un
élément ϕω ∈ B∗ω (toujours de norme ≤ ‖Φ‖). Sur Ω \ eΩ on pose ϕω = 0 la forme linéaire nulle. On
a ainsi défini un élément de S (Ω, B∗• ). Comme l’application
ω 7→ 〈ϕω, xω〉=
(
`
[x•]
ω si ω ∈ eΩ
0 sinon.
est borélienne pour tout x• ∈ F car `x•• ∈ L∞(Ω,R), il est clair qu’elle est borélienne pour tout
x• ∈ L (Ω, B•) car ces sections sont limites ponctuelles de recollements dénombrables boréliens
d’éléments de F . Donc ϕ• ∈ fL (Ω, B∗• ). Et comme ‖ϕω‖ω ≤ ‖Φ‖ pour tout ω ∈ Ω, on a que ϕ• ∈fL∞(Ω, B∗• ) et ‖ϕ•‖∞ ≤ ‖Φ‖. (1.8)
Enfin, si [ f•] ∈ L1(Ω,R)⊆ L(Ω,R) et [xn• ] ∈ [F ]⊆ L∞(Ω, B•), on a, avec (1.7),
Φ[xn• ]([ f•]) = Φ([ f•x
n
• ]) =
∫
Ω
fω`
[xn• ]
ω dµ(ω) =
∫
Ω
`
[ f•xn• ]
ω dµ(ω) =
∫
Ω
〈ϕω, fωxnω〉dµ(ω)
d’où on déduit (1.4) car on a L∞(Ω, B•) · L1(Ω,R) = L1(Ω, B•). Il est clair que, comme les construc-
tions sont inverses l’une de l’autre, (1.3) et (1.8) montrent que les normes sont préservées.
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Cette proposition montre qu’on a en quelque sorte un champ dual et qu’on peut le relier au champ
des duaux. Le champ dual (Ω, B∗• ) d’un champ borélien séparable d’espaces de Banach n’étant pas
forcément séparable pour la topologie provenant de la norme, on s’intéresse maintenant à une autre
topologie naturelle : la topologie faible-∗.
Définition 1.6.16. Soit B un espace de Banach séparable et B∗ son dual. La topologie faible-∗ sur B∗
est la topologie la moins fine telle que, pour tout x ∈ B, l’application ϕ 7→ ϕ(x) soit continue. Une base
de voisinages de ϕ ∈ B∗ est donnée par tous les ensembles de la forme
V (ϕ, {x1, . . . , xn},") := {η ∈ B∗ | |ϕ(x1)−η(x1)|< ", . . . , |ϕ(xn)−η(xn)|< "}
où " > 0 et {x1, . . . , xn} ⊆ B est un ensemble fini. On a
ϕn
n→∞−→ ϕ pour la topologie faible-∗ ⇐⇒ ∀x ∈ B, ϕn(x) n→∞−→ ϕ(x).
Si A⊆ B∗, on note A∗− f l’adhérence de A pour la topologie faible-∗.
Il est classique que pour cette topologie la boule unité du dual d’un espace séparable soit un compact
métrisable. Il est donc naturel de se demander si le champ (ω, B∗•,≤1) des boules des duaux associé
à un champ borélien séparable d’espaces de Banach est un champ d’espaces métrisables. Avant de
montrer que c’est (presque) le cas, prouvons un lemme qui nous sera utile.
Lemme 1.6.17. Soit B un espace de Banach séparable, {xm}m≥1 une partie dénombrable dense de B et
{ϕn}n≥1 ⊆ B∗≤1 telle que {ϕn}∗− fn≥1 est convexe. Alors
{ϕn}∗− fn≥1 = B∗≤1 ⇐⇒ sup
n≥1
ϕn(xm) = ‖xm‖ ∀ m≥ 1.
Ce lemme se déduit du théorème classique suivant (voir par exemple 9.7.11 de [EMT04]) qui est
un corollaire de Hahn-Banach.
Théorème 1.6.18. Soit B un espace de Banach, C ⊆ B∗ un sous-ensemble convexe, ∗-faiblement fermé.
Si ψ ∈ B∗ \ C, alors il existe x ∈ X tel que
ψ(x)> sup
ψ∈C
ψ(x).
Preuve du Lemme 1.6.17. On fait la preuve en trois étapes.
(1) On commence par observer que si C = {ϕn}∗− fn≥1, alors
sup
n≥1
ϕn(x) = sup
ϕ∈C
ϕ(x) ∀ x ∈ B.
En effet, l’application
evx : B
∗ → R
ϕ 7→ ϕ(x)
est continue pour tout x ∈ X lorsqu’on munit B∗ de la topologie faible-∗ (celle-ci est la moins fine
qui rende toutes ces applications évaluations continues).
(2) Ensuite, on montre que
ψ ∈ B∗≤1 \ C ⇐⇒ ‖ψ‖ ≤ 1 et il existe m≥ 1 t.q ψ(xm)> sup
n≥1
ϕn(xm).
Comme il découle du Théorème 1.6.18 et du point (1) que
ψ ∈ B∗≤1 \ C ⇐⇒ ‖ψ‖ ≤ 1 et il existe x ∈ B t.q ψ(x)> sup
n≥1
ϕn(x),
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il suffit de montrer que si ‖ψ‖ ≤ 1, alors
il existe x ∈ B t.q. ψ(x)> sup
n≥1
ϕn(x) ⇐⇒ il existe m≥ 1 t.q ψ(xm)> sup
n≥1
ϕn(xm).
Soit donc x ∈ B tel que ψ(x) > supn≥1ϕn(x). Posons a := ψ(x)− supn≥1ϕn(x) > 0 et choisissons
m≥ 1 tel que ‖x − xm‖< a/2. Alors
ψ(xm) = ψ(x)− ψ(x − xm)︸ ︷︷ ︸
≤‖ψ‖·‖x−xm‖
>ψ(x)− a/2= sup
n≥1
ϕn(x) + a/2
= sup
n≥1
ϕn(xm)−ϕn(x − xm)︸ ︷︷ ︸
>ϕn(xm)−a/2
+a/2≥ sup
n≥1
ϕn(xm).
(3) Finalement, il découle du point (2) que
{ϕn}∗− fn≥1 = B∗≤1 ⇐⇒ ψ(xm)≤ supn≥1ϕn(xm) ∀ m≥ 1 et ψ ∈ B∗≤1
⇐⇒ supψ∈B∗≤1ψ(xm) = supn≥1ϕn(xm) ∀ m≥ 1.
Il ne reste donc plus qu’à montrer
sup
ψ∈B∗≤1
ψ(x) = ‖x‖ pour tout x ∈ B.
Il est clair que ψ(x) ≤ ‖ψ‖ · ‖x‖ ≤ ‖x‖ pour tout x ∈ B et ψ ∈ B∗≤1. Soit maintenant x ∈ B. En
appliquant (la version adaptée de) Hahn-Banach à x et au sous-espace vectoriel fermé {0} de B, on
obtient l’existence de ψ tel que ‖ψ‖= 1 et ψ(x) = d(x , {0}) = ‖x‖.
Théorème 1.6.19. Soit (Ω,A ,µ) un espace de probabilité standard et (Ω, B•) un champ borélien
séparable d’espaces de Banach. On note (Ω, B∗•,≤1) le champs des boules unités des duaux, i.e.
 
B∗•,≤1

ω
est la boule unité de B∗ω pour tout ω ∈ Ω. Alors il existe un borélien Ω′ de mesure 1 tel quefL∞(Ω′, B∗• )∩S (Ω′, B∗•,≤1)
soit une structure borélienne de champ d’espaces métrisables pour le champ (Ω′, B∗•,≤1).
Preuve. On décompose la preuve en plusieurs étapes.
(1) Soit B un espace de Banach séparable, B∗≤1 la boule unité du dual muni de la topologie faible-∗
et {xn}n≥1 une partie dénombrable dense dans B. Alors d∗ : B∗≤1× B∗≤1→ R définie par
d∗(ϕ,η) =
∑
n≥1
1
2n
|ϕ(xn)−η(xn)|
‖xn‖
est une métrique qui induit la topologie faible-∗.
Puisque |(ϕ−η)( xn‖xn‖)| ≤ ‖ϕ−η‖ ≤ 2 on a d∗(ϕ,η)≤ 2 pour tout ϕ,η ∈ B∗≤1. De plus, d∗(ϕ,η) = 0
entraîne ϕ(xn) = η(xn) pour tout n ≥ 1 et donc ϕ = η puisque ϕ,η sont continues et {xn}n≥1 est
dense. Réciproquement, si ϕ = η, alors d∗(ϕ,η) = 0. L’inégalité du triangle découle de celle pour la
valeur absolue. Montrons maintenant que la topologie définie par d∗ est moins fine que la topologie
faible-∗. Il faut donc montrer que
id : (B∗≤1, faible-∗)−→ (B∗≤1, d∗)
est continue. Ceci est le cas car si ϕ ∈ B∗≤1, " > 0 on a
Bd∗(ϕ,")⊇ V

ϕ,
n x1
‖x1‖ , . . . ,
xN
‖xN‖
o
,
"
2

,
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où N ≥ 1 est tel que 2∑∞n=N+1 12n < "2 . Enfin, puisque, par le Théorème de Banach-Alaoglu, B∗≤1 est∗-faiblement compacte et que (B∗≤1, d∗) est séparé, l’application id est un homéomorphisme et les
topologies coïncident 30.
(2) Fixons D = {xn• }n≥1 ⊆ L (Ω, B•) une partie fondamentale. Par le point (1), on peut définir pour
chaque ω ∈ Ω une métrique sur B∗ω,≤1 en posant
d∗ω(ϕ,ψ) =
∞∑
k=1
2−k
(ϕ−ψ) xkω‖xkω‖ω

Pour tout ϕ•,ψ• ∈ fL∞(Ω, B∗•,≤1) la fonction
d∗• (ϕ•,ψ•) =
∞∑
k=1
2−k
(ϕ•−ψ•) xk•‖xk• ‖•

est borélienne comme limite ponctuelle de fonctions boréliennes.
Maintenant qu’on a trouvé une famille de métriques compatible, il s’agit de trouver une famille
fondamentale.
(3) On prouve qu’il existe {ϕn• }n≥1 ⊆L (Ω, B∗• ,≤ 1) tel que {ϕn}∗− fn≥1 = B∗ω,≤1 pour presque tout ω ∈
Ω. Soit {Φn}n≥1 ⊆ (L1(Ω, B•))∗≤1 ∗-faiblement dense et clôt par combinaisons convexes rationnelles.
Considérons F = {ϕn• }n≥1 ⊆L∞(Ω, B∗•,≤1) tel que 31
Φn([x•]) =
∫
Ω
ϕn• (x
m
• ) ∀ x• ∈ L 1(Ω, B•).
On observe que
– {ϕn}∗− fn≥1 = (L1(Ω, B•))∗≤1
– Fω∗− f est convexe pour tout ω ∈ Ω.
D’autre part, il est facile de construire 32 D = {xm• }m≥1 ⊆L 1(Ω, B•) tel que
– [D] est dense dans L1(Ω, B•)
– Dω est dense dans Bω pour tout ω ∈ Ω.
En appliquant le Lemme 1.6.17 à {Φn}n≥1, on obtient que
sup
n≥1
Φn([x
m
• ]) = sup
n≥1
∫
Ω
ϕn• (x
m
• ) = ‖[xm• ]‖1 =
∫
Ω
‖xm• ‖• pour tout m≥ 1.
En réappliquant le Lemme 1.6.17, mais cette fois à {ϕnω}n≥1, on obtient que
{ω ∈ Ω | {ϕn}∗− fn≥1 6= B∗ω,≤1}=
⋃
m≥1
{ω ∈ Ω | sup
n≥1
ϕnω(x
m
ω)< ‖xmω‖ω}.
Supposons par l’absurde que cet ensemble n’est pas de mesure nulle. Alors il existe m ≥ 1 et " > 0
tel que
Ω′ := {ω ∈ Ω | sup
n≥1
ϕnω(x
m
ω) + " ≤ ‖xmω‖ω}
30. En fait B∗≤1 munie de la topologie faible-∗ est métrisable si et seulement si B est séparable. En effet, si (B∗≤1, faible-∗)
est un compact métrisable, alors C (B∗≤1, faible-∗) est séparable pour la norme ‖‖∞ (Stone-Weierstrass). On définit l’appli-
cation
ev : B −→ C (B∗≤1, faible-∗)
x 7→ evx
où evx : (B∗≤1, faible-∗)→ R, evx( f ) = f (x) est bien continue et est aussi linéaire. Cette application ev est une isométrie
et donc B est séparable comme sous-espace d’un espace métrique séparable. Par contre, en général la topologie faible-∗
sur B∗ n’est pas métrisable même si B est séparable. Par exemple B∗ n’est pas métrisable si B est de dimension infinie.
31. De telles sections existent par la Proposition 1.6.15.
32. Voir par exemple la preuve du Lemme A.2.2.
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est de mesure > 0. Mais alors,
sup
n≥1
∫
Ω
ϕn• (x
m
• )≤
∫
Ω
sup
n≥1
ϕn• (x
m
• ) =
∫
Ω\Ω′
sup
n≥1
ϕn• (x
m
• ) +
∫
Ω′
sup
n≥1
ϕn• (x
m
• )
≤
∫
Ω\Ω′
‖xm• ‖•+
∫
Ω′
(‖xm• ‖•− ") = ‖[xm• ]‖1−µ(Ω′) · "
< ‖[xm• ]‖1,
d’où une contradiction.
(4) On a maintenant le matériel nécessaire pour conclure. Le point (1) montre qu’il existe une
famille de métriques compatible d∗• sur B∗•,≤1. Le point (3) montre qu’il existe Ω′ de mesure 1 etD ⊆L (Ω, B∗• )∩S (Ω, B∗•,≤1) telle que Dω est dense dans B∗ω,≤1 pour tout ω ∈ Ω′. Comme
L (Ω′, B∗• )∩S (Ω′, B∗•,≤1)
est clôt par limite ponctuelle et recollement dénombrable, le Lemme 1.1.6 permet de conclure.
Parmi les sous-champs (Ω′, A•) du champ borélien des boules unités des duaux, il en existe certains
qui vont particulièrement nous intéresser plus tard : ceux qui satisfont que Aω est convexe et ∗-
faiblement compact (c’est-à-dire ∗-faiblement fermés) pour tout ω ∈ Ω′ 33.
Lemme 1.6.20 ('[Zim78], Proposition 2.2). Soit (Ω,A ,µ) un espace de probabilité standard, (Ω, B•)
un champ borélien séparable d’espaces de Banach et Ω′ un borélien de mesure 1 tel que (Ω′, B∗•,≤1) soit
un champ borélien d’espaces métriques. Soit (Ω′, C•) un sous-champ borélien de (Ω′, B∗•,≤1) tel que Cω
est convexe non-vide et ∗-faiblement compact pour tout ω ∈ Ω′. Alors, on a
L(Ω, C•) :=L (Ω′, C•)/=p.p. = {[ϕ•] ∈ eL∞(Ω, B∗• ) | ϕω ∈ Cω pour presque tout ω ∈ Ω}
et c’est un sous-ensemble convexe et ∗-faiblement fermé de L∞(Ω, B∗• )≤1.
Preuve. Choisissons D = {ϕn• }n≥1 une famille fondamentale du sous-champ borélien (Ω′, C•), puis
vérifions l’égalité.
[⊆] Soit [ϕ•]L(Ω,C•) ∈ L(Ω, C•). Alors ϕ• ∈ L (Ω′, C•) = L (Ω′, B∗•,≤1) ∩S (Ω′, C•). Donc [ϕ•]eL∞(Ω,B∗•)
satisfait que ϕω ∈ Cω pour presque tout ω ∈ Ω (c’est-à-dire pour presque tout ω ∈ Ω pour un
représentant quelconque de la classe).
[⊇] Soit [ϕ•]eL∞(Ω,B∗•) telle que ϕω ∈ Cω pour presque toutω ∈ Ω. Il s’agit de trouver un représentant
ψ• de [ϕ•]eL∞(Ω,B∗•) tel que ψ• ∈ L (Ω′, C•). Pour cela, il suffit de choisir un élément arbitraire ψ0• ∈L (Ω, C•) et de recoller de manière borélienne
ψω :=
(
ϕω si ϕω ∈ Cω
ψ0ω sinon.
Montrons maintenant que L(Ω, C•) est ∗-faiblement fermé comme partie du dual de L1(Ω, B•) (la
convexités est évidente). Pour ce faire, on se donne {[ϕn• ]}n≥1 ⊆ L(Ω, C•) tel que {ϕnω}∗− fn≥1 = Cω pour
toutω ∈ Ω′ et {x•}n≥1 ⊆L 1(Ω, B•) une famille fondamentale de la structure borélienne métrique de
(Ω, B•). Supposons maintenant qu’on ait une suite {Ψn}n≥1 ⊆ L(Ω, C•) telle que Ψn → Ψ et notons
ψn• et ψ• les sections associées. Si Ψ /∈ L(Ω, C•), alors il existe Ω0 ∈ A un borélien de mesure
positive (qu’on peut supposer dans Ω′) tel que ψω /∈ Cω pour tout ω ∈ Ω0. Par le critère du Lemme
1.6.17, on obtient que pour tout ω ∈ Ω0, il existe m ≥ 1 tel que supn≥1ϕnω(xmω) < ψω(xmω). Par
33. Voir par exemple la définition de sous-champ de convexes ∗-faiblement compacts de [AR00] p.97.
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dénombrabilité, on peut supposer qu’il existe Ω′0 un borélien de mesure positive, m ≥ 1 et " > 0 tel
que
sup
n≥1
ψnω(x
m
ω)≤ sup
n≥1
ϕnω(x
m
ω)<ψω(x
m
ω)− " pour tout ω ∈ Ω′0.
On peut définir une section x• ∈ L 1(Ω, B•) par x• |Ω′0:= xm• et x• |Ω\Ω′0= 0 qui satisfait, pour tout
n≥ 1, que
Ψ([x•]) =
∫
Ω′0
ψω(x
m
ω)≥ "+
∫
Ω′0
ψnω(xω) = Ψ
n([x•]).
Mais alors Ψn([x•])9Ψ([x•]) ce qui contredit le fait que Ψn
∗−f→ Ψ.
1.6.3 Trivialisation
Voici un théorème classique, dont on redonne la preuve dans le but de l’adapter aux champs sépa-
rables d’espaces de Banach.
Théorème 1.6.21 (Banach-Mazur). Soit B un espace de Banach séparable. Alors il existe un plonge-
ment isométrique de B dans C ([0,1]).
Preuve. Considérons la boule unité du dual, munie de la topologie faible-∗, et l’application
ev : B ,→ C (B∗≤1)
x 7→ [ev(x) : ϕ 7→ ϕ(x)]
qui est une application isométrique (donc injective) puisque ‖x‖ = supϕ∈B∗≤1 |ϕ(x)| = ‖ev(x)‖∞
(cette égalité est un corollaire classique de Hahn-Banach). D’autre part, on sait, puisque B∗≤1 est un
compact métrisable, qu’il existe une surjection continue pi : Σ → B∗≤1, où Σ est l’espace de Cantor
(voir la Section 1.8.1). Cette application induit une application isométrique
epi : C (B∗≤1) ,→ C (Σ)
f 7→ f ◦pi.
Et il existe un plongement isométrique C (Σ) ,→C ([0,1]).
On peut adapter ce résultat et ainsi construire une trivialisation des champs séparables boréliens
d’espaces de Banach. Mais on aura besoin de la version pour les champs boréliens de la surjection
de l’espace de Cantor Σ sur le compact K qui sera démontrée dans la Section 1.8.1.
Lemme 1.6.22. Soit (Ω,A ,µ) un espace de probabilité standard et (Ω, B•) un champ borélien sé-
parable d’espaces de Banach. Alors il existe un borélien Ω′ ⊆ Ω de mesure pleine et un morphisme
compatible linéaire et isométrique de (Ω′, B•) dans le champ trivial
 
Ω′,C ([0,1]).
Preuve. Par le Théorème 1.6.19, il existe Ω′ de mesure 1 tel que  Ω′, (B∗•,≤1, d∗• ) soit un champ
borélien d’espaces métriques compacts. Vérifions que {evω : Bω→C (B∗ω,≤1)}ω∈Ω′ est un morphisme
compatible du champ borélien (Ω′, B•) dans le champ borélien 34
 
Ω′,C (B∗•,≤1)

.
ev• est un morphisme compatible
déf.⇐⇒ ev•(x•) ∈ L (Ω′,C (B∗•,≤1)) ∀ x• ∈ L (Ω′, B•)
déf. L (Ω′,C (B∗•,≤1))⇐⇒  ev•(x•)(ϕ•) ∈ L (Ω′,R) ∀ ϕ• ∈ L (Ω′, B∗•,≤1) et x• ∈ L (Ω′, B•)
déf ev•⇐⇒ ϕ•(x•) ∈ L (Ω′,R) ∀ ϕ• ∈ L (Ω′, B∗•,≤1) et x• ∈ L (Ω′, B•).
34. Théorème 1.5.2.
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La dernière assertion est vrai par définition de L (Ω′, B∗• ). Au Lemme 1.8.3, on montre qu’il existe
un morphisme compatible surjectif et continu pi• du champ trivial (Ω′,Σ) dans (Ω′, B∗•,≤1). Vérifions
que le morphisme isométrique
epi• : (Ω′,C (B∗•,≤1)) ,→ (Ω′,C (Σ))
est compatible. Il faut vérifier que epi•( f•) ∈ L (Ω′,C (Σ)) pour tout f• ∈ L (Ω′,C (B∗•,≤1)), c’est-à-dire
que epi•( f•)(σ•) ∈ L (Ω′,R) pour tout σ• ∈ L (Ω′,Σ). Maisepi•( f•)(σ•) = f•( pi•(σ•)︸ ︷︷ ︸
∈L (Ω′,B∗•,≤1)
) ∈ L (Ω′,R) par définition de L (Ω′,C (B∗•,≤1)).
1.7 Champs d’espaces de Hilbert
Un champ d’espaces de Hilbert (Ω, H•) sur un ensemble Ω est la donnée d’une famille d’espaces
de Hilbert {(Hω,< ·, · >ω)}ω∈Ω . Une notion classique due à Dixmier, dont la Définition 1.1.3 est
directement inspirée, est celle de champ mesurable d’espaces de Hilbert ([Dix69], p. 142). Dans
notre cas, on a remplacé mesurable par borélien. Ceci ne pose pas de difficultés puisque les résultats
cités restent valables (voir Remarque 3 de [Dix69], p.144 et la remarque p.146).
Définition 1.7.1. Soit (Ω,A ) un espace borélien. On dit que (Ω, H•) est un champ borélien (séparable)
d’espaces de Hilbert réels sur Ω si l’on s’est donné un sous-espace vectoriel V (Ω, H•) de S (Ω, H•) tel que
(i) Pour tout x• ∈ V (Ω, H•) l’application ‖x•‖• : ω 7→ ‖xω‖ω est borélienne.
(ii) Si y• ∈ S (Ω, H•) est telle que < y•, x• >•: ω 7→< yω, xω >ω est borélienne pour tout x• ∈V (Ω, H•), alors y• ∈ V (Ω, H•).
(iii) Il existe une partie dénombrable E ⊆ V (Ω, H•) telle que la famille Eω := {xω}x•∈E soit totale
dans Hω (i.e. 〈Eω〉= Hω) pour tout ω ∈ Ω.
Les éléments de V (Ω, H•) sont appelés les sections boréliennes (ou les champs de vecteurs boréliens)
de (Ω, H•). L’espace vectoriel V (Ω, H•) est appelé la structure borélienne (hilbertienne) du champ. Un
ensemble E satisfaisant la condition (iii) est appelé une famille fondamentale de la structure borélienne
V (Ω, H•).
On trouve dans [Dix69] (p. 145) la proposition suivante qui est un analogue pour les champs d’es-
paces de Hilbert du Lemme 1.1.9.
Proposition 1.7.2. Soit (Ω,A ) un espace borélien, (Ω, H•) un champ d’espace de Hilbert etE ⊆ S (Ω, H•) une partie dénombrable de champ de vecteurs satisfaisant les conditions
(i) < x•, y• >• est borélienne pour tout x•, y• ∈ E
(ii) Eω est une partie totale pour tout ω ∈ Ω.
Alors il existe une unique structure borélienne sur (Ω, H•) qui contienne E . On la note VE (Ω, H•).
Comme pour les champs d’espaces de Banach, on peut se demander si cette définition est consistante
avec les celle de champ borélien d’espaces métriques. L’existence du produit scalaire permet de
renforcer le résultat par rapport au cas des champs boréliens séparables d’espaces de Banach.
Lemme 1.7.3. Soit (Ω,A ) un espace borélien et (Ω, H•) un champ d’espaces de Hilbert.
(i) Si V (Ω, H•) ⊆ S (Ω, H•) est une structure borélienne hilbertienne sur (Ω, H•), alors V (Ω, H•)
est une structure borélienne métrique sur (Ω, H•)
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(ii) Réciproquement, si L (Ω, H•) est une structure borélienne métrique sur (Ω, H•) telle que 0• ∈L (Ω, H•), alors L (Ω, H•) est une structure borélienne hilbertienne sur (Ω, H•).
Preuve. (i) Par 1.7.1 (i) et le fait que V (Ω, H•) soit un sous-espace vectoriel, on a bien que
d•(x•, y•) est borélienne pour tout x•, y• ∈ V (Ω, H•)
et donc 1.1.3 (i) est vérifiée. Poser D = 〈E〉Q définit une famille fondamentale au sens de 1.1.3 (iii)
(pour la densité voir le Lemme 1.6.2 en cas de doute). Soit y• ∈ S (Ω, H•) tel que d•(y•, x•) est
borélienne pour tout x• ∈ V (Ω, H•). Alors
< y•, x• >•=
1
2
 ‖x•‖2• + ‖y•‖2• −‖x•− y•‖2• 
est borélienne pour tout x• ∈ V (Ω, H•) puisque ‖x•‖• l’est par 1.7.1 (i), ‖y•‖• = d•(0•, y•) et ‖x• −
y•‖• = d•(x•, y•) le sont par hypothèse sur y• et puisque 0• ∈ V (Ω, H•).
(ii) Le point 1.7.1 (i) est satisfait puisque ‖x•‖• = d•(0•, x•) est borélienne pour tout x• ∈ L (Ω, H•)
puisque 0• ∈ L (Ω, H•) et par 1.1.3 (i). Observons que
< x•, y• >• =
1
2
 ‖x•‖2• + ‖y•‖2• −‖x•− y•‖2• 
=
1
2
 
d•(0•, x•)
2+ d•(0•, y•)
2− d•(x•, y•)2
est borélienne pour tout x•, y• ∈ L (Ω, H•). Ainsi, si x•, y• ∈ L (Ω, H•) et α,β ∈ R, on a que
d2• (αx•+ β y•, z•) = ‖z•‖2• +α2‖x•‖2• + β2‖y•‖2• − 2α < x•, z• >• −2β < y•, z• >• −2αβ < x•, y• >•
est borélienne pour tout z• ∈ L (Ω, H•), c’est-à-dire que L (Ω, H•) est un sous-espace vectoriel par
1.1.3 (ii).
Si D est une famille fondamentale pour la structure borélienne métrique, alors D satisfait 1.7.1 (iii).
Il reste 1.7.1 (ii) à montrer. Soit donc y• ∈ S (Ω, H•) tel que < y•, x• >• est borélienne pour tout
x• ∈ L (Ω, H•). Observons que le sous-champ généralisé H•\{0} défini par (H•\{0})ω := Hω\{0} est
un sous-champ généralisé borélien d’ouverts 35 de H•. Ainsi, si on note Ω′ = {ω ∈ Ω | dim(Hω) = 0},
il existe D′ ⊆L (Ω′, H•) une famille fondamentale du sous-champ (Ω′, H• \ {0}). Alors, par Cauchy-
Schwartz,
‖y‖2ω =
(
supx∈D′ω
|<y,x>ω|
‖x‖ω si ω ∈ Ω′
0 sinon
et donc ‖y•‖• est borélienne pour tout y• ∈ L (Ω, H•). Ainsi,
d•(x•, y•) = ‖x•− y•‖• =
p‖x•‖2+ ‖y•‖2− 2< x•, y• >•
est borélienne pour tout x• ∈ L (Ω, H•) et donc y• ∈ L (Ω, H•) par 1.1.3 (ii).
Remarque 1.7.4. Comme pour les champs d’espaces de Banach, on se permet de noter L (Ω, H•)
au lieu de V (Ω, H).
Dixmier montre l’analogue du Lemme 1.6.5 (techniquement c’est plutôt nous qui montrons l’ana-
logue de son lemme). La preuve est à peu près identique.
35. Remarque 1.2.24 (4).
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Lemme 1.7.5 (Proposition 1, p. 144 de [Dix69]). Soit (Ω,A ) un espace borélien et (Ω, H•) un champ
borélien séparable d’espaces de Hilbert. Alors la fonction
|dim H•| : Ω → N∪ {∞}
ω 7→ dim(Hω)
est borélienne. Notons Ωn := {ω ∈ Ω | dim(Bω) = n} et Ωinfini := Ω \ (∪n≥1Ωn). Alors il existe une
famille fondamentale F ′ = {zn• }n≥1 de la structure borélienne hilbertienne telle que
– Pour tout ω ∈ Ωn, alors {z1ω, . . . , znω} forme une base orthonormale de Bω et z iω = 0 pour tout
i > n.
– Pour tout ω ∈ Ω∞, alors {znω}n≥1 est une base orthonormale de Bω.
On note `2(N) l’espace de Hilbert séparable universel donné par la complétion de
⊕
n≥1R, Hn :=⊕n
i=1R⊆ `2(N) pour n≥ 1 et H0 := {0} ⊆ `2(N). Notons également en = (0, . . . , 0, 1, 0, . . .) ∈ `2(N)
où le 1 apparaît à la n-ième place.
Corollaire 1.7.6 (Trivialisation). Soit (Ω,A ) un espace borélien et (Ω, H•) un champ borélien d’es-
paces de Hilbert. Alors il existe ϕ• : (Ω, H•)→ (Ω,`2(N)) un morphisme de champs compatible, linéaire
et isométrique. De plus, on peut choisir ϕ• de telle sorte que si Ωn = {ω ∈ Ω | dim(Hω) = n} et
Ω∞ = {ω ∈ Ω | dim(Hω) =∞}, alors ϕ |Ωn: (Ωn, H•)→ (Ωn, Hn) et ϕω est un isomorphisme pour tout
ω ∈ Ω∞.
Preuve. On se fixe une famille {zn• }n≥1 comme dans l’énoncé du Lemme 1.7.5. Pour tout n ∈ N∪{∞},
on définit ϕ• |Ωn en posant, pour tout i ≥ 1,
ϕω : Hω → `2(N)
z iω 7→ ϕω(z iω) =
(
ei si 1≤ i ≤ n
0 sinon,
qu’on étend ensuite linéairement et isométriquement à tout l’espace Hω.
1.8 Champs d’espaces métriques compacts
1.8.1 Trivialisation
On va prouver le résultat utilisé dans le lemme sur la trivialisation des champs boréliens d’espaces
de Banach (1.6.22).
On rappelle d’abord la définition de l’espace de Cantor. On considère l’intervalle [0, 1]. L’ensemble
de Cantor est défini géométriquement par un procédé consistant en une suppression successive
d’intervalles ouverts.
Soit J1,1 l’intervalle ouvert de longueur 1/3 centré en 1/2. L’ensemble Σ1 = [0,1]\J1,1 est formé de
deux intervalles fermés I1,1 et I1,2 chacun de longueur 1/3. L’étape suivante consiste à répéter ce qui
précède en supprimant de I1,1 et I1,2 les intervalles ouverts J2,1 et J2,2 de longueur 1/9 centrés en
leur milieu. L’ensemble Σ2 = [0, 1]\(J1,1 ∪ J2,1 ∪ J2,2) est constitué de quatre intervalles fermés de
longueur 1/9. A la k-ème étape, l’ensemble Σk = [0, 1]\⋃k`=1⋃2`−1i=1 J`,i est formé de 2k intervalles
fermés de longueur 1/3k chacun. On peut ainsi écrire Σk =
⊔2k
l=1 Ik,l .
Définition 1.8.1. L’ensemble triadique de Cantor est défini par Σ =
⋂
k≥1Σk.
Voici un résultat bien connu dont on donne une preuve qu’on va ensuite adapter aux champs boré-
liens d’espaces métriques compacts.
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Théorème 1.8.2. Soit (X , d) un espace métrique compact. Alors il existe une application continue
surjective ϕ : Σ→ X .
Preuve. Considérons un recouvrement de X par des boules de rayon 1/2. Comme X est compact, on
peut en extraire un sous-recouvrement fini {B(x i , 1/2)}n1i=1 et {B(x i , 1/2)}n1i=1 est un recouvrement
de X par des fermés. Soit k entier tel que 2k ≥ n1. Comme Σk est constitué de 2k intervalles
fermés disjoints, définissons la fonction φ1 : Σk → X constante sur chaque intervalle de Σk et
d’image Im(φ1) = {x1, . . . , xn1}. Cette application est continue puisqu’elle est constante sur chacun
des intervalles et qu’ils sont fermés et disjoints deux à deux. Comme Σ ⊆ Σk, notons ϕ1 = φ1|Σ et
puisque Σ rencontre tous les intervalles de Σk, on a toujours Im(ϕ1) = {x1, . . . , xn1}.
Maintenant, pour construire une seconde application ϕ2, on procède de la manière suivante. Comme
B(x i , 1/2) est compacte pour tout i = 1, . . . , n1, il est possible de recouvrir chacune de ces boules par
un nombre fini mi de fermés B(x i, j , 1/4). Posons n2 = maxi=1,...,n1 mi et soit ` entier tel que si I est
un intervalle de Σk alors I ∩Σ` est la réunion d’au moins n2 intervalles de Σ`. On peut alors définir
φ2 : Σ` → X constante sur chaque intervalle de Σ` satisfaisant : si I est un intervalle de Σk avec
ϕ1(I) = {x i} alors φ2(I ∩Σ`) = {x i,1, . . . , x i,mi}. Notons ϕ2 = φ2|Σ. Cette application est continue
d’image Im(ϕ2) = {x i, j}1≤i≤n11≤ j≤mi .
Observons que, par construction, nous avons d(ϕ1(x),ϕ2(x))≤ 1/2 pour tout x ∈ Σ.
Le procédé décrit ci-dessus se poursuit en divisant à chaque fois le rayon des boules par 2. Ainsi, on
définit une suite d’applications ϕ j : Σ→ X telle que
d(ϕ j(x),ϕ j+1(x))≤ 1/2 j pour tout x ∈ Σ.
La suite {ϕ j}∞j=1 est alors une suite de Cauchy dans l’espace des fonctions continues de Σ vers X
muni de la norme de la convergence uniforme. En effet, l’inégalité précédente montre que
d(ϕ j(x),ϕ j+k(x))≤ 1/2 j−1 pour tout x ∈ Σ et tout k ≥ 1.
La fonction ϕ = lim j→∞ϕ j sera notre candidate. Cette fonction étant continue, il reste à montrer
qu’elle est surjective.
Soit y ∈ X . Pour tout j, il existe par construction x ∈ Σ tel que d(y,ϕ j(x))≤ 1/2 j . Par conséquent,
d(y, Im(ϕ))≤ d(y,ϕ(x))≤ d(y,ϕ j(x)) + d(ϕ j(x),ϕ(x)),
ce qui livre
d(y, Im(ϕ))≤ 1/2 j + sup
z∈Σ
d(ϕ j(z),ϕ(z)).
En faisant j → ∞ on a bien d(y, Im(ϕ)) = 0, c’est-à-dire y ∈ Im(ϕ) (puisque Im(ϕ) est compact,
donc fermé, comme l’image d’un compact par une fonction continue).
Et voilà la version “borélienne”.
Lemme 1.8.3. Soit (Ω,A ) un espace borélien et (Ω, K•) un champ borélien d’espaces métriques com-
pacts. Alors il existe un morphisme de champs compatible continu et surjectif du champ trivial (Ω,Σ)
sur le champ (Ω, K•).
Preuve. On suit la preuve du Théorème 1.8.2 en s’assurant qu’on peut le faire de manière borélienne.
Soit D = {xn• }n≥1 une famille fondamentale de la structure borélienne L (Ω, K•). Posons
eΩm := {ω ∈ Ω | Dω ⊆ m⋃
n=1
B(xnω, 1/2)}=
⋂
i≥1
m⋃
n=1
 
d•(x
n
• , x
i
•)
−1([0, 1/2[) ∈A .
Kω est compact et donc
⋃
m≥1 eΩm = Ω. En effet, par densité de Dω, ⋃n≥1 B(xnω, 1/2) = Kω pour
tout ω ∈ Ω et on peut en extraire un sous-recouvrement fini. En posant Ωm := eΩm \(eΩm−1∪ . . .∪ eΩ1)
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on obtient une partition borélienne dénombrable de Ω. Si α est un réel positif, on notera dαe le
plus petit des entiers plus grand que α. Pour ω ∈ Ωm on peut définir une application constante par
morceaux ψ1,mω : Σdlog2(m)e =
2dlog2(m)e⊔
l=1
Idlog2(m)e,l → Kω par
ψ1,mω (Idlog2(m)e,l) =
(
x lω si 1≤ i ≤ m
x1ω si m< l ≤ 2dlog2(m)e.
On obtient ainsi une section ψ1,m• ∈ S
 
Ωm,C (Σdlog2(m)e, K•)

. On note m(ω) l’unique m tel que
ω ∈ Ωm et on pose ϕ1ω = ψ1,m(ω)ω |Σ. On vérifie que ϕ1• ∈ fL (Ω,C (Σ, K•)). En effet si σ ∈ Σ, alors
ϕ1• (σ)|Ωm = ψ1,m• (Idlog2(m)e,l) où l est l’unique entier tel que σ ∈ Idlog2(m)e,l . Or ψ1,m• (Idlog2(m)e,l) ∈L (Ωm, K•) et donc ϕ1• (σ) ∈ L (Ω, K•) pour tout σ ∈ Σ. C’est-à-dire que ϕ1• ∈ fL (Ω,C (Σ, K•)),
puisque les constantes engendrent les structures boréliennes dans les champs triviaux.
On va montrer maintenant comment fabriquer la deuxième section de fonctions. On considère les
sous-champs boréliens (Ωn, B(x i•, 1/2)) ≤ (Ωn, K•) pour 1 ≤ i ≤ n et n ≥ 1 (voir l’Exemple 1.2.16
et la Remarque 1.2.8). Pour 1 ≤ i ≤ n et n ≥ 1 on choisit Dn,i = {xn,i,l• }l≥1 ⊆ L (Ωn, B(x i•, 1/2)) ⊆
L (Ωn, K•) une partie fondamentale du sous-champ (Ωn, B(x i•, 1/2)). Pour tout m ∈ N, on définit
eΩn,im := {ω ∈ Ωn | Dn,iω = l⋃
m=1
B(xn,i,l• , 1/4)} ∈ A .
Comme B(x iω, 1/2) est compact (car fermé dans un compact) on a, comme avant, que
⋃
m≥1 eΩn,im =
Ωn pour tout n ≥ 1 et i = 1, . . . , n. On pose Ωn,im = eΩn,im \ (eΩn,im−1 ∪ . . . ∪ eΩn,i1 ). Maintenant pour tout
M = (m1, . . . , mn) ∈ Nn on pose
ΩnM = {ω ∈ Ωn |min{m | B(x i•, 1/2) =
m⋃
l=1
B(xn,i,l• , 1/4)}= mi pour i = 1, . . . , n}=
n⋂
i=1
Ωn,imi ∈A .
Ainsi Ωn =
⊔
M∈Nn ΩnM et Ω =
⊔
n≥1
⊔
M∈Nn ΩnM . Soit n ∈ N et M ∈ Nn fixés. On note m :=
max{m1, . . . , mn} et k := dlog2(n)e + dlog2(m)e. Pour tout ω ∈ ΩnM on définit une application
constante par morceaux
ψ2,n,Mω : Σk =
2k⊔
l=1
Ik,l =
2dlog2(n)e⊔
i=1
2d log2(m)e⊔
l=1
Ik,i·dlog2(n)e+l → Kω
par
ψ2,n,Mω (Ik,i·dlog2(n)e+l)

(
xn,i,lω si 1≤ l ≤ mi
xn,i,1ω si mi < l ≤ 2dlog2(m)e
si 1≤ i ≤ n
xn,1,1ω si n< i < 2
dlog2(n)e.
Donc si σ ∈ Σk, alors ψ2,n,M• (σ) = xn,i,l• |ΩnM∈ L (ΩnM , K•) où i et l sont les uniques entiers tels que
σ ∈ Ik,i·dlog2(n)e + l. Ainsi ψ2,n,M• ∈ fL (ΩnM ,C (Σk, K•)). En recollant et en restreignant les ψ2,n,M• on
obtient un ϕ2• ∈ fL (Ω,C (Σ, K•)).
En itérant le procédé, on peut construire une suite d’applications ϕn• ∈ fL (Ω,C (Σ, K•)) telles que{ϕnω}n≥1 est comme dans la démonstration du Théorème 1.8.2 pour tout ω ∈ Ω. On peut ainsi
considérer ϕω := limn→∞ϕnω. On obtient une section ϕ• ∈ S (Ω,C (Σ, K•)) d’applications continues
et surjectives. Il reste à vérifier que ϕ• ∈ fL (Ω,C (Σ, K•)). Mais ceci est vrai par la Remarque 1.1.15
puisque si σ ∈ Σ, alors ϕ•(σ) = limn→∞ϕn• (σ) ∈ L (Ω, K•) comme limite ponctuelle d’éléments deL (Ω, K•).
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1.8.2 Champ C (K•), C (K•)∗≤1 et Prob(K•)
Si X est un espace métrique séparable, alors on appelle mesure de probabilité borélienne sur X une
mesure de probabilité µ sur les boréliens de X . Une telle mesure est toujours régulière 36, i.e. pour
tout borélien A⊆ X , on a que
µ(A) = inf{µ(V ) | A⊆ V, V ouvert}= sup{µ(F) | F ⊆ A, F fermé}.
On note Prob(X ) l’ensemble des mesures de probabilités boréliennes sur X . Si X est compact, les
mesures boréliennes et régulières sur X peuvent être identifiées avec certaines formes linéaires
bornées sur C (X ) par le Théorème de représentation de Riesz.
Étant donné un champ borélien d’espaces métriques compacts (Ω, K•), on a vu qu’on pouvait munir
(Ω,C (K•)) de la structure borélienne banachique naturelle suivante
L (Ω,C (K•)) = { f• ∈ S (Ω,C (K•)) |ω 7→ fω(xω) est borélienne pour tout x• ∈ L (Ω, K•)}.
Dans cette section, on va montrer que le champ des mesures de probabilités Prob(K•) associé à un
champ borélien d’espaces métriques compacts est un sous-champ borélien du champ des boules des
duaux (Ω,C (K•)∗≤1). Pour cela, on aura besoin de quelques préliminaires.
Définition 1.8.4. Soit X un espace métrique séparable et µ ∈ Prob(X ). Soit F = {F ⊆
X | F est fermé,µ(F) = 1}. Le support de µ est l’ensemble
supp(µ) :=
⋂
F∈F
F.
Si U = {U ⊆ X |U est ouvert,µ(U) = 0}, on a X \ supp(µ) =⋃U∈U U.
Lemme 1.8.5. Soit X un espace métrique séparable et µ ∈ Prob(X ) une mesure de probabilité boré-
lienne. Alors
(i) Le support de µ est un fermé de mesure pleine.
(ii) Pour tout x ∈ X ,
d(x , supp(µ)) = sup{r ∈ R | µ(B(x , r)) = 0}.
(iii) Pour tout x ∈ X , l’application
m : [0,+∞[ −→ [0, 1]
r 7→ µ(B(x , r))
est croissante et semi-continue inférieurement 37.
Preuve. (i) On utilise que X est à base dénombrable. Soit {Un}n≥1 une base de la topologie de X .
Pour chaque U ∈ U , il existe IU ⊆ N une suite d’indice telle que U =⋃n∈IU Un. En particulier,⋃
U∈U
U =
⋃
n∈⋃U∈U IU
Un.
Ainsi,
µ
  ⋃
U∈U
U
≤ ∑
n∈⋃U∈U IU µ(Un) = 0.
36. Voir [Par05] Théorème II.1.2.
37. Voir Annexe B.4.3 pour la définition.
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(ii) On vérifie que
d(x , supp(µ))
Preuve de 1.2.27
= sup{r ≥ 0 | B(x , r)⊆ X \ supp(µ)}
(i)
= sup{r ≥ 0 | µ(B(x , r)) = 0}
(iii) Il est clair que m est croissante et que m(0) = µ(;) = 0. Soit M ∈ [0,1[ et
I := {r ∈ [0,+∞[ |m(r)≤ M}.
Pour voir que m est semi-continue inférieurement, montrons que I est un intervalle fermé. Comme
m est croissante, I est un intervalle et si {rk}k≥1 est une suite tendant vers l’extrémité droite r∞
de l’intervalle, on a m(r∞) ≤ M car B(x , r∞) = ∪k≥1B(x , rk) et m(rk) ≤ M pour tout k ≥ 1. Cela
montre aussi que sup{r ∈ R≥0 |µ(B(x , r))≤ M} est atteint (i.e. c’est un maximum).
Définition 1.8.6. Soit V un espace vectoriel et ; 6= E ⊆ V un sous-ensemble. On dit que x ∈ E est un
point extrémal de E s’il est impossible d’écrire x comme t y + (1− t)z avec t ∈]0, 1[, y 6= z et y, z ∈ E.
En d’autres termes, x n’est pas strictement sur un segment non dégénéré dont les extrémités sont dans
E. On note Ext(E) l’ensembles des points extrémaux de E.
Lemme 1.8.7. Soit K un espace métrique compact et D une partie dénombrable dense. On considère
C (K)∗≤1 la boule unité du dual topologique de l’espace de Banach des fonctions continues. On munit
cette ensemble de la topologie faible-∗. Alors
(i) L’application
δ : K → C (K)∗=1
x 7→ [δx : f → f (x)]
est injective et continue (et donc est un homéomorphisme sur son image puisque K est compact).
(ii) C (K)∗≤1 = co(±{δx}x∈D)∗− f où δx est la mesure de Dirac en x.
(iii) Prob(K) = co({δx}x∈D)∗− f .
Preuve. (i) On a bien δx ∈ C (K)∗=1 car ‖δx‖= sup‖ f ‖∞≤1 | f (x)| ≤ 1 et si 1 est la fonction constante
de valeur 1 on a |δx(1)| = 1. Pour montrer que δ est injective, on observe que si x 6= y alors la
fonction continue dx = d( · , x) est telle que δx(dx) = d(x , x) = 0 mais que δy(dx) = d(x , y) 6= 0.
Enfin, montrons que δ est continue, C (K)∗≤1 étant munie de la topologie faible-∗. Soit xn n→∞−→ x ,
alors
δxn
n→∞−→∗− f δx ⇐⇒ ∀ f ∈ C (K) on a δxn( f )
n→∞−→ δx( f ),
ceci est bien le cas car f (xn)
n→∞−→ f (x) par continuité de f .
(ii) Par le Théorème de Banach-Alaoglu, la boule C (Kω)∗≤1 est ∗-faiblement compacte. Elle est aussi
convexe et, par conséquent, par le Théorème de Krein-Milman (par exemple [Fetc01], p. 76), on a
C (K)∗≤1 = co(Ext(C (K)∗≤1))∗− f .
L’ensemble des points extrémaux de C (K)∗≤1 étant {±δx}x∈K (voir [Fetc01], p. 78), il suffit de
montrer que
co({±δx}x∈D)∗− f = co({±δx}x∈K)∗− f
pour obtenir la conclusion. L’inclusion [⊆] est évidente, puisque {±δx}x∈D ⊆ {±δx}x∈K , et la se-
conde s’obtient de la manière suivante. Comme {x}x∈D est dense dans K et que δ est continue, on
a
{±δx}x∈K ⊆ {±δx}∗− fx∈D.
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Ainsi, co({±δx}x∈K)⊆ co

{±δx}∗− fx∈D

et donc
co({±δx}x∈K)∗− f ⊆ co

{±δx}∗− fx∈D
∗− f
= co({±δx}x∈D)∗− f ,
la dernière égalité se démontrant simplement 38.
(iii) Pour voir l’ensemble des mesures de probabilité boréliennes Prob(K) dans C (K)∗≤1, on utilise le
Théorème de représentation de Riesz (voir par exemple [Wal82], p. 148) qui livre une bijection
E := {ϕ ∈ C (K)∗≤1 |ϕ(1) = 1 et ' Prob(K)∀ f ∈ C (K) ( f ≥ 0⇒ ϕ( f )≥ 0)}
ϕ 7→ µϕ telle que ϕ( f ) =
∫
K
f dµϕ ∀ f ∈ C (K)
ϕµ définie par ϕµ(·) =
∫
K
· dµ ← µ
On observe que l’application qui a µ fait correspondre ϕµ est affine (i.e. ϕtµ+(1−t)ν = tϕµ+(1− t)ϕν
pour µ,ν ∈ Prob(K), t ∈ [0,1]), d’où la convexité de Prob(K) dans C (K)∗≤1. Pour voir que Prob(K)
est ∗-faiblement compact, on observe que les deux conditions qui définissent le sous-ensemble E de
C (K)∗≤1 sont des conditions fermées par définition de la topologie faible-∗. Il s’agit donc de montrer
que
Prob(K) = co({+δx}x∈K)∗− f 39.
Pour cela, il suffit de montrer
Ext(Prob(K)) = {+δx}x∈K .
L’inclusion [⊇] est simple puisque {+δx}x∈K ⊆ Ext(C (K)∗≤1) et donc si chaque élément de l’en-
semble de gauche n’est pas sur un segment non dégénéré avec extrémités dans C (K)∗≤1, il ne l’est
pas non plus si les extrémités sont dans un sous-ensemble. L’inclusion [⊆] découle du fait que si le
support d’une mesure de probabilité contient au moins deux points, alors celle-ci n’est pas extrémale.
En effet, si µ ∈ Prob(K) est telle que | supp(µ)| ≥ 2, alors on peut montrer qu’il existe une combinai-
son convexe non triviale. Comme | supp(µ)| ≥ 2, il existe un ouvert U tel que µ  supp(µ)∩ U > 0
et µ
 
supp(µ) \ U > 0 (il suffit de choisir x , y ∈ supp(µ) et de prendre U qui sépare x et y). En
particulier on a 0< µ(U)< 1 et alors
µ= µ(U)µ |U + (1−µ(U))µ |K\U
où µ |U (A) = µ(A∩U)µ(U) pour tout A∈B(K).
On peut maintenant prouver que le champ des mesures de probabilités associé à un champ borélien
d’espaces métriques compacts est naturellement un champ borélien.
Proposition 1.8.8. Soit (Ω,A ) un espace borélien et (Ω, K•) un champ borélien d’espaces métriques
compacts.
(i) Alors fL (Ω,C (K•)∗)∩S (Ω,C (K•)∗≤1) est une structure borélienne sur le champ d’espaces mé-
trisables (Ω,C (K•)∗≤1). De plus, (Ω, Prob(K•)) est un sous-champ borélien de convexes fermés de
(Ω,C (K•)∗≤1).
(ii) Si (Ω, F•) est un sous-champ généralisé borélien de fermés de (Ω, K•) et µ• ∈ L (Ω, Prob(K•)),
alors l’application µ•(F•) :ω 7→ µω(Fω) est borélienne.
(iii) Si µ• ∈ L (Ω, Prob(K•)), alors (Ω, supp(µ•)) est un sous-champ borélien de fermés de (Ω, K•).
38. Montrons que co(A) = co(A). Comme A⊆ A, on a co(A)⊆ co(A). Réciproquement, on a A⊆ co(A) et donc A⊆ co(A)
et alors co(A)⊆ co(co(A)) = co(A) car l’adhérence d’un convexe est convexe.
39. Et on répéte ensuite l’argument du point (ii) pour montrer qu’il suffit de prendre les x ∈ D.
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La première affirmation du point (i) est une généralisation du Théorème 1.6.19 au cas particulier
du champ borélien séparable d’espaces de Banach (Ω,C (K•)). Il est important d’observer qu’il nous
arrive de considérer les probabilités sur un espace de deux manières différentes : soit d’un point
de vue axiomatique sur (Ω,A ) vu comme un ensemble muni d’une σ-algèbre, soit sur les espaces
métriques compacts Kω où elles sont alors identifiées à des formes linéaires sur C (Kω).
Preuve. (i) On a montré dans la preuve du Théorème 1.6.19 que si B• est un champ borélien sépa-
rable d’espaces de Banach, alors il existe une famille de métriques δ• sur (Ω, B∗•,≤1) compatible avec
l’ensemble de sections fL (Ω, B∗• ) ∩ S (Ω, B∗•,≤1). Comme cet ensemble est clôt par limite simple et
recollement borélien dénombrable, il ne reste qu’à montrer l’existence d’une famille fondamentale.
Pour x• ∈ L (Ω, K•), on introduit δx• ∈ S (Ω,C (K•)∗≤1) défini par δx• : ω 7→ δxω ∈ C (Kω)∗≤1. On
vérifie que δx• ∈ fL (Ω,C (K•)∗) ∩S (Ω,C (K•)∗≤1) puisque δx•( f•) = f•(x•) est borélienne pour tout
f• ∈ L (Ω,C (K•)) par définition de cette structure borélienne (voir la Section 1.5.1).
Si D est une famille fondamentale de L (Ω, K•) alors le Lemme 1.8.7 montre que
C (Kω)∗≤1 = co{±δx}∗− fx∈Dω et Prob(Kω) = co{δx}
∗− f
x∈Dω pour tout ω ∈ Ω,
ce qui montre que (Ω,C (K•)) et (Ω, Prob(K•)) sont des champs boréliens de convexes fermés.
(ii) On sait, par le Théorème de représentation de Riesz, qu’à µ• ∈ S (Ω, Prob(K•)) correspond
ϕ• ∈ S (Ω,C (K•)∗≤1) telle que
ϕω( f ) =
∫
Kω
f dµω pour tout ω ∈ Ω et f ∈ C (Kω).
On dit que µ• ∈ L (Ω, Prob(K•)) si la section ϕ• ∈ S (Ω,C (K•)∗≤1) associée est borélienne, i.e. ϕ• ∈fL (Ω,C (K•)∗) ∩ S (Ω, Prob(K•)). La section ϕ• a donc la propriété que l’application ϕ•( f•) : ω 7→
ϕω( fω) est borélienne pour toute section f• ∈ L (Ω,C (K•)). Rappelons que la mesure d’un fermé F
de Kω peut être calculée à l’aide d’une suite de fonctions { fn}n≥1 ⊆C (Kω) :
si fn→ χF , alors µω(F) = limn→∞ϕω( fn).
L’idée est donc d’approximer la section χF• par une suite de sections { f n• }n≥1 ⊆ L (Ω,C (K•)). Défi-
nissons, pour tout n≥ 1 et ω ∈ Ω,
f nω : Kω → R
x 7→ e−nd(x ,Fω)
Alors, on a bien f n• ∈ L (Ω,C (K•)) pour tout n ≥ 1 car l’application f n• (x•) : ω 7→ f nω(xω)
est borélienne pour tout x• ∈ L (Ω, K•) comme composition d’applications boréliennes. En effet,
l’application d•(x•, F•) est borélienne car (Ω, F•) est un champ borélien de fermés et l’application
R→ R≥0, t 7→ e−n·t est continue et donc borélienne. Pour x ∈ Kω, observons qu’on a
x ∈ Fω ⇐⇒ dω(xω, Fω) = 0 ⇐⇒ f nω(xω) = 1 pour tout n≥ 1,
x /∈ Fω ⇐⇒ dω(xω, Fω)> 0 ⇐⇒ f nω(xω) n→∞−→ 0
et ‖ f nω‖∞ω ≤ 1. La suite f nω converge donc vers χFω pour tout ω ∈ Ω. Ceci entraîne que la fonction
µ•(F•) = limn→∞ϕ•( f n• ) est borélienne comme limite ponctuelle de fonctions boréliennes.
(iii) Par le Lemme 1.8.5 (ii) et la Proposition 1.2.23 il suffit de vérifier que pour tout x• ∈ L (Ω, X•)
l’application
R• : Ω −→ R
ω 7→ sup{r ∈ R |µω(B(xω, r)) = 0}
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est borélienne pour tout x• ∈ L (Ω, K•). On commence par montrer que, pour tout r ≥ 0 fixé,
l’application
µ•(B(x•, r)) :ω 7→ µω(B(xω, r)) est borélienne.
Par le point (ii) de cette proposition, on sait que l’application
µ•(B(x•, r − 1j )) :ω 7→ µω(B(xω, r −
1
j
))
est borélienne pour tout j ≥ 1 puisque B(x•, r − 1j ) est un sous-champ généralisé borélien de fermés.
Comme
B(xω, r) =
⋃
j≥1
B(xω, r − 1j ) pour tout ω ∈ Ω,
l’application µ•(B(x•, r)) = lim j→∞µ•(B(x•, r − 1j )) est borélienne comme limite ponctuelle d’appli-
cations boréliennes. En particulier,
Ωr := {ω ∈ Ω |µω(B(xω, r)) = 0} ∈ A .
Ceci montre que R• est borélienne puisque si t ∈ R, alors on a
(Rn)−1([t,∞[) = Ωnt ∈A
car la mesure d’une boule dépend de manière inférieurement continue de son rayon
(Lemme 1.8.5 (iii))
1.9 Quelques constructions supplémentaires
On termine ce chapitre avec quelques constructions associées aux champs boréliens d’espaces mé-
triques que nous utiliseront dans la suite de ce travail.
1.9.1 Quotient par une pseudo-métrique
Définition 1.9.1. Soit (X , d) un espace métrique. Une pseudo-métrique δ sur X est dite continue 40
relativement à d si pour toute suite {xn}n≥1 ⊆ X et tout x ∈ X tel que d(x , xn)→ 0, on a δ(x , xn)→ 0.
Ou, de manière équivalente, si l’application quotient pi : X → X/δ=0 = {[x] | [x] = [y] si δ(x , y) = 0}
est continue lorsque X/δ=0 est muni de la topologie induite par la métrique δ([x], [y]) = δ(x , y).
Définition 1.9.2. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’espaces métriques
de structure borélienne L (Ω, X•). On dit qu’une famille de pseudo-métriques δ• = {δω : Xω × Xω →
R≥0}ω∈Ω est continue relativement à d• si δω est continue relativement à dω pour tout ω ∈ Ω. On
dit qu’elle est compatible (avec la structure borélienne) si δ•(x•, y•) est borélienne pour tout x•, y• ∈L (Ω, X•).
Lemme 1.9.3. Soit (Ω,A ) un espace borélien, (Ω, X•) un champ borélien d’espaces métriques de struc-
ture borélienne L (Ω, X•) et {δω : Xω × Xω → R≥0}ω∈Ω une famille de pseudo-métriques continue
relativement à d• et compatible. Soit Y• le champ d’espaces métriques défini par Yω = (Xω/δω=0,δω).
Alors il existe une unique structure borélienne sur Y• telle que le morphisme de champs (continu et
surjectif) pi• : X•→ Y• soit compatible.
40. Une terminologie existe-t-elle déjà ?
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Preuve. Soit D une famille fondamentale de L (Ω, X•). Alors pi•(D) est une famille fondamentale
pour une structure borélienne sur Y•. En effet, les conditions du Lemme 1.1.9 sont vérifiées :
(i) Soit x•, y• ∈ D. Alors dY•(pi(x•),pi(y•)) est borélienne car dY•(pi(x•),pi(y•)) = δ•(x•, y•) est boré-
lienne par hypothèse.
(ii) L’ensemble {piω(xω)}x•∈D est dense dans Yω pour tout ω ∈ Ω, puisque {xω}x•∈D est dense dans
Xω pour tout ω ∈ Ω, que l’image d’une partie dense par une application continue est dense dans
l’image et que piω est surjective.
Ainsi, pi•(D) permet de construire une unique structure borélienne L (Ω, Y•) pour le champ Y• qui
satisfait que pi•(L (Ω, X•))⊆L (Ω, Y•).
1.9.2 Produits d’espaces métriques
Structure borélienne produit
Lemme 1.9.4. Soit (Ω,A ) un espace borélien et (Ω, X•), (Ω, Y•) des champs boréliens d’espaces mé-
triques de structure borélienne L (Ω, X•), L (Ω, Y•) respectivement. On munit Xω × Yω de la métrique
produit pour tout ω ∈ Ω. Alors
L (Ω, X•× Y•) := {(x•, y•) ∈ S (Ω, X•× Y•) | x• ∈ L (Ω, X•), y• ∈ L (Ω, Y•)}=L (Ω, X•)×L (Ω, Y•)
est une structure borélienne pour le champ (Ω, X• × Y•). De plus, les projections piX• : X• × Y• → X• et
piY• : X•× Y•→ Y• sont des morphismes de champs continus, surjectifs et compatibles.
Preuve. Soit (x•, y•), (x ′•, y ′•) ∈ L (Ω, X•× Y•), alors
d•((x•, y•), (x
′
•, y
′
•)) =
Æ
d2X•(x•, x
′
•) + d
2
Y•(y•, y
′
•)
et donc 1.1.3 (i) est vérifié. Soit DX• une famille fondamentale de L (Ω, X•) et DY• une famille
fondamentale de L (Ω, Y•). Posons
D := DX• ×DY• = {(x•, y•) ∈ S (Ω, X•× Y•) | x• ∈ DX• , y• ∈ DY•}.
Alors D satisfait 1.1.3 (iii). En effet, on a évidemment que D ⊆ L (Ω, X• × Y•) et que{(xω, yω)}(x•,y•)∈D est dense dans Xω × Yω pour tout ω ∈ Ω puisque DX• et DY• sont des familles
fondamentales. On peut donc utiliser le Lemme 1.1.6 et il suffit donc de montrer que L (Ω, X•× Y•)
est stable par recollement dénombrable borélien et limite simple pour conclure. Si z• ∈ S (Ω, X•×Y•)
est une limite ponctuelle de recollements d’éléments deL (Ω, X•×Y•), alors piX•(z•) (respectivement
piY•(z•)) est limite ponctuelle de recollements d’éléments de L (Ω, X•) (respectivement L (Ω, Y•)).
Finalement, il est clair que piX•
 L (Ω, X•) × L (Ω, Y•) = L (Ω, X•) (mutatis mutandis pour Y•) et
donc que les projections sont des morphismes compatibles.
Remarques 1.9.5. (1) Soit (Ω,A ) un espace borélien, X• et Y• des champs boréliens d’espaces mé-
triques. Si A• est un sous-champ généralisé borélien de X• × Y• (muni de la structure borélienne
produit), alors piX•(A•) est un sous-champ généralisé borélien de X•. En effet, c’est un cas particulier
du Lemme 1.2.11 (en utilisant le Lemme 1.9.4).
(2) La réciproque est fausse, même si on suppose que piX•(A•) et piY•(A•) sont des sous-champs géné-
ralisés boréliens. Considérons par exemple le champ constant [0, 1]2 produit des champs constants
[0, 1] et [0, 1]. Soit Ω′ une partie non borélienne de Ω. On définit le sous-champ A• de [0, 1]2 par
Aω =
(
cercle de rayon 1/2 centré en (1/2, 1/2) si ω ∈ Ω′
[0, 1]2 sinon.
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Alors pi[0,1](A•) = [0, 1] est borélien, mais A• n’est pas un sous-champ borélien de X• × Y•. En effet,
d
 
(1/2, 1/2), A•

n’est pas borélienne puisque
d
 
(1/2,1/2), Aω

=
(
1/2 si ω ∈ Ω′
0 sinon.
(3) Par contre si A• ≤ X• et B• ≤ Y•, alors il est clair que (A•× B•)≤ (X•× Y•) où X•× Y• est muni de
la structure borélienne produit.
Décomposition borélienne en produit
Définition 1.9.6. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’espaces métriques.
Supposons que pour pour toutω ∈ Ω on puisse décomposer Xω en un produit de deux espaces métriques
X 1ω × X 2ω. On peut alors écrire X• = X 1• × X 2• . Une telle décomposition est dite borélienne s’il existe des
structures boréliennes sur X 1• et X
2
• telles que la structure sur X• soit le produit de ces deux structures
(voir le Lemme 1.9.4), c’est-à-dire que
L (Ω, X•) =L (Ω, X 1• )×L (Ω, X 2• ).
Il existe un critère très simple pour vérifier qu’une décomposition est borélienne.
Lemme 1.9.7. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’espaces métriques de
structure borélienne L (Ω, X•). Supposons que X• = X 1• ×X 2• . Alors cette décomposition est borélienne si
et seulement si
dX 1•
 
piX 1• (x•),piX 1• (y•)

est borélienne pour tous x•, y• ∈ L (Ω, X•).
Preuve. [⇐] Remarquons tout d’abord que si la distance entre les projections sur X 1• de deux sections
boréliennes de L (Ω, X•) est borélienne, alors la distance entre les projections sur X 2• l’est aussi. En
effet, on a
d2X 2•
 
piX 2• (x•),piX 2• (y•)

= d2X•(x•, y•)− d2X 1•
 
piX 1• (x•),piX 1• (y•)

.
Vérifions maintenant que piX 1• (L (Ω, X•)) est une structure borélienne sur X 1• . En effet, on peut véri-
fier les conditions de la Définition 1.1.3 :
(i) C’est notre hypothèse.
(ii) Soit y1• ∈ S (Ω, X 1• ) telle que dX 1•
 
y1• ,piX 1• (x•)

est borélienne pour tout x• ∈ L (Ω, X•). Il faut
montrer que y1• ∈ piX 1• (L (Ω, X•)). Pour ce faire, on choisit arbitrairement une section z• ∈ L (Ω, X•)
et on pose y2• = piX 2• (z•) ∈ piX 2• (L (Ω, X•)). On montre que (y1• , y2• ) ∈ L (Ω, X•). En effet, quelque
soit x• ∈ L (Ω, X•) on a
d2X•
 
x•, (y
1
• , y
2
• )

= d2X 1•
 
piX 1• (x•), y
1
•

+ d2X 2•
 
piX 2• (x•), y
2
•

qui est borélienne. En effet, le premier terme du membre de droite est borélien par hypothèse sur
y1• ∈ S (Ω, X 1• ) et le second l’est par la remarque préliminaire et par le choix de y2• = piX 2• (z•) avec
z• ∈ L (Ω, X•). Ainsi (y1• , y2• ) ∈ L (Ω, X•) et donc y1• ∈ piX 1•
 L (Ω, X•).
(iii) Si D est une famille fondamentale de L (Ω, X•), alors piX 1• (D) est évidemment une famille fon-
damentale pour piX 1• (L (Ω, X•)) (puisqu’une projection est continue, car 1-Lipschitz).
Ainsi, piX 1• (L (Ω, X•)) est une structure borélienne sur X 1• et piX 2• (L (Ω, X•)) est une structure boré-
lienne sur X 2• . Il est clair qu’on a bien L (Ω, X•) = piX 1• (L (Ω, X•))×piX 2• (L (Ω, X•)) par construction.
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[⇒] Par hypothèse, il existe des structures boréliennes L (Ω, X i•), i = 1, 2 telles que
L (Ω, X•) =L (Ω, X 1• )×L (Ω, X 2• ).
Par conséquent, si x•, y• ∈ L (Ω, X•), alors x• = (x1• , x2• ) et y• = (y1• , y2• ) avec x1• , y1• ∈ L (Ω, X 1• ) et
x2• , y
2
• ∈ L (Ω, X 2• ). Ainsi, dX 1•
 
piX 1• (x•),piX 1• (y•)

= dX 1• (x
1
• , y
1
• ) est borélienne.
Remarques 1.9.8. (1) La condition nécessaire et suffisante peut se reformuler à la lumière de
la Définition 1.9.2. En effet, si on définit la pseudo-métrique δω sur Xω par δω(xω, yω) =
dX 1ω
 
piX 1ω(xω),piX 1ω(yω)

, alors la condition du Lemme 1.9.7 est équivalente à demander que la
famille de pseudo-métriques {δω}ω∈Ω soit compatible.
(2) Soit (Ω,A ) un espace borélien et (Ω, X 1• ), (Ω, X 2• ) deux champs boréliens d’espaces métriques
de structure borélienne L (Ω, X 1• ), L (Ω, X 2• ) respectivement. Alors la structure produit
L (Ω, X 1• × X 2• ) =L (Ω, X 1• )×L (Ω, X 2• )
est la seule structure borélienne qui fait de piX 1• un morphisme de champs compatible.
On peut utiliser le Lemme 1.7.5 pour exhiber un exemple de décomposition non borélienne.
Exemple 1.9.9. Soit (Ω,A ) un espace borélien et Ω = Ω1 unionsqΩ2 une décomposition non borélienne.
Considérons le champ trivial d’espaces de Hilbert (Ω, X•) = (Ω,R3). Ce champ admet la décomposi-
tion suivante
Xω =
(
R×R2 si ω ∈ Ω1
R2×R si ω ∈ Ω2.
Si la décomposition était borélienne, alors on aurait une structure borélienne d’espaces métriques
sur le champ Y• défini par
Yω :=
(
R si ω ∈ Ω1
R2 si ω ∈ Ω2.
Observons que 0• ∈ piY•(L (Ω,R3)) et que donc la structure serait hilbertienne (Lemme 1.7.3). Mais
alors on aurait une contradiction avec le Lemme 1.7.5 sur la fonction dimension associée à un champ
borélien d’espaces de Hilbert.
1.9.3 Limite directe
Limite directe d’espaces métriques
Soit (F ,≤) un ensemble d’indices muni d’un ordre filtrant (i.e. pour tout Φ,Φ′ ∈ F il existe Ψ ∈ F
tel que Φ ≤ Ψ et Φ′ ≤ Ψ). Supposons donnée une famille {ZΦ}Φ∈F d’espaces métriques et un en-
semble d’applications isométriques { jΨΦ | jΨΦ : ZΦ→ ZΨ pour Φ≤Ψ} vérifiant l’hypothèse suivante :
(∗) Si Φ≤Ψ≤Θ, alors jΘΦ = jΘΨ ◦ jΨΦ. 41
La limite directe associée à une telle famille est une construction classique. On redonne ci-dessous
les informations la concernant qui sont nécessaires pour l’adapter au cadre des champs d’espaces
métriques. Une preuve plus détaillée se trouve dans l’Annexe B, Lemme B.4.1.
Lemme 1.9.10. Sous les hypothèses précédentes, il existe un unique, à isométrie près, espace métrique
noté lim−→Φ∈F ZΦ qui vérifie les trois conditions suivantes :
(i) Pour tout Φ ∈ F , il existe une isométrie jΦ : ZΦ→ lim−→Φ∈F ZΦ.
41. Il découle de cette hypothèse que jΨΨ = id.
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(ii) Pour tout Φ≤Ψ, on a jΨ ◦ jΨΦ = jΦ. En d’autres termes, le diagramme suivant commute :
lim−→
Φ∈F
ZΦ
ZΦ ZΨ//
jΨΦ
/
??
jΦ
/ O
__???????
jΨ
(iii) [Propriété universelle] Si Z ′ est un (autre) espace métrique vérifiant (i) et (ii), alors il existe
une unique isométrie i : lim−→Φ∈F ZΦ → Z ′ telle que pour tout Φ ∈ F le diagramme suivant
commute :
lim−→
Φ∈F
ZΦ Z ′
ZΦ
//i
/
?? j
′
Φ/ O
__???????jΦ
Preuve. On considère l’ensemble
⊔
Φ∈F ZΦ muni de la relation d’équivalence∼ définie de la manière
suivante :
z ∈ ZΦ, z′ ∈ ZΦ′ z ∼ z′ ⇐⇒ il existe Ψ ∈ F tel que Φ,Φ′ ≤Ψ et jΨΦ(z) = jΨΦ′(z′).
Posons Z :=
⊔
Φ∈F ZΦ/∼, définissons pour tout Φ ∈ F l’application
jΦ : ZΦ → Z
z 7→ [z].
On montre en annexe que l’ensemble Z est un espace métrique pour la distance dZ définie par
dZ([z], [z
′]) = dZΨ( jΨΦ(zΦ), jΨΦ′(zΦ′))
où zΦ ∈ ZΦ ∩ [z], zΦ′ ∈ ZΦ′ ∩ [z′] sont des représentants et Ψ ∈ F est tel que Φ,Φ′ ≤ Ψ et que{ jΦ}Φ∈F est une famille d’isométries qui satisfait (ii).
Observons que ⊔
Φ∈F
ZΦ/∼=
⋃
Φ∈F
jΦ(ZΦ).
En effet, le sens [⊇] découle de la définition de jΦ et le sens [⊆] du fait que pour [z] ∈ Z il existe
un représentant zΦ ∈ ZΦ pour un certain Φ ∈ F et [z] = jΦ(zΦ).
Remarque 1.9.11. S’il existe une partie cofinale dénombrable {Φn}n≥1 de F (i.e. telle que pour
tout Φ ∈ F il existe n≥ 1 tel que Φ≤ Φn), alors on a⋃
Φ∈F
jΦ(ZΦ) =
⋃
n≥1
jΦn(ZΦn).
En effet, on a [⊆] car si zΦ ∈ ZΦ, alors il existe n ≥ 1 tel que Φ ≤ Φn et jΦ(zΦ) ∈ jΦn(ZΦn) et [⊇] car
Φn ∈ F pour tout n≥ 1. Le résultat reste bien sûr vrai si la partie cofinale n’est pas dénombrable.
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Limite directe dénombrable de champs boréliens
Définition 1.9.12. Soit (Ω,A ) un espace borélien. Un système direct indicé par N de champs boréliens
d’espaces métriques est la donnée d’une famille dénombrable {X n• }n≥1 de champs boréliens d’espaces
métriques de structures boréliennes respectives L (Ω, X n• ) et, pour tous m ≥ n ≥ 1 et pour tout ω ∈ Ω,
d’une application isométrique jm,nω : X
n
ω→ X mω satisfaisant les deux conditions suivantes :
(i) Si m ≥ n ≥ k, alors jm,kω = jm,nω ◦ jn,kω pour tout ω ∈ Ω. En particulier, jn,nω = idX nω pour tout
ω ∈ Ω.
(ii) jm,n• : X
n
• → X m• est un morphisme de champs compatible (et isométrique).
En particulier, la famille {X nω}n≥1 est un système direct pour toutω ∈ Ω. Il existe donc une limite directe
lim−→n X nω et des applications isométriques jnω : X nω→ lim−→n X nω pour tout ω ∈ Ω. On peut ainsi définir un
champ lim−→n X n• et des morphismes de champs jn• : X n• → lim−→n X n• qui permettent de considérer X n• comme
sous-champ de lim−→n X n• .
Lemme 1.9.13. Soit (Ω,A ) un espace borélien et supposons que soit donné un système direct
de champs boréliens d’espaces métriques
{X n• }n≥1, {L (Ω, X n• )}n≥1, { jm,n• }m≥n≥1	. Alors il existe une
unique structure borélienne sur le champ lim−→n X n• telle que, pour tout n≥ 1, les morphismes de champs
isométriques jn• : X
n
• → lim−→n X n• soient compatibles. On la note lim−→nL (Ω, X n• )
Preuve. Pour chaque n ≥ 1, choisissons Dn ⊆ L (Ω, X n• ) une famille fondamentale de la structure
borélienne et posons D :=⋃n jn• (Dn). On vérifie que D satisfait les axiomes d’une famille fondamen-
tale pour le champ lim−→n X n• (voir le Lemme 1.1.9). Pour soulager la notation, notons X• := lim−→n X n• .
(i) Soit x•, y• ∈ D. Il faut voir que dX•(x•, y•) est borélienne. Par définition de D, il existe n, m ≥ 1
et x ′• ∈ Dn, y ′• ∈ Dm tels que x• = jn• (x ′•) et y• = jm• (y ′•). Sans restreindre la généralité, on peut
supposer que m≥ n. Dans ce cas, l’application
dX•(x•, y•) = dX m• ( j
m,n
• (x
′
•), y
′
•)
est borélienne puisque par l’hypothèse 1.9.12(ii), on a jm,n• (x
′
•), y
′
• ∈ L (Ω, X m• ).
(ii) Il faut vérifier que {xω}x•∈D est dense dans Xω pour tout ω ∈ Ω. Ceci est vrai puisque l’on sait
que Xω =
⋃
n j
n
ω(X
n
ω) pour tout ω ∈ Ω et que {xω}x•∈Dn est dense dans X nω pour tout ω ∈ Ω.
Ainsi, par construction, D est une famille fondamentale d’une structure borélienne pour le champ
X• = lim−→n X n• satisfaisant la condition que les morphismes de champs jn• sont compatibles pour tout
n ≥ 1. Pour l’unicité, il suffit d’observer que si on demande que jn• soit compatible pour tout n ≥ 1,
alors les inclusions jn• (Dn) ⊆ jn•
 L (Ω, X n• ) ⊆ L (Ω, lim−→n X n• ) sont satisfaites et de se rappeler qu’il
existe une unique structure borélienne engendrée par une famille fondamentale D.
Remarque 1.9.14. En général, il n’est pas vrai que
L (Ω, lim−→
n
X n• ) =
⋃
n
jn• (L (Ω, X n• )).
En effet, pour tout n≥ 1, considérons le champ trivial X n• = [0, n] muni de la structure borélienne
L (Ω, [0, n]) = { f : Ω→ [0, n] | f est borélienne}.
Alors on a lim−→n X n• = R≥0 et L (Ω,R≥0) = { f : Ω → R≥0 | f est borélienne}. Par contre, on a⋃
n j
n
• (L (Ω, X n• )) = { f : Ω→ R≥0 | f est borélienne et bornée}.
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1.9.4 Concaténation de structures boréliennes
Lemme 1.9.15. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ d’espaces métriques (sans structure
borélienne). Soit Ω =
⊔
n≥1Ωn une décomposition borélienne de Ω. Supposons que pour tout n ≥ 1 il
existe une structure borélienne Ln(Ωn, X•) sur (Ωn, X•). Alors
L (Ω, X•) := {x• ∈ S (Ω, X•) | x• |Ωn∈ Ln(Ωn, X•) pour tout n≥ 1}.
est l’unique structure borélienne sur (Ω, X•) telle que
L (Ωn, X•) := x• |Ωn x• ∈ L (Ω, X•)	=Ln(Ωn, X•).
On appelle cette structure la concaténation des structures Ln(Ωn, X•).
Preuve. On vérifie les conditions de la Définition 1.1.3.
(i) Soit x•, y• ∈ L (Ω, X•). Alors d•(x•, y•) est borélienne comme recollement dénombrable de fonc-
tions boréliennes.
(ii) Soit y• ∈ S (Ω, X•) tel que d•(x•, y•) est borélienne pour tout x• ∈ L (Ω, X•). Il faut voir que
y• ∈ L (Ω, X•). Par hypothèse, on a en particulier que d•(x• |Ωn , y• |Ωn) est borélienne pour tout
n≥ 1. Donc y• |Ωn∈ Ln(Ωn, X•) pour tout n≥ 1, c’est-à-dire y• ∈ L (Ω, X•)
(iii) Pour tout n≥ 1 on sait qu’il existe une famille fondamentale Dn = {xn,m• }m≥1 ⊆Ln(Ωn, X•). On
se convainc facilement que
D := xm• xm• |Ωn:= xn,m• pour tout n≥ 1	m≥1 ⊆L (Ω, X•)
est une partie fondamentale pour la structure L (Ω, X•). Pour l’unicité, on observe que D doit obli-
gatoirement être contenu dans une structure borélienne de (Ω, X•) si on veut que la conditionL (Ωn, X•) =Ln(Ωn, X•) soit vérifiée.
Remarques 1.9.16. (1) Le résultat reste évidemment vrai si on prend une partition finie au lieu
d’infinie dénombrable.
(2) On peut reformuler la conclusion en disant qu’il existe une unique structure borélienne sur
(Ω, X•) telle que, pour tout n ≥ 1, le champ (Ωn, X•) muni de la structure borélienne Ln(Ωn, X•) est
égal au champ restreint (Ωn, X•).
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Chapitre 2
G-espaces boréliens et relations
d’équivalence boréliennes
2.1 G-espaces boréliens
Définition 2.1.1. Soit G un groupe topologique localement compact à base dénombrable. Un G-espace
borélien standard est la donnée d’un espace borélien standard (Ω,A ) et d’une action borélienne de G
sur Ω. Par action borélienne, on entend que l’application
G×Ω → Ω
(g,ω) 7→ gω
est borélienne (en particulier la transformation de Ω par un élément de G est un isomorphisme borélien).
Si on suppose qu’il existe une mesure de probabilité borélienne sur Ω telle que la mesure µ est quasi-
préservée, i.e. telle que g∗µ ∼ µ pour tout g ∈ G, alors on dit que (Ω,A ,µ) est un G-espace de
probabilité.
On dit que (Ω,A ,µ) est un G-espace ergodique si l’action est en plus ergodique, c’est-à-dire si les
ensembles boréliens G-invariants sont de mesures nulles ou pleines.
2.1.1 Action d’un G-espace
Définition 2.1.2. Soit G un groupe localement compact à base dénombrable, (Ω,A ,µ) un G-espace
borélien standard et H un groupe borélien standard. Un cocycle borélien du G-espace dans H est une
application borélienne α : G×Ω→ H telle que
α(gh,ω) = α(g, hω)α(h,ω) pour tout g, h ∈ G et ω ∈ Ω.
Remarques 2.1.3. (1) Zimmer définit un cocycle ([Zim78], p. 352) comme une application boré-
lienne β : Ω× G→ H, où H est un groupe borélien standard, vérifiant pour tout g, h ∈ G l’égalité
β(ω, gh) = β(ω, g)β(ωg, h) pour presque tout ω ∈ Ω.
Il y a deux différence entre cette définition et la notre. D’une part la relation de cocycle donnée par
Zimmer est dans l’ordre inverse (ceci car il considère des actions à droite) et d’autre part il suppose
seulement que l’égalité a lieu presque partout (lorsque l’égalité a lieu partout il dit que le cocycle
est stricte).
Pour la première différence, on vérifie facilement que si β : Ω× G → H est un cocycle à la Zimmer,
alors le cocycle α : G ×Ω→ H donné par α(g,ω) := β(ωg−1, g) = β(gω, g) satisfait la relation de
cocycle dans notre sens.
Pour la seconde, on trouve une équivalence dans l’appendice du livre de Zimmer, sous la forme du
théorème suivant.
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Théorème 2.1.4 (Théorème B.9 de [Zim84]). Let S be a standard Borel G-space with quasi-invariant
measure µ. Suppose H is a topological group whose Borel structure is countably generated (e.g. H
secound coutable). Let α : S×G→ H be a cocycle. Then there is a strict coycle β : S×G→ H such that
for all g ∈ G, β(s, g) = α(s, g) for almost all s ∈ S.
(2) Si on pose g = h = e dans l’égalité du cocycle, on obtient que α(e,ω)2 = α(e,ω) et donc
α(e,ω) = e pour tout ω ∈ Ω. Et on observe que α(g,ω)−1 = α(g−1, gω).
Définition 2.1.5. Soit G un groupe localement compact à base dénombrable, (Ω,A ) un G-espace
borélien standard et X un espace borélien standard. Une action du G-espace sur X est la donnée d’un
sous-groupe H des bijections de X , d’une σ-algèbre sur H qui en fasse un groupe borélien standard et
d’un cocycle borélien α : G×Ω→ H tel que pour tout section borélienne x• ∈ L (Ω, X ) l’application
G×Ω → X
(g,ω) 7→ α(g, g−1ω)xg−1ω
soit borélienne.
On dit que l’action se fait par homéomorphismes (respectivement isométries, ...) si H ⊆ Hom(X ) (H ⊆
Iso(X ), ...).
La condition de la définition est fixée pour assurer qu’une action préserve la structure borélienne
comme le montre le lemme qui suit.
Lemme 2.1.6. Soit G un groupe localement compact à base dénombrable, (Ω,A ) un G-espace borélien
standard et X un espace borélien standard. Soit β : G×Ω→ H ⊆ Bij(X ) une action du G-espace sur X .
Alors
(i) G agit sur l’ensemble des sections de Ω dans X selon la règle
(g x•)ω = α(g, g
−1ω)xg−1ω.
De plus, L (Ω, X ) est G-invariant.
(ii) Si G quasi-préserve une mesure de probabilité borélienne µ sur Ω, alors G agit sur L(Ω, X ).
Preuve. (i) On calcule, pour tout g, h ∈ G, x• ∈ S (Ω, X ) et ω ∈ Ω, 
g(hx•)

ω = α(g, g
−1ω)(hx•)g−1ω = α(g, g−1ω)α(h, h−1 g−1ω)xh−1 g−1ω
= α(gh, h−1 g−1ω)xh−1 g−1ω =
 
(gh)x•

ω.
Comme l’application
G×Ω → X
(g,ω) 7→ α(g, g−1ω)xg−1ω
est supposée borélienne pour tout x• ∈ L (Ω, X ), on a en particulier que l’application
Ω → X
ω 7→ α(g, g−1ω)xg−1ω
est borélienne pour tout x• ∈ L (Ω, X ) et g ∈ G.
(ii) Évident.
Remarque 2.1.7. On peut montrer que si G préserve la mesure, alors G agit par homéomorphismes
sur L (Ω, X ). Comme on n’est pas spécifiquement intéressé aux G-espaces qui préservent la mesure,
on a mis la preuve dans une annexe (Lemme A.1.10).
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Exemples 2.1.8. (1) Si H ⊆ Bij(X ) est un groupe borélien standard et ϕ : G → H est un homo-
morphisme borélien, alors le cocycle donné par α(g,ω) = ϕ(g) définit une action du G-espace. En
particulier, un G-espace borélien Ω agit sur lui-même.
(2) Soit X un espace topologique localement compact, G un groupe topologique localement com-
pact à base dénombrable et (Ω,A ) un G-espace borélien standard. Supposons de plus qu’il existe
un cocycle borélien α : G×Ω→ H où H ⊆ Hom(X ) est tel que c’est un groupe topologique lorsqu’on
le munit de la topologie compact-ouverte. Alors, l’application
G×Ω → X
(g,ω) 7→ α(g, g−1ω)xg−1ω
est borélienne pour toute section x• ∈ L (Ω, X ). Considérons, pour x• ∈ L (Ω, X ) fixé, la suite d’ap-
plications
G×Ω → G×Ω×Ω → H × X → X
(g,ω) 7→ (g, g−1ω, g−1ω) 7→  α(g, g−1ω), xg−1ω 7→ α(g, g−1ω)xg−1ω
La première application est évidement borélienne. La deuxième l’est puisque le cocycle est borélien
et que x• ∈ L (Ω, X ). Et on observe que la troisième est continue. En effet, la topologie compact
ouverte satisfait, lorsque X est localement compact, que l’évaluation est continue (voir par exemple
[Kel55], Thm 7.5 et la remarque qui suit).
(3) Si X est un espace métrique séparable et que H ⊆ Hom(X ) est un groupe borélien standard tel
que les applications H → X , h 7→ hx sont boréliennes pour tout x ∈ X . Alors tout cocycle borélien
α : G×Ω→ H définit une action du G-espace. On commence par observer que les applications
G×Ω → X
(g,ω) 7→ α(g, g−1ω)x
sont boréliennes comme compositions d’applications boréliennes pour tout x ∈ X . L’hypothèse de
séparabilité sur X garantit que toute fonction x• ∈ L (Ω, X ) est obtenue comme limite ponctuelle
de recollements boréliens dénombrables de fonctions constantes. On suppose donc que x• est un
recollement dénombrable borélien d’applications constantes x• |Ωi= x i où Ω = unionsqi≥1Ωi . Dans ce cas,
on utilise que l’application
Ψ : G×Ω → Ω
(g,ω) 7→ g−1ω
est borélienne puisque Ω est un G-espace borélien et que donc
G×Ω =⊔i≥1Ψ−1(Ωi) → X
(g,ω) 7→ α(g, g−1ω)xg−1ω
est borélienne comme recollement d’applications boréliennes. Finalement, on utilise que l’action se
fait par homéomorphismes pour conclure que la propriété est encore vérifiée si x• est une limite
ponctuelle de sections qui satisfont la propriété (α(g, g−1ω)xn
g−1ω→ α(g, g−1ω)xg−1ω si xn• → x•).
Définition 2.1.9. Soit G un groupe localement compact à base dénombrable, (Ω,A ,µ) un G-espace
de probabilité, X un espace borélien et α : G×Ω→ H ⊆ Bij(X ) une action du G-espace sur X .
Une section x• ∈ L (Ω, X ) est dite presque-invariante si pour tout g ∈ G
α(g, g−1ω)xg−1ω = xω pour presque tout ω ∈ Ω.
Ou, de manière équivalente, si pour tout g ∈ G
α(g,ω)xω = xgω pour presque tout ω ∈ Ω.
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Ou encore 1 si [x•] ∈ L(Ω, X ) est invariante pour l’action de G.
Une section est dite strictement invariante, si l’égalité a lieu partout.
Lemme 2.1.10. Soit G un groupe localement compact à base dénombrable, (Ω,A ) un G-espace boré-
lien standard, X un espace métrique séparable et α : G×Ω→ H ⊆ Hom(X ) une action par homéomor-
phismes du G-espace sur X . Alors G agit sur les sous-champs boréliens et les sous-champs généralisés
boréliens de X .
Preuve. Comme pour les sections, on définit l’action de G sur l’ensemble de tous les sous-champs
par
(gA•)ω = α(g, g
−1ω)(Ag−1ω) ou g ∈ G et A• est un sous-champ.
Il s’agit maintenant de montrer qu’un champ borélien est envoyé sur un champ borélien. Soit Ω′ :=
{ω ∈ Ω | Aω 6= ;} et D une famille fondamentale de la structure borélienne L (Ω′, A•). On a queDω ⊆ Aω ⊆ Dω pour tout ω ∈ Ω′ et que {ω ∈ Ω | (gA•)ω 6= ;}= g(Ω′) ∈A . Et donc on a que
α(g, g−1ω)(Dg−1ω)⊆ α(g, g−1ω)(Ag−1ω)⊆ α(g, g−1ω)(Dg−1ω)⊆ α(g, g−1ω)(Dg−1ω)
pour tout ω ∈ g(Ω′). Ainsi, g(D) ⊆ L (g(Ω′), X ) est une famille fondamentale pour le champ
gA•.
A priori, l’ensemble Ωg tel que α(g,ω)xω = xgω pour tout ω ∈ Ω dépend de g ∈ G. Une adaptation
de la Proposition B.5 de [Zim84] permet de montrer qu’en fait il existe un borélien invariant de
mesure pleine sur lequel l’égalité a lieu partout.
Lemme 2.1.11. Soit G un groupe localement compact à base dénombrable et (Ω,A ,µ) un G-espace
de probabilité standard. Supposons que le G-espace agisse sur un borélien standard X par α : G ×Ω→
Bij(X ).
Alors une section x• ∈ L (Ω, X ) est presque invariante si et seulement s’il existe un borélien Ω0 ⊆ Ω de
mesure pleine et G-invariant, ainsi qu’une section y• ∈ L (Ω, X ) tels que y• =µ−p.p. x• et
α(g,ω)yω = ygω pour tout ω ∈ Ω0 et g ∈ G.
Preuve. Montrons le sens non trivial. Soit donc x• ∈ L (Ω, X ) telle que pour tout g ∈ G
α(g, g−1ω)xg−1ω = xω pour presque tout ω ∈ Ω.
Comme X est un borélien standard, il est isomorphe à [0, 1]. Considérons la fonction borélienne
G×Ω → X ⊆ [0,1]
(g,ω) 7→ |α(g, g−1ω)xg−1ω− xω|.
Si on note λ une mesure de probabilité dans la classe de la mesure de Haar de G, alors on peut
calculer l’intégrale de cette fonction sur G×Ω à l’aide de Fubini des deux manières suivantes :∫
G
∫
Ω
|α(g, g−1ω)xg−1ω− xω|dµ(ω)︸ ︷︷ ︸
=0 ∀ g∈G

dλ(g) = 0
et ∫
Ω
∫
G
|α(g, g−1ω)xg−1ω− xω|dλ(g)

dµ(ω).
1. Lemme 2.1.6.
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Ainsi, on peut conclure que
µ

ω ∈ Ω | λ({g ∈ G | α(g, g−1ω)xg−1ω 6= xω})> 0	= 0,
et donc que
Ω0 := {ω ∈ Ω | α(g, g−1ω)xg−1ω est essentiellement constante en g}
est de mesure pleine puisqu’il contient
{ω ∈ Ω | λ({g ∈ G | α(g, g−1ω)xg−1ω = xω}) = 1}.
Définissons y• ∈ S (Ω, [0,1]) par
yω :=
∫
G
α(g, g−1ω)xg−1ωdλ(g)
qui est borélienne par Fubini. En considérant
J : Ω → [0,1]
ω 7→ ∫
G
|α(g, g−1ω)xg−1ω− yω|dλ(g),
on voit que Ω0 = J−1(0) ∈A .
Remarquons que pour tout ω ∈ Ω0, yω est le seul élément de X tel que
α(g, g−1ω)xg−1ω = yω pour λ-presque tout g ∈ G.
Ainsi, y• =µ−p.p. x•, et il reste à prouver que Ω0 est G-invariant et que la section est strictement
invariante sur Ω0. Pour ce faire, on observe que pour tout g, h ∈ G et ω ∈ Ω
α(g, g−1hω)xg−1hω = α(g, g−1hω)α(h−1 g, g−1hω)−1α(h−1 g, g−1hω)xg−1hω
= α(g, g−1hω)α(g−1h,ω)α(h−1 g, g−1hω)xg−1hω
= α(h,ω)α(h−1 g, g−1hω)xg−1hω
= α(h,ω)α
 
h−1 g, (h−1 g)−1ωx(h−1 g)−1ω
D’autre part, on observe que si h ∈ G et ω ∈ Ω0 sont fixés, alors
G → G → X
g 7→ h−1 g 7→ α h−1 g, (h−1 g)−1ωx(h−1 g)−1ω
est constante λ-presque partout (puisque h quasi-préserve λ) et donc
G → X
g 7→ α(h,ω)α(h−1 g, (h−1 g)−1ω)x(h−1 g)−1ω = α(g, g−1hω)xg−1hω
est constante λ-presque partout. Ainsi, hω ∈ Ω0 et yhω = α(h,ω)yω.
Remarque 2.1.12. On peut appliquer ce lemme aux sous-champs boréliens de fermés si on met de
bonnes hypothèses : par exemple si X est propre, alors on sait que l’ensemble des parties fermées
admet une structure d’espace métrique séparable. De plus, si on suppose que x• prend ses valeurs
dans un sous-ensemble borélien standard Y ⊆ X tel que α(g,ω)Y ⊆ Y pour tout (g,ω) ∈ G × Ω,
alors on peut supposer que la section y• prend également ses valeurs dans Y (en effet, il suffit de
regarder α : G×Ω→ Bij(Y ) au lieu de α : G×Ω→ Bij(X )).
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2.1.2 G-espaces ergodiques moyennables
Zimmer a introduit la notion de G-espace ergodique moyennable dans [Zim77] en s’inspirant de la
définition suivante pour un groupe : un groupe dénombrable G est moyennable si et seulement si
toute action continue sur un convexe compact admet un point fixe. Une manière de formuler cette
définition plus précisément est de dire que si G agit par isométries linéaires sur un espace de Banach
séparable B, alors l’action duale satisfait la propriété suivante : pour tout convexe fermé C ⊆ B∗≤1
G-invariant, il existe x ∈ C qui est G-invariant.
Dans le cas des G-espaces, on commence par considérer Iso(B) le groupe topologique des isométries
linéaires d’un espace de Banach séparable muni de la topologie forte des opérateurs 2. Ce groupe
est un groupe borélien standard ([Zim78], Lemme 1.1). Supposons qu’on s’est donné un cocycle
borélien α : G ×Ω→ Iso(B). Le Corollaire 1.2 de [Zim84] montre que la structure borélienne sur
Iso(B) satisfait que les applications Iso(B)→ B, γ 7→ γ(x) sont boréliennes pour tout x ∈ X et donc
que α définit une action du G-espace sur B (Définition 2.1.5) par l’Exemple 2.1.8 (3).
Rappelons qu’on note B∗≤1 la boule unité du dual (topologique) muni de la topologie faible-∗. Tout
cocycle borélien α : G×Ω→ Iso(B) induit un cocycle adjoint eα défini pareα : G×Ω → Hom(B∗≤1)
(g,ω) 7→ (α(g,ω)∗)−1.
Le Lemme 1.3 de [Zim78] montre que si Hom(B∗≤1) désigne le groupe des homéomorphismes de
B∗≤1 muni de la topologie de la convergence uniforme et que si α est un cocycle borélien, alors le
cocycle induit eα : G×Ω→ Hom(B∗≤1) est aussi borélien. Ainsi, il définit une action du G-espace par
homéomorphismes sur Hom(B∗≤1) (Exemple 2.1.8 (2)).
Définition 2.1.13 (Moyennabilité). Soit G un groupe topologique localement compact à base dénom-
brable et (Ω,A ,µ) un G-espace ergodique.
On dit que le G-espace est moyennable si pour tout espace de Banach séparable B, tout cocycle borélien
α : G × Ω → Iso(B) et tout sous-champ borélien 3 (Ω, C•) de convexes compacts de (Ω, B∗≤1) presque
invariant pour l’action induite sur (Ω, B∗≤1) il existe une section presque invariante ϕ• ∈ L (Ω, C•).
Remarque 2.1.14. En fait, Zimmer ne formule pas les choses exactement de la même manière. Au
lieu de considérer des sous-champs boréliens au sens de la Définition 1.2.3, il considère les sous-
champs (de convexes compacts) tels que
{(ω,λ) ∈ Ω× B∗≤1 | λ ∈ Cω}
est un borélien de Ω× B∗≤1. On a déjà montré (voir Proposition 1.4.6) la presque équivalence entre
ce type de sous-champ est les sous-champs boréliens (Zimmer le montre, dans ce cas particulier, en
utilisant des arguments similaires, voir Lemme 1.7, [Zim78]).
Voici le cas particulier dans lequel on appliquera la moyennabilité.
Exemple 2.1.15. Soit G un groupe localement compact à base dénombrable, (Ω,A ,µ) un G-espace
moyennable, X un espace métrique compact et α : G ×Ω → H ⊆ Hom(X ) une action par homéo-
morphismes du G-espace sur X (Hom(X ) est muni de la convergence uniforme). Supposons qu’il
existe K• un sous-champ borélien invariant de (Ω, X ) de fermés. Alors il existe pi• ∈ L (Ω, Prob(K•))
invariante (voir la Proposition 1.8.8). On commence par observer que l’homomorphisme suivant est
continu (où Iso(C (X )) est le groupe des isométries linéaires muni de la topologie forte des opéra-
teurs) :
Hom(X ) → Iso(C (X ))
γ 7→ [eγ : f 7→ f ◦ γ−1].
2. I.e. la plus faible telle que Iso(B)→ R, γ 7→ ‖γ(x)‖ est continue pour tout x ∈ B.
3. Dans le sens de la Définition 1.2.3.
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Si γn→ γ dans Hom(X ), alors supx∈X d(γn(x),γ(x))→ 0 (n→∞) par définition. Ainsi
‖eγn f − eγ f ‖∞ = sup
x∈X
d
 
f (γn(x)), f (γ(x))
→ 0
puisque f est uniformément continue. On peut donc définir une action du G-espace par isométries
linéaires sur l’espace de Banach séparable C (X ).
Ainsi, puisque K• est un sous-champ borélien invariant, alors Prob(K•) est un sous-champ boré-
lien invariant de C (X )∗≤1 de convexes compacts et il existe donc une section invariante [pi•] ∈
L(Ω, Prob(K•)) puisque le G-espace est moyennable.
2.2 Relations d’équivalence
2.2.1 Premières définitions
Si R est une relation d’équivalence sur un ensemble Ω, on écrit ωRω′ ou (ω,ω′) ∈ R ou simple-
ment ω∼ω′ (lorsque R est sous-entendue) pour signifier que ω′ est équivalent à ω. On note Ω/R
l’ensemble des classes d’équivalence (espace quotient) et [ω]R , Rω ou simplement [ω] (lorsque R
est sous-entendue) la classe de ω ∈ Ω, c’est-à-dire l’ensemble des éléments de Ω équivalents à ω.
Plus généralement, si A⊆ Ω, l’ensemble
[A]R := {ω′ ∈ Ω | ∃ ω ∈ A tel que (ω,ω′) ∈ R}=
⋃
ω∈A
Rω
est appelé le saturé de A par R . On dit que A ⊆ Ω est R-invariant si [A]R = A. La relation d’équi-
valence R est dite dénombrable (resp. finie) si toutes ses classes sont dénombrables (resp. finies).
On ne s’intéresse qu’à de telles relations et s’il n’y a pas d’ambiguïté on omet l’adjectif dénombrable.
On note pil :R → Ω, (ω,ω′) 7→ω et pir :R → Ω, (ω,ω′) 7→ω′ les restrictions à R des projections
canoniques.
Supposons que (Ω,A ) soit un espace borélien standard. On dit qu’une relation d’équivalence R ⊆
Ω2 est borélienne si R est une partie borélienne de Ω2. Dans ce cas le saturé d’un borélien est un
borélien. En effet, si A ∈ A alors [A]R = pil(pi−1l (A)) qui est un borélien puisque R est un borélien
de Ω×Ω à fibres dénombrables (Lemme 18.12 de [Kec95]).
Si A est un borélien de Ω, on note R |A la relation induite sur A, i.e. la relation R ∩ (A× A).
Soit G est un groupe dénombrable et (Ω,A ) un G-espace borélien standard (comme G est dénom-
brable, il suffit de vérifier que les applications ω 7→ gω sont boréliennes pour tout g ∈ G). L’action
de G sur Ω permet de définir une relation d’équivalence borélienne dénombrable :
ωRω′ ⇐⇒ ∃g ∈ G tel que gω=ω′.
On la note RG . Un théorème classique du sujet montre que c’est en fait le seul exemple.
Théorème 2.2.1 ([FM77], p. 291). Soit (Ω,A ) un borélien standard etR ⊆ Ω2 une relation d’équiva-
lence borélienne dénombrable. Alors il existe un groupe dénombrable G et une action borélienne G x Ω
telle que R =RG .
Si (Ω,A ) est un borélien standard, on note Aut(Ω) le groupe des automorphismes boréliens de
Ω, Autp(Ω) l’ensemble des automorphismes partiels de Ω et, pour tout ϕ ∈ Autp(Ω), dom(ϕ) le
domaine de ϕ, Im(ϕ) l’image de ϕ et Graphe(ϕ) = {(ω,ϕ(ω))}ω∈dom(ϕ) ⊆ Ω2 le graphe de ϕ.
Soit R une relation d’équivalence borélienne. On peut lui associer les deux objets mathématiques
suivants : le groupe plein,
[R] := {ϕ ∈ Aut(Ω) | Graphe(ϕ)⊆R}
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et le pseudo-groupe plein
[[R]] := {ϕ ∈ Autp(Ω) | Graphe(ϕ)⊆R}.
Les trois lemmes suivants sont des résultats classiques de la théorie des relations d’équivalence
boréliennes dénombrables.
Lemme 2.2.2. Soit (Ω,A ,µ) un espace de probabilité borélien standard et R ⊆ Ω2 une relation
d’équivalence borélienne. Alors les assertions suivantes sont équivalentes.
(i) Tout ϕ ∈ [[R]] satisfait que µ(dom(ϕ)) = 0 si et seulement si µ(Im(ϕ)) = 0.
(ii) Tout élément de [R] préserve quasiment la mesure.
(iii) Pour tout groupe dénombrable G ⊆ Aut(Ω) tel que R = RG , la mesure µ est G-quasi-
invariante.
(iv) Il existe un groupe dénombrable G ⊆ Aut(Ω) tel que R =RG et µ soit G-quasi-invariante.
(v) Pour tout A∈A tel que µ(A) = 0, on a que µ([A]R) = 0.
Preuve. (i)⇒ (ii)⇒ (iii) 2.2.1⇒ (iv) sont évidents.
Montrons maintenant (iv) ⇒ (v). Observons que [A]R = ⋃g∈G g(A). Ainsi, si µ(A) = 0, alors
µ(g(A)) = 0 pour tout g ∈ G et donc µ([A]R)≤∑g∈G g(A) = 0.
Vérifions que (v) ⇒ (i). Soit ϕ : B → C un automorphisme borélien partiel. Comme le graphe
de ϕ est supposé contenu dans R , on a que C = ϕ(B) ⊆ [B]R . Ainsi, si µ(B) = 0 alors
µ(C) ≤ µ([B]R) = 0. Comme R est symétrique, le graphe de ϕ−1 est contenu dans R et on peut
faire le même raisonnement pour montrer que µ(B) = 0 si µ(C) = 0.
Lemme 2.2.3. Soit (Ω,A ,µ) un espace de probabilité borélien standard et R ⊆ Ω2 une relation
d’équivalence borélienne. Alors les assertions suivantes sont équivalentes.
(i) Tout ϕ ∈ [[R]] satisfait que µ(dom(ϕ)) = µ(Im(ϕ)).
(ii) Tout élément de [R] préserve la mesure µ.
(iii) Pour tout groupe dénombrable G ⊆ Aut(Ω) tel que R =RG , la mesure µ est G-invariante.
(iv) Il existe un groupe dénombrable G ⊆ Aut(Ω) tel que R =RG et que µ soit G-invariante.
Preuve. (i)⇒ (ii)⇒ (iii) 2.2.1⇒ (iv) sont évidents.
Montrons maintenant (iv) ⇒ (i). Soit donc ϕ : B → C un automorphisme borélien partiel tel que
{(ω,ϕ(ω))}ω∈B ⊆ R . Il s’agit de montrer que µ(B) = µ(C). Soit G = {g1, g2, . . . , gn, . . .} tel queR = RG et que µ soit G-invariante. Alors il existe une décomposition dénombrable borélienne de
B :
B =
⊔
n≥1
{ω ∈ B | n est le min des m tel que ϕ(ω) = gm(ω)}︸ ︷︷ ︸
:=Bn
.
Ainsi, µ(C) = µ(
⊔
n≥1 gn(Bn)) =
∑
n≥1µ(gn(Bn)) =
∑
n≥1µ(Bn) = µ(B).
Lemme 2.2.4. Soit (Ω,A ,µ) un espace de probabilité borélien standard et R ⊆ Ω2 une relation
d’équivalence borélienne. Alors les assertions suivantes sont équivalentes.
(i) Pour tout groupe dénombrable G ⊆ Aut(Ω) tel que R = RG , l’action de G sur Ω est ergodique
(i.e. si A est un borélien G-invariant, alors µ(A) ∈ {0,1}).
(ii) Il existe un groupe dénombrable G ⊆ Aut(Ω) tel que R = RG et que l’action de G sur Ω soit
ergodique.
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(iii) Tout borélien saturé A de Ω (i.e. [A]R = A) est de mesure soit pleine soit nulle.
Preuve. Il suffit d’observer que si R =RG , alors [A]R = G(A) pour tout borélien A de Ω. En particu-
lier, A est R-invariant si et seulement si A est G invariant.
Définition 2.2.5. Soit (Ω,A ,µ) un espace de probabilité borélien standard et R ⊆ Ω2 une relation
d’équivalence borélienne. On dit que µ est R quasi-invariante ou que R préserve quasiment µ si R
satisfait une des assertions (et donc toutes) du Lemme 2.2.2.
On dit que µ est R invariante ou que R préserve µ si R satisfait une des assertions (et donc toutes) du
Lemme 2.2.3.
On dit que R est ergodique si R satisfait une des assertions (et donc toutes) du Lemme 2.2.4.
2.2.2 Action d’une relation d’équivalence
Définition 2.2.6. Soit (Ω,A ) un espace borélien standard, R ⊆ Ω2 une relation d’équivalence
borélienne et (Ω, X•) un champ borélien d’espaces métriques. Une action de R sur (Ω, X•), notée
R αx (Ω, X•), est la donnée d’une famille d’applications bijectives
{α(ω,ω′) : Xω→ Xω′}(ω,ω′)∈R
telle que
(i) Pour tout ω,ω′,ω′′ ∈ Ω tels que ωRω′ et ωRω′′, on a α(ω′,ω′′) ◦α(ω,ω′) = α(ω,ω′′).
(ii) Pour tout x•, y• ∈ L (Ω, X•) l’application
d x•,y• : R → R
(ω,ω′) 7→ dω(xω,α(ω′,ω)yω′)
est borélienne (R est muni de la σ-algèbre induite parA ⊗A ).
On dit alors que R agit sur (Ω, X•). Si de plus on suppose que
(iii) Pour tout ω,ω′ ∈ Ω tels que ωRω′, l’application α(ω,ω′) : Xω → Xω′ est continue (respec-
tivement isométrique ou linéaire 4),
alors on dit que R agit par homéomorphismes (respectivement par isométries ou linéairement) sur
(Ω, X•).
Remarque 2.2.7. Il découle de (i) que pour tout ω,ω′ ∈ Ω tels que ωRω′, on a α(ω,ω) = id et
α(ω,ω′) = (α(ω′,ω))−1.
La condition (ii) de la Définition 2.2.6 permet d’assurer qu’une action de R préserve la structure
borélienne. Avant de prouver cette affirmation, on montre le résultat technique suivant.
Lemme 2.2.8. Soit (Ω,A ) un espace borélien standard,R ⊆ Ω2 une relation d’équivalence borélienne
et (Ω, X•) un champ borélien d’espaces métriques. Soit encore {α(ω,ω′) : Xω → Xω′}(ω,ω′)∈R une fa-
mille d’applications (quelconques) et x•, y• ∈ L (Ω, X•). Alors les assertions suivantes sont équivalentes :
(i) La fonction d x•,y• est borélienne.
(ii) Il existe un groupe dénombrable G ⊆ Aut(Ω) de Ω tel que RG =R et tel que, pour tout g ∈ G,
la fonction
d x•,y•g : Ω → R
ω 7→ d(xω,α(g−1ω,ω)yg−1ω)
est borélienne.
4. Pour autant que cela aie un sens, c’est-à-dire que X• soit en fait un champ d’espaces de Banach.
80 CHAPITRE 2. G-ESPACES BORÉLIENS ET RELATIONS D’ÉQUIVALENCE BORÉLIENNES
(iii) Tout groupe dénombrable G ⊆ Aut(Ω) de Ω tel que RG =R satisfait que, pour tout g ∈ G, la
fonction
d x•,y•g : Ω → R
ω 7→ d(xω,α(g−1ω,ω)yg−1ω)
est borélienne.
(iv) Pour tout ϕ ∈ [R], la fonction
d x•,y•ϕ : Ω → R
ω 7→ d(xω,α(ϕ−1ω,ω)yϕ−1ω)
est borélienne.
Preuve. [(i) ⇒ (iv)] Soit ϕ : Ω→ Ω un automorphisme borélien dont le graphe est contenu dans
R . Notons Graphe(ϕ) = {(ω,ϕ(ω)) |ω ∈ Ω} le graphe de ϕ. On observe que
d x•,y•ϕ : Ω −→ ∆⊆ Ω2 id×ϕ
−1−→ Graphe(ϕ−1)⊆R d x• ,y•−→ R
ω 7−→ (ω,ω) 7−→ (ω,ϕ−1ω) 7−→ d x•,y•(xω,α(ϕ−1ω,ω)yϕ−1ω).
Ainsi, l’application d x•,y•ϕ est borélienne comme composition d’applications boréliennes.
[(iv)⇒ (iii)] Évident.
[(iii)⇒ (ii)] Théorème 2.2.1.
[(ii)⇒ (i)] On ordonne G = {g1, g2, . . . , gn, . . .} et on considère l’application
min : R → N
(ω,ω′) 7→ min{n ∈ N |ω′ = g−1n (ω)},
qui est borélienne puisque {(ω,ω′) ∈ R | ω′ = g−1(ω)} ⊆ R est une partie borélienne pour tout
g ∈ G. En effet, si on considère g × id :R →R , (ω,ω′) 7→ (gω,ω′), alors la partie en question est
égale à (g×id)−1(∆) qui est donc un borélien puisque la diagonale est borélienne (Ω est un borélien
standard). Ainsi, R =⊔n≥1 min−1({n}) est une partition dénombrable borélienne de R telle que
d x•,y• |min−1({n})= d x•,y•gn ◦pil .
En effet,
min−1({n}) pil−→ Ω d
x• ,y•
gn−→ R
(ω, g−1n ω) 7−→ ω 7−→ dω(xω,α(g−1n ω,ω)yg−1n ω).
Ainsi, d x•,y• est borélienne comme recollement dénombrable borélien de compositions d’applications
boréliennes.
A l’aide de ce résultat, on peut montrer la proposition suivante qui est le pendant pour les relations
du Lemme 2.1.6 sur les G-espaces.
Proposition 2.2.9. Soit (Ω,A ) un espace borélien standard, R ⊆ Ω2 une relation d’équivalence
borélienne et (Ω, X•) un champ borélien d’espaces métriques. Soit G ⊆ Aut(Ω) un groupe dénombrable
tel que R =RG .
(i) Si {α(ω,ω′) : Xω → Xω′}(ω,ω′)∈R est une famille d’applications satisfaisant la pro-
priété 2.2.6 (i), alors G agit sur S (Ω, X•) selon la règle
(g x•)ω = α(g
−1ω,ω)xg−1ω.
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De plus, 2.2.6 (ii) est équivalent à
g(L (Ω, X•))⊆L (Ω, X•) pour tout g ∈ G.
Si on suppose en plus que la condition 2.2.6 (iii)-continuité est satisfaite et que D est une famille
fondamentale de L (Ω, X•), alors 2.2.6 (ii) est équivalent à
g(D)⊆L (Ω, X•) pour tout g ∈ G.
(ii) Si R préserve quasiment la mesure et agit sur (Ω, X•), alors G agit sur L(Ω, X•).
Preuve. (i) Montrons que G agit sur S (Ω, X•). On a 
(gh)x•

ω = α((gh)
−1ω,ω)x(gh)−1ω = α(h−1 g−1ω,ω)xh−1 g−1ω
= α(g−1ω,ω)α(h−1 g−1ω, g−1ω)xh−1 g−1ω = α(g−1ω,ω)(hx•)g−1ω =
 
g(hx•)

ω.
Montrons que 2.2.6 (ii) est vérifié si et seulement si g(L (Ω, X•))⊆L (Ω, X•) pour tout g ∈ G.
d x•,y• est borélienne pour tout x•, y• ∈ L (Ω, X•)
2.2.8⇐⇒ d x•,y•g est borélienne pour tout x•, y• ∈ L (Ω, X•) et pour tout g ∈ G
⇐⇒ d•(x•, g y•) est borélienne pour tout x•, y• ∈ L (Ω, X•) et pour tout g ∈ G
1.1.3⇐⇒ g y• ∈ L (Ω, X•) pour tout y• ∈ L (Ω, X•) et pour tout g ∈ G.
Supposons de plus que α(ω,ω′) est continue pour tout ωRω′ et choisissons D une famille fon-
damentale de L (Ω, X•). Pour terminer la preuve du point (i), il suffit de montrer que si g(D) ⊆L (Ω, X•) pour tout g ∈ G, alors g(L (Ω, X•))⊆L (Ω, X•) pour tout g ∈ G.
Pour cela, on utilise le Lemme 1.1.9. Fixons g ∈ G. Tout d’abord soit x• ∈ Rec(D), i.e. il existe une
partition borélienne Ω =
⊔
n≥1Ωn et un ensemble de sections {xn• }n≥1 ⊆ D tel que x• |Ωn= xn• |Ωn
pour tout n ≥ 1. Alors g x• |g(Ωn)= g xn• |g(Ωn) et donc g x• ∈ L (Ω, X•). Ensuite, soit {xn• } ⊆ L (Ω, X•)
une suite de sections telle que xn• → x• ponctuellement et g xn• ∈ L (Ω, X•) pour tout n≥ 1. Alors 
g xn•

ω = α(g
−1ω,ω)xng−1ω→ α(g−1ω,ω)xg−1ω = (g x•)ω pour tout ω ∈ Ω.
Ainsi, g xn• → g x• ponctuellement et donc g x• ∈ L (Ω, X•) ce qui montre que
g(L (Ω, X•))⊆L (Ω, X•).
(ii) Par le point précédent, on sait que G agit sur L (Ω, X•). Montrons que cette action passe au
quotient. Il s’agit de vérifier que si x• =p.p. y•, alors g x• =p.p. g y•. On a
{ω ∈ Ω | (g x•)ω = (g y•)ω} = {ω ∈ Ω | α(g−1ω,ω)xg−1ω = α(g−1ω,ω)yg−1ω}
= {ω ∈ Ω | xg−1ω = yg−1ω}= g({ω ∈ Ω | xω = yω}).
Comme, par hypothèse, R quasi-préserve la mesure, alors g aussi (voir Définition 2.2.5) et donc
g x• =p.p. g y•.
Remarque 2.2.10. On peut montrer que si R préserve la mesure, alors G agit par homéomor-
phismes sur L (Ω, X•). Comme on n’est pas spécifiquement intéressé aux relations qui préservent la
mesure, on a mis la preuve dans une annexe (Lemme A.1.10).
On peut aussi montrer un résultat similaire sur l’ensemble des sous-champs.
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Lemme 2.2.11. Soit (Ω,A ) un espace borélien standard, R ⊆ Ω2 une relation d’équivalence
borélienne et (Ω, X•) un champ borélien d’espaces métriques. Soit G un groupe dénombrable et G x Ω
une action borélienne telle que R = RG . Supposons que R agisse par homéomorphismes sur (Ω, X•).
Alors
(i) Le groupe G agit sur l’ensemble des sous-champs généralisés boréliens de X•.
(ii) Si R préserve quasiment une mesure de probabilité borélienne µ sur Ω, alors G agit sur les
classes d’équivalence des sous-champs généralisés boréliens.
En particulier, puisque R agit par homéomorphismes, on a que G agit sur l’ensemble des sous-champs
généralisés boréliens de fermés et, lorsqueR préserve quasiment une mesure, sur les classes d’équivalence
des sous-champs boréliens généralisés de fermés.
Preuve. (i) On définit d’abord l’action de G sur l’ensemble de tous les sous-champs. Pour g ∈ G et A•
un sous-champ, on définit gA• par (gA•)ω = α(g−1ω,ω)(Ag−1ω). On vérifie comme dans la preuve
de la Proposition 2.2.9 (i) que c’est bien une action. Il reste à montrer qu’un champ borélien est
envoyé sur un champ borélien. Soit Ω′ := {ω ∈ Ω | Aω 6= ;} et D une famille fondamentale de la
structure borélienne L (Ω′, A•). On a que Dω ⊆ Aω ⊆ Dω pour tout ω ∈ Ω′ et que
{ω ∈ Ω | (gA•)ω 6= ;}= g(Ω′) ∈A .
Et donc, puisque α(ω,ω′) est continue pour tout (ω,ω′) ∈ R , on a que
α(g−1ω,ω)Dg−1ω ⊆ α(g−1ω,ω)(Ag−1ω)⊆ α(g−1ω,ω)(Dg−1ω)⊆ α(g−1ω,ω)(Dg−1ω)
pour tout ω ∈ g(Ω′). Comme g(D) ⊆ L (g(Ω′), X•) par la Proposition 2.2.9, g(D) est une famille
fondamentale pour le champ gA•.
(ii) Exactement comme dans la Proposition 2.2.9 (ii).
Voici des exemples d’actions de relations d’équivalence.
Exemples 2.2.12. (1) [Action de R sur le champ des classes]
Soit (Ω,A ) un espace borélien standard, R ⊆ Ω2 une relation d’équivalence borélienne dénom-
brable. Une relation d’équivalence est naturellement un fibré standard (voir Exemple 1.1.12).
Considérons Φ = {ϕi : Ai → Bi}i≥1 ⊆ Autp(Ω) une famille d’automorphismes partiels de Ω. Notons,
pour n≥ 1, Φn := {mots de longueur n pour l’alphabet Φ±1}, Φ(n) =⋃m≤nΦm les mots de longueur≤ n et Φ(∞) =⋃n≥1Φn les mots de longueur finie. Pour ψ ∈ Φ(∞), on note dom(ψ) le domaine de
ψ. On dit que Φ est un graphage de la relation R si Φ⊆ [[R]] et si pour tout (ω,ω′) ∈ R , il existe
ϕ ∈ Φ(∞) tel que ϕ(ω) =ω′.
On peut faire de chaque classe Rω un espace métrique en définissant, pour tout ω′,ω′′ ∈ Rω,
dΦω(ω
′,ω′′) =min{n ∈ N | ∃ ψ ∈ Φn tel que ψ(ω′) =ω′′}.
On peut maintenant définir un champ d’espaces métriques (Ω,R•) par (R•)ω := Rω muni de la
distance dΦω . Alors
L (Ω,R•) := { f : Ω→ Ω | f est borélienne et Graphe( f )⊆R}
est une structure borélienne sur le champ (Ω,R•). On vérifie les conditions de la Définition 1.1.3.
1.1.3 (i) : Soient f , h ∈ L (Ω,R•). Observons que dΦω( f (ω), h(ω)) ≤ n si et seulement s’il existe
ψ ∈ Φ(n) tel que ψ( f (ω)) = h(ω). Or, on a la suite d’applications boréliennes
f −1(dom(ψ)) Í→ R (ψ◦ f )×h→ R
ω 7→ (ω,ω) 7→ (ψ( f (ω)), h(ω)).
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Ainsi {ω ∈ Ω | ψ( f (ω)) = h(ω)} =  ((ψ ◦ f )× h)◦ Í −1(∆) qui est borélienne où ∆ désigne la
diagonale de Ω×Ω.
1.1.3 (iii) : On choisit G ⊆ [R] dénombrable tel que R = RG . Alors D = {ω 7→ gω}g∈G est une
famille fondamentale. En effet, Dω = {gω}g∈G =Rω pour tout ω ∈ Ω.
1.1.3 (ii) : Par le Lemme 1.1.6, il suffit d’observer que L (Ω,R•) est invariant par limite ponctuelle
(la métrique de chaque classe est discrète) et recollement dénombrable borélien.
Définissons une action de R sur (Ω,R•) par α(ω,ω′) :Rω→Rω′ , ω′′ 7→ω′′. Cette action satisfait
les conditions de la Définition 2.2.6 et se fait par isométries. Seule la condition (ii) n’est pas triviale à
vérifier. Par la Proposition 2.2.9 (i), il suffit de vérifier que g x• ∈ L (Ω, X•) pour tout x• ∈ D et g ∈ G.
Ceci est évidemment vrai puisque la famille fondamentale est invariante par l’action du groupe.
(2) [Action sur un champ trivial]
Si X est un espace métrique séparable et que H ⊆ Hom(X ) est un groupe borélien standard tel
que les applications H → X , h 7→ hx sont boréliennes pour tout x ∈ X . Alors tout cocycle borélien
α : R → H définit une action de la relation R sur le champ trivial (Ω, X ). Pour prouver ceci, on se
donne un groupe dénombrable G ⊆ R tel que R = RG . Alors Ω est un G-espace borélien standard
et le cocycle α permet de définir un cocycle
β : G×Ω → H
(g,ω) 7→ β(g,ω) := α(ω, gω).
Ce cocycle est borélien puisqu’il est la composition du cocycle α et de l’application 5
G×Ω → R
(g,ω) 7→ (ω, gω)
qui est borélienne puisque G est dénombrable. Ainsi, le G-espace agit sur X par l’Exemple 2.1.8 (3)
et donc G préserve L (Ω, X ), ce qui montre que R agit sur le champ trivial (Ω, X ) par la Proposition
2.2.9.
(3) [Bord de Floyd d’une relation d’équivalence] On peut modifier l’exemple (1) en définissant
une autre métrique sur chacune des classes en s’inspirant de la méthode de Floyd (voir [Fl80] et
[Kar03a]) utilisée pour définir des bords pour les groupes. On va décrire cette méthode pour un
graphe quelconque G = (V (G ), E(G )) où V (G ) et E(G ) désignent respectivement les sommets et
les arêtes de G . On se fixe f : N→ R≥0 tel que
(i) f est sommable.
(ii) Il existe λ > 0 tel que λ f (r)< f (r + 1)< f (r) pour tout r ∈ N.
On considère (G , v0) un graphe muni d’un point base. Pour un chemin α = {x i}ni=0 dans G , i.e. une
suite de sommets reliés par des arêtes, on définit une nouvelle longueur
L′v0(α) =
N∑
i=1
f (d(v0), {x i−1, x i})
qu’on peut utiliser pour définir une nouvelle distance sur V (G ) en posant, pour des sommets x , y ∈
V (G ),
d ′v0(x , y) = infα de x à y L
′(α).
On définit
V (G )v0 := la complétion de
 
V (G ), d ′v0

.
5. Qui est aussi un cocycle dans un certain sens (en fait c’est un homomorphisme de groupoïdes).
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L’ensemble ∂ V (G ) := V (G )v0 \ V (G ) est appelé le bord de Floyd du graphe. On vérifie que si v0 et
w0 sont deux points bases de G , alors id : V (G )→ V (G ) s’étend en un homéomorphisme de V (G )v0
dans V (G )w0 . On commence par montrer que si d(v0, w0) = 1, alors on a
d ′v0(x , y)≤
1
λ
d ′w0(x , y) pour tout x , y ∈ V (G ).
En effet, soit x , y ∈ V (G ) et " > 0 fixés ainsi que α= {x i}ni=1 un chemin de x à y tel que d ′w0(x , y)≥
L′w0(α)−λ". Alors
d ′v0(x , y) ≤ L′v0(α) =
N∑
i=1
f (d(v0, {x i−1, x i})) (ii)≤ 1λ
N∑
i=1
f (d(v0, {x i−1, x i}) + 1︸ ︷︷ ︸
≥d(w0,{x i−1,x i})
)
≤ 1
λ
N∑
i=1
f (d(w0, {x i−1, x i})) = 1λ L
′
w0
(α)≤ 1
λ
d ′w0(x , y) + "
Ainsi, on a pour v0 et w0 quelconques
λd(v0,w0)d ′w0(x , y)≤ d ′v0(x , y)≤
1
λd(v0,w0)
d ′w0(x , y),
c’est-à-dire que id :
 
V (G ), d ′v0
 →  V (G ), d ′w0 est 1-Lipschitz (et d’inverse 1-Lipschitz) et s’étend
donc continûment aux complétés. Remarquons que si G est localement fini, alors V (G )v0 est compact
(car (V (G ), d ′v0) est totalement borné).
Soit R ⊆ Ω2 une relation d’équivalence borélienne et Φ = {ϕi}i≥1 un graphage qui engendre R .
Le graphage permet de mettre une structure de graphe sur chaque classe d’équivalence. Notons dω
la métrique induite par cette structure de graphe sur la classe Rω (celle qu’on a noté dΦω dans
l’Exemple (1)). En fixant f : N→ R≥0 comme ci-dessus, on peut introduire les nouvelles métriques
d ′ω sur la classe de ω en modifiant dω par rapport au point base ω. On va maintenant vérifier que
L (Ω,R•) := {h : Ω→ Ω | h est borélienne et Graphe(h)⊆R}
est une structure borélienne sur le champ d’espaces métriques
 
Ω, (R•, d ′•)

. La seule condition
difficile à vérifier est que cette structure est compatible avec la famille de métriques (les autres
conditions se vérifient comme dans l’Exemple (1)). Fixons x•, y• ∈ L (Ω,R•). Pour tout ψ ∈ Φ(n) et
tout 0≤ i ≤ n on note ψi le mot tronqué de longueur i, i.e. si ψ= ϕ"nmnϕ"n−1mn−1 . . .ϕ"1m1 avec " j ∈ {±1},
alors ψi = ϕ"imi . . .ϕ
"1
m1 . On définit la fonction
L•(ψ) : Ω → R≥0 ∪ {∞}
ω 7→
(∑N
i=1 f
 
dω(ω, {ψi−1(xω),ψi(xω)}) si xω ∈ dom(ψ) et ψ(xω) = yω,
∞ sinon.
Il est facile de vérifier que pour tout ϕ ∈ Φ(∞), tout z• ∈ L (Ω,R•) et tout Ω′ ⊆ dom(ϕ), la section
ϕ(x• |Ω′) ∈ L (Ω′,R•). Ainsi, la fonction dom(ψ) → R≥0, ω 7→ Lω(ψ) est borélienne pour tout
ψ ∈ Φ(∞). Il reste à observer que
d ′•(x•, y•) = inf
ψ∈Φ(∞)
L•(ψ)
qui est donc borélienne et la structure est bien compatible avec la famille de métriques. Observons
que la structure borélienne du champ (Ω,R•) est la même si on le considère muni de la famille des
métriques discrètes canoniques, celle des métriques induite par le graphage ou celle des métriques
modifiées par la fonction f . L’intérêt de définir la dernière famille de métriques est qu’on peut
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considérer le champ des complétés (Ω,R•) relativement à cette famille de métriques qui est un
champ borélien (voir l’Exemple 1.1.10). Le sous-champ généralisé (Ω,∂R•) est borélien lorsque le
graphage est localement fini par la Proposition 1.5.6, puisque pour tout ω ∈ Ω,
∂Rω =
⋂
n≥1
Rω \ Bdω(ω, n).
Le champ des bords est presque borélien sans l’hypothèse de finitude locale pour la même raison et
par le Corollaire 1.4.7.
Grâce à ce qu’on a montré plus haut sur le changement de point base, on voit que l’action triviale
de R sur (Ω,R•) s’étend en une action par homéomorphismes de R sur (Ω,R•) et sur (Ω,∂R•). La
propriété de compatibilité d’une action d’une relation d’équivalence 6 se vérifie facilement à l’aide
de la Proposition 2.2.9 pour l’action sur le champ des complétés. Le Lemme 2.2.16 (ii) montre que
l’action sur le champ des bords est bien une action.
Remarque 2.2.13. On a vu dans l’Exemple 2.2.12 (2) que si α :R → H est un cocycle borélien de
R dans un groupe borélien H, alors on peut définir un cocycle de G×Ω dans H. La réciproque est en
générale fausse, sauf si l’action de G sur Ω est libre. Dans ce cas, l’application naturelle G ×Ω→R
est une bijection borélienne et on a donc une bijection entre les cocycles de R dans H et ceux de
G×Ω dans H.
Définition 2.2.14. Soit (Ω,A ,µ) un espace de probabilité borélien standard, R ⊆ Ω2 une relation
d’équivalence borélienne qui préserve quasiment la mesure, (Ω, X•) un champ borélien d’espaces mé-
triques et α une action R x (Ω, X•).
Une section x• ∈ L (Ω, X•) est presque R-invariante (ou presque invariante pour α) s’il existe un
borélien A∈A de mesure pleine tel que
α(ω,ω′)xω = xω′ pour tout (ω,ω′) ∈ R ∩ (A× A).
Il est clair que si x ′• ∈ L (Ω, X•) est telle que x ′• =p.p. x• et que x• est presque R-invariante, alors x ′•
l’est aussi. Par conséquent, on dit que [x•] ∈ L(Ω, X•) est R-invariante (ou invariante pour α) si tout
représentant de [x•] est presque R-invariant.
Plus généralement, un sous-champ borélien (Ω, A•) est dit presque R-invariant s’il existe un borélien
A⊆ Ω de mesure pleine tel que
α(ω,ω′)Aω = Aω′ pour tout (ω,ω′) ∈ R ∩ (A× A).
Remarque 2.2.15. Il ne coûte rien d’ajouter dans la définition précédente que le borélien A est
R-invariant. En effet, si A ∈ A est un borélien de mesure pleine alors il existe, pour autant que
R préserve quasiment la mesure, un borélien A′ ⊆ A de mesure pleine invariant. Pour le prouver, il
suffit de se donner un groupe dénombrable G ⊆ Aut(Ω) tel queR =RG et d’observer que⋂g∈G g(A)
satisfait toutes les conditions.
Lemme 2.2.16. Soit (Ω,A ,µ) un espace de probabilité borélien standard, R ⊆ Ω2 une relation
d’équivalence borélienne qui quasi-préserve la mesure, (Ω, X•) un champ borélien d’espaces métriques et
α une action R x (Ω, X•). Soit encore G ⊆ Aut(Ω) un groupe dénombrable tel que R =RG .
(i) Soit (Ω, A•) un sous-champ borélien. Alors (Ω, A•) est presque R-invariant si et seulement si
g[A•] = [A•] pour tout g ∈ G.
(ii) Si (Ω, A•) est un sous-champ borélien presque R-invariant et si Ω′ ⊆ Ω est un borélien R-
invariant de mesure pleine tel que α(ω,ω′)Aω = Aω′ pour tout (ω,ω′) ∈ R |Ω′ , alors R |Ω′ agit
sur (Ω′, A•).
6. I.e. le point (ii) de la Définition 2.2.6
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Preuve. (i) [⇒] Par hypothèse, il existe Ω′ ⊆ Ω un borélien de mesure pleine, que l’on peut supposer
R-invariant par la Remarque 2.2.15, tel que α(ω′,ω)Aω′ = Aω pour tout (ω′,ω) ∈ R ∩ (Ω′ ×Ω′).
Si g ∈ G, alors g−1(Ω′) = Ω′ et donc (gA•)ω = α(g−1ω,ω)Ag−1ω = Aω pour tout ω ∈ Ω′.
[⇐] Par hypothèse, g[A•] = [A•] pour tout g ∈ G. Il existe donc un borélien Ω′ ⊆ Ω, G-invariant et
de mesure pleine, tel que (gA•)ω = Aω pour tout ω ∈ Ω′ et tout g ∈ G. Soit (ω′,ω) ∈ R ∩ (Ω′×Ω′).
Alors il existe g ∈ G tel que ω′ = g−1ω et donc α(ω′,ω)Aω′ = α(g−1ω,ω)Ag−1ω = Aω.
(ii) Tous les points sont trivialement vérifiés.
2.2.3 Relations d’équivalence moyennables
Historiquement, c’est Zimmer qui, le premier, a défini la moyennabilité d’une relation d’équivalence.
Nous allons rappeler maintenant sa définition et plus tard nous en introduirons une nouvelle, a
priori plus générale, qui conviendra au cadre des champs boréliens d’espaces métriques. On prouvera
finalement que les définitions sont équivalentes en utilisant des résultats classiques.
Zimmer définit la notion de moyennabilité d’une relation en parallèle avec celle de moyennabilité
faible d’un G-espace. Soit (Ω,A ,µ) un G-espace où G est un groupe dénombrable. On dit que G est
faiblement moyennable ou que la relation RG est moyennable si la Définition 2.1.13 est satisfaite
pour tous les cocycles boréliens α : G×Ω→ Iso(B) qui factorisent à travers RG , i.e. les cocycles tels
qu’il existe un cocycle borélien eα :R → Iso(B) qui fait commuter le diagramme suivant
G×Ω RG
Iso(B)

 
 
 
 

α
// //
 




eα
Donc si R est une relation borélienne sur (Ω,A ,µ), on peut définir ainsi la moyennabilité “à la
Zimmer”.
Définition 2.2.17 (Moyennabilité “à la Zimmer”, [Zim77], Définition 3.1). Soit (Ω,A ,µ) un espace
de probabilité standard etR ⊆ Ω2 une relation borélienne qui préserve quasiment la mesure. On dit que
R est moyennable si pour tout espace de Banach séparable B, pour tout cocycle borélien α :R → Iso(B)
et pour tout sous-champ borélien (Ω, C•) de convexes compacts de (Ω, B∗≤1) presque R-invariant, il
existe une section borélienne presqueR-invariante ϕ : Ω→ B∗≤1 telle que ϕ(ω) ∈ Cω pour presque tout
ω ∈ Ω.
En fait on peut montrer, en combinant des résultats de [CFW81], [AL91], [Zim78] et [JKL02] le
théorème suivant qui explicite les relations moyennables.
Théorème 2.2.18. Soit (Ω,A ,µ) un espace de probabilité standard etR ⊆ Ω2 une relation borélienne
qui préserve quasiment la mesure. Alors R est moyennable si et seulement s’il existe un borélien Ω′ de
mesure pleine et R-invariant, ainsi qu’une action de Z sur Ω′ tel que R |Ω′=RZ.
Preuve. [⇐] Observons qu’il découle de la définition d’une relation moyennable que si R |Ω′ est
moyennable, alorsR est moyennable (où Ω′ est comme dans l’énoncé). Il suffit donc de prouver que
R |Ω′ est moyennable. Or le Théorème 2.1 de [Zim78] énonce que si G ⊆ Aut(Ω′) est dénombrable
et moyennable, alors le G espace Ω est moyennable et donc faiblement moyennable, i.e. RG est
moyennable. Comme Z est moyennable, l’affirmation est démontrée.
[⇒] Pour l’autre implication, on introduit une autre définition de moyennabilité due à Connes,
Feldman et Weiss. Cette notion, a priori différente, est en fait équivalente (voir [AL91], Appendice
1).
2.2. RELATIONS D’ÉQUIVALENCE 87
Définition 2.2.19. Soit X un ensemble. Une moyenne m sur X est une fonctionnelle linéaire
m : `∞(X )→ R vérifiant les deux conditions suivantes :
(i) L’application m est positive (i.e. si f ≥ 0, alors m( f )≥ 0).
(ii) Si 1 : X → R est la fonction constante de valeur 1, alors m(1) = 1.
Définition 2.2.20 (moyennabilité [CFW81]). Soit (Ω,A ,µ) un espace de probabilité standard. On dit
qu’une relation d’équivalence borélienne dénombrable R ⊆ Ω2 est µ-moyennable s’il existe une famille
{m[ω]}[ω]∈Ω/R , où m[ω] : `∞([ω])→ R est une moyenne, vérifiant la condition suivante : pour toute
application borélienne bornée F :R → R l’application ω 7→ m[ω](F(ω, ·)) est µ-mesurable.
Connes, Feldman et Weiss on montré que leur notion de µ-moyennabilité (et donc celle de Zimmer)
est équivalente à une autre notion, a priori plus restrictive.
Définition 2.2.21. Soit (Ω,A ,µ) un espace de probabilité standard. On dit qu’une relation d’équi-
valence borélienne dénombrable R ⊆ Ω2 est hyperfinie s’il existe une suite croissante de sous-relations
d’équivalence boréliennes finies R1 ⊆R2 ⊆ . . .⊆Rn ⊆ . . . telle que
R =
∞⋃
n=1
Rn.
On dit queR est hyperfinie µ-presque partout s’il existe un ensembleR-invariant A∈A avec µ(A) = 1
tel que R|A est hyperfinie.
Théorème 2.2.22 ([CFW81]). Soit (Ω,A ,µ) un espace de probabilité standard et R ⊆ Ω2 rela-
tion d’équivalence borélienne dénombrable. Si R est µ-moyennable, alors R est hyperfinie µ-presque
partout.
Il reste à observer que les relations hyperfinies peuvent être obtenus comme des actions boréliennes
de Z (voir par exemple [KM04], p. 19).
On va utiliser ce résultat pour prouver une équivalence entre la définition de moyennabilité de
Zimmer et une définition a priori plus générale.
Généralisation de la définition de moyennabilité “à la Zimmer”
Le but de cette section est d’introduire une nouvelle définition de moyennabilité pour une relation
d’équivalence et de montrer qu’elle est équivalente à celles dont on a déjà parlé. On va commencer
par prouver les résultats techniques nécessaires pour énoncer la nouvelle définition. Pour prouver
l’équivalence, on utilisera le Théorème 2.2.18 qui nous permet de supposer que R provient d’une
action de Z et on suivra la stratégie de la preuve du Théorème 2.1 de [Zim78] (voir la preuve du
Théorème 2.2.18 pour l’énoncé).
Supposons maintenant qu’on a une action d’une relation d’équivalence sur un champ borélien sé-
parable d’espaces de Banach (Ω, B•). On va montrer qu’on peut étendre l’action au champ borélien
(mais non séparable) des espaces duaux. Il est important d’observer que (Ω, B∗• ) n’est pas nécessai-
rement séparable. Mais il existe tout de même une structure borélienne dans le sens de la Définition
1.6.8. Il s’agit de celle de l’évaluation borélienne (voir le Lemme 1.6.10). En remplacement du
point (ii) de la Définition 2.2.6, on va demander que g
  fL (Ω, B∗• ) ⊆ fL (Ω, B∗• ) pour tout g ∈ G où
G ⊆ Aut(Ω) est un groupe dénombrable tel que R =RG (ce choix est cohérent avec la Proposition
2.2.9).
Lemme 2.2.23. Soit (Ω,A ,µ) un espace de probabilité borélien standard,R ⊆ Ω2 une relation d’équi-
valence borélienne et (Ω, B•) un champ borélien séparable d’espaces de Banach de structure borélienneL (Ω, B•).
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SiR agit par homéomorphismes linéaires sur (Ω, B•), alorsR agit par homéomorphismes (par rapport
à la topologie faible-∗ ou la topologie forte des opérateurs) linéaires sur (Ω, B∗• ) (dans le sens décrit
ci-dessus).
Si de plus l’action se fait par isométries linéaires, alors il existe Ω′ invariant de mesure pleine tel que
(Ω′, B∗•,≤1) soit un champ borélien d’espaces métriques sur lequel R |Ω′×Ω′ agit (dans le sens de la
Définition 2.2.6).
Preuve. Notons α l’action de R sur (Ω, B•). On définit R eαx (Ω, B∗• ) :eα(ω,ω′) : B∗ω → B∗ω′
ϕω 7→ ϕω ◦α(ω′,ω).
C’est-à-dire que eα(ω,ω′) = α(ω′,ω)∗. Le point (i) de 2.2.6 est facile à vérifier. Le point (iii) est aussi
un résultat classique 7. Il reste à montrer que la structure borélienne est préservée. Pour se faire, il
faut commencer par observer que si ϕ• ∈ fL (Ω, B∗• ) et g ∈ G on a
gϕ•(x•) = (ϕ•(g
−1 x•)) ◦ g−1
pour tout x• ∈ L (Ω, B•). En effet, on calcule 
(gϕ•)(x•)

(ω) = (gϕ•)ω(xω) =
 eα(g−1ω,ω)(ϕg−1ω)(xω) = ϕg−1ω α(ω, g−1ω)(xω)
= ϕg−1ω
 
(g−1 x•)g−1ω

=
 
ϕ•(g
−1 x•)

(g−1ω).
Par conséquent gϕ• est borélienne comme composition d’applications boréliennes, c’est-à-dire que
gϕ• ∈ fL (Ω, B∗• ).
Observons que le champ des boules est invariant : on a ‖eα(ω,ω′)‖ = 8‖α(ω′,ω)‖ = 1 puisque
l’action est supposée par isométries. Le Théorème 1.6.19 montre qu’il existe un borélien Ω′ de me-
sure pleine, qu’on peut supposer invariant (voir Remarque 2.2.15), tel que (Ω′, B∗•,≤1) soit un champ
borélien d’espaces métriques. La première partie de la preuve permet de conclure (à l’aide de la
Proposition 2.2.9) que R |Ω′×Ω′ agit sur (Ω′, B∗•,≤1) (dans le sens de la Définition 2.2.6).
Ce lemme permet d’introduire une nouvelle définition de la moyennabilité pour une relation d’équi-
valence.
Définition 2.2.24 (Moyennabilité, champ non-trivial). Soit (Ω,A ,µ) un espace de probabilité stan-
dard, R ⊆ Ω2 une relation d’équivalence borélienne qui préserve quasiment la mesure.
On dit que R est moyennable si pour toute action par isométries linéaires R αx (Ω, B•) de R sur un
champ borélien séparable d’espaces de Banach (Ω, B•) et pour tout sous-champ borélien de convexes
fermés (Ω′, C•) de (Ω′, B∗•,≤1) presque R-invariant pour l’action induite 9 R eαx (Ω, B∗• ), il existe une
section presque R-invariante ϕ• ∈ L (Ω′, C•).
Nous allons maintenant montrer l’équivalence entre les deux définitions. Commençons par rappeler
que si R est une relation borélienne dénombrable qui quasi-préserve la mesure et G ⊆ Aut(Ω) est
un groupe dénombrable tel que R =RG , alors une action α de R sur un champ borélien séparable
(Ω, B•) induit une action de G sur fL (Ω, B∗• ) définie par
(gϕ•)ω = eα(ω, g−1ω)ϕg−1ω.
Puisque G préserve quasiment la mesure et que R agit par isométries sur (Ω, B•), alors G agit
sur eL∞(Ω, B∗• ) et sur L(Ω, B∗•,≤1) 10. La stratégie de la preuve est de montrer que l’action de G sur
7. ([Fetc01] Exercice 3.20, p. 90) pour la topologie faible-∗ et ([Fetc01] 2.27, p. 51) pour la topologie des opérateurs.
8. ([Fetc01] 2.28, p. 51)
9. Voir le Lemme 2.2.23.
10. On peut enlever le eL, puisqu’on a montré qu’il existait un borélien Ω′ de mesure pleine tel que (Ω′, B∗•,≤1) est un
champ borélien d’espaces métriques.
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eL∞(Ω, B∗• ) se fait par homéomorphismes linéaires, puis d’utiliser que si R est moyennable (dans le
sens de Zimmer), alors on peut supposer que G est moyennable (on peut même prendre G = Z),
et d’utiliser cette moyennabilité pour montrer qu’il y a une section fixe. Pour montrer que l’action
se fait par homéomorphismes linéaires, on va utiliser la dérivée de Radon-Nikodym. Rappelons le
théorème à l’origine de la définition et quelques propriétés dont nous aurons besoin.
Théorème 2.2.25 (Radon-Nikodym). Soit (Ω,A ,µ) un espace mesuré σ-fini et ν une mesure σ-
finie sur A telle que ν  µ (ν est absolument continue par rapport à µ). Alors il existe une unique
[ f ] ∈ L1(Ω,R) (le quotient est pris par rapport à la mesure µ.) telle que
ν(A) =
∫
A
f dµ pour tout A∈A .
La fonction [ f ] est appelée la dérivée de Radon-Nikodym de ν par rapport à µ. On note
dν
dµ
un repré-
sentant de la dérivée de Radon-Nikodym.
Lemme 2.2.26. Soit (Ω,A ,µ) un espace mesuré σ-fini et ζ, ν deux mesures sur A . Alors, les asser-
tions suivantes sont vérifiées
(i) Si ζ µ et f : Ω→ R≥0 est borélienne, alors∫
A
f dζ=
∫
A
f
dζ
dµ
dµ pour tout A∈A .
(ii) Si ν  ζ µ, alors dν
dµ
=
dν
dζ
· dζ
dµ
µ-presque partout.
(iii) Si ν ∼ µ (i.e. ν  µ et µ ν), alors dν
dµ
=
dµ
dν
−1
µ-presque partout.
(iv) Si ν  µ et g : Ω→ Ω est un automorphisme borélien, alors g∗(ν) g∗(µ) et
d g∗(ν)
d g∗(µ)
=
dν
dµ
◦ g−1 g∗(µ)-presque partout
(v) Si g : Ω→ Ω est un automorphisme borélien qui préserve quasiment la mesure, alors
d g∗(µ)
dµ
◦ g = dµ
d g−1∗ (µ)
,
d g∗(µ)
dµ
◦ g−1 = d g
2∗ (µ)
d g∗(µ)
,
d g∗(µ)
dµ
−1
=
d g−1∗ (µ)
dµ
◦ g−1.
(vi) Si g, h : Ω→ Ω sont deux automorphismes boréliens qui préservent quasiment la mesure, alors
d(g ◦ h)∗(µ)
dµ
=
dh∗(µ)
dµ
◦ g−1

· d g∗(µ)
dµ
µ-presque partout.
Preuve. (i) Soit A ∈ A . Il suffit de montrer que l’égalité a lieu lorsque f = χB pour B ∈ A . On a
alors ∫
A
χB dζ= ζ(B ∩ A) =
∫
B∩A
dζ
dµ
dµ=
∫
A
χB · dζdµ dµ.
(ii) Pour tout A∈A , on a
ν(A) =
∫
A
dν
dζ
dζ
(i)
=
∫
A
dν
dζ
· dζ
dµ
dµ.
On a le résultat par unicité de la dérivée de Radon-Nikodym.
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(iii) On a 1=
dν
dν
(ii)
=
dν
dµ
· dµ
dν
µ-presque partout.
(iv) Soit A∈A tel que 0= g∗(µ)(A) = µ(g−1A). Alors g∗(ν)(A) = ν(g−1A) = 0 puisque ν  µ. Soit
f : Ω→ R≥0 une fonction borélienne. On a∫
Ω
f d g∗(ν) =
∫
Ω
f ◦ g dν (i)=
∫
Ω
( f ◦ g) · dν
dµ
dµ=
∫
Ω
 
( f ◦ g) · dν
dµ
 ◦ g−1 ◦ g dµ
=
∫
Ω
 
( f ◦ g) · dν
dµ
 ◦ g−1 d g∗(µ) = ∫
Ω
f ·
dν
dµ
◦ g−1

d g∗(µ)
En particulier, si A∈A et f = χA on a donc g∗(ν)(A) =
∫
A
dν
dµ
◦ g−1 d g∗(µ) et on en déduit que
d g∗(ν)
d g∗(µ)
=
dν
dµ
◦ g−1 g∗(µ)-presque partout
par unicité de la dérivée de Radon Nikodym.
(v) Les deux premières égalités sont des conséquences directes de (iv). Pour la dernière, on ad g∗(µ)
dµ
−1 (iii)
=
dµ
d g∗(µ)
(iv)
=
d g−1∗ (µ)
dµ
◦ g−1.
(vi) On a
d(g ◦ h)∗(µ)
dµ
=
d

g∗(h∗(µ))

dµ
(ii)
=
d

g∗(h∗(µ))

d g∗(µ)
· d g∗(µ)
dµ
(iv)
=
dh∗(µ)
dµ
◦ g−1

· d g∗(µ)
dµ
.
Soit (Ω,A ,µ) un espace de probabilité borélien standard, R ⊆ Ω2 une relation d’équivalence boré-
lienne qui préserve quasiment la mesure µ et G ⊆ Aut(Ω) un groupe dénombrable tel que R =RG .
Par le Lemme 2.2.2, tout g ∈ G est tel que g∗(µ)∼ µ. Par conséquent, la dérivée de Radon-Nikodym d g∗(µ)
dµ
 ∈ L1(Ω,R) existe pour tout g ∈ G. On peut donc se fixer, pour tout g ∈ G, un représentant
dans L 1(Ω,R) de cette dérivée. On le note aussi d g∗(µ)
dµ
∈ L 1(Ω,R).
Lemme 2.2.27. Soit (Ω,A ,µ) un espace de probabilité borélien standard, (Ω, B•) un champ borélien
séparable d’espaces de Banach de structure borélienne L (Ω, B•), R ⊆ Ω2 une relation d’équivalence
borélienne qui préserve quasiment la mesure et G ⊆ Aut(Ω) un groupe dénombrable tel que R =RG .
Supposons que R αx (Ω, B•) par isométries linéaires. Alors l’action de G sur eL(Ω, B∗• ) se fait par homéo-
morphismes linéaires.
Preuve. On décompose la preuve en plusieurs étapes.
(1) Le groupe G agit par isométries sur L1(Ω, B•) selon la règle suivante : si [x•] ∈ L1(Ω, B•), alors
g ∗ [x•] est la classe de la section définie par
(g ∗ x•)ω = d g∗(µ)dµ (ω) ·α(g
−1ω,ω)xg−1ω pour tout ω ∈ Ω.
Vérifions qu’il s’agit bien d’une action. On commence par montrer qu’elle est bien définie. Première-
ment, on observe que si x• ∈ L (Ω, B•), alors g ∗ x• = d g∗(µ)dµ · (g x•) et donc g ∗ x• ∈ L (Ω, B•) par le
Lemme 1.6.6 puisque d g∗(µ)
dµ
est borélienne et g x• ∈ L (Ω, B•) (Proposition 2.2.9). Deuxièmement,
on vérifie que si [x•] = [y•] alors [g ∗ x•] = [g ∗ y•], puisque
{ω ∈ Ω | (g ∗ x•)ω = (g ∗ y•)ω} ⊇ g{ω ∈ Ω | xω = yω}
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est de mesure pleine pour tout g ∈ G puisque µ est quasi-invariante 11. Finalement, il reste à prouver
que si [x•] ∈ L1(Ω, B•), alors g∗[x•] ∈ L1(Ω, B•) pour tout g ∈ G. Ceci découle directement du calcul
qui montre que ‖g ∗ [x•]‖1 = ‖[x•]‖1 :∫
Ω
‖(g ∗ x•)ω‖ω dµ(ω) =
∫
Ω
d g∗(µ)
dµ
(ω) · ‖α(g−1ω,ω)xg−1ω‖ω =
∫
Ω
d g∗(µ)
dµ
(ω) · ‖xg−1ω‖g−1ω dµ(ω)
=
∫
Ω
d g∗(µ)
dµ
(gω) · ‖xω‖ω dµ(gω) 2.2.26 (v)=
∫
Ω
dµ
d g−1∗ (µ)
(ω) · ‖xω‖ω d g−1∗ (µ)(ω)
2.2.26 (i)
=
∫
Ω
‖xω‖ω dµ(ω)
Maintenant qu’on a montré que ∗ est bien définie, il nous reste à montrer que c’est bien une action.
Soit [x•] ∈ L(Ω, B•) et g, h ∈ G. Par définition et par linéarité, on a alors
(g ∗ (h ∗ x•))ω = d g∗(µ)dµ (ω) ·α(g
−1ω,ω)(h ∗ x•)g−1ω
=
d g∗(µ)
dµ
(ω) ·α(g−1ω,ω)
dh∗(µ)
dµ
(g−1ω) ·α(h−1 g−1ω, g−1ω)xh−1 g−1ω

=
 d g∗(µ)
dµ
(ω)
dh∗(µ)
dµ
(g−1ω) ·  α(g−1ω,ω)α(h−1 g−1ω, g−1ω)xh−1 g−1ω
et ((gh) ∗ x•)ω = d(gh)∗(µ)dµ (ω) ·α(h
−1 g−1ω,ω)xh−1 g−1ω.
Les deux expressions sont bien égales µ-presque partout par 2.2.26 (vi) (et le fait que α est une
action).
(2) On considère la situation suivante :
R αx (Ω, B•) G x L1(Ω, B•) G βx (L1(Ω, B•))∗
R α′x (Ω, B∗• ) G
γx L∞(Ω, B∗• )

2.2.23 action duale
//action∗
(i)
//action
duale

 
 
 
Ψ '
//action standard
On rappelle que l’isomorphisme isométrique Ψ :
 
L1(Ω, B•)
∗→ L∞(Ω, B∗• ) est décrit dans la Propo-
sition 1.6.15. Alors, pour tout g ∈ G, le diagramme suivant commute :
(L1(Ω, B•))
∗ (L1(Ω, B•))∗
L∞(Ω, B∗• ) L∞(Ω, B∗• )

Ψ '
//
β(g)

Ψ '
//
γ(g)
Soit Φ ∈ (L1(Ω, B•))∗. Montrons que Ψ(gΦ) = gΨ(Φ) (ou selon les notations introduites sur le
diagramme, Ψ(β(g)Φ) = γ(g)Ψ(Φ) avec β(g) = (g−1)∗).
11. On a pas nécessairement l’égalité entre les deux ensembles, puisqu’il se peut que (g ∗ x•)ω = (g ∗ y•)ω, même si
xω 6= yω. En effet, cela peut arriver lorsque d g∗(µ)dµ (ω) = 0
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Notons Ψ(Φ) = ϕ• ∈ L∞(Ω, B∗• ). On a alors, pour tout [x•] ∈ L1(Ω, B•)
(gΦ)([x•]) = Φ(g
−1 ∗ [x•]) =
∫
Ω
d g−1∗ (µ)
dµ
(ω)〈ϕω,α(gω,ω)xgω〉 dµ(ω)
=
∫
Ω
d g−1∗ (µ)
dµ
(g−1ω)〈ϕg−1ω,α(ω, g−1ω)xω〉 dµ(g−1ω)
2.2.26 (v)
=
∫
Ω
dµ
d g∗(µ)
(ω)〈 α(g−1ω,ω)−1∗ϕg−1ω, xω〉 d g∗(µ)(ω)
2.2.26 (i)
=
∫
Ω
〈eα(g−1ω,ω)ϕg−1ω, xω〉 dµ(ω) = ∫
Ω
〈(gϕ•)ω, xω〉 dµ(ω)
Ainsi, on a bien Ψ
 
gΦ

= gϕ• = gΨ(Φ) par définition de Ψ.
(3) Le point précédent montre que l’action G
γx L∞(Ω, B∗• ) est l’action duale de l’action G x
L1(Ω, B•) par isométries linéaires sur le prédual. Pour tout espace de Banach B on note B(B) l’es-
pace des opérateurs bornés de B dans B. Puisque l’action est par isométries, on a ‖g‖B(L1(Ω,B•)) = 1
pour tout g ∈ G et donc on a
‖γ(g)‖B(L∞(Ω,B∗•)) = ‖β(g)‖B((L1(Ω,B•))∗) = ‖(g−1)∗‖B((L1(Ω,B•))∗) = ‖g−1‖B(L1(Ω,B•)) = 1.
En particulier, l’action G x L∞(Ω, B∗• ) est continue pour la topologie faible-∗ car un opérateur borné
du dual est continu pour cette topologie si et seulement s’il est un opérateur dual.
On peut maintenant montrer que notre notion de moyennabilité est équivalente à celle de Zimmer.
Proposition 2.2.28. Soit (Ω,A ,µ) un espace de probabilité standard et R une relation d’équiva-
lence borélienne dénombrable sur Ω qui quasi-préserve la mesure. Alors les définitions de moyennabilité
2.2.17 et 2.2.24 coïncident.
Preuve. [Définition 2.2.24⇒Définition 2.2.17] Soit B un espace de Banach séparable, α : R →
Iso(B) un cocycle borélien et (Ω, C•) un sous-champ borélien de (Ω, B∗≤1) presqueR-invariant. Il faut
montrer qu’il existe une section borélienne presque R-invariante ϕ : Ω→ B∗≤1 telle que ϕ(ω) ∈ Cω
pour presque tout ω ∈ Ω.
Le champ trivial (Ω, B) est naturellement muni de la structure borélienne
L (Ω, B) = {x• ∈ S (Ω, B•) |ω 7→ xω est borélienne}.
Par l’Exemple 2.2.12 (2), on a que α définit une action de R sur le champ trivial dans le sens de
la Définition 2.2.6, puisque evx : Iso(B) → B, γ 7→ γ(x) est borélienne pour tout x ∈ X (voir le
Corollaire 1.2 de [Zim78]).
Par hypothèse, le sous-champ (Ω, C•) est presque R-invariant pour l’action induite R x (Ω, B∗• ). Il
existe donc une section presque R-invariante ϕ• ∈ L (Ω, C•).
[Définition 2.2.17⇒Définition 2.2.24] Soit (Ω, B•) un champ borélien séparable d’espaces de Ba-
nach de structure borélienne L (Ω, B•) et une action R αx (Ω, B•) par isométries linéaires. Par le
Théorème 1.6.19, on peut supposer, quitte à ôter un borélien de mesure nulle, que (Ω, B∗•,≤1) est un
champ borélien d’espaces métriques.
Soit (Ω, C•) un sous-champ borélien de convexes ∗-faiblement compacts presque R-invariant de
(Ω, B∗•,≤1). Il faut montrer qu’il existe une section presque R-invariante dans L (Ω, C•). On va mon-
trer qu’il existe [ϕ•] ∈ L(Ω, C•) = L∞(Ω, C•) qui est R-invariante.
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Par le Théorème 2.2.18, il existe un ensemble borélien R-invariant Ω′ ∈A de mesure pleine et une
action borélienne Z x Ω′ tels que RZ ∩ (Ω′ × Ω′) = R ∩ (Ω′ × Ω′). On considère le sous-champ
borélien de convexes fermés (Ω′, C•) et le sous-ensemble
L∞(Ω′, C•)⊆ L∞(Ω′, B∗)≤1 ' (L1(Ω′, B•))∗≤1.
Par le Lemme 1.6.20 (ii), c’est un sous-ensemble convexe et ∗-faiblement fermé de L∞(Ω′, B∗)≤1.
Par le Lemme 2.2.27, l’action naturelle Z x L(Ω′, C•) se fait par homéomorphismes (pour la topo-
logie faible-∗) linéaires. Puisque Z est moyennable, il existe [ϕ•] ∈ L(Ω′, C•) invariant pour cette
action. Par le Lemme 2.2.16, [ϕ•] est fixe pour l’action R α
′
x (Ω′, C•). Il suffit maintenant de choi-
sir un représentant de [ϕ•] et de l’étendre de manière borélienne pour avoir une section presqueR-invariante.
Voici le cas particulier dans lequel on appliquera la moyennabilité.
Exemple 2.2.29. Soit (Ω,A ,µ) un espace de probabilité standard, R ⊆ Ω2 une relation d’équiva-
lence borélienne dénombrable quasi-préservant la mesure, ergodique et moyennable, K• un champ
borélien d’espaces métriques compacts et α une action par homéomorphismes de R sur K•. Alors il
existe [pi•] ∈ L(Ω, Prob(K•)) invariante (voir la Proposition 1.8.8).
On commence par observer que l’action de R sur K• s’étend en une action par isométries linéaires
sur C (K•). En effet, les points (i) et (iii) de la Définition 2.2.6 sont facile à vérifier et on vérifie (ii)
comme lorsqu’on étend l’action sur un champ de Banach au champ des duaux, voir la preuve du
Lemme 2.2.23. Par le même lemme, on peut étendre l’action sur C (K•) en une action sur C (K)∗≤1.
Or Prob(K•) est un sous-champ borélien invariant de convexes compacts et il existe donc une section
invariante [pi•] ∈ L(Ω, Prob(K•)) puisque la relation est moyennable.
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Chapitre 3
Champs boréliens d’espaces CAT(0)
propres
Les définitions et les résultats concernant les espaces CAT(0) sont en majeure partie extraits du livre
de Bridson et Haefliger ([BH99]), ouvrage de référence sur les espaces à courbure négative.
3.1 Définitions
Définitions 3.1.1. Soit X un espace métrique.
Un chemin géodésique de x à y est une application c : [0, l] → X telle que c(0) = x, c(l) = y et
d(c(t), c′(t)) = |t − t ′| pour tout t, t ′ ∈ [0, l]. S’il n’y a pas d’ambiguïté, on note cx ,y un chemin de x
à y.
Un segment géodésique de x à y est l’image d’un chemin géodésique c de x à y. S’il n’y a pas d’ambi-
guïté, on se permettra de noter [x , y] un segment géodésique de x à y.
Soit I ⊆ R un intervalle. Une application c : I → X est appelée une géodésique paramétrisée proportion-
nellement à la longueur d’arc s’il existe λ > 0 telle que d(c(t), c(t ′)) = λ|t − t ′| pour tout t, t ′ ∈ I .
X est dit géodésique si pour toute paire de points x , y ∈ X il existe au moins un chemin géodésique de x
à y. Si ce chemin est tout le temps unique, X est appelé un espace uniquement géodésique.
Un triangle géodésique est la donnée de trois points x , y, z ∈ X (les sommets) et de trois segments
géodésiques [x , y],[y, z] et [z, x] (les cotés).
Définition 3.1.2. Soit X un espace métrique et Y ⊆ X un sous-ensemble. Le rayon de Y , noté rad(Y )
est défini par
rad(Y ) = inf{r > 0 | il existe x ∈ X tel que Y ⊆ B(x , r)}
Soit X un espace métrique géodésique. Pour tout triangle géodésique ∆ = ∆(x , y, z) dans X , il
existe un (unique à isométrie prêt) triangle ∆ = ∆(x , y , z) dans le plan Euclidien E2 tel que
dE2(x , y) = d(x , y), dE2(x , z) = d(x , z) et dE2(y , z) = d(y, z). Un tel triangle ∆ est appelé un
triangle de comparaison de ∆. Un point q ∈ [x , y] est appelé un point de comparaison de q ∈ [x , y]
si dE2(x , q) = d(x , q). L’angle de comparaison entre y, z au point x , qu’on note ∠x(y, z), est l’angle
dans E2 entre les segments [x , y] et [x , z].
Définition 3.1.3. Soit X un espace métrique, c : [0, a]→ X et c′ : [0, b]→ X deux chemin géodésiques
issus du même point, i.e. tels que c(0) = c′(0). Pour t ∈ [0, a] et t ′ ∈ [0, a′] on considère le triangle
de comparaison ∆(c(0), c(t), c′(t ′)) et l’angle de comparaison ∠c(0)(c(t), c′(t)). L’angle d’Alexandrov
entre ces géodésiques est le nombre entre 0 et pi défini par
∠(c, c′) = limsup
t,t ′→0
∠c(0)(c(t), c′(t ′)).
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Si X est uniquement géodésique, on peut définir, pour tous x 6= p et y 6= p, l’angle d’Alexandrov entre x
et y au point p comme l’angle entre les chemins géodésiques de p à x et de p à y. On le note ∠p(x , y).
Définition 3.1.4 (Espace CAT(0)). Un espace métrique géodésique est appelé un espace CAT(0) si pour
tout triangle géodésique ∆ et tout point p, q ∈ ∆ on a l’inégalité d(p, q) ≤ dE2(p, q) où p, q sont les
points de comparaison de p, q dans un triangle de comparaison ∆ de ∆. Un espace CAT(0) complet est
parfois appelé un espace de Hadamard.
Remarque 3.1.5. Si X est CAT(0), alors son complété est encore CAT(0) et c’est donc un espace
de Hadamard. De toute façon, comme on va s’intéresser à des espace propres, la question de la
complétude ou non d’un espace CAT(0) ne sera guère pertinente dans notre contexte.
Parmi les résultats élémentaires sur les espaces CAT(0), on peut mentionner qu’un tel espace est
uniquement géodésique et que les géodésiques varient continûment en fonction de leurs extrémités
(Proposition II.1.4 de [BH99]), que la distance est une fonction convexe, qu’il existe une projection
sur les sous-ensembles convexes complets et que les ensembles bornés admettent un unique centre.
Pour plus de détails sur les énoncés, voir l’Annexe B.1.
Définition 3.1.6. Soit (Ω,A ) un espace borélien et X• un champ borélien d’espaces métriques tel que
Xω est CAT(0) pour tout ω ∈ Ω. Un tel champ est appelé un champ borélien d’espaces CAT(0).
Dans la suite nous allons nous intéresser à des actions de G-espaces boréliens standards et de rela-
tions d’équivalence boréliennes.
Action d’un G-espace borélien standard
Soit G un groupe localement compact à base dénombrable, Ω un G-espace borélien standard et X
un espace CAT(0) propre. Rappelons que Iso(X ) le groupe des isométries de X muni de la topologie
compact-ouverte est un groupe localement compact à base dénombrable (voir en annexe le Lemme
B.3.1). Par l’exemple 2.1.8 (2), il suffit de se donner un cocycle borélien α : G ×Ω→ Iso(X ) pour
définir une action du G-espace sur X .
Action d’un relation d’équivalence borélienne standard
Soit (Ω,A ) un espace borélien standard, R une relation d’équivalence borélienne dénombrable
sur Ω. Une action de R sur un champ borélien d’espaces CAT(0) est donc 1 la donnée d’un famille
d’isométries {α(ω,ω′) : Xω→ Xω′}(ω,ω′)∈R telles que
(i) Pour tout ω,ω′,ω′′ ∈ Ω tels que ωRω′ et ωRω′′, on a α(ω′,ω′′) ◦α(ω,ω′) = α(ω,ω′′).
(ii) Pour tout x•, y• ∈ L (Ω, X•) l’application
d x•,y• : R → R
(ω,ω′) 7→ dω(xω,α(ω′,ω)yω′)
est borélienne (R est muni de la σ-algèbre induite parA ⊗A ).
Remarque 3.1.7. De nombreux résultats se montrent de manière analogue pour une action d’une
relation d’équivalence ou pour une action d’un G-espace. C’est pourquoi on se contentera souvent
d’énoncer les résultats pour des G-espaces, en sachant que pour retrouver la version relation d’équi-
valence, il suffit de remplacer “action d’un G-espace sur un espace CAT(0) (propre, ...)” par “action
d’une relation d’équivalence sur un champ borélien d’espaces CAT(0) (propres, ...)”.
1. Voir la définition 2.2.6
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3.2 Premières propriétés
Comme nous allons le voir dans ce paragraphe, le travail préliminaire effectué sur les sous-champs
boréliens permet de montrer facilement que certaines des propriétés des espaces CAT(0) se com-
portent agréablement lorsque l’on considère des champs boréliens d’espaces CAT(0) propre.
Proposition 3.2.1. Soit (Ω,A ) un espace borélien, X• un champ borélien d’espaces CAT(0) propres,
x•, y•, p• ∈ L (Ω, X•), C• un sous-champ borélien de convexes fermés et Y• un sous-champ borélien de
bornés. Alors les propriétés suivantes sont vérifiées.
(i) On considère
c• : [0, 1] → S (Ω, X•)
t 7→ [c•(t) :ω 7→ cω(t)],
où cω : [0,1] → Xω est l’unique géodésique linéairement reparamétrisée reliant xω à yω. Alors
c•(t) ∈ L (Ω, X•) pour tout t ∈ [0,1].
(ii) On considère piC• ∈ S (Ω,C (X•)) définie par 2
piCω(x) := la projection de x sur Cω
= l’unique point y ∈ Cω tel que dω(x , y) = dω(x , Cω).
Alors piC• ∈ L (Ω,C (X•)).
(iii) Supposons que xω 6= pω et yω 6= pω pour tout ω ∈ Ω. Alors les fonctions suivantes sont boré-
liennes
∠p•(x•, y•) :ω 7→ ∠pω(xω, yω) = angle entre xω et yω au point pω dans le triangle
de comparaison
∠p•(x•, y•) :ω 7→ ∠pω(xω, yω) = angle d’Alexandrov entre la géodésique reliant pω à xω
et la géodésique reliant pω à yω.
(iv) La section cY• qui associe à chaque ω le centre de Yω (voir la Proposition II.2.7 p. 179 de [BH99],
B.1.7) et la fonction rad(Y•) : Ω→ R≥0, ω 7→ infx∈Xω{supy∈Yω dω(x , y)} sont boréliennes.
Preuve. (i) On a
c•(t) = B(x•, td•(x•, y•))∩ B(y•, (1− t)d•(x•, y•))
qui est borélien par l’Exemple 1.2.26 (2) (puisqu’un espace CAT(0) est géodésique par définition) et
la Proposition 1.5.6.
(ii) On observe que
piC•(x•) = C• ∩ B(x•, d•(x•, C•)).
Or d•(x•, C•) est borélienne par la Proposition 1.2.23, d’où B(x•, d•(x•, C•)) est un sous-champ boré-
lien par l’Exemple 1.2.26 (2). La Proposition 1.5.6 permet de conclure.
(iii) Le théorème du cosinus livre
∠p•(x•, y•) = arccos

1
2d•(p•, x•)d•(p•, y•)
· (d•(p•, x•)2+ d•(p•, y•)2− d•(x•, y•)2)

,
qui est donc borélienne.
Par la Proposition II.3.1 de [BH99] (B.1.8) on sait que si X est un espace CAT(0) et p, x , y ∈ X sont
tels que p 6= x et p 6= y , alors
∠p(x , y) = limt→0 2 arcsin

1
2t
· d(c(t),ec(t))
2. Voir la Proposition II.2.4 de [BH99] (B.1.6).
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où
c : [0, d(p, x)] → X géodésique de p à x ,ec : [0, d(p, y)] → X géodésique de p à y .
Considérons, pour tout ω ∈ Ω, les applications
cω : [0, dω(pω, xω)] → Xω géodésique de pω à xω
t 7→ cω(t)ecω : [0, dω(pω, yω)] → Xω géodésique de pω à yω
t 7→ ec(t)ω
Mais comme dω(pω, xω), dω(pω, yω) dépendent de ω, ces distances peuvent être arbitrairement
petites selon le choix de ω. Ainsi, on ne peut pas nécessairement définir des sections c•(t) et ec•(t)
pour t fixé. Par contre, on peut fabriquer deux suites de sections {cn• }n≥1 et {ecn• }n≥1 telles que, pour
tout ω ∈ Ω, il existe nω tel que cnω = cω(1/n) et ecnω = ecω(1/n) pour tout n ≥ nω. Pour ce faire, on
pose pour n≥ 1
Ωn := {ω ∈ Ω |min{dω(pω, xω), dω(pω, yω)} ≥ 1/n} ∈ A ,
et on définit
cn• |Ωn:= B(p•, 1/n)∩B(x•, d•(p•, x•)−1/n), ecn• |Ωn:= B(p•, 1/n)∩B(y•, d•(p•, y•)−1/n) ∈ L (Ωn, X•),
qu’on prolonge arbitrairement en éléments de L (Ω, X•). Comme xω 6= pω et yω 6= pω pour tout
ω ∈ Ω, on a Ω =⋃n≥1Ωn et par construction
∠p•(x•, y•) = limn→∞2 arcsin
n
2
· d•(cn• ,ecn• )
qui est donc borélienne comme limite de fonctions boréliennes.
(iv) Notons D une famille fondamentale pour L (Ω, X•) et D′ une famille fondamentale pourL (Ω, Y•). On définit, pour chaque ω ∈ Ω,
fω : Xω → R
x 7→ supy∈Yω dω(x , y).
Alors f• ∈ L (Ω,C (X•)). En effet, fω est continue (par l’inégalité du triangle) et si x• ∈ L (Ω, X•),
alors f•(x•) = supy•∈D′ d•(x•, y•) est borélienne. Et comme rad(Y•) = inf f• = infx•∈D f•(x•) est boré-
lienne, on a que c• = ( f•)−1({rad(Y•)}) est borélienne par le Lemme 1.5.13.
On peut maintenant montrer un premier résultat concernant une action d’un G-espace sur un espace
CAT(0) ou d’une relation d’équivalence sur un champ borélien d’espaces CAT(0).
Corollaire 3.2.2. Soit G un groupe localement compact à base dénombrable, (Ω,A ) un G-espace
borélien standard, X un espace CAT(0) propre, et α : G × Ω → Iso(X ) une action du G-espace sur
X . S’il existe Y• un sous-champ borélien invariant de bornés, alors il existe une section x• ∈ L (Ω, X )
invariante.
Mutatis mutandis pour une relation d’équivalence borélienne standard.
Preuve. La section des centres est borélienne et invariante.
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3.3 Structure borélienne sur X • et ∂ X •
Définition 3.3.1. Soit X un espace métrique CAT(0). Deux rayons géodésiques c, c′ : [0,∞[→ R sont
dits asymptotiques s’il existe une constante K ≥ 0 telle que d(c(t), c′(t)) ≤ K pour tout t ∈ [0,∞[. On
vérifie facilement que c’est une relation d’équivalence et on définit ∂ X le bord de X comme l’ensemble
des classes de rayons asymptotiques. On note X = X ∪ ∂ X
Fixons un point base x0. Par la Proposition II.8.2 de [BH99] pour tout ξ ∈ ∂ X il existe un unique
rayon géodésique c : [0,∞[→ X tel que c(0) = x0 et c ∈ ξ (on le note cξ,x0). Définissons
prr : X → B(x0, r)
y 7→
(
piB(x0,r)(y) si y ∈ X
cy,x0(r) si y ∈ ∂ X .
Pour ξ ∈ ∂ X , r > 0," > 0 on introduit
U(ξ, r,") = {x ∈ X | d(x , x0)> r et d(prr(x), cx0,ξ(r))< "}.
Définition 3.3.2. La topologie conique (basée en x0) sur ∂ X est la topologie engendrée par l’ensemble
B(x , r) | x ∈ X et r > 0	∪ U(ξ, r,") | ξ ∈ ∂ X , r > 0 et " > 0	⊆P (X ).
On peut montrer (Exercice II.8.7 de [BH99]) que cet ensemble est une base pour cette topologie.
Cette topologie est indépendante du choix du point base x0 (Proposition II.9.8 de [BH99]). Il existe
une autre construction moins géométrique du bord d’un espace CAT(0) qui sera plus adaptée aux
champs boréliens d’espaces CAT(0). Avant de la donner, on prouve le résultat technique suivant.
Lemme 3.3.3. Soit X un espace métrique et x0 ∈ X un point base. Considérons C (X ) l’espace des
fonctions continues sur X muni de la topologie de la convergence uniforme sur les ensembles bornés,
C∗(X ) le quotient de C (X ) par les fonctions constantes muni de la topologie quotient et C0(X ) le sous-
espace de C (X ) des fonctions qui s’annulent en x0. Notons pi : C (X )→ C∗(X ) l’application quotient.
Alors
(i) L’application ϕ := pi |C0(X ):C0(X )→C∗(X ) est un homéomorphisme.
(ii) Si X est géodésique, l’application i : X →C0(X ), x 7→ dx − d(x , x0) est un homéomorphisme
sur son image.
Preuve. (i) On vérifie que si ψ : C∗(X ) → C0(X ), [ f ] 7→ f − f (x0), alors ψ est bien définie et ϕ
et ψ sont inverses l’une de l’autre. De plus ϕ est continue puisque pi l’est. Pour ψ, on a la situation
suivante :
C (X ) C∗(X )
C0(X )
// //pi







ψ
?
OO         
j
L’applicationψ est continue. En effet, soit f ∈ C0(X ) et U0( f , n,") = {g ∈ C0(X ) | ‖ f −g‖B(x0,n) ≤ "}
un voisinage de f dans C0(X ). Il faut montrer queψ−1(U0(n,", f )) est un voisinage deψ−1( f ) dansC∗(X ). Par la définition de la topologie quotient, il s’agit de vérifier que pi−1(ψ−1(U0(n,", f ))) est
un voisinage de j( f ) = f dans C (X ). Ceci est le cas car
U( j( f ), n,"/2) = {h ∈ C (X ) | ‖ f − h‖B(x0,n) ≤ "/2} ⊆ pi−1(ψ−1(U0(n,", f ))).
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En effet, si h ∈ U( j( f ), n,"/2), alors
‖ f −ψ(pi(h))‖B(x0,n) = ‖ f − h+ h(x0)‖B(x0,n) ≤ ‖ f − h‖B(x0,n)+ |h(x0)| ≤ "/2+ "/2= ".
(ii) On a i(x) ∈ C0(X ) car |i(x)(z) − i(x)(z′)| ≤ d(z, z′). Pour montrer que i est un homéomor-
phisme sur son image, on reprend la preuve de [Bal95] (p. 27). Premièrement, on remarque que si
d(x , x0)≥ d(y, x0), alors
i(y)(x)− i(x)(x) = d(y, x)− d(y, x0)− d(x , x) + d(x , x0)≥ d(x , y),
ce qui permet de conclure que i est injective.
Deuxièmement, si x , y, z ∈ X , alors
|i(x)(z)− i(y)(z)|= |d(x , z)− d(x , x0)− d(y, z) + d(y, x0)| ≤ 2d(x , y) pour tout z ∈ X ,
et donc i est continue (en fait uniformément continue).
Troisièmement, on va montrer que l’inverse de i définie sur i(X ) est continue. Soit x ∈ X et B(x ,")
un voisinage de x dans X . Il faut montrer que i(B(x ,")) est un voisinage de i(x) dans i(X ). Pour ce
faire on va montrer que si " < 2, alors
U0(i(x), 2d(x , x0) + 1,")⊆ i(B(x ,")).
On procède en deux temps.
1) On montre que
i(B(x0, 2d(x , x0) + 1))∩ U0(i(x), 2d(x , x0) + 1,")⊆ i(B(x ,")).
En effet, si i(y) ∈ i B(x0, 2d(x , x0) + 1) ∩ U0(i(x), 2d(x , x0) + 1,"), alors on a que x , y ∈
B(x0, 2d(x , x0) + 1) et donc en particulier (puisque i(x), i(y) ∈ U0(i(x), 2d(x , x0) + 1,"))
" ≥ |i(x)(x)− i(y)(x)|= | − d(x , x0)− d(x , y) + d(y, x0)|
et
" ≥ |i(x)(y)− i(y)(y)|= |d(x , y)− d(x , x0) + d(y, x0)|.
Or ceci n’est possible que si d(x , y)≤ " (si |a− b| et |a+ b| sont < ", alors |a|, |b|< ") 3.
2) On montre que si " < 2, alors on a que
U0(i(x), 2d(x , x0) + 1,")⊆ i(B(x0, 2d(x , x0) + 1)).
On fixe i(y) /∈ i(B(x0, 2d(x , x0) + 1)) (en particulier d(x , y) ≥ d(x0, x) + 1) et on choisit z le point
sur une géodésique de x à y à distance d(x , x0) + 1 de x . Alors
i(x)(z)− i(y)(z) = d(x , z)− d(x , x0)− d(y, z) + d(y, x0)
= 1+ d(x , x0)− d(x , x0)− d(y, z) + d(y, x0)
≥ 1+ d(y, x)− d(x , x0)− d(y, z) = 1+ d(x , z)− d(x , x0)≥ 2= "
et donc ‖i(x)− i(y)‖B(x ,2d(x ,x0)+1) > ", c’est-à-dire i(y) /∈ U0(i(x), 2d(x , x0) + 1,").
3. Prendre ici a = d(y, x0)− d(x , x0) et b = d(x , y).
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Remarque 3.3.4. Le point (ii) du lemme précédent n’est plus vrai si on ne suppose pas l’espace
géodésique (contrairement à ce qu’affirme un exercice de [BH99] (Exercice 1, p. 268)). Sans cette
hypothèse, l’inverse de i n’est en général pas continue comme le montre l’exemple suivant qui nous
a été communiqué par U. Bader.
Soit X = {xn}n≥0 ⊆ (`1(N),‖ ‖1) avec xn = nδn pour tout n≥ 0 où δ0 = 0 et δn = (0, . . . , 0, 1, 0, . . .)
avec le 1 à la n-ième place (si n ≥ 1). Cet espace est propre puisque toute boule fermée ne
contient qu’un nombre fini d’éléments. Plongeons X dans C0(X ) muni de la topologie de la conver-
gence uniforme sur les compacts et observons que i(xn)
n→∞→ i(x0), alors que xn n→∞9 x0 (puisque
d(xn, x0) = n). En effet, pour n> 0, on a
i(xn)(xm) = d(xn, xm)− d(xn, x0) =
(
m si m 6= n
−n si m= n
et
i(x0)(xm) = d(x0, xm)− d(x0, x0) = m.
Ainsi, si {xn1 , . . . , xnk} est un sous-ensemble compact de X fixé, on a que i(xn)(xni ) = ni = i(x0)(xni )
pour tout n≥max{n1, . . . , nk} et i = 1, . . . , k, c’est-à-dire que i(xn) n→∞→ i(x0). Et pourtant, xn 9 x0
Cet exemple montre aussi que i(X ) est déjà compact lorsqu’on le plonge dans C0(X ).
On peut obtenir le bord d’un espace CAT(0) en commençant par définir tout d’abord i(X ) l’adhérence
de i(X ) dans C∗(X ) (ou de manière équivalente dans C0(X ) pour un x0 ∈ X fixé), puis en posant
∂ X = i(X ) \ i(X ).
Le Théorème II.8.13 de [BH99] montre que l’inclusion naturelle i : X →C0(X ) s’étend de manière
unique en un homéomorphisme de X dans i(X ). Cet homéomorphisme fait correspondre à un point
ξ du bord, la fonction bξ,x0 ∈ C0(X ) définie par 4
bξ,x0(x) := limt→∞

d(x , cξ,x0(t))− t

qui est appelée la fonction de Busemann associée à ξ et à x0. Dans la suite, on imagine i(X )⊆C0(X )
et on va montrer que si (Ω, X•) est un champ borélien d’espaces CAT(0) propres, alors il existe une
structure borélienne agréable sur (Ω, i•(X•)) qui fait de (Ω, i•(X•)) et de (Ω,∂ X•) des sous-champs
boréliens de (Ω, i•(X•)).
Définition 3.3.5. Soit Ω un espace borélien, (Ω, X•) un champ d’espaces métriques propres, x0• ∈S (Ω, X•) et (Ω,C0(X•)) le champ des fonctions continues s’annulant en x0• . Pour chaqueω, on considère
iω : Xω → C0(Xω) comme dans le Lemme 3.3.3. On introduit alors (Ω, i•(X•)) et (Ω, i•(X•)) les sous-
champs de (Ω,C0(X•)) définis respectivement par  i•(X•)ω := iω(Xω) et  i•(X•)ω := iω(Xω) (i.e.
l’adhérence de iω(Xω) dans C0(Xω)).
Lemme 3.3.6. Soit (Ω,A ) un espace borélien, (Ω, X•) un champ borélien d’espaces métriques propres
et x0• ∈ L (Ω, X•). Alors (Ω, i•(X•)) et (Ω, i•(X•)) sont des sous-champs boréliens de (Ω,C0(X•)) (voir le
Théorème 1.5.2). De plus, i• est un morphisme de champ compatible.
Preuve. On rappelle que si (Ω, X•) est un champ borélien d’espaces métriques propres de structure
borélienneL (Ω, X•), alors (Ω,C0(X•)) est un champ borélien d’espaces métrisables pour la structure
borélienne
L (Ω,C0(X•)) = { f• ∈ S (Ω,C0(X•)) | f•(x•) est borélienne pour tout x• ∈ L (Ω, X•)}.
4. Cette limite existe, voir le Lemme II.8.18 de [BH99].
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On fixe maintenant une partie fondamentale D de L (Ω, X•). Alors
i•(D)⊆L (Ω,C0(X•))∩S (Ω, i•(X•)) =:L (Ω, i•(X•)).
En effet, si x• ∈ D, alors i•(x•)(y•) = d•(x•, y•)− d•(x•, x0• ) est borélienne pour tout y• ∈ L (Ω, X•).
De plus, comme iω : Xω→ iω(Xω) est continue, i•(D) satisfait l’hypothèse de la Remarque 1.2.5 (en
effet si D est partout dense dans X•, alors i•(D) est partout dense dans i•(X•)). Ainsi, (Ω, i•(X•)) est
un sous champ borélien de (Ω,C0(X•)) et i•(L (Ω, X•)) =L (Ω, i•(X•)) (voir le Corollaire 1.5.14). La
Remarque 1.2.8 montre que (Ω, i•(X•)) est aussi un sous-champ borélien de (Ω,C0(X•)).
Si on rajoute l’hypothèse que presque tous les Xω sont géodésiques, le lemme précédent et le
Lemme 3.3.3 montrent que (Ω, X•) et (Ω, i•(X•)) sont topologiquement équivalents (voir la Défi-
nition 1.1.17). Avant de montrer que (Ω,∂ X•) est un sous-champ borélien de (Ω, i•(X•)), on montre
le résultat classique suivant.
Lemme 3.3.7. Si (X , d) est un espace métrique propre géodésique, alors i(X ) et ∂ X sont compacts.
Preuve. La preuve de ce Lemme repose sur une généralisation du Théorème d’Ascoli qui affirme (voir
par exemple [Mun75], p. 290) : si X est localement compact et Hausdorff, Y est un espace métrique
et C (X , Y ) est muni de la topologie compacte-ouverte, alors F ⊆ C (X , Y ) est de clôture compacte
si et seulement si F est équicontinu et Fx := { f (x) | f ∈ F} ⊆ Y est de clôture compacte pour tout
x ∈ X . Comme la topologie sur Y = R provient d’une métrique, les topologies compacte-ouverte et
de convergence uniforme sur les compacts coïncident ([Mun75], p. 286). L’ensemble F = i(X ) est
équicontinu car |i(x)(z)− i(x)(z′)| ≤ d(z, z′) pour tout x , z, z′ ∈ X et, comme Fx = {i(y)(x) | y ∈
X } ⊆ R, pour montrer que Fx est de clôture compacte, il suffit de voir que Fx est borné. Ceci est
le cas car |i(y)(x)| = |d(y, x)− d(y, x0)| ≤ d(x , x0) indépendamment de y ∈ X . Par conséquent,
i(X ) est compact. De plus, puisque i(X ) est ouvert dans i(X ) (l’image d’un voisinage de x ∈ X est
un voisinage de i(x) puisque i est un homéomorphisme), on observe que ∂ X est fermé dans i(X ) et
donc compact.
Proposition 3.3.8. Soit (Ω,A ) un espace borélien, (Ω, X•) un champ borélien d’espaces métriques
CAT(0) propres et x0• ∈ L (Ω, X•). Alors (Ω,∂ X•) est un sous-champ généralisé borélien de fermés de
(Ω, i•(X•)).
Preuve. (1) On commence par montrer que si X est un espace métrique CAT(0) propre, x0 ∈ X et
i : X →C0(X ), alors
∂ X =
⋂
R∈N
i(X ) \ i B(x0, R).
Pour prouver cette égalité on aura besoin de l’observation suivant : soit {xn}n≥1 ⊆ X une suite telle
que i(xn)→ y ∈ ∂ X , alors d(x0, xn)→∞. En effet, si on suppose par l’absurde qu’il existe M ≥ 0
et une sous-suite {xnk}k≥1 ⊆ B(x0, M), alors, quitte à encore passer à une sous-suite, il existe x ∈ X
tel que xnk → x , d’où i(xnk)→ i(x) ce qui contredit i(xn)→ y ∈ ∂ X .
[⊆] Soit ξ ∈ ∂ X et R > 0 fixés. Alors il existe une suite {xn}n≥1 ⊆ X telle que i(xn) → ξ. Par
l’observation ci-dessus, on a que d(x0, xn) → ∞. Ainsi, il existe n0 ∈ N tel que xn ∈ X \ B(x0, R)
pour tout n≥ n0. Mais alors {i(xn)}n≥n0 ⊆ i(X ) \ i(B(x0, R)), et donc ξ ∈ i(X ) \ i(B(x0, R)).
[⊇] Soit y ∈ ⋂R≥0 i(X ) \ i(B(x0, R)). Supposons que y ∈ i(X ). Alors il existe R ∈ N tel que
y ∈ i(B(x0, R)) et donc y /∈ i(X ) \ i(B(x0, R+ 1)). En effet, s’il existait {xn} ⊆ X \ B(x0, R+ 1) tel
que i(xn) → y , alors on aurait, puisque i est un homéomorphisme, que X \ B(x0, R+ 1) 3 xn →
i−1(x) ∈ B(x0, R) ce qui est impossible. Ainsi y ∈ ∂ X .
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(2) Muni de cette description du bord, on peut maintenant prouver l’énoncé du lemme. On sait
que X• \ B(x0• , R) est un sous-champ généralisé borélien d’ouverts pour tout R ≥ 1 (puisque c’est
le complémentaire d’un sous-champ borélien de complets, voir la Remarque 1.2.24). Puisque X• et
i•(X•) sont topologiquement équivalents, alors i•(X•)\B(x0• , R) est un sous-champ généralisé borélien
d’ouverts de i•(X•) et donc de i•(X•) (Lemme 1.2.6). Le point (1) montre que
∂ X• =
⋂
R∈N
i•(X•) \ i•(B(x0• , R))
et donc ce champ est un sous-champ généralisé borélien de fermés par la Proposition 1.5.6.
Définition 3.3.9. Soit X un espace CAT(0) propre, x ∈ X et ξ ∈ ∂ X . On rappelle que cξ,x : [0,∞[→ X
dénote l’unique rayon de X issu de x et tendant vers ξ et bξ,x ∈ C (X ) la fonction de Busemann associée
à ξ et x. Si le choix de x est évident ou sous-entendu, par exemple si on a choisit un point base x ∈ X ,
alors on se permettra de noter cξ au lieu de cξ,x et bξ au lieu de bξ,x .
Soit (Ω,A ) un espace borélien, (Ω, X•) un champ d’espaces CAT(0) propres, x• ∈ S (Ω, X•) et ξ• ∈S (Ω,∂ X•). Alors cξ•,x• : [0,∞[→S (Ω, X•) est défini par
cξ•,x• : [0,∞[ → S (Ω, X•)
t 7→ cξ•,x•(t) :ω 7→ cξω,xω(t).
De même, bξ•,x• ∈ S (Ω,C (X•)) est définie par
 
bξ•,x•

ω := bξω,xω .
Si on a choisi une section de points base x0• ∈ S (Ω, X•), on se permettra de noter cξ• au lieu de cξ•,x0• .
Remarque 3.3.10. Dans la suite on se permettra de faire référence à (Ω, X•) comme à un sous-
champ de (Ω,C0(X•)) tout en étant conscient du danger d’une telle identification (la structure
borélienne est la même, mais la distance est différente). Il nous arrivera de noter (Ω, X•) (res-
pectivement (Ω, X•)) au lieu de (Ω, i•(X•)) (respectivement (Ω, i•(X•))). La Proposition 3.3.8 et le
Lemme 3.3.6 décrivent les sections de points du bord qui sont boréliennes. Il s’agit de celles qui
satisfont que bξ•,x0• (x•) est une fonction borélienne pour tout x• ∈ L (Ω, X•). Il est important de
remarquer que la condition ne dépend pas du choix de x0• ∈ L (Ω, X•). En effet, si y0• ∈ L (Ω, X•),
alors bξ•,y0• (x•) = bξ•x0• (x•)− bξ•x0• (y0• ) est une fonction borélienne, et donc la structure borélienne
sur (Ω, X•) obtenue est indépendante du choix de x0• . En fait, l’observation précédent montre que la
structure borélienne sur le champ des bords est égale à
{ξ• ∈ S (Ω,∂ X•) | bξ,x•(y•) pour tout x•, y• ∈ L (Ω, X•)}.
A partir de maintenant, on se permet de noter x au lieu de i(x).
Définition 3.3.11. Soit X un espace CAT(0). Pour tout ξ,η ∈ ∂ X , on définit l’angle entre ξ et η au
point x ∈ X par
∠x(ξ,η) = ∠x(cξ,x(1), cη,x(1))
et l’angle de Tits par
∠(ξ,η) := sup
x∈X
∠x(ξ,η).
Lemme 3.3.12. Soit (Ω,A ) un espace borélien, (Ω, X•) un champ borélien d’espaces CAT(0) propres
non bornés, ξ•,η• ∈ L (Ω,∂ X•) et x• ∈ L (Ω, X•). Alors
(i) cξ•,x•(t) ∈ L (Ω, X•) pour tout t ≥ 0,
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(ii) les application suivantes sont boréliennes
∠x•(ξ•,η•) : Ω → [0,pi]
ω 7→ ∠xω(ξω,ηω),
et
∠•(ξ•,η•) : Ω → [0,pi]
ω 7→ ∠ω(ξω,ηω),
où ∠xω(ξω,ηω) est l’angle d’Alexandrov en xω entre les deux uniques rayons géodésiques issus de
xω et partant vers ξω et ηω dans Xω et ∠ω(ξω,ηω) est l’angle de Tits entre ξω et ηω dans ∂ Xω.
Preuve. (i) Soit D une famille fondamentale pour la structure borélienne L (Ω, X•). Alors par le
Lemme 3.3.6, D est aussi une famille fondamentale pour la structure naturelle L (Ω, X•). En par-
ticulier, toute section de L (Ω, X•) est limite ponctuelle de recollements dénombrables boréliens
d’éléments de D (Lemme 1.1.9). Comme D ⊆ L (Ω, X•), alors tout élément de L (Ω, X•) est limite
ponctuelle d’éléments de L (Ω, X•). En particulier, puisque ξ• ∈ L (Ω,∂ X•)⊆L (Ω, X•), il existe une
suite de sections xn• ∈ L (Ω, X•) telle que xn• → ξ• ponctuellement (moralement : on peut approximer
n’importe quelle section borélienne de points du bord par des sections boréliennes de points à l’in-
térieur). Quitte à modifier les sections par recollements dénombrables boréliens, on peut supposer
que
dω(x
n
ω, xω)≥ n pour tout ω ∈ Ω
(il suffit d’utiliser l’observation de la preuve de la Proposition 3.3.13 qui garantit que dω(xnω, xω)→∞ pour tout ω ∈ Ω). On peut ainsi définir cnω : [0, dω(xω, xnω)]→ Xω la géodésique de xω à xnω et,
pour t fixé, on a
cn• (t) ∈ L (Ω, X•) pour tout n≥ t
(voir le Proposition 3.2.1 (i)). Or, par définition de xn• → ξ•, on a, pour t fixé, (voir [BH99], Propo-
sition II.8.19)
cnω(t)→ cξω,xω(t) pour tout ω ∈ Ω,
d’où on peut conclure que
cξ•,x•(t) = limn→∞ c
n
• (t) ∈ L (Ω, X•).
(ii) Par définition de ∠x•(ξ•,η•), on a que
∠x•(ξ•,η•) = ∠x•
 
cξ•,x•(1), cη•,x•(1)

.
Ainsi on peut conclure que cette fonction est borélienne en utilisant le point précèdent et la Proposi-
tion 3.2.1 (iii). Pour la deuxième fonction, on utilise la Proposition II.9.8 (4) de [BH99], qui montre
que
∠•(ξ•,η•) = 2arcsin
 
lim
t→∞
1
2t
· d(cξ•,x•(t), cη•,x•(t))

.
Aussi cette fonction est-elle borélienne comme limite ponctuelle de fonctions boréliennes.
Lemme 3.3.13. Soit (Ω,A ) borélien et X• un champ borélien d’espaces CAT(0) propres et Y• un sous-
champ borélien de convexes fermés de X•. Alors ∂ Y• est un sous-champ généralisé borélien de fermés de
∂ X•.
Preuve. Commençons par montrer que si X est un espace CAT(0) et que Y est un sous-ensemble
convexe fermé de X , alors ∂ Y est un sous-ensemble fermé de ∂ X . Soit y0 ∈ Y fixé. Alors un rayon
géodésique dans Y issu de y0 est un rayon géodésique dans X et deux rayons dans Y sont équivalents
dans Y si et seulement s’ils sont équivalents dans X . On peut ainsi définir une application injective
naturelle j : ∂ Y → ∂ X . On peut ainsi identifier ∂ Y à un sous-ensemble de ∂ X . Il reste à vérifier que
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∂ Y est fermé dans ∂ X . Soit {ξn}n≥1 ⊆ ∂ Y une suite convergeant vers un point ξ ∈ ∂ X . En particu-
lier, cy0,ξn(t)→ cy0,ξ(t) pour tout t ∈ R≥0. Ainsi, puisque Y est fermé, on a que cy0,ξ([0,∞[)⊆ Y et
donc ξ ∈ ∂ Y . Observons encore que si i : X →C0(X ), x 7→ dx − d(x , y0), alors ∂ Y = i(Y )∩ ∂ X .
Maintenant on peut montrer que ∂ Y• est un sous-champ borélien de ∂ X•. En effet, puisque i• est
un morphisme compatible (Lemme 3.3.6), on a que i•(Y•) est un sous-champ borélien de i•(X•)
(Lemme 1.2.11) et donc que i•(Y•) est un sous-champ borélien de i•(X•). Ainsi ∂ Y• = i•(Y•)∩∂ X• est
un sous-champ généralisé borélien de i•(X•) comme intersection de sous-champs généralisés boré-
liens de fermés (Proposition 1.5.6) et on peut conclure avec le Lemme 1.2.6 sur la transitivité des
sous-champs.
Corollaire 3.3.14. Soit (Ω,A ) un espace borélien et X• un champ borélien d’espaces CAT(0) propres.
Supposons qu’il existe une décomposition borélienne X• = X 1• × X 2• (voir Définition 1.9.6). Alors ∂ X 1•
est un sous-champ borélien de X• (de même pour ∂ X
2
• )
Preuve. On fixe x2• ∈ L (Ω, X 2• ). Alors X 1• ×{x2• } est clairement un sous-champ borélien de convexes
fermés de X•. Comme ∂ X
1
• ' ∂ (X 1• × {x2• }) le Lemme 3.3.13 permet de conclure.
Extension d’une isométrie au bord
Lemme 3.3.15. Soit X1, X2 deux espaces CAT(0) propres et γ : X1→ X2 une isométrie. Alors l’extension
naturelle de γ à X1→ X2 est un homéomorphisme qui envoie ∂ X1 sur ∂ X2.
Si on munit ∂ X1 et ∂ X2 de la métrique angulaire, alors cette application naturelle est une isométrie.
Remarque 3.3.16. En fait, on pourrait regarder pour la première partie la preuve de [BH99], II.8.9,
p. 264. Ils prolongent l’action en observant qu’un rayon géodésique est envoyé sur un rayon géodé-
sique. Mais comme on préfère voir ∂ X comme un sous-ensemble de C0(X ) (pour pouvoir mettre la
structure borélienne), il est intéressant de refaire la preuve dans ce cas-là. L’avantage de la méthode
sur les rayons géodésiques est qu’elle fonctionne pour une application isométrique (pas nécessaire-
ment bijective).
Preuve. Choisissons x1 ∈ X1 et x2 ∈ X2 des points bases. On reprend les notations du Lemme 3.3.3.
On a la situation suivante :
C (X1) C∗(X1)
X1 C0(X1)
// //
pi1
 







ψ1
  //
i1 ?

OO         
j1
et de même pour X2. Comme γ : X1→ X2 est une isométrie, c’est en particulier un homéomorphisme
et donc eγ :C (X1)→C (X2), f 7→ f ◦ γ−1 est un homéomorphisme. En effet, si { fn}n≥1 une suite de
fonctions dans C (X1) qui converge uniformément sur les compacts vers f ∈ C (X1), alors eγ( fn) =
fn◦γ−1 converge uniformément sur les compacts vers f ◦γ= eγ f puisque un homéomorphisme entre
espaces séparés envoie les compacts sur les compacts (voir [BTG], Chapitre 1, §9, n◦4). Vérifions
qu’il passe au quotient et qu’on peut définir un homéomorphisme eγ∗ :C∗(X1)→C∗(X2), par [ f ] 7→
[eγ( f )].
(1) eγ∗ est bien défini : si g = f + c où c est une constante, alors eγ( f + c)(x) = ( f + c)(γ−1(x)) =
f (γ−1(x)) + c = (eγ( f ) + c)(x).
(2) eγ∗ est continue : si [ fn] → [ f ], alors il existe une suite de constantes {cn}n≥1 ⊆ R telle
que fn + cn → f (uniformément sur les compacts). On observe que eγ∗([ fn]) = [eγ( fn)] (1)=
[eγ( fn) + cn]→ [eγ( f )] = eγ∗( f ).
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Puisque C∗(Xk) est homéomorphe à C0(Xk) via ψk (pour k = 1,2) on arrive à construire un homéo-
morphisme entre C0(X1) et C0(X2) en posant eγ0 := ψ2 ◦ eγ∗ ◦ψ−11 . Il découle des définitions de ces
applications que eγ0 est donnée pareγ0 : C0(X1) → C0(X2)
f 7→ [eγ0( f ) : y 7→ f (γ−1 y)− f (γ−1 x2)]
Vérifions que le diagramme suivant commute
C0(X1) C0(X2)
X1 X2
//
eγ0
//
γ?

OO
i1
?
OO
i2
En effet,
eγ0(i1(x)) = eγ0 d(x , ·)− d(x , x1)=  d(x , ·)− d(x , x1) ◦ γ−1−  d(x ,γ−1(x2))− d(x , x1)
γ iso.
= d(γ(x), ·)− d(γ(x), x2) = i2(γ(x)).
L’homéomorphisme eγ0 est donc bien une extension de γ. On peut maintenant vérifier que ∂ X1
s’envoie sur ∂ X2 :
eγ0(∂ X1) = eγ0 i1(X1) \ i1(X1)= eγ0 i1(X1) \ eγ0 i1(X1)
= i2(γ(X1)) \ i2(γ(X1)) = i2(X2) \ i2(X2) = ∂ X2.
On peut vérifier que cette extension est bien la même que celle qui est “plus géométrique”. Rappelons
qu’un point ξ ∈ ∂ X1 ⊆ C0(X1) est représenté par sa fonction de Busemann bξ,x1 : X1 → R, x 7→
limt→∞
 
d(cξ,x1(t), x)− t

. On peut calculer
eγ0(bξ,x1)(y) = limt→∞  d(cξ,x1(t),γ−1(y))− t− limt→∞  d(cξ,x1(t),γ−1(x2))− t
γ iso.
= limt→∞
 
d(γ(cξ,x1(t)), y)− t
− limt→∞  d(γ(cξ,x1(t)), x2)− t
= limt→∞
 
d(cγ(ξ),γ(x1)(t), y)− t
− limt→∞  d(cγ(ξ),γ(x1)(t), x2)− t
= bγ(ξ),γ(x1)(y)− bγ(ξ),γ(x1)(x2) = bγ(ξ),x2(y).
Ainsi, on voit bien que les deux manières d’étendre l’action sont identiques.
La preuve de la deuxième partie de l’énoncé est évidente au vu de la définition de l’angle de Tits.
Extension au bord de l’action d’un G-espace
Soit G un groupe localement compact à base dénombrable, Ω un G-espace borélien standard et X un
espace CAT(0) propre. Supposons qu’on se soit donné une action du G-espace sur X , c’est-à-dire un
cocycle borélien α : G×Ω→ Iso(X ). On sait que chaque isométrie de X s’étend au bord et qu’on peut
définir un cocycle de G × Ω → Hom(∂ X ) (Lemme 3.3.15) (on rappelle que Hom(∂ X ) muni de la
topologie de la convergence uniforme est un groupe topologique métrisable et à base dénombrable,
Lemme B.3.3). Le lemme qui suit montre que ce cocycle est borélien.
Lemme 3.3.17. Soit X un espace métrique propre. Alors l’homomorphisme
ϕ : Iso(x) → Hom(X )
γ 7→ γ˜
est continu.
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Preuve. Puisque Iso(X ) est à base dénombrable (et donc en particulier satisfait le premier axiome de
dénombrabilité), il suffit de vérifier que si γn→ γ dans Iso(X ) (pour la topologie de la convergence
uniforme sur les compacts), alors ϕ(γn)→ ϕ(γ) dans Hom(X ) (pour la topologie de la convergence
uniforme). Il s’agit de montrer que pour tout " > 0 et R≥ 0, il existe N ≥ 0 tel que
‖ ϕ(γn)( f )−  ϕ(γ)( f )‖B(x0,R) < " ∀ f ∈ X et n≥ N .
Puisque i0(X ) ⊆ X est dense, on peut remplacer “pour tout f ∈ X ” par “pour tout f ∈ i0(X )”. Soit
donc f = i0(y) = d(·, y)− d(x0, y) (avec y ∈ X ). Alors pour tout x ∈ X , on a que
|
 
ϕ(γn)

(i0(y))−  ϕ(γ)(i0(y))(x)| = |d(γ−1 x , y)− d(x0, y)− d(γ−1n x , y) + d(x0, y))|
≤ d(γ−1 x ,γ−1n x).
Comme on a supposé que γn → γ, alors γ−1n → γ−1 (puisque Iso(X ) est un groupe topologique) et
donc le lemme est démontré par définition de la convergence uniforme sur les compacts.
Extension au bord de l’action d’une relation d’équivalence
Lemme 3.3.18. Soit (Ω,A ) un espace borélien standard, R ⊆ Ω2 une relation d’équivalence bo-
rélienne dénombrable, X• un champ borélien d’espaces CAT(0) propres et une action R y X• par
isométries qu’on note α. Alors l’action de R s’étend en une action par homéomorphismes eα de R
sur les champ boréliens X et ∂ X•. De plus, si on munit chaque ∂ Xω de la métrique angulaire, alorseα(ω,ω′) : ∂ Xω→ ∂ Xω′ est une isométrie pour tout (ω,ω′) ∈ R .
Preuve. Fixons une section de points bases x0• et considérons C0(X•) le sous-champ borélien deC (X•) défini à l’aide de la section x0• (voir le Théorème 1.5.2). Par le Lemme 3.3.15, l’extension du
cocycle est donnée pareα(ω,ω′) : C0(Xω) → C0(Xω′)
f 7→ [α(ω,ω′)( f ) : x 7→ f (α(ω′,ω)x)− f (α(ω′,ω)x0
ω′)].
La preuve du même lemme montre que le point (i) et (iii) de la Définition 2.2.6 sont satisfaits. Il
reste à vérifier le point (ii). Par la Proposition 2.2.9, il suffit de vérifier que ϕ f• ∈ L (Ω,C0(X•)) pour
tout f• ∈ L (Ω,C0(X•)) et tout ϕ ∈ [R]. Soit x• ∈ L (Ω, X•). On vérifie directement 5 que
(ϕ f•)(x•) =
 
f•(ϕ
−1 x•)− f•(ϕ−1 x0• )
 ◦ϕ−1.
Mais ϕ−1 x•,ϕ−1 x0• ∈ L (Ω, X•) puisque R agit sur X• et donc f•(ϕ−1 x•), f•(ϕ−1 x0• ) ∈ L (Ω,R)
puisque f• ∈ L (Ω,C0(X•)) ⊆L (Ω,C (X•)). Finalement ϕ−1 est un automorphisme borélien et on a
bien que (ϕ f•)(x•) ∈ L (Ω,R) pour tout x• ∈ L (Ω, X•), c’est-à-dire ϕ f• ∈ L (Ω,C0(X•)).
Maintenant le Lemme 3.3.15 montre que les sous-champs boréliens X • et ∂ X• de C0(X•) sont R-
invariants. La restriction de l’action à ces deux sous-champs boréliens est donc bien une action (voir
Lemme 2.2.16).
3.4 Rayon et centre d’un sous-champ borélien de fermés de ∂ X •
Dans cette section, on s’intéresse aux sous-champs boréliens de “petits” fermés du champ ∂ X•. Sup-
posons que X est un espace CAT(0) propre et que A ⊆ ∂ X est un fermé pour la topologie conique.
On peut considérer le rayon de cet ensemble pour la métrique angulaire :
rad(A) = inf
ξ∈∂ X{supη∈A∠(ξ,η)}.
De plus, si rad A< pi/2, alors on peut définir le centre de A à l’aide des résultats suivants :
5. Comme dans la preuve du Lemme 2.2.23.
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Théorème 3.4.1 (Théorème II.9.13 de [BH99]). Si X est un espace CAT(0), alors ∂ X muni de la
métrique angulaire est un espace CAT(1) complet.
Définition 3.4.2. Soit κ ∈ R. On introduit
Dκ :=
(
pi/
p
κ si κ > 0
∞ si κ≤ 0.
Proposition 3.4.3 (Proposition II.2.7 de [BH99]). Soit X un espace CAT(κ) complet. Si Y ⊆ X est un
sous-ensemble borné de rayon rad(Y ) < Dκ/2, alors il existe un unique point cY ∈ X , appelé le centre
de Y , tel que Y ⊆ B(cY , rad(Y )).
Définition 3.4.4. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’espaces CAT(0)
propres. Soit (Ω, A•) un sous-champ borélien de fermés du champ ∂ X• tels que rad(Aω) < pi/2 pour
tout ω ∈ Ω. Par le Théorème 3.4.1 et la Proposition 3.4.3, il existe un unique centre cAω de Aω pour
tout ω ∈ Ω. Il est alors possible de définir la section cA• ∈ S (Ω,∂ X•) par cA• :ω 7→ cAω . On l’appelle la
section des centres de A•.
On a certes montré que pour les champs boréliens d’espaces CAT(0) la fonction ∠•(ξ•,ξ′•) était
borélienne pour tout ξ•,ξ
′
• ∈ L (Ω,∂ X•), mais ce n’est pas suffisant pour affirmer que la fonction
rad(A•) est borélienne si A• est un sous-champ borélien. En effet, la topologie déduite de la métrique
angulaire peut être strictement plus fine que celle de la topologie conique et ne pas être séparable
c’est pourquoi on ne peut pas parler du champ borélien d’espaces métriques
 
Ω, (∂ X•,∠•)

. On ne
peut donc pas estimer le rayon à partir de familles fondamentales de L (Ω,∂ X•) et L (Ω, A•) comme
on l’a fait pour les champs d’espaces CAT(0) (voir 3.2.1 (iv)). Il va donc être un peu plus difficile de
montrer que la fonction rad(A•) et, quand cela a un sens, que la section des centres cA• associées à
un sous-champ borélien A• de ∂ X• sont boréliennes.
Proposition 3.4.5. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’espaces CAT(0)
propres. Soit (Ω, A•) un sous-champ borélien de fermés du champ (Ω,∂ X•). Alors
(i) La fonction rad(A•) est borélienne.
(ii) Si rad(Aω)< pi/2 pour tout ω ∈ Ω, alors cA• ∈ L (Ω,∂ X•).
Preuve. (i) On décompose la preuve en plusieurs points.
(1) Soit X un espace CAT(0) propre, x0 ∈ X et n≥ 1 un entier positif. Alors la fonction
∠n : ∂ X × ∂ X → [0,pi]
(ξ,η) 7→ ∠n(ξ,η) := sup
1≤t≤n
∠x0(cξ,x0(t), cξ′,x0(t))
est continue lorsqu’on munit ∂ X de la topologie conique et limn→∞∠n(ξ,ξ′) = ∠(ξ,ξ′) pour tout
ξ,ξ′ ∈ ∂ X . Commençons par observer que les applications
R× ∂ X → X
(t,ξ) 7→ cξ,x0(t) et
X \ {x0} × X \ {x0} → [0,pi]
(x , y) 7→ ∠x0(x , y)
sont continues. La première l’est par définition de la topologie conique et la deuxième car l’angle de
comparaison peut-être exprimé continûment à partir des distances entre les trois points concernés
(voir la preuve de la Proposition 3.2.1 (iii) ). Ainsi, la fonction
[1, n]× ∂ X × ∂ X → [0,pi]
(t,ξ,ξ′) 7→ ∠x0(cξ,x0(t), cξ′,x0(t))
est continue (et donc uniformément continue) pour tout n ≥ 1 (comme composition d’applications
continues). La remarque ci-dessous permet de conclure que la fonction ∠n est continue. Le fait que
∠n→ ∠ est prouvée dans [BH99] (Proposition II.9.8 et sa preuve).
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Remarque 3.4.6. Soit X , Y deux espaces métriques et h : X × Y → R une fonction uniformément
continue telle que, pour tout x ∈ X , maxy∈Y {h(x , y)} est atteint en un point yx ∈ Y . Alors la fonction
h+ : X → R
x 7→ max
y∈Y {h(x , y)}= h(x , yx)
est continue.
Soit x , x ′ ∈ X . Sans restreindre la généralité, on peut supposer que
h+(x) =maxy∈Y {h(x , y)} ≥ h+(x ′) =maxy∈Y {h(x ′, y)}.
Alors
|h+(x)− h+(x ′)|=maxy∈Y {h(x , y)}︸ ︷︷ ︸
=h(x ,yx )
−max
y∈Y {h(x ′, y)}︸ ︷︷ ︸
≥h(x ′,yx )
≤ h(x , yx)− h(x ′, yx)
qui est petit si x est proche de x ′ puisque h est uniformément continue. 6
(2) Soit X un espace CAT(0) propre, x0 ∈ X et A⊆ ∂ X un sous-ensemble fermé du bord. Alors on a
rad(A) = lim
n→∞ minξ∈∂ X{maxη∈A {∠
n(ξ,η)}}.
Commençons à calculer
rad(A)
déf.
= inf
ξ∈∂ X{supη∈A{∠(ξ,η)}}= infξ∈∂ X

sup
η∈A
{sup
n≥1
{∠n(ξ,η)}}	
(1)
= inf
ξ∈∂ X

sup
n∈≥1
{max
η∈A {∠n(ξ,η)}}
	
.
Comme X est propre, ∂ X et A sont des compacts métrisables et donc ∂ X × A aussi. Pour tout n≥ 1,
on peut appliquer la Remarque 3.4.6 à la fonction uniformément continue ∠n |∂ X×A. Ainsi,
∂ X → [0,pi]
ξ 7→ maxη∈A{∠n(ξ,η)}
est une fonction continue pour tout n ≥ 1. Par des résultats classiques 7, la fonction ∂ X →
[0,pi], ξ 7→ supn∈N{maxη∈A{∠n(ξ,η)}} est une fonction semi-continue inférieurement et elle ad-
met donc un minimum. Ainsi
rad(A) = min
ξ∈∂ X

sup
n∈N
{max
η∈A {∠n(ξ,η)}}
	 (∗)
= lim
n→∞ minξ∈∂ X{maxη∈A {∠
n(ξ,η)}}.
Pour l’égalité (∗), on a utilisé l’affirmation suivante.
Affirmation. Soit X un espace topologique compact métrisable et { fn : X → R}n≥1 une suite crois-
sante de fonctions continues (i.e. fn+1(x) ≥ fn(x) pour tout x ∈ X et n ≥ 1) qui converge ponctuel-
lement vers une fonction
f = sup
n≥1
fn.
Alors l’infimum de f est réalisé (on le note min f ) et limn→∞min fn =min f . De plus, si {xn}n≥1 ⊆ X
est une suite telle que fn(xn) = min fn pour tout n ≥ 1, alors tout point d’accumulation x ∈ X de
cette suite satisfait f (x) =min f .
6. On ne peut pas enlever arbitrairement la continuité uniforme. Considérons par exemple une fonction h : [0,1]×
R≥0→ [0, 1] qui vaut 0 sur {0}×R≥0, 1 sur [1/n, 1]×{n} pour tout n≥ 1 et qui est prolongée en une fonction continue
h telle que h≤ 1. Alors maxy∈R≥0{h(x , y)}=
(
1 si x ∈]0,1]
0 si x = 0.
7. Lemme B.4.4 (iv) et (v)
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Preuve de l’affirmation. Par des résultats classiques de semi-continuités 8, on sait que f est semi-
continue inférieurement et admet un minimum noté min f . Comme { fn}n≥1 est croissante, on a
min f ≥min fn+1 ≥min fn pour tout n≥ 1.
Ainsi, limn→∞min fn existe et min f ≥ limn→∞min fn.
Soit maintenant {xn}n≥1 telle que fn(xn) = min fn. Comme X est compact, on peut supposer, sans
perte de généralité, que xn→ x . Ainsi on a :
(a) limm→∞ fn(xm) = fn(x) pour tout n≥ 1 par continuité de fn,
(b) limn→∞ fn(x) = f (x) par définition de f .
(a) se traduit par : pour tout " > 0 et n ≥ 1, il existe M(", n) ∈ N (qu’on choisit plus grand que n)
tel que fn(xm)≥ fn(x)− " pour tout m≥ M(", n)≥ n.
(b) se traduit par : pour tout " > 0, il existe N(") ∈ N tel que fn(x)≥ f (x)− " pour tout n≥ N(").
Soit " > 0. En combinant (a) et (b) on obtient :
min fM(",N(")) = fM(",N("))(xM(",N(")))
M(",N("))≥N(")≥ fN(")(xM(",N("))) (a)≥
M(",N("))≥N(") fN(")(x)− "
(b)≥ f (x)− 2" ≥min f − 2".
Ainsi, on a
lim
m→∞min fm = limm→∞ fm(xm)≥ f (x)≥min f ≥ limn→∞min fm
ce qui achève la preuve de l’affirmation.
(3) Soit ξ•,η• ∈ L (Ω,∂ X•) et x0• ∈ L (Ω, X•). Alors ∠n• (ξ•,η•) est une fonction borélienne (où 
∠n• (ξ•,η•)

ω = ∠nω(ξω,ηω)). En effet,
∠n• (ξ•,η•) = sup
t∈[1,n]∩Q
∠x0• (cξ•,x0• (t), cη•,x0• (t))
et ∠x0• (cξ•,x0• (t), cξ•,x0• (t)) est borélienne par la Proposition 3.2.1 (iii) puisque cξ•,x0• (t), cη•,x0• (t) ∈L (Ω, X•) (Lemme 3.3.12 (i) ).
Les points (2) et (3) permettent de terminer la preuve du point (i). En effet, soit A• un sous-champ
borélien de fermés de ∂ X•, D une famille fondamentale de L (Ω,∂ X•) et D′ une famille fondamen-
tale de L (Ω, A•). Grâce au point (2), on a
rad(A•) = limn→∞ infξ•∈D
{ sup
η•∈D′
{∠n(ξ•,η•)}},
qui est donc borélienne comme limite ponctuelle d’infimum dénombrable de supremum dénombrable
de fonctions boréliennes.
(ii) Considérons la suite de morphismes { f n• }n≥1 définie par f nω(ξω) :=maxηω∈Aω{∠nω(ξω,ηω)}. On
observe que f n• ∈ L (Ω,C (∂ X•)) pour tout n ≥ 1 (voir la preuve de (i)). La suite { f nω}n≥1 est crois-
sante et bornée pour tout ω ∈ Ω. De plus, f• := limn→∞ f n• satisfait que f −1ω ({min( fω)}) = {cAω}
pour tout ω ∈ Ω (min( fω) est le rayon de Aω et cAω est le centre de Aω). Il s’agit de montrer que
f −1• ({min( f•)}) est une section borélienne.
On observe que si D est une famille fondamentale de la structure borélienne L (Ω,∂ X•), alors
min f n• = infx•∈D f n• (x•) et donc on a min f n• ∈ L (Ω,R). Par le Lemme 1.5.13, on sait alors que
( f n• )
−1({min f n• }) est un sous-champ borélien de fermés de (Ω,∂ X•). Ainsi, pour tout n ≥ 1, il
8. Toujours le Lemme B.4.4 (iv) et (v)
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existe au moins un ξn• ∈ L (Ω, ( f n• )−1({min f n• })) ⊆ L (Ω,∂ X•). Par l’affirmation du point (1), on
sait que pour tout ω ∈ Ω, tout point d’accumulation de {ξnω}n≥1 réalise le minimum de fω. Mais,
par définition de fω, il existe pour tout ω ∈ Ω un unique ξω qui réalise le minimum. Ainsi 9, on a
ξn• → f −1• ({min f•}) ponctuellement et donc cA• = f −1• ({min f•}) ∈ L (Ω,∂ X•).
Corollaire 3.4.7. Soit G un groupe localement compact à base dénombrable, Ω un G-espace borélien
standard, X un espace CAT(0) propre et α : G ×Ω→ Iso(X ) une action du G-espace sur X . Si (Ω, A•)
est un sous-champ borélien de fermés invariants du champ (Ω,∂ X ) tels que rad(Aω) < pi/2 pour tout
ω ∈ Ω, alors il existe une section ξ• ∈ L (Ω,∂ X•) invariante.
Mutatis Mutandis pour une relation d’équivalence borélienne standard.
3.5 Limite d’une intersection décroissante de convexes
Il n’est pas difficile dans un espace CAT(0) propre d’associer un point dans le bord à une suite
décroissante de sous-ensembles convexes, fermés et non vides dont l’intersection est vide : il suffit de
prendre un point d’accumulation de la suite des projections d’un point base sur ces sous-ensembles.
Mais on voudrait réussir à la faire canoniquement. Dans cette optique, nous allons commencer
par définir l’ensemble limite à l’infini d’une suite décroissante de convexes, fermés, non vides dont
l’intersection est vide.
Lemme 3.5.1. Soit X un espace CAT(0) propre et {Cα}α∈R une famille décroissante (i.e. si α ≥ β ,
alors Cα ⊆ Cβ) de sous-ensembles convexes, fermés et non vides de X . Alors
(i) Les trois propositions suivantes sont équivalentes :
(a) Pour tout x ∈ X , on a limα→∞ d(x ,piCα(x)) =∞.
(b) Il existe x ∈ X tel que limα→∞ d(x ,piCα(x)) =∞.
(c)
⋂
α∈R Cα = ;.
(ii) Supposons que
⋂
α∈R Cα = ; et posons, pour tout x ∈ X , Cx := {piCα(x)}α∈R ∩ ∂ X . Alors
Cx = Cy pour tout x , y ∈ X et diam Cx ≤ pi/2. En particulier, on peut définir l’ensemble limite à
l’infini de la suite {Cα}α∈R comme étant l’ensemble Cx (pour n’importe quel x).
(iii) Supposons que
⋂
α∈R Cα = ; et que Cβ =
⋂
α<β Cα pour tout β ∈ R. Alors pour tout D ⊆ R
dense et tout x ∈ X on a que l’ensemble à l’infini de la suite {Cα}α∈R est égal à
{piCβ (x)}β∈D ∩ ∂ X .
Preuve. (i) Il suffit de le prouver pour la sous-famille {Cn}n≥1. [(b)⇒ (c)]On montre la contraposée.
Par hypothèse, il existe c ∈⋂n≥1 Cn. Soit x ∈ X quelconque. Alors d(x ,piCn(x))≤ d(x , C) pour tout
n≥ 1 et donc limn→∞ d(x ,piCn(x)) 6=∞.
[(c)⇒ (a)] On montre la contraposée. Soit x ∈ X tel que limn→∞ d(x ,piCn(x)) 6=∞, alors, comme
d(x ,piCn(x)) est croissante en n, il existe r ≥ 0 tel que d(x ,piCn(x)) ≤ r pour tout n ≥ 1. Comme
X est propre, il existe c ∈ X un point d’accumulation de la suite {piCn(x)}n≥1 ⊆ B(x , r). Comme
piCn(x) ∈ Cn pour tout n≥ 1, on a que c ∈ ∩n≥1Cn qui est donc non vide.
(ii) On fait la preuve en trois temps.
(1) Fixons x ∈ X . On montre que
{piCα(x)}α∈R ∩ ∂ X = {y ∈ X | il existe une suite croissante {α(n)}n≥1 ⊆ R tendant
vers l’infini telle que piCα(n)(x)
n→∞−→ y}.
9. En effet, si {yn}n≥1 ⊆ Y métrique et que l’ensemble des points d’accumulation de la suite se réduit à un point, alors
la suite converge vers ce point.
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[⊆] Soit ξ ∈ {piCα(x)}α∈R ∩ ∂ X . Alors il existe une suite d’indices {α(n)}n≥1 telle que piCα(n)(x)→ ξ
quand n→∞. Il faut montrer qu’on peut supposer que {α(n)}n≥1 est croissante. Puisque ξ ∈ ∂ X ,
on a que d(x ,piCα(n)(x))→∞ quand n→∞ (voir la preuve de la Proposition 3.3.8). Ainsi, puisque
Cα est non vide pour tout α ∈ R et que la suite de sous-ensembles est décroissante d’intersection
vide, on a limn→∞α(n) =∞ et on peut extraire une suite croissante.
[⊇] Soit {α(n)}n≥1 ⊆ R une suite croissante tendant vers l’infini telle que {piCα(n)(x)}n≥1 converge
vers y ∈ X . Alors, par le point (i), on a que limn→∞ d(x ,piCα(n)(x)) = ∞. Et donc y ∈ ∂ X (voir la
preuve de la Proposition 3.3.8).
(2) On montre que Cx ⊆ Cy pour tout x , y ∈ X . Soit ξ ∈ Cx . Alors, par (1), il existe {α(n)}n≥1 ⊆ R
une suite croissante tendant vers l’infini telle que piCα(n)(x)→ ξ quand n→∞. Comme la projection
est contractante, on a que
d(piCα(x),piCα(y))≤ d(x , y) pour tout α ∈ R.
Ainsi 10, piCα(n)(y)→ ξ et donc ξ ∈ Cy .
(3) Fixons x ∈ X et montrons que diam(Cx)≤ pi/2. Pour cela, on utilise la propriété de la projection
qui garantit que 11
∠piCα (x)(x ,piCβ (x))≥ pi/2
si α et β sont assez grands pour que x /∈ Cα et piCα(x) 6= piCβ (x). En particulier, ∠piCα (x)(x ,piCβ (x))≥
pi/2 et donc
∠x(piCα(x),piCβ (x))≤ pi/2 si β ,α sont comme ci-dessus.
Soit maintenant ξ,ζ ∈ Cx ⊆ ∂ X . Par (1), il existe {α(n)}n≥1 et {β(n)}n≥1 deux suites croissantes de
réels tendant vers l’infini telles que piCα(n)(x)→ ξ et piCβ(n)(x)→ ζ quand n→∞, qu’on peut choisir
telles que x /∈ Cα(n) et piCα(n)(x) 6= piCβ(n)(x) pour tout n≥ 1. Le Lemme II.9.16 de [BH99] permet de
conclure que
∠(ξ,ζ)≤ lim inf
n→∞ ∠x(piCα(n)(x),piCβ(n)(x))≤ pi/2.
(iii) Il suffit de vérifier que piCα(x) ∈ {piCβ (x)}β∈D pour tout α ∈ R. Pour ce faire, on fixe α ∈ R
et on choisit une suite croissante {dn}n≥1 ⊆ D qui converge vers α. Puisque X est propre et que
Cα =
⋂
β<α Cα =
⋂
n≥1 Cdn (par hypothèse), on a que
d(x , Cα)
X propre
= lim
n→∞ d(x , Cdn) = limn→∞ d(x ,piCdn (x)).
Ainsi, tout point d’accumulation de la suite {piCdn (x)}n≥1 est égal à piCα(x). En effet, si y est un
point d’accumulation de cette suite, alors y appartient à Cα et d(x , Cα) = d(x , y) (on conclut avec
l’unicité de la projection sur un convexe).
Le point (iii) du lemme précèdent permet de montrer que la définition de l’ensemble limite à l’infini
s’adapte bien au contexte des champs boréliens.
Lemme 3.5.2. Soit (Ω,A ) un espace borélien et X• un champ borélien d’espaces CAT(0) propres. Soit{Cα• }α∈R une famille de sous-champs boréliens de convexes, fermés, non vides partout telle que
(i) Cαω ⊆ Cβω pour tout ω ∈ Ω et tout α≥ β ,
(ii)
⋂
α∈R Cαω = ; pour tout ω ∈ Ω,
(iii) Cβω =
⋂
α<β C
α
ω pour tout ω ∈ Ω et tout β ∈ R,
10. Évident par la définition de la topologie conique.
11. Voir B.1.6.
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Soit C• le sous-champ de ∂ X• défini par : Cω est l’ensemble limite à l’infini de la famille {Cαω}α∈R. Alors
C• est un sous-champ borélien de ∂ X•.
Preuve. Fixons x0• ∈ L (Ω, X•). Alors {piCβ• }β∈Q est une famille fondamentale pour le sous-champ
{piCα• (x0• )}α∈R de X •. En effet, piCα• (x0• ) ∈ L (Ω, X•) pour tout α ∈ R (Proposition 3.2.1 (ii)) et donc,
puisque X• est un sous-champ borélien de X •, piCα• (x
0
• ) ∈ L (Ω, X •). Et par le Lemme 3.5.1 on a bien
{piCαω(x0ω)}α∈R = {piCβω(x0ω)}β∈Q.
Finalement, on sait par la Proposition 3.3.8 que ∂ X• est aussi un sous-champ borélien de X •. Comme
X • est un champ de compacts, l’intersection de deux sous-champs boréliens de fermés est un sous-
champ borélien (Proposition 1.5.6) et donc C• est un sous-champ borélien de X •. Le Lemme 1.2.6
sur la transitivité des sous-champs boréliens permet de conclure.
Pour réussir à associer canoniquement un point dans le bord à une suite décroissante de sous-
ensembles convexes, fermés et non vides dont l’intersection est vide) nous devons utiliser une hypo-
thèse un peu plus restrictive sur l’espace X .
Lemme 3.5.3 (Lemme 4.1 de [LS97]). Soit Y un espace CAT(κ) et A ⊆ X un sous-ensemble tel que
diam(A)≤ Dκ/2. Alors on a diam co(A)= diam(A).
Définition 3.5.4 (dimension de recouvrement). Soit X un espace topologique et A = {As}s∈S un
recouvrement de X . Un recouvrement B = {Bt}t∈T de X est un raffinement de A si pour tout t ∈ T il
existe s ∈ S tel que Bt ⊆ As.
Soit Z un ensemble et A une famille de sous-ensembles de Z. L’ordre de A est le plus grand entier tel
queA contienne n+ 1 ensembles d’intersection non vide.
Soit X un espace topologique. Alors dim(X ) dénote la dimension de recouvrement de X . Dans le cas
d’un espace métrisable (voir [En89], 4.1.13 et 7.1.7), on peut définir la dimension de recouvrement
comme suit, en trois temps :
(i) dim(X )≤ n si
pour tout recouvrement d’ouverts de X il existe un raffinement ouvert fini d’ordre ≤ n (3.1)
(ii) dim(X ) = n si (3.1) est vrai pour n mais pas pour n− 1
(iii) dim(X ) =∞ si (3.1) n’est vrai pour aucun n
On notera aussi dimC(X ) le supremum des dimensions de recouvrement des sous-ensembles compacts
de X .
Théorème 3.5.5 (Théorème 1.7 de [FNS06]). Soit Y un espace CAT(1) complet qui vérifie que
dimC(Y ) < ∞ et que diam(Y ) ≤ pi/2. Alors il existe une constante δ > 0, qui ne dépend que de
dimC(Y ), telle que rad(Y )≤ pi/2−δ. En particulier, il existe un unique centre cY pour Y .
Proposition 3.5.6 (Proposition 1.8 de [FNS06]). Soit X un espace CAT(0) propre. Alors on a
dimC(∂ X ,∠)≤ dim(X )− 1.
Les deux résultats précédents nous permettent d’atteindre notre but :
Corollaire 3.5.7. Soit X un espace CAT(0) propre tel que dim(X ) < ∞. Soit {Cα}α∈R une suite dé-
croissante de convexes, fermés, non vides telle que
⋂
α∈R Cα = ;. Alors l’ensemble limite à l’infini est de
rayon < pi/2.
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Preuve. Notons C ⊆ ∂ X l’ensemble limite à l’infini de la suite {Cα}α∈R. Par le Lemme 3.5.1, on sait
que diam(C) ≤ pi/2. Puisque (∂ X ,∠) est un espace CAT(1) complet, le Lemme 3.5.3 implique que
diam(co(C)) = diam(C) ≤ pi/2. Or, on a dimC(∂ X ) ≤ dim(X ) − 1 < ∞ par hypothèse et par la
Proposition 3.5.6. On peut donc appliquer le Théorème 3.5.5 à l’espace CAT(1) complet co(C) et
déduire que rad(C)≤ rad(co(C))< pi/2.
On peut ainsi montrer le corollaire suivant.
Corollaire 3.5.8. Soit G un groupe localement compact à base dénombrable, Ω un G-espace bo-
rélien standard, X un espace CAT(0) propre de dimension topologique de recouvrement finie et
α : G ×Ω→ Iso(X ) une action du G-espace sur X . Si {Cβ• }β∈R est une suite de sous-champs boréliens
de convexes, fermés, non vides partout telle que
(i) Cγω ⊆ Cβω pour tout ω ∈ Ω et tout γ≥ β ,
(ii)
⋂
β∈R C
β
ω = ; pour tout ω ∈ Ω,
(iii) Cβω =
⋂
γ<β C
γ
ω pour tout ω ∈ Ω et tout β ∈ R.
(iv) il existe une application r : G×Ω→ R tel que α(g,ω)Cβω = Cβ+r(g,ω)gω pour tout (g,ω) ∈ G×Ω
et β ∈ R.
Alors il existe une section ξ• ∈ L (Ω,∂ X•) invariante.
Mutatis Mutandis pour une relation d’équivalence borélienne standard.
Preuve. On vient de montrer que le champ des ensembles limites à l’infini (Ω, C•) est un sous-champ
borélien de fermés. Si on montre que c’est un sous-champ invariant, on aura la conclusion en appli-
quant le Corollaire 3.4.7 (on peut le faire puisque l’on a rad(C•) < pi/2 par le Corollaire 3.5.7). On
rappelle que
C• = i•
 {piCβ• (xω)}β∈R∩ ∂ X
pour n’importe quelle section x• ∈ S (Ω′, X•). On calcule pour g ∈ G et ω ∈ Ω
(gC•)ω = eα(g, g−1ω)(Cg−1ω) déf.= eα(g, g−1ω) {piCβ
g−1ω
(xg−1ω)}
β∈R
∩ ∂ X
eα extension de α et homéo.
= α(g, g−1ω)({piCβ
g−1ω
(xg−1ω)}β∈R)∩ ∂ X
α iso.
= {pi
α(g,g−1ω)(Cβ
g−1ω)
(α(g, g−1ω)xg−1ω)}
β∈R
∩ ∂ X
= {piCβ+r(g,ω)ω (g x•)ω}β∈R ∩ ∂ X = Cω.
Remarque 3.5.9. Si on a une suite dénombrable {Cn• }n≥1 de sous-champs borélien invariants, alors
on a les mêmes résultats. En effet, il suffit de poser
Cα• :=
(
X• si α≤ 0
Cdαe• si α > 0
et r(g,ω) = 0 pour que les conditions soient vérifiées.
Chapitre 4
Généralisation du Théorème
d’Adams-Ballmann
Pour le lecteur qui n’est pas familier avec le résultat de [AB98], on redonne une esquisse de la
preuve dans l’Appendice C. Il est utile d’avoir en tête la stratégie de la preuve pour bien comprendre
le chapitre qui vient.
4.1 La décomposition d’Adams-Ballmann d’un champ d’espaces
CAT(0) propres
4.1.1 La décomposition d’Adams-Ballmann d’un espace métrique CAT(0) complet
La décomposition d’Adams-Ballmann d’un espace CAT(0) est une notion essentielle pour la preuve
du théorème du même nom. Il est nécessaire de l’étudier très attentivement pour pouvoir l’adapter
au cas des champs boréliens d’espaces CAT(0).
Commençons par introduire la notion de point plat.
Définition 4.1.1. Soit (X , d) un espace métrique uniquement géodésique et f : X → R. On dit que f est
convexe si pour tout segment géodésique γ : [0, 1]→ R paramétré proportionnellement à la longueur
d’arc on a
f (γ(t))≤ (1− t) f (γ(0)) + t f (γ(1)).
On dit que f est affine si pour tout segment géodésique γ : [0,1]→ R paramétré proportionnellement
à la longueur d’arc on a
f (γ(t)) = (1− t) f (γ(0)) + t f (γ(1)).
Définition 4.1.2 ([AB98], p. 185). Soit X un espace CAT(0) et ξ ∈ ∂ X . On dit que ξ est plat si la
fonction de Busemann bξ : X → R est affine (une fonction de Busemann est toujours convexe). On note
F ⊆ ∂ X l’ensemble des points plats. Observons que cet ensemble est Iso(X ) invariant, puisque si ξ ∈ ∂ X
et que bξ,x0 est une fonction de Busemann, alors bγ(ξ),γ(x0) ◦γ−1 est une fonction de Busemann de γ(ξ).
Avant de donner des exemples de points plats, on va rappeler des résultats qui décrivent le bord
d’un produit.
Lemme 4.1.3. Soit (X1, d1), (X2, d2) deux espaces CAT(0) complets et ci un rayon géodésique dans X i
tel que ci(∞) = ξi ∈ ∂ X i pour i = 1,2.
(i) Si θ ∈ [0, pi
2
], alors c(t) = (c1(t cosθ), c2(t sinθ)) est un rayon géodésique dans (X1× X2, d) où
d =
p
d21 + d
2
2 est la métrique produit.
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(ii) (∂ (X1 × X2),∠) est isométrique au joint sphérique 1 ∂ X1 ∗ ∂ X2 des deux espaces métriques
(∂ X1,∠1), (∂ X2,∠2). Par conséquent, si ξ= cos(θ)ξ1+ sin(θ)ξ2,ξ′ = cos(θ ′)ξ′1+ sin(θ ′)ξ′2 ∈
∂ (X1× X2), on a
∠(ξ,ξ′) = arccos

cos(θ) cos(θ ′) cos(∠1(ξ1,ξ′1)) + sin(θ) sin(θ ′) cos(∠2(ξ2,ξ′2))

.
(iii) Si l’on note c(∞) = cos(θ)ξ1 + sin(θ)ξ2 et si bi : X i → R désigne la fonction de Busemann
associée à ci pour i = 1,2, alors la fonction de Busemann b : X1× X2→ R associée à c vérifie
b(x1, x2) = cos(θ)b1(x1) + sin(θ)b2(x2).
Preuve. (i) Puisque c1, c2 sont des rayons géodésiques, pour tout t ∈ [0,+∞[ on a
d((c1(t cosθ), c2(t sinθ)), (c1(0), c2(0))) = t.
(ii) Corollaire 9.11 de [BH99] (p. 284).
(iii) Ceci résulte d’un calcul à partir de la définition de b (voir [BH99], p. 274).
Exemple 4.1.4. Si X = Rn, alors ∂Rn = Sn−1. Pour ξ ∈ Sn−1, on vérifie facilement que
bξ,x(y) =< v(ξ), x − y >
où v(ξ) est le vecteur unitaire dans la direction de ξ et donc que bξ,x est affine.
Si X = Rn × Y avec Y CAT(0), alors le lemme précédent montre que ξ ∈ ∂Rn ⊆ ∂Rn × ∂ Y est plat.
Le Théorème de décomposition d’Adams-Ballmann montre que c’est dans un certain sens le seul
exemple.
Théorème 4.1.5 ([AB98], p. 188). Soit X un espace CAT(0) complet et F ⊆ ∂ X l’ensemble de ses points
plats. Il existe un espace de Hilbert réel E, un espace CAT(0) complet Y et une application isométrique
i : X → E × Y tels que i(X ) est fermé, convexe et
(1) i(F) = ∂ E ∩ ∂ i(X ) ⊆ ∂ E ∗ ∂ Y et l’ensemble des directions v(ξ) ∈ E pour ξ ∈ i(F) engendre E
comme espace de Hilbert réel,
(2) l’ensemble Y ′ = {y ∈ Y | i(X )∩ (E × {y}) 6= ;} est convexe et dense dans Y ,
(3) pour toute isométrie γ : X → X il existe une unique isométrie eγ : Z → Z telle que l’on ait
i ◦ γ= eγ ◦ i.
Z = E × Y Z = E × Y
X X
//
eγ
OO
i
//
γ
OO
i
De plus, eγ se décompose en un produit eγ= (γE ,γY ) où γE ∈ Iso(E) et γY ∈ Iso(Y ).
On redonne la preuve de ce théorème central de [AB98], en la modifiant un peu par rapport à
l’originale dans le but de l’adapter plus tard aux champs boréliens d’espaces CAT(0).
Preuve du Théorème. La preuve se décompose en trois pas.
Premier pas. Si ξ ∈ F , alors il existe un espace CAT(0) complet Yξ et un plongement isométrique
iξ : X → Zξ := R× Yξ tels que
(i) iξ(ξ) = +∞∈ ∂R⊆ ∂R ∗ ∂ Yξ,
(ii) L’ensemble prYξ(i(X )) est dense dans Yξ,
1. Voir la Définition B.4.2.
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(iii) Soit γ : X → X une isométrie. Comme γ(ξ) ∈ F , les points (i) et (ii) permettent de définir
iγ(ξ) : X → R× Yγ(ξ). Alors il existe une unique isométrie γξ : Zξ→ Zγ(ξ) telle que iγ(ξ) ◦ γ =
γξ ◦ iξ, i.e. telle que le diagramme
Zξ Zγ(ξ)
X X
//
γξ
OO       
iξ
//
γ
OO       
iγ(ξ)
commute. De plus, γξ se décompose en un produit γξ = (γR,γYξ) où γR ∈ Iso(R) et γYξ ∈
Iso(Yξ, Yγ(ξ)).
Preuve du premier pas. Soit x0 ∈ X et bξ,x0 : X → R la fonction de Busemann de ξ ∈ F .
(1) On commence par construire l’espace Yξ et l’application iξ. Soit x , y ∈ X et ρξ,x ,ρξ,y deux
rayons géodésiques passant respectivement par x et y , tels que ρξ,x(∞) = ρξ,y(∞) = ξ. Supposons
que les rayons soient synchronisés, c’est-à-dire que l’on change les domaines de définition de sorte
que
bξ,x0(ρξ,x(t)) =−t pour tout t ∈ dom(ρξ,x) bξ,x0(ρξ,y(t)) =−t pour tout t ∈ dom(ρξ,y).
Alors, pour tout s, t ∈ dom(ρξ,x)∩dom(ρξ,y) avec s < t, en notant x1 = ρξ,x(s), x2 = ρξ,x(t), y1 =
ρξ,y(s), y2 = cξ,y(t), le quadrilatère (x1, x2, y2, y1) est isométrique à un rectangle euclidien (voir
[AB98], pp. 185-186). En particulier, la fonction d(ρξ,x(t),ρξ,y(t)) est constante sur dom(ρξ,x) ∩
dom(ρξ,y).
Ainsi, pour tout x , y ∈ X tels que bξ,x0(x) =−s > bξ,x0(y) =−t, le triangle (x , y, cξ,x(t − s)) est un
triangle rectangle plat (voir [AB98], p. 186).
Comme les rayons pointant vers ξ sont parallèles, on peut définir sur X la pseudo-métrique suivante
d ′(x , y) =mind cξ,x(R≥0), y, d cξ,y(R≥0), x	.
En effet, si x1, x2, x3 ∈ X , alors il existe x ′i ∈ cξ,x i tels que bξ,x0(x ′1) = bξ,x0(x ′2) = bξ,x0(x ′3) qui
satisfont que d ′(x i , x j) = d(x ′i , x ′j) pour tout 1 ≤ i, j ≤ n et donc d ′ est une pseudo-métrique telle
que son séparé eYξ est CAT(0) (et x ∼ y ⇐⇒ d ′(x , y) = 0 ⇐⇒ y ∈ cξ,x(R≥0) ou x ∈ cξ,y(R≥0)).
Par conséquent, eYξ est tel que son complété Yξ est un espace CAT(0) complet et que l’application
iξ : X → R× Yξ
x 7→ (−bξ,x0(x), [x])
est un plongement isométrique.
Remarque 4.1.6. Il est important d’observer que l’espace eYξ n’est en général pas complet. Par
exemple, si X = {(x , y) ∈ R2 | x > 0, y ≥ 1/x} on a ∂ X = F ' [0, pi
2
]. Considérons la suite
{(n, 1/n)}n≥1 ⊆ X et le point ξ = 0. Alors {[(n, 1/n)]}n≥1 ⊆ eY0 est une suite de Cauchy pour d ′
qui ne possède pas de limite.
De plus, le fait que X est propre n’implique pas en général que Yξ soit propre.
(2) Montrons maintenant les trois propriétés. (i) On sait que iξ : X → R × Yξ se prolonge natu-
rellement en une application continue sur X (3.3.15). Considérons xn := cξ,x0(n) → ξ. Comme
iξ(xn) = (n, [cξ,x0]), on a que iξ(ξ) = +∞∈ ∂R≥0 ⊆ ∂R ∗ ∂ Yξ.
(ii) L’espace eYξ est dense dans Yξ puisque cet espace est son complété. Pour conclure, il suffit de
remarquer que eYξ = {y ∈ Yξ | iξ(X )∩ (R× {y}) 6= ;}= prYξ(iξ(X ))
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(iii) Observons qu’une isométrie γξ : Zξ→ Zγ(ξ) qui étend γ satisfait γξ(iξ(ξ)) = iγ(ξ)(γ(ξ)) puisque
γ envoie les rayons sur les rayons. Ainsi, γξ doit se décomposer en (γR,γYξ). Pour γR, on observe
que
prR(γ(x))− prR(x) =−bγ(ξ),x0(γ(x))− (−bξ,x0(x)) = bξ,x0(x)− bξ,γ−1(x0)(x) = bξ,x0(γ−1(x0))
pour tout x ∈ X . Ainsi, si on considère la translation
γR : r 7→ r + bξ,x0(γ−1(x0))
et l’isométrie
γYξ : [x]Yξ 7→ [γ(x)]Yγ(ξ)
il est clair que γξ(iξ(x)) = (γR(piR(iξ(x))),γYξ(piYξ(iξ(x)))) pour tout x ∈ X et que γξ est l’unique
isométrie qui satisfait cette condition.
Exemples 4.1.7. (1) Soit X = {(x , y) ∈ R2 | x > 0, y ≥ 1/x} de sorte que F = ∂ X ' [0, pi
2
].
Si ξ ∈]0, pi
2
[ on a Yξ = R et donc iξ : X → R × R. Si ξ = 0 ou ξ = pi2 , on a Yξ = [0,+∞[ et
iξ : X → R× [0,∞[.
(2) Soit X = {(x , y) ∈ R2 | x > 0, y ≤ ln(x)} de sorte que F = ∂ X ' [−pi
2
, 0]. Si ξ ∈]− pi
2
, 0] on a
Yξ = R et si ξ=−pi2 on a Yξ = [0,+∞].
Deuxième pas. Soit D = {ξ1, . . . ,ξn, . . .} ⊆ F une partie dénombrable de F et x0 ∈ X fixé. On note
Φn = {ξ1, . . .ξn}. Alors il existe m : N→ N une fonction 1-Lipschitz telle que m(1) = 1 et telle que
pour tout n≥ 1 il existe un espace CAT (0) complet Yn et un plongement isométrique
in→ Zn := Rm(n)× Yn
qui satisfont les propriétés suivantes.
(i) in(Φn) ⊆ ∂Rm(n) ⊆ ∂Rm(n) ∗ ∂ Yn ' ∂ (Zn) et les directions 2 vn(ξ1), . . . , vn(ξn) ∈ Rm(n) en-
gendrent l’espace vectoriel Rm(n).
(ii) L’ensemble prYn(in(X )) est dense dans Yn.
(iii) Il existe une (unique) application isométrique jn+1,n : Zn→ Zn+1 telle que jn+1,n ◦ in = in+1. De
plus, si m(n+ 1) = m(n), alors Yn+1 = Yn et jn+1,n = id ; si m(n+ 1) = m(n), alors
jn+1,n : Rm(n)× Yn→ Rm(n)×R× Yn+1
se décompose en (id, j′n,n+1) ∈ Iso(Rm(n))× Iso(Yn,R× Yn+1) et
prRm(n+1)(in+1(x)) =

prRm(n)(in(x)),− 1Æ
1−‖prRm(n)(in(cξn+1,x0(1)))‖2Rm(n)
·
 
bξn+1,x0(x)+< prRm(n)(in(cξn+1,x0(1))), prRm(n)(in(x))>Rm(n)

.
(iv) Si γ ∈ Iso(X ), alors γ(D)⊆ F et les points (i) et (ii) livrent, pour tout n≥ 1, une décomposition
i′n : X → Z ′n = Rm′(n)× Y ′n
2. vn(ξi) désigne le vecteur unité de Rm(n) pointant dans la direction du point à l’infini in(ξi) ∈ ∂Rm(n).
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relativement au sous-ensemble γ(D) = {γ(ξ1), . . . ,γ(ξn), . . .} et au point x0. Alors, pour tout
n ≥ 1, m′(n) = m(n) et il existe une unique isométrie γn : Zn → Z ′n telle que in ◦ γ = γn ◦ i′n.
Cette isométrie se décompose en γn = (γRm(n) ,γYn) ∈ Iso(Rm(n))× Iso(Yn, Y ′n). De plus, si on
note j′n+1,n : Z ′n → Z ′n+1 l’application du point (iii), alors on a j′n+1,n ◦ γn = γn+1 ◦ jn+1,n. En
particulier, le diagramme suivant commute
Zn+1 Z
′
n+1
Zn Z
′
n
X X
//
γn+1
//
γn
??
jn+1,n
??
j′n+1,n
OO        
in
//
γ
GG
in+1
OO        
i′n
GG
i′n+1
Preuve du deuxième pas. (1) On commence par montrer l’existence de la décomposition in : X → Zn.
On effectue la preuve par récurrence sur n. Le cas n= 1 correspond au Premier pas.
Pour le pas de récurrence, on observe que si in(ξn+1) ∈ ∂Rm(n), alors on peut poser m(n+1) = m(n),
Yn+1 = Yn, in+1 = in et jn+1,n = id et que les quatre propriétés sont satisfaites. On peut donc
supposer que in(ξn+1) /∈ ∂Rm(n). Comme in(ξn+1) /∈ ∂Rm(n) ⊆ ∂Rm(n)∗∂ Yn ' ∂ (Rm(n)×Yn), il existe
η ∈ ∂Rm(n) et ζ ∈ ∂ Yn tels que in(ξn+1) appartient à l’unique géodésique 3 parcourue à vitesse unité
de longueur pi
2
reliant η à ζ dans ∂ (Rm(n)×Yn) (ζ est uniquement déterminé car in(ξn+1) /∈ ∂Rm(n))
de sorte que in(ξn+1) = cos(α)η+ sin(α)ζ où α ∈]0, pi2 ] est la distance entre in(ξn+1) et η (voir le
Lemme 4.1.3). Alors, par le même lemme, on a
bin(ξn+1)(p, y) = cos(α)bη(p) + sin(α)bζ(y) pour tout (p, y) ∈ Rm(n)× Yn.
La fonction de Busemann bη est affine sur Rm(n). De plus, comme ξn+1 est plat par hypothèse, la
fonction bin(ξn+1) est affine sur in(X ). Par conséquent, bζ est affine sur tout segment géodésique dont
les extrémités sont dans
{y ∈ Yn | in(X )∩ (Rm(n)× {y}) 6= ;}= prYn(in(X ))
(c’est bien un convexe). Comme prYn(in(X )) est dense dans Yn par hypothèse de récurrence, bζ est
donc affine sur Yn, i.e. ζ est un point plat de ∂ Yn.
On peut donc appliquer le Premier pas à l’espace Yn et au point plat ζ, d’où l’existence d’un espace
CAT(0) complet Yn+1 et d’un plongement isométrique iζ : Yn→ R× Yn+1 tel que les trois assertions
du Premier pas soient vérifiées. On pose alors En+1 := Rm(n)×R, jn+1,n = (id, iζ) et in+1 = jn+1,n ◦ in.
X
in−→ Zn = Rm(n)× Yn jn+1,n−→ Zn+1 = Rm(n)×R× Yn+1
Remarque 4.1.8. Le produit scalaire sur Rm(n) est donné par
< vn(ξi), vn(ξ j)>= cos(∠∂ X (ξi ,ξ j))
pour tout 1≤ i, j ≤ n. En effet, l’application in : ∂ X → ∂ (Rm(n)× Yn) induite par in : X → Rm(n)× Yn
est une isométrie pour ∠. Par construction, on a in(ξi) ∈ ∂Rm(n) ⊆ ∂Rm(n) ∗∂ Yn pour tout 1≤ i ≤ n.
Ainsi, pour 1≤ i, j ≤ n, on a
∠∂ X (ξi ,ξ j) = ∠∂ (Rm(n)×Yn)(in(ξi), in(ξ j)) = ∠∂Rm(n)(in(ξi), in(ξ j)) = arccos
 
< vn(ξi), vn(ξ j)>

.
3. Pour la métrique angulaire.
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Remarque 4.1.9. On choisit toujours de décomposer l’espace Yn par rapport au point prYn(in(x0))
de sorte que prRm(n)(in(x0)) est l’origine de l’espace euclidien Rm(n) pour tout n≥ 1.
(2) On montre les points (i) à (iv).
(i) Par construction, on a bien que in+1(Φn) = jn+1,n(in(Φn)) ⊆ ∂ (Rm(n) × {0}) ⊆ ∂Rm(n+1). D’autre
part, in(ξn+1) ∈]η,ζ] et donc ξn+1 ∈ ∂Rm(n+1) \ ∂Rm(n). Par récurrence, vn+1(ξ1), . . . , vn+1(ξn)
engendrent Rm(n) × {0} et par hypothèse vn+1(ξn+1) /∈ Rm(n) × {0}. Ainsi, vn+1(ξ1), . . . , vn+1(ξn+1)
engendrent bien Rm(n+1).
(ii) On observe que
prYn+1(in+1(X )) = prYn+1
 
jn+1,n(in(X ))

= prYn+1
 
prRm(n)(in(X )), iζ(prYn(in(X )))

= prYζ
 
iζ(prYn(in(X )))

.
Ainsi, prYn+1(in+1(X )) est dense dans Yn+1 par le Premier pas et par l’hypothèse de récurrence.
(iii) On a défini in+1 comme jn+1,n ◦ in et donc l’existence est évidente. On a déjà réglé le cas
m(n+ 1) = m(n) et on peut donc supposer que m(n+ 1) = m(n) + 1. Si x ∈ X , on sait que
in+1(x) = jn+1,n ◦ in(x) = jn+1,n

prEn(in(x)), prYn(in(x))

=
 
prRm(n)(in(x)),−bζ(prYn(in(x)))
︸ ︷︷ ︸
=prEn+1(in+1(x))
, prYn+1(in+1(x)),

∈ Zn+1
Il reste à expliciter la valeur de bζ(prYn(in(x))) en fonction des ξk, k = 1, . . . , n+ 1.
On a jn+1,n(ζ), in+1(ξn+1), jn+1,n(η) ∈ ∂Rm(n+1) et donc si on considère dans Rm(n+1) les vecteurs
directions
vn+1(η) ∈ Rm(n)× {0}, vn+1(ζ) = (0, . . . , 0, 1) et vn+1(ξn+1),
on peut faire de la géométrie euclidienne. On pose
α= ∠∂ Zn(in(ξn+1),η).
Si E est un sous-espace de Rm(n+1) alors on note piE la projection orthogonale sur E. D’une part on
observe que
pi{(0,...,0)}×R
 
vn+1(ξn+1)

= sin(α) · vn+1(ζ) = (0, . . . , 0, sin(α))
et
piRm(n)×{0}(vn+1(ξn+1)) = cos(α) · vn+1(η) =   cos(α)vn(η), 0.
D’autre part, on observe qu’on a
piRm(n)×{0}
 
vn+1(ξn+1)

=
 
prRm(n)(in(cξn+1(1))), 0

.
On peut ainsi calculer cos(α) = ‖prRm(n)  in(cξn+1(1))‖Rm(n) .
Maintenant, si α= pi/2, alors ζ= in(ξn+1) et la formule de (iii) est trivialement vraie puisque
sin(α) = 1, prRm(n)(in(cξn+1(1))) = 0, bζ(prYn(in(x))) = bin(ξn+1)(in(x)) = bξn+1(x).
Dans le cas où α ∈]0,pi/2[, on utilise la formule sur les fonctions de Busemann du Lemme 4.1.3
4.1. LA DÉCOMPOSITION D’ADAMS-BALLMANN D’UN CHAMP D’ESPACES CAT(0) PROPRES 121
avec in(ξn+1) ∈ ∂ (Rm(n)× Yn), η ∈ Rm(n), ζ ∈ ∂ Yn et on a
bζ(prYn(in(x)))
=
1
sin(α)
 
bin(ξn+1)(in(x))− cos(α)bη(prRm(n)(in(x)))

=
1p
1− cos2(α)
 
bξn+1(x) + cos(α)< vn(η), prRm(n)(in(x))>Rm(n)

=
1Æ
1−‖prRm(n)(in(cξn+1(1)))‖2Rm(n)
·
 
bξn+1(x) + cos(α)<
1
cos(α)
prRm(n)(in(cξn+1(1))), prRm(n)(in(x))>Rm(n)

=
1Æ
1−‖prRm(n)(in(cξn+1(1)))‖2Rm(n)
 
bξn+1(x)+< prRm(n)(in(cξn+1(1))), prRm(n)(in(x))>Rm(n)

.
(iv) Soit γ : X → X une isométrie. Par hypothèse de récurrence, m(n) = m′(n) et il existe
γn = (γRm(n) ,γYn) : Zn = R
m(n)× Yn→ Z ′n = Rm(n)× Y ′n.
Alors in+1(ξn+1) ∈ ∂Rm(n) si et seulement si i′n
 
γ(ξn+1)

= eγ(in(ξn+1)) ∈ ∂Rm(n). Ainsi, m(n+1) =
m′(n+1). L’existence d’un γn qui fait commuter les diagrammes est garantie par la construction par
récurrence. En effet, si on considère la situation suivante
Zn = Rm(n)× Yn Zn+1 = Rm(n)×R× Yn+1
Z ′n = Rm(n)× Y ′n Z ′n+1 = Rm(n)×R× Y ′n+1

γn
//
jn+1,n=(id,iζ)

//
j′n+1,n
il suffit de poser γn+1 := (γRm(n) ,γζ) où γζ : Yn+1 → Y ′n+1 est l’extension de l’isométrie γYn : Yn →
Y ′n. Montrons maintenant l’unicité. Soit γn : Zn → Z ′n une isométrie qui étend X . Alors un rayon
géodésique passant par in(x) de direction vn(ξi) est envoyé par γn sur un rayon géodésique passant
par i′n(γ(x)) de direction v′n(γ(ξi)). Or, l’ensemble des directions vn(ξi) pour 1 ≤ i ≤ n engendre
Rm(n), de même pour {v′n(ξi)}n(m)i=1 . Ainsi, γn préserve ∂Rm(n) et donc se décompose en
(γRm(n) ,γYn) : R
m(n)× Yn→ Rm(n)× Y ′n.
γRm(n) s’écrit comme la composition d’une isométrie linéaire σn : Rm(n) → Rm(n) qui envoie vn(ξi)
sur v′n(ξ′i) pour 1 ≤ i ≤ n et d’une translation τn : Rm(n) → Rm(n) : v 7→ v + tn. On a, pour tout
x ∈ X ,
σn(prRm(n)(in(x))) + tn = γRm(n)(prRm(n)(in(x)))=prRm(n)(i
′
n(γ(x))).
Posons x = x0 et on a (voir la Remarque 4.1.9)
tn = σn(0) + tn = prRm(n)(i
′
n(γ(x0))).
Ainsi,
γRm(n) = σn+ prRm(n)(i
′
n(γ(x0))), (4.1)
et γRm(n) est uniquement déterminé. D’autre part, on a pour tout x ∈ X
prY ′n(i
′
n(γ(x))) = prY ′n(γn(in(x))) = γYn(prYn(in(x)))
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et donc, puisque prYn(in(X )) est dense dans Yn, on bien que γYn est uniquement déterminée.
Troisième pas, preuve du théorème.
(1) On va construire la décomposition i : X → Z = E × Y . Pour se faire, on se fixe D = {ξn}n≥1 ⊆ F
une partie dense des point plats (pour la topologie conique). On considère la famille d’espaces
métriques {Zn}n≥1 et la famille d’applications { jn+1,n : Zn→ Zn+1}n≥1 données par le Deuxième pas.
On introduit, pour m ≥ n ≥ 1, jm,n := jm,m−1 ◦ . . . ◦ jn+2,n+1 ◦ jn+1,n. Alors {Zn}n≥1, { jm,n}m≥n≥1	
défini un système direct d’espaces métriques et on peut donc définir la limite directe (voir le Lemme
1.9.10 ) eZ = lim−→
n≥1
Zn.
Comme chaque Zn est CAT(0) (puisque c’est un produit d’espace CAT(0) par le Deuxième pas), eZ est
CAT(0) et son complété Z est CAT(0) complet.
Toujours par le Lemme 1.9.10 il existe, pour tout n≥ 1, une isométrie
jn : Zn→ eZ telle que jn+1 ◦ jn+1,n = jn.
L’existence, pour n ≥ 1 fixé, d’un plongement isométrique in : X → Zn entraîne l’existence d’un
plongement isométrique i : X → eZ tel que i = in ◦ jn pour tout n≥ 1. La situation est résumée par le
diagramme commutatif suivant
Z
eZ
Zn Zn+1
X X
?
OO
  //
jn+1,n
/
??
jn
O/
__????????
jn+1
?
OO
in
  //id
?
OO
in+1
On peut donc supposer que
X ⊆ Zn = Rm(n)× Yn ⊆ Zn+1 = Rm(n+1)× Yn+1 ⊆ eZ =⋃
n≥1
Zn ⊆ Z .
Observons que le point (iii) du Deuxième pas permet de supposer de plus qu’on a, pour tout n ≥ 1
tel que m(n+ 1) = m(n) + 1, que
Zn = Rm(n)× Yn ⊆ Rm(n)×R× Yn+1 où Yn ⊆ R× Yn+1.
Montrons que Z = E × Y où E est un espace euclidien et Y est CAT(0) complet. Pour tout n≥ 1, on
définit
en+1,n : Rm(n)→ Rm(n+1), v→ en+1,n(v) :=
(
(v, 0), si m(n+ 1) = m(n) + 1
v si m(n+ 1) = m(n).
La famille {{Rm(n)}n≥1, {en+1,n}n≥1} vérifie alors les hypothèses du Lemme 1.9.10, d’où l’existence
de l’espace 4 eE := lim−→
n≥1
Rm(n)
4. Il est aisé de vérifier que la limite directe eE possède une structure canonique d’espace pré-hilbertien.
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et, pour tout n≥ 1, d’une application
en : Rm(n)→ eE telle que en+1 ◦ en+1,n = en.
Notons E le complété de eE.
Soit maintenant z ∈ eZ fixé. Alors il existe nz ≥ 1 tel que z ∈ Zn pour tout n ≥ nz . On va construire
un plongement isométrique
kz : E→ Z tel que k(0) = z.
Pour n≥ nz , on considère le plongement
kn : Rm(n) → Zn = Rm(n)× Yn
v 7→ (v+ prRm(n)(z), prYn(z)).
Alors, kn+1 ◦ en+1,n = kn puisque
kn+1(en+1,n(v)) = kn+1(v, 0) =
 
(v, 0) + prRm(n+1)(z), prYn+1(z)

= (v+ prRm(n)(z), prYn(z)) = kn(v).
Par la propriété universelle de la limite directe, il existe un unique plongement isométrique kz : E→
Z tel que kn = kz ◦ en.
Soit maintenant z, z′ ∈ eZ et n0 ≥ 1 tel que z, z′ ∈ Zn0 . Alors pour tout n ≥ n0 on a que kn(Rm(n))
est parallèle à k′n(Rm(n)) par définition de ces applications. Comme k′n(Rm(n)) ⊆ kz′(E), on a que
l’application
Rm(n) → R≥0
v 7→ d(kn(v), k′n(E))
est constante, puisque 5 convexe et bornée (car d(kn(v), k′n(E)) ≤ d(kn(v), k′n(Rm(n))) qui est
constante). Comme E =
⋃
n≥n0 R
m(n), on a que kz(E) est parallèle à kz′(E) pour tout z, z′ ∈ eZ .
Ceci permet de conclure que Z = E×Y où Y est un espace CAT(0) complet isométrique au complété
du quotient de Z ′ par la pseudo-métrique d ′(z, z′) = dH (kz(E), kz′(E)) (voir le Corollaire B.1.11).
Remarque 4.1.10. Si z ∈ Z , alors
prE(z) = limn→∞ en(prRm(n)(z)).
En effet, pour tout l ≥ n les applications du système direct sont données par
el,n : Rm(n) → Rm(l)
(λ1, . . . ,λm(n)) 7→ (λ1, . . . ,λm(n), 0, . . . , 0︸ ︷︷ ︸
∈Rm(l)−m(n)
).
Maintenant si limn→∞m(n)<∞, alors il existe n0 tel que Rm(n0+n) = Rm(n0) pour tout n≥ 0 et donc
E = Rm(n0). Supposons que limn→∞m(n) =∞. Dans ce cas, eE =⊕n≥1R, E = `2(N) et
en : Rm(n) → `2(N)
(λ1, . . . ,λm(n)) 7→ (λ1, . . . ,λm(n), 0, 0, . . .).
Si prRm(n)(z) =
 
λ1(z),λ2(z), . . . ,λm(n)(z)

, alors
prE(z) =
 
λ1(z),λ2(z), . . . ,λm(z),λm+1(z), . . .

.
5. Voir le Lemme 5.3.1.
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(2) On montre les propriétés (i) à (iii).
(i) On a bien que F ⊆ ∂ E car
F ⊆ D ⊆ ∂ E = ∂ E
puisque ∂ E est fermé dans ∂ Z car E est complet. De plus, il est clair qu’un point dans E est un point
plat dans Z et donc que F = ∂ E ∩ ∂ X . Comme v(D) engendre E, il en va de même pour v(F).
(ii) Il faut voir que prY (X ) est dense dans X . On sait que Rm(n)×prYn(X ) est dense dans Zn pour tout
n ≥ 1. Donc ⋃n≥1Rm(n) × prYn(X ) est dense dans Z . Et si z ∈ Rm(n) × prYn(X ), alors il existe x ∈ X
tel que x ∈ kn(Rm(n))⊆ kz(E). Par définition de Y on a donc bien que prY (X ) est dense dans Y .
(iii) Supposons qu’on se soit donné D = {ξn}n≥1, D′ = {ξ′n}n≥1 deux parties dénombrables denses
de F . Alors on peut fabriquer deux décompositions i : X → Z = E × Y et i′ : X → Z ′ = E′ × Y ′. On
va montrer que ces deux décompositions sont isométriques. L’idée est de supposer que
X ⊆ Zn = Rm(n)× Yn ⊆ Z = E × Y.
et de voir qu’on peut réaliser i′ dans Z . On a que {ξ′n}n≥1 ⊆ E et on peut noter En le sous-espace de
E engendré par {v(ξ′i)}ni=1 et E⊥n son complémentaire orthogonal. Pour tout n≥ 1, on considère
i′n : X → Z ′n = En×piE⊥n (prE(X ))× Y ⊆ Z
x 7→  prEn(prE(x)), prE⊥n (prE(x)), prY (x).
Alors, en identifiant Rm′(n) avec En et en posant Y ′n := piE⊥n (prE(X ))× Y , on voit que cette décom-
position vérifie le Deuxième pas relativement au sous-ensemble {ξ′n}n≥1 ⊆ F et au point base x0. En
effet, le point (i) est évident et pour le point (ii) on observe que prY ′n(x) = piE⊥n (prE(X ))× prY (X )
qui est donc dense dans Yn. Comme
⋃
n≥1 En = E, on a bien que E′ = E, Y = Y ′, Z = Z ′ et i′ = id.
Soit γ : X → X une isométrie. Si eγ : Z → Z étend γ, alors eγ préserve ∂ E puisque γ préserve F et
que v(F) engendre E. Ainsi, eγ doit se décomposer en eγ = (γE ,γY ). Puisque prY (X ) est dense dans
Y , on a évidemment que γY est uniquement déterminé par γ. On note γE = τ ◦σ où σ : E → E est
une isométrie linéaire et τ : E → E, v 7→ v + t est une translation. Comme v(F) engendre E, σ est
uniquement déterminée par γ. Et pour τ, on observe que
t = τ(0) = 0+ t = σ(0) + t = γE(0) = prE(γ(x0)).
Montrons maintenant l’existence de eγ. On se fixe {ξn}n≥1 ⊆ F une partie dénombrable dense des
points plats et on considère
X ⊆ Zn = Rm(n)× Yn ⊆ Z et X ⊆ Z ′n = En× Y ′n ⊆ Z
les décompositions par rapport à {ξn}n≥1 et {γ(ξn)}n≥1 respectivement (les deux par rapport au
point base x0). Rappelons qu’on note γn : Zn → Z ′n l’unique extension de γ à γn. Si z ∈ Z et n ≥ 1
est tel que z ∈ Zn, alors la preuve du Deuxième pas (iv) montre que
γn+1(z) = γn(z).
Ainsi, on peut définir eγ(z) = γnz (z) pour tout z ∈ eZ et étendre naturellement cette isométrie à Z .
Comme chaque γn étend γ, il en va de même pour eγ.
On introduit les ensembles A := {ξ ∈ F | −ξ ∈ F} et P := {ξ ∈ F | ∠(ξ, A) = pi/2} et on termine la
section en prouvant quelques propriétés de F , A et P qui sont nécessaires pour prouver le Théorème
d’Adams-Ballmann et les généralisations.
Lemme 4.1.11. Soit X un espace CAT(0) complet. Alors
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(i) L’ensemble F est fermé dans ∂ X (et donc compact) pour la topologie conique et pi-convexe.
(ii) Sur F la topologie conique et la topologie de Tits 6 coïncident.
(iii) i(A) est une sous-sphère fermée de ∂ E.
(iv) P est fermé, pi-convexe et satisfait P ∩ (−P) = ;.
De plus, F, A et P sont invariants par isométries.
Preuve. Il découle de la décomposition d’Adams-Ballmann que la géométrie de F est sphérique.
(i) Montrons que si {bξn}n≥1 est une suite de fonctions affines convergeant uniformément sur les
bornés vers bξ, alors bξ est affine. Soit z, z
′ ∈ X et t ∈ [0, 1]. Alors cz,z′(t) ∈ B(z, d(z, z′)) puisque
les boules sont convexes ([BH99], Proposition II.1.4 p. 160). Comme bξn → bξ uniformément sur
les bornés, alors
0= bξn(cz,z′(t))− (1− t)bξn(z)− t bξn(z′)→ bξ(cz,z′(t))− (1− t)bξ(z)− t bξ(z′)
et donc bξ est affine.
Montrons la pi-convexité. Pour se faire, considérons la décomposition d’Adams-Ballmann i : X ,→
E × Y . Alors ∂ E ⊆ ∂ (E × Y ) = ∂ E ∗ ∂ Y est pi-convexe de même que ∂ X . Ainsi, i(F) = i(∂ X )∩ ∂ E
est pi-convexe.
(ii) Ceci découle directement du Théorème 4.1.5. En effet, dans une sphère la topologie conique et
la topologie de Tits coïncident. Soit S une sphère d’un espace de Hilbert. Dans ([BH99], p. 281) il
est prouvé, en toute généralité, qu’un voisinage pour la topologie conique est un voisinage pour ∠.
Montrons alors l’autre sens : si ξ ∈ ∂ S et V (ξ,α) = {ξ′ ∈ S |∠(ξ,ξ′) < α}, α ∈]0,pi] alors V (ξ,α)
est un voisinage de ξ pour la topologie conique. Il faut donc montrer qu’il existe r," > 0 tels que
U(cξ,x0 , r,")⊆ V (ξ,α),
où U(cξ,x0 , r,") est un voisinage de ξ pour la topologie conique (voir 3.3.2). Choisissons r ∈ R>0
quelconque et " > 0 tel que "/2r < sin(α/2). Alors F ∩ U(cξ,x0 , r,") ⊆ V (ξ,α). En effet, si ξ′ ∈
U(cξ,x0 , r,"), alors
d(cξ,x0(r),piB(x0,r)(ξ
′)) = 2r sin
∠(ξ,ξ′)
2

< " < 2r sin
α
2

,
d’où sin

∠(ξ,ξ′)
2

< sin(α
2
) et donc ∠(ξ,ξ′)< α car ∠(ξ,ξ′) et α ∈ [0,pi].
(iii) On commence par montrer que A est fermé. Soit {ξn}n≥1 une suite d’éléments de A qui converge
vers ξ ∈ F . Alors b−ξn = −bξn →−bξ = b−ξ ∈ F et donc A est fermé. De plus, c’est bien une sphère
par définition et par pi-convexité de F (si ξ1,ξ2 ∈ A sont tels que ∠(ξ1,ξ2) < pi, alors les géodé-
siques [ξ1,ξ2], [ξ2,−ξ1], [−ξ1,−ξ2] et [−ξ2,ξ1] sont dans F et donc dans A).
(iv) P est fermé par définition (c’est la préimage d’un point par une fonction continue, P =
∠(A, ·)−1({pi/2})). On a P∩(−P) = ; puisque s’il existe ξ ∈ P tel que ξ=−η avec η ∈ P, alors ξ ∈ A,
ce qui contredit la définition. Il est pi-convexe puisque si ξ1,ξ2 ∈ P sont tels que ∠(ξ1,ξ2)< pi alors
d(A, [ξ1,ξ2]) = pi/2.
Pour l’invariance, on l’a déjà vérifié pour F (dans la définition). On a ξ ∈ A si et seulement s’il existe
η tel que ∠(ξ,η) = pi. Comme γ s’étend en une isométrie de (∂ X ,∠), alors ∠(γ(ξ),γ(η)) = pi d’où
γ(ξ) ∈ A. On a ξ ∈ P si et seulement si ∠(ξ, A) = pi/2. Et donc ∠(γ(x), A) = ∠(γ(x),γ(A)) = pi/2,
c’est-à-dire que γ(ξ) ∈ P.
6. I.e. celle de la métrique angulaire (voir [BH99], p. 279).
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Lemme 4.1.12. Soit X un espace CAT(0) propre et i : X ,→ Z = E × Y sa décomposition d’Adams-
Ballmann. Posons
EA := 〈v(i(ξ))〉ξ∈A et EP := 〈v(i(ξ))〉ξ∈P .
Alors
(i) EA est de dimension finie,
(ii) A= F si et seulement si P = ;,
(iii) E = EA EP (où  désigne la somme directe orthogonale).
Preuve. (i) Comme les points de A possèdent une antipode, la décomposition de X selon A⊆ F livre
une vraie décomposition X = EA× YA. Ainsi EA est propre (puisque X l’est) et donc de dimension
finie.
(ii) L’implication de gauche à droite est évidente. Pour l’autre sens, on va montrer la contraposée.
Supposons donc qu’il existe ξ ∈ F \ A. On considère minη∈A∠(η,ξ) qui est réalisé en un unique
point (puisque A est compact et qu’on est dans un espace euclidien) qu’on note η0. Considérons la
géodésique [−η0,ξ] (ces deux points sont à distance < pi puisque ξ /∈ A). Le point au “sommet” de
cette géodésique (i.e. à distance pi/2 de −η0) est dans P.
(iii) EA et EP sont orthogonaux, puisque pour ξA ∈ A et ξP ∈ P on a que
〈v(ξA), v(ξP)〉= cos ∠(ξA,ξP)= cos(pi/2) = 0.
Pour la somme, il suffit de vérifier que v(ξ) s’écrit comme la somme d’un élément de EA et d’un
élément de EP pour tout ξ ∈ F (puisque E = 〈v(ξ)〉ξ∈F ). Soit donc ξ ∈ F . On a vu dans la preuve du
point (ii) qu’il existe ξA ∈ A et ξP ∈ P tel que ξ soit sur la géodésique [ξA,ξP]. Comme la géométrie
de ∂ E est sphérique, on a que
v(ξ) = cos(∠(ξ,ξA))v(ξA) + sin(∠(ξ,ξA))v(ξP).
Il n’y a pas besoin de vérifier que EA ∩ EP = {0} puisque la somme est orthogonale. Ainsi, E =
EA EP .
Lemme 4.1.13. Soit X un espace CAT(0), B ⊆ ∂ X fermé et pi une mesure de probabilité borélienne sur
B. Si la fonction b(x) =
∫
B
bξ,x0(x)dpi(ξ) est constante, alors tous les points dans le support de pi sont
plats.
Preuve. Par définition on a l’égalité suivante
{ξ ∈ B | bξ est affine}=
⋂
x ,y∈X , t∈[0,1]
{ξ ∈ B | bξ(cx ,y(t)) = (1− t)bξ(x) + t bξ(y)}.
Chacun de ces ensembles est fermé et, puisque les fonctions de Busemann sont convexes et que b
est constante, ils sont de mesure 1. Ainsi, tous les points dans le support de pi (i.e. l’intersection de
tous les fermés de mesure 1) sont plats.
4.1.2 Décomposition d’Adams-Ballmann d’un champ borélien
On va maintenant montrer que la décomposition d’Adams-Ballmann d’un espace CAT(0) peut s’ef-
fectuer de manière borélienne lorsqu’on considère un champ borélien d’espaces CAT(0) propres.
Dans la suite, pour simplifier la notation, on suppose que le bord est non vide pour tout ω ∈ Ω (i.e.
{ω ∈ Ω | ∂ X 6= ;} = Ω). Tous les résultats restent bien sûr vrais en toute généralité (en remplaçant
le champ (Ω,∂ X•) par le champ restreint ({ω ∈ Ω | ∂ Xω 6= ;},∂ X•)).
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Les sous-champs F•, A• et P• de ∂ X•
Lemme 4.1.14. Soit (Ω,A ,µ) un espace borélien, (Ω, X•) un champ borélien d’espaces CAT(0)
propres de structure borélienne L (Ω, X•). Alors
(i) Le champ des points plats F• est un sous-champ généralisé borélien de ∂ X•.
(ii) Le sous-champ A• de F• défini par Aω := {ξω ∈ Fω | −ξω ∈ Fω} est un sous-champ généralisé
borélien de fermés de F•.
(iii) Le sous-champ P• de F• défini par Pω := {ξω ∈ Fω | ∠ω(ξω, Aω) = pi/2} est un sous-champ
généralisé borélien de fermés de F•.
Preuve. On décompose la preuve de (i) en deux étapes.
(1) Soit X un espace CAT(0), z, z′ ∈ X et f ∈ C (X ). On définit
∆z,z′,t( f ) := f (cz,z′(t))− (1− t) f (z)− t f (z′),
où cz,z′ est la géodésique reliant z à z
′ et, pour x0 un point base fixé,
∆m( f ) := sup
z,z′∈B(x0,m)
sup
t∈[0,1]
|∆z,z′,t( f )|
qui est une fonction qui mesure “le défaut d’affinité de f ” sur la boule B(x0, m). Pour m ≥ 1 fixé, la
fonction ∆m : C (X )→ R est continue (où C (X ) pour la topologie de la convergence uniforme sur
les compacts).
Pour ce faire, il suffit de montrer que si f ∈ C (X ) et " > 0 sont fixés, alors g ∈ U( f , B(x0, m),")
implique que |∆m( f )−∆m(g)| ≤ 2". Soit donc z, z′ ∈ B(x0, m) et t ∈ [0,1]. Par choix de g, on a
f (cz,z′(t)) + " ≥ g(cz,z′(t)) ≥ f (cz,z′(t))− "
−(1− t) f (z) + (1− t)" ≥ −(1− t)g(z) ≥ −(1− t) f (z)− (1− t)"
−t f (z′) + t" ≥ −t g(z′) ≥ −t f (z′)− t".
En sommant on obtient, pour tous z, z′ ∈ B(x0, m) et t ∈ [0,1],
2" ≥ |∆z,z′,t( f )−∆z,z′,t(g)|
Ainsi,
|∆m( f )−∆m(g)| ≤ 2".
(2) Pour montrer que F• est un sous-champ généralisé borélien, on va démontrer que c’est une
intersection dénombrable de sous-champs généralisés boréliens de fermés (voir par la Proposition
1.5.6). On fixe x0• ∈ L (Ω, X•) et on définit ∆m• ∈ S (Ω,C (∂ X•))⊆ S
 
Ω,C (C (X•)) en posant
∆
m
ω : ∂ Xω → R
ξ 7→ ∆m(bξ,x0ω)
Alors, par définition de F•, on a F• =
⋂
m≥1(∆
m
• )
−1({0}) et il reste à voir que chacun de ces sous-
champs généralisés est borélien. Pour ce faire on va utiliser le Lemme 1.5.13 et il suffit donc de
prouver que
∆
m
• ∈ L (Ω,C (∂ X•)).
La continuité de ∆mω a été démontrée au point (1) et il reste à vérifier que ∆
m
• (ξ•) est une fonction
borélienne pour tout ξ• ∈ L (Ω,∂ X•). On considère, pour tout entier m≥ 1, le sous-champ borélien
B(x0• , m) de X• dont on choisit une famille fondamentale Dm.
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On observe que
∆
m
• (ξ•) =
7 sup
z•,z′•∈Dm
sup
t∈[0,1]∩Q
|bξ•,x0• (cz•,z′•(t))− (1− t)bξ•,x0• (z•)− t bξ•,x0• (z′•)|
qui est donc borélienne car l’évaluation de bξ•,x0• sur les sections boréliennes de X• est borélienne
par définition
 
cz•,z′•(t) ∈ L (Ω, X•) pour tout t ∈ [0, 1] par la Proposition 3.2.1 (i)

.
(ii) La section de fonctions ∠• ∈ S (Ω, C•(F•× F•)) définie par
∠ω : Fω× Fω → R
(ξ,η) 7→ ∠ω(ξ,η).
est borélienne (Lemme 3.3.12). Par le Lemme 1.5.13, le sous-champ généralisé B• := (∠•)−1({pi})
de F•× F• est borélien. Et donc, A• = piF•
 
B•

est borélien par la Remarque 1.9.5.
(iii) On considère ∠•(·, A•) ∈ S (Ω,C (F•)) comme une section de fonctions continues sur F•. Par le
point (ii) et la Proposition 1.2.23, on sait que ∠•(ξ•, A•) est borélienne pour tout ξ• ∈ L (Ω, F•) et
donc ∠•(·, A•) ∈ L (Ω,C (F•)). Ainsi, par le Lemme 1.5.13, P• = ∠•(·, A•)−1({pi/2}) est un sous-champ
généralisé borélien de fermés de F•.
Remarque 4.1.15. Le Lemme 4.1.11 et le Lemme 3.3.12 (ii) montrent que si Ω′ = {ω ∈ Ω | Fω 6= ;},
alors (Ω′, (F•,δ•)) et (Ω′, (F•,∠•)) sont topologiquement équivalents (voir la Définition 1.1.17).
Version borélienne de la décomposition d’Adams-Ballmann
A partir de maintenant, on suppose que {ω ∈ Ω | Fω 6= ;} = Ω. Cela ne change rien aux résultats
puisque Zω′ = Xω′ pour toutω′ /∈ {ω ∈ Ω | Fω 6= ;}. Aussi, une fois construite la structure borélienneL ({ω ∈ Ω | Fω 6= ;}, Z•), sa concaténation avec L (Ω \ {ω ∈ Ω | Fω 6= ;}, X•) est une structure
borélienne qui satisfait les conditions.
On reprend les notations de la preuve du Deuxième pas de la preuve du Théorème 4.1.5. On rajoute
la convention qu’on considère Rn = {(x1, . . . , xn, 0, 0, . . .)} ⊆ `2(N) et donc que Rn ⊆ Rn+1, ce qui
permet de ne plus parler des applications en+1,n et en. On commence par montrer qu’il existe une
“bonne” structure borélienne sur E•.
Lemme 4.1.16. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’espaces CAT(0) propres
de structure borélienne L (Ω, X•). On considère la décomposition d’Adams-Ballmann i• : X•→ Z•. Alors
il existe une structure borélienne L (Ω, E•) sur (Ω, E•) telle que prE• ◦i• : X•→ Z• soit un morphisme de
champs compatible.
Preuve. On se fixe x0• ∈ L (Ω, X•) et D = {ξ1• ,ξ2• ,ξ3• , . . .} ⊆ L (Ω, F•) une famille fondamentale de la
structure borélienne naturelle du champ des points plats. Alors, pour toutω ∈ Ω, on peut considérer
la suite de décompositions
Xω ⊆ Znω = Rmω(n)× Y nω ⊆ Zn+1ω = Rmω(n+1)× Y n+1ω ⊆ Zω = Eω× Yω
associée à la famille {ξnω}n≥1 et à x0ω. On va commencer par montrer que m•(n) ∈ L (Ω,N) pour tout
n ≥ 1 et donc que {Rm•(n)}n≥1 est une suite croissante de sous-champs boréliens du champ trivial
`2(N). On va également prouver que prRm•(n) : X•→ Rm•(n) est un morphisme de champs compatible.
On procède par récurrence.
[n = 1] Dans ce cas, on décompose nos espaces par rapport à un unique point et donc mω(1) = 1
7. En effet, si X est CAT(0) propre, D ⊆ X est une partie dense et f ∈ C (X ), on obtient la même valeur de ∆m( f )
en prenant le supremum sur B(x0, m) ∩ D et [0,1] ∩Q car les géodésiques dépendent continûment des extrémités (voir
[BH99], Proposition II.1.4 p. 160).
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pour tout ω ∈ Ω. Ainsi m•(1) ∈ L (Ω,N). Si x• ∈ L (Ω, X•), alors prE1• (x•) =−bξ1• (x•) (voir la preuve
du Premier pas du Théorème 4.1.5). Or, bξ1• (x•) ∈ L (Ω,R) par définition de la structure borélienneL (Ω,∂ X•).
[n⇒ n+ 1] Lorsqu’on décompose successivement par rapport à plusieurs points du bord, il arrive
que le nouveau point soit déjà dans le bord de l’espace euclidien. Considérons donc
Ω0 := {ω ∈ Ω | ξn+1ω ∈ ∂Rmω(n)}= {ω ∈ Ω | mω(n+ 1) = mω(n)},
le sous-ensemble de Ω sur lequel la décomposition reste identique. Pour montrer que m•(n + 1)
est borélienne il suffit de montrer que Ω0 ∈ A , puisque m•(n) est borélienne par hypothèse de
récurrence et que mω(n+ 1) vaut mω(n) si ω ∈ Ω0 et mω(n) + 1 sinon.
Or,
Ω0 = {ω ∈ Ω | ξn+1ω ∈ ∂Rmω(n) ⊆ ∂Rmω(n) ∗ ∂ Y nω}
= {ω ∈ Ω | cξn+1ω ([0,∞[)⊆ Rmω(n)× {prY nω(x0ω)}}
= {ω ∈ Ω | cξn+1ω (1)⊆ Rmω(n)× {prY nω(x0ω)}}
= {ω ∈ Ω | ‖prRmω(n)  cξn+1ω (1)‖Rmω(n) = 1}∈A .
Montrons maintenant que le morphisme prRm•(n+1) est compatible. Si ω ∈ Ω0, alors prRmω(n+1) =
prRmω(n) . Sinon, le point (iii) du Deuxième pas de la preuve du Théorème 4.1.5 montre que si x ∈ Xω,
alors
prRmω(n+1)(x) =

prRmω(n)(x), − 1Æ
1−‖prRmω(n)(cξn+1ω (1))‖2Rmω(n)
·
 
bξn+1ω (x)+< prRmω(n)(cξn+1ω (1)), prRmω(n)(x)>Rmω(n)

.
Soit x• ∈ L (Ω, X•). On observe que :
a) prRm•(n)(x•) ∈ L (Ω,`2(N)) par récurrence et puisque x• ∈ L (Ω, X•),
b) cξn+1• (1) ∈ L (Ω, X•) par le Lemme 3.3.12 (i),
c) prRm•(n)
 
cξn+1• (1)
 ∈ L (Ω,`2(N)) par hypothèse de récurrence et le point b),
d) ‖prRm•(n)(cξn+1• (1))‖Rm•(n) ∈ L (Ω,R) par le point c) et la Proposition 1.7.3,
e) bξn+1• (x•) ∈ L (Ω,R) par définition de la structure borélienne du champ des bords,
f) < prRm•(n)(cξn+1• (1)), prRm•(n)(x•) >Rm•(n)∈ L (Ω,R) par les points a) et c) et la Proposition
1.7.3,
g) − 1q
1−‖prRm•(n) (cξn+1• (1))‖2Rm•(n)
·  bξn+1• (x•)+ < prRm•(n)(cξn+1• (1)), prRm•(n)(x•) >Rm•(n)  ∈ L (Ω,R)
par les points d), e) et f).
Ainsi, les points a) et g) montrent que prRm•(n+1)
 
x• |Ω+
 ∈ L (Ω+,`2(N)) où l’on a noté Ω+ le
complémentaire de Ω0.
Comme Rm•(n) est un sous-champ borélien de (Ω,`2(N)) pour tout n≥ 1, il en va de même pour E• =⋃
n≥1Rm•(n). De plus, la Remarque 4.1.10 montre que prE• : X•→ E• est un morphisme compatible.
Muni de ce lemme, on peut maintenant se lancer dans la preuve de la version borélienne de la
décomposition d’Adams-Ballmann.
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Théorème 4.1.17. Soit (Ω,A ) un espace borélien et (Ω, X•) un champ borélien d’espaces CAT(0)
propres de structure borélienne L (Ω, X•). On considère la décomposition d’Adams-Ballmann i• : X• →
Z•. Alors il existe une unique structure borélienne sur Z• telle que i•(X•) soit un sous-champ borélien
de Z• et telle que la décomposition Z• = E• × Y• soit borélienne (voir la Définition 1.9.6). De plus,
supposons que γ• ∈ fL (Ω, Iso(X•)) soit un morphisme compatible et isométrique. Alors l’extension eγ• ∈S (Ω, Iso(Z•)) satisfait que
eγ• = (γE• ,γY•) ∈ fL (Ω, Iso(E•))× fL (Ω, Iso(Y•))⊆ fL (Ω, Iso(Z•)).
Preuve. On suppose que X• ⊆ Z•. Montrons l’existence de la structure borélienne. On se rappelle que,
pour tout ω ∈ Ω, prYω(Xω) est dense dans Yω qui est complet. On peut ainsi voir Yω comme le com-
plété du quotient de Xω par la pseudo-métrique δω définie par δω(x , y) = dYω
 
prYω(x), prYω(y)

.
On considère L (Ω, E•) la structure borélienne sur E• telle que piE• : X• → E• soit un morphisme de
champs compatible (Lemme 4.1.16). Alors
dY•
 
prY•(x•), prY•(y•)

=
Æ
dX•
2(x•, y•)− dE•2
 
prE•(x•), prE•(y•)

est borélienne pour tout x•, y• ∈ L (Ω, X•). Le Lemme 1.9.3 montre donc qu’il existe une unique
structure borélienne L (Ω, Y•) sur Y• qui fait de prY• : X•→ Y• un morphisme de champs compatible.
La structure produit L (Ω, Z•) := L (Ω, E•)×L (Ω, Y•) satisfait clairement les deux conditions de-
mandées.
On s’occupe maintenant de l’unicité. Par hypothèse, il existe des structures L2(Ω, E•) sur E• etL2(Ω, Y•) sur Y• telles que L (Ω, X•) ⊆ L2(Ω, E•) × L2(Ω, Y•). En particulier, prE•
 L (Ω, X•) ⊆L2(Ω, E•). Soit {ξn• }n≥1 une famille fondamentale de L (Ω, F•). Alors la famille {prE•  cξn• (1)}n≥1
est contenue dans L2(Ω, E•) et engendre 8 la structure hilbertienne L (Ω, E•), ce qui montre queL2(Ω, E•) = L (Ω, E•). De même, prY•
 L (Ω, X•) ⊆ L2(Ω, Y•) et donc la structure est la même que
celle décrite dans la preuve de l’existence.
Soit γ• ∈ fL (Ω, Iso(X•)) un morphisme compatible, isométrique et eγ• = (γE• ,γY•) l’extension. On
décompose γE• = τ• ◦σ• où, pour tout ω ∈ Ω, σω : Eω→ Eω est une isométrie linéaire et τω : Eω→
Eω, e 7→ e+ tω est une translation. Si ξ• ∈ L (Ω, F•)⊆L (Ω,∂ E•), alors
σ•(ξ•) = γ•(ξ•) ∈ L (Ω, F•)⊆L (Ω,∂ E•).
Comme v(Fω) engendre Eω pour tout ω ∈ Ω, on a bien que σ• ∈ fL (Ω, Iso(E•)). D’autre part, on
observe que τ• ∈ fL (Ω, Iso(E•)) si et seulement si t• ∈ L (Ω, E•). Or, t• = prE•(γ•(x•))−prE•(x•) pour
tout x• ∈ L (Ω, X•). Ainsi, t• ∈ L (Ω, E•).
Finalement, on observe que γY•(prY•(x•)) = prY•(γ•(x•)) ce qui permet de conclure que γY• ∈fL (Ω, Iso(Y•)) puisque γ• et prY• sont compatibles et que prYω(Xω) est dense dans Yω pour tout
ω ∈ Ω.
4.2 Preuve du théorème principal
4.2.1 Cas d’un G-espace moyennable
On va prouver l’analogue des Lemmes C.0.6, C.0.7 et C.0.8 de l’Appendice C consacrée à l’esquisse
de la preuve du Théorème d’Adams-Ballmann avant de se lancer dans la démonstration de la géné-
ralisation.
8. Voir la Proposition 1.7.2.
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Champ de convexes et section fixe à l’infini
Proposition 4.2.1. Soit G un groupe localement compact à base dénombrable, (Ω,A ,µ) un G-espace
ergodique, X un espace CAT(0) propre de dimension de recouvrement finie et α : G ×Ω→ Iso(X ) un
cocycle borélien. Supposons qu’il n’existe pas de classe invariante de sous-champs généralisés boréliens
de convexes fermés, non vides presque partout qui soit minimale pour ces propriétés. Alors il existe une
classe de sections invariante [ξ•] ∈ L(Ω,∂ X ).
Preuve. On fait la preuve en trois temps.
(1) On commence par prouver que si {Cβ• }β∈B est une chaîne (pour l’inclusion presque partout)
de sous-champs généralisés boréliens de fermés presque invariants, alors il existe un sous-champ
généralisé borélien C• de fermés presque invariant tel que
(i) [C•]≤ [Cβ• ] pour tout β ∈B .
(ii) Il existe une famille dénombrable {βn}n≥1 ⊆ B décroissante (pour l’ordre induit par celui
de la chaîne) telle que C• =
⋂
n≥1 Cβn•
Par la Proposition 1.4.8, il existe une famille {β ′n}n≥1 ⊆ B tel que C• =
⋂
n≥1 Cβn• (qui est borélien
par la Proposition 1.5.6) satisfait (i). En posant βn :=min{β ′1,β ′2, . . . ,β ′n} (i) et (ii) sont vérifiés (on
a toujours que
⋂
n≥1 Cβn• = C•). Il faut encore montrer que C• est presque-invariant. Pour ce faire,
on observe que pour tout g ∈ G
{ω ∈ Ω | α(g,ω)Cω = Cgω} ⊆
⋂
n≥1
{ω ∈ Ω | α(g,ω)Cβnω = Cβngω}.
(2) Ensuite, on montre que s’il n’existe pas de classe invariante de sous-champs généralisés boréliens
de convexes fermés non vides presque partout qui soit minimale pour ces propriétés, alors il existe
une suite dénombrable de classes invariantes de sous-champs boréliens {[Cn• ]}n≥1 de convexes fer-
més non vides presque partout telle que
(i) [Cn+1• ]≤ [Cn• ] pour tout n≥ 1,
(ii) [
⋂
n≥1 Cn• ] est la classe du sous-champ vide.
Considérons E l’ensemble des classes invariantes de sous-champs généralisés boréliens de fermés
convexes non vides presque partout muni de l’ordre de l’inclusion presque partout. Par hypothèse,
il n’existe pas d’élément minimal dans E . Ainsi, par la contraposée du Lemme de Zorn, il existe
une chaîne {[Cβ• ]}β∈B d’éléments de E qui n’admet pas de minorant. Or, par le point (1), il
existe une suite décroissante (pour l’ordre induit par celui de la chaîne) d’indices {βn}n≥1 telle
que C• :=
⋂
n≥1 Cβn• est un sous-champ généralisé borélien de convexes fermés, presque invariant
tel que [C•] ≤ [Cβ• ] pour tout β ∈ B . Par hypothèse, {ω ∈ Ω | Cω 6= ;} n’est pas de mesure pleine
(sinon c’est un minorant de la chaîne). Montrons que cet ensemble doit alors être de mesure nulle.
Par le Lemme 2.1.11 et la Remarque 2.1.12, il existe eC• =p.p. C• et Ω′ un borélien de mesure pleine
G-invariant tel que (Ω′, eC•) est invariant. Alors {ω ∈ Ω′ | eCω 6= ;} est G-invariant. Donc, par ergo-
dicité, cet ensemble est de mesure soit nulle soit pleine. Puisque Ω′ est de mesure pleine, on a la
même dichotomie 9 pour l’ensemble {ω ∈ Ω | Cω 6= ;}. Or, on avait vu que sa mesure ne pouvait être
pleine et donc sa mesure doit être nulle. Ainsi, C• est bien dans la classe du sous-champ généralisé
partout vide.
(3) On peut maintenant attaquer la preuve de la proposition. Considérons la suite dénombrable
de sous-champs généralisés boréliens presque invariants {Cn• }n≥1 formés de convexes fermés non
vides, donnée par le point (2) (on choisit des représentants tels que Cnω est un convexe fermé non
vide pour tout ω ∈ Ω). Le Lemme 2.1.11 et la Remarque 2.1.12 permettent de supposer qu’il existe
pour tout n ≥ 1 un borélien Ωn invariant de mesure pleine et eCn• un champ borélien de convexes
9. Puisque µ{ω ∈ Ω | Cω 6= ;}= µ{ω ∈ Ω | eCω 6= ;}= µ{ω ∈ Ω′ | eCω 6= ;}.
132 CHAPITRE 4. GÉNÉRALISATION DU THÉORÈME D’ADAMS-BALLMANN
fermés non vides tel que (Ωn, eCn• ) est invariant et [eCn• ] =p.p. [Cn• ]. Observons que
Ω′′ := ω ∈ Ω′ | eCnω ⊇ eCn+1ω pour tout n≥ 1 et ⋂
n≥1
eCn• = ;	
est G-invariant et de mesure pleine. La famille de sous-champs boréliens {(Ω′′, eCn• )}n≥1 satisfait
donc les hypothèses du Corollaire 3.5.8 (voir la Remarque 3.5.9) et il existe donc ξ• ∈ L (Ω′′,∂ X )
invariante et donc sa classe [ξ•] ∈ L(Ω,∂ X ) est invariante.
Sections de fonctions quasi-invariantes
Définition 4.2.2. Soit G un groupe localement compact à base dénombrable, (Ω,A ) un G-espace
borélien standard, X un espace CAT(0) propre et α : G ×Ω → Iso(X ) un cocycle borélien. Supposons
qu’il existe C• un sous-champ borélien invariant d’ensembles non vides. Une section de fonctions f• ∈S (Ω,F (C•)) est dite quasi-invariante s’il existe une fonction c : G × Ω → R telle que eα(g,ω) fω =
fgω+ c(g,ω) 10.
Remarque 4.2.3. La fonction c ci-dessus est un cocycle additif. En effet,
eα(gh,ω) fω = eα(g, hω)(eα(h,ω) fω) = eα(g, hω)( fhω+ c(h,ω)) déf. de eα= eα(g, hω) fhω+ c(h,ω)
= fghω+ c(g, hω) + c(h,ω),
et donc
c(gh,ω) = c(g, hω) + c(h,ω).
Lemme 4.2.4. Soit G un groupe localement compact à base dénombrable, (Ω,A ) un G-espace
borélien standard, Y un espace CAT(0) propre de dimension topologique finie, α : G ×Ω→ Iso(Y ) un
cocycle borélien et X• un sous-champ borélien invariant de convexes non vides. Soit f• ∈ L (Ω,C (X•))
quasi-invariante telle que fω soit convexe pour tout ω ∈ Ω.
(i) Posons
Ωinf=−∞ := {ω ∈ Ω | inf fω =−∞}
Ωinf>−∞ := {ω ∈ Ω | inf fω >−∞ et n’est pas atteint}
Ωmin := {ω ∈ Ω | inf fω est atteint}.
Alors ces trois ensembles sont des boréliens G-invariants.
(ii) ( f• |Ωmin −min( f• |Ωmin))−1({0}) est un sous-champ borélien de (Ωmin, X•), invariant de fermés,
convexes, non vides.
(iii) Posons Ωinf := Ωinf=−∞ ∪Ωinf>−∞. Alors il existe une section ξ• ∈ L (Ωinf,∂ X•) qui est inva-
riante.
Preuve. (i) (Hypothèse de convexité pas nécessaire). Soit D ⊆ L (Ω, X•) une famille fondamentale
du sous-champ. Alors
inf f• : Ω → R∪ {−∞}
ω 7→ inf
x∈Xω
fω(x)
est borélienne puisque inf f• = infx•∈D f•(x•). Ainsi, Ωinf=−∞ = (inf f•)−1({−∞}) ∈A .
D’autre part, si f : X → R est une fonction continue d’un espace métrique propre X et x0 ∈ X est
fixé, alors on a que
inf f est atteint ⇐⇒ ∃ R ∈ N t.q. inf
x∈B(x0,R)
f (x) = inf
x∈X f (x).
10. Remarquons que eα(g,ω) fω ∈ F (Cgω) est bien défini puisque le sous-champ est supposé invariant.
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Soit x0• ∈ L (Ω, X•). Alors, pour tout R ∈ N fixé, la fonction Ω → R, ω 7→ inf
x∈B(x0ω,R)
fω(x) est
borélienne puisque B(x0• , R) est un sous-champ borélien de X•. Ainsi,
Ωmin = {ω ∈ Ω | inf fω est atteint}=
⋃
R∈N
{ω ∈ Ω | inf
x∈B(x0ω,R)
fω(x) = infx∈Xω
fω(x)} ∈ A .
Finalement, Ωinf>−∞ = Ω \ (Ωmin ∪Ωinf=−∞) ∈A .
La G-invariance des ensembles découle directement de la quasi-invariance de f•. En effet, commeeα(g,ω) fω = fgω+ c(g,ω), fω atteint son minimum si et seulement si fgω l’atteint.
(ii) On a, par hypothèse, que eα(g,ω) fω = fω ◦ α(g−1, gω) = fgω + c(g,ω). En particulier, pour
(g,ω) ∈ G×Ωmin, on a que min fω =min fgω+ c(g,ω). On peut donc vérifier que efω = fω−min fω
est invariante : eα(g,ω)( fω−min fω) = fgω+ c(g,ω)−min fω = fgω−min fgω.
Ainsi, ef• ∈ L (Ωmin,C (X•)) est une section invariante de fonctions convexes. En particulier,
(ef•)−1({0}) est un sous-champ borélien 11 de (Ωmin, X•) invariant, de fermés convexes non vides.
(iii) On fait la preuve en deux temps.
(1) Pour ω ∈ Ωinf>−∞, on pose efω := fω − inf fω. Alors ef• ∈ L (Ωinf>−∞,C (X•)) est invariante et
satisfait que efω est convexe pour tout ω ∈ Ωinf>−∞. On pose
Cn• := (ef•)−1([0, 1/n])
qui sont des sous-champs boréliens invariants de (Ωinf>−∞, X•) de fermés convexes non vides tels
que Cn• ⊇ Cn+1• et que
⋂
n≥1 Cn• est le champ vide. On sait associer à une telle suite une section de
points à l’infini invariante : la section des centres du champ des ensembles limites à l’infini C• (voir
le Corollaire 3.5.8 et la Remarque 3.5.9).
(2) Pour ω ∈ Ωinf=−∞, on pose Cβω := f −1ω (]−∞,−β]). On a
α(g,ω)Cβω = C
β+c(g,ω)
gω pour tout (g,ω) ∈ G×Ωinf=−∞.
En effet, on calcule
α(g,ω)Cβω = α(g,ω) f
−1(]−∞,−β]) = α(g,ω) {x ∈ Xω | fω(x)≤−β}
= {α(g,ω)x ∈ X gω | fω(x)≤−β}= {y ∈ X gω | fω(α(g−1, gω)y)≤−β}
= {y ∈ X gω | fgω(y) + c(g,ω)≤−β}= {y ∈ X gω | fgω(y)≤−β − c(g,ω]}
= f −1gω (]−∞,−β − c(g,ω)]) = Cβ+c(g,ω)gω .
Ainsi, la famille {Cβ• }β∈R satisfait les hypothèses du Corollaire 3.5.8 : il existe donc une section
invariante de points du bord. On conclut en recollant les deux sections trouvées aux points (1) et
(2) en une section invariante ξ• ∈ L (Ωinf=−∞ ∪Ωinf>−∞,∂ X•) de points du bord.
Proposition 4.2.5. Soit G un groupe localement compact à base dénombrable, (Ω,A ) un G-espace
borélien standard, X un espace CAT(0) propre et α : G ×Ω → Iso(X ) un cocycle borélien. Supposons
de plus qu’il existe B• un sous-champ borélien invariant de fermés de ∂ X (pour l’action induite sur le
bord) et pi• ∈ L (Ω, Prob(B•)) également invariante (pour l’action induite, voir l’Exemple 2.1.15). On
fixe x0• ∈ L (Ω, X ). Pour tout ω ∈ Ω, on définit la fonction
bω : X → R
x 7→ ∫
Bω
bξ,x0ω(x)dpiω(ξ).
Alors b• ∈ L (Ω,C (X )) est une section quasi-invariante de fonctions convexes.
11. Lemme 1.5.13.
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Preuve. La fonction bω est convexe et 1-Lipschitz pour tout ω ∈ Ω puisque c’est une intégrale de
fonctions de Busemann. Pour prouver que la section de fonctions est borélienne, on va introduire la
notation suivante : pour x , x0 ∈ X , on note
bx ,x0 : ∂ X → R
ξ 7→ bξ,x0(x)
qui est une fonction continue 12. Par définition de L (Ω,∂ X ), la fonction bx•,x0• (ξ•) = bξ•,x0• (x•) est
borélienne pour tout x•, x
0
• ∈ L (Ω, X ) et ξ• ∈ L (Ω,∂ X ) et donc on obtient, pour tout x•, x0• ∈L (Ω, X ), une section de fonctions bx•,x0• ∈ L (Ω,C (∂ X )).
Observons que pour tout x ∈ X et ω ∈ Ω on a que
bω(x) =
∫
Bω
bξ,x0ω(x)dpiω(ξ) =
∫
Bω
bx ,x0ω(ξ)dpiω(ξ).
Ainsi, en utilisant le Théorème de Riesz qui permet de voir les mesures comme des formes linéaires
sur les fonctions continues (voir la preuve du Lemme 1.8.7), on a que bω(x) = piω(bx ,x0ω) pour tout
ω ∈ Ω et x ∈ X . Donc b•(x•) = pi•(bx•,x0• ) est borélienne par définition de L (Ω, Prob(X )) (voir la
Proposition 1.8.8) et car on a déjà prouvé que bx•,x0• ∈ L (Ω,C (∂ X )) pour tout x•, x0• ∈ L (Ω, X ).
Il reste à montrer la quasi-invariance. On a, pour tout (g,ω) ∈ G×Ω et x ∈ X ,
(eα(g,ω)bω)(x) = bω(α(g−1, gω)x) = ∫
Bω
bξ,x0ω(α(g
−1, gω)x)dpiω(ξ)
(∗)
=
∫
Bω
 
bξ,α(g−1,gω)x0gω(α(g
−1, gω)x)− bξ,α(g−1,gω)x0gω(x0ω)

dpiω(ξ)
α iso.
=
∫
Bω
bα(g,ω)ξ,x0gω(x)dpiω(ξ)−
∫
Bω
bα(g,ω)ξ,x0gω(α(g,ω)x
0
ω)dpiω(ξ)
=
∫
Bω
bx ,x0gω(α(g,ω)ξ)dpiω(ξ)−
∫
Bω
bα(g,ω)x0ω,x0gω(α(g,ω)ξ)dpiω(ξ)
pi• inv.=
∫
Bgω
bx ,x0gω(ξ
′)dpigω(ξ′)−
∫
Bgω
bα(g,ω)x0ω,x0gω(ξ
′)dpigω(ξ′)
= bgω(x)− bgω(α(g,ω)x0ω)
(∗) bξ,z(y)=bξ,x (y)−bξ,x (z)

Et donc la section de fonctions b• est bien quasi-invariante, avec c(g,ω) = bgω(α(g,ω)x0ω) qui ne
dépend pas de x ∈ X .
Preuve du théorème
Théorème 4.2.6. Soit G un groupe localement compact à base dénombrable, (Ω,A ,µ) un G-espace
borélien ergodique et moyennable, X un espace CAT(0) propre de dimension topologique de recouvre-
ment finie et α : G×Ω→ Iso(X ) un cocycle borélien. Alors au moins l’une des deux assertions suivantes
est vérifiée :
(I) Il existe une section invariante [ξ•] ∈ L(Ω,∂ X ).
(II) Il existe n ∈ N et une section invariante [P•] ∈ L(Ω, Platn(X )).
12. Si ξn → ξ, alors bx ,x0(ξn) = bξn ,x0(x)→ bξ,x0(x) = bx ,x0(ξ) pour tout x ∈ X puisque bξn ,x0 → bξ,x0 uniformément
sur les compacts (et donc ponctuellement).
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Preuve. Faisons l’hypothèse que le cas (I) n’est pas satisfait. Alors il n’existe pas de section ξ• ∈L (Ω,∂ X ) qui soit presque invariante. Par la Proposition 4.2.1, il existe [C•] une classe invariante de
sous-champs généralisés boréliens de convexes fermés non vides qui est minimale pour ces proprié-
tés. Par le Lemme 2.1.11 et la Remarque 2.1.12, il existe un borélien G-invariant de mesure pleine
Ω′ ⊆ Ω et un représentant C• tel que (Ω′, C•) soit invariant et que Cω soit un convexe fermé non
vide pour tout ω ∈ Ω′. On considère (Ω′, F•) le sous-champ généralisé borélien (Lemme 4.1.14) des
points plats de (Ω′,∂ C•) et la décomposition borélienne d’Adams-Ballmann C• ,→ E• × Y• (voir le
Théorème 4.1.17) 13. On considère le sous-champ généralisé borélien P• de ∂ C• (toujours le Lemme
4.1.14). On pose
ΩP• := {ω ∈ Ω′ | Pω 6= ;}
qui est borélien et invariant (Corollaire 4.1.11). Par ergodicité, cet ensemble est de mesure soit nulle
soit pleine. S’il est de mesure pleine, alors on peut associer une section invariante
ξ• ∈ L (ΩP• , P•)⊆L (ΩP• ,∂ C•)⊆L (ΩP• ,∂ X ).
En effet, on sait par le Lemme 1.7 de [AB98] que rad(Pω) < pi/2 et donc la section des centres est
borélienne et invariante (Corollaire 3.4.7). C’est une contradiction avec l’hypothèse faite plus haut.
On peut donc supposer que ΩP• est (G-invariant et) de mesure nulle. Le Lemme 4.1.12 montre que
Cω = Eω × Yω et que Eω est de dimension finie pour tout ω ∈ Ω′ \ΩP• . Par le Corollaire 3.3.14, on
a que (Ω′ \ ΩP• ,∂ Y•) est un sous-champ généralisé borélien de (Ω′ \ ΩP• , C•). De plus, on sait que
α(g,ω) : Eω × Yω → Egω × Ygω se décompose en (α(g,ω)Eω ,α(g,ω)Yω), ce qui implique que le
sous-champ généralisé ∂ Y• est invariant. On pose
Ω∂ Y• := {ω ∈ Ω′ \ΩP• | ∂ Yω 6= ;}
qui est donc borélien et G-invariant. Par ergodicité, cet ensemble est soit de mesure nulle soit de
mesure pleine. S’il est de mesure nulle, on pose, pour simplifier la notation,
eΩ := Ω′ \ (ΩP• ∪Ω∂ Y•)
qui est un borélien G-invariant de mesure pleine. (eΩ, Y•) est un champ borélien de bornés et donc
on peut considérer la section des centres cY• ∈ L
 eΩ, Y•. Alors (eΩ, E• × {cY•}) est un sous-champ
borélien de C• (et donc de X ) qui est invariant et constitué d’espaces de Hilbert. Par ergodicité et
par le Lemme 1.6.5 sur la “boréliannité” des dimensions, il est facile de montrer qu’il existe un bo-
rélien Ω′′ ⊆ eΩ, G-invariant et de mesure pleine ainsi qu’un entier n tel que (Ω′′, E• × {cY•}) soit un
sous-champ borélien invariant de X et que Eω× {cYω} iso.' Rn. On est donc dans le cas (II).
Ainsi on peut supposer que Ω∂ Y• est de mesure pleine. Puisque (G,Ω) est moyennable, il existe (Défi-
nition 2.1.13 et Exemple 2.1.15) une section de mesures de probabilité epi• ∈ L (Ω∂ Y• , Prob(∂ Y•)) qui
est presque-invariante. Par le Lemme 2.1.11 et la Remarque 2.1.12, il existe un borélien G-invariant
de mesure pleine Ω′′ ⊆ Ω∂ Y• et une section invariante pi• ∈ L (Ω′′, Prob(∂ Y•)). Par la Proposition
4.2.5, la section de fonctions convexes
b• ∈ S (Ω′′,F (X ))
définie, pour x0• ∈ L (Ω′, C•) fixée, par
bω(x) =
∫
∂ Yω
bξ,x0ω(x)dpiω(ξ)
13. Si Fω = ;, alors la décomposition est triviale avec Eω = {∗} et Yω = Cω.
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est telle que b• ∈ L (Ω′′,C (X )) et que bω est convexe pour tout ω ∈ Ω′′. De plus, elle est quasi-
invariante. Définissons, pour tout ω ∈ Ω′′, fω comme étant la restriction de bω à Cω. Alors f• ∈L (Ω′′,C (C•)) et est quasi-invariante. Par le Lemme 4.2.4, les sous-ensembles
Ωinf = {ω ∈ Ω′′ | inf fω n’est pas atteint}
Ωmin = {ω ∈ Ω′′ | inf fω est atteint}
sont boréliens et G-invariants. Par ergodicité, l’un est de mesure pleine et l’autre de mesure nulle.
Si µ(Ωinf) = 1, alors il existe (toujours par le Lemme 4.2.4) une section ξ• ∈ L (Ωinf,∂ Y•) qui est
invariante. Ceci contredit l’hypothèse faite plus haut.
On peut donc supposer que µ(Ωmin) = 1. Dans ce cas, B• :=
 
b• |Ωmin −min(b• |Ωmin)
−1({0}) est un
sous-champ borélien invariant de convexes, fermés, non vides. Par minimalité de [C•], il existe un
borélien eΩ ⊆ Ωmin de mesure pleine tel que Bω = Cω pour tout ω ∈ eΩ. Ainsi, bω est constante et
les points de ∂ Yω dans le support de piω sont plats (voir Lemme 4.1.13) pour tout ω ∈ eΩ, ce qui est
impossible par construction de Yω.
4.2.2 Cas d’une relation d’équivalence moyennable
On s’intéresse maintenant aux relations d’équivalence. Les seules différences avec les cas des G-
espaces sont d’une part le fait queR agit sur des champs non-triviaux et d’autre part que les “presque
partout” sont plus faciles à gérer (comme l’explique la remarque qui suit).
Remarque 4.2.7. Soit (Ω,A ,µ) un espace de probabilité standard etR ⊆ Ω2 une relation d’équiva-
lence borélienne qui préserve quasiment la mesure et qui agit par isométries sur un champ d’espaces
métriques X•. Soit A• un sous-champ généralisé borélien qui est presque R-invariant et Ω′ un bo-
rélien de mesure pleine R-invariant tel que (Ω′, A•) est R |Ω′-invariant (ceci existe toujours, voir la
Remarque 2.2.15). Alors il est clair que {ω ∈ Ω′ | Aω 6= ;} est R-invariant.
Le fait que les relations agissent sur des champs non-triviaux ne compliquent pas les preuves de la
Section 4.2.1. On se contente donc de donner les “versions relations d’équivalence des énoncés”.
Champ de convexes et section fixe à l’infini
Proposition 4.2.8. Soit (Ω,A ,µ) un espace de probabilité standard, R ⊆ Ω2 une relation d’équiva-
lence borélienne dénombrable quasi-préservant la mesure et ergodique, X• un champ borélien d’espaces
CAT(0) propres de dimension de recouvrement finie et une action R y X• par isométries. Supposons
qu’il n’existe pas de classe invariante de sous-champs généralisés boréliens de convexes fermés non vides
presque partout qui soit minimale pour ces propriétés. Alors il existe une classe de sectionsR-invariante
[ξ•] ∈ L (Ω,∂ X•).
Sections de fonctions quasi-invariantes
Définition 4.2.9. Soit (Ω,A ) un espace borélien standard, R ⊆ Ω2 une relation d’équivalence boré-
lienne dénombrable, X• un champ borélien d’espaces métriques propres et α une action par isométries deR sur X•. Une section de fonctions f• ∈ S (Ω,F (X•)) est diteR-quasi invariante s’il existe une fonction
c :R → R, (ω,ω′) 7→ c(ω,ω′) telle que eα(ω,ω′) fω = fω′ + c(ω,ω′).
Remarque 4.2.10. Comme pour les G-espaces, la fonction c ci-dessus est un cocycle additif.
Lemme 4.2.11. Soit (Ω,A ) un espace borélien standard, R ⊆ Ω2 une relation d’équivalence
borélienne dénombrable, X• un champ borélien d’espaces CAT(0) propres et α une action par isométries
de R sur X•. Soit f• ∈ L (Ω,C (X•)) une section R-quasi invariante et telle que fω soit convexe pour
tout ω ∈ Ω.
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(i) Posons
Ωinf=−∞ := {ω ∈ Ω | inf fω =−∞},
Ωinf>−∞ := {ω ∈ Ω | inf fω >−∞ et n’est pas atteint}
Ωmin := {ω ∈ Ω | inf fω est atteint}.
Alors ces trois ensembles sont des boréliens R-invariants.
(ii) ( f• |Ωmin −min( f• |Ωmin))−1({0}) est un sous-champ borélien de (Ωmin), R |Ωmin-invariant de
fermés, convexes, non vides.
(iii) Posons Ωinf := Ωinf=−∞∪Ωinf>−∞. Alors il existe une section ξ• ∈ L (Ωinf,∂ X•) qui estR |Ωinf-
invariante.
Proposition 4.2.12. Soit (Ω,A ,µ) un espace de probabilité standard, R ⊆ Ω2 une relation d’équi-
valence borélienne dénombrable quasi-préservant la mesure µ, X• un champ borélien d’espaces CAT(0)
propres et α une action par isométries de R sur X•. Supposons de plus qu’il existe B• un sous-champ
borélienR-invariant de fermés de ∂ X• (pour l’action induite sur le bord) et pi• ∈ L (Ω, Prob(B•)) égale-
ment R-invariante (pour l’action induite, voir l’Exemple 2.2.29). Fixons x0• ∈ L (Ω, X•) une section de
points bases. Pour tout ω ∈ Ω, définissons la fonction
bω : Xω → R
x 7→ ∫
Bω
bξ,x0ω(x)dpiω(ξ).
Alors bω est convexe pour tout ω ∈ Ω, b• ∈ L (Ω,C (X•)) et est quasi-invariante.
Énoncé du théorème
Théorème 4.2.13. Soit (Ω,A ,µ) un espace de probabilité standard, R ⊆ Ω2 une relation d’équi-
valence borélienne dénombrable quasi-préservant la mesure, ergodique et moyennable, X• un champ
borélien d’espaces CAT(0) propres de dimension topologique de recouvrement finie de structure boré-
lienne L (Ω, X•) et α une action par isométries de R sur X•. Alors au moins l’une des deux assertions
suivantes est vérifiée :
(I) Il existe une section R-invariante [ξ•] ∈ L(Ω,∂ X•).
(II) Il existe un entier n ≥ 1 et une classe d’équivalence de sous-champ borélien de plats R-
invariante [P•] ∈ L(ΩPlatn(X•)).
Remarque 4.2.14. On peut se demander pourquoi on ne pourrait pas définir une action d’un G-
espace sur un champ borélien d’espaces métriques qui ne serait pas trivial en copiant celle d’une
relation d’équivalence 14 et espérer prouver un théorème similaire à celui ci-dessus. Le problème
semble double : d’une part la moyennabilité est définie pour un champ trivial (et il n’existe pas
d’équivalent du Théorème de Conne-Feldman-Moore pour les G-espaces) et d’autre part les presque
partout deviendraient plus difficiles à gérer (il faudrait en particulier prouver un équivalent du
Lemme 2.1.11).
14. L’action serait alors la donnée d’une famille d’applications {α(g,ω) : Xω → X gω}(g,ω)∈G×Ω telle que la relation de
cocycle a lieu et telle que l’action induite de G sur les sections préserve la structure borélienne.
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Chapitre 5
Bord fort et espace de rang 2
5.1 Bord fort d’un groupe
Définition 5.1.1 ([Mo01],[BM02]). Soit G un groupe. Un G-module de Banach (B,pi) est la donnée
d’un espace de Banach B et d’une représentation pi de G dans le groupe des isométries linéaires de B.
Pour un groupe topologique G, le module est dit continu si l’application G×B→ B, (g, x) 7→ pi(g)x est
continue (ou de manière équivalente si pour tout x ∈ B l’application G→ B, g 7→ pi(g)x est continue).
Un G-module de Banach à coefficients (B,pi) est le contragredient d’un G-module de Banach séparable
continu (B],pi]), c’est-à-dire que B est le dual d’un espace séparable B] et que pi(g) = pi](g−1)∗ où pi]
est une action continue de G sur B.
Définition 5.1.2. Soit G un groupe localement compact à base dénombrable et (Ω,A ,µ) un G-espace
de probabilité standard. Soit (B,pi) un G-module à coefficient, on dit que Ω est (B,pi)-ergodique si toute
application faible-∗ borélienne équivariante f : Ω→ B est essentiellement constante. On dit que Ω est
Xsep-ergodique si Ω est (B,pi)-ergodique pour tout (B,pi) G-module à coefficients séparable.
Le G-espace de probabilité standard Ω est appelé un bord fort de G s’il est moyennable et si l’action
diagonale sur Ω×Ω est Xsep-ergodique.
Voici l’exemple principal de bord fort d’un groupe.
Théorème 5.1.3 (Théorème 6 de [BM02] pour un cas particulier et Théorème 3 de [Ka03] pour
la version générale). Soit G un groupe localement compact à base dénombrable. Le bord de Poisson
obtenu à partir d’une mesure de probabilité symétrique étalée et non-dégénérée sur G est un bord fort
pour G.
On renvoie à [KaVe83] pour la définition du bord de Poisson.
Remarques 5.1.4. (1) Si H est un espace de Hilbert séparable et pi est une représentation unitaire
continue de G. Alors (H,pi) est un G-module de Banach à coefficients séparable. En effet, H est
isométrique à son dual.
(2) Si (Ω,A ,µ) est un G-espace Xsep-ergodique, alors en particulier c’est un G-espace ergodique.
(3) Si (Ω,A ,µ) est un G-espace doublement ergodique, alors en particulier c’est un G-espace ergo-
dique.
5.2 Énoncé du théorème et stratégie de la preuve
Voici le but de ce chapitre.
Théorème 5.2.1. Soit G un groupe localement compact à base dénombrable, Ω un bord fort de G et
X un espace CAT (0) propre de dimension topologique de recouvrement finie et dont les plats sont de
dimension au plus 2. Si G agit sur X , alors l’une des deux propositions suivantes au moins est vérifiée
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(i) Il existe un plat invariant de X .
(ii) Il existe une section invariante [ξ•] ∈ L(Ω,∂ X ).
En considérant le cocycle G ×Ω → Iso(X ), (g,ω) 7→ g, on sait (par le Théorème 4.2.6) que l’une
des deux alternatives suivantes est vérifiée :
(i) Il existe un champ borélien de plats invariant.
(ii) Il existe une section borélienne de points du bord invariante.
On va montrer que, sous les hypothèses du Théorème 5.2.1, l’existence d’un champ borélien de plats
invariant P• implique l’existence d’un plat invariant. Si les plats sont de dimension 0, i.e. sont des
points, alors la double ergodicité garantit l’existence d’un point fixe pour G. En effet, on peut véri-
fier que si Ω est un G-espace doublement ergodique et que X est un espace métrique séparable sur
lequel G agit par isométries, alors toute fonction borélienne équivariantt f : Ω→ X est essentielle-
ment constante 1. Lorsque Ω est doublement ergodique à coefficients et que X est CAT(0), on peut
montrer plus : l’existence d’une section borélienne de deux variables invariante x• ∈ L (Ω×Ω, X )
garantit l’existence d’un point fixe. Dans le cas où les plats du champ invariant ne sont pas des
points, on va étudier les intersections ∂ Pω1 ∩ ∂ Pω2 pour (ω1,ω2) ∈ Ω2 (qui sont isométriques à
des sous-ensembles pi-convexes d’une sphère de dimension 1). On montrera que si ∂ Pω1 ∩ ∂ Pω2 est
isométrique à une sous-sphère pour presque tout (ω1,ω2) ∈ Ω2, alors ces sous-sphères doivent être
de dimension maximale. Dans ce cas, on obtiendra ainsi une mesure de probabilité invariante sur le
bord ce qui nous permettra d’utiliser l’argument final du Théorème d’Adams-Ballmann pour conclure
qu’il existe soit un point du bord invariant soit un plat invariant. Si rad(∂ Pω1∩∂ Pω2)< pi/2, on mon-
trera qu’on peut associer au champ de plats invariant une section borélienne invariante Ω×Ω→ X ,
d’où l’existence d’un point fixe. Finalement, il restera le cas où rad(∂ Pω1 ∩ ∂ Pω2) = pi/2. Comme
on a fait l’hypothèse 2 que les plats de X sont de dimension au plus 2, ceci est possible seulement si
∂ Pω1 ∩ ∂ Pω2 est isométrique à un demi-cercle. Dans ce cas, on montrera qu’il existe une mesure de
probabilité invariante sur le bord de X et donc soit un point à l’infini invariant, soit un plat invariant.
5.3 Fonctions convexes et 1-Lipschitz
On prouve dans cette section certains résultats sur les fonctions convexes 1-Lipschitz et positives sur
Rn. Ces fonctions apparaissent naturellement lorsqu’on considère la distance entre deux plats dans
un espace CAT(0) (voir l’Exemple 5.3.4).
Lemme 5.3.1. Soit f : R→ R≥0 une fonction convexe. Alors
(i) limt→∞ f (t) existe toujours (peut-être égale à l’infini) et
lim
t→∞ f (t)<∞ ⇐⇒ f est décroissante.
(ii) Si f est bornée, alors f est constante.
Preuve. (i) Si f est décroissante, il est clair que limt→∞ f (t) existe et est plus petite que l’infini.
Supposons que f ne soit pas décroissante. Alors il existe t1 > t0 tel que f (t1)> f (t0). Par convexité,
on a l’inégalité suivante
f (t1)≤ (1− 1s ) f (t0) +
1
s
f (t0+ s(t1− t0)) pour tout s ≥ 1
1. Évidemment, on ne peut pas appliquer ce résultat aux plats d’un espace CAT(0), puisqu’il semble difficile de mettre
une métrique sur l’ensemble des plats qui soit invariante par isométries et dont la topologie déduite soit séparable.
2. c’est le seul endroit où on l’utilisera.
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d’où
f (t0+ s(t1− t0))≥ s  f (t1)− (1− 1s︸ ︷︷ ︸
≤1
) f (t0)
≥ s( f (t1)− f (t0)) pour tout s ≥ 1.
Ainsi, f (t)→∞ quand t →∞.
(ii) Par (i), f et f : R→ R≥0, t 7→ f (−t) sont décroissantes. Ainsi f est décroissante et croissante,
c’est-à-dire constante.
Définition 5.3.2. On note
Fconv(Rn) = { f : Rn→ R≥0 | f est convexe et 1-Lipschitz}.
Pour f ∈ Fconv, on définit le bord de f , qu’on note ∂ f , par
∂ f := {ξ ∈ Sn−1 | lim
t→∞ f (tξ)<∞}.
Remarque 5.3.3. On a quelques propriétés évidentes du bord d’une fonction convexe 1-Lipschitz
(i) ∂ f = {ξ ∈ Sn−1 | limt→∞ f (x + tξ)<∞} pour tout x ∈ Rn car f est 1-Lipschitz.
(ii) ∂ f est pi-convexe puisque f est convexe.
(iii) ∂ f = ∂
 
f −1([0, inf f + "]) pour tout " > 0.
[⊆] Si x0 ∈ f −1([0, inf f + "]) et ξ ∈ ∂ f , alors cξ,x0([0,∞[) ⊆
 
f −1([0, inf f + "]) puisque
f (x0+ tξ) est décroissante en t par (i) (voir Lemme 5.3.1).
[⊇] Évident par (i) .
(iv) Si inf f est atteint, alors ∂ f = ∂
 
f −1({min f }) (même preuve que pour (iii)).
(v) Posons
A f = {ξ ∈ ∂ f | −ξ ∈ ∂ f }= ∂ f ∩ (−∂ f )' Sk
et
Pf = {ξ ∈ ∂ f | ∠(ξ, A f ) = pi/2} (Pf = ∂ f si A f = ;).
Si Pf 6= ;, alors ∂ f = A f ∗ Pf et Pf est de rayon strictement plus petit que pi/2.
(vi) La fonction f est constante sur les sous-espaces affines dont le bord est A f . En particulier, si
∂ f = Sn−1, alors f est constante.
Exemple 5.3.4. Si X est un espace CAT(0), P et Q sont des plats de X de dimension n. Soit ϕ :
Rn→ P une isométrie. Alors l’application f : Rn→ R≥0, x 7→ d(ϕ(x),Q) est une fonction convexe.
De plus, ∂ f est isométrique à ∂ P ∩ ∂Q.
Une notion qui sera indispensable dans la suite est celle d’action lisse (dans le sens borélien).
Définition 5.3.5. Soit H un groupe localement compact à base dénombrable et S un espace Borélien
dénombrablement séparé (Définition 0.0.1). Une action borélienne de H sur S est dite lisse si le quotient
S/H est dénombrablement séparé.
L’intérêt d’une action lisse est justifié par le Lemme suivant (qui est un résultat classique de la théorie
ergodique)
Lemme 5.3.6 (Voir par exemple [Zim84], Proposition 2.12). Soit G un groupe localement compact
à base dénombrable, (Ω,A ,µ) un G-espace ergodique et Y un espace dénombrablement séparé. Alors
toute fonction borélienne invariante f : Ω→ Y est essentiellement constante.
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Exemple 5.3.7. Si X est un espace métrique séparable, alors Iso(X ) agit de manière lisse sur X . En
effet, le quotient est métrisable par la métrique
δ([x], [y]) := inf
g∈Iso(X ) d(x , g y).
En effet, cette application est bien définie (indépendante du choix des représentants car on considère
des isométries) et satisfait l’inégalité du triangle :
δ([x], [z]) = inf
g∈Iso(X ) d(x , gz)≤ infg∈Iso(X ) infh∈Iso(X ) d(x , hy) + d(hy, gz)
= inf
h∈Iso(X ) d(x , hy) + infg∈Iso(X ) infh∈Iso(X ) d(hy, gz)︸ ︷︷ ︸
=d(y,h−1 gz)
= δ([x], [y]) +δ([y], [z])
Définition 5.3.8. Soit X un espace topologique. Un sous-ensemble A ⊆ X est dit localement fermé si
pour tout x ∈ A il existe un voisinage ouvert V de x tel que V ∩ A est fermé dans V . Cela est équivalent
à dire que A est l’intersection d’un ouvert et d’un fermé.
Proposition 5.3.9 (Voir par exemple [Zim84], Proposition 2.1.14). Soit G un groupe localement
compact à base dénombrable, X un espace polonais et supposons que G agisse continûment sur X . Alors
les propriétés suivantes sont équivalentes :
(i) Toutes les orbites Gx sont localement fermées.
(ii) L’action est lisse.
(iii) Pour tout x ∈ X l’application G/Gx → Gx est un homéomorphisme (lorsqu’on munit Gx de la
topologie induite par celle de X).
Proposition 5.3.10. Iso(Rn) agit de manière lisse sur Fconv(Rn).
Preuve. On va utiliser la Proposition 5.3.9. Pour ce faire, il faut commencer par vérifier que
Fconv(Rn) est polonais et que Iso(Rn) agit continûment dessus. Comme Fconv(Rn) est un sous-
ensemble de C (Rn) qui est polonais pour la topologie de la convergence uniforme sur les compacts
(Proposition 1.5.1), il suffit d’observer que c’est un sous-ensemble fermé 3. La vérification que le
groupe d’isométries d’un espace métrique propre (muni de la topologie compact ouverte) est un
groupe topologique localement compact à base dénombrable et que son action sur C (X ) est conti-
nue est directe. Par acquis de conscience, la preuve est donnée en annexe (Lemmes B.3.1 et B.3.2).
Pour tout γ ∈ Iso(Rn), on note γ = (M ,τ) ∈ O (n) n Rn où γ(x) = M(x − τ) (la raison de cette
convention quelque peu étrange deviendra clair dans le reste de la preuve). Supposons mainte-
nant qu’il existe une suite {γn}n≥1 ⊆ Iso(Rn) tel que γn f → g. Comme O (n) est compact et que
(Rn)∗ homéo.' Sn−1 × R>0, il existe une suite γ′n = (M , tn b) où b ∈ Sn−1 et {tn}n≥1 ⊆ R≥0 telle que
γ′n f → g. En particulier, tn b( f )→ M−1(g) et donc tn b( f ) doit converger.
Fixons maintenant f et montrons que son orbite est localement fermée. Soit donc {γn =
(M , tn b)}n≥1 telle que γn f → g. Si sup tn <∞, il suffit de prendre t0 un point d’accumulation pour
avoir que g = (M , t0 b) f . On peut donc supposer (quitte à passer à une sous-suite) que tn → ∞.
Mais alors b doit appartenir à ∂ f , sinon on aurait tn b( f )(x) = f (x+ t bn)→∞, ce qui n’est pas pos-
sible puisque tn b( f )→ M−1 g. Observons encore que si b,−b ∈ ∂ f , alors la fonction est constante
sur les droites {x0 + t b | t ∈ R} et donc g = M f . On s’est donc ramené au cas où tn →∞, b ∈ ∂ f
et −b /∈ ∂ f (en particulier, on a vu que si 4 Pf = ;, alors les orbites sont fermées). En fait, on peut
même supposer que g = limn→∞(M , nb) f , puisque cette limite ne dépend pas d’un choix particulier
d’une suite {tn}n≥1 qui tend vers l’infini. En effet, pour tout b ∈ ∂ f la limite gb = limt→∞ t b( f )
3. La propriété d’être 1-Lipschitz et la convexité sont préservées par la convergence ponctuelle et donc a fortiori pour
la convergence uniforme sur les compacts.
4. C’est-à-dire si ∂ f = ; ou ∂ f = Sk (0≤ k ≤ n− 1).
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existe, puisqu’elle vaut limt→∞((id, t b) f )(x) = limt→∞ f (x + t b).
Il suffit donc de montrer qu’il existe un voisinage V de f tel que M gb /∈ V pour tout b ∈ ∂ f \ (−∂ f )
et M ∈ O (n). Commençons par noter ξc le centre de Pf (qui est également le centre de ∂ f ).
Sans perdre la généralité, on peut choisir un repère orthonormé tel que ξc = (1, 0, . . . , 0) et
A f = ∂
 {x ∈ Rn | x1 = x2 = . . .= xk = 0} où (2≤ k ≤ n). En particulier, on a que
∂ f ∩ ∂   {x ∈ Rn | x1 ≤ 0, xk+1 = . . .= xn = 0}︸ ︷︷ ︸
:=E1− ,2,...,k

= ;.
Observons que le sous-espace E := Rb⊕ Ek+1,...,n = Rb⊕ {x ∈ Rn | x1 = x2 = . . . = xk = 0} est de
dimension n− k+ 1 et satisfait que 5
gb(x) = limt→∞ f (x + t b) = limt→∞ f (t b)≤ f (0) pour tout x ∈ E. (5.1)
Maintenant fixons " > 0 et posons
R0 := sup
η∈∂ E1− ,2,...k

sup{t ∈ R≥0 | f (tη)≤ f (0) + "}	
qui est fini puisque ∂ f ∩ ∂ E1−,2,...,k = ; et que ∂ E1−,2,...,k est compact. On fixe R> R0.
Affirmation. On note S(R) := {x ∈ Rn | ‖x‖= R}. Alors S(R)∩ f −1([0, f (0) + "]) ne contient pas de
sous-sphère de dimension n− k et de rayon R.
Preuve de l’affirmation. Observons que
{x ∈ Rn | x1 ≤ 0, f (x)≤ f (0) + "} ⊆ {x ∈ Rn | ‖(x1, . . . , xk)‖ ≤ R0}
puisque f est constante dans les directions k+ 1, . . . , n et par choix de R0. Donc si
x ,−x ∈ f −1([0, f (0) + "])∩ S(R),
on a que
‖(x1, . . . , xk)‖ ≤ R0 et ‖x‖= R,
c’est-à-dire que
‖(xk+1, . . . , xn)‖ ≥
Æ
R2− R20 > 0.
Mais un sous-espace de dimension n − k + 1 (associé à une sphère de dimension n − k) doit né-
cessairement intersecter le sous-espace E1,...,k puisque celui-ci est de dimension k. Il n’est donc pas
possible d’avoir une sous-sphère S de dimension n− k et de rayon R telle que ‖(xk+1, . . . , xn)‖ > 0
pour tout x ∈ S.
Ainsi, on a montré que pour tout disque D de rayon R et de dimension n− k + 1, supx∈D f (x) ≥
f (0) + ". Si on choisit comme voisinage de f
V = {h ∈ Fconv(Rn) | ‖(h− f ) |B(0,R) ‖< "},
on a effectivement que M gb /∈ V pour tout b ∈ ∂ f \ A et M ∈ O (n) par (5.1).
Lemme 5.3.11. Soit f ∈ Fconv(Rn) telle que ∂ f ∩ (−∂ f ) = ;. Alors Iso(Rn) f admet un point fixe.
5. Puisque f est constante sur {x ∈ Rn | x2 = x3 = . . .= xk = 0} et décroissante dans la direction b.
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Preuve. Si ∂ f = ;, alors {x ∈ Rn | f (x) =min f } est borné et son centre est invariant. On peut donc
considérer le cas ∂ f 6= ; et noter le centre ξc de ∂ f . Sans restreindre la généralité, on peut supposer
que ξc = (1, 0, . . . , 0). Pour γ ∈ Iso(Rn), écrivons γ = (M , b) ∈ O (n)nRn avec la convention 6 que
γ(x) = M(x)+ b. Si γ ∈ Iso(Rn) f , alors M ∈ {1}×O (n−1)⊆ O (n) car ξc est invariant. On observe
aussi que b = (0, b2, . . . , bn) puisque si b1 < 0 (respectivement b1 > 0), alors la suite {γn(0)}n≥1
(respectivement {γ−n(0)}n≥1) tend vers un point du bord qui se trouve dans l’hémisphère ouvert
centré en −ξc ce qui n’est pas possible (puisque ∂ f est contenu dans l’hémisphère centré en ξc).
Ainsi,
< v(ξc)>
⊥= {0} ×Rn−1 est Iso(Rn) f -invariant.
Et puisque ∂
 
< v(ξc)>⊥
∩ ∂ f = ; (car ξc est le centre de ∂ f et que rad(∂ f )< pi/2), on obtient
qu’il existe une Iso(Rn) f -orbite bornée, et donc un point fixe.
5.4 Fonctions équivariantes
On montre dans cette section les deux résulats relatifs aux fonctions équivariantes annoncés dans la
Section 5.2 sur la stratégie de la preuve du théorème principal de ce chapitre.
Double ergodicité
Lemme 5.4.1. Soit G un groupe topologique localement compact à base dénombrable, (Ω,A ,µ) un
G-espace doublement ergodique et X un espace métrique séparable sur lequel G agit par isométries.
Alors toute application borélienne équivariante ϕ : Ω→ X est constante presque partout.
Preuve. On décompose la preuve en plusieurs étapes.
(1) On commence par montrer que la relations d’équivalence R définie par
R = {(ω1,ω2) ∈ Ω2 | ϕ(ω1) = ϕ(ω2)}
est de mesure produit pleine.
Pour ce faire, on définit une fonction borélienne f par
f : Ω×Ω ϕ×ϕ→ X × X d→ R
(ω1,ω2) 7→ (ϕ(ω1),ϕ(ω2)) 7→ d(ϕ(ω1),ϕ(ω2)).
On a
f (g(ω1,ω2)) = d(ϕ(g(ω1)),ϕ(g(ω2))) = d(g(ϕ(ω1)), g(ϕ(ω2)))) = d(ϕ(ω1),ϕ(ω2))
c’est-à-dire f est invariante, et donc f est constante presque partout (Lemme 5.3.6). Il reste à
montrer que cette constante, que l’on note provisoirement c, est nulle. On commence par observer
que la séparabilité de X entraîne, pour tout " > 0, l’existence d’un x ∈ X tel que
µ
 {ω ∈ Ω | ϕ(ω) ∈ B(x ,")}> 0.
Mais alors
(µ⊗µ) {(ω1,ω2) ∈ Ω2 | ϕ(ω1),ϕ(ω2) ∈ B(x ,")}> 0
Ainsi, c < 2" pour tout " > 0, c’est-à-dire que (µ⊗µ)(R) = 1.
(2) On montre que si ψ : Ω → X est une application borélienne telle que ψ n’est pas égale à une
constante presque partout, alors il existe x ∈ X et " > 0 tel que
µ
 {ω ∈ Ω |ψ(ω) ∈ B(x ,")},µ({ω ∈ Ω |ψ(ω) /∈ B(x ,")}> 0.
6. Attention ce n’est pas la même que dans la preuve de la Proposition 5.3.10
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On choisit {xn}n≥1 une suite dense dans X et on note, pour tout n, m≥ 1,
Ωn,m := {ω ∈ Ω |ψ(ω) ∈ B(xn, 1/m)}.
Alors pour tout m fixé, on a que
Ω =
⋃
n≥1
Ωn,m,
et donc que 1 = µ(Ω) ≤ ∑n≥1µ(Ωm,n). Ainsi, il existe, pour tout m ≥ 1, un entier n(m) tel que
µ(Ωn(m),m) > 0. Supposons, par l’absurde, que pour tout m ≥ 1 l’ensemble Ωn(m),m soit de mesure
pleine. On peut alors considérer le borélien de mesure pleine⋂
m≥1
Ωn(m),m = {ω ∈ Ω |ψ(ω) ∈
⋂
m≥1
B(xn(m), 1/m)}.
En particulier,
⋂
m≥1 B(xn(m), 1/m) 6= ;. Mais le cardinal de cet ensemble ne peut pas être plus grand
que 1, puisque si x , y sont dedans, alors d(x , y) ≤ 2/m pour tout m ≥ 1, c’est-à-dire x = y . Ainsi,
ψ est constante presque partout.
(3) On peut maintenant se lancer dans la preuve du lemme qu’on effectue par l’absurde. Par le
point (2), il existe x ∈ X et " > 0 tel que Ωx ," := {ω ∈ Ω | ϕ(ω) ∈ B(x ,")} satisfasse
µ(Ωx ,"),µ(Ω \Ωx ,")> 0.
Comme ces ensembles sont R-invariants et forment une partition de Ω, on a que
R ⊆ (Ωx ," ×Ωx ,")∪ (Ω \Ωx ," ×Ω \Ωx ,").
En particulier,
µ(R)≤ µ(Ωx ,")2+ (1−µ(Ωx ,"))2 = 1− 2µ(Ωx ,")< 1
ce qui contredit le point (1).
Ergodicité avec coefficients
Soit G un groupe localement compact à base dénombrable. On note λ sa mesure de Haar invariante
à droite et L2(G) = { f : G→ R | ∫
G
f 2dλ <∞}
Lemme 5.4.2. Soit X un espace CAT(0) propre, G un groupe localement compact à base dénombrable,
ρ : G → Iso(X ) un homomorphisme continu et Ω un G-espace ergodique avec coefficients. S’il existe
f : Ω→ X équivariante, alors G admet un point fixe.
Preuve. On effectue la preuve en deux temps.
(1) Montrons que si H est un groupe localement compact à base dénombrable et G un sous-groupe,
alors G est compact si et seulement s’il existe une fonction invariante f ∈ L2(H).
[⇒] La fonction caractéristique appartient à L2(H)G . En effet, l’intégrale de son carré vaut µ(G)<∞
car G est compact et elle est évidemment invariante.
[⇐] Puisque L2(H)G 6= {0}, il existe E ⊆ G qui est invariant et de mesure finie. Comme la mesure
est régulière, il existe un compact K ⊆ E tel que µ(K)> µ(E)/2. En particulier, K g∩K 6= ; pour tout
g ∈ G (puisque K g, K ⊆ E sont de mesure > µ(E)/2). Ainsi, G ⊆ KK−1 qui est compact (puisque
l’application K × K → KK−1 est continue).
(2) Muni de ce critère de compacité pour les sous-groupes, on peut s’attaquer au lemme proprement
dit. Notons H = Iso(X ). Il est facile de vérifier que H agit de manière lisse sur X (voir l’Exemple
5.3.7). Ainsi, puisque l’action de G sur Ω est en particulier ergodique, il existe x0 ∈ X tel que
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f (Ω) ⊆ H x0. Si on note K le stabilisateur de x0, alors f induit f : Ω→ H/K qui est équivariante 7.
D’autre part, on a que K est compact 8. Par le point (1), il existe ϕ ∈ L2(H) qui est K-invariante.
Puisque hϕ = h(kϕ) = (hk)ϕ pour tout h ∈ H et tout k ∈ K , on peut définireϕ : Ω → L2(H)
ω 7→ f (ω)ϕ.
On vérifie que eϕ est équivarianteeϕ(gω) = f (gω)ϕ = ρ(g) f (ω)ϕ = ρ(g) eϕ(ω).
Ainsi, par ergodicité avec coefficient, eϕ est constante et donc L2(H)ρ(G) = L2(H)ρ(G) 6= {0}, ce qui
montre que ρ(G) est relativement compact. Ainsi, ρ(G)x0 est borné car compact (comme image de
ρ(G) par l’application continue Iso(X )→ X , γ 7→ γx). L’hypothèse CAT(0) permet de conclure que
le centre de cet ensemble existe et est un G-point fixe.
5.5 Preuve du théorème
Lemme 5.5.1. Soit (Ω,A ,µ) un espace de probabilité standard. Soit ϕ : Ω×Ω→ [0, 1] une applica-
tion borélienne telle que pour presque tout ω1 ∈ Ω l’application ϕ(ω1, ·) est essentiellement constante
et que pour presque tout ω2 ∈ Ω l’application ϕ(·,ω2) est essentiellement constante. Alors ϕ est essen-
tiellement constante.
Preuve. On note
f : Ω → [0, 1]
ω 7→ ∫
ω
ϕ(ω1,ω2)dµ(ω2)
et
g : Ω → [0, 1]
ω 7→ ∫
ω
ϕ(ω1,ω2)dµ(ω1)
.
Soit A, B ⊆ Ω deux boréliens de mesure positive. On va calculer l’intégrale suivante avec Fubini de
deux manières différentes :∫ ∫
A×B
 
ϕ(ω1,ω2)− f (ω1)dµ⊗µ(ω1,ω2) = ∫
A
 ∫
B
(ϕ(ω1,ω2)− f (ω1))dµ(ω2)dµ(ω1)
=
∫
A
(µ(B) f (ω1)−µ(B) f (ω1))dµ(ω1) = 0.
D’autre part, ∫ ∫
A×B
 
ϕ(ω1,ω2)− f (ω1)dµ⊗µ(ω1,ω2)
=
∫
B
 ∫
A
(ϕ(ω1,ω2)− f (ω1))dµ(ω1)dµ(ω2)
=
∫
B
 ∫
A
ϕ(ω1,ω2)dµ(ω1)

dµ(ω2)−
∫
B
 ∫
A
f (ω1)dµ(ω1)

dµ(ω2)
=
∫
B
µ(A)g(ω2)dµ(ω2)−
∫
A
f (ω1)dµ(ω1) ·
∫
B
dµ(ω2) = µ(A)
∫
B
g −µ(B)
∫
A
f .
7. H/K → H x0 est une bijection, f (ω) = hK ⇐⇒ f (ω) = hx0 et f (gω) = h′K ⇐⇒ h′x0 = f (gω) = ρ(g) f (ω) =
ρ(g)hx0, d’où ρ(g)h≡ h′( mod K).
8. Isox0 = {g ∈ Iso(X ) | g x0 = x0} ⊆ V
 {x0}, B(x0, 1) qui est relativement compact (voir Lemme B.3.1). Ainsi,
puisque Iso(X )x0 est fermé, il est compact.
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Ainsi, µ(A)
∫
B
g = µ(B)
∫
A
f pour tous boréliens A, B ⊆ Ω. En particulier, pour B = Ω, on obtient∫
A
f = µ(A)
∫
Ω
g pour tout borélien A et donc f est essentiellement constante. De même pour g en
posant A= Ω. Ainsi, [ f ] = [g] = c où c est une constante et donc ϕ est essentiellement constante.
En effet,∫
Ω2
|ϕ(ω1,ω2)− c|dµ⊗µ(ω1,ω2) =
∫
Ω
 ∫
Ω
|ϕ(ω1,ω2)− c|dµ(ω1)dµ(ω2) = 0
Définition 5.5.2. Soit P ⊆ X un plat de dimension n. Un repère orthonormal de P est un (n+1)-uplet
b = {b0, b1, . . . , bn} ∈ Pn+1 tel que
1. d(b0, bi) = 1 pour i = 1, . . . , n,
2. ∠b0(bi , b j) = pi/2 pour tout 1≤ i < j ≤ n.
Un tel b permet de définir une isométrie entre P et Rn de la manière suivante :
ϕb : Rn → P
x = (x1, . . . , xn) 7→ ϕb(x) = b0+∑ni=1 x i(bi − b0)
Lemme 5.5.3. Soit (Ω,A ) un espace borélien standard, X• un champ d’espaces CAT(0) et (Ω, P•)
un champ borélien de plats. Posons (Ω, B•) le champ des repères orthonormaux de P•. Alors c’est un
sous-champ borélien de (Ω, Pn+1• ).
Preuve. On commence par observer qu’il existe, par le Lemme 1.7.5, b0• ∈ L (Ω, Pn+1• ) ∩ S(Ω, B•).
Ensuite, on remarque qu’on peut identifier l’ensemble des repères orthonormaux avec Iso(Rn) =
O (n) n Rn top' O (n) × Rn qui peut être vu comme un espace métrique propre (puisque O (n) est
compact et Rn est propre). Ainsi il existe D ⊆ Iso(Rn) dénombrable dense, et {γb0• }γ∈D est une
famille fondamentale du champ (Ω, B•), puisque γb0• ∈ L (Ω, Pn+1• )∩S (Ω, B•) pour tout γ ∈ Iso(Rn).
Chaque b• ∈ L (Ω, B•) permet donc de définir un morphisme isométrique compatible ϕb• : (Ω, P•)→
(Ω,Rn) (en fait tous les morphismes isométriques compatibles sont de cette forme).
On a maintenant le matériel nécessaire pour se lancer dans la preuve du Théorème principal de ce
chapitre.
Preuve du Théorème 5.2.1. On commence par supposer que l’action de G sur X est minimale, i.e.
qu’il n’existe pas de sous-ensemble convexe fermé et invariant autre que X et ;, et que ∂ X ne
possède pas de point plats. Ceci est possible car sinon on peut prouver qu’il existe un point fixe à
l’infini (voir la stratégie de la preuve du Théorème d’Adams-Ballmann, Annexe C). En considérant le
cocycle G×Ω→ Iso(X ), (g,ω)→ g, on sait (par le Théorème 4.2.6) que l’une des deux alternatives
suivantes est vérifiée :
(I) Il existe une classe d’équivalence de champ borélien de plat invariante.
(II) Il existe une classe d’équivalence de section borélienne de points du bord invariante.
Quitte à ôter un borélien de mesure nulle on peut supposer que P• est invariant (Lemme 2.1.11 et
Remarque 2.1.12) et que dim Pω = n pour toutω ∈ Ω (avec 0≤ n≤ 2). Le cas n= 0 est directement
réglé par le Lemme 5.4.1, puisque il montre que la section invariante est essentiellement constante
(cette constante est donc un point fixe pour l’action de G sur X ) 9. On peut donc supposer que les
plats ne sont pas des points.
9. On a utilisé uniquement la double ergodicité. Une preuve alternative utilise l’ergodicité à coefficients : on note x• la
section invariante et on considère la section de deux variable qui associe à (ω1,ω2) le point milieux de xω1 et xω2 . Cette
section est invariante et il existe donc un point fixe par le Lemme 5.4.2.
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On va considérer l’application Ω × Ω → PFe(∂ X ), (ω1,ω2) 7→ ∂ Pω1 ∩ ∂ Pω2 . Pour montrer que
c’est une application borélienne équivariante, on définit P1• et P
2
• par P
1
ω1,ω2
:= Pω1 et P
2
ω1,ω2
:=
Pω2 qui sont donc des sous-champs boréliens
10 de plats équivariants de (Ω×Ω, X ). Par le Lemme
3.3.13 et la Proposition 1.5.6, on a bien que le sous-champ qui associe à (ω1,ω2) le sous-champ
∂ P1ω1,ω2∩∂ P2ω1,ω2 = ∂ Pω1∩∂ Pω2 est un sous-champ généralisé borélien de (Ω×Ω, X ). On va prouver
que l’hypothèse de double ergodicité implique l’existence d’un fermé A⊆ S2 tel que ∂ Pω1 ∩ Pω2 est
isométrique à A pour presque tout (ω1,ω2) ∈ Ω × Ω. On va en fait montrer un résultat plus fort
qu’on utilisera ultérieurement dans la suite de la preuve.
On note (Ω×Ω, B1• ) le champ borélien des repères orthonormaux de (Ω×Ω, P1• ). L’action de G sur
X et un choix d’une section de repères orthonormaux b• ∈ L (Ω×Ω, B1• ) permettent de définir un
cocycle borélien
αb• : G×Ω×Ω → Iso(Rn)
(g,ω1,ω2) 7→ ϕ−1bgω1,gω2 ◦ g ◦ϕbω1,ω2 .
En effet, on a 11
αb•(gh,ω1,ω2) = ϕ
−1
bghω1,ghω2
◦ gh ◦ϕbω1,ω2 = ϕ−1bghω1,ghω2 ◦ g ◦ϕbhω1,hω2 ◦ϕ
−1
bhω1,hω2
◦ h ◦ϕbω1,ω2
= αb•(g, hω1,ω2)αb•(h,ω1,ω2).
A l’aide de b• on peut aussi définir fb• ∈ S (Ω×Ω,Fconv(Rn)) par
fbω1,ω2 (x) = d(ϕbω1,ω2 (x), P
2
ω1,ω2
).
Cette section de fonctions est borélienne puisque
fb•(x•) = d( ϕb•(x•)︸ ︷︷ ︸
∈L (Ω×Ω,P1• )
, P2• ) ∈ L (Ω×Ω,R≥0) pour tout x• ∈ L (Ω×Ω,Rn).
Montrons l’égalité  
αbω1,ω2︸ ︷︷ ︸
∈Iso(Rn)
fbω1,ω2

(x) = fbgω1,gω2 (x).
On calcule 
αbω1,ω2
fbω1,ω2

(x) = fbω1,ω2
 
α−1bω1,ω2 (x)

= fbω1,ω2
 
(ϕ−1bω1,ω2 ◦ g
−1 ◦ϕbgω1,gω2 )(x)

= d
 
ϕbω1,ω2
(ϕ−1bω1,ω2 ◦ g
−1 ◦ϕbgω1,gω2 )(x)), P2ω1,ω2

= d(ϕbgω1,gω2 (x), gPω2) = d(ϕbgω1,gω2 (x), Pgω2)
= fbgω1,gω2 (x).
Ainsi,
[ fb•]Iso(Rn) : Ω×Ω → Fconv(Rn)/ Iso(Rn) est invariante.
Cette classe est donc essentiellement constante puisque l’action de Iso(Rn) sur Fconv(Rn) est lisse.
Donc il existe f ∈ Fconv(Rn) et b• ∈ S (Ω×Ω, B1) tels que fbω1,ω2 = f pour presque tout (ω1,ω2) ∈
Ω×Ω. Par le Lemme 1.5.13, le sous-champ de (Ω×Ω, B1• ) défini par
Afω1,ω2 = {bω1,ω2 ∈ B1ω1,ω2 | fbω1,ω2 = f }
10. Plus généralement, si (Ω,A ) est un espace borélien standard, X est un espace métrique séparable, (Ω, A•) est un
sous-champ borélien de (Ω, X ) et ϕ : Ω× Ω → Ω est une application borélienne, alors (Ω× Ω, A˜•) défini par A˜ω1 ,ω2 :=
Aϕ(ω1 ,ω2) est un sous-champ borélien de (Ω×Ω, X ).
En effet, si {xn• }n≥1 ⊆L (Ω, A•) est une famille fondamentale du sous-champ (Ω, A•), alors { x˜n• }n≥1 ⊆ S (Ω×Ω, A•) définie
par x˜nω1 ,ω2 := x
n
ϕ(ω1 ,ω2)
est une famille fondamentale du sous-champ (Ω,×Ω, A˜•).
11. Remarquons au passage que la preuve serait identique si on était parti avec un cocycle G×Ω×Ω→ Iso(X ).
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est borélien et donc il existe b• ∈ L (Ω×Ω, B1• ) tel que fbω1,ω2 = f pour presque tout (ω1,ω2) ∈ Ω×Ω.
En particulier,
αbω1,ω2
∈ Iso(Rn) f = {γ ∈ Iso(Rn) | γ f = f } pour presque tout (ω1,ω2) ∈ Ω×Ω.
Comme ∂ Pω1 ∩ ∂ Pω2 est isométrique à ∂ fbω1,ω2 ⊆ S1 (Exemple 5.3.4) qui est lui-même égal à ∂ f
pour presque tout (ω1,ω2) ∈ Ω2, on a en particulier le résultat qu’on avait annoncé. On peut
maintenant décomposer le reste de la preuve selon les quatre formes possibles 12 pour ∂ f ⊆ S1 :
(a) ∂ f est une sous-sphère stricte de S1 (c’est-à-dire soit une paire de point antipodaux, soit l’en-
semble vide)
(b) ∂ f = S1
(c) rad(∂ f )< pi/2
(d) ∂ f est un intervalle de longueur pi.
(a) On montre que ce cas-ci ne peut pas se réaliser. On va commencer par prouver que pour tout
R≥ 0 et " > 0, l’ensemble
{(ω1,ω2) ∈ Ω2 | ∃ x0 ∈ Pω1 t.q. d(x , Pω2)< " ∀x ∈ B(x0, R)∩ Pω1}
est de mesure strictement positive (et donc de mesure pleine puisque P• est invariant et que l’action
de G sur Ω est doublement ergodique).
Le champ de plats peut être considéré comme une application borélienne P• : Ω → Plat(X ) où
Plat(X ) est muni de la topologie de Chabauty (voir 1.5.11). On note µP• la mesure image de µ par
l’application P•. Comme cette mesure est borélienne, on a que pour tout P0 ∈ supp(µP•) et tout
voisinage V de P0, µ
P•(V ) > 0. Fixons P0 ∈ supp(µP•) et y0 ∈ P0. On vérifie en annexe que la
métrique suivante induit la topologie de Chabauty sur PFe(X ) (Lemme B.2.5) : 13
δ′(F, G) := inf{" > 0 | F ∩ B(y0, 1/"− ")⊆ (G)" et G ∩ B(y0, 1/"− ")⊆ (F)"}.
Ainsi, pour tout " > 0, on a que
µP•
 
Bδ′(P0,")

> 0.
Si P1 ∈ Bδ′(P0,"), alors en particulier B(y0, 1/"−")∩P0 ⊆ (P1)" et il existe x0 ∈ P1 tel que d(y0, x0)<
". Si P1, P2 ∈ Bδ′(P0,"), alors δ′(P1, P2)< 2" et donc
B(x0, 1/(2")− 3")∩ P1 ⊆ P1 ∩ B(y0, R− 1/(2")− 2")⊆ (P2)2".
Ainsi, pour tout (ω1,ω2) ∈ Ω2 tels que Pω1 , Pω2 ∈ Bδ′(P0,"), il existe x0 ∈ Pω1 tel que d(y, Pω2)< 2"
pour tout y ∈ B(x0, 1/(2")− 3")∩ Pω1 .
On peut maintenant montrer que ∂ Pω1 ∩ ∂ Pω2 ne peut pas être une sous-sphère stricte de S1. En
effet, si f ∈ Fconv(R2) est telle que ∂ f ' S0 ou ∂ f ' ;, alors pour tout " > 0, il existe R≥ 0 tel que
sup
x∈B(x0,R)
f (x)≥ " pour tout x0 ∈ X ,
ce qui contredit l’observation faite ci-dessus.
(b) Si ∂ Pω1 ∩ ∂ Pω2 est isométrique à S1 pour presque tout (ω1,ω2) ∈ Ω2, alors
∂ Pω1 ∩ ∂ Pω2 = ∂ Pω1 = ∂ Pω2 pour presque tout (ω1,ω2) ∈ Ω2.
12. Voir les Remarques 5.3.3 qui montrent que ∂ f est le joint sphérique entre une sous-sphère et un sous-ensemble
pi-convexe de rayon < pi/2 orthogonal à cette sous-sphère.
13. (A)" désigne l’"- épaississement de X , voir Définition B.2.2
150 CHAPITRE 5. BORD FORT ET ESPACE DE RANG 2
Ainsi, il existe un cercle invariant dans le bord de ∂ X . La mesure de Lebesgue sur ce cercle est
une mesure de probabilité invariante et on peut donc appliquer la fin de la preuve du Théorème
d’Adams-Ballmann pour arriver à une contradiction avec l’hypothèse que ∂ X ne contient pas de
point plat.
(c) Si (∂ Pω1 ∩ ∂ Pω2)∩−(∂ Pω1 ∩ ∂ Pω2) = ; pour presque tout (ω1,ω2) ∈ Ω×Ω, alors il existe une
section presque invariante et donc un point fixe par le Lemme 5.3.11. En effet, on sait qu’il existe
f ∈ Fconv(Rn) et b• ∈ L (Ω×Ω, B1• ) tels que αbω1,ω2 ∈ Iso(Rn) f pour presque tout (ω1,ω2) ∈ Ω×Ω.
Comme ∂ f ' ∂ Pω1 ∩ ∂ Pω2 , on sait qu’il existe x ∈ Rn presque invariant (pour le cocycle αb•). Ainsi
la section borélienne ϕ−1b• (x) ∈ L (Ω × Ω, X ) est presque invariante et on obtient l’existence d’un
point fixe par le Lemme 5.4.2.
(d) Par hypothèse, ∂ Pω1 ∩ ∂ Pω2 est isométrique à un intervalle de longueur pi pour presque tout
(ω1,ω2) ∈ Ω2. Posons donc
P := {P ∈ Plat2(X ) | ∂ P ∩ ∂ Pω ' [0,pi] pour presque tout ω ∈ Ω}.
Par Fubini, Pω ∈ P pour presque toutω ∈ Ω. De plus,P est invariant puisque µ est quasi-invariante.
On va montrer que si P,Q ∈ P , alors
∂ P ∩ ∂ Pω = ∂Q ∩ ∂ Pω pour presque tout ω ∈ Ω.
Supposons que ce soit faux. Alors il existe δ > 0 tel que
Ω′ := {ω ∈ Ω | d∂ Pω(∂ P ∩ ∂ Pω,∂Q ∩ ∂ Pω)≥ δ}
soit de mesure > 0 (où d∂ Pω désigne la distance de Hausdorff sur ∂ Pω). Fixons 0 < " < δ/2. Par la
Proposition 1.5.6, ∂ P• ∩ ∂ P est un sous-champ borélien de ∂ X et donc l’application
f : Ω → PFe(∂ P)
ω 7→ ∂ Pω ∩ ∂ P
est borélienne. Ainsi la mesure f∗µ est borélienne de même que sa restriction f ∗µ |Ω′ . Il existe donceΩ⊆ Ω′ de mesure positive tel que
d∂ P
 
∂ P ∩ ∂ Pω,∂ P ∩ ∂ Pω′< " pour presque tout (ω,ω′) ∈ eΩ2.
On peut répéter le raisonnement avec Q pour obtenir qu’il existe un sous-ensemble borélien Ω0 ⊆ Ω
de mesure positive tel que
– d∂ Pω(∂ P ∩ ∂ Pω,∂Q ∩ ∂ Pω)≥ δ pour tout ω ∈ Ω0.
– d∂ P
 
∂ P ∩ ∂ Pω,∂ P ∩ ∂ Pω′< " pour tout (ω,ω′) ∈ Ω20.
– d∂Q
 
∂Q ∩ ∂ Pω,∂Q ∩ ∂ Pω′< " pour tout (ω,ω′) ∈ Ω20.
– ∂ P ∩ ∂ Pω ' [0,pi] pour tout ω ∈ Ω0.
– ∂Q ∩ ∂ Pω ' [0,pi] pour tout ω ∈ Ω0.
Un simple dessin permet de se convaincre que si I et J sont deux intervalles de longueur pi d’un
cercle S1 et si λ désigne la mesure de Lebesgue du cercle, alors
dS1(I , J)≥ δ ⇐⇒ λ(I ∩ J)≤ pi−δ.
Maintenant fixons (ω,ω′) ∈ Ω20 ∩ {(ω,ω′) ∈ Ω2 | ∂ Pω ∩ ∂ Pω′ ' [0,pi]}. Alors
λ
 
∂ Pω ∩ ∂ Pω′ ≥ λ ∂ Pω ∩ ∂ Pω′ ∩ ∂ P∪  ∂ Pω ∩ ∂ Pω′ ∩ ∂Q
= λ
 
∂ Pω ∩ ∂ Pω′ ∩ ∂ P+λ ∂ Pω ∩ ∂ Pω′ ∩ ∂Q−λ ∂ Pω ∩ ∂ Pω′ ∩ ∂ P ∩ ∂Q︸ ︷︷ ︸
⊆∂ Pω∩∂ P∩∂Q

≥ (pi− ") + (pi− ")− (pi−δ) = pi+ (δ− 2")> pi.
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Mais alors on obtient la contradiction que λ(∂ Pω1 ∩ ∂ Pω2) > pi sur un ensemble de mesure produit
positive.
L’application ϕ : Ω × Ω → PFe(∂ X ), (ω1,ω2) 7→ ∂ Pω1 ∩ ∂ Pω2 satisfait donc que pour presque
tout ω1 ∈ Ω l’application ϕ(ω1, ·) est essentiellement constante et que pour presque tout ω2 ∈ Ω
l’application ϕ(·,ω2) est essentiellement constante. Donc ϕ est essentiellement constante par le
Lemme 5.5.1. Ainsi, il existe une partie de ∂ X isométrique à un demi-cercle invariante. La mesure
de Lebesgue sur ce demi-cercle est donc invariante et on peut conclure comme au point (b).
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Chapitre 6
Conclusion
On conclut ce travail en donnant quelques pistes qui mériteraient d’être explorées dans la continuité
de cette thèse.
Questions 6.0.4. Peut-on généraliser la version du Théorème d’Adams-Ballmann pour les G-espaces
(Théorème 4.2.6) à une action d’un G-espace sur un champ borélien d’espace CAT(0) (plutôt que
sur un unique espace X , voir la Remarque 4.2.14) ?
Cette question soulève le problème de la moyennabilité d’un G-espace. Les G-espaces et les relations
d’équivalences sont des cas particuliers de groupoïdes boréliens. Des notions de moyennabilités
ont été étudiées par Anahtharaman-Delaroche et Renaut dans [AR00]. L’une d’elle est formulée
comme notre version non-triviale de la moyennabilité d’une relation d’équivalence. Comme dit dans
la Remarque 4.2.14, il n’est pas clair que dans le cas particulier d’un G-espace, leur définition soit
équivalente à celle de Zimmer.
Questions 6.0.5. Peut-on généraliser l’un des Théorèmes 4.2.6 ou 4.2.13 au cas des groupoïdes
boréliens moyennables ?
Le bord de Floyd d’une relation d’équivalence, introduit dans l’Exemple 2.2.12 (3), mériterait d’être
étudié en détail.
En particulier, on peut supposer que chaque classe d’équivalence est δ-hyperbolique. Par des résul-
tats classiques sur les espaces δ-hyperboliques (voir par exemple [CDP90] Chapitre 11), on peut ob-
tenir le bord d’un graphe hyperbolique comme le bord de Floyd en prenant la fonction f (r) = e−r .
On peut ainsi utiliser les notions de champ borélien d’espaces métriques et de section borélienne
pour reformuler 1 un résultat de Kaimanovich :
Théorème 6.0.6 (' Théorème 3.4 de [Ka04]). Soit (Ω,A ,µ) un espace de probabilité standard,
R ⊆ Ω2 une relation d’équivalence borélienne dénombrable quasi-préservant la mesure, ergodique,
moyennable et tel qu’il existe un graphage uniformément localement fini tel que chaque classe soit
hyperbolique. Alors soit il existe une section R-invariante [ξ•] ∈ L(Ω,∂ [•]), soit une section [ξ•] ∈
L(Ω,P2(∂ [•])) où  P2(∂ [•])ω =P2(∂ [ω]) désigne les sous-ensembles de ∂ [ω] de cardinal deux.
La construction du bord de Floyd peut se généraliser à tout espace géodésique propre et on peut donc
conjecturer qu’il est possible de généraliser les arguments de Kaimanovich à un cas plus général.
Conjecture 6.0.7. Soit (Ω,A ,µ) un espace de probabilité standard, R ⊆ Ω2 une relation d’équiva-
lence borélienne dénombrable quasi-préservant la mesure, ergodique et moyennable. Supposons que R
agisse par isométries sur un champ borélien d’espaces Gromov-hyperboliques propres (et de dimension
topologique finie ?). Alors soit il existe une section R-invariante [ξ•] ∈ L(Ω,∂ X•), soit une section
[ξ•] ∈ L(Ω,P2(∂ X•)).
1. Kaimanovich n’utilisant pas cette notion, il parle d’une section ξ• ∈ L (Ω,∂ [•]) comme d’une section invariante de
mesure de probabilité supportée sur un seul point.
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Finalement, il est naturel de se poser la question suivante.
Questions 6.0.8. Est-il possible d’enlever l’hypothèse que les plats sont de dimension au plus 2 dans
le Théorème 5.2.1 ?
Annexe A
Champs boréliens
A.1 Convergence en mesure sur L (Ω, X •) et L(Ω, X •)
A.1.1 Convergence en mesure
Cette appendice est consacrée à l’étude de la structure uniforme de la convergence en mesure sur
L (Ω, X•) et L(Ω, X•). Si on reprend l’Exemple 1.1.12, on sait que L([0,1],R)muni de la convergence
en mesure est un espace métrisable, complet et séparable (voir ([Doo94], p. 67) ou ([BIN], Chapitre
4, §5, n◦11)). On va montrer la même chose pour L(Ω, X•).
Définition A.1.1. Soit (Ω,A ,µ) un espace de probabilité standard et (Ω, X•) un champ borélien d’es-
paces métriques de structure borélienne L (Ω, X•). On définit une pseudo-métrique sur L (Ω, X•) : pour
x•, y• ∈ L (Ω, X•), on pose
ρ(x•, y•) =min{" ≥ 0 |µ({ω ∈ Ω | dω(xω, yω)> "})≤ "}.
Remarques A.1.2. (1) Le minimum est effectivement atteint. En effet, si {"n}n≥1 est un suite dé-
croissante qui converge vers ", alors
{ω ∈ Ω | dω(xω, yω)> "}=
⋂
n≥1
{ω ∈ Ω | dω(xω, yω)> "n}.
(2) C’est effectivement une pseudo-métrique : par exemple pour l’inégalité du triangle, on observe
que si x•, y•, z• ∈ L (Ω, X•) et si "1 = ρ(x•, z•), "2 = ρ(z•, y•) on a
µ({ω ∈ Ω | dω(xω, zω)> "1})≤ "1 et µ({ω ∈ Ω | dω(zω, yω)> "2})≤ "2
d’où
µ({ω ∈ Ω | dω(xω, zω) + dω(zω, yω)> "1+ "2})≤ "1+ "2
et donc µ({ω ∈ Ω | dω(xω, yω) > "1 + "2}) ≤ "1 + "2. Par conséquent, on a bien ρ(x•, y•) ≤ "1 + "2
par définition de ρ.
(3) ρ(x•, y•) = 0 si et seulement si x• =p.p. y• de sorte qu’on peut définir ρ sur L(Ω, X•). En effet,
ρ(x•, y•) = 0 ⇐⇒ µ({ω ∈ Ω | dω(xω, yω)> 0})≤ 0 ⇐⇒ µ({ω ∈ Ω | xω 6= yω}) = 0.
On appelle topologie de la convergence en mesure la topologie déduite de la (pseudo)-métrique ρ
sur L (Ω, X•) ou L(Ω, X•).
Théorème A.1.3. Soit (Ω,A ,µ) un espace de probabilité standard et (Ω, X•) un champ borélien d’es-
paces métriques (complets) sur Ω de structure borélienne L (Ω, X•). Alors L(Ω, X•) muni de la topologie
de la convergence en mesure est séparable (et complet).
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Le théorème classique 1 suivant sera nécessaire pour la preuve.
Théorème A.1.4. Soit X un espace métrique séparable et µ une mesure finie sur la σ-algèbre des
boréliens B(X ). Considérons l’extension de µ sur la complétion des boréliens B∗(X ) donnée par le
Théorème 0.0.2. Alors il existe une partie dénombrable E ⊆ B∗(X ) telle que, pour tout A ∈ B∗(X ) et
tout " > 0, il existe A′ ∈ E tel que µ(AÍ A′)< "
Preuve du Théorème A.1.3. (1) On commence par prouver que L (Ω, X•) est séparable pour la topo-
logie de la convergence en mesure (et donc L(Ω, X•) l’est aussi).
Comme (Ω,A ,µ) est un espace borélien standard il existe E comme dans le théorème précédent.
Sans perdre la généralité, on peut supposer que E est clos par réunion finie et complémentarité (et
donc par intersection finie). Soit aussi D = {xn• }n≥1 une famille fondamentale pour L (Ω, X•). On va
montrer que
F = {y• ∈ S (Ω, X•) | ∃ m ∈ N et une partition finie Ω =
m⊔
i=1
Bi , Bi ∈ E , y• |Bi= xn(i)• |Bi}
est dense dans L (Ω, X•). Les éléments de F sont appelés les fonctions simples engendrées par D etE . Soit donc x• ∈ L (Ω, X•) et " > 0 fixé. On définit par récurrence
Ω1 := {ω ∈ Ω | dω(xω, x1ω)< "} et pour n≥ 2 Ωn := {ω ∈ Ω | dω(xω, xnω)< "} \ (
n−1⊔
i=1
Ωi).
Comme {xnω}n≥1 est dense dans Xω pour tout ω ∈ Ω, on a µ(
⊔
n≥1Ωn) = 1. On peut ainsi choisir
N ≥ 1 tel que
µ(
N⊔
n≥1
Ωn)> 1− "2.
Maintenant, on choisit eΩn ∈ E tel que
µ(eΩn Í Ωn)< "2N(2N − 1) pour n= 1, . . . , N .
On a presque fini mais le problème est que les ensembles eΩn ne forment pas nécessairement une
réunion disjointe. Définissons alors
bΩn = eΩn \ (⋃
k 6=n
eΩk) ∈ E pour n= 1, . . . , N , et bΩN+1 = Ω \ ( N⋃
k=1
eΩk) ∈ E .
Ainsi, la section définie par
bx• |bΩn= xn• |bΩn pour n= 1, . . . , N + 1,
appartient à F . Il reste à voir que ρ(bx•, x•)≤ ". Pour cela, on observe que
{ω ∈ Ω | dω(xω, bxω)< "} ⊇ N⊔
n=1
(Ωn ∩ bΩn)! .
Il reste maintenant à estimer la mesure de l’ensemble de droite pour pouvoir dire quelque chose sur
la mesure de celui de gauche. Pour cela, on aura besoin d’utiliser que
µ(eΩn ∩ eΩk)< 2 "2N(2N − 1) pour n 6= k.
1. Voir par exemple [Doo94], p. 42.
A.1. CONVERGENCE EN MESURE SUR L (Ω, X•) ET L(Ω, X•) 157
Ceci est vrai, puisqu’on a µ(eΩn Í Ωn) < "2N(2N−1) et (eΩn ∩ eΩk) ⊆ ((eΩn \ Ωn) ∪ (eΩk \ Ωk)) (car
Ωn ∩Ωk = ;). On peut donc maintenant minorer et obtenir, pour n= 1, . . . , N ,
µ(bΩn ∩Ωn) bΩn⊆eΩn= µ (eΩn ∩Ωn) \ (Ωn ∩ (eΩn \ bΩn))
= µ(eΩn ∩Ωn)︸ ︷︷ ︸
=µ(Ωn)−µ(Ωn\eΩn)
−µ(Ωn ∩ (eΩn \ bΩn))︸ ︷︷ ︸
≤µ(eΩn\bΩn)
µ(ΩnÍeΩn)≥µ(Ωn\eΩn)≥ µ(Ωn)−µ(Ωn Í eΩn)−µ(eΩn \ bΩn)
déf. de bΩn= µ(Ωn)−µ(Ωn Í eΩn)−µ(eΩn \ (eΩn \ (∪k 6=neΩk))︸ ︷︷ ︸
=eΩn∩(∪k 6=neΩk)
)
≥ µ(Ωn)−µ(Ωn Í eΩn)︸ ︷︷ ︸
≤ "
2N(2N−1)
−∑
k 6=n
µ(eΩn ∩ eΩk)︸ ︷︷ ︸
≤2 "
2N(2N−1)
≥ µ(Ωn)− (2N − 1)"2N(2N − 1)
Et ainsi,
µ({ω ∈ Ω | dω(xω, bxω)< "})≥ N∑
n=1
µ(Ωn)− N (2N − 1)"2N(2N − 1) > 1− ",
et donc ρ(bx•, x•)≤ ".
(2) Montrons que si on rajoute l’hypothèse que les espaces Xω sont complets pour tout ω ∈ Ω, alors
L(Ω, X•) muni de la métrique ρ l’est aussi.
Soit {[xn• ]}n≥1 une suite de Cauchy dans L(Ω, X•). Par conséquent, pour tout " > 0, il existe N ≥ 1
tel que
ρ([xn• ], [x
m
• ]) =min{δ ≥ 0 |µ({ω ∈ Ω | dω(xnω, xmω)≤ δ})> 1−δ}< " pour tout n, m≥ N .
On montre maintenant qu’il existe une sous-suite {xak• }k≥1 de {xn• }n≥1 ⊆L (Ω, X•) telle que
{ω ∈ Ω | {xakω }k≥1 est de Cauchy dans Xω}
contient un borélien de mesure pleine.
Pour ce faire, on choisit une suite croissante d’indices {ak ≥ 1}k≥1 telle que
µ({ω ∈ Ω | dω(xnω, xmω)> 1/2k})≤ 1/2k pour tout m, n≥ ak.
Ainsi, Ωk := {ω ∈ Ω | dω(xak+1ω , xakω ) > 1/2k} ∈ A satisfait µ(Ωk) ≤ 1/2k pour tout k ≥ 1, et donc∑∞
k=1µ(Ωk)<+∞. Par conséquent, par le Théorème de Borel-Cantelli 2, on a
µ(
∞⋂
k=1
∞⋃
j=k
Ω j) = µ({ω ∈ Ω |ω ∈ Ωk pour une infinité de k ≥ 1}) = 0.
Ainsi, en passant au complémentaire, eΩ := {ω ∈ Ω | ∃ Kω ≥ 1 tel que dω(xak+1ω , xakω ) < 1/2k ∀k ≥
Kω} est borélien et de mesure pleine. Il est clair queeΩ⊆ {ω ∈ Ω | {xakω }k≥1 est de Cauchy}
car dω(x
ak
ω , x
ak+ j
ω )< 1/2k−1 pour tout j ≥ 1, k ≥ Kω.
2. Voir par exemple [Doo94], p. 26.
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Comme Xω est complet pour tout ω ∈ Ω, la suite {xak• |eΩ}k≥1 converge ponctuellement vers une
section x ′• ∈ L (eΩ, X•), puisque L (Ω, X•) est clos par limites ponctuelles. On peut prolonger arbitrai-
rement x ′• en une section x• ∈ L (Ω, X•).
Il reste à prouver que ρ([xn• ], [x•])
n→∞−→ 0. Pour se faire, il suffit de montrer que ρ([xak• ], [x•]) k→∞−→ 0
puisque {[xn• ]}n≥1 est de Cauchy.
Observons que
{ω ∈ Ω | dω(xω, xakω )≤ 1/2k−1} ⊇
⋂
n≥k
{ω ∈ Ω | dω(xan+1ω , xanω )≤ 1/2n}=
⋂
n≥k
Ω \Ωn
Or,
µ
 ⋂
n≥k
Ω \Ωn= µ Ω \ (⋃
n≥k
Ωn)
≥ 1−∑
n≥k
µ(Ωn)≥ 1− 1/2k−1.
et donc
µ
 {ω ∈ Ω | dω(xω, xakω )≤ 1/2k−1}≥ 1− 1/2k−1,
et donc ρ([x•], [xak• ])≤ 1/2k−1→ 0 quand k→∞.
Remarques A.1.5. (1) Observons que puisque la topologie sur L (Ω, X•) n’est pas séparée, une
suite de Cauchy dans L (Ω, X•) pour la pseudo-métrique ρ admet comme limite toutes les sections
d’une classe d’équivalence pour l’égalité presque partout. Cette remarque empêche de parler de
“complétude dans L (Ω, X•)”.
(2) La preuve du théorème montre que si xn• → x• en mesure, alors il existe {ak}k≥1 une suite
croissante d’indices telle que xak• → x• presque sûrement.
Voici un petit lemme qui montre qu’il est raisonnable de considérer la topologie de la convergence
en mesure sur les champs boréliens d’espaces métriques.
Lemme A.1.6. Soit (Ω,A ,µ) un espace de probabilité standard, (Ω, X•) et (Ω, Z•) des champs boréliens
d’espaces métriques et ϕ• : X•→ Z• un morphisme de champs compatible et continu. On munitL (Ω, X•)
et L (Ω, Z•) de la topologie de la convergence en mesure. Alors ϕ• :L (Ω, X•)→L (Ω, Z•) est continue.
Preuve. On va démontrer le lemme en deux temps.
(1) Fixons x• ∈ L (Ω, X•). On montre que pour tout "1,"2 > 0, il existe δ("1,"2) tel que
µ
 {ω ∈ Ω | dXω(xω, y)< δ("1,"2)⇒ dZω(ϕω(xω),ϕω(y))≤ "1}> 1− "2.
Pour tout n ≥ 1, on choisit Dn une famille fondamentale de la structure borélienne du sous-champ
borélien
 
Ω, B(x•, 1/n)

. On introduit
A"n := {ω ∈ Ω | dZω(ϕω(xω),ϕω(yω))≤ " pour tout y• ∈ Dn}
=
⋂
y•∈Dn
 
dZ•(ϕ•(x•),ϕ•(y•))
−1([0,"]) ∈A .
On observe que A"n ⊆ A"n+1 et que µ(
⋃
n≥1 A"n) = 1 pour tout " > 0 puisque ϕω est continue sur Xω
(en particulier en xω). Donc pour tout "1,"2 > 0, il existe m("1,"2) tel que µ(A
"1
m)> 1−"2 pour tout
m≥ m("1,"2). En particulier, si on pose δ("1,"2) = 1/m("1,"2) on a que
µ
 {ω ∈ Ω | dXω(xω, y)≤ δ("1,"2)⇒ dZω(ϕω(xω),ϕω(y))≤ "1}> 1− "2.
(2) Soit xn• → x• en mesure. Par définition de la convergence en mesure, on a que pour tout " > 0
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il existe n(") tel que µ
 {ω ∈ Ω | dXω(xω, xnω) > "} < " pour tout n ≥ n("). Soit " > 0. On observe
que pour n≥ n min{δ(","/2),"}, on a que
{ω ∈ Ω | dZω(ϕω(xω),ϕω(xnω))> "}
⊆

{ω ∈ Ω | dXω(xω, y)≤ δ(","/2); dZω(ϕω(xω),ϕω(y))≤ "}⋃{ω ∈ Ω | dXω(xω, xnω)> δ(","/2)}.
Considérons la partie droite de l’inclusion. Le premier ensemble est de mesure ≤ "/2 par définition
du δ(","/2). De même pour le second par choix du n. Ainsi, l’ensemble de droite est de mesure plus
petit que " pour tout n ≥ n min{δ(","/2),"}, c’est-à-dire que ϕ•(xn• )→ ϕ•(x•) en mesure. On a
donc montré que ϕ• est continue.
Questions A.1.7. (1) Est-ce qu’il existe une réciproque du style : si on a un morphisme de champs
compatible tel que ϕ• :L (Ω, X•)→L (Ω, Z•) est continu, alors tous les ϕω sont continus ?
(2) Si l’on garde seulement l’hypothèse que ϕ• : X•→ Z• est compatible, est-ce que ϕ• :L (Ω, X•)→L (Ω, Z•) est borélienne ? Peut-être faut-il aussi demander que tous les morphismes soient boréliens ?
On peut aussi s’intéresser aux relations entre les sous-champs boréliens de X• et les sous-ensembles
de L (Ω, X•).
Remarque A.1.8. Soit (Ω,A ,µ) un espace de probabilité standard, X• un champ borélien d’espaces
métriques de structure borélienne L (Ω, X•) et C ⊆ L (Ω, X•) un sous-ensemble dénombrable. Pour
tout ω ∈ Ω, on note Cω := {xω}x•∈C ⊆ Xω. Soit Y• un sous-champ de X• tel que Cω ⊆ Yω ⊆ Cω.
Alors Y• est un sous-champ borélien. En effet, C est une famille fondamentale pour Y•. De plus, en
toute généralité, si D est une partie fondamentale d’un sous-champ borélien Y•, alors
L (Ω, Y•) =LD(Ω, Y•) = recE (D)c.m. ∩S (Ω, Y•),
où recE (D) désigne les recollements de D selon la partie E du Théorème A.1.4. En particulier, si Y•
est un sous-champ de complets, alors LD(Ω, Y•) = recE (D)c.m..
Lemme A.1.9. Soit (Ω,A ,µ) un espace de probabilité standard et X• un champ borélien d’espaces
métriques complets de structure mesurable L (Ω, X•). Alors il y a une correspondance entre les sous-
champs boréliens de fermés tels que Fω 6= ; pour tout ω ∈ Ω et les sous-ensembles fermés (pour la
topologie de la convergence en mesure), non vides, et invariants par recollement dénombrables boréliens
de L (Ω, X•).
Preuve. Si F• est un sous-champ borélien de fermés, il est clair queL (Ω, F•)⊆L (Ω, X•) est un sous-
ensemble fermé (car complet par le Théorème A.1.3) et invariant par recollement dénombrable
borélien (car c’est une structure borélienne).
Réciproquement, supposons que A ⊆ L (Ω, X•) soit un sous-ensemble fermé et invariant par re-
collement borélien dénombrable. On prend D ⊆ A dénombrable dense dans A, ce qui est possible
car L (Ω, X•) est un espace métrisable séparable par le Théorème A.1.3 et donc A est séparable.
Considérons maintenant le sous-champ de fermés F• défini par Fω = {xω}x•∈D . C’est évidement un
sous-champ borélien, puisque D est une famille fondamentale. Montrons que L (Ω, F•) = A.
[⊆] Rappelons que (Lemme 1.1.9)
L (Ω, F•) =LD(Ω, F•) = {limites ponctuelle de recollements dénombrables boréliens d’éléments D}.
Comme D ⊆ A, que A est fermé pour la topologie de la convergence en mesure (en particulier par
limites ponctuelles) et que A est invariant par recollement dénombrable mesurable, on a bien que
L (Ω, F•)⊆ A.
[⊆] On a
A⊆ D ⊆L (Ω, F•)c.m. =L (Ω, F•).
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A.1.2 Action continue d’un G-espace qui préserve la mesure.
Lemme A.1.10. Soit X un espace topologique localement compact, G un groupe topologique localement
compact à base dénombrable et (Ω,A ,µ) un G-espace ergodique préservant la mesure. Supposons de
plus qu’il existe une action par homéomorphismes du G-espace sur X donnée par un cocycle α : G×Ω→
Hom(X ). Alors G agit par homéomorphismes sur L (Ω, X ) (munit de la topologie de la convergence en
mesure).
Mutatis mutandis pour une relation d’équivalence 3.
Preuve. Par hypothèse, on a bien que G envoie les sections boréliennes sur les sections boréliennes.
Si deux sections sont égales presque partout, alors, puisque G préserve la mesure, elles sont envoyées
sur deux sections égales presque partout.
Pour montrer que G agit par homéomorphismes, on s’inspire du Lemme A.1.6 en adaptant ce qui
doit être adapté. On procède en deux temps.
(1) Montrons que, pour x• ∈ L (Ω, X ) fixé, pour tout "1,"2 > 0, il existe δ("1,"2) tel que
µ({ω ∈ Ω | d(xg−1ω, y)< δ("1,"2)⇒ d α(g, g−1ω)xg−1ω,α(g, g−1ω)y≤ "1})> 1− "2.
Choisissons pour tout n≥ 1 une famille fondamentale Dn de la structure borélienne du sous-champ
borélien B(x•, 1/n). On introduit, pour tout " > 0 et n≥ 1, l’ensemble
An" = {ω ∈ Ω | d
 
α(g, g−1ω)xg−1ω,α(g, g−1ω)yg−1ω
≤ " pour tout y• ∈ Dn}
=
⋂
y•∈Dn
 
d(g x•, g y•)
−1([0,"[) ∈A .
Maintenant, observons que⋃
n≥1
An" ⊇ {ω ∈ Ω | α(g, g−1ω) est continue en xg−1ω} ⊇ {ω ∈ Ω | α(g, g−1ω) est continue}= Ω.
De plus An" ⊆ An+1" pour tout n ≥ 1. Ainsi, il existe, pour tout "1,"2 > 0, un entier m("1,"2) tel que
µ(Am"1)> 1−"2 pour tout m≥ m("1,"2). En particulier, en posant δ("1,"2) = 1/m("1,"2) on obtient
que
µ({ω ∈ Ω | d(xg−1ω, y)< δ("1,"2)⇒ d α(g, g−1ω)xg−1ω,α(g, g−1ω)y≤ "1})> 1− "2.
(2) Supposons que xn• → x• en mesure. Alors pour tout " > 0 il existe n(") ∈ N tel que
µ
 {ω ∈ Ω | d(xnω, xω)> "}< " pour tout n≥ n(")
⇐⇒ µ {g−1ω ∈ Ω | d(xng−1ω, xg−1ω)> "}< " pour tout n≥ n(")
⇐⇒ µ g−1({ω ∈ Ω | d(xng−1ω, xg−1ω)> "})< " pour tout n≥ n(")
µ g−invariante⇐⇒ µ {ω ∈ Ω | d(xng−1ω, xg−1ω)> "}< " pour tout n≥ n(").
On observe que pour n≥ n(min{δ(","/2),"}) on a
{ω ∈ Ω | d(α(g, g−1ω)xg−1ω,α(g, g−1ω)xng−1ω)> "}
⊆ {ω ∈ Ω | d(xg−1ω, y)≤ δ(","/2); d (g x•)ω,α(g, g−1ω)y≤ "}
∪{ω ∈ Ω | d(xg−1ω, xng−1ω)> δ(","/2)}.
3. Plus précisément : soit (Ω,A ,µ) un espace de probabilité standard, R ⊆ Ω2 une relation d’équivalence borélienne
et (Ω, X•) un champ borélien d’espaces métriques de structure borélienne L (Ω, X•). Soit G un groupe dénombrable et
G x Ω une action borélienne telle que R = RG . Si R préserve la mesure et agit par homéomorphismes sur X•, alors G
agit par homéomorphismes sur L(Ω, X•).
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Considérons la partie droite de l’inclusion. Le premier ensemble est de mesure < "/2 par construc-
tion de δ(","/2) de même que le second par choix de n. Ainsi, l’ensemble de droite est de mesure
plus petite que " pour tout n≥ n min{δ(","/2),"}, c’est-à-dire que g(xn• )→ g(x•) en mesure. On
a donc montré que G agit par homéomorphismes sur L (Ω, X ).
A.2 L1(Ω, B•) et L∞(Ω, B•)
Rappelons que pour f• ∈ L (Ω,R), on note
‖ f•‖∞ = supess‖ f•‖ := inf{m ∈ R |µ({ω ∈ Ω | | fω|ω ≥ m}) = 0}.
Lemme A.2.1. Soit (Ω,A ,µ) un espace de probabilité standard et (Ω, B•) un champ borélien d’espaces
de Banach de structure borélienne fL (Ω, B•). DéfinissonsfL∞(Ω, B•) := {x• ∈ fL (Ω, B•) | ‖x•‖∞ := sup ess‖x•‖• <∞}.
et eL∞(Ω, B•) = fL∞(Ω, B•)/=p.p..
Alors eL∞(Ω, B•) muni de la norme ‖ · ‖∞ est un espace de Banach.
Preuve. Vérifions que ‖ · ‖∞ est une pseudo-norme sur fL∞(Ω, B•). Seule l’inégalité du triangle n’est
pas évidente. Elle découle de l’inclusion
{ω ∈ Ω | ‖xω+ yω‖ω > ‖x•‖∞+ ‖y•‖∞} ⊆ {ω ∈ Ω | ‖xω‖ω+ ‖yω‖ω > ‖x•‖∞+ ‖y•‖∞}
⊆ {ω ∈ Ω | ‖xω‖ω > ‖x•‖∞} ∪ {ω ∈ Ω | ,‖yω‖ω > ‖y•‖∞}
Comme les ensembles de droite sont de mesure nulle, l’ensemble de gauche l’est aussi et donc
‖x•+ y•‖∞ ≤ ‖x•‖∞+‖y•‖∞. Il est facile de vérifier que ‖x•− y•‖∞ = 0 si et seulement si x• =p.p. y•,
de sorte que eL∞(Ω, B•) est un espace vectoriel normé. Montrons qu’il est complet.
Soit {[xn• ]}n≥1 ⊆ eL∞(Ω, B•) une suite de Cauchy pour ‖·‖∞. Définissons les sous-ensembles suivants :
An := {ω ∈ Ω | ‖xnω‖ω > ‖xn• ‖∞} ∈ A n≥ 1,
Bp,q := {ω ∈ Ω | ‖x pω− xqω‖ω > ‖x p• − xq• ‖∞} ∈ A p, q ≥ 1.
Par définition de ‖ · ‖∞, E = (⋃∞p,q=1 Bp,q)∪ (⋃∞n=1 An) est de mesure nulle. Pour tout " > 0, il existe
N(")≥ 1, tel que
‖x pω− xqω‖ω ≤ ‖x p• − xq• ‖∞ < " pour tout ω ∈ Ω \ E, pour tout p, q ≥ N(").
Donc {xnω}n≥1 est une suite de Cauchy dans Bω pour tout ω ∈ Ω \ E. Ainsi, puisque Bω est complet
pour tout ω ∈ Ω, la suite {xn• |Ω\E}n≥1 converge ponctuellement vers x ′• ∈ L (Ω \ E, B•) qu’on peut
prolonger en une section x• de L (Ω, B•), par exemple en définissant x• |E= 0•.
Il reste à montrer que {[xn• ]}n≥1 converge vers une section de eL∞(Ω, B•), c’est à-dire qu’on a bien
[x•] ∈ eL∞(Ω, B•) et ‖xn• − x•‖∞→ 0. Observons que
‖xnω− xmω‖ω ≤ " pour tout n, m≥ N(") et ω ∈ Ω \ E.
En faisant tendre m vers l’infini (avec n fixé), on obtient que
‖xnω− xω‖ω ≤ " pour tout n≥ N(") et ω ∈ Ω \ E
ce qui montre que limn→∞ ‖x•− xn• ‖∞ = 0. Et comme
‖xω‖ω ≤ ‖xN(")ω ‖ω+ ‖xω− xN(")ω ‖ω ≤ ‖xN(")• ‖∞+ " <∞ pour tout ω ∈ Ω \ E,
on a bien que x• ∈ eL∞(Ω, B•).
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Lemme A.2.2. Soit (Ω,A ,µ) un espace de probabilité standard et (Ω, B•) un champ borélien séparable
d’espaces de Banach de structure borélienne L (Ω, B•). Définissons
L 1(Ω, B•) := {x• ∈ L (Ω, B•) | ‖x•‖1 =
∫
Ω
‖xω‖ωdµ(ω)<+∞}
et L1(Ω, B•) =L 1(Ω, B•)/=p.p..
Alors L1(Ω, B•) muni de la norme ‖ · ‖1 est un espace de Banach séparable.
Preuve. Il est clair que L1(Ω, B•) est un espace vectoriel normé 4, on montre qu’il est complet et
séparable.
(1) L1(Ω, B•) est complet. Soit {[xn• ]}n≥1 une suite de Cauchy dans L1(Ω, B•) pour ‖ · ‖1. Alors, pour
tout " > 0, il existe N ≥ 1 tel que
‖[xn• ]− [xm• ]‖1 =
∫
Ω
‖xnω− xmω‖ωdµ(ω)< " pour tout m, n≥ N .
Par conséquent, puisque pour tout " > 0 on a, par l’inégalité de Markov,∫
Ω
‖xnω− xmω‖ωdµ(ω)≥ " ·µ
 {ω ∈ Ω | ‖xnω− xmω‖ω ≥ "},
on voit que, pour tout " > 0, limm,n→∞µ
 {ω ∈ Ω | ‖xnω − xmω‖ω ≥ "} = 0. Donc, la suite {[xn• ]}n≥1
est telle que pour tout " > 0, il existe N ≥ 1 tel que
µ({ω ∈ Ω | ‖xnω− xmω‖ω ≥ "})≤ " pour tout m, n≥ N .
C’est-à-dire que ρ(xn• , x
m
• )≤ " pour tout m, n≥ N selon les notations de la Section A.1. Ainsi, la suite{xn• }n≥1 est de Cauchy dans L 1(Ω, B•) ⊆L (Ω, B•) pour la structure uniforme de la convergence en
mesure. Par le Théorème A.1.3, on sait qu’il existe x• ∈ L (Ω, B•) telle que xn• converge en mesure
vers x• et, par la Remarque A.1.2 (2), qu’il existe une sous-suite {xnk• }k≥1 qui converge vers x•
presque sûrement.
Pour montrer qu’une suite de Cauchy admet une limite, il suffit de montrer qu’une de ces sous-
suites converge. Ainsi, on peut supposer que xn• converge presque sûrement vers x• et il reste à
montrer que xn• converge en norme ‖ · ‖1 vers x• et qu’on a x• ∈ L 1(Ω, B•). Pour cela, pour k ≥ 1
fixé, on applique le Lemme de Fatou à la suite de fonctions boréliennes {‖xn• − xk• ‖•}n≥1. On a
limn→∞ ‖xn• − xk• ‖• =p.p. ‖x•− xk• ‖• et
‖x•− xk• ‖1 =
∫
Ω
‖xω− xkω‖ωdµ(ω)≤ lim infn→∞
∫
Ω
‖xnω− xkω‖ωdµ(ω) = lim infn→∞ ‖xn• − xk• ‖1.
Comme {xn• }n≥1 est une suite de Cauchy pour ‖ · ‖1, on a limk→∞
 
lim infn→∞ ‖xn• − xk• ‖1

= 0, d’où
limk→∞ ‖x•− xk• ‖1• = 0. Et il suffit d’écrire x• = (x•− xk• )− xk• pour voir que x• ∈ L 1(Ω, B•).
(2) L1(Ω, B•) est séparable. On fait la preuve en deux étapes.
(a) Soit F = {xn• }n≥1 une famille fondamentale pour L (Ω, B•). En considérant les combinaisons
linéaires finies à coefficients rationnels, on a que G = {yn• | yn• =
∑N
i=1 qi x
i
•}n≥1 est tel que {ynω}n≥1 =
Bω pour tout ω ∈ Ω. Il est maintenant facile de modifier G en une famille F ′ = {zn• }n≥1 telle que
F ′ ⊆ L∞(Ω, B•) ⊆ L 1(Ω, B•) et {znω}n≥1 = Bω pour tout ω ∈ Ω. En effet, il suffit de considérer la
section nulle 0• ∈ L (Ω, B•) et de poser pour n≥ 1 donné
yn, jω =
¨
y jω si ‖y jω‖ω ≤ n
0ω sinon
4. Deux sections x•, y• de L 1(Ω, B•) sont égales presque partout si et seulement si ‖x• − y•‖1 = 0
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et F ′ = {yn, j• }n, j≥1.
On montre que les sections “en escalier” du type
∑N
i=1 z
i
•χAi , Ai ∈ A , z i• ∈ F ′ sont denses dansL 1(Ω, B•).
Soit x• ∈ L 1(Ω, B•) et " > 0. On définit par récurrence
Ω1 := {ω ∈ Ω | ‖xω−z1ω‖ω < "} ∈ A et, pour n≥ 2, Ωn := {ω ∈ Ω | ‖xω−znω‖ω < "}\
n−1⋃
i=1
Ωi ∈A ,
Pour N ≥ 1, on pose ΩN0 = Ω \
⊔N
n=1Ω
n et on a limN→∞µ(ΩN0 ) = 0 puisque
⋃
n≥1Ωn = Ω. Comme
x• ∈ L 1(Ω, B•), on a ‖x•‖1 <+∞ et donc il existe N ≥ 1 tel que l’inégalité
∫
ΩN0
‖xω‖ωdµ(ω)< " est
vérifiée 5. Ainsi,
‖x•−
N∑
i=1
z i•χΩi‖1 =
∫
Ω
‖xω−
N∑
i=1
z iωχΩi‖ωdµ(ω) =
N∑
i=1
∫
Ωi
‖xω−z iω‖ωdµ(ω)+
∫
ΩN0
‖xω‖ωdµ(ω)< 2".
(b) On montre que les fonctions du type
∑N
i=1 z
i
•χAi , Ai ∈ A , z i• ∈ F ′ peuvent être approximées en
norme ‖ · ‖1 par celles du type ∑Ni=1 z i•χeAi , eAi ∈ E , z i• ∈ F ′ où E est la partie dénombrable de A
donnée par le Théorème A.1.4.
Soit z• =
∑N
i=1 z
i
•χAi et " > 0. Comme F ′ ⊆ L 1(Ω, B•), on a maxi=1,...,N ‖z i•‖1 < +∞. Pour tout i =
1, . . . , N , soit eAi ∈ E tel que µ(Ai4eAi) < "N maxi=1,...,N ‖z i•‖1 (Théorème A.1.4). Alors, si ez• =∑Ni=1 z i•χeAi ,on a
‖z•− ez•‖1 ≤ N∑
i=1
∫
Ω
‖z iωχAi − z iωχeAi‖ωdµ(ω) =
N∑
i=1
∫
Ai∩eAi ‖z
i
ω− z iω‖ωdµ(ω) +
∫
Ai4eAi ‖z
i
ω‖ωdµ(ω)

≤ N max
i=1,...,N
‖z i•‖1 ·
"
N maxi=1,...,N ‖z i•‖1 = ".
5. Ceci découle du Théorème de convergence dominée. Si {Ωn}n≥1 ⊆ A est telle que limn→∞ µ(Ωn) = 0, alors si
xn• = χΩn x•, la suite {xn• }n≥1 converge presque sûrement vers 0• car µ({ω ∈ Ω | xnω 6= 0ω}) ≤ µ(Ωn) → 0. Comme‖xn• ‖• ≤ ‖x•‖• et que ‖x•‖• est intégrable, on a
0=
∫
Ω
lim
n→∞‖xnω‖ωdµ(ω) = limn→∞
∫
Ωn
‖xω‖ωdµ(ω).
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Annexe B
Espaces métriques ou topologiques
B.1 Généralités sur les espaces CAT(0)
Proposition B.1.1 (' Proposition II.1.4 de [BH99]). Soit X un espace CAT(0). Alors pour tout x , y ∈
X , il existe un unique chemin géodésique de x à y. De plus, ce chemin varie continûment en fonction
des extrémités.
Définition B.1.2. Soit I un intervalle de R (pas nécessairement fermé ou borné) et f : I → R une
fonction. On dit que f est convexe si pour tout t, t ′ ∈ I et s ∈ [0,1] on a
f (t + s(t ′− t))≤ (1− s) f (t) + s f (t ′).
C’est-à-dire que la région au-dessus du graphe de f est convexe.
Définition B.1.3. Soit X un espace métrique géodésique et f : X → R une fonction. Alors f est convexe
si pour tout chemin géodésique paramétré proportionnellement à la longueur d’arc c : I → X , la fonction
f ◦ c : I → R est convexe.
Proposition B.1.4 (Proposition II.2.2 de [BH99]). Soit X un espace CAT(0), alors la fonction distance
d : X × X → R est convexe, i.e. pour toute paires de géodésiques paramétrisées proportionnellement à
la longueur d’arc c : [0,1]→ X et c′ : [0, 1]→ X , l’inégalité suivante est vérifiée pour tout t ∈ [0, 1] :
d(c(t), c′(t))≤ (1− t)d(c(0), c(0)) + td(c(1), c′(1)).
Corollaire B.1.5. [[BH99],II.2.5] Soit X un espace CAT(0) et C un sous-ensemble convexe et complet.
Soit dC la fonction distance à C. Alors
(i) dC est une fonction convexe,
(ii) pour tout x , y ∈ X on a que |dC(x)− dC(y)| ≤ d(x , y),
(iii) la restriction à dC à une sphère de centre x et de rayon r ≤ dC(x) atteint son infimum en une
unique point y et dC(x) = dC(y) + r.
Proposition B.1.6 (Proposition II.2.4 de [BH99]). Soit X un espace CAT(0) et C un sous-ensemble
convexe complet.
(i) Pour tout x ∈ X , il existe un unique point pi(x) ∈ X tel que d(x ,pi(x)) = d(x , C).
(ii) Si x ′ appartient au segment [x ,pi(x)], alors pi(x ′) = pi(x).
(iii) Si x /∈ C et y ∈ C est différent de pi(x), alors ∠pi(x)(x , y)≥ pi/2.
(iv) L’application x 7→ pi(x) est une rétraction de X sur C qui n’augmente pas les distances.
Proposition B.1.7 (Proposition II.2.7 de [BH99]). Soit X un espace CAT(0) complet. Soit Y ⊆ X un
sous-espace borné. Alors il existe un unique point cY ∈ X , appelé le centre de Y , tel que Y ⊆ B(cy , ry).
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Proposition B.1.8 (' Proposition II.3.1 de [BH99]). Soit X un espace CAT(0), c : [0, a] → X et
c′ : [0, b]→ X deux chemins géodésiques issus du même point, i.e. tels que c(0) = c′(0). Alors
∠(c, c′) = lim
t,t ′→0∠c(0)(c(t), c
′(t ′)) = lim
t→0 2 arcsin
1
2t
d(c(t), c′(t)).
Lemme B.1.9 (Lemme du Sandwich, [BH99], Exercice II.2.12 (2), p. 182). Soit X un espace CAT(0)
et C1, C2 ⊆ X deux sous-ensembles convexes complets. Supposons que dC1 |C2 soit constante de valeur
d ∈ R≥0 et que dC2 |C1 soit constante.
Alors l’application
j : co(C1 ∪ C2) → C1× [0, d]
x 7→ (piC1(x), d(x , C1))
est une isométrie.
Preuve. (1) On commence par montrer qu’on a aussi dC2 |C1= d. Supposons que dC2 |C1= d ′ < d. Si
y ∈ C2, alors d(piC2(piC1(y)),piC1(y)) = d ′ < d. Ainsi,
d(piC2(piC1(y)), C1)≤ d(piC2(piC1(y)),piC1(y))< d.
Ceci contredit le fait que dC1 |C2= d donc d ′ ≥ d. De même, par symétrie, d ≥ d ′.
(2) Montrons ensuite que si x ∈ C1, alors piC1(piC2(x)) = x . Si d = 0, il n’y a rien à mon-
trer. Supposons donc que d > 0 et piC1(piC2(x)) = x
′ 6= x . On considère le triangle géodésique
4(x ,piC2(x), x ′). Par le point (1), son triangle de comparaison 4(x ,piC2(x), x ′) ⊆ R2 est un tri-
angle isocèle (car d(x ,piC2(x)) = d(piC2(x), x
′) = d). Or, par [BH99, Prop. II.2.4 (3), p. 177], on a
∠x ′(piC2(x), x)≥ ∠x ′(piC2(x), x)≥ pi2 . Ceci est impossible pour un triangle euclidien.
(3) Il reste à voir que
d2(x , y) = d2(piC1(x),piC1(y)) + |d(x , C1)− d(y, C1)|2 (B.1)
pour tout x , y ∈ co(C1 ∪ C2).
Pour commencer, montrons ceci pour x i ∈ Ci pour i = 1,2. Si piC1(x2) = x1, l’affirmation est triviale.
Supposons donc que piC1(x2) 6= x1. Par (1) et (2), on a aussi piC2(x1) 6= x2 car
x2
(2)
= piC2(piC1(x2))
(1)6= piC2(x1).
Par [BH99, Thm. II.2.11, p. 181], le rectangle (x1,piC2(x1), x2,piC1(x2)) est isométrique à un rec-
tangle euclidien car chacun de ses angles est plus grand ou égal à pi
2
Choisissons t ∈ [0, 1] et
x ∈ [x1, x2] tel que d(x , x1) = td(x1, x2). On considère les points x ′1, x ′2 ∈ X correspondants
aux points x ′1, x ′2 dans le rectangle euclidien qui sont les projections de x sur [x1,piC1(x2)] et
[piC2(x1), x2] respectivement de sorte que d(x , x
′
1) = td et d(x , x
′
2) = (1− t)d. Montrons que dans
ce cas x ′i = piCi (x) pour i = 1, 2. On sait que
d(x ,piCi (x))≤ d(x , x ′i) pour i = 1, 2.
Alors
d ≤ d(piC1(x),piC2(x))≤ d(piC1(x), x) + d(x ,piC2(x))≤ d(x , x ′1) + d(x , x ′2) = td + (1− t)d = d.
Par conséquent, pour i = 1, 2 on a d(piCi (x), x) = d(x , x
′
i) et donc piCi (x) = x
′
i par unicité de la
projection.
B.1. GÉNÉRALITÉS SUR LES ESPACES CAT(0) 167
Ainsi, de ce qui précède, par comparaison avec la situation dans R2, on déduit alors qu’on a x ∈
[piC1(x),piC2(x)], piC2(piC1(x)) = piC2(x) et piC1(piC2(x)) = piC1(x) et en outre que l’application
γx1,x2(t) 7→ (piC1(x), td) est une isométrie. Ceci montre que j |γx1,x2 vérifie (B.1).
Pour terminer la preuve de (3), considérons l’ensemble
E := {γx1,x2(t) ∈ X | x1 ∈ C1, x2 ∈ C2, t ∈ [0,1]}
et montrons que E = co{C1 ∪ C2}. L’inclusion [⊆] est banale. Pour [⊇], il suffit de montrer que E
est convexe et fermé puisqu’il contient évidemment C1 et C2.
Pour la convexité, soit x , y ∈ E . Considérons piCi (x),piCi (y) ∈ X pour i = 1,2. Au point (2),
on a montré que x ∈ [piC1(x),piC2(x)] et y ∈ [piC1(y),piC2(y)] et que l’enveloppe convexe des
quatre points (piC1(x),piC1(y),piC2(y),piC2(x)) est un rectangle plat. Ainsi, si z ∈ [x , y], alors z ∈
[piC1(x),piC2(x)] et donc z ∈ E.
Finalement, E est fermé puisque les géodésiques dépendent continûment des extrémités.
Remarque B.1.10. Montrons que C1 et C2 sont isométriques via piC2 . L’inverse de l’isométrie j du
lemme est donnée par
j−1 : C1× [0, d] → co(C1 ∪ C2)
(x , t) 7→ γx ,piC2 (x)(t/d).
Si nous notons i : C1× {0} → C1× {d} l’isométrie évidente, alors pour x ∈ C1, on a
j−1 ◦ i ◦ j(x) = j−1(i((x , 0))) = j−1((x , d)) = piC2(x).
Corollaire B.1.11. Soit X un espace CAT(0) complet et E ⊆ X une partie isométrique à un espace de
Hilbert (de dimension finie ou infinie). On pose
E := {E′ ⊆ X | E′ est parallèle à E} et XE :=
⋃
E′∈E
E′ ⊆ X .
Alors XE est convexe complet et il existe Y CAT(0) complet tel que XE est isométrique à E × Y .
Preuve. (1) On commence par montrer que si E, E′, E′′ sont trois espaces de Hilbert parallèles dans
X , alors
piE ◦piE′ ◦piE′′ |E= idE .
Supposons que dim(E) =∞ (la démonstration est identique, en plus simple, lorsque la dimension
est finie). On observe que si {dn}n≥1 sont des droites dans E concourantes, orthogonales deux à
deux et telles que co({dn}n≥1) = E, alors x ∈ E est uniquement déterminé par  pidn(x)n≥1. On
va appeler un tel ensemble de droites un repère orthonormal (même s’il y a un léger abus car les
droites ne sont pas orientées). Observons que si {d ′n}n≥1 est un repère orthonormal dans E′ parallèle
à {dn}n≥1, i.e. dn est parallèle à d ′n pour tout n≥ 1, alors, par le Lemme du Sandwich, on a que
piE′(x) =
 
pid ′n(pidn(x))

n≥1 pour tout x ∈ X .
Maintenant, on se fixe {dn}n≥1 un repère orthonormal de E. Alors {d ′′n := piE′′(dn)}n≥1 est un repère
orthonormal pour E′′, {d ′n := piE′(dn)}n≥1 est un repère orthonormal pour E′ et les trois repères sont
parallèles deux à deux (toujours par le Lemme du Sandwich). Par le Lemme II.2.5 de [BH99], on a
pour tout x ∈ X ,
piE(piE′(piE′′(x))) =
 
pidn(pid ′n(pid ′′n (pidn(x))))

n≥1 =
 
pin(x)

n≥1 = x .
(2) On se fixe maintenant x0 ∈ X et on pose Y := pi−1E ({x0}) ∩ XE . On montre que Y est convexe.
Soit y1, y2 ∈ Y . Alors il existe E1, E2 ∈ E tel que y1 ∈ E1 et y2 ∈ E2. Comme
co(E1 ∪ E2)' E1× [0, dH (E1, E2)]
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par le Lemme du Sandwich, my1,y2 ∈ E1 × {12 dH (E1, E2)} ∈ E . De plus, piE2(my1,y2) = piE2(y1)
(Proposition B.1.6 (ii)) et, par le point (1),
piE(my1,y2) = piE(piE2(my1,y2)) = piE(piE2(y1)) = piE(y1) = x0.
Ainsi, my1,y2 ∈ Y et d(y1, y2) = dH (E1, E2) pour tout y1, y2 ∈ Y . Donc l’application
XE → E × Y
x 7→ (piE(x), Y ∩ Ex) où Ex est l’unique élément de E qui contient x
est une isométrie. Il reste à prouver que Y est fermé dans X (et donc complet). Soit {yn}n≥1 ⊆ Y
telle que yn→ y . Alors piE(y) = limn→∞piE(yn) = x0. Si e ∈ E, alors piYEn (e) est une suite de Cauchy
puisque
d(piEyn (e),piEym (e)) = dH (Eyn , Eym) = d(yn, ym) pour tout n, m ∈ N.
Pour tout e ∈ E, on note e ∈ X la limite de {piEyn (e)}n≥1. Alors y ∈ eE := {e | e ∈ E}. Ainsi, Y et XE
sont fermés.
Proposition B.1.12 ([BH99], II.9.2, p. 278). Soit X un espace CAT(0) complet.
(i) Pour p ∈ X fixé, la fonction (x , x ′) 7→ ∠p(x , x ′) est continue en tous les points (x , x ′) ∈ X × X
tels que x 6= p et x ′ 6= p.
(ii) La fonction (p, x , x ′) 7→ ∠p(x , x ′) est semi-continue supérieurement en tous les points
(p, x , x ′) ∈ X × X × X tels que x 6= p et x ′ 6= p.
B.2 Parties fermées d’un espace métrique propre.
B.2.1 Topologie de Chabauty
Définition B.2.1. Soit X un espace topologique. Pour tout compact K de X , on introduit la notation
OK := {F ∈ PFe(X ) | F ∩ K = ;}
et pour tout ouvert U de X
O ′U := {F ∈ PFe(X ) | F ∩ U 6= ;}.
La topologie sur les parties fermées de X engendrée par la collection de sous-ensembles
{OK | K est un compact de X } ∪ {O ′U | U est un ouvert de X }
est appelée la topologie de Chabauty. Observons que OK1 ∩ . . .∩ OKn = OK1∪...Kn pour toute famille finie
de compacts {Ki}ni=1.
Définition B.2.2. Soit X un espace métrique, A⊆ X un sous-ensemble et " > 0. Alors
(A)" := {x ∈ X | d(x , A)< "}.
désigne l’"-épaississement de A.
Proposition B.2.3. Soit X un espace topologique. On considère PFe(X ) muni de la topologie de Cha-
bauty. Alors
(i) PFe(X ) est compact.
Supposons de plus que X est un espace métrique propre qui n’est pas réduit à un point.
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(ii) Soit x0 ∈ X fixé. Alors la fonction
δ : PFe(X )×PFe(X ) → R≥0
(F, G) 7→ inf{" > 0 | dH  F ∪ (X \ B(x0, 1/")), G ∪ (X \ B(x0, 1/"))≤ "}
est une distance sur PFe(X ) dont la topologie déduite est la topologie de Chabauty.
(iii) Une suite {Fn}n≥1 converge vers F si et seulement si les deux conditions suivantes sont vérifiées
– Pour tout x ∈ F, il existe une suite {xn}n≥1 telle que xn ∈ Fn pour tout n ≥ 1 et telle que
xn→ x (n→∞).
– Tout point d’accumulation d’une suite {xn}n≥1 telle que xn ∈ Fn pour tout n ≥ 1 appartient à
F.
(iv) L’application
i : P ∗Fe(X ) → C (X )
F 7→ dF
est un homéomorphisme sur son image lorsqu’on munit P ∗Fe(X ) de la topologie induite par la
topologie de Chabauty et C (X ) de la topologie de la convergence uniforme sur les compacts. De
plus, i(P ∗Fe(X ))⊆C (X ) est fermé, de sorte que PFe(X ) est le compactifié d’Alexandrov de P ∗Fe(X )
par le point (i).
(v) Si Fn
Chab.→ F, alors F =⋂n≥1⋃m≥n Fm.
(vi) L’application
j : X → PFe(X )
x 7→ {x}
est un homéomorphisme sur son image et j(X ) = j(X )∪ ;.
Preuve. Pour (i) on peut consulter, par exemple, [Pau07].
(ii) On commence par montrer que δ est une distance. Le fait que δ(F, G) = 0 si et seulement si
F = G est relativement évident, la symétrie et la positivité le sont complètement. La condition que X
n’est pas réduit à un point est nécessaire pour assurer que δ({x0},;) <∞. Pour prouver l’inégalité
du triangle, on commence par observer que si F, G ∈ PFe(X ) et "′ ≥ " > 0, alors
dH
 
F ∪ (X \ B(x0, 1/"′)), G ∪ (X \ B(x0, 1/"′))≤ dH  F ∪ (X \ B(x0, 1/")), G ∪ (X \ B(x0, 1/"))
car d
 
x , G∪(X \B(x0, 1/"′))≤ d x , G∪(X \B(x0, 1/")) pour tout x ∈ X puisque X \B(x0, 1/")⊆
X \ B(x0, 1/"′). Si δ(F, G)< "1 et δ(G, H)< "2, alors
dH
 
F ∪ (X \ B(x0, 1/("1+ "2))), H ∪ (X \ B(x0, 1/("1+ "2)))
≤ dH  F ∪ (X \ B(x0, 1/("1+ "2))), G ∪ (X \ B(x0, 1/("1+ "2)))
+dH
 
G ∪ (X \ B(x0, 1/("1+ "2))), H ∪ (X \ B(x0, 1/("1+ "2)))
≤ dH  F ∪ (X \ B(x0, 1/"1)), G ∪ (X \ B(x0, 1/"1))
+dH
 
G ∪ (X \ B(x0, 1/"2)), H ∪ (X \ B(x0, 1/"2))
≤ "1+ "2.
Il faut maintenant prouver que les deux topologies coïncident. On commence par montrer que si
F ∈ P ∗Fe(X ) et " > 0 sont fixés, alors il existe un compact K et des ouverts U1, . . . , Un tel que
F ∈ O ′U1 ∩ . . .∩O ′Un ∩OK ⊆ Bδ(F,").
Observerons que
G ∈ B(F,") déf. dH⇐⇒ G ⊆
 
F ∪ (X \ B(x0, 1/"))"
F ⊆  G ∪ (X \ B(x0, 1/"))" (∗)⇐⇒ G ∩ B(x0, 1/")⊆
 
F ∪ (X \ B(x0, 1/"))"
F ∩ B(x0, 1/")⊆  G ∪ (X \ B(x0, 1/"))".
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Le sens [⇐] de (∗) est trivial. Pour l’autre, il suffit de remarquer que
G =
 
G ∩ B(x0, 1/")∪  G ∩ (X \ B(x0, 1/"))
et que
G ∩ (X \ B(x0, 1/"))⊆ X \ B(x0, 1/").
Maintenant on distingue deux cas : soit F ∩ B(x0, 1/") = ;, soit F ∩ B(x0, 1/") 6= ;. Dans le premier
cas, on a
OB(x0,1/") ⊆ Bδ(F,")
puisque si G ∈ OB(x0,1/"), alors F, G ⊆ X \ B(x0, 1/").
Dans le deuxième cas, on choisit x1, . . . , xn ∈ F ∩ B(x0, 1/") tels que
F ∩ B(x0,"/2)⊆
n⋃
i=1
B(x i ,"/2)
(de tels points existent puisque X est propre). Alors
F ∈ O ′B(x1,"/2) ∩ . . .∩O ′B(xn,"/2) ∩OB(x0,1/")\ ⋃ni=1 B(x i ,"/2) ⊆ Bδ(F,").
En effet, on a d’une part que si G est dans l’ensemble de gauche, alors
G ∩ B(x0, 1/") =  G ∩ ( n⋃
i=1
B(x i ,"/2))
∩  G ∩ (B(x0, 1/") \ n⋃
i=1
B(x i ,"/2))︸ ︷︷ ︸
=;

et si x ∈ G ∩ B(x i ,"/2), alors d(x , F)< "/2< ". D’autre part, on a aussi que
F ∩ B(x0, 1/") =  F ∩ ( n⋃
i=1
B(x i ,"/2))
∩   F ∩ (B(x0, 1/") \ n⋃
i=1
B(x i ,"/2))︸ ︷︷ ︸
=;

et si x ∈ F ∩B(x i ,"/2), alors d(x , G)≤ d(x , G∩B(x i ,"/2))< ". Ainsi, G ∈ Bδ(F,") par l’observation
préliminaire.
Pour montrer que la topologie de Chabauty est plus fine que celle déduite de la métrique δ, on se
fixe F ∈ PFe(X ), U1, . . . , Un des ouverts et K un compact tel que F ∈ O ′U1 ∩ . . . ∩ O ′Un ∩ OK . Il s’agit
d’exhiber " > 0 tel que
Bδ(F,")⊆ O ′U1 ∩ . . .∩O ′Un ∩OK .
On choisit x i ∈ F ∩ Ui pour 1 ≤ i ≤ n, ainsi qu’un nombre réel R ≥ 0 tel que K ⊆ B(x0, R). Alors il
existe " > 0 tel que
– B(x i ,")⊆ Ui pour tout i = 1, . . . , n,
– 1/" > d(x0, x i) + 2" pour tout i = 1, . . . , n,
– 1/" > R+ 2",
– K ∩ (F)" = ;.
Avant de conclure, observons que si G ⊆  H ∩ (X \ B(x0, 1/"))", alors G ∩ B(x0, 1/"− 2") ⊆ (H)".
En effet, si x ∈ B(x0, 1/"− 2") et y ∈ X \ B(x0, 1/"), alors d(x , y)≥ d(y, x0)− d(x , x0)≥ 2".
Soit maintenant G ∈ Bδ(F,"). Par ce qu’on vient d’observer, on a que F ∩B(x0, 1/"− 2")⊆ (G)". Par
choix de ", on a que x i ∈ F ∩ B(x0, 1/"− 2") pour tout 1 ≤ i ≤ n, d’où l’existence de yi ∈ G tel que
B.2. PARTIES FERMÉES D’UN ESPACE MÉTRIQUE PROPRE. 171
d(x i , yi) < ". Toujours par choix de ", on a yi ∈ G ∩ Ui et donc G ∈ O ′Ui pour tout 1 ≤ i ≤ n. Il reste
à montrer que G ∈ OK , c’est-à-dire que G ∩ K = ;. Supposons qu’il existe y ∈ G ∩ K . Alors
G ∩ K ⊆ B(x0, 1/"− 2")⊆ (F)",
ce qui contredit le choix de ".
(iii) On renvoie à nouveau à [Pau07].
(iv) On commence par montrer que si x0 ∈ X est fixé et Fn Chab.→ F , alors
F 6= ; ⇐⇒ sup
n≥1
d(x0, Fn)<∞.
[⇒] Soit x ∈ F . Alors, par le point (iii), il existe une suite {xn}n≥1 telle que xn ∈ Fn pour tout
n ≥ 1 et xn → x . Ainsi d(x0, Fn) ≤ d(x0, xn) pour tout n ≥ 1. Or {d(x0, xn)}n≥1 est bornée puisque
d(x0, xn)→ d(x0, x).
[⇐] On choisit, pour tout n ≥ 1, xn ∈ Fn tel que d(x , Fn) = d(x , xn). Comme supn≥1 d(x0, xn) ≤ R,
alors il existe une sous-suite {xnk}k≥1 qui converge vers x et donc x ∈ F par le point (iii).
Maintenant, on prouve que si F 6= ;, alors
Fn
Chab.→ F ⇐⇒ d(y, Fn)→ d(y, F) ∀y ∈ X .
[⇒] On fixe y ∈ X . On va montrer que lim supn→∞ d(y, Fn) ≤ d(y, F) ≤ lim infn→∞ Fn. Pour la
première inégalité, on fixe x ∈ F tel que d(y, x) = d(y, F) et une suite {xn}n≥1 telle que xn ∈ Fn et
xn→ x . Alors
d(y, F) = d(y, x) = lim
n→∞ d(y, xn)≥ limsupn→∞ d(y, Fn).
Pour la deuxième inégalité, on sait par ce qu’on a montré plus haut qu’il existe R ≥ 0 tel que
supn≥1 d(y, Fn) ≤ R. On peut donc choisir une suite croissante d’indices {nk}k≥1 et une suite{xnk}k≥1 ⊆ X telle que
– limk→∞ d(y, Fnk) = lim infn→∞ d(y, Fn),
– xnk ∈ Fnk et d(y, xnk) = d(y, Fnk),
– xnk → x
 
qui appartient donc à F par (ii)

.
Ainsi,
lim inf
n→∞ d(y, Fn) = limk→∞ d(y, Fnk) = limk→∞ d(y, xnk) = d(y, x)≥ d(y, F).
[⇐] On va montrer les deux propriétés du point (iii).
– Si x ∈ F , alors on choisit, pour tout n≥ 1, xn ∈ Fn tels que d(x , Fn) = d(x , xn). Par hypothèse,
d(x , xn) = d(x , Fn)→ d(x , F) = 0 et donc xn→ x .
– Si {nk}k≥1 est une suite croissante d’indices et {xnk}k≥1 ⊆ X est une suite telle que xnk ∈ Fnk
et telle que xnk → x , alors d(x , F) = limk→∞ d(x , Fnk)≤ limk→∞ d(x , xnk) = 0 et donc x ∈ F .
Finalement, on montre que si {Fn} ⊆ P ∗Fe(X ) est telle que d(·, Fn) → f ∈ C (X ) ponctuellement,
alors f = d(·,⋂n≥1⋃m≥n Fm). Pour se faire, on fixe x ∈ X . Alors on a
d(x ,
⋂
n≥1
⋃
m≥n
Fm) = lim infn→∞ d(x , Fn) = limn→∞ d(x , Fn) = f (x).
(v) L’ensemble
⋂
n≥1
⋃
m≥n Fm est exactement l’ensemble des points d’accumulations des suites{xn}n≥1 telles que xn ∈ Fn pour tout n≥ 1. Le point (iii) permet de conclure.
(vi) j est continue puisque si {xn}n≥1 ⊆ X est une suite, alors
d(x , xn) = dH ({xn}, x)≥ dH ({xn} ∪ B(x0, 1/"), {x} ∪ B(x0, 1/")) pour tout " > 0.
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Ainsi, si xn→ x , alors {xn} → {x}.
Supposons que {xn}n≥1 ⊆ X soit une suite telle que {xn} → F ∈ PFe(X ). Supposons que F 6= ; et
considérons x ∈ F fixé. Alors pour tout " > 0, il existe N(") tel que
x ∈  {xn} ∪ (X \ B(x0, 1/"))" pour tout n≥ N(").
En particulier, si " est assez petit pour que 1/" ≥ 2d(x0, x) et que " < d(x0, x), alors x ∈ B(xn,")
pour tout n≥ N("). Ainsi xn→ x .
Remarque B.2.4. La topologie sur i(P ∗Fe(X ))⊆C (X ) est en fait celle de la convergence ponctuelle.
En effet, cette propriété découle du fait que d(·, A) est une fonction 1-Lipschitz pour tout A⊆P (X )
et du résultat plus général ci dessous :
Soit Y un espace métrique compact et { fn : Y → R}n≥1 une suite de fonctions 1-Lipschitz qui tend
ponctuellement vers f . Alors la convergence est uniforme.
Preuve du résultat. Soit " > 0 fixé. Alors on choisit {ym}Mm=1 ⊆ Y tel que Y =
⋃
m=1...M B(ym,").
On choisit N tel que | fn(ym)− f (ym)| ≤ " pour m = 1, . . . , M . Soit y ∈ Y . Choisissons ym tel que
d(y, ym)≤ ". Alors pour tout n≥ N , on a que
| fn(y)− f (y)| ≤ | fn(y)− fn(ym)|+ | fn(ym)− f (ym)|+ | f (ym)− f (y)| ≤ 3".
B.2.2 Espace géodésique.
Dans le cas particulier où l’espace est géodésique, on peut exhiber une autre distance qui induit
aussi la topologie de Chabauty.
Lemme B.2.5. Soit X un espace métrique géodésique propre. Alors l’application δ′ :PFe(X )×PFe(X )→
R≥0 définie par
δ′(F, G) := inf{" > 0 | F ∩ B(x0, 1/"− ")⊆ (G)" et G ∩ B(x0, 1/"− ")⊆ (F)"}
est une distance qui induit la topologie de Chabauty sur PFe(X ).
Preuve. Vérifions d’abord que c’est une distance. On observe que δ′(F, G) ≤ 1, que δ′(F, G) =
δ′(G, F) et que δ′(F, G) = 0 si et seulement si F = G. Pour tout " > 0, on note
V" := {(F, G) ∈ PFe(X )×PFe(X ) | δ′(F, G)≤ "}.
Pour montrer l’inégalité du triangle, il suffit de prouver que pour tout " > 0 et F, G ∈ PFe(X ) on a
(F, G) ∈ V"1 et (G, H) ∈ V"2 ⇒ (F, H) ∈ V"1+"2 .
Ceci se vérifie facilement,
F ∩ B(x0, 1/("1+ "2)− "1− "2) ⊆  G ∩ B(x0, 1/("1+ "2)− "1− "2)"1
⊆  G ∩ B(x0, 1/"2− "2)"1 ⊆  (H)"2"1 =  H"1+"2 .
Prouvons maintenant que δ′(F, G) ≤ 2δ(F, G) où δ est la métrique de la Proposition B.2.3. Il suffit
de montrer que pour tout " > 0 et F, G ∈ PFe(X )
F ⊆ (G ∪ (X \ B(x0, 1/")))" ⇒ F ∩ B(x0, 1/(2")− 2")⊆ (G)2".
Ceci se prouve aisément
F ∩ B(x0, 1/(2")− 2")⊆ F ∩ B(x0, 1/"− 2")⊆ (G)" ⊆ (G)2".
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Finalement, on montre que pour tout F, G ∈ PFe(X ) tels que δ′(F, G) ≤ 1/p2, alors δ′(F, G) ≤
2δ(F, G) (ce qui terminera la preuve du lemme). Pour ce faire, il suffit de prouver que pour tout
F, G ∈ PFe(X ) et 0< " ≤ 1/p2 on a
F ∩ B(x0, 1/"− ")⊆ (G)" ⇒ F ⊆  G ∪ (X \ B(x0, 1/(2")))2".
Or on observe que
F =
 
F ∩ B(x0, 1/"− ")︸ ︷︷ ︸
⊆(G)"
∪   F ∩ (X \ B(x0, 1/"− "))︸ ︷︷ ︸
⊆ X\B(x0,1/(2"))
⊆  G ∪ (X \ B(x0, 1/(2"))2".
Remarques B.2.6. (1) Le 1/" − " est juste une condition technique pour que δ′ soit une distance.
On peut facilement montrer qu’une base des voisinages de F ∈ PFe(X ) est donnée par{G ∈ PFe(X ) | G ∩ B(x0, R)⊆ (F)" et F ∩ B(x0, R)⊆ (G)"}	R≥0,">0.
(2) Cette nouvelle distance permet de penser à la topologie de Chabauty comme à une topologie de
la convergence de Hausdorff sur les bornés. Mais on ne peut pas pour autant définir une métrique
par
δ′′(F, G) = inf{" > 0 | dH (F ∩ B(x0,"), G ∩ B(x0,"))≤ "}.
En effet, ce n’est pas nécessairement une distance car
{" > 0 | dH (F ∩ B(x0,"), G ∩ B(x0,"))≤ "}
n’est pas toujours un intervalle.
(3) Soit X un espace métrique géodésique. On considère P ∗Fe(X ) muni de la topologie de Chabauty.
Soit {Fn}n≥1 ⊆ P ∗Fe(X ) une suite qui converge vers F ∈ P ∗Fe(X ). Alors supn≥1 d(x0, Fn) < ∞ pour
tout x0 ∈ X . En effet, soit 1 > " > 0 tel que 1/"− " ≥ d(x0, F). Comme Fn→ F , il existe N0 tel que
F ∩ B(x0, 1/"− ")⊆ (Fn)" et donc d(x0, Fn)≤ 1/" pour tout n≥ N0.
On considère l’application
i0 : P ∗Fe(X ) → C0(X )
F 7→ d(·, F)− d(x0, F).
Lemme B.2.7. Soit X un espace métrique propre. Soit {Fn}n≥1 ⊆ P ∗Fe(X ) telle que supn≥1 d(x0, Fn) <∞ et que i0(Fn)→ f ∈ C0(X ) ponctuellement. Alors
f = i0(
⋂
n≥1
⋃
m≥n
Fm).
Preuve. Notons F :=
⋂
n≥1
⋃
n≥1 Fn 6= ; puisque X est propre et que supn≥1 d(x0, Fn) < ∞. On a
que d(x , F) = lim infn→∞ d(x , Fn) < 1∞ pour tout x ∈ X . Fixons x ∈ X et choisissons {nk}k≥1 une
sous-suite telle que d(x , F) = limk→∞ d(x , Fnk). Alors
f (x)− lim
k→∞ d(x , Fnk) = limk→∞(d(x , Fnk)− d(x0, Fnk))− limk→∞ d(x , Fnk) =− limk→∞ d(x0, Fnk).
En particulier, cette limite existe et
f (x) = lim
k→∞ d(x , Fnk)︸ ︷︷ ︸
=d(x ,F)
− lim
k→∞ d(x0, Fnk)︸ ︷︷ ︸
≥lim infn→∞ d(x0,Fn)=d(x0,F)
≤ d(x , F)− d(x0, F).
1. d(x , Fn)≤ d(x0, Fn) + d(x0, x).
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On peut aussi choisir {nm}m≥1 tel que d(x0, F) = limm→∞ d(x0, Fnm). Alors
f (x) + lim
m→∞ d(x0, Fnm) = limm→∞(d(x , Fnm)− d(x0, Fnm)) + limm→∞ d(x0, Fnm) = limm→∞ d(x , Fnm).
En particulier, cette limite existe et
f (x) = lim
m→∞ d(x , Fnm)︸ ︷︷ ︸
≥lim infn→∞ d(x ,Fn)=d(x ,F)
− lim
m→∞ d(x0, Fnm)︸ ︷︷ ︸
=d(x0,F)
≥ d(x , F)− d(x0, F).
On a donc bien que f (x) = d(x , F)− d(x0, F) et ce pour tout x ∈ X .
Proposition B.2.8. Soit X un espace métrique propre et géodésique. Alors i0 est un homéomorphisme
sur son image lorsqu’on munit P ∗Fe(X ) de la topologie de Chabauty et C0(X ) de la topologie de la
convergence uniforme sur les compacts.
Preuve. On fait la preuve en trois pas. On commence par montrer que i0 est injective. Soit
F1 6= F2 ∈ P ∗Fe(X ). Supposons, sans perdre la généralité, que d(x0, F1) ≥ d(x0, F2). Deux cas sont
possibles :
(a) Il existe x ∈ F1 \ F2. Alors
i0(F2)(x)− i0(F1)(x) = d(x , F2)− d(x0, F2)− d(x , F1) + d(x0, F1)≥ d(x , F2)> 0.
(b) F1 ⊆ F2. Si d(x0, F1) = d(x0, F2), on prend x ∈ F2 \ F1. Si d(x0, F1) > d(x0, F2), on prend
x ∈ F1.
Ensuite, on observe que i0 est continue. En effet, si Fn→ F , alors on sait, par la Proposition B.2.3, que
d(·, Fn)→ d(·, F) uniformément sur les compacts et donc que d(·, Fn)−d(x0, Fn)→ d(·, F)−d(x0, F)
uniformément sur les compacts.
Finalement, on montre que l’inverse de i0 définie sur i0(X ) est continue. Soit F ∈ P ∗Fe(X ) fixé. On
procède en deux étapes.
(1) On montre que si 0< " < 1 et G ∈ P ∗Fe(X ) est tel que
sup
x∈B(x0,d(x0,F)+1)
|i0(F)(x)− i0(G)(x)| ≤ "
alors
d(x0, G)< d(x0, F) + 1.
Soit G ∈ P ∗Fe(X ) tel que d(x0, G) ≥ d(x0, F) + 1. Puisque X est propre, il existe y ∈ G tel que
d(x , y) = d(x , G). Choisissons z ∈ [x , y] à distance d(x0, F) + 1 de x0. Alors
i0(F)(z)− i0(G)(z) = d(z, F)− d(x0, F)− d(z, G) + d(x0, G) = d(z, F)− d(x0, F) + d(x0, z)
= d(z, F)− d(x0, F) + d(x0, F) + 1≥ 1> ".
(2) On va prouver que si 0< " < 1 est telle que 1/"− " ≥ d(x0, F) + 1 et G est tel que
sup
x∈B(x0,1/"−")
|i0(F)(x)− i0(G)(x)| ≤ ",
alors δ′(F, G)≤ 2" (ce qui implique bien la continuité de i−10 ).
Par hypothèse, on a l’inégalité
|d(x , F)− d(x0, F)− d(x , G) + d(x0, G)| ≤ " ∀ x ∈ B(x0, 1/"− ").
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En particulier, si on prend x ∈ F ∩ B(x0, 1/"− ") et y ∈ G ∩ B(x0, 1/"− ") (Ces ensembles sont non
vides par choix de " et par le point (1)) on obtient que
| − d(x0, F)− d(x , G) + d(x0, G)| ≤ ",
|d(y, F)− d(x0, F) + d(x0, G)| ≤ "
et on a donc l’inégalité 2
|d(y, F) + d(x , G)| ≤ 2".
On obtient que d(y, F), d(x , G) ≤ 2" pour tout x ∈ F ∩ B(x0, 1/" − ") et y ∈ G ∩ B(x0, 1/" − ").
Ainsi,
F ∩ B(x0, 1/"− ")⊆ (G)2" et G ∩ B(x0, 1/"− ")⊆ (F)2",
c’est-à-dire que δ′(F, G)≤ 2".
B.2.3 Espace CAT(0)
Proposition B.2.9. Soit X un espace CAT(0) propre. Alors
(i) L’ensemble
PCon(X ) := {C ∈ P ∗Fe(X ) | C est convexe}
est fermé dans P ∗Fe(X ).
(ii) L’adhérence de PCon(X ) dans C0(X ) est compact et est égal à PCon(X ) =PCon(X )unionsq ∂ X .
Preuve. (i) Commençons par faire l’observation suivante : un fermé F ⊆ X est convexe si et seule-
ment si d(·, F) est une fonction convexe. L’implication de gauche à droite est prouvée dans le Corol-
laire II.2.5 de [BH99] (B.1.5). Pour l’autre implication, on observe que si F n’est pas convexe, alors
il existe x , y ∈ F et z ∈ [x , y] tel que d(z, F)> 0. Mais alors d(z, F)> 0= (1− t)d(x , F) + td(y, F)
et d(·, F) n’est pas convexe. On peut maintenant montrer que PCon(X ) est fermé en utilisant le point
(iv) de la Proposition B.2.3. Soit {Cn}n≥1 ⊆ PCon(X ) une suite qui converge vers F ∈ P ∗Fe(X ). Alors
d(·, Cn)→ d(·, F). Comme Cn est convexe pour tout n, alors d(·, Cn) est une fonction convexe et la
limite d(·, F) aussi. Ainsi, F est convexe.
(ii) On commence par montrer que si {Cn}n≥1 ⊆ PCon(X ) est une suite telle que i0(Cn) = d(·, Cn)−
d(x0, Cn)→ f ∈ C0(X ) et supn≥1 d(x0, Cn) =∞, alors f ∈ ∂ X .
On décompose la preuve de cette affirmation en trois étapes.
(1) Commençons par observer que limn→∞ d(x0, Cn) = ∞. En effet, s’il existait une sous-suite{Cnk}k≥1 telle que supk≥1 d(x0, Cnk) < ∞, alors, par la Remarque B.2.6 (3) et le Lemme B.2.7, on
aurait que f = i0(
⋂
m≥1
⋃
k≥m Cnk). Mais alors on aurait que supn≥1 d(x0, Cn) < ∞. Par l’inégalité
du triangle, on a évidemment que limn→∞ d(x , Cn) =∞ pour tout x ∈ X .
(2) Montrons maintenant que si {Bn}n≥1 est une suite de convexes telle que piBn(x) → ξ ∈ ∂ X
pour tout x ∈ X (en particulier 3, d(x0,piBn(x)) → ∞), alors d(x0,piBn(x0)) − d(x0,piBn(x)) → 0
pour tout x ∈ X . Pour ce faire, on considère un quadrilatère Q dans R2 obtenu en collant deux
triangles de comparaison∆x0,piBn (x0),piBn (x) =∆x0,piBn (x0),piBn (x)
et∆x0,piBn (x),x =∆x0,piBn (x),x
le long de
[x0,piBn(x)] de sorte que x et piBn(x0) soient situés de part et d’autre du segment [x0,piBn(x)]. Si
2. Si |a+ b|, |a+ c| ≤ ", alors |c− b|= |c+ a− (b+ a)| ≤ |a+ c|+ |a+ b| ≤ 2". Ici, on prend a =−d(x0, F)+ d(x0, G),
b =−d(x , G) et c = d(y, F).
3. En cas de doute, voir l’observation de la preuve de la Proposition 3.3.8.
176 ANNEXE B. ESPACES MÉTRIQUES OU TOPOLOGIQUES
n est assez grand (pour que d(x ,piBn(x)) >> d(x , x0)), alors Q est convexe. Observons que si β est
l’angle dans Q entre x et piBn(x0) au point piBn(x), alors
β ≥ ∠piBn (x)(piBn(x0), x0) +∠piBn (x)(x0, x)≥ ∠piBn (x)(piBn(x0), x0) +∠piBn (x)(x0, x)≥ ∠piBn (x)(piBn(x0), x)≥ pi/2.
D’autre part
∠piBn (x0)(x0,piBn(x))≥ ∠piBn (x0)(x0,piBn(x))≥ pi/2.
On prolonge le segment [piBn(x0),piBn(x)] en une droite qu’on note dn. Notons yn := pidn(x0). Alors
d(yn,piBn(x))≤ d(x0, x) car β ≥ pi/2 et d(x0, yn)≤ d(x0,piBn(x0)) car piBn(x0) ∈ dn. En particulier,
d(x0,piBn(x))− d(x0,piBn(x0)) = d(x0,piBn(x))− d(x0,piBn(x0))≤ d(x0,piBn(x))− d(x0, yn).
D’autre part, puisque le triangle ∆x0,yn,piBn (x)
est rectangle, on a que
d2(x0, x) ≥ d2(yn,piBn(x)) = d2(x0,piBn(x))− d2(x0, yn)
=
 
d(x0,piBn(x)) + d(x0, yn)︸ ︷︷ ︸
→∞
 ·  d(x0,piBn(x))− d(x0, yn).
Et donc puisque le membre de gauche est constant, on a nécessairement que
d(x0,piBn(x))− d(x0, yn)→ 0,
ce qui termine cette partie de la preuve.
(3) On peut maintenant terminer la preuve de l’affirmation. Soit ξ ∈ X un point d’accumula-
tion de {piCn(x0)}n≥1. Alors 4 ξ ∈ ∂ X . Choisissons {nk}k≥1 une suite croissante d’indices telle que
piCnk
(x0)→ ξ (k→∞). Alors piCnk (x)→ ξ pour tout x ∈ X puisque d(piCnk (x0),piCnk (x))≤ d(x0, x)
(Corollaire B.1.5) et par définition de la topologie conique sur le bord. Ainsi on a que
f (x) = lim
k→∞
 
d(x , Cnk)− d(x0, Cnk)

= lim
k→∞
 
d(x ,piCnk (x))− d(x0,piCnk (x0))

= lim
k→∞
 
d(x ,piCnk (x))− d(x0,piCnk (x)) + d(x0,piCnk (x))− d(x0,piCnk (x0))

= lim
k→∞
 
d(x ,piCnk (x))− d(x0,piCnk (x))

+ lim
k→∞
 
d(x0,piCnk (x))− d(x0,piCnk (x0))
︸ ︷︷ ︸
=0 par le point (2)
= bξ,x0(x).
Ceci achève la preuve de l’affirmation.
Ainsi, on a bien que PCon(X ) =PCon(X )unionsq ∂ X . La compacité découle du fait que PCon(X ) est relati-
vement compact par Ascoli (voir la preuve du Lemme 3.3.7 sur la compacité de X ).
Lemme B.2.10. Soit X un espace CAT(0) propre.
(i) Soit {Fn}n≥1 une suite bornée de fermés 5 qui converge vers un ensemble F. Alors co(Fn)→ co(F).
(ii) Soit {An}n≥1, {Bn}n≥1 ⊆P ∗Fe(X ) des suites tels que An→ A et Bn→ B. Alors 6 An ∪ Bn→ A∪ B.
En particulier, si xn→ x et yn→ y, alors [xn, yn]→ [x , y].
4. A nouveau en cas de doute voir la preuve de la Proposition 3.3.8.
5. I.e. il existe R≥ 0 tel que Fn ⊆ B(x0, R) pour tout n≥ 1.
6. Évidemment l’hypothèse CAT(0) est inutile dans ce cas.
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Preuve. (i) On procède en trois étapes.
(1) Pour A ⊆ X , on définit A′ := {m(a, a′) | a, a′ ∈ A} où m(x , y) désigne le point milieu entre
a, a′ ∈ X . Remarquons que A⊆ A′. On peut ainsi définir une suite croissante d’ensembles
A(0) := A, A(n) := (A(n−1))′ pour n≥ 1
et une limite
A(∞) :=
⋃
n≥0
A(n).
Alors
co(A) = A(∞).
[⊆] Évident.
[⊇] Puisque A(∞) ⊆ co(A), il suffit de montrer que A(∞) est convexe. De plus, puisque A(∞) est fermé,
il suffit de montrer que x , y ∈ A(∞) implique que m(x , y) ∈ A(∞). Prenons {xn}n≥1, {yn}n≥1 ⊆ A(∞)
tels que xn→ x , yn→ y . Alors m(xn, yn) ∈ A(∞) et, puisque les géodésiques dépendent continûment
des extrémités (Proposition 1.4 de [BH99]), m(xn, yn)→ m(x , y). En particulier, m(x , y) ∈ A(∞).
(2) Montrons que dH (co(A), co(B)) ≤ dH (A, B) pour tout A, B ∈ P ∗Fe(X ). On vérifie déjà
que dH (A′, B′) ≤ dH (A, B). Soit x = m(a, a′) ∈ A′. Alors il existe b,b′ ∈ B tel que
d(a, b), d(a′, b′) ≤ dH (A, B). Par la convexité de la distance (Proposition 2.2 de [BH99]), on a
que d(m(a, a′), m(b, b′)) ≤ 1/2d(a, b) + 1/2d(a′, b′) ≤ dH (A, B). Donc d(x , B′) ≤ dH (A, B) pour
tout x ∈ A′. Par symétrie, on a aussi que d(y, A′) ≤ dH (A, B) pour tout y ∈ B′. Ainsi, on a bien
dH (A′, B′)≤ dH (A, B). Par récurrence, on a que dH (A(n), B(n))≤ dH (A, B) pour tout n≥ 0. De cette
observation, on conclut facilement que dH (A(∞), B(∞)) ≤ dH (A, B). En effet, si x ∈ A(∞), alors il
existe n tel que x ∈ A(n) et donc
d(x , B(∞))≤ d(x , B(n))≤ dH (A, B).
On conclut en observant que si C , D ⊆ X , alors dH (C , D) = dH (C , D) et en utilisant le point (1).
(3) Prenons maintenant une suite {Fn}n≥1 ⊆P ∗Fe(X ) bornée qui converge vers F ∈ P ∗Fe(X ). Il découle
de la définition de la topologie de Chabauty que dH (Fn, F)→ 0 quand n→∞.
Grâce au point (2), on peut conclure que dH (co(Fn), co(F))→ 0 et donc que co(Fn)→ co(F).
(ii) Par la Proposition B.2.3 et la Remarque B.2.4, An ∪ Bn → A ∪ B si et seulement si d(x , An ∪
Bn) → d(x , A ∪ B) pour tout x ∈ X . Mais, par hypothèse et par le même lemme, on a bien que
d(x , An ∪ Bn) =min{d(x , An), d(x , Bn)} →min{d(x , A), d(x , B)}= d(x , A∪ B) pour tout x ∈ X .
Remarques B.2.11. (1) En général, on a pas que An → A⇒ co(An)→ co(A). On peut par exemple
considérer dans R2 les ensembles
An := ([−n, n]× {0})∪ ({(−n, n), (n, n)}).
Alors An→ R× {0}, mais co(An) = [−n, n]× [0, n]→ R×R≥0 6= co(R× {0}) = R× {0}.
(2) On a pas non plus que
co(x , y, z) =
⋃
w∈[y,z]
[x , w].
Par exemple dans le plan hyperbolique complexe, un “triangle” (i.e. l’enveloppe convexe de 3 points)
peut être de dimension topologique 4.
(3) Soit X un espace métrique propre. Le sous-ensemble de P ∗Fe(X ) constitué des parties bornées
n’est pas nécessairement fermé dans P ∗Fe(X ). Par exemple la suite des boules fermées de rayon R
tend vers X quand R tend vers l’infini.
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(4) Si une suite Fn tend vers un ensemble F bornée, la suite n’est pas nécessairement borné. Il
est même possible qu’aucun des ensembles ne soit borné. Par exemple dans R, la suite défini par
Fn := {0} × [n,∞) tend vers {0}.
Définition B.2.12. Soit X un espace CAT(0). Une partie P de X est dite plate si elle est convexe et
s’il existe un plongement isométrique de P dans un espace Euclidien. On note PPlates(X ) l’ensemble des
parties plates de X . Un partie de X est appelé un plat si elle est isométrique à un espace Euclidien de
dimension finie. On note Plat(X ) l’ensemble des plats de X . En particulier, Plat(X )⊆PPlates(X ).
La dimension d’une partie plate P de X est le minimum des entiers n tel qu’il existe un plongement
isométrique de P dans Rn (et l’infini s’il n’existe pas de tel entier). On la note dim(P).
Dans [FL08], on trouve le résultat suivant (on en donne ici la version CAT(0), mais il est formulé
sous une forme plus générale).
Lemme B.2.13. Soit X un espace CAT(0) tel que pour tout triplet de points x , y, z ∈ X , le triangle
∆x ,y,z soit plat. Alors X est plat.
Proposition B.2.14. Soit X CAT(0) propre.
(i) Alors l’ensemble PPlates(X ) des parties plates de X est fermé dans P ∗Fe(X ).
(ii) P (n)Plates(X ) l’ensemble des parties plates de X de dimension ≤ n est fermé dans P ∗Fe(X ).
(iii) L’ensemble des plats et l’ensemble des plats de X de dimension n (qu’on note Platn(X )) sont fermés
dans P ∗Fe(X ).
Preuve. (i) Soit donc une suite {Pn}n≥1 ⊆ PPlates(X ) telle que Pn → C ∈ PCon(X ). Par le Lemme
B.2.13, il suffit de montrer que pour tout x , y, z ∈ C tels que x 6= y, z le triangle ∆x ,y,z est plat. Par
la Proposition B.2.3 (iii), il existe des suites {xn}n≥1, {yn}n≥1, {zn}n≥1 telles que xn, yn, zn ∈ Pn pour
tout n≥ 1 et xn→ x , yn→ y , zn→ z. Comme d(xn, yn)→ d(x , y)> 0 et d(xn, zn)→ d(x , z)> 0, il
existe n0 tel que xn 6= yn, zn pour tout n≥ 0. Comme Pn est plat, on a que ∠xn(yn, zn) = ∠xn(yn, zn).
Ainsi,
∠x(y, z)
B.1.12≥ limsup
n→∞
∠xn(yn, zn) = limsupn→∞
∠xn(yn, zn) = ∠x(y, z)
X CAT(0)≥ ∠x(y, z).
Donc ∠x(y, z) = ∠x(y, z) et le triangle ∆x ,y,z est plat par le Flat Triangle Lemma ([BH99], p. 180).
(ii) Commençons par observer que
dim P ≥ n+ 1 ⇐⇒ ∃ (x1, . . . , xn+2) ∈ Pn+2 t.q. co(x1, . . . xn+2) est de dimension n+ 1.
[⇐=] Évident.
[=⇒] Par hypothèse, P ne se plonge pas dans Rn. Considérons m ∈ N tel qu’il existe j : P → Rm un
plongement isométrique. On peut supposer que 0 ∈ j(P). Alors il existe (y1, y2, . . . , yn+1) des points
dans j(P) qui engendrent un sous-espace de dimension n+1 (sinon P se plongerait dans Rn). Ainsi
co(0, y1, . . . , yn+1) est de dimension n+ 1.
Observons maintenant que co(x1, . . . , xn+1) est de dimension < n si et seulement si 7
co(x1, . . . , xn+1) =
n+1⋃
i=1
co(x1, . . . , x i−1, x i+1, . . . , xn+1).
7. C’est une conséquence du théorème de Carathedory qui affirme que l’enveloppe convexe d’un sous-ensemble A d’un
espace affine de dimension m est l’ensemble des barycentres (à coefficients positifs ou nuls) des (m+1)-uplets d’éléments
de A.
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Ainsi, on peut reformuler la première observation et on obtient, pour une partie plate P,
dim P ≤ n ⇐⇒ ∀ (x1, . . . , xn+2) ∈ Pn+2, co(x1, . . . , xn+2) =
n+2⋃
i=1
co(x1, . . . , x i−1, x i+1, . . . , xn+2).
Soit maintenant Pm → P une suite de parties plates de dimension ≤ n qui converge vers P ∈PPlates(X ). Fixons x1, . . . xn+2 ∈ P. Par la Proposition B.2.3 (iii), il existe xm1 , . . . , xmn+2 ∈ Pm tels
que xmi → x i pour tout i = 1, . . . , n + 2. Par le Lemme B.2.10, on a que co(xm1 , . . . , xmn+2) →
co(x1, . . . , xn+2) et co(xm1 , . . . , x
m
i−1, xmi+1, . . . , xmn+2) → co(x1, . . . , x i−1, x i+1, . . . , xn+2) pour tout i =
1, . . . , n+ 2. Ainsi, à nouveau par le Lemme B.2.10, on a que
co(x1, . . . , xn+2) = limm→∞ co(x
m
1 , . . . , x
m
n+2) = limm→∞
n+2⋃
i=1
co(xm1 , . . . , x
m
i−1, xmi+1, . . . , xmn+2)
=
n+2⋃
i=1
lim
m→∞ co(x
m
1 , . . . , x
m
i−1, xmi+1, . . . , xmn+2) =
n+2⋃
i=1
co(x1, . . . , x i−1, x i+1, . . . , xn+2).
Ainsi, dim P ≤ n.
(iii) On procède en 3 étapes.
(1) On montre que si P est une partie plate, alors
P est un plat ⇐⇒ ∀ x , y ∈ P et R≥ 0, ∃ w, z ∈ P t.q. [x , y]⊆ [w, z] et d(x , w) = d(y, z) = R.
Il est évident (à cause de la convexité) que si P est une partie plate, alors
P est un plat ⇐⇒ ∀x , y ∈ P il existe une droite d ⊆ P t.q. x , y ∈ d.
Comme dans une partie plate il n’y a qu’une seule manière d’étendre une géodésique, on a le résultat
annoncé ci-dessus.
(2) On montre que Plat(X ) est fermé dans P ∗Fe(X ). Soit {Pn}n≥1 une suite de plats qui converge vers
P. Par le Corollaire B.2.14, P est une partie plate et on peut donc appliquer le critère du point (1).
Fixons x , y ∈ P. Il existe {xn}n≥1 et {yn}n≥1 tels que xn, yn ∈ Pn pour tout n ≥ 1 et que xn → x et
yn→ y . Fixons R≥ 0. Par hypothèse sur la suite {Pn}n≥1 et par le point (1), il existe wn, zn ∈ Pn tels
que d(xn, wn) = d(yn, zn) = R et [xn, yn] ⊆ [wn, zn]. Mais alors, puisque X est propre, il existe une
suite d’indices {nk}k≥1 tel que wnk → w ∈ P et znk → z ∈ P (toujours par la Proposition B.2.3 (iii)).
Par le Lemme B.2.10 on a que [x , y]⊆ [w, z]. Donc P est un plat.
(3) Il reste à prouver que si {Pm}m≥1 est une suite de plats de dimension n qui converge vers un
plat P, alors P est de dimension n. Par le point (ii) on sait déjà que P est de dimension ≤ n. Pour
montrer que dim P ≥ n, on va utiliser le critère évident suivant : si P est un plat, alors
dim P = max{n ∈ N | ∃ (x0, x1, . . . , xn) ∈ Pn+1 t.q. ∠x0(x i , x j) = pi/2 pour i 6= j ∈ {1, . . . , n}
et d(x0, x i) = 1 pour i = 1, . . . n}.
Par hypothèse, Pm est un plat de dimension n pour tout m≥ 1. Ainsi, il existe (xm0 , xm1 , xm2 , . . . xmn ) ∈
(Pm)n+1 satisfaisant le critère ci-dessus pour tout m≥ 1. En passant à une sous-suite, on obtient qu’il
existe (x0, x1, . . . , xn) ∈ Pn+1 qui satisfont le critère. Ainsi, dim P ≥ n.
B.3 Deux groupes topologiques
B.3.1 Groupe d’isométries d’un espace métrique propre
Lemme B.3.1. Soit X un espace métrique propre. Alors le groupe des isométries de X , noté Iso(X ),
muni de la topologie compact-ouverte est un groupe topologique localement compact, métrisable et à
base dénombrable.
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Preuve. Remarquons dans un premier temps que, puisque X est métrique (et donc uniforme), la
topologie compact-ouverte coïncide avec la topologie de la convergence uniforme sur les compacts
([Kel55], Thm. 11). Or, cette dernière est uniformisable par le système fondamental dénombrable
d’entourages suivant
{( f , g) ∈ Iso(X )2 | sup
x∈B(x0,n)
d( f (x), g(x))< 1/m} où x0 est un point base et n, m ∈ N∗.
Comme la topologie est séparée, Iso(X ) est donc métrisable 8.
Montrons maintenant que c’est un groupe topologique. Considérons l’application inversion
Iso(X ) → Iso(X )
f 7→ f −1.
Fixons f0 ∈ Iso(X ). Alors pour tout g ∈ Iso(X ), R≥ 0 et y ∈ B  f0(x0), R
d
 
f −10 (y), g−1(y)

= d
 
g( f −10 (y)), g(g−1(y))

= d
 
g( f −10 (y)), f0( f −10 (y))

≤ sup
x∈B(x0,R)
d
 
g(x), f0(x)

.
Ainsi,
sup
y∈B  f0(x0),R d
 
f −10 (y), g−1(y)
≤ sup
x∈B(x0,R)
d
 
g(x), f0(x)

,
ce qui montre que l’inversion est continue. Considérons l’opération composition
Iso(X )× Iso(X ) → Iso(X )
( f , g) 7→ f ◦ g.
Fixons ( f0, g0) ∈ Iso(X )2. Alors pour tout f , g ∈ Iso(X ), R≥ 0 et x ∈ B(x0, R),
d
 
f0(g0(x)), f (g(x))
 ≤ d  f0(g0(x)), f (g0(x))+ d  f (g0(x)), f (g(x))
= d
 
f0(g0(x)), f (g0(x))

+ d
 
g0(x), g(x)

≤ sup
y∈B g0(x0),R d
 
f0(y), f (y)

+ sup
z∈B(x0,R)
d
 
g0(z), g(z)

.
Ainsi
sup
x∈B(x0,R)
d
 
f0(g0(x)), f (g(x))
≤ sup
y∈B g0(x0),R d
 
f0(y), f (y)

+ sup
z∈B(x0,R)
d
 
g0(z), g(z)

,
ce qui implique que la multiplication est continue.
Occupons-nous maintenant de trouver une base dénombrable pour la topologie. Par définition de la
topologie compact-ouverte, une sous-base est donnée par
V (K , O) = { f ∈ Iso(X ) | f (K)⊆ O} où K est un compact de X et O un ouvert de X .
Ainsi une base de la topologie est donnée par
n
V
 {K j , Oj}Mj=1 := M⋂
j=1
V (K j , Oj) | M ≥ 1, K j et Oj sont un compact et un ouvert de X
o
.
8. Théorème 1 du Chapitre 9, §2, n◦5 de [BTG].
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Mais cette base n’est pas dénombrable. On va donc introduire une autre famille de sous-ensembles.
Pour ce faire, on fixe D une partie dénombrable dense dans X et on définit, pour tout N ≥ 1,
F = {x i}Ni=1 ⊆ D, F ′ = {yi}Ni=1 ⊆ D et n≥ 1, les ouverts suivants
UF,F ′,n := { f ∈ Iso(X ) | d( f (x i), yi)≤ 1/n ∀ i = 1, . . . N}= V
{x i}, B(yi , 1/n)	Ni=1.
On va prouver que ses ouverts forment une base de la topologie. Pour ce faire, il suffit de montrer
que pour tout V
 {K j , Oj}Mj=1 et f ∈ V {K j , Oj}Mj=1 fixés, il existe N ≥ 1, F, F ′ et n≥ 0 tels que
f ∈ UF,F ′,n ⊆ V {K j , Oj}Mj=1.
Dans un premier temps, on vérifie qu’il existe δ > 0 tel que ( f (K j))δ ⊆ Oj pour j = 1, . . . , M . Il suffit
de montrer que si un compact K est contenu dans un ouvert O, alors il existe δ > 0 tel que (K)δ ⊆ O
(puis d’observer que f (K j) est un compact pour tout j et de prendre le minimum sur les j). Pour ce
faire, on considère la fonction
δ : K → R≥0
x 7→ δ(x) :=max{δ ∈ R≥0 | B(x ,δ)⊆ O}
qui est continue et strictement positive. Ainsi prendre le minimum de cette fonction comme valeur
de δ convient. Dans un second temps, on prend n ≥ 1 tel que 1/n ≤ δ/4 et on choisit une partie
F = {x i, j}i=1,...,N j ; j=1,...,M ⊆ D telle que
– F j := {x i, j}N ji=1 ⊆ D ∩ (K j)1/n pour tout j = 1, . . . , M .
– F j est 1/n-dense dans K j pour tout j = 1, . . . , M .
Prenons également F ′ := {yi, j}i=1,...,N j ; j=1,...,M ⊆ D telle que
– d
 
f (x i, j), yi, j

< 1/n pour tout i = 1, . . . , N j et j = 1, . . . , M .
Par définition, on a bien que f ∈ UF,F ′,n. Il reste à vérifier que si g ∈ UF,F ′,n, alors g ∈ V {K j , Oj}Mj=1.
Soit donc x ∈ K j pour un certain j ∈ {1, . . . , M} fixé. Alors, il existe i ∈ {1, . . . , N j} tel que d(x i, j , x)<
1/n. Et donc
d
 
g(x), f (K j)
 ≤ d g(x), g(x i, j)+ d g(x i, j), yi, j+ d yi, j , f (x i, j)+ d  f (x i, j), f (K j)
= d
 
x , x i, j

+ d
 
g(x i, j), yi, j

+ d
 
yi, j , f (x i, j)

+ d
 
x i, j , K j

≤ 4/n.
Ainsi g(x) ∈   f (K j)4/n ⊆ Oj par choix de n.
Finalement, il reste à montrer la compacité locale. Comme Iso(X ) est un groupe topologique, il suffit
de trouver un voisinage compact de l’identité. Montrons queF = V {x0}, B(x0, 1)) est relativement
compact. Il suffit de vérifier les hypothèses du théorème d’Ascoli :
– X est métrique.
– X est localement compact puisque propre.
– F est équicontinue (puisque F ⊆ Iso(X )).
– Fx := { f (x) | f ∈ F} ⊆ B(x0, d(x , x0) + 1) qui est relativement compact pour tout x ∈ X .
Lemme B.3.2. Soit X un espace métrique propre. Alors l’action de Iso(X ) (muni de la topologie
compact-ouverte) sur C (X ) (muni de la topologie de la convergence uniforme sur les compacts) est
continue.
Preuve. Comme les deux topologies sont à bases dénombrables, il suffit de vérifier que si
{(γn, fn)}n≥1 ⊆ Iso(X ) × C (X ) est une suite telle que (γn, fn) → (γ, f ), alors γn fn → γ f unifor-
mément sur les compacts. Soit R≥ 0 et " > 0 fixés. Il s’agit de montrer qu’il existe N tel que
sup
x∈B(γx0,R)
| f (γ−1 x)− fn(γ−1n x)| ≤ ".
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Observons que
sup
x∈B(γx0,R)
| f (γ−1 x)− fn(γ−1n x)| ≤ sup
γy∈B(γx0,R)
| f (y)− fn(γ−1n γy)|
≤ sup
y∈B(x0,R)
| f (y)− f (γ−1n γy)|+ sup
y∈B(x0,R)
| f (γ−1n γy)− fn(γ−1n γy)|.
On commence par se fixer 0< δ < 1 tel que
x , y ∈ B(x0, R+ 1) et d(x , y)≤ δ ⇒ d( f (x), f (y))≤ "/2.
Ensuite, on choisit N tel que
sup
x∈B(x0,R)
d(x ,γ−1n γx)≤ δ et sup
x∈B(x0,R+1)
| f (x)− fn(x)| ≤ "/2 ∀ n≥ N .
Ainsi, d(y,γ−1n γy)≤ δ et y,γ−1n γy ∈ B(x0, R+ 1) de sorte que
sup
y∈B(x0,R)
| f (y)− f (γ−1n γy)| ≤ "/2 et sup
y∈B(x0,R)
| f (γ−1n γy)− fn(γ−1n γy)| ≤ "/2 ∀ n≥ N .
B.3.2 Groupe d’homéomorphismes d’un espace topologique compact
Lemme B.3.3. Soit X un espace métrique compact. Alors le groupe des homéomorphismes de X , noté
Hom(X ), muni de la topologie compact-ouverte est un groupe topologique métrisable et à base dénom-
brable.
Preuve. Puisque X est métrique, la topologie compact-ouverte coïncide avec celle de la convergence
uniforme qui est métrisable par la métrique
δ( f , g) = sup
x∈X
d
 
f (x), g(x)

.
Vérifions maintenant que Hom(X ) est un groupe topologique. Pour montrer que l’inversion est conti-
nue, on se fixe f0 ∈ Hom(X ) et on observe que pour tout f ∈ Hom(X )
sup
x∈X
d
 
f −10 (x), f −1(x)

= sup
y∈X
d
 
f −10 ( f (y)), y

= sup
y∈X
d
 
f −10 ( f (y)), f −10 ( f0(y))

.
La continuité uniforme de f −10 permet de conclure que l’inversion est continue. Pour le produit, on
se fixe ( f0, g0) ∈ Hom(X )2 et on observe que pour tout ( f , g) ∈ Hom(X )2 et x ∈ X on a
d
 
f (g(x)), f0(g0(x))
 ≤ d  f (g(x)), f0(g(x))+ d  f0(g(x)), f0(g0(x))
≤ sup
y∈X
d
 
f (y), f0(y)

+ sup
y∈X
d
 
f0(g(y)), f0(g0(y))

La continuité uniforme de f0 permet de conclure que la multiplication est continue.
Pour montrer qu’il existe une base dénombrable, on procède à peu près comme dans la preuve du
Lemme B.3.1. Mais comme on considère des homéomorphismes et non pas des isométries, on va
être obligé de considérer plus d’ouverts pour obtenir une base de la topologie. Pour ce faire, on
fixe D une partie dénombrable dense dans X et on définit, pour tout N ≥ 1, F = {x i}Ni=1 ⊆ D,
F ′ = {yi}Ni=1 ⊆ D, n≥ 1 et m≥ 1, les ouverts suivants
UF,F ′,n,m := { f ∈ Hom(X ) | f  B(x i , 1/m)⊆ B(yi , 1/n) ∀ i = 1, . . . N}
= V

B(x i , 1/m), B(yi , 1/n)
	N
i=1

.
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A nouveau, on se fixe V
 {K j , Oj}Mj=1 ainsi que f ∈ V {K j , Oj}Mj=1, et on va montrer qu’il existe F, F ′
et n, m≥ 0 tels que
f ∈ UF,F ′,n,m ⊆ V {K j , Oj}Mj=1.
Dans un premier temps, on note que pour tout δ > 0, il existe "(δ)> 0 tel que
d(x , y)< "(δ)⇒ d  f (x), f (y)< δ.
Dans un deuxième temps, on se souvient (voir preuve du Lemme B.3.1) qu’il existe δ0 > 0 tel que 
f (K j)

δ0
⊆ Oj ∀ j = 1, . . . , M .
Finalement, on prend n, m ≥ 1 tel que 1/n ≤ δ0/2 et 1/m ≤ "(1/(2n)), puis on choisit une partie
F = {x i, j}i=1,...,N j ; j=1,...,M ⊆ D telle que
– F j := {x i, j}N ji=1 ⊆ D ∩ (K j)1/m pour tout j = 1, . . . , M .
– F j est 1/m-dense dans K j pour tout j = 1, . . . , M .
Choisissons également F ′ := {yi, j}i=1,...,N j ; j=1,...,M ⊆ D telle que
d
 
f (x i, j), yi, j

< 1/(2n) pour tout i = 1, . . . , N j et j = 1, . . . , M .
Alors, on a bien que f ∈ UF,F ′,n,m. En effet, si x ∈ B(x i, j , 1/m), alors
d
 
f (x), yi, j
≤ d  f (x), f (x i, j)+ d  f (x i, j), yi, j< 1/(2n) + 1/(2n) = 1/n.
Il reste à vérifier que si g ∈ UF,F ′,n,m, alors g ∈ V {K j , Oj}Mj=1. Soit donc x ∈ K j pour un certain
j ∈ {1, . . . , M} fixé. Alors, il existe i ∈ {1, . . . , N j} tel que d(x i, j , x)< 1/m. Et donc
d
 
g(x), f (K j)
 ≤ d g(x), yi, j+ d yi, j , f (x i, j)+ d  f (x i, j), f (K j)
≤ 1/n+ 1/2n+ 1/2n= 2/n.
Ainsi g(x) ∈   f (K j)2/n ⊆ Oj par choix de n.
B.4 Résultats classiques
B.4.1 Limite direct d’espaces métriques
Soit (F ,≤) un ensemble d’indices muni d’un ordre filtrant (i.e. pour tout Φ,Φ′ ∈ F il existe Ψ ∈ F
tel que Φ ≤ Ψ et Φ′ ≤ Ψ). Supposons donnés une famille {ZΦ}Φ∈F d’espaces métriques et un en-
semble d’applications isométriques { jΨΦ | jΨΦ : ZΦ→ ZΨ pour Φ≤Ψ} vérifiant l’hypothèse suivante :
(∗) Si Φ≤Ψ≤Θ, alors jΘΦ = jΘΨ ◦ jΨΦ. 9
Lemme B.4.1. Sous les hypothèses précédentes, il existe un unique, à isométrie près, espace métrique
noté lim−→Φ∈F ZΦ vérifiant les trois conditions suivantes :
(i) Pour tout Φ ∈ F , il existe une isométrie jΦ : ZΦ→ lim−→Φ∈F ZΦ.
(ii) Pour tout Φ≤Ψ, on a jΨ ◦ jΨΦ = jΦ. En d’autres termes, le diagramme suivant commute :
lim−→
Φ∈F
ZΦ
ZΦ ZΨ//
jΨΦ
/
??
jΦ
/ O
__???????
jΨ
9. Il découle de cette affirmation que jΨΨ = id.
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(iii) [Propriété universelle] Si Z ′ est un espace métrique vérifiant (1) et (2), alors il existe une
unique isométrie i : lim−→Φ∈F ZΦ→ Z ′ telle que pour tout Φ ∈ F le diagramme suivant commute :
lim−→
Φ∈F
ZΦ Z ′
ZΦ
//i
/
?? j
′
Φ/ O
__???????jΦ
Preuve. On considère l’ensemble
⊔
Φ∈F ZΦ muni de la relation d’équivalence∼ définie de la manière
suivante :
z ∈ ZΦ, z′ ∈ ZΦ′ z ∼ z′ ⇐⇒ il existe Ψ ∈ F tel que Φ,Φ′ ≤Ψ et jΨΦ(z) = jΨΦ′(z′).
Posons Z :=
⊔
Φ∈F ZΦ/∼, définissons pour tout Φ ∈ F l’application
jΦ : ZΦ → Z
z 7→ [z]
et montrons que Z satisfait les conditions du lemme.
(1) L’ensemble Z est un espace métrique pour la distance dZ définie par
dZ([z], [z
′]) = dZΨ( jΨΦ(zΦ), jΨΦ′(zΦ′))
où zΦ ∈ ZΦ ∩ [z], zΦ′ ∈ ZΦ′ ∩ [z′] sont des représentants et Ψ ∈ F est tel que Φ,Φ′ ≤Ψ.
Cette métrique dépend a priori non seulement du choix des représentants mais aussi du choix de
l’élément Ψ ∈ F . Il s’agit de montrer que dZ est bien définie.
(1’) Soit zΦ, zΦ′ et Ψ1,Ψ2 ∈ F tels que Φ,Φ′ ≤Ψi , i = 1,2. Soit Θ ∈ F tel que Ψi ≤Θ, i = 1, 2 on a
dZΨ1 ( jΨ1Φ(zΦ), jΨ1Φ′(zΦ′)) = dZΘ( jΘΦ(zΦ), jΘΦ′(zΦ′)) = dZΨ2 ( jΨ2Φ(zΦ), jΨ2Φ′(zΦ′))
par (∗) et le fait que jΘΨ1 et jΘΨ2 sont des isométries.
(1”) La métrique dZ ne dépend pas du choix des représentants. En effet, si z1 ∈ ZΦ1 , z′1 ∈ ZΦ′1 ,
z2 ∈ ZΦ2 , z′2 ∈ ZΦ′2 et si z1 ∼ z2, z′1 ∼ z′2 il existe Ψ ∈ F , Ψ′ ∈ F tels que
jΨΦ1(z1) = jΨΦ2(z2) et jΨ′Φ′1(z
′
1) = jΨ′Φ′2(z
′
2).
Donc, dZΨ( jΨΦ1(z1), jΨΦ2(z2)) = 0= dZΨ′ ( jΨ′Φ′1(z
′
1), jΨ′Φ′2(z
′
2)) et ceci montre que si Θ ∈ F est tel que
Ψ,Ψ′ ≤Θ on a par (∗)
dZΘ( jΘΦ1(z1), jΘΦ′1(z
′
1))≤ dZΘ( jΘΦ1(z1), jΘΦ2(z2))︸ ︷︷ ︸
=0
+dZΘ( jΘΦ2(z2), jΘΦ′2(z
′
2)) + dZΘ( jΘΦ′2(z
′
2), jΘΦ′1(z
′
1))︸ ︷︷ ︸
=0
.
De même, dZΘ( jΘΦ2(z2), jΘΦ′2(z
′
2)) ≤ dZΘ( jΘΦ1(z1), jΘΦ′1(z′1)) et donc dZ est indépendante du choix
des représentants.
(2) L’application jΦ : ZΦ→ Z est une isométrie car si z, z′ ∈ ZΦ, on a
dZΦ(z, z
′) = dZΨ( jΨΦ(z), jΨΦ(z
′))
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pour tout Ψ ∈ F tel que Φ≤Ψ. Or, pour tout Ψ ∈ F fixé (par exemple Ψ= Φ), le membre de droite
n’est autre que dZ([z], [z′]). Ceci démontre (i).
(3) Il est clair que jΨ ◦ jΨΦ = jΦ car si z ∈ ZΦ alors z ∼ z′ = jΨΦ(z) car jΨΦ(z) = jΨΨ(z′) = z′. Ceci
démontre (ii).
(4) Observons que ⊔
Φ∈F
ZΦ/∼=
⋃
Φ∈F
jΦ(ZΦ).
En effet, le sens [⊇] découle de la définition de jΦ et le sens [⊆] du fait que pour [z] ∈ Z il existe
un représentant zΦ ∈ ZΦ pour un certain Φ ∈ F et [z] = jΦ(zΦ).
(5) Il reste à montrer (3). S’il existe un autre espace métrique Z ′ vérifiant (i) (et (ii)), alors on peut
construire une isométrie i : Z → Z ′ de la manière suivante. On définit d’abord
i | jΦ(ZΦ)( jΦ(zΦ)) = j′Φ(zΦ)
pour tout Φ ∈ F . Par construction de i les deux triangles latéraux du diagramme ci-dessous com-
mutent. En outre, la commutativité du triangle du bas montre que i est bien définie et l’égalité
Z = ∪Φ∈F jΦ(ZΦ) permet de voir que i est définie sur Z tout entier. Il est clair que i est unique.
Z ′
Z
ZΦ ZΨ
?
OO
i
//
jΨΦ //
j′ΨΦ
/
?? jΦ4
GG
j′Φ
O/
__????????jΨ * J
WW////////////////
j′Ψ
On pose donc Z = lim−→Φ∈F ZΦ. L’unicité de lim−→Φ∈F ZΦ découle de (iii). En effet, si Z ′′ est un autre
espace métrique satisfaisant (i), (ii) et (iii) on pose une fois Z ′ = Z ′′ dans (iii) et une fois Z ′ =
lim−→Φ∈F ZΦ. Puisque les triangles du diagramme ci-dessous commutent, ei est l’inverse de i.
lim−→
Φ∈F
ZΦ Z ′′ lim−→
Φ∈F
ZΦ
ZΦ
//∃! i //∃!ei
?
OO        
j′′Φ
/
??
jΦ
O/
__???????????
jΦ
B.4.2 Joint sphérique
Définition B.4.2. Soient (Y1, d1), (Y2, d2) deux espaces métriques. Le joint sphérique Y1 ∗ Y2 est l’en-
semble [0, pi
2
]× Y1× Y2 muni de la relation d’équivalence ∼ définie par
(θ , y1, y2)∼ (θ ′, y ′1, y ′2) ⇐⇒
 θ = θ
′ = 0 et y1 = y ′1
θ = θ ′ = pi
2
et y2 = y ′2
θ = θ ′ ∈ ]0, pi
2
[ et y1 = y ′1, y2 = y ′2
On a donc Y1 ,→  {0} × Y1 × Y2/ ∼ et Y2 ,→  {pi2 } × Y1 × Y2/ ∼. On note les classes d’équivalence
[(θ , y1, y2)] = cos(θ)y1+ sin(θ)y2.
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De plus, (Y1∗Y2, d) est un espace métrique avec, si y = cos(θ)y1+sin(θ)y2, y ′ = cos(θ ′)y ′1+sin(θ ′)y ′2,
d(y, y ′) = arccos

cos(θ) cos(θ ′) cos(dpi1 (y1, y ′1)) + sin(θ) sin(θ ′) cos(dpi2 (y2, y ′2))

∈ [0,pi]
où dpii =min{di ,pi} pour i = 1, 2 (voir [BH99], p. 63).
B.4.3 Rappels sur la semi-continuité
On répond essentiellement dans cette section à l’exercice 1.7.14.(a) de [En89], p. 61.
Définition B.4.3. Soit X un espace topologique. Une fonction f : X → R est semi-continue inférieu-
rement (respectivement supérieurement) si pour tout x ∈ X et tout nombre réel r tel que f (x) > r
(respectivement f (x) < r) il existe un voisinage U de x tel que f (x ′) > r (respectivement f (x ′) < r)
pour tout x ′ ∈ U.
Lemme B.4.4. Soit X un espace topologique.
(i) Soit f : X → R. Alors f est semi-continue inférieurement (respectivement supérieurement) si et
seulement si pour tout x ∈ X et toute suite généralisée xα → x on a que lim infxα→x xα ≥ f (x)
(respectivement lim supxα→x xα ≤ f (x)).
(ii) Soit f : X → R. Alors f est semi-continue inférieurement (respectivement supérieurement) si et
seulement si pour tout r ∈ R l’ensemble {x ∈ X | f (x) ≤ r} (respectivement {x ∈ X | f (x) ≥ r})
est fermé.
(iii) Soit f : X → R. Alors f est continue si et seulement si elle est semi-continue inférieurement et
supérieurement.
(iv) Soit { fα : X → R}α∈A une famille de fonctions semi-continues inférieurement (respectivement
semi-continues supérieurement) telles que supα∈A fα(x) < ∞ pour tout x ∈ X (respectivement
infα∈A fα(x) > −∞). Alors la fonction f définie par f (x) = supα∈A fα(x) (respectivement
f (x) = infα∈A fα(x)) est semi-continue inférieurement (respectivement semi-continue supérieu-
rement).
(v) Soit f : X → R une fonction semi-continue inférieurement (respectivement semi-continue supé-
rieurement) et supposons que X soit compact. Alors f atteint son minimum (respectivement son
maximum) sur X .
Preuve. (i) On prouve l’affirmation dans le cas de la semi-continuité inférieure.
[⇒] Soit x ∈ X et xα→ x . Alors pour tout r tel que f (x) > r, il existe un voisinage U de x tel que
f (x ′) > r pour tout x ′ ∈ U . Ainsi pour tout r tel que f (x) > r on a que lim infα xα ≥ r. Et donc
lim infα xα ≥ f (x).
[⇐] On montre la contraposée. Supposons qu’il existe x ∈ X et r ∈ R tel que r < f (x) et que pour
tout voisinage U de x il existe x ′ ∈ U tel que f (x ′) ≤ r. Choisissons Uα une suite décroissante de
voisinages qui forme une base de voisinages de x et xα ∈ Uα tel que f (xα) ≤ r. Alors xα → x et
lim inf xα ≤ r < f (x).
(ii) On fait la preuve pour la semi-continuité inférieure.
[⇒] Fixons r ∈ R. On a que {x ∈ X | f (x)> r} est ouvert puisque pour tout y ∈ {x ∈ X | f (x)> r}
il existe, par définition, un voisinage de y contenu dans {x ∈ X | f (x)> r}.
[⇐] On montre la contraposée. Supposons qu’il existe x ∈ X et r ∈ R tels que r < f (x) et que pour
tout voisinage U de x , il existe x ′ ∈ U tel que f (x ′) ≤ r. Mais alors x appartient à l’adhérence de
{y ∈ X | f (y)≤ r} mais n’est pas dedans, c’est-à-dire que cet ensemble n’est pas fermé.
(iii) [⇒] {x ∈ X | f (x) ≤ r} = f −1(]−∞, r]) est fermé puisque f est continue et que ]−∞, r] est
fermé. Idem pour montrer que {x ∈ X | f (x)≥ r} est fermé.
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[⇐] Soit ]a, b[ un intervalle ouvert de R. Alors f −1(]a, b[) = {x ∈ X | a < f (x)< b}= {x ∈ X | a <
f (x)} ∩ {x ∈ X | f (x) > b} qui est l’intersection de deux ouverts par hypothèse. Ainsi, la pré-image
d’un ouvert par la fonction f est un ouvert, et donc f est continue.
(iv) On fait la preuve pour la semi-continuité inférieure. On observe que
{x ∈ X | sup
α∈A
fα ≤ r}=
⋂
α∈A
{x ∈ X | fα ≤ r}
qui est fermé comme intersection de fermés.
(v) On fait la preuve pour la semi-continuité inférieure. Soit a := inf f ∈ R ∪ {−∞}. Alors il existe
une suite strictement décroissante de nombres réels {an}n≥1 tendant vers a. Si on pose An := {x ∈
X | f (x) > an}, alors {An}n≥1 est une suite croissante d’ouverts satisfaisant⋃n≥1 An = X . Comme X
est compact, on peut extraire un sous-recouvrement fini, et donc l’infimum est atteint.
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Annexe C
Esquisse du Théorème
d’Adams-Ballmann
Théorème C.0.5 (Théorème d’Adams-Ballmann, [AB98]). Soit X un espace CAT(0) propre 1 et G un
groupe d’isométries de X moyennable. Alors au moins l’une des deux assertions suivantes est vérifiée :
(i) G fixe un point à l’infini.
(ii) X contient un plat G-invariant.
La première étape de la démonstration est l’étude des points plats et la preuve du Théorème 4.1.5
sur la décomposition d’Adams-Ballmann i : X ,→ E × Y . Ensuite on introduit A := {ξ ∈ F | −ξ ∈ F}
et P := {ξ ∈ F | ∠(ξ, A) = pi/2} et on observe que 2
X = Rn× Y ⇐⇒ A= F ⇐⇒ P = ;
et que si P 6= ;, alors P possède un unique centre, puisque c’est un sous-ensemble pi-convexe compact
d’une sphère Euclidienne (de dimension pas nécessairement finie) qui satisfait que P∩(−P) = ; (voir
le Lemme 1.7 de [AB98]).
Avant de se lancer dans la preuve proprement dite, il faudrait encore montrer les trois résultats
suivants 3, dont on montre les équivalents pour les G-espaces dans la Section 4.2.1
Lemme C.0.6. Soit X un espace CAT(0) propre et G un groupe d’isométries de X . Si G ne fixe pas de
point du bord, alors il existe un convexe fermé non-vide G-invariant minimal pour ces propriétés.
Lemme C.0.7. Si f : X → R est une fonction convexe G-quasi-invariante 4. Si min f n’existe pas, alors
il existe un point fixe dans le bord ; sinon f −min f est G-invariante.
Lemme C.0.8. Soit C ⊆ X un sous-ensemble convexe G-invariant, pi une probabilité G-invariante sur
∂ C et y0 ∈ C fixé. Alors la fonction
f : C → R
x 7→ ∫
∂ C
bξ,y0(x)dpi(ξ).
est une fonction convexe G-quasi-invariante.
On peut maintenant se lancer dans la preuve du théorème.
1. Dans l’article les hypothèses sont X Hadamard (i.e. CAT(0) complet) et localement compact. Mais un espace géo-
désique est complet et localement compact si et seulement s’il est propre.
2. Voir Lemme 4.1.12.
3. Ici, on s’écarte un petit peu de la preuve originelle.
4. Une fonction f : X → R est quasi-invariante s’il existe c : G→ R telle que f (g x) = f (x) + c(g) pour tout x ∈ X et
g ∈ G.
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Preuve du théorème C.0.5. Supposons que G ne fixe pas de point du bord. Par le Lemme C.0.6 il
existe C ⊆ X un convexe fermé non vide G-invariant minimal. On a FC = AC , sinon PC 6= ; et le
centre de PC est un point du bord G-invariant. Ainsi, C = Rn × Y où ∂ Y ne contient pas de point
plat (Théorème 4.1.5). Si Y est borné, alors le plat Rn×{cY } ⊆ C ⊆ X est invariant (cY est le centre
de Y ). Ainsi, on peut supposer que ∂ Y est non vide. Cet ensemble est compact (pour la topologie
conique) et G agit dessus par homéomorphismes. Ainsi, puisque G est moyennable, il existe une
mesure de probabilité G-invariante pi sur ∂ Y . On se fixe x0 ∈ C et on considère la fonction
f : C → R
x 7→ ∫
∂ Y
bξ,x0(x)dpi(ξ).
qui est convexe et G-quasi-invariante par le Lemme C.0.8. Si son infimum n’est pas atteint il existe
alors un point à l’infini qui est G-invariant (Lemme C.0.7). On peut donc supposer que min f existe
et donc que f −min f est une fonction convexe invariante. Puisque C est minimal, f est constante.
Si on reprend la définition, on observe alors que tous les points dans le support de pi sont plats 5 ce
qui contredit la construction de Y .
5. Voir 4.1.13.
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