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Weltweit leiden derzeit rund 
466 Millionen Menschen an 
einem Hörverlust. Nach Schät-
zungen wird die Zahl bis 2050 
auf über 900 Millionen Men-
schen steigen, also jeder Zehn-
te einen Hörverlust haben. 
Durch einen Hörverlust wird 
nicht nur das Sprachverstehen 
beeinträchtigt, sondern auch 
die akustische Orientierung 
im Raum anhand von Ge-
räuschquellen oder Warnsig-
nalen (z.B. im Straßenverkehr). 
Dies bedeutet einen Verlust an 
Lebensqualität, da es schwieri-
ger ist, an alltäglichen Unter-
haltungen teilzunehmen. In 
lauten Umgebungen mit vielen 
Sprechern – genannt Cocktail 
Party Problem – ist es für Nor-
malhörende bereits schwierig, 
einer einzelnen Unterhaltung 
zu folgen. Für Hörgeschädigte 
ist es ohne Hilfsmittel, wie 
Hörgeräte, unmöglich einzel-
ne Gesprächspartner zu ver-
stehen.
Die bisher verfügbaren Hörge-
räte können nur in festgeleg-
ten Richtungen eine Hervor-
hebung eines Sprechers be-
wirken, also beispielsweise 
direkt frontal. Auch die Unter-
drückung von Störquellen wie 
Verkehrslärm ist aufgrund der 
unterschiedlichen Klangcha-
rakteristik möglich. Ein Ver-
gleich aus dem Alltag macht 
die Problematik deutlich: Auf 
einem großen Parkplatz ein 
rotes Auto unter hunderten 
silbernen, schwarzen, blauen 
und grünen Autos zu finden 
ist einfach. Wenn auf dem 
Parkplatz aber ausschließlich 
rote Autos stehen und man 
möchte ein bestimmtes Mo-
dell eines Herstellers finden, 
wird es schwierig. Ähnlich 
geht es uns, wenn wir in einer 
großen Menschenansamm-
lung einen Sprecher von 
einem anderen akustisch un-
terscheiden wollen. Hier 
kommt die Sprecherlokalisati-
on ins Spiel, die einen Hin-
weis geben kann, in welcher 
Richtung man suchen soll.
Im Vergleich zu einer Brille 
wird das Tragen eines Hörge-
rätes gesellschaftlich noch im-
mer als Behinderung angese-
hen. Daher wollen viele Be-
troffene kein Hörgerät tragen, 
wenn es nach außen sichtbar 
ist oder häufig die Batterien 
gewechselt werden müssen. 
Um diese Einschränkungen 
zu minimieren, müssen alle 
Komponenten, insbesondere 
der Prozessor für die Audiosi-
gnalverarbeitung, sehr klein 




Sprecherlokalisation in Hörgeräten 
Wie Hörgeräte Stimmen im Raum orten können
Die präzise räumliche  
Lokalisation von Sprechern im 
Umfeld eines Hörgerätes ist 
eine sehr wichtige und sehr 
rechenintensive Aufgabe,  
die die Qualität von digitalen 
Hörhilfen signifikant  
steigern kann. 
In diesem Beitrag wird die 
enge interdisziplinäre  
Zusammenarbeit zwischen den 
Entwicklern der Lokalisations-
Algorithmen an der  
Universität Oldenburg und  
den Hardware-Ingenieuren der  




tungsschritte des verwendeten 
Lokalisationsalgorithmus
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Was bedeutet Lokalisation?
Der Begriff Lokalisation be-
deutet die Ortung eines Objek-
tes, also in welcher Richtung – 
vom Hörgeräteträger aus gese-
hen – sich ein Geräusch oder 
ein Sprecher befindet.
Wie findet man ein Geräusch?
Um akustisch ein Geräusch zu 
lokalisieren, wird die Distanz 
zwischen linkem Ohr und der 
Geräuschquelle sowie zwi-
schen dem rechten Ohr und 
der Geräuschquelle genutzt. 
Sobald sich die Geräuschquel-
le nicht genau frontal befin-
det, entsteht ein Zeitunter-
schied bei der Hörwahrneh-
mung, da der Schall mehr Zeit 
zum weiter entfernten Ohr be-
nötigt. Zusätzlich zu diesem 
Unterschied der Ankunftszeit 
(engl. Interaural Time Diffe-
rence – ITD) des Schalls hat 
auch der Kopf einen Einfluss. 
Gibt es keine direkte Sichtlinie 
zwischen der Schallquelle 
und einem Ohr, verringert 
sich die Lautstärke des Schalls 
(engl. Interaural Level Diffe-
rence – ILD) für das durch den 
Kopf verdeckte Ohr.
Diese beiden Merkmale – also 
Lautstärke und Zeitunter-
schied des Schalls zwischen 
beiden Ohren – werden ver-
wendet, um Geräusche zu lo-
kalisieren. Für den Einsatz in 
Hörgeräten bedeutet das, dass 
diese Unterschiede entspre-
chend zwischen den Mikrofo-
nen berechnet werden müssen.
Der Algorithmus
Vom Department für Medizi-
nische Physik und Akustik 
der Universität Oldenburg 
wurde aus einer Vorarbeit (Re-
ferenz T. May) ein Lokalisati-
onsalgorithmus zur Verfü-
gung gestellt, der für Hörgerä-
te entwickelt wurde und 
speziell für Umgebungen mit 
Wiederhall von Geräuschen 
geeignet ist.
Der Algorithmus besteht aus 
vier großen Stufen (vgl. Abbil­
dung 1). Basierend auf der Fre-
quenzauflösung des mensch-
lichen Ohres werden die Au-
diosignale beider Mikrofone 
zunächst jeweils in 32 Fre-
quenzbänder zerlegt. Diese 
Zerlegung wird mit einer so-
genannten Gammaton Filter-
bank erzeugt. Das Innenohr 
mit den enthaltenen Haarzel-
len und den pulsartigen Neu-
ronensignalen wird durch 
eine Einfachgleichrichtung 
und Kompression durch eine 
Wurzelfunktion modelliert. 
Anschließend wird eine Kor-
relation je Frequenzband be-
rechnet, um den Zeitunter-
schied zwischen den beiden 
Mikrofonsignalen zu bestim-
men und parallel das Verhält-
nis der Lautstärken beider Sig-
nale (ILD) berechnet.
Danach wird ein zweidimen-
sionales Gauss’sches Mixturen 
Modell (Gaussian Mixture 
Model - GMM) verwendet, um 
eine Wahrscheinlichkeitsver-
teilung aktiver Schallquellen 
über einen Winkel von 180° 
(frontal vom linken zum rech-
ten Ohr – siehe Abbildung 2) 
mit einer Auflösung von 5° zu 
bestimmen. Das GMM wurde 
in einem Raum mit verschie-
denen Konstellationen von 
Sprach- und Störquellen trai-
niert. Auf Basis der Wahr-
scheinlichkeitsverteilung ist 
es nun möglich, Algorithmen 
im Hörgerät richtungsabhän-
gig zu steuern. Weitere Schrit-
te nach der Lokalisierung von 
aktiven Schallquellen sind die 
Zuordnung von Sprach- und 
Störquellen, sowie die Bestim-
mung der Anzahl. Dies er-
möglicht die Erkennung von 
bestimmten Umgebungen wie 
den öffentlichen Straßenver-
kehr, eine Wohnumgebung, 
den Arbeitsplatz, ein Konzert 
usw. sowie eine selbstständige 
Anpassung der Hörgeräte an 
diese Umgebungen.
KAVUAKA – Der Forschungs-
prozessor für Hörgeräte
Für die Berechnung der Spre-
cherlokalisation ist ein kleiner 
und energiesparender Prozes-
sor nötig. Am Institut für Mik-
roelektronische Systeme (IMS) 
wurde der Algorithmus auf 
dem Forschungsprozessor  
KAVUAKA abgebildet. Durch 
Anpassungen in der Struktur 
des Prozessors ist es möglich, 
die rechenintensiven Teile des 
Algorithmus ausreichend 
schnell für schritthaltende 
Verarbeitung auszuführen.  
Bei der Implementierung ist 
der Speicherverbrauch des 
Gauss’schen Mixturen Modells 
eine wesentliche Herausforde-
rung. Das vortrainierte Modell 
hat bei seiner Ausgangsgröße 
5 2D-Gauss Parameter bei  
15 Mixturkomponenten, 37 
Winkelklassen und 32 Fre-
quenzbändern. Dies ergibt 
5*15*37*32 = 88.800 Parameter, 
die konstant im Speicher für 
die Erzeugung der Wahr-
scheinlichkeitsverteilung vor-




lösungen zur Lokalisation von 
Sprechern, die zur Optimierung 
genutzt werden.
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einer Genauigkeit von 32 Bit 
gespeichert werden, kann die 
Anzahl der notwendigen  
Speicherplätze in einem 64 Bit 
Speicher durch Kombination 
zweier 32 Bit Parameter in 
einem 64 Bit Speicherplatz hal-
biert werden. Es werden dann 
entsprechen 44.400 Speicher-
plätze benötigt. Das bedeutet, 
dass dieser Algorithmus in 
seiner ursprünglichen Version 
ohne Optimierungen nicht  
für den Hörgeräteprozessor 
KAVUAKA mit 4096 64 Bit 
Speicherplätzen geeignet ist. 
Für weitere Informationen zur 
Optimierung eines Prozessors 
für Hörgeräteanwendungen 
bietet der Artikel Chip Design 
für digitale Hörhilfen (Seiten-
verweis) eine detaillierte Be-
schreibung.
Eine wesentliche Herausfor-
derung bestand (was typisch 
ist für die Wechselwirkung 
zwischen Algorithmen und 
Architekturen) darin, diesen 
komplexen und Speicher- 
intensiven Sprecher-Lokali-
sations-Algorithmus so zu  




In Zusammenarbeit mit dem 
Department für Medizinische 
Physik und Akustik konnten 
Symmetrien im zweidimensi-
onalen Gauss’sches Mixturen 
Modell (GMM)identifiziert 
werden, welche auf der An-
ordnung der Mikrofone am 
Kopf basieren und sich dazu 
eignen, den Speicherbedarf 
des Modells zu reduzieren. 
Dazu gehört die links-rechts 
Symmetrie. Das bedeutet, dass 
für alle Winkel 90° von vorn 
bis zum linken Ohr ähnliche 
Parameter zu speichern sind, 
wie für die Winkel von vorn 
bis zum rechten Ohr. Somit 
muss nur eine Hälfte der  
Parameter wirklich gespei-
chert werden, während sich 
der Rest berechnen lässt. 
Ebenfalls berechnen lassen 
sich die 5° Winkelschritte auf 
Basis ihrer beiden Nachbarpa-
rameter. Somit ist es also aus-
reichend, die Parameter mit 
einer Winkelauflösung von 
10° zu speichern. Zuletzt hat 
sich herausgestellt, dass auch 
die Para meter über die 32 
Frequenz bänder eine lineare 
Abhängigkeit besitzen. Somit 
reicht es auch hier aus, nur die 
Hälfte der Parameter zu spei-
chern und die fehlenden Para-
meter als Linearkombination 
zu berechnen. Es bleiben also 
nach diesen Optimierungen 
5*15*19*16 = 22.800 Parameter, 
entsprechend 11.400 Speicher-
plätze. Übrig bleibt, die 15 
Mixturen je Winkel und Fre-
quenz zu reduzieren. Dazu 
wird die Annahme verwen-
det, dass für niedrige Fre-
quenzen weniger Mixturen 
benötigt werden, um eine aus-
reichende Genauigkeit zu er-
halten. Durch eine logarith-
misch verteilte Anzahl an 
Mixturen über die Frequen-
zen bleiben 16.330 Speicher-
plätze. In Kombination mit 
der Winkel- und Frequenzre-
duktion bleiben entsprechend 
4.048 Speicherplätze. Es wur-
de also eine Reduktion des er-
forderlichen Speicherplatzes 
um etwa den Faktor 11 erzielt. 
Alle Kombinationen und die 
dafür notwendige Anzahl an 
Speicherplätzen sind in Abbil­
dung 3 dargestellt. Nach die-
sen Reduktionen ist es mög-
lich, auch bei geringem 
Speicherbedarf, aber gestei-
gertem Rechenbedarf, die Lo-
kalisation durchzuführen. 
Diese Arbeiten zeigen, dass in 
enger Wechselwirkung zwi-
schen Algorithmikern und 
Hardware-Architekten Lösun-
gen erarbeitet werden können, 
um komplexe leistungsfähige 
Algorithmen, die zu Beginn 
auf einer Hardware-Architek-
tur nicht implementierbar 
sind, unter einem moderaten 




Schallquellen können nun 
weitere Analysen folgen. 
Dazu zählt die Unterschei-
dung von Sprach- und Stör-
3
Abbildung 3
Der Speicherbedarf des Loka li­
sationsalgorithmus wird in  
mehreren Schritten reduziert.
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quellen. Dadurch ist es mög-
lich, die Umgebung zu klassi-
fizieren – also zum Beispiel 
Verkehr, Zuhause, Konzert. 
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