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Abstract
An investigation into image fusion for a nighttime driving display application was
performed. Most of the image fusion techniques being investigated in this application
were developed for other purposes. When comparing the images of a typical night
driving scene to the images used in medical or satellite image fusion it becomes ap-
parent that most of the techniques developed for other fields would be overkill in a
nighttime driving display application. This observation motivated the development of
a set of image fusion techniques specifically for the nighttime driving display applica-
tion using the computationally simple Discrete Haar Wavelet Transform. This thesis
presents the techniques that were developed and the details of their implimentation.
Thesis Supervisor: Berthold K.P. Horn
Title: Professor of Computer Science and Engineering
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Chapter 1
Introduction
Nighttime driving presents challenges not encountered in other driving situations.
Potential obstacles may be more difficult to identify or avoid while driving at night
due to the limited illumination provided by vehicle headlights and ambient light.
Fortunately, some of these potential obstacles are visible or easier to identify in an
infrared image of a scene even when they are hard to identify or not present in a
visible image of the same scene. Raytheon's 'NightDriver' system provides the driver
with an infrared view of the road ahead to take advantage of the increased visibility
of some potential obstacles in the infrared. However, the infrared image alone does
not provide the driver with all of the information needed to operate the vehicle at
night. Key features such as stoplight color are not present in an infrared image and
features such as lane markings may not be present or may be hard to identify in an
infrared image. A fused image combining a visible image with one or more infrared
images could provide the driver with all of the key information from the visible image
and the additional information provided by the infrared image(s). Work done in [11]
and [9] supports the idea that a fused visible and infrared image can be more useful
to the driver than the visible image alone.
Multi-sensor image fusion is not a new concept and is well developed in the fields
of medical [14] and satellite [2] imagery. The images used in medical and satellite
imagery are often high resolution with very fine details that need to be preserved in
the fused image. In contrast, the images used in this investigation were low resolu-
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tion (from NTSC standard cameras) and lacked fine detail as compared to satellite
or medical images. In the night driving display application the major system require-
ment is a high frame rate, suggesting that a computationally simple algorithm that
can be implemented quickly may be better than a more complicated algorithm that
preserves fine details. Some effort has been made to develop image fusion techniques
for nighttime driving displays. Image fusion techniques based on averages, weighted
averages, and the Laplace Pyramid Transform were investigated in [15] and biologi-
cally motivated image fusion combining a low light visible camera image with several
infrared camera images in real time with false color was investigated in [5]. However,
there is still room for improvement in the quality of the fused images and for reduction
in the computational complexity of the image fusion techniques.
Image fusion techniques based on the computationally simple Discrete Haar Wavelet
Transform and aimed at the nighttime driving display application were developed for
this thesis. The image fusion techniques developed were designed to combine images
from a color visible camera, a short wavelength infrared camera, and a long wave-
length infrared camera. Since the image fusion techniques were developed for the
night driving display application an effort was made to maintain the color informa-
tion from the color visible camera. An example of the resulting image from one of
the techniques developed is shown in Figure 1-1.
Figure 1-1: Color visible image and fused image. Note the presence of a pedestrian
directly ahead of the camera and the car to the far left of the frame in the fused
image. These two features are nor present in the visible image.
The remainder of this thesis is divided into sections focused on different aspects
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of the image fusion process. The first section will present the image transforms
used in the image fusion techniques developed for this paper. After the transforms
are discussed the fusion rules used to combine the images are explained. Following
the fusion rules, the mechanics needed for an image fusion system including image
alignment, interpolation, and color preservation are presented. The thesis ends with
a presentation of some image fusion results and a brief conclusion.
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Chapter 2
Image Transforms
Image transforms are used in many image fusion techniques. A common image fusion
method is to form a multi-scale representation or transform of each source image,
combine the transformed images, and then invert the fused transform [10]. In the case
of the Laplace Pyramid Transform, the different levels of the transform correspond
to image features of different scales. Ideally, using the image transform will allow the
image fusion process to preserve features of different scales from the different source
images without reducing feature contrast.
Image fusion techniques based on the Discrete Haar Wavelet Transform and the
Laplace Pyramid Transform were implemented for this thesis. The Laplace Pyramid
Transform was chosen to serve as a baseline for comparison since it is used in several
image fusion techniques [2, 151. The Discrete Haar Wavelet Transform was chosen for
its computational simplicity and potentia.1 for image fusion.
2.1 Laplace Pyramid Transform
The Laplace Pyramid Transform of an image is formed by repeatedly low pass filtering
the image and taking the difference between adjacent low pass filtered versions of the
original image. For a continuous two-dimensional function the low pass filter used
would be a Gaussian in two dimensions. In our application the images are discrete and
the appropriate filter would be a two dimensional binomial filter. The two-dimensional
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binomial filter can be achieved by convolving a one-dimensional binomial filter along
x with a replica of the filter along y. The two-dimensional filter is given in Equation
2.1, based on the binomial distribution from [7, p. 159].
1 4 4 4_4 n n!
F= ZZ II xky_, where = (2.1)
256 lo k 1 m m!(n-m)!
If the filtered versions of the image are not down-sampled, meaning that each level
of the pyramid is the same size, than the pyramid can be inverted without loss of
information. However, in practice the levels are down sampled in x and y so that
each layer in the pyramid is Ithe size of the previous layer. The down sampling
causes some loss of information at each step. The loss of information prevents the
pyramid from being inverted exactly and can introduce noise into the image formed
by inverting the pyramid. An example of the Laplace Pyramid transform of an image
is shown in Figure 2-1.
Figure 2-1: An image and its Laplace Pyramid representation
2.2 Discrete Haar Wavelet Transform
The wavelet transform of an image is formed by separately applying low and high pass
filters along the rows of the source image and then separately applying the low and
high pass filters along the columns of the two filtered images. This process results
in four wavelet regions which correspond to the four different filter combinations.
The regions can be down sampled so that the wavelet representation of the image is
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the same size as the original image [10]. In the case of the Discrete Haar Wavelet
Transform the high pass operations are implemented as differences between adjacent
values and the low pass operations are implemented as averages of adjacent values
[16]. An example of the transform is shown in Figure 2-2.
Figure 2-2: An image and its Discrete Haar Wavelet representation
II II
Four Pixel Gr
in Source Lm
Wavelet AJ B
Transform C D
oup Group of Four
Ige Wavelet Values
Figure 2-3: A group of four pixels in the source image produce four values in the
wavelet. A similar figure is used in [6].
Each 2 by 2 group of pixel values in the source image will determine a group of four
wavelet values in the wavelet of the image, as shown in Figure 2-3. For convenience the
region formed by low pass filtering the rows and then low pass filtering the columns
will be called the low pass region. This region can be thought of as a replica of
the source image reduced in scale. The other three regions of the wavelet will be
referred to collectively as the high pass regions of the wavelet. The high pass regions
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of the wavelet represent changes in the image along different directions. When taken
together the high pass regions of the wavelet represent changes in the image at one
scale, similar to a level in the Laplace Pyramid Transform of an image. Using the
notation from Figure 2-3 the transform from the image values to the wavelet values
can be expressed in the following matrix equation.
A 0.25 0.25 0.25 0.25 I
B 0.5 0.5 -0.5 -0.5 II (2.2)
C 0.5 -0.5 0.5 -0.5 III
D 1 -1 -1 1 IV
The matrix equation is simple to invert and the transform from the wavelet values to
the image values is given in Equation 2.3.
I 1 0.5 0.5 0.25 A
II 1 0.5 -0.5 -0.25 B (2.3)
III 1 -0.5 0.5 -0.25 C
IV 1 -0.5 -0.5 0.25 D
From the transform and inversion equations it is clear that the wavelet transform
can be modified so that all of the divide operations occur during either the creation
of the wavelet or the inversion of the wavelet. In the modified transform the different
wavelet regions will be scaled versions of the origional wavelet regions so they will
still represent the same information. In the application discussed in this thesis three
wavelets are formed, and only the fused wavelet is inverted, so it makes sense to define
the transform so that all of the divide operations occur during the wavelet inversion.
This technique can greatly reduce the computational cost of forming and inverting
the wavelet.
It is possible to form a two-level version of this wavelet by applying the wavelet
transform again to the low pass region of the wavelet representation (region A in Fig-
ure 2-3). Higher level transforms can be formed by repeatedly applying the wavelet
transform to the low pass region of the previous transform. When higher level trans-
16
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forms are used the Discrete Haar Wavelet Transform begins to behave like a multi-
scale representation of the image and the comparison of the high pass regions at each
scale to the levels in a Laplace Pyramid Transform becomes clearer.
2.3 Comparison of the two transforms
The Discrete Haar Wavelet Transform (DHWT) and the Laplace Pyramid Transform
(LPT) can be used for image fusion. The different sections of the LPT of an image
represent image features that occur at different scales, as a sort of band pass filtered
version of the image [13]. The high pass regions of the DHWT represent changes
in a four pixel group along certain directions (horizontal, vertical, and diagonal) at
the same scale. The band pass behavior of the LPT may allow for a more flexible
image fusion process that could result in a better fused image, but this advantage
comes with an increased computational cost. A comparison of the computational cost
of the two transforms, as expressed in terms of the number of multiply/divide and
add/subtract operations per pixel required to form and invert the transform is given
in Figure 2-4.
Five Single Two Single
Level Level Level Level
Laplace Laplace Wavelet Wavelet
Pyramid Pyramid
Multiplies 4.96 3.74 1.25 1
and
Divides
Adds 6.62 4.99 7.5 6
and
Subtracts
Figure 2-4: Table of Operation counts
The values in Table 1 are the same as those presented in [6] and represent the av-
erage number of operations per pixel required to form and invert the given transform.
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For the single level wavelet transform the numbers were calculated by summing the
operations required to form and invert the transform for a 2 by 2 block of pixels and
then dividing by four. The numbers for the two level wavelet transform were calcu-
lated in the same way but with a block size of 4 by 4. The wavelet transform used
for the table was modified so that all of the divides occur while inverting the wavelet.
As in [6], the numbers for the LPT were obtained by calculating the number of oper-
ations needed to form and invert the Laplace Pyramid for a 640 by 480 image, then
dividing the number of operations by the number of pixels in the image. It should be
noted that the multiply / divide operations required for the wavelet transform are all
divides by powers of two and can be implemented by bit shifting, so the DHWT of
an image can be formed and inverted much faster than the LPT of the image.
18
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Chapter 3
Fusion Rules
The goal of the image fusion process is to combine features from the source images
into a final image. The image fusion rules are the guidelines used to combine the
source images. The two main types of image fusion rules dealt with in this project
were static fusion rules and adaptive fusion rules. Static fusion rules are rules that do
not depend on pixel values in the source image. A prime example of a static fusion
rule is the 'select maximum' rule, which will be discussed later. In the adaptive fusion
rules the influence of a source image on the final image can be different at different
points in the image. Both types of image fusion rules can be applied to pixel level
image fusion, where the fusion rule is applied directly to the source images, and to
transform fusion, where the fusion rule is applied to the entire transform or regions
of the transform of the source image.
3.1 Static Image Fusion Rules
The two simplest image fusion rules are 'average' and 'select maximum'. The 'average'
fusion rule states that the fused value at any point is the average of the source values
at the same point. When applied to pixel level fusion, the 'average' fusion rule does
an acceptable job of maintaining image features but the fused image will have poor
contrast and will not be very bright.
An alternative to averaging the values to create the fused value would be to use
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the maximum value as the fused value, this is the 'select maximum' fusion rule. When
applied to pixel level fusion, the result image formed using the 'select maximum' fusion
rule will be brighter than the 'average' image but some features from the source images
may not be preserved in the final image. Applying the 'select maximum' fusion rule
to the wavelets of the source images is a common method of performing wavelet based
image fusion [10]. The goal of this technique is to preserve the edge type features
from the high pass sections of the wavelet. The problem with this technique is that
the maximum selection rule is also applied to the low pass region of the wavelet
which contains more than simple edges, and is similar to the original image. Since
the 'average' fusion rule will ensure that features from all of the source images will
be preserved it may make a good choice for the fusion rule used to form the low pass
region of the fused wavelet. The result of applying the 'average' rule to form the low
pass region of the fused wavelet and applying the 'select maximum' rule to form the
high pass regions of the fused wavelet is the 'low pass average, high pass maximum'
fusion rule. This rule was implemented during the research phase of this project, and
the results are shown later in the paper.
3.2 Adaptive Image Fusion Rules
The adaptive fusion rules were developed to improve upon the results of the static
fusion rules, particularly the brightness of the final image. In the adaptive fusion rules
investigated the 'average' rule used in earlier image fusion techniques was replaced
with the weighted sum
IF = W111 + W212 + W313, (3.1)
where I, represents the brightness of image i and W is the weight of image i.
Different techniques for determining the weights at each point were investigated.
In one technique, the weights for the images at a given location were determined by
the pixel values of the source images at the same location. Since the weights were
adaptive and based on single pixel values this technique was called the pixel adaptive
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average technique. The calculation of the image weight is shown below. Note that
the weight for any image is less than one and that the sum of the weights is one. For
this technique the weights approach 1/3 when the pixel values are close together.
_I-
Wi = 1i (3.2)
In a variation of the pixel adaptive average technique the weights are determined
as shown below.
ZI(n 1 )W T = (-1 (3.3)
Again, the weight of each image is less than one and the sum of the weights is
one. With either image weight scheme the weight at each point will be highest for
the source wavelet with the highest brightness at that point. The case of n = 2
is the pixel adaptive average case discussed earlier. As n becomes large the weight
will begin to approximate a 'select maximum' technique as the weight for the source
image with the largest value will approach one, and the weights for the other source
images will approach zero.
In a technique similar to the pixel adaptive technique discussed above the weights
can be determined as a function of the values in the neighborhood of the point. A
weighting window can be used to generate some value for each source at a given
point. The value from the weighting window can replace I, in equations 3.2 and
3.3. For this paper the windows all measured some type of local intensity. In a
variation of this technique the weights are determined by the variance of the image
in the neighborhood of the point [10]. The weighting windows used in this project
are shown below.
In practice, the weighting windows from Figure 3.2 produced results that were not
noticeably different than the results produced by the pixel adaptive average technique
since the windows all estimate local intensity which is fairly constant in most areas
of the source images.
21
(a) (b)
4 20 4
1 4 1
(c)
Figure 3-1: Weight windows used in the window adaptive technique
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Chapter 4
Image Alignment
The cameras that provide the source images to the system do not occupy the same
location, so the images produced by the cameras are misaligned. Additionally, each
camera may have different magnification and may exhibit some radial distortion. If
the distance between the cameras is small relative to the distance between the objects
in the scene and the cameras than good results can be obtained using the following
coordinate transform.
(2 M +1 b (4.1)
Y2 ) (Y1)
In 4.1 M is a 2 by 2 matrix, and b is a vector. The transform allows for rotation
about the optical axis, magnification, and linear displacement of the images due to
differences in principal points in the cameras. The coordinate transform in 4.1, is
simple and linear, but actually does not model perspective projection combined with
rigid body motion. It allows, for example, shearing and anisotropic scaling. However,
for cameras close to one another and with near parallel optical axes, equation 4.1 is
a reasonable and convenient approximation. By selecting three corresponding points
in the source images we can form a system of linear equations to solve for the four
elements of the matrix M and the two elements of the vector b.
Parallax due to differences in camera position cannot be eliminated by this trans-
form. However, when the objects are far from the cameras, relative to camera sepa-
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ration, the parallax is fairly small and is not noticeable in the final image. There are
optical image registration techniques, such as the one used in [5] which could be used
to eliminate the parallax by aligning the optical axis of the cameras. Unfortunately,
such methods are fairly sensitive to beam splitter orientation so it may not perform
well in a driving environment where the beam splitter may become misaligned. As the
test data was provided by an outside source this approach was not pursued further.
The diagram below shows a simple method of optically registering two cameras using
a beam splitter.
Beam Splitter
Camera I
Camera 2
Figure 4-1: Optical registration of two cameras using a beam splitter
The far infrared images in the first set of test data had significant radial distortion.
A simple model of the radial distortion is given in equations 4.2 and 4.3. In this model,
the corrected x and y position of a point in the image are related to the square of the
distance from the center of the image to the uncorrected point. The constant k was
initially estimated by measuring the pixel displacement halfway across the image. The
initial estimate was then adjusted until the radial distortion was no longer evident.
X2 = XO + (x1 - xo)[1 + k(xi - XO) 2 + k(y 1 - yo) 21 (4.2)
Y2 = Yo + (y, - yo)[I + k(x1 - Xo)2 + k(y 1 - yo) 2 ] (4.3)
24
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Chapter 5
Interpolation
In general, the coordinate mapping in equation 4.1 does not generate integer pixel
locations from integer pixel locations so some type of interpolation is needed to cal-
culate the pixel values at the points given by the mapping. For this project bicubic,
bilinear, and nearest neighbor interpolation methods were considered.
Of the three interpolation methods investigated for this project bicubic inter-
polation is the most computationally complex, but produces the most numerically
accurate result. Bicubic interpolation is preformed by fitting a cubic polynomial in
x and y through the pixel values in the region surrounding the point whose pixel
value needs to be determined. The algorithm for performing bicubic interpolation is
discussed in detail in [8]. Let the point (i', J') be the point whose value needs to be
interpolated and let (i, J) be the nearest pixel cooridinate. Define the values dx and
dy such that dx = ' - i and dy = j' - i. Finally, let the value at any point (X, y) be
F(x, y). Using this notation the value of the point to be interpolated,using bicubic
interpolation, is given by 5.1 from reference [4].
2 2
F(i', j') = E F(i + m, j + n)R(m - dx)R(dy - n) (5.1)
m=-1 n=-1
where R(x) = ![P(x + 2)3 - 4P(x + I)' + 6P(x)3 - 4P(x - 1)3
Sif > 0,
and P(x) =
0 if x < 0.
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Bilinear interpolation is preformed by fitting a linear function in x and y through
the four pixel locations nearest to the point generated by the mapping function. The
point value generated by bilinear interpolation can be expressed as a weighted sum
of the four pixel values nearest to the point. Bilinear interpolation is less accurate
numerically than bicubic interpolation, but it is computationally simpler. Let (i', J')
be the point whose value needs to be determined. If we define i and j such that
i < i' < i + 1 and j j' < j + I and let dx = i' - i and dy =j' - j than the
interpolated value, F(i', j') can be found from equation 5.2.
F(i',j') = (1 - dx)(1 - dy)F(i,j) + dx(1 - dy)F(i + 1, j)
+dy(1 + dx)F(i, j + 1) + dxdyF(i + 1, j + 1) (5.2)
The most basic interpolation method used during this project was nearest neighbor
interpolation. In nearest neighbor interpolation the pixel value to be determined is
set equal to the value of the pixel to which the point generated by 4.1 is closest.
The formula for nearest neighbor is given in Equation 5.3. Since the interpolated
pixel value is just the pixel value closest to the point, nearest neighbor interpolation
can be implemented as a look-up-table that gives source image coordinates from
aligned image coordinates. Using a look-up-table can eliminate the need to form an
intermediate aligned image, greatly speeding the image fusion process.
F(i',j') = F(round(i'), round(j')) (5.3)
In equation 5.3, round(x) gives the nearest integer value to x.
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Chapter 6
Color Space
In this project we are combining one visible light color image with two monochrome
brightness images from different wavelength regions. There are two options for deal-
ing with the color channels of the visible image, combine the channels with the
monochrome images separately or use a color to brightness transform to create a
brightness image from the color image and then combine the brightness images. Com-
bining the channels separately was investigated initially, but was discarded since it
is more computationally intensive for the transform based image fusion techniques.
For the transform based image fusion techniques the transform of each color channel
would have to be calculated.
I = WR +WG + WbB, (6.1)
The image brightness is calculated as a weighted sum of the red, green, and blue
pixel values as shown in equation 6.1. There are several possible choices for the color
weights. The NTSC weights and 1/3 weights were used in this project. The NTSC
weights are based on the perceived brightness or red, blue, and green. The use of 1/3
weights does not correspond to human perception but is a reasonable approximation
for our purposes. The NTSC weights for brightness are the same as the brightness
weights used in the RGB to YUV color space transform, given below.
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Y 0.299 0.587 0.114 R
U = -0.147 -0.289 0.437 G (6.2)
V 0.165 -0.515 -0.1 B
We investigated several methods of returning the color to the fused brightness
image. For the brightness transform using the NTSC or 1/3 weights the color was
returned to the fused image by preserving either the ratio of the color value to the
brightness value or the distance from the color value to the brightness value. The two
equations are shown below.
Cnew = InewCold/Jold (6.3)
Cnew = Inew + (Cold - 'old) (6.4)
An additional method of returning color was based on the RGB to YUV transform.
In the YUV color space Y corresponds to brightness. To find the RGB values from the
YUV values we need to calculate U and V based on the original RGB values. With
the fused brightness value and the original U and V values the inverse transform
(shown below) can be used to get the final RGB values.
R 1 0 1.403 Y
G 1 -0.344 -0.714 U (6.5)
B 1 1.773 0 V
None of the above equations used to return color require that the final brightness
have anything to do with the visible image brightness. In the source images used for
this thesis the visible image did not contain any information that was not present
in the short wavelength infrared image except visible color. This observation leads
to an interesting idea: base the intensity solely on the two infrared images and then
use the color image only for the color in the fused image. This 'color for color only'
technique will have a lower computational cost than techniques that use the full set
of images, but since the non-color information in the visible image is replicated in
28
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the short wavelength infrared image the resulting fused image should be of the same
quality as the result from the technique using the full set of images.
Two major problems were encountered during this project when using the color
transform methods discussed above. The first major problem has to do with low color
information in the dark regions of the visible image. The values of red, green, and
blue are poorly defined in the regions where the brightness is near zero and can be
thought of as noise in the camera. If the corresponding regions in the infrared images
are bright then the fused image will likely be bright in that location. Returning color
in this case is like amplifying the noise in the visible image. This problem was fixed
by using a grey level instead of color in the final image when the initial brightness
was below a set threshold.
The second major problem had to do with saturation during the color restoration
process. In some cases it is possible for the fused brightness to be so large that the
color restoration process predicts a color value greater than 255, the limit of the color
channel. In this case the color channel saturates and is set to 255. Saturation of one
or more color channels can change the way the color appears. One method of dealing
with saturation was to limit the final brightness value so that at most one channel
reaches 255. It is possible to implement the brightness limit for all of the transforms
used in this project, but doing so did not result in a noticeable improvement in the
color of the fused images.
29
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Chapter 7
Results
The results of the image fusion algorithms developed for this project are shown on
the next page. As stated in the introduction, the source images come from a color
visible camera, a monochrome camera operating in the short wavelength infrared (up
to 1100nm), and a monochrome camera operating in the long wavelength infrared
(7-14 microns). A copy of each of the source images is provided before the result
images. In each technique the brightness value was formed using 1/3 weights and
the color was returned to the fused image using the ratio preserving method. No
saturation correction was used.
The result images are divided into three sets. The first set contains the pixel level
image fusion results. The second set contains the Laplace Pyramid Transform based
image fusion results, which were generated to serve as a baseline to compare the
Discrete Haar Wavelet Transform based results. The final set contains the Discrete
Haar Wavelet Transform based image fusion results.
7.1 Pixel Level Image Fusion Results
The pixel adaptive average result and the 'select maximum' result are the two best
pixel level results. The 'average' result did preserve the main features of the scene
but it was not nearly as bright as the other images. The three window weighted
results appeared to be the same as the pixel adaptive result. In this set of images the
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Figure 7-1: Source Images: Visible(top), Short Wavelenght Infrared(bottom left),
and Long Wavelength Infrared (bottom right)
brightest and sharpest image was from the short wavelength infrared camera so the
maximum result was very good. Whenever most of the detail in the scene is present
in the brightest image the 'select maximum' based techniques should perform very
well.
7.2 Laplace Image Fusion results
The Five-Level Laplace Pyramid 'select maximum' technique produced the best
Laplace Pyramid Transform based fusion result. The results based on the Single-
Level Laplace Pyramid are not as good as those based on the Five-Level Pyramid,
which is expected because the Five-Level Pyramid has more frequency bands than
the Single-Level Pyramid. When compared with the pixel level results the five level
'select max' result did a better job of preserving the fine detail in the brush along the
side of the road.
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7.3 Discrete Haar Wavelet Transform based re-
sults
The Two-Level DHWT result based on the 'Low Frequency Average High-Pass Max-
imum' image fusion rule is clearly better then the one level version of the same rule.
The Two-Level result is brighter and sharper. It is interesting to note that the Two-
Level result is of the same quality as the pixel adaptive one level result and the color
for color only result. All of the DHWT results preserve the features of the source
images and are comparable to the Laplace Pyramid Transform based results. The
'Color for Color Only' result is of the same quality as the other images, but it was
simpler to compute.
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Figure 7-2: Pixel Level Image Fusion results: 'select maximum' (top left), 'Aver-
age'(top right), Pixel Adaptive Average (middle left),WindowA (middle right), Win-
dowB (bottom left), WindowC (bottom right)
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Figure 7-3: Laplace Image
max' (top left), Five-Level
'select maximum' (bottom
Fusion Results: Single-Level 'low pass average, high pass
'low pass average, high pass max' (top right), Single-Level
left), Five-Level 'select maximum' (bottom right)
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Figure 7-4: Discrete Haar Wavelet Transform Results: Single Level 'low pass average
high pass max' (top left), Two Level 'low pass average high pass max' (top right),
Single Level 'low pass adaptive average high pass max' (middle left), Two Level 'low
pass adaptive average high pass max' (middle right), Color for Color only based on
Single level wavelet.
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I., "Aim*
Chapter 8
Conclusion
Image fusion techniques based on the computationally simple Discrete Haar Wavelet
Transform were investigated in this thesis. The results of these techniques were com-
parable with the results formed using the more complex Laplace Pyramid Transform.
In the nighttime driving display application the major system consideration will be
frame rate. The computational simplicity of the Discrete Haar Wavelet Transform
based techniques combined with look-up-table based image alignment and simple
color transforms has great potential for real time implementation.
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