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Continuous-time SARSAAn animals’ ability to learn how to make decisions based on sensory evidence is often well described by
Reinforcement Learning (RL) frameworks. These frameworks, however, typically apply to event-based
representations and lack the explicit and fine-grained notion of time needed to study psychophysically
relevant measures like reaction times and psychometric curves. Here, we develop and use a biologically
plausible continuous-time RL scheme of CT-AuGMEnT (Continuous-Time Attention-Gated MEmory
Tagging) to study these behavioural quantities. We show how CT-AuGMEnT implements on-policy
SARSA learning as a biologically plausible form of reinforcement learning with working memory units
using ‘attentional’ feedback. We show that the CT-AuGMEnT model efficiently learns tasks in continuous
time and can learn to accumulate relevant evidence through time. This allows the model to link task dif-
ficulty to psychophysical measurements such as accuracy and reaction-times. We further show how the
implementation of a separate accessory network for feedback allows the model to learn continuously,
also in case of significant transmission delays between the network’s feedforward and feedback layers
and even when the accessory network is randomly initialized. Our results demonstrate that CT-
AuGMEnT represents a fully time-continuous biologically plausible end-to-end RL model for learning
to integrate evidence and make decisions.
 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
The environment we live in presents a stream of information,
where new events have to be recognised, some elements have to
be maintained in memory, and behavior has to be adapted to opti-
mally respond to the perceived state of the environment. Rein-
forcement Learning (RL) is the theoretical framework for learning
from interaction with the environment, and it is deeply linked with
neuroscience and psychology [1,2]. RL has been used to explain
how an agent can solve complex problems, learning from very
sparse and often delayed signals – rewards or punishments [3].
In many tasks, the behaviorally relevant state of the environment
includes past events, like past roadsigns determining a current
roadturn - learning what to remember is then crucial to construct-
ing a compact state representation on which to act. While RL com-bined with modern deep learning has demonstrated impressive
results in various game settings [4,5], from a biological perspective
the question is how the brain accomplish such working memory
tasks.
A line of recent work has proposed a central role for attention-
ally gated feedback in biologically plausible deep reinforcement
learning [6–10]. In particular, [6,7] propose AuGMEnT (Attention-
Gated MEmory Tagging) as a biologically plausible neural network
RL framework that implements SARSA. In AuGMEnT, a feedforward
pass through the neural network computes q-values for the various
available actions from sensory inputs and an action is selected as a
function of the q-values. Then, attentional feedback from the action
selection stage is used for spatial credit assignment: feedback sig-
nals highlight only those weights that are responsible for the selec-
tion of the winning action. These connections are subsequently
modified according to a globally released neuromodulator imple-
menting a biologically plausible form of error-backpropagation.
AuGMEnT includes working memory units to store relevant sen-cement
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[11,12].
Still, in most such models of RL, the representation of time is
abstracted into discrete events sampled in the ordered presenta-
tion: the agent is given only behaviourally meaningful new obser-
vations to elicit an update in the agent’s state and the selection of a
new action. Events are thus externally defined and effectively pro-
vide the agent the information on when a decision has to be made.
Alternatively, for example in problems involving sequences of
video frames like in video games, complicated frame-selection
schemes are used to limit the number of actions selected [4], as
standard RL methods scale poorly with the fine-grained time-
scale effected by higher framerates. To map closely to typical psy-
chophysically meaningful measures like psychometrical curves
and reaction times, we need to take serious the issue of
continuous-time in biologically plausible reinforcement learning.
Work on powerful yet plausible models of continuous-time
reinforcement learning is sparse: Bellec et al. [13] implement
approximate backpropagation through time (BPTT) to implement
Proximal policy optimization algorithms in a reinforcement learn-
ing with spiking neurons for tasks which require only limited
memory, and Zambrano et al. [14] developed a first continuous-
time version of AuGMEnT. This continuous-time RL framework,
CT-AuGMEnT, solves working memory RL problems in machine
learning in continuous-time through a continuous-time version
of SARSA reinforcement learning coupled to an action-selection
system modeled after the basal ganglia model developed by [15].
Here we expose and expand the CT-AuGMEnT framework to
include effective exploration strategies, and we show how this
CT-AuGMEnT decision-making framework can learn time-
continuous versions of classical cognitive tasks from the literature
much more efficiently as compared to a fine-grained time-stepped
version of AuGMEnT. The framework thus allows us to study an
important open question in neuroscience: what is the role of time
in reinforcement learning? Specifically, we here study how we can
use networks trained with CT-AuGMEnT to obtain reaction times
and psychometrical curves for classical RL tasks studied in
neuroscience.
Evidence integration in continuous-time has been studied in
monkeys during decision-making tasks, such as motion-
discrimination tasks where the optimal integration of sensory
information is critical for an accurate response. We show that
CT-AuGMEnT allows networks to learn to accumulate the relevant
evidence by tuning the memory units to the appropriate percep-
tual inputs, with a performance that is comparable to that of the
animals. Indeed, networks trained with CT-AuGMEnT predict
how the task difficulty affects both performance and reaction-
time: these aspects can only be modelled when continuous-time
is considered.
We also study a related issue in continuous-time learning: the
phased nature of learning in neural networks. In standard neural
networks, a feedforward ‘inference’ phase in the network to com-
pute outputs (or q-values) is alternated with a feedback phase
where credit is assigned synapses for learning [16]. We show
how non-alternating continuous learning can be implemented
via a separate accessory network that carries the feedback signal
[17,18]. The use of a separate accessory network to carry feedback
also allows us to study network with both symmetrical feedfor-
ward and feedback weights, and asymmetrical weights, where
the former is problematic from a biological perspective [19]. We
find that an asymmetric accessory network incurs little cost in
terms of network convergence.
Since, in a biological setting, such an accessory network will
cause feedforward and feedback activity to be out of phase due
to inevitable transmission delays between network layers, we
investigate to what degree our CT-AuGMEnT networks can cope2
with delays in the propagation of information between layers:
we find that the trained networks perform well, even for signifi-
cant delays in an accessory network.
The paper is organised as follows: in Section 2, we summarize
CT-AuGMEnT and introduce all the relevant components and the
learning rule. In Section 3, we demonstrate the CT-AuGMEnT
framework by illustrating continuous-time implementations of a
number of standard working memory tasks from the neuroscience
literature that expose different aspects of complexity in task learn-
ing, and show how we can model reaction-time experiments
within the CT-AuGMEnT framework. In Section 4, we examine
the impact of delays between layers when feedback is carried by
a separate and randomly initialized accessory network. Finally, in
Section 5, we discuss our findings and their context.
1.1. Related work
RL algorithms are typically derived as a solution of the Bellman
equation [3] and aim to find policies for agents that optimize the
obtained sum of (discounted) future rewards in an environment
where the agent can select actions in a succession of specific state
transitions. Reinforcement algorithms exist in on-policy and off-
policy flavors, where on-policy algorithms like SARSA use only
the experienced state-action transitions to update their policy, in
contrast to off-policy algorithms like Q-Learning [3]. Both SARSA
and Q-Learning algorithms are value-based RL algorithms as they
aim to estimate the value of a state-action pair as the expected
sum of future rewards, so-called action-values. On-policy RL algo-
rithms like SARSA result in more conservative policies, and monkey
studies have provided evidence that their behaviour is only com-
patible with on-policy algorithms [20–22]; experimental work by
[23] suggests that working memory comprises an intrinsic and cru-
cial part of RL in humans.
For event-based and discrete-time optimization problems, rein-
forcement learning has been used to successfully train deep [4,5]
and recurrent neural networks [12,8]. For working memory tasks,
[12] demonstrated that LSTMs can be trained with the RL Advan-
tage Learning algorithm.
In a biological context, Todd et al. [24] used a tabular actor-
critic representation, where working memory is explicitly repre-
sented as a second actor – a gating actor – which augments the
current observation with past observation. The gating actor can
choose to maintain or replace its element memory with the current
observation. Lloyd extends the gating model by comparing two
learning algorithms, Actor-Critic and SARSA, with learning patterns
in rats [25]: the authors suggest that only SARSA provides faster
learning as seen in animals. In this model, the motor actor is only
used in the final stage of the task. Song et al. [26] proposed a work-
ing memory neural network model for decision making trained
with an actor-critic off-policy algorithm called REINFORCE
[27,28]. Their model shows comparable results as presented in this
paper on similar tasks, but the learning algorithm is off-policy and
still formulated in discrete-time. In [29] the authors proposed a
biologically-plausible continuous-time approximation to
gradient-based supervised learning to train a recurrent neural net-
work. For the locality constraint, the algorithm builds on the feed-
back alignment theory proposed in [30].
The AuGMEnT framework [6,7] implements the SARSA RL algo-
rithm in a neural network with working memory using a biologi-
cally plausible local learning rule.
For continuous-time (or very fine time-steps), RL algorithms
can be obtained by solving the continuous-time equivalent of the
Bellmann equation, the Hamilton–Jacobi-Bellman (HJB) equation
[31–33]. When learning action-values, Baird demonstrated that
RL using the off-policy Q-learning algorithm [34] and the on-
policy SARSA RL algorithm are theoretically infeasible in
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a single infinitesimal action on the total reinforcement becomes
undetectable [35]. Advantage Learning has been proposed as a
continuous-time formalisation of Q-learning [36,35]; Advantage
Learning however is still an off-policy method that computes
updates using the best available action rather than the actually
taken action, and is therefore insensitive to large and negative
rewards (potentially fatal) during exploration [37,3, Chapter 6.5].
Continuous-time actor-critic architectures have also been pro-
posed, where the control of actions is computed separately from
an estimate of the value of the current state [33], and Bellec
et al. [13] developed a spiking neural network version to imple-
ment proximal policy optimization [38]. [39] proposed a neural
network model with working memory units but without hidden
layers, that was trained with continuous-time TD learning. How-
ever, a continuous-time solution for SARSA has not been developed
yet, and given the evidence for on-policy RL in the brain, this is an
important hiatus.
In continuous-time formulations of RL, the process of decision
making has to be addressed, as potentially noisy perceptual input
needs to be integrated across time to make optimal decisions. In
a decision-making process, the sensory-motor mapping is thought
to involve cortical and subcortical structures that contribute to
sensory processing, decision making and actions selection. Evi-
dence suggests that the basal ganglia contribute to the action
selection process [40,41]. [42] demonstrate how an architecture
composed of an evidence accumulator implemented in the cortex
together with an action selection system modelled by the basal
ganglia model of [15] can optimally solve the Multiple Sequential
Probability Ratio Test (MSPRT), a multi-hypothesis version of the
Sequential Probability Ratio Test [43] often used to explain the
brain’s decision-making process. However, the decision making
model from [42] does not include learning what perceptual evi-
dence should be integrated; [44] proposed an actor-critic architec-
ture for learning to make decisions, but this model lacks working
memory and is not defined in continuous-time. Rao in [45] studies
a combination of Bayesian inference, Partially Observable Markov
Decision Processes (POMDP) and TD learning and shows how this
approach can also solve MSPRT problems. CT-AuGMEnT differences
from this work in the sense that it formulates TD learning in
continuous-time and studies its implications in the tasks; and it
adds an explicit representation of the action-value functions typi-
cal of the on-policy SARSA learning framework.CT-AuGMEnT thus
serves as a model for studying how decision-making is learned in
the brain based on reinforcement learning and integration of sen-
sory evidence within working memory.2. Continuous-time on-policy reinforcement learning
2.1. Continuous-time action-value functions
The CT-AuGMEnT algorithm [14] is a continuous-time formali-
sation of the on-policy SARSA neural reinforcement learning
framework described in [6,7]. The working memory units in CT-
AuGMEnT employ a similar linear memory principle as the
Constant-Error-Carousel in LSTMs [11,12] but substitute gating
mechanisms with rectified derivative inputs [6,7] for lower learn-
ing complexity; CT-AuGMEnT is also formulated strictly in terms
of RL. The model framework for CT-AuGMEnT [14] is described
below for discrete time-steps of size dt: by decreasing this time-
step, the model approximates continuous-time.
We consider a POMDP as a continuous-time dynamical system,
f ðtÞ, with a discrete state set, S, and a discrete action set, A. For
every time-step t, the system is in a state s 2 S, and an action3
a 2 A is selected. The system receives a reward r as a function of
the current state and the selected action:
rðtÞ ¼ r sðtÞ;aðtÞð Þ: ð1Þ
The goal is to find a state-dependent policy for selecting actions,
lðtÞ,
aðtÞ ¼ l sðtÞð Þ; ð2Þ
that maximises the cumulative future rewards,





s r sðfÞ;aðfÞð Þdf; ð3Þ
for any initial state sðtÞ. Qlðs;aÞis called the action-value function of
the state s and action a, and s is the time constant for discounting
future rewards as defined in [33, for value functions]. The optimal
action-value function Q ðs; aÞ for the optimal policy l is defined as:
Q ðsðtÞ;aðtÞÞ ¼ max
l
QlðsðtÞ;aðtÞÞ: ð4Þ
For optimal action-value functions, the condition for optimality
at time t is given by
1
s
Q ðsðtÞ; aðtÞÞ ¼ max
l






which is a discounted version of the Hamilton–Jacobi-Bellman (HJB)
equation, and can be obtained by differentiating Eq. (4) (described
in Appendix A).
We estimate the action-value function with a function approx-
imator. This estimate can be updated by taking advantage of a self-




QlðsðtÞ;aðtÞÞ  rðtÞ: ð6Þ
This condition holds for any policy including the optimal policy
Q ðs; aÞ (see Eq. (4)), and can be used to compute the so-called
Temporal Difference (TD) error [3] as:
dðtÞ ¼ rðtÞ  1
s
Ql sðtÞ;aðtÞð Þ þ _Ql sðtÞ;aðtÞð Þ: ð7Þ
By combining the backwards Euler approximation as
_QðtÞ ¼ ðQðtÞ  Qðt  dtÞÞ=dt and Eq. (7), we can derive the follow-







Ql sðtÞ; aðtÞð Þ  Ql sðt  dtÞ; aðt  dtÞð Þ
 
; ð8Þ
where the reward rðtÞ has been rescaled as rðtÞ=dt. If dt ¼ 1, and if
the discount factor is c ¼ 1 dts , we obtain the standard formulation
of the discrete time TD error. Note that the previous equation is
exact when Ql is differentiable over t. Therefore for abrupt changes
in the state or action an error may occur. These abrupt changes,
however, do not exist in real systems. For example, in brains the
perception system acts as a filter for the unexpected events in the
environment.
2.2. Continuous-time AuGMEnT
In CT-AuGMEnT, we use as a function approximator an artificial
neural network (ANN) composed of three layers of units connected
by modifiable synapses (see Fig. 1), plus an action layer – the Z-
layer – which specifies the currently selected action. The ANN is
an abstracted representation of neural computation in the brain:

















Less inhibited: selected action
inhibition WZ+
Fig. 1. CT-AuGMEnT architecture with the action selection system (feedforward dis-inhibition) in the output layer. Higher activity is depicted in dark grey: the cell’s activity
is proportionally responsible for the action selection and their connections are tagged correspondingly for later updating. Synaptic Tag (blue pentagons) and synaptic Traces
*purple circles) are also shown. Inset: during exploration an extra input is added from the explorative Q-neuron, and consequently to all the units of the motor layer. b
Summary of Equations for the AuGMEnT versus CT-AuGMEnT models.
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Q-layer action-values are computed. The stimuli are represented
in the input layer by instantaneous (‘‘instant” in Fig. 1) and tran-
sient (on/off) units, mimicking the behaviour of cells found in the
early stages of visual cortex [46]. Instantaneous units, x, are active
as long as the stimuli is present, while transient units xþ=x repre-
sent positive and negative changes in sensory input:
xþðtÞ ¼ ½ _xðtÞþ ¼ 1dt ½xðtÞ  xðt  dtÞþ;
xðtÞ ¼ ½ _xðtÞ ¼ 1dt ½xðt  dtÞ  xðtÞþ;
ð9Þ
where ½:þ is a threshold operation that returns 0 for negative val-
ues; as before, we assume backward Euler approximation of the
time derivative of _xþðtÞ and _xðtÞ for small dt.
The instantaneous units i from the input layers are fully con-
nected to regular (R) units j in the association layer through con-
nections vRij, while transient units l of the input layer are fully
connected to memory (M) units m through connections vMlm
(Fig. 1). The activations for regular units yRj and memory units y
M
m
are then computed as:













where xðtÞ ¼ ½xþðtÞ; xðtÞ is shorthand for the on/off inputs to
memory units, and r is the sigmoidal activation function
rðinpÞ ¼ 11þexpðhinpÞ, where h is a threshold parameter set to 2:5
and with derivative:4
@rðtÞ
@inpðtÞ ¼ rðtÞ 1 rðtÞð Þ ¼ yðtÞ 1 yðtÞð Þ: ð11Þ
The memory units are modeled as perfect integrators: their per-
sistent activity mimics the behaviour of cells found for example in
frontal cortex or in area LIP area of the parietal cortex [47–49]. The
second part of Eq. (10) is derived from the temporal gradient















The Q-layer receives input from the association layer by the
connections wRjk and w
M
mk. Every neuron in this layer, qk, computes











j ðtÞ: ð12Þ2.3. Action selection
In CT-AuGMEnT, actions associated with the estimated action-
values computed in the Q-layer continuously compete for control
over behaviour. An action selection mechanism typically resolves
this competition by selecting the action with the highest action-
value by default and by occasionally randomly sampling from
lower-valued actions. Such exploration/exploitation strategies
allow the agent to find novel, more rewarding paths in the state
space [3]. CT-AuGMEnT uses the Max-Boltzmann strategy [50]:
the highest action value is selected with a probability of 1 ,
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This action selection rule however cannot be directly applied to
a continuous-time setting. For action-values, [35] already demon-
strated that the reduction of the time-step duration negatively
affects the convergence rate. Intuitively, a shorter time-step corre-
sponds to more state-action transitions, thus to a smaller effect of
that action on the final reward. Moreover, function approximators,
such as neural networks introduce their own imprecision in the
action-value computation, exacerbating the problem. It also seems
intuitively incorrect that the duration of an action, and thus its
effect on the environment, depends on the dt size of the algo-
rithm’s update.
Starting from the observation that actions in the real-world
have their own time requirements, CT-AuGMEnT uses an action
selection system that dynamically solves the competition among
the actions in the form of a simplified model of basal ganglia oper-
ation [15]. The basal ganglia inhibits all the non selected actions,
and disinhibits the selected action – the action with the highest
action-value. In CT-AuGMEnT, this is achieved by connecting the
Z-layer to the Q-layer with off-centre and on-surround connectiv-
ity: each neuron in the Q-layer transmits a disinhibitory signal to
the corresponding neuron in the Z layer through the connection
wz (the negative sign in Eq. (15) represents the inhibitory contri-
bution), and it transmits a positively valued signal to inhibit all
the other neurons in the Z-layer through the weights wþz (see the
connections between the Q and Z layers in Fig. 1).
The activity of the action selection system (Z) is computed as:
aZi ðt þ dtÞ ¼ aZi ðtÞ þ ð1 qÞ  ðuQi ðtÞ  aZi ðtÞÞ; ð14Þ




Here, the balance between disinhibition and inhibition has been
chosen as m ¼ wþz =wz ¼ 1=n; where n is the number of actions (i.e.
the optimal solution; [15]): in the case of equal q-values for all
actions, the sum of the positive inhibitory input exactly balances
the negative disinhibitory input. The activity of the Z-layer
(action-selection), aZ , is modelled as a leaky integrator where the
constant q ¼ expð dtsqÞ depends on the time constant sq of that
action. This equation can be viewed as an exponential filter: as
sq approaches 0, there is no filtering – the output equals the new
input. In this case, the output action follows any variation of the
Q-values. As the time constant becomes large, transient inputs
are ignored. In principle, different actions can have different time
constants; however here we endow all actions with an identical
sq. Winner-take-all behaviour in the Z-layer is guaranteed if the
action with minimal activation (maximal disinhibited) is selected
at every dt. In our model, this action is selected for a continuous
period before it can be interrupted by the next action:






Exploration takes place with probability dt, and the action is
selected from the Boltzmann distribution of the actions’ expected
values, according to Eq. (13). The exploration mechanism overrides
the selection mechanism by adding an external input; this strategy
is compatible with the evidence observed in humans [51], where
prefrontal regions associated with high-level control are active
during a behavioural switch from an exploitation to an exploration
strategy.5
In the model, an external input Iex is added to the explorative
action in case of exploration – in Eq. (15), see insert in Fig. 1 – as:
Iex ¼ 2maxðQÞ minðQÞ  qexj j;




The magnitude of Iex guarantees that the selected action – with
Q-value qex – overcomes the inhibition provided by the highest
action-value, which is achieved by setting Iex to the sum of the dif-
ference between the highest and the lowest Q-values and the dif-
ference between the highest valued action and the selected
exploratory action. The signal Iex is added for a fixed amount of
time Tex, set to Tex ¼ 3sq: given the step response of the first-
order linear system of Eq. (14), the summed contribution corre-
sponds to the time needed to reach 95% of the maximum activa-
tion. The exploration mechanism in our model takes into account
the time constant of the selected action: a longer action time con-
stant implies longer exploration; here we used identical time con-
stants for all actions, for simplicity.
2.4. Feedback connections gate learning
In CT-AuGMEnT [6,7], two factors modulate the network plas-
ticity during learning: the TD-error computed by Eq. (14), – which
in the brain would be signalled by a global neuromodulatory signal
(such as the global release in the brain of dopamine or acetyl-
choline) – and an attentional feedback signal that is propagated
from the response selection stage back to earlier processing levels
and gates the plasticity: both signals contribute to learning. Since
the action-value function is estimated by a function approximator,
a convenient way to reduce the TD-error is to use gradient descent

















where w is the vector of the ANN’s parameters and delta is the TD-
error also known as reward prediction error. The feedback is pro-
vided by the unit that encodes the selected action a, and it makes
the synapses responsible for the current selection eligible for plas-
ticity by creating synaptic tags (blue pentagons in Fig. 1). As defined
in [6], synaptic tags are equivalent to eligibility traces, which, as in








where 0 < / < s is the time constant of the tag decay. Thus, by dis-
cretising Eq. (19), the tag updates for the synapses of regular units
(R) and the memory units (M) with the Q-layer are defined as:
TagRjkðt þ dtÞ ¼ 1 dt/
 	
TagRjkðtÞ þ dt yRj ðtÞzkðtÞ
h i
;
TagMmkðt þ dtÞ ¼ 1 dt/
 	





with zk ¼ 1 for the selected action (k ¼ a), zk ¼ 0 elsewhere (k – a)
as defined by Eq. (16) (Appendix B gives the full derivation of these
updates). Hence, the selected action a provides feedback and it
thereby enables the plasticity of connections to winning output unit
a. Note that to be fully local, the winning action activity has to be
visible to the connections in the Q-layer. This can be achieved
through an accessory feedback network as described in Section 4
combined with a fast winner-take-all circuit [54]. In the discrete-
D. Zambrano, P.R. Roelfsema and S. Bohte Neurocomputing xxx (xxxx) xxxtime AuGMEnT the tag decay was defined as a ¼ ð1 kcÞ; here, to
be consistent, we define: k ¼ ð1 dt/Þ=ð1 dts Þ. As a result from the
tag update equation, we observe that the association units that pro-
vided stronger input to the winning action a, also receive stronger
feedback – they will be held responsible for the outcome of the
action and increase their strength if dðtÞ is positive but decrease
their strength if dðtÞ is negative. Equivalently, tags on connections
between regular units in the association layer and instantaneous
units in the input layer depend on the activity in the input layer
units themselves and on the feedback activity from the selected
action to the regular unit in the association layer:










where xi is the presynaptic activity in the input layer,
@rðinpRj ðtÞÞ
@inpRj ðtÞ
depends on the postsynaptic activity in the regular association layer
unit, and w0Raj is feedback from the winning output unit to unit j; all
three signals are locally available at the synapse (see also the full
derivation in Appendix B). In this formulation, the feedback connec-
tions w0Raj and feedforward connections w
R
ja have the same strength,
though as pointed out in [18] this is not a necessary requirement
and can emerge during the learning process.
As in AuGMEnT [7], we use synaptic traces (purple circles in
Fig. 1) between sensory units and memory cells for working mem-
ory learning:
sTracelmðt þ dtÞ ¼ sTracelmðtÞ þ dt½xl ðtÞ: ð22Þ
The traces build up over time if the pre-synapse is active. Traces
can be transformed in tags by feedback from the response selection
stage, just as is the case for the tags on the connections between











ð23ÞFig. 2. Summary of Equations for the AuG
6
The plasticity of all synapses (either R or M units) follows:
v ijðt þ dtÞ ¼ v ijðtÞ þ dt½bdðtÞTagijðtÞ
wjkðt þ dtÞ ¼ wjkðtÞ þ dt½bdðtÞTagjkðtÞ;
ð24Þ
which shows that only when tags are formed, the synapses become
susceptible to the TD-error dðtÞ as encoded by the neuromodulator.
Since the weight update uses the current estimate of the dðtÞ error
and the value of the tags, the traces and tags have to be updated
after updating of the weights. As is common in discrete-time RL,
memory units, tags and traces are reset to zero at the end of every
trial, and the transition to the terminal state generates a d error
computed with an expected reward set to zero. In the brain, tags
and traces would reset either passively, through temporally spaced
trials, or actively, for example using internal reset actions [55]. For
CT-AuGMEnT, an equivalent method is to update the network for an
entire unit-of-time (Tend ¼ 1dt dt), with the d error computed with
QðsðtÞ;aðtÞÞ ¼ 0 and where Tend denotes the final event or time-
step in the respective task. In Appendix B we show how these learn-
ing rules minimise the expected squared-prediction error.
Summarising the adaptation of AuGMEnT to continuous-time,
the equations that map the forward neural computation in AuG-
MEnT to CT-AuGMEnT are shown in Fig. 2.
3. Solving continuous-time working memory RL tasks
First, we compare the CT-AuGMEnT model to the event-based
version of the AuGMEnT method to demonstrate the limits of
time-stepped representations for neuroscience modelling and the
need for effective decision-making circuits and related exploration
mechanisms. For this, we study three classical tasks from the neu-
roscience literature: a Saccade/anti-Saccade task, a Delayed Match to
Category and a two- and four-choice Motion Discrimination Task.
The Saccade/anti-Saccade (SaS) task as presented in [7] models a
classical problem [48] which requires learning a non-linear XOR-
like mapping. The Delayed Match to Category (DMC) task intro-
duced in [56] demonstrates continuous-time evidence collection
and decision making, while the Two- and Four-choice motion dis-MEnT versus CT-AuGMEnT models.
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continuous-time learning and psychophysical measurements like
reaction times (RT) and performance. In Appendix C, two other
tasks are described: the Motion-or-Colour (MoC) task from [57]
combines continuous-time evidence integration with non-linear
mapping; and the T-Maze (TM) task from the machine learning lit-
erature, where an agent has to reach the end of a corridor of length
N and then make a decision; for the latter task, we compare CT-
AuGMEnT with a continuous-time version of LSTM.
The meta–parameters for all the simulated tasks are set to
b ¼ 0:15; k ¼ 0:20; c ¼ 0:90;  ¼ 0:025 and h ¼ 2:5. To compare
with the same parameters used in [7], we use s and / computed
for dt ¼ 1 and then k and c are scaled accordingly with respect to
dt. The initial synaptic weights are drawn from a uniform distribu-
tion of U½0:25;0:25. At the end of the learning phase, we test the
network by evaluating the accuracy of the responses for every con-
dition with b and  ¼ 0 (so that learning and exploration is
switched off). The accuracy is reported in Table 2 for the
Saccade-anti-Saccade task. For the Delayed Match to Category
and Two- and Four-choice tasks, due to the presence of noise in
the input, we report the number of networks that achieve the con-
vergence criterion.
Table 1 summarises the full implementation details; all results
in this section are reported for networks with symmetric feedback
weights as in the original AuGMEnT implementation. As in AuG-
MEnT, the network architectures use relatively few neurons, which
proved sufficient to learn the tasks.
The Saccade/anti-Saccade (SaS) task, [6,7,14] is used to study
working memory in monkeys [48] and requires the maintenance
of a presented cue in working memory and a cue-dependent action
to be taken at the go signal. This task is an example of a task where
a non-linear mapping between the state and action space has to be
computed so that the network needs to have at least one hidden
layer. The continuous-time implementation demonstrates how
the learning process depends on the timed phases of the task, such
as the time duration of the cue or the delay phase.Table 1
Summary of the tasks’ configuration. SaS: Saccade-anti-Saccade; DMC: Delayed Match
criteria are taken from the original tasks, except for the DMC and the MDT tasks where th
Task Architecture dt sq Rewa
SaS In = 4 (Anti, Pro, Cue Left, Cue Right),











MDT 9 In, 5 R, 5 M, 5 Out (Fixate, Up, Down, Left, Right) 0.03 0.5 rfix ¼
rfin ¼
Table 2
Summary of the results for the comparison between AuGMEnT and CT-AuGMEnT. For th
networks that converge.
Task dt AuGMEnT
Accuracy (%) Trials Accur
SaS 0:5 42 5874 213 99
0:1 0 n.c. 97
Convergence (%) Conve
DMC 0:1 7 17119 741 100
0:03 0 n.c. 97
MDT 0:03 – – 89
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As illustrated in Fig. 3a, the SaS task starts with an empty
screen, then the Fixation phase begins where the respective mark
is shown: a small reward is given, rfix, if the agent succeeds in
maintaining fixation for 2 s. Then, a cue appears on either the left
or the right of the fixation mark – the Cue phase (red circle in
Fig. 3a). The cue is presented for 1 s, then a Delay phase of 1s fol-
lows when only the fixation mark is presented. Any interruption
of fixation during this phase (e.g. an eye movement towards the
red cue) terminates the task without reward. The disappearance
of the fixation mark signals the Go phase, where an eye movement
is requested.
In the SaS task, the type of fixation mark determines the strat-
egy to adopt: a cross mark requires a pro-saccade decision, while a
triangle mark requires an anti-saccade. In the pro-saccade condi-
tion, the agent has to move its eyes toward the remembered loca-
tion of the cue, while in the anti-saccade it has to move its eyes in
the opposite direction. Only the correct choice is rewarded with
rfin.
The AuGMEnT and CT-AuGMEnT networks are comprised of 4
input units, two that signal the presence of the fixation marks
(cross or triangle, signalling the pro-saccade or anti-saccade condi-
tion, respectively) and the others signal the two possible cues (left
or right). The networks contain 4 regular and 4 memory units in
the association layer, and 3 output neurons, corresponding to the
3 actions they can take: fixate in the centre of the display, move
eyes left or move eyes right.
The results for the SaS task are plotted in Fig. 3b,c: we see much
better scaling behavior for CT-AuGMEnT as compared to AuGMEnT
(Fig. 3b), as AuGMEnT quickly fails to converge for smaller dt
whereas CT-AuGMEnT successfully learns the task for every dt.
and for both action time-constants sq, with similar learning curves
for the two action time-constants (Fig. 3c) . CT-AuGMEnT learns
the task with a moderate increase of trials for increasing time res-
olution (Table A3.3), which is likely due to the structure of the task
that induces specific moments when exploration is most effective,
and these moments become less likely to be selected for explo-to Category; MDT: Two- and Four-choice Motion Discrimination Task. Convergence
e criterion was matched to the observed task performance.
rds Trained
Nets
Convergence Condition Pre-training Condition
0:2,
1:5
150 90% in the last 50 trials None
0:2,
1:5
150 80% in the last 50 trials 80% in the last 50 trials
0:2,
1:5
100 90% in the last 50 trials 80% in the last 50 trials
e SaS task, accuracy is reported, and for the DMC and MDT task the percentage of
CT-AuGMEnT sq ¼ 0:5 CT-AuGMEnT sq ¼ 0:1
acy (%) Trials Accuracy (%) Trials
4403 190 95 4715 257
4966 234 93 5480 248
rgence (%) Convergence (%)
2828 162 79 2468 185
4004 276 83 3068 307
12199 67 98 10510 67
Fig. 3. a Saccade/antiSaccade task. The agent has to make an eye movement to the Left (blue arrow) or Right (green arrow) depending on the fixation mark (cross for Pro-
saccade and triangle for Anti-saccade) and the position of the Cue (red circle). b Comparing the event-based version of AuGMEnT (blue line, event-based) and CT-AuGMEnT
(red line sq ¼ 0:5 and yellow line sq ¼ 0:1). We plot the number of trials needed to reach convergence for the task; the abscissa denotes the size of dt used for the simulations.
c Comparing the learning curves for the two action time constants (red line sq ¼ 0:5 and yellow line sq ¼ 0:1) at dt ¼ 0:1.
D. Zambrano, P.R. Roelfsema and S. Bohte Neurocomputing xxx (xxxx) xxxrative actions as time-resolution increases. For example, an explo-
rative action taken at the beginning of the GO phase is much more
effective than the same choice made earlier or later in time, which
will necessarily results in a break of fixation aborting the trial
without reward. In event-based representations, the explorative
or exploitative actions are chosen in specific and crucial task-
related moments.
The Delayed-Match-to-Category (DMC) task was originally
introduced in [56]. This task is a decision-making task where the
sensory evidence has to be collected and memorised to be com-
pared to subsequent sensory inputs. Here the decision is made as
soon as enough evidence from the second motion direction is col-
lected. The agent has to map 12 motion directions of a cloud of
moving dots onto two categories (Fig. 4a red or blue arrows inFig. 4. a DMC task. The agent has to discriminate whether the second motion direction b
left respectively. In the inset: at every dt a new set of dots is presented, each representing
two categories (blue or red arrows) and is chosen from 12 possible directions (from 0 to
b Comparing the event-based version of AuGMEnT (blue line, event-based) and CT-AuGM
to reach convergence for the task; the abscissa denotes the effective size of dt used for the
line sq ¼ 0:5 and yellow line sq ¼ 0:1) at dt ¼ 0:1.
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the inset). In [7], every motion direction was modelled as a differ-
ent input signal for one time-step; here, the same task is modeled
in continuous-time. The agent has 12 inputs units each tuned to
one of 12 different motion directions – from 0 to 330 spaced by
30 – with a Gaussian tuning function (l ¼ i  30, where i is
between 0 and 11;r ¼ 30), with a receptive field including all
dots, thus each input unit receives input from all the moving dots.
At every dt;100 dots are generated, representing one of the motion
directions to be categorised, and Gaussian noise (l ¼ 0;r ¼ 15) is
added to the dots’ motion. This process is shown in the inset of
Fig. 4a. Here, the amount of noise has been modelled for the task
with dt ¼ 0:03, which is similar to the update frequency of
motion-dots tasks for monkeys. Note that we consider the motion
as a property of the dot that is perceived within the receptive fieldelongs to the same or opposite category by making an eye movement to the right or
the current motion direction plus noise. The motion direction belongs to one of the
330 , with step size of 30), with a category boundary separating the two categories.
EnT (red line sq ¼ 0:5 and yellow line sq ¼ 0:1). We plot the number of trials needed
simulations. c Comparing the learning curves for the two action time constants (red
Fig. 5. Comparison between original results for the DMC task (top row, from [56]), and the model results (bottom row). a, b percentage of correct responses after training for
data and model respectively. c activity of a LIP neuron for the 12 directions. d activity of one memory cell during the sample and delay phases for each of the 12 motion
directions. e activity of an LIP neuron as a function of the 12 motion directions presented f activity of two memory cells in the CT-AuGMEnT network as a function of the 12
motion direc.tions presented.
D. Zambrano, P.R. Roelfsema and S. Bohte Neurocomputing xxx (xxxx) xxxof the input neurons. For that, the dot motion value is affected by a
measurement error, which is the type of noise we modelled.
To speed up learning, and as in [18], we introduce a pre-training
session that teaches the agent to group each motion direction in
one of the two categories: the agent has to fixate a fixation mark
in the centre of the display for 1s – receiving a shape reward of
rfix ¼ 0:2 – the dots are then presented for 650 ms while the agent
has to maintain fixation. Next, the stimulus is removed and the
agent has to select one of the two categories – moving its eyes to
the left or right. Learning ends when at least 80% of the answers
were correct in the last 50 trials for each category. After the pre-
training phase, the task begins: the agent has to fixate the fixation
mark for 1s – worth rfix – after which a first phase of dots are pre-
sented for 650 ms, with the direction of the dots chosen from one
of the 12 directions. If the agent selects an action other than Fixate,
the trial is aborted without reward. After a delay phase of 1s,
another motion phase follows, with the dots moving in a new
direction: the agent has to choose whether the two motion direc-
tions belong to the same category by selecting the action Right,
or Left when the motions do not belong to the same direction
(see time line of events in Fig. 4a).
As shown in Fig. 4b,c, CT-AuGMEnT successfully learns the DMC
task within considerably fewer trials than AuGMEnT (Fig. 4b), com-
pletely and AuGMEnT completely fails to learn the task for smaller
dt (Table A3.3) whereas CT-AuGMEnT requires only a small
increase in the number of trials needed to reach convergence. Note
also the limited dependence of the learning curves on the action
time-constant (Fig. 4c).
We illustrated the integration of evidence by the working mem-
ory units of fully trained CT-AuGMEnT networks for the DMC task
in more detail in Fig. 5, and compare this to neurophysiological
data. We plot the activity of a number of example neurons that
have been recorded in area LIP of the parietal cortex of monkeys
(top row) and a trained model with dt ¼ 0:03 and sq ¼ ½0:5 (bot-9
tom row). Motion directions near the category boundary between
the two motion categories are more difficult to discriminate in the
presence of noise. As a result, the accuracy of the model is lower
near the category boundary (Fig. 5a for original data from [56], b
for CT-AuGMEnT). Fig. 5c and d show the activity of example mem-
ory cells for all the 12 motion directions in the different phases of
the task: just like hand-wired models of decision-making with
working memory [58], the memory cells learn to maintain sensory
evidence about the category of the sample during the delay period.
Similar to the neuronal data recorded in LIP of parietal cortex
(Fig. 5c), the activity of memory cells in the model is specific for
the category of the motion (Fig. 5d, blue or red lines). We also find
that the response of individual memory cells ramps according to
the amount of evidence encountered in different conditions, just
as LIP neurons do. For motion directions close to the category
boundary (dashed lines) the category selectivity is less pro-
nounced. When increasing the number of memory units, the cate-
gory specialization still holds (see Figs. A5.2 and A5.3) In contrast
to the LIP data, in CT-AuGMEnT the evidence for one category is
integrated through time but does not exhibit the initial transient
response visible in LIP; this transient response in LIP data may be
related to neural adaptation processes, which are not modelled
in CT-AuGMEnT. Fig. 5f plots the tuning of two memory cells to
motion direction: it can be seen that memory cells have become
selective for the category of the motion stimulus, just like the neu-
rons in area LIP (Fig. 5e).
In the two- and four-choice Motion Discrimination Tasks
(MDT), the accuracy and speed of choices of monkeys are mea-
sured to evaluate howmultiple alternatives affect the decision pro-
cess [59]. This decision-making task allows us to study how
different degrees of motion coherence affect both accuracy and
reaction times of the agent.
The sequence of the task events is shown in Fig. 6a. The agent
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Fig. 6. a MDT task. The agent has to discriminate the dots’ motion direction as soon as possible by making an eye movement to on one of the two or four targets shown (blue
diamonds, the green diamond is the one selected by the model). In the inset: at each dt a new set of dots is presented. A fraction C moves coherently, toward the target, the
others move randomly. b The learning curves for the two action time constants (red line sq ¼ 0:5 and yellow line sq ¼ 0:1) at dt ¼ 0:1.
Fig. 7. Comparison between monkey data [59] (left) and model results (right) for the two- and four-choice MDT task. Similar to the monkey data, accuracy increases with
increased coherence. In both two and four choice conditions, the model and the monkey learn to choose an action directed to a target, even in the absence of coherent motion
rather than to maintain fixation (top row). In the bottom row, we show that the model approximately matches the reaction times observed in the monkey data. More
evidence results in faster reaction times and more choices result in s.lower responses.
D. Zambrano, P.R. Roelfsema and S. Bohte Neurocomputing xxx (xxxx) xxx2 or 4 targets are shown for another second (blue diamonds in
Fig. 6a). Next, 100 moving dots are presented, similar to the DMC
task (inset in Fig. 6a). The coherence of the dots’ motion is varied
across trials: a fraction of ½0%; 3%; 6%; 9%; 26%; 51%;1072%; 76% of the dots moves accordingly in the target direction,
while the other dots move to random directions (chosen uniformly
between 0 and 360). At every dt ¼ 0:03, new dots are presented.
The agent has to respond as quickly as possible by making an eye
Fig. 8. Activity of memory neurons compared with electrophysiological data. a–d Population average firing rates of LIP neurons from [59] during three motion strengths. Top
row is for two choices and bottom row for four choices. e–h Averaged memory neurons activity during a 10 k random test-set MDT for similar motion coherences. The same
memory unit was considered. Time is shown referenced at the motion onset. CT-AuGMEnT shows several similarities with electrophysiological data: 1) Memory units
increase their activities during the dots presentation e,g; 2) the order for different motion strengths is kept e,g; the four-choice condition has lower activity g. One-to-one
matching it is not possible, however as neural dynamics are no.t modelled here.
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times are measured starting from the dots’ presentation until the
model selects one of the saccade targets in the Z-layer. In the
four-choice condition the motion directions are 90 apart, while
in the two-choice condition they are 180 apart. As in the DMC task
that was described in the above, we model the tuning-curve of
units in the input layer with a Gaussian function with mean cen-
tred on one of the 12 motion directions and r ¼ 30. For the full
task, training is interrupted as soon as the model reaches an accu-
racy of 90% over the last 50 trials, measured across all conditions
with at least 51% of motion coherence.
As shown in Fig. 6b, CT-AuGMenT learns the task, for both
action time constants at approximately the same rate of improve-
ment.1 CT-AuGMEnT also achieves good convergence (Table A3.3),
though substantially better and faster for the faster action time-
constant.
The MDT task allows us to study the ability of the CT-AuGMEnT
model to commit toward a choice when evidence is provided con-
tinuously through time. Monkeys exhibit an increase of the reac-
tion times (RTs) as a consequence of a larger number of
alternatives [59]. In CT-AuGMEnT, the discount factor c encourages
the model to make decisions as quickly as possible. We compare
the measured reaction times in the trained models to the original
data from the MDT choice task. Fig. 7 illustrates the similarities
between the monkey data (left) and the trained model (right).
When more choices are possible, the task becomes more difficult:
the number of correct trials decreases and the reaction times
increase. When the motion coherence is 0%, the probability of a
correct choice is 0:5 for the two-choice condition (blue line) and
0:25 for the four-choice condition; the agent responds always cor-
rectly for high motion coherence (> 75%). Importantly, CT-
AuGMEnT correctly predicts an increase in reaction time when
the number of choices increases. For the MDT task, we also find
that action-values are closer when the four-choice condition starts1 Lacking a corresponding representation for motion coherent stimuli to train
AuGMEnT, we trained only CT-AuGMEnT for the MDT task.
11demonstrating higher uncertainty in the action selection, and thus
longer reaction times.
As was done for the DMC task, a qualitative comparisons can be
made for the MDT between our model predictions and electro-
physiological data (Fig. 8). Again, notice that the recorded neural
activity only matches our model in the ordering of activity magni-
tude as we do not explicitly model neuron dynamics.
Overall, for the two working memory tasks (SaS, DMC), we find
that the reduction of the time-step size (dt) affects AuGMEnT both
in terms of number of trials to reach the convergence criterion and
in the percentage of networks that correctly learn the task
(Table A3.3, first column). In particular, for dt ¼ 0:1 none of the
AuGMEnT networks reached convergence for any of the tasks. As
shorter action time-constants CT-AuGMEnT behave more like AuG-
MEnT, we find in that this indeed results in somewhat lower con-
vergence rates (Table A3.3, second and third columns); for the SaS
tasks the action time-constant also affects the number of trials to
reach convergence in that decreasing the action time-constant in
CT-AuGMEnT increases the number of trials needed to reach con-
vergence. This is mainly due to the effect of the action time-
constant on the duration of the exploration: longer time-
constants imply longer explorations, thus longer explorative
actions, which have a higher impact on the task (more credit is
assigned). For the DMC task however, the agent reaches the con-
vergence criterion faster with a shorter action time-constant. The
reason is likely the kind of task, as the DMC is effectively a
decision-making task under uncertain information and a faster
action time-constant corresponds to a lower threshold in the
decision-making process (since a faster action time-constant
induces a more rapid switch of actions and thus a smaller amount
of evidence is needed to make a decision); this effect can be seen
also in the MDT decision-making task.
Comparing the speed of learning in CT-AuGMEnT to that of ani-
mals, we note that monkeys typically require tens of thousands of
trials (about 1,200 trials per day for weeks to months to learn a
task with a complexity that is similar to the DMC [60]. Learning
in networks trained with CT-AuGMEnT is therefore substantially
faster than learning in experimental animals. Finally, learning in
D. Zambrano, P.R. Roelfsema and S. Bohte Neurocomputing xxx (xxxx) xxxanimals seems compatible with the RL framework. Specifically, the
activity of dopaminergic neurons in specific regions of the mid-
brain has been correlated with the hypothesis of RPE signal [1].
However, during working memory tasks as modelled in this paper
– and more importantly during learning – the dopaminergic neu-
rons activity has not been recorded to the best of our knowledge.
CT-AuGMEnT can predict, accordingly with other TD learning
based models, how this activity should look like. The RPE is gener-
ally high at the beginning of the training when an unexpected
reward is provided (Fig. 9). During learning, the RPE shifts toward
the first clue that is correlated with the upcoming reward. This
behavior conforms with data recorded by [1].4. An accessory feedback network
While CT-AuGMEnT can successfully learn tasks in continuous
time, the algorithm requires a feedforward phase followed by a
feedback phase after action selection for credit assignment, which
is then combined with the reward prediction error to determine
synaptic changes. The weight updates result in a biologically plau-
sible implementation of a learning rule that approximates error-
backpropagation in standard ANN’s, provided that there is enough
time for the feedforward and feedback interactions.
As communication between neurons, and between layers of
neurons, is not instantaneous, we investigate the possible influ-
ence of delays in the feedforward and feedback pathways. [18]
already suggested that feedback can be carried by a separate acces-
sory network, similar to the feedback networks proposed by [17]
for assigning credit to synapses in lower layers. Additionally, learn-
ing should still converge even when the weights of the accessory
network are different from that of the feedforward network [18].
We, here, wished to investigate the impact of transmission delays,
which create a (partial) temporal mismatch between the forward
and backward phases.
We implement an accessory network as shown in Fig. 10a. The
accessory network is composed of two layers of neurons –
described with the superscript S – connected by randomly initial-
ized weights different from those in the feedforward network (the
orange feedback network in Fig. 10a). The accessory network takes
as input the executed action determined by the Z-layer, and it car-
ries the feedback signal needed for the weights update of the feed-
forward network (red arrows in Fig. 10). The neuron with the
weakest inhibition is the only unit that provides the feedback sig-
nal that gates plasticity:
xSa ¼ za ¼ daK ; ð25Þ
where daK is the Kronecker-delta function and K is the selected
action. The association layer activity in the accessory network can












where we distinguish between the units that carry feedback to the
regular association units j and those that carry feedback to the
memory units m. For the accessory network, we adopt a linear
transfer function for the neural activation. Although using a linear
activation function might be justified for small signals, this is not
a strict requirement for CT-AuGMEnT to learn, other saturating
functions can be used as well [61]. This network can be used to
compute the weights updates; however, due to the transmission
delay D, the feedback signal can potentially be associated with an
earlier stimulus than the one currently processed by the feedfor-
ward network (see Fig. 10b).
Both forward and backward weights are modified through
learning. We use the same update of the equivalent feedforward12neurons as shown in [18], thus Eqs. (20) and (24) for the tags
and for the weights update respectively:
TagSkJðt þ dtÞ ¼ 1 dt/
 	
TagSkJðtÞ þ dt½yJðtÞxSkðtÞ
wSkJðt þ dtÞ ¼ wSkJðtÞ þ dt½bdðtÞTagSkJðtÞ;
ð27Þ
where the index J denotes either regular or memory units in the
association layer.
Effect of transmission delays. We examined how this continu-
ous feedback architecture with an accessory network can learn the
previously introduced tasks in the presence of transmission delays.
The same meta–parameters and network architectures are used
as before, but now the weights in the feedforward and feedback
networks are randomly and differently initialized. We introduce
delays between the layers of the feedforward and feedback net-
works: from the sensory layer to the association layer, from the
association layer to the Q-layer of the feedforward network, and
between the layers of the accessory network (see Fig. 10, D). The
simulation step-size was set to dt ¼ 0:01 (corresponding to
10 ms per time step) for all the tasks. We evaluate the architecture
with various delays D ¼ ½0;3;9;25;50 time-steps with 10 ms per
step: the maximum duration of a ‘‘round-trip” of the activity expe-
rienced by the network is then 1.5 s. Note that there is no delay
between the Q-layer and the action selection model: the action
selection has its own dynamics, which we fix for all the simulations
(sq ¼ 0:5), except for the MDT task where we used sq ¼ 0:1. We
report results based on runs with 100 randomly initialized net-
works. For the TM and SaS tasks, the same convergence criterion
is used as for the standard implementations; every network is
given 2:5 104 trials to learn the task; for the DMC and MDT tasks
we allowed networks a maximum of 5 104 trials to reach the
convergence criterium (see Table 3).
We find that CT-AuGMEnT is still able to learn all tasks when an
accessory network is used to carry feedback activity of the output
layer without delays or when small delays are introduced in
between the network’s layers: Fig. 11 plots the percentage of con-
verging networks for the three tested tasks. A reduction in conver-
gence rate is evident after about 100 ms of total delay. This is likely
due to the mismatch between the forward processing and the feed
back information provided by the accessory network during learn-
ing. The development feedback activity during learning is detailed
in Appendix E.
5. Discussion
We presented CT-AuGMEnT, a biologically plausible framework
for continuous-time neural SARSA reinforcement learning with
working memory, formulated in the limit of small time-steps in a
discrete-time model. For the weight update, we exploited the same
principles as in the original time-step formulation of AuGMEnT: a
combination of a neuromodulatory signal coding for the temporal
difference and an ‘attentional’ feedback signal which tags those
synapses that contributed to action selection [7] – for a detailed
review of the neurobiological plausibility and the tagging mecha-
nism and its relation to the ‘‘synaptic tagging and capture” theory
[62,63] see also [8]. In the final layer, CT-AuGMEnT includes an
action-selection system that implements a winner-take-all mecha-
nisms in continuous-time, based on [15]. This action-selection sys-
tem is a simplified neural architecture modelled after the basal
ganglia. Several studies have suggested a role of the basal ganglia
in action-selection and in reward-based learning [64–66,15]. Here,
the dynamics of the action-selection system, expressed by the
action-time constant, help stabilise the action execution by avoid-
ing rapid switches between actions. The time-scale of the action
dynamics should depend on the environment of the agent, like
Fig. 9. Reward Prediction Error (RPE) for the three presented tasks (SaS, DMC, MDT, see main text for tasks details) at different moments of the training (begin, halfway, end).
The three tasks all show the typical trend of RPE in RL: the RPE peak shifts from the time the agent receives the first unexpected reward to the beginning of the trial. For all
tasks, only correct trials for one condition were considered. For SaS, among the 25 k training epochs, the antisaccade-right condition succeeded the task 5134 times. For DMC,
we considered training for 25 k epochs and plotted the same category and same angle of motion (45 deg), obtaining 177 correct choices. For MDT, we trained for 20 k epochs
and we considered the two choice task were the correct motion was at 135deg with max coherence, this condition was correct 343 times.
Fig. 10. a the feedforward (grey units: darker for more activation) and the accessory (yellow units) networks. The arrow direction signals the information flow. In the inset:
the feedforward synaptic weights are modified according to the global TD error signal and the activation of the accessory units. b the mismatch between the feedforward and
feedback activities due to the transmission delays D: a new input (cyan) is propagated in the feedforward direction while feedback from the previous selection (yellow) is
used to update the synaptic weights.
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Table 3
Summary of convergence results when we varied the transmission delay, measured as the number of trials required for learning the task. Delay between layers is measured in
units of the timesteps of dt ¼ 0:01 (10 ms).
Task Total Roundtrip Duration D (ms)
0D 3Dð90msÞ 9Dð270msÞ 25Dð750msÞ 50Dð1500msÞ
SaS 4176 251 4469 295 5061 286 4261 165 3625 78
DMC 3287 301 3706 422 4088 458 3722 331 5847 0
MDT 20345 3144 21301 3467 21021 3902 25783 4049 22791 3305
0 3 9 25 50






















Fig. 11. Percentage of networks that converge versus transmission delays for the
Saccade/Anti-Saccade task (blue bars), DMC task (red bars), and MDT task (yellow
bars): for increasing delays, the agent increasingly fails to learn the task.
Transmission delays D are measured as the number of 10 ms timestep.
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from the time-step in the network.
The action-selection system is endowed with a built-in explo-
ration mechanism that is linked to the action dynamics. Explo-
ration overrides the presently selected action by providing an
additional input to the explorative action, related to what has been
reported in humans [51]; the exploration duration depends on the
action time-constant, allowing more exploration for longer-
duration actions. This in turn helps the learning algorithm by
ensuring that, during the weight updates, the correct amount of
credit is assigned to the responsible weights in the neural network.
CT-AuGMEnT correctly learns the various cognitive tasks we
presented when the time resolution of the simulation increases.
We compared CT-AuGMEnT to AuGMEnT on three working-
memory tasks that probe various aspects of task difficulty and
decision making. Our results demonstrate that CT-AuGMEnT
reaches the convergence criterion for every time-step duration
we tested, while, whereas AuGMEnT usually did not reach conver-
gence: CT-AuGMEnT needed a constant or moderately increasing
number of trials to reach convergence when the time resolution
increased.
We further demonstrated the ability of CT-AuGMEnT to train
networks to learn to make a decision. The CT-AuGMEnT architec-
ture can be seen as a simplified version of the principal structures
involved in the decision-making process in the brain – cortex and
basal ganglia. Since we are using the basal ganglia model of [15],
this results in a (slightly) sub-optimal decision making model com-
pared to the model for optimal multihypothesis sequential proba-
bility ratio test (MSPRT) derived in [42]; we found empirically in
the tasks we studied that using this MSPRT model led to slightly
but insignificantly worse performance. We speculate this may be
related to the model of action-dynamics we use, or, alternatively,
the type of tasks we study are just not very sensitive to the
difference.14Importantly, CT-AuGMEnT is a plausible explanation of how
working memory units learn what to accumulate during reinforce-
ment learning, which is necessary to learn decision-making tasks.
Moreover, different from the approach in [65], CT-AuGMEnT learns
in continuous-time, which is a necessary feature when modelling
time-dependent variables such as RTs, and enables CT-AuGMEnT
to model RT patterns in decision-making problems with multiple
alternatives. The dynamics of the action-selection system also
allows for the prediction of RTs without need to set an arbitrary
threshold as in the standard race models typically used to study
this behaviour [67,65,42].
Our results show a good match between the accuracy and reac-
tion times of monkeys and the network’s performance. In this con-
text, the working memory units learn to act as integrators for the
perceptual evidence. Importantly, we did not modify the structure
of the network, which was able to learn what to accumulate using
only the reward signal that was only given at the end of the trial,
highlighting the efficiency of the credit assignment process.
We studied the same tasks when a separate accessory network
was used to carry the feedback signals [17,30]. We demonstrated
that CT-AuGMEnT correctly learns all tasks when the feedback
accessory network is used, even when the forward and feedback
networks were randomly initialized to different values. Using a
fixed random network, as in [30] results in a drop of performance
for hard tasks [68]. Our formulation requires the same update in
corresponding forward and backward connections, which can be
implemented with biological networks [68,10]. We introduced
transmission delays between the layers of the two networks to
understand the limits of feedback during continuous-time RL prob-
lems in biological settings, where neural transmission and
response dynamics introduce such delays. Our results show that
CT-AuGMEnT is still able to learn the tasks when small delays
are introduced – from 90 to 270 ms total delay, compatible with
biological delays [69]; for larger delays, the mismatch between
the feedforward and the feedback signals affects the network’s
performance.
The present study focused on the learning process and we did
not specifically model the neuronal interactions that are responsi-
ble for maintaining a scalar value in working memory, which has
been addressed in previous work [70]. One of these models by
[58] designed a mechanism that allows the same network to store
the memory for a sensory stimulus during a delay and to commit to
a decision at a later point in time. The present study goes beyond
these previous findings by demonstrating that CT-AuGMEnT can
discover a similar mechanism during trial-and-error learning.
Still, our model does not fully capture the dynamics of the
working memory cells, as done, for example, in the attractor
dynamic model proposed by [58]. In their work, working memory
and the decision are represented by one single variable, while here,
they are represented by two different layers of neurons. This
implies that, with respect to the biological cells, our working mem-
ory units do not reproduce the commitment to the decision,
although the decision indirectly affected their value through the
learning rule. It would be interesting for further studies to combine
the attractor dynamics model with the CT-AuGMEnT learning rule
to fully explain this behaviour. Finally, in the present study, work-
ing memory units are not explicitly controlled and they have to be
D. Zambrano, P.R. Roelfsema and S. Bohte Neurocomputing xxx (xxxx) xxxreset at the end of each episode. Other works have addressed this
problem [24,25] and a similar mechanism can be implemented in
CT-AuGMENT as suggested in [55]. Our model only implicitly deals
with perceptual uncertainty, unlike explicit approaches like Baye-
sian networks [45]. An extension of our model toward Bayesian
inference could possibly be implemented using dropout sampling
[71,72] or related sampling methods [73].
The model as presented is to the best of our knowledge the first
example of a plausible end-to-end neural network model for learn-
ing decision making tasks using SARSA. Such a formulation makes
it possible to consider implementations based on spiking neurons
and compare such spike-based models directly to measurements
of the time-course of neural activity.
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Appendix A. Condition for optimality in continuous-time
Following [33], we consider the continuous-time system,
_sðtÞ ¼ f ðs;aðtÞÞ; ð28Þ
where s is the state at time t, and a is the selected action. Here we
are interested in the time derivative of the Q-values, thus, since
both s and a depend on time, we make a variable change as
xðtÞ ¼ ½sðtÞ;aðtÞ. According to the principle of optimality, the inte-
gral in Eq. (3), can be divided in two parts ½t; t þ dt and ½t þ dt;1
as:






s rðxðfÞÞdfþ edtsQ ðxðt þ dtÞÞ
" #
: ð29Þ
For a small dt, the first term is approximated as:
rðxðtÞÞdt þ oðdtÞ; ð30Þ
while, by expanding through Taylor and applying the chain rule, the
second term is:




¼ QðxðtÞÞ þ @Q

@xðtÞ f ðxðtÞÞdt þ oðdtÞ: ð31Þ
By substituting them into (29) and collecting Q  on the left hand
side, we have an optimality condition for ½t; t þ dt as:
1 edts
 	
Q ðxðtÞÞ ¼ max
l
r xðtÞð Þdt þ edts @Q

@xðtÞ f ðxðtÞÞdt þ oðdtÞ
 
: ð32Þ15By dividing both sides by dt and taking dt to zero, and by reap-




Q ðsðtÞ; aðtÞÞ ¼ max
l





ð33ÞAppendix B. Continuous-Time AuGMEnT stochastically
minimises the reward-prediction error (RPE)
We can show that the continuous-time formulation of AuG-
MEnT outlined above reduces the reward-prediction error (RPE)






Given (18) and (7), the gradient of the objective function with
respect to the weights wRja becomes:
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where bis the learning rate.
Since the boundary condition for the Q-function, defined in (3),
is given at t ! 1, it is more appropriate to update the past esti-
mates without affecting the future estimates as in [33]. Thus,
recalling (8) and discretizing (35), a reduction of the gradient is
guaranteed if:
_wRja ¼ bdðtÞ @qaðtdtÞ@wR
ja
¼ bdðtÞyRj ðt  dtÞ:
ð36Þ
which is consistent with the trace update in (20) for a ¼ 1. The same





¼ bdðtÞyMmðt  dtÞ: ð37Þ
Note that in the latter equations the update of the synapses has
to be consistent with the neuron activity at the previous dt, which
is stored in the Tags (see (20) and (21)). Thus, Tags have to be
updated after the weights. Gradient decent for the weights vRij is
similarly computed:
















¼ bdðtÞw0Rajr0ðinpRj ðt  dtÞÞxiðt  dtÞ
ð38Þ
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¼ bdðtÞw0Mamr0ðinpMmðt  dtÞÞsTracelmðt  dtÞ;
ð39Þ
where we assume for simplicity that the strength of the feedback
from the motor layer back to the association layer wRaj is equal to
wRja and, analogously, w
M
am ¼ wMma.
Appendix C. Additional tasks
The Motion-or-Colour task (MoC) has been used to train monkeys
to study decision-making under two different contexts [57]. Here,
the agent has to attend one of two features of the same random-
dot stimulus, either the colour or the motion direction, based on
context indicated by the shape of the fixation mark. This task com-
bines the continuous collection of evidence with various degree of
motion coherence (as for the 2&4 choice task, with a non linear
mapping between inputs and outputs, as in the SaS task. The task
phases are shown in Fig. A3.1. The fixation mark – indicating the
context – is shown for 300 ms, then the two targets are presented
for 350 ms. While the agent has to maintain fixation on the fixation
mark (for which it receives rfix ¼ 0:2), the stimulus is presented for
750 ms. The dots have a particular colour coherence ½50; 16;
6; 6; 16; 50 and motion coherence ½50; 16; 6;Fig. A3.1. Motion-or-colour task. The agent has to discriminate the colour or the motio
hexagon for colour – by making an eye movement to one of the two targets (blue or re
Table A3.1
Summary of the MoC task configuration.
Task Architecture dt sq Rewards
MoC 10 In (2 Contexts, 2 Colour, 2 Motion, 4 targets),
4 R, 5 M, 3 Out (Fixate, Left, Right)
0.1, 0.03 0.5 rfix ¼ 0:2
166; 16; 50; where a colour of 50 denotes a clearly distinguishable
red and 50 a clearly distinguishable green and values closer to zero
have less coherence. Similarly, 50 and 50 denote a strong motion
signal to the left and right, respectively. After the stimulus presen-
tation, a delay phase of 1s follows. The disappearance of the fixa-
tion mark indicates the ‘‘Go” signal, requiring the agent to make
one of two responses. In this task, the network uses 10 input units:
2 fixation marks, 2 indicating the colour stimulus, 2 for the motion
stimulus, and 4 targets. The network also contains 5 regular units,
5 memory units and 3 output units. We pre-trained the model in
the colour and motion tasks separately, with full coherence
½50; 50. The pre-training stopped when the agent performed
correctly on 90% of the last 50 trials for each condition. The full
task is stopped when the agent reaches 85% of accuracy on the
50 trials in the conditions with a coherence of
½50; 16; 16; 50 (see Table A3.1).
The results are obtained for the motion-or-colour task also
reproduced many aspects of the monkeys’ data (see Fig. A3.2).
After learning, the agent correctly discriminates between the two
relative features (colour or motion) depending on the current con-
text. Fig. A3.2 shows that the non-relevant features do not affect
the performance, whereas the coherence of the relevant feature
determines the agent’s accuracy.
The T-Maze (TM) task is a working memory RL task adapted
from [12,55], where an agent has to reach a goal position at the
end of a corridor and the location of the goal depends on the loca-
tion of the road-sign observed at the start of the task (Fig. A3.3a).
Hence, the agent has to learn to keep information in memory for
multiple time-steps and where the difficulty of the task can be
adapted by changing the corridor length.
The agent’s position is defined by a two-dimensional coordinate
system ½x; y. The agent starts from position ½0;0, and it can selectn of the presented dots, depending on the context cue – a cross for motion and a
d diamond). In the inset: the dots have a motion direction and a colour.
Trained Nets Convergence Condition Pre-training Condition











































































































































-50 -16 -6 6 -16 -50 -50 -16 -6 6 -16 -50
Fig. A3.2. Comparison between original data [57] (left two columns) and model results (right two columns) for the motion-or-colour. Similar to the DMC results, the accuracy
increases with incr.eased coherence.
Fig. A3.3. a T-Maze. The agent has to reach the Goal location while remembering the Road sign observed during the first second of the trial. The agent moves with small steps
of size ds ¼ dt. b Comparing the event-based version of AuGMEnT (blue line, event-based) and CT-AuGMEnT (red line sq ¼ 0:5 and yellow line sq ¼ 0:1). Plotted is the number
of trials needed to reach convergence for the task averaged for those networks that converged; the abscissa denotes the effective size of dt used for the simulations. c
Comparing the learning curves for the two action time constants (red line sq ¼ 0:5 and yellow line sq ¼ 0:1) at dt ¼ 0:1. The learning curve is computed as the ratio between
cumulative sum of the final reward and the total number of trials, averaged over all the trained networks.
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During a trial, the agent’s position is updated according to the cur-
rently selected action as: AgentPositionþ ¼ ds  ½Up
Down;Right Left, where the position is increased by a step-
size, ds, proportional to dt as ds ¼ dt (e.g. with dt ¼ 0:1 it takes
10 steps to move 1 cell). To ensure a consistent comparison
between the event-based version of AuGMEnT and CT-AuGMEnT,
the task is adapted to be identical for both algorithms, where the
length of the corridor was fixed at N ¼ 10. Walls are hit when17the x position isP 1 or6 1. The agent has 3 sensory inputs where
1 represents a wall and 0 an empty space: in the corridor it thus
sees ½1;0;1. For the first second, the agent observes ½2;0;1 or
½1;0;2, where a 2 denotes the road sign. A attempted move
through the wall returns a negative reward of rw: to avoid exces-
sive collection of negative rewards when dt decreases, movement
into the wall returns one rw per second, i.e. this punishment is pro-
portional to the time spent moving into the wall. At the T-junction,
the agent is rewarded with rg ¼ 4 if it moves in the same direction
Table A3.2
Summary of the TM task configuration.
Task Architecture dt sq Rewards Trained Nets Convergence Condition Pre-training Condition
TM In = 3, R = 3, M = 4, Out = 4
(Up, Down, Left, Right)
0.5, 0.25, 0.1 0.5, 0.1 rw , rb ¼ 0:1, rg ¼ 4 150 90% in the last 50 trials None
Table A3.3
Summary of the results for the comparison between AuGMEnT and CT-AuGMEnT for TM.
Task dt AuGMEnT CT-AuGMEnT sq ¼ 0:5 CT-AuGMEnT sq ¼ 0:1
Accuracy (%) Trials Accuracy (%) Trials Accuracy (%) Trials
TM 0:5 99 439 25 100 335 13 98 548 64
0:25 94 2359 206 99 361 17 99 528 82
0:1 4 n.c. 96 392 22 96 491 62
Table A3.4
Results for the T-Maze comparison.
Task dt softmax CT-AuGMEnT CT-LSTM CT-AuGMEnT sq ¼ 0:5
Accuracy (%) Trials Accuracy (%) Trials Accuracy (%) Trials
TM 0:5 81 1208 421 100 79900 9397 100 335 13
0:25 81 1897 514 30 226900 57997 99 361 17
0:1 76 1129 382 0 n.c. 96 392 22
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The agent’s x position determines its choice: as soon as it crosses
þ1 or 1 its decision is evaluated. We imposed a time-restriction
condition proportional to the task difficulty N, which was
1:5N þ 2 time-steps; if the network did not reach the correct corri-
dor within this time, the trial was aborted and no reward was
obtained (see Table A3.2 for details).
For the T-Maze task, the number of trials needed to converge for
both AuGMEnT and the CT-AuGMEnT is plotted in Fig. A3.3b. The
number of trials needed to reach convergence rapidly increases
for event-based AuGMEnT with increasing time resolution, and
AuGMEnT quickly fails to converge at all (see Table A3.3). This
illustrates the problem with learning action-values noted by [35]
already: as the time resolution increases, the effect of a single
infinitesimal action on the total reinforcement becomes unde-
tectable. However, CT-AuGMEnT successfully learns the tasks for
















Fig. A4.1. Learning shapes attentional feedback from the final response selection stage. S
in correct trials for the left responses (pro-left and anti-left conditions, blue) versus cor
18sq. When reducing dt, for CT-AuGMEnT the number of trials
needed to reach convergence remains constant and convergence
remains near 100%. Fig. A3.3c plots the learning curves for the T-
Maze task for different action time-constants: the learning curves
are highly similar, with a slight advantage for the longer action
time-constant. Effectively, these results show that CT-AuGMEnT
is independent of the size of dt.
We also trained CT-AuGMEnT with a strict softmax action selec-
tion policy [51]: we observe that then CT-AuGMEnT has lower con-
vergence rate and needs more trials, on average, to reach the
convergence criteria (see also Appendix D). Since the network
needs to learn proper action-selection from randomly initialized
weights, a more conservative exploration strategy like Max-
Boltzmann seems beneficial. To compare our results to a non-
biologically-inspired algorithm, we trained an LSTM-based net-
work that uses with Advantage Learning [12] in the continuous-





ummed attentional feedback arriving at memory units encoding information about




































Difference Incorrect Responses Anti
Left response
Fig. A4.2. The difference in average feedback activty between the incorrect and
correct responses for the pro-saccade condition (top) and anti-saccade condition
(bottom).
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(details Appendix D). This reinforces our finding of the higher num-
ber of trials that CT-AuGMEnT needs for sq ¼ 0:1: the fast switch-
ing among actions increases the complexity of the temporal credit
assignment problem.
Validation experiments on TM. Here we give the results for







































































Fig. A5.1. Uncertainty during MDT for two motion coherences, 9% top row, and 26% bot
the corresponding correct action, top or bottom T,B, left or right L,R. The plot shows av
across 10 k test trials. In the four choices task, the Q-values are much closer to each oth
times. For that, a longer time domain is reported showing the building up of the correc
19of our action selection policy and to compare CT-AuGMEnT to
continuous-time LSTM. To examine the effect of the action selec-
tion policy, we replaced the Max-Bolzmann selection rule by a soft-




with the temperature parameter, Temp set to 5e103. We found,
however, that this softmax rule prevents the algorithm from con-
verging. Indeed, at the beginning of the task, the network needs
to learn the input representation and a large amount of exploration
– due to very similar q-values – is counterproductive. Therefore, for
the first 150 trials we used the Max-Boltzmann action selection pol-
icy and then switched to softmax. All other settings remained
unchanged. The results are shown in Table A3.4, left column. The
softmax CT-AuGMEnT exhibits a lower convergence rate and
requires more trials, on average, than CT-AuGMEnT to reach the
convergence criteria.
The second set of experiments uses LSTM with Advantage
Learning as reported in [12]. Since Advantage Learning can approx-
imate continuous time, these experiments become an effective val-
idation for our algorithm. Following [12], we used 12 standard
units and 3 LSTM units, the learning rate a ¼ 0:0002; c ¼ 0:98;
k ¼ 0:8; j ¼ 0:1 and we trained 10 networks for 500k trials. More-
over, we scaled the Eligibility Traces with a similar approach used
for our Tags (see Eq. (19)) (not scaling the Traces yielded similar
negative results). As shown in Table A3.4, despite the large number
of trials, CT-LSTM does not converge for small dt, likely due to the
lack of extended action-duration in the learning algorithm.
Appendix D
To visualize how the accessory network develops during train-
ing, we show the activity of the neurons in the association layer
(see Eq. (26)), for the Saccade-Anti-Saccade Task, similar to [74].
Fig. A4.1 shows the sum of the feedback activity for the units
ySmðtÞ that carry the feedback from the selected action in the Q-
layer to the memory units. This activity is collected at the end of





































































tom row. The column names represent the conditions: two or four choices, 2, 4, and
erage and standard deviation of 5 Q-values during time (zero is the motion onset)
er representing higher uncertainty. It also corresponds generally to longer decision

















































































































































Time from sample onset (ms)
Fig. A5.2. DMC with 20 memory units. When increasing the number of memory units, a few units still show category preference and contribute to the task. Two neurons are
strongly active when a specific category is shown (7 and 17), four others have lower activity (9, 12, 13 and 15). Note that the order is preserved in all of them, showing more












Fig. A5.3. activity of two memory cells in the CT-AuGMEnT network as a function of
the 12 motion directions presented.
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demonstrates that learning changes the attentional feedback dur-
ing training. Similarly, Fig. A4.2 shows that the difference between
incorrect responses and the correct choice also grows during train-
ing, as is to be expected since the average feedforward response for
correct choices also increases relative to incorrect choices. The dif-
ference is computed between the actual feedback (incorrect) and
what should have been the correct one (left or right) in case of20pro-saccade (top) and anti-saccade (bottom) conditions. As
expected, the number of incorrect responses decreases during
training. Note that an incorrect response could also be a fixation
or even the correct one selected in an incorrect time: too early,
breaking the fixation or too late, when the time-out condition is
applied. In this case, the difference is approximately zero. Overall
these Figures demonstrate that the network learns the attentional
feedback to use during the task. (see Fig. A5.1)Appendix E. Extended analysis on the DMC and MDT tasks
This appendix adds some more insights on the DMC and MDT
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