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Abstract. This article introduces the development of a human-robot
interaction’s system. The NAO humanoid robot has been programmed
to play the popular 20 questions (20Q) game. The system includes mod-
ules for both, speech recognition and text-to-speech as mechanisms for
exchanging information with the humanoid robot. The system has been
tested with non-expert volunteers to analyse which kind of interaction is
obtained.
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1 Introduction
A common and fundamental keypoint in human-machine interaction (HMI) is
the exchange of information between the agents involved. Machines oﬀer some
mechanisms for this exchange, based on their technological capabilities, and we
humans adapt to these mechanisms. As technology advances, these mechanisms
try to look more and more similar to those used by humans, i.e., recognition and
speech synthesis.
Although still not quite natural, interacting with a machine through voice
commands is increasingly usual. By this kind of interaction, user send commands
and enter data into the system for the machine, that perform the desired actions,
returning to the user some kind of service. The use of speech synthesis is also
the feedback mechanism from the machine to the user [5,7].
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In this paper a HMI system is introduced in which the machine is a hu-
manoid robot NAO [1] with capabilities for speech recognition and synthesis.
The purpose of the interaction is given by a game in which the user think about
an object, animal, or plant, then the robot should discover what the person is
thinking about. It is a computerized game of twenty questions that began as an
experiment in artiﬁcial intelligence (AI) and it has been extrapolated to related
areas [2]. To guide their quest, the robot asks questions to the user about the
object, and these are such that can be shortly and clearly answered (for example:
yes, no, maybe, sometimes, never, etc..). The system is built on a sequence of 20
questions / answers until a ﬁnal guess is declared.
This traditional game, known as ‘20 questions’ (1940), has been implemented
in an automated system known as 20Q [6] available online. In this system the user
is facing multiple choice questions presented by ‘the machine’ (Internet server)
and the interaction is based on the conventional use of computer peripherals
(keyboard / mouse / screen). Moreover, this system has been encapsulated in a
toy [6] in which the machine is a small portable computerized device (the size
of a palm) that interacts with the user via text messages that travel laterally
into a small liquid crystal display. The user enters their responses by means of
buttons available on the housing of the toy.
Both, the Internet system and the toy use an artiﬁcial intelligence software
[6] that feeds on the responses of users to create a knowledge base upon which
to infer the most likely object in which the user may be thinking of.
Research presented in this paper proposes to bring the system to a step for-
ward from the point of view of the complexity of the interaction. The same
Internet-based knowledge engine will be used in order to take proﬁt from the
artiﬁcial intelligence software. However, a humanoid robot will be used this time
(see Figure 1) to relay questions and receive answers from the user. The use of
a robot as an interface allows to explore other types of interaction, beyond the
voice, as are the possible expressions and movements that the humanoid can do
to convey a certain message [3].
In the next Section, technical details about implementing the 20Q game in
the NAO robot is presented. Section 3 describes the early experiences using
the system by volunteers. Finally, some conclusions and future work lines are
summarized.
2 20Q Game: Technical Description
The application has been developed with the classical client-server model. It runs
on a distributed set of 3 platforms: the robot Nao, the database and inference
engine 20Q on the Internet and a local computer. The involved components and
their interconnection are illustrated in Figure 2.
The overall system is controlled from the computer that manages the queries
sent from the database and presents them to the user through the robot. From
the user point of view, thanks to the wireless networking, the robot asks questions
and listens to their answers, reacting to them according to the game raised. In
the next, a detailed description of these components is presented.
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Fig. 1. Aldebaran Robotics c© NAO Robot
User Interface: NAO Robot. Aldebaran Robotics c© NAO robot is a robotic
platform equipped with microphones and loudspeakers, by means of which com-
munication is performed with the user. In the operating system of the robot pro-
ducers’ modules are instantiated (ALTextToSpeech and ALSpeechRecognition),
which let you acoustically play a message in text, recognize and record user re-
sponses, respectively. Moreover, the conﬁdence that the module provides to its
recognition’s work is quantiﬁed, allowing the controller to manage interaction.
Controller: PC. The application running on the computer acts as a gateway
between the robot and the 20Q game’s database. The software is developed in
Python language and it easily connects to both, internal modules of the robot and
the information from the database. Access to the questions’ system is through
Fig. 2. 20Q Game application’s architecture when using NAO as interface
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release of ‘queries ’ to its website. It also requires the use of a parser to extract
contents from http packets. This ‘parser’ has been developed in Perl language.
It runs through Pyperl, an extension to invoke Perl code for Python, by loading
Perl modules and making direct calls to their functions. In addition, invoked
Perl code allows to invoke in its turn Python code, as deemed necessary. Since
the original application has its content in English, and we are interested on
Spanish-spoken volunteers, a module has been added between the parser and
the robot. This module uses Google’s API Translator1 to modify the language
of the contents before being submitted.
Database of Questions: Server 20Q. The database of the 20 questions’
program is available online. This module makes a login for each game, provides
questions, and also maintains consistency in terms of the questions and answers
raised previously. The initial dataset is split between animals, plants and others,
and from the response, the next question is generated.
2.1 Game Description
Initially, a request is made to the database server to start a new 20Q’s game.
The parser extracts the ﬁrst question from the website, which is always the
same: “Think about an animal, vegetable or something else”. Once the question
and possible answers are obtained, they are translated and sent to the robot
Nao. The robot utters the question and waits for the user to answer one of
the possible answers. Speech recognition provides the conﬁdence of the word
understood. When the conﬁdence level of the answer is considered acceptable, it
is translated and encapsulated according to the databases criteria. Finally, the
answer is sent to the server for the next question. The following questions are
more concrete, such as: “Is it bigger than a sofa?” “Can you lift it?” Answers
are like: “Yes”, “Perhaps”, “Irrelevant”, “I do not know”, “Repeat”. After a few
questions, the 20Q server may already have the answer, then it guess what the
user is thinking about. If it guesses within 20 questions it is considered that the
winner is the robot, otherwise the user wins.
2.2 Communication Protocol
The stages of execution of the application can be identiﬁed as follows,
Inizialization. It is a requirement to maintain the computer connected to the
Internet and there exists a TCP/IP connection between the NAO robot and the
computer. Once the computer application log on robot, modules beforementioned
are recorded and the 20Q server is accessed through Internet, in order to initialize
the interaction with the user.
1 While it would be available.
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User-Robot Information Exchange. During the game, its dynamics can be
seen as an iterative process of questions, which ends when the system discovers
what the user was thinking about.
The game begins with a request for an inquiry to the database server and
the contents of the response is extrated according to the request of the parser.
Once we have both, questions and a set of possible answers, they are translated
and sent to the robot. Afterwards the humanoid robot plays the message and
waits for a response from those available with suﬃcient conﬁdence. Once a valid
response is recognized, it is translated, is encapsulated according to the criteria
of the database and sent to the server for the next question.
3 Experimentation
In order to test the implementation of the 20Q game, it took place an activity
with robotos and children in a primary school. A fourth-grade class volunteered
to participate in the gaming experience with the NAO robot. Participants were
23 students (14 girls and 9 boys) aged between 9 and 11. Prior consent was
sought for collaboration in this research to parents of students.
To carry out the experience with NAO, students were sitting in the classroom
in a ‘U’ form and a volunteer was randomly selected to give vocal answers to
the robot. The investigator, the robot and the participant were located in front
of other classmates to make the game of 20Q as shown in Figure 3. Thus, while
the child participates in the game, classmates watch as the interaction runs and
try to discover what the child is thinking about doing the turn of questions
and answers. The session was recorded on video with the aim of exploring the
spontaneous behavior of users to the system operation.
To analyze the conductual reactions of users, a series of behaviors were
recorded. They should provide information about the interest shown by users
regarding the activity of the 20Q game. A search for interesting behaviors was
carried out on time intervals of 30 seconds, and thery were recorded when found.
Moreover, a multifocal sampling was also completed such that at each sampling
point activity was recorded for all subjects, in the following categories: emotions
(happiness, sadness, surprise, fear, anger, neutral) and facial expression (smile,
laugh, frown, raised eyebrows expectantly, expressionless). The total duration of
the activity was approximately 10 minutes. As shown in Figure 4 it was recorded
on video and analyze the behavior of the 10 participants who are sitting around
NAO robot.
In relation to the eye gaze, during the ﬁrst 2 minutes playing the game, the
20Q game draws the eye between 60% and 100% of the participants. From the
second minute, only from 10% to 40 % of participants directed gaze to the robot.
Around the minute 9, the robot retrieves the eyes of 70% of participants
agreeing with the NAO attempt to discover the animal in which the volunteer is
thinking about. Towards the end of the session only 50% of participants directed
gaze to the robot. In relation to the facial expression, most of the intervals (95%)
most of the participants are shown neutral. However, a 10–20% of participants
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Fig. 3. Setting for the 20Q game
Fig. 4. Analysed participants sitting around NAO robot
maintained a smile during the session, increasing to 50% in a certain 30 sec-
onds interval. Finally, in relation to emotions, the group of participants is either
neutral or joy-enthusiasm during the development of the 20Q game.
In general, in its current state of development, the 20Q game seems to get
an average level of attention and involvement/engagement of the participants.
It must be noted in this sense a main drawback to capture attention: the time
spent since the participant provides an answer until the robot performs the fol-
lowing question ranged from 6 to 30 seconds. Research in the ﬁeld of study of
adult human conversation suggests that the pace of a conversation is related to
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the perceived quality of it. Partners tend to adjust the length of the pauses be-
tween turns of conversation, considering that breaks over 1 second is considered
disruptive [4]. This aspect is of utmost importance to understand the results of
this test with non-expert users as the response of the same (lack of direction in
gaze, facial expression and emotional expression neutral) are surely related to
the response time of the platform.
4 Conclusions and Further Research
A system has been developped in which a user can naturally interact with a
robot around a recreational activity. The ability of speech recognition of the
machine allows a more natural interaction between the robot and the person.
The client-server architecture implemented allows that the Internet-based
knowledge base of the 20Q game be managed by the robot, which interacts
with the user around a series of questions and answers with a goal (the 20Q
game) that can help to generate engagement between the user and the robotic
partner.
From these results, further progress on improving processing times and com-
munication for each module must be completed as it is clearly a fundamental
issue in the quality of the interaction.
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