Systematic Semiclassical Expansion for Harmonically Trapped Ideal Bose
  Gases by Klünder, Ben & Pelster, Axel
ar
X
iv
:0
80
6.
29
60
v2
  [
co
nd
-m
at.
sta
t-m
ec
h]
  2
3 A
pr
 20
09
Systematic Semiclassical Expansion
for Harmonically Trapped Ideal Bose Gases
B. Klu¨nder1 and A. Pelster2
1Arnold Sommerfeld Center for Theoretical Physics, Fakulta¨t fu¨r Physik,
Ludwig-Maximilians-Universita¨t Mu¨nchen, Theresienstrasse 37, 80333 Mu¨nchen, Germany
2Universita¨t Duisburg-Essen, Fachbereich Physik,
Campus Duisburg, Lotharstrasse 1, 47057 Duisburg, Germany
(Dated: November 18, 2018)
Using a field-theoretic approach, we systematically generalize the usual semiclassical approxi-
mation for a harmonically trapped ideal Bose gas in such a way that its range of applicability
is essentially extended. With this we can analytically calculate thermodynamic properties even
for small particle numbers. In particular, it now becomes possible to determine the critical tem-
perature as well as the temperature dependence of both heat capacity and condensate fraction in
low-dimensional traps, where the standard semiclassical approximation is not even applicable.
PACS numbers: 03.65.Sq, 03.75.Hh, 05.70.Ce
I. INTRODUCTION
The field of ultracold Bose gases attains at present a lot
of attention due to an improved experimental accessibil-
ity within the last decade. Many different theoretical ap-
proaches are used to treat these trapped dilute quantum
gases. Although isolated Bose gases should, in principle,
be described within the micro-canonical ensemble, one
commonly applies the technically more efficient canon-
ical or grand-canonical descriptions [1, 2, 3, 4, 5, 6, 7,
8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. This
is justified as experiments often use a large number of
bosons. It is a common belief in quantum statistics that,
at least in the thermodynamic limit N→∞, all ensem-
bles should converge to one and the same result. How-
ever, we note that some peculiar exceptions are known
for particle counting statistics as discussed, for instance,
in Refs. [20, 21, 22]. From a theoretical point of view,
the grand-canonical ensemble has the advantage that it
provides an analytical description, whereas the canonical
approach is limited to numerical results for moderate par-
ticle numbers. As experiments with ultracold Bose gases
are always realised with a finite number of particles, the
fundamental question arises how to study finite-size ef-
fects for the thermodynamic properties of trapped Bose
gases most efficiently.
To analyse this problem systematically, we introduce
and compare two different approaches. In Sect. II we
briefly rederive the well-known grand-canonical descrip-
tion without using the order parameter concept for a har-
monically confined ideal Bose gas. The thermodynamic
properties can only be calculated numerically in this the-
ory. In Sect. III we introduce another grand-canonical
description of the trapped Bose gas which is analytical
as it relies on the order parameter concept. Introduc-
ing an order parameter is an essential approximation for
finite systems and leads to different results for the re-
spective thermodynamic quantities compared to the the-
ory without order parameter. However these differences
vanish in the thermodynamic limit and turn out to be
negligibly small for experimentally realistic system sizes.
Moreover, generalizing a formalism developed in Ref. [23,
Appendix 7A], this approach extends the usual semiclas-
sical approximation [1, 2, 13, 16] to a systematic semi-
classical expansion which yields yet unknown analytical
results for the thermodynamic quantities in the super-
fluid phase. In particular, we will calculate the critical
temperature Tc as well as the temperature dependence of
the condensate fraction N0/N and the heat capacity CV
for D=1, 2, 3 dimensions up to the order of the semiclas-
sical expansion which was not accessible before.
II. APPROACH WITHOUT ORDER
PARAMETER
We start with briefly rederiving the well-known grand-
canonical description of an ideal Bose gas. The general
expression for the grand-canonical potential of an ideal
Bose gas is given by [24]
Ω =
1
β
∑
n
log
[
1− e−β(En−µ)] , (1)
where n describes the one-particle quantum numbers.
Here En, β=1/kBT , and µ denote the energy levels of the
system, the inverse temperature, and the chemical poten-
tial, respectively. We specify Eq. (1) for the case of an
ideal Bose gas which is trapped in an isotropic harmonic
potential of the form V (x)=Mω2x2/2, where M and ω
denote the mass of a bosonic particle and the trap fre-
quency, respectively. The one-particle energy eigenvalues
of a harmonic oscillator are En = ~ω(n1+. . .+nD+D/2)
in D dimensions, so the grand-canonical potential (1)
specifies to
Ω = − 1
β
∞∑
k=1
eβ(µ−E0)k
k(1− e−~ωβk)D . (2)
For numerical calculations it turns out to be useful to
follow Ref. [25] and reexpress (2) by using the polyloga-
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FIG. 1: Dimensionless chemical potential (µ−E0)/~ω versus
T/Tc in D=3 dimensions determined from (6) for N=10
3 par-
ticles (dashed line) and N=104 (solid line) for ω=2pi·40 Hz.
The critical temperatures are Tc=16.75 nK for N=10
3 and
Tc=37.56 nK for N=10
4, respectively.
rithms
ζa(x) =
∞∑
k=1
xk
ka
(3)
and the identity
1
(1−z)D=
∞∑
m=0
(
m+D−1
m
)
zm , (4)
so we obtain
Ω = − 1
β
∞∑
m=0
(
m+D−1
m
)
ζ1
(
eβ(µ−E0−m~ω)
)
. (5)
With N=−∂Ω/∂µ one gets for the particle number equa-
tion
N =
∞∑
m=0
(
m+D−1
m
)
ζ0
(
eβ(µ−E0−m~ω)
)
, (6)
which can be solved numerically for the chemical poten-
tial µ once the particle number N is given. In this ap-
proach we consider the resulting condensate fraction
N0
N
=
1
N [eβ(E0−µ)−1] (7)
as a function of the temperature and define the point
where the curvature is maximal as the critical tempera-
ture Tc. Figure 1 shows the chemical potential µ in D=3
dimensions determined from (6) as a function of temper-
ature T for a given particle number N . One observes
that µ remains smaller than the ground-state energy E0
for all temperatures and approaches E0 in the limit T ↓0.
Moreover, one can see that (µ−E0)/~ω gets smaller for
T≤Tc if the particle number N is increased.
The heat capacity CV=∂U/∂T |V,N is derived from the
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FIG. 2: Heat capacity (8) versus T/Tc in D=3 dimensions for
N=104 (dashed line) and N=105 (solid line) for ω=2pi·40 Hz.
The critical temperatures are Tc=37.56 nK for N=10
4 and
Tc=82.46 nK for N=10
5, respectively.
internal energy U=Ω+TS+µN and yields
CV=kB(~ωβ)
2 (8)
×
∞∑
m=0
m
(
m+D−1
m
)
ζ−1
(
eβ(µ−E0−m~ω)
)
×

m−
∞∑
m′=0
m′
(
m′+D−1
m′
)
ζ−1
(
eβ(µ−E0−m
′
~ω)
)
∞∑
m′′=0
(
m′′+D−1
m′′
)
ζ−1
(
eβ(µ−E0−m′′~ω)
)

 .
One can see in Fig. 2 that CV in D=3 dimensions has
its maximum at T≈Tc and vanishes exponentially fast
in the limit T ↓0. The heat capacity CV gets larger for
T≤Tc and smaller for T>Tc if the particle number N
is increased. Moreover, one obtains that the slope at
T=Tc increases as well for larger N , but does not di-
verge. With this we have shown exemplarily that phase
transitions do not occur in finite systems. However, µ
and CV for fixed T/Tc seem to tend towards a limit for
large particle numbers N and thus, we expect the emer-
gence of a sharp phase transition in the thermodynamic
limit N→∞. In the next section we use this observation
as a motivation to introduce an analytical approach for
describing a trapped Bose gas with the help of an order
parameter.
III. APPROACH WITH ORDER PARAMETER
We start with the functional integral approach to
the grand-canonical partition function of a harmonically
trapped ideal Bose gas [26]
Z =
∮
Dψ∗Dψ e−A[ψ∗,ψ]/~ , (9)
where one integrates over all possible bosonic Schro¨dinger
fields ψ∗(x, τ), ψ(x, τ) which are periodic in imaginary
time τ with period ~β. The Euclidean action A[ψ∗, ψ]
3reads
A[ψ∗, ψ] =
∫ ~β
0
dτ
∫
dDx ψ∗(x, τ)
×
[
~
∂
∂τ
−~
2∆
2M
+
M
2
ω2x2−µ
]
ψ(x, τ) .(10)
We evaluate the functional integral by using the back-
ground method [27, 28]. To this end we divide the fields
ψ∗(x, τ), ψ(x, τ) into field expectation values Ψ∗(x, τ),
Ψ(x, τ), which we identify later on with the macro-
scopic occupation of the ground state, and fluctuations
δψ∗(x, τ), δψ(x, τ):
ψ∗(x, τ) = Ψ∗(x, τ) + δψ∗(x, τ) ,
ψ(x, τ) = Ψ(x, τ) + δψ(x, τ) . (11)
Note that field expectation values and fluctuations have
to satisfy the condition [29]∫
dDx Ψ∗(x, τ)δψ(x, τ) = 0 . (12)
Using (11) together with (9) we arrive at
Z = e−A[Ψ
∗,Ψ]/~
∮
Dδψ∗Dδψ e−A[δψ∗,δψ]/~ . (13)
Now we decompose the fluctuations δψ(x, τ) into the one-
particle eigenstates ψn(x) of the system and apply an
additional Matsubara decomposition:
δψ(x, τ) =
∑
n 6=0
∞∑
m=−∞
cn,mψn(x)
e−iωmτ√
~β
(14)
with the Matsubara frequencies ωm=2πm/~β. Note that
we explicitly do not sum over the ground state of the
system in (14), as we have to satisfy condition (12). With
this, the measure of the functional integration (13) turns
into ∮
Dδψ∗Dδψ =
∏
n 6=0
∞∏
m=−∞
∫
dc∗
n,mdcn,m
2π~β
. (15)
The integration over the expansion coefficients c∗
n,m, cn,m
in (15) is now Gaussian and can be performed. The ef-
fective action is then found by applying the logarithm to
the partition function: Γ[Ψ∗,Ψ]=− (logZ)/β. With this
one gets
Γ[Ψ∗,Ψ] =
1
~β
A[Ψ∗,Ψ] (16)
− 1
β
∞∑
k=1
eβ(µ−E0)k
k
[
1
(1−e−~ωβk)D−1
]
.
This effective action yields the grand-canonical potential
Ω if it is evaluated for extremised field expectation values:
Ω=Γ[Ψ∗e ,Ψe]. An extremization of (16) with respect to
Ψ∗(x, τ) leads to{
~
∂
∂τ
− ~
2∆
2M
+
M
2
ω2x2 − µ
}
Ψe(x, τ) = 0 . (17)
This equation has the eigenstates ψn(x) with
µ=En as non-trivial solutions which are periodic
in imaginary time. We choose the ground state
ψ0(x)= (Mω/π~)
D/4
exp
(−Mωx2/2~) to be the physi-
cally meaningful solution and normalise Ψe(x, τ) to the
number of atoms in the ground state N0:
Ψe(x, τ)=
√
N0ψ0(x) . (18)
As (17) and (18) lead to the algebraic equation
(E0−µ)
√
N0=0 , (19)
we obtain two different phases. In the gas phase we have
N0=0, whereas in the superfluid phase with N0 6=0 the
chemical potential µ must be equal to the ground-state
energy E0. The critical temperature Tc occurs at the
borderline between both phases, so it follows from the
particle number equation by setting both N0 = 0 and
µ = E0. To this end we combine (16) and (18) and get
for the grand-canonical potential
Ω = (E0 − µ)N0
− 1
β
∞∑
k=1
eβ(µ−E0)k
k
[
1
(1−e−~ωβk)D−1
]
. (20)
The first term represents the contribution of the macro-
scopically occupied ground state of the system, whereas
the second term describes the thermal contributions of all
excited states. This should be compared with (2) where
the ground state is treated like all other states.
IV. THERMODYNAMICS
It is now possible to derive all thermodynamic quanti-
ties from (20) within this framework. The particle num-
ber equation N=−∂Ω/∂µ reads
N = N0 +
∞∑
k=1
eβ(µ−E0)k
[
1
(1 − e−~ωβk)D−1
]
. (21)
The internal energy follows from the Legendre transfor-
mation U=Ω+TS+µN :
U = E0N0+D~ω
∞∑
k=1
eβ(µ−E0)k
{
1
2
[
1
(1−e−~ωβk)D−1
]
+
e−~ωβk
(1−e−~ωβk)D+1
}
. (22)
Both the particle number N and the internal energy U
can be expressed by the auxiliary functions
I(A, b,D) =
∞∑
k=1
e−bAk
(1− e−bk)D . (23)
4The particle number (21) turns into
N = N0 +
D∑
l=1
(−1)l+1
(
D
l
)
I(l − µ′, b,D) , (24)
where we have used the abbreviations b=~ωβ and
µ′=(µ−E0)/~ω. For the internal energy (22) we get cor-
respondingly
U = E0N0 +D~ω
[
1
2
D∑
l=1
(−1)l+1
(
D
l
)
I(l−µ′, b,D)
+I(1−µ′, b,D+1)
]
. (25)
With this it is possible to calculate useful analytic ap-
proximations for the critical temperature Tc, as well as
the temperature dependence of both the condensate frac-
tion N0/N and the heat capacity CV for different num-
bers of spatial dimensions D. To this end we assume
that the difference ~ω between different energy levels of
the harmonic oscillator is small compared to the average
thermal energy kBT . This yields the semiclassical condi-
tion 0<b=~ωβ≪1, which is well fulfilled for present-day
experiments.
In order to describe the superfluid phase we apply
the limit µ↑E0 to the particle number equation (24) for
D=1, 2, 3 and use the formulas (A13)–(A15) which are
derived in the Appendix within the semiclassical approx-
imation. Furthermore, we expand the polylogarithms for
small b=~ωβ by using the Robinson formula [30]
ζl(e
−a)=
(−a)l−1
(l−1)!
{ l−1∑
k=1
1
k
− ln a
}
+
∞∑
k=0
k 6=l−1
(−a)k
k!
ζ(l−k) .(26)
Thus, we get for T≤Tc
N
∣∣
D=1
= N0+
γ− ln(~ωβ)
~ωβ
+ . . . , (27)
N
∣∣
D=2
= N0+
ζ(2)
(~ωβ)2
+
− ln(~ωβ)+γ−1/2
~ωβ
+ . . . , (28)
N
∣∣
D=3
= N0 +
ζ(3)
(~ωβ)3
+
3ζ(2)
2(~ωβ)2
+
− ln(~ωβ)+γ−19/24
~ωβ
+ . . . . (29)
Here ζ(z) denotes the Riemann zeta function and
γ=0.5772. . . is Euler’s constant. Surprisingly, our results
(27)–(29) coincide with the findings of two different ap-
proaches which are reviewed and compared in Ref. [12].
The first one is a master equation approach to canonical
condensate statistics which is based on an analogy to the
laser phase transtion [10, 19]. It yields accurate results
even for small systems, is valid for all temperature, but
is partly numerical. The second one, which is entirely
based on considering the particle-number distribution, is
fully analytical, but is limited to temperatures below Tc
[11, 15].
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FIG. 3: Finite-size corrections (Tc−T
(0)
c )/T
(0)
c taken from
Eq. (32) versus N−1/3 for D=3 dimensions. The dotted
(dashed) line includes the first (the first two) finite-size cor-
rection(s). The bullets correspond to the critical temperature
which is numerically determined from (6) and (7) of the the-
ory without order parameter.
A. Critical Temperature
Setting N0=0 in (27)–(29), one obtains for the critical
temperature
Tc
∣∣
D=1
=
~ω
kB
N
γ− ln(~ω/kBTc)+ . . . , (30)
Tc
∣∣
D=2
=
~ω
kB
(
N
ζ(2)
) 1
2
{
1−
(
ζ(2)
N
) 1
2 1
2ζ(2)
×
[
−1
2
ln
(
ζ(2)
N
)
+γ−1
2
]}
+ . . . , (31)
Tc
∣∣
D=3
=
~ω
kB
(
N
ζ(3)
) 1
3
{
1−
(
ζ(3)
N
) 1
3 ζ(2)
2ζ(3)
−
(
ζ(3)
N
) 2
3 1
3ζ(3)
[
−1
3
ln
(
ζ(3)
N
)
+γ−19
24
−3ζ(2)
2
4ζ(3)
]}
+ . . . . (32)
In D=1 dimension the critical temperature Tc follows
from numerically solving the implicit Eq. (30). Higher
corrections to (30) are of the order O(N−1), so they
are small and can be neglected. Note that our result
(30) differs slightly from the corresponding finding of
Refs. [2, 18]. For D=2, 3 one defines the thermodynamic
limit N→∞ in such a way that the leading order of (31)
and (32), i. e. T
(0)
c =~ωN1/D/kBζ(3)
1/D, remains con-
stant. Thus, when the particle number N is sent to in-
finity the trap frequency ω has to approach zero in such
a way that the product NωD is kept fixed. In this case
the quantity b
(0)
c =~ωβ
(0)
c is, indeed, small as has been
assumed above. Higher orders of (31) and (32) are called
finite-size corrections. We note that additional nontrivial
logarithmic dependences on the particle number N occur
5which do not follow from the standard semiclassical ap-
proximation [1, 2, 13, 16]. In Fig. 3 the critical temper-
ature in D=3 dimensions is plotted up to the first and
the second order for different particle numbers N and
compared with the corresponding finite-size corrections
which are obtained numerically from the theory with-
out order parameter from (6) and (7). Combining the
first and second finite-size corrections from (32) yields
a better agreement with the theory without order pa-
rameter than the first finite-size correction alone. Fur-
thermore, we read off from Fig. 3 that, for particle num-
bers larger than about N=103, the analytic formula (32)
yields values for the critical temperature which coincide
with the corresponding results of the theory without or-
der parameter for all practical purposes. Thus, although
introducing an order parameter for studying finite-size
effects represents an essential approximation, its findings
do not differ from the results of the theory without an
order parameter for experimentally realistic system sizes.
Note that the first correction of (32) was already found
some time ago [1, 2], whereas the second correction has
only recently been found [23, Appendix 7A].
B. Condensate Fraction
The new feature of our approach is that it is applicable
in the whole temperature regime. For instance, one gets
for the condensate fraction N0/N from (27)–(32)
N0
N
∣∣
D=1
= 1− T
Tc
[
1− ln(Tc/T )
γ− ln(~ωβc)
]
+ . . . , (33)
N0
N
∣∣
D=2
= 1−
(
T
Tc
)2
−
(
ζ(2)
N
) 1
2
{[
T
Tc
−
(
T
Tc
)2 ]
×− ln(ζ(2)/N)/2 + γ − 1/2
ζ(2)
+
T
Tc
ln(T/Tc)
ζ(2)
}
+ . . . , (34)
N0
N
∣∣
D=3
= 1−
(
T
Tc
)3
−
(
ζ(3)
N
) 1
3 3
2
ζ(2)
ζ(3)
[(
T
Tc
)2
−
(
T
Tc
)3 ]
−
(
ζ(3)
N
) 2
3 1
ζ(3)
{
−3
2
ζ(2)2
ζ(3)
[(
T
Tc
)2
−
(
T
Tc
)3 ]
+
[
T
Tc
−
(
T
Tc
)3 ] [
−1
3
ln
(
ζ(3)
N
)
+γ−19
24
]
+
T
Tc
ln
(
T
Tc
)}
+ . . . . (35)
Figure 4 shows how the approximation to describe a fi-
nite system with an order parameter deviates from the
original grand-canonical approach without order param-
eter. In Fig. 4 a) one observes in D=1 dimension that
the approximation introduced by the decomposition (11)
is still noticeable at T≈Tc for N=104 particles. For D=2
dimensions, however, this effect becomes much smaller
N0/N
T [µK]
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0.2
0.4
0.6
0.8
1
a)
N0/N
T [nK]
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FIG. 4: Condensate fraction N0/N versus temperature T for
a) D=1 dimension and N=104 and for b) D=2 dimensions
and N=103 for ω=2pi·40 Hz. The solid lines describe Eq. (7)
from the theory without order parameter, the dashed lines
correspond to the leading orders of (33), (34) and the dotted
line also includes the first finite-size correction.
already for N=103 particles as shown in Fig. 4 b). Note
that Eq. (34) including the first finite-size correction
yields a better agreement with the theory without or-
der parameter than the already known leading order of
(34).
C. Heat Capacity
The heat capacity CV can be found from (25) by us-
ing the relation CV=∂U/∂T
∣∣
V,N
. One has to take into
account two different regimes. For T<Tc the chemical po-
tential µ is fixed and the number of atoms in the ground
state N0 depends on temperature. With this we get
CV, T≤Tc
∣∣
D=1
= NkB
2ζ(2)
γ− ln(~ωβc)
T
Tc
+ . . . , (36)
CV, T≤Tc
∣∣
D=2
= 2NkB
(
T
Tc
)2{
3ζ(3)
ζ(2)
−
(
ζ(3)
N
) 1
2
×3ζ(3)
ζ(2)2
[
−1
2
ln
(
ζ(2)
N
)
+γ−1
2
]}
+ . . . , (37)
CV, T≤Tc
∣∣
D=3
= 3NkB
(
T
Tc
)3{
4ζ(4)
ζ(3)
+
(
ζ(3)
N
) 1
3
[
3Tc
T
−6 ζ(4)ζ(2)
ζ(3)2
]}
+ . . . . (38)
For T>Tc, on the other hand, N0 vanishes and µ depends
on temperature. Thus, the heat capacity for T>Tc still
depends explicitly on T and µ. However, we can analyt-
ically work out the limit T ↓Tc and obtain
lim
T↓Tc
CV, T>Tc
∣∣
D=1
=NkB
2ζ(2)
γ− ln(~ωβc)+ . . . , (39)
6lim
T↓Tc
CV, T>Tc
∣∣
D=2
=2NkB
(
3
ζ(3)
ζ(2)
− 2ζ(2)
1+γ+ζ(2)− ln(ζ(2)/N)/2
+
(
ζ(2)
N
) 1
2
{
−3ζ(3)
ζ(2)2
[
−1
2
ln
(
ζ(2)
N
)
+γ−1
2
]
+
− ln(ζ(2)/N)/2+5/2+3γ− ln 2+2ζ(2)
1+γ+ζ(2)− ln(ζ(2)/N)/2
−− ln(ζ(2)/N)/2+γ−1/2+ζ(2)
[1+γ+ζ(2)− ln(ζ(2)/N)/2]2
})
+ . . . , (40)
lim
T↓Tc
CV, T>Tc
∣∣
D=3
=3NkB
(
4
ζ(4)
ζ(3)
−3ζ(3)
ζ(2)
+
(
ζ(3)
N
) 1
3
×
{
3
2
−6ζ(4)ζ(2)
ζ(3)2
+
3ζ(3)
ζ(2)2
[
−1
2
ln
(
ζ(3)
N
)
+
5
4
+ζ(2)
+
3
2
γ
]})
+ . . . . (41)
Thus, the heat capacity has a discontinuity at T=Tc in
D=2, 3 which follows from (37), (38), (40), and (41):
∆CV
∣∣
D=2
=2NkB
{
2ζ(2)
1+γ+ζ(2)− ln(ζ(2)/N)/2
−
(
ζ(2)
N
) 1
2
[
−− ln(ζ(2)/N)/2+γ−1/2+ζ(2)
[1+γ+ζ(2)− ln(ζ(2)/N)/2]2
+
− ln(ζ(2)/N)/2+5/2+3γ− ln 2+2ζ(2)
1+γ+ζ(2)− ln(ζ(2)/N)/2
]}
+ . . . , (42)
∆CV
∣∣
D=3
=3NkB
{
3ζ(3)
ζ(2)
−
(
ζ(3)
N
) 1
3 3ζ(3)
ζ(2)2
×
[
−1
2
ln
(
ζ(3)
N
)
+
5
4
+ζ(2)+
3
2
γ− ζ(2)
2
2ζ(3)
]}
+ . . . . (43)
In D=3 dimensions the discontinuity ∆CV remains fi-
nite in the thermodynamic limit N→∞ and gets smaller
for finite systems. This can be seen in Fig. 5, where
the heat capacity taken from (38) and (41) including the
first finite-size correction are compared with the thermo-
dynamic limit. In D=2 dimensions one has a disconti-
nuity for finite systems which vanishes in the thermody-
namic limit N→∞. Finally, in D=1 dimension there is
no discontinuity ∆CV at T=Tc at all in leading order in
agreement with the findings of Ref. [18]. Note that the
leading contribution in the heat capacity discontinuities
∆CV differs slightly from the findings in Ref. [18].
Note that Eqs. (36)–(38) also provide systematic semi-
classical expansions for both the internal energy U and
the entropy S by using the thermodynamic relations
CV=∂U/∂T |V,N=T∂S/∂T |V,N [24]. However, one does
not need to work out the limit T→Tc separately above
and below the critical point as both the internal energy
U and the entropy S are continuous at T=Tc.
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FIG. 5: Heat capacity CV /NkB versus Temperature T in
D=3 dimensions for ω=2pi·40 Hz and N=104. The dotted
(dashed) line is taken from Eqs. (38), (41) and includes the
leading order (the first two leading orders). The solid line
corresponds to (8) from the theory without order parameter.
V. CONCLUSIONS
In this paper we have extended the usual semiclas-
sical expansion [1, 2, 13, 16] for harmonically confined
ideal Bose gases. With this we have derived orders of
the semiclassical expansion which have not yet been ac-
cessible using standard semiclassical approaches. This
has been shown exemplarily for the critical tempera-
ture Tc as well as the temperature dependence of the
condensate fraction N0/N and the heat capacity CV in
D=1, 2, 3 dimensions. It would be straight-forward to
generalize our findings to anisotropic harmonic trapping
potentials, which are used in many experiments to study
Bose-Einstein condensation in D = 2, 3. Finally, we note
that it would be quite instructive to clarify the connection
between our field-theoretic approach towards a system-
atic semiclassical expansion and the statistical approach
of Refs. [9, 11, 12, 14, 15] as both seem to be related (see
the remark below Eq. (29)). However, this relation is by
no means obvious as both the grand-canonical and the
canonical approach rely on certain approximations.
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APPENDIX A: SEMICLASSICAL
APPROXIMATION
Some thermodynamic properties of the ideal Bose gas
in a harmonic trap are expressable in terms of the series
(23). Generalizing an approach of Ref. [23, Appendix 7A]
we work out a systematic semiclassical approximation of
7(23) which is valid for 0<b≪1.
1. Euler-MacLaurin Formula
In the limit of small b it is suggestive to approximate
(23) by the Euler-MacLaurin formula
g∑
k=0
f(k) =
∫ g
0
dk f(k) +
f(0) + f(g)
2
+ . . . . (A1)
However, this is not directly possible, as the integral
would diverge if the series starts at k=0. One way to
avoid this divergency is to subtract all divergent terms
in (23) before replacing the series by an integral. To this
end we expand the denominator of (23) for small b
1
(1 − e−bk)D =
D−1∑
l=0
Cl(D)
(bk)D−l
+O(b0) , (A2)
where C0(D)=1, C1(D)=D/2, C2(D)=D(3D−1)/24,
C3(D)=D
2(D−1)/48, . . . are the respective expansion
coefficients. Afterwards we subtract this expansion from
(23) and add it again:
I(A, b,D) =
∞∑
k=0
e−bAk
[
1
(1− e−bk)D −
D−1∑
l=0
Cl(D)
(bk)D−l
]
+
∞∑
k=1
D−1∑
l=0
Cl(D) e
−bAk
(bk)D−l
+O(b0) . (A3)
As we have extended the summation in the first line from
k=1 to k=0, we have obtained an error of the orderO(b0).
Finally, we apply (A1) to the first line in (A3), where
higher corrections can be neglected as they are as well of
the order O(b0). With this we arrive at
I(A, b,D) =
∫ ∞
0
dk e−bAk
[
1
(1−e−bk)D−
D−1∑
l=0
Cl(D)
(bk)D−l
]
+
∞∑
k=1
D−1∑
l=0
Cl(D) e
−bAk
(bk)D−l
+O(b0) . (A4)
Both terms in (A4) are treated as follows:
• We substitute x=e−bk in the first integral of (A4).
One immediately observes that the contribution of
this integral is of the order O(b−1). Moreover one
can reexpress the first integral in terms of Gamma
functions by using the Beta function [31, (8.380)]
B(x, y) =
∫ 1
0
dt tx−1(1− t)y−1 = Γ(x)Γ(y)
Γ(x + y)
. (A5)
The remaining integrals in (A4) can directly be
evaluated using the integral representation of the
Gamma function [31, (8.310)]:∫ ∞
0
dk kx−1e−ka =
Γ(x)
ax
. (A6)
• The series in the second line of (A4) can be ex-
pressed in terms of the polylogarithms (3).
With this we obtain eventually
I(A, b,D)=
1
b
[
Γ(1−D)Γ(A)
Γ(1+A−D) −
D−1∑
l=0
Cl(D) Γ(1+l−D)
×AD−l−1
]
+
D−1∑
l=0
Cl(D)
bD−l
ζD−l
(
e−Ab
)
+O(b0) . (A7)
2. Dimensional Regularisation
As the Gamma functions in (A7) are divergent for in-
teger dimension D, we apply dimensional regularization
[32, 33]. To this end we set D=d−ǫ with d=1, 2, 3, 4 . . .
and consider the limit ǫ→0. This leads to
I(A, b, d) = lim
ǫ→0
1
b
[
Γ(1−d+ǫ)Γ(A)
Γ(1+A−d+ ǫ)
−
d−1∑
l=0
Cl(d−ǫ) Γ(1+l−d+ǫ)Ad−l−1−ǫ
]
+
d−1∑
l=0
Cl(d)
bd−l
ζd−l
(
e−Ab
)
+O(b0) . (A8)
In order to evaluate the limit ǫ→0 we use the following
expansion for the Gamma function
Γ(−n+ǫ) = (−1)
n
n!
{
1
ǫ
+ψ0(n+1)+O(ǫ1)
}
(A9)
with n=1, 2, 3, . . . and ǫ>0 [32, (8D.24)]. The digamma
function ψ0(z) is defined as ψ0(z)=Γ
′(z)/Γ(z).
It satisfies the recursion formula [32, (8D.6)]
ψ0(z)=1/(z−1)+ψ0(z−1), where γ=−ψ0(1)=0.5772 . . .
denotes Euler’s constant. Moreover, we use the
approximation xǫ=1+ǫ lnx+ . . . and expand the co-
efficients Cl(d−ǫ)=C(0)l (d)−C(1)l (d)ǫ+O(ǫ2) for small
ǫ, where C
(0)
l (d)=Cl(d), C
(1)
0 (d)=0, C
(1)
1 (d)=1/2,
C
(1)
2 (d)=(6d−1)/24, C(1)3 (d)=d(3d−2)/48, . . . are the
respective expansion coefficients. With this (A8) reduces
to
I(A, b, d)= lim
ǫ→0
(−1)d−1
b
{
1
(d−1)!
[
d−1∏
l=1
(A− l)
]
×
[
1
ǫ
−ψ0(1+A−d) + ψ0(d)
]
−
d−1∑
l=0
(−1)lC(0)l (d)
(d−l−1)!
×
[
1
ǫ
+ψ0(d− l)− C
(1)
l (d)
C
(0)
l (d)
− ln(A)
]
Ad−l−1
}
+
d−1∑
l=0
C
(0)
l (d)
bd−l
ζd−l
(
e−Ab
)
+O(b0) . (A10)
8Equation (A10) can be further simplified if one uses the
identity
1
(d−1)!
d−1∏
l=1
(A− l) =
d−1∑
l=0
(−1)lC(0)l (d)
(d−l−1)! A
d−l−1 , (A11)
which can be proven by complete induction. Thus, the
terms in (A10), which are proportional to 1/ǫ, cancel
and we obtain a finite result in the limit ǫ→0. Using the
recursion formula of the digamma function one arrives at
I(A, b, d)=
1
b
d−1∑
l=0
(−1)d−l−1C(0)l (d)
(d−l−1)! A
d−l−1
×
[
−ψ0(1+A−d)+ lnA+C
(1)
l (d)
C
(0)
l (d)
+
d−1∑
m=d−l
1
m
]
+
d−1∑
l=0
C
(0)
l (d)
bd−l
ζd−l
(
e−Ab
)
+O(b0) . (A12)
Assuming 0<b≪1 we read off that Eq. (A12) is, indeed,
a good approximation for (23) as the error is of the or-
der O(b0). For different dimensions d=1, 2, 3, 4 one gets
explicitly
I(A, b, 1) =
1
b
[
lnA−ψ0(A)+ζ1(e−Ab)
]
+O(b0) ,(A13)
I(A, b, 2) =
1
b2
ζ2(e
−Ab)+
1
b
{
−(A−1) [lnA−ψ0(A−1)]
+
3
2
+ζ1(e
−Ab)
}
+O(b0) , (A14)
I(A, b, 3) =
1
b3
ζ3(e
−Ab)+
3
2b2
ζ2(e
−Ab)+
1
b
{
1
2
(A−1)
×(A−2) [lnA−ψ0(A−2)]−5
4
A+
53
24
+ ζ1(e
−Ab)
}
+O(b0) , (A15)
I(A, b, 4) =
1
b4
ζ4(e
−Ab)+
2
b3
ζ3(e
−Ab)+
11
6b2
ζ2(e
−Ab)
+
1
b
{
+
7
12
A2−179
72
A+
8
3
+ζ1(e
−Ab)−1
6
(A−1)(A−2)
×(A−3) [lnA−ψ0(A−3)]
}
+O(b0) . (A16)
Note that the respective polylogarithmic functions in
(A13)–(A16) have to be evaluated for small b by using
the Robinson formula (26).
[1] S. Grossmann and M. Holthaus, Phys. Lett. A 208, 188
(1995)
[2] W. Ketterle and N.J. van Druten, Phys. Rev. A 54, 656
(1996)
[3] J.R. Ensher, D.S. Jin, M.R. Matthews, C.E. Wieman,
and E.A. Cornell, Phys. Rev. Lett. 77, 4984 (1996)
[4] H.D. Politzer, Phys. Rev. A 54, 5048 (1996)
[5] K. Kirsten and D.J. Toms, Phys. Rev. A 54, 4188 (1996)
[6] M. Gajda and K. Rzazewski, Phys. Rev. Lett. 78, 2686
(1997)
[7] C. Weiss and M. Wilkens, Opt. Express 1, 272 (1997)
[8] M. Wilkens and C. Weiss, J. Mod. Opt. 44, 1801 (1997)
[9] M. Holthaus, E. Kalinowski, and K. Kirsten, Ann. Phys.
(N.Y.) 270, 198 (1998)
[10] M.O. Scully, Phys. Rev. Lett. 82, 3927 (1999)
[11] M. Holthaus and E. Kalinowski, Ann. Phys. (N.Y.) 276,
321 (1999)
[12] M. Holthaus, K. T. Kapale, V. V. Kocharovsky, and
M. O. Scully, Physica A 300, 433 (2001)
[13] C.J. Pethick and H. Smith, Bose-Einstein Condensa-
tion in Dilute Gases (Cambridge University Press, Cam-
bridge, 2001)
[14] C. Weiss and M. Holthaus, Europhys. Lett. 59, 486
(2002)
[15] C. Weiss, M. Block, M. Holthaus, and G. Schmieder,
J. Phys. A: Math. Gen. 36, 1827 (2003)
[16] L.P. Pitaevskii and S. Stringari, Bose-Einstein Conden-
sation (Clarendon Press, Oxford, 2003)
[17] V.I. Yukalov and E.P. Yukalova, Phys. Rev. A 72, 063611
(2005)
[18] V.I. Yukalov, Phys. Rev. A 72, 033608 (2005)
[19] V.V. Kocharovsky, V.V. Kocharovsky, M. Holthaus,
C.H.R. Ooi, A. Svidzinsky, W. Ketterle, and M.O. Scully.
Adv. At. Mol. Phys. 53, 291 (2006)
[20] K. Glaum, H. Kleinert, and A. Pelster, Phys. Rev. A 76,
063604 (2007)
[21] R.M. Ziff, G.E. Uhlenbeck, and M. Kac, Phys. Rep. 32,
169 (1977)
[22] P. Navez, D. Bitouk, M. Gajda, Z. Idziaszek, and K.
Rzazewski, Phys. Rev. Lett. 79, 1789 (1997)
[23] H. Kleinert, Path Integrals in Quantum Mechan-
ics, Statistics, Polymer Physics, and Financial
Markets, 4th Edition (World Scientific, Singa-
pore, 2006); online version: http://www.physik.fu-
berlin.de/∼kleinert/kleinert/?p=loadbook&book=8
[24] F. Schwabl, Statistische Mechanik, 2nd Edition
(Springer-Verlag, Berlin, 2004)
[25] K. Glaum, PhD thesis (in German), Free University of
Berlin (2008);
http://www.diss.fu-berlin.de/2008/117/indexe.html
[26] J.W. Negele and H. Orland, Quantum Many-Particle
Systems (Perseus Publishing, Cambridge, 1998)
[27] C. Morette, Phys. Rev. 81, 848 (1951)
[28] B.S. DeWitt, Theory of Dynamical Groups and Fields
(Gordon and Breach, New York, 1965)
[29] V.I. Yukalov and R. Graham, Phys. Rev. A 75, 023619
(2007)
[30] J.E. Robinson, Phys. Rev. 83, 678 (1951)
[31] I.S. Gradshteyn and I.M. Ryzhik, Table of Integrals, Se-
ries, and Products, 5th Edition (Academic Press, New
9York, 1994)
[32] H. Kleinert and V. Schulte-Frohlinde, Critical Properties
of φ4-Theories (World Scientific, Singapore, 2001)
[33] J. Zinn-Justin, Quantum Field Theory and Critical Phe-
nomena, 3rd Edition (Oxford University Press, Oxford,
1996)
