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RESUME 
Dans le cadre de l'exploration planetaire et en collaboration avec l'agence spatiale ca-
nadienne, ce projet etudie le probleme de la planification de trajectoire pour des robots 
mobiles. L'objectif est de determiner un chemin libre d'obstacles pour un robot mobile 
en considerant sa geometrie afin de lui donner une plus grande autonomic lors de la 
planification de deplacements sur de longues distances dans un environnement partielle-
ment connu. 
A partir d'une premiere ebauche de trajectoire definie par un planificateur sur longues 
distances du robot et d'une representation polygonale basee sur un maillage triangulaire 
de resolution variable de 1'environnement, creee en fonction de 1'information donnee par 
un scanner laser tridimensionnel place sur le robot, une nouvelle trajectoire libre d'obs-
tacles est generee en tenant compte de la geometrie du robot et eliminant dans la mesure 
du possible les dents de scie presentes dans la trajectoire originale. Un algorithme base 
sur une fonction ponderee de differents couts permet de definir cette trajectoire minimi-
sant le risque de collision, la distance a parcourir et les forts changements d'orientation 
du robot. 
Differents cas sont etudies pour etablir les performances de differentes approches. 
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ABSTRACT 
This project studies the problem of motion planning for mobile robots. The aim is to 
define an obstacle-free path for a mobile robot which will consider its geometry with 
the goal to give it a greater autonomy in the planning of movements on long distances 
in a partially known environment. Starting from a first base path defined by the origi-
nal long distance planner of the robot and a polygonal representation of the environ-
ment based on a 3D irregular triangular mesh, created from the information given by a 
three-dimensional laser scanner placed on the robot, a new obstacle free path is genera-
ted considering the robot geometry and eliminating as much as possible the saw tooth 
present in the base path. An algorithm based on a cost function makes possible to define 
this path, minimizing the collision risk, the distance to be traveled and the strong changes 
of orientation of the robot. 
Different cases are studied in order to establish the performance of different approaches. 
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INTRODUCTION 
L'interet scientifique croissant pour l'exploration planetaire fait appel a des robots mo-
biles exploratoires. Ces derniers doivent posseder une grande autonomie et une capacite 
elevee de decision dans le champ de la planification du mouvement. Ces qualites sont 
essentielles afin de diminuer ou eviter l'intervention humaine dans le processus d'ex-
ploration. Ceci est important etant donnes les delais de transmission et faibles bandes 
passantes entre les postes de controle terrestres et les sondes d'exploration. 
Le but de ce projet est de rendre le robot capable d'explorer de plus grandes aires et 
de parcourir de plus longues distances sur des terrains peu connus, et ce, tout au long 
de sa mission. Cet objectif sera plus facilement accompli, si le robot est equipe d'un 
planificateur de chemin fiable et rapide, et qui minimise les risques engages pour le 
robot. 
Dans le cadre du projet d'exploration planetaire, l'Agence Spatiale Canadienne (ASC) 
est tres active dans la recherche et le developpement de nouveaux modeles de robots 
exploratoires. C'est dans l'amelioration de la tache de la planification de chemins pour 
ces robots que ce travail de recherche trouve sa raison d'etre. 
Ce projet cherche done a fournir une solution au probleme de la planification de chemin 
tout en considerant la geometrie du robot et la topographie du terrain. L'objectif est de 
garantir la faisabilite du chemin trace par le planificateur sur longues distances. 
Ce memoire est divise en trois chapitres. Le premier presente la problematique reliee 
a cette recherche afin d'aborder par la suite, les solutions proposees dans le deuxieme 
chapitre. Pour ce qui est du troisieme chapitre, il porte sur 1'analyse de chacune des 




Dans ce chapitre nous aborderons la question qui nous amene a la realisation de ce 
projet de recherche. II est divise en quatre sections. Une premiere section sera dediee 
a une breve mise en situation. Dans la deuxieme, on etablira la definition de plusieurs 
termes qui par la suite seront utilises dans la formulation et la solution du probleme. 
La troisieme porte sur la definition du probleme et ce qu'on cherche a retrouver dans la 
solution proposee. Pour ce qui est du dernier volet, on y enonce les criteres d'evaluation 
avec lesquels sera jugee la solution donnee. 
1.1 Mise en situation 
A cause de l'interet croissant pour 1'exploration planetaire, les robots mobiles sont ap-
peles a avoir une tres grande autonomic Le besoin d'une intervention humaine dans les 
decisions de planification de chemin cause une enorme perte de temps et de ressources 
du robot. Le role d'un planificateur de chemins consiste done a augmenter l'autonomie 
du robot en lui permettant de se deplacer d'une position initiale vers une position finale 
arbitraire tout en evitant les collisions avec les obstacles presents dans son environne-
ment. Cette problematique a ete dans l'interet de chercheurs dans differents domaines 
durant les dernieres decennies. 
Dans cette section, nous enoncerons d'abord le probleme general de planification, par la 
suite nous presentons les grandes approches et methodes de resolution proposees dans 
la litterature et enfin nous parlerons de certains travaux de recherche qui seront plus 
pertinents pour notre probleme. 
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Avant d'aborder le probleme de la planification du chemin il faut definir ce qui est un 
chemin. Un chemin pour le robot entre deux configurations qinit et qgoai est une fonction 
continue r telle que r : [0,1] —> C avec r(0) = qinit et r ( l ) = qinit ou C est l'espace de 
configurations du robot. 
De plus, si toute configuration definie par le chemin r entre l'intervalle [0,1] se trouve 
dans le meme composant de C/ ree , il s'agit d'un chemin libre d'obstacles ou C/ r e e est 
l'espace de configuration qui n'est pas occupe par les obstacles (Latombe, 1991). 
Comme nous l'avons deja dit, le probleme de la planification de trajectoire consiste a 
trouver cette fonction continue qui eventuellement permettra au robot de passer d'une 
position ou configuration initiale qinit a une autre finale qgoai- Cette fonction est definie 
sur l'espace des configurations C. Le probleme se presente lorsque dans cet espace de 
configuration il y a certaines configurations qui sont interdites a cause des obstacles. 
Alors, l'espace de configuration C est l'union du sous-espace C0bs et du sous-espace 
Cfree. Puisque nous voulons que le chemin soit libre d'obstacles, nous devrions effectuer 
notre recherche de la fonction r sur le sous-espace Cfree. 
Dans cet ordre d'idees, le probleme de planification de chemin consiste alors a definir 
le sous-espace Cfree, pour continuer par la suite avec la recherche des configurations 
continues qui forment le chemin. 
Comme solution a ce probleme, il y a un nombre important d'approches qui se sont faites 
remarquer a travers le temps et qui ont inspire plusieurs autres travaux de recherche. 
Nous allons done donner un bref apercu de chacune de ces approches que Ton peut 
retrouver de fa9on plus detaille dans (Latombe, 1991) et (LaValle, 2006). 
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1.1.1 Methodes par decomposition cellulaire 
Cette methode consiste a partitionner l'espace de configuration libre en plusieurs regions 
adjacentes appelees cellules, par la suite un graphe de connectivite est defini entre les cel-
lules afin de pouvoir tracer un chemin entre configurations qui appartiennent a differentes 
cellules adjacentes. Finalement pour trouver le chemin desire il faudrait explorer le 
graphe de connectivite et determiner le chemin qui relie la configuration initiale avec 
la configuration finale. Cet algorithme est un des algorithmes les plus utilises dans la 
planification de chemins. 
Cette methode de planification est divisee en deux grandes categories : decomposition 
cellulaire exacte et decomposition cellulaire approximative. Les methodes de resolution 
dites exactes sont des methodes ou la decomposition effectuee se base sur un recouvre-
ment exact de l'espace libre du robot, les limites des cellules correspondent a des chan-
gements dans les contraintes applicables a la cinematique du robot. Pour ce qui est des 
methodes de resolution dites approximatives, elles font une division de l'espace de confi-
guration libre avec des cellules elementaires identiques et permettant 1'adaptation de la 
taille de celles-ci a la geometrie des zones a recouvrir. Les methodes de decomposition 
exacte sont caracterisees pour etre plus difficiles a implementer et plus gourmandes en 
ressources, pour cette raison les methodes approximatives ont ete preferees malgre l'in-
certitude dans la precision de la reponse. 
Les methodes de decomposition verticale du « quadtree » de decomposition verticale 
par triangulation, de decomposition cylindrique sont quelques methodes de decomposition 
cellulaire utilisees. 
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1.1.2 Les method es Roadmap 
Une deuxieme methode pour la resolution du probleme de planification consiste a rame-
ner la recherche du chemin a un espace de plus faible dimension que celle de l'espace 
admissible. Cette approche consiste a representer la connectivite de l'espace libre du ro-
bot par un reseau de courbes unidimensionnelles pouvant etre entierement definies dans 
l'espace libre qgoai du robot, ce reseau de courbes est appele roadmap. 
Apres avoir genere le roadmap, il faudra alors inclure dans le reseau les configurations 
initiale et finale, de cette facon, la planification de chemin sera reduite a trouver d'abord 
le chemin qui connecte la configuration initiale avec un noeuds du roadmap, determiner 
un chemin entre la configuration finale et le roadmap, et finalement explorer le roadmap 
afin de trouver un chemin qui relie les deux nceuds connectes aux configurations initiale 
et finale. 
Les methodes du roadmap sont divises en deux groupes : les methodes deterministes et 
les methodes probabilistes. La difference entre les deux groupes est la facon utilisee pour 
construire le roadmap. 
Dans les approches deterministes, le roadmap est invariant pour un meme espace de 
configurations. Quelques exemples d'approches qui utilisent cette methode sont : l'ap-
proche par graphe de visibility, l'approche par retraction, la methode Freeway net et la 
methode Silhouette. 
Dans le deuxieme groupe des methodes roadmap, nous avons les approches probabilistes 
classiques. Ces dernieres utilisent des strategies probabilistes pour construire le graphe. 
Ces methodes sont rapides et permettent d'avoir de tres bons resultats surtout dans des 
espaces complexes. Quelques exemples de ces approches sont: L'algorithme Connect, 
la methode Hsu, 1'algorithme SBL. 
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1.1.3 Methode de champ du potentiel 
Cette methode consiste a representer le robot comme une particule qui se deplace dans 
un champ de potentiel fictif. Les variations locales de ce champ de potentiel fourniront 
une idee de la structure de l'espace de configuration libre, dans la plus part des cas, 
l'espace libre sera obtenu par la composition d'un premier champ de potentiel attractif, 
qui a pour objectif d'attirer le robot vers la solution et d'un champ repulsif qui a pour 
but d'eloigner le robot des obstacles. Le chemin est alors calcule par un algorithme de 
descente du gradient du potentiel obtenu. 
Cette methode a connu du succes grace a sa vitesse et a son applicabilite dans la planifi-
cation de mouvements en temps reel. Mais elle presente 1'inconvenient de rester bloquee 
dans des minimaux locaux. Ces minimums sont generalement lies a la geometrie et a 
la repartition des obstacles dans l'espace de travail du robot et surtout aux coefficients 
de penalties qui leur sont associes pendant la construction du champ de potentiel. Pour 
eviter ce probleme, plusieurs travaux ont vise deux solutions. La premiere est de definir 
une fonction de potentiel avec peu ou sans minimaux locaux, et la deuxieme s'adresser 
a 1'implantation d'algorithmes de recherche que puissent eviter ces minimaux locaux. 
1.1.4 Methodes de planification optimale et algorithmes de recherche de graphe 
Les methodes de planification pour recherche de graphes sont des methodes qui effec-
tuent une recherche systematique sur tous les etats accessibles dans un graphe afin de 
trouver une solution optimale. Cette recherche doit tenir un registre des etats deja visites 
afin d'eviter une recherche cyclique sur les memes etats. Normalement, ce type d'al-
gorithmes est applique sur un graphe fini dont on pourrait garantir 1'obtention ou pas 
une solution dans un temps fini. Afin d'utiliser ces methodes pour des graphes infinis, 
il faudra definir les limites de la recherche afin de pouvoir attirer une conclusion dans 
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un temps donne. De plus, un cout peut etre associe a la transition entre etats. Nous al-
lons reviser par la suite, les algorithmes de planification les plus repandus dans cette 
categorie, lesquelles sont presentes en detail dans (LaValle, 2006) 
1.1.4.1 La planification optimale 
Dans le cas du problemes de chemins optimaux il s'agit d'acheminer un objet entre deux 
etats, de facon a optimiser un certain critere, tel que le temps, distance, ou l'energie 
consommee. Afin de minimiser ou maximiser ce critere, une fonction de cout est definie 
et evaluee au long du chemin, elle est chargee de montrer le cout accumule a chaque 
point du chemin. De plus, une decision d'arret devra etre implementee afin d'indiquer 
intuitivement quand sera le temps d'arreter la recherche et fixer le cout total associe au 
chemin. Entre les approches de planification optimale, nous comptons avec la theorie de 
la programmation dynamique qui sera utilisee dans la solution de notre probleme. 
1.1.4.2 Algorithme de Dijkstra 
L'algorithme de Dijkstra est connu pour resoudre le probleme des chemins les plus courts 
entre deux sommets d'un graphe. Typiquement, la fonction de cout associee a l'arete qui 
lie un sommet a un autre, est la distance entre eux, pour cet algorithme le cout lie aux 
aretes doit etre positif ou nul. Cet algorithme, evalue le cout total pour aller d'un nceud 
initial a un noeud final, en choisissant le chemin avec cout le plus faible. Pour ce faire, 
il doit visiter tous les noeuds du graphe et calculer pour chacun le chemin avec le cout 
minimal qui le connecte avec le nceud initial. 
La strategic de recherche de cet algorithme consiste a rechercher tous les nceuds dans un 
rayon qui croit au tour de l'etat initial en cherchant se rapprocher a l'etat final. 
8 
Le principal probleme de cet algorithme est qu'il visite tous les etats possibles meme 
s'ils s'eloignent de l'etat final, cela implique une perte au niveau de temps de calcul. 
1.1.4.3 L'algorithme A * 
L'algorithme de recherche est une modification de l'algorithme de Dijkstra, qui essaye 
de reduire le nombre d'etats explores en incorporant une evaluation heuristique du cout 
pour atteindre l'etat desire a partir d'un etat initial. Dans l'essence les deux algorithmes 
fonctionnent de la meme facon, mais celui-ci va tenter de se rapprocher a l'etat final en 
privilegiant les etats intermediaries qui represented une possibility de rapprochement 
direct a la destination. Alors dans cet algorithme nous profitons de 1'information que 
nous avons a propos de l'etat final afin d'orienter la recherche d'une facon directe vers 
l'etat desire. 
1.1.4.4 La recherche vers l'arriere et bidirectionnelle. 
Les deux derniers algorithmes sont partis d'un etat initial en faisant une recherche exten-
sive a travers le graphe afin de rejoindre l'etat final avec le chemin le moins coiiteux. Ces 
memes methodes peuvent etre appliquees dans le sens inverse, au lieu de commencer la 
recherche a partir de l'etat initial, nous allons commencer la recherche a partir de l'etat 
final en direction de l'etat initial. Pour plusieurs problemes de planification, cette facon 
de proceder permet d'atteindre l'objectif plus rapidement. 
La recherche bidirectionnelle part de l'idee d'executer simultanement deux recherches, 
la premiere partira de l'etat initial vers l'etat final, et la deuxieme partira de l'etat final 
vers l'etat initial. La recherche se termine avec succes quand les deux arbres de recherche 
se reunissent. Pour beaucoup de problemes, la recherche bidirectionnelle peut nettement 
reduire la quantite d'exploration exigee. 
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1.1.5 Environnement partiellement connu 
Afin de donner une plus grande autonomie, de nombreux chercheurs ont travaille au 
developpement de differents systemes de vision, d'analyses d'images et de representations 
du terrain afin de pouvoir effectuer une planification permettant au robot de se deplacer 
dans un terrain inconnu. L'utilisation d'une representation en 3D par maillage triangu-
laire du terrain et d'objets est une des solutions a ce probleme. Tel que presentee dans 
(Bakambu et al., 2006),(Gemme et al., 2005) et (Green et al., 2006), l'utilisation de ce 
type de representation de 1'environnement a ete mise en place et testee sur des robots 
mobiles avec des resultats tres convaincants. 
D'un autre cote, nous avons le probleme de planification de chemin sur un terrain non 
structure. L'objectif d'obtenir un chemin en 3D continu et lisse, sur lequel une fonc-
tion de cout serait minimisee, nous a conduit a opter pour une representation du che-
min comme etant une fonction B-Spline. Tel que traite dans (Shiller and Chen, 1990), 
(Shiller, 2000) et (YAMAMOTO et al., 1998), la definition de ce type de chemin, nous 
permet de transformer le probleme de planification en un probleme d'optimisation de 
parametres. L'utilisation de ce type de fonctions permet l'integration de contraintes phy-
siques du robot comme la vitesse, 1'acceleration et la courbure maximales lors de sa 
definition du probleme. 
Une autre difficulte est de faire de ce chemin, un chemin libre d'obstacles. Etant donne 
que notre robot est place sur un terrain non structure il faudra d'abord savoir reconnaitre 
ce qu'est un obstacle et ou il est place. II y a done, dans la litterature, differentes ap-
proches qui cherchent a trouver une relation entre 1'information du modele du terrain 
et les obstacles afin de definir les zones traversables. Par exemple, l'analyse de pentes 
locales et de rugosite du terrain sont traites par (Seraji, 1999) et (Yokokohji et al., 2007). 
Dans (Page et al., 2006), la possibilite de definir un champ artificiel de potentiel sur le 
modele 3D du terrain pourrait permettre par la suite d'utiliser la methode de champs 
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potentiels pour trouver le chemin desire. Cependant, la problematique des « minimum 
locaux » de potentiel peut creer des problemes important de planification sur de longues 
distances. 
Lorsque nous debutons la recherche du chemin a partir d'un chemin de base qui a ete 
prealablement defini sur le terrain (Bakambu et al., 2006), nous voulons dans un premiere 
temps verifier si ce chemin est libre d'obstacles. L'approche utilisee pour la detection 
d'obstacle evalue si la surface representant le robot possede des points communs avec le 
terrain. L'implantation de cet algorithme de detection d'obstacle fera alors la tache d'un 
detecteur de collision et des algorithmes d'optimisation et planification locale seront 
dedies a la redefinition de ce chemin initial. 
1.2 Definition de termes 
Dans cette section nous definirons un ensemble de termes qui seront utilises tout au long 
de ce projet et qui nous permettront de traiter la solution du probleme d'une facon plus 
simple. Les termes qui seront definis represented l'environnement, le chemin ainsi que 
le modele du robot utilise dans notre approche. 
1.2.1 L'environnement 
L'environnement, aussi appele le terrain, est represente par un maillage triangulaire 
irregulier 3D (ITM - Irregular Triangular Mesh). L'lTM consiste, a la base, a representer 
une surface et les changements de sa topologie en utilisant des triangles de differente 
grandeur. Ceci permet done de bien representer la rugosite du terrain avec un ensemble 
de petits triangles et de reduire, par consequent, la quantite d'information lorsqu'il s'agit 
d'une surface plate ou sa representation sera quelques triangles d'une aire majeure. 
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L'lTM est produit a partir d'un nuage des points fournis par un module de balayage au 
laser (LIDAR). Avant d'utiliser les donnees produites par le module de balayage, elles 
sont traitees par un algorithme de simplification et d'assemblage de cartes developpe a 
l'Agence Spatiale Canadienne (ASC) (Bakambu et al., 2006). Les donnees des differents 
secteurs du terrain sont enregistrees et regroupees dans un meme ensemble D puis lui 
est applique l'algorithme de triangulation de Delaunay disponible sous Matlab (Barber 
et al., 1996) pour visualiser et trouver la relation entre les points de l'ensemble D et le 
sommet des triangles. 
L'algorithme prend comme parametre d'entree la matrice D et donne comme parametre 
de sortie la matrice Tr . Alors, le terrain est defini comme l'ensemble E = {D, Tr} ou 
D est une matrice n x 3 contenant les donnees 3D et Tr est une matrice m x 3 qui est 
une description de la topologie du maillage comme triangulation de ces points (Garcia, 
1995). 
D = 
Xi y\ zx 
•En Un %n 
Tr = 
su s12 s13 
* m l $m2 Sm3 
(1.1) 
ou xt, yi, Zi avec i = 1, 2..., n sont les coordonnees cartesiennes d'un point du terrain, et 
Sij avec i = l,2...,metj = 1,2,3 sont les sommets du triangle. Chaque s^ est associe 
a un des points de la matrice D. 
Les donnees du terrain ont ete fournies par l'ASC comme resultats experimentaux ef-
fectues dans « The Mars Yard » situee au siege social de l 'ASC a St. Hubert, Quebec, 
Canada (voir la Fig. 1.1). 
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(a) (b) 
FIG. 1.1 : (a) « The Mars Yard » ; et, (b) sa representation avec ITM. 
1.2.2 Le chemin 
Ce travail de recherche a pour but de fournir une solution au probleme de la planification 
de chemin pour un robot mobile, mais tout au long du developpement nous utiliserons 
divers types de chemins presented dans cette section. 
Le premier chemin d'interet est « le chemin de base » . II est produit par le planificateur 
principal du robot qui trace un premier chemin sur de longues distances. Ce sera le point 
de depart pour le nouvel algorithme de definition du chemin. 
L'algorithme du chemin le plus court de Dijkstra est employe par le planificateur prin-
cipal du robot, suivi d'un algorithme de simplification pour eviter des points qui ne sont 
pas necessaires dans le chemin (Bakambu et al., 2006). La figure 1.2 montre un exemple 
de cette sorte de chemin. A gauche nous avons le chemin avant la simplification et a 
droite le chemin apres la simplification. 
Le deuxieme est « le chemin initial » qui est represente par une fonction B-Spline cu-
bique 7r(A) : 9? —> 9£3 avec A € [0,1] comme parametre. II est cree en faisant une 
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FIG. 1.2 Chemin de base 
est d'eliminer les fortes irregularites du chemin de base et de produire un chemin plus 
lisse et eventuellement plus facile a suivre par le robot. 
Dans certains cas, des points additionnels pourront etre ajoutes a 1'ensemble de donnees 
du chemin de base afin de diminuer l'erreur d'interpolation de la composante z du che-
min initial. 
Le troisieme est « le chemin local » qui est genere par une de nos solutions. Ce type 
de chemin est charge de remplacer un sous-ensemble du chemin initial dans le but de 
contourner ou d'eviter les obstacles. 
Le quatrieme et dernier type est « le chemin final » defini lui aussi par fonction B-spline 










FIG. 1.3 Le Robot. 
1.2.3 Le robot 
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II s'agit d'un robot mobile a commande differentielle pour lequel on developpera notre 
modele. La figure 1.3 nous donne un bon apercu de la geometrie et des dimensions du 
robot en question. 
Nous considerons le robot comme une surface plane de forme carree, ayant comme 
limites les dimensions du robot. Partant de cette consideration, il faudra done calculer 
l'equation du plan de la base du robot, et pour ce faire nous devons evaluer d'abord les 
positions des roues du robot PWs. Apres avoir fait l'estime de la position des quatre 
roues, il s'agit par la suite de trouver le plan qui s'ajuste le mieux aux quatre points. 
L'etape suivante consiste en un deplacement du plan dans la direction de l'axe Z d'une 
distance h egale a la distance entre la terre et la base du robot. On a opte pour utiliser 
l'analyse de composantes principales (PCA) (Ellis, 2002; The MathWorks, 2005) qui 
nous donne l'equation aX + bY + cZ + d = 0 decrivant la base du robot. La figure 1.4 
montre le plan resultant apres avoir fait le PCA aux quatre roues du robot. 
Dans le paragraphe precedent, on a utilise PWs comme la base de tous les calculs pour 
trouver la representation du robot. II nous faut done decrire les etapes pour calculer 
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FIG. 1.4 Plan qui contient le robot, PCA. 
FIG. 1.5 Representation du robot place sur le terrain 
PWs. La figure 1.5 montre dans la partie gauche, le robot sur le terrain et les triangles 
d'interets ou les roues sont placees. Pour ce qui est de la partie droite, un zoom du secteur 
d'une roue du robot est illustre, indiquant les variables utilises dans les developpements. 
- D'abord, calculons l'estime de la position du centre du robot PR — [PRxPRyPRy] 
pour un point du chemin. II suffit d'evaluer PR = 7r(Aj) pour Aj € [0,1]. 
- En suite, 1'orientation pour le point 7r(Aj) avec 1'equation suivante 
9 = axctan(7r/(Ai)v/7r
/(Ai)a;). (1.2) 
- Definissons la matrice Ws 
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Ws = 
1/2 1/2 -1/2 -1/2 
w/2 -w/2 -w/2 w/2 
h h h h 
1 1 1 1 
(1.3) 
Ou I et w sont respectivement les mesures de longueur et de largeur du robot. La 
matrice Ws represente la position des roues relative au centre de la base du robot. 
Pour connaitre la position des roues relative au repere de base PWs, on defini une 
matrice de transformation homogene comme suit. 
TrMX = 
cos 6 -sin9 0 PRX 
sin0 costf 0 PRV 
0 
0 
0 1 PR, 
0 0 
Done, PWs va etre calcule : 
(1.4) 
PWs = [TrMX][Ws] = 
PW1X PW2X PW3X PWAX 
PWly PW2y PWSy PWAy 
PW1Z PW2Z PW3Z PWAZ 
1 1 1 1 
(1.5) 
Meme si on a un premier estime de PWs, due a l'irregularite et/ou a l'inclination du 
terrain, les roues ne seront pas a la meme altitude, done nous actualisons la compo-
sante Z pour chacune des roues en analysant l'information que nous avons du terrain. 
La procedure pour actualiser ces valeurs est la suivante. 
- D'abord, avec les valeurs trouvees pour la position de chaque roue en x et y, nous 
sommes capable de trouver sur quel triangle Tj, la roue est placee. Chaque triangle 
Tj est cherche dans la matrice TR et les donnees de la position de ses sommets 
PSTij e 5R3 sont recueillis de la matrice D. Les indices i — 1,..., 4 et j = 1, 2,3 
17 
sont utilises respectivement, pour se referer a un triangle en particulier et a chacun 
de ses sommets. 
- Pour chaque triangle, on calcule l'equation du plan N • (r — PSTn) = 0 qui le 
contient, ou 
r = [x,y,z] 
p = PSTa-PSTix 
q = PSTa-PSTn 
N = P
X« 
|| p x q || 
- Finalement la composante z de la position des roues PWsz est calculee avec l'equation 
PWiz = (-NxPWix - NyPWiy + (N • PST%1))/NZ (1.6) 
Pour obtenir l'estime de la position des roues (Equation 1.5), nous avons calcule l'orien-
tation du robot a partir du vecteur tangent au chemin pour un point donne (Equation 1.2). 
Les developpements precedents sont bases sur l'hypothese que les angles de roulis et de 
tangage (roll et pitch) doivent etre petits. Etant donne que nous cherchons a amener le 
robot vers un chemin le plus securitaire et le moins couteux possible, les regions du ter-
rain qui presentent une inclinaison trop grande par rapport aux inclinaisons maximales 
permises par le robot sont evitees. Par consequent, nous pourrions dire que l'approche 
utilisee pour obtenir l'estime de la position des roues nous donne une bonne idee de la 
position du robot sur le terrain. 
1.2.4 L'obstacle 
D'une maniere generate, un obstacle est une zone qui est inaccessible par le robot. 
Une classification selon le nature des obstacles a ete faite afin de reduire la quantite 
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d'operations necessaires pour identifier les obstacles. Par la suite, nous presenterons les 
classes d'obstacle. De plus, la procedure d'identification se rattachant a chacune des 
classes sera decrite a la section 2.2. 
Obstacle du a la rugosite. Region avec rugosite excessive, dans cette categorie d'obs-
tacle on inclut autant les grands obstacles qui ne permettent pas le passage du robot 
que les petites roches qui pourraient toucher sa base et le coincer. 
Obstacle du a la pente. Secteurs avec une pente raide ou le robot pourrait glisser pro-
duisant, par le fait meme, des erreurs dans les systemes de navigation ou par le 
risque de capotage. 
Obstacle du a la meconnaissance. Secteur dont 1'information est incertaine, partielle-
ment connue ou inconnue. 
1.3 Definition du probleme 
Dans la section 1.2, nous avons defini la plupart des termes les plus importants qui seront 
utilises au long de notre ouvrage et qui nous permettront de mieux comprendre le but de 
ce travail de recherche. 
Comme l'indique le titre de ce projet, nous sommes a la recherche d'un chemin qui 
conduit le robot d'un point de depart quelconque a un point d'arrivee choisi. De plus, 
nous sommes dans un environnement qu'on ne connait pas bien et qui n'est pas structure. 
En effet, nous partons de 1'information fournie par des capteurs sur une partie du terrain, 
que Ton actualise au fur et a mesure des deplacements effectu6s par le robot. Cependant, 
nous ne savons pas ou sont les roches, les collines ou les trous qui pourront mettre fin a 
notre aspiration d'arriver au point choisi. 
Abordons maintenant la concretisation de la problematique qui est a l'origine de ce pro-
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jet. Un chemin de base a travers le terrain est produit par le planificateur sur longues 
distances du robot. Ce chemin est produit avec certains criteres d'optimisation (Ba-
kambu et al., 2006), mais le robot est modelise pour cet algorithme comme un point. 
La consequence de cette simplification est que le chemin de base deviens done, un che-
min semi-libre, ce que signifie que le robot pourrait peut-etre rencontrer un obstacle 
(Latombe, 1991). Quelques repercussions de cette assertion sont que le chemin de base 
permet au robot de passer a proximite ou entre des obstacles, augmentant ainsi le risque 
de collision, de derapage, ou dans le pire des scenarios, guide le robot vers une collision 
inevitable. Notre objectif est done de valider et/ou redefinir ce chemin pour le rendre 
libre d'obstacles et plus securitaire pour le robot. Notre algorithme devra done prendre 
en consideration la geometrie du robot. 
Pourquoi parle-t-on de valider un chemin? Malgre les inconvenients mentionnes ci-
dessus, le chemin de base est un bon estime du chemin devant etre suivi par le robot. 
De plus, il s'avere comme un des chemins les plus courts, et done privilegie par cer-
taines topographies du terrain. II y a ainsi une bonne probabilite de detenir un chemin 
avec la totalite ou une grande partie de sa longueur libre d'obstacles. Si le chemin initial 
ne presente aucun risque de collision apres avoir ete analyse par notre algorithme, le 
chemin resultant va done etre identique au chemin initial, a moins de vouloir minimiser 
d'autres caracteristiques qui n'ont pas ete prises en compte lors de sa generation. Dans le 
cas ou des obstacles sont presents, le chemin initial sera redefini localement. Par la suite 
le chemin resultant aura done, une partie du chemin initial et de nouveaux morceaux de 
chemin definis localement. 
Une deuxieme partie du probleme est liee a la presence de fortes irregularites dans le 
chemin de base, qui sont dues a la maniere dont il a ete construit. En consequence, la so-
lution proposee devrait les eliminer arm de donner un chemin lisse et plus facile a suivre. 
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1.4 Criteres 
Pour tenter de solutionner le probleme de la planification de chemin pour ce cas specifique, 
nous avons tente plusieurs approches. Nous n'avons done retenu que celles qui presentaient 
une solution convenable selon notre objectif. Dans cette section, nous donnerons quelques 
criteres employes pour evaluer la performance des solutions proposees dans le chapitre 2. 
Critere 1. L'algorithme doit donner comme reponse un chemin libre d'obstacle qui mi-
nimise le risque de collision. 
Critere 2. L'algorithme doit eliminer les fortes irregularites du chemin de base et eviter 
les changements abrupts de 1'orientation du robot, afin de nous fournir un chemin 
final suffisamment lisse et facile a suivre par le robot. 
Critere 3. La rapidite de calcul de l'algorithme est prise en consideration. La solution 




RESOLUTION DU PROBLEME 
Ce chapitre portera sur les solutions proposees pour le probleme decrit a la section 1.3. II 
comprendra un ensemble d'idees retenues apres plusieurs mois de developpement qui se-
ront presentees en deux parties. La premiere partie appelee le modele generique, aborde 
la solution d'une maniere generale, sans entrer trop en detail dans la facon dont l'algo-
rithme e value certaines fonctions. Puis une deuxieme section portera sur les particularites 
des solutions ou on elabore plus en detail la facon dont les calculs ont ete realises. 
2.1 Le modele generique 
Dans cette section, nous presenterons une description generale de la solution donnee au 
probleme propose. Nous avons etudie trois algorithmes bases sur la theorie de commande 
optimale. Plus exactement, le probleme d'optimisation de chemin qui cherche a trouver 
le chemin le long duquel une fonction de cout est minimal (Shiller and Chen, 1990). 
Dans les deux premiers algorithmes, nous avons un chemin initial 717(A) et une fonction 
de cout a minimiser /(A) de la forme de l'equation 2.1. En premier lieu, nous evaluons 
la fonction /(A) pour le chemin 717(A), puis nous modifions le chemin a chaque iteration 
et recalculons la valeur de la fonction /(A) pour le nouveau chemin, on repete la meme 
procedure jusqu'a trouver le chemin qui minimise la fonction objective /(A). En theorie, 
trouver le chemin optimal semble un probleme facile. II suffit d'essayer tous les chemins 
possibles, et de comparer les valeurs calculees pour la fonction objectif, puis choisir le 
meilleur. Cependant, en pratique, il n'est pas evident de le faire parce que le temps pour 
trouver la solution est aussi un facteur determinant. 
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La troisieme approche est basee sur la methode de resolution de la programmation dy-
namique. La premiere etape est de faire emprunter le chemin initial par le robot afin 
d'identifier les endroits ou il y a des obstacles. S'il y en a un, une aire doit etre definie 
sur la carte du terrain et devra comporter le debut et la fin de 1'obstacle. Dans cette aire, 
nous definissons une grille ou chacun de ses noeuds a cinq directions possibles de mou-
vement. C'est-a-dire, pour chaque noeuds de la grille, on etablit, si possible, les chemins 
droits qui uniront celui-ci avec ses voisins. Pour chacun de ces chemins, un cout relatif 
a sa faisabilite y est associe, Lorsqu'on a une connectivite entre les noeuds de la grille, 
nous faisons une recherche pour trouver le chemin avec le cout minimal pour aller d'un 
point a un autre. Ce chemin serait done le chemin local qui permettrait de contourner 
l'obstacle. 
/(A) = [\afl(X)+Pf2(X) + ...pfn(\))dX (2.1) 
Jo 
L'equation 2.1 represente la fonction de cout /(A) qui se compose de plusieurs sous-
fonctions. Ici a, (3 et p sont les differents facteurs de poids associes a chaque sous-
fonctions /j(A), selon leur importance. En voici une description. 
Longueur. C'est la longueur totale du chemin, la distance totale a parcourir par le robot. 
|37r(A) 
/ I (A) = 
d\ 
(2.2) 
Courbure. C'est la courbure associee a chaque point du chemin. Elle est calculee pour 
chaque Aj avec 1'equation qui suit. 
_ J] ^ ( A ) x . " ( A ) |1 
/ 2 ( A ) - || T T W (I ( 2 3 ) 
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Angles. Cette fonction de penalite a une valeur differente de zero apres qu'un seuil pour 
les angles de roulis et de tangage du robot soit atteint. Le roulis 7 et le tangage ip 
represented la rotation du robot autour de l'axe X et Y respectivement. 
/3(A) = M A ) + /7(A) (2.4) 
Ou /,/, et / 7 sont des fonctions de la forme : 
0 if \x\ < a 
f(x) = { ~ (2.5) 
(\x\ — a)2 if x > a 
Le seuil est la valeur associee a a, lorsque x est la valeur d'un des angles ip ou 7. 
Obstacle. La fonction a comme but d'evaluer si un point specifique du chemin ou du 
terrain est un obstacle pour le robot. La fonction est donnee par l'equation : 
0 SiVsij.PSTijZ < zmaxij 
A(A) = < . J J 3 (2.6) 
Y%=\(PSTijZ — zmaxij)2 Si 3sij,PSTijZ > zmaxij 
Dans l'equation 2.6, s^ sont les sommets des triangles qui sont sous le robot ou 
sa coordonnee en Z est representee par PST^z. Finalement, zmaxij est le seuil 
calcule independamment pour chaque PST^z. 
Dans la section 2.2, la detection d'obstacles sera traitee plus en detail. 
Dans le premier algorithme utilise, il s'agit de resoudre un probleme d'optimisation sans 
contraintes, la fonction /(A) contient l'ensemble de sous-fonctions ci-dessus. Les fonc-
tions /i(A) et /2(A) auront pour objectif de reduire la longueur du chemin et d'augmen-
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ter le rayon de ses courbes, tandis que /3(A) et /4(A) s'efforcent de maintenir le chemin 
eloigne des obstacles. 
Evidement, les facteurs de poids utilises pour /3(A) et /4(A) sont beaucoup plus eleves 
que pour les fonctions /i(A) et /2(A). L'effet d'assigner un facteur de poids plus eleve 
est de donner une plus grande importance a maintenir le chemin libre d'obstacles plutot 
que d'obtenir le chemin le plus court. 
Toujours avec l'objectif de trouver un chemin libre d'obstacles, le chemin sera comple-
tement faisable si la valeur de /3(A) et /4(A) est toujours zero. A partir de cette idee, la 
deuxieme approche est alors envisagee, et il s'agit de traiter le probleme plutot comme 
un probleme d'optimisation avec contraintes. 
Comme nous venons de le mentionner, le deuxieme algorithme envisage d'utiliser l'opti-
misation avec des contraintes pour donner la solution souhaitee. Maintenant, la fonction 
de cout /(A) inclut seulement /i(A) et /2(A) et les contraintes seront les fonctions /3(A) 
et /4(A) qui devront etre zero pour le chemin final. Avec ce deuxieme raisonnement nous 
devenons plus exigeants, etant donne qu'une solution n'est possible que si la valeur de 
/3(A) et de /4(A) est egal a zero. De plus, les facteurs de poids ne jouerons plus un role 
aussi important que pour la premiere approche. 
Dans le troisieme algorithme, lorsqu'il s'agit des segments de chemin droits entre les 
nceuds de la grille, la courbure n'est plus au rendez-vous. Ainsi, la fonction de cout 
sera composee par la somme de /i(A), de /3(A) et de/4(A). Comme dans le premier 
algorithme, /3 (A) et /4(A) auront un facteur de poids plus eleve. Malgre les bons resultats 
de cette methode avec / (A) tel que defini precedemment, nous avons opte pour assigner 
une valeur tres elevee a /(A), si /3(A) ou /4(A) est different de zero, afin de reduire le 
temps de calcul et ainsi eliminer toute connectivite ou elle est interdite. 
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2.2 Mise en ceuvre 
Dans la section precedente, la solution du probleme a ete abordee d'un maniere grossiere, 
dans le but d'avoir une vision generale des differentes solutions envisagees, mais sans 
s'attarder dans les particularites ou dans les details de calcul. Cette section est divisee en 
deux parties. Une premiere partie porte sur un ensemble des precedes mis en commun 
pour les solutions proposees, puis une deuxieme partie qui est un complement de la 
section 2.1 et presentera d'une facon plus approfondie des precedes particuliers aux 
differentes solutions. 
2.2.1 Lissage du chemin 
Dans la section 1.2.2, nous avons parle du chemin de base, qui se veut un ensemble de 
donnees qui contient les coordonnees des points a traverser par le robot. Comme nous 
pouvons constater a la figure 1.2 chacun de ces points ou positions a etre atteints par le 
robot, sont lies entre eux par des segments de ligne droite. Ceci fait en sorte que notre 
chemin initial presente une irregularite elevee qui n'est pas desiree. 
Pour faire face a ce probleme, on a redefini le chemin de base, en appliquant aux en-
sembles de points, un algorithme d'interpolation, et comme mentionne dans la sec-
tion 1.2.2, la fonction resultant de cette interpolation sera appelee chemin initial. Sa 
representation mafhematique est donne par une fonction B-Spline cubique 7r(A)/ : 3? —» 
3?3avecA€ [0,1]. 
Maintenant, le chemin initial est le point de depart de nos methodes de solutions. A la 
figure 2.1, nous presentons un exemple du processus de lissage du chemin. Nous pouvons 
nous rendre compte que le chemin initial, meme s'il ne passe pas sur tous les points qui 
font partie du chemin de base, nous fourni une bonne approximation et demeure pres 
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FIG. 2.1 Processus de lissage. Chemin de base(noir) et chemin initial(rouge) 
du chemin initialement defini. En reduisant les changements abruptes de direction, nous 
obtenons un deuxieme chemin moins accidente et plus facile a suivre compte tenu de la 
cinematique du robot mobile. 
2.2.2 La detection d'obstacles 
A la section 1.2.4, nous avons classifie les obstacles en trois categories dont tous repre-
sented des secteurs interdits pour le robot ou le chemin final ne pourra pas etre defini. 
Mais nous n'avons pas aborde comment ces obstacles sont identifies sur le terrain. 
La description du procede sera de nouveau divisee egalement en trois parties (comme 
a la section 1.2.4 ). La premiere sera done, 1'identification d'obstacles du a l'asperite 
du terrain, la deuxieme, sera 1'identification d'obstacles du a l'inclinaison et la derniere 
portera sur 1'identification d'obstacles du a la meconnaissance du terrain. 
Obstacle du a la rugosite. L'approche utilisee pour la detection de ce genre d'obstacle 
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est une comparaison geometrique entre le terrain et l'aire occupee par le robot. 
Dans la section 1.2.3, nous avions developpe une fa£on de representer le robot 
comme une surface plane. Ainsi, nous pouvions regarder si pour l'aire definie par 
cette surface plane il y aurait des points d'intersection avec le terrain, puis dans 
F affirmative cette configuration pour le robot sera interdite et indiquee comme 
obstacle. 
Ci-dessous, le pseudo algorithme presente F identification des obstacles due a la 
rugosite du terrain. 
Pseudo algorithme obstacle-rugosite 
parametres d'entre: 
- Information du terrain : 
- Matrice D 
- Matrice Tr 
Voir section 1.2.1 pour plus d'information. 
- Information du robot: 
- Position du robot PR = [x,y,z] 
- Orientation du robot 9 
- Equation du plan qui decrit le robot aX + bY + cZ + d = 0 
Voir section 1.2.3. 
Pour chaque PR et 9 a verifier. 
Faire. 
1. Chercher dans la matrice D les coordonnees correspondantes des points s»j 
qui se trouvent sous le robot, ou chaque Sij est le sommet des triangles qui 
decrivent le terrain. 
2. Pour chaque point s^-, nous trouvons la valeur maximale zmaxi qui pourrait 
avoir dans sa coordonnee z, pour ne pas etre considere comme un obstacle. 
Pour calculer zmaxu nous degageons la variable Z de F equation du plan 
aX + bY + cZ + d = 0, le dernier pas est de remplacer dans F equation 
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resultant zmaxt = Z — {—aX — bY — d)/c les valeurs de X = SijX et 
Y = s^y. 
3. Si \/sij,SijZ < zmaxi, alors la configuration du robot F/?, 9 ne pose pas 
de probleme et dans un premier temps et sera considere comme libre ( no-
obstacle). Mais si 3 un ŝ - pour qui s^z > zmaxi done cette configuration 
est marquee comme interdite lorsqu'un obstacle est present et une valeur de 
penalite est calculee pour elle selon l'equation 2.6. 
4. Si la derniere etape donne comme resultat une configuration permise pour 
le robot, afin de garantir qu'il s'agit vraiment d'une aire libre d'obstacles, 
nous analysons les points voisins du robot dans la recherche d'une possibilite 
d'interference laterale. Pour ce faire, nous suivons les etapes suivantes : 
- chercher dans la matrice Tr tous les triangles pour qui les points ŝ - sont 
un de ses sommets; 
- pour chaque triangle, chercher les sommets s\j qui sont a l'exterieur de 
l'aire occupee par le robot; 
- determiner l'equation de la ligne Lp = ŝ - + t(sljSij) qui lie le point Sij 
avec sij; 
- verifier pour chaque ligne s'il n'y a pas d'intersection avec le plan qui 
represente le robot. S'il 3 une Lp, laquelle intersecte le plan du robot, done 
la configuration du robot sera interdite, de plus, une valeur de penalite sera 
calculee pour elle. 
La figure 2.2 represente les differentes variables utilisees dans 1'identification 
d'obstacles dus a la rugosite du terrain. 
La figure 2.3 montre un exemple de l'algorithme developpe ci-dessus, ou nous 
pouvons voir le robot represente comme une surface plane qui heurte un obstacle. 
Les points noirs sont les points necessaires pour 1'analyse de la presence d'obs-
tacle, les deux points rouges montrent l'intersection entre le robot et l'obstacle. 
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FIG. 2.2 Elements servants a la detection d'obstacles 
FIG. 2.3 detection d'obstacle 
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Repere du robot 
FIG. 2.4 Referentiel du robot 
Obstacle du a la pente. Pour des obstacles lies a une inclination elevee, nous avons 
applique la fonction de penalite donnee par l'equation 2.4. La valeur estimee des 
angles de roulis et de tangage est calculee a partir de la matrice de rotation definie 
entre un repere de reference fixe et un repere attache au robot. 
Le repere du robot est attache a son centre geometrique (voir la figure 2.4), ou 
l'axe de X est definis du centre du robot se dirigeant vers l'avant de lui et perpen-
diculaire a l'axe de rotation des roues avant. L'axe Z est le vecteur normal du plan 
qui represente la base du robot mais en direction du haut en s'eloignant du sol. 
L'axe Y est celui qui est perpendiculaire aux deux derniers axes et qui complete 
le repere du robot selon la regie de la main droite. Les vecteurs unitaires n, o et a 
definissent le repere du robot exprime dans le repere fixe. 
Lorsqu'on connait n, o et a, la valeur numerique des angles de roulis 7 et de 
tangage ip est calculee avec l'aide des equations suivantes : (De Santis, 2005) 
Rot(9,^j) 
( ceap ces^s-i - sec-/ ces^c-i + ses-y ^ 
secip sesips-y + cec-y ses^Sj - ces-y 
\ I l/'-p Cs <y* Ci 'r 
fly Oy &y 
n, 0, a. 
arctan 2 (—nz, Jn\ + n^J e (—•7r/2,7r/2) (2.7) 
31 
7 = a r c t a n 2 [ — z — - , — ^ - ] (2.8) 
Obstacle du a la meconnaissance. Le dernier type d'obstacle correspond aux secteurs 
ou P information de la topographie du terrain n'est pas disponible. II est le plus 
facile a identifier en vertu de la facon dont le robot est modelise, c'est-a-dire, 
lorsque le chemin essai de penetrer dans un secteur inconnu. Notre algorithme ne 
peut done pas calculer l'equation du plan qui represente le robot parce qu'il n'a 
pas rinformation de l'estime de toutes les positions des roues. A ce moment la, 
il s'avere impossible de continuer l'execution des algorithmes de detection d'obs-
tacles anterieurement presented, done les fonction /3(A) et /4(A) seront done rem-
placees par une valeur elevee de penalite, faisant du chemin une solution non op-
timale. 
Maintenant que nous avons decrit les procedures en commun pour l'ensemble de solu-
tions, il est temps de parler un peu plus des particularites de solutions proposees dans la 
section 2.1. 
Pour les deux premiers algorithmes de solution, lorsqu'il s'agit de resoudre le probleme 
de la planification du chemin en le regardant comme un probleme d'optimisation, nous 
cherchons a avoir pour chaque iteration, un chemin different, en partant du chemin initial 
7T/(A). 
Alors, la facon de proceder est la suivante : 
1. Calculer le point initial P I = [7r/(0)x,7T/(0)y] et le point final PF = [iri(l)x,iri(l)y] 
du chemin. 
2. Definir un vecteur \CP de dimension n, ou chaque XCPi € (0,1) et sera defini 
en ordre croissant. 
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3. Evaluer la valeur de 717(A) pour chaque ACPj et creer avec ces valeurs une matrice 
de points de controle CP. 
( 
CP 
CP1X CPly \ ( 7ri(\CP1)x T:I{\CP1\ 
T T / ( A C P 2 ) X 7n(\CP2)y 
\ 
\ CPnx CPny j \ n^XCPn), in(\CPn)y J 
4. Evaluer la fonction de cout /(A) le long du chemin 717(A). 
5. Modifier les points de controle afin de generer un nouveau chemin. 
CP = CPix ± 5CPX CPiy ± 5CPy 
(2.9) 
(2.10) 
6. Generer un nouveau chemin -KV (A) qui traverse les nouveaux points de controle et 
qui commence et fini respectivement en PI et PF. 
7. Evaluer la fonction de cout /(A) le long du nouveau chemin 7r„(A). 
8. Effectuer les etapes 5, 6 et 7 jusqu'a trouver le chemin pour lequel /(A) est au 
minimum. 
La figure 2.5 montre d'une fafon graphique la procedure decrite ci-dessus. La partie 
superieure de la figure est un exemple du processus d'optimisation, les chemins en 
mauve sont seulement quelques chemins representatifs pour illustrer la variation du che-
min. 
Pour effectuer le processus d'optimisation, nous avons applique des methodes d'optimi-
sation d'ordre zero, c'est-a-dire, qu'ils ne requierent pas de calcul du gradient (Lagarias 
et al., 1998; Kirk, 2004). Nous avons utilise l'« optimization toolbox » de Matlab pour 
effectuer le processus d'optimisation sans contraintes, tandis que pour le processus d'op-
timisation avec contraintes, une adaptation du code a ete requise (D'Errico, 2006). 
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FIG. 2.5 Processus d'optimisation 
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FIG. 2.6 Obstacle 
Notre troisieme approche est basee sur l'idee que le chemin initial presente seulement 
des problemes dans certaines zones. Done une solution de planification locale de chemin 
est proposee, en appliquant un algorithme d'optimisation de programmation dynamique. 
Dans cet ordre d'idee, il faudra d'abord identifier les zones ou morceaux du chemin ou il 
y a des obstacles pour pouvoir effectuer la planification locale et redefinition du chemin. 
Ci-dessous seront exposees les etapes necessaires pour faire la planification locale. 
1. Pour chaque Aj € [0,1], determiner si la configuration du robot, donnee par le 
chemin initial 717(Aj), est valide ou libre d'obstacles. Dans chaque configuration 
ou un obstacle est detecte, celle-ci sera marquee comme interdite (voir la figure 
2.6). 
2. Identifier le debut et la fin des obstacles, en analysant les zones marquees dans 
l'etape precedente. Chaque 7rj(Aj) marquee comme interdite pour qui 7T/(Aj_i) est 
valide, sera done le debut d'un obstacle, ainsi que chaque 717(A;) marquee comme 
interdite pour qui 7Tj(Aj+i) est valide, sera done la fin d'un obstacle. 
3. Determiner la proximite entre obstacles. Mesurer la distance euclidienne entre la 
fin et le debut de deux obstacles consecutifs, si la distance est plus petite que deux 
fois la longueur du robot, les deux obstacles seront considered comme etant un 
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• - Configuration interdite 
• - Debut de l'obstacle 
• - Fin tie l'obstacle 
O - Debut de l'ensemble d'obstacles 
O - Fin de ('ensemble d'obstacles 
FIG. 2.7 Ensemble d'obstacles 
seul (voir la figure 2.7). 
4. Pour chaque obstacle. 
(a) Definir le point PI et le point PF. lis seront respectivement, le point initial 
et le point final du chemin local cherche. Ces points appartiennent au che-
min initial 717(A), et ils se trouvent respectivement a une distance egale a la 
longueur du robot du point initial et final de l'obstacle. 
(b) Isoler de la carte, une aire autour de l'obstacle qui comporte PI et PF. 
(c) Definir la distance entre les noeuds de la grille Ag comme suit. 
Ag = 
y/(PI - PFf 
ceil((J(PI - PF)2)/l) 
(2.11) 
(d) Definir une grille entre les points PI et PF. 
(e) Calculer le cout associe a chaque segment de droite qui lie les nceuds de la 
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FIG. 2.8 Planification local de chemin 
grille. Chaque nceuds est lie par segments de droite a cinq noeuds voisins. 
(f) Chercher le chemin le moins couteux entre les points PI et PF. 
Avec le but de reduire le temps de calcul, la grille employe par la recherche du 
chemin local, est croissante. On augmente la quantite de rangees a chaque iteration 
jusqu'a ce qu'elle puisse nous fournir le chemin local qui contourne l'obstacle. 
La figure 2.8 illustre la procedure precedemment decrite et montre comment la grille 
est redefinie pour chaque iteration. La partie droite de la figure montre en rouge, les 
segments de droite definies pour chaque iteration afin d'augmenter les probabilites de 
trouver un chemin admissible. 
Apres avoir trouve les chemins locaux necessaires pour contourner tous les obstacles 
identifies a la etape 1. II suffit maintenant de redefinir le chemin final comme la juxtapo-
sition des morceaux de chemin initial n'ayant pas ete affectes par la planification locale 




Les chapitres precedents ont ete consacres a presenter la definition du probleme et des 
differentes solutions proposees afin de le resoudre. Cependant, nous n'avons jamais parle 
des performances des solutions proposees. Nous allons aborder pourquoi, dans le cha-
pitre 2, nous avons presente trois approches plutot qu'une seule. 
Ce chapitre est divise en trois parties. La premiere porte sur 1'evaluation de chacune 
des solutions enoncee dans le chapitre 2. Par la suite, la deuxieme section presentera 
une serie d'exemples ou sera illustre comment les differentes solutions performent. Pour 
ce qui est de la derniere partie de ce chapitre, des possibilites de recherches futures et 
d'ameliorations a effectuer sur les solutions sont proposees. 
3.1 Analyse 
Dans cette section, nous allons discuter de la performance de chacune des solutions 
donnees a notre probleme. Les criteres utilises pour les evaluer ont ete presentes a la 
section 1.4. 
Mais pourquoi avoir presente au chapitre 2 trois solutions differentes plutot que de choi-
sir parmi elles, celle qui represente la meilleure performance en oubliant les autres ? La 
reponse a cette question est simple et est basee sur l'idee de montrer revolution du tra-
vail de recherche et de documenter les raisons pour lesquelles nous n'etions pas satisfaits 
de la premiere approche, nous obligeant ainsi a migrer vers d'autres solutions. 
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3.1.1 Algorithme optimisation sans contraintes 
Malgre que cette approche fournit une solution au probleme dans la plupart des cas, elle 
a obtenu la pire performance basee sur les trois criteres d'evaluation. 
Le premier critere e value la fiabilite de la methode, puisque Ton cherche a avoir la cer-
titude que notre chemin final est libre d'obstacles. La methode qui utilise l'optimisation 
sans contraintes presente le probleme qu'elle ne donne pas toujours un chemin libre 
d'obstacles. 
Une des causes de la non-reussite de cet algorithme est la presence de minimums lo-
caux lors de la recherche du chemin, c'est-a-dire, l'algorithme d'optimisation qui part 
du chemin initial et qui s'arrete lorsqu'il atteint un minimum dans son voisinage. Jus-
qu'ici, il n'y a rien de surprenant, mais lorsque nous analysons le chemin resultant, nous 
nous apercevons qu'il traverse un obstacle. En general, il s'agit d'un obstacle de grande 
magnitude. La raison attribute a ce fait est que le chemin initial traverse cet obstacle. 
De plus notre algorithme en essayant de le contourner augmente la valeur de la fonction 
/(A) faisant en sorte que chaque nouveau chemin soit rejete. 
Ce phenomene est plus frequent, comme nous l'avons dit, lorsque le chemin initial 
penetre un obstacle assez grand. Done, lorsque la variation effectuee au chemin initial 
n'est pas suffisamment grande pour faire devier celui-ci de l'obstacle, on a augmente 
la longueur total du chemin et aussi la courbure, mesurees respectivement avec /i (A) 
e t /2(A), faisant que l'algorithme d'optimisation ne continue pas dans cette direction 
de recherche. De plus, si lorsque Ton cherche dans la direction contraire, nous rencon-
trons le meme phenomene, l'algorithme ne cherche done plus a faire sortir le chemin de 
l'obstacle, en nous donnant une chemin avec obstacle mais localement optimal selon les 
autres criteres. 
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Pour les obstacles d'une dimension mineure, le probleme est moins frequent lorsqu'une 
variation du chemin initial dans le voisinage est capable d'envoyer ce dernier hors de la 
position ou 1'obstacle se trouve. 
Pour ce qui est du deuxieme critere d'evaluation, nous pouvons dire que pour cette solu-
tion, l'algorithme est capable de nous fournir un chemin qui n'est plus accidente et ou les 
changements d'orientation ont ete aussi minimises. II faut dire que le chemin resultant 
est le plus court dans le voisinage du chemin initial. 
Par contre, 1'evaluation selon le troisieme critere n'est pas du tout favorable. Le temps de 
calcul est eleve et il est directement proportionnel a la longueur de la trajectoire ainsi que 
la quantite de points de controle choisis. Dans la section 3.2, des exemples de solutions 
seront presentes avec le temps de calcul requis pour une trajectoire choisie. 
Les bons resultats de cette approche dependent de la capacite de ralgorithme d'op-
timisation de faire sortir du chemin initial les aires occupees par des obstacles. Une 
fois que l'algorithme rencontre un chemin libre d'obstacles, il est capable de minimiser 
la longueur et la courbure tout en evitant les obstacles. Pour augmenter la chance de 
reussite dans la recherche d'un tel chemin, nous pouvons d'abord effectuer la procedure 
de detection d'obstacles sur le chemin, utilise pour la solution de la programmation dy-
namique. Lorsque les positions des obstacles sur le chemin sont connues, nous pouvons 
definir un point de controle du chemin au milieu de chaque obstacle. De cette facon, 
nous modifions directement la partie du chemin ou il y a des obstacles. Le probleme 
avec cette derniere idee, est que le temps de calcul est accru. 
L'utilisation de cet algorithme de solution presente quelques inconvenients. Le premier 
inconvenient est relie aux facteurs de poids assignes a chacune des fonctions qui forment 
/(A). Ces facteurs sont-ils difficiles a calibrer ? lis dependent de chaque chemin en par-
ticulier. A titre d'exemple, imaginons un chemin tres long, par consequent la valeur de 
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/i(A) (longueur) sera elevee, et ainsi lorsque les variables utilisees pour /3(A) et /4(A) 
seront proches des seuils etablis pour chacune d'elles ; malgre le poids eleve assigne a ces 
fonctions, sa valeur commencera a jouer un role important dans l'algorithme d'optimi-
sation, occasionnant ainsi un risque de collision plus grand auquel le robot sera soumis. 
Le deuxieme inconvenient est relie a la quantite de points de controle. Plus grande est 
la quantite de points de controle dermis pour le chemin, plus grande est la capacite de 
definir de nouveaux chemins plus precis pour la meme aire de recherche. Cependant, 
nous augmentons considerablement le temps de calcul, lorsqu'il s'agit de la variation de 
plus de points. Ainsi, nous avons pu nous apercevoir, que plus le nombre de points de 
controle choisis est eleve, moins grande est Pinfluence de la variation d'un de ces points 
sur le chemin au complet. 
Etant donne les problemes de cette approche, surtout dans la fiabilite, nous avons decide 
de migrer vers une autre approche. Celle-ci comporte l'utilisation d'un algorithme d'op-
timisation avec contraintes. 
3.1.2 Algorithme avec optimisation avec contraintes 
Basee toujours sur l'idee de l'utilisation d'algorithmes d'optimisation, en consultant la 
litterature sur de problemes similaires, l'ouvrage de Shiller et Chen (Shiller and Chen, 
1990) a retenu notre attention. Ces derniers y presentent aussi un chemin par B-Spline, et 
utilisent, afin de trouver le chemin optimal, un algorithme d'optimisation dont la fonction 
de cout possede une partie a minimiser, telle que la distance, et un facteur de penalite du 
a la quantite de points du chemin qui penetre dans de zones interdites. 
A partir de cette idee, nous avons decide de traiter le probleme comme un probleme 
d'optimisation avec contraintes. De cette maniere, la difficulte due a l'assignation des 
facteurs de poids disparaissait, lorsque la solution est valide si les contraintes sont zero. 
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Suivant ces modifications nous avons obtenu un algorithme qui selon le premier critere 
est meilleur que le precedent. Lorsque /3(A) et /4(A) doivent etre zero pour obtenir le 
chemin desire. Maintenant que nous avons une solution a l'aide de cet algorithme, le 
chemin resultant est completement faisable. 
Pour le deuxieme critere d'evaluation, cette approche a une performance similaire a celle 
de la premiere approche puisque le chemin resultant est lisse et localement le plus court. 
Pour ce qui est du troisieme critere, nous n'avons pas pu ameliorer du tout le temps de 
calcul. Pour un chemin de plusieurs metres, si un chemin libre d'obstacle est trouve, le 
temps de calcul est inacceptable. Malgre plusieurs essais de simplification, nous n'avons 
pas reussi a rendre 1'algorithme aussi rapide que souhaite. 
Meme si, nous avons regie le probleme de la fiabilite de notre algorithme, il reste quelques 
inconvenients qui n'ont pas ete regies, comme celui du choix de points de controle. 
Aussi, lorsque le chemin est plus long, la probabilite de ne pas converger vers une solu-
tion augmente. 
3.1.3 Algorithme avec la programmation dynamique 
Comme nous en avons deja parle a la section 2.2, cette approche est basee sur l'idee que 
le chemin initial a ete cree en faisant une recherche, sur la carte du terrain, avec certains 
criteres d'optimisation. Ainsi, l'unique probleme est d'avoir modelise le robot comme 
etant un point, ce qui engendre la possibilite de rencontrer des obstacles sur son chemin. 
Done, dans 1'approche de planification locale avec l'aide d'un algorithme de program-
mation dynamique, nous partons de l'hypothese que notre chemin initial est optimal en 
longueur. Ainsi, dans le cas ou celui-ci soit completement faisable en tenant compte de 
la geometrie du robot, il sera done, le chemin final a suivre. 
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Avec cette derniere facon de voir le probleme, l'idee de la validation du chemin, plutot 
que la recherche du chemin, nous parait simplifier la tache de la planification. De cette 
maniere, il est possible d'utiliser un pourcentage considerable ou la totalite du chemin 
initial dans la creation du chemin final, tout en economisant les ressources du robot et 
du temps de calcul. 
Maintenant en regardant la performance de cette approche, nous pouvons dire que, pour 
la plupart des cas, une solution est trouvee et le chemin final resultant est completement 
libre d'obstacles. Nous sommes conservateurs lorsqu'on dit que pour la plupart des cas 
une solution est atteinte, et la raison est que lorsque nous faisons passer le chemin a 
travers d'un obstacle de dimension spectaculaire, l'algorithme atteint la grandeur maxi-
male de la grille de recherche sans trouver une solution. Dans ce cas la, il faudrait done 
prendre une decision, soit d'agrandir la grille afin de poursuivre la recherche, ou d'an-
nuler la tache et changer completement la direction de recherche. 
En ce qui concerne le deuxieme critere, cet algorithme a une performance inferieure aux 
deux approches presentees precedemment. Les irregularites du chemin de base ayant ete 
eliminees lors de la definition du chemin initial. Cependant, de nouvelles irregularites 
pourraient done etres introduites dues a une planification locale, puisque l'algorithme 
permet que le chemin comporte des virages jusqu'a 90 degres afin d'eviter un obstacle. 
Ces irregularites sont dues aussi au fait que le chemin local est defini par un ensemble 
de segments de droites. Pour minimiser l'impact de la planification locale, nous avons 
decide d'effectuer une derniere interpolation, dans le but d'obtenir comme chemin final 
une fonction continue et lisse aussi representee par une B-Spline. 
Pour ce qui est du troisieme critere d'evaluation « le temps de calcul », il est difficile de 
donner une estimation precise de cet algorithme. Le temps de calcul pour cette approche 
est de beaucoup inferieur a celui des deux algorithmes precedents, favorisant ainsi le 
choix de cet algorithme comme etant une solution interessante afin de resoudre notre 
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probleme. Mais ce temps de calcul n'est pas facilement previsible puisqu'il depend de 
la quantite et de la grandeur des obstacles. Plus nombreux sont les obstacles, plus grand 
sera le temps de calcul. 
Le principal avantage de cette approche par rapport aux deux dernieres est, qu'au moyen 
de la validation, il est possible de fournir au robot une partie du chemin a suivre. Du-
rant ce temps, le robot peut egalement calculer, au moyen de la planification locale, les 
variations a effectuer au chemin afin d'eviter les obstacles. De plus, si le robot est di-
rige vers un autre point d'interet, le calcul pourra etre arrete ou mis de cote, jusqu'a 
l'accomplissement de la nouvelle tache. 
Pour finir 1'evaluation de la performance des solutions proposees, nous pouvons dire, que 
la troisieme approche obtient la premiere place. Elle pourra done etre considered comme 
la meilleure solution parmi d'autres afin de resoudre le probleme defini au chapitre 1. 
Dans la section suivante, nous presenterons une serie d'idees employees afin de rendre 
les algorithmes plus rapides et plus performants. 
3.1.4 Dans la recherche de la rapidite 
Le premier element a etre pris en consideration afin de reduire le temps de calcul est 
la discretisation du chemin. Pour ce faire, nous devons etablir un pas maximal pouvant 
varier entre le 50% et 80% de la longueur du robot. Ceci permet d'analyser la presence 
d'obstacles dans le chemin et avoir une valeur approximative de la fonction de cout /(A) 
sans avoir besoin d'evaluer chacun des points du chemin. 
Pour determiner la grandeur du pas, il est necessaire d'abord de trouver la longueur totale 
du chemin. De cette facon, nous pouvons calculer facilement la valeur du pas exprimee 
en fonction de A. 
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FIG. 3.1 Discretisation du chemin 
5\ = I X p%/Longueurduchemin (3.1) 
La figure 3.1 illustre une partie du chemin ou nous avons place le robot afin de demontrer 
l'aire occupee par ce dernier lors de chaque increment de 5X. 
Le principal probleme relie a cette approximation, est que pour les deux premieres 
methodes, il faudra done limiter l'aire de recherche afin de ne pas allonger trop le che-
min et ainsi risquer de laisser des morceaux du chemin sans les analyser. L'autre option 
envisageable serait de redefinir le pas lorsque la longueur du chemin aura atteint un seuil. 
Pour la troisieme approche, nous n'avons pas ce probleme, puisque les chemins possibles 
entre les nceuds de la grille sont du meme ordre de grandeur. 
Devant effectuer de multiples recherches de donnees dans les immenses matrices Tr 
et D, la fonction de detection d'obstacles devient la principale cause du temps de cal-
cul juge trop long. Le deuxieme pas dans la recherche de la rapidite attaque done cette 
problematique. La solution a ete de hierarchiser les sous-fonctions qui forment la fonc-
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FIG. 3.2 procedure de hierarchisation de la fonction de detection d'obstacle 
tion de detection d'obstacles. 
Done, la fonction de detection d'obstacle presente une serie d'etapes a franchir avant de 
considerer l'aire occupee par le robot comme libre d'obstacles. Chaque etape consiste 
a determiner la presence ou non de chacun des differents types d'obstacles. L'ordre 
d'execution de ces etapes sera assigne selon la quantite de temps requis pour effectuer 
1'identification. Cette procedure de hierarchisation est illustree a la figure 3.2. 
Dans cet ordre d'idees, la premiere etape consiste a identifier si pour la configuration 
actuelle du robot, le terrain est connu. Sinon, cette aire est declaree comme obstacle et 
nous continuons avec 1'analyse d'une autre configuration. Si oui, nous poursuivons avec 
la deuxieme etape. 
La deuxieme etape porte sur une analyse dans la detection d'obstacles jamais men-
tionnee. Elle est par consequent l'analyse de l'erreur d'approximation de l'equation du 
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plan du robot, celle-ci est exprimee comme la distance entre le plan qui represente la 
base du robot et la position de chaque roue. Cette distance peut etre considered comme 
distance maximale permise pour la suspension du robot. Si cette distance est plus grande 
qu'un seuil, il s'agit done d'un obstacle. Alors, une valeur de penalite est calculee pour 
cette configuration. Sinon, cette configuration est fibre d'obstacle selon la deuxieme 
etape, done une troisieme etape sera executee. L'idee d'analyser l'erreur est simple et 
peut etre interprets comme etant le robot dans une aire avec une rugosite elevee. 
Dans la troisieme etape, nous revenons a 1'identification d'obstacle due a l'inclinaison 
du terrain, tel que presente dans la section 2.2.2. Done si la configuration du robot est 
fibre d'obstacle, la quatrieme et derniere etape est executee. Sinon, cette configuration 
est marquee comme etant un obstacle et une valeur de penalite sera calculee. 
La quatrieme et la plus gourmande en temps et en ressources du systeme, elle est l'etape 
ou nous identifions les obstacles dus a la rugosite du terrain. Cette etape devient la 
derniere inspection effectuee a l'aire occupee par le robot pour determiner si elle est 
fibre d'obstacles. Pourquoi est-elle aussi lente a executer? Le principal facteur est la 
recherche de tous les points qui sont dessous et autour du robot dans les immenses ma-
trices Tr et D, qui represented le terrain. De plus, il y a toutes les operations a effectuer 
avec ces donnees afin d'identifier la presence d'un obstacle. Si apres avoir franchi cette 
etape la configuration actuelle du robot est fibre d'obstacle, nous continuons avec la 
configuration suivante. Sinon, une valeur de penalite sera calculee. 
Afin de pouvoir utiliser cette procedure de hierarchisation dans les deux premieres ap-
proches, il sera necessaire de remplacer /3(A) et /4(A) par une valeur fixe dans le cas ou 
il y a presence d'obstacle, sans tenir compte du type d'obstacle qui est detecte. 
Par contre, dans la troisieme approche; celle de la programmation dynamique, 1'imple-
mentation de ce pas represente une economie non negligeable en regard au temps de 
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FIG. 3.3 Connectivite entre noeuds de la grille 
calcul. Afin de profiter de cette economie, certaines modifications ont ete realisees. Par 
exemple, lorsqu'un obstacle est detecte, la connectivite entre les noeuds de la grille dis-
parait instantanement. En consequence, la presence d'un obstacle dans un des segments 
de droite qui relie deux noeuds, fait que celui-ci soit elimine et que le chemin local soit 
dirige vers une autre direction. La figure 3.3 montre une grille de recherche generee par 
notre algorithme. Comme nous pouvons le constater, il y a un grand nombre de noeuds 
dont la connectivite avec son entourage est limitee ou inexistante. 
Le troisieme pas developpe l'idee suivante. Si le probleme est la taille des matrices Tr et 
D alors, il faut trouver le moyen de les rendre plus petites, afin d'accelerer la recherche 
des points d'interet. Un des moyens d'abaisser la taille de ces matrices, consiste a reduire 
la resolution de la carte, avec pour consequence la perte d'information sur la topogra-
phic du terrain. Cette perte d'information sur le terrain peut occasionner une mauvaise 
detection d'obstacles et compromettre la securite du robot. Alors, une deuxieme alterna-
tive s'offre a nous. Celle de laisser la resolution du terrain la plus haute possible et de 
subdiviser la carte en differents secteurs. Ceci reduira la taille des matrices TV et D. 
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Encore une fois, lorsqu'une nouvelle approche est implemented, il y a des points a sacri-
fier et des compromis a faire. Par exemple, si nous definissons une aire de recherche du 
chemin autour du chemin initial, nous reduisons le temps de calcul, mais nous limiterons 
la recherche dans uniquement dans la region choisie. Malgre la reduction de la taille des 
matrices, lorsqu'il s'agit de chemins dermis sur de longues distances, les dimensions des 
matrices Tr et D restent encore enormes et le temps de calcul n'est que subtilement 
reduit. Done, l'idee de diviser le terrain en secteur avec une aire proportionnelle a la 
dimension du robot semble une bonne idee. De cette facon, nous pourrons identifier la 
presence d'obstacles rapidement dans un secteur et migrer vers le secteur adjacent tout 
en suivant le chemin. Cette idee semble tres attirante. Cependant, elle est seulement ren-
table si on possede un administrateur de cartes, lequel decoupe et fournis les secteurs 
a etre traites a notre algorithme de recherche. Le besoin de posseder un administrateur 
de cartes commence a etre evident, lorsque nous sommes en train de perdre le temps 
epargne dans la detection d'obstacles, en decoupant la carte. 
Dans 1'approche qui utilise la programmation dynamique comme outil pour la planifica-
tion locale, nous avons decide de couper le morceau de la carte equivalente a la dimen-
sion de la grille de recherche. Cette approche represente la meilleure performance en 
temps de calcul. L'unique probleme se presente lorsque la grille de recherche commence 
a etre tres grande, alors le temps utilise pour le decoupage et 1'identification d'obstacles 
commence a etre aussi eleve. 
3.2 Exemples 
Presentons maintenant, un ensemble d'exemples representatifs des trois algorithmes. La 
plupart seront dedies a presenter les resultats de la troisieme methode, qui est de loin le 
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FIG. 3.4 Interface graphique 
D'abord, nous allons presenter des exemples de chacune des solutions proposees. Par 
la suite, une comparaison entre chacune d'elles et finalement une serie d'exemples de 
la solution qui utilise la programmation dynamique. L'idee principale sera de montrer 
comment l'algorithme est capable d'eviter les differents types d'obstacles presents sur 
la carte. 
La machine sur laquelle les essais ont ete faits est un ordinateur portable dote d'un pro-
cesses Intel Centrino Core Duo T2300 @ 1.660 Ghz, avec 1024 MB de memoire RAM 
et Windows XP comme systeme d'exploitation. 
Les differents algorithmes ont ete codes et eprouves sur Matlab R2006a dont une inter-
face graphique permet le choix entre les differentes cartes, le choix de methode, le choix 
entre la creation ou la charge d'un chemin initial et aussi des options pour permettre 
ou non la visualisation de certains graphiques pouvant etre generes. Un apercu de cette 
interface graphique est illustre dans la figure 3.4. 
Le modele du terrain est une carte fournie par l'agence spatiale canadienne de sa « Mars 
Yard » (voir section 1.2.1). Nous allons travailler sur deux cartes. La premiere est un 
modele aerien de la totalite du terrain ou il est possible de visualiser les differents types 
de surfaces auxquelles le robot sera soumis. Cette carte utilise un maillage triangulaire 
regulier. La deuxieme est un modele d'une partie du terrain capte a partir du robot dont 
le maillage triangulaire est irregulier. Les figures 3.5 et 3.6 presentent les deux cartes 
ainsi que les differents types de surfaces. 
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FIG. 3.5 Vue aerienne du terrain de preuve 
La figure 3.5 illustre la totalite du terrain utilise pour les simulations ou nous avons 
extrait cinq differentes zones. La zone 1 nous montre la presence des crateres dans le 
terrain. La zone 2 montre une partie d'une colline d'elevation moderee et des versants 
en pente douce de differente inclinaison. La zone 3 a ete selectionnee pour illustrer une 
grande region plate avec la presence de quelques roches de differente grandeur. La zone 
3 est la topographie la plus simple ou le robot rencontre le moins de problemes pour ses 
deplacements, ce qui n'est pas le cas pour la zone 4 ou nous trouvons une region abrupte, 
rocheuse et escarpee avec des falaises. Cette zone peut etre une des plus dangereuses 
pour le robot, il doit l'eviter en tout temps. Finalement, nous avons la zone 5 qui est aussi 
une region plate, mais a la difference de la zone 3, il y a un grand nombre d'obstacles 
presents, ce qui fait de cette region un cauchemar pour la planification de chemins. 
Dans la figure 3.6 nous avons selectionne 3 zones representatives des differentes surfaces 
presentes sur le terrain. La zone 1 montre une partie d'une surface hautement rugueuse 
qui appartient a la base d'une region abrupte. La zone 2 montre un cratere et la zone 3 
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FIG . 3.6 Terrain de preuve vue a partir du robot 
montre une grosse roche au milieu d'une region plate. 
Pour l'ensemble des exemples, le chemin initial sera defini par la courbe continue de 
couleur noire. Lorsque le chemin final sera identifie par la courbe continue de couleur 
rouge. Les courbes paralleles et pointillees representeront la trajectoire des roues du 
robot tant a gauche qu'a droite. 
3.2.1 Approche 1. Avec l'optimisation sans contraintes. 
A la figure 3.7 nous presentons un exemple pour notre premiere approche. Pour cet 
exemple, un chemin initial est trace sur une zone peu rugueuse. Pas tres loin du point de 
depart, nous voyons que le chemin traverse un obstacle. De plus, nous remarquons que 
le chemin initial present deux bosses qui pourront etre eliminees. 
Apres avoir execute notre algorithme, nous obtenons comme reponse un chemin qui 
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FIG. 3.7 Planification du chemin avec 1'optimisation sans contraintes 
contourne 1'obstacle en eliminant les deux bosses. Avec cet exemple nous pouvons 
mettre en evidence Taction des differentes composantes de la fonction de cout choi-
sie. Tout d'abord l'algorithme trouve dans une direction de recherche, un chemin qui ne 
presente pas d'obstacles ce qui diminue notablement la valeur de /(A). Par la suite il 
continue a minimiser cette fonction dans cette direction, en reduisant la longueur et la 
courbure du chemin, ce qui fait que Ton ait a la fin un chemin droit tout de suite apres 
avoir contourne l'obstacle. 
L'exemple illustre aussi la presence d'un minimum local de la fonction de cout. Lorsque 
l'algorithme, des les premieres iterations, rencontre un chemin dont la fonction est beau-
coup plus faible, il dirige done la recherche du chemin a la gauche de l'obstacle. II est 
evident que s'il essaie de retourner vers la droite il rencontrera encore une fois l'obstacle, 
ce qui aura pour consequence que notre algorithme continuera a chercher une solution a 
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FIG. 3.8 Fonction de cout: (a) chemin initial; et, (b) chemin final. 
meme si ce dernier est possible dans ce cas en particulier. 
Les figures 3.8(a) y 3.8(b) presentent la valeur de la fonction de cout pour le chemin 
initial et le chemin final respectivement. En faisant une comparaison entre les deux gra-
phiques, nous constatons que pour le chemin final nous avons la fonction de cout atteint 
une valeur inferieure a celle du chemin initial et qu'elle croit d'une facon plus uniforme 
au long du chemin. 
Nous pouvons noter aussi a la figure 3.8(a) un fort changement de la pente entre les 
valeurs 0.108 et 0.162 de A, ce qui met en evidence la presence d'un obstacle sur cette 
portion du chemin. Pour ce qui est de la fonction de cout pour le chemin final, nous 
pouvons constater dans la figure 3.8(b) que la fonction de cout croit plus rapidement 
pour A entre 0 et .096 avec une pente egale a 15.05 lorsque pour A entre 0.096 et 1 la 
pente est de 12.86. Ce changement est attribue a la presence de la courbe au debut du 
chemin final. 
Le temps de calcul requis pour trouver cette solution a ete de 1335.2 sec. Avec un chemin 
initial de 18.26 metres. 
fU) 
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FIG. 3.9 Planification du chemin avec l'optimisation avec contraintes 
3.2.2 Approche 2. Avec l'optimisation avec contraintes. 
Pour notre deuxieme approche, nous avons obtenu une solution semblable a la premiere. 
Nous avons choisi un chemin initial dans une zone peu rugueuse ou nous pouvons 
apprecier la presence de trois obstacles tout au long du chemin. Apres avoir execute 
notre deuxieme algorithme, nous constatons a la figure 3.9 que le chemin final fourni par 
l'algorithme est libre d'obstacle et faisable par le robot. 
D'une facon similaire a l'exemple fourni a la premiere approche, les figures 3.10(a) et 
3.10(b) illustrent les fonctions de cout respectives pour le chemin initial et final. Nous 
constatons aussi 1'influence des obstacles dans la valeur de la fonction de cout pour les 
intervalles de A [0.28,0.33], [0.54,0.67], [0.72,0.79]. 
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FIG. 3.10 Fonction de cout: (a) chemin initial; et, (b) chemin final. 
la meme reponse et un temps de calcul avec le meme ordre de grandeur. Par contre, 
au niveau de certitude, nous pouvons etre certains que les chemins finaux fournis pour 
la deuxieme approche, seront toujours fibres d'obstacles. La grande difference entre les 
deux approches se retrouve dans le cas d'echec. Pour la premiere approche nous aurons 
toujours un chemin final pour lequel la fonction de cout est au minimum dans le voi-
sinage, mais nous ne savons pas si ce chemin est faisables ou pas. Par contre, avec la 
deuxieme approche nous savons que dans le cas d'echec, nous n'aurons pas de chemin 
final. II faudrait done chercher une autre solution. 
3.2.3 Approche 3. Avec la programmation dynamique. 
Nous avons dit tout au long de ce rapport, que notre troisieme approche est celle avec la 
meilleure performance. Avec l'exemple illustre a la figure 3.11, nous voulons mettre en 
evidence la bonne performance de notre algorithme. L'objectif avec cet exemple est de 
mettre au defi 1'algorithme. Alors, nous avons done choisi un chemin initial, lequel passe 
par plusieurs zones interdites. Dans un premier temps, le chemin emprunte une surface 
plate et fibre d'obstacle, par la suite, le chemin traverse la colline ou nous rencontrons la 
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FIG. 3.11 Planification du chemin avec la programmation dynamique. Exemple 1 
premiere zone interdite du a l'inclinaison. Vient ensuite un ensemble de zones interdites 
de moyenne et haute rugosite, en plus d'une falaise prononcee. Finalement, le chemin 
prend fin dans une zone plate. 
Comme nous pouvons le constater a la figure 3.11, le chemin final resultant apres 1'-
execution de notre algorithme a change radicalement dans les secteurs ne pouvant etre 
traverses par le robot. Par contre, il n'y a aucune modification dans les trajets du chemin 
qui ne presentaient pas de danger pour le robot. 
La figure 3.12(a) represente la valeur de la fonction de cout pour notre chemin initial. En 
regardant ce graphique, il est possible de distinguer les differentes zones franchies par le 
chemin initial dont nous avons parle anterieurement. Les secteurs interdits sont localises 
ou les forts changements de la pente de la fonction de cout ont lieu. Pour le reste du 
chemin, la croissance de celle-la est uniforme. 
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FIG. 3.12 Fonction de cout: (a) chemin initial; et, (b) chemin final. 
long du chemin final. La croissance uniforme de la valeur de la fonction de cout nous 
indique la non-presence d'obstacles dans ce chemin. Du a la longueur du chemin, il est 
difficile d'apprecier 1'influence de la courbure. 
Nous aussi avons teste ralgorithme avec la representation du terrain par un maillage 
triangulaire non uniforme pris a partir du robot. Comme dans les exemples precedents, 
la figure 3.13 illustre le chemin initial et le chemin final. Les figures 3.14(a) et 3.14(b) 
montrent quant a elles, respectivement la valeur de /(A) pour ces chemins. Le compor-
tement ralgorithme est similaire au cas avec maillage regulier. 
3.2.4 Comparaisons 
Dans cette section nous allons presenter des exemples illustrant plusieurs aspects dont 
nous avons discutes dans la section 3.1. Nous allons montrer 1'infiuence de la taille de la 
carte et de sa resolution sur le temps requis pour trouver le chemin desire. Aussi, nous 
ferons une comparaison entre les methodes proposees. 
Pour le premier exemple, nous prenons comme chemin initial celui presente anterieurement 
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FIG. 3.13 Planification du chemin avec la programmation dynamique. Exemple 2 
./'(.i) 
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FIG. 3.14 Fonction de cout: (a) chemin initial; et, (b) chemin final. 
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FIG. 3.15 Influence de la resolution de la carte 
et illustre a la figure 3.11. La difference est que nous avons utilise la meme carte avec 
une resolution plus basse afin de mettre en evidence l'influence de la resolution sur le 
temps de calcul. Ainsi, nous pourrons comparer 1'influence de la perte d'information de 
la topographie du terrain sur le chemin final. Pour l'exemple de la figure 3.11 nous avons 
utilise une carte avec resolution de 0,2 metre, dont les dimensions des matrices D et Tr 
sont [45300 x 3] et [89700 x 3] respectivement. Pour l'exemple de la figure 3.15 nous 
avons utilise une carte avec une resolution de 1 metre, dont les dimensions des matrices 
D et Tr sont [1891 x 3] et [3600 x 3] respectivement. 
D'apres la table de temps, nous observons qu'il y a une economie de temps non negligeable. 
II est aussi evident que l'information relative aux obstacles de moyenne et de petite taille 




Temps de validation (sec.) 
92.31 
3.73 




Notre deuxieme exemple cherche a demontrer 1'influence de la grandeur de la carte 
utilisee. Nous avons repris l'exemple presente dans la section 3.2.1 figure 3.7, ou nous 
avons extrait une partie de la carte pour faire la recherche du chemin. Ensuite, nous avons 
effectue la meme procedure, mais en utilisant la carte complete du terrain. Evidemment, 
le chemin final sera le meme, mais le temps alloue pour la recherche est beaucoup plus 
important. Dans la table de temps, nous pouvons constater l'enorme difference de temps 
requis pour fournir la meme reponse. Done, dans l'absence d'un administrateur de cartes, 




Temps de calcul (sec.) 
1335.2 
3068.1 
L'algorithme qui utilise la programmation dynamique est muni d'une fonction qui fait le 
decoupage de l'aire occupee par la grille avant de faire les calculs necessaires pour ef-
fectuer la recherche. Nous avons done, une economie de temps de calcul tres appreciable. 
Par exemple, si nous enlevons cette fonction de l'algorithme, le temps de calcul necessaire 
pour trouver le chemin correspondant a l'exemple illustre avec la figure 3.11 a passe de 
451.78 secondes a 1039.3 secondes. 
Avec decoupage 
Sans decoupage 
Temps de calcul (sec.) 
451.78 
1039.3 
3.2.4.1 Comparaisons des methodes 
Afin de pouvoir faire une comparaison entre les methodes, nous avons soumis le meme 
chemin initial aux trois algorithmes correspondants. Pour 1'analyse quantitative, nous 
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FIG. 3.16 Comparaison entre les methodes : (a) Avec 1'optimisation sans contraintes; 
(b) Avec l'optimisation avec contraintes ; et, (c) Avec la programmation dynamique. 
utiliserons le temps de calcul et la valeur de la fonction de cout du chemin final comme 
mesure de performance. 
Pour notre premier exemple de comparaison, nous avons pris un chemin initial assez 
simple pour garantir la reussite des trois methodes, il s'agit d'un chemin d'une dizaine 





Temps total (sec.) 
Methodes de recherche 
Sans contraintes Avec contraintes Prog. Dynamique 
44 44.8 NA 
NA NA 9.3 
282.4 328.3 66.4 
326.4 373.1 75.7 
Notre deuxieme exemple est beaucoup plus simple, il s'agit d'un chemin initial libre 
d'obstacle que nous faisons passer par les trois algorithmes. Cet exemple met en evidence 
l'avantage de la validation du chemin et l'influence des sous-fonctions de la fonction de 
cout. La figure 3.18 montre les resultats de ce deuxieme exemple. 
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FIG. 3.17 Fonction de cout associee aux methodes : (a) du Chemin initial; (b) du Chemin 
final approche 1; (c) du Chemin final approche 2; et, (d) du Chemin final approche 3. 
(a) (b) (c) 
FlG. 3.18 Comparaison entre les methodes : (a) Avec l'optimisation sans contraintes; 






FIG. 3.19 Fonction de cout associee aux methodes : (a) du Chemin initial; (b) du Chemin 
final approche 1; (c) du Chemin final approche 2; et, (d) du Chemin final approche 3. 
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mins resultants sont identiques et ils sont devenus des lignes droites, ce qui est prevu, 
puisque le chemin le plus court et le moins courbe, entre deux points dans l'espace libre, 
est une ligne droite. Par contre, avec notre troisieme approche nous obtenons comme 
reponse le meme chemin initial, ceci est aussi attendu, car ralgorithme a valide le che-
min et il n'a pas trouve d'obstacles. Comme nous l'avons deja dit, le chemin de base 
est genere en utilisant ralgorithme de recherche du chemin le plus court de Dijkstra et 
malgre le fait qu'il pourrait avoir quelques irregularites, il sera proche d'une ligne droite 
apres 1'interpolation. Done, la validation du chemin devient encore une fois un choix 
interessant. 
Maintenant, si nous regardons la table de temps, nous avons obtenu que pour la troisieme 
approche, ralgorithme n'a utilise que 18.9 secondes pour faire la validation et pour nous 
offrir comme resultat que le chemin initial est completement faisable par le robot. Com-
parativement aux autres deux algorithmes qui ont pris 687.5 et 640.8 secondes respecti-





Temps total (sec.) 
Methodes de recherche 
Sans contraintes Avec contraintes Prog. Dynamique 
69.6 71.1 NA 
NA NA 18.9 
687.5 640.8 0 
757.1 711.9 18.9 
3.3 Etudes futures 
A partir de cet travail et en utilisant les memes idees arm de fournir une solution viable 
pour ce type de mission, on pourrait continuer a approfondir la matiere. Meme si nous 
sommes satisfaits du travail realise jusqu'a maintenant, il faut reconnaitre qu'il y a en-
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core plusieurs aspects que nous pourrions ameliorer. Dans cette section, nous allons 
d'abord enumerer une serie d'idees a implanter afin de rendre l'algorithme de planifi-
cation locale avec la programmation dynamique beaucoup plus attrayant afin de lui per-
mettre d'etre selectionne comme planificateur dans une mission d'exploration planetaire. 
Par la suite, nous proposerons deux cas d'etude qui pourraient etre complementaires a 
ce travail de recherche. 
Dans le but d'ameliorer la performance et la fiabilite de notre algorithme de planification 
locale, les idees suivantes devraient etre considered. 
- L'optimisation de l'algorithme et son implantation sur une plateforme differente de 
Matlab. Nous avons utilise Matlab pour valider notre modele du a la grande quan-
tite d'outils mathematiques, a la rapidite de 1'implementation et aux interfaces gra-
phiques disponibles. Malgre ses vertus, l'utilisation de Matlab pourra etre remplacee 
par des langages de programmation de plus bas niveau avec un code adapte a nos 
besoins. De plus, le code des algorithmes presentes comme solution au probleme, 
sont sous-optimaux et l'utilisation de l'interface graphique demande des ressources 
supplementaires. 
- L'implementation d'un administrateur de cartes serait un atout. De cette facon l'algo-
rithme de planification sera dedie a la recherche du chemin et a 1'identification d'obs-
tacles sans avoir perdu du temps avec le decoupage de cartes et la definition d'aires 
de recherche. L'administrateur de cartes devra etre en mesure de fournir dans un delai 
etabli, la section de la carte du terrain sur laquelle 1'algorithme de planification local 
sera execute. Dans la section 3.2, vous avez pu apprecier l'economie de temps de cal-
cul lors de l'utilisation des cartes reduites et le temps requis pour les extraire. 
- L'implementation d'un algorithme d'analyse et de decision qui permet de changer les 
objectifs dans le cadre de la planification locale. C'est a dire, l'algorithme de planifi-
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cation locale a, par defaut, des valeurs et des parametres de recherche, par exemple; 
la grandeur maximale de la grille, la distance pour determiner PI et PF, la distance 
entre les nceuds de la grille, etc.. 
L'objectif de cet algorithme de decision est de donner une certaine intelligence a notre 
algorithme de planirication. Par exemple, il pourrait savoir : quand les points PI et 
PF sont tres proches de l'obstacle; quand le robot est en face d'un obstacle de forme 
concave; quand il faut agrandir ou diminuer la grille et dans quels secteurs et quand 
arreter la recherche, etc.. 
Pour illustrer quelques fonctions que 1'algorithme de decision pourrait posseder, nous 
allons presenter des graphiques des differentes grilles generees par l'algorithme. Ces 
derniers nous aideront a comprendre et a definir les fonctions que nous avons enoncees 
precedemment. 
- Le premier cas est le plus simple, il s'agit de savoir si les points choisis comme 
point de depart PI ou point d'arrivee PF sont tres proches de l'obstacle. Dans 
cette situation, les noeuds de la grille qui represented a PI et PF n'auront aucune 
connectivite avec les noeuds voisins. Si cela se produit, il faudra placer done ceux-
ci a une distance plus grande que prevu. Comme nous le disions precedemment, 
ce cas est le plus simple, puisqu'il s'agit de verifier la connectivite d'un seul noeud 
et il pourra etre identifie des les premieres iterations. La figure 3.20 illustre cette 
situation. 
- Le deuxieme cas pourra etre vu comme la generalisation du cas precedent. II aura 
pour fonction de detecter si le robot est au milieu d'un obstacle de forme concave. 
La raison pour laquelle nous disons que ce cas est une generalisation du premier 
cas, est que pour reconnaitre cette sorte de situation il faudra analyser le voisi-
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FIG. 3.20 Point initial PI tres proche 
nage du PI et detecter quand ce voisinage reste completement sans possibilite de 
connexion avec son entourage. Lorsqu'on rencontre cette situation, la solution est 
plus complexe. II faudrait recourir aux theories de resolution du probleme de cycle 
limite (Xu et al, 1998) ou l'implantation d'un mur virtuel pourrait delimiter l'aire 
occupee par cet obstacle (Ordonez, 2006). 
A la figure 3.21 nous pouvons apprecier le phenomene decrit ci-dessus. La par-
tie superieure de la figure 3.21 montre les points PI et PF, lesquels nous vou-
lons relier pour definir un chemin. egalement nous pouvons apprecier la forme 
bien definie de 1'obstacle entre les deux points. Si nous effectuons une recherche 
telle que decrite dans la section 2.2, nous obtenons une grille de recherche telle 
qu'illustree dans la partie inferieure de la figure 3.21, ou nous avons encercle le 
voisinage du point PI pour souligner le fait que le point PI reste entoure par 1'obs-
tacle et la possibilite d'une connexion entre PI et PF est nulle. On a agrandi la 
grille de recherche, cependant une solution ne sera atteinte puisque le voisinage de 
PI est completement isole. 
- Le troisieme cas est relie a la capacite de savoir, en analysant la grille, quand il 
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FIG. 3.21 Robot en face d'un obstacle en forme concave 
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FlG. 3.22 Priorisassions des aires de recherche 
faut arreter d'agrandir la grille de recherche dans une direction car la probability de 
trouver un chemin, qui lie les points PI et PF, est minimal. II pourrait aussi avoir 
la capacite de prioriser la recherche dans une aire specifique ou la probability de 
trouver un chemin rapidement est plus grande. 
Dans la figure 3.22 nous avons une grille de recherche qui a permis de trouver le 
chemin entre les points PI et PF arm de contourner 1'obstacle, mais lorsque la 
grille de recherche croit d'une facon symetrique, nous constatons avoir perdu beau-
coup de temps en cherchant un chemin dans la zone selectionnee. II est evident que 
dans cette direction, la recherche ne portera pas fruit car dans cette zone, la connec-
tivite entre les noeuds, est presque inexistante. 
Maintenant, nous proposons deux cas d'etude. Nous comptons utiliser que la fonction 
de detection d'obstacles sur deux algorithmes. 
Un premier algorithme sera celui de planification de chemin sur de longues distances afin 
d'obtenir le chemin desire libre d'obstacles, tout en tenant en compte, de la geometrie 
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FIG. 3.23 Le Couloir 
du robot. La partie la plus interessante de ce probleme sera la strategic de negotiation 
de l'algorithme pour diriger la recherche vers les zones ou la probabilite de trouver le 
chemin desire est plus grande, sans avoir besoin de faire une analyse globale du terrain. 
Le deuxieme algorithme sera 1'implementation d'un algorithme qui permet de definir un 
couloir autour du chemin final. La finalite est que n'importe quel chemin defini dans ce 
couloir, sera securitaire pour le robot. Aussi, le fait d'avoir connaissance de ce couloir, 
permettra de connaitre la marge d'erreur maximale du robot tout au long du chemin. 
Cette meme strategie pourra etre prise en consideration lors de la generation du chemin. 
Dans l'ouvrage presente en (Berglund et al., 2003) il est propose une methode pour 
definir le chemin avec courbure minimale dans une enveloppe ou un couloir. 
La figure 3.23 illustre un premier essai afin de trouver ce couloir. II s'agit simplement 





Nous avons presente trois approches differentes qui donnent une solution a notre probleme 
de planification de chemin. Une fonction d'identification d'obstacles a ete mise en place 
afin de permettre aux differents algorithmes de pouvoir les eviter. Cette fonction tient 
compte tant de la geometrie du robot comme de ses limitations physiques. 
Malgre que nous ayons decide de proposer les trois approches comme solution, nous 
pouvons conclure que la troisieme approche est selectionnee, selon les criteres devaluation, 
comme etant la solution la plus viable. 
Les deux premieres solutions proposees sont limitees en matiere de performance, elles 
presentent des problemes dans la reussite, elles ne fonctionnent que pour des cas simples 
et sur de courtes distances. De plus, le temps requis pour le calcul d'une solution est 
inacceptable. En analysant les faiblesses de ces dernieres, nous avons done cherche un 
autre type de solution visant resoudre notre probleme d'une facon plus efficace. 
La troisieme approche part de l'hypothese qu'une bonne partie du chemin initial peut etre 
traverse par le robot sans risque de collision. Pour ce qui est des parties qui presentent 
des problemes pour le robot, une planification locale serait effectuee afin de rendre le 
chemin completement faisable. Cette approche est capable de fournir le chemin desire, 
si possible, dans un delai acceptable et avec une certitude superieure. Le processus de 
validation permet d'assigner au robot une trajectoire partielle a parcourir, pendant que 
l'algorithme redefinit les zones problematiques. 
Lorsque nous partons d'un chemin trace pour le planificateur principal du robot, il est 
possible de penser que les obstacles a eviter seront en general peu presents et qu'ils 
seront des obstacles d'une grandeur « moyenne » et qu'il ne s'agit pas de grosses forma-
tions rocheuses, montagnes, etc. Si e'est le cas, les obstacles seront evites efficacement, 
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mais sinon notre algorithme prendra beaucoup plus de temps et il serait souhai table d'im-
planter des fonctions de decisions qui feront de celui-ci, 1'algorithme le plus adequat 
pour cette tache. 
Les differents algorithmes ont ete testes sur une representation mathematique du terrain 
ce qui nous a permis d'evaluer sa performance. Pour ce qui est du troisieme algorithme, 
nous l'avons teste sur differents types de surfaces avec des resultats convaincants. 
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