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Block diagonal dominant remotely
operated vehicle model simulation
using decentralized model predictive
control
Weipeng Lin and Cheng Siong Chin
Abstract
Model predictive control on a highly coupled open-frame remotely operated vehicle system subjected to uncertain dis-
turbances has always been a challenge. A decentralized model predictive control uses a design scaling to balance the
interactions between the loops to achieve a block diagonal dominant remotely operated vehicle model is used. The
numerical stability of the model predictive control algorithm improves despite the sensitivity of the control parameters
on the output performance. The model predictive control gives a better two-error norm performance and more tuning
options to control the velocity and position output as compared to other design scaling methods and other controllers
such as proportional–integral–derivative, fuzzy logic, sliding mode, and proportional–integral plus proportional cascaded
control when subjected to underwater current disturbance.
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Introduction
Model predictive control (MPC) uses an explicit and a
separately identifiable model for control. The concept
of MPC algorithm is based on the moving horizon
approach where the control action is computed to
obtain the desired performance over a finite time hori-
zon under uncertainties and constraints.1 The use of the
constraints clearly distinguishes MPC from other con-
trol methods such as neural network–based approach,2–
8 leading to a more reliable controller and tighter con-
trol with no requirement on training data. However,
the heavy online computational burden9 and numerical
condition of the control algorithm are the main obsta-
cles in the application of MPC. A large computational
delay and global minimum or even local minimum can-
not be achieved due to time constraint in each time
horizon. One approach is to obtain a closed-form opti-
mal MPC10,11 to circumvent the computational issue.
However, it is hard to predict the system output over a
long horizon since the output order is limited by the
relative degree of a nonlinear model, and it can be quite
unstable12–14 for a large relative degree. With the deri-
vatives of the control as an addition state, the robust-
ness of the MPC under the model complexity such as
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highly coupled in states15 and uncertainty when sub-
jected to external disturbances pose an even greater
challenge to the applied control community.
In the current literature, most of the applications of
MPC were applied on the following systems such as
ALSTOM gasifier control,16 pH control,17 obstacle
avoidance for land robot,18 pneumatic brake system,19
trailing edge flapping on wind turbine blade,20 power
converters,21 solar energy system22 and induction
motor,23 and few autonomous underwater vehicles
(AUVs).24,25 The robust stability due to disturbances
and the model uncertainties on the AUV were largely
studied. However, the model used for the AUV control
is quite decoupled in states due to its streamlined body
design. The MPC on a highly coupled in states model
such as a remotely operated vehicle (ROV) has not
been studied. The inherent ROV’s model uncertainties
due to hydrodynamic parameters, inertial nonlinearity,
and coupling between the degrees of freedoms (DoFs)
are worsened by the external disturbances due to under-
water current. Applying the conventional MPC on this
class of underwater vehicle creates a numerical stability
issue on the control algorithm.
To overcome the numerical stability problem of
MPC on a highly coupled ROV model, we propose the
use of non-unity permutation matrices on ROV model
before MPC system design to numerically condition
and decentralize the model. It results in a block decen-
tralized model for MPC. This article gives new simula-
tion results of MPC laws and robust stability for a
hover-capable ROV designed by Nanyang
Technological University (NTU) in Singapore. The
application of the MPC with two non-unity permuta-
tion matrices on a highly coupled system such as ROV
model leads to a more decentralized predictive control
system architecture design which makes the overall
approach more decentralized.
The remainder of this article is organized as follows.
Section ‘‘ROV model descriptions’’ gives the details of
ROV model. Section ‘‘Block diagonal dominance model
for ROV’’ describes the block diagonal dominance
model for ROV. It is followed by the MPC design
methodology in section ‘‘Decentralized MPC.’’ Section
‘‘Robust performance analysis’’ includes the robust per-
formance analysis of ROV and comparison study of
different controllers. Finally, the article ends with a
conclusion.
ROV model descriptions
The ROV model used for control is the Robotics
Research Centre (RRC) ROV26,27 designed by NTU.
The ROV plant model is quite coupled in the velocity
states, namely, surge, sway, heave, roll, pitch, and yaw
velocity in the dynamics equation. The RRC ROV
(Figure 1) was designed to perform underwater pipeline
inspections such as locating pipe leakages or cracks.
The twin ‘‘eyeball’’ ROV depicted in Figure 1 has an
open-frame structure. It measured 1m long, 0.9m
wide, and 0.9m high. It has a dry mass of 115kg and a
current operating depth of 100m. The RRC ROV has
only four thrusters to control 6 DoFs (i.e. surge, sway,
heave, roll, pitch, and yaw velocity) and has a high
level of cross coupling between the states. The roll and
pitch motions are passive as the metacentric height is
sufficient to provide adequate static stability. A brief
description of the component layout of the RRC ROV
is given:
 Four thrusters, each providing up to 70N of
thrust;
 Two cylindrical floats with four balancing steel
weight;
 Main Pod (Pod 1) and sensors with navigational
Pod (Pod 2);
 Two halogen lamps, an altimeter (for depth mea-
surement), and a Doppler velocity log (for velo-
city measurement).
Figure 1. Coordinate systems used in ROV (left) and actual ROV in pool (right).26,27
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Before the ROV modeling, the following assump-
tions were made:
 ROV is a rigid body and is fully submerged once
in the water;
 Water is assumed to be ideal fluid that is incom-
pressible, inviscid, and irrotational;
 ROV is slow moving during pipeline inspection;
 The earth-fixed frame of reference is inertial;
 Disturbance due to wave is neglected as it is
designed for submerged operation;
 Tether dynamics attached to ROV is not
modeled.
The motion of a rigid body on the body-fixed refer-
ence frame at the origin (Figure 1) is given by the
equation28
MRB _v+CRB(v)= tRB ð1Þ
where MRB2R63 6 is the mass inertia matrix, CRB(v)
2R63 6 is the Coriolis and centripetal matrix,
tRB=[tRB1 tRB2]
T2R6 is a vector of external forces
and moments, v=[v1 v2]
T2R6 is the linear and angu-
lar velocity vector, namely: v1=[u v w]
T and v2=[p q
r]T, respectively.
The mass inertia matrix given in equation (1) can be
written as follows
MRB=
m 0 0 0 mzG myG
0 m 0 mzG 0 mxG
0 0 m myG mxG 0
0 mzG myG Ix Ixy Ixz
mzG 0 mxG Iyx Iy Iyz
myG mxG 0 Izx Izy Iz
2
6666664
3
7777775
ð2Þ
where xG, yG, and zG are the coordinates of the center
of gravity and m is the mass of the ROV. Here Ix, Iy,
and Iz are the moments of inertia about the principal
axes of the ROV, and Ixy= Iyx, Ixz= Izx, and Iyz= Izy
are the products of the inertia. Here, the parameters
used in equation (2) are as follows:
 m= 115:00kg, Ix= 6:1000 kgm2,
Iy= 5:9800kgm
2, Iz= 5:5170 kgm
2;
 Ixy= Iyx= 0:0002 kgm2, Ixz= Izx=
0:1850 kgm2, Iyz= Izy= 0:0006 kgm2.
The Coriolis and centripetal terms describing the
angular motion of ROV can be expressed as follows
CRB(v)=
033 3 C12(v)
CT12(v) C22(v)
 
ð3Þ
with
C12(v)=
m(yGq+ zGr) m(xGq w) m(xGr+ v)
m(yGp w) m(zGr+ xGp) m(yGr  u)
m(zGp v) m(zGq u) m(xGp+ yGq)
2
4
3
5
ð4Þ
C22(v)=
0 Iyzq Ixzp+ Izr Iyzr+ Ixyp Iyq
Iyzq+ Ixzp Izr 0 Ixzr  Ixyq+ Ixp
Iyzr  Ixyp+ Iyq Ixzr+ Ixyq Ixp 0
2
4
3
5 ð5Þ
The nonlinear ROV dynamics equation and the kine-
matic equation can be expressed as follows
M _v+C(v)v+Dv+Ge(h)= t ð6Þ
_h= J(h2)v ð7Þ
where v=[v1 v2]
T= [u v w p q r]T is the body-fixed
velocity vector and h=[h1h2]
T is the earth-fixed vec-
tor, comprising the position vector h1=[x y z]
T and
the orientation vector of Euler angles, h2= [fuc]
T.
M=MRB + MA2R63 6 is the sum of the rigid body
inertia mass (i.e. a solid body with no deformation)
and added mass (i.e. inertia added to moving ROV due
to surrounding fluid being displaced) matrix,
C(v)=CRB(v) + CA(v) 2R63 6 is the sum of Coriolis
and centripetal and the added mass forces and
moments matrix, D 2R63 6 is the hydrodynamic
damping matrix, and Ge(h)2R6 is the gravitational
and buoyancy vector. The propulsion forces and
moments vector t=Tu 2R6 relate the thrust output
vector u=FT u 2 R4 with the thruster configuration
matrix T 2R63 4, FT2R43 4 is the dynamics of each
thruster and converts the input voltage command
u 2 R4 into thrusts to propel the vehicle.
The dynamic model of the thruster was obtained
experimentally using the test rig.26,27 A simplified first-
order thruster model was obtained as follows
FT=
0:97fT
0:02 s+1
I4 ð8Þ
where I4 is 4 3 4 identity matrix and
fT =
1:00 for input= 40V
0:82 for input= 30V
0:60 for input= 20V
0:33 for input= 10V
8><
>:
As the ROV was designed to be neutrally buoyant
by adding an additional float or balancing mass, the
gravitational force due to the ROV weight can be made
equal to the buoyancy force, W =B=1128:15N. By
adding an extra mass on the ROV at an appropriate
location, XY coordinates of the center of buoyancy
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coincide with the center of gravity, xG=xB=0,
yG= yB=0. The gravitational and buoyancy vector
becomes
Ge(h)=
0
0
0
(zG  zB)W cos u sinu
(zG  zB)W sin u
0
2
6666664
3
7777775 ð9Þ
where zG  zB= 0:03m.
Since the ROV is symmetric about the XZ plane and
close to symmetric about YZ plane, we assumed that
the motions in surge, sway, pitch, and yaw are
decoupled. Although it is not completely symmetric
about the XY plane, the ROV is operating at a rela-
tively low speed in which the coupling effects28 can be
negligible. With this assumption, the damping matrix
in equation (6) becomes
D= diagfXu, Yv, Zw,Kp,Mq,Nrg
= diagf3:70, 2:91, 2:37, 1:66, 1:45, 0:11g ð10Þ
For most low-speed maneuvering tasks, the off-
diagonal terms in the added mass matrix are neglected28
in most applications. MA is simplified to a diagonal
form as follows
MA= diagfX _u, Y _v, Z _w,K _p,M _q,N_rg
= diagf21:14, 51:70, 92:45, 3:61, 2:64, 2:30g
ð11Þ
Since the off-diagonal elements in MA are neglected,
the Coriolis and centripetal added mass matrix CA(v)
becomes
CA(v)=
0 0 0 0 Z _ww Y _vv
0 0 0 Z _ww 0 X _uu
0 0 0 Y _vv X _uu 0
0 Z _ww Y _vv 0 N_rr M _qq
Z _ww 0 X _uu N_rr 0 K _pp
Y _vv X _uu 0 M _qq K _pp 0
2
666666664
3
777777775
=
0 0 0 0 92:45w 51:7v
0 0 0 92:45w 0 21:14u
0 0 0 51:70v 21:1403u 0
0 92:45w 51:70v 0 2:30r 2:64q
92:45w 0 21:14u 2:30r 0 3:61p
51:70v 21:14u 0 2:64q 3:61p 0
2
666666664
3
777777775
ð12Þ
A series of experimental tests were performed to ver-
ify the hydrodynamic damping and added mass coeffi-
cients. The complete details of the numerical modeling,
simulation, and experimental tests on the RRC ROV
model can be found in Chin et al.26,27
Linear ROV subsystem model
A linearized model of the ROV operating at station-
keeping condition is obtained by linearizing the non-
linear ROV in equations (6) and (7) about an equili-
brium point
vo(t)= ½ uo(t) vo(t) wo(t) po(t) qo(t) ro(t) T ð13Þ
ho(t)= ½ xo(t) yo(t) zo(t) u(t) uo(t) co(t) T ð14Þ
For brevity, the linearization procedure using Taylor
series will be omitted. Defining x= ½ xT
1
xT
2
 T, we
obtain the following state-space model
_x1
_x2
 
=
M1½C(t)+D(t) M1Ge(t)
J(t) J(t)
" #zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{A(t)
x1
x2
 
+
M1T
0
" #zfflfflfflfflfflffl}|fflfflfflfflfflffl{B
u ð15Þ
It can be written in abbreviated form as follows
_x=A(t)x+Bu ð16Þ
During the maneuvering in a vertical plane, the
steady-state linear and angular components are
assumed as vo=po=qo=ro= 0 and the equilibrium
point is defined by the zero roll and pitch angles, that is
fo= uo=0. Hence, the time-varying matrices for the
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vertical plane motion (uo,wo) with a fixed heading
angle co are simplified as shown
M=
m X _u 0 0 0 0 0
0 m Y _v 0 0 0 0
0 0 m Z _w 0 0 0
0 0 0 Ixx  K _p Ixy Ixz
0 0 0 Ixy Iyy M _q Iyz
0 0 0 Ixz Iyz Izz  N_r
2
6666664
3
7777775
ð17Þ
D=
Xu 0 0 0 0 0
0 Yv 0 0 0 0
0 0 Zw 0 0 0
0 0 0 Kp 0 0
0 0 0 0 Mq 0
0 0 0 0 0 Nr
2
6666664
3
7777775 ð18Þ
C=
0 0 0 0 (m Z _w)wo 0
0 0 0 (m Z _w)wo 0 (m X _u)uo
0 0 0 0 (m X _u)uo 0
0 (m Z _w)wo 0 0 0 0
(m Z _w)wo 0 (m X _u)uo 0 0 0
0 (m X _u)uo 0 0 0 0
2
6666664
3
7777775 ð19Þ
Ge=
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 zBB 0 0
0 0 0 0 zBB 0
0 0 0 0 0 0
2
6666664
3
7777775 ð20Þ
T=
1 1 0 0
0 0 0:707 0:707
0 0 0:707 0:707
0 0 0:293 0:293
0:016 0:016 0:012 0:012
0:310 0:310 0:012 0:012
2
6666664
3
7777775 ð21Þ
If we assumed that co is constant and fo= uo=0,
the kinematic transformation matrix J takes the form
J=
cos (co)  sin (co) 0 0 0 0
sin (co) cos (co) 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
2
6666664
3
7777775 ð22Þ
Consequently, the linear time-invariant model for
both velocity x1 and position x2 can be written in state-
space form
_x=Ax+Bu
_x1
_x2
 
=
M1½C+D M1Ge
J 0
" #
x1
x2
 
+
M
1
T
0
" #
u
ð23Þ
where A and B are constant matrices.
During the station keeping, the controller is tasked
to maintain the vehicle about the equilibrium position.
The linearization about the equilibrium point
uo= 0:5m=s, wo= 0:5m=s, co= 0:75 rad can be seen
in the linear time-invariant model in equation (23). For
velocity control, the first sixth-order state-space model
is used. By regulating the velocity of the ROV, the posi-
tion of the ROV can be indirectly controlled. The posi-
tion of the ROV can be obtained via Euler’s
transformation of the velocity states. By including the
ROV state-space equation (with m=6 states) and the
thruster dynamic u=FTu (with q=4 states), the ROV
has n=10 state as shown
_x=A11x+B1u ð24Þ
where A11 2 <103 10 is the system matrix, B1 2 <103 6 is
the input matrix, x 2 <10 is the state vector, and u 2 <6
is the desired input vector. The output equation can be
expressed as follows
y=C11x ð25Þ
where C11 is a 6 3 6 identity output matrix and y 2 <6
is the velocity output vector.
Block diagonal dominance model for ROV
Before control system design, the inherent properties
such as open-loop stability, right half plane (RHP)
zero, and system interactions are examined. Since the
RRC ROV is unlikely to exceed
uo= 0:5m=s, wo= 0:5m=s, co= 1:57 rad, the open-
loop RRC ROV system is evaluated at the following
equilibrium: uo=0:5m=s, wo=0:5m=s, co=0:75rad.
An interaction test using Rosenbrock’s row diagonal
dominance with Gershgorin disks superimposed on the
diagonal elements of the system frequency response
was performed to show the coupling between the states
of the RRC ROV. As observed in Figure 2, it indicates
that the system is highly interactive over all frequencies
(1–100 rad/s). It is observed from the increasing size of
the disks in the diagonal elements of each row. The
growing size of the disk implies that the off-diagonal
terms are more dominant than its diagonal terms. To
minimize the control effort required for a highly
coupled system, pre-conditioning (i.e. to obtain a more
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diagonal dominance) on the ROV system is favorable
to facilitate controller design. Note that to achieve
diagonal dominance, either row or column dominance
is sufficient.
The corresponding row and column dominance
measure (i.e. the sum of the off-diagonal terms in each
row or column over the absolute value of the transfer
function evaluated at each frequency) shows that the
magnitudes are indeed not small. The two-norm values
are approximately 4.9 3 103 and 3.3 3 103 for the row
and column dominance, respectively. It further con-
firmed that the RRC ROV is highly coupled in
motions. Also, the singular value and condition num-
ber at different frequencies plot shows that the ROV is
highly coupled in motions. As shown in Figure 3, there
are many peaks, in particularly at approximately
49.95 rad/s. A design scaling is therefore required to
reduce the coupling and to improve the numerical con-
dition via a more decentralized structure before MPC
layout.
Various design scaling methods such as Edmunds12
scaling, one-norm, and Perron–Frobenius (PF) scaling
are used. The scaling frequency at 10 rad/s is chosen
due to its lowest condition number among the scaling
methods. The outputs are a non-unity diagonal pre-
and post-compensator with different values. The
Edmunds scaling algorithm (see Appendix 1 for the
algorithm written in MATLAB) provides both scaling
and input–output pairings as seen in the non-unity per-
mutation matrices. Both the columns and rows are now
reordered into the following sequence: surge, pitch,
heave, yaw, sway, and roll
SNpre=diagf½ 19:68 16:20 4:324 39:10 213:3 4:143 g
ð26Þ
SNpost=diagf½ 49:91 22:52 55:92 2:451 35:68 8:666 g
ð27Þ
SPFpre=diagf½ 0:429 84:66 0:409 197:2 24:85 5:063 g
ð28Þ
SPFpost=diagf½ 0:001 7:382 0:006 0:700 0:004 0:659 g
ð29Þ
SEpost=
49:91 0 0 0 0 0
0 0 0 0 35:68 0
0 0 55:92 0 0 0
0 0 0 0 0 8:66
0 22:52 0 0 0 0
0 0 0 2:45 0 0
2
6666664
3
7777775
ð30Þ
SEpre=
19:68 0 0 0 0 0
0 0 0 0 16:20 0
0 0 4:32 0 0 0
0 0 0 0 0 39:10
0 213:32 0 0 0 0
0 0 0 4:14 0 0
2
6666664
3
7777775
ð31Þ
Figure 2. Direct Nyquist Array (DNA) with Gershgorin disks before scaling.
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The row dominance ratio of each scaling method is
compared. It was found that the PF scaling (row domi-
nance ratio, 159; column dominance ratio, 334) has the
smaller dominance ratio as compared to the Edmunds
scaling (row dominance ratio, 323; column dominance
ratio, 497) and one-norm (row dominance ratio, 323;
column dominance ratio, 497) scaling method.
However, the one-norm design scaling gives the lowest
condition number (or less ill-conditioned) over the fre-
quencies as shown in Figure 4. This is also reflected in
Figure 3. Condition number at different frequencies.
Figure 4. Condition number at different frequencies.
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the less concentration of Gershgorin disks at the origin
of the plot in Figure 5.
However, the transfer function matrix (TFM) of the
ROV is unlikely to be made diagonal dominant by this
simple diagonal constant scaling matrix. It can be veri-
fied in Figure 6 as the gain in dB over the frequencies of
interest are all greater than 6dB.
The Edmunds scaling using the non-unity permuta-
tion matrices is therefore chosen. It helps to numeri-
cally condition and reduces the interactions between
the input-to-output interactions as it is not always pos-
sible to have a clear diagonal dominance at each row
or column. The proof of the numerical stability can be
seen in Edmunds.12 As shown in Figure 7, the ROV
system can be grouped into two blocks of 33 3 subsys-
tems. Instead of looking at each element in each row
(column) for row (column) diagonal dominance, a
group of elements in a block can be tested for diagonal
dominance. This is known as the block diagonal domi-
nance measure of the TFM
Gk3 kij (s)=
G33 3ii G
33 3
ij
G33 3ji G
33 3
jj
" #
ð32Þ
where superscript 33 3 and subscript i, j refer to the
size of the partitioned block and elements in the block,
respectively. The matrix G(s) is considered to be block
diagonal dominant if the gain of the diagonal blocks
dominates the gain of the off-diagonal blocks. To test
the block diagonal dominance of G(s), the gains of the
sub-blocks of Gii are determined as follows
s(Gii)= min
x6¼0
Giixk k
xk k
=smallest singular value of Gii
ð33Þ
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Figure 5. Direct Nyquist Array with Gershgorin disks after one-norm scaling.
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To verify that the RRC ROV system is now block
diagonal dominant, Figure 8 shows the block domi-
nance measure of the system before and after the
Edmunds scaling using s(G). As shown, the ROV
model becomes more block diagonal dominance. The
block dominance measure of TFM shows a decrease
from 1.6 3 1022 to 3.5 3 1025. It implies that the
TFM of the ROV is now decoupled into two blocks of
each matrix of size 33 3.
After achieving a better numerically conditioned sys-
tem, another important part of a multivariable design
is the input–output pairing. Applying the relative gain
array (RGA) to the decentralized ROV system at the
steady-state condition as L(0)=G(G)T. Here, the
operation * denotes element-by-element multiplication
(Hadamard or Schur product). Since the RGA is
applied at the steady state, or zero frequency, it is
important to examine the RGA at other frequencies.
An RGA number by Bristol is used and has the follow-
ing form
RGAnumber= L(G) Ik ksum ð34Þ
Figure 6. Perron–Frobenius eigenvalues of ROV system.
Figure 7. Decoupled step response.
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By evaluating the RGA number across the frequen-
cies of interest after the row permutation (by Edmunds
scaling), there is a slight decrease in the RGA number
after ordering across the frequencies as seen in Figure 9.
It implies that the selected I/O pairs have an effect on
the diagonal dominance of the system. A lower RGA
number corresponds to lower condition number of the
ROV system. It is a ‘‘good’’ feature of the control sys-
tem design.
The proposed Edmunds scaling algorithm on the
TFM sets all the row and column sums to unity using
simple iterative steps. The algorithm equalizes and
maximizes the geometric mean of the row dominance
and geometric mean of the column dominance for given
inputs and outputs. It improves the numerical stability
in MPC system design where the solution of the alge-
braic Riccati equation is needed. Also, the design scal-
ing makes the individual loops more independent by
balancing the interactions between the loops. As a
result, the scaled state-space model of ROV becomes
_x=A11x+B1Spreu ð35Þ
y=SpostC11x ð36Þ
where Spre 2 <63 6 is the pre-compensator and
Spost 2 <63 6 is the post-compensator using Edmunds
design scaling method in equations (30) and (31),
respectively.
Figure 8. Block diagonal dominance measure before (left) and after (right) Edmunds scaling.
Figure 9. RGA number of ROV.
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Decentralized MPC
In the research literature, MPC is formulated in state
space. The MPC is obtained by minimizing the cost
function by application of the quadratic programming
algorithms14 and the relevant references cited in this
text. The model of the ROV is described by the linear
difference equations (24) and (25). As the input u can-
not affect the output y at the same time, D=0 is
assumed. The following auxiliary variables are defined
to include the state-space model in an augmented state-
space model
z(t)= _x(t) ð37Þ
y(t)=C11x(t) ð38Þ
With a new state vector xa(t)= ½z(t)Ty(t)TT, the aug-
mented state-space model is defined as follows
_z(t)
_y(t)
 
=
A11 0n3m
SpostC11 0m3m
 zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{A
z(t)
y(t)
 
+
B1Spre
0m3m
 zfflfflfflfflfflffl}|fflfflfflfflfflffl{B
_u(t)
ð39Þ
y(t)= 0m3 n Im3m½ 
zfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflffl{C z(t)
y(t)
 
ð40Þ
where Im3m is the identity matrix m 3 m; 0m3m and
0m3 n are zero matrices of dimension m 3 m and m 3
n, respectively.
The information of the state vector at a time ti is
written as x(ti). The state feedback control with gain
matrix K is valid for 0 tTp where t is the time vari-
able within the window from ti to prediction horizon
Tp. The derivative of the control within this window is
therefore written as follows
_u(t)= Kx(t) ð41Þ
The predicted future state at time t
x(ti+ tjti)= eAtx(ti)+F(t)Th ð42Þ
where
F(t)T =
ðt
0
eA(tg)½B1L1(g)T B2L2(g)T . . . BmLm(g)T dg; hT= hT1 hT2 . . . hTm
  ð43Þ
Li(t)
T = ½ li1(t) li2(t) . . . liNp (t) = eAptL(0) ð44Þ
Ap=
rA 0 . . . 0
2rA rA . . . 0
..
. ..
.
. . . ..
.
2rA       2rA  rA
2
6664
3
7775 ð45Þ
L(0)=
ffiffiffiffiffiffiffi
2rA
p
1 1 . . . 1½ T ð46Þ
where rA is the time scaling factor and Np is the
Laguerre parameter for each input.
The predicted output at a time t can be computed as
follows
y(ti+ tjti)=C½eAtx(ti)+F(t)Th ð47Þ
where
V=
ðTp
0
½F(ti)QF(ti)T +Rdt; Q,R  0 ð48Þ
C=
ðTp
0
F(ti)Qe
Atdt ð49Þ
The optimal h becomes
h=V1Cx(ti) ð50Þ
that minimizes J as
Jmin = x(ti)
T
ðTp
0
eA
TtQeAtdt CTV1C
2
4
3
5x(ti) ð51Þ
The optimal control signal is written as follows
_u(t)=
L1(0)
T 02 . . . 0m
01 L2(0)
T . . . 0m
..
. ..
.
. . . ..
.
01 02    Lm(0)T
2
66664
3
77775
h1
h2
..
.
hm
2
66664
3
77775
= L(t)TV1Cx(t)
= Kmpcx(t)
ð52Þ
The first term is the derivative of the input state x(t),
while the error signal y(t) r(t) is the second term of
the state feedback as shown
_u(t)= ½Kx Ky 
zfflfflfflfflfflffl}|fflfflfflfflfflffl{Kmpc _x(t)
y(t) r(t)
 
ð53Þ
where r(t) is the set-point signal.
The control signal computation is carried out by sim-
ply approximating the derivative _u(t) with
_u(ti)’
u(ti) u(ti  Dt)
Dt
) u(ti)= u(ti  Dt)+ _u(ti)Dt
ð54Þ
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The actual control signal u(t) will update itself
repeatedly from its past value
u(ti)= uactual(ti  Dt)+ _u(ti)Dt
= uactual(ti  Dt)
+
L1(0)
T 02 . . . 0m
01 L2(0)
T . . . 0m
..
. ..
.
. . . ..
.
01 02    Lm(0)T
2
66664
3
77775
h1
h2
..
.
hm
2
66664
3
77775Dt
ð55Þ
The optimal solution with the exponentially
weighted cost function is identical to the original opti-
mal solution without exponential weighting when the
prediction horizon is sufficiently large. However, with-
out modification on the pair of weight matrices Q and
R, the solution does not guarantee exponential decay
of the original variable, x(ti+ tjti) within the horizon.
The weight matrix Q becomes Qa=Q+ 2(a+b)P;
a,b.0, R.0. P is the solution of the steady-state
Riccati equation remains unchanged. The optimal con-
trol _u(t) is thus obtained. The proposed approach is
numerically sound as it allows the use of a sufficiently
large prediction horizon using Aa=A aI to guaran-
tee asymptotical stability.
The control amplitude constraints for the state-space
model at a time t can be written in the form where umin
and umax are vectors containing the required lower and
upper limits of the control amplitude, respectively
umin u(t) umax ð56Þ
The constraints on _u(t) take the form
_umin _u(t) _umax ð57Þ
where _umin and _umax correspond to the minimum and
maximum changes in the thruster rate, respectively. The
constraints are applied to the system inputs on both
the absolute limits and the speed of change. The rate of
the thrust input is chosen to be lower than the maximum
rate (this is an estimate as the thrust is proportional to
square of its speed). If the controller requires a signifi-
cant change of thrust beyond the thruster specification,
then the thruster dynamics will perform like a low-pass
filter to improve the controller performance. The rate of
change of set points for each thruster is set to 6 0.01N/
s. The maximum (minimum) absolute thrust value is
limited to 70N (270N), corresponding to a thruster
speed of approximately 1000 r/min.
The implementation of MPC law also requires direct
measurement of all elements in ½ _x(t) y(t) r(t)T at each
time instant. The state vector component _x(t) can be
estimated. However, there will be noise in x(t) causing
the computed difference _x(t) to amplify the noise. Thus,
an observer is used to estimate _x(t) as
_^x(t)=Ax^(t)+B _u(t)+Kob½y(t) Cx^(t) ð58Þ
where x^(t) is the estimate of x(t) and Kob is the observer
gain matrix. Kob is designed using discrete-linear quad-
ratic regulator theory with weighting matrices Qob and
Rob. Kob is selected such that the closed-loop observer
error system matrix is stable. The effects of measure-
ment noise in y(t) can be reduced by choosing a large
value of Rob. The initial state vector of the observer is
set to zero for output vector y(t)= 0.
In summary, the steps to design the decentralized
MPC with Edmunds scaling are as follows:
1. Determine the non-unity permutation matrices
(SEpost and S
E
pre) of Edmunds scaling in equa-
tions (30) and (31) to achieve least interaction
and block diagonal dominance on the TFM
(32);
2. Form the augmented matrix for MPC using
Edmunds scaling in equations (39) and (40);
3. Set parameters for continuous MPC-time scal-
ing parameter (rA), number of Laguerre para-
meters (Np), prediction horizon (Tp), and plane
shifting parameters on matrix A(a,b.0);
4. Solve Riccati equation for P using Qa=
Q+ 2(a+b)P.0, R.0 and Aa=A aI;
5. Define constraint L(t) using equation (44) and
input constraints on thrusters: umin u(t)
 umax;
6. Solve MPC for V and C using equations (48)
and (49), respectively;
7. Compute observer gain matrix, Kob with
weighting matrices Qob and Rob;
8. Compute the derivative state-feedback gain for
_u(t)= Kmpcx(t) where Kmpc=L(t)TV1C
using equation (52);
9. Compute the state feedback gain u(t);
10. Plot y^(t) and control input u(t).
Robust performance analysis
As the ROV is subjected to uncertainties, its robustness
performance needs to be examined. The ROV subjected
to changing underwater current effect will be simulated.
It is followed by comparing the results to various scal-
ing methods. For completeness, the proposed MPC will
be compared with different types of controllers under a
fixed and varying controller gains.
Robust analysis on ROV subjected to underwater
current
The robustness analysis of the decentralized MPC on
the ROV is performed. The uncertain perturbations are
12 Advances in Mechanical Engineering
formed in a block diagonal matrix of stable perturba-
tions, D where each element is real. The common ND
structure is used to analyze the ROV system
(Figure 10), P with MPC controller, Kmpc and uncer-
tainty. The lower linear fractional transformation
(LTF) is denoted by
N=P11+P12Kmpc(I P22Kmpc)1P21 ð59Þ
The uncertain closed-loop transfer function is related
to N and D by an upper LTF
F=N22+N21D(IN11D)1N12 ð60Þ
As shown in Figure 10, the ROV closed-loop system
has multiplicative input uncertainty, DI. Here, Wp is a
performance weight and WI is a normalized weight for
uncertainty. The generalized ROV plant is written as
follows
P=
0 0 WI
WpG Wp WpG
G I G
2
4
3
5 ð61Þ
The partition of P becomes
P11=
0 0
WpG Wp
 
; P12=
WI
WpG
 
;
P21= G I½ ; P22=G
ð62Þ
Equation (59) becomes
N=
WIKG(I+KG)1 WIK(I+GK)1
WpG(I+KG)
1 Wp(I+GK)1
 
ð63Þ
The weighting function is used to shape the sensitiv-
ity of the closed-loop system, N to the desired level. A
typical type of performance function used is a low-pass
filter, high-pass filter, or constant weight. The tuning of
the weighting function, irrespective of the kind used, is
performed iteratively:
W1. From the frequency response of the disturbance
(Figure 11), the disturbance is dominant up to
0.0001 rad/s. To reduce the disturbance up to this
frequency, W1 is selected to be a low-pass filter at
the frequency range
W1=
13 105s+ 13 106
s+ 13 104
I6 ð64Þ
Wp. A high-pass filter was chosen to shape the input
sensitivity of the closed-loop system. A similar first-
order high-pass filter was used in each channel with
a corner frequency of around 0.001 rad/s, to limit
the input magnitudes at high frequencies and
thereby limit the closed-loop bandwidth as seen in
Figure 11
Wp=
13 102s+ 2:53 107
13 105s+ 25
I ð65Þ
For robust stability, the following conditions for the
ROV in the uncertainty set need to satisfy for robust
performance:
 N is internally stable (all eigenvalues of N is neg-
ative as seen in Figures 12 and 13);
 Nk k= 23 107\1; moreover, N is internally
stable;
 F is stable 8D=diagf½0:4850:4850:780:75
0:770:74g, Dk k‘= 0:78 1, and N are intern-
ally stable;
Figure 10. Control system structure for uncertain ROV system.
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 Fk k= 23 107\1,
8D=diagf½0:4850:4850:780:750:770:74g,
Dk k‘= 0:78 1, and N are internally stable.
As shown in Figure 13, all eigenvalues (including N)
lie on the left-hand plane. The closed-loop ROV model
with random input disturbance Dk k‘= 0:78 1 is sta-
ble. In addition, the singular value of the sensitivity
function S=(1+GK)1 is small that indicates the
closed-loop system with a disturbance signal that has
less influence on the system output. The system has a
good stability margin. As seen in Figure 12, the input
Figure 11. Weighting function for output performance and input.
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Figure 12. Sensitivity plot of N.
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sensitivity KS=K(1+GK)1 plot, the effect of the
input disturbances is quite negligible on the output
response. The robust stability due to parametric uncer-
tainty is below the margin of 0 dB. It indicates the ROV
system is robust against parametric uncertainty. As
observed in T=KG(1+KG)1 plot, the gain over the
frequencies is less than the 0 dB (= 1) margin. It indi-
cates that the system output will be quite small for any
significant inputs.
The current velocity is included as a relative velocity,
vr= v vc where vc= ½ uc vc wc 0 0 0 T is the
current velocity vector acting on the ROV’s body-fixed
frame. The Earth-fixed current velocity vector is given
by vEc = ½ uEc vEc wEc 0 0 0 T, while the body-
fixed velocity can be determined by the following
Euler’s transformation
uEc = uc cosac cosbc ð66Þ
vEc = vc sinbc ð67Þ
wEc =wc sinac cosbc ð68Þ
where ac is the angle of attack and bc is the sideslip
angle.
During the simulation, both angles of attack and
sideslip angle are set to 45. The current speed was
incremented by 1m/s until 10m/s (for testing the
robustness of the system). However, these settings can
be adjusted to reflect the actual current experienced by
the ROV. As shown in Figure 14, the H-infinity norm
of the linear velocity increases with the sea current. The
increase in the output linear velocities begins gradually
with less impact on the angular velocities (as observed
from the smaller magnitude in the H-infinity norm).
The ROV system is quite robustly stable under the
underwater current disturbances for underwater cur-
rent not more than 3m/s. As observed in Figure 14, the
hinf-norm increases exponentially after 3m/s.
Robust analysis on ROV using various scaling
methods
The time response simulation of the decentralized MPC
on the ROV was performed under the MATLAB/
Simulink environment. The parameters used in the
scaling methods and MPC are varied to study the
robust performance of each method. From the simula-
tion results, the parameters employed in the simulation
were determined through multiple trials till the system
becomes unstable. From the previous simulations, the
control horizon Tp has the least significant effect on
ROV performance. When a higher value of time scaling
factor rA is used, all DoFs exhibit a lower steady-state
error. Although higher Laguerre parameter Np allows
the ROV to perform better, the computational time
increases linearly as control horizon Tp and rA increase.
There is no significant improvement in the output
response by increasing Tp, a, and b. However, the stabi-
lity of the response can be affected by increasing the dif-
ference between the b and a. The response in Du and
D _u becomes quite oscillatory although it shows some
convergence to its steady-state value. For a high b value
(i.e. by shifting the eigenvalues to further RHP), the
steady-state error increases and the velocity responses
become quite unstable.
As observed, the output responses are constant with
higher a (i.e. by shifting the eigenvalues further into
the left-hand plane). There is no effect of using b to
improve the numerical condition of the Riccati
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Figure 13. Pole and zeros of closed-loop ROV system.
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equation. Hence, a lower b was adopted such that
b a is kept small. However, with a lower a (\b), the
output responses improve with less oscillatory in
motion and steady-state error. As a result of multiple
simulations, the chosen parameters are as follows:
 One-norm scaling: rA= 10, Np= 6, Tp= 4,
umax=70, Dumax= 0:01, b= 0:2, a= 0:005;
 Edmunds scaling: rA= 10, Np= 6, Tp= 4,
umax=70, Dumax=0:01, b= 0:01, a= 0:005;
 PF scaling: rA= 10, Np= 6, Tp= 4,
umax=70, Dumax=0:01, b= 0:01, a= 0:005;
 Without scaling: rA= 10, Np= 6, Tp= 4,
umax=70, Dumax= 0:01, b= 0:01, a= 0:005.
Figures 15–17 show the comparison results of using
different scaling methods when the ROV is moving at
u= v= 1m=s while trying to maintain a zero velocity
for the remaining DoF. For Edmunds scaling, the surge
and sway velocity converge quickly with minimal over-
shoot as compared to other scaling methods. However,
there is steady-state error in the surge direction. As
compared to the one-norm and PF scaling design
method, the steady-state error is much higher. Due to
the constraints on umax and Dumax, Edmunds scaling
gives the least control effort. It can be recognized by
the decoupled control structure of the ROV as a result
of the non-unity permutation matrices used. When
compared to the one-norm and PF scaling method, the
rate of the control effort required is much larger. The
velocity response of the PF scaling method is observed
to be smaller than the rest. It is because the amount of
control effort required is much lower. By examining the
MPC design without any scaling, the velocity responses
are unable to achieve the desired steady-state values.
All scaling methods exhibit quite a high sway velo-
city (but within the constraint) as compared to surge
direction. However, as the vehicle moves diagonally to
the set point, there is a higher sway position response
as compared to the surge direction. Fortunately, the
remaining DoFs are not excited as the ROV system
matrix is now less coupled. It shows that the ROV sys-
tem has a faster response to the desired set point target
under the input constraints. If the ROV encountered a
significant disturbance in the inputs, the maximum
thrust could help the ROV to maintain its closed-loop
stability and reject the disturbance quickly.
The simulated results provide evidence that the
decentralized model predictive controller using
Edmunds design scaling is capable to control both
surge and sway velocities to the desired set point. The
roll, pitch, and yaw rate are quite small in the design
scaling methods.
Comparisons with different controllers under fixed
control parameters
MPC has not been applied to a highly coupled open-
frame ROV system subjected to uncertain disturbance.
The conventional control schemes such as
Figure 14. H-infinity norm of output velocity (subjected to underwater current).
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Figure 15. Velocity time response of various design scaling methods.
Figure 16. Control input rate of various design scaling methods.
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proportional–integral–derivative (PID),29 fuzzy logic,30
sliding-mode control (SMC),31 and proportional–
integral plus proportional (P-PI) cascaded control26 are
compared with the proposed decentralized MPC. Note
that this is not the complete list of controllers used in
the current literature. However, it serves to compare
with the proposed MPC. For consistency, the same
input commands, u= v= 1m=s on ROV model are
used. The sea current disturbance was set to 2m/s for
testing the robustness of all the controllers. As observed
in Figure 18, the PID controller tries to regulate the
desired velocity, but the response is quite oscillatory
with high pitch rate.
On the other hand, the cascaded control scheme
with PI-P gives less oscillatory behavior. However, the
overshoot is quite significant as compared to the con-
ventional PID single-loop control structure. Fuzzy
logic control exhibits less oscillatory motion but exhi-
bits steady-state error of approximately 50% with oscil-
latory in the angular velocities and a prominent
response of 1m/s in heave motion. SMC has demon-
strated quite a good steady-state value. It can attenuate
the disturbance with a small steady-state error. Finally,
the proposed decentralized MPC exhibits good overall
response and is capable of achieving a good steady-
state value under the disturbances as compared to the
controllers. As observed, the roll and yaw motion are
quite stable for most control schemes. As shown in
Table 1, the proposed MPC controller with a decentra-
lized scheme using Edmunds scaling performs slightly
better (as seen in the two-norm and infinity norm of
the velocity response) than other controllers.
Comparisons with different controllers under varying
control parameters
The effects of different controller gains on the ROV’s
output velocity responses are examined. We reviewed
the change in only one controller gain by a fixed incre-
ment at any one time. The two-norm errors of the velo-
city outputs are then computed. The decentralized
MPC using the Edmunds scaling is first examined.
Initially, rA= 10, Np= 6, Tp= 4, b= 0:01, and a= 1
are used. As shown in Figure 19, the parameters such
as rA,Np, Tp, b, and a are plotted against the two-norm
errors for each velocity. It can be seen that the decen-
tralized MPC is quite sensitive to changes in the control
parameters such as Np,b, and a relatively less impact
on Tp and rA. However, the computational time
increases when a larger Laguerre parameter Np is used.
As compared to PID controller in Figure 20, the con-
trol parameters have less influence on the output velo-
cities. In SMC shown in Figure 21, the increased
control parameters kd and boundary layer (BL) thick-
ness have some impacts on the velocity responses. It
has a reasonable two-norm error as compared to the
Figure 17. Control input of various design scaling methods.
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smallest error norm in the proposed decentralized
MPC. As compared to the cascaded P-PI control
scheme in Figure 22, the impacts on the controller
gains can be seen by the large proportional gain used in
both the inner and outer loops. The two-norm errors
are the highest as compared to the above-mentioned
control schemes. In summary, each controller has its
advantages and disadvantages. The proposed MPC can
be quite sensitive to control parameters changes, but at
the same time, it gives more tuning options for better
performance as reflected by the lowest two-norm error
for certain set of control parameters.
Conclusion
The robust decentralized MPC of a ROV is proposed.
The proposed Edmunds design scaling algorithm on
the TFM equalizes and maximizes the geometric mean
of the row dominance for given inputs and outputs.
The design scaling makes the individual control loops
Figure 18. Proposed decentralized MPC comparisons with other control schemes.
Table 1. Two and infinity norm comparison between the controller’s velocity response.
Control schemes Parameters Two-norm Infinity-norm
PID control kp= 31, ki = 11, kd = 0:5 234.7 39.10
MPC-Edmunds scaling rA = 10, Np= 6, Tp = 4, umax= 70
b= 0:01
a= 1
9.900 3.400
Fuzzy-Sugeno control 16.10 6.900
SMC ks= 0:01, kv = 20, kd = 0:05
BL = 0.05, lambda = 0.01
10.60 6.200
Cascaded control kp= 31
kp= 31, ki = 6
45.90 371.5
PID: proportional–integral–derivative; MPC: model predictive control; SMC: sliding-mode control; BL: boundary layer.
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more independent, hence able to achieve a decentra-
lized ROV model for MPC. The simulation results
show that the decentralized MPC using Edmunds scal-
ing exhibits a better performance as compared to other
design scaling methods.
The proposed decentralized MPC behaves quite well
in the velocity response as compared with PID, fuzzy
logic, SMC, and P-PI cascaded control scheme. The
simulated results have shown some evidences that the
decentralized model predictive controller using
Figure 19. Two-norm error of proposed decentralized MPC comparisons at different control parameters.
Figure 20. Two-norm error of PID controller at different control parameters.
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Figure 21. Two-norm error of SMC at different control parameters.
Figure 22. Two-norm error of P-PI cascaded control at various control parameters.
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Edmunds design scaling is capable of controlling the
ROV. From the results, the decentralized MPC algo-
rithm can be implemented with a less numerical error.
Although the proposed decentralized MPC with
Edmunds scaling is quite sensitive to some control
parameters, it offers more options to tune the ROV’s
output performance to achieve a lower two-norm error.
Future works will include using a time-varying non-
linear ROV model subjected to parametric and multiple
uncertain external disturbances. Comparisons with
more controllers such as adaptive neural network con-
trol will be performed on ROV system.
Acknowledgement
The authors would like to thank Newcastle University in the
United Kingdom and Nanyang Technological University (in
Singapore) for providing information and assistance and the
reviewers for their valuable comments.
Declaration of conflicting interests
The author(s) declared no potential conflicts of interest with
respect to the research, authorship, and/or publication of this
article.
Funding
The author(s) received no financial support for the research,
authorship, and/or publication of this article.
References
1. Garcia CE, Prett DM and Morari M. Model predictive
control: theory and practice—a survey. Automatica 1989;
25: 335–348.
2. He W, Chen Y and Yin Z. Adaptive neural network con-
trol of an uncertain robot with full-state constraints.
IEEE T Cybern 2016; 46: 620–629.
3. He W, Dong Y and Sun C. Adaptive neural impedance
control of a robotic manipulator with input saturation.
IEEE T Syst Man Cybern 2016; 46: 334–344.
4. He W, Ouyang Y and Hong J. Vibration control of a
flexible robotic manipulator in the presence of input
deadzone. IEEE T Ind Inform 2017; 13: 48–59.
5. Xu B and Sun F. Composite intelligent learning control
of strict-feedback systems with disturbance. IEEE T
Cybern 2017. Epub ahead of print 31 January 2017.
DOI: 10.1109/TCYB.2017.2655053.
6. Xu B, Sun F, Pan Y, et al. Disturbance observer based
composite learning fuzzy control of nonlinear systems
with unknown dead zone. IEEE T Syst Man Cybern.
Epub ahead of print 23 May 2016. DOI: 10.1109/
TSMC.2016.2562502.
7. Xu B, Yang C and Pan Y. Global neural dynamic sur-
face tracking control of strict-feedback systems with
application to hypersonic flight vehicle. IEEE T Neural
Networ 2015; 26: 2563–2575.
8. Xu B, Shi Z, Yang C, et al. Composite neural dynamic
surface control of a class of uncertain nonlinear systems
in strict-feedback form. IEEE T Cybern 2014; 44:
2626–2634.
9. Chen WH, Balance DJ and O’Reilly J. Model predictive
control of nonlinear systems: computational burden and
stability. IEE Proc Part D: Contr Theory Appl 2000; 147:
387–394.
10. Lu P. Optimal predictive control for continuous non-
linear systems. Int J Contr 1995; 62: 633–649.
11. Soroush M and Soroush HM. Input-output linearising
nonlinear model predictive control. Int J Contr 1997; 68:
1449–1473.
12. Edmunds JM. Input and output scaling and reordering
for diagonal dominance and block diagonal dominance.
IEE Proc Part D: Contr Theory Appl 1998; 145: 523–530.
13. Salgado ME and Conley A. MIMO interaction measure
and controller structure selection. Int J Contr 2004; 77:
367–383.
14. Wang LP. Model predictive control system design and
implementation using MATLAB. London: Springer-Ver-
lag, 2009.
15. Smallwood DA and Whitcomb LL. Model-based
dynamic positioning of underwater robotic vehicles: the-
ory and experiment. IEEE J Ocean Eng 2004; 29:
169–186.
16. Seyab RKA, Cao Y and Yang SH. Predictive control for
the ALSTOM gasifier problem. IEE Proc Part D: Contr
Theory Appl 2006; 153: 293–301.
17. Gomez JC, Jutan A and Baeyens E. Wiener model identi-
fication and predictive control of a pH neutralisation
process. IEE Proc Part D: Contr Theory Appl 2004; 151:
329–338.
18. Howard TM, Pivtoraiko M, Knepper RA, et al. Model-
predictive motion planning: several key developments for
autonomous mobile robots. IEEE Robot Autom Mag
2014; 21: 64–73.
19. Zhang LJ and Zhuan XT. Optimal operation of heavy-
haul trains equipped with electronically controlled pneu-
matic brake systems using model predictive control meth-
odology. IEEE T Contr Syst T 2014; 22: 13–22.
20. Castaignet D, Couchman I, Poulsen NK, et al. Fre-
quency-weighted model predictive control of trailing edge
flaps on a wind turbine blade. IEEE T Contr Syst T
2013; 21: 1105–1116.
21. Preindl M, Schaltz E and Thogersen P. Switching fre-
quency reduction using model predictive direct current
control for high-power voltage source inverters. IEEE T
Ind Electron 2011; 58: 2826–2835.
22. Qi W, Liu JF and Christofides PD. Distributed supervi-
sory predictive control of distributed wind and solar
energy systems. IEEE T Contr Syst T 2013; 21: 504–512.
23. Alireza DS, Khaburi DA and Kennel R. An improved
FCS–MPC algorithm for an induction motor with an
imposed optimized weighting factor. IEEE T Power Elec-
tron 2012; 27: 1540–1551.
24. Steenson LV, Turnock SR, Phillips AB, et al. Model pre-
dictive control of a hybrid autonomous underwater vehi-
cle with experimental verification. Proc IMechE, Part M:
J Engineering Maritime Environment 2014; 228: 166–179.
25. Keviczky T, Borrell F, Fregene K, et al. Decentralized
receding horizon control and coordination of
22 Advances in Mechanical Engineering
autonomous vehicle formations. IEEE T Contr Syst T
2008; 16: 19–33.
26. Chin CS, Lau MWS, Low E, et al. Robust and decoupled
cascaded control system of underwater robotic vehicle for
stabilization and pipeline tracking. Proc IMechE, Part I:
J Systems and Control Engineering 2008; 222: 261–278.
27. Chin CS, Lau MWS, Low E, et al. A robust controller
design method and stability analysis of an underactuated
underwater vehicle. Int J Appl Math Comput Sci 2006;
16: 345–356.
28. Fossen TI. Guidance and control of ocean vehicles. Chiche-
ster: John Wiley & Sons, Ltd, 1994.
29. Yu JZ, Tan M, Wang S, et al. Development of a biomi-
metic robotic fish and its control algorithm. IEEE T Syst
Man Cybern B 2004; 34: 1798–1810.
30. Farias dos Santos CH and Pieri ERD. Functional
machine with Takagi–Sugeno inference to coordinated
movement in underwater vehicle-manipulator systems.
IEEE T Fuzzy Syst 2013; 21: 1105–1114.
31. Sankaranarayanan V and Mahindrakar AD. Control of
a class of underactuated mechanical systems using sliding
modes. IEEE T Robot 2009; 25: 459–467.
Appendix 1
MATLAB code for Edmunds Scaling
function [pre,post,gs]=scale(gin,meth,niter)
% When method=0 the diagonal elements tend to be ordered by magnitude.
% When method.0 an attempt is made to bring the large off-diagonal
% elements nearer to the diagonal.
error(nargchk(1,3,nargin));
if(nargin\2) meth=2;end
if(nargin\3) niter=30;end
g=abs(gin);
[r,c]=size(g);
dpre=ones(1,c);
makerows=ones(1,r);
makecols=ones(1,c);
gs=gin.*dpre(makerows,:);
dpost=ones(r,1);
gs=dpost(:,makecols).*gin.*dpre(makerows,:);
% Make each row sum approximately 1 or zero and each column sum approximately 1 or zero
addrows=ones(c,1);
addcols=ones(1,r);
mindim=min([r c]);
rscale=r/mindim;
cscale=c/mindim;
% Step 1
gs=dpost(:,makecols).*g.*dpre(makerows,:);
iter=0;
rowsums=(sum(gs#))#;
L=cscale*(addcols#)./rowsums;
dpost=dpost.*L;
% Step 2
for iter=1:niter
gs=dpost(:,makecols).*g.*dpre(makerows,:);
columnsums=sum(gs);
K=rscale*(addrows#)./columnsums;
dpre=rscale*dpre.*K;
gs=dpost(:,makecols).*g.*dpre(makerows,:);
rowsums=(sum(gs#))#;
L=cscale*(addcols#)./rowsums;
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dpost=dpost.*L;
end
%gs=post*gin*pre;
logpre=sum(real(log(dpre)))/length(dpre);
logpost=sum(real(log(dpost)))/length(dpost);
adjust=exp((logpre-logpost)/2);
dpre=dpre/adjust;
dpost=dpost*adjust;
gs=dpost(:,makecols).*gin.*dpre(makerows,:);
post=diag(dpost);
pre=diag(dpre);
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