In the previous chapter, speech recognition 
Introduction
Wavelet theory is a relatively new development which has become a versatile tool for signal analysis, image processing, speech processing as well In order to overcome this limitation, the STFT, which can be considered a Windowed Fourier Transform (WFT), was introduced which was used to provide frequency-time spectrum, by providing time information. But the main limitation of STFT was that it used fixed window size by which the accuracy relied on the size and shape of the window. This greatly affected both frequency and time resolution [114] . So wavelet transforms (WT) were developed in order to overcome the shortcomings of FT and STFT related to its time and frequency resolution problems and it provided a concise and easier analysis of speech signals which is suitable for the non stationary nature of the speech signal.
A wavelet is a versatile mathematical tool that decomposes the signal into its different frequency components where each frequency component is represented with a resolution that matches with its scale called Multi Resolution Analysis (MRA) [115] . Wavelets can be defined as translates and dilates of a fixed function [114, 116] . Unlike other waves like sine waves which are symmetric and regular, wavelets are asymmetric and irregular in nature and have zero average value [117, 118] . Wavelets are well suited for speech processing due to their characteristics such as: 
Wavelet Families
The main idea of wavelet analysis is developed on the theory that every vector in a vector space can be written as a linear combination of the basis vectors in that vector space. Wavelets are functions generated from one single function or basis function called the prototype or mother wavelet by dilations (scaling) and translations (shifts) in time (frequency) domain [114, 122] . If the mother wavelet is denoted by ψ(t), the other wavelets ψ a,b (t) can be represented as
Where a is the scaling parameter and b is the shifting parameter.
Hence, the parameter a causes contraction of ψ (t) in the time axis when a < 1 and expansion or stretching when a > 1 [114] .
This section provides a very short description of the different wavelet families which are employed in this research work. Chapter 4
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Wavelets differ in the length of support of the mother wavelet, the number of vanishing moments, the symmetry or the regularity as well as the existence of a corresponding scaling function [119] . Since all the translations and scaling are through the mother wavelet, the selection of the mother wavelet plays an important role in obtaining good recognition accuracy in a speech recognition system. A brief review of the wavelet functions that support DWT and WPD which are tested in this work are given below [117] .
• Haar Wavelets: The Haar wavelets or db1 is the simplest and oldest type of wavelets which have the shortest support among all orthogonal wavelets. It is a sequence of rescaled, square-shaped function transitions.
• Daubechies Wavelets (db): These wavelets, that are very popular, are however, not symmetric in nature and use overlapping windows [123] .
Many researches in speech recognition are based on this type of wavelet because they represent a collection of orthogonal mother wavelets which are characterised by a maximum number of vanishing moments for some given length of support. Vanishing moments limit the wavelet's ability to represent polynomial behaviour or information in a signal. They are suitable for denoising signals and for compression [124] since the high frequency coefficient spectrum reflects all high frequency changes. Daubechies wavelets db2 -db20 (even index numbers only) are the commonly used wavelets.
• Coiflets Family: It has the highest number of vanishing moments.
They are compactly supported and orthogonal but are near from symmetry. Coiflets family members ranges from 'coif1' to 'coif5'. 
Pre-processing
Pre-processing is a crucial step in the development of a reliable speech recognition system. This includes segregating the voiced region from the silence portion of the captured signal and removing the noise and disturbances from the signal [82] . In this work, two techniques for pre-processing namely a) End Point Detection and b) Wavelet Denoising have been used.
End Point Detection
This is used to find the start and end point of a signal and to distinguish voiced and unvoiced sounds [81] . The same procedure using ZCR which was applied to LPC and MFCC is exploited here.
Wavelet Denoising
The speech signals recorded are often distorted by background noise.
So the effect of these noise contents should be removed before extracting the features. There are a number of techniques available for speech enhancement.
Here, wavelet denoising techniques are applied to remove the noise contents from the signals. For removing noise from a speech signal using wavelets, three selections are to be performed namely The wavelet threshold denoising algorithm is adopted in this work.
There are two popular thresholding functions used for denoising signals using wavelets [127] . They are:
Hard Thresholding (HT): Here, the elements whose absolute values are less than the threshold are set to 0. Hard Thresholding is expressed as
where X represents the wavelet coefficients and τ is the threshold value.
Soft Thresholding (ST):
The elements whose absolute values are lower than the threshold are first set to zero. Then the nonzero coefficients shrink towards 0. This is represented as
In this work, wavelet denoising based on Soft Thresholding is adopted because it is proven that noise can be significantly reduced without reducing the edge sharpness. In soft thresholding, a threshold is estimated as a limit between the wavelet coefficients of the noise and those of the target signal [128] . When compared to hard thresholding, the shrinkage of the wavelet coefficients by ST to zero reduces the effect of singularities and transients where MAD is the median of the absolute value of the wavelet coefficients.
Wavelet denoising is considered to be a non-parametric method. For performing wavelet denoising using ST, first an Additive White Gaussian Noise (AWGN) is added to the signal. Suppose s(t) is the original signal and the noise added is n(t), then a signal x(t) can be represented as the summation of the original signal and the noise as [131, 132] ( ) ( ) ( )
The algorithm for denoising the signals using ST are given in the table 4.1.
Table 4.1:
Steps for wavelet de-noising using Soft Thresholding.
1. Choose the mother wavelet from the wavelet family.
2. Select the level N up to which decomposition is to be performed. [ 
Post Processing
Normalisation method which was used for post processing the feature vectors obtained using LPC and MFCC is employed here.
Classification
Here also the classification is performed using the 4 classifiers ANN, SVM, Naive Bayes and HMM.
Speech Recognition System using WPD
WPD is a more detailed method since the signal is passed through more filters. WPD allows time domain information to be incorporated with frequency domain information using multiple window durations. Long windows are used when high resolution information is needed and short windows for extracting low resolution information [63] . It allows simultaneous use of long-time interval for low-frequency information and short-time interval for high-frequency information [138] . Among the four stages of the design procedure, the pre-processing, post processing and classification techniques used are the same as that of DWT. So, only the feature extraction process using WPD is explained below. The graph given in figure 4 .4 shows the performance of different wavelet families on the isolated words database.
Feature Extraction using WPD
Figure 4.4: Comparison of the performance of different wavelet families
From the experiments conducted using Daubechies wavelets, best results were obtained using db4. Among the symlets wavelets, best results were obtained using sym4 and among the coiflet wavelets, optimal results were obtained using coif4. So it is obvious that Daubechies wavelets which represent the foundations of wavelet based signal processing perform better than the others and the highest recognition rate of 87.2% is obtained using db4 type wavelet. Haar wavelets also performed well on the database with an accuracy of 86.9%.
Implementation using DWT
The algorithm for the implementation of the speech recognition system using DWT is given in 3. Choose the wavelet family and the wavelet (db4) which is appropriate for extracting features.
4. Select the level up to which the decomposition is to be performed.
5. For each speech signal, the following procedures have to be undergone:
Decompose the signal into approximation coefficients and detail
coefficients.
Decompose the approximation signal into new approximation and
detail signals.
Continue this process iteratively producing a set of approximation signals at different detail levels (scales) and a final gross approximation of the signal up to an appropriate level.
From the experiments performed for finding the optimal wavelets, it was observed that Daubechies wavelets with order 4 outperformed the other wavelets.
So, for feature extraction, db4 wavelets are chosen and the decomposition is performed up to 8 levels. Since the recognition rate obtained at the 8 th level is count to be better than the other levels, it is chosen as the level of decomposition. 
Implementation using WPD
The first four steps involved in the implementation of the speech recognition system using WPD are similar to that of the algorithm for feature extraction using DWT discussed in table 4.3. So only the wavelet decomposition steps for feature extraction using WPD is explained here which is given in table 4.4. 
Continue this process iteratively until a specified level is reached.
The experiments using WPD also employs db4 type of wavelets and the decomposition is carried out up to 8 th level. The original signal and the eighth level decomposition coefficients of the spoken words 'Nncn' (chiri) and 'KoXw' (geetham) using WPD are given in figure 4.7 and figure 4.8. 
Performance Evaluation of Speech Recognition System using DWT
After feature extraction using DWT, 12 features were obtained for each sample. Then these were applied to the pattern classifiers for proper classification into different classes. The experiments were done by changing the number of speakers in order to estimate the impact of variable number of speakers in the recognition rate. 
b) Comparison Graphs
The graphs given in figure 4.9, figure 4.10 and figure 4.11 show the performance of different classifiers using DWT on the 3 databases. From the results obtained using DWT, it is found out that MLP structure of the ANN classifier produces optimal results for all the three databases.
c) Confusion Matrix
Since better results are obtained using the MLP classifier, the results obtained using MLP are selected to represent the confusion matrix. An overall recognition accuracy of 87.21% is obtained for DWT and MLP combination.
The figure 4.12 given below shows the confusion matrix generated for isolated spoken words with 1000 people uttering 20 words. 
b) Comparison Graphs
The graphs given in figure 4.13, figure 4.14 and figure 4.15 show the results obtained after classification based on number of speakers and recognition rate. 
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