Abstract. Suppose {f 1 , . . . , f m } is a set of Lipschitz maps of R d . We form the iterated function system (IFS) by independently choosing the maps so that the map f i is chosen with probability p i ( m i=1 p i = 1). We assume that the IFS contracts on average. We give an upper bound for the Hausdorff dimension of the invariant measure induced on R d and as a corollary show that the measure will be singular if the modulus of the entropy i p i log p i is less than d times the modulus of the Lyapunov exponent of the system. Using a version of Shannon's Theorem for random walks on semigroups we improve this estimate and show that it is actually attainable for certain cases of affine mappings of R.
Introduction
Suppose {f 1 , . . . , f m } is a set of Lipschitz maps of R d . We may form an iterated function system (IFS) by independently choosing the maps so that the map f i is chosen with probability p i ( m i=1 p i = 1). We denote the the probability vector by p := (p 1 , . . . , p m ), and the IFS itself will be denoted by Φ.
More precisely, let Ω = ∞ 0 {1, . . . , m} and equip Ω with the product probability measure ν induced in the standard way on cylinder sets by the probability vector p. Let x 0 ∈ R d . For any ω ∈ Ω and any n ∈ N we define the point Note that −h(p) is the measure-theoretic entropy of the Bernoulli shift σ : Ω → Ω with the probabilities (p 1 , . . . , p m ).
For any Lipschitz map g of R d we let g denote the Lipschitz constant of g. We assume a contraction on average (sometimes called logarithmic average contractivity) condition to hold: for ν-a.e. ω ∈ Ω,
We will call χ(Φ) the Lyapunov exponent of the system.
Note that the condition (1.2) is implied by the condition
Contraction on average implies that φ is a well defined ν-measurable function defined by the formula (1.1), it is independent of the choice of initial point x 0 and that there exists an invariant attracting set A ⊂ Ω × R d which is the graph of φ. This result is standard and can be found for instance in [10, Theorem 3] , [ It is well known (see P. Diaconis and D. Freedman [8] ) that for any such IFS there exists a unique stationary measure µ on R d independent of the choice of initial point, i.e, such that L * µ = µ, where L is the Perron-Frobenius operator for the IFS Φ:
In fact the measurable mapping φ induces µ on Borel sets of
. Sometimes we will also call µ the invariant measure.
By results of L. Dubins and D. Freedman [9] (see also M. Barnsley and J. Elton [3, Proposition 1]) on Markov operators, µ must be of pure type, i.e., either absolutely continuous or purely singular with respect to Lebesgue measure on R d . There are also results due to M. Barnsley and J. Elton [3, Theorem 3] about the structure of the support of µ when d = 1 and the maps {f i } are affine (see Section 3).
An important classical example of an IFS is the one-parameter family
with p 1 ∈ (0, 1). It has been extensively studied since the 1930's. In recent work by B. Solomyak [26] it was shown that if
, then a.e. λ ∈ (1, 2) induces an absolutely continuous measure µ on the interval [0, 1]. A similar result was later obtained by the same authors for p 1 ∈ [1/3, 2/3] (see Section 3). However the problem of whether the invariant measure (usually called the Bernoulli convolutions or the Erdös measure) for this system is absolutely continuous or singular for a given value of λ (known as the Erdös Problem), is very hard and only few concrete results are known (see [20] for a nice review and collection of references).
The purpose of this paper is to investigate conditions on IFS which contract on average under which their invariant measure is known to be singular or absolutely continuous. The structure of the paper is as follows: in Section 2 we present an upper bound for the Hausdorff dimension of the invariant measure µ and describe sufficient conditions for µ to be singular in terms of χ(Φ), h(p) and the expansion rate of the semigroup generated by {f i }. In Section 3 we present several examples showing how to apply the main theorem. Thus, we have reduced the problem of estimating dim H (µ) to certain combinatorial and algebraic issues concerning the semigroup in question.
We would like to emphasize that although our results apply to a general IFS which contracts-on-average, the most interesting case for us will be the systems in which not all of f i are uniformly contracting, i.e., such that the support of µ is unbounded. One of the reasons for doing so is that there are some indications that supp(µ) in this case will be "less fractal" than for uniformly contracting systems (see examples below). 
From general considerations the growth of G + is exponential, i.e., there exists
Hence, with a little work, (2.3) follows. Obviously, θ ≥ 1 and if G + is abelian, then θ = 1.
Let H µ denote the entropy of the random walk on the semigroup G + with probabilities {p 1 , . . . , p m }. It is defined as follows: let µ n be the n'th convolution of (p 1 , . . . , p m ) on D n , i.e.,
where [·] denotes the equivalence class.
We define
and finally, for θ > 1,
(it is a standard argument that such a limit exists and equals the infimum of the corresponding sequence). For θ = 1 we set H µ := 0; it is natural, because H n ≤ log #D n , whence lim n H n /n = 0 in this case. By the definition of H µ we have
We will need a version of Shannon's Theorem for random walks. In the case of discrete groups it was proved independently by Y. Derriennic [7] and V. Kaimanovich and A. Vershik [16] . We will adapt the proof from [7] to our "semigroup" context (see also [14, Theorem 1.6.4 
]).
Lemma 2.1. Let ω ∈ Ω and
Proof: Let [ω] n denote the set of all words of length n equivalent to (ω 0 , . . . , ω n−1 ).
. By the same reason as in the proof of formula (2.3),
and by Kingman's Subadditive Ergodic Theorem, there exists the limit f(ω) = lim n 1 n f n (ω) for ν-a.e. ω and
) log µ n ([y]) = −H n and apply (2.4). Now we are ready to formulate the main result of this paper.
This has two immediate corollaries:
then µ is singular, and
In particular, if
Proof: follows from (2.5) and the fact that if dim H (µ) < d, then µ is singular.
Corollary 2.4. The measure µ is singular for any Φ such that
Remark 2.5. As far as we know, there have been no analogs of Theorem 2.2 in such a general framework. However, F. Przytycki and M. Urbański [23] proved the inequality (2.6) for the case of the Erdös measure µ and Pisot number λ (and the equality in (2.6) was shown by S. Lalley [17] -see Example 3.1 below). V. Kaimanovich [15] obtained a similar result for the Hausdorff dimension of the harmonic measure on trees with applications to certain classes of random walks. R. Lyons [19] has a result analogous to Corollary 2.4 in the context of random continued fractions. S. Pincus [22] has related results in the context of mappings on the line and 2 × 2 matrices in the plane. K. Simon, B. Solomyak and M. Urbański [25] have a theorem similar to Corollary 2.4 in the context of parabolic iterated function systems on the real line. Moreover, they were able to establish certain parameter values of their system for which the measure µ is absolutely continuous a.e. Example 2.6. Let us give a simple example. Suppose f 1 (x) = 2x+1, f 2 (x) = 1 16 x+1 chosen with probabilities
log 2 < h(p) = − log 2 and hence by Corollary 2.4, the invariant measure µ is singular with respect to Lebesgue measure, and dim H (µ) ≤ . However it is easy to show that the support of the invariant measure is the interval [1, ∞) . Note that a more detailed analysis shows that since f 1 f 2 f 
Proof of Theorem 2.2:
We let B(x, r) denote the ball of radius r about the point
We have µf
whence by the fact that ν is a product measure (2.10) follows. Hence by Lemma 2.1 for any fixed δ > 0 for ν-a.e. ω * for all sufficiently large n,
We define γ = γ(Φ) := exp χ(Φ), fix δ > 0 sufficiently small that 0 < γ −δ < γ +δ < 1 and define the sets G 1 N and G 2 N as follows:
We may choose N sufficiently large that ν(G N ) > Hence we may fix α > 0 sufficiently small such that ν{ω : µ(B ω ) > α} > 3 4 . Define
and by the fact that σ preserves the measure ν, we have ν(σ n (B)) > 1 2
for any n > 0. We claim that for any n > N and any x ∈ φ(σ n (B)),
for some r > 0 (here C
To estimate L d B(x, r), we note that since ω * ∈ G N , we have r < (γ + δ) n , whence
where C d is the volume of the unit ball in R d . This proves (2.11) with
is ergodic, for ν-a.e. ω we have ω ∈ σ n (B) for infinitely many integers n. Hence for µ-a.e. x ∈ supp(µ) we have x ∈ φ(σ n B) infinitely often. This establishes the fact that for a µ-generic x ∈ supp(µ) there exists a subsequence r n → 0 such that,
which is equivalent to
n . Taking logarithms and dividing by log r n , we have log µB(x, r n ) log r n − d ≤ log α log r n − n log r n ((H µ + δ) log θ + d log(γ + δ)) .
Since x = φ(σ n ω * ), where ω * ∈ G N , we have (γ − δ) n ≤ r n ≤ (γ + δ) n , whence it follows that for µ-a.e. x, lim inf r→0 log µB(x, r) log r ≤ lim inf rn→0 log µB(x, r n ) log r n
Since δ > 0 may be taken arbitrarily small and log γ = χ(Φ), we finally obtain lim inf r→0 log µB(x, r) log r ≤ − H µ log θ χ(Φ) , and by (2.9) inequality (2.6) holds, which completes the proof.
Examples
We are going to consider several examples, all of which are affine IFS. 
(see Introduction). In this case χ(Φ) = − log λ, and , whence θ = 2 and H µ = 1. Hence Corollary 2.4 again gives us the estimate (3.12), which is unfortunately useless, as λ < 2. However, in some cases of algebraic λ Theorem 2.2 can be used more efficiently.
More specifically, assume λ to be a Pisot number, i.e., an algebraic integer greater than 1 whose conjugates have moduli less than 1. The famous Separation Lemma due to A. Garsia [13] states that there exists a constant C = C(λ) > 0 such that if
Hence it is easy to see that θ = λ, and from (2.6) follows dim H (µ) ≤ H µ .
In work by S. Lalley [17] the Separation Lemma was used to show that in fact
The most transparent subcase is λ = 1+ √ 5 2
. It was studied in several papers (see references in [24] ); in particular, for this λ we have G + = a, b | ab 2 = ba 2 and dim H (µ) = H µ = 0.995713 . . . (this numerical result is due to J. C. Alexander and D. Zagier [1] ). Besides, the measure µ was shown to be quasi-invariant under the β-shift (for β = λ) τ λ : [0, 1) → [0, 1) defined by the formula τ λ x = {λx} and the corresponding density is also known (see [24] ).
Similar results hold for a more general Bernoulli convolution µ = B λ (p, 1 − p), i.e., the one for which the probability of taking f 0 is p ∈ (0, 1).
We believe the techniques of [17, Proposition 4] can be used to show that the equality holds in a more general situation. Let us formulate the corresponding conjecture; put as above, x n (ω) := f ω 0 . . . f ω n−1 (x 0 ) and γ = exp χ(Φ).
Conjecture. Suppose we have an affine IFS on the real line (i.e., f i (x) = λ i x + b i ) and |λ i | ≥ 1 for at least one i ∈ {1, . . . , m}; assume the following Weak Separation Condition to be satisfied (we borrow this term from [18] ): for ν 2 -a.e. pair (ω, ω ′ ) ∈ Ω 2 and arbitrary δ > 0,
We conjecture that the inequality (2.6) in this context is actually an equality. We state without proof that (3.13) does hold in the framework of Example 3.2 with λ being a Pisot number (see below).
Suppose Φ is an affine IFS in R. If Φ is not uniformly contracting (i.e., there exists i such that |λ i | ≥ 1), then by the result from [3] mentioned above, the support of the invariant measure in this case is either a single point or R or [d, +∞) or finally (−∞, d] for some d ∈ R. We may rule out the first case. The fact that supp(µ) is connected makes the problem about the fine structure of µ nontrivial. 
The support of µ = µ(λ) is [0, +∞), and χ(Φ) = − 1 2 log λ. Hence by Corollary 2.4, for λ > 4 the measure µ is singular, and dim H (µ) ≤ < 1. We claim that for any transcendental λ the semigroup G + is free. A trivial induction argument shows that
. It is worth noting that for certain particular values of λ ∈ (1, 4) the measure µ is nonetheless singular (similarly to the Bernoulli convolutions). Namely, since µ is invariant under the IFS Φ, we have the following self-similar relation for its Fourier transform:
Assume again λ to be a Pisot number. Then as is well known, the distance to the nearest integer for λ n tends to 0 at exponential rate. Following the line of the proof of the classical work [11] (see also [3] for the case λ = 2), we can consider the subsequence x n = 2πλ n and show that µ(x n ) → 0 as n → +∞, which implies that the Riemann-Lebesgue Lemma is not satisfied, whence µ cannot be absolutely continuous. Therefore, it is singular by the Law of Pure Types.
Thus, we proved that µ is singular for λ ≥ 4 (as 4 is a Pisot number); at the same time it is singular for an infinite number of parameters λ ∈ (1, 4) as well. It is an open question whether its Hausdorff dimension is less than 1 for a Pisot number λ (for the Bernoulli convolutions it is true, see above).
It is worth mentioning that in this example the stationary measure has an "arithmetic" interpretation as well. Namely, let Σ = ∞ 1 Z + and ξ denote the stationary product measure on Σ with the following geometric distribution:
(it is obvious that L λ is well defined for ξ-a.e. ε ∈ Σ). Then from (3.15) it follows
2−e ix . Thus, the essential difference with the case of Bernoulli convolutions is that the set of "digits" here is infinite.
When this paper was in preparation, Y. Peres suggested the following claim. . In [21] it was shown that for any p ∈ [1/3, 2/3] the Bernoulli measure is absolutely continuous for a.e. λ ∈ (1, p −p (1 − p) −1+p ). Hence the measure B λ (2/3, 1/3) will be absolutely continuous for a.e. λ ∈ (1, 3 · 2 −2/3 ) and so will be µ.
it is easy to deduce that
and by (3.15)
where B λ,t (p, 1 − p) is the infinite convolution of two-point discrete measures whose "basic" distribution is supported on the points 0 and t with probabilities p and 1 − p respectively (hence B λ = B λ,1 ). (3.16) are singular. Nonetheless, we conjecture that for L 1 -a.e. λ ∈ (3 · 2 −2/3 , 4) the measure µ will be absolutely continuous as well.
. Here χ(Φ) = − we have d n+1 ≤ 2d n − d n−4 , whence θ < 1.9277. Thus, from the estimate (2.7) it follows that the measure µ is singular at least for λ > 1.9277 2 ≈ 3.716. However, it is clear that the actual estimate must be even sharper, because in fact there are infinitely many relations between a and b.
Namely, from general considerations it follows that G + will be one and the same for any transcendental λ. We do not know whether G + is finitely presented but at least written in the generators a, b it is not. For example, for any n = 2, 3, . . . and any k = 1, 2, . . . , n − 1 we have in addition to the relation (3.17),
(these are a direct consequence of the fact that a 2k b k and a 2n b n always commute). These relations are independent, i.e., none of them is a consequence of any other one. At the same time, there are relations that cannot be deduced from any of those described above; for instance, abab 2 a 3 = b 2 a 5 b. There are indications that actually θ is at least less than 1.7.
As far as we are concerned, there are no general results on the structure of supp(µ) in the case of higher dimensions. We are going to present an example of a family of IFS for d = 2 such that supp(µ) = R 2 , whereas µ is singular; at the same time this system does not "split" into one-dimensional actions. In a certain sense the following example is a two-dimensional generalization of Example 3.2.
Example 3.7. Let α be a real number such that α/π is irrational and let R α denote the rotation of R 2 by the angle α, i.e., R α = cos α − sin α sin α cos α .
Let λ > 1 and the one-parameter family of IFS Φ λ be defined as follows:
where A λ = λR α and e ∈ S 1 is fixed. As above, we assume p 1 = p 2 = log λ, whence for any λ > 1 the system contracts on average. From Corollary 2.4 it follows that λ > 2 implies the singularity of µ λ together with (3.19) .
The most delicate part of the proposition is the relation (3.18). Let us prove it. Assume M := supp(µ λ ) = R 2 ; then there exists a disc B(x, δ) whose intersection with M is empty. Hence by definition, f is minimal, i.e., the orbit of every point is dense in S 1 (see, e.g., [6] ). We apply this claim to the circle of radius x . Thus, for any ε > 0 there exists n ∈ N such that R n α (x) − x e < ε. (3.20) Fix r > 1, ε = δ/2 and n large enough to satisfy λ n ≥ 2r/δ together with (3.20) . Let z = λ n x e; we claim that B(z, r) ⊂ B(y n , λ n δ).
Indeed, let y ∈ B(z, r), i.e., y − z ≤ r. Hence y − y n ≤ y − z + z − y n ≤ r + λ n ε = r + 1 2 λ n δ < λ n δ.
Hence B(z, r) ∩ M = ∅, and f 
