Abstract. Let T1 be an k1-tensor and let T2 be a k2-tensor and consider the tensor product of T1 ⊗ T2, which is a (k1 + k2)-tensor. It has recently been shown ([CJZ18] ) that the tensor rank can be strictly submultiplicative under the tensor product. The necessary upper bounds were obtained with help of the border rank. It was left open whether border rank itself can be strictly submultiplicative. In the current work, we answer this question in the affirmative. In order to do so, we construct lines in projective space along which the border rank drops multiple times and use this result in conjunction with a previous construction for a tensor rank drop. Our results also imply strict submultiplicativity for cactus rank and border cactus rank.
Introduction
We work over complex numbers and we will point out when our results apply in higher generality. Given vector spaces V 1 , . . . , V k and a k-tensor T ∈ V 1 ⊗ · · · ⊗ V k , the tensor rank of T is j ∈ V j . If k = 2, then R(T ) = rank(T ) where T is regarded as a linear map T : V * 1 → V 2 ; in this sense, tensor rank is a generalization of matrix rank.
Tensor rank and border rank are studied in several areas of mathematics, physics and theoretical computer science because of their importance in encoding the complexity of a tensor. In particular, tensor rank provides an upper bound on the quantum communication complexity in the quantum broadcast model ( [BCZ17] ), and gives a measure of entanglement of quantum states ( [EB01] , [DVC00] ). In algebraic complexity theory, tensor rank and border rank encode the complexity of the corresponding bilinear operation: in particular, the complexity of performing matrix multiplication is strongly related with the rank of the matrix multiplication tensor ([Str86] [Blä13], [Lan17] ).
The existence of examples that verify strict multiplicativity motivates the definition of a tensor asymptotic rank of a tensor:
This notion is different from the asymptotic rank R : defined in [Str86] (see also [Blä13] ).
In that case, the object of study is the asymptotic rank under Kronecker product (or flattened tensor product, denoted by ) where the k-th tensor power of T ∈ V 1 ⊗ · · · ⊗ V is regarded as a tensor of order k in (V ⊗k 1 ) ⊗ · · · ⊗ (V ⊗k ), denoted T k . In (1), T ⊗k is regarded as a tensor of order k. In particular, the word tensor in "tensor asymptotic rank" refers to the fact that we are considering tensor powers. The tensors T ⊗k and T k are formally the same object but there is a difference in the choice of rank 1 tensors that are used to compute their ranks: in both cases, the rank is computed (after reordering) with respect to rank 1 tensors of the form Z 1 ⊗ · · · ⊗ Z with Z j ∈ V ⊗k j with the important difference that in the case of T k no condition on Z 1 , . . . , Z is given, whereas in the case of T ⊗k we require that every Z j is a rank 1 tensor in V j ⊗ · · · ⊗ V j , namely Z j = v j,1 ⊗ · · · ⊗ v j,k . In particular, it is clear that R(T k ) ≤ R(T ⊗k ) and therefore R : (T ) ≤ R ⊗ (T ).
A consequence of [CJZ18] is that the inequality R ⊗ (T ) ≤ R(T ) can be strict. Moreover, Theorem 8 in [CJZ18] guarantees that R ⊗ (T ) = lim k→∞ [R(T ⊗k )] 1/k , namely the definition of the tensor asymptotic rank does not depend on considering rank or border rank and in particular R ⊗ (T ) ≤ R(T ); Theorem 1.1 shows that the inequality R ⊗ (T ) ≤ R(T ) can be strict as well.
The possible gap between R(T ) and R : (T ) is due to two different phenomena: Theorem 1.1 shows that in general there might a gap due to tensoring together several copies of a tensor, namely R(T ⊗k ) 1/k < R(T ); on the other hand, there might be an additional gap due to passing from tensor product to Kronecker product, namely R(T k ) < R(T ⊗k ) (this follows from flattening lower bounds multiplicativity, as in [CJZ18] ). In summary, we have the sequence of inequalities
and each of these inequalities can be strict in some cases.
The definition of the tensor asymptotic rank is motivated by the importance of the asymptotic rank R : in the tensor setting. Indeed, the asymptotic rank of the matrix multiplication tensor M n ∈ C n 2 ⊗C n 2 ⊗C n 2 controls the exponent ω of matrix multiplication (as in [Str86] ). More precisely, R : (M n ) = n ω , and it is known (see e.g. [Bin80] ) that R : (M n ) < R(M n ) for every n. We expect that a better understanding of the tensor asymptotic rank will lead to a better understanding of the gap in R : (M n 
It is natural to ask whether asymptotic rank itself is multiplicative under the tensor product (this problem was posed in [CJZ18] ), i.e. whether R : (T ⊗ T ) = R : (T )R : (T ).
We leave this question open, and only point out that an answer can in principle be found with help of the asymptotic spectrum of tensors, which is able to characterize the asymptotic rank ( [Str88] ). The best known lower bound on R : is the so-called maximal local dimension and it is consistent with current knowledge that this bound is sharp ( [CVZ17] ). In the case of tight tensors (in the sense of [Str91] ), this is a conjecture of Strassen. If this was true, multiplicativity would be immediate. Note that the asymptotic rank is not multiplicative under the Kronecker tensor product.
On the other hand, multiplicativity of flattening lower bounds ( [CJZ18] ) provides nontrivial lower bounds on the tensor asymptotic rank whenever there is a flattening map providing lower bounds higher than the local dimension of the tensor. In particular, in Proposition 6.4, we provide an explicit example of a tensor in C m ⊗ C m ⊗ C m with R ⊗ (T ) = m + 1.
From the geometric point of view, border rank is directly related to the study of secant varieties of the Segre product of projective spaces, a topic that has been studied in the algebraic geometry community for over a century (see e.g. [Lan12] ). Indeed, one can define rank and border rank with respect to any algebraic variety (see Section 2) and address the submultiplicativity problem in much higher generality. It is interesting to observe that one of the arguments used in [CJZ18] to prove tensor rank strict submultiplicativity already contains the seed of the argument that can be applied in complete generality. For this reason, we will study the problem from the more general perspective of secant varieties and X-rank (in the sense of Section 2). In this context, one can easily obtain examples of X-rank and X-border rank submultiplicativity when X is a set of distinct points ([Sko16] -we briefly show this example in Remark 2.1).
The paper is structured as follows. In Section 2, first we briefly retrace that argument of [CJZ18] focusing on the elements that can be transferred to the border rank setting, then we introduce some basic notions from algebraic geometry that will be useful in the rest of the paper. In Section 3, we present an example of border rank strict submultiplicativity, which implies Theorem 1.1. In Section 4, we present the more general geometric argument that lead to the example presented in Section 3 and we prove some results providing sufficient conditions under which the argument can be applied. In Section 5, we discuss several examples where these sufficient conditions are satisfied, giving additional examples of border rank strict submultiplicativity, some of which involve the geometry of algebraic curves. In Section 6, we define a more general notion of asymptotic rank, that extends the definition given above to every algebraic variety and we prove some results about this quantity. Finally, Section 7 is dedicated to additional examples and numerical results.
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Preliminaries
In this section we introduce some of the tools that we will use in the paper and we present the known results about rank strict submultiplicativity that led us to the construction to prove border rank strict submultiplicativity.
2.1. Rank submultiplicativity. Proposition 13 in [CJZ18] provides a minimal example of strict submultiplicativity of tensor rank. This construction is an optimized version of the more general interpolation argument of Theorem 8 in [CJZ18] . Here, we present that example pointing out the key property that allows us to use a similar argument in the case of border rank.
Let A, B, C be three 2-dimensional vector spaces; let a 1 , a 2 be a basis of A, b 1 , b 2 a basis of B and c 1 , c 2 a basis of C. Let W = a 2 ⊗b 1 ⊗c 1 +a 1 ⊗b 2 ⊗c 1 +a 1 ⊗b 1 ⊗c 2 ∈ A⊗B ⊗C. It is known that R(W ) = 3 and R(W + εa 2 ⊗ b 2 ⊗ c 2 ) = 2 for every ε = 0.
We obtain the following expression for W ⊗2 :
providing R(W ⊗ W ) ≤ 2 · 2 + 2 · 1 + 1 · 2 = 8 < 9 = 3 · 3, which gives an example of strict submultiplicativity of tensor rank. Following this proof, [CF18] proved that R(W ⊗ W ) ≥ 8, and thus R(W ⊗ W ) = 8.
We stress that the key elements that are used in this construction are that R(W + εa 2 ⊗ b 2 ⊗ c 2 ) = 2 for ε = 1 2 and ε = 1 and that R(a 2 ⊗ b 2 ⊗ c 2 ) = 1. We will generalize this construction in the setting of border rank as follows: we will determine two tensors T, Z such that R(T − 2Z) = R(T − Z) = R(T ) − 1 and R(Z) = 1. Then, the analog of expression (2) will show that T verifies strict submultiplicativity of border rank.
2.2. Geometry. We denote with P N the projective space of lines in C N +1 . The term variety always refers to a projective or affine algebraic variety; moreover, varieties are always considered to be nondegenerate, namely not contained in a hyperplane, unless stated otherwise. If X ⊆ P N is a variety, we denote by X the affine cone over X in C N +1 and by X the projective span of the variety X. A variety X is called irreducible if it is not the union of two proper subvarieties.
We refer to [Har92] for the notions of dimension (Lecture 11), degree (Lecture 18), tangent space (Lecture 14) and tangent cone (Lecture 20) of an algebraic variety. If X ⊆ PV is a variety, we denote by I(X) the homogeneous ideal of X, which is a homogeneous ideal in the symmetric algebra Sym(V * ). We denote by I d (X) the homogeneous component of degree d, that is a linear subspace of S d V * . A variety X ⊆ P N of dimension N − 1 is called hypersurface; in this case I(X) is a principal ideal and the degree of X is equal to the degree of a generator of I(X).
Let X ⊆ P N and let p ∈ P N . The X-rank of p is R X (p) = min{r : p ∈ z 1 , . . . , z r for some z 1 , . . . , z r ∈ X} and we write σ • r (X) = {p ∈ P N : R X (p) ≤ r}, the set of all points having X-rank at most r. The r-th secant variety of X is σ r (X) = σ • r (X), where the overline denotes the closure in the Zariski topology. The X-border rank of p is
It is a fact that secant varieties of irreducible varieties are irreducible (see e.g. [Har92] , Lecture 8). Now, fix vector spaces V 1 , . . . , V k and consider the Segre embedding Seg : Remark 2.1 ([Sko16]). We observe that when X is a set of distinct points, an example of X-border rank submultiplicativity is immediate. Since in this case X-rank and Xborder rank coincide (secant varieties are just arrangements of linear spaces), we only need to determine an example of X-rank submultiplicativity. Let X ⊆ P 1 be a set of three general points; without loss of generality assume X = {(1, 0), (0, 1), (1, 1)}. We determine a point p = q ⊗ q ∈ Seg(P 1 × P 1 ) ⊆ P 3 such that R X×X (p) = 3 < 4 = R X (q) 2 (and the same for border rank). Notice that for every q ∈ P 1 , q / ∈ X we have R X (q) = R X (q) = 2. Let q = (1, −1) and p = q ⊗ q. Then
2.3. Varieties and groups. Let G be an algebraic group acting linearly on a vector space V , via a representation G → GL(V ). Then the action passes to the projective space PV , via the projection GL(V ) → P GL(V ); if p ∈ PV , we denote by G · p the orbit of p under the action of G. Let X ⊆ PV be an algebraic variety. We say that X is a G-homogeneous space if X = G · p for some (and indeed for every) p ∈ X. We say that X is quasi-G-homogeneous, or a G-orbit-closure, if X = G · p for some (and indeed for a generic) p ∈ X, where the overline denotes the closure in the Zariski (or equivalently Euclidean) topology. We say that X is a G-variety if it is closed under the action of G, namely G · p ⊆ X for every p ∈ X. It is immediate that if X is a G-variety, then all its secant varieties are G-varieties.
The action of a group G on V defines via pullback an action on the symmetric algebra Sym(V * ): indeed, if g ∈ G and f ∈ Sym(V * ) is a polynomial on V , then g · f = f • g −1 defines a degree preserving linear action on Sym(V * ). In particular, the
If S ⊆ PV is a hypersurface of degree d that is also a G-variety, then I d (X) has to be a 1-dimensional representation of G.
The Segre variety defined in the previous section is an example of homogeneous variety:
Other examples of homogeneous varieties are Veronese varieties, Segre-Veronese varieties, Grassmannians, flag varieties and smooth quadrics. We refer to [Lan12, §6.9] for additional information.
2.4. Flattenings. Let V be a vector space. A flattening of V is a linear map F lat E,F : V → Hom(E, F ) where E, F are two vector spaces. Flattening maps are a classical approach to determining equations for secant varieties. If X ⊆ PV is an algebraic variety, and p ∈ PV , then the rank of F lat E,F (p) provides a lower bound on the Xborder rank of p as follows: let r 0 = max{rank(F lat E,F (z)) : z ∈ X}; then (see e.g. Proposition 4.1.1 in [LO13] and Lemma 18 in [CJZ18] )
In particular, minors of size r · r 0 + 1 of F lat E,F (p) give equations for σ r (X).
In the tensor setting, an element T ∈ V 1 ⊗ · · · ⊗ V k defines naturally a linear map for every set of indices J ⊆ {1, . . . , k}, by j∈J V * j → / ∈J V , via the natural contraction of T on the factors of J. This defines a flattening map (which is indeed an isomorphism)
, that is often called standard flattening. It is easy to show that T is a rank 1 tensor if and only if every standard flattening has rank 1 on T . In particular, for this type of flattening, the value r 0 defined above is 1.
Proposition 20 in [CJZ18] proves that flattening lower bounds are multiplicative in the following sense. For i = 1, 2, let X i ⊆ PV i be a variety and let F lat E i ,F i be a flattening of V i , with corresponding value
We point out that in general the flattening lower bound in (3) is not an integer, and since R X (p) is an integer one obtains R X (p) ≥ 1 r 0 rank(F lat E,F (p)) ; however, the multiplicativity result on the lower bounds only applies to the actual flattening bound, rather than to their ceilings. In particular, from (4), one obtains
. This fact is one of the main insights that allowed us to find the example of strict multiplicativity on tensor rank that we present in the next section.
3. An example of strict submultiplicativity for border rank
In this section, we present an example of tensor T with R(T ⊗2 ) < R(T ) 2 , giving an answer to the problem of strict submultiplicativity of border rank. The geometric description of this example is classical and it relies on the properties of the variety of tensors of border rank 4 in C 3 ⊗ C 3 ⊗ C 3 . In Section 5, we will give additional information on this variety, relating it with the general geometric framework that we present in Section 4.
Let A, B, C be three 3-dimensional vector spaces and let X = Seg(PA × PB × PC) be the Segre variety in P(A ⊗ B ⊗ C) so that the affine cone X is the variety of rank 1 tensors in A ⊗ B ⊗ C. Fix bases a 1 , a 2 , a 3 ∈ A, b 1 , b 2 .b 3 ∈ B and c 1 , c 2 , c 3 ∈ C with dual bases α 1 , α 2 , α 3 ∈ A * , β 1 , β 2 , β 3 ∈ B * and γ 1 , γ 2 , γ 3 ∈ C * . Proposition 3.1. Define
Then R(T ) = 5 and R(T ⊗2 ) ≤ 24 < 5 2 .
Proof. The upper bound R(T ) ≤ 5 is clear from the expression of T . The lower bound is provided by the flattening map T
where T B : B * → A ⊗ C is the standard tensor contraction and π Λ : A ⊗ A → Λ 2 A is the projection onto the skew-symmetric component.
Fixing bases {a i ⊗ β j } in the domain and {a i ∧ a j ⊗ c k } in the codomain (ordered lexicographically), one can see that the matrix associated to the linear map T ∧A B is
which is full rank. By Eqn. (3), we obtain the flattening lower bound of Eqn. (3), that is R(T ) ≥ 9 2 and therefore R(T ) ≥ 5. So R(T ) = 5.
. From the expression of T , it is clear that R(T − 2Z) ≤ 4 so equality holds. Moreover, we observe (6)
By the argument of Eqn. (2), we obtain
This proves Theorem 1.1. We observe that the multiplicativity of the flattening lower bound implies that
Remark 3.2. We explain how we determined the decomposition of T − Z in the proof of Proposition 3.1. After a change of basis on A, B and C, we can rewrite T − Z as
. This identification defines a natural action of the symmetric group S 3 which permutes the three factors and T is invariant under the action of the 3-cycle of S 3 . We numerically searched for a decomposition of T that was invariant (as a set) under the action of the subgroup of S 3 generated by the 3-cycle, namely a decomposition of the form
Searching a decomposition of this form rather than a general one allows for a considerable reduction in the dimension of the search space. The set of decompositions of T having this form determine an affine subvariety in the 12-dimensional space of 4-tuples (v 1 , v 2 , v 3 , u) and a numerical algebraic geometry software such as Bertini (see [BHSW] ) can easily determine the numerical irreducible decomposition of this variety. It turns out that the variety of decompositions has 25 irreducible components of dimension 3 and degree 3. The expression in Eqn. (6) is the result of a sampling procedure in which we searched for a decomposition easy to present and to verify by hand. This approach was motivated by Conjecture 4.1.4.2 of [Lan17] ; even though this conjecture is false in general (as [Shi17] proved that Comon's conjecture is false), works such as [BILR18] , [BCZ17] and [Con17] suggest that imposing symmetries is a computationally valid approach, at least in small dimension, to determine explicit decompositions for tensors of low rank.
We point out that the tensors T, T −Z and T −2Z mentioned in Proposition 3.1 have rank equal to border rank. In particular, the inequalities and the strict submultiplicativity result hold for rank as well.
Moreover, this example generalizes, providing an infinite family of tensors
Proposition 3.3. Let m ≥ 3 and A, B, C be vector spaces with bases {a i : i = 1, 2, 3}, {b i : i = 1, . . . , m}, {c i : i = 1, . . . , m} respectively. Let
Proof. We consider the flattening map
∧A B which has rank 9 by Proposition 3.1. In particular
and therefore R(T m ) = m + 2.
By applying the same argument as in Proposition 3.1, we obtain R(T ⊗2 m ) ≤ (m + 2) 2 − 1.
The secant multidrop lemma
In this section, we explain the geometric reason that causes the border rank strict submultiplicativity in Proposition 3.1. Indeed, it relies on a completely general construction that applies to rank and border rank with respect to any variety, for every tensor power and even in more general settings (see Remark 4.6).
We assume that varieties are irreducible. Moreover, we assume that they are nondegenerate, namely they are not contained in a hyperplane so that their span is the entire ambient space. This is not restrictive, as one can always restrict the ambient spaces to be the span of the variety.
The key result is the following secant multidrop lemma:
Lemma 4.1 (Secant multidrop). Let X ⊆ P N be an algebraic variety. Fix an integer r ≥ 2 and let L be a line in P N with the following properties:
Then there exists p such that R X (p) = r + 1 and
In particular p verifies strict submultiplicativity of border rank. Proof. Observe that, since L ⊆ σ r (X), then L ∩ σ r (X) consists of finitely many points. Notice that L is spanned by z and q 0 . Working on an affine chart contained in P N {z}, we fix a local parameter ε so that L is parametrized by (ε) = q 0 + εz. Up to rescaling the local parameter assume (1) = q 1 .
Define the sequence q j = (j) = q 0 + jz. Since L ∩ σ r (X) is finite, there exists j 0 such that q j 0 / ∈ σ r (X). Since j 0 ≥ 2, up to redefining q j 0 −2 and q j 0 −1 to be q 0 and q 1 , we may assume j 0 = 2; let p = q 2 . We have p ∈ σ r+1 (X) and q 1 = p − z, q 0 = p − 2z ∈ σ r (X).
We verify
where P S is an element of Seg(P N × · · · × P N ) which is z on the factors corresponding to indices in S and q 1 on the factors corresponding to indices not in S. In order to prove Eqn. (7), we use q 0 = p − 2z and q 1 = p − z and expand the right-hand side as a linear combination of tensor products whose factors are p and z. These terms are linearly independent because p and z are linearly independent. We claim that all the coefficients on the right-hand side are 0 except the one of p ⊗k which is 1.
First, the coefficient of p ⊗k is 1 because the coefficient of p ⊗k in q ⊗k 0 = (p − 2z) ⊗k is 1 and p ⊗k does not appear in the summation because S = ∅. Now, fix m ≥ 1. Without loss of generality, we prove that the coefficient of z ⊗m ⊗ p ⊗(k−m) is 0. The coefficient of this term in (p − 2z) ⊗k is (−1) m 2 m . The coefficient of this term in P S is 0 if S ⊆ {1, . . . , m} and it is (−1) m−|S| is S ⊆ {1, . . . , m}. Notice that (−1) m−|S| = (−1) m−1 because |S| is odd. Since the number of subsets of {1, . . . , m} having odd cardinality is 2 m−1 , we conclude that the coefficient of z ⊗m ⊗ p ⊗(k−m) on the right-hand side of (7) is (−1) m 2 m + 2 · 2 m−1 (−1) m−1 = 0. This shows that Eqn. (7) holds.
Observe that R (X) ×k (P S ) ≤ r k−|S| . Passing to the the border rank in (7), and using subadditivity and submultiplicativity of border rank, we obtain
and from this we conclude.
Remark 4.2. We observe that for k = 2, Eqn. (7) reduces to Eqn. (2) with p playing the role of W and z playing the role of
This particular case is the one that has been used in the proof of Proposition 3.1. Moreover, the different factors play essentially independent roles and the same proof applies to any k varieties X i ⊆ P N i (for i = 1, . . . , k) such that each of them satisfies the hypothesis of Lemma 4.1 for some line L i and points z (i) , q (i) 0 and q
We say that a line L that satisfies the hypothesis of Lemma 4.1 is a secant with a double drop for σ r+1 (X). It is in general not clear for which varieties X such a line exists. In the following, we restrict to the case where X has a secant variety that is a hypersurface. In this case, classical facts about intersection multiplicity allow us to determine sufficient conditions for which a line with a double drop exists.
The multiplicity of a point p in a variety S (see e.g. [Har92] , Lecture 20), denoted mult S (p), is defined as the degree of the tangent cone to S at p, namely deg T C p S. If mult S (p) = 1, then S is smooth at p and T C p (S) = T p (S) is the tangent space of S at p. If mult S (p) = deg(S), then S is a cone over the point p and indeed it coincides with T C p (S). If S is a hypersurface defined by the polynomial f , and m p is the maximal ideal cutting out the point p, then mult p (S) = max{k : f ∈ m k p }, where m k p denotes the k-th power of the ideal m p . More precisely we have the following: as in Remark 4.3. Let L be a line through p in P N ; parametrize L locally by a parameter ε with L = {(1, λ 1 ε, . . . , λ N ε) : ε ∈ C} where λ 1 , . . . , λ N are constants. Since f i is homogeneous of degree i and x 0 = 1 on L, we have
where m = mult S (p). This shows that f | L has a zero of multiplicity at least m at ε = 0, corresponding to the point p. If L is chosen generically among lines passing through p, then f j (λ 1 , . . . , λ N )ε j−m is a generic univariate polynomial in ε: in particular it has distinct zeros and it does not vanish at ε = 0. We deduce that if L is generic, then the multiplicity of the zero at ε = 0 of the univariate polynomial f | L is exactly mult S (p) and that is the only non-simple zero of f | L .
From these remarks, we deduce the following result Proposition 4.5. Let X ⊆ P N be a variety such that σ r (X) is a hypersurface. Let
X).
Proof. This follows immediately from Remark 4.4. A generic line through z intersects σ r (X) in deg(σ r (X) points counted with multiplicity. By genericity, one zero of multiplicity exactly mult σr(X) (z) is at z and there are other deg(σ r (X)) − mult σr(X) (z) distinct points of intersection on L. Since mult σr(X) (z) ≤ deg(σ r (X)) − 2, there are at least two points of intersection between σ r (X) and L other than z. Set q 0 and q 1 to be two of these points. Then they satisfies the hypotheses of Lemma 4.1.
We conclude this section observing the following Remark 4.6. We point out that the only properties of σ r (X) that have been used in the proof of Lemma 4.1 are subadditivity of border rank under sum of tensors and submultiplicativity under tensor product. In particular, the same argument applies to any sequence of varieties
is the join of varieties in the sense of [Rus03] ), and Seg(Y r 1 × · · · × Y r k ) ⊆ W r 1 ···r k (submultiplicativity). Indeed, the analog of Eqn. (7) is even more general and does not even require that the Y i 's or the W j 's are algebraic varieties.
In particular, Lemma 4.1 applies to cactus varieties (see e.g. [BB14] ). Indeed, thanks to Thm. 4 in [Gał17] , one can observe that the 4-th cactus variety of P 2 × P 2 × P 2 coincides with the 4-th secant variety and that the cactus border rank of the tensor T in Proposition 3.1 is 5. In particular, Proposition 3.1 shows that the cactus border rank of T ⊗2 is at most 24 providing an example of strict submultiplicativity of cactus rank and cactus border rank.
The previous remark implies:
Corollary 4.7. Cactus rank and cactus border rank are not multiplicative under tensor product.
Some examples of border rank submultiplicativity via lines with drops
In this section, we present three examples where we can apply Lemma 4.1 and Proposition 4.5. The first one is an extensive presentation of the example of Proposition 3.1. The second and third examples are in the setting of algebraic curves. We show how the phenomenon of the drop along a line occurs for the second secant variety of a normal curve of genus 1 in P 4 and in P 6 and for the second secant variety of a normal curve of genus 2 in P 4 .
5.1. The Segre embedding of P 2 × P 2 × P 2 . As in Section 3, let A, B, C be 3-dimensional vector spaces and let X = PA × PB × PC be the variety of (projective classes of) rank 1 tensors in P(A ⊗ B ⊗ C).
We present a proof of the classical fact that σ 4 (X) is a hypersurface of degree 9. Let X ⊆ A ⊗ B ⊗ C be the affine cone over X. First, we observe codim(σ 4 ( X)) ≤ 1.
For every algebraic variety
where z 1 , . . . , z r are generic points of X and T z i X denotes the (affine) tangent space to X at z i . In our setting, if a ∈ A, b ∈ B, c ∈ C, we have On the other hand, it is clear that σ 4 (X) is a proper subvariety of P(A ⊗ B ⊗ C), as the tensor T defined in Proposition 3.1 verifies R(T ) = 5. A geometric argument is given in Lemma 3.6 of [AOP09] . We show that the flattening method used in Proposition 3.1 gives indeed the equation of σ 4 (X). Define
given by T → T ∧A B , defined as in Proposition 3.1. The function A ⊗ B ⊗ C → C defined by det(T ∧A B ) is a homogeneous polynomial S ∈ S 9 (A * ⊗ B * ⊗ C * ) and by Eqn. 3 and the discussion in the proof of Proposition 3.1, we have that σ 4 (X) ⊆ {S = 0}. To prove that equality holds, it suffices to show that S is irreducible. Let G = SL(A) × SL(B) × SL(C); as mentioned in Section 2.3, X is a G-variety, therefore the equation of σ 4 (X) is a G-invariant in S d (A * ⊗ B * ⊗ C * ) with d = deg(σ 4 (X)); since dim A = dim B = dim C = 3, G-invariants in S d (A * ⊗ B * ⊗ C * ) can only occur in degree d = 3δ for some δ. It is immediate that indeed S is a G-invariant. If it was reducible, by unique factorization, it would have a nontrivial factor generating a 1-dimensional representation of G, that is an invariant as well; in particular, if S was reducible, then S would have a G-invariant factor f ∈ S 3 (A * ⊗B * ⊗C * ); the dimension of the space of Ginvariants in S 3 (A * ⊗B * ⊗C * ) is the Kronecker coefficient k (1 3 ),(1 3 ),(1 3 ) , which is 0 because 
Proof. Let z = a 1 ⊗b 3 ⊗c 2 and consider T ε = z +εT where T is the tensor of Proposition 3.1. Then the matrix of (8) at T ε is
which has a zero of multiplicity 7 at 0. This shows mult σ 4 (X) (z) ≤ 7. By the action of G, z is equivalent to any point of PA × PB × PC and this concludes the proof.
By Proposition 4.5, we have that a generic line a rank 1 tensor satisfies the hypotheses of Lemma 4.1. The construction of T in Section 3 reflects exactly the general construction of Lemma 4.1, by taking p = T , z = Z, q 0 = T − 2Z and q 1 = T − Z.
5.2.
The elliptic normal quintic. In the setting of algebraic curves, the following remark will be useful Remark 5.2. Let C ⊆ P N be a smooth curve of degree d and genus g. Then
The proof of this fact is classical. Applying a generic projection on π : P N P 2 , one reduces to compute the number of nodes of the plane curve π(C), of degree d and genus g. This number is indeed
Let X be an elliptic normal curve in P 4 , which is a curve of degree 5 and genus 1. The ideal of X is generated by 5 quadrics; using coordinates x 0 , . . . , x 4 on P 4 , we have an explicit example given by the five quadrics q i = x 2 i − x i+1 x i−1 + x i+2 x i−2 , where i = 0, . . . , 4 and the indices are to be read mod 5 (see e.g. [Hul83] , Ch. IV).
Palatini's Lemma (see e.g. [Rus03, Proposition 1.1.2]) guarantees that if C ⊆ P N is a curve, then dim(σ r (C)) = min{2r − 1, N }. In particular dim(σ 2 (X)) = 3, so σ 2 (X) is a hypersurface in P 4 .
The equation of σ 2 (X) is the determinant of the Jacobian matrix of the quadrics q 0 , . . . , q 4 , namely f = det(J(x)) where
In particular deg(σ 2 (X)) = 5 (in accordance with Remark 5.2) and it turns out that mult σ 2 (X) (z) = 3 for every z ∈ X (see e.g. [Fis06] , Lemma 6.7).
By Proposition 4.5, a generic line through z satisfies the hypotheses of Lemma 4.1.
We construct an explicit example obtained by cyclic permutation of the coordinates (the fifth point that would arise is not necessary in the construction). We have z i ∈ X for i = 0, . . . , 3; so z i + z j ∈ σ 2 ( X) for i, j = 0, . . . , 3. Let p = z 1 + z 2 + 2z 3 . We have rank(J(p)) = 5, so p / ∈ σ 2 ( X), and we obtain R X (p) = 3. However, it is clear that q 0 = p − 2z 3 ∈ σ 2 ( X) and one can verify that q 1 = p − z 3 ∈ σ 2 ( X), because J(q 1 ) is singular. We conclude that the line through p and z is a line with a double drop for X and p satisfies strict submultiplicativity of border rank for r = 2.
We conclude Proposition 5.4. Let X be an elliptic normal quintic in P 4 . Then the X-rank and the X-border rank are not multiplicative under tensor product.
More generally, let X m be an elliptic normal curve in P 2m . Then σ m (X m ) is a hypersurface; Conjecture 6.8 in [Fis06] states that deg(σ m (X m )) = 2m + 1 and that the equation is a polynomial F m such that F m m is the determinant of the Jacobian matrix of the m generators of I(σ m−1 (X m )). The conjecture is verified in [Fis06] for m = 3, where σ 3 (X 3 ) is a hypersurface of degree 7 in P 6 . In this case, we can verify that mult σ 3 (X 3 ) (z) = 5, and therefore Proposition 4.5 can be applied, showing that there are points p in P 6 that satisfy strict submultiplicativity of border rank for r = 3. In general, if Conjecture 6.8 in [Fis06] was true and mult σm(Xm) (z) ≤ m − 2 for some z ∈ X m , then we could guarantee that there are points p ∈ P 2m that satisfy strict submultiplicativity of border rank for r = m.
5.3.
A curve of genus 2 in P 4 . We consider the curve described in Remark 3.6 of [Hof11] and we refer to this source for an extensive discussion on the ideal of curves of genus 2 on rational normal scrolls. Let X ⊆ P 4 be the intersection of the cone over a twisted cubic and a generic quadric hypersurface. Explicitly, in the coordinates x 0 , . . . , x 4 on P 4 , consider X given by the equations (9)
The variety X is a curve of genus 2 and degree 6 in P 4 . From Remark 5.2, we have deg(σ 2 (X)) = 8, and indeed the equation of σ 2 (X) (obtained with a Macaulay2 script in this case -see [GS] ) is Notice that z = (1, 1, 1, 1, 2i ) ∈ X. We can observe that a generic line through z intersects σ 2 (X) at z with multiplicity 4 (for instance the line spanned by z and (2, 1, 1, 0, 0) ). This implies mult σ 2 (X) (z) ≤ 4 and therefore Lemma 4.1 applies to a generic line through X, providing Proposition 5.5. Let X ⊆ P 4 be the curve with equations (9). Then the X-border rank is not multiplicative under tensor product.
In fact, Proposition 5.5 holds for X-rank, as well. This will be a consequence of Corollary 6.3 below: indeed, the result of Proposition 5.5 implies that R ⊗ X (p) < R X (p) for some p ∈ P 4 , and therefore R ⊗ X (p) < R X (p), providing R(p ⊗k ) < R(p) k for some k.
The tensor asymptotic rank
This section deals with the following notion of asymptotic rank:
Definition 6.1. Let X ⊆ P N be an algebraic variety and let p ∈ P N . The tensor asymptotic X-rank of p is
We observe that the limit of the sequence {[R X×···×X (p ⊗k )] 1/k : k ∈ N} exists. This is a consequence of Fekete's Lemma (see [Fek23] ): let r k = log(R X×···×X (p ⊗k )); by submultiplicativity, we have r k+ ≤ r k + r and therefore Fekete's Lemma guarantees that the sequence 1 k r k converges, and passing to the exponentials, we conclude that the limit in Eqn. (10) exists and is finite.
Our first goal is to show that the tensor asymptotic rank is the same if we consider border rank rather than rank in the definition. When X is the Segre variety of rank 1 tensors, this result is a consequence of Theorem 8 in [CJZ18] and the same interpolation argument applies whenever X is a rational variety. We can apply the same idea in general, but there are varieties for which it is not possible to guarantee that the approximating curve is rational, which is necessary to write a rational parametrization and use the interpolation argument of [CJZ18] . Therefore, we use some basic ideas from intersection theory, for which we refer to Ch. 1 and Ch. 2 in [EH16] .
Proposition 6.2. Let X ⊆ P N be an algebraic variety and let p ∈ P N . We have R
Proof. The argument in this proof is based on the fact that there exists a constant e such that, for every k, R X×···×X (p ⊗k ) ≤ R X (p) k (ek + 1). By taking the limit in k, we will conclude
) and let L be a generic (c + 1)-dimensional linear subspace of P N passing through p. Then C = L ∩ σ r (X) is a (possibly reducible) algebraic curve; let E be an irreducible component of C passing through p with the property that E ∩ σ • r (X) = ∅ (this exists by genericity of L). Let (E) . Then e + 1 generic points on E span E (see e.g. [Sha94] , Thm. 3.9). In particular, there exist e + 1 points on E • such that p is contained in their span; each of these points has rank r, so we conclude R X (p) ≤ r(e + 1). In this argument, the constant e plays the same role as the error degree in the proof of Thm. 8 in [CJZ18] ; in fact, if E is a rational curve, e coincides with the error degree.
Let h ∈ A(P N ) be the hyperplane class in the Chow ring of P N . We have [E] = eh N −1 (see e.g. Thm. 2.1 in [EH16] ). Consider the image of the curve E under the diagonal embedding ∆ : P N → P N × · · · × P N followed by the Segre embedding Seg : P N × · · · × P N → P (N +1) k −1 . Denote by H ∈ A 1 (P (N +1) k −1 ) the hyperplane class in P (N +1) k −1 and by h j ∈ A 1 (P N × · · · × P N ) the class of the divisor cut out by a linear equation on the j-th factor.
We want to show that deg(Seg(∆(E)) = ek. Since both ∆ and Seg are embeddings, and since E is a curve, we have deg(Seg(∆(E)) = [Seg(∆(E))] · H = Seg * (∆ * ([E])) · H (where we used the definition of pushforward of cycles via embeddings, as in [EH16] , Definition 1.19). We determine this number via the push-pull formula (Theorem 1.23 in [EH16] ). Direct calculation provides Seg * (H) = h 1 + · · · + h k and ∆ * (h j ) = h. The push-pull formula (applied twice) provides
Since ∆ and Seg are both embeddings, we have Seg
(by identifying the component of top degree in A(P N ) and in A(P (N +1) k −1 ) with Z). We deduce
Therefore deg(Seg(∆(E)) = ek.
In particular, ek + 1 generic points in
Corollary 6.3. Let X ⊆ P N be an algebraic variety and let
Fix and apply Proposition 6.2 to p ⊗ . We have R
as we are just considering the limit of (10) on a subsequence.
Therefore, for every ,
Passing to the limit in (which exists by submultiplicativity and Fekete's Lemma), we conclude R
A completely general consequence of multiplicativity of flattening lower bounds (Section 2.4) is that, for every variety X ⊆ P N and every point p ∈ P N , R
is the best lower bound on R X (p) that can be obtained via flattening methods. In the tensor setting, flattening methods can provide lower bounds beyond the local dimension, and this guarantees the existence of tensors whose asymptotic tensor rank is strictly higher than the local dimension. We point out that, whenever R X (p) is realized by an integer flattening lower bound, then R X (p) = R ⊗ X (p). An explicit example of this phenomenon is provided in the next result.
Proposition 6.4. Let m ≥ 3 and let T ∈ C m ⊗ C m ⊗ C m be a generic tensor of rank m + 1. Then R(T ⊗k ) = (R(T )) k . In particular R ⊗ (T ) = m + 1.
Proof. We write T ∈ A ⊗ B ⊗ C with dim A = dim B = dim C = m and we fix bases of {a i }, {b i }, {c i } of A, B and C respectively as in Section 3 with corresponding dual bases {α i }, {β i } and {γ i }. Since GL m is (m + 1)-transitive on P m−1 , up to the action of GL(A) × GL(B) × GL(C) we may assume
We consider the first Koszul flattening of T as in Eqn. (5), namely the standard flattening augmented with the identity on a copy of A, followed by the projection of the factor A ⊗ A on the skew-symmetric component Λ 2 A:
If Z is a rank 1 tensor, then rank ( For every i, j, we have
where the first summand is 0 if i = j.
Observe that for every
In particular, we have a i ∧ a j ⊗ c j :
Passing to the quotient modulo a i ∧ a j ⊗ c j : i, j = 1, . . . , m , for every k = 1, . . . , m, we have T
Observe that these span an (m − 1)-dimensional space modulo a i ∧ a j ⊗ c j : i, j = 1, . . . , m . We obtain rank(T ∧A B ) ≥ m − 1 + m 2 − m = m 2 − 1 and this concludes the proof.
We conclude this setting showing that in the setting of Lemma 4.1, if R X (p) = r + 1, we obtain upper bounds for R ⊗ X (p) that are strictly smaller than r + 1. Remark 6.5. Let X ⊆ P N be an algebraic variety and let z ∈ X and p ∈ P N with R X (p) = r + 1 and R X (p − z) = R X (p − 2z) = r. Then from Lemma 4.1, we have R X (p ⊗k ) ≤ 1 2 ((r + 1) k + 2r k − (r − 1) k ) from which, for every k, we have
Let B(r, k) be the right-hand side of (11). For fixed r, B(r, k) is eventually increasing as a function of k and limits to r + 1. In particular, there is a value κ r for which B(r, κ r ) = min k (B(r, k)), which realizes the best possible bound for R ⊗ X (p) with the only use of Lemma 4.1. We expect κ r to be an increasing function of r. More generally, for every p ∈ P N that arises from Lemma 4.1, we have
We record in the following table the values of κ r and the corresponding bound B(r, κ r ) for r = 1, . . . , 50 (the decimal expansions have 9 significant digits). We observe that the value κ r matches the sequence A186326 in [S + 03] (this has been checked for r ≤ 100). r κ r B(r, κ r ) 
Other varieties and numerical results
There are a number of varieties to which one can potentially apply Lemma 4.1 and Proposition 4.5. Every potential example presents two challenges: it is in general hard to determine the degree of the hypersurface, and of course even harder to determine its equation; even in cases where it is possible to give some information about the equation, determining the multiplicity of a point of rank 1 inside the hypersurface might be difficult. Moreover, there are cases where the secant multidrop argument cannot be applied, in the sense that, in the notation of Proposition 4.5, mult z (S) = deg(S) − 1.
This section is dedicated to these additional examples, where either the argument cannot be applied, or we are not able to provide enough information to apply it. In this analysis, we provide some experimental data obtained via numerical algebraic geometry: in particular, degrees of varieties and multiplicities of singular points can be computed numerically using methods based on monodromy (see e.g. [BHSW13, Ch. 10]); in our case, we used the software Bertini [BHSW] with an algorithm based on the one used in [OS16] , enhanced with trace test (see [LRS16] ).
7.1. Variety of singular matrices. Let X be the variety of rank 1 n × n matrices in PM at n , where M at n is the space of n × n matrices with complex coefficients. We use coordinates x ij on M at n , corresponding to the entries of a the matrix. The secant variety σ r (X) consists of matrices of rank at most r. In particular σ n−1 (X) is a hypersurface of degree n, cut out by the determinant polynomial; it is called the determinantal hypersurface in M at n . Denote S = σ n−1 (X). It is a standard exercise to show that the multiplicity of a rank 1 matrix in the determinantal hypersurface is n − 1 (see [ACGH85, Ch.II] for details). This shows that Lemma 4.1 cannot be applied to the variety S. Indeed, it is classically known that in this case border rank coincides with matrix rank and in particular it is equal to the standard flattening lower bound as explained in Section 2.4, because the identity map on M at n defines a flattening map.
The same argument applies whenever a secant variety of X is a hypersurface with a determinantal expression det(A(x)) such that rank(A(z)) = 1 for every z ∈ X. In this case, the denominator in Equation (3) is r 0 = 1, and the flattening lower bound is attained by a generic point. Border rank multiplicativity follows by multiplicativity of flattening lower bounds. Indeed, in this case the tensor asymptotic rank and the border rank coincide. We give some examples to illustrate this phenomenon.
· the d 2 -th secant variety of the rational normal curve in P d for d = 2δ even: S = σ δ (ν 2δ (P 1 )) ⊆ PS d C 2 : we have deg(S) = δ + 1 and its equation is the determinant of the catalecticant flattening f → f δ,δ where f ∈ S d C 2 defines the map f δ,δ : S δ C 2 * → S δ C 2 between two spaces of dimension δ + 1.
· the 9-th secant variety of the 6-Veronese embedding of P 2 : S = σ 9 (ν 6 (P 2 )) ⊆ P(S 6 C 3 ): we have deg(S) = 10 and its equation is the determinant of the catalecticant flattening f → f 3,3 where f ∈ S 6 C 3 defines the map f 3,3 : S 3 C 3 * → S 3 C 3 between two spaces of dimension 10.
· the 5-th secant variety of the (3, 3)-Segre-Veronese embedding of P 1 × P 1 : S = σ 5 (ν 3,3 (P 1 × P 1 )) ⊆ P(S 3 C 2 ⊗ S 3 C 2 ): we have deg(S) = 6 and its equation is the determinant of the flattening T → T (1,2),(2,1) where T ∈ S 3 C 2 ⊗ S 3 C 2 defines the map T (1,2),(2,1) : C 2 * ⊗ S 2 C 2 * → S 2 C 2 ⊗ C 2 between two spaces of dimension 6.
A similar case is σ 3 (ν 3 (P 2 )), which is a hypersurface of degree 4 in P(S 3 C 3 ); its equation is classically known as Aronhold invariant and it arises as any of the 9 size 8 Pfaffians of the maps Koszul-type flattening C 3 ⊗ C 3 id 3 ⊗f 1,2 −−−−−−→ C 3 ⊗ S 2 C 3 ρ 1,2 − −−− → Λ 2 C 3 ⊗ C 3 where f 1,2 is a catalecticant flattening and ρ p,q is the (transpose of the) classical Koszul map, namely ρ p,q : Λ p U ⊗ S q U → Λ p+1 U ⊗ S q−1 U for a vector space U (see e.g. [Eis95] , Ch. 17). It is immediate to verify that mult σ 3 (ν 3 (P 2 )) (z) = 3 for every z ∈ ν 3 (P 2 ) and therefore Lemma 4.1 cannot be applied.
Many more examples can be constructed in a similar way. 7.2. Other secant hypersurfaces. In this last section, we discuss some examples that, in our opinion, might be interesting to investigate further. In particular, these are examples of varieties X ⊆ P N with the property that σ r (X) is a hypersurface for some r. In some cases, we know the degree of the hypersurface σ r (X), either for theoretical reasons or via numerical algebraic geometry. In these cases we are not able to determine the equation of σ r (X) or the value of mult σr(X) (z) for z ∈ X, and consequently we are not able to apply Proposition 4.5. However, we believe that these cases can lead to further examples of strict submultiplicativity, as in the cases presented in Section 5.
Let X ⊆ P N be an algebraic variety. There is a standard parameter count that gives an upper bound for the dimension of σ r (X), that is min{N, r(dim(X) + 1) − 1}; this upper bound is called the expected dimension of σ r (X). In the following examples, all secant varieties of the variety X have the expected dimension.
(i) Let X ⊆ P 2m be a nondegenerate curve. Then σ m (X) is a hypersurface in P 2m . In Section 5, we saw some cases for which Proposition 4.5 provided examples of strict submultiplicativity of X-border rank.
(ii) Let X = ν 3k (P 2 ) ⊆ PS 3k (C 3 ) and r = 3 k 2 ; then σ r (X) is a hypersurface in PS 3k (C 3 ). For k = 1, 2, we have mult σr(X) (z) = deg(σ r (X)) − 1 for every z ∈ X, as explained in the previous section, so Proposition 4.5 cannot be applied. For k = 3, we obtain numerically deg(σ 18 (X)) = 1292 and we have numerical evidence suggesting that mult σ 18 (X) (z) = 1215 for z ∈ X, so Lemma 4.1 provides examples of strict submultiplicativity of border rank with R X (p) = 19. We expect that for k ≥ 3, a generic line through X has many points of rank r, providing several examples of strict submultiplicativity.
(iii) Let X = Seg((P 1 ) ×a ) with 2 a − 1 divisible by a + 1 (namely a + 1 is a 2-Fermat pseudoprime) and let r = 2 a −1 a+1 (a = 4); then σ r (X) is a hypersurface in P((C 2 ) ⊗a ). If a = 2, then r = 1 and X is the quadric P 1 × P 1 in P 3 . When a = 6, then r = 9 and σ 9 ((P 1 ) ×6 ) is a hypersurface in P 63 . We have numerical evidence that deg(σ 9 ((P 1 ) ×6 )) ≥ 1.4·10 5 and surprisingly it seems from the numerical calculations that mult z (σ 9 ((P 1 ) ×6 )) = deg(σ 9 ((P 1 ) ×6 )) − 1, so that it might not be possible to apply Proposition 4.5 to this class of examples.
(iv) Let X = ν 3,3a (P 1 × P 1 ) ⊆ P(S 3 C 2 ⊗ S 3a C 2 ) and let r = 4a + 1; then σ r (X) is a hypersurface. For a = 1, we have mult σ 5 (X) (z) = deg(σ 5 (X)) − 1 for every z ∈ X (as explained in the previous section) so Proposition 4.5 cannot be applied. For (a, b) = (1, 2), we obtain numerically deg(σ 9 (X)) = 28 and we have numerical evidence suggesting that mult σ 9 (X) (z) = 25 for z ∈ X, so Lemma 4.1 provides examples of strict multiplicative of border rank with R X (p) = 10. For (a, b) = (1, 3), we obtain numerically deg(σ 13 (X)) = 102 and we have numerical evidence suggesting that mult z (σ 13 (X)) = 94 for z ∈ X, so Lemma 4.1 provides examples of strict submultiplicativity of border rank with R X (p) = 14. We expect that a similar situation occurs for higher values of a providing several cases in which Lemma 4.1 can be applied.
Many more examples are available and can be approached with similar techniques.
