Apartment searching has been a hot demand all over the world. Understanding the apartment structure will significantly contribute to simplifying the searching process. In this project, the fully convolutional networks are applied to generate semantic segmentation for the apartment floor plan images. We then study and optimize an algorithm to extract the graph model from the segmentation, and to extract the maximum common subgraph with which the structure similarity can be measured. We generate the ground truth data by using online annotation tool and experiment on half of the data. Our segmentation prediction results achieve a pixel mean accuracy of 0.89 for the full-label model, and retrieve quite similar apartment structures by using graph modeling.
INTRODUCTION
There has been an increasing demand for apartment searching in recent years, especially in big cities. It is a difficult task because of the tremendous resources. The emergence of online searching platforms has eased this task. However, most of the searching platforms only include information about apartment location, monthly rent, room size, and so on, but little information on apartment structure. This shortcoming takes huge energy if one wants to find an ideal apartment. Thus understanding the apartment structure from the floor Multimedia for RETech '18, June 11, 2018 , Yokohama, Japan © 2018 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-5797-5/18/06. https://doi.org/10.1145/3210499.3210528 plan image database and make it user-understandable will do significant help to simplify the searching process.
Related work has been conducted on floor plan image analysis. [8, 14, 18] analyzed the floor plans for 3D model generation. [6] focused on generation of corresponding CAD format. [15] worked on the architectural floor plan image, and proposed an algorithm to detect rooms from the image. The line detection algorithm is based on the Hough transform with image vectorization. The lines extracted from this algorithm are regarded as wall contours, and are used as the candidates of the wall detection. Then logical analysis is applied on the result of the wall hypothesis, and the room object can be located. The work in [4] is more in detail, and uses much more information from the floor plan image, and the work is improved in [5] . First, various types of information are separated from the floor plan image. In addition to the wall detection and semantic analysis to detect rooms, the room labels are also predicted by analyzing the extracted text or graphic segmentation. However, this method requires a fully labeled dataset. [7] used a statistical method to make pixel-based segmentation, and wall and room entity are extracted by a deep first search algorithm. Lastly rooms are extracted by structural analysis on the entities. All of the works introduced above are focused on line or wall detection, on which semantic or structural analysis is applied to extract the room entity. Room labels are separately predicted by text information extracted from the floor plan image, based on the fact that the text labels extracted from the floor plan images are precise and uniform.
The powerful deep learning tool hasn't been applied to the floor plan analysis area. In addition, these works stop at the point of obtaining the segmented and labeled room entity from the floor plan image, further analysis on the global apartment structure hasn't been conducted. In our work, we first treat the floor plan image analysis as a semantic segmentation problem, which is discussed in [9, 10, 17] using convolutional nets. The fully convolutional networks (FCNs) proposed in [13] are the first work to train FCNs end-to-end for pixel-wise prediction and from supervised pre-training. We aim to use this efficient deep learning network for the segmentation and labeling of the apartment floor plan images, followed by analysis on graph model representation with similarity measure.
In this paper, we study the FCNs [13] for semantic segmentation to segment each part of the floor plan images with the class it belongs to. To enhance our understanding on the apartment structure from the segmentation, the graph model is extracted from the floor plan segmentation, with engineering work to make the graph model clean. To extract the maximum common subgraph (MCS), we find that McGregor's algorithm [16] shows good performance on graphs with the numbers of nodes and edges both around 10, which is just our case. However, McGregor's algorithm can only extract the common graphs, but miss the common vertices that have no neighbors. To simplify the extraction algorithm and to combine it with our similarity measure, we design and optimize a new algorithm to extract the MCS as well as common isolate vertices, and define the similarity computation, which provides the possibility for similar structure retrieval using a query floor plan image.
The contribution of this paper is two folds. First, we propose to apply the empirical FCNs for the floor plan image segmentation. Second, we demonstrate the apartment structure retrieval by introducing the graph model, as well as a newly designed algorithm for MCS extraction. Our experimental results showed that the FCNs work very well on the room location of the floor plans, and that our graph algorithm is able to retrieve floor plans with structures that are quite similar to the query image.
FLOOR PLAN SEGMENTATION
To solve the semantic segmentation problem as well as pixelwise prediction task, we apply the FCNs [13] for our segmentation work.
Fully convolutional networks (FCNs)
The convolutional neural networks (CNNs) have been proved to be powerful in image classification in [12, 20, 21] . A CNN is usually composed of repeating or nesting convolution units with basic components of convolution, pooling and activation functions. The typical deep nets append fully connected layers to the convolutional networks and compute a linear function of every output of the convolutional layers.
The fully connected layers produce non-spatial outputs for spatial inputs. In the FCNs proposed in [13] , the fully connected layers are also regarded as CNNs with a kernel size equal to the entire input region. This enables convolution on any input size and generate classification feature maps.
This initial FCN reduces the input image size by subsampling with kernel stride, making the outputs quite coarse compared to the inputs. So the upsampling structure is proposed to generate dense predictions. Upsampling with a factor f can be regarded as convolution with stride 1/f , i.e. backwards convolution (also called deconvolution) with stride f .
Fine-tune with finer stride
In the FCNs we apply, the stride for convolution nets is 32. Thus to keep the input and output dimensions equal, the upsampling stride is also set to 32. The coarse FCN32s network borrows the convolution nets from VGG net [20] . The quite downsampled output from the VGG net is then upsampled back to the original size of the input image by a learnable upsampling layer with a stride 32.
In convolutional networks, the lower convolutional layers are able to capture finer grain structures in the input image because they have a smaller receptive field. So the finer FCNs take different convolutional feature maps in different layers, apply separate learned upsampling to each of them, and combine them together to produce the final output.
Measurements
We evaluate the segmentation results by pixel-level accuracy and object-level accuracy, which are common measurements of semantic segmentation problem.
For pixel-level accuracy, the pixel accuracy and mean accuracy is defined in (1) and (2), respectively. The pixel accuracy is computed over one segmented image.
where pi is the number of pixels of class i that are correctly predicted, npi is the total number of pixels of class i, and n cl is the total number of classes. For object-level accuracy, an object is defined to be correctly predicted when over 80 percent of the pixels of the object is correctly predicted. Then the object accuracy and mean accuracy is defined in (3) and (4), respectively. The object accuracy is computed over the whole test dataset.
where oi is the number of objects of class i that are correctly predicted, and noi is the total number of objects of class i.
GRAPH MODEL ON APARTMENT STRUCTURES
To enhance our understanding on the apartment structure from the segmentation prediction of the FCN, we introduce graph to model the floor plan structure, as well as to measure the structure similarity. In this section, we design and optimize an algorithm to extract the graph model from the floor plan segmentation and to extract the MCS of two structures, and define the similarity measure based on the MCS.
MCS extraction
In the graph model, the independent rooms in the floor plans are represented by the vertices of the graph, and the adjacency of two rooms is represented by the graph edges. The most straightforward way to measure the similarity between any two structures is to measure how much common structure their corresponding graph models share with each other, which leads to the MCS problem. Here we explain the MCS extraction algorithm.
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• Step 1 -adjacency matrix from graph For two graphs G and H, any duplicate vertex name in G does not exist in H, and vice-versa. The adjacency matrix is the square matrix representing the finite graph, the elements of the graph indicating whether pairs of vertices are adjacent or not in the graph.
• Step 2 -adjacency matrix intersection
To measure the MCS, an intersection is taken over the vertices of the two graphs by vertex names, according to which the adjacency matrices are clipped into the same dimensionality and arranged in the same vertex sequence as in the intersection.
• Step 3 -matrix multiplication
The multiplication is taken over the two clipped adjacency matrices, and the elements in the multiplication matrix indicate the adjacency of the vertices in both graph G and H. Thus this multiplication matrix is the adjacency matrix of the MCS.
• Step 4 -permutation on duplicate vertex names
Our solution above is based on the fact that graph G and H contain no common and duplicate vertex names. If graph G contains duplicate vertex name which also exists in H, or vice-versa, to enable all the possibilities of the apartment structure search with the MCS, the algorithm needs to be improved. Firstly, for any duplicate vertex name in one graph, if this vertex name also exists in the other graph, the vertices with this name in both graph are renamed by adding a number indicator. Then for the graph with a larger number of vertices in this name, a permutation of the new names is generated over these vertices, from which new adjacency matrices are obtained on the permutation. Finally, the MCSs are extracted from each pair of the new adjacency matrices of graph G and H. Since several MCSs are extracted from graph G and H, further analysis can be applied to identify the best MCS.
Similarity measure
With the MCSs extracted from the graph model of the segmented floor plan, a further work of similarity measure is applied to finalize our analysis. The similarity defined here is concerned with the number of common edges in the MCS, as well as the size distance of the vertices in the two graphs corresponded to the vertices in the MCS. In two graphs G = (Vg, Eg, Sg) and the sizes for the four vertices are se1 g , se2 g , s e1 h , s e2 h . The weight of the edge e is defined as (6) .
And then the similarity between graph G and H is defined as the sum of the edge weights and the sizes of the vertices without adjacent vertices in the MCS as in (7).
sim(G, H)
= ∑ e in M w(e) + ∑ isolate v in M s(v).(7)
EXPERIMENTS AND RESULTS

Dataset
LIFULL Co., Ltd. released the Home's dataset [1, 3] with the cooperation of National Institute of Informatics, Japan for academic research use. This dataset contains information for more than 5 million apartments, such as monthly rent, area, location, years of age, floor plan, indoor photographs, and so on. We select 5, 000 floor plan images from this apartment information database for our research use. The left-top image in Figure 1 gives an example of the floor plan image dataset.
To generate the ground truth data for our floor plan images, we employ the online annotation tool LabelMe [19] to annotate the floor plan images. We make all the documentation for data annotation and conduct this work through the Crowd Works [2] platform. The ground truth data were annotated by 10 workers. Since the semantic segmentation labeling is very intensive work, it took about two months and cost about US $5, 000 to generate them.
In our dataset, the floor plans are usually consisted of wall, rooms, washing places, entrance space, storage place, doors, and spaces that are not indicated or accessible. According to
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Label definition:
wall: the wall part, usually in black, circling the apartment and separating independent room space; tatami: the Japanese-style room, usually marked as "tatami", " ", " ", or simply marked in brick shape and possibly with green color; west: the western-style room, usually marked as "west", " ", or " "; dk: kitchen and/or dining room and/or living room, usually marked as "LDK", "DK", "K", "LK", or firing place figure; wc: toilet, marked as "WC", "toilet", "
", or toilet figure; bath: shower room, marked as "bath" or bath pool figure; washing: washing place, marked as " " or sink figure; balcony: balcony, marked as "balcony", " ", or " "; entrance: room entrance, marked as "entrance" or " "; rouka: corridor, marked as " " or " "; stairs: up and down stairs, marked as "up", "dn" or stair figure; cl: closet, shoe case, cloth box, storage room, marked as "cl", " ", " ", " ", " "; fan: fanning door, marked with fan shape; slide: sliding door, marked with slide door shape; fold: folding door, marked with fold shape; window: room window; unknown: inaccessible or not indicated space, usually blank area or marked with cross. Figure 1 shows the floor plan image annotation of the example given above with an example of part of the annotation file, and the segmentation ground truth extracted from the annotated image.
In our experiments, 1, 635 images are used for training, 500 images for validation, and 500 images for test. This is a relatively small dataset compared to most of the deep learning experiments. However, the average number of labels for each image is about 33. Therefore, this is a reasonable number for our research. A serious label imbalance also exists in our dataset. We try to penalize on class weights in the experiments, but this gives us no obvious information on the improvement of network performance.
Floor plan segmentation
We run the FCN on this subset of 2, 653 images. The segmentation experiments are conducted under the Caffe framework [11] .
Results on six-label model The FCN32s network with a deconvolution layer of stride 32 is quite coarse. The FCN16s network replaces the deconvolution layer of stride 32 with two deconvolution layers of stride 2 and stride 16, respectively, and the FCN8s replaces the deconvolution layer of stride 32 with 3 deconvolution layers of stride 2, stride 2, and stride 8, respectively. These fine nets improve the network performance a lot. We also tried to make the network finer, however, we don't find significant improvements by this means. The pixel accuracy for each class is given in Table 1 , and the pixel mean accuracy we obtain is 0.9473 for the six-class model.
Results on full-label model However, the network can fail in some cases, especially in full-label model when the ambiguity of labels is introduced. Figure 3 gives another example. In the original image, blank areas without any feature are indicated as label cl and balcony. In FCN segmentation predictions, they are predicted most likely to be unknown. In Figure 3d , we replace the FCN predictions of the highest probabilities which are not consistent with the segmentation ground truth with second highest probable predictions, and most of the time, the correct labels can take their place back.
One of the shortcomings of the FCN network on the floor plan segmentation is the wall-detection part. As we can see from the above examples, there is still a distance between wall edge predictions and the straight lines in the annotation. When we try to check on the wrong predictions, replacing them with labels of second highest probability, as shown in Figure 3d , the wall edges become much closer to straight lines, which means that the FCN network's performance on the task of separating the rooms and the wall is still to be improved, and this vagueness of lines is caused
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Multimedia for RETech'18, June 11, 2018, Yokohama, Japan by the possibility function within the network that cannot be easily avoided, while its performance on label locating is quite satisfactory. The pixel accuracy of full-label FCN8s for each class is given in Table 2 . We obtain a pixel mean accuracy of 0.8934 on the test data for the full-label model. This is lower than the six-class model because of the ambiguity of the rest labels. And the unknown label accuracy is also significantly decreased. However, all the class accuracy except that of the label unknown is still not bad. In addition to pixel-level accuracy, we also take a look into the object-level accuracy. The class-wise object-level accuracy is given in Table 3 , and the object mean accuracy is 0.8402. It is obvious to see that the accuracy on label wall and door is very bad due to the fine and thin characteristic we discuss before. Accuracy for ambiguous label unknown is also bad. While the segmentation on most of the room labels is above 0.85 and even the best ones close to 0.99. Figure 4 gives the comparison of these two kinds of accuracy. Some object-level accuracy is even better than the pixel-level accuracy. 
Graph modeling
Graph models can be extracted form the floor plan segmentation, and floor plans with similar structures can be retrieved by the similarity measure on the MCS. In the segmented results, to make our graph model clean, an object is considered as vertex if the object size is larger than a threshold, which is set as 1, 000. If the minimum distance of two objects is smaller than a threshold, for example, 30 in our experiments, the two vertices the objects correspond to are connected by adding an edge.
For the graph model explanation, we give a simple example here. Figure 5 shows the the apartment floor plan image, with a graph model extracted from it, the vertex sizes indicating the room sizes, and edges indicating adjacent rooms connected. Figure 6 gives the apartment floor plan images corresponded to the retrieved graph models. Even though the graph model of the segmentation prediction for the query image does not rank the first because of the label prediction failure, it is not far away. And in the retrieved four floor plan
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CONCLUSION
In this paper, to achieve the apartment structure estimation, we constructed the annotation ground truth for the floor plan image dataset, which took about two months to finish. This was also the reason that we used half of the dataset for our experiments. Our initial aim was to apply the powerful deep learning tool on the floor plan image, to analyze the apartment structures. When the segmentation results were obtained from the FCN, we further introduced the graph model to make the segmentation more specific and meaningful to usual users, as well as to make our system complete and functional in application use. We designed and optimized the MCS extraction algorithm and defined the similarity measure based on it to make it applicable to the apartment structure searching problem as introduced in the first place. According to the experiment results, our system can measure the apartment structure quite precisely and retrieve apartment floor plan images that are quite similar to the query image.
