. We show existence of small solitary and periodic traveling-wave solutions in Sobolev spaces H s , s > 0, to a class of nonlinear, dispersive evolution equations of the form
where L is a dispersive Fourier multiplier operator in space and n represents local nonlinear effects.
Besides known to describe water in various regimes [21] , much effort has also been put into answering whether (1) admits traveling-wave solutions-and in particular, solitary waves. Propagating with fixed speed ν and shape, these solutions take the form (t, In 1967 Whitham [35, 36] proposed a shallow-water model of type (1) Unfortunately, the nonlocal, singular nature of L-due to m(ξ) 〈ξ〉 − 1 2 being inhomogeneous and decaying very slowly at infinity-seems to have prevented people from rigorously studying the Whitham equation until recently. Significant breakthrough in the last decade, however, has put the original Whitham equation, and also other full-dispersion models, in the spotlight, beginning with the existence of periodic traveling waves by Ehnström and Kalisch [9] in 2009 and solitary-wave solutions by Ehnström, Groves and Wahlén [8] in 2012; see also [32] . Research have furthermore confirmed Whitham's conjectures for qualitative wave breaking (bounded wave profile with unbounded slope) in finite time [16] and the existence of highest, cusp-like solutions [10, 12] -now known to also have a convex profile between the stagnation points [13] .
Additional analytical and numerical results for the Whitham equation include modulational instability of periodic waves [17, 31] , local wellposedness in energy spaces H for both solitary and periodic initial data [7, 11, 19] , non-uniform continuity of the data-to-solution map [1] , symmetry and decay of traveling waves [3] , analysis of modeling properties, dynamics and identification of scaling regimes [19, 28] , and wave-channel experiments and other numerical studies [2, 5, 18, 34] .
In total, these investigations have demonstrated the potential usefulness of full-dispersion versions of traditional shallow-water models. for some ∈ + and m (2 ) (0) < 0 as ξ → 0. We consider Sobolev indices s > 0 satisfying
The lower bound implies that our solutions to (2) are bounded and comes into play for a cut-off argument on n, whereas the upper bound guarantees a fractional chain rule for n on H s ; see section 2.3.
Under assumptions A 1 and A 2 and s > 0 as in (3), we then establish the following results.
Theorem 1.2 (Periodic traveling waves).
For each sufficiently small µ > 0 there exists a period P µ > 0,
and supercritical wave speed ν P > m(0). Uniformly over P P µ these solutions satisfy
where α = ii) for s = 1 when n is just Lipschitz around the origin.
Although structurally based on [8] , our work allows for considerably rougher symbols and nonlin-
for all j ∈ 0 , we only require slightly more than m ∈ BUC with |m(ξ)| 〈ξ〉 we include some practical sufficient conditions for symmetric m ∈ BUC 0 with weak decay to be in the Wiener class W 0 in appendix A and refer to the survey [23] for more conditions.
We also allow for inhomogeneous nonlinearities that are merely locally Lipschitz continuous and of any low order greater than 1 at the origin, down from n ∈ C 2 with at least quadratic growth in [8] .
Furthermore, in working in fractional Sobolev spaces, both low and high-order s come with difficulties. -and in fact all s 1 in the locally-Lipschitz case-so that n essentially still satisfies the above chain rule up to a small loss in the exponent q.
Finally, we demonstrate that bounded solutions of (2) with supercritical speed are either waves of elevation or waves of depression in the special case when K is nonnegative; see section 7 for a short proof of theorem 1.5. This result is already known for the Whitham equation [12, Corollary 4.4] . Theorem 1.5 (Sign of wave profile). Suppose K is nonnegative and let u = 0 be a bounded solution of (2) with supercritical wave speed ν > m(0). If n is homogeneous, then u has a one-sided profile with sgn u = sgn γ almost everywhere, where γ is as in assumption A 2 . The same conclusion also holds for inhomogeneous n when u ∞ is sufficiently small.
1.3
Outline of the variational method. We follow the variational approach in [8, 15] , treating solitary-wave solutions as local minimizers of the functional
, subject to the constraint that Q(u) := 1 2 u 2 dx is held fixed, where
are primitives of n, n q and n r vanishing at 0. By Lagrange's multiplier principle, any such minimizer u satisfies
for some multiplier ν ∈ , which implies that u solves (2) with wave speed ν. Here primes mean representatives of Fréchet derivatives in L
2
; see section 2.4.
Specifically, we minimize E over a "constrained ball" One must of course confirm the existence of such a minimizing sequence. Here the periodic traveling waves come into play. In section 3 we consider the corresponding variational problem for . Both constructively and due to lack of coercivity, we penalize E P so that minimizing sequences do not come close to the "boundary" in H s P . The (generalized) extreme value theorem yield solutions to the penalized problem, and a priori estimates show that the minimizers are unaffected by the penalization. This establishes most of theorem 1.2, with uniform estimates in large P.
The existence of a "boundary-distant" minimizing sequence for the solitary-wave problem now follows from theorem 1.2 by letting P → ∞; see section 4. This sequence also guarantees that the quantity
is strictly subadditive, meaning that
for some µ > 0, and is proved in section 5. 0 whenever s ∈ + . In the fractional case s = k + σ, with k = s and σ ∈ (0, 1), we also have the more "local", finite-difference characterization
where 
Littlewood-Paley projectors subject to some nontrivial ϕ ∈ C ∞ c supported on, say,
In the periodic case, given any P > 0 and q 1, let L 
with 0 < δ < P 2 , omitting the last term if s ∈ + ; see appendix B.
When s > 
by Cauchy-Schwarz' inequality, noting from the integral test of convergence that
uniformly in P P min , leaving continuity to the reader. In particular,
Action of L on H
for P-periodic distributions, so that L :
continuously. Fortunately, there is a more direct approach to the periodic case which also works for irregular symbols in W 0 .
e., where
relating the Fourier coefficients of f P with the Fourier transform of f .
Proof. Intuitively, we reduce L
Since, in the most general case q = 1,
we find from the Fubini-Tonelli theorem that f * u exists a.e. and is in L 1 P . Subsequently we may then compute
, and the result follows, noting that
Similar reasoning also implies (10).
Directly from proposition 2.1 and the convolution theorem for we then obtain the following result.
Bear in mind that proposition 2.1 is by no means true for
; it is the periodic structure that saves us.
2.3 Cut-off argument and estimates for n. In studying (4), we will need that n-or more pre- 
If n is a monomial of order 1 + q ∈ + , then (11) holds for all s 0.
Chain rule-type results with gaps between s and 1 + q are common in the literature, e.g. [6, Section 3], but it does not seem to be well known that one can let s be arbitrarily close to the regularity index of the outer function.
Since we shall find solitary waves from the periodic problem as P → ∞, it is very important that (11) extends to H s P and holds uniformly in P P min . Estimating
with help of (8), shows that this is indeed the case. The first equivalence is a natural extension of (8) and proved in the same fashion using Leibniz' rule ( s times) plus the fact that ϕ
Corollary 2.4 (Fractional chain rule on H
we have that n induces a composition operator on
where
In the a priori unbounded case s
, and all s 1 if n is just locally Lipschitz, we also cut off the growth of n and consider instead
for all x ∈ for µ sufficiently small. Moreover, now n is globally Lipschitz and satisfies, directly from (7),
This estimate mimicks the fractional chain rule (13) up to a small loss in the exponent q. We shall obtain that u P 2 ∞ µ for solutions u P of the modified variational problem with n replaced by n. Therefore, since θ < 1 2 , we get u P ∞ A µ for all sufficiently small µ. In other words, n(u P ) = n(u P ), and so u P in fact solves the original problem. For the sake of brevity, write n for n from now on. Proposition 2.3 and corollary 2.4 naturally restrict the range of feasible s from above. As regards a lower bound, we need
, and so from (2) it suffices
Hence, as we will establish that ν P is uniformly bounded away from 0 and u P 3 Penalized variational problem for periodic traveling waves In this section we prove theorem 1.2 by finding a constrained local minimizer of E P satisfying the Lagrange multiplier principle. Specifically, we look for a minimizer u P in the set
for which E P (u P ) + ν P Q P (u P ) = 0 for a multiplier ν P ∈ . Since E P is noncoercive, however, minimizing sequences may approach the
, where Lagrange's principle might fail. In order to resolve this issue, we introduce a smooth, increasing penalizer : 0, (2R)
and instead minimize
P,µ . For technical reasons, we also assume that for every a ∈ (0, 1) there
2 . An example [8, Section 3] , up to appropriate scaling, is given by
A priori estimates below show that is inactive at the minimum, and hence u P ∈ U s P,µ , as desired. Lemma 3.1. E P, admits a minimizer u P ∈ U P,µ satisfying the Euler-Lagrange equation
Proof. Since is weakly lower semi-continuous and coercive, so is E P, by proposition 2.7. Hence, it suffices to search for minimizers in the subset {u ∈ U P,µ : u H s P R } for some R < 2R. This set is weakly closed by the compact embedding H s P → L 2 P for s > 0 together with the fact that closed balls are weakly closed (a consequence of Mazur's lemma). Existence of a minimizer u P now follows from the generalized extreme value theorem ([33, theorem 1.2]). Evaluating
does not vanish identically, and so Lagrange's principle gives (17) .
As regards regularity, note that (17) especially holds for all w in the Fourier basis, implying that
Perhaps u P is just a possible trivial solution of (2) of the form u trivial := ± 2µ/P? As lemma 3.3
demonstrates, this is not the case for sufficiently small µ and large P.
Lemma 3.2. For all q > 0 it is true that
. Then Jensen's inequality with strict convexity gives
Lemma 3.3. For all sufficiently small µ > 0 there exists P µ > 0 such that trivial solutions do not minimize E P, on U µ,P and
whenever P P µ , where C > 0. If n = n q , we explicitly have C = 2|γ|/(2 + q).
Proof. Constructively, u(x) := Asgn(γ)
scaled to obey U P (u) = µ, where A := 2µ/P, will be shown to satisfy both
12/29 S W for suitable µ, P, and C > 0. As u lies in U s P,µ , where E P, ≡ E P , for sufficiently small µ, this proves the claim. (Note that it suffices to only consider positive u trivial , because E P, (A) E P, (−A).)
Indeed,
and
provided A is sufficiently small (this condition safeguards a possible issue when n q (x) = γ|x| P is controlled by µ. Moreover, expanding m gives that
With Γ q from lemma 3.2, this yields, after a change of variables in N P (u),
Rewardingly, the first inequality in (20) then holds for A sufficiently small, while, since Γ q > 1 and q < 4 , the second inequality becomes true for A sufficiently small and P large enough.
Remark 3.4. Bound (19) is not order-optimal in q and has the defect of depending on P. 
holds over the set of minimizers u P of E P, over U P,µ and P P µ . Here C > 0 (equals |γ| if n = n q ), λ > 0, and c 0 vanishes when = 0.
Proof. Write u := u P for clarity. We shall obtain (21) using the identity
where the last integral vanishes if n is homogeneous.
First choose w = u in (17) and observe that
by (19) and 0, and L P (u) −m(0)µ, we deduce from (22) that
uniformly over u ∈ U P,µ and x ∈ , where we used (14) for someλ > 0. Crudely, we have E P, (u) < −µm(0), and so
uniformly over u ∈ U P,µ and P P µ , from which it follows that u 
by assumption on m. If s > 1, the fractional chain rule (corollary 2.4) and (23) imply
where, in both cases, µ is at our disposal.
From lemma 3.5, combined with (23) when s > 1, we find that ν P is uniformly bounded away from 0 for all sufficiently small µ, uniformly over the set of minimizers of E P, over U P,µ and P P µ . 
According to lemma 3.6, vanishes for sufficiently small µ, and so u P is in fact a minimizer
, where we remember estimate (15) . In particular, u P solves (2) with wave speed
using that
To finish theorem 1.2, it remains to establish the lower bound onν P and the upper bound on u P ∞ .
This will be done in section 5; see the discussion following corollary 5.5.
4 From the periodic to the solitary-wave problem: a special minimizing sequence
We now essentially show that the P-periodic traveling-wave problem scaled, truncated and translated to − 
Proof. Note first that f * u P = f P * P u P by proposition 2.1, where
for x ∈ − P 2 , P 2 , using that u P ≡ u P there. Young's inequality then gives Switching to f * u P L 2 ({|x|> P 2 }) , put v j := f * u P (· + j P) and observe from dominated convergence that
where the last estimate used · 2 ( \{0}) · 1 ( \{0}) . Dominated convergence once more yields
from (24), and so in total,
Now note that the right-hand side vanishes as P → ∞ by the first result applied to | f | and | u P |.
With case s = 0 established, case s ∈ + follows immediately since convolution commutes with differentiation, and so by interpolation it is true for any s 0. 
for A ∈ {Q, N } and any P, whereas
as P → ∞. In particular, (25) also holds for E, E P .
Proof. Since
, and similarly for N , we readily obtain the result for A = N . Case A = Q is analogous.
As L is a convolution operator with integrable kernel, lemma 4.1 gives the last two statements in (25) . Observe then also that
We now define the special minimizing sequence for E over U s µ as follows. Since {u P } P P µ is bounded in H s P , there must-argue by contradiction-be subintervals Ω P := (x P − P , x P + P ) of − P 2 , P 2 such that u P H s (Ω P ) → 0 and P may be chosen freely in o(P) as P → ∞, where we replace P µ by a larger constant if necessary. After "translating Ω P to the periodic boundary", we then smoothly truncate u P into u P := A P χ P u P with u P :
for some ε > 0, and A P := 2µ/ χ P u P 0 , so that
Moreover, let u P := j∈ u P (· + j P) ∈ H s P be the periodization of u P ; see fig. 3 for illustration.
Figure 3: Illustrating the relationship between the periodic traveling waves u P (real profile unknown), the truncated functions u P converging to a solitary wave as P → ∞, and the periodizations u P of u P .
Intuitively, the more nonlocal L is-in the sense of "distributing mass" of u P from − P 2 , P 2 into its complement-the faster P likely should grow, because u P is asymptotically negligible outside of |x| P 2 − P . In our case, it suffices in fact to let P := be constant for all P P µ . Note that [8] used
The special minimizing sequence { u k } k∈ is now defined as u k := u P k , where {P k } k is an increasing, unbounded sequence with P 0 P µ . And in the following results extending [8, Theorem 3.8], we show that { u k } k does indeed minimize E over U s µ , resembles u P with u k 2 s µ and approximates the traveling-wave equation (2) 
Proof. Since A P → 1, we find that
because the first integral is less than u P
, which vanishes.
In a straightforward manner, this extends to H s P with help of (7), Leibniz' rule ( s times) plus the fact that χ
With the first result established, we then find that
because L P is a bounded linear operator on H s P . It therefore remains to estimate
which would have been immediate if n is continuous on a ball in H s P . For s 1 this is true, but when s > 1, as noted in remark 2.5, we require in general that s < q. Since our assumptions may have s arbitrarily close to 1 + q, continuity is generally out of reach for s > 1. Fortunately, the particular similarity between u P and u P implies that (27) does vanish. Indeed, observe first that
essentially because A P → 1. Specifically, one may argue by the chain rule and dominated convergencea linear combination of n(u P ) and its s derivatives, all of which are uniformly bounded in L 2 P , serves as a dominating function-because u P − u P 1 (− P 2 , P 2 )\Ω P and its s derivatives converge pointwise to 0 a.e. as P → ∞, and hence, also
a.e.
−−−→
On the right-hand side, the first term is controlled by the latter, rigorously due to Leibniz' rule and A P being bounded. And, arguing similarly as (12), we also have
Proposition 4.4. { u k } k is indeed a minimizing sequence for E over U s µ , and
where I P,µ := E P (u P ) is the minimum of the periodic problem.
Proof. Writing E( u P ) = E( u P ) − E P (u P ) + E P (u P ) − E P (u P ) + I P,µ and observing by proposition 4.2 and lemma 4.3 that
we get
Conversely, let w ∈ C ∞ c satisfy Q( w) = µ, and put w P := j∈ w(· + j P), so that I P,µ E P (w P ) and E P (w P ) → E( w) as P → ∞ by proposition 4.2. Then 
where ν k := ν P k . In fact, we may, and will, assume that ν k does not depend on k.
Proof. Theorem 1.2 and lemma 4.3 directly imply
for all P P µ , where P µ is replaced by a larger constant if necessary. Furthermore,
vanishes as P → ∞ due to proposition 4.2 for (28a); lemma 4.3 plus the fact thatν P Q P is a continuous linear operator on H s P -using that {ν P } P is bounded-for (28b); u P solving (2) in H s P for (28c), and
vanishes by proposition 4.2. Finally, since {ν k } k is bounded, it admits a convergent subsequence, and we therefore conclude, noting that Q ( u k ) s = u k s is uniformly bounded in k.
5 Strict subadditivity and bounds in L ∞ and for the wave speed
In this section we establish that µ → I µ is strictly subadditive (5) on some interval (0, µ ) in order to rule out the case of dichotomy in Lion's principle, see section 6, and along the way also obtain improved lower bounds for the wave speed and upper bounds in L ∞ . In fact, we prove that µ → I µ is strictly subhomogeneous on (0, µ ), meaning that
which in turn implies strict subadditivity:
Observe that if the nonlinearity n is homogeneous, then (29) follows directly from a scaling argument because E is homogeneous. In the presence of N r , however, we need that N r (u) = o(µ qα ).
This would be guaranteed provided
holds uniformly for a minimizing sequence, which as we shall see, is the case for the special minimizing
As a first step toward (29) and (30), we require a µ-dependent upper bound on I µ . Following [8] ,
it seems natural to introduce the homogeneous, long-wave part E lw := L lw + N q of E, where If u ∈ U +1 1 , then a routine calculation using the scaling properties of gives 
and, uniformly over P P µ ,
Proof. Take any ϕ ∈ C ∞ c with Q(ϕ) = 1 and define u = λϕ(λ·). Then
for all sufficiently small λ provided that q < 4 and N q (ϕ) < 0, the latter of which holds under assumption A 2 by choosing ϕ > 0 if γ > 0 and ϕ < 0 if γ < 0. Utilizing (31) and proposition 4.4, this establishes both (32) and (33) for sufficiently small µ and large P µ with I = − With proposition 4.5 and lemma 5.1 at hand, we now restrict our attention to "special near-
for some ν ∈ and large number M max 1 2 + qα,
(with the last term present only when q < 1). In close analogy to lemmas 3.5 and 3.6, with help of the identity
one obtains the following result, whose proof is left to the reader. 
hold uniformly over the set of special near minimizers (34).
Next we decompose u into its low and high-frequency components u lo and u hi , so that u lo picks up the KdV-type behavior of m around 0 and the operator ν − L may be inverted with regards to u hi .
Specifically, choose ξ 0 > 0 such that m(ξ) 1 2 m(0) for |ξ| ξ 0 and define u lo and u hi by
and this helps us to establish (30) . 
If s > 1, the fractional chain rule (11) shows that
and (39) becomes
Now, if q 1, we see that
by choice of M and
If s 1, however, then (38) coupled with the argument for (15) reveal that u hi ∞ u hi s .
Estimate (39) then turns into
Suppose instead that u lo ∞ > u hi ∞ . By Taylor expansion of m and (36) we have
for some c > 0 when |ξ| < ξ 0 . Thus
Equation (37) further gives
and since r > q we obtain
Gagliardo-Nirenberg's inequality then shows that
, from which we finally deduce Moreover, A P → 1 as P → ∞ in the construction (26) of u k from u P , so proposition 5.3 also yields that u P ∞ µ α uniformly in P P µ (possibly enlarged). But then, similarly as proposition 5.2, we get
This concludes the proof of theorem 1.2.
Lemma 5.6. Special near minimizers satisfy
Proof. Since −L(u) m(0)µ, we find from (32) that 
where c > 0, we may finally choose u = u k for the special minimizing sequence { u k } k and let k → ∞. 
It follows that
Dichotomy: There exist a value θ ∈ (0, λ), a sequence {x k } k ⊂ and bounded sequences η
→ θ , and η
Practically, we may, and will, rescale and assume that
= θ , and η
We apply theorem 6.1 to the special minimizing sequence { u k } k for E over U s µ from section 4, dropping the tilde in u k for clarity. Note that we may always assume that u k is at least in U 1 µ , because we may let u k be constructed from the periodic minimizers corresponding to s = 1, which is a priori best for Lipschitz nonlinearities. Proof. Seeking to contradict lemma 5.6, we first observe that
where u k, j := u k ϕ j and {ϕ j } j is a smooth partition of unity with ϕ j (x) ≡ 1 for |x − j| Suppose now that dichotomy occurs, so that {u k } k admits decomposing sequences u 
then subsequently
using that Accordingly, it suffices to establish (42). And to this end, note that since N is a local operator, it eventually splits as N u
In order to show that the nonlocal interaction disappears as k → ∞, one can introduce certain commutators and prove that their operator norms vanish [27] . Based on uniform continuity of ξ → m(ξ)/〈ξ〉 s , which holds automatically in our case, this is applicable for a large class of symbols. For convolution operators, however, it seems more enlightening to work directly on the "physical side", assuming just integrability of the kernel. The following lemma is likely nonrevolutionary, but we could not find its equal in the literature. Proof. An inspection of the proof of Young's inequality [14, 20. 3.2 Proposition] shows that Proof. Contrariwise, assume the existence of decomposing sequences u Hence,
A(ξ, σ, P) The domain of integration over h is not so important as long as it contains the singularity at 0:
, which shows that replacing with {|h| P 2 } with {|h| δ}, where δ < P 2 , introduces at most a factor s P −s between the two equivalent norms. This is only a problem for arbitrarily small P.
