Bacteria solve the problem of crowding by moving slowly by Meacock, Oliver J. et al.
Bacteria solve the problem of crowding by moving slowly 
 
O. J. Meacock1,2†, A. Doostmohammadi3†, K. R. Foster1*, J. M. Yeomans3*, W. M. Durham1,2* 
1 Department of Zoology, South Parks Road, University of Oxford, Oxford, OX1 3PS, United 
Kingdom 
2 Department of Physics and Astronomy, University of Sheffield, Hounsfield Road, Sheffield, 
S3 7RH, United Kingdom 
3 Rudolf Peierls Centre for Theoretical Physics, Clarendon Laboratory, Parks Road, 
University of Oxford, Oxford, OX1 3PU, United Kingdom 
* e-mail: kevin.foster@zoo.ox.ac.uk, julia.yeomans@physics.ox.ac.uk, or 
w.m.durham@sheffield.ac.uk  
†These authors contributed equally. 
 
In systems as diverse as migrating mammals to road traffic, crowding acts to inhibit 
efficient collective movement1–4.  Bacteria, however, are observed to move in very dense 
groups containing billions of individuals without causing the gridlock common to other 
systems5,6. Here we combine experiments, cell tracking and individual-based modelling 
to study the pathogen Pseudomonas aeruginosa as it collectively migrates across surfaces 
using grappling-hook like pili6–8. We show that the fast moving cells of a hyperpilated 
mutant are overtaken and outcompeted by the slower moving wild-type at high cell 
densities. Using theory developed to study liquid crystals9–14, we demonstrate that this 
effect is mediated by the physics of topological defects, points where cells with different 
orientations meet one another. Our analyses reveal that when comet-like defects collide 
with one another, the fast-moving mutant cells rotate vertically and become trapped. By 
moving more slowly, wild-type cells avoid this trapping mechanism, allowing them to 
collectively migrate faster. Our work suggests that the physics of liquid crystals has 
played a pivotal role in the evolution of collective bacterial motility by exerting a strong 
selection for cells that exercise restraint in their movement. 
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Patterns of collective motility are shaped by the tension between the interests of individuals 
and those of the group15 − while selfish behaviours can potentially benefit individuals, they 
often have catastrophic consequences if adopted by a larger proportion of the population16.  
Familiar examples from our own society include automobile traffic jams and crushes in groups 
of panicked pedestrians1,2. Although these principles seem especially relevant to bacteria, 
which move across surfaces in very densely packed collectives5,6, how the interests of 
individual bacteria and those of the group are balanced remain unexplored.  
Bacteria generate collective motility on surfaces through a variety of mechanisms6,17. One of 
the best studied is twitching motility, where cells pull themselves across surfaces using 
grappling hook-like appendages called Type-IV pili6–8. Bacteria can also move using flagella, 
but cells swimming through liquid with flagella must be concentrated by orders of magnitude 
for collective behaviours to emerge, and these are typically disrupted within minutes by oxygen 
depletion18,19. Here we study the relationship between individual and collective twitching 
motility within large groups of the opportunistic pathogen P. aeruginosa. We focus on 
movement in subsurface colonies (Fig. 1a) where we can use high-resolution, time-lapse 
imaging to track individual cells as they use pili to collectively move along a glass surface 
(Extended Data Fig. 1). We also find that the key features of this assay are reproduced in 
classical bacterial colonies grown on the surface of agar (Fig. 1a-d, Extended Data Fig. 2, 
Supplementary Movie 1).  
Recent microfluidic experiments have shown that deleting the pilH gene, which encodes a 
response regulator in the two component system that regulates twitching motility20, causes cells 
to move faster than wild-type (WT) cells21. To confirm that this increase also occurs in 
subsurface colonies, we developed a cell tracking algorithm to record the movement of 
thousands of individual cells within a single field of view (Methods, Supplementary Movie 2). 
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This revealed that individual ∆pilH cells move approximately twice as fast as WT cells in both 
densely packed collectives (Fig. 1g) and at lower cell densities (Extended Data Fig. 3b). 
However, we were surprised to find that individual cell speed did not translate to how quickly 
colonies spread across the surface. While the faster motility of ∆pilH cells allowed them to 
initially spread outwards faster than WT cells, their expansion rate plateaued after four hours. 
In contrast, the expansion rate of WT colonies steadily increased over a period of 
approximately six hours, eventually reaching a value four times greater than that of ∆pilH 
colonies (Fig. 1e, f, Supplementary Movie 3). An increase in individual motility, therefore, did 
not translate successfully to an increase in collective motility. 
Previous work has shown that strains which dominate the nutrient-rich edge of colonies can 
obtain a substantial fitness advantage22. To investigate how this effect might impact fitness of 
∆pilH cells, we directly competed ∆pilH and WT cells by combining them in surficial colonies. 
This revealed that ∆pilH cells remained trapped in the nutrient poor interior of the colony, 
while WT cells migrated outwards (Fig. 2a), allowing the latter to undergo approximately three 
more cell divisions over a 48-hour period (Fig. 2b). We next analysed the dynamics of this 
competition in greater detail using subsurface colonies and automated image analysis to 
simultaneously measure colony expansion rate, cell packing fraction, and genotypic 
composition (Fig. 2c-g, Extended Data Fig. 4, Supplementary Movie 4). Consistent with their 
initial rapid expansion in monoculture colonies, ∆pilH cells initially outnumbered WT cells at 
the expanding edge of the colony (hereafter “the front”). However, once the front transitioned 
from loosely packed groups of cells to a confluent monolayer (Fig. 2e, g), the colony expansion 
rate rapidly increased from 0.75 µm min-1 to 5.0 µm min-1 (Fig. 2d) while the proportion of 
∆pilH cells at the front fell sharply, dropping from 88% at 200 min to 11% at 400 min (Fig. 
2f).  
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What could be responsible for this rapid decline of ∆pilH despite its faster individual 
movement? Hyperpilation can increase both doubling times23 and cell-cell adhesion23,24, but 
our analyses show that neither effect is sufficient to explain the sudden decline of the fraction 
of ∆pilH cells at the colony front (Supplementary Notes, Extended Data Figs. 5-7). Instead, we 
hypothesized the precipitous decline of fast moving ∆pilH cells at the front stemmed from an 
inability to move collectively. To understand how the collective behaviours of the two strains 
differ, we turned to tools originally developed to study liquid crystals. Neighbouring cells in 
colonies are closely aligned with one another, and this “nematic” ordering produces collective 
movement on length scales substantially larger than that of a single cell25,26. Moreover, we 
observe that topological defects, an emergent feature of nematic systems, move about within 
the monolayer of cells (Supplementary Movie 5, Methods). The two types of defects – denoted 
here as “comets” and “trefoils” (Fig. 3a-c) – are generated and annihilated in pairs (Extended 
Data Fig. 8a, b), as predicted by theory9,10.  
To investigate the physical properties of defects, we developed automated tools to combine 
single-cell tracking data collected across hundreds of defects. This revealed that the movements 
of  both WT cells (Fig. 3d) and ∆pilH cells (Extended Data Fig. 8c) around comets and trefoils 
closely match predictions from both an individual-based model of self-propelled rods (SPR)18 
and a continuum model of active nematics11, but that the ∆pilH flowfields are larger in scale 
than those of the WT. Theory predicts that comets migrate along their axis at a speed 
proportional to the “activity” of the nematic, a measure of the force exerted by each of the 
individuals that make up the system. In contrast, trefoils are predicted to move diffusively12. 
Consistent with this, we observed that the root mean squared displacement (RMSD) of comets 
was larger in ∆pilH monolayers than in WT monolayers, while the RMSD of trefoils was 
similar in both genotypes (Fig. 3e, f). These observations indicate that both WT and ∆pilH 
monolayers behave as an active nematic, with the latter possessing greater activity.  
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Comets repel one another in a nematic confined to two dimensions13. However, previous 
theoretical predictions10,14 and experiments with liquid crystals14 suggested that when the 
nematic is allowed to reorient out of the 2D plane, two comets at a sufficiently small separation 
could merge together, causing the cells within the comets to “escape into the third dimension” 
by standing up vertically. We hypothesized that this process allows the fast-moving comets in 
our experiments to merge together, causing the higher activity ∆pilH cells to become trapped 
in place. To test this possibility, we first extended our SPR model to three dimensions to allow 
rods to reorient out of the plane and simulated collisions between comets (Methods). Stable 
structures of upright rods (“rosettes”) formed once the rods’ propulsive force, F, increased 
beyond a critical threshold, Fv, confirming our intuition (Fig. 4a, Extended Data Fig. 10, 
Supplementary Movies 6, 7). ∆pilH cells are also slightly longer than WT cells (Extended Data 
Fig. 6a), but this acts to suppress the nucleation of rosettes rather than promote it (Extended 
Data Fig. 6b-e, Supplementary Notes). To test if the increased force generated by ∆pilH cells 
is alone sufficient to preferentially trap them in rosettes, we next used our 3D SPR model to 
simulate the interaction of two different genotypes that each exert a different propulsive force 
(Fig. 4b, c). This showed that higher-force mutants, on average, move more slowly than the 
WT cells because a larger fraction of the higher-force mutants become stuck in rosettes where 
their movement is arrested. 
We tested these predictions by inoculating subsurface colonies composed of a mixture of both 
∆pilH and WT cells. ∆pilH cells spontaneously formed aggregations in these colonies, whereas 
WT cells did not (Supplementary Movie 8). Moreover, we were able to quantify the movement 
of topological defects at precisely the time when the fraction of ∆pilH cells in the front sharply 
decreases (Fig. 2f). We observed comets approaching each other (Fig. 4d) before the monolayer 
of cells buckled to generate a rosette (Fig. 4e, Extended Data Fig. 10, Supplementary Movie 
9), as predicted by our SPR model (Fig. 4a). Even though this colony was initiated with an 
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equal fraction of WT and ∆pilH cells, confocal imaging revealed that the core of this rosette 
was nearly entirely composed of vertically oriented ∆pilH cells (Fig. 4f). Once initiated, 
rosettes in both experiments and simulations grew larger, similar to the “inverse domino” 
cascade of cell verticalization observed at the centre of non-motile bacterial colonies27–29. 
Our results indicate that the physical processes that control the movement of crowds of bacteria 
exert a fundamental speed limit on cell motility. Cells that exceed this critical threshold form 
high-velocity comets that are unstable to verticalization upon collision, and this causes fast 
moving cells to become trapped within the interior of colonies where nutrients are scarce30. 
Thus, bacteria collectively benefit by moving more slowly as individuals. Collective benefits 
are often insufficient to prevent the problems caused by crowding in other systems, including 
human society, because being the first to move more rapidly in a crowd can provide an 
individual with substantial benefits1–3,16. However, we have shown bacterial collectives have 
solved this wide-spread dilemma: fast moving cells briefly move ahead of the pack, before 
crashing into one another and falling foul of their own strategy. In this way, natural selection 
acts to prioritize efficient collective migration by favouring individual cells that exercise 
restraint in their movement. 
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 Fig. 1 | Pili-based motility drives the spread of P. aeruginosa colonies, but cells that 
individually move faster spread more slowly. a, Both subsurface colonies, which grow 
beneath a layer of agar, and surficial colonies, which grow on top of agar, consist of four distinct 
regions. b, c, d, The “edge” contains small groups of loosely packed cells, the “monolayer” is 
composed of tightly packed cells lying flat against surface, the “transitional” region is a mixture 
of horizontally and vertically oriented cells, and in the “dense” region almost all cells are 
vertical. Panel d shows magnified views of each subsurface colony region. e, f, Measurements 
of the subsurface colony radius, 𝑟SUB, and expansion rate, d𝑟SUB/d𝑡 for monocultures of WT 
(black), ∆pilH (orange) and non-piliated ∆pilB (red) cells. Inset in e shows a magnified view 
of the first 300 mins. Shaded regions in e, f show the standard deviation about the mean for 
three separate experiments. g, The probability density function (PDF) of the speed of individual 
WT and ∆pilH cells within the monolayer region.  
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 Fig. 2 | WT cells outcompete ∆pilH cells when mixed together in the same colony. a, 
Surficial colonies inoculated with equal proportions of YFP and CFP labelled cells after 48 
hours. Dashed purple lines indicate the boundary of the “homeland”, the region where cells are 
initially inoculated onto the agar. Due to imaging constraints (Methods), we show only the YFP 
and brightfield channels. Both strains appear in the latter, so regions with more CFP-labelled 
cells appear darker. b, Number of cell divisions occurring over 48 hours of incubation within 
colonies shown in a. Grey and yellow bars denote populations labelled with CFP and YFP, 
respectively. Error bars show the standard deviation of 4 replicates. c, Subsurface colonies were 
initialized with equal proportions of YFP labelled ∆pilH and CFP labelled WT cells. We 
analysed dynamics within both the homeland (stationary, purple boxes) and the “front” of the 
colony, which follows the edge of the colony has it expands (green boxes, Supplementary 
Movie 4). d, Measurement of the distance between the front and homeland regions, 𝑟SUB, 
reveals a seven-fold increase in colony expansion rate at t = 300 mins (dashed lines, fitted with 
piecewise linear regression). The areal packing fraction (the fraction of the surface covered by 
cells) (e), and the relative frequency of ∆pilH cells (f) at the front also show sharp transitions 
at t = 300 mins. Shading in d-f shows the standard deviation from three experiments. Upon 
reaching confluence at t = 200 mins, cells in the homeland became too tightly packed to resolve 
their identity. g, Magnified images of the leading edge of a subsurface colony initiated with 
equal fractions of WT (cyan) and ∆pilH (yellow) cells. These images were processed as 
described in the Methods. 
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Fig. 3 | Subsurface colonies exhibit patterns of collective motility consistent with a nematic 
system driven out of equilibrium. a, Two types of topological defects occur in 2D nematic 
systems: trefoils, which exhibit three-fold rotational symmetry and have a topological charge 
of -1/2, and comets, which migrate along their single axis of symmetry and have a charge of 
+1/2 (see text). b, The locations and orientations of defects in the monolayer of a WT 
subsurface colony (left, Supplementary Movie 5) were obtained by quantifying the local cell 
orientation (right). c, Magnified views of the red and blue boxes in b illustrate how defects 
occur at singularities in cell orientation. d, Simultaneous tracking of both defects and individual 
cells within a monolayer (Supplementary Movies 2, 5) allows the mean cell flow around defects 
to be resolved. The structure of the flow closely resembles that predicted from a self-propelled 
rod (SPR) simulation and an analytical model (Methods). Red lines show streamlines and the 
background colours indicate flow speed. e, f, The root mean squared displacement (RMSD) 
measures how far defects move over a given lag time, plotted here on both a linear (e) and 
logarithmic scale (f). Triangles in f show the slopes predicted for ballistic (1:1) and diffusive 
(1:2) movement. 
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 Fig. 4 | ∆pilH cells are preferentially trapped by rosettes, preventing their outward 
migration. a, A 3D SPR simulation of two comets colliding with one another shows that rods 
propelled by smaller force (𝐹=1) remain flat against the surface after an initial transient, while 
those propelled by a larger force (𝐹=3) form a stable, vertically oriented rosette 
(Supplementary Movie 6). Colour denotes the angle of rods relative to the surface, 𝜙. b, SPR 
simulations initialized with randomly oriented rods, half of which are propelled with a fixed 
force of 𝐹1=𝐹𝑣=1.5 (cyan, “WT”) and the other half by a variable force 𝐹2 (yellow, “mutant”). 
The left axis shows the mean speed of the 𝐹2 population at steady state normalized by that of 
the F1 population. The right axis indicates the fraction of each population that is vertically 
oriented (defined as 𝜙 > 85°). Error bars indicate standard deviation of three different 
simulations, each with a different random initial configuration. c, A rosette from a 𝐹1=1.5, 𝐹2 = 
3 simulation at steady state, where 𝜙1 and 𝜙2 denote the orientation of the two respective 
populations. d, Two comets approaching one another in a colony initiated with an equal number 
of WT and ∆pilH cells (Supplementary Movie 9). e, Measurements of cell velocity within same 
region as d during rosette development. Blue arrows and colormap respectively show 
streamlines and divergence of the time-averaged flow field (Methods). Regions of negative 
divergence indicate zones of cell accumulation. f, Three-dimensional confocal image of the 
rosette that formed within the same region shown in d and e, taken 60 mins after d (Methods). 
Vertical slices through the rosette are shown to the top and right, at locations indicated by 
triangles. (f, inset) A magnified view of the rosette (purple box in f) shows is it mostly 
composed of ∆pilH cells in a vertical orientation. Main panel shows maximal z-projection of 
both YFP and CFP channels, while insets show individual z slices.  
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Methods 
 
Experimental Protocols 
Bacterial strains and fluorescent labelling  
The clean deletion mutants and the corresponding WT strains20,31 used in this study were 
labelled with either CFP or YFP using a Gmr mini-Tn7 vector32, using a three-strain mating 
protocol. Briefly, P. aeruginosa colonies were grown overnight at 42°C on an LB (Lennox, 20 
g/l, Fisher Scientific) plate containing 1.5% (w/v) agar (Difco brand, BD). These were then 
mixed with both the mini-Tn7 donor E. coli strain and a SM10 λpir E. coli helper strain on the 
surface of a fresh LB agar plate. The resulting mixed three strain plate was incubated overnight 
at 30°C. Cells were then resuspended in liquid LB and transformants selected on LB agar plates 
containing both gentamicin (30 mg/l) and kanamycin (25 mg/l). The resulting CFP-and YFP-
labelled strains were then directly competed with unlabelled strains to confirm that the impact 
of the labelling process on growth rate and motility was negligible (Extended Data Fig. 7). 
 
Bacterial cell culture 
We streaked -80°C freezer stocks onto LB agar plates and incubated them overnight at 37°C. 
Single colonies were picked and grown overnight in liquid LB at 37°C under continuous 
shaking. The following day, overnight cultures were diluted 30-fold in fresh LB broth and 
returned to the 37°C shaking incubator for two hours to obtain cells in exponential phase. 
Immediately before being used in colony experiments, the optical density at 600 nm (OD600) 
was adjusted to 0.05 using fresh LB. For co-culture experiments, the optical densities of 
cultures of each individual strain were adjusted to OD600 = 0.05. These were then mixed in a 
single tube to ensure both strains were present in equal proportion. All colony-based assays 
were conducted at room temperature. 
 
Microscopic imaging 
Brightfield imaging of single genotype subsurface colonies was performed using a Zeiss Axio 
Observer inverted microscope (“Zeiss inverted”) outfitted with a Zeiss MRm camera, Definite 
Focus system, Zeiss Zen software and either a 20X Plan Apochromat air objective or 63X Plan 
Apochromat oil-immersion objective. For co-culture experiments, both brightfield and 
epifluorescence imaging were performed using the same system, using a Zeiss HXP 120 
illuminator for excitation. Confocal imaging was performed using a Zeiss LSM 700 laser 
scanning attachment, using a 63X Plan Apochromat oil-immersion objective for subsurface 
colonies and a 50X EC Epiplan Neofluar air objective for surficial colonies. 
For other experiments, we used a Nikon Ti-E inverted microscope (“Nikon inverted”) outfitted 
with a Perfect Focus System, a Plan Apochromat 100X brightfield objective, a Hamamatsu 
Flash 4.0 v2 camera and NIS-Elements software. We further increased the magnification using 
the microscope body’s 1.5X zoom feature, yielding a total magnification of 150X.  
Images of surficial colonies were taken with a Zeiss Axio Zoom.V16 zoom microscope (“Zeiss 
zoom”), outfitted with a Zeiss MRm camera, Zeiss Zen software and either a PlanApo Z 0.5X 
objective or a PlanNeoFluar Z 2.3X objective. Excitation of fluorophores was achieved using 
a Zeiss HXP 200 C illuminator. 
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Surficial colony competition assay 
We initialized surficial colonies (Fig. 2a, b) using mixtures of the following strain pairs: ΔpilH–
YFP/ΔpilH–CFP, ΔpilH–YFP/WT-CFP, WT-YFP/ΔpilH–CFP and WT-YFP/WT-CFP. We 
inoculated 10 µl of each mixture onto a freshly poured 1.5% (w/v) LB agar plate and sealed 
the plate lids with Parafilm (Bemis) to prevent evaporation. These were incubated at room 
temperature for 48 h. 
We calculated the average number of cell divisions in each strain over the 48 hours of 
competition using the expression 
 
number of cell divisions =  log2 (
number of cells of strain inoculated onto surface
number of cells of strain in colony after 48 h
) . (1) 
We measured the number of cells of each strain inoculated onto the surface by diluting the 
mixed liquid cultures used for inoculation and then spreading them onto LB plates. The 
resulting colonies were counted manually the after incubation overnight using the Zeiss zoom 
microscope, which allowed us to distinguish YFP and CFP expressing colony forming units 
(CFUs).  
A similar technique was used to estimate the number of cells of each strain after 48 h of 
incubation. Whole surficial colonies were scraped, resuspended in fresh media, and vortexed. 
The resulting suspensions were then diluted, spread onto LB plates, and incubated overnight. 
We again used the Zeiss zoom microscope to manually enumerate the number of CFUs 
expressing either YFP and CFP.  
We imaged the colonies after 48 h of competition to visualize the distribution of the two 
different strains. P. aeruginosa natively produces secretions called siderophores that have a 
similar excitation and emission spectra that is similar to CFP33,34. While individual CFP-and 
YFP-labelled cells can easily be distinguished in the monolayer of subsurface colonies (Fig. 
2g), surficial colonies are thicker, incubated for longer, and must be imaged with lower 
resolution objectives, making it difficult to distinguish the CFP-labelled cells from the 
secretions. To circumvent this problem, we imaged surficial colonies using a combination of 
brightfield and YFP fluorescence, such that regions with a larger fraction of CFP cells appeared 
darker grey in the merged brightfield/YFP images (Fig. 2a).  
 
Subsurface colony assay 
We prepared sub-surface colonies using a protocol similar to one previously described35. 
Briefly, a pad of 0.8% (w/v) LB agar was cut from a freshly poured plate and transferred to a 
glass slide. The agar pad was spotted with a 1 μl drop of bacterial culture adjusted to an optical 
density of OD600 = 0.05 (approximately 12,500 cells μl-1), which was then allowed to dry until 
fully evaporated. The pad was then carefully inverted and placed into a Petri dish with a 
coverslip forming its base (175 µm glass thickness, MatTek), sandwiching the cells between 
agar and glass. By fully enclosing the agar pad, these dishes prevent evaporation and agar 
shrinkage over the course of the experiment. We found it was essential to use freshly poured 
agar to ensure consistency between experiments. We note that the bacterial culture was spotted 
onto the side of the agar that was facing up when it was initially poured (i.e. the side that was 
exposed to air rather than the side against the plastic Petri dish). 
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We used a 0.8% concentration of agar because preliminary experiments with cells that lack pili 
(ΔpilB)20 and flagella (ΔflgK)36 showed this concentration was soft enough to allow pili-based 
motility, but hard enough to suppress flagella-based motility. Control experiments showed that 
ΔflgK mutants form subsurface colonies that expand at a faster rate than WT cells, verifying 
that the colony expansion observed in our assay is not driven by flagellar motility (Extended 
Data Fig. 1). This finding is consistent with previous work that shows flagella mutants perform 
twitching motility at a faster rate21, likely because flagella increase drag along the surface. 
The evaporated droplet of cell culture used to initialize colonies contains a dense band of cells 
along its outer edge due to the “coffee ring” effect37, while the interior of the evaporated droplet 
contains cells at much lower density. Analyses that investigate cells at low densities (Extended 
Data Figs. 3b, 5b, 6a) used images of cells in this interior region. Over time, cell division 
increases the density of cells within the interior region and the colony front begins to expand 
outward. In our assays that quantify the dynamics of these expanding colonies (Figs. 1e, f, 2c-
g, Extended Data Fig. 1, Supplementary Movies 3, 4, 8), we used the dense outer band of cells 
on the edge of the evaporated droplet as the reference point from which to measure the colony 
radius, 𝑟SUB. Assays that measure movement of cells in the monolayer of colonies (Figs. 1g, 3, 
Extended Data Figs. 3a, 8, Supplementary Movies 2, 5) were performed in colonies that had 
reached the steady-state expansion regime (Fig. 1f). 
For subsurface colonies containing only a single strain (Fig. 1c-f, Supplementary Movie 3), we 
inoculated cultures of three different unlabelled strains (WT, ΔpilH and ΔpilB) at different 
positions on a single agar pad and used the motorized stage on the Zeiss inverted microscope 
to move between them at each imaging timepoint. The outer high-density band of cells was 
used to provide a consistent reference point from which to measure the colony radius, 𝑟SUB. 
Each colony was imaged using a tile of eight adjacent fields of view, the first of which was 
centred on the band of aggregated cells at the edge of the “coffee ring” noted above. Eight 
brightfield images were acquired for each colony every two minutes over a period of 11 h. 
These experiments used a relatively low magnification (20X) to minimize the number of fields 
of views needed, allowing us to acquire data for all three colonies simultaneously. 
For subsurface colonies containing two different fluorescently labelled strains (Fig. 2c-g), we 
inoculated 1 µL of the mixed culture onto an agar pad. Because these liquid-grown, exponential 
phase cells had relatively weak YFP and CFP signals, colonies were incubated at room 
temperature for 2.5 h prior to imaging. Colonies were imaged with the Zeiss inverted 
microscope. The colony edge was imaged using a tile of 20 adjacent fields of view, the first of 
which was centred on the edge of the colony at the start of imaging. To obtain a spatial 
resolution sufficient to estimate both cell packing fraction and genotypic composition, we used 
a 63X objective. The colony was imaged at ten-minute intervals to avoid phototoxicity and 
bleaching over the course of the 8 h experiment.  
To track the movement of individual cells in the monolayer of colonies (Figs. 1g, 3, Extended 
Data Figs. 3a, 8c, Supplementary Movies 2, 5), we spotted monocultures of WT and ΔpilH 
cells onto separate agar pads. These were incubated overnight at room temperature (16 h) to 
allow the colony expansion to reach the steady-state regime (Fig. 1f). We then acquired 150X 
magnification brightfield images of the monolayer using the Nikon inverted microscope at a 
framerate of one image per second, yielding sufficient temporal and spatial resolution for 
single-cell tracking. 
We also quantified the movement and size of individual cells at small packing fractions 
(Extended Data Figs. 3b, 5b, 6a) using separate subsurface experiments. In the centre of the 
inoculation spots, cell packing fractions were approximately 50-fold smaller than observed in 
the monolayer of a subsurface colony at steady-state, so cell-cell interactions were negligible18. 
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To ensure cells had sufficient time to adapt to the surface38, we began imaging 3 h after 
inoculation. For these low-density experiments, we used the 63X objective and a framerate of 
one second on the Zeiss inverted microscope. 
 
Imaging rosette formation 
Quantifying the movement of both defects and individual cells during the process of rosette 
formation (Fig. 4d-f, Extended Data Fig. 10, Supplementary Movie 9) was exceptionally 
challenging, as it required imaging the monolayer at high spatial resolution (63X 
magnification, two frames per minute) at precisely the time and place that rosettes begin to 
form. It was difficult to estimate a priori where rosette formation would occur and thus where 
to place the Zeiss inverted microscope’s relatively small field of view to capture these events. 
To maximize our chances of success, we inoculated multiple ΔpilH-YFP/WT-CFP subsurface 
colonies with 10 µl of culture at a range of different optical densities (OD600) in a 6-well glass-
bottomed plate (175 µm glass thickness, MatTek). We then imaged the monolayer of each 
colony in turn, starting from the colony initiated with the highest starting OD600. As rosettes 
form earlier in colonies inoculated at higher densities, this provided multiple opportunities to 
image the monolayer precisely before rosette formation began. 
Initially, we attempted to take time-lapse images of rosette formation using fluorescent 
confocal microscopy so we could continuously follow how the two strains were distributed 
using their YFP and CFP labels. However, this bleached the cells and adversely affected their 
movement. So instead, we imaged the dynamics of rosette formation using brightfield 
microscopy for a period of one hour. We then immediately switched over to confocal imaging, 
which allowed us to quantify the distribution and orientation of the two different strains within 
the same rosette. 
 
Liquid culture competition assay 
To compare the growth rate of mutants (Extended Data Fig. 5a), we grew the different strains 
in liquid culture and estimated their fitness relative to a WT reference strain by counting CFUs. 
We mixed a CFP labelled WT reference strain with YFP labelled ΔpilH, ΔpilB, and WT test 
strains in a 1:1 ratio. Liquid cultures were started at OD600 = 0.02 and placed in a shaking 
incubator at 23°C, the same temperature used in the subsurface colony experiments. We 
counted the number of YFP and CFP expressing CFUs after t = 0, 210, and 420 mins of 
competition to calculate the relative fitness, w, of the YFP test strain compared to that of the 
CFP control: 
𝑤 =  
ln(𝐶𝑌(𝑡) 𝐶𝑌(0)⁄ )
ln(𝐶𝐶(𝑡) 𝐶𝐶(0)⁄ )
 , (2) 
where 𝐶𝑌(0) and 𝐶𝐶(0) are respectively the numbers of YFP and CFP cells measured at the 
beginning of the competition, and 𝐶𝑌(𝑡) and CC(t) are the numbers of YFP and CFP cells at 
time 𝑡. 
 
Measurement of cell length in liquid cultures 
To measure the lengths of cells in liquid culture (Extended Data Fig. 6a), we combined 
exponentially growing cultures of ΔpilH-YFP and WT-CFP at a 1:1 ratio. These were fixed 
with 3% paraformaldehyde and then diluted in phosphate buffered saline (PBS, Fisher 
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Scientific) in 96-well plates with optical bottoms (Nunc brand, Thermo Scientific). We then 
centrifuged plates to ensure cells lay flat against the optical bottoms of the wells and imaged 
them using brightfield, YFP and CFP channels at 63X magnification. Cell lengths were then 
measured using our FAST software (see below). 
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Analysis of Experimental Data 
Measuring subsurface colony expansion rates 
We developed an image analysis pipeline to measure the characteristics of colonies as they 
spread across the surface. First, we use Fiji, an open source image analysis software39, to 
perform background subtraction and to normalize the local contrast of the tile of brightfield 
images. The resulting images are then stitched together, generating a single image for each 
colony at each timepoint (Supplementary Movie 3). Next, we use a custom Matlab 
(MathWorks) script to identify the leading edge of the colony in the stitched images. Because 
the edge of the colony can undulate (see finger-like protrusions in Supplementary Movie 3), 
we divide the image into ten strips across its width and locate the position of colony edge in 
each by measuring where the image intensity rapidly changes. We then define 𝑟SUB as the 
median of these ten measurements. The colony expansion rate, 
𝑑𝑟SUB
𝑑𝑡
 , is calculated by taking 
the gradient of 𝑟SUB and applying a smoothing filter to reduce high frequency noise. 
 
Defining the “front” and “homeland” 
In the experiments where we competed fluorescently labelled WT and ΔpilH cells in 
subsurface colonies (Fig. 2c-g), we quantified the genotypic composition and cell packing 
fraction in both the “homeland” and the “front”.  
The homeland is defined as the region between 𝑟SUB = -10 µm and -60 µm at 𝑡 = 0 (Fig. 2c, 
Supplementary Movie 4), (i.e., inside the evaporated drop of bacterial culture that was used to 
inoculate the colony). The position of the homeland remains fixed over the course of the 
experiment.  
The front moves as the colony expands and is defined as the region that extends from the 
leading edge of the colony to 50 µm behind the leading edge. To account for undulations in the 
leading edge of the colony, we again subdivided the width of the image into ten strips, which 
can translate independently from one another (Supplementary Movie 4). This allowed us to 
more accurately measure the properties of cells at the periphery of the colony and avoid 
including the virgin agar beyond the leading edge in our automated analyses. 
 
Areal packing fraction measurements 
To quantify how tightly packed cells were in the homeland and front regions, we calculated the 
areal packing fraction, which is defined as the proportion of the two-dimensional surface 
covered by cells. We note that the same number of rod-shaped P. aeruginosa cells can generate 
different areal packing fractions depending on both their orientations relative to the surface and 
if they are piled on top of one another. For example, after the monolayer of a colony becomes 
confluent (i.e. densely packed), the areal packing fraction may plateau even as the total number 
of cells per unit area continues to increase as the rod-shaped cells are realigned perpendicular 
to the surface. 
The process used to calculate packing fraction is outlined in Extended Data Fig. 4: following 
background subtraction and contrast normalization, the brightfield image (Extended Data Fig. 
4a) is segmented into a binary black and white image using a global intensity threshold 
(Extended Data Fig. 4b). This binary image contains dark ridges between densely-packed cells. 
Although useful for isolating individual cells, these ridges inaccurately suggest the existence 
of a space between touching cells. To remove them, morphological closure is next applied to 
the segmented image to generate a more accurate representation of the coverage of cells within 
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the field of view (Extended Data Fig. 4c). The packing fraction is then calculated as the fraction 
of white pixels within this binary “coverage” image.  
 
Strain composition measurements  
To quantify changes of strain composition in both the homeland and front of subsurface 
colonies, we calculated the ΔpilH to total cell ratio (ΔpilH cells/total cells). We begin by 
stitching the tiles of YFP images (showing ΔpilH cells), CFP images (showing WT cells), and 
brightfield images (showing all cells) to form a single continuous image at each time point. 
The brightfield image is then segmented using a global intensity threshold (as during estimation 
of areal packing fraction, Extended Data Fig. 4b), allowing us to distinguish which pixels 
correspond to cells and which pixels correspond to unoccupied space. To discern whether the 
former corresponds to either a ΔpilH or WT cell, we calculate the YFP to CFP intensity ratio 
at each pixel. This helps to reduce the effect of systematic variations in fluorescence intensity 
(e.g., those caused by an uneven excitation field). The median value of the YFP to CFP ratio 
for pixels without cells is then used as a threshold for the pixels containing cells: pixels 
containing cells for which the YFP to CFP ratio is greater than this threshold are assigned as 
belonging to ΔpilH cells and pixels for which the ratio is below this threshold are assigned as 
belonging to WT cells. Our results are always verified by visual inspection; examples of the 
output of this process are shown in Fig. 2g. To calculate “ΔpilH cells/total cells” at each 
timepoint, the total number of pixels assigned to ΔpilH cells is divided by the total number of 
pixels belonging to both the WT and ΔpilH cells. 
Shortly after the monolayer becomes confluent, the monolayer becomes three-dimensional and 
cells start to pile on top of one another. Once this occurs a given pixel in our epifluorescence 
images may contain fluorescence from more than one cell, making it difficult to distinguish the 
distributions of the two strains. Therefore, once the monolayer becomes confluent, we cease 
monitoring the composition of cell populations in the homeland. 
 
Single-cell tracking 
We attempted to use existing software packages to track movement of individual cells within 
the monolayer of our subsurface colony experiments. As a single monolayer image can contain 
more than 10,000 cells, we found existing software packages (designed for tracking objects at 
lower density) were prohibitively slow and/or were incapable of correctly segmenting 
individual cells when they are tightly packed together. Cell segmentation in this context is 
particularly challenging because neighbouring cells are often separated by a very subtle change 
in image intensity.  
To overcome these problems, we developed a new Matlab-based tracking platform named 
FAST (Feature-Assisted Segmenter/Tracker). In brief, FAST uses a standard tracking by 
detection framework40. Firstly, individual cells are isolated from their neighbours using a 
sequence of segmentation routines. Next, we measure the “features” of each cell within each 
frame (including cell position, orientation, morphology, and fluorescence intensity). Finally, 
we use these features to follow individual cells between frames using an algorithm that 
automatically “trains” itself using machine learning to optimize tracking based on the available 
feature information. 
In the segmentation stage, we use brightfield images to identify individual cells in the 
monolayer. Our software uses a combination of automated ridge detection41, topographical 
watershed42 and intensity thresholding to generate black and white binary images of cells that 
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are not connected to one another. Using this binary image as a mask, we then extract each cell’s 
“features” including its position, orientation, length, and width from the original brightfield 
image. 
Tracking is achieved via a two-stage algorithm. In the first stage, a low-fidelity nearest-
neighbour tracking algorithm is used to generate a set of putative links between objects in 
consecutive frames. The subset of links with the smallest corresponding frame-frame object 
displacements is then classified as correct, typically forming around half of the total putative 
links. This subset forms the training dataset. Statistical parameters can now be extracted from 
this collection of links, allowing the robustness of each feature as a marker of object identity 
to be measured. In the second stage of the tracking algorithm, these measurements are used to 
dynamically adjust the weighting of each feature such that unreliable features have a reduced 
weighting compared to more reliable features. Tracking is then repeated, using these 
reweighted features as inputs. This approach allowed us to obtain extremely large tracking 
datasets, for example yielding a total of 161,769 cell trajectories for the WT monolayer. 
We note that, while FAST has primarily been developed for tracking of single cells in dense 
monolayers, its capabilities can also be leveraged for other datasets. For example, FAST can 
also be used to track topological defects through time and space (see next section).  
 
Detection and analysis of topological defects in experiments and the SPR model 
Comets and trefoils occur at singularities in cell orientation. Our automated approach for 
locating these singularities is similar to that described in43: in the first stage, we use the 
OrientationJ plugin for Fiji to measure the local orientation of cells in images using the tensor 
method44. Experimental monolayer images can be run directly through OrientationJ. For 
consistency, we also use the same defect analysis pipeline to analyse the output of our 2D SPR 
model: a timeseries of images are created by drawing rods as grey ellipses on a white 
background. These images are then processed using OrientationJ. To facilitate direct 
comparison between experimental and simulated systems, we set the size of the structure tensor 
window, which defines the spatial scale over which the orientation field is calculated, to a 
length equivalent to two cell/rod widths. This process yields the orientation of cells,   = 
[−𝜋/2, 𝜋/2) at each pixel in the input image (Fig. 3b). 
The location of defects in the orientation fields are detected using a Matlab script that employs 
a discretized version of the standard path integral definition of a topological defect11. The 
topological charge, 𝑛, of each pixel is calculated as: 
𝑛 =  
1
2𝜋
∑[𝜃𝑖 −  𝜃𝑖−1],
9
𝑖=2
(3) 
where 𝜃𝑖 is the cell orientation field at each of the 8 neighbouring pixels, where 𝜃9 =  𝜃1 so 
that the neighbouring pixels form continuous path. By definition, we order θ1, θ2, … θ9 so they 
are ordered sequentially in an anticlockwise direction. This calculation is repeated for each 
pixel in the orientation field, except for those grid points along the edge of the field of view 
that are missing neighbors. Defect cores are detected as positions with non-zero values of n, 
with 𝑛 = +½ at the location of comets, 𝑛 = -½ at the location of trefoils, and n = 0 everywhere 
else. 
Having located the defects, we next determine their orientations. To do this, we first define a 
set of positions 𝒓 that form an approximately circular path 5 pixels from the defect core. We 
then calculate the angle 𝜑(𝒓) from the defect core to each of these positions and compare it to 
21
  
the value of the orientation field 𝜃(𝒓) at that position. The defect orientation is defined to be 
the value of 𝜑(𝒓) at which the difference between 𝜑(𝒓) and 𝜃(𝒓) is smallest45. 
We next use FAST to track the movement of defects using their position, orientation and 
topological charge as “features” (see above). We omit defects from our analyses that are present 
for fewer than five timepoints, as these are less reliable. This analysis yielded a total set of 
1344 trefoil trajectories and 1382 comet trajectories. 
The root mean square displacement (RMSD) of tracked trefoils and comets is calculated using: 
 
𝑅(𝜏) =  √〈(𝑥(t + 𝜏) −  𝑥(t))
2
+  (𝑦(t + 𝜏) −  𝑦(t))
2
〉 . (4) 
 
where 𝜏 is the lag time, (𝑥, 𝑦) is the position of the defect, and 〈∙〉 denotes an ensemble average 
across all times 𝑡 and across all defect trajectories. 
True to its name, pili-based “twitching” motility is jerky and highly unsteady, owing to the 
stochastic retraction and detachment of individual pili7,46. Obtaining a reliable measure of cell 
movement around defects thus required averaging of data across a large number of defects and 
cell trajectories so that the stochastic component of each cell’s movement was averaged out. 
To accomplish this, we first tracked the movement of defects and cells independently from one 
another. Next, we transformed the coordinate system of each cell trajectory so that its origin 
and orientation was measured relative to the centre and orientation of a nearby defect. This 
allowed us to combine cell trajectories collected from around a large number of comet and 
trefoil defects. After the cell trajectories were aligned within one another in the same reference 
frame, we averaged the cell velocity in a two-dimensional array of bins. The size of each bin 
was 3.2 µm × 3.2 µm. All velocity measurements were made with respect to the laboratory 
reference frame, not the reference frame of the defect. 
We calculate the flowfield around defects in the SPR model in the same way as for the 
experiments, though cell trajectories are obtained directly from the model output, rather than 
from the FAST tracking software. To facilitate direct comparison between the non-dimensional 
SPR model and experiments, we normalized the flowfields around defects by dividing them by 
average speed of all cells within the simulation or field of view, respectively. 
 
PIV analysis of collective motility during rosette development 
Following the movement of individual cells during rosette formation was exceedingly difficult 
once they had reoriented perpendicular to the surface. Instead, we characterized the collective 
movement of cells during rosette formation using particle image velocimetry (PIV). This 
technique measures cell movement at a more coarse-grained level than single-cell tracking and 
does not require the segmentation of individual cells. 
We performed PIV analysis on the timeseries of 63X magnification images recorded during 
rosette formation. Images were pre-processed using contrast normalization and manually 
stabilized to remove thermally-induced drift in the xy-plane. The resulting images were 
analysed using PIVlab, an open-source Matlab-based software47. We filtered our results using 
PIVlab’s built-in tools to remove spurious measurements. Specifically, velocity vectors that 
exceeded 0.6 μm min-1 were removed and replaced with velocities interpolated from 
surrounding neighbours, which helped to reduce noise. The resulting measurements of 
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instantaneous velocity were then averaged over the entire one-hour period to obtain the mean 
movement of cells during the entire process of rosette formation (Fig. 4e, Extended Data Fig. 
10). 
Modelling 
Motivation for individual-based modelling approach 
Nematic systems have been modelled with a variety of different individual-based and 
continuum techniques48–50. When choosing which modelling framework to use to investigate 
our experimental system, we considered the following factors: 
• First, we need a modelling framework that can capture cells in both the fully two-
dimensional configuration that occurs at the beginning of our experiments, and during 
rosette formation where cells rotate out of the plane.  
• Second, the cells in our experiment propel themselves using pili, which attach to a 
surface and retract to pull the body along8. This form of motility is intrinsically different 
to swimming motility, where cells propel themselves by exerting a force upon the fluid 
that is then balanced by hydrodynamic drag51. Hydrodynamic screening imposed by the 
nearby no-slip surface will render our experimental system “dry”18,49,52, i.e. the 
hydrodynamic flow fields generated by cells are negligible and neighbouring cells align 
with each other purely via steric interactions.  
• Third, rod-shaped P. aeruginosa cells are rigid. Unlike some bacterial species, whose 
bodies are flexible (e.g. Myxococcus xanthus53), P. aeruginosa cells maintain their 
straight morphologies even when packed together (Supplementary Movie 5).  
• Fourth, we observe that isolated ΔpilH and WT cells move at different speeds 
(Extended Data Fig. 3b) and have slightly different aspect ratios (see Supplementary 
Notes, Extended Data Fig. S6a). We therefore require a model that allows cells with 
these differing properties to be mixed together in a single simulation. 
With these considerations in mind, we decided that an individual based, Self-Propelled Rod 
(SPR) model18,54 would allow us to best capture the processes occurring in our experiments. 
This approach models each cell as a rigid chain of Yukawa segments, with segments of 
different rods repelling one another with a Coulomb-like point potential. This repulsive 
interaction prevents rods from overlapping, simulating the steric interactions that occur 
between neighbouring cells. Varying the number of Yukawa segments in each rod allows us to 
simulate cells with different aspect ratios, whilst varying the propulsive force exerted by each 
rod allows us to simulate cells that move at different speeds.  
 
Self-propelled rod (SPR) models 
We initially implemented a version of the SPR model in which the orientation of rods was 
confined to a two-dimensional plane. This allowed us to simulate monolayers of cells prior to 
rosette development and facilitated direct comparison with a two-dimensional continuum 
model of active nematics (see section titled “Continuum model of active nematics”). To 
simulate the rosette formation, we subsequently extended our SPR model to allow rods to rotate 
out of the plane (see section titled “A three-dimensional SPR model to simulate rosette 
development”). 
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Two-dimensional SPR model 
Model Formulation 
Following the governing equations presented in54, we modelled cells as rigid rods composed 
of a fixed number of equally spaced Yukawa segments. Each rod is denoted by the index 𝛼. A 
rod’s centroid is given by 𝒓𝛼 = (𝑥𝛼, 𝑦𝛼) and its orientation is given by the unit vector, ?̂?𝛼, 
which, when rods are confined to two dimensions, can be described by a single angle, 𝜃𝛼. We 
define 𝑙𝛼 as the length of 𝛼, 𝑛𝛼 as the number of Yukawa segments in 𝛼, and 𝜆 as the screening 
length, the characteristic length scale over which the repulsive interaction between two 
segments decays. The characteristic aspect ratio of rod 𝛼 is then given by 𝑎𝛼 = 𝑙𝛼 𝜆⁄ . 
The interaction potential, 𝑈𝛼𝛽, between two rods (denoted by subscripts 𝛼 and 𝛽 respectively) 
is the sum of the interaction between each of their respective Yukawa segments: 
𝑈𝛼𝛽 =
𝑈0
𝑛𝛼𝑛𝛽
∑ ∑
𝑒
−𝑟𝛼𝛽
𝑖𝑗
𝜆
⁄
𝑟𝛼𝛽
𝑖𝑗
𝑛𝛽
𝑗=1
𝑛𝛼
𝑖=1
, (5) 
where 𝑟𝛼𝛽
𝑖𝑗 = ((𝑥α
𝑖 − 𝑥β
𝑗)
2
+ (𝑦α
𝑖 − 𝑦β
𝑗)
2
)
1
2
, is the Euclidian distance between the segments 𝑖 
and 𝑗 in rods 𝛼 and 𝛽 respectively, and U0 is the potential amplitude. The total interaction 
potential for each rod, 𝑈𝛼, is then equal to the sum of all of the interactions between 𝛼 and all 
of the other rods in the simulation. 
The equations of motion that describe the translation and rotation of each rod, are respectively: 
𝒇𝑇 ∙
𝜕𝒓𝛼
𝜕𝑡
=  −
𝜕𝑈𝛼
𝜕𝒓𝛼
+ 𝐹?̂?𝛼, (6𝑎) 
𝑓𝜃
𝜕𝜃𝛼
𝜕𝑡
=  −
𝜕𝑈𝛼
𝜕𝜃𝛼
, (6𝑏) 
where 𝒇𝑇 is the translational friction tensor, 𝑓𝜃 is the rotational friction constant and 𝐹 is the 
size of the force exerted by a rod along its axis. We use the formulation presented in54 to 
calculate 𝒇𝑇 and 𝑓𝜃, which are in turn a function of the rod aspect ratio, 𝑎𝛼, and the Stokesian 
friction coefficient, 𝑓0.  
 
Simulations 
Our SPR model was implemented in Matlab. Following the approach of18 we set λ = 1, F = 1 
and 𝑓0 = 1. The dynamics of this SPR model has previously been shown to only weakly depend 
upon the potential amplitude 𝑈0, provided its value is sufficiently large to prevent rod-rod 
crossing. We used 𝑈0 = 250, which falls within this range
18. Our simulations were initialized 
with all rods in uniformly spaced rows and with their orientations aligned with the y-axis. Each 
rod was randomly assigned a movement direction (i.e. half of the rods exerted a force along +y 
and half along −y). After an initial transient, this arrangement of rods quickly gives rise to a 
system that exhibits local nematic ordering that is directed in random directions. We ensured 
that all simulations reached a statistical steady state before using their output in our analyses. 
We calculate the packing fraction of rods, 𝜌, in our simulations as the total area of all rods 
divided by area of the computational domain. In keeping with previous studies18,54, we model 
the rods as stadia (i.e. as rectangles with semi-circular caps on either end) of length 𝑙𝛼 and 
width 𝜆. This yields: 
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𝜌 =  
1
𝐴
∑ [𝜆(𝑙𝛼 − 𝜆) +  
𝜋𝜆2
4
]
𝑁
𝛼=1
, (7) 
where N is the number of rods (103 < N < 104) and A is the total area of the computational 
domain. Our simulations correspond to 𝜌 = 0.25, which for 𝐹 = 1 produced collective behavior 
similar to that which was observed in the WT monolayer. We note that the characteristic length 
scale of repulsion of the Yukawa segments, 𝜆, is an approximation of rod “width”, so a domain 
containing a very tightly packed assemblage of rods could potentially yield 𝜌 > 1. 
We integrated the governing equations using the midpoint method and periodic boundary 
conditions. The timestep used (∆𝑡 = 0.2) provided numerically stable results for all sets of 
simulation parameters tested. To ensure that our results were independent of the size of our 
domain, we fixed the system density at 𝜌 = 0.25 and varied the number of rods, N. We found 
the rod speed and verticalization were independent of the number of rods in our simulation 
provided that N > 103. 
 
Simulating the flow around topological defects using the 2D SPR model 
We used our two-dimensional SPR model to predict the flow of cells around comets and trefoils 
(Fig. 3d). We set N = 5000 and chose an aspect ratio a = 4 to match the morphology of WT 
cells in high-density monolayers (Extended Data Fig. 6a). To ensure that the experiments and 
simulations were analysed in the same way, we used the simulations to generate an image of 
rod positions at each timepoint and then used OrientationJ to detect topological defects. 
However, we obtained rod trajectories directly from the simulation output, rather than via cell 
tracking software. To compare our experiments with simulations, we normalized the 
dimensions of the former by cell width and the latter by λ, similar to previous studies18.  
 
Three-dimensional SPR model 
Simulation of rosette formation required that the SPR model be extended into the third 
dimension to allow rods to reorient vertically. To achieve this, we introduce two new variables 
into our model: firstly, we add the coordinate 𝒓𝛼 = (𝑥𝛼 , 𝑦𝛼 , 𝑧𝛼) to our representation of the rod 
centroid 𝒓𝛼. Secondly, we allow rods to alter their angle 𝜙𝛼 relative to the xy-plane. 
To define the equation of motion for 𝜙𝛼, we begin by calculating the torque about the centroid 
of rod 𝛼 that acts to rotate it out of the xy-plane. This torque is generated by steric interactions 
with surrounding rods and is proportional to the potential gradient −
𝜕𝑈𝛼
𝜕𝜙𝛼
. Note that this is 
equivalent to the term −
𝜕𝑈𝛼
𝜕𝜃𝛼
 in equation 6b, which similarly drives the rotation of rods in the 
xy-plane.  
To rotate out of plane, cells must overcome the stabilizing effect of the adhesive secretions that 
act to glue cells to the surfaces (i.e., extracellular polymeric secretions55). In the subsurface 
assay the overlaying agar also acts to keep the long axis of cells flat against the glass surface29. 
To simulate the resistance to rotation exerted by both cell secretions and agar, we incorporate 
a physically-based stabilizing torque into our three-dimensional model that acts to keep rods 
flat against the surface.  
Both polymeric secretions and agar have been shown to generate a linearly elastic restoring 
force when they are deformed on length scales equivalent to that of bacterial cells56,57. To 
simulate the influence of this elastic response on the dynamics of 𝜙𝛼, we assume that the 
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substrate generates a force proportional to the upwards displacement of the tilting rod. This 
will generate a restoring force equal to 𝑘𝑙𝛼 sin 𝜙𝛼 at the rod’s tip, where 𝑘 is the elastic modulus 
of the substrate. Transforming this into a torque acting on the centroid of rod 𝛼 and adding the 
torque imposed by the surrounding rods, we arrive at the final equations of motion for the rod, 
𝛼: 
𝒇𝑇 ∙
𝜕𝒓𝛼
𝜕𝑡
=  −
𝜕𝑈𝛼
𝜕𝒓𝛼
+ 𝐹?̂?𝛼, (8𝑎) 
𝑓𝜃
𝜕𝜃𝛼
𝜕𝑡
=  −
𝜕𝑈𝛼
𝜕𝜃𝛼
, (8𝑏) 
𝑓𝜙
𝜕𝜙𝛼
𝜕𝑡
=  −
𝜕𝑈𝛼
𝜕𝜙𝛼
+
𝑘𝑙𝛼
2
2
cos 𝜙𝛼 sin 𝜙𝛼 . (8𝑐) 
The friction constant 𝑓𝜙  provides viscous damping for reorientations in the 𝜙𝛼 direction; we 
assume that viscosity is equal in all directions, i.e. that 𝑓𝜙  = 𝑓𝜃. This new model therefore 
contains one new parameter, 𝑘, the elastic modulus of the substrate. In practice, we set 𝑘 = 0.6, 
ensuring the transition to 3D rosette formation occurs over the range of self-propulsion forces 
1 < 𝐹 < 2. Similar behaviors are observed for other values of 𝑘, except the transition occurs 
at other values of 𝐹. Finally, we note our simulations enforced 
𝜕𝑧𝛼
𝜕𝑡
= 0, which allowed the rods 
to tilt out of the xy-plane, but maintained their centroids at z = 0. 
 
3D SPR model of comet collision 
To conceptualize how the collision of +½ defects (comets) gives rise to rosettes, we initialized 
three-dimensional SPR simulations with two comets directed towards one another (Fig. 4a, 
Supplementary Movie 6). Simulations were initialized as a 12 by 12 lattice of evenly spaced 
rods, but in contrast to the other simulations described in this section (where rods were 
randomly initialized along either the +y or -y direction), rod orientations, 𝜃𝛼, were initialized 
using a pre-defined director field consisting of two comet defects pointing at each other (Fig. 
4a). Initial values of 𝜙𝛼  were drawn from a normal distribution with zero mean and a standard 
deviation of 0.5° degrees, which allowed the rods to escape the unstable stationary point at 𝜙𝛼 
= 0 (equation 8c). Simulations with different self-propulsion forces, F, were run using identical 
starting configurations. All rods within a given simulation had the same value of F. 
 
3D SPR simulations initialized with random rod orientations 
To investigate how changes in both cell aspect ratio, a, and force generation, F, affect rosette 
formation in more disordered monolayers, we performed separate simulations at different 
values of F and a (Extended Data Figs. 6b, c, 9, Supplementary Movie 7). All rods in a given 
simulation possessed identical parameters. N = 1600 rods were initialized on a 2D lattice in the 
xy-plane, with a small perturbation to their tilt 𝜙𝛼  as noted in the previous section. This system 
was allowed to evolve for 300 time steps with 
𝜕𝜙𝛼
𝜕𝑡
= 0, which confined the rods’ orientation 
to the xy-plane as they reached a random 2D nematic configuration. We then allowed rods to 
tilt out of plane and simulated the resulting 3D dynamics for another 2000 time steps. Both the 
mean rod speed and mean proportion of rods in a vertical orientation were then calculated over 
the final 500 time steps. While a rod in a perfectly vertical orientation corresponds to 𝜙𝛼
 = 90°, 
in practice the orientation of rods within rosettes fluctuate around this value, so we considered 
a rod to be “vertically oriented” if 𝜙𝛼
 > 85°. Three simulations were performed for each set of 
parameter values tested, randomizing the initial configuration of rods for each repeat. 
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3D SPR simulations to explore the interactions between different genotypes  
To simulate the interaction of two different genotypes that each generate a different propulsive 
force, we performed simulations using a similar methodology to that described in the previous 
section. However, half of the rods propelled themselves with 𝐹1 =  𝐹𝑣 = 1.5 and the other half 
with variable 𝐹2 (Fig. 4b, c). To explore how changes in cell length affects the interaction 
between WT and ΔpilH cells, we also performed simulations where we mixed rods that differ 
in both their force generation and aspect ratio. Half the rods had 𝑎1 = 4 and 𝐹1 =  𝐹𝑣 = 1.5, 
while the other half had 𝑎2 = 5 and exerted a force 𝐹2 that was varied in different simulations 
(Extended Data Fig. 6d, e). 
 
Continuum model of active nematics 
In addition to our SPR model, we also compared our experimental results with an analytical 
prediction of the flow of cells around topological defects using a continuum description of 
active nematics11,12,58–60. We used governing equations to describe the coarse-grained velocity 
𝒖 = (𝑢𝑟 , 𝑢𝜃) and director fields 𝒏 = (𝑛𝑟 , 𝑛𝜃), the latter representing the orientation of bacteria 
relative to the center of a defect with charge, m. We considered both trefoils (m = −1/2) and 
comets (m = +1/2), with each defect occurring at the centre of a circular domain with radius R 
and a no-slip boundary. This confinement models a defect’s interaction with neighbouring 
topological defects, which act to screen the flow field about it. Despite of the polarity of the 
self-propelled bacteria, the use of a nematic director to describe their orientation is motivated 
by the emergence of half-integer, nematic, topological defects in the experiments and in the 
SPR model, which clearly indicate the existence of nematic symmetry within the monolayer. 
The emergence of such a nematic (apolar) symmetry of a system consisting of polar self-
propelled rods is a well-known phenomenon in active matter systems61–63. 
To analytically calculate the flow field we make several simplifying assumptions, following 
the approach used in11. We assume that:  
(i) the size of the defect core, 𝑎, is much smaller than the screening length scale, 𝑅, and that 
we can therefore neglect variations in the magnitude of the orientational order, (i.e., how 
strongly the cells are aligned at each point). In reality, the orientational order is zero at the 
defect core and continuously increases to a finite value, which depends on the thermodynamic 
properties of the system. Assuming that orientational order around a defect has a uniform 
magnitude, we can write the director field as: 
𝒏 = (𝑛𝑟 , 𝑛𝜃) = (cos[(𝑚 − 1)𝜃], sin[(𝑚 − 1)𝜃]), (9) 
where m is −1/2 or +1/2. 
(ii) We further assume that at steady state the flow field does not alter the director configuration 
around a defect, so that a separate equation for the evolution of 𝒏 is not required.  
(iii) Finally, we assume that the active stresses generated by bacteria dominate over passive 
elastic stresses that arise due to the orientational deformations around the defect. With this 
assumption, we can write the Stokes equation simply as a balance of the active force generation 
and the viscous dissipation 
0 = −𝜵𝑝 + 𝜂𝜵2𝒖 − 𝜁𝜵 ∙ (𝒏𝒏𝑇 −
𝐼
2
) , (10) 
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where 𝑝 is the pressure, 𝜂 is the viscosity, and 𝜁 is the activity coefficient. The direction of 
flows around defects in our experiments (Fig. 3d) imply that the activity, 𝜁, is positive, i.e. that 
our system is extensile. The last term on the right hand side represents the active forces 
generated by the bacteria and is obtained by coarse-graining the equal and opposite forces 
arising from self-propulsion and the resistance exerted by the substrate58,63,64. Using the form 
of the director around topological defects from Eq. (9), Eq. (10) can be solved in terms of 
Green’s functions, to yield the velocity field around positive half-integer defects (comets): 
𝑢𝑟
𝑐𝑜𝑚𝑒𝑡 = (
𝜁𝑅
12𝜂
−
𝜁
6𝜂
𝑟 +
𝜁
12𝜂𝑅
𝑟2) cos[𝜃] , (11𝑎) 
𝑢𝜃
𝑐𝑜𝑚𝑒𝑡 = (−
𝜁𝑅
12𝜂
+
𝜁
4𝜂
𝑟 −
𝜁
4𝜂𝑅
𝑟2) sin[𝜃] , (11𝑏) 
whilst for negative half-integer defects (trefoils) we have: 
𝑢𝑟
𝑡𝑟𝑒𝑓𝑜𝑖𝑙 = (−
𝜁
10𝜂
𝑟 +
3𝜁
20𝜂𝑅
𝑟2 −
𝜁
20𝜂𝑅3
𝑟4) cos[3𝜃] , (12𝑎) 
𝑢𝜃
𝑡𝑟𝑒𝑓𝑜𝑖𝑙 = (
𝜁
15𝜂
𝑟 −
3𝜁
20𝜂𝑅
𝑟2 +
𝜁
12𝜂𝑅3
𝑟4) sin [3𝜃] . (12𝑏) 
The details of the algebra are the same as11 and therefore are omitted here. 
 
Data availability 
Data that support the findings of this study can be accessed at 
https://doi.org/10.15131/shef.data.12735251.v1.  
Code availability 
The FAST cell tracking package can be accessed at https://doi.org/10.5281/zenodo.3630641, 
with extensive documentation on its use and functionality available at 
https://mackdurham.group.shef.ac.uk/FAST_DokuWiki/dokuwiki. The Defector defect 
detection package is available at https://doi.org/10.5281/zenodo.3974873, while the colEDGE 
colony composition package can be accessed at https://doi.org/10.5281/zenodo.3974875. 
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Extended Data Fig. 1 | Flagella do not drive the expansion of subsurface colonies. a, b, 
Measurements of the colony radius, 𝒓𝐒𝐔𝐁, and colony expansion rate, 
𝒅𝒓𝐒𝐔𝐁
𝒅𝒕
, for both the 
flagellated wild-type (WT) and a non-flagellated mutant (∆flgK) strain. These experiments 
indicate that flagella actually hinder colony expansion. We speculate this is because flagella 
actively stick to surfaces21, increasing the cells’ resistance to movement. Shaded regions 
indicate the standard deviation about the mean for three separate experiments. 
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Extended Data Fig. 2 | Cells exhibit similar orientations in surficial and sub-surface 
colonies. Both surficial and subsurface colonies of YFP labelled WT cells were grown for 24 
h at room temperature and then imaged using confocal microscopy (Methods). Both 
subsurficial (upper row) and surficial (lower row) colonies have a “monolayer” of cells lying 
flat against the surface at their periphery, a “dense” region where most cells are vertically 
standing up on end at their centre, and a “transition” region where some cells are standing up 
between the colony edge and centre (Fig. 1b-d). We note that subsurface colony images shown 
here are the same as those presented in Fig. 1d, but are reproduced here to facilitate direct 
comparison. 
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Extended Data Fig. 3 | ∆pilH cells move faster than WT cells. Cells in the monolayer of 
∆pilH colonies move faster than those in WT colonies (Fig. 1g, reproduced in a). However, 
∆pilH monolayers are also observed to have a smaller packing fraction than WT monolayers 
(a, inset). To test if the variation in cell density could confound our analyses, we also performed 
a separate experiment in which ∆pilH and WT cells were mixed together at low density. 
Separate fluorescent markers were used to distinguish strains (b, inset). This confirmed that 
∆pilH cells move more quickly than WT cells when the two are at equal density (p < 10-17, 
Mann-Whitney U test). All experiments shown were performed using the subsurface assay. 
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Extended Data Fig. 4 | Automated calculation of areal packing fraction of cells in 
subsurface colonies. A brightfield image (a, preprocessed as described in Methods) is first 
converted into a black and white binary image using a global intensity threshold (b). Next, we 
use morphological closure to remove the boundaries between cells that are touching one 
another, allowing us to identify the areas where cells fully cover the surface (c). The packing 
fraction is then calculated as the proportion of white pixels in the resulting “coverage” image 
(in this case, 0.60). See Methods for additional details. 
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Extended Data Fig. 5 | ∆pilH cells do not adhere to one another, and do not grow more 
slowly than WT cells. a, Relative fitness of three YFP labelled test strains (WT, ∆pilH and 
∆pilB) compared to a CFP labelled WT reference strain co-cultured in liquid culture. The 
relative fitness of each test strain was not significantly different from 1 at either 3.5 or 7 h post-
inoculation (p > 0.05, one sample t-test, n = 3, Methods). Error bars indicate standard deviation 
of 3 replicates. b, We measured the mean speed of previously solitary ∆pilH cells as they came 
into contact with one another (light orange line, n = 41) and the mean speed of ∆pilH cells 
already in contact with one another as they moved apart (dark orange, n = 47). If cells actively 
adhered to each other, we would expect them to slow down after contacting one another and 
increase their speed after moving away from one another (Supplementary Notes). We find that 
cell speed peaks at t = 0, which corresponds to the time point at which cells either make or 
break contact. However, in both cases we observed that there was no appreciable change in cell 
speed after either event, indicating that ∆pilH cells do not adhere to each other. 
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Extended Data Fig. 6 | ∆pilH cells are longer than WT cells, which stabilizes them against 
verticalization but increases their representation in rosettes when mixed with a shorter 
genotype. a, Boxplots of lengths of WT (black) and ∆pilH (orange) cells mixed together in a 
high-density subsurface colony (“Monolayer”, WT n = 223, ∆pilH n = 218), a low-density 
subsurface colony (“Low-density”, WT n = 114, ∆pilH n = 84), and in liquid culture at 
exponential phase (“Liquid”, WT n = 60, ∆pilH n = 34) (Methods). The ∆pilH cells were 
significantly longer than WT cells in all three environments (* = p < 10-3, ** = p < 10-10, Mann-
Whitney U test). Boxplots indicate median (central white rings), interquartile range (box 
limits), 1.5x interquartile range (whiskers) and outliers (individual circles). b, Average rod 
speed at steady state in 3D SPR monolayer simulations for rods with different propulsive 
forces, F, and rod aspect ratio, a. All rods in a given simulation are identical to one another. c, 
Proportion of rods oriented vertically at the end of simulations shown in b. d, Steady state 
velocity and verticalization measurements for simulations in which a “mutant” population of 
rods that are propelled by a variable force F2 and with a fixed aspect ratio 𝒂𝟐 = 𝟓 interacts 
with a “wild-type” population with F1 = Fv = 1.5 (fixed), 𝒂𝟏 = 𝟒 (fixed). These simulations 
are similar to the ones shown in Fig. 4b, except the two populations of rods also have different 
aspect ratios. Error bars in b-d indicate the standard deviation of three separate simulations, 
each with a different random initial configuration. e, A rosette spontaneously generated in co-
culture simulation with parameters 𝑭𝟏 = 𝑭𝒗 = 𝟏. 𝟓, 𝒂𝟏 = 𝟒, 𝑭𝟐 = 𝟓 and 𝒂𝟐 = 𝟓 illustrates 
how the longer length of the mutant enhances its representation in rosettes (compare with Fig. 
4c and see Supplementary Notes). 
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Extended Data Fig. 7 | Fluorescent labelling does not impact the ability of P. aeruginosa 
strains to compete in colonies. The leading edge of six different subsurface colonies 
inoculated with equal fractions of CFP-labelled and unlabelled strains (left), YFP-labelled and 
unlabelled strains (middle), and CFP-labelled and YFP-labelled strains (right) after 16 h of 
incubation at room temperature. WT and ∆pilH colonies are shown on the upper and lower 
rows respectively. In all six colonies, near equal proportions of each cell type are present at the 
colony’s leading edge indicating that expression of a fluorescent label has a negligible impact 
on each strain’s competitive ability. Unlabelled strains are imaged using brightfield and appear 
grey. 
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Extended Data Fig. 8 | Automated analysis of defects reveals differences between the 
collective motility of WT and ∆pilH monolayers. a, We used automated defect detection to 
count the number of comets/trefoils and normalized these by the area of the field of view 
(Methods). Averaging over time, we found that WT monolayers contain 79% more defects than 
∆pilH monolayers. Fluctuations in the number of comet and trefoils closely follow one another, 
as predicted by nematic theory which requires that the total topological charge of the system 
must remain fixed10. b, This relationship was quantified further by calculating the normalized 
cross-correlation between comet and trefoil density. The maximum cross-correlation occurs at 
a lag time of zero for both strains, indicating that comet/trefoil pairs are created and annihilated 
instantaneously. This matches predictions made by previous SPR simulations50. c, Timeseries 
of ∆pilH and WT monolayers were processed to obtain measurements of the average flow of 
cells around comets and trefoils as for Fig. 3d. While the same characteristic flow structures 
were observed in both strains, we observed that the magnitude of the flow velocity was larger 
for the ∆pilH monolayer. This is consistent with ∆pilH monolayers having a larger activity 
than WT monolayers11. 
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Extended Data Fig. 9 | Rods that propel themselves with larger forces are more likely to 
become vertically oriented, which disrupts collective movement. a, Measurements of the 
average rod speed as a function of time in three different simulations, each of which contains 
a uniform population of N = 1600 rods with an aspect ratio of a = 4 and a self-propulsive force, 
F. Although rods with F = 1.5 collectively move faster than rods with F = 0.5, increasing the 
propulsive force to F = 3 causes collective speed to sharply decline over time. b, Snapshots of 
simulations shown in a at steady state. Rods are color-coded by their orientation with respect 
to the surface, ϕ, such that rods lying flat against the surface are shown in red, while those 
orthogonal to the surface are shown in blue. Rods with larger F are more likely to stand on end, 
disrupting their capacity to move. c, We then performed independent simulations for different 
values of F and plotted the average rod speed and proportion of rods oriented orthogonal to the 
surface at steady-state (Methods). This shows that the mean speed of the collective peaks at 
intermediate F, with larger values of F causing rods to become vertically oriented. We denote 
the force that generates the maximum mean rod speed as Fv. Values of F for simulations shown 
in a and b are denoted by coloured arrows. Our results show that out of plane cell rotation 
places an upper limit on how much propulsive force can be exerted within collectives. Lines 
and error bars show the mean and standard deviation of three simulations with different 
(random) initial conditions.  
40
  
 
Extended Data Fig. 10 | Rosettes drive points of convergent flow in a mixed WT/∆pilH 
subsurface colony. We used particle image velocimetry (PIV) to quantify the movement of 
cells across the two-dimensional coverslip over a period of 60 mins. This plot shows the 
streamlines and divergence of the temporally averaged velocity field. Stars denote locations 
where rosettes were observed to form. Regions where the divergence is negative indicate 
positions where cells locally accumulate. The region used for generating the first part of 
Supplementary Movie 9 and Fig. 4d-f is indicated with a black dashed box, the region used for 
the second part of Supplementary Movie 9 with a white dashed box.  
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 Supplementary Notes 
Our experimental observations and modelling suggest that the increased force generated by 
ΔpilH cells causes them to become preferentially trapped in rosettes, which impairs their ability 
to spread (Fig. 4, Extended Data Figs. 9-10, Supplementary Movies 6-9). However, to rule out 
other possible mechanisms we performed a number of additional analyses. Specifically, we 
tested the following three alternative hypotheses: 
1. ΔpilH cells grow more slowly than WT cells. 
2. ΔpilH cells adhere to one another more strongly than WT cells. 
3. The larger aspect ratio of ΔpilH cells disrupts their ability to spread. 
Below, we discuss each of these hypotheses in turn. 
 
1: Growth rate 
Individual ΔpilH cells move more quickly than individual WT cells (Fig. 1g, Extended Data 
Fig. 3), likely because they express a larger number of pili on their surface20,65. ΔpilH cells 
exhibit increased levels of 3',5'-cyclic adenosine monophosphate (cAMP)66, which is a 
secondary messenger known to increase pilus production, in addition to affecting a large 
number of other cellular processes66,67. Thus, it is plausible that ΔpilH cells could grow more 
slowly than WT cells. To investigate this possibility, we competed YFP-labelled ΔpilH, ΔpilB 
and WT cells with a CFP-labelled WT reference strain in liquid culture. While ΔpilH cells are 
hyperpilated compared to WT cells, ΔpilB cells lack pili on their surface20. In addition, we used 
the competition between the two differently labelled WT strains as a negative control. We 
counted the number of CFUs after 0, 3.5, and 7 h of incubation (Methods), allowing us to 
resolve the fitness of the YFP-labelled test strains relative to the WT reference strain over the 
same timescales as used in our subsurface colony assays (Extended Data Fig. 5a). Our results 
indicate that deletion of either pilH or pilB has no detectable impact on growth rate (p > 0.05, 
one-sample t-test, n = 3, Methods). 
While ΔpilH cells did not have a growth rate defect in liquid culture, bacterial cells are exposed 
to different environmental conditions in colonies, which can affect gene expression67,68. In 
principle, this could mean that ΔpilH cells have a growth defect that manifests itself only in 
surface-based environments. However, the change to the intrinsic growth rate caused by the 
deletion of pilH is difficult to measure by scraping and enumerating whole colonies, as growth 
rate is confounded by the differential ability of cells to expand into new territory and acquire 
new resources (Fig. 2a, b). In order to show that differential growth alone cannot explain the 
slower expansion of ΔpilH cells, we estimated the growth rates required to produce the 
experimentally observed changes in the frequency of ΔpilH cells (Fig. 2f) assuming the two 
strains had an identical capacity to migrate. 
We used a model of exponential growth to interpret our experimental data, using the same 
formalism used to describe population dynamics in chemostats69. We analysed the front and 
homeland as separate control volumes, assuming ΔpilH and WT cells grow at a constant rate 
given by 𝜇𝐻 and 𝜇𝑊, respectively. To see if only the difference in growth rate can explain the 
difference in expansion, we furthermore assumed that the migration of both strains was 
equivalent so they exit the control volume at a rate, 𝐷, that is equal for both strains. We can 
then model 𝑋𝐻(𝑡) and 𝑋𝑊(𝑡), the number of ΔpilH and WT cells respectively within the control 
volume, as: 
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 𝑑𝑋𝑊(𝑡)
𝑑𝑡
=  𝑋𝑊(𝜇𝑊 − 𝐷), (13𝑎) 
𝑑𝑋𝐻(𝑡)
𝑑𝑡
=  𝑋𝐻(𝜇𝐻 − 𝐷). (13𝑏) 
Integrating with respect to time, t, yields: 
𝑋𝑊(𝑡) =  𝑋𝑊(𝑡0)𝑒
(𝑡−𝑡0)(𝜇𝑊−𝐷), (14𝑎) 
𝑋𝐻(𝑡) =  𝑋𝐻(𝑡0)𝑒
(𝑡−𝑡0)(𝜇𝐻−𝐷), (14𝑏) 
where 𝑡0 is some reference time. We can now write the fraction of ΔpilH cells, 𝑓𝐻(𝑡), as the 
size of the ΔpilH population divided by the total population size: 
𝑓𝐻(𝑡) =  
𝑋𝐻(𝑡0) 𝑒
𝜇𝐻(𝑡−𝑡0)𝑒−𝐷(𝑡−𝑡0)
𝑋𝐻(𝑡0) 𝑒𝜇𝐻
(𝑡−𝑡0)𝑒−𝐷(𝑡−𝑡0) + 𝑋𝑊(𝑡0) 𝑒𝜇𝑊
(𝑡−𝑡0)𝑒−𝐷(𝑡−𝑡0)
=
𝑋𝐻(𝑡0) 𝑒
𝜇𝐻(𝑡−𝑡0)
𝑋𝐻(𝑡0) 𝑒𝜇𝐻
(𝑡−𝑡0) +  𝑋𝑊(𝑡0) 𝑒𝜇𝑊
(𝑡−𝑡0)
. (15)
 
Note that the 𝑓𝐻(𝑡) does not depend on 𝐷. We plot 𝑓𝐻(𝑡) in Fig. 2f for both the homeland and 
front regions of mixed WT/ΔpilH subsurface colonies. 
Equation 15 can be rearranged to give the growth rate of the ΔpilH mutant in terms of the 
growth rate of the WT: 
𝜇𝐻 =  
1
(𝑡 −  𝑡0)
ln (
𝑓𝐻(𝑡)(1 − 𝑓𝐻(𝑡0))
𝑓𝐻(𝑡0)(1 − 𝑓𝐻(𝑡))
2(𝑡 − 𝑡0) 𝑡w⁄ ) , (16) 
where 𝑡𝑤 =
ln(2)
𝜇𝑊
 is the doubling time of WT cells. To fit this model to the “front” dataset in 
Fig. 2f, we considered the period from 𝑡0 = 200 min to 𝑡 = 400 min where 𝑓𝐻(𝑡) fell from 0.88 
to 0.11 (Fig. 2f). For the purposes of this calculation, we assumed 𝑡𝑤 = 50 min (𝜇𝑊 = 0.0139 
min-1), which was the doubling time of WT cells growing in liquid culture at the same 
temperature (Extended Data Fig. 5a). Substituting these values into (16) yields 𝜇𝐻 = -0.0072 
min-1. This negative growth rate suggests the sharp decline in the fraction of ΔpilH at the front 
(Fig. 2f) cannot be explained purely by a difference in growth rate. We note that growth of WT 
cells in subsurface colonies is likely to be even slower than that observed in our liquid cultures, 
owing to nutrient competition between the densely packed cells. However, any increase in 𝑡𝑤 
(the doubling time of the WT) will result in an even more negative value of 𝜇𝐻, which makes 
our calculation conservative. In conclusion, this analysis suggests that assuming an identical 
migration rate for the two strains is not correct, which is supported by observations that ΔpilH 
cells become preferentially trapped in rosettes at the same time their representation at the front 
decreases (Supplementary Movie 8). 
In contrast to the front, 𝑓𝐻 gradually decreases in the homeland region. Considering that the 
decrease from 𝑓𝐻 = 0.62 at 𝑡0 = 0 to 𝑓𝐻 = 0.46 at t = 200 min (Fig. 2f) and using the same WT  
growth rate estimate as above (𝜇𝑊 = 0.0139 min
-1, 𝑡𝑤 = 50 min), we estimate the growth rate 
of ΔpilH cells to be 𝜇𝐻 = 0.0108 min
-1 (equivalent to a doubling time of 𝑡𝐻 = 64 min). This 
suggests that in contrast to the front, the decrease in the fraction of ΔpilH cells in the homeland 
could potentially be explained by a difference in intrinsic growth rate. However, this analysis 
likely underestimates growth rate of ΔpilH cells for two reasons. Firstly, we observe that the 
increased motility of ΔpilH cells causes them to preferentially migrate out of the homeland and 
accumulate in the leading edge of the colonies (Fig. 2f, g). This differential motility reduces 
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 the number of ΔpilH cells in the homeland during this period, a process which is not taken into 
account in our growth rate analysis. Secondly, ΔpilH cells’ increased propensity to form 
rosettes results in cells being imaged from the end-on rather than in profile. Vertically oriented 
cells appear as small circles in our images, in comparison to horizontally oriented cells where 
the entire cell length is observed. As we estimate the fraction of each cell type using pixel-
based measurements (Methods), rosette formation by ΔpilH cells in the homeland will act to 
reduce our estimate of 𝑓𝐻. We note that even without correcting for these two effects the 
measured growth rate difference between WT and ΔpilH cells in the homeland is insufficient 
to explain the rapid collapse of the ΔpilH population within the front. Taken together, these 
analyses suggest that even if ΔpilH does have a slight growth rate defect in subsurface colonies, 
it cannot explain the extent of the collapse of the ΔpilH population in the front at t = 300 min. 
 
2: Cell-cell adhesion 
Our experiments show that motility driven by Type IV pili greatly enhances the expansion rate 
of P. aeruginosa colonies (Fig. 1e, f, Supplementary Movie 3). However, Type IV pili have 
also been shown to increase cell-cell adhesion in both colonies of Neisseria gonorrhoeae, 
which are composed of spherical cells that expand primarily by cell division, and in rafts of 
swarming P. aeruginosa, which use flagella to collectively swim in a thin film of liquid23,24. 
We therefore tested if intercellular adhesion played a role in the accumulation of ΔpilH cells 
within rosettes. Because ΔpilH cells are hyperpilated, one might expect them to adhere to one 
another more strongly than WT cells, preferentially inhibiting their outwards migration. To 
investigate the role of cell-cell adhesion in our colony assays, we studied the movement of 
ΔpilH cells at low density so that we could resolve the interaction between individual cells.  
We tracked the movement of cells three hours after they were inoculated into a subsurface 
colony. At this stage, cells were highly motile but the majority were spaced far apart from one 
another. We then isolated (i) events where previously separated cells come into contact with 
one another and (ii) events where cells already in contact move away from one another. If cells 
actively adhered to each other, we would expect that cells would both slow down after 
contacting one another and increase their speed after moving away from one another. 
We manually isolated 41 events where a previously isolated cell came into contact with another 
cell and 47 events where two cells already in contact moved apart (Extended Data Fig. 5b). We 
then measured the speed of cells undergoing these events. The timeseries were aligned with 
each another so that the timepoint at which contact was made or broken occurred at t = 0, and 
then averaged the speed of cells undergoing each type of event. 
For both categories of cell movement, we observed a peak in cell speed at t = 0 because 
movement is required for either event to be detected (Extended Data Fig. 5b). Importantly 
however, there was no discernible difference in the speed of cells before and after either event. 
Moreover, the time series from cells making contact and breaking contact with one another are 
indistinguishable, suggesting that cell adhesion is negligible. Visual inspection of individual 
cells also failed to reveal any evidence of aggregation or changes in motility behaviour during 
cell-cell contact. These results suggest that cell-cell adhesion does not play a substantial role 
in the collective movement of ΔpilH cells.  
This finding is consistent with our observation that ΔpilH cells in density packed collectives 
move faster than solitary ones (Extended Data Fig. 3), indicating that the hyperpilation of ΔpilH 
cells enhances collective motility rather than stifling it through enhanced cell-cell adhesion. 
Moreover, our experiments indicate defect collision drives an inward migration of cells towards 
points that ultimately form rosettes (Fig. 4d-f, Supplementary Movie 9), suggesting that rosette 
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 formation involves active motility rather than passive aggregation driven by increased 
adhesion. 
 
3: Aspect ratio 
We observed that ΔpilH cells appeared to be somewhat longer than WT cells when each were 
in monoculture (e.g. Supplementary Movie 5). To verify this, we imaged both genotypes when 
mixed together in a single monolayer, ensuring that both experienced the same environmental 
conditions. We used scanning laser confocal fluorescence microscopy to identify the 
differently labelled genotypes and measured the size of cells by fitting them with ellipses. This 
analysis confirmed our initial observation: ΔpilH cells had an average length of 3.64 μm (n = 
217), whereas WT cells had an average length of 3.12 μm (n = 223). The difference in measured 
cell length was significant (p < 10-10, Mann-Whitney U test). Similar findings were observed 
for (i) solitary cells at low density in the subsurface assay and (ii) in liquid cultures growing at 
exponential phase (Extended Data Fig. 6a). Taken together, these analyses show that ΔpilH 
cells are longer than WT cells across a wide range of conditions. While the mechanisms 
involved are not known, we speculate the enhanced cAMP concentrations found in ΔpilH 
cells66 may play a role. 
Cell length has been observed to impact collective behaviours that arise from both passive 
growth70 and active motility71 in colonies of rod shaped bacteria. To understand how the 
differences in cell length impact rosette formation we used our 3D SPR model to simulate 
monolayers composed of cells with different aspect ratios (𝑎 = 3.5, 4, and 5), spanning the 
range observed in our experiments (Extended Data Fig. 6a). We varied the force, 𝐹, exerted by 
each of these different rods and quantified both the mean rod speed and fraction of vertical rods 
at steady state (Extended Data Fig. 6b, c). These results show that longer rods have a decreased 
tendency to reorient out of plane for a given F (Extended Data Fig. 6c). Consequently, 
monolayers composed of longer rods can propel themselves with a larger force, F, before they 
begin to buckle out of plane, allowing them to achieve a larger mean speed (Extended Data 
Fig. 6b). Mechanistically, this occurs because rotating a longer cell out of plane requires a 
larger deformation of the elastic materials that act to stabilize horizontal orientation of the cells 
(i.e. the overlaying agar and the polymeric secretions that glue cells to surfaces). We predict 
that the torque required to rotate a cell into a vertical orientation increases with its length 
squared (equation 8), suggesting that small increases in cell length could dramatically stifle 
rosette formation.  
Our analyses therefore indicate that the increased length of ΔpilH cells actually make it harder 
for them to rotate out of plane and form rosettes. Thus, the increased force generated by ΔpilH 
cell causes them to preferentially form rosettes in spite of their longer length. This finding is 
consistent with previous work on non-motile Vibrio cholerae colonies, which also found that 
longer cells are more resistant to verticalization than shorter ones27.  
To confirm that these findings from monoculture simulations could be extended to mixed 
genotype simulations, we performed additional SPR simulations that model the interaction 
between cells with different lengths. To approximate WT and ΔpilH cells, we considered rods 
with an aspect ratio of 𝑎1 = 4 and 𝑎2 = 5, which approximate experimental measurements of 
the WT and ΔpilH, respectively (Extended Data Fig. 6a). In the simulations presented in Fig. 
4b, we quantified the interactions between rods with the same aspect ratio and different F. In 
the simulations presented in Extended Data Fig. 6d, e, we kept the force generated by the “WT 
cells” constant and varied the force generated by the longer “ΔpilH cells” (i.e. “WT cells” have 
fixed aspect ratio 𝑎1 = 4 and self-generated force  𝐹1 = 1.5, whereas “ΔpilH cells” have fixed 
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 𝑎2 = 5 and exert a variable force, 𝐹2). As anticipated from the monoculture simulations, in 
cases that 𝐹2 exceeded 𝐹1 by a small amount the longer rods were able to move faster than the 
shorter rods on average. However, once 𝐹2 increased beyond a critical threshold the longer 
cells were preferentially trapped within rosettes, which reduced their relative mean speed. 
Compared to our simulations where both populations had the same length (𝑎1 = 𝑎2 = 4, Fig. 
4b), we observed that rosette formation was triggered at a larger value of 𝐹2 owing to the 
increased stability of the longer “ΔpilH cells” (𝑎1 = 4, 𝑎2 = 5, Extended Data Fig. 6d). 
Interestingly, we found that once the critical value of 𝐹2 is exceeded, larger aspect ratio actually 
increases the representation of “ΔpilH cells” in rosettes (Extended Data Fig. 6d, e). In other 
words, a larger aspect ratio allows cells to exert more force before forming rosettes, but once 
this critical threshold is crossed the longer cells are more likely to become trapped in the 
resulting rosettes than the shorter ones. This observation is consistent with our experiments, 
which show that the higher force and longer ΔpilH cells are much more likely to end up in 
rosettes than the lower force and shorter WT cells (Fig. 4f). The increased representation of 
longer cells within rosettes is also consistent with the longer cells having a stronger tendency 
to align with their neighbours, which in this case are vertically oriented. Similar effects are 
widely observed in the context of nematic alignment in liquid crystals, in which a larger aspect 
ratio leads to a larger orientational elasticity72,73 and therefore stronger alignment. 
In conclusion, we observe that ΔpilH cells are longer than WT cells. The greater length of 
ΔpilH cells stabilizes them against rosette formation, so they have to generate an even larger 
force before they can trigger rosettes. However, once rosettes form, the longer length of ΔpilH 
cells increases their representation in rosettes relative to the shorter WT cells. 
Taken together, our supplementary analyses strongly support the conclusion that the higher 
force generated by ΔpilH cells is the primary mechanism responsible for the formation of 
rosettes.  
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 Supplementary Movies 
Supplementary Movie 1 | P. aeruginosa displays collective motility in surficial colonies. A 
surficial colony was inoculated with equal proportions of YFP and CFP labelled WT cells. 
Shown here is the monolayer after 48 h of incubation at room temperature. The left image 
shows both strains imaged using brightfield microscopy. The right panel shows only the YFP 
labelled cells. Patterns of collective movement are clearly visible in the right-hand image 
because only half of the cells are visible. Total duration is 20 mins.  
Supplementary Movie 2 | Our custom tracking software (FAST) can follow the movement 
of individual cells even when very tightly packed together. Cyan dots show cell centroids 
and orange traces show cell trajectories. Total duration is 2 min. 
Supplementary Movie 3 | Subsurface ∆pilH colonies initially expand more quickly than 
WT colonies, but are eventually overtaken. Brightfield images were background subtracted, 
inverted and contrast enhanced (Methods). Four adjacent fields of view were recorded and 
stitched together to form a single image. The dark vertical lines are caused by subtle variations 
in focus between adjacent fields of view. A colony of ∆pilB cells, which lack pili-based 
motility, is shown as a control. Total duration is 15 h. 
Supplementary Movie 4 | Quantification of bacterial competition in subsurface colonies 
using automated image analysis. WT and ∆pilH cells were mixed together in equal fractions 
and used to inoculate a subsurface colony. Automated routines were then used to resolve the 
location of both the “front” (green boxes) and “homeland” (purple boxes), which were then 
used in subsequent analyses (Fig. 2d-f). While these datasets also include fluorescent images 
(Fig. 2g), shown here is the brightfield channel, which is processed as described in the Methods 
section. Total duration is 8 h. 
Supplementary Movie 5 | Automated detection of topological defects in WT and ∆pilH 
monolayers. Red circles indicate locations of comet defects (+1/2 charge) and blue triangles 
trefoil defects (-1/2 charge). Orange arrows and cyan lines indicate the orientation of comets 
and trefoils, respectively. Total duration is 5 min. 
Supplementary Movie 6 | The collision of comets generates stable rosettes only if the force 
exerted by self-propelled rods exceeds a critical threshold. We initialized our 3D SPR 
model with two comets (red circles, orange arrows) directed towards one another. The initial 
static image shows the initial configuration of rods. The trefoils (blue triangles) ensure the total 
topological charge of the system is zero. Rods that propel themselves with a relatively small 
force (F = 1, left) remain horizontally oriented after an initial transient, whereas rods that propel 
themselves with a larger force (F = 3, right) form stable rosettes. Snapshots from these 
simulations are presented in Fig. 4a.  
Supplementary Movie 7 | Increased propulsive force causes rosettes to form in a 
monolayer of rods initialized in a random configuration. Three separate 3D SPR 
simulations are shown. Rods propel themselves with F = 0.5, F = 1.5, and F = 3 in the left, 
middle, and right simulations respectively. All other parameters were kept constant between 
simulations. Data from these simulations are shown in Extended Data Fig. 9.  
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 Supplementary Movie 8 | Rosettes in mixed WT and ∆pilH colonies are primarily 
composed of ∆pilH cells. The left panel shows the monolayer of a subsurface colony 
inoculated with an equal proportion of CFP-labelled WT cells (grey) and YFP-labelled ∆pilH 
cells (yellow). The right image shows an analogous experiment, but with the opposite labelling 
i.e. with ∆pilH cells (in grey) and WT cells (in yellow). The first half of this movie shows an 
overlay of bright field and YFP channels (showing both cell types), while the latter half shows 
only the YFP-labelled cells. ∆pilH cells in both experiments become preferentially trapped in 
rosettes, which appear as yellow patches and dark patches in the left and right images 
respectively. To minimize phototoxicity, we did not image the CFP channel in these 
experiments. Total duration is 3 h. 
Supplementary Movie 9 | The collision of comets triggers rosette formation in a 
monolayer composed of both WT and ∆pilH cells. This movie shows the formation of two 
different rosettes, in turn. The initial static image in each sequence shows the position of comets 
(red circles, orange arrows) and trefoils (blue triangles, cyan spokes) prior to rosette formation. 
In both cases, rosettes are initiated by the collision of two comets. The flowfield generated 
during the formation of both rosettes is shown in Extended Data Fig. 10. The first half of the 
movie shows the formation of the rosette presented in Fig. 4d-f; subsequent confocal imaging 
revealed this rosette was nearly wholly composed of vertically oriented ∆pilH cells. Duration 
of each sequence is 60 min. 
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