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A forest management problem due to Hellman has been modelled as a 
stochastic control problem with one state variable (inventory level) and 
one control variable (consumption rate of wood by the factories). The 
stochastic process governing the evolution of the inventory level is trans- 
formed into an It8 stoachastic differential equation by approximating the 
compound Poisson process of wood arrivals into the depot as a Wiener 
process. The resulting stochastic control problem is solved by using the 
Hamilton-Jacobi-Bellman equation of stochastic dynamic programming. 
Two numerical examples illustrate the results. 
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In a recent paper Hellman’ analysed a special problem of 
large scale forest management. He assumed that a group 
of cellulose factories would be built in a forest region of 
a country where the forest would be cultivated to meet 
the needs of the factories. Since large forestry machines 
are used and a machine removes all the trees from an area 
being harvested, selective felling of trees becomes impos- 
sible. Because new trees are planted immediately after, this 
necessitates the forest being divided into smaller subforests. 
Hellman found the optimal dimensioning of such a forest 
in the steady state by using tools from probability theory. 
The total rate of wood consumption of the factories is a 
constant ii, and y(t) is the compound Poisson process 
representing the arrivals of wood into a depot which 
supplies the factories. Defining x(t) as the amount of wood 
in the depot at time t, where x(O) =x0, then: 
x(t)=x,-Lit +y(t) (1) 
is a stochastic process defined by the initial inventory, the 
consumption rate and the supply of wood from the forests. 
Problems with similar structure 
The stochastic process (1) and its variants have played a 
very important role in several application areas, especially 
collective risk theory,293 and dam theory.“ In the former 
case, the stochastic process x(t) is defined as: 
x(t)=x#)+iit--y(t) 
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where v(t) is the total claims paid out to the insured up to 
t, lit is the total premiums collected up to r and x(t) is the 
total assets of the insurance company at time t. Collective 
risk theory is basically concerned with the probability of 
‘ruin’, i.e.: 
P{x(t)<O}=P{y(t)>x,+lit} 
In dam theory equation (1) is used as a starting point where 
y(t) is total amount of rainfall up to t, tit is the total 
amount of water used from the dam to generate electricity 
until t and x(t) is the water content of the dam at time t. 
In this case the ‘ruin’ corresponds to an empty dam. 
The compound Poisson processy(t) which appears in 
equations (1) and (2) is formally defined as: 
n(t) 
Y(l) = 1 vi (3) 
i=l 
where {n(t), t 2 0} is a Poisson process with rate h, and 
(vi, i = 1,2,. . .} is a family of independent and identically 
distributed random variables. The process {n(t), t > 0) and 
sequence {z+, i = 1,2, . . .} are assumed independent. A 
stochastic process {n(t), t Z 0) is said to be a ‘counting 
process’ if n(t) represents the total number of ‘events’ that 
have occurred up to time t. The counting process {n(t), 
t 2 0) is said to be a Poisson process having rate X > 0, if:’ 
n(0) = 0 
The process has independent increments. 
Awl. Math. Modelling, 1985, Vol. 9, April 125 
Stochastic control and forest management: M. Parlar 
The number of events in any interval of length t is Poisson negative before re-ordering; back-ordered requests are com- 
distributed with mean ht. That is for all s, t > 0: pletely filled from replenishments. Also assuming that 
P{n(t + s) - n(s) = k} = exp(-Xt) (ht)k/k! 
negative levels (i.e. back-orders) are permitted at a cost of 
$c/m3/year: 
k=O, l,... 
T 
It can easily be shown that if y(t) is a compound Poisson 
process then: - 
s 
c [x(t)]’ dt (7) 
E b(t)1 = AtECu) (4) 0 
and would be a reasonable quadratic approximation to the 
Var [y(t)] = o*(t) = kE(u*) (5) 
inventory/back-order costs incurred by the system over 
the time interval [0, r] . 
where E(uk) is the kth moment of the random variable u. Also, assuming a salvage value for per unit terminal 
In Hellman’s problem h is the expected arrival rate of 
wood per unit time, say, a year; and Ui is the amount of 
inventory, and denoting it by s ($/m”), the total salvage value 
at time T would be: 
wood brought to the depot during the ith arrival. 
=(T) (8) 
Extension of Hellman’s problem to include costs 
and objectives 
As Hellman’ indicates, his paper does not consider the cost 
aspect. He starts with equation (1) and after using some 
results from probability theory, he finds the ideal dimen- 
sions of smaller subforests contained in the original, large 
forest. In this paper a cost function is introduced into his 
model and the resulting optimization (stochastic control) 
problem is solved to find the optimal consumption rate 
over a finite planning horizon. In the following the optimi- 
zation problem is formulated for minimizing the total cost 
of deviations from desired consumption ic, plus the cost of 
carrying the inventory in the depot subject to the stochastic 
process constraint (1). After approximating the compound 
Poisson process with a Wiener process (under certain 
assumptions), solution of the control problem is carried out 
by using the stochastic Hamilton-Jacobi-Bellman (HJB) 
equation. The details of approximation and optimization 
are provided in the two Appendices at the end of the paper. 
In the last section of the paper, two numerical examples 
are discussed which illustrate the results found in the 
optimization analysis. 
Optimization problem 
A stochastic control formulation of Hellman’s forest 
management model first requires the specification of an 
objective (cost) functional. Since ti (assumed constant by 
Hellman) was defined as the ideal (desired) consumption 
rate of wood in m3/year, then: 
T 
p[u(t)-ii]* dt (6) 
0 
will be the total penalty cost of deviations of actual con- 
sumption u(t) from the desired ic over [0, T]. Here p is the 
penalty cost in $/unit deviation/year. In practice, the 
penalty cost would be calculated by using the cost incurred 
due to over-production at the factories. 
Now, since x(t) was the inventory level of wood in the 
depot at time t, positive levels of x(t) will result in an 
inventory carrying cost of $c/m3/year. This would include 
the opportunity cost of money invested, the expenses 
incurred running the depot, the costs of pecial storage 
requirements including insurance, taxes, etc. Back-ordering 
is the practice of deliberately letting the stock level run 
The salvage value term is quite useful for those operations 
which are seasonal in nature where the system’s operations 
cease after a finite time interval. 
Combining equations (6)-(g) and using (l), the stochas- 
tic control model of Hellman’s forest management problem 
can now be stated as: 
T 
Min E {[u(t) - 1;]’ + c [x(t)]*} dt - sx(7’) (9) 
u(t) 1 
0 
subject to: 
x(t) =x0- i u(T) dr +y(t) (10) 
J 
0 
where p is normalized to 1, u(t) is the control variable and 
x(t) is the state variable of the problem. 
Note that in equations (9)-( 10) the management which 
has the consumption trajectory u(t) under control must 
choose u(t) in such a way that equation (10) is satisfied 
and (9) is minimized. The objective functional (9) consists 
of three terms: (1) the cost of deviations from a desired 
consumption rate, (2) inventory/back-order costs, and (3) 
the negative salvage value at the final time T. 
Recall that (y(t), t > 0} is a stochastic process whose 
value jumps by a random amount u at random times 
which are the arrival times of a Poisson process with rate 
h. If Ay(t) = y(t + At) -y(t) is the jump in y during 
[t, t + At], then: 
&(t) = 
0 with probability 1 - hAt + O(At) 
v with probability Mt + O(At) 
(11) 
Thus, the stochastic process (10) can be equivalently 
represented by the stochastic differential equation: 
dx =-u(t) dt + dy (12) 
which is the formal restatement of: 
Ax(t)=x(t+At)-x(t)=-u(t)At+Ay(t) 
+ O(At) (13) 
In general, stochastic control problems where the state 
variable is represented by a Poisson differential equation 
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as in (12) are difficult to solve unless the jumps vi = 1 with 
probability unity. Malliaris6 provided a quite complicated 
maximum principle for jump processes with general jump 
magnitudes derived from generalized It6 formulae. Vickson7 
gave a brief discussion of Poisson differential equations and 
Mertona formulated and solved three models in mathe- 
matical finance where the jumps in the compound process 
are unity with probability one. Clearly, since in Hellman’s 
model the jumps (amount of wood brought into the depot) 
are random variables, Merton’s approach cannot be used 
to solve equations (9)-( 10). Instead an alternative route is 
used and y(t) is approximated with a Wiener process so 
that x(t) transforms into an It6 stochastic differential 
equation. Stochastic control problems with It6 differential 
equations are relatively easy to solve (especially if the 
objective functional is quadratic as in equation (9)) by using 
the HJB equation of stochastic dynamic programming. 
In Appendix 1 it is shown that the Poisson differential 
equation (12) can be transformed into an Ito stochastic 
differential equation as: 
dx = [-u(t) + E(v)] dt + o(t) dz (14) 
where u(t) is the instantaneous standard deviation ofy(t) at 
time t, and dz is the increment of a Wiener process. The 
resulting stochastic control problem with an It6 differential 
equation is solved in detail in Appendix 2 and the optimal 
control trajectory for the consumption rate is found as: 
u(t) = m + {k(w - 1)x(r) 
+ [-2(-b +m)-S]&]/(W + 1) (15) 
where m = W(v), k = dc and w(t) = exp [- 2k(t - T)] . 
The optimal control is of ‘state feedback’ type: at any 
time t, the optimal consumption rate of wood from the 
depot is calculated after observing the inventory level 
x(t). Since w(t) = exp[-2k(t-_T)] > 1 fort E [0, T) 
and w(T) = 1, higher inventory would result in a relatively 
higher consumption rate, although this relationship would 
weaken towards the end of the horizon since w(t) + 1 as 
t + T. Also note that for sufficiently high u values the 
optimal control u(t) is likely to be positive as can be seen 
in equation (15). 
The properties of the optimal control discussed above 
can be illustrated by analysing two numerical examples. 
Numerical examples 
Assume that the time horizon is one year, so that T = 1. 
The other data are: 
ic = 25 m3/year. s = $0.4/m3 (in $lOO),E(v) = 0.1 m3, 
h = 300 times/year, m = 30 m3/year (16) 
The ideal consumption rate u^ can be estimated using a fore- 
casting model which makes use of past consumption rates. 
The end of period salvage value/unit, s could be estimated 
by observing the current and past market prices for wood. 
The arrival rates and the amounts of wood could also be 
found from past data. 
Assume now that as a result of random disturbances the 
inventory level x(t) over [0, T] behaves, (1) as a linearly 
increasing function and (2) as a sinusoidal function. Norm- 
ally, the actual trajectories of the inventory level would 
not be smooth functions oft, because of the jumps intro- 
duced through the compound Poisson process. The smooth 
functions are chosen to illustrate the computation of state 
feedback controls: 
-- 
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Figure 7 Optimal consumption rate trajectories when x if) = 20 + 10t 
Linear@ increasing x(t). To be specific, assume that: 
x(r)=20+ lot, O,ctGl (17) 
Using equation (15). one can easily calculate the optimal 
consumption rate of wood, u*(t) over the period [0, 11. 
Note that when the carrying cost c = $0.8/m3/year, initially 
the consumption rate is almost constant. But after approxi- 
mately t = 0.2, the rate starts decreasing although the 
inventory level continues to climb. This is, as noted before, 
due to the fact that w(t) + 1 as t + T = 1. Also note that 
relatively high carrying charges (c = 0.8) result in relatively 
high consumption rates as compared to the lower c = 0.1, 
in which case the optimal consumption rate tracks very 
closely the ideal consumption rate ti. These results are 
illustrated in Figure 1. 
Sinusoidal x(t). In this case assume: 
x(t)=20+ 15sin(47rt) O<t<l (18) 
so that x(t) varies between 5 and 35, with a period of 
3 months.When the carrying charge c = 0.8, note that the 
optimal consumption rate u*(t) behaves very similarly to 
x(t) until approximately t = 0.5. Later, as w(t) --f 1 u*(t) 
exhibits a stabilized behaviour and gradually approaches the 
ideal rate li. When c = 0.1, the optimal consumption rate 
is again very close to ti as was observed in the previous case. 
Figure 2 illustrates these trajectories. 
Summary and conclusions 
Stochastic control concepts have been used to model a 
problem in large scale forest management originally due to 
Hellman.’ The stochastic control problem was one of mini- 
mizing the expected cost of deviations from ideal consump- 
tion rates of wood plus the inventory carrying charges. The 
constraint of the problem was a stochastic process which 
was driven by a compound Poisson process. To utilize the 
Hamilton-Jacobi-Bellman equation of stochastic control 
theory the compound Poisson process was approximated 
by a Wiener process to obtain an Iti, differential equation. 
The resulting stochastic control problem with one state 
variable (inventory level) and one control variable (con- 
sumption rate of wood) was solved by stochastic dynamic 
programming. Due to the quadratic nature of the objective 
functional, and linear state dynamics, the optimal control 
was obtained as a linear function of the state variable. 
An interesting extension of this paper would be to solve 
the partial differential equation of the maximum principle 
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Figure 2 Optimal consumption rate trajectories when x(t) = 20 t An It6 differential equation is a formal stochastic dif- 
15 sin (4nt) ferential equation:9-” 
for the jump process discussed in MalliarisP The optimiza- 
tion model analysed here could also be applied to the risk 
theory and dam theory problems discussed earlier. But 
since negative inventory would correspond to ‘ruin’ in those 
problems one might use the following form for the inventory 
cost in the objective functional: 
T 
s c [x(t) -i( dt 
0 
where x(t), t E [0, Tj is the desired inventory level trajec- 
tory and c is the cost of deviating from the desired level. 
In risk theory the control would be the premiums collected, 
whereas in dam theory release rate would be the control 
variable. 
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Appendix 1 
Transformation of the Poisson differential equation into an 
It6 differential equation 
dx=g(x,u,t)dt+o(x,u,t)dz (Al) 
where dz is the increment of a stochastic process z which 
obeys a Brownian motion, or is a Wiener process. The 
expected rate of change isg(x, u, t), but there is a disturb- 
ance term. Briefly, a Wiener process z(t) is defined by the 
following conditions: 
(1) z(O)=0 
(2) z(t) is normal 
(3) E [z(t)] = 0 for all t 2 0 
(4) the process has independent stationary increments. 
In other words, for a Wiener process z(t), and for any 
partition to, tl, t2. . . of the time interval, the random 
variables z(t,) - z(te), z(t2) - z(t,), . . are independently 
and normally distributed with mean zero and variances 
t1 - to, t2 - t,, . . . ) respectively. It also turns out that the 
‘size’ of the random variable AZ(~) = z(t + At) -z(t) is 
of the order (At)“‘, so that (dz)2 = dt. This important and 
interesting property of a Wiener process increment is 
demonstrated very lucidly by Cox and Miller12 using the 
continuous limit of the simple random walk. 
Now transform the Poisson differential equation (12) 
into an It6 differential equation of the form (14). Con- 
sider the incremental form (13): 
x(t + At)-x(t) = -u(t) At + Au(t) + O(At) (A2) 
Using the well-known fact that a compound Poisson process 
is asymptotically the Wiener process13 as the rate X of the 
Poisson approaches infinity, the increment Ay(t) can be 
approximated by: 
Av(t) =y(t + At) -v(t) 
== [h(t + At) E(u) - XtE(u)] 
+ o(t) [z(t + At) -z(t)] 
where a(t) is the instantaneous standard deviation ofy(t) at 
time t. This implies: 
Ax(t) = -u(t) At + U’(u) [(t + At) - t] 
+ u(t) [z (t + At) - z(t)] 643) 
Letting At -+ 0, one obtains: 
dx = [-u(t) + XE(u)] dt + u(t) dz (.44) 
as the It6 stochastic differential equation approximating 
the Poisson differential equation provided that the rate X 
(the arrival times of wood from the forest) is not too small. 
In the sequel, let m = XE(u). 
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where the fact that (AZ)’ = At has been used. Now, cancel- 
ling the J(t, x) terms (since they are independent of u), 
dividing by At and then letting At + 0 and recalling that 
E(Az) = 0, the following is obtained: 
-J,=min {(u-~)“+cx2+Jx(--~+m)+~02J,,} 
u 
(AIS) 
This is the stochastic version of the HJB equation with the 
condition J [T, x(T)] = - sx(T). Note that if the original 
differential equation (18) was deterministic, i.e. if u = 0, 
then (A15) would reduce to the deterministic HJB 
equation.‘5-‘7 
Since u was assumed unconstrained, the expression in 
(A 15) can be minimized with respect to u. Differentiating 
and equating to zero the following is obtained: 
u=li+J,/:! (A16) 
The stochastic control problem can now be summarized 
as: 
T 
Min E 
is 
[(u - ;)2 + cx”] dt - sx(T) 
1 
(AS) 
u 
0 
s.t. 
dx=(--++)dt+odz x(0)=x, (A6) 
Although, ideally the control variable u is restricted to being 
non-negative, for most problems with reasonably high ti 
levels, the optimal control automatically takes positive 
values. This eliminates the necessity of explicitly dealing 
with a constrained control problem. This is covered in more 
detail in Appendix 2. 
Appendix 2 
Solution of the control problem using the stochastic 
Hamilton-Jacobi-Bellman equation 
Define J(0, x0) to be the minimum expected cost obtain- 
able in equations (AS)-(A6) starting at time 0 in state 
x(0) =x0. (This is also known as the ‘cost-to-go’ function). 
By using Bellman’s ‘principle of optimality’,‘4-‘6 a stochastic 
Hamilton-Jacobi-Bellman equation is now developed. The 
stochastic control problem is restated as: 
T 
J(0, x0) = min E [(u-tQ2 + (cx’)] dt-sx(T) 
u 
0 
(47) 
s.t. 
dx=(--+m)dt+adz x(0)=x0 (48) 
Since J(t, x) is the minimum expected value of the cost 
functional from t to T with x(t) = x, we have, by the 
‘principle of optimality’: 
J(t, x) * min E {(u - ic)‘+ cx”] At + J(t + At, x + Ax)} 
u 649) 
with the boundary condition: 
J[T,x(T)] =-sx(T) (AlO) 
Assuming that J(t, x) is twice continuously differentiable 
Taylor series can be used and J(t + At, x + Ax) expanded 
around (t, x) to obtain: 
J(t + At, x + Ax) = J(t, x) + J&t, x) At 
+ J,(t,x)Ax+ fJ,,(t,x)(A~)~ 
+ higher order terms 
Using (A8) we have: 
Ax-(-u+m)At+uAz 
and 
(Ax)” N (-u + m)2(At)2 + 20(---u + m) AZ At 
+ Use 
Substituting equations (Al 1)-(A 13) into (A9) gives: 
J(t,x) = min E{[(u -iTi) + cx”] At + J(t,x) 
LI 
+ J,At + J,(---u + m) At + J,uAz 
+ 5 J,,u’At + higher order terms} 
(Al 1) 
W2) 
(A13) 
(414) 
as the optimal control, which is equal to the desired con- 
sumption rate plus a correction factor. Substituting this 
expression back into (A 1.5) and simplifying gives: 
17) -Jt = {-Jz/4 + cx2 + J,(--G + m) + u2JX,/2)(A 
with J[T,x(T)] = -sx(T). Equation (A17) is a rather 
complicated nonlinear partial differential equation which 
has to be solved with the given boundary condition. The 
solution of (A 17) would give a function of two arguments, 
namely J(t, x). Using the partial derivative of J(t, x), J,. 
and (A16) the optimal control can be generated. Although 
the solution of (A17) seems to be a formidable task, 
fortunately in this case since we have a linear stochastic 
differential equation constraint and quadratic objective 
functional the form of J(t, x) turns out to be quadratic in 
x. (Actually using the results from deterministic linear 
quadratic control theory where the form of the cost-to-go 
function is quadratic, a form for J(t, x) is first guessed, 
and it is then shown that it is the correct guess). Let: 
J(f> x> = K(f) [x(f)1 2 + L(f) [.+)I + M(f) (A181 
so that: 
J,=Kx”+ix+n;l (Al9a) 
J,=2Kx+L (A19b) 
J XX = 2K (Al9c) 
An attempt is now made to find the functional forms of 
K(t), L(t) andM(t). Substituting (A19) into (A17) yields: 
[I? - K2 f c] x2 + [L - KL + 2K(--li + m)] x 
+[&f--L2/4+L(-i+m)+u’K] =0 6420) 
Since the left-hand side of (A20) must be equal to zero for 
any value of x(t), we obtain: 
k=K2-c K(T) = 0 (A2la) 
i =KL-2K(-G+m) L(T) =-s 
(A21b) 
&f=L2/4-L(-Cum)-u2K M(T) = 0 (A21c) 
Note that (A21) is a system of three ordinary but nonlinear 
differential equations which must be solved by using the 
boundary conditions. 
The first differential equation is the well-known Riccati 
equation which plays a very important role in deterministic 
control theory. Since -(c-K2)=-(dc-K)(dc +K), 
(A2 1 a) can be solved by using the method of partial frac- 
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tions to obtain: 
K(t) = k[w(t) - l]/[w(t) + l] K(T) = 0 (A22) 
where k = X/C and 
w(t)=exp[-2k(t-_T)] O<t<T 
Given the explicit form of K(t), (A2 1 b) reduces to a 
simple linear first order ordinary differential equation in 
L(t), whose solution is: 
L(t)=2[-2(-~++)-ss]~~w/(W+ 1) 
+2(-ufm) L(T)=--s (~23) 
Going back to equations (A16) and (A19), it is seen that 
the optimal control trajectory requires only the functions 
K(t) and L(t) which have been derived. Substituting 
equations (A22) and (A23) into (A16) and (A19). the 
optimal control trajectory (optimal consumption of wood 
at the depot) is found as: 
u(t) = m + {k(w- 1)x(t) 
+ [-2(-C++)-s]dw}/(w+ 1) (~24) 
When the ideal consumption rate ic is sufficiently low 
(but still positive) the optimal control may sometimes enter 
the negative region which implies replenishing the depots 
with purchases made from outside. If this is not allowed, 
then one has to introduce an explicit non-negativity con- 
straint on u and minimize the r.h.s. of the condition (A15) 
accordingly. This necessitates rewriting (A16) as: 
u = max [0, ii + J,/2] (A25) 
which clearly complicates the solution procedure. Substi- 
tuting equation (19) into (A 15) would give: 
-Jt = [max(O, U + JJ2) - h12 + cx2 
+J,[--max(O,C +J,/2) +m] + iu2JXX (~26) 
which can no longer be solved like (Al 7). Because (A26) is 
still a nonlinear partial differential equation, a numerical 
scheme would be required for its solution. In a recent and 
related work in stochastic production planning with non- 
negative production rate, Bensoussan et a1.18 have shown 
that with discounted and quadratic inventory and produc- 
tion rate costs the optimal control is of feedback type. 
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