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ABSTRACT 
The set of autoregressive systems generalizes the set of transfer functions in a natural 
way. We describe a topology for the set of all autoregressive systems of fixed size and 
bounded McMillan degree. We show that this topological space has the structure of a finite 
CW complex. 
1. INTRODUCTION 
In the last two decades a lot of research has been devoted to the study of topo- 
logical and algebraic properties of the set of transfer functions. This research is 
motivated by problems arising in adaptive and robust control, system identifica- 
tion, dynamic pole placement, and more general interpolation problems. 
Let S&(K) be the set of all proper p x m transfer functions of a fixed McMil- 
lan degree n defined over the field K(s). Over the reals (K = R) Clark [5] showed 
that S& has the structure of a smooth manifold of dimension n(m + p) + mp. 
Over a general algebraically closed field K, Hazewinkel [IO] showed that S:,m 
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has the structure of a quasi affine variety. Hermann and Martin [21] established 
an isomorphism between the subset of strictly proper transfer functions and the 
set of base-point preserving holomorphic maps from the Riemann sphere 5” to 
the Grassmann manifold Grass(p, m + p), making in this way the connection to 
geometry. 
Since that time there has been a great effort to understand the topological 
properties of the class of linear systems. Important contributions include e.g. 
the articles of Byrnes and Hurt [3], Byrnes and Duncan [4], Delchamps [6], and 
Helmke [ 121. More recently a cellular decomposition of S& was constructed 
independently by Mantbey [20] (compare also with [8,12, 141) and by Mann and 
Milgram [ 191. Using their decomposition, Mann and Milgram were able to calcu- 
late topological invariants of Sp,, like the integral homology groups. For a good 
survey and a comparative study of different topologies on SF,, we recommend 
the dissertation of Gltising-LtierBen [9]. 
A natural generalization of the set SF,m of p x m transfer functions of a fixed 
McMillan degree n is the set of p x (m +p) autoregressive systems with McMillan 
degree at most n, which we will denote by A$. This set of systems represents 
the class of time invariant, continuous-time linear systems in the behavioral frame- 
work of Willems [29-3 l] 
In the next section we will review the notion of an autoregressive system and 
will define a topology on A,‘: which extends the topology on the set Sp,, in a 
natural way. In Section 3 we will show that the Kronecker indices and pivot indices 
as introduced by Fomey [7] can be used to construct a cellular decomposition. In 
order to understand the boundary structure of each cell, we will define for each 
set of Kronecker and pivot indices a new set of indices. On this set of indices we 
will define a partial order which corresponds on the topological side to the closure 
inclusion. In other words, we will show (Section 4, Theorem 4.12) that the closure 
of each cell consists of cells with smaller index. 
Finally, in the last section we will show that A;% is a compact topological 
space and the constructed cellular decomposition gives rise to a finite CW com- 
plex. Using this information, we will describe the singular homology of A:,“,(@). 
2. THE SET OF AUTOREGRESSIVE SYSTEMS 
Let lK denote the field of either real (K = IK) or complex (K = Cc) num- 
bers, and consider a p x (m + p) matrix with entries in the polynomial ring lK[s]. 
P(s) defines a system of autoregressive quations in the sense of Willems [29,31] 
through 
P f w(t) = 0. 
( > 
(2.1) 
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Under a solution of (2.1) we understand a vector valued distribution cp : IK + 
lIP+p. (Compare with [31, p. 2791.) Using again the language of Willems [29, 
311 (see also [17, 26]), we call the set of solutions of (2.1) the behavior of the 
system. 
Clearly, elementary row operations on P(s) have no affect on the behav- 
ior. Moreover, an important result formulated in Schumacher [26, Corollary 2.51 
(compare also with [29, Sec?on 51 and with [25]) states that two full-rank poly- 
nomial matrices P(s) and P(s) are row equivalent if and only if the systems 
P(d/dt)ul(t) = 0 and p(d/dt)m(t) = 0 have the same behavior. Based on 
this result, we define (compare also with [9,25,31]): 
DEFINITION 2.1. Two p x (m + p) polynomial matrices P(s) and P(s) are 
called (row) equivalent if there is a unimodular matrix V(s) with p(s) = 
U(s)P(s). An equivalence class of full-rank polynomial matrices is called an 
autoregressive system. 
In the sequel we often will not distinguish between the matrix P(s) and the 
autoregressive system this matrix defines. The context will make the meaning 
clear. 
DEFINITION 2.2. An autoregressive system P(s) is called irreducible or con- 
trollable if P(s) has full rank for all s E C. 
DEFINITION 2.3. The McMillan degree of a full-rank p x (m + p) polynomial 
matrix P(s) is given by the maximal degree of the full-size minors of P(s). The 
degree of an autoregressive system 
p f w(t) = 0 ( ) 
is defined to be the degree of P(s). 
Clearly Definitions 2.2 and 2.3 do not depend on the particular representative of 
the equivalence class. 
The set of autoregressive systems generalizes the set of transfer functions 
in the following sense: Assume G(s) is a proper or improper p x m transfer 
function of fixed McMillan degree n. Let D-l (_s)N(s)_= G(s) be a left co- 
prime factorization. Then it is well known that D-‘(s)N(s) = G(s) is a sec- 
ond left coprime factorization if and only if the p x (m + p) polynomial matri- 
ces (N(s) D(s)) and (#T(s) B(s)) are row equivalent. Moreover, the polyno- 
mial matrix (N(s) D(s)) is in this case irreducible, and the McMillan degree of 
(N(s) D(s)) as defined in Definition 2.3 is equal to the McMillan degree of the 
transfer function D-‘(s)N(s) = G(s). F or a proof of these results we refer the 
interested reader to [ 161. Finally we want to mention that after a partitioning of 
the vector w(t) into an input part u(t) and an output part y(t) it is always possible 
to find a state-space representation of Equation 2.1 (see [30, Theorem 4.11). 
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Our interest in topological questions of autoregressive systems originates in 
our work on feedback compensation [24, 281. If one wants to understand the pole 
placement problem or if one studies degeneration phenomena, one is immediately 
led to the study of topological properties of the space of all autoregressive systems. 
Moreover, it is possible to study the pole placement problem and more general in- 
terpolation problems (compare with [I]) even in the set of autoregressive systems. 
In the next section we define a topology on the set of autoregressive systems 
of fixed size and fixed McMillan degree. Using the ordered Kronecker indices and 
pivot indices, we will then introduce a cellular decomposition of this space. Note 
that earlier Hazewinkel and Martin [ 1 I] considered closure inclusions involving 
the set of Kronecker indices of a controllable system of the form i = Az + Bu, 
and Helmke [12] (see also [ 151) used the set of Kronecker indices to produce a 
cellular decomposition of this class of linear systems. 
3. A CELLULAR DECOMPOSITION 
Let A+n be the set of all p x (m + p) autoregressive systems of degree at 
most n. Tirfollowing lemma is well known and characterizes the Kronecker (or 
row degree) indices of P(s). 
LEMMA 3.1. Given any p x (m + p) polynomial matrix i;(s) of McMillan 
degree n, there exist unique v = (~1, . . , , vp) with ~1 5 . + . < up and ~~=‘=, vi = 
n and a p x p unimodular matrix U(s) such that the matrix P(s) = U(s)p(s) 
has row degrees ~1 < . . . 5 up. 
A proof can be found for example in [2, p. 3301. 
DEFINITION 3.2. The numbers v = (vi, . . . , v~) are called the ordered Kro- 
necker indices of the autoregressive system P(s). A matrix P(s) is called row 
reduced if the ordered Kronecker indices are equal to the degrees of the rows of 
P(s). 
Note that vi, . . . , z+, are not the ordered (minimal) indices of a “minimal basis” 
in the sense of Forney [7] unless P(s) is irreducible. P(s) is row reduced if and 
only if the high-order coefficient matrix of P(s) has full rank; by the high-order 
coefficient matrix of a polynomial matrix P(s) we mean the matrix in which the 
entries of the ith row are the coefficients of 9” in the ith row of P(s), where vi is 
the highest power of s in the ith row of P(s). 
Our definition of pivot indices is only slightly different from the one given by 
Forney [7]. 
DEFINITION 3.3. Given an autoregressive system with P(s) row reduced and 
with Ph the high-order coefficient matrix of P(s), the ith pivot index p: is the 
AUTOREGRESSIVE SYSTEMS 1207 
largest integer such that the submatrix of Ph formed from the intersection of 
columns ,ui, .. . , pi with the rows corresponding to indices 5 vi has rank i. The 
ordered pivot indices b = (~1, ~2,. . . , pp) are the indices obtained from 
(A,&,..., pk) by reordering so that PL; < pi+1 if vi = vi+l. 
The ordered Kronecker and pivot indices are invariant under row equivalence 
(see 171). 
In the following we combine the indices v and p in a single set (Y of indices 
defined through: 
DEFINITION 3.4. CY~ := v$(m + p) + pLi 
From the properties of u and p we can see that: 
(1) 1 5 ctl < cX2 < ... < ap I (n+l)(m+p). 
(2) pi 5 pi mod m + p. 
From property (2) in particular it follows that the assignment (v, h) H (Y is 
one-one. Based on this observation, we denote by C, the subset of all the equiva- 
lence classes in Azm with indices (Y = ((~1, . . . , CQ). The following proposition 
is then a direct consequence of Forney’s echelon form (see [7]). 
PROPOSITION 3.5. Each equivalence class in C, can be represented by a 
unique polynomial matrix 
P(s) = PIJ + PIS + Pzs2 + . . + P,,” (3.1) 
such that the matrix Q := [PO (PI 1 . 11 P,] has the following special echelon form: 
(1) The (i, a;) entry is 1; all the other entries in the ai th column and all the 
entries to the right of the (i, ai) entry in the i th row are zero. 
(2) If j > CX~ ana' j s (Yi mod m + p, then the j th column of Q is zero. 
Moreover; every p x (m +p)(n f 1) matrix Q with the above echelon form defines 
a unique element of C,. 
The following example illustrates this correspondence: 
EXAMPLE 3.6. Consider the set of 2 x 4 matrices with indices v = (0,2) and 
<2 I_L = (2,4), i.e., the subset C(2,12) of A,,,. Then the corresponding echelon forms 
are: 
[ 
*10000000000 
*o***o***o*l’ 1 
Similarly the systems with indices Q = (3,lO) [Y = (0,2) and p = (3,2)] have 
a corresponding echelon form 
* * 1000000000 
* * 1 0***0**100’ 
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For each set C, let d, be the number of “free parameters” appearing in the cor- 
responding echelon form of the matrices Q. Proposition 3.5 in particular implies 
that C, is in one-to-one correspondence to the Euclidean space IWda. So far we 
haven’t defined any topology on the set A&, and of course we would like the set 
theoretic identification coming from Proposition 3.5 to be in addition continuous. 
With this in mind, we define now a topology on A;%,: 
Let P+’ be the set of all p x (m+p) full-rank polynomial matrices of degree at 
most n, a;zlet P:$q be the subset of Pp m +L formed by all matrices whose entries 
are polynomials of degree at most q. Theh 
PZTE’O c P;;l c P&y c . . . 
with union P$!, = U,“=, P$ffJ. Note that each Pzzq is a subset of 
llV’(m+p)(q+l). Take the topology on PLzq induced by the natural topology on 
llV’(“+P)(q+l). The direct limit of the topologies on PpTzq, q = 0, 1, . . . , defines 
a topology on P:z. In other words, a subset of PpTE is open if and only if its 
intersection with ‘P:$q is open as a subset of PpTzQ for each q. The topology 
which we will take on A;: will be the quotient topology under the equivalence 
induced by the unimodular group, i.e., one has the definition given in [25]: 
DEFINITION 3.7. A subset U of A$ is open if and only if the subset V of 
Pzz formed by all the polynomial matrices in the equivalent classes of U is open. 
With respect to this topology one has now immediately the following lemma, 
which is easy to verify: 
LEMMA 3.8. The equivalence classes C, are cells, i.e., homeomorphic to a 
Euclidean space. Moreover one has AZ% = U, C,, and C, II Cp = 0 ifc~ # ,8. 
The dimension of the cell C,, earlier denoted by d,, can be determined by 
counting the “free” entries in the echelon form. For this, for any real number 5, 
denote by [x] the largest integer which is smaller or equal to z. Then the number 
of free entries on the ith row is 
ui_-l-g([%2J +1) =a.-i-g[y]. 
Therefore 
(3.2) 
The formula (3.2) can be written in terms of the Kronecker indices and pivot 
indices: 
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da = n(m+p)+~LL,- f: max (vi - vj + 1,0) 
kl i,j=l 
+#{(i,j) I vi 5 vj3Pi > PjI (3.3) 
P P 
= n(m+p)+C/Ji- C max(vi--Ui+l,O) 
i=l i,j=l 
+#{(i,d I& I q,d > PiI (3.4) 
Let Ap”,, be the subset of all the systems with Kronecker index v. The “thickest” 
open cell in Ai,, haspivotindices (pi,&, . . . ,,uk) = (m+p,m+p-1,. . . ,m+ 
1). Its dimension by the above formula is 
(n+p)(m+KJ) - 2 max (vi - vj + l,O), 
i,j=l 
which is the dimension of A&, obtained in [2.5]. In particular, the “thickest” open 
cell of A,‘“, has indices 
{ 
a(m+p)+m+b+i, i = 1,. . . ,p - b, 
%= (a+l)(m+p)+m+b-p+i, i=p-b+1,..., p, (3.5) 
and dimension n(m + p) + mp = dim Acm, where a and b are the integers such 
thatn=ap+b,OIb<p. 
4. CLOSURE OF AN OPEN CELL 
In this section we will describe the closure of a cell C, in AC!. The following 
example shows what type of phenomena we can expect: 
EXAMPLE 4.1. Assume a, b, c, d, f are real constants and a # 0. Then every 
element in the cell 
[ 
a b 1 0 
s+f h 0 1 I 
can be represented by 
[ 
1 b/a l/a 0 1 0 bs+c s+f d ’ 
In the limit as a + co, we have the cell 
1 0 0 0 1 0 bs+c s+f d ’ 
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In order to characterize the closure of a cell in general, we define first a partial 
order on the set of all indices. With each Q = (cxl , . . . , c+) we associate with a 
infinite sequence 
f(a) = (fl(Q), f2(a), ’ . *), (4.1) 
where 
{f~(a)}={aj+~(m+p)IIc=0,1,2,...; j=l,...,pl, (4.2) 
and arrange the order so that 
EXAMPLE 4.2. Consider in A$ 
f(2,12) = (2,6,10,12,14,16,. . .), 
f(3,lO) = (3,7,1o,l.1,14,15,. . .). 
The following definition establishes a partial order on the set of indices a intro- 
duced in Definition 3.4: 
DEFINITION 4.3. 
cy <pifandonlyiffi(o) 5 f;(P)foralli. (4.3) 
EXAMPLE 4.4. Consider AZ;. We have 
(3312) < (4911) < (778) 
because 
f(3,12) = (3,7,11,12 ,... ), 
f(4,ll) = (4,8,11,12,. . .), 
f(7,8) = (7,8,11,12 ,... ). 
The partial order can be characterized in another way. 
LEMMA 4.5. Let 
Then 01 5 p if and only ifg(cx, k) 2 g(f?, k) for all positive integers k. 
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DEFINITION 4.6. /3 is said to cover cy if (Y < p and there is no y such that 
a<y<P. 
LEMMA 4.7. Zf ,b’ covers Q, then Q and p must take one of the following forms: 
(1) There exists an index j such that 
pi =pi forall i #j 
and 
(2) There exist j and 1 with j < 1 such that 
cy,=pi forall i#j,l, 
ai+(l+[~])(m+P)7 
cul=pi+ (1+ [~])(m+PL 
[g] = [E] foralli E (j,l). 
Proof. Let j be the smallest number such that cq # ,Bj; then oj < pj. 
Assume 
ai=ai(m+p)+bi, Pi=s(m+p)+di, O<bi,di<m+p. 
Since both (1) and (2) are unchanged under translation (i.e., adding a fixed integer 
to all the indices), without loss of generality, assume dj = m + p. Then ci > cj 
foralli >j. 
We first prove that aj = cj . Define y: 
c.j(m + P) + d,+l ifi = j, 
7; = cj+i(m+p)+m+p ifi=j+l, 
Pi otherwise. 
Then y < p. If Q 5 y, then cy = y, which implies that aj = cj. If (Y $ y, then 
g(a, k0) < g(y, k0) for some integer k0 = ao(m + p) + bo, 0 < ba 5 m + p, 
where g is defined by (4.4). Notice that for any integer k = a(m + p) + b, 
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s(r,k) = 
g@,k)fl ifcj la< cj+1, &+1 Ib<m+?b 
dP> k) otherwise. 
So we must have 
g(P, ko) I da, ko) < d-Y> ko) = dP, ko) + 1, 
and 
cj 5 a0 < cj+l, 
dj+1 I bo < m + P, 
S(% ko) = SW, ko). 
By (4.3, pi > k. for all i > j. So 
(4.5) 
(4.6) 
(4.7) 
i 
g(P,ko) = c #{nlP; I n 5 ko, n = Pi modm +P). 
i=l 
By (4.6), 
SO 
#{nl& < n 5 ko, n = ,@ mod m +p} = a0 - cj. 
j-l 
g(P, ko) = ~#Wi I n<lco, n=,&modm+p}+ao-cj 
i=l 
j-l 
= c #{nlai 5 n 5 /co, n = cri mod m + p} + a0 - cj 
i=l 
5 g(a, /co) - #{nlaj 5 n I ko, n = crj mod m + P) + a0 - cj 
I g(cu,~o)-(ao-aj)+ao-cj, 
which means that 
because of (4.7). On the other hand, 
because aj < pi. Therefore 
If there is an 2 > j, dl E [bi, m + p), choose such I SO that ,6 is the Smallest. 
Define v: 
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I 
cj(m+P)+dl ifi =j, 
77; = q(m+p)+m+p ifi=Z, 
Pi otherwise. 
Then 77 < p. If cy g 7, the same argument shows that g(a, ICO) = g(p, ICO) for 
someIco=ao(m+p)+bowithcjiao<q,dlibo<m+p.Sincep~isthe 
smallest and ao < cl, one has 
g(P, ao(m + P) + bj - 1) = g(P, ko) - #{di I 4 E [bj, bol, i < j) 
= da, ko) - #{h I h E Ibj, bol, i < jl 
2 g(cr,a(m -tp) + bj - 1) + 1 
2 !?(P,++P)+bj-l)+l, 
which is a contradiction. So cy 5 q, which implies cy = 11 and we have case (2). 
If there is no 1 > j, dl E [bj, m + p), define KC: 
cj(m+p)+do ifi=j, 
ifi #j, 
wheredo=max{d<dj (d#di, i < j}. Notice that bj 5 do. If a! $ K, the 
same argument shows that g(a, ICO) = g(P, /CO) for some ICO = ao(m + p) + bo 
with cj 5 a0 and do 5 bo < m + p. Then 
g(P,ao(m+p)+bj-l) = g(P,~o)-#{diIdiE[b~,b~I,i<j) 
= g(a,kO) - #{h I bi E [bj~~O]7 i < j) 
2 g(cx,a(m+p)+bj-1)+1 
2 g(P,a(m+P)+bj-1)+1, 
which is a contradiction. So CY 5 K., which implies cr = rc and we have 
case (1). n 
COROLLARY 4.8. Zfp covers CX, then 
d, = d4 - 1. 
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Proof. We prove it for the two cases of Lemma 4.7 respectively. 
Case (1): Let i, < j be the integer such that 
(pi,. =aj +rmodm+P, r’= l,... ,k=&-aj-1. (4.8) 
Then 
Therefore by the formula (3.2), 
Case (2): Direct computation shows that 
for all i < j; 
cai i 
CYl - CYj 
[ 1 m+P 
“j - c?Ji 
[ 1 m+p 
a!1 - a; 
[ 1 m+p 
= CL%; 
lm+PJ \ Lm+P. 
p-q + (1+ [&z&l) 
[ai;;] = [PC&] + (1+ p-&q) > 
[cm&q = [Eicb] - (1. [%I) 
for all i > 1, and 
[u%;;] = [!!_z&[egq> 
[CYr;] = [Lg-[Z] 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
(4.13) 
for all i E (j, 1), which implies also 
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[!z!_d%] = [z] foralli E (j,Z). 
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(4.14) 
Therefore, by the formula (3.2), 
Lemma 4.7 can be written in terms of Kronecker and pivot indices: 
COROLLARY 4.9. Let V(Q) and p(a) be the ordered Kronecker andpivot in- 
dices of (Y. Zf p covers a, then the ordered Kronecker indices and pivot indices of 
a and ,8 must take one of the following forms: 
(1) 
(2) 
(3) 
(4) 
v;(a) = &(P)f or a II ‘> z and there exists a j such that pi (cx) = pi (fi) for all 
i # j, and 
There exists a j such that vi(a) = vi(p) and pi(a) = pi(P) for all i # j, 
and 
p.j(a) = max {r E [l, m + P] ( 7- # pi(P), i < j). 
%(Q) = %(P)f or all i, and there exist j i I, vj(p) < 1/l(p), pj(p) > 
m(P), and 140) G (M(P),PL~(P)) for all i E (.k l), such that ~(a) = 
pLi(P) for all i # j, 1, 
k%(a) = Pul(P), 
and 
/4(a) = IQ(P). 
Thereexistj < 1, vj(P) I vi(P), &(P) < pi(P), andpL;(P) $ [l,&(P))U 
(b(P),m+plforalli E (.A 0, such that vi(a) = vi(p) andpi = pi(p) 
for all i # j, 1, 
and 
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The goal of the next two lemmas is to show that the partial order introduced in 
Definition 4.3 corresponds on the topological side to the closure inclusion of the 
cells. 
LEMMA 4.10. Zfo 5 ,B then 
c, c co. (4.15) 
Proof We only need to prove this for the ,0 which covers (Y. The lemma is 
obvious for cases (l), (2) and (3) of Corollary 4.9. So we only consider case (4). 
Let (Y < /3 satisfy the conditions of case (4) of Corollary 4.9, v = ~(a), 
P = p(o), and 
a(s) 
P(s)= ; EC, 
[ I $(4 
be a polynomial matrix in echelon form with 
Define 
where 
and 
Then 
Ui(S) = aoi + UliS + . * . + UVi~SV’. 
bj(s) = aoj + aljs + . . . + (a,,j - t~,,_~ l)svj - tuvllsvj+l 
hi(s) = ai( i # j. 
;l_m,P,(s) = P(s). 
For t # 0, P,(s) is equivalent to 
where 
Cl(S) 
&t(s) = i 
[ 1 CP(S) 
1 
Q(S) = co1 + ells +. . . + pjjsv’-l 
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and 
c;(s) = hi(s), i # 1. 
Finally, the ordered Kronecker and pivot indices of Qt(s) are 
(Vi )...) Vj + 1)“‘) 1/i - 1,. ..,v,) and (pi,..., pl,..., /lj ,..., pup), i.e., the 
equivalence class of P,(s) belongs to C, for any t # 0. 
LEMMA 4.11. The union 
u ca (4.16) 
al@ 
is a closed subset of A:,&. 
Proof. It is enough to prove that 
is open, i.e., we need to prove that the set formed by all the polynomial matrices 
-WA in Pp+zq of indices CY $ p is open in Pp,, . For this, it is sufficient to prove 
that there is no sequence of polynomial matrices of indices p in P>zq which 
approaches a polynomial matrix of indices a: if (Y $ /3. 
Assume that there are Q: and 0 such that fi (a) > fi (,B) for some I, and there 
are polynomial matrices {Q;(s) ( i = 1,2,. . .} c Pz$q of indices p and P(s) E 
P+n+J of indices (II such that 
P,m 
&i(s) + P(s), 
Change P(s) into the echelon form defined in Proposition 3.5 by unimodular row 
operation and change Qi(s) by the same operation. Then some of the &i(s) may 
not belong to P:zq, but the degrees of the entries of Qi(s), i = 1,2, . . . , are still 
uniformly bounded. 
LetP(s) = PO + P,s+... + Pqsq, and consider the infinite matrix 
[ 
PO PI P2 . . . Pq 0 0 .. . 
0 PO PI .‘. Pq__l Pq 0 ... (4.17) 
. . . . . . . . . . . . . . 1. 
Let P be the infinite matrix obtained from the above matrix by rearranging the 
rows so that the ith row belongs to Vfi ~~1, where V, is the vector space consisting 
of all 
5=(21,zs )...) Ic,,o,o )... ). 
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Then the elementary unimodular polynomial row operations on P(s) correspond 
to elementary row operations on P. For any j > 1, let Pj be the submatix of P 
formed by the first j rows and Qi be the corresponding matrices obtained from 
Qi(s). Then Qi + Pj and 
where 
Wl,f2,*..,fj) = 
{W f Grass(j, 00) 1 dim (W II Vf,) = k, 
dim(WnV,) < k forall r < fk, k= l,...,j} (4.18) 
is a Schubert cell in the infinite Grassmannian Grass(j, 00). So 
dim [(row sp 95) fl Vf,cp,] < 1 
when i is large enough. 
On the other hand, since the degrees of the entries of {&i(s)) are uniformly 
bounded, {&i(s)} can be changed into the echelon forms by multiplying from the 
left by unimodular polynomial matrices whose degrees of entries are uniformly 
bounded. So when j is large enough, 
dim [(row sp Qf ) n Vf,cp~] = I 
for all i, which is a con~adiction. B 
Combining Lemmas 4.11 and 4.10 we have the following theorem: 
THEOREM 4.12. The closure ofthe cell Cp in Acm is given by 
(4.19) 
EXAMPLE 4.13. The cell decomposition of AZ: is given by Figure 1. 
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Fig. 1. Cell Decomposition of AZ: 
5. FINITE CW COMPLEX 
In this section we will show that the cell decomposition of the space A$, 
considered in the previous sections is actually of the type of a finite CW complex. 
For the convenience of the reader we repeat the relevant definition from topology. 
More information can be found e.g. in [ 181. 
Let 
Dd = {(a,. . . ,xd) E Rdl xX$ 5 1) (5.1) 
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be the unit disk, and 
(54 
be the interior of Dd. Any space homeomorphic to Od is called an open d-cell. In 
particular, Rd is an open d-cell. 
DEFINITION 5.1. [22, Definition 6. l] A finite CW complex consists of a Haus- 
dorff space X together with a partition of X into a finite collection { Ca} of disjoint 
subsets such that: 
(1) Each C, is topologically an open cell of dimension d, > 0. Furthermore 
for each cell C, there exists a continuous map 
x : Dd” -+ X (5.3) 
which carries Oda homeomorphically onto C,. The map X is called a char- 
acteristic map for the cell C, . 
(2) Each point z which belongs to the closure ??,, but not to C, itself, must lie 
in a cell Co of lower dimension. 
We want to remark at this point that a finite CW complex is necessarily a 
compact topological space. Before we establish the result that A,‘$ is a finite 
CW complex, we would like to make the connection to the paper [23] of Ravi and 
the second author. 
In that paper the space of homogeneous autoregressive systems is considered. 
An autoregressive system P(s, t) E lPx(“+P) [s, t] is called homogeneous if each 
entryfij(s,t), i = l,..., p, j = l,..., m + p of P( s, t) is a homogeneous poly- 
nomial of degree vi and at least one principal minor, necessarily a homogeneous 
polynomial of degree d = Cy=‘=, vi, is nonzero. It is then shown that the set of all 
homogeneous p x (m + p) autoregressive systems of degree d, which we denote 
by &!,,, has the structure of a smooth projective variety. 
Based on earlier work by Stromme [27], an explicit embedding of k&, into 
the Grassmann manifold Grass(np_ + p - TL, (n + l)(m + p)) was constructed. 
Over C (or over R) one can equip K&,, with the subset topology coming from the 
complex (real) Grassmannian. One has a natural projection rr : && + A,‘; 
given through the dehomogenization P(s, t) H P(s, l), and this projection’is 
generically one-one. 
The following lemma relates the topology of AZJ, as introduced in Defini- 
tion 3.7 to the topology of kgm. 
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LEMMA 5.2. If d 5 n, the map 
(5.4) 
is continuous. 
Proof. For any closed set S E Azm, let z be a point in the closure of 
7r-i (S). Then there is a homogeneous polynomial matrix P(s, t) representing 
the equivalence class of z and a sequence of polynomial matrices P,(s, t) in 
&(S) c Rim such that lim Pn(s, t) = P(s, t). So lim P,(s, 1) = P(s, l), 
which means that z E x-l (S). w 
Based on the facts that &$,, is a compact topological space [23] and r = rrn,, 
is onto, we have: 
COROLLARY 5.3. A,‘,; is a compact topological space. 
We are now in a position to state the main theorem of this section: 
THEOREM 5.4. Azm is ajinite CW complex. 
Proof From Lemma 3.8 we already know that the set {C,} partitions Azm 
into a finite collection of disjoint cells, which we will therefore identify with the 
open balls Oda . Assume that the degree of the systems in C, are equal to d. Then 
C, c A;,m c A;;. 
LetP(s) = Po+PIs+... + Pdsd E c, be the matrices in the echelon form 
defined by Proposition 3.5, and consider the infinite matrix 
PO Pl Ps ” ’ Pd 0 0 ” ’ 
P= 0 PO PI .” P&_l Pd 0 “’ . 
. . . . . . . . . . . . . . . 1 
Recall the definition of the ordered sequence fr (Q) < .fi (a) < . . . as introduced 
in (4.2). Notice that 
#{i 1 fi(cx) I (d + l)(m + P)) = dp + P - d. (5.5) 
In particular there are exactly dp+p-d rows of P which are elements of the vector 
space V(d+l)(m+p). [ Compare with (4.17).] The subspace spanned by these rows 
is a point in Grass(dp + p - d, (d + l)(m + p)), and if we write these rows into a 
matrix, each element has the following particular row reduced echelon form: 
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fl f2 f++p-d 
* . * 1 0 0 0 0 0 0 0 0 
: 0 * ". * 1 0 "' 0 0 0 0 
. . . 
: 0 * “’ 0 
(5.6) 
0 0 . 0 
. . . 
* * 0 * * 0 * * i 0 0 
So we have natural embeddings: 
CL2 L WI(a), . . ., hp+p--d(4) 
A Grass(dp+p-d,(d+l)(m+p)), (5.7) 
where the Schubert cell C( fi, . . . , f++& was defined in (4.18). Let 
W-p--d 
k = c (5 - 1) (5.8) 
l=l 
be the dimension of this cell, and let 0” be the corresponding homeomorphic 
open ball. Furthermore let D” := Ok and Dd” := Oda. The following diagram 
explains the interrelation between the different spaces and maps defined so far: 
Grass(dp+p-d, (d+l)(m+p)) 
Tis 
qJn 
1 Xd,n 
A-+ 
P,m 
(5.9) 
In this commutative diagram ii, iz are the inclusions defined in (5.7) and is, iq 
are the maps induced by ii, i2. The maps is, is, i7 denote the natural inclusion 
maps and is denotes the embedding of the compact manifold Ez,+ as defined 
in [23]. It is our goal to show the existence of a characteristic map from Dd- to 
A+” 
P,m’ 
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SinceGrass(dp+p-d, (d+l)(m+p)) is a CW complex and the Schubert cells 
of the form (5.6) define a cell decomposition of Grass(dp+p - d, (d + l)(m +p)) 
(see [18, Chapter I, Example 2.51. or [22, Section 61) there exists characteris- 
tic map 4, which carries Ok homeomorphically onto C(fr, . . . , f+,+p_-d) when 
viewed as a subset of the Grassmann manifold. 
Crucial for the proof is the observation that by definition (id o is)(Od-) C 
&(I?$,,). Since &.J(J?~,~ ) is closed and the characteristic map 4 is continuous 
we conclude that (4 o ir)(@) c ig(I?i,m). But then the map 
x := rd,n 0 (is)-’ 0 $ 0 i, (5.10) 
is well defined and continuous. By continuity x(Dda) C x(Oda) = c,. By 
Theorem 4.12 x is therefore a characteristic map. n 
REMARK 5.5. The embedding of C, into Grass(dp + p - d, (d + l)(p + m)) 
gives us another way to describe the projective manifold R&,, introduced in [23]. 
For this consider in (5.9) the situation when d = n. Then the closure of (ir o 
ia) is necessarily isomorphic to the manifold Z?p”,,m. 
In conclusion of this section we describe the singular homology groups for the 
set A;“,(@). Note that the cells C, (Cc) h ave real dimension 2d,; in particular 
there are no cells of odd real dimension. Define 
bk = #{CX 1 d, = lc/2} if Ic is even, 
0 if Ic is odd. 
(5.11) 
By the properties of finite CW complexes [ 181 defined over @, we deduce 
THEOREM 5.6. The singular homology H,(A$; Z) of AZ;(@) has no tor- 
sion. 
&&‘i;“,; z) = zb”, 
and the k th Betti number of A:,&(c) is bk. 
We would like to take the opportunity to thank U. Helmke, M. S. Ravi, and 
the anonymous referee for several helpful comments and discussions. 
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