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1. Introduccio´n.
El objetivo de este trabajo es describir algunos procedimientos nume´ri-
cos para la aproximacio´n de integrales definidas de funciones para las que no
es posible encontrar fo´rmulas expl´ıcitas. Algunos de los procedimientos ma´s
utilizados son las fo´rmulas de Newton-Coˆtes, las fo´rmulas compuestas o las
fo´rmulas de Gauss. Otro procedimiento es la cuadratura de Clenshaw-Curtis.
La cuadratura de Clenshaw-Curtis [5], [10] es menos utilizada que la cua-
dratura de Gauss debido a que tiene menos precisio´n. Sin embargo, en este
trabajo veremos que ambas cuadraturas tienen propiedades de convergencia
muy similares para funciones suficientemente regulares. Adema´s, una de las
principales ventajas de la cuadratura de Clenshaw-Curtis es que, usando la
transformada ra´pida de Fourier, la cuadratura de Clenshaw-Curtis puede ser
implementada enO(n log n) operaciones frente a que en la cuadratura de Gauss
los nodos y los pesos pueden ser evaluados en O(n2) operaciones. La mayor´ıa
de los resultados asociados a esta cuadratura han sido obtenidos de [6].
En muchas aplicaciones es necesario calcular las fo´rmulas de cuadratura con
un nu´mero elevado de nodos los que hace que las fo´rmulas de Gauss sean poco
pra´cticas. Una de las aplicaciones en las que se ha utilizado necesariamente la
cuadratura de Clenshaw-Curtis es el campo de las finanzas matema´ticas.
El problema de encontrar el valor de un contrato derivado puede ser resuelto
mediante el ca´lculo de la esperanza matema´tica (respecto de una probabilidad
que depende del modelo) del precio futuro del activo subyacente. Es decir, el
ca´lculo efectivo requiere la evaluacio´n de una integral que pocas veces puede
resolverse exactamente. El uso de fo´rmulas de cuadratura eficientes es impor-
tante ya que la evaluacio´n deber hacerse muchas veces y muy ra´pidamente. En
este trabajo, la cuadratura de Clenshaw-Curtis es utilizada para implementar
un algoritmo nume´rico para la valoracio´n de opciones de tipo bermu´dea (para
las que no existen fo´rmulas expl´ıcitas).
En la primera seccio´n se van a introducir algunas nociones ba´sicas sobre la
cuadratura interpolatoria y, en particular, sobre la cuadratura Gaussiana. Pos-
teriormente, se construira´ la cuadratura de Clenshaw-Curtis y se observara´ que
las tasas de convergencia son semejantes a las de la cuadratura de Gauss. Ma´s
precisamente, se analizara´n los casos en los que la funcio´n a integrar tiene un
nu´mero finito de derivadas y el caso en el que dicha funcio´n es anal´ıtica. En la
tercera seccio´n se realizara´n experimentos nume´ricos en los que se observara´n
los resultados teo´ricos y se disen˜ar algoritmos para aproximar la valoracio´n
tanto de opciones europeas como de opciones bermu´deas.
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2. Cuadratura de Gauss.
El objetivo de esta seccio´n es estudiar algunos procedimientos nume´ricos
eficientes para aproximar el valor de la integral definida:
I(f) =
∫ b
a
f(x)dx, (1)
donde f es una funcio´n real, de variable real, que supondremos continua en
[a, b]. Los tipos de aproximacio´n que vamos a considerar son de la forma:
I(f) ≈
n∑
j=0
αjf(xj). (2)
Este problema recibe el nombre gene´rico de cuadratura nume´rica. Los n+1
puntos xj, j = 0, ..., n, se denominan nodos de cuadratura y los αj coeficientes
de cuadratura. Lo que nos interesa buscar es una fo´rmula de cuadratura tal
que el error
En+1(f) = I(f)−
n∑
j=0
αjf(xj)
(llamado error de cuadratura) sea lo ma´s pequen˜o posible en valor absoluto.
Mediremos este error dependiendo del tipo de cuadratura utilizada.
Definicio´n 2.1. Se denomina grado de precisio´n de una fo´rmula de cuadratura
al mayor entero m tal que En+1(x
k) = 0 para k = 0, ...,m, pero En+1(x
m+1) 6=
0.
Una consecuencia directa de esta definicio´n es que si una fo´rmula tiene
grado de precisio´n m todo polinomio de grado menor o igual que m es integrado
exactamente por esta fo´rmula de cuadratura (es decir, el error de cuadratura
es 0).
2.1. Cuadratura Interpolatoria.
Sean n + 1 nodos distintos ordenados, x0 < x1 < ... < xn, en el intervalo
[a, b]. Definimos Pn(f)(x) como el polinomio de grado menor o igual que n tal
que
Pn(f)(xj) = f(xj), j = 0, 1, ..., n.
La integral ∫ b
a
Pn(f)dx,
6
se puede calcular fa´cilmente usando la forma de Lagrange para el polinomio
interpolador (se puede ver en [7]):
Pn(f) =
n∑
j=0
wn+1,jf(xj),
donde
wn+1,j(x) =
(x− x0) . . . (x− xj−1)(x− xj+1) . . . (x− xn)
(xj − x0) . . . (xj − xj−1)(xj − xj+1) · · · (xj − xn) .
Integrando tenemos que:∫ b
a
Pn(f)dx =
n∑
j=0
f(xj)
∫ b
a
wn+1,j(x)dx,
con lo que definiendo
αj =
∫ b
a
wn+1,j(x)dx,
obtenemos la denominada fo´rmula de cuadratura interpolatoria basada en los
nodos xj, j = 0, ..., n, ∫ b
a
f(x)dx ≈
n∑
j=0
αjf(xj). (3)
Teorema 2.2. Si f es una funcio´n continua, el error de la cuadratura inter-
polatoria es:
En+1(f) =
∫ b
a
(x− x0) . . . (x− xn)f [x0, ..., xn, x]dx,
donde f [x0, ..., xn, x] es la diferencia dividida de f en los n+2 nodos x0, .., xn, x.
Adema´s, si suponemos que fn+1(x) existe y es continua en [a, b], entonces
En+1(f) =
fn+1(ξ)
(n+ 1)!
∫ b
a
(x− x0) . . . (x− xn)dx, ξ ∈ [a, b].
Demostracio´n. Ver libro [7].
Teorema 2.3. Una fo´rmula de cuadratura con n + 1 nodos distintos es una
fo´rmula interpolatoria si y so´lo si tiene grado de precisio´n mayor o igual que
n.
Demostracio´n. Por una parte, si la fo´rmula de cuadratura con n + 1 nodos
distintos es una fo´rmula interpolatoria, el error de dicha fo´rmula es (teorema
2.2):
En+1(f) =
∫ b
a
(x− x0) . . . (x− xn)f [x, x0, . . . , xn]dx.
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Si f es un polinomio de grado menor o igual n entonces f [x, x0, . . . , xn] = 0,
luego En+1(f) = 0. Por tanto, la fo´rmula tiene grado de precisio´n mayor o
igual que n.
Rec´ıprocamente, supongamos que la fo´rmula de cuadratura tiene grado
de precisio´n mayor o igual que n. Sean xj, j = 0, ..., n, los n + 1 nodos de
cuadratura distintos. En particular, para las funciones xk, k = 0, ..., n, tenemos:
n∑
j=0
αjx
k
j =
∫ b
a
xkdx =
1
k + 1
(bk+1 − ak+1), k = 0, ..., n. (4)
Por tanto, dados los nodos de cuadratura x0, ..., xn, los pesos son la solucio´n
de un sistema de n + 1 ecuaciones con n + 1 inco´gnitas (αj, j = 0, ..., n) con
matriz de coeficientes:
V =
1 x0 x
2
0 . . . x
n
0
...
...
...
...
1 xn x
2
n . . . x
n
n
 .
Como los xj son distintos y V es de la forma de Vandermonde existe una
u´nica solucio´n del sistema (4). Por otra parte, la fo´rmula interpolatoria con
los mismo nodos xj es exacta cuando la aplicamos a los polinomios 1, x, ..., x
n.
Por tanto, si sustituimos en el sistema αj =
∫ b
a
wn+1,j(x)dx (coeficientes de la
fo´rmula de cuadratura interpolatoria) obtenemos una solucio´n; y como e´sta es
u´nica tenemos que:
αj =
∫ b
a
wn+1,j(x)dx.
Luego la fo´rmula de cuadratura es una fo´rmula interpolatoria.
2.2. Polinomios de Legendre.
Definicio´n 2.4. Los polinomios de Legendre vienen dados por la relacio´n de
recurrencia:
Ln+1(x) =
2n+ 1
n+ 1
xLn(x)− n
n+ 1
Ln−1(x).
Algunas propiedades de intere´s de los polinomios de Legendre son (vea´se
en [4]):
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1. Los polinomios de Legendre son autofunciones del problema de Sturm-
Lioville singular:
[(1− x2)L′n(x)]′ + n(n+ 1)Ln(x) = 0.
2. (1− x2)L′n(x) = nLn−1(x)− nxLn(x).
3. |Ln(x)| ≤ 1, −1 ≤ x ≤ 1.
4. Ln(±1) = (±1)n.
5. |L′n(x)| ≤ 12n(n+ 1), −1 ≤ x ≤ 1.
6. L′n(±1) = (±1)n 12n(n+ 1).
Proposicio´n 2.5. El conjunto de polinomios de Legendre {Ln(x) : n =
0, 1, ...} es ortogonal en L2(−1, 1).
Demostracio´n. Sean n y m enteros positivos con n 6= m. Se satisface,
d
dx
[(1− x2)L′n(x)] + n(n+ 1)Ln(x) = 0,
d
dx
[(1− x2)L′m(x)] +m(m+ 1)Lm(x) = 0.
Multiplicando la primera ecuacio´n por Lm(x), la segunda por Ln(x) y restando,
Lm(x)
d
dx
[(1− x2)L′n(x)]− Ln(x)
d
dx
[(1− x2)L′m(x)]
+ (n−m)(n+m+ 1)Lm(x)Ln(x) = 0.
Integrando en [−1, 1],∫ 1
−1
Lm(x)
d
dx
[(1− x2)L′n(x)]dx−
∫ 1
−1
Ln(x)
d
dx
[(1− x2)L′m(x)]dx
+
∫ 1
−1
(n−m)(n+m+ 1)Lm(x)Ln(x)dx = 0.
Integrando los dos primeros te´rminos por partes se prueba que∫ 1
−1
Lm(x)
d
dx
[(1− x2)L′n(x)]dx =
∫ 1
−1
Ln(x)
d
dx
[(1− x2)L′m(x)]dx,
luego,
(n−m)(n+m+ 1)
∫ 1
−1
Lm(x)Ln(x)dx = 0,
y como n 6= m, resulta que ∫ 1
−1
Ln(x)Lm(x)dx = 0.
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Vamos a calcular ahora
∫ 1
−1 L
2
n(x)dx : Reemplazamos en la primera de las
fo´rmulas de recurrencia n por n− 1,
Ln(x) =
2n− 1
n
xLn−1(x)− n− 1
n
Ln−2(x).
Multiplicando a esta fo´rmula por (2n + 1)Ln(x) y resta´ndola la fo´rmula de
recurrencia multiplicada por (2n− 1)Ln−1(x),
n(2n+ 1)L2n(x) + (n− 1)(2n+ 1)Ln−2(x)Ln(x)
− (n+ 1)(2n− 1)Ln−1(x)Ln+1(x)− n(2n− 1)L2n−1(x) = 0
con n = 2, 3, .... Integrando en (−1, 1) y aplicando la ortogonalidad de los
polinomios de Legendre,
n(2n+ 1)
∫ 1
−1
L2n(x)dx = n(2n− 1)
∫ 1
−1
L2n−1(x)dx.
Aplicando reiteradamente esta u´ltima fo´rmula tenemos que,∫ 1
−1
L2n(x)dx =
2n− 1
2n+ 1
2n− 3
2n− 1
∫ 1
−1
L2n−2(x)dx
=
2n− 3
2n+ 1
2n− 5
2n− 3
∫ 1
−1
L2n−3(x)dx = ...
=
3
2n+ 1
∫ 1
−1
L21(x)dx =
2
2n+ 1
,
para n = 2, 3, .... Como L0(x) = 1 y L1(x) = x esta expresio´n tambie´n es cierta
para n = 0 y n = 1, luego,∫ 1
−1
L2n(x)dx =
2
2n+ 1
, n = 0, 1, 2, ... .
Es conocido que los polinomios de Legendre forman un sistema completo
en L2[−1, 1] (vea´se en [3]). Por tanto, si f ∈ L2[−1, 1] podemos escribir:
f(x) =
∞∑
n=0
cnLn(x).
Vamos a calcular cua´nto valen los cn. Multiplicando por Lm(x) con m fijo e
integrando entre -1 y 1, se tiene que∫ 1
−1
f(x)Lm(x)dx =
∞∑
n=0
cn
∫ 1
−1
Ln(x)Lm(x)dx.
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Por la ortogonalidad de los polinomios de Legendre,∫ 1
−1
f(x)Ln(x)dx = cn
∫ 1
−1
L2n(x)dx.
Por tanto,
cn =
2n+ 1
2
∫ 1
−1
f(x)Ln(x)dx, n = 0, 1, 2, ... .
Hemos visto la ortogonalidad de los polinomios de Legendre en el intervalo
[−1, 1]. Sea y ∈ [a, b], haciendo el cambio de variable:
x = −1b− y
b− a +
y − a
b− a
tenemos que Ln(x) = Lˆn(y) donde Lˆn se define como el n-e´simo polinomio de
Legendre en el intervalo [a, b].
2.3. Polinomios de Chebyshev. Propiedades.
Una de las referencias usadas, entre otras, para algunas de las propiedades
de esta seccio´n ha sido [2].
Definicio´n 2.6. El n-e´simo polinomio de Chebyshev, Tn, viene dado por
T0(x) = 1
T1(x) = x
Tn(x) = 2xTn−1(x)− Tn−2(x), n ≥ 2.
Veamos en los siguientes resultados algunas propiedades importantes de los
polinomios de Chebyshev.
Teorema 2.7. El n-e´simo polinomio de Chebyshev, Tn, es un polinomio de
grado exactamente n con coeficiente director 2n−1. Adema´s,
Tn(cos(θ)) = cos(nθ), θ ∈ [0, pi].
Demostracio´n. La prueba es por induccio´n. Para m = 0 y m = 1 el resultado
es cierto. Supongamos que es cierto para m ≤ n − 1. Es claro que Tn =
2xTn−1−Tn−2 tiene grado n (una unidad ma´s que Tn−1) y su coeficiente director
es dos veces el coeficiente director de Tn−1 que por hipo´tesis de induccio´n es
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2n−2. Por tanto, el coeficiente director de Tn es 2 × 2n−2 = 2n−1. Veamos que
Tn(cos θ) = cos(nθ). Por hipo´tesis de induccio´n, para m ≤ n− 1
Tm(cos θ) = cos(mθ).
Utilizamos la fo´rmula trigonome´trica
cosA cosB =
1
2
(cos(A+B) + cos(A−B)),
o, escrita de otra forma
cos(A+B) = 2 cosA cosB − cos(A−B)
y sustituiremos A = (m− 1)θ y B = θ. Si x = cos θ con θ ∈ [0, pi], se tiene que
Tn(x) = 2xTn−1(x)− Tn−2(x)
= 2 cos θTn−1(cos θ)− Tn−2(cos θ)
= 2 cos θ cos((n− 1)θ)− cos((n− 2)θ)
= cos(nθ).
Teorema 2.8. Los polinomios de Chebyshev verifican la ecuacio´n diferencial
(1− x2)T ′′n (x)− xT ′n(x) + n2Tn(x) = 0. (5)
Demostracio´n. Teniendo en cuenta que Tn(x) = cos(nθ) se tiene que
T ′n(x) =
d cos(nθ)
dθ
1
d cos θ
dθ
= n
sen(nθ)
sen θ
.
y que
T ′′n (x) =
dT ′n(x)
dθ
1
d cos θ
dθ
=
(
n2
cos(nθ)
sen(nθ)
+ n
sin(nθ) cos θ
sen2 θ
)
1
− sen θ
= −n2 cos(nθ)
sen2 θ
+ n
sen(nθ) cos θ
sen3 θ
.
Reemplazando en (5) y recordando que x = cos θ:
sen2 θ
(
−n2 cos(nθ)
sen2 θ
+ n
sen(nθ) cos θ
sen3 θ
)
− cos θ
(
n
sen(nθ)
sen θ
)
+ n2 cos(nθ) =
= −n2 cos(nθ) + nsen(nθ) cos θ
sen θ
− n cos θ sen(nθ)
sen θ
+ n2 cos(nθ) = 0.
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A partir de (5) se puede escribir
(1− x2)1/2y′′ − x
(1− x2)1/2y
′ + λ
1
(1− x2)1/2y = 0
donde λ = n2. E´sto nos lleva al problema de Sturm-Lioville
[(1− x2)1/2y′]′ + λ 1
(1− x2)1/2y = 0, x ∈ [−1, 1],
del que son autofunciones los polinomios de Chebyshev.
Proposicio´n 2.9. Para cualquier n ≥ 0 se cumple:
1. |Tn(x)| ≤ 1, para todo x ∈ [−1, 1].
2. Tn posee exactamente n ceros en el intervalo [−1, 1] que son
yn,k = cos
(
2k + 1
2n
pi
)
, k = 0, ..., n− 1.
3. Tn posee exactamente n+1 extremos (ma´ximos o mı´nimos) en el intervalo
[−1, 1] que son
xn,k = cos
(
k
n
pi
)
, k = 0, ..., n.
Demostracio´n. La primera propiedad es consecuencia de que Tn(x) = cos(nθ)
con θ = arc cosx ∈ [0, pi]. Por esta misma razo´n los ceros de Tn sera´n xn,k =
cos(θn,k) donde cos(nθn,k) = 0. Es decir,
θn,k =
2k + 1
2n
pi, k = 0, ..., n− 1.
Para la tercera propiedad, los ma´ximos y mı´nimos de Tn son los puntos donde
Tn(x) = ±1 debido a la primera propiedad. Es decir, los puntos de la forma
cos(ξn,k) con cos(nξn,k) = ±1 y ξn,k ∈ [0, pi]. En definitiva,
ξn,k =
k
n
pi, k = 0, ..., n.
Observacio´n 2.10. Los ceros de Tn son todos interiores a (-1,1) (esta´n conte-
nidos en el intervalo abierto). Los extremos de Tn son -1,1 y los n−1 extremos
interiores yn,k, k = 1, ..., n− 1. Adema´s,
Tn(yn,k) = (−1)k, k = 0, ..., n.
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Proposicio´n 2.11. Si Tn, n = 0, 1, ..., es la sucesio´n de polinomios de Chebys-
hev, se verifica que:
1. 2Tn =
1
n+1
T ′n+1 − 1n−1T ′n−1.
2. |T ′n(x)| ≤ n2, ∀x ∈ [−1, 1].
3. Ortogonalidad de los polinomio de Chebyshev.
< Tn, Tm >=
∫ 1
−1
Tn(x)Tm(x)
dx√
1− x2 =

0 si n 6= m
pi
2
si n = m 6= 0
pi si n = m = 0
(6)
Demostracio´n. Observemos en primer lugar que para m ≥ 0,
dTm
dx
|x=cos θ = d
dθ
Tm(cos θ)
dθ
dx
|x=cosθ =
=
d
dθ
cos(nθ)
dθ
dx
|x=cos θ =
= m
sen(mθ)
sen θ
.
Por tanto,
1
n+ 1
T ′n+1 −
1
n− 1T
′
n−1 =
1
sen θ
(sen((n+ 1)θ)− sen((n− 1)θ)) =
=
1
sen θ
(2 sen θ cos(nθ)) =
= 2 cos(nθ) = 2Tn.
La segunda propiedad es inmediata para n = 1 (T1(x) = x) y tambie´n para
n = 2 (T2(x) = 2x
2 − 1). Supongamos entonces que |T ′m(x)| ≤ m2 para m ≤
n − 1. Se tiene, usando la recurrencia para las derivadas y que |Tn(x)| ≤ 1 si
x ∈ [−1, 1],
|T ′n(x)| = |2nTn−1(x) +
n
n− 2T
′
n−2(x)|
≤ 2n|Tn−1(x)|+ n
n− 2 |T
′
n−2(x)|
≤ 2n+ n
n− 2(n− 2)
2 = n2.
La tercera propiedad se demuestra de forma completamente ana´loga a la pro-
posicio´n 2.5, teniendo en cuenta que si n > 0∫ pi
0
cos2(nθ)dθ =
pi
2
,
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y si n = 0 ∫ pi
0
1dθ = pi.
Observacio´n 2.12. Los polinomios de Chebyshev forman un sistema completo
en L2w(−1, 1).
Teorema 2.13. Si P es un polinomio de grado n con coeficiente director 2n−1,
entonces
ma´x
x∈[−1,1]
|P (x)| ≥ ma´x
x∈[−1,1]
|Tn(x)| = 1,
donde Tn es el n-e´simo polinomio de Chebyshev.
Demostracio´n. La prueba es por reduccio´n al absurdo. Supongamos que existe
un polinomio P de grado n y coeficiente director 2n−1 con
ma´x
x∈[−1,1]
|P (x)| < ma´x
x∈[−1,1]
|Tn(x)| = 1.
Consideremos el polinomio Q = Tn − P y observemos, en primer lugar, que
el grado de Q debe ser n − 1 ya que P y Tn son del mismo grado y tienen
el mismo coeficiente director. Como Tn(yn,0) = Tn(1) = 1, Q(1) > 0 ya que
necesariamente P (1) < 1 por hipo´tesis. De la misma forma Tn(yn,1) = −1 y,
como P (yn,1) > −1, Q(yn,1) < 0. El mismo razonamiento prueba que Q(yn,k)
tiene el signo de (−1)k, k = 0, ..., n. Pero entonces Q tiene n + 1 cambios de
signo en [−1, 1] y por tanto debe tener n ceros en (−1, 1). Como es un polinomio
de grado n− 1, necesariamente Q es ide´nticamente nulo, y P (x) = Tn(x) para
todo x ∈ [−1, 1], en contra de que ma´xx∈[−1,1] |P (x)| < ma´xx∈[−1,1] |Tn(x)|.
Corolario 2.14. Si P es un polinomio de grado n con coeficiente director
unidad, entonces
ma´x
x∈[−1,1]
|P (x)| ≥ ma´x
x∈[−1,1]
∣∣∣∣ 12n−1Tn(x)
∣∣∣∣ ,
donde Tn es el n-e´simo polinomio de Chebyshev.
Demostracio´n. Es inmediata a partir del teorema 2.13.
Proposicio´n 2.15. Consideremos n+ 1 puntos cualesquiera −1 ≤ η0 < η1 <
... < ηn ≤ 1, y el polinomio de grado n+ 1
Πn+1(x, η0, ..., ηn) = (x− η0) . . . (x− ηn).
Se verifica que:
ma´x
x∈[−1,1]
|Πn+1(x, η0, ..., ηn)| ≥ ma´x
x∈[−1,1]
|Πn+1(x, xn+1,0, ..., xn+1,n)|,
donde xn+1,k, k = 0, ..., n, son los n+ 1 ceros del polinomio Tn+1 en [−1, 1].
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Demostracio´n. El polinomio Πn+1(x, η0, ..., ηn) es un polinomio de grado n+ 1
con coeficiente director la unidad. Por el corolario 2.14
ma´x
x∈[−1,1]
|Πn+1(x, η0, ..., ηn)| ≥ ma´x
x∈[−1,1]
∣∣∣∣ 12nTn+1(x)
∣∣∣∣ .
La prueba concluye observando que el polinomio 2−nTn+1 es precisamente el
polinomio Πn+1(x, xn+1,0, ..., xn+1,n), ya que ambos polinomios son de grado
n+ 1, con el mismo coeficiente director y los mismos n+ 1 ceros.
Observacio´n 2.16. Una consecuencia de esta proposicio´n es que para funcio-
nes de clase Cn+1(−1, 1) la interpolacio´n en los ceros de Tn+1(x) es o´ptima.
Los dos resultados siguientes dan estimaciones del error de interpolacio´n
en los ceros de Tn+1 (Teorema 2.17) y en los extremos de Tn (Teorema 2.18).
Teorema 2.17. Sea f una funcio´n n + 1 veces derivable en (−1, 1) y tal que
f (n+1) es continua en [−1, 1]. Sea Pn(f) el polinomio interpolador de f en los
ceros de Tn+1. Es decir,
Pn(f)(xn+1,k) = f(xn+1,k), k = 0, ..., n.
Entonces,
ma´x
x∈[−1,1]
|f(x)− Pn(f)(x)| ≤ 1
2n(n+ 1)!
ma´x
x∈[−1,1]
|f (n+1)(x)|.
Demostracio´n. Como la funcio´n f tiene n+ 1 derivadas en (−1, 1) y f (n+1) es
continua en [−1, 1], se tiene la cota del error:
ma´x
x∈[−1,1]
|f(x)−Pn(f)(x)| ≤ma´xx∈[−1,1] |f
(n+1)(x)|
(n+ 1)!
ma´x
x∈[−1,1]
|Π(x, xn+1,0, ..., xn+1,n)|.
(7)
Ya hemos visto en la demostracio´n de la proposicio´n 2.15 que,
Πn+1(x, xn+1,0, ..., xn+1,n) = 2
−nTn+1(x).
Entonces,
ma´x
x∈[−1,1]
|f(x)− Pn(f)(x)| ≤ 1
(n+ 1)!
ma´x
x∈[−1,1]
|2−nTn+1(x)| ma´x
x∈[−1,1]
|f (n+1)(x)|.
Teniendo en cuenta que |Tn+1(x)| ≤ 1 para x ∈ [−1, 1] se obtiene la cota que
quer´ıamos.
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En muchas aplicaciones (y en particular en la Cuadratura de Clenshaw-
Curtis) es conveniente utilizar como nodos de interpolacio´n los extremos de
Tn, es decir, los puntos yn,k = cos(
kpi
n
), k = 0, ..., n, puesto que estos nodos
contienen los extremos del intervalor [-1,1], y no los contienen los nodos xn+1,k,
k = 0, ..., n que son todos interiores. Se tiene el siguiente resultado:
Teorema 2.18. Sea f una funcio´n n + 1 veces derivable en (−1, 1) y tal que
f (n+1) es continua en [−1, 1]. Sea Pn(f) el polinomio interpolador de f en los
extremos de Tn. Es decir,
Pn(f)(yn,j) = f(yn,j), k = 0, ..., n.
Entonces,
ma´x
x∈[−1,1]
|f(x)− Pn(f)(x)| ≤ n
2n−1(n+ 1)!
ma´x
x∈[−1,1]
|f (n+1)(x)|.
Demostracio´n. Tenemos ahora en cuenta que,
Πn+1(x, yn,0, ..., yn,n) = n
−121−n(x2 − 1)T ′n(x).
Por una parte, |x2 − 1| ≤ 1 si x ∈ [−1, 1], y por otra, usando la proposicio´n
2.11, |T ′n(x)| ≤ n2, ∀x ∈ [−1, 1]. Por tanto,
ma´x
x∈[−1,1]
|Πn+1(x, yn,0, ..., yn,n)| ≤ n
2n−1
.
Utilizando la cota (7),
ma´x
x∈[−1,1]
|f(x)− Pn(f)(x)| ≤ n
2n−1(n+ 1)!
ma´x
x∈[−1,1]
|f (n+1)(x)|.
2.4. Cuadratura de Gauss-Legendre.
El objetivo de la Cuadratura Gaussiana (tambie´n denominada Cuadratura
de Gauss-Legendre) es elegir n+ 1 nodos y n+ 1 coeficientes para determinar
una fo´rmula de cuadratura que tenga el mayor grado de precisio´n posible. El
grado de precisio´n de esta fo´rmula no sera´ menor que el correspondiente grado
de precisio´n para la fo´rmula interpolatoria utilizando los mismos nodos (luego
tendra´ grado de precisio´n mayor o igual que n). Vamos a seguir [1] para los
resultados de esta seccio´n.
Dados n + 1 nodos distintos, la fo´rmula de cuadratura interpolatoria en
dichos nodos puede ser escrita como:∫ b
a
f(x)dx ≈
n∑
j=0
αjf(xj) (8)
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Teorema 2.19. El ma´ximo grado de precisio´n de la fo´rmula (8) es 2n + 1.
E´ste se alcanza si los n+ 1 nodos, xj, son los ceros del polinomio ortogonal de
Legendre de grado n+ 1 en el intervalo [a, b] y la fo´rmula es interpolatoria.
Demostracio´n. Como la fo´rmula (8) es necesariamente interpolatoria (por el
teorema 2.3) podemos escribir el error como
En+1(f) =
∫ b
a
f [x0, . . . , xn, x](x− x0) . . . (x− xn)dx.
(Este resultado se puede ver en [7]).
Si f(x) es un polinomio de grado menor o igual que n entonces En+1(f) = 0.
Vamos a elegir puntos xj, j = 0, ..., n tales que el error tambie´n se anule cuando
f(x) es un polinomio de grado n + 1 + r donde r = 0, ...,m y m tan grande
como sea posible.
Para elegir estos nodos, primero recordamos que la (n+1)-e´sima diferencia
dividida de cualquier polinomio de grado n + 1 + r es un polinomio de grado
menor o igual que r (pues en cada diferencia dividida se reduce el grado del
polinomio en una unidad).
Entonces, como
En+1(f) =
∫ b
a
f [x0, ...., xn, x](x− x0) . . . (x− xn)dx,
la condicio´n necesaria y suficiente para que En+1 sea nulo para los polinomios
de grado n+ 1 +m es que:∫ b
a
(x− x0) . . . (x− xn)xrdx = 0, r = 0, 1, ...,m.
Es decir (x−x0) . . . (x−xn) es un polinomio de grado n+ 1 ortogonal a todos
los polinomios de grado menor o igual que m en el intervalo [a, b].
Si tomamos Lˆn+1(x) el n + 1-e´simo polinomio ortogonal de Legendre en
[a, b] (normalizando para que el coeficiente director sea unidad),∫ b
a
Lˆn+1(x)x
rdx = 0 se satisface para m = n.
Adema´s, no se puede satisfacer para m = n+ 1 pues en ese caso∫ b
a
Lˆ2n+1(x)dx = 0,
lo cual es absurdo.
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Teorema 2.20. Los coeficientes αj en la fo´rmula de cuadratura Gaussiana
son positivos para todo j ∈ {0, . . . , n} y todo n.
Demostracio´n. Los coeficientes αj vienen dados por αj =
∫ b
a
wn+1,j(x)dx don-
de:
wn+1,j(x) =
(x− x0) · · · (x− xj−1)(x− xj+1) · · · (x− xn)
(xj − x0) · · · (xj − xj−1)(xj − xj+1) · · · (xj − xn) , j = 0, . . . , n.
La fo´rmula de cuadratura con n + 1 nodos tiene grado de precisio´n 2n + 1 si
los n+ 1 nodos son los ceros del n+ 1-e´simo polinomio ortogonal de Legendre
en [a, b], luego si f(x) es un polinomio de grado menor o igual que 2n + 1, el
valor
∫ b
a
f(x)dx es exacto; en particular, es exacto para
qn(x) =
g2n(x)
(x− xj)2 , j = 0, . . . , n,
donde gn(x) = (x− x0) · · · (x− xn). Es decir,∫ b
a
g2n(x)
(x− xj)2dx =
n∑
k=0
αk
g2n(xk)
(xk − xj)2 ,
donde, si k 6= j,
qn(x) =
g2n(xk)
(xk − xj)2 = 0,
y si k = j,
qn(x) = (xj − x0)2 · · · (xj − xj−1)2(xj − xj+1)2 · · · (xj − xn)2.
En conclusio´n,∫ b
a
g2n(x)
(x− xj)2dx = αj(xj − x0)
2 · · · (xj − xj−1)2(xj − xj+1)2 · · · (xj − xn)2,
y, por tanto,
αj =
1
(xj − x0)2 · · · (xj − xj−1)2(xj − xj+1)2 · · · (xj − xn)2
∫ b
a
g2n(x)
(x− xj)2dx > 0.
Vamos a obtener ahora expresiones del error para la Cuadratura Gaussiana:
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Teorema 2.21. Sea f ′(x) continua en el intervalo [a, b]. Sean ξ0, ..., ξn, n+ 1
puntos distintos en [a, b] que no coinciden con los ceros, x0, ..., xn, del n + 1-
e´simo polinomio ortogonal de Legendre, Lˆn+1(x), sobre [a, b]. Entonces, el error
en la fo´rmula de cuadratura Gaussiana es:
En+1(f) =
∫ b
a
Lˆn+1(x)(x− ξ0) . . . (x− ξn)f [x0, ..., xn, ξ0, ..., ξn, x]dx. (9)
Demostracio´n. En los 2n + 2 puntos xj y ξj, j = 0, ..., n, podemos escribir
f(x) = P2n+1(x) + R2n+1(x) donde P2n+1(x) es el polinomio interpolador de
f(x) de grado menor o igual que 2n+1 y R2n+1(x) es el error de interpolacio´n.
Aplicando la fo´rmula de Newton, dicho error se escribe como:
R2n+1(x) =
n∏
j=0
(x− xj)(x− ξj)f [x0, ..., xn, ξ0, ..., ξn, x].
Luego, ∫ b
a
f(x)dx =
∫ b
a
P2n+1(x)dx+
∫ b
a
R2n+1(x)dx
=
n∑
j=0
αjP2n+1(xj) +
n∑
j=0
αjR2n+1(xj) + En+1(f).
Como el grado de precisio´n de la fo´rmula de cuadratura es 2n+1 tenemos que:∫ b
a
P2n+1(x)dx =
n∑
j=0
αjP2n+1(xj).
Adema´s, como f ′(x) es continua, f [x0, ..., xn, ξ0, ..., ξn, xj] tiene valor finito para
j = 0, ..., n. Luego, R2n+1(xj) = 0. Por tanto, tenemos que:
En+1(f) =
∫ b
a
Qn+1(x)(x− ξ0) . . . (x− ξn)f [x0, ..., xn, ξ0, ..., ξn, x]dx,
donde Qn+1(x) = (x− x0) . . . (x− xn).
Corolario 2.22. Sea f(x) una funcio´n con derivada continua de orden 2n+ 2
en [a, b]. Entonces, el error en n + 1 puntos de la cuadratura Gaussiana de f
en [a, b] es:
En+1(f) =
f (2n+2)(η)
(2n+ 2)!
∫ b
a
G2n+1(x)dx (10)
donde η es un punto en (a, b) y Gn+1(x) = (x− x0) · · · (x− xn).
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Demostracio´n. Por el teorema 2.21,
En+1(f) =
∫ b
a
(x−x0) · · · (x−xn)(x−ξ0) · · · (x−ξn)f [x0, ..., xn, ξ0, ..., ξn, x]dx.
Como ξ0, ..., ξn son distintos de x0, ..., xn aplicando el corolario (3.3.2) de [7],
existe η ∈ (a, b) tal que
f [x0, ..., xn, ξ0, ..., ξn, x] =
f (2n+2)(η)
(2n+ 2)!
∫ b
a
(x−x0) · · · (x−xn)(x−ξ0) · · · (x−ξn)dx.
Haciendo ξj −→ xj, j = 0, ..., n (lo cual es posible pues f es C2n+2(a, b)),
tenemos que:
En+1(f) =
f (2n+2)(η)
(2n+ 2)!
∫ b
a
G2n+1(x)dx.
2.5. Fo´rmula de Cuadratura Gaussiana con Peso.
Nuestro objetivo sera´ ahora aproximar integrales de la forma:∫ b
a
g(x)w(x)dx
por una fo´rmula de cuadratura
n∑
j=0
βjg(xj)
(regla de cuadratura con peso).
Al igual que para la cuadratura sin peso, la cuadratura con peso tiene grado
de precisio´n m si
∫ b
a
xkw(x)dx =
∑n
j=0 βjx
k
j para k = 0, ...,m, pero no para
k = m+ 1.
Para la fo´rmula interpolatoria con peso se repite el procedimiento de la
seccio´n anterior. Dados n + 1 nodos x0, ..., xn tomamos Pn+1(x) el polinomio
de grado menor o igual que n + 1 tal que: g(xj) = Pn+1(xj), j = 0, ..., n. Por
la forma de Lagrange,
Pn+1(x) =
n∑
j=0
ρj,n+1(x)g(xj)
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donde
ρj,n+1(x) =
(x− x0) · · · (x− xj−1)(x− xj+1) · · · (x− xn)
(xj − x0) · · · (xj − xj−1)(xj − xj+1) · · · (xj − xn) .
Por tanto, ∫ b
a
Pn+1(x)w(x)dx =
n∑
j=0
g(xj)
∫ b
a
ρj,n+1(x)w(x)dx.
Al igual que en la cuadratura sin peso el error es:
En+1(g) =
∫ b
a
g(x)w(x)dx−
∫ b
a
Pn+1(x)w(x)dx
=
∫ b
a
[g(x)− Pn+1(x)]w(x)dx
=
∫ b
a
(x− x0) · · · (x− xn)g[x0, ..., xn, x]w(x)dx.
Vamos a obtener ahora la fo´rmula de cuadratura Gaussiana con peso. Para
ello, el objetivo sera´ seleccionar n + 1 nodos y n + 1 coeficientes βj tales que
la fo´rmula de cuadratura
n∑
j=0
βjg(xj) (11)
tenga el ma´ximo grado de precisio´n posible.
Teorema 2.23. La fo´rmula de cuadratura con peso (11) tiene grado de pre-
cisio´n menor o igual que 2n + 1. E´ste se alcanza si los n + 1 nodos son los
ceros del n+ 1-e´simo polinomio ortogonal, Hn+1(x), con respecto al peso w(x)
en [a, b].
Demostracio´n. Es ide´ntica a la del teorema 2.19.
Los coeficientes de la fo´rmula Gaussiana con peso son:
βj =
∫ b
a
ρj,n+1(x)w(x)dx, j = 0, ..., n,
donde
ρj,n+1 =
(x− x0) · · · (x− xj−1)(x− xj+1) · · · (x− xn)
(xj − x0) · · · (xj − xj−1)(xj − xj+1) · · · (xj − xn) .
Teorema 2.24. Los coeficientes βj, j = 0, ..., n son todos positivos.
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Demostracio´n. Es ide´ntica a la del teorema 2.20.
Vamos a buscar una forma ma´s sencilla para expresar los βj. Para ello
introducimos primero el siguiente lema:
Lema 2.25. (Relacio´n de Christoffel-Darboux). Los polinomios ortonormales
respecto a un peso w(x), no negativo, en [a, b] satisfacen:
an
an+1
[Pn+1(x)Pn(ξ)− Pn+1(ξ)Pn(x)] = (x− ξ)
n∑
j=0
Pj(x)Pj(ξ). (12)
Demostracio´n. 3 polinomios ortogonales consecutivos esta´n relacionados por:
Pn+1(x) = (Anx+Bn)Pn(x)− CnPn−1(x). (13)
(La prueba de este resultado se puede ver en [1]). Multiplicando a ambos lados
de la igualdad por Pn(ξ) obtenemos,
Pn(ξ)Pn+1(x) = (Anx+Bn)Pn(ξ)Pn(x)− CnPn(ξ)Pn−1(x).
Intercambiando los argumentos x y ξ,
Pn(x)Pn+1(ξ) = (Anξ +Bn)Pn(x)Pn(ξ)− CnPn(x)Pn−1(ξ).
Restando estas dos igualdades,
Pn(ξ)Pn+1(x)− Pn(x)Pn+1(ξ) =AnPn(x)Pn(ξ)(x− ξ)
− Cn[Pn(ξ)Pn−1(x)− Pn(x)Pn−1(ξ)].
Si Pn+1(x) = an+1x
n+1 + anx
n + ...+ a0, usando (13) tenemos que:
an+1 = Anan y Cn = An
an−1
an
de lo que se deduce que
An =
an+1
an
y Cn =
an+1an−1
a2n
y, por tanto:
Pn(x)Pn(ξ)(x− ξ) =A−1n [Pn(ξ)Pn+1(x)− Pn(x)Pn+1(ξ)]
− CnA−1n [Pn(x)Pn−1(ξ)− Pn(ξ)Pn−1(x)].
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Sumando ambos te´rminos de la igualdad en j, tenemos que
n∑
j=0
Pj(x)Pj(ξ)(x− ξ) =
n∑
j=0
aj
aj+1
[Pj(ξ)Pj+1(x)− Pj(x)Pj+1(ξ)]
−
n∑
j=0
aj−1
aj
[Pj(x)Pj−1(ξ)− Pj(ξ)Pj−1(x)]
=
an
an+1
[Pn+1(x)Pn(ξ)− Pn+1(ξ)Pn(x)]
Luego,
(x− ξ)
n∑
j=0
Pj(x)Pj(ξ) =
an
an+1
[Pn+1(x)Pn(ξ)− Pn+1(ξ)Pn(x)].
Volvemos a nuestro problema de calcular los coeficientes βj:
Sea Pn(x) el n + 1-e´simo polinomio ortonormal en [a, b] con respecto al pe-
so w(x). Si el coeficiente principal de Pn(x) es an entonces Pn(x) = an(x −
x0) . . . (x− xn). Luego,
βj =
1
P ′n(xj)
∫ b
a
Pn(x)
(x− xj)w(x)dx, j = 0, ..., n.
Tomando ξ = xk en la relacio´n de Christoffel-Darboux,
an
an+1
(Pn+1(x)Pn(xk)− Pn+1(xk)Pn(x)) = (x− xk)
n∑
j=0
Pj(x)Pj(xk).
Como Pn(xk) = 0, tenemos que
−an
an+1
Pn+1(xk)Pn(x) = 0.
Multiplicando por w(x)
x−xk e integrando en [a, b],
−an
an+1
Pn+1(xk)
∫ b
a
Pn(x)
x− xkw(x)dx = cte.
Por otra parte, como Pj(x), j = 0, ..., n, son ortonormales para el peso w(x)
en [a, b], P0(x) = [
∫ b
a
w(x)dx]−1/2 y
1 =
−an
an+1
Pn+1(xk)
∫ b
a
Pn(x)
(x− xk)w(x)dx.
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Entonces:
βj =
−an+1
anP ′n(xj)Pn+1(xj)
.
Usando la fo´rmula recursiva: Pn+1(xj) = −an+1an−1a2n Pn−1(xj), obtenemos la ex-
presio´n
βj =
an
an−1P ′n(xj)Pn−1(xj)
. (14)
Los errores de la cuadratura Gaussiana con peso se obtienen de la misma
forma que los de la fo´rmula sin peso:
En+1(g) =
∫ b
a
g(x)w(x)dx−
∫ b
a
Pn+1(x)w(x)dx
=
∫ b
a
(x− x0) . . . (x− xn)(x− ξ0) . . . (x− ξn)g[x0, ..., xn, ξ0, ..., ξn, x]w(x)dx
= g[x0, ..., xn, x0, ..., xn, η]
∫ b
a
(x− x0)2 · · · (x− xn)2w(x)dx
=
g(2n+2)(η)
(2n+ 2)!
∫ b
a
(x− x0)2 · · · (x− xn)2w(x)dx con a < η < b.
2.5.1. Cuadratura de Gauss-Chebyshev.
La cuadratura de Gauss-Chebyshev es una cuadratura Gaussiana con peso
en [−1, 1] donde el peso, w(x), viene dado por:
w(x) =
1√
1− x2 .
Los polinomios ortonormales considerados son los polinomios de Chebyshev.
Tenemos que Tn(cos θ) = cos(nθ) luego Tn(x) = cos(n cos
−1(x)), n =
1, 2, .... Adema´s, por (6) sabemos que los polinomios de Chebyshev son or-
togonales pero no ortonormales. Normalizando dichos polinomios:
Vn(x) =
√
2
pi
cos(n cos−1(x)),
y haciendo el cambio de variable x = cos(θ),
Vn(cos θ) =
√
2
pi
cos(nθ).
Ya hemos visto que el ma´ximo grado de precisio´n se alcanza en los puntos
xj tales que Tn(xj) = 0, −1 ≤ xj ≤ 1. Los ceros de Tn(x) son:
xj = cos
(
2j + 1
2n
pi
)
, j = 0, ..., n− 1.
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Adema´s, como Tn es un polinomio de grado exactamente n con coeficiente
director 2n−1, el polinomio normalizado se escribe de la forma:
Vn(x) =
√
2
pi
2n−1xn + qn−1(x),
con qn−1 un polinomio de grado menor o igual que n−1. Por tanto, el coeficiente
principal de los polinomios ortonormales Vn es:
an =
2n√
2pi
, n = 1, 2, ... y a0 =
1√
pi
.
Sustituyendo este valor de an en (14),
βj =
2n√
2pi
2n−1√
2pi
T ′n(xj)Tn−1(xj)
=
2
T ′n(xj)Tn−1(xj)
.
Derivando Vn respecto de x tenemos que,
V ′n(x) =
dVn
dθ
dθ
dx
=
√
2
pi
n sin(nθ)
1
sin θ
.
Y sustituyendo en la expresio´n de los βj anterior,
βj =
2 sin(θj)√
2
pi
n sin(nθj)
√
2
pi
cos((n− 1)θj)
=
pi sin(θj)
n sin(nθj) cos((n− 1)θj) ,
para j = 0, 1, ..., n. Como, adema´s, cos((n− 1)θj) = sin θj sin(nθj),
βj =
pi
n
j = 0, 1, ..., n.
Por tanto, la fo´rmula de cuadratura de Gauss-Chebyshev es:∫ 1
−1
g(x)√
1− x2dx =
pi
n
n∑
j=0
g(xj) + En+1(g) n = 1, 2, ... .
2.5.2. Cuadratura de Gauss-Lobatto.
Sean {Pn}∞n=0 una familia de polinomios tal que el grado de Pn es exacta-
mente n y ∫ 1
−1
Pn(x)Pm(x)w(x)dx = 0 si n 6= m.
Consideramos el polinomio
qn+1(x) = Pn+1(x) + aPn(x) + bPn−1(x),
donde a y b son elegidos para que qn+1(−1) = qn+1(1) = 0.
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Teorema 2.26. Sean −1 = x0, x1, ..., xn = 1 las n + 1 ra´ıces del polinomio
qn+1(x) y sean w0, ..., wn las soluciones del sistema lineal:∫ 1
−1
xkw(x)dx =
n∑
j=0
(xj)
kwj. (15)
Entonces, ∫ 1
−1
p(x)w(x)dx =
n∑
j=0
p(xj)wj, (16)
para todo p polinomio de grado menor o igual que 2n− 1.
Demostracio´n. Por la ortogonalidad de los polinomios Pn, se tiene que∫ 1
−1
qn+1(x)φ(x)w(x)dx = 0,
para todo φ polinomio de grado n − 2. Para cualquier polinomio p de grado
menor o igual que 2n−1, existe un polinomio r de grado n−2 y otro polinomio
s de grado n tal que p(x) = qn+1(x)r(x)+s(x). Como qn+1(xj) = 0, 0 ≤ j ≤ n,
entonces
p(xj) = s(xj), 0 ≤ j ≤ n.
Por tanto,
n∑
j=0
p(xj)wj =
n∑
j=0
s(xj)wj =
∫ 1
−1
s(x)w(x)dx
=
∫ 1
−1
p(x)w(x)dx−
∫ 1
−1
qn+1(x)r(x)w(x)dx.
Como r(x) tiene grado n− 2,∫ 1
−1
qn+1(x)r(x)w(x)dx = 0,
luego,
n∑
j=0
p(xj)wj =
∫ 1
−1
p(x)w(x)dx.
Un caso importante es el de los pesos de Jacobi, es decir, los pesos w(x) =
(1 − x)α(1 + x)β (−1/2 ≤ α, β ≤ 1/2). Los nodos de Gauss-Lobatto son los
puntos -1, 1 y las ra´ıces del polinomio q(x) = P ′n(x). Cada polinomio de grado
2n− 1, p, puede ser representado de la forma p(x) = (1− x2)P ′n(x)r(x) + s(x)
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con r un polinomio de grado n − 2 y s un polinomio de grado n. Integrando
por partes,∫ 1
−1
P ′n(x)(1− x2)r(x)w(x)dx =
=
∫ 1
−1
Pn(x)[(1− x2)r(x)]′w(x)dx−
∫ 1
−1
Pn(x)(1− x2)r(x)w
′(x)
w(x)
w(x)dx.
Considerando el peso de Jacobi anterior, el polinomio (1 − x2)w′(x)
w(x)
es un po-
linomio de grado 1. P ′n(x) es ortogonal a (1 − x2)r(x) luego (16) se verifica
cuando los nodos de cuadratura interiores son los ceros de P ′n(x) y los pesos
esta´n definidos por (15). El caso particular que ma´s nos interesa es el peso de
Jacobi, α = β = −1/2 , obteniendo as´ı los pesos de Chebyshev. En este caso,
los nodos interiores son los ceros de T ′n(x), luego xj = cos
(
pij
n
)
, y los pesos
definidos por (15) son:
wj =
pi
2n
, si j = 0, n,
wj =
pi
n
, si 1 ≤ j ≤ n− 1.
3. Cuadratura de Clenshaw-Curtis.
La idea de la cuadratura de Clenshaw-Curtis es calcular aproximadamente
la integral ∫ b
a
f(x)dx,
utilizando como nodos de cuadratura los puntos de Chebyshev en lugar de los
nodos (o´ptimos) de Gauss o de Gauss-Lobatto. Como siempre en este trabajo
impondremos que f es continua en [a, b].
3.1. Ca´lculo del polinomio interpolador de Chebyshev.
Consideramos la funcio´n f : [a, b] → R y sea PN(f)(x) el polinomio de
grado menor o igual que N que interpola a f en los extremos de Chebyshev:
a = ηN < ηN−1 < ... < η0 = b,
es decir, ηk = a
1−xk
2
+ b1+xk
2
, con xk = cos
kpi
N
, k = 0, ..., N.
Escribimos el polinomio PN(f)(x) en te´rminos de la base del espacio gene-
rada por los polinomios de Chebyshev de grado menor o igual que N : T0, ..., TN .
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Calculamos los coeficientes cn tales que:
PN(f)(x) =
N∑
n=0
cnTn(x), (17)
PN(f)(xj) = f(xj) = yj =
N∑
n=0
cnTn(xj) =
N∑
n=0
cn cos
npij
N
, j = 0, ..., N.
Lema 3.1. (Ortogonalidad discreta de los polinomios de Chebyshev.) Se tiene
que:
N∑
j=0
wj cos
pinj
N
cos
pimj
N
=

1 si n = m = 0, N
1
2
si n = m 6= 0, N
0 si n 6= m
donde
wj =
{
1
2N
si j = 0, N
1
N
si j ∈ 1, ..., N − 1
Demostracio´n. Si n = m 6= 0, N , se tiene:
N∑
j=0
wj cos
2 pijn
N
= w0 + wN +
N−1∑
j=1
wj cos
2 pijn
N
=
1
N
+
1
N
N−1∑
j=1
1 + cos 2pijn
N
2
=
1
N
+
1
2N
(N − 1) + 1
2N
N−1∑
j=1
cos
2pijn
N
.
Como
N−1∑
j=1
cos
2pijn
N
= Re
(
N−1∑
j=1
e
2pijni
N
)
= Re
(
e
2pini
N − e 2pi(N−1)niN e 2piniN
1− e 2piniN
)
= Re
(
e
2pini
N − 1
1− e 2piniN
)
= −1
tenemos que:
N∑
j=0
wj cos
2 pijn
N
=
1
N
+
1
2N
(N − 1)− 1
2N
=
1
2
.
Si n = m = 0, N , la fo´rmula es evidente.
Si n 6= m, se tiene:
N∑
j=0
wj cos
pijn
N
cos
pijm
N
=
1
2
N∑
j=0
wj
(
cos
pi(n+m)j
N
+ cos
pi(n−m)j
N
)
.
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Se analizan dos casos. Si n+m es par:
N∑
j=0
wj cos
pijn
N
cos
pijm
N
=
1
N
+
1
2
N−1∑
j=1
wj
(
cos
pi(n+m)j
N
+ cos
pi(n−m)j
N
)
.
Por otra parte,
N−1∑
j=1
cos
pi(n+m)j
N
= Re
(
N−1∑
j=1
e
pi(n+m)ji
N
)
= Re
(
e
pi(n+m)i
N − epi(n+m)(N−1)iN epi(n+m)iN
1− epi(n+m)iN
)
= Re
(
e
pi(n+m)i
N − epi(n+m)i
1− epi(n+m)iN
)
= Re
(
e
pi(n+m)i
N − [cos(pi(n+m)) + i sin(pi(n+m))]
1− epi(n+m)iN
)
= Re
(
e
pi(n+m)i
N − 1
1− epi(n+m)iN
)
= −1.
De la misma forma,
N−1∑
j=1
cos
pi(n−m)j
N
= −1.
Y por tanto, si n+m es par tenemos que,
N∑
j=0
wj cos
pijn
N
cos
pijm
N
=
1
N
+
1
2
1
N
(−2) = 0.
Si n+m es impar,
N∑
j=0
wj cos
pijn
N
cos
pijm
N
=
1
2
N−1∑
j=1
wj
(
cos
pi(n+m)j
N
+ cos
pi(n−m)j
N
)
.
Siguiendo el mismo procedimiento que en el caso de n+m par tenemos que,
N−1∑
j=1
cos
pi(n+m)j
N
= Re
(
1 + e
pi(n+m)i
N
1− epi(n+m)iN
)
= 0,
por ser la parte real de un nu´mero imaginario puro. Y tambie´n se tiene que,
N−1∑
j=1
cos
pi(n−m)j
N
= Re
(
1 + e
pi(n−m)i
N
1− epi(n−m)iN
)
= 0.
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Y por tanto, si n+m es impar tambie´n tenemos que,
N∑
j=0
wj cos
pijn
N
cos
pijm
N
= 0.
Teorema 3.2. Los coeficientes cn de PN(f)(x) en la fo´rmula (17) vienen dados
por:
cn =
N∑
j=0
wjyj cos
pijn
N
, si n = 0, N,
cn = 2
N∑
j=0
wjyj cos
pijn
N
, si n = 1, ..., N − 1. (18)
Demostracio´n. Sabemos que
yj =
N∑
m=0
cm cos
pijm
N
, j = 0, ..., N.
Multiplicando por wj cos
pijn
N
y sumando en j:
N∑
j=0
wjyj cos
pijn
N
=
N∑
j=0
wj
(
N∑
m=0
cm cos
pijm
N
)
cos
pijn
N
=
N∑
m=0
cm
N∑
j=0
wj cos
pijm
N
cos
pijn
N
.
Entonces, e´sta u´ltima expresio´n es igual a
N∑
m=0
cmδn,m = cn si n = 0, N
1
2
N∑
m=0
cmδn,m =
1
2
cn si n = 1, ..., N − 1
Nos podemos plantear ahora co´mo calcular PN(f) de forma eficiente. Una
posibilidad es el uso de la fo´rmula (18) para el ca´lculo de los coeficientes cn,
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n = 0, ..., N . Esta forma de ca´lculo requiere un esfuerzo computacional de
O((N + 1)2) operaciones, el mismo que el de una multiplicacio´n de una matriz
de taman˜o (N + 1) × (N + 1) por un vector de taman˜o (N + 1) × 1. Este
es un coste bastante alto en muchas aplicaciones de la interpolacio´n en nodos
de Chebyshev. Un procedimiento ma´s eficaz utiliza algoritmos de trasformada
ra´pida de Fourier (FFT). Se trata de algoritmos que aprovechan la estructura y
propiedades de las funciones trigonome´tricas para calcular expresiones como la
de la fo´rmula (18) en O(N logN) operaciones. E´ste es un coste computacional
de crecimiento casi lineal con el nu´mero de nodos.
3.2. Cuadratura de Clenshaw-Curtis. Construccio´n.
En e´sta y la siguiente seccio´n vamos a suponer, sin pe´rdida de generali-
dad, que estamos en el intervalo [−1, 1]. De forma ana´loga se consiguen los
resultados para un intervalo general [a, b].
Sea Pn(f) el polinomio de grado n que interpola a f en los nodos de Chebys-
hev xj = cos(
jpi
n
), j = 0, ..., n:
Pn(f) =
n∑
k=0
ckTk(x) (19)
donde por el teorema 3.2 los coeficientes ck son:
ck =

1
2n
∑n
j=0 f(xj) cos
pijk
n
si k = 0, n
2
n
∑n
j=0 f(xj) cos
pijk
n
si k = 1, ..., n− 1
Entonces, ∫ 1
−1
f(x)dx ≈
∫ 1
−1
n∑
k=0
ckTk(x)dx =
n∑
k=0
ck
∫ 1
−1
Tk(x)dx.
Utilizando la primera propiedad de la proposicio´n 2.11,
2Tn =
1
n+ 1
T ′n+1 −
1
n− 1T
′
n−1,
tenemos que:∫ 1
−1
Tk(x)dx =
1
2
[
1
k + 1
∫ 1
−1
T ′k+1(x)dx−
1
k − 1
∫ 1
−1
T ′k−1(x)dx
]
.
Como Tk(±1) = (±1)k, se tiene que, si k es par∫ 1
−1
Tk(x)dx =
1
2(k + 1)
(1− (−1)k+1)− 1
2(k − 1)(1− (−1)
k−1) =
2
1− k2
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y si k es impar ∫ 1
−1
Tk(x)dx = 0.
Por tanto, la cuadratura de Clenshaw-Curtis sera´,∫ 1
−1
f(x)dx ≈
n∑
k=0
wcck ck, (20)
donde
wcck =

2
1−k2 si k par
0 si k impar
Observacio´n 3.3. En lo que sigue denotaremos
Cccn (f) =
n∑
k=0
ckw
cc
k .
Las fo´rmulas de Clenshaw-Curtis tienen grado de precisio´n n. Sin embargo,
como veremos en las sucesivas secciones, sus propiedades de aproximacio´n son
similares a las de la fo´rmula de Gauss.
3.3. Convergencia de las Cuadraturas de Gauss y C-C.
Sean CGn (f) y C
cc
n (f) las cuadraturas de Gauss y de Clenshaw-Curtis res-
pectivamente.
Sea P ∗n la mejor aproximacio´n a una funcio´n f ∈ C[−1, 1] por polinomios
de grado menor o igual que n con respecto a la norma del supremo (existe por
el teorema de Weierstrass, aproximacio´n minimax, vea´se en [8]). Sea
E∗n = ma´x
x∈[−1,1]
|f(x)− P ∗n(x)| = ‖f − P ∗n‖∞.
Veamos que si la mejor aproximacio´n a f converge ra´pidamente cuando n
tiende a infinito, entonces CGn (f) y C
cc
n (f) convergen ra´pidamente a I(f).
Teorema 3.4. Sea f ∈ C[−1, 1] y n ≥ 0. Entonces,
|I(f)− CGn (f)| ≤ cE∗2n+1
y
|I(f)− Cccn (f)| ≤ cE∗n.
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Demostracio´n. Como P ∗n es un polinomio de grado menor o igual que n, se
tiene que,
|I(f)− Cccn (f)| = |I(f − P ∗n)− Cccn (f − P ∗n)| ≤ |I(f − P ∗n)|+ |Cccn (f − P ∗n)|.
Por una parte,
|I(f − P ∗n)| =
∣∣∣∣∫ 1−1(f(x)− P ∗n(x))dx
∣∣∣∣ ≤ 2 ma´xx∈[−1,1] |f(x)− P ∗n(x)| = 2E∗n.
Por otra parte, sabemos que:
Cccn (f) =
n∑
k=0
ckw
cc
k
donde los wcck esta´n dados por (20) y los ck son los del teorema 3.2. Entonces,
|Cccn (f − P ∗n)| ≤ ma´x
0≤k≤n
|(f − P ∗n)∧k |
n∑
k=0
|wcck |.
donde los (f −P ∗n)∧k son los coeficientes de (19) asociados a la funcio´n f −P ∗n .
Ahora,
n∑
k=0
|wcck | =
n∑
k=0
k par
2
k2 − 1 ≤
∞∑
k=0
k par
2
k2 − 1 = K < +∞.
Teniendo en cuenta el teorema 3.2,
|(f − P ∗n)∧k | ≤

1
2k
∑k
j=0 |(f − P ∗n)(xj)|
∣∣cos (kpij
n
)∣∣ si k = 0, n
2
k
∑k
j=0 |(f − P ∗n)(xj)|
∣∣cos (kpij
n
)∣∣ si 1 ≤ k ≤ n− 1
Por tanto,
|(f − P ∗n)∧k | ≤

1
2k
∑k
j=0 |(f − P ∗n)(xj)| = k+12k E∗n si k = 0, n
2
k
∑k
j=0 |(f − P ∗n)(xj)| = 2(k+1)k E∗n si 1 ≤ k ≤ n− 1
Luego, |(f −P ∗n)∧k | ≤ K ′E∗n, y tenemos que, |Cccn (f −P ∗n)| ≤ KK ′E∗n. Sumando
los 2 valores absolutos,
|I(f)− Cccn (f)| ≤ cE∗n,
para una cierta constante positiva c independiente de n. De la misma forma
pero tomando la mejor aproximacio´n de grado 2n+1, P ∗2n+1, se demuestra que
|I(f)− CGn (f)| ≤ cE∗2n+1.
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Lo que queremos ahora es combinar este teorema con resultados de la teor´ıa
de aproximacio´n para ver que si f es regular, su mejor aproximacio´n converge
ra´pidamente.
Sea Tj el j-e´simo polinomio de Chebyshev. La serie de Chebyshev de una
funcio´n f ∈ L2w[−1, 1] es
f(x) =
∞∑
j=0
ajTj(x). (21)
donde los coeficientes aj son:∫ 1
−1
f(x)Tj(x)
1√
1− x2dx =
∞∑
l=0
al
∫ 1
−1
Tl(x)Tj(x)
1√
1− x2dx.
Usando (6), tenemos que:
aj
∫ 1
−1
T 2j (x)
1√
1− x2dx =
{
a0pi si j = 0
aj
pi
2
si j > 0
Luego, si j > 0,
aj =
2
pi
∫ 1
−1
f(x)Tj(x)
1√
1− x2dx, (22)
y,
a0 =
1
pi
∫ 1
−1
f(x)
1√
1− x2dx.
Definicio´n 3.5. Una funcio´n g es absolutamente continua en [−1, 1] si tiene
derivada finita, g′(ξ), en casi todo punto ξ ∈ [a, b], g′ es Lebesgue-integrable
en [−1, 1] y ∫ x
a
g′(ξ)dξ = g(x)− g(a), a ≤ x ≤ b.
Definimos la norma ‖ · ‖T como
‖u‖T =
∥∥∥∥ u′(x)√1− x2
∥∥∥∥
1
=
∫ 1
−1
|u′(x)|√
1− x2dx.
Teorema 3.6. Si f, f ′, ..., f (k) son absolutamente continuas en [−1, 1] y ‖f (k)‖T =
V <∞ para algu´n k ≥ 0, entonces para cada n ≥ k + 1 se cumple que:
|an| ≤ 2V
pin(n− 1) · · · (n− k) . (23)
Si f es anal´ıtica con |f(z)| ≤M , M > 0, en la regio´n acotada por la elipse
con focos ±1 y semiejes a = 1
2
[ρ + ρ−1], b = 1
2
[ρ − ρ−1] con ρ > 1, entonces
para cada n ≥ 0:
|an| ≤ 2M
ρn
. (24)
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Demostracio´n. Para ver el primer resultado, hacemos el cambio de variable
x = cos(θ) e integramos por partes k+ 1 veces los an en (22) (las hipo´tesis nos
aseguran que las k primeras derivadas existen). Hacemos la primera integracio´n
por partes:
an =
2
pi
∫ 1
−1
f(x)Tn(x)√
1− x2 dx =
2
pi
∫ pi
0
f(cos(θ)) cos(nθ)dθ
=
2
pin
∫ pi
0
f ′(cos(θ)) sen(θ) sen(nθ)dθ.
Como sen(x) sen(y) = 1
2
cos(x− y)− 1
2
cos(x+ y),
an =
2
pin
∫ pi
0
f ′(cos(θ))
[
cos((n− 1)θ)
2
− cos((n+ 1)θ)
2
]
dθ.
Luego,
|an| ≤ 2
pin
∣∣∣∣∣∣∣∣cos((n− 1)θ)2 − cos((n+ 1)θ)2
∣∣∣∣∣∣∣∣
∞
∫ pi
0
|f ′(cos(θ))|dθ.
Haciendo el cambio x = cos θ en la integral
∫ pi
0
∣∣ d
dx
f(cos θ)
∣∣ dθ nos queda que
(− sen θdθ = dx y dθ = −1√
1−x2dx),∫ pi
0
∣∣∣∣ ddxf(cos θ)
∣∣∣∣ dθ = ∫ 1−1
∣∣∣∣ ddxf(x)
∣∣∣∣ 1√1− x2dθ.
Tomando V (0) = ‖f(x)‖T , tenemos que:
|an| ≤ 2V
(0)
pin
.
Hacemos la segunda integracio´n por partes:
an =
2
pi
∫ pi
0
f ′(cos(θ))
[
cos((n− 1)θ)
2n
− cos((n+ 1)θ)
2n
]
dθ
=
2
pi
∫ pi
0
f ′′(cos(θ))
[
cos((n− 2)θ)
4n(n− 1) −
cos(nθ)
4n(n− 1) −
cos(nθ)
4n(n+ 1)
+
cos((n+ 2)θ)
4n(n+ 1)
]
dθ
Tomando valores absolutos y acotando:
|an|≤ 2
pi
∥∥∥∥cos((n− 2)θ)4n(n− 1) − cos(nθ)4n(n− 1)− cos(nθ)4n(n+ 1) + cos((n+ 2)θ)4n(n+ 1)
∥∥∥∥
∞
‖f ′′(cos θ)‖1
≤2
pi
(∥∥∥∥cos((n− 2)θ)− cos(nθ)4n(n− 1)
∥∥∥∥
∞
+
∥∥∥∥cos((n+ 2)θ)− cos(nθ)4n(n+ 1)
∥∥∥∥
∞
)
‖f ′(x)‖T
≤ 2
pi
(
1
2n(n− 1) +
1
2n(n+ 1)
)
‖f ′(x)‖T ≤ 2V
(1)
pin(n− 1) ,
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donde V (1) = ‖f ′(x)‖T .
Repitiendo el proceso, tenemos que tras k integraciones por partes, an es
de la forma:
an =
2
pi
∫ pi
0
f (k)(cos(θ))
k∑
j=−k
α
(k)
j cos((n+ j)θ)dθ.
Suponemos por hipo´tesis de induccio´n que:
k∑
j=−k
|α(k)j | ≤
1
n(n− 1) · · · (n− k + 1) .
Veamos que para el coeficiente α
(k+1)
j se tiene que:
k+1∑
j=−k−1
|α(k+1)j | ≤
1
n(n− 1) · · · (n− k) .
Haciendo la k + 1-e´sima integracio´n por partes de an,
an =
2
pi
∫ pi
0
f (k+1)(cos(θ))
k∑
j=−k
α
(k)
j
[
cos((n+ j − 1)θ)
2(n+ j)
− cos((n+ j + 1)θ)
2(n+ j)
]
dθ
=
2
pi
∫ pi
0
f (k+1)(cos(θ))
k+1∑
j=−k−1
α
(k+1)
j cos((n+ j)θ).
Por tanto,
k+1∑
j=−k−1
|α(k+1)j | ≤
k∑
j=−k
|α(k)j |
2(n+ j)
+
|α(k)j |
2(n+ j)
≤ 1
n− k
k∑
j=−k
1
2
(|α(k)j |+ |α(k)j |)
≤ 1
n(n− 1) · · · (n− k + 1)(n− k) .
Y tenemos que:
|an| ≤ 2‖f
(k)(x)‖T
pin(n− 1) · · · (n− k) .
Veamos ahora el segundo resultado:
Sea z perteneciente al c´ırculo unidad (al que vamos a denotar Γ). Podemos
escribir, z = eiθ, θ ∈ [0, 2pi], luego,
z + z−1 = eiθ + e−iθ = 2 cos(θ) y zn + z−n = einθ + e−inθ = 2 cos(nθ).
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Entonces,
an =
∫ 1
−1
f(x)
Tn(x)√
1− x2dx =
2
pi
∫ pi
0
f(cos(θ)) cos(nθ)dθ =
=
1
pi
∫ 2pi
0
f(cos(θ)) cos(nθ)dθ =
1
2pii
∫
Γ
f
(
z + z−1
2
)
(zn + z−n)
dz
z
.
Tomando valores absolutos,
|an| ≤ 1
2pi
∣∣∣∣∫
Γ
f
(
z + z−1
2
)
zn−1dz
∣∣∣∣+ 12pi
∣∣∣∣∫
Γ
f
(
z + z−1
2
)
z−n−1dz
∣∣∣∣ . (25)
Podemos transformar la elipse descrita en el enunciado en 2 circunferencias:
una de radio 1/ρ y otra de radio ρ. Si z = ρeiθ y w = z+z
−1
2
, entonces,
w =
1
2
(ρeiθ + ρ−1e−iθ) =
1
2
((ρ+ ρ−1) cos(θ) + i(ρ− ρ−1) sen(θ)).
Si w = u+ iv, u = 1
2
(ρ+ ρ−1) cos(θ) y v = 1
2
(ρ− ρ−1) sen(θ) y se cumple que
u2
a2
+
v2
b2
= 1,
donde a = 1
2
(ρ + ρ−1) y b = 1
2
(ρ − ρ−1); ecuacio´n de la elipse descrita en el
enunciado. De la misma forma, si z = ρ−1eiθ y w = z+z
−1
2
, entonces,
w =
1
2
(ρ−1eiθ + ρe−iθ) =
1
2
((ρ−1 + ρ) cos(θ) + i(ρ−1 − ρ) sen(θ)).
Si w = u+ iv, u = 1
2
(ρ−1 + ρ) cos(θ) y v = 1
2
(ρ−1 − ρ) sen(θ) y se cumple que
u2
a2
+
v2
b2
= 1,
con a y b como antes; ecuacio´n de la elipse descrita en el enunciado.
Teniendo en cuenta que la transformacio´n de z a w es continua en la regio´n
descrita en el enunciado y que la funcio´n f es anal´ıtica, podemos aplicar el
teorema de Cauchy ([11]) a cada te´rmino de (25) y tenemos que,∣∣∣∣∫
Γ
f
(
z + z−1
2
)
zn−1dz
∣∣∣∣= ∣∣∣∣∫|z|=ρ−1f
(
z + z−1
2
)
zn−1dz
∣∣∣∣≤∫|z|=ρ−1|f(w)||z|n−1dz.
En este caso, z = ρ−1eiθ entonces |z| = ρ−1 y |z|n−1 = ρ1−n, luego∫
|z|=ρ−1
|f(w)||z|n−1dz ≤
∫ 2pi
0
|f(w)|ρ1−nρ−1dθ ≤ ρ−nM2pi.
38
De la misma forma,∣∣∣∣∫
Γ
f
(
z + z−1
2
)
z−n−1dz
∣∣∣∣= ∣∣∣∣∫|z|=ρf
(
z + z−1
2
)
z−n−1dz
∣∣∣∣≤∫|z|=ρ|f(w)||z|−n−1dz.
En este caso, z = ρeiθ entonces |z| = ρ y |z|−n−1 = ρ−n−1, luego∫
|z|=ρ
|f(w)||z|−n−1dz ≤
∫ 2pi
0
|f(w)|ρ−n−1ρdθ ≤ ρ−nM2pi.
Por tanto,
|an| ≤ 1
2pi
(ρ−nM2pi + ρ−nM2pi) =
2M
ρn
.
Consideramos ahora aproximaciones polinomiales obtenidas como sumas
parciales de series de Chebyshev.
Para cualquier n ≥ 0 definimos
fn(x) =
n∑
j=0
ajTj(x). (26)
donde los aj son los definidos en (22). Observamos que fn es la proyeccio´n
ortogonal de f sobre el espacio de polinomios de Chebyshev de grado menor o
igual que n con respecto al producto interno (f, g) =
∫ 1
−1 fg
1√
1−x2dx. Se tiene
que,
ETn = ‖f − fn‖∞ =
∥∥∥∥∥
∞∑
j=n+1
ajTj(x)
∥∥∥∥∥
∞
.
Teorema 3.7. Si f, f ′, ..., f (k) son absolutamente continuas en [−1, 1] y si
‖f (k)(x)‖T = V <∞ para algu´n k ≥ 1, entonces para cada n ≥ k + 1,
ETn ≤
2V
pik(n− k)k . (27)
Si f es anal´ıtica con |f(z)| ≤ M , M > 0, en la regio´n acotada por la elipse
con focos ±1 y semiejes a = 1
2
[ρ + ρ−1], b = 1
2
[ρ − ρ−1] con ρ > 1, entonces
para cada n ≥ 0,
ETn ≤
2M
(ρ− 1)ρn . (28)
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Demostracio´n. Veamos el primer resultado. Usando la desigualdad (23), tene-
mos que
ETn ≤
∞∑
j=n+1
|aj|‖Tj(x)‖∞ ≤
∞∑
j=n+1
|aj| ≤
∞∑
j=n+1
2V
pi
1
j(j − 1) · · · (j − k)
≤ 2V
pi
∞∑
j=n+1
1
(j − k)k+1 ≤
2V
pi
∫ ∞
n
dx
(x− k)k+1 =
2V
pik(n− k)k .
Para ver el segundo resultado, usamos la desigualdad (24) y obtenemos que,
ETn ≤
∞∑
j=n+1
|aj| ≤
∞∑
j=n+1
2M
ρn
=
2M
(ρ− 1)ρn .
Sea P ∗n la mejor aproximacio´n a f en [−1, 1] por polinomios de grado menor
o igual que n con respecto a la norma del supremo. En el siguiente teorema
comparamos el error de las series de Chebyshev, ETn , con el error de mejor
aproximacio´n, E∗n.
Teorema 3.8. Para cualquier f continua en [−1, 1] y n ≥ 0,
pi
4
|an+1| ≤ E∗n ≤ ETn <
(
4 +
4
pi2
log(2n+ 1)
)
E∗n.
Demostracio´n. Es claro que E∗n ≤ ETn .
Vamos a probar la primera desigualdad. Como P ∗n es un polinomio de grado
menor o igual que n,
an+1 =
2
pi
∫ 1
−1
f(x)Tn+1(x)√
1− x2 dx =
2
pi
∫ 1
−1
(f(x)− P ∗n(x))Tn+1(x)
dx√
1− x2 .
Tomando valores absolutos,
|an| ≤ 2
pi
E∗n(f)
∫ 1
−1
|Tn+1(x)| dx√
1− x2 =
4
pi
E∗n(f).
Veamos ahora la u´ltima desigualdad.
|f − fn| = |f − P ∗n + P ∗n − fn| ≤ E∗n + |P ∗n − fn|.
Definimos
gn(x) =
1
pi
∫ pi
−pi
g(cos θ)
sen((n+ 1
2
)(θ + φ))
2 sen( θ+φ
2
)
dφ.
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Reescribimos esta u´ltima integral:
gn(x) =
1
pi
∫ pi
0
g(cosφ)
sen((n+ 1
2
)(φ+ θ))
2 sen(φ+θ
2
)
dφ+
+
1
pi
∫ 0
−pi
g(cosφ)
sen((n+ 1
2
)(φ+ θ))
2 sen(φ+θ
2
)
dφ =
=
1
pi
∫ pi
0
g(cosφ)
sen((n+ 1
2
)(φ+ θ))
2 sen(φ+θ
2
)
dφ+
+
1
pi
∫ pi
0
g(cosφ)
sen((n+ 1
2
)(−φ+ θ))
2 sen(−φ+θ
2
)
dφ =
=
1
pi
∫ pi
0
g(cos(x− θ))sen((n+
1
2
)x)
2 sen(x
2
)
dx+
+
1
pi
∫ pi
0
g(cos(y + θ))
− sen((n+ 1
2
)y)
−2 sen(y
2
)
dy =
=
1
2pi
∫ pi
0
[g(cos(φ− θ)) + g(cos(φ+ θ))]sen(
2n+1
2
φ)
sen(φ
2
)
dφ.
Tomando g = P ∗n − f tenemos que:
|(P ∗n − fn)(x)| ≤ E∗n(f)
1
pi
∫ pi
0
| sen(2n+1
2
φ)|
sen(φ
2
)
dφ.
Los nu´meros,
Ln =
1
pi
∫ pi
0
| sen(2n+1
2
φ)|
sen(φ
2
)
dφ,
son conocidos como las constantes de Lebesgue y satisfacen la desigualdad
(vea´se en [3]):
Ln < 3 +
4
pi2
log(2n+ 1).
Por lo tanto,
ETn ≤ E∗n + |P ∗n − fn| <
(
4 +
4
pi2
log(2n+ 1)
)
E∗n.
Nos queda concluir que la cuadratura de Clenshaw-Curtis tiene esencial-
mente la misma tasa de convergencia que la cuadratura de Gauss para funcio-
nes suficientemente diferenciables.
Vamos a ver primero un resultado previo.
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Teorema 3.9. Para cualquier entero p con 0 ≤ p ≤ n,
Tn+p(xj) = Tn−p(xj)
en los puntos xj = cos
jpi
n
con 0 ≤ j ≤ n.
La cuadratura de Clenshaw-Curtis da el mismo resultado para ambas fun-
ciones:
Cccn (Tn+p) = C
cc
n (Tn−p) = I(Tn−p) =

0 si n± p es impar
2
1−(n−p)2 si n± p es par
(29)
y el error en la integracio´n de Tn+p es:
I(Tn+p)− Cccn (Tn+p) =

0 si n± p es impar
8pn
n4−2(p2+1)n2+(p2−1)2 si n± p es par
(30)
Demostracio´n. Veamos el primer resultado.
Sea θj =
pij
n
, con 0 ≤ j ≤ n. Se tiene que cos((n+ p)θj) = cos((n− p)θj) para
cualquier entero p (se dice que los nu´meros n + p y n− p son alias el uno del
otro en la red de puntos que forman los θj). Haciendo x = cos θ, tenemos que
Tn+p(xj) = cos((n+ p)θj) = cos((n− p)θj) = Tn−p(xj), 0 ≤ j ≤ n.
Vamos a ver la segunda parte del teorema. Como Tn+p(xj) = Tn−p(xj),
entonces Cccn (Tn+p) = C
cc
n (Tn−p).
La fo´rmula de Clenshaw-Curtis es exacta para polinomios de grado menor o
igual que n y como Tn−p es un polinomio de grado n − p ≤ n, tenemos que
Cccn (Tn−p) = I(Tn−p).
Adema´s, ∫ 1
−1
Tn−p(x)dx =

0 si n− p es impar
−2
(n−p)2−1 si n− p es par
Luego,
Cccn (Tn+p) = C
cc
n (Tn−p) = I(Tn−p) =

0 si n− p es impar
2
1−(n−p)2 si n− p es par
Nos queda ver el error en la integracio´n de Tn+p.
I(Tn+p) =
∫ 1
−1
Tn+p(x)dx =

0 si n+ p es impar
2
1−(n+p)2 si n+ p es par
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Luego,
I(Tn+p)− Cccn (Tn+p) =

0 si n+ p es impar
2
1−(n+p)2 − 21−(n−p)2 si n+ p es par
Teorema 3.10. Sean f, f ′, ..., f (k) absolutamente continuas en [−1, 1] y sea
‖f (k)‖T = V <∞ para algu´n k ≥ 1, entonces para cada n ≥ k/2
|I(f)− CGn (f)| ≤
32V
15pi(2n+ 1− k)k (31)
Demostracio´n. Sea f(x) =
∑∞
j=0 ajTj(x) una funcio´n continua en [−1, 1] y
CGn (f) la fo´rmula de cuadratura de Gauss.
Por una parte,
I(f) =
∫ 1
−1
f(x)dx =
∫ 1
−1
∞∑
j=0
ajTj(x)dx =
∞∑
j=0
aj
∫ 1
−1
Tj(x)dx.
Por otra parte,
CGn (f) =
n∑
k=0
αkf(xk) =
n∑
k=0
αk
∞∑
j=0
ajTj(xk)
=
∞∑
j=0
aj
n∑
k=0
αkTj(xk) =
∞∑
j=0
ajC
G
n (Tj).
Luego,
I(f)− CGn (f) =
∞∑
j=0
aj(I(Tj)− CGn (Tj)).
Definimos:
S1 =
n∑
j=0
|aj||I(Tj)− CGn (Tj)|,
S2 =
2n−[n1/3]∑
j=n+1
|aj||I(Tj)− CGn (Tj)|,
S3 =
2n+1∑
j=2n+1−[n1/3]
|aj||I(Tj)− CGn (Tj)|,
S4 =
∞∑
j=2n+2
|aj||I(Tj)− CGn (Tj)|,
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donde [·] representa la parte entera. Entonces, |I(f)−CGn (f)| ≤ S1+S2+S3+S4.
El te´rmino S1 es cero puesto que la fo´rmula de cuadratura es interpolatoria y
tiene grado de precisio´n n. Como estamos en el caso de la cuadratura de Gauss
(grado de precisio´n 2n+ 1), S2 y S3 tambie´n son cero. Veamos que ocurre con
el te´rmino S4.
Sean xk, k = 0, ..., n, los nodos de Gauss-Legendre. Entonces, sabemos que
CGn (f) =
∑n
k=0 αkf(xk). Como la fo´rmula es exacta para f ≡ 1, se verifica
que,
n∑
k=0
αk = 2.
Como Tj(x) es el j-e´simo polinomio de Chebyshev, |Tj(x)| ≤ 1, x ∈ [−1, 1].
Entonces,
|I(Tj)− CGn (Tj)| ≤ |I(Tj)|+ |CGn (Tj)|.
Por tanto,
|I(Tj)− CGn (Tj)| ≤ |I(Tj)|+
n∑
k=0
αk|Tj(xk)| ≤ |I(Tj)|+ 2.
Aplicando (29) a la integral de Tj tenemos que, si j es par y j ≥ 4 (j ≥ 2n+2),
|I(Tj)− CGn (Tj)| ≤ 2 +
2
j2 − 1 ≤ 2 +
2
42 − 1 =
32
15
.
Si j es impar, I(Tj) = 0 y C
G
n (Tj) = 0 ya que los nodos de Gauss son sime´tricos
respecto a 0 y Tj es impar.
Por otra parte, usando (23), tenemos que:
∞∑
j=2n+2
|aj| ≤ 2V
pi
∞∑
j=2n+2
1
j(j − 1) · · · (j − k) ≤
2V
pi
∞∑
j=2n+2
1
(j − k)k+1
≤ 2V
pi
∫ ∞
2n+1
1
(x− k)k+1dx =
2V
pik(2n+ 1− k)k .
Combinando las dos u´ltimas desigualdades,
|I(f)− CGn (f)| ≤
∞∑
j=2n+2
|aj||I(Tj)− CGn (Tj)| ≤
32V
15pik(2n+ 1− k)k .
Teorema 3.11. Supongamos que f, f ′, ..., f (k) son absolutamente continuas en
[−1, 1] y ‖f (k)‖T = V <∞ para algu´n k ≥ 1, entonces para todo n suficiente-
mente grande (n > nk),
|I(f)− Cccn (f)| ≤
32V
15pik(2n+ 1− k)k . (32)
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Demostracio´n. Definiendo S1, S2, S3, S4 igual que en el teorema anterior pero
para la cuadratura de Clenshaw-Curtis, tenemos que S1 es cero pues la fo´rmula
es interpolatoria. En S2 los te´rminos que aparecen son todos de orden como
mı´nimo n−2/3 puesto que, para j = n+ 1, si j es par,
I(Tn+1)− Cccn (Tn+1) =
8n
n4 − 2n2 =
8
n3 − 4n,
de orden n−1/3 > n−2/3. Todos los dema´s o´rdenes son mayores pues la potencia
del denominador es mayor que la del numerador. Si j es impar, I(Tj)−Cccn (Tj) =
0.
Por otra parte, por (23), los aj son de orden V j
−k−1.
Para j = n+ i con i = 1, ..., 2n− [n1/3],
|an+i| ≤ 2V
pi(n+ i)(n+ i− 1) · · ·n(n− 1) · · · (n− (k − i))
de orden V n−k−1.
Entonces, S2 tiene O(n) te´rminos de taman˜o O(V n
−k−5/3) para un total de
magnitud O(V n−k−2/3). S3 tiene O(n1/3) te´rminos de taman˜o O(V n−k−1) para
un total de magnitud de nuevo O(V n−k−2/3).
Veamos ahora como acotar S4. Tomando n ≥ 2 (posible pues por hipo´tesis n
es suficientemente grande) tenemos que j ≥ 6, luego, por (30),
|I(Tj)− Cccn (Tj)| ≤ |I(T6)− Cccn (T6)| =

72
35
si j es par
0 si j es impar
Combinando esta cota con (23), obtenemos que:
S4 ≤ 72V
35k(2n+ 1− k)k .
Por tanto,
S1 + S2 + S3 + S4 ≤ O(V n−k−2/3) + 72V
35k(2n+ 1− k)k <
32V
15k(2n+ 1− k)k
para n suficientemente grande.
Observacio´n 3.12. Tras estos dos resultados se puede observar que la cua-
dratura de Gauss y la de Clenshaw-Curtis tienen aproximadamente la misma
precisio´n para funciones suficientemente derivables. El u´nico cambio realiza-
do ha sido reemplazar la condicio´n n ≥ k/2 por la condicio´n de que n sea
suficientemente grande.
A continuacio´n estudiamos el caso en el que la funcio´n f se extiende a una
funcio´n anal´ıtica en una elipse del plano complejo.
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Teorema 3.13. Sea f una funcio´n anal´ıtica con |f(z)| ≤ M , M > 0, en
la regio´n acotada por la elipse con focos ±1 y semiejes a = 1
2
[ρ + ρ−1], b =
1
2
[ρ − ρ−1] con ρ > 1. Entonces, si xj = cos
(
2j+1
2n+2
pi
)
, j = 0, ..., n (nodos de la
cuadratura de Gauss-Chebyshev),
ma´x
x∈[−1,1]
|f(x)− Pn(f)(x)| ≤ Cρ−n−1,
con C una constante independiente de n y Pn(f) el polinomio interpolador de
f en dichos nodos.
Demostracio´n. La elipse con focos ±1 y semiejes a = 1
2
[ρ+ρ−1] y b = 1
2
[ρ−ρ−1]
es el borde del conjunto:
Ωρ = {w = 1
2
[z + z−1]/z = ηeiθ, 1 < η < ρ, 0 ≤ θ ≤ 2pi}.
Denominamos a este borde, Λρ = ∂Ωρ.
Veamos primero que
f(x)− Pn(f)(x) = 1
2pii
∫
Λρ
f(z)
z − x
n∏
j=0
x− xj
z − xj dz.
donde Pn(f) es el polinomio de grado menor o igual que n tal que Pn(f)(xj) =
f(xj), j = 0, ..., n. En primer lugar observemos que:
f [x0, ..., xn] =
n∑
k=0
f(xk)
∏
i 6=k
1
xk − xi =
1
2pii
∫
Λρ
f(z)
(z − x0) . . . (z − xn)dz.
Veamos la u´ltima igualdad. f(z) no tiene polos en el dominio Λρ por ser una
funcio´n anal´ıtica, luego los polos de f(z)
(z−x0)...(z−xn) son los puntos de interpola-
cio´n xk, k = 0, ..., n. Calculamos el residuo en z
∗ = xk :
f(z)(z − xk)
(z − x0) . . . (z − xn) |z=xk =
f(xk)
(xk − x0) . . . (xk − xk−1)(xk − xk+1) . . . (xk − xn) .
Aplicando el teorema de los residuos (vea´se en [11]),∫
Λρ
f(z)
(z − x0) . . . (z − xn)dz = 2pii
n∑
k=0
f(xk)
∏
i 6=k
1
xk − xi .
Ahora, an˜adiendo un nuevo punto x ∈ [−1, 1] distinto de los nodos xj, j =
0, ..., n, tenemos que,
f [x, x0, ..., xn] =
1
2pii
∫
Λρ
f(z)
(z − x)(z − x0) . . . (z − xn)dz.
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Entonces,
f(x)− Pn(f)(x) = f [x, x0, ..., xn](x− x0) . . . (x− xn)
=
1
2pii
∫
Λρ
f(z)
z − x
n∏
j=0
x− xj
z − xj dz.
Sea vn+1(w) = c
∏n
j=0(w− xj) con c una constante (que puede depender de n)
que determinamos a continuacio´n. Podemos escribir,
f(x)− Pn(f)(x) = 1
2pii
∫
Λρ
f(z)
z − x
n∏
j=0
vn+1(x)
vn+1(z)
dz.
En este caso, como Tn+1(x) y vn+1(x) tienen los mismos ceros y el mismo grado,
elegimos la constante c para que
vn+1(x) = c
n∏
j=0
(x− xj) = Tn+1(x).
Luego,
vn+1(z) = Tn+1(z).
Tenemos que para x ∈ [−1, 1], |Tn+1(x)| ≤ 1. Sea z ∈ Λρ. Entonces, z =
1
2
(w + w−1) donde w = ρeiθ y despejando w, w = z ± √z2 − 1. Elegimos la
ra´ız positiva, w = z +
√
z2 − 1.
Tn(z) =
1
2
[(z +
√
z2 − 1)n + (z +
√
z2 − 1)−n] =
=
1
2
[(ρn + ρ−n) cos(nθ) + i(ρn − ρ−n) sen(nθ)].
Tomando mo´dulos,
|Tn(z)| = 1
2
√
(ρ2n + ρ−2n + 2) cos2(nθ) + (ρ2n + ρ−2n − 2) sen2(nθ) =
=
1
2
√
ρ2n + ρ−2n + 2(cos2(nθ)− sen2(nθ)) =
=
1
2
√
ρ2n + ρ−2n + 2 cos(2nθ).
Como −1 ≤ cos(2nθ) ≤ 1,
1
2
√
ρ2n + ρ−2n − 2 ≤ |Tn(z)| ≤ 1
2
√
ρ2n + ρ−2n + 2
Luego,
1
2
(ρn − ρ−n) ≤ |Tn(z)| ≤ 1
2
(ρn + ρ−n).
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Tomando mo´dulos en vn+1(z),
|vn+1(z)| = |Tn+1(z)| ≥ 1
2
(ρn+1 − ρ−(n+1)).
Por otra parte, si z ∈ Λρ y x ∈ [−1, 1],
|z − x| ≥ d([−1, 1],Λρ) = Dρ. (33)
La distancia mı´nima de [−1, 1] a la elipse es la que une el punto 1 o´ -1 (que
son los focos de la elipse) con los respectivos extremos del semieje mayor; es
decir,
Dρ =
1
2
[
ρ+
1
ρ
]
− 1.
Adema´s, por la cota de Euler (ver ecuacio´n 2.15 de [9]), se sabe que la longitud
de la elipse verifica,
Lρ ≤ pi
√
ρ2 +
1
ρ2
. (34)
Por tanto,
|f(x)− Pn(f)(x)| =
∣∣∣∣∣ 12pii
∫
Λρ
f(z)
z − x
vn+1(x)
vn+1(z)dz
∣∣∣∣∣
≤ 1
2pi
M
Dρ
Lρ
[
1
2
(ρn+1 − ρ−(n+1))
]−1
=
M
2pi
Lρ
Dρ
2
ρn+1 − ρ−(n+1) ≤ Cρ
−n−1.
Teorema 3.14. Si f es una funcio´n anal´ıtica con |f(z)| ≤ M , M > 0, en
la regio´n acotada por la elipse con focos ±1 y semiejes a = 1
2
[ρ + ρ−1], b =
1
2
[ρ− ρ−1] con ρ > 1. Entonces para cada n ≥ 0,
|I(f)− CGn (f)| ≤
K
(ρ− 1)ρ2n+2 .
Demostracio´n. Por el teorema 3.4 tenemos que |I(f)− CGn (f)| ≤ cE∗2n+1, con
c una constante positiva. Por otra parte, el error en la mejor aproximacio´n
por polinomios de grado 2n + 1 sera´ ma´s pequen˜o o igual que el error en la
aproximacio´n de f por polinomios de Chebyshev de grado 2n + 1. Aplicando
la cota (28) obtenemos que
E∗2n+1 ≤ ET2n+1 ≤
K
(ρ− 1)ρ2n+2 .
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Teorema 3.15. Si f es una funcio´n anal´ıtica con |f(z)| ≤ M , M > 0, en
la regio´n acotada por la elipse con focos ±1 y semiejes a = 1
2
[ρ + ρ−1], b =
1
2
[ρ − ρ−1] con ρ > 1. Entonces, si xj = cos
(
jpi
n
)
, j = 0, ..., n (nodos de la
cuadratura de Clenshaw-Curtis),
ma´x
x∈[−1,1]
|f(x)− Pn(f)(x)| ≤ Cρ−n−1,
con C una constante independiente de n y Pn(f) el polinomio interpolador de
f en los nodos descritos.
Demostracio´n. Por la demostracio´n del teorema 3.13,
f(x)− Pn(f)(x) = f [x, x0, ..., xn](x− x0) . . . (x− xn) =
=
1
2pii
∫
Λρ
f(z)
z − x
n∏
j=0
x− xj
z − xj dz.
Igual que en dicho teorema, definimos
vn+1(w) = c
n∏
j=0
(w − xj)
con c una constante (que puede depender de n) a determinar. Podemos escribir,
f(x)− Pn(f)(x) = 1
2pii
∫
Λρ
f(z)
z − x
n∏
j=0
vn+1(x)
vn+1(z)
dz.
En este caso, xj = cos
pij
n
, j = 0, ..., n, y tenemos que,
(1− x2)T ′n(x) = −
1
2
n[Tn+1(x)− Tn−1(x)]
Entonces, como (1−x2)T ′n(x) y vn+1(x) tienen los mismos ceros (pues los nodos
de Clenshaw-Curtis son los ceros de (1−x2)T ′n(x)) y el mismo grado, elegimos
c para que
vn+1(x) = c
n∏
j=0
(x− xj) = (1− x2)T ′n(x).
Para que tengan el mismo coeficiente director, c = − 2
n
, luego,
vn+1(z) = Tn+1(z)− Tn−1(z).
Adema´s, como |Tn(x)| ≤ 1 para todo n,
|vn+1(x)| = |Tn+1(x)− Tn−1(x)| ≤ 2.
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Por otra parte,
|vn+1(z)| = |Tn+1(z)− Tn−1(z)| =
∣∣∣∣12(ρeiθ − ρ−1e−iθ)(ρneinθ − ρ−ne−inθ)
∣∣∣∣
=
1
2
|(ρ−ρ−1) cos θ+i(ρ+ρ−1) sen θ||(ρn− ρ−n) cos(nθ)+ (ρn+ρ−n) sen(nθ)|
=
1
2
√
ρ2 + ρ−2 + 2(sen2(θ)− cos2(θ))
√
ρ2n + ρ−2n + 2 sen2(nθ) cos2(nθ))
=
1
2
√
ρ2 + ρ−2 − 2 cos(2θ)
√
ρ2n + ρ−2n − 2 cos(2nθ).
Y como −1 ≤ cos(x) ≤ 1 para todo x,
1
2
[ρ− ρ−1][ρn − ρ−n] ≤ |vn+1(z)| ≤ 1
2
[ρ+ ρ−1][ρn + ρ−n].
Teniendo en cuenta las cotas (33) y (34) tenemos que,
|f(x)− Pn(f(x))| =
∣∣∣∣∣ 12pii
∫
Λρ
f(z)
z − x
vn+1(x)
vn+1(z)dz
∣∣∣∣∣ ≤
≤ 1
2pi
M
Dρ
Lρ2
[
1
2
(ρ− ρ−1)(ρn − ρ−n)
]−1
≤ Cρ−(n+1).
Corolario 3.16. Si f es una funcio´n anal´ıtica con |f(z)| ≤ M , M > 0,
en la regio´n acotada por la elipse con focos ±1 y semiejes a = 1
2
[ρ + ρ−1],
b = 1
2
[ρ− ρ−1] con ρ > 1. Entonces,
|I(f)− Cccn (f))| ≤ 2Cρ−n−1,
con C una constante independiente de n y Cccn (f) la fo´rmula de cuadratura de
Clenshaw-Curtis aplicada a la funcio´n f .
Demostracio´n.
|I(f)− Cccn (f)| =
∣∣∣∣∫ 1−1 f(x)dx−
∫ 1
−1
Pn(f)(x)dx
∣∣∣∣
donde Pn(f) es el polinomio interpolador de f en los nodos de la cuadratura
de Clenshaw-Curtis, luego por el teorema 3.15
|f(x)− Pn(f)(x)| ≤ Cρ−(n+1), para x ∈ [−1, 1].
Por tanto,∣∣∣∣∫ 1−1 f(x)dx−
∫ 1
−1
Pn(f)(x)dx
∣∣∣∣ ≤ ∫ 1−1 |f(x)− Pn(f)(x)|dx ≤ 2Cρ−(n+1).
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Observacio´n 3.17. Observando los resultados para funciones anal´ıticas pode-
mos concluir que en ambas cuadraturas la tasa de convergencia es exponencial,
siendo en el caso de Gauss de orden 2n+2 y en el de Clenshaw-Curtis de orden
n+ 1.
4. Experimentos Nume´ricos.
Se ha realizado un programa en Matlab para examinar la convergencia de la
cuadratura de Clenshaw-Curtis sobre diferentes funciones e intervalos. Vamos
a observar as´ı la aplicabilidad pra´ctica del teorema 3.11 y el corolario 3.16. En
el caso de estar trabajando con funciones anal´ıticas calcularemos las constantes
C y ρ que nos aparecen en el corolario 3.16.
Tambie´n se han implementado programas que nos calculan aproximada-
mente el precio de una opcio´n a lo largo del tiempo mediante la cuadratura de
Clenshaw-Curtis. Lo hemos realizado para opciones europeas y para opciones
bermu´deas que explicaremos a continuacio´n.
4.1. Primeros Ejemplos.
Vamos a ver aqu´ı la convergencia de la cuadratura de Clenshaw-Curtis
para 6 funciones en [−1, 1] (de la misma forma se podr´ıa haber observado en
cualquier otro intervalo) para un nu´mero de nodos n variando desde 1 hasta
40. La primera funcio´n, f(x) = x20, es polino´mica, la segunda, f(x) = ex, y
la tercera,f(x) = e−x
2
, son enteras, la cuarta, f(x) = 1
1+16x2
, anal´ıtica en una
regio´n que contiene a una elipse de focos ±1, la quinta, f(x) = e−1/x2 , de clase
C∞ y la sexta, f(x) = |x3|, tan so´lo de clase C2.
Representaremos para cada una de las funciones su error (ma´s precisamente
el logaritmo del error) con respecto al nu´mero de nodos en gra´ficas con escala
semilogar´ıtmica, es decir, natural en el eje x y logar´ıtmica en el eje y. Adema´s,
la gra´fica asociada a la funcio´n f(x) = |x3| la veremos tambie´n en escala
logar´ıtmica, es decir, logar´ıtmica tanto en el eje x como en y.
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Figura 1: Convergencia de la cuadratura de Clenshaw-Curtis.
Observando las gra´ficas vemos que en las 4 primeras funciones los puntos
esta´n aproximadamente alineados, esto ocurre porque sabemos que el error en
funciones anal´ıticas es de la forma E = Cρ−(n+1), como vimos en el corolario
3.16, y el eje de ordenadas esta´ en escala logar´ıtmica. Aunque la funcio´n f(x) =
e−1/x
2
(se corresponde con la gra´fica 5) no sea anal´ıtica, se comporta de forma
similar en la pra´ctica puesto que es indefinidamente derivable (al contrario
que sucedera´ con la funcio´n f(x) = |x3|) y en la cota (32) podemos tomar
k arbitrariamente grande. Por tanto, teniendo en cuenta que el eje y esta´ en
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escala logar´ıtmica
y = log(E) = log(C)− (n+ 1) log(ρ)
y con respecto de n el error sigue una distribucio´n exponencial. Dependiendo
de las funciones, obtendremos diferentes valores de C y ρ que van a ser calcu-
lados por mı´nimos cuadrados ya que tenemos un sistema sobredeterminado (2
inco´gnitas para n = 40 ecuaciones).
Para la gra´fica 1, los valores de ρ y C no son calculables ya que a partir de
20 nodos la funcio´n f(x) = x20 es exacta y por tanto el error es 0.
Para la gra´fica 2 (esquina superior a la derecha): ρ = 1.904151224674178 y
C = 4.520234751961343e− 008.
Para la gra´fica 3 (situada en el medio a la izquierda): ρ= 2.434575914408888
y C = 1.658321708136737e− 004.
Para la gra´fica 4 (situada en el medio a la derecha): ρ = 1.636885300262696
y C = 2.442098066036360.
Para la gra´fica 5 (esquina inferior a la izquierda): ρ = 1.568431449859916
y C = 0.083143755673811.
Veamos ahora la gra´fica de la funcio´n 6 (esquina inferior a la derecha). La
funcio´n f(x) = |x3| es de clase C2, y por tanto por el teorema 3.11 el error se
puede considerar de la forma Cn−s. Por tanto,
log(E) = C − s log(n).
Tomando el eje de abscisas tambie´n en escala logar´ıtmica tenemos la siguiente
gra´fica:
100 101
10−6
10−4
10−2
100
nº de puntos
|I−
C n
|
f(x)=|x3|
Figura 2: Convergencia en escala loglog.
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y vemos que ahora los puntos esta´n considerablemente alineados. Los va-
lores de s y C que intervienen en la u´ltima fo´rmula son ahora:
C = 2.387742200563046 y s = −4.136002242533144.
4.2. Aplicaciones de la Cuadratura de Clenshaw-Curtis
en Finanzas.
Comenzamos dando una introduccio´n sobre opciones, que son el tipo de
derivado financiero con el que vamos a trabajar. La mayor´ıa de los resultados
de esta seccio´n esta´n sacados de los libros [13] y [14].
Una opcio´n es un contrato en el que el propietario tiene el derecho pero
no la obligacio´n de comprar o vender un activo a un precio y en una fecha
determinados. A la fecha preestablecida se la denomina fecha de expiracio´n o
madurez y al precio precio de ejercicio o precio strike.
Se denomina call option (opcio´n de compra) a la opcio´n que da al poseedor
el derecho a comprar un activo y put option (opcio´n de venta) a la opcio´n que
da al poseedor el derecho de vender un activo.
Tipos espec´ıficos de opciones de compra y de venta son las opciones euro-
peas que solo se pueden ejercer en la fecha de madurez y las opciones america-
nas que se pueden ejercer en cualquier tiempo anterior incluyendo la fecha de
madurez. Dentro de las opciones americanas hay otro tipo de opciones llamadas
opciones bermu´deas ; en estas opciones no se puede ejercer el derecho en todo
momento antes de la expiracio´n si no so´lo en ciertos momentos especificados
en el contrato.
Se denomina Payoff al valor de la opcio´n en su fecha de madurez. Suponga-
mos que tenemos una opcio´n europea con precio S(t) (precio del Stock), donde
t denota la fecha actual. Supongamos adema´s que la opcio´n madura en fecha
T y que el strike es K. Si la opcio´n es una opcio´n de compra el payoff sera´:
ma´x{0, S(T )−K}.
Si la opcio´n es una opcio´n de venta el payoff sera´:
ma´x{0, K − S(T )}.
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4.2.1. Ecuacio´n de Black-Scholes.
La ecuacio´n de Black-Scholes es una ecuacio´n en derivadas parciales que
describe el precio de la opcio´n a lo largo del tiempo. Introducimos la notacio´n
que va a intervenir en la ecuacio´n de Black-Scholes:
S: precio del Stock con 0 ≤ S <∞.
V(S,t): precio de un derivado como una funcio´n del tiempo y del precio
de stock.
r: tasa de intere´s libre de riesgo (anual).
σ: desviacio´n esta´ndar de los rendimientos de las acciones.
t: tiempo en an˜os.
La ecuacio´n de Black-Scholes es:
∂V
∂t
+
1
2
σ2S2
∂2V
∂S2
+ rS
∂V
∂S
− rV = 0. (35)
Para resolver esta ecuacio´n impondremos una condicio´n final que dependera´ del
payoff de cada tipo de contrato. Vamos a centrarnos en manipular (35) para
poder resolverla fa´cilmente.
Primero vamos a cambiar (35) para que nos quede en te´rminos del valor
futuro. Suponiendo que la fecha de madurez es T pero que estamos evaluando
la opcio´n en tiempo t, escribimos:
V (S, t) = e−r(T−t)U(S, t).
La ecuacio´n diferencial nos queda,
∂U
∂t
+
1
2
σ2S2
∂2U
∂S2
+ rS
∂U
∂S
= 0.
Escribimos τ = T − t y tenemos que,
∂U
∂τ
=
1
2
σ2S2
∂2U
∂S2
+ rS
∂U
∂S
.
Haciendo el cambio de variable η = logS, resulta que
∂
∂S
= e−η
∂
∂η
y
∂2
∂S2
= e−2η
∂2
∂η2
− e−2η ∂
∂η
,
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y la ecuacio´n de Black-Scholes es:
∂U
∂τ
=
1
2
σ2
∂2U
∂η2
+
(
r − 1
2
σ2
)
∂U
∂η
, −∞ < η <∞
donde los coeficientes son todos constantes independientes del activo.
Hacemos ahora x = η + (r− 1
2
σ2)τ y U = W (x, τ). Tras todos los cambios
de variable tenemos que,
V (S, t) = e−r(T−t)U(S, t) = e−rτU(S, T − τ) = e−rτU(eη, T − τ) =
= e−rτU(ex−(r−(1/2)σ
2)τ , T − τ) = e−rτW (x, τ),
y la ecuacio´n (35) nos queda:
∂W
∂τ
=
1
2
σ2
∂2W
∂x2
. (36)
Supongamos ahora que tenemos una opcio´n cuyo payoff es una funcio´n
conocida. Queremos dar una expresio´n para el valor de dicha opcio´n en forma
integral. Vamos a hallar una solucio´n especial de (36), llamada la solucio´n
fundamental. Buscamos una solucio´n de (36) de la forma:
W (x, τ) = ταf
(
x− x′
τβ
)
(37)
donde x′ es una constante arbitraria. Llamaremos a esta solucio´n Wf (x, τ ;x′).
La funcio´n f so´lo depende de la variable µ = x−x
′
τβ
. Sustituyendo (37) en (36)
tenemos que
τα−1
(
αf − βµ df
dµ
)
=
1
2
σ2τα−2β
d2f
dµ2
.
Observando los dos te´rminos de la igualdad respecto de τ y µ vemos que so´lo
puede haber solucio´n si
α− 1 = α− 2β, es decir, β = 1
2
.
Imponemos ahora que la solucio´n tenga la siguiente propiedad: Su integral
sobre todo η es independiente de τ . Para ello queremos que∫ ∞
−∞
ταf
(
x− x′
τβ
)
dx
sea constante. Podemos escribir esta integral como∫ ∞
−∞
τα+βf(µ)dµ
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y por tanto se necesita que α = −β = −1
2
. La funcio´n f satisface ahora
−f + µ df
dµ
= σ2 d
2f
dµ2
que puede ser escrito como
σ2
d2f
dµ2
+
d(µf)
dµ
= 0.
Integrando una vez con respecto de µ,
σ2
df
dµ
+ µf = a,
con a constante. Elegimos a = 0. Integramos de nuevo para conseguir
f(µ) = be−µ
2/(2σ2).
Elegimos, adema´s, b tal que la integral de f desde −∞ hasta ∞ es uno, luego
f(µ) =
1√
2piσ
e−µ
2/(2σ2)
(funcio´n de densidad para una variable aleatoria normal con media 0 y desvia-
cio´n esta´ndar σ). Por tanto, la solucio´n buscada es (solucio´n fundamental del
calor, ver [12])
W (x, τ) =
1√
2piτσ
e−((x−x
′)2/(2σ2τ)).
Supongamos ahora que el payoff viene dado por Φ(S). Este payoff es la condi-
cio´n final para la funcio´n V satisfaciendo la ecuacio´n de Black-Scholes,
V (S, T ) = Φ(S).
En te´rmino de las nuevas variables, W (x, 0) = Φ(ex).
La solucio´n para τ > 0 es:
W (x, τ) =
∫ ∞
−∞
Wf (x, τ ;x
′)Φ(ex
′
)dx′
pues acabamos de ver que satisface (36) y la condicio´n final.
Deshaciendo todos los cambios de variable, obtenemos que
V (S, t) =
e−r(T−t)
σ
√
2pi(T − t)
∫ ∞
0
e−(log(S/S
′)+(r−(1/2)σ2)(T−t))2/(2σ2(T−t))Φ(S ′)
dS ′
S ′
.
(38)
Fo´rmula para una Opcio´n de Compra.
La opcio´n de compra tiene como funcio´n de payoff
Φ(S) = ma´x{S −K, 0}.
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La expresio´n (38) puede ser escrita como
V (S, t) =
e−r(T−t)
σ
√
2pi(T − t)
∫ ∞
E
e−(log(S/S
′)+(r−(1/2)σ2)(T−t))2/(2σ2(T−t))(S ′ −K)dS
′
S ′
.
Volviendo a la variable x′ = logS ′ obtenemos que
V (S, t) =
e−r(T−t)
σ
√
2pi(T − t)
∫ ∞
logE
e−(−x
′+logS+(r−(1/2)σ2)(T−t))2/(2σ2(T−t))(ex
′ −K)dx′
=
e−r(T−t)
σ
√
2pi(T − t)
∫ ∞
logE
e−(−x
′+logS+(r−(1/2)σ2)(T−t))2/(2σ2(T−t))ex
′
dx′
− E e
−r(T−t)
σ
√
2pi(T − t)
∫ ∞
logE
e−(−x
′+logS+(r−(1/2)σ2)(T−t))2/(2σ2(T−t))dx′.
Ambas integrales se pueden escribir en la forma∫ ∞
d
e−(1/2)x
′2
dx′
para algu´n d. Esta integral es como (salvo pequen˜as diferencias) la funcio´n de
distribucio´n de la distribucio´n normal estandarizada (es decir, de media 0 y
desviacio´n esta´ndar 1) definida por:
N(x) =
1√
2pi
∫ x
−∞
e−(1/2)φ
2
dφ.
Entonces, el precio de la opcio´n de compra puede ser escrito como:
SN(d1)− Ee−r(T−t)N(d2),
donde
d1 =
log
(
S
E
)
+
(
r + 1
2
σ2
)
(T − t)
σ
√
T − t ,
d2 =
log
(
S
E
)
+
(
r − 1
2
σ2
)
(T − t)
σ
√
T − t .
Fo´rmula para una Opcio´n de Venta.
La opcio´n de venta tiene como funcio´n de payoff
Φ(S) = ma´x{K − S, 0}.
Razonando de la misma forma que para la opcio´n de compra obtenemos que
V (S, t) =
e−r(T−t)
σ
√
2pi(T − t)
∫ logE
−∞
e−(−x
′+logS+(r−(1/2)σ2)(T−t))2/(2σ2(T−t))(K−ex′)dx′.
Y en te´rminos de la funcio´n de distribucio´n de una variable normal el valor de
la opcio´n de venta es
−SN(−d1) + Ee−r(T−t)N(−d2),
con los mismos d1 y d2 que en la opcio´n de compra.
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4.2.2. Opcio´n bermu´dea.
Una opcio´n bermu´dea es una opcio´n que puede ejercerse en un nu´mero
finito de fechas prefijadas entre la fecha de compra y el vencimiento. Son las
ma´s frecuentes en los mercados y, de hecho, se utilizan como aproximacio´n de
las opciones de tipo americano en las que el poseedor tiene derecho a ejecutar
la opcio´n en cualquier momento antes de la fecha de expiracio´n. Por esta
razo´n es interesante el disponer de me´todos ra´pidos y precisos que permitan
su evaluacio´n frecuente.
Veamos co´mo calcular el valor de una opcio´n bermu´dea por programacio´n
dina´mica. Suponemos dadas en el contrato fechas de ejercico posible t0 < t1 <
. . . < tN = T . Denominamos valor de tenencia o propiedad, y representamos
por Vh(S, tj), al valor de la correspondiente opcio´n europea con valor del activo
S y tiempo de madurez tj+1 con payoff V (S, tj+1), es decir,
Vh(S, tj)=
e−r(T−t)
σ
√
2pi(T − t)
∫ ∞
0
e−(log(S/S
′)+(r−(1/2)σ2)(T−t))2/(2σ2(T−t))V (S ′, tj+1)
dS ′
S ′
.
donde V (S, tj) es el valor de la opcio´n bermu´dea en tiempo tj+1 ∈ [0, T ].
Para calcular el valor de la opcio´n bermu´dea en tiempo donde ejercicio tj,
j = 0, ..., N , seguimos el siguiente procedimiento: En tiempo de expiracio´n T
se tiene que V (S, T ) = φ(S) donde φ(S) es el payoff de la opcio´n cuando el
precio de Stock es S. Para los tiempos t0, ..., tN−1 hacemos: Para j desde N−1
hasta 0,
V (S, tj) = ma´x{Vh(S, tj), φ(S)}
donde φ(S) = V (S, T ) y Vh(S, tj) esta´ dado por (4.2.2). As´ı conseguimos ob-
tener el valor de la opcio´n bermu´dea de manera expl´ıcita.
Observacio´n 4.1. Una observacio´n importante es que no existen fo´rmulas
expl´ıcitas que calculen el valor de una opcio´n bermu´dea; por tanto, es impres-
cindible en este caso aplicar me´todos de cuadratura nume´rica.
4.2.3. Ejemplos e Implementacio´n.
Se ha realizado un programa en Matlab que nos calcula un valor aproxi-
mado de la ecuacio´n de Black-Scholes para una opcio´n de venta europea a lo
largo del tiempo. Para ello hemos elegido un nu´mero arbitrario de puntos (su-
ficientemente grande) en un intervalo de la forma [0, SMax] con SMax elegido
para que el integrando en (38) sea suficientemente pequen˜o. Hemos aplicado
la cuadratura de Clenshaw-Curtis en ese nu´mero de nodos. Representamos el
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valor de la opcio´n con respecto del precio del Stock y el tiempo y obtenemos
la siguiente gra´fica:
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Figura 3: Evolucio´n de una opcio´n europea.
En el caso que hemos representado, los para´metros introducidos en el pro-
grama son: volatilidad 0.2, tasa de intere´s anual 0.05, strike 100 y tiempo de
madurez 1 an˜o. Podemos observar que segu´n va aumentando el precio del Stock
va disminuyendo el de la opcio´n y cuando el Stock llega a valer aproximada-
mente 100 (segu´n el tiempo en el que estemos) el precio de la opcio´n de venta
es 0. En el caso de estar en tiempo T=1, el precio de la opcio´n es justamente
el payoff (como era de esperar):
V (S, T ) = ma´x{K − S, 0}
pues cuando S = 100, entonces V (S, T ) = 0.
Podemos comparar nuestro programa con el que calcula el valor de la opcio´n
europea implementado por Matlab, blsprice. Llamamos en Matlab [Call,Put]
= blsprice(S,100,0.05,1,0.2) y nos fijamos en la opcio´n Put. Vamos a calcular el
ma´ximo error entre B=BlackScholes(0.2,0.05,100,1), en tiempo t = 0, y Put. El
ma´ximo error se encontrara´ cerca del strike (en este caso K=100). Calculamos
el Sj ma´s cercano a K = 100 (Sj = 100.2773 con j=86) y obtenemos que:
|B(j, 1)− Put(Sj)′| = 0.002645.
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En este primer caso hemos ejecutado BlackScholes(0.2,0.05,100,1) con 256 no-
dos. Si tomamos 512 nodos en la cuadratura obtenemos que
|B(j, 1)− Put(Sj)′| = 0.00024326
Y para 1024 nodos
|B(j, 1)− Put(Sj)′| = 0.000084063.
Luego vemos que los errores van decreciendo exponencialmente a medida que
aumenta el nu´mero de nodos.
Ma´s precisamente, para obtener el mayor error entre ambas funciones se
puede utilizar la norma del supremo. Haciendo
[error, k] = ma´x(|B(3 : end, 1)− Put(3 : end)′|)
(hemos quitado los primeros valores ya que blsprice no calcula bien el valor de
la opcio´n cerca de S = 0) tenemos que el ma´ximo error es aproximadamente
0.0027 par 256 nodos y que se encuentra en la posicio´n 82 con S(82) = 95.6.
Para 512 nodos el ma´ximo error es 0.00024 y para 1024 nodos 0.000085.
Otro programa que hemos realizado es el que nos calcula aproximadamente,
usando el mismo algoritmo que en el caso de la opcio´n europea, el valor de
una opcio´n bermu´dea en tiempo de madurez un an˜o y que se puede ejercer
cada mes. A continuacio´n vamos a representar el valor de esta opcio´n para los
para´metros elegidos en la opcio´n europea. El valor de la opcio´n evoluciona de
la siguiente manera:
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Figura 4: Evolucio´n de una opcio´n bermu´dea.
La gra´fica obtenida es muy similar a la de la opcio´n europea pero vamos a
observar a continuacio´n las diferencias. Comparamos ahora una opcio´n europea
con una opcio´n bermu´dea con los mismos para´metros de entrada descritos
anteriormente y con tiempo de ejercicio en el caso de la opcio´n bermu´dea cada
trimestre.
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Figura 5: Opcio´n bermu´dea y europea en tiempos t=0, t=0.25, t=0.5, t=0.75.
Vemos en las gra´ficas que el valor de la opcio´n bermu´dea (en rojo) es
siempre mayor que el valor de la opcio´n europea(en azul); esto es debido a que
V (S, t) = ma´x{Vh(S, t), φ(S)} ∀t ∈ [0, T ].
En tiempo t=0 el valor de la opcio´n bermu´dea es bastante mayor que el de la
opcio´n europea empeza´ndose a aproximar a partir de que el valor del activo
sea 100, es decir, a partir del strike. Por otra parte, cuando pasa el tiempo el
valor de la opcio´n europea y el de la opcio´n bermu´dea van siendo ma´s parecidos
puesto que el valor de ambas opciones en tiempo final es el payoff y con el paso
del tiempo hay menos oportunidades en las que ejercer la opcio´n bermu´dea.
Estos valores llegan a ser casi iguales a partir del punto en el que la opcio´n
europea corta con el payoff.
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A. Programacio´n en Matlab.
A continuacio´n vamos a introducir los programas realizados en Matlab para
los diferentes experimentos nume´ricos.
A.1. fcost, ClenCurt y Convergencia.
Introducimos en este apartado los programas fcost, ClenCurt y Convergen-
cia. El programa Convergencia es el que se ha descrito en la seccio´n Primeros
Ejemplos y los otros dos son funciones que utilizamos en dicho programa; fcost
nos calcula la transformada ra´pida de Fourier y ClenCurt nos calcula la cua-
dratura de Clenshaw-Curtis de una funcio´n en un intervalo y para un nu´mero
de nodos dados.
function y=fcost(x)
%calcula la transformada de cosenos (por columnas) de una sucesion
%real x llama a la rutina fft.
[nfil,ncol]=size(x);n=nfil-1;nn=2*n;
y=real(fft([x;x(n:-1:2,:)]))/nn;
y=[y(1,:);y(2:n,:)+y(2*n:-1:nfil+1,:);y(nfil,:)];
function In= ClenCurt(f,a,b,n)
%Los para´metros de entrada de la funcio´n son la funcio´n f,
%el intervalo en el que esta´ definida, y el nu´mero de puntos
%de interpolacio´n.
format long
wt=zeros(1,n+1);
wt(1:2:end)=2./(1-(0:2:n).ˆ2); % pesos de la cuadratura
j=0:n;
x=cos(j*pi/n)'; % nodos de la cuadratura de CC en (-1,1).
%Si la funcio´n f esta´ definida en un intervalo arbitrario (a,b),
%evaluamos f en los nodos:
x=(x+1)/2*(b-a)+a;
g=zeros(n+1,1);
g(1:n+1)=eval(f);
g=g(:); % vector columna. f evaluada en los n+1 nodos.
ft=fcost(g); % transformada de cosenos de la funcio´n f.
%(Se utiliza FFT)
In=(b-a)/2*wt*ft;
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function g=Convergencia(f,a,b);
%Los para´metros de entrada son la funcio´n en la que queremos ver
%la convergencia de la cuadratura y el intervalo en el que esta´
%definida.
n=40; %nu´mero de nodos en los que vamos a evaluar.
y=zeros(1,n);
Error=zeros(1,n);
h=1:n;
for i=1:n
y(i)=ClenCurt(f,a,b,i); %calculamos cuadratura dependiendo del
%numero de nodos
end
I=int(sym('abs(xˆ3)'),a,b); %integral exacta
Error=abs(I-y(1:n)); %Error de la cuadratura dependiendo del
%numero de nodos
%semilogy(h,Error,'*-b'); %para las funciones analı´ticas
loglog(h,Error,'*-b'); %para las funciones de orden finito
xlabel('nº de puntos')
ylabel(' |I-C n |')
axis([0 n 0 2])
title('f(x)=|xˆ3|')
%Sabemos que el error para la cuadratura de CC de una funcio´n
%analı´tica se comporta como c*rhoˆ(-N-1).
%y=log(E)=log(c)-(N+1)log(rho).
%Para la funcio´n |xˆ3| que es de orden 2 el error se comporta
%como c*Nˆ{-s}.
%y=log(E)=log(c)-s*log(N).
gg=-log(h);
aux=zeros(n,2);
aux(:,2)=ones(n,1);
aux(:,1)=h+1; %primera fila de la matriz para funciones analı´ticas
%aux(:,1)=gg; %primera fila de la matriz para funciones de orden
%finito.
indep=zeros(n,1);
Error=Error';
indep(:,1)=log(Error);
%Resolvemos el siguiente sistema para calcular los valores de
%rho y c mediante mı´nimos cuadrados:
sis=aux\indep;
rho=exp(-sis(1));
c=exp(sis(2));
s=sis(1);
g.s=s;
g.c=c;
g.rho=rho;
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A.2. integrando bs y BlackScholes.
Adjuntamos en este apartado los programas integrando bs y BlackScho-
les. El primer programa contiene la funcio´n (38) y el segundo es el primer
programa descrito en la seccio´n Ejemplos e implementacio´n de la cuadratura
de Clenshaw-Curtis en el cual para calcular el valor de la opcio´n usamos el
programa integrando bs.
function fun = integrando bs(x,t,S,T,sigma,r,K)
%Los para´metros de entrada son el vector x con los puntos nodales,
%el tiempo t en el que queremos evaluar la opcio´n, el valor de Stock
%del activo (S), el tiempo de madurez (T), la volatilidad (sigma),
%la tasa de intere´s (r) y el strike (K).
payoff=max(K-x,0);
fun=exp(-r.*(T-t))./(sigma.*sqrt(2.*pi.*(T-t))).*...
exp(-(log(S./x)+(r-1/2.*sigma.ˆ2).*(T-t)).ˆ2./(2.*sigma.ˆ2.*...
(T-t))).*payoff./x;
end
function W=BlackScholes(sigma,r,K,T)
%Los para´metros de entrada son: la volatilidad, la tasa de intere´s
%libre de riesgo, el strike y el tiempo de madurez.
N=4; % nu´mero de puntos en los que evaluar el tiempo.
M=2*128; % nu´mero de puntos para evaluar el valor de activo, S.
Smax=3*K; %tomamos un valor superior para la integral lo
%suficientemente grande.
Smin=1;
t=0:T/N:T;
S=Smin:(Smax-Smin)/M:Smax;
L=2*128;
j=0:L;
x=cos(j*pi/L)';
x=(x+1)/2*(Smax-Smin)+Smin; %nodos de CC en (Smin,Smax).
wt=zeros(1,L+1);
wt(1:2:end)=2./(1-(0:2:L).ˆ2); %%pesos de CC
wt=(Smax-Smin)/2*wt;
W=zeros(M+1,N+1);
W(:,N+1)=max(K-S,0); %en la u´ltima columna
%Las filas de la matriz W son el valor del activo S, y las
%columnas el tiempo t. La matriz W describe por tanto el precio
%de la opcio´n a lo largo del tiempo, W(S,t).
g=zeros(M+1,1);
for j=N:-1:1
for i=1:M+1
g=integrando bs(x,t(j),S(i),T,sigma,r,K);
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g=g(:);
ft=fcost(g);
In=wt*ft;
W(i,j)=In;
end
end
figure(1)
plot(S(2:end),W(2:end,N+1),'g-');
hold on
plot(S(2:end),W(2:end,4));
figure(2)
mesh(S(2:end),t,W(2:end,:)')
end
A.3. integrandopoff y bermu´dea.
Por u´ltimo, introducimos los programa integrandopoff y Bermudea. El pri-
mer programa contiene la funcio´n (38) pero a diferencia de integrando bs admi-
te como dato de entrada el payoff. Bermudea es el segundo programa descrito
en la seccio´n Ejemplos e implementacio´n de la cuadratura de Clenshaw-Curtis
en el cual para calcular el valor de la opcio´n usamos el programa integrando-
poff.
function fun = integrandopoff(x,t,S,T,sigma,r,K,payoff)
%Los para´metros de entrada son los mismos que en la funcio´n
%integrando bs ma´s el payoff.
fun=exp(-r.*(T-t))./(sigma.*sqrt(2.*pi.*(T-t))).*...
exp(-(log(S./x)+(r-1/2.*sigma.ˆ2).*(T-t)).ˆ2./(2.*sigma.ˆ2.*...
(T-t))).*payoff./x;
end
function V=Bermudea(sigma,r,K,T);
N=4; % nu´mero de puntos en los que evaluar el tiempo.
M=2*128; % nu´mero de puntos para evaluar el valor de activo, S.
Smax=3*K; %tomamos un valor superior para la integral lo
%suficientemente grande.
Smin=1;
t=0:T/N:T;
j=0:M;
x=cos(j*pi/M)';
x=(x+1)/2*(Smax-Smin)+Smin; %nodos de CC en (Smin,Smax).
wt=zeros(1,M+1);
wt(1:2:end)=2./(1-(0:2:M).ˆ2); %%pesos de CC
wt=(Smax-Smin)/2*wt;
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V=zeros(M+1,N+1);
V(:,N+1)=max(K-x,0); %en la u´ltima columna
payoff=max(K-x,0);
Vh=zeros(M+1,N+1); %valor de tenencia o propiedad.
Vh(:,N+1)=payoff; %en el u´ltimo tiempo es el payoff.
phi=payoff; %phi sera´ inicialmente el payoff pero ira´ cambiando
%a lo largo del tiempo tomando el valor de tenencia en dicho
%tiempo que se utilizara´ para evaluar el integrando en phi en
%vez de en el payoff.
g=zeros(M+1,1);
for j=N:-1:1
for i=1:M+1
g=integrandopoff(x,t(j),x(i),T,sigma,r,K,phi);
g=g(:);
ft=fcost(g);
In=wt*ft;
Vh(i,j)=In; %calculamos el valor de propiedad mediante
%la cuadratura de CC.
end
V(:,j)=max(Vh(:,j),payoff); %el valor de la opcio´n sera´ el
%ma´ximo entre el valor de propiedad y el payoff.
phi=V(:,j); %valor de tenencia en tiempo t(j).
T=t(j); %iremos cambiando el tiempo final pues ya hemos
%calculado el valor de ejercer la opcio´n en tiempos posteriores.
end
figure(1)
plot(x(2:end),V(2:end,4),'r-');
figure(2)
mesh(x(1:M-8),t,V(1:M-8,:)')
end
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