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1. Introduction
Reaction–diffusion equations with continuous coeﬃcients have been investigated extensively in the literature (see [1–6]
and references therein). One of the important methods for them is the method of upper and lower solutions. If the coef-
ﬁcients of the equations are allowed to be discontinuous, the problems are known as diffraction problems. The diffraction
problems for scalar parabolic and elliptic equations have been studied by many researchers (see [7–15]). In this paper we
consider the n-dimensional diffraction problem for weakly coupled quasilinear elliptic reaction–diffusion system. Let Ω be a
bounded domain in Rn (n 2) with boundary ∂Ω , and let Ω be partitioned into two subdomains Ω(1) and Ω(2) separated
by a surface Γ . We shall consider the problem of ﬁnding a vector function w = w(x) ≡ (w1(x), . . . ,wN (x)) satisfying⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−
n∑
i=1
d
dxi
a(l)i (x,wl,wlx) + b(l)(x,w,wlx) = g(l)(x,w) (x ∈ Ω),
[wl]Γ = 0,
[
n∑
i=1
a(l)i (x,wl,wlx)νi(x)
]
Γ
= 0,
wl = ϕ(l)(x) (x ∈ ∂Ω), l = 1, . . . ,N,
(1.1)
where the expressions ddx j a
(l)
i (x,wl,wlx) mean that
d
dx j
a(l)i (x,wl,wlx) =
∂a(l)i
∂x j
+ ∂a
(l)
i
∂wl
wlx j +
n∑
r=1
∂a(l)i
∂wlxr
wlxr x j ,
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364 Q.-J. Tan, Z.-J. Leng / J. Math. Anal. Appl. 380 (2011) 363–376ν(x) ≡ (ν1(x), . . . , νn(x)) is the unit normal vector to Γ , the symbol [v]Γ denotes the jump in the function v as it crosses Γ ,
for each l = 1, . . . ,N , i, j = 1, . . . ,n, the functions a(l)i (x,wl,wlx), b(l)(x,w,wlx) and g(l)(x,w) satisfy Hypothesis (H1) in
Section 2, and wlx ≡ (wlx1 , . . . ,wlxn ) ≡ (∂wl/∂x1, . . . , ∂wl/∂xn). The conditions on Γ in (1.1) are called diffraction conditions.
In [16], Boyadjiev and Kutev considered (1.1) under the restrictive condition
wl
[
b(l)(x,w,0) − g(l)(x,w)]−C1|w|2 − C2 (x ∈ Ω(k), w ∈RN), l = 1, . . . ,N, k = 1,2.
They established a comparison principle, and by Leray–Schauder principle and the comparison principle they obtained the
existence and uniqueness of the weak and piecewise classical solutions.
In this paper the above condition is replaced by that there exist a pair of ordered upper and lower solutions of (1.1).
The goal is to extend the method of upper and lower solutions and the monotone iteration scheme for reaction–diffusion
equations with continuous coeﬃcients to elliptic diffraction problems, and show the existence of solutions to (1.1).
The results and proofs in this paper depend heavily on the results of [16] and the estimate methods for one equation
of [15]. The results of [16] are used to prove the comparison principle and construct monotone convergent upper and lower
sequences, and the methods and the framework of [15] are used to investigate the uniform estimates of these sequences.
The existence result of the piecewise classical solutions in [16] plays an important role in this paper.
The paper is structured as follows. In Section 2, we construct monotone convergent upper and lower sequences and
show some uniform estimates. In Section 3, we prove the uniform Lq and Hölder estimates of the derivatives of the upper
and lower sequences. Section 4 is devoted to the proof of the existence of solutions to problem (1.1). In this section, we
also give some suﬃcient conditions on the reaction functions for the construction of upper and lower solutions of (1.1).
An application is given in Section 5 to the steady-state problem of Lotka–Volterra cooperation model with two cooperating
species.
2. Construction of monotone sequences
We ﬁrst introduce some notations and function spaces.
In all that follows, the appearance of the same index used twice except l indicates summation from 1 to n, for example,
d
dxi
a(l)i (x,wl,wlx) =
∑n
i=1 ddxi a
(l)
i (x,wl,wlx).
Let |w| = (∑Nl=1 w2l )1/2, vx = (vx1 , . . . , vxn ), |vx| = (∑ni=1 v2xi )1/2, |vxx| = (∑ni, j=1 v2xi x j )1/2, ‖vx‖L2(Ω) = ‖|vx|‖L2(Ω) and‖vxx‖L2(Ω) = ‖|vxx|‖L2(Ω) .
Kρ denotes an arbitrary open ball of radius ρ with center at x0.
For any bounded domain Q in Rn , let Cm(Q ) be the space of functions that are m-times continuously differentiable in
Q and let Cm+α(Q ) be the space of functions in Cm(Q ) that are Hölder continuous in Q with exponent α ∈ (0,1). For any
domain Q in Rn , denote by Cm+α(Q ) the set of functions belonging to Cm+α(Q ′) for any strictly interior subdomain Q ′
of Q . W 12 (Ω) denotes the Hilbert space with scalar product (u, v)W 12 (Ω)
= ∫
Ω
(uv + uxl vxl )dx, and
◦
W 12(Ω) denotes the
closure in the space W 12 (Ω) of the set of all inﬁnitely differential functions of compact support on Ω . For vector functions
with N-components, the above function spaces are denoted by Cm(Q ), Cm+α(Q ), W12 (Ω) and
◦W12(Ω), respectively.
Throughout the paper we make the following hypothesis:
(H1) (i) ∂Ω and Γ are of C2+α0 for some exponent α0 ∈ (0,1) and there exist positive numbers a0 and θ0 such that for
an arbitrary open ball Kρ with center on ∂Ω of radius ρ  a0, the inequality
mes(Kρ ∩ Ω) (1− θ0)mes Kρ (2.1)
holds.
(ii) There exist a pair of ordered upper and lower solutions w˜, wˆ given by Deﬁnition 2.1.
(iii) For a given pair of ordered upper and lower solutions w˜, wˆ in (ii) we set
D = {w ∈ C(Ω): wˆw w˜}.
For each l = 1, . . . ,N , k = 1,2, a(l)i (x,wl, p) ∈ C1+α0 (Ω(k) ×R×Rn) (i = 1, . . . ,n), b(l)(x,w, p) ∈ C1+α0 (Ω(k) ×RN ×
R
n), g(l)(x,w) ∈ C1+α0 (Ω(k) × D), ϕ(l)(x) ∈ Cα0 (∂Ω)∩ C2+α0 (∂Ω ∩Ω(k))∩ W 12 (Ω), and they satisfy the conditions
ν
(|wl|) n∑
i=1
ζ 2i 
∂a(l)i (x,wl, p)
∂p j
ζiζ j μ
(|wl|) n∑
i=1
ζ 2i
(
(x,wl, p) ∈ Ω(k) ×R×Rn
)
, (2.2)
∣∣∣∣a(l)i (x,wl, p), ∂a
(l)
i
∂x j
,
∂a(l)i
∂wl
,
∂b(l)(x,w, p)
∂p j
∣∣∣∣(1+ |p|)+
∣∣∣∣b(l), ∂b(l)∂x j ,
∂b(l)
∂wl′
∣∣∣∣
μ
(|w|)(1+ |p|)2 ((x,w, p) ∈ Ω(k) ×RN ×Rn), i, j = 1, . . . ,n, l′ = 1, . . . ,N, (2.3)
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∂ g(l)
∂wl′
∥∥∥∥
C(Ω(k)×D)
μ0, l′ = 1, . . . ,N, j = 1, . . . ,n, (2.4)
∥∥ϕ(l)∥∥Cα0 (∂Ω) + ∥∥ϕ(l)∥∥C1+α0 (∂Ω∩Ω(k)) + ∥∥ϕ(l)∥∥W 12 (Ω) μ0, (2.5)
where p ≡ (p1, . . . , pn), μ0 is a constant, ν(τ ) is a positive nonincreasing function and μ(τ) is a positive nonde-
creasing function for τ ∈ [0,+∞).
(iv) For each l = 1, . . . ,N ,
b(l)(x,w,0) = 0 ((x,w) ∈ Ω(k) ×RN), k = 1,2,
∂b(l)(x,w, p)
∂wl′
 0
(
(x,w, p) ∈ Ω(k) ×RN ×Rn), l′ 
= l, l′ = 1, . . . ,N, k = 1,2.
(v) Let one of the following conditions hold:
(a) b(l)(x,w, p) ≡ 0 for (x,w, p) ∈ Ω ×RN ×Rn , l = 1, . . . ,N;
(b) For each l = 1, . . . ,N , i = 1, . . . ,n, a(l)i (x,wl, p) is independent of wl and
∑N
l′=1
∂b(l)(x,w,p)
∂wl′
 −μ(l)1 (|wl|) for
(x,w, p) ∈ Ω(k) ×RN ×Rn , k = 1,2, where μ(l)1 (τ ) ∈ Cα0 ([0,+∞)) is a nonnegative nondecreasing function for
τ ∈ [0,+∞);
(c) For any (ζl1, . . . , ζln) ∈Rn and ηl  0, l = 1, . . . ,N , the inequality
N∑
l=1
∂a(l)i (x,wl, Pl)
∂plj
ζliζl j +
N∑
l=1
∂a(l)i (x,wl, Pl)
∂wl
ηlζli +
N∑
l,l′=1
∂b(l)(x,w, Pl)
∂wl′
ηl′ηl +
N∑
l=1
∂b(l)(x,w, Pl)
∂pli
ηlζli
−
N∑
l=1
μ
(l)
2
(|wl|)η2l ((x,w, Pl) ∈ Ω(k) ×RN ×Rn), k = 1,2,
holds, where μ(l)2 (τ ) ∈ Cα0 ([0,+∞)) is a nonnegative nondecreasing function for τ ∈ [0,+∞), and Pl ≡
(pl1, . . . , pln).
(vi) For each l = 1, . . . ,N ,
∂ g(l)(x,w)
∂wl′
 0
(
(x,w) ∈ Ω(k) × D), l′ 
= l, l′ = 1, . . . ,N, k = 1,2. (2.6)
Deﬁnition 2.1. A pair of functions w˜ = (w˜1, . . . , w˜N ), wˆ = (wˆ1, . . . , wˆN ) in Cα0 (Ω) ∩ C1+α0 (Ω(k)) (k = 1,2) are called
ordered upper and lower solutions of (1.1) if w˜ wˆ and if w˜ satisﬁes⎧⎪⎨
⎪⎩
∫
Ω
[
a(l)i (x, w˜l, w˜lx)ηlxi + b(l)(x, w˜, w˜lx)ηl
]
dx
∫
Ω
g(l)(x, w˜)ηl dx,
w˜l(x) ϕ(l)(x) (x ∈ ∂Ω), l = 1, . . . ,N,
(2.7)
for any nonnegative vector function η = (η1, . . . , ηN ) from
◦W12(Ω), and wˆ satisﬁes the above inequalities in reversed order.
Deﬁnition 2.2. A function w in Cα(Ω) ∩ C2(Ω(k)) (k = 1,2) is called a solution of (1.1) if for any given strictly interior
subdomain Ω ′ of Ω there exists α′ , 0 < α′ < 1, such that for each j = 1, . . . ,n, wx j is in L2(Ω) ∩ Cα′ (Ω ′ ∩ Ω(k)) (k = 1,2),
and if w satisﬁes the equations in (1.1) for x ∈ Ω(k) (k = 1,2), the diffraction conditions for x ∈ Γ ∩ Ω and the elliptic
boundary conditions for x ∈ ∂Ω .
We see from (2.2) that
a(l)i (x,wl, p)pi 
ν(|wl|)
4
|p|2 − μ3
(|wl|), (2.8)
where μ3(τ ) ≡ nμ2(τ )/ν(τ ), and see from (2.4) that for each l = 1, . . . ,N , there exists positive function E(l) = E(l)(x) in
C1+α0 (Ω(k)) (k = 1,2) such that
E(l)(x)max
{−∂ g(l)(x,w)/∂wl: w ∈ D}, E(l)(x) 1 (x ∈ Ω). (2.9)
Deﬁne
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wl∫
0
μ˜(l)
(|θ |)dθ + E(l)(x)wl, G(l)(x,w) = ψ(l)(x,wl) + g(l)(x,w),
where μ˜(l)(|θ |) = 0 if condition (a) in (H1)(v) holds, μ˜(l)(|θ |) = μ(l)1 (|θ |) if condition (b) in (H1)(v) holds, and μ˜(l)(|θ |) =
μ
(l)
2 (|θ |) if condition (c) in (H1)(v) holds. Then
∂ψ(l)(x,wl)
∂x j
= wl ∂E
(l)
∂x j
,
∂ψ(l)(x,wl)
∂wl
= μ˜(l)(|wl|)+ E(l)(x) ((x,wl) ∈ Ω(k) ×R), k = 1,2, j = 1, . . . ,n,
and by Hypothesis (H1)(v) and (vi) G(l)(x,w) possesses the nondecreasing property
G(l)(·,v) G(l)(·,w) whenever vw, v,w ∈ D. (2.10)
Furthermore, we may write (1.1) in the equivalent form⎧⎪⎪⎪⎨
⎪⎪⎪⎩
− d
dxi
a(l)i (x,wl,wlx) + b(l)(x,w,wlx) + ψ(l)(x,wl) = G(l)(x,w) (x ∈ Ω),
[wl]Γ = 0,
[
a(l)i (x,wl,wlx)νi(x)
]
Γ
= 0,
wl = ϕ(l)(x) (x ∈ ∂Ω), l = 1, . . . ,N.
(2.11)
Our approach to this problem is by the method of upper and lower solutions. Before doing this we ﬁrst prove the following
comparison principle.
Lemma 2.1. Let Hypothesis (H1) hold and let v = (v1, . . . , vN ), w = (w1, . . . ,wN ) be in C(Ω) ∩ W1∞(Ω) ∩ J , where J is either
[ j1, j1] × · · · × [ jN , jN ], −∞ jr < jr +∞ (r = 1, . . . ,N), or the sector D. Assume that{
T (l)(v,η) T (l)(w,η),
vl(x) wl(x) (x ∈ ∂Ω), l = 1, . . . ,N,
(2.12)
for any nonnegative bounded vector function η = (η1, . . . , ηN ) from
◦W12(Ω). Here and below,
T (l)(v,η) ≡
∫
Ω
{
a(l)i (x, vl, vlx)ηlxi +
[
b(l)(x,v, vlx) + ψ(l)(x, vl)
]
ηl
}
dx.
Then vw for x ∈ Ω .
Proof. Let u = v−w. By (2.12) we get
∫
Ω
{[
B(l)i j ulx j + B(l)0i ul
]
ηlxi +
[
H (l)i ulxi +
N∑
l′=1
E(l)l′ ul′
]
ηl
}
dx 0, l = 1, . . . ,N, (2.13)
where
B(l)i j =
1∫
0
∂a(l)i (x,w
θ
l , P
θ
l )
∂pθl j
dθ, B(l)0i =
1∫
0
∂a(l)i (x,w
θ
l , P
θ
l )
∂wθl
dθ,
H (l)i =
1∫
0
∂b(l)(x,wθ , P θl )
∂pθli
dθ, E(l)l′ =
1∫
0
∂
∂wθl′
[
b(l)
(
x,wθ , P θl
)+ ψ(l)(x,wθl )]dθ,
wθ = (wθ1, . . . ,wθN)= θv+ (1− θ)w, P θl = (pθl1, . . . , pθln)= (θ vl + (1− θ)wl)x.
It is obvious that (2.13) is the spacial case of [16, inequality (25)] with F (l)(x,w,wlx) = b(l)(x,w,wlx) + ψ(l)(x,wl). Then by
Hypothesis (H1)(iii)–(v) and the properties of ψ(l)(x,wl), the same argument as that in the proofs of [16, Theorem 2] shows
that vw for x ∈ Ω (see [16, pp. 915–917]). 
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⎪⎪⎪⎪⎪⎪⎩
P(l)
(
w(m)
)≡ − d
dxi
a(l)i
(
x,w(m)l ,w
(m)
lx
)+ b(l)(x,w(m),w(m)lx )+ ψ(l)(x,w(m)l )
= G(l)(x,w(m−1)) (x ∈ Ω),[
w(m)l
]
Γ
= 0, [a(l)i (x,w(m)l ,w(m)lx )νi(x)]Γ = 0,
w(m)l = ϕ(l)(x) (x ∈ ∂Ω), l = 1, . . . ,N, m = 1,2, . . . ,
(2.14)
where w(m) = (w(m)1 , . . . ,w(m)N ). Denote the sequence by {w(m)} if w(0) = w˜, and by {w(m)} if w(0) = wˆ, and refer to them as
upper and lower sequences, respectively.
Lemma 2.2. The sequences {w(m)}, {w(m)} governed by (2.14) are well deﬁned and possess the monotone property
wˆw(m) w(m+1) w(m+1) w(m)  w˜ (x ∈ Ω), m = 1,2, . . . . (2.15)
Proof. For each m = 1,2, . . . , (2.14) is a special case of [16, problem (3)–(5)] with
F (l)(x,w,wlx) = b(l)(x,w,wlx) + ψ(l)(x,wl), f (l)(x) = G(l)
(
x,w(m−1)
)
.
Hypothesis (H1)(iii) shows that if w(m−1) is in D ∩ C1+βm−1 (Ω(k)) (k = 1,2) for some βm−1 ∈ (0,α0], then G(l)(x,w(m−1))
is in C1+β
′
m−1 (Ω(k)). In view of Hypothesis (H1)(iii) and (iv), applying [16, Remark 3 and Theorem 5] to problem (2.14) we
conclude that (2.14) has a unique piecewise classical solution w(m) ∈ Cβm (Ω) ∩ C1+βm (Ω(k)) ∩ C2+βm (Ω(k)) (k = 1,2) for
some exponent βm ∈ (0, βm−1] whenever w(m−1) is in D ∩ C1+βm−1 (Ω(k)) ∩ Cβm−1(Ω) (k = 1,2) for some βm−1 ∈ (0,α0].
Since w˜, wˆ ∈ C1+α0 (Ω(k)) ∩ Cα0 (Ω) (k = 1,2), then problem (2.14) with m = 1 has a unique piecewise classical solu-
tion w(1) . w(1) = w(1) if w(0) = w˜, and w(1) = w(1) if w(0) = wˆ. Moreover, consider the equality ∑2k=1 ∫Ω(k) [Pl(w(1)) −
P(l)(w(1))]ηl dx =
∫
Ω
[G(l)(x, wˆ)− G(l)(x, w˜)]ηl dx for any nonnegative vector function η = η(x) from
◦W12(Ω). By integration
by parts and by the nondecreasing property of G(l)(x,w) we get
T (l)(w(1),η)− T (l)(w(1),η)= ∫
Ω
[
G(l)(x, wˆ) − G(l)(x, w˜)]ηl dx 0, l = 1, . . . ,N.
In view of w(1)l = w(1)l = ϕ(l) for x ∈ ∂Ω , l = 1, . . . ,N , by Lemma 2.1 we conclude that w(1) w(1) . Similarly, by (2.7) and
an integration by parts we have
T (l)(wˆ,η) − T (l)(w(1),η) ∫
Ω
[
ψ(l)(x, wˆl) + g(l)(x, wˆ) − G(l)(x, wˆ)
]
ηl dx = 0, l = 1, . . . ,N.
Since wˆl  w(1)l = ϕ(l) , again by Lemma 2.1 we have wˆw(1) . A similar argument using the property of an upper solution
gives w(1)  w˜. Thus, the above conclusions imply that wˆw(1) w(1)  w˜.
Assume, by induction, problem (2.14) for the case m has a unique piecewise classical solution w(m) if w(m−1) = w(m−1) ,
and has a unique piecewise classical solution w(m) if w(m−1) = w(m−1) , and the relation
wˆw(m−1) w(m) w(m) w(m−1)  w˜ (x ∈ Ω)
holds. Thus for each k = 1,2, w(m) ∈ D ∩ C1+βm (Ω(k)) ∩ Cβm (Ω) for some exponent βm ∈ (0, βm−1]. Then [16, Remark 3 and
Theorem 5] shows that problem (2.14) for the case m + 1 has a unique piecewise classical solution w(m+1) if w(m) = w(m) ,
and has a unique piecewise classical solution w(m+1) if w(m) = w(m) . Consider the equality ∑2k=1 ∫Ω(k) [P(l)(w(m+1)) −
P(l)(w(m+1))]ηl dx =
∫
Ω
[G(l)(x,w(m))− G(l)(x,w(m))]ηl dx. Again by the formula of integration by parts and the nondecreas-
ing property of G(l)(x,w) we have
T (l)(w(m+1),η)− T (l)(w(m+1),η)= ∫
Ω
[
G(l)
(
x,w(m)
)− G(l)(x,w(m))]ηl dx 0, l = 1, . . . ,N.
Note that w(m+1)l = w(m+1)l = ϕ(l) for x ∈ ∂Ω , l = 1, . . . ,N . Lemma 2.1 shows that w(m+1) w(m+1) . The similar reasoning
gives w(m+1) w(m) and w(m+1) w(m) . By the principle of induction the sequences {w(m)}, {w(m)} governed by (2.14) are
well deﬁned and possess the monotone property (2.15). 
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Lemma 2.3. Let {w(m)} denote either the upper sequence {w(m)} or the lower sequence {w(m)}. Then
∥∥w(m)lx ∥∥L2(Ω)  C, (2.16)∥∥w(m)l ∥∥Cα1 (Ω)  C (0 < α1 < 1), l = 1, . . . ,N, m = 1,2, . . . , (2.17)
where constants C and α1 depend only on M˜, a0 , θ0 , ν(M˜), μ(M˜), μ0 , μ3(M˜), α0 and ψ0 from Hypothesis (H1), (2.8) and (2.9),
independent of m. Here and below, M˜ ≡ max{maxx∈Ω |wˆ|,maxx∈Ω |w˜|} and ψ0 ≡ max1lN maxk=1,2 ‖ψ(l)(x, τ )‖C1(Ω(k)×[−M˜,M˜]) .
Let ζ = ζ(x) be an arbitrary bounded function from ◦W12(Kρ). Then there exists a positive constant ρ1 such that when K2ρ ⊂ Ω ,
ρ  ρ1 ,∫
Kρ
(
1+ ∣∣w(m)lx ∣∣)2ζ 2 dx C(dρ)ρα1
∫
Kρ
|ζx|2 dx, l = 1, . . . ,N, m = 1,2, . . . , (2.18)
where K2ρ is concentric with Kρ , the constant ρ1 depends only on the same quantities as α1 , and the constant C(dρ) depends only on
dρ(≡ dist(Kρ, ∂Ω)) and the same quantities as C .
Proof. Let l, m be ﬁxed, l ∈ {1, . . . ,N}, m ∈ {1,2, . . .}, and let u = w(m)l . Write w(m) in the split form w(m) = ([w(m)]N−1,u).
Then u satisﬁes the scalar equation
L (l)(u) ≡ − d
dxi
a(l)i (x,u,ux) + b(l)
(
x,
[
w(m)
]
N−1,u,ux
)+ ψ(l)(x,u) = G(l)(x,w(m−1)) (x ∈ Ω), (2.19)
which is the special case of [10, Chapter 4, Eq. (1.1)] with a(x,u,ux) = −b(l)(x, [w(m)]N−1,u,ux)−ψ(l)(x,u)+G(l)(x,w(m−1)).
For any function η = η(x) from ◦W 12(Ω), by integration by parts we see from the equality
∑2
k=1
∫
Ω(k)
L (l)(u)ηdx =∫
Ω
G(l)(x,w(m−1))ηdx that∫
Ω
{
a(l)i (x,u,ux)ηxi +
[
b(l)
(
x,
[
w(m)
]
N−1,u,ux
)+ ψ(l)(x,u) − G(l)(x,w(m−1))]η}dx = 0. (2.20)
Thus, u = u(x) is a bounded generalized solution of (2.19) in W 12 (Ω) in the sense of [10, Chapter 4, Section 1]. By (2.3),
(2.4) and (2.15) we have
∣∣a(l)(x,u, p)∣∣(1+ |p|)+ ∣∣b(l)(x, [w(m)]N−1,u, p)+ ψ(l)(x,u) − G(l)(x,w(m−1))∣∣ 2μ(M˜)(1+ |p|2)+ 2ψ0 + μ0.
This, together with (2.8), implies that [10, Chapter 4, conditions (1.2) and (1.3)] hold. Then [10, Chapter 4, Section 1, Lem-
mas 1.1 and 1.3, Theorem 1.1] and Hypothesis (H1)(i) and (iii) show that (2.16)–(2.18) hold. 
3. The uniform Hölder estimates for the derivatives
The purpose of this section is to show the uniform Hölder estimates for the derivatives of the upper and lower sequences.
An investigation of their behavior near Γ requires special considerations.
[10, Chapter 3, Section 16] shows that for any given point x0 ∈ Γ there exists a ball Kρ with center at x0 such that
we can straighten Γ ∩ Kρ out introducing new nondegenerate coordinates y = y(x) possessing bounded ﬁrst and second
derivatives with respect to x. In doing this, the system (2.14) has the same form and the same properties in the coordinate
system x. It is possible to divide Γ into a ﬁnite number of pieces and to introduce for each of them coordinates y possessing
the properties just described. Since all of the investigations in this section are local properties for {w(m)} and {w(m)}, without
loss of generality, we may assume that the equation of Γ has the form xn = 0 in the coordinates x. This assumption does
not violate the character of the problem.
Tan and Leng [15] investigated the Hölder estimate for the ﬁrst derivatives of the generalized solution of diffraction prob-
lem for one equation. In this paper, for ﬁxed l and m, u ≡ w(m)l satisﬁes the single equation − ddxi a
(l)
i (x,u,ux)+a(x,u,ux) = 0,
where a(x,u,ux) ≡ b(l)(x, [w(m)]N−1,u,ux) + ψ(l)(x,u) − G(l)(x,w(m−1)) satisﬁes
∣∣∣∣∂a(x,u, p)∂x j
∣∣∣∣ C
[
1+ max
k=1,2
(
n∑
′
∥∥w(m−1)l′ ∥∥C1(Ω(k)) +∑
′
∥∥w(m)l′ ∥∥C1(Ω(k))
)](
1+ |p|2).
l =1 l 
=l
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on
∑n
l′=1 ‖w(m−1)l′ ‖C1(Ω(k))+
∑
l′ 
=l ‖w(m)l′ ‖C1(Ω(k)) , we need to reinvestigate the uniform Hölder estimate for the ﬁrst deriva-
tives of w(m)l by the methods and the framework of [15], and then show the uniform estimate for the second derivatives by
Schauder estimate.
For simplicity, in this section {w(m)} denotes either the upper sequence {w(m)} or the lower sequence {w(m)}. C(· · ·)
denotes the constant depending only on M˜ , a0, θ0, ν(M˜), μ(M˜), μ0, μ3(M˜), α0, ψ0 from Hypothesis (H1), (2.8) and (2.9),
and the quantities appearing in parentheses, independent of m. Constant C in different expressions may be different.
3.1. The uniform estimates of ‖w(m)lx ‖Lq(Ω ′) and ‖w(m)lxx ‖L2(Ω ′∩Ω(k))
Lemma 3.1. Let Ω ′ be an arbitrary given strictly interior subdomain of Ω . Then for each l = 1, . . . ,N, m = 1,2, . . . , w(m)lx j xs ∈ L2(Ω ′)
(s = 1, . . . ,n − 1, j = 1, . . . ,n), and w(m)lxnxn ∈ L2(Ω ′ ∩ Ω(k)) (k = 1,2).
Proof. For simplicity, we ﬁx l and m, l ∈ {1, . . . ,N}, m ∈ {1,2, . . .}, and denote w(m)l by u. For any s ∈ {1, . . . ,n − 1}, let
u(s) ≡ (u)/(xs) ≡
(
u(x+ xs) − u(x)
)
/(xs), x+ xs ≡ (x1, . . . , xs + xs, . . . , xn) ∈ Ω.
Let λ = λ(x) be an arbitrary smooth function taking values in [0,1] such that λ = 0 for x /∈ Kρ and |λx| C/ρ for x ∈ Kρ .
Taking
η = 
xs
(
u(x− xs)
xs
ξ2(x− xs)
)
= (u(s)(x− xs)ξ2(x− xs))(s)
in the integral identity (2.20) and using [10, Chapter 2, formula (4.8)] we get∫
Ω
(
a(l)i (x,u,ux)
)
(s)
(
u(s)λ
2)
xi
dx = −
∫
Ω
(
b(l)
(
x,w(m),ux
)+ ψ(l)(x,u))
(s)u(s)λ
2 dx
+
∫
Ω
(
G(l)
(
x,w(m−1)
))
(s)u(s)λ
2 dx. (3.1)
Note that (see [10, p. 274])
(
a(l)i (x,u,ux)
)
(s) = u(s)x j
1∫
0
∂a(l)i (x
t ,ut,utx)
∂utx j
dt + u(s)
1∫
0
∂a(l)i (x
t ,ut,utx)
∂ut
dt +
1∫
0
∂a(l)i (x
t ,ut ,utx)
∂xts
dt,
(
b(l)
(
x,w(m),ux
))
(s) = u(s)x j
1∫
0
∂b(l)(xt , (w(m))t,utx)
∂utx j
dt +
N∑
l′=1
(
w(m)l′
)
(s)
1∫
0
∂b(l)(xt, (w(m))t ,utx)
∂(w(m)l′ )
t
dt
+
1∫
0
∂b(l)(xt, (w(m))t,utx)
∂xts
dt,
and
(
G(l)
(
x,w(m−1)
))
(s) =
N∑
l′=1
(
w(m−1)l′
)
(s)
1∫
0
∂G(l)(xt , (w(m−1))t)
∂(w(m−1)l′ )t
dt +
1∫
0
∂G(l)(xt, (w(m−1))t)
∂xts
dt,
where xt ≡ (1 − t)x + t(x + xs), ut(x) ≡ (1 − t)u(x) + tu(x + xs), utx(x) ≡ (ut)x , u(s)x j ≡ (u(s))x j and (w(m−1))t ≡ (1 −
t)w(m−1)(x) + tw(m−1)(x+ xs). By using (2.3), (2.4) and Cauchy’s inequality we conclude from (3.1) that for any ε > 0,
∫
Kρ
u(s)xi u(s)x jλ
2
1∫
0
∂a(l)i (x
t ,ut ,utx)
∂utx j
dt dx
 C
∫
K
{[
|u(s)x||u(s)|λ|λx| +
(
1+ |u(s)|
)(|u(s)x|λ2 + |u(s)|λ|λx|)
1∫
0
(
1+ ∣∣utx∣∣)dt
]
ρ
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[
|u(s)x|
1∫
0
(
1+ ∣∣utx∣∣)dt +
(
1+
N∑
l′=1
∣∣(w(m)l′ )(s)∣∣
) 1∫
0
(
1+ ∣∣utx∣∣2)dt
]
+ |u(s)|λ2
N∑
l′=1
∣∣(w(m−1)l′ )(s)∣∣
}
dx
 ε
∫
Kρ
|u(s)x|2λ2 dx+ C(ε)
∫
Kρ
{(
1+
N∑
l′=1
∣∣(w(m)l′ )(s)∣∣2
)[
λ2
(
1+
1∫
0
∣∣(ut)x∣∣2 dt
)
+ |λx|2
]
+ λ2
N∑
l′=1
((
w(m−1)l′
)
(s)
)2}
dx.
Since w(m) ∈ C1+βm (Ω(k)) (k = 1,2), then using (2.2) and (2.16) and setting ε = ν(M˜)/2 in the above inequality we have
∫
Kρ
|u(s)x|2λ2 dxdt  C(1/ρ) + C
∫
Kρ
N∑
l′=1
∣∣(w(m)l′ )(s)∣∣2λ2
1∫
0
∣∣(ut)x∣∣2 dt dx
 C(1/ρ)
[
1+ max
k=1,2
max
l′=1,...,N
max
x∈Ω(k)
∣∣w(m)l′x ∣∣4]. (3.2)
We derive the existence of ux jxs ( j = 1, . . . ,n) in L2(Ω ′) from (3.2) and [10, Chapter 2, Lemma 4.6]. Moreover, (2.2)–(2.4)
and Eq. (2.19) yield that∣∣∣∣ ddxn a(l)n (x,u,ux)
∣∣∣∣, |uxnxn | C
(
|ux|2 +
n∑
j=1
n−1∑
s=1
|ux jxs | + 1
) (
x ∈ Ω(k)), k = 1,2. (3.3)
Hence we derive the existence of uxnxn in L
2(Ω ′ ∩ Ω(k)) from (3.3). 
Lemma 3.2. Let Ω ′ be an arbitrary given strictly interior subdomains of Ω and let q be an arbitrary given positive integer. Then for
each l = 1, . . . ,N, we have∫
Ω ′
[∣∣w(m)lxx ∣∣2(1+ ∣∣w(m)lx ∣∣2r)+ ∣∣w(m)lx ∣∣2r+4]dx C(q,d′), r = 0,1, . . . ,q, (3.4)
where ‖w(m)lxx ‖L2(Ω ′) ≡
∑2
k=1 ‖w(m)lxx ‖L2(Ω ′∩Ω(k)) and d′ ≡ dist(Ω ′, ∂Ω).
Proof. Fix l and m, l ∈ {1, . . . ,N}, m ∈ {1,2, . . .}. Let u = w(m)l and let σ = 1+ δ(a(l)n (x,u,ux))2 +
∑n−1
s=1 u2xs , 0 < δ  1 (which
we shall choose suﬃciently small in what follows).
We ﬁrst investigate the properties of σ . Since for each k = 1,2, u is in C1+βm (Ω(k)), then σ is in C(Ω(k)). (2.2), (2.3)
and Cauchy’s inequality yield
σ  C
(
1+ |ux|2
)
(3.5)
and
σ = 1+ δ
[
A(l)n uxn +
(
n−1∑
s=1
A(l)s uxs + a(l)n (x,u,0)
)]2
+
n−1∑
s=1
u2xs
 1+ δ
[(
A(l)n
)2
u2xn −
(
1
2
(
A(l)n
)2
u2xn + C3,1
n−1∑
s=1
u2xs + C3,1
)]
+
n−1∑
s=1
u2xs
 (1− C3,1δ) + 1
2
δ
[
ν(M˜)
]2
u2xn + (1− C3,1δ)
n−1∑
s=1
u2xs ,
where A(l)j ≡
∫ 1
0
∂a(l)n (x,u,p
t )
∂ptj
dt , j = 1, . . . ,n, and pt = (pt1, . . . , ptn) ≡ tux . Choosing δ0 ≡ min{1, [C3,1 + 14 (ν(M˜))2]−1}, we see
that when 0 < δ  δ0,
σ max
{
1,
1 [
ν(M˜)
]2
δ|ux|2
}
. (3.6)4
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|σx|2  C
[
δ2|ux|2
(
|ux|2 +
n∑
j=1
n−1∑
s=1
|ux jxs | + 1
)2
+
n∑
j=1
n−1∑
s=1
u2xsu
2
x j xs
] (
x ∈ Ω(k)), k = 1,2. (3.7)
Since the equation of Γ has the form xn = 0, then (2.14) implies that (see also [10, Chapter 3, Section 16])
[uxs ]Γ = 0, [σ ]Γ = 0, s = 1, . . . ,n − 1. (3.8)
Take a strictly interior subdomain Ω∗ of Ω such that Ω ′ ⊂ Ω∗ and dist(Ω∗, ∂Ω) = d′/2. Let K2ρ ⊂ Ω∗ and let λ = λ(x)
be an arbitrary smooth function of compact support on Kρ . Then dist(Kρ, ∂Ω) d′/2. (3.5)–(3.8) give that σ , uxsσ rλ2 and
σ (r+1)/2λ are in
◦
W 12(Kρ) ∩ C(Kρ).
We next show that there exists δ > 0 such that for each r = 0, . . . ,q,
∫
Kρ
{
n∑
j=1
n−1∑
s=1
u2x jxsσ
rλ2 + r|σx|2σ r−1λ2
}
dx C(q)
∫
Kρ
{(
1+ |ux|4
)
σ rλ2 + |ux|2σ r |λx|2
}
dx. (3.9)
To prove this, set η(x) = ηsxs (x) in equality (2.20) for 1 s n− 1, where ηs(x) is an arbitrary smooth function of compact
support on Kρ . Then integrating the ﬁrst term by parts and summing the resulting equalities with respect to s from s = 1
to s = n − 1, we get
−
n−1∑
s=1
∫
Kρ
{[
∂a(l)i (x,u,ux)
∂ux j
ux jxs +
∂a(l)i (x,u,ux)
∂u
uxs +
∂a(l)i (x,u,ux)
∂xs
]
ηsxi
+ [b(l)(x, [w(m)]N−1,u,ux)+ ψ(l)(x,u) − G(l)(x,w(m−1))]ηsxs
}
dx = 0. (3.10)
By Hypothesis (H1)(iii) we may take for ηs in (3.10) an arbitrary function in
◦
W 12(Kρ). In the following discussion we set
ηs = uxsσ rλ2. In view of
n−1∑
s=1
∫
Kρ
∂a(l)i (x,u,ux)
∂ux j
rux jxs uxsσ
r−1σxiλ2 dx
= r
2
∫
Kρ
∂a(l)i (x,u,ux)
∂ux j
[
σx j − 2δa(l)n (x,u,ux)
da(l)n (x,u,ux)
dx j
]
σxiσ
r−1λ2 dx,
and
ηsxi = ruxsσ r−1σxiλ2 + uxixsσ rλ2 + 2uxsσ rλλxi ,
by using (2.2)–(2.4), (3.3) and Cauchy’s inequality we conclude from (3.10) that for any ε1, . . . , ε5 > 0,
ν(M˜)
∫
Kρ
{
n∑
j=1
n−1∑
s=1
u2x jxsσ
rλ2 + r
2
|σx|2σ r−1λ2
}
dx

∫
Kρ
{
rδa(l)n
∂a(l)i (x,u,ux)
∂ux j
da(l)n
dx j
σxiσ
r−1λ2 − 2
n−1∑
s=1
∂a(l)i (x,u,ux)
∂ux j
uxsux jxsσ
rλλxi
+
n−1∑
s=1
[(
−∂a
(l)
i (x,u,ux)
∂u
uxs −
∂a(l)i (x,u,ux)
∂xs
)
ηsxi
+ (b(l)(x, [w(m)]N−1,u,ux)+ ψ(l)(x,u) − G(l)(x,w(m−1)))ηsxs
]}
dx
 C
∫
K
{
rδ
(
1+ |ux|
)|ux|2|σx|σ r−1λ2 + rδ(1+ |ux|)
(
n∑
j=1
n−1∑
s=1
|ux jxs | + 1
)
|σx|σ r−1λ2ρ
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n∑
j=1
n−1∑
s=1
|ux jxs |σ rλ|λx| + r
(
1+ |ux|2
)|ux||σx|σ r−1λ2 + (1+ |ux|2) n∑
j=1
n−1∑
s=1
|ux jxs |σ rλ2
+ (1+ |ux|2)|ux||σ rλ|λx|
}
dx

∫
Kρ
[
(ε1 + ε4) + δ2C3,2(ε2)|ux|2σ−1
]
rσ r−1|σx|2λ2 dx+ (ε2 + ε3 + ε5)
∫
Kρ
n∑
j=1
n−1∑
s=1
u2x j xsσ
rλ2 dx
+ C(q, δ, ε1, ε2, ε3, ε4, ε5)
∫
Kρ
{(
1+ |ux|4
)
σ rλ2 + r|ux|6σ r−1λ2 + |ux|2σ r |λx|2
}
dx. (3.11)
Note that by (3.6),
δ|ux|2σ−1  4
[
ν(M˜)
]−2
.
We ﬁrst take εϑ = ν(M˜)/16, ϑ = 1, . . . ,5, and then take δ = min{δ0, [ν(M˜)]3/[32C3,2(ε2)]}. Then (3.11) gives (3.9).
We next show that there exists ρ2 > 0 such that when ρ  ρ2,
∫
Kρ
|ux|4σ rλ2 dx
{
C(q,d′)ρα1
∫
Kρ
{λ2 + |ux|2|λx|2}dx for r = 0,
C(q,d′)ρα1
∫
Kρ
(1+ |ux|2){σ r−1λ2 + |ux|2σ r−1|λx|2}dx for r = 1, . . . ,q.
(3.12)
For this purpose, setting ζ = σ (r+1)/2λ in (2.18) and using (3.5)–(3.7) we see that when ρ  ρ1,∫
Kρ
|ux|2σ r+1λ2 dx C
(
q,d′
)
ρα1
∫
Kρ
(
σ r−1|σx|2λ2 + σ r+1|λx|2
)
dx
 C
(
q,d′
)
ρα1
∫
Kρ
{[
1+ |ux|4 +
n∑
j=1
n−1∑
s=1
u2x j xs
]
σ rλ2 + (1+ |ux|2)σ r |λx|2
}
dx,
which, together with (3.6) and (3.9), implies that
1
4
[
ν(M˜)
]2
δ
∫
Kρ
|ux|4σ rλ2 dx C3,3
(
q,d′
)
ρα1
∫
Kρ
{(
1+ |ux|4
)
σ rλ2 + |ux|2σ r |λx|2
}
dx.
Setting ρ2 = min{ρ1, [(ν(M˜))2δ/(8C3,3(q,d′))]1/α1 } we conclude that when ρ  ρ2,∫
Kρ
|ux|4σ rλ2 dx C
(
q,d′
)
ρα1
∫
Kρ
{
σ rλ2 + |ux|2σ r |λx|2
}
dx, r = 0, . . . ,q.
This, together with (3.5), yields (3.12).
Based on the inequalities (3.12) and (3.9) we next prove (3.4). Let ρr = ρ − r2(q+1) ρ for r = 0, . . . ,q. We construct a
sequence of open balls Kρr that are concentric with Kρ . Let λr = λr(x) be smooth function of compact support on Kρr
taking values between 0 and 1, such that |λrx|  C(q)/ρ for x ∈ Kρr and λr = 1 for x ∈ Kρr+1 . By using (2.16) and by
considering in succession (3.12) and (3.9) with Kρ and λ replaced, respectively, by Kρr and λr for r = 0, . . . ,q, we have
∫
Kρ/2
|ux|4σ r dx C
(
q,d′,1/ρ
)
,
∫
Kρ/2
n∑
j=1
n−1∑
s=1
u2x jxsσ
r dx C
(
q,d′,1/ρ
)
, r = 0, . . . ,q. (3.13)
From (3.13), (3.3) and (3.6) we get (3.4). 
3.2. The uniform Hölder estimates of the derivatives
Based on the uniform estimate of ‖w(m)‖Lq(Ω ′) we have the following uniform Hölder estimates of the derivatives.lx
Q.-J. Tan, Z.-J. Leng / J. Math. Anal. Appl. 380 (2011) 363–376 373Lemma 3.3. For any strictly interior subdomains Ω ′ of Ω there exist positive constants α2 and C(d′), 0 < α2 < 1, such that∥∥w(m)l ∥∥C1+α2 (Ω ′∩Ω(k))  C(d′), l = 1, . . . ,N, k = 1,2, (3.14)
where α2 and C(d′) depend only on d′ and the parameters M˜, a0 , θ0 , ν(M˜), μ(M˜), μ0 , μ3(M˜), α0 , ψ0 from Hypothesis (H1), (2.8)
and (2.9), independent of m.
Proof. Take two strictly interior subdomains Ω∗ and Ω∗∗ of Ω such that Ω ′ ⊂ Ω∗ ⊂ Ω∗∗ , dist(Ω∗∗, ∂Ω) = dist(Ω∗, ∂Ω∗∗) =
dist(Ω ′, ∂Ω∗) = d′/3. Let K2ρ ⊂ Ω∗∗ , and let l and m be ﬁxed, l ∈ {1, . . . ,N}, m ∈ {1,2, . . .}. Set ηs = λ2 max{uxs (x) − τ ,0}
in (3.10) for 1 s n− 1, where u ≡ w(m)l , τ is an arbitrary number and λ = λ(x) is a smooth function of compact support
on Kρ taking values in [0,1]. By direct computation and Cauchy’s inequality, as we have done in the proof of (3.9), we have∫
Aτ ,ρ
|uxsx|2λ2 dx C
(
d′
) ∫
Aτ ,ρ
[(
1+ |ux|4
)
λ2 + (uxs − τ )2|λx|2
]
dx
 C
(
d′
)∥∥1+ |ux|4∥∥Lq/2(Kρ) mes1− 2q (Aτ ,ρ) + C(d′)
∫
Aτ ,ρ
(uxs − τ )2|λx|2 dx
 C
(
d′
)
mes1−
2
q (Aτ ,ρ) + C
(
d′
) ∫
Aτ ,ρ
(uxs − τ )2|λx|2 dx, (3.15)
where q > n and Aτ ,ρ ≡ {x: x ∈ Kρ, uxs > τ }. Analogous inequalities hold for the sets Bτ ,ρ , where uxs < τ . Then it follows
from [10, Chapter 2, Lemma 5.4 and Theorem 6.1] that
‖uxs‖Cβ′ (Ω∗)  C
(
d′
)
, 0 < β ′ < 1, (3.16)
where β ′ depends only on the same quantities as C(d′). Let Kρ ⊂ Ω∗ . We next set τ = minx∈Kρ uxs . Thus, (3.15) and (3.16)
show that∫
Kρ
|uxsx|2λ2 dx C
(
d′
)(
ρ
n(1− 2q ) + ρn−2+2β ′) C(d′)ρn−2+2γ ,
where γ ≡ min{2β ′,2− 2nq }. Moreover, it follows from this inequality, (3.3) and (3.15) that∫
Kρ∩Ω(k)
|uxx|2λ2 dx C
(
d′
) ∫
Kρ∩Ω(k)
[|uxsx|2λ2 + (1+ |ux|4)]λ2 dx C(d′)ρn−2+2γ , k = 1,2.
By an application of [10, Chapter 2, Lemma 4.2] we conclude that
‖uxn‖Cβ′′ (Ω ′∩Ω(k))  C
(
d′
)
, 0< β ′′ < 1, k = 1,2, (3.17)
where β ′′ depends only on the same quantities as C(d′). (3.16) and (3.17) show that (3.14) holds. 
Lemma 3.4. For any given k, k ∈ {1,2}, let Ω ′′ be an arbitrary subdomain of Ω(k) whose distance from ∂Ω(k) has a positive lower
bound d′′ . Then there exists positive constant α3 , 0< α3 < 1, such that∥∥w(m)l ∥∥C2+α3 (Ω ′′)  C(d′′), l = 1, . . . ,N, m = 1,2, . . . , (3.18)
where α3 and C(d′′) depend only on d′′ and the parameters M˜, a0 , θ0 , ν(M˜), μ(M˜), μ0 , μ3(M˜), α0 , ψ0 from Hypothesis (H1), (2.8)
and (2.9), independent of m.
Proof. Let us ﬁx l and m, l ∈ {1, . . . ,N}, m ∈ {1,2, . . .}. Then u ≡ w(m)l satisﬁes the linear equation
−aij(x)uxix j + bi(x)uxi = f (x) in Ω(k),
where
aij(x) = ∂a
(l)
i (x,u,ux)
∂ux j
, bi(x) = −∂a
(l)
i (x,u,ux)
∂u
,
f (x) = −∂a
(l)
i (x,u,ux) − b(l)(x, [w(m)]N−1,u,ux)− ψ(l)(x,u) + G(l)(x,w(m−1)).∂xi
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Lemma 3.3 there exists a positive constant β∗ depending only on d′′ and the parameters M˜ , a0, θ0, ν(M˜), μ(M˜), μ0,
μ3(M˜), α0, ψ0, e0, such that∥∥aij(x),bi(x), f (x)∥∥Cβ∗ (Ω ′)  C(d′′), i, j = 1, . . . ,n.
These estimates and the Schauder estimate for linear elliptic equation imply (3.18). 
4. The existence of solutions for problem (1.1)
Based on the monotone property and the uniform estimates in the previous sections we have the following existence
theorem for problem (1.1).
Theorem 4.1. Let Hypothesis (H1) hold. Then the sequences {w(m)}, {w(m)} obtained from (2.14) with w(0) = w˜, w(0) = wˆ converge
monotonically to a solution w and a solution w of (1.1), respectively. Moreover,
wˆw(m) w(m+1) www(m+1) w(m)  w˜ (x ∈ Ω), m = 1,2, . . . , (4.1)
and for any given strictly interior subdomain Ω ′ of Ω , wxi x j and w xi x j are in L2(Ω ′ ∩ Ω(k)) (i, j = 1, . . . ,n, k = 1,2).
Proof. The monotone property (2.15) shows that the pointwise limits
lim
m→∞w
(m) = w, lim
m→∞w
(m) = w (4.2)
exist and satisfy relation (4.1). Let {w(m)} denote either the upper sequence {w(m)} or the lower sequence {w(m)}, and let w
be the corresponding limit. We conclude from (2.16), (2.17) and the Arzela–Ascoli theorem that there exists a subsequence
{w(m′)} (denoted by {w(m)} still) such that {w(m)} converges in C(Ω) to w and {w(m)x j } converges weakly in L2(Ω) to wx j
for each j = 1, . . . ,n. Hence w is in Cα1 (Ω). In view of w(m)l = ϕ(l)(x) for x ∈ ∂Ω (l = 1, . . . ,N), by letting m → +∞ we see
that w satisﬁes the elliptic boundary conditions in (2.11) for x ∈ ∂Ω .
Moreover, for any given strictly interior subdomain Ω ′ of Ω , Lemmas 3.2 and 3.3 show that there exists a subsequence
{w(m′)} (denoted by {w(m)} still) such that {w(m)x j } converges in C(Ω ′ ∩ Ω(k)) to wx j , and {w(m)xi x j } converges weakly in L2(Ω ′ ∩
Ω(k)) to wxi x j for each i, j = 1, . . . ,n, k = 1,2. Then wx j ∈ Cα2 (Ω ′ ∩ Ω(k)), wxi x j ∈ L2(Ω ′ ∩ Ω(k)). Since
[
w(m)l
]
Γ
= 0, [a(l)i (x,w(m)l ,w(m)lx )νi(x)]Γ ∩Ω ′ = 0, l = 1, . . . ,N, m = 1, . . . ,
by letting m → +∞ we obtain that w satisﬁes the diffraction conditions in (2.11) for x ∈ Γ ∩ Ω ′ . Note that Ω ′ is arbitrary.
Hence w satisﬁes the diffraction conditions in (2.11) for x ∈ Γ ∩ Ω .
For any given k, k ∈ {1,2}, and any given strictly interior subdomain Ω ′′ of Ω(k) , Lemma 3.4 implies that there ex-
ists a subsequence {w(m′)} (denoted by {w(m)} still) such that {w(m)} converges in C2,1(Ω ′′) to w. Since P(l)(w(m)) =
G(l)(x,w(m−1)) for x ∈ Ω ′′ , then by letting m → +∞ we see that w satisﬁes the equations in (2.11) for x ∈ Ω ′′ . Since Ω ′′ is
arbitrary, w satisﬁes the equations in (2.11) for x ∈ Ω .
Thus, from the above arguments we conclude that w is a solution of (2.11). Since problem (2.11) is equivalent to (1.1), w
is also a solution of (1.1). 
We next investigate the conditions on the reaction functions for the construction of upper and lower solutions. Since
the coeﬃcients of the equations in (1.1) are allowed to be discontinuous, the simple but useful ordered upper and lower
solutions are constant functions.
Corollary 4.1. Assume that there exist constant vectors  ≡ (1, . . . , N ) and M ≡ (M1, . . . ,MN) such that
g(l)(x,M) 0 g(l)(x,) (x ∈ Ω), l  ϕ(l)(x) Ml (x ∈ ∂Ω), l = 1, . . . ,N. (4.3)
Let Hypothesis (H1)(i), (iii)–(vi) hold with D = {w ∈ C(Ω):  wM} and let a(l)i (x,wl,0) = 0 for (x,wl) ∈ Ω ×R, i = 1, . . . ,n,
l = 1, . . . ,N. Then w˜ = M and wˆ =  are a pair of ordered upper and lower solutions of (1.1) and all the conclusions in Theorem 4.1
hold true.
Proof. The proof follows directly from Deﬁnition 2.1 and Theorem 4.1. 
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As an application of the results obtained in the previous sections we consider the steady-state problem of Lotka–Volterra
cooperation model with two cooperating species. Let w1 = w1(x), w2 = w2(x) be the population density of the two species.
Suppose that the natural conditions for two subdomains Ω(1) , Ω(2) are different. Then for each l = 1,2, the diffusion
coeﬃcient K (l)(x,wl) of species wl is allowed to be discontinuous on the interface Γ . Assume that near Γ , the density and
the ﬂux are continuous, and for each l = 1,2
K (l)(x,wl) = K (l)(x) ≡
{
k(l)1 (x ∈ Ω(1)),
k(l)2 (x ∈ Ω(2)),
where k(l)1 and k
(l)
2 are positive constants. Then
[wl]Γ = 0,
[
K (l)(x)wlxiνi(x)
]
Γ
= 0, l = 1,2.
Let constants r(l)k , N
(l)
k be the net birth rate and the carrying capacity of the habitat of species wl in Ω
(k) (k = 1,2).
Assume that for each l,k = 1,2, the mankind’s inﬂuence on the species wl in Ω(k) is represented by e(l)k (w2lx1 + w2lx2 ). Hence
w1 = w1(x) and w2 = w2(x) are governed by a diffraction problem for elliptic system in the form⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
− d
dxi
(
K (1)(x)
∂w1
∂xi
)
=
⎧⎪⎨
⎪⎩
r(1)1 w1(1− w1N(1)1 + σ
(1)
1
w2
N(2)1
) + e(1)1 (w21x1 + w21x2) (x ∈ Ω(1)),
r(1)2 w1(1− w1N(1)2 + σ
(1)
2
w2
N(2)2
) + e(1)2 (w21x1 + w21x2) (x ∈ Ω(2)),
− d
dxi
(
K (2)(x)
∂w2
∂xi
)
=
⎧⎪⎨
⎪⎩
r(2)1 w2(1+ σ (2)1 w1N(1)1 −
w2
N(2)1
) + e(2)1 (w22x1 + w22x2) (x ∈ Ω(1)),
r(2)2 w2(1+ σ (2)2 w1N(1)2 −
w2
N(2)2
) + e(2)2 (w22x1 + w22x2) (x ∈ Ω(2)),
[wl]Γ = 0,
[
K (l)(x)wlxiνi(x)
]
Γ
= 0,
wl = ϕ(l)(x) (x ∈ ∂Ω), l = 1,2,
(5.1)
where for each l,k = 1,2, σ (l)k and e(l)k are constants with σ (l)k > 0.
Theorem 5.1. If b∗2/b∗1 < c∗2/c∗1 , where
b∗1 = min
j=1,2
(
1/N(1)j
)
, c∗1 = max
j=1,2
(
σ
(1)
j /N
(2)
j
)
, b∗2 = max
j=1,2
(
σ
(2)
j /N
(1)
j
)
, c∗2 = min
j=1,2
(
1/N(2)j
)
, (5.2)
and if for each l = 1,2, ϕ(l)(x) is in C2+α0 (∂Ω ∩ Ω(k)) ∩ Cα0 (∂Ω) with ϕ(l)(x) 0 for x ∈ ∂Ω , then problem (5.1) has a nonnegative
solution.
Proof. Problem (5.1) is a special case of (1.1). It is obvious that wˆ = (0,0) is a lower solution of (5.1). We next seek a
positive upper solution. The relation b∗2/b∗1 < c∗2/c∗1 and the argument in [1, p. 676] show that there exist positive constants
η∗1 and η∗2 such that for any R  1
0 1− b∗1Rη∗1 + c∗1Rη∗2, 0 1+ b∗2Rη∗1 − c∗2Rη∗2. (5.3)
Choose R such that (Rη∗1, Rη∗2) (ϕ1(x),ϕ2(x)) on ∂Ω , and set w˜ = (w˜1, w˜2) = (Rη∗1, Rη∗2). (5.2) and (5.3) imply that
0 r(1)1 w˜1
(
1− w˜1/N(1)1 + σ (1)1 w˜2/N(2)1
)
, 0 r(1)2 w˜1
(
1− w˜1/N(1)2 + σ (1)2 w˜2/N(2)2
)
,
0 r(2)1 w˜2
(
1+ σ (2)1 w˜1/N(1)1 − w˜2/N(2)1
)
, 0 r(2)2 w˜2
(
1+ σ (2)2 w˜1/N(1)2 − w˜2/N(2)2
)
.
Then w˜ is a positive upper solution of (5.1). An application of Corollary 4.1 shows that problem (5.1) has a nonnegative
solution. 
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