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SUMMARY
Liquid fragmentation phenomenon is explored from both a fundamental (fully
resolved) and an engineering (modeled) perspective. The dual objectives compliment
each other by providing an avenue to gain further understanding into fundamental
processes of atomization as well as to use the newly acquired knowledge to address
practical concerns.
A compressible five-equation interface model based on a Roe-type scheme for the
simulation of material boundaries between immiscible fluids with arbitrary equation
of state is developed and validated. The detailed simulation model accounts for
surface-tension, viscous, and body-force effects, in addition to acoustic and convective
transport. The material interfaces are considered as diffused zones and a mixture
model is given for this transition region. The simulation methodology combines a
high-resolution discontinuity capturing method with a low-dissipation central scheme
resulting in a hybrid approach for the solution of time- and space-accurate interface
problems. Such an approach is designed to retain advantages of each scheme in
different parts of the flow field and enabling the combined scheme to resolve diverse
effects. The main advantage of the model is its simplicity of algorithm both as a single
solver for different phases as well as demonstrated multi-dimensional capability. The
approach also provides a comprehensive consideration in a cost-effective manner of
several processes inherent to interface dynamics.
Several multi-dimensional test cases are considered over a wide range of physical
situations involving capillary, viscosity, and gravity effects with simultaneous presence
of large viscosity and density ratios. Laplace-Young pressure jump across material
interface is quantified and compared with analytical estimates. Dynamics of interface
xix
movement of initially deformed elliptical droplet is also considered. Four stages of
energy interchange modes are visualized and its frequency is compared with theoret-
ical estimates. Bubble rise in liquid bulk is found to recover different shape regimes
following Clift et al. Gravitation induced drop breakup undergoes large deformation
of material interface and eventually fragments into multiple droplets. Drag over both
a cylinder and a sphere are studied for a range of Reynolds and Weber numbers.
Transient drag is observed to be larger than steady state drag based on rigid sphere
at the same Reynolds number. Presence of “Hill Vortex” is also confirmed in the
case of a non-deforming drop. Head-on binary collision case indicated the impact of
initial momentum on the collision outcome. Coalescence is noted when variation in
capillary-induced surface energy does not exceed the initial surface energy. Based on
multiple test cases, the model is shown to accurately capture interface dynamics as
well as to deal with dynamic appearance and disappearance of material boundaries.
Simulation of atomization processes and its interaction with the flow field in prac-
tical devices is the secondary objective of this study. Three modeling requirements
are identified to perform Large-Eddy Simulation (LES) of spray combustion in engi-
neering devices. These requirements involved (i) parameter-free simulation approach,
(ii) realistic inflow boundary information, and (iii) inclusion of atomization processes.
Accordingly, LES of an experimental liquid-fueled Lean Direct Injection (LDI) com-
bustor is performed using a subgrid mixing and combustion model. This approach
has no adjustable parameters and the entire flow-path through the inlet swirl vanes
is resolved. The inclusion of the atomization aspects within LES eliminates the need
to specify dispersed-phase size-velocity correlations at the inflow boundary.
Kelvin-Helmholtz (or aerodynamic) breakup model by Reitz is adopted for the
combustor simulation. Two simulations (with and without breakup) are performed
and compared with measurements of Cai et al. Time-averaged velocity prediction
xx
comparison for both gas- and liquid-phase with available data show reasonable agree-
ment. The major impact of breakup is on the fuel evaporation in the vicinity of the
injector. Further downstream, a wide range of drop sizes are recovered by the breakup





Multiphase flows with distinct interfaces between fluids of different physical or ther-
modynamic properties occur in many natural and industrial processes. Fluid jets in
automotive engines, industrial combustors, spray deposition, and casting applications
are few application areas involving flows with interfaces. Of particular interest to the
combustion community, is the understanding, prediction and control of atomization
processes in internal combustion engines and gas-turbine combustors. Atomization
and the spray-distribution pattern control the evaporation, mixing and combustion,
and hence are key to a fuel-efficient, non-polluting combustor design. Moreover, the
interface between the fluids is the region where complex physics, such as heat and
mass transfer, surface-tension effects, etc., may occur.
The fundamental mechanisms of atomization have been under extensive theoret-
ical and experimental study for more than a century. Reviews of liquid atomization
mechanisms were provided by Reitz and Bracco [168], Pilch et al. [151], Hsiang and
Faeth [77], Chigier [32], Chigier and Reitz [33], and Eggers [44]. In spite of the impor-
tance and wide range of application areas of atomization, the mechanisms of breakup
are still not well understood even though extensive studies on multiple fronts ( mea-
surement, analytical, computational) have been documented. Based on experimental
observations, researchers have tried to divide the atomization phenomena into dif-
ferent regimes, where each regime is dominated by specific breakup mechanism. For
example, Reitz and Bracco [168] addressed four major regimes of for liquid jets, viz:
1
the Rayleigh, the First Wind, the Second Wind, and the Atomization regime. De-
tailed description of these regimes have been documented elsewhere [32].
Analytical methods, including linear and non-linear theories, have also been used
to study the instability and disintegration aspects. One of the first mathematical
descriptions of the jet instability process was introduced by Lord Rayleigh in 1878.
He used a linear theory to study low-speed capillary jets in absence of viscous effects
and found that there is an optimal wavelength for perturbations grow the fastest,
and sets the typical size of drops. A general linear theory for jet instability was
summarized by Reitz and Bracco [168]. Non-linear theories were investigated by
Chaudary and Redekopp [27, 28]. Development of non-linear theories were inspired
by the fact that the linear theory failed to predict the occurrence of the satellite
(distinct entity formed after breakup and disassociated from the parent or main body)
drops seen in the Rayleigh regime [168]. However, both linear and non-linear theories
have difficulty accounting for effects of finite initial disturbances, turbulence, and
other effects that may have significant impact on the breakup processes. Therefore,
computational methods have become indispensible in predictions of instability and
disintegration processes.
Two major approaches have been used extensively in computational spray simu-
lations: Lagrangian and Eulerian methods. In the Lagrangian [42, 47] method, the
liquid jet/drop is represented in form of a discrete particle and its motion is governed
by Newtonian mechanics. This amounts to a statistical (Monte-Carlo) formulation.
However, interactions between carrier fluid (gas) and discrete particle (liquid drop)
are based on empirical relations as the flow field in and around the particle typically is
not resolved. This amounts to a so-called point-volume approach [114]. The Eulerian
[84, 40] method, on the other hand, resolves the detailed structures within and around
the liquid jet/drop. Transport equations are used to track the mean properties of the
two phases and the liquid phase is represented by some indicator function. Examples
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of Eulerian methods (described later) include Volume of Fluid (VOF) method [76],
the level-set (LS) method [141], and the vortex method [109, 30]. A common disad-
vantage of these methods is that they need a very fine mesh to resolve the liquid-gas
interface.
Several engineering models, based on the Lagrangian [42, 47] approach, such
as the Taylor Analogy Breakup (TAB) [138], wave-breakup [169] model and other
theories [8, 144] have successfully calculated macroscopic post-breakup features such
as spray penetration and spray angle. But they do not reproduce detailed features
of atomization, such as droplet sizes and velocities. Moreover, the primary breakup
mechanisms related to turbulence within the injector nozzle, cavitation and Kelvin-
Helmholtz instability in the sheared liquid-gas interface cannot be captured by the
aforementioned engineering breakup models. It is also not clear what triggers the on-
set of these mechanisms and its relationship to the injector design, and the properties
(density, viscosity ratios, surface-tension, etc.) of the fluids.
Experimental investigation of these interfacial processes are hindered by the pres-
ence of highly transient small-scale (10−8 m) processes [148, 44]. Moreover, the onset
of atomization rapidly shrouds the liquid jet with small droplets, preventing optical
access to the internal region where the atomization is occurring. These difficulties are
particularly severe when the injection velocities are higher and the spray cone angles
are narrower.
Numerical simulations are, in principle, ideally suited to study these complex in-
terfacial flows. However, because of the limitations of the numerical approaches, in
dealing with the local lack of smoothness of the material properties across the inter-
faces, it still remains a challenge to develop an affordable, yet complete methodology
for simulating such flows. The complexity of physics involved at interfaces precludes
any simple but comprehensive mathematical model, and thus proper simulation of
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the atomization phenomena and spray formation in full-scale devices is still a daunt-
ing task. Nonetheless, there have been several studies [67, 76, 218] to model and
simulate multi-fluid flows with interfaces.
Various approaches [187] on modeling fluid flows with free surface/interfaces can
be classified primarily as Lagrangian- or Eulerian-based. In general, Lagrangian-based
[59, 216] methods track the interface (discretized with markers which are moved at
local velocity) and offer its precise location. However, they are not suited for flows that
involve merging and separation of the interface. An excellent review of these methods
is given in Benson [14]. In contrast, the Eulerian-based [76, 141, 4] methods capture,
in lieu of tracking, the interface on a fixed computational grid. These are better
suited for flows with complex topological changes and interface deformations. Also,
no additional algorithmic details are required to account for interface deformations
and their extension to three spatial dimensions is straight-forward. The Volume-of-
Fluid method [76] and the level set method [141] are examples of Eulerian-based
methods that have been widely used within an incompressible framework [63, 223].
Both methods employ a phase function, volume fraction in the case of VOF and
a distance function for the LS method, to track the interface based on a transport
equation.
The Level-Set approach was originally introduced by Osher and Sethian [141] and
has since been applied to a wide variety of problems. In the LS method, the interface
is represented as the level-set of some function φ, which represents the signed distance
from the interface at every instant. A conservation equation for φ is used to track
the interface. Level-set methods have the the advantage of not requiring any special
procedures to model topological changes of the interface. However, the volume/mass
of the fluids are not automatically conserved and loss of mass has been reported in
some of the studies using this approach [200]. Moreover, expensive reinitialization
procedures of the level-set function φ is required [152].
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In the VOF approach, an indicator function such as the volume occupied by each
of the fluids in a cell is tracked explicitly. As a result, the volume fraction can be
used to approximate the location of the interface at each instant. VOF methods
also share the advantage of not requiring any special procedures to model topological
changes of the interface such as the droplet break-up and coalescence processes. In
addition, they conserve volumes (and thereby, mass, although strictly valid only for
incompressible flows) more accurately than the other approaches. VOF methods have
been in use for several decades. One of the early algorithms using VOF was reported
by Noh and Woodward [136]. Another variation of this approach was used by Hirt
and Nichols [76]. The fundamental difficulties that still remain with the use of VOF
and LS methods is that, it is very difficult to simulate flows that are simultaneously
at (1) large Reynolds number, (2) large Weber number, (3) large values of density
ratio, and (4) large values of viscosity ratio. Moreover, sophisticated procedures are
required for interface reconstruction process leading to some level of complexity in
three dimensions. Both the Reynolds and the Weber number are defined later.
Even though there have been many studies on interfacial flows, most of them
treat both fluids/phases as incompressible [159, 187, 188, 63, 218]. While this ap-
proach is successful in simulating some of the observed breakup features such as liga-
ment formation and stripping, it still cannot capture the effects of cavitation induced
breakup [12] and the acoustic-vortex interaction [12] at the interface that triggers
the Kelvin-Helmholtz instability. Other applications [65, 184] where compressibility
is of prime concern involve shock-wave gas-bubble interaction, shock-induced mixing
of liquids, combustion of fuel droplets, etc. To address these difficulties, Caiden et
al. [21] proposed an approach where the liquid is modeled as an incompressible fluid
and the gas is modeled as a compressible fluid. This involved coupling a compress-
ible solver with an incompressible solver with an appropriate jump conditions at the
interface. The liquid-gas interface was modeled using a level-set approach. As the
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algorithm requires two different numerical solvers, an appropriate coupling between
them can become unmanageable for complex geometries. Besides, due to the incom-
pressible formulation of the other (here, liquid) phase, its applicability is limited.
Similar other techniques have also been reported [18, 50].
An alternate approach is to retain the compressible nature of the phases and
model both the liquid and the gas phase as compressible fluids [183, 184]. In such an
approach, the fully compressible Navier-Stokes equations are employed with a differ-
ent equation of state (EOS) for each phase. The main advantage of the compressible
approach is that all physically relevant processes and their drivers such as acoustic,
viscous, capillary (related to surface-tension), and convection are included in a single
formulation.
A change in the equation of state across the material interface poses its own
challenges [184] in form of oscillations in numerical solutions. More specifically, the
difficulty arises in the discontinuous variation of equation of state coefficients [184]
leading to incorrect pressure evaluation. To alleviate this difficulty, Saurel and Abgrall
[184] proposed a method where some numerical diffusion is tolerated leading to a
mixture zone and the same algorithm is used at each mesh point–liquid, solid, or
gas–and at all interfaces.
This approach, called Diffuse Interface Methods (DIM) [1, 4, 148], amounts to a
smooth transition of thermodynamic properties from one medium to the other cre-
ating an artificial mixture zone in the vicinity of the interface. Such a transition
region is analogous to that observed for the VOF approach where, because of nu-
merical diffusion, the volume fraction can take intermediate values between 0 and 1.
The main advantage of the DIM approach is its comprehensive consideration of mass,
momentum, and energy within the compressible formulation leading to a sound phys-
ical modeling of the mixture and individual phases. Also, it uses a single numerical
method to solve the same equations everywhere, simplifying the implementation and
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the algorithm complexity. Separate mass conservation equations are employed for
each phase allowing for potential phase-change phenomenon. Numerical diffusion is
at the heart of this method, however there are sharpening techniques [102] available
to limit this effect.
The DIM method was first employed to compute multi-component gas flows [106,
1], and then extended to immiscible materials [92, 184, 183, 194]. Within the context
of immiscible multifluids, two different approaches have been followed. In the rela-
tively detailed approach, called two-phase flow mixture method [40, 11, 184], each
fluid has its own velocity and pressure leading to phase-specific momentum and en-
ergy equations. These equations are supplemented by one (or several, depending
on number of phases) topological/indicator equations. Thus, in one dimension and
for non-isentropic flows, a two-phase model of this type leads to seven (two mass,
two momentum, two energy, one indicator) equations. There are several advantages
[131, 184] of this method: (1) the model is hyperbolic, (2) it is able to treat multi-
phase mixtures as well as interface problems between pure fluids, and (3) it allows the
treatment of fluids characterized by different thermodynamics due to phase-specific
equation of state. However, this method is numerically complex to solve due to large
number of waves in the system. Also, the system of equations contains unclosed inter-
facial pressure and velocity terms, both of which need to be modeled. Modeling of the
unclosed terms is quite delicate and the results exhibits sensitivity to the relaxation
procedure among the phases.
The second approach relies on reducing the aforementioned seven equations to a
five equation system based either on a-priori closures [4, 118] or using an asymp-
totic analysis [131, 90, 148] in the limit of zero relaxation times. Such simplification
specializes the model to interface problems involving artificial mixture zones. The
method entails five (two mass, one momentum, one energy, and one indicator) equa-
tions in an one-dimensional framework. This model is usually referred to as the
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homogeneous mixture method [4, 131, 118] and is the level of modeling considered in
this study. The physical interpretation of resulting single/mixture momentum and
energy equation for two fluids is that both phases are in mechanical equilibrium [148].
The major advantage of this method is that it is relatively computationally efficient to
solve. Also, this method retains most of the physical information relevant to interface
problems from the seven equation method, thereby making it physics-based. Com-
prehensive consideration of processes relevant for atomization applications within a
single formulation make this approach attractive. The method is also simple to im-
plement and is easily extendible to an arbitrary number of materials. For example,
in three dimensions, for a number m of different materials, the homogeneous model
needs only 2m+3 equations whereas the two velocity, two pressure model uses 6m-1
equations.
In this study, we are interested in compressible flows with interfaces separating
immiscible fluids such as air/water whose density ratio may be large. Three key
modeling issues arise for such flows: (1) capillary/surface-tension effects, (2) vis-
cous effects, and (3) numerical algorithm to solve this model. We proceed with the
aforementioned five-equation method of Allaire et al. [4], and extend it to include
capillary effects within a Roe-type scheme. In addition, effects of viscosity as well as
body-force are considered. Also, it is our goal to introduce a model demonstrating
three-dimensional (3D) capability for solving interface problems. Additionally, due
to the presence of large gradients (in density, momentum, and energy) on a fixed
grid, a computational method must be able to capture strong discontinuities without
numerical dispersion. However, the classical high-resolution (upwind) schemes are
not suited [213, 52, 58] for resolving unsteady shear flows, e.g., recirculation region
behind a moving liquid drop. So, in this study, a hybrid approach following Génin and
Menon [58, 57] is employed. In this approach, the algorithm automatically switches
between a high resolution upwind method and a second-order low-dissipation scheme
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based on a smoothness parameter. Such an approach is designed to retain advantages
of each scheme in different parts of the flow field and enabling the combined scheme
to resolve diverse effects. This hybrid approach was first demonstrated by Frxyell
and Menon [52] and Génin et al. [58] for Richtmyer-Meskov Instability and shock-
turbulence interactions in the context of gas mixtures. In this study, we modify the
smoothness parameter to take into account the presence of the interface.
The primary limitation of the detailed modeling approach is the resolution re-
quirement. In order to capture the flow motion within and around a liquid drop
of 100 µm, a typical grid resolution in the order of 3 − 10 µm is required. This
order of resolution is capable of capturing interface dynamics leading to simulation
of fundamental processes like deformation and interface breakup. However, from an
engineering design point of view, the flow resolution within and around the vicinity of
the drop is prohibitive. This is due to a wide range of scales (fuel drop of O(10−6m)
and combustor width O(10−1)m) present in the flow.
Instead, the aforementioned point-volume [114, 47] engineering breakup models
can be employed within the context of a Large-Eddy Simulation (LES) [127, 146]
framework to study flow processes within a practical device. A LES framework allows
for accurate description of turbulence phenomenon at a reasonable computational
domain. Unlike a Direct Numerical Simulation (DNS), not all scales of motion are
resolved; rather scales smaller than the grid size are filtered and the effects of these
scales are accounted for in the form of subgrid effects.
The compressible two-phase approach developed here compliments the engineering
models used for LES applications by providing basic closures from first principles like
drag effects, time-dependent deformation and atomization, evaporation rates, etc.,
which are currently empirically based. Also, the detailed two-phase approach provides
avenues to develop curve-fits for a wide range of conditions, typically not available via
measurements, which can be used within a LES simulation. It is also feasible to link
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the compressible two-phase approach to LES combustor simulation where the detailed
approach resolves the primary/secondary breakup regimes (defined later) close to the
injector and further downstream dilute regime (defined later) is evolved using the
point-volume [114, 47] method.
In this study, we are also interested in an application of liquid atomization within
the context of gas turbine combustors. Accordingly, we also report on the LES of
spray combustion in an axial-swirler type combustor [20] with a particular emphasis
on the impact of the break-up model on the predictions. The present focus is not on
developing a new break-up model, but rather, on evaluation of an existing breakup
model in a LES of a complex combustor flow field.
For liquid fueled systems, several approaches have been proposed to achieve high
efficiency and low emissions. One particular concept, called Lean-Direct Injection
(LDI), has been of active interest due to its potential for low emissions at operational
(high temperature, high pressure) conditions [204, 210, 192]. In the LDI concept, the
liquid fuel is injected from a venturi directly into the incoming swirling airstream,
and the swirling airflow is used both for atomizing the injected liquid and for fuel-
air mixing. Auto-ignition and/or flashback are minimized since the fuel is neither
premixed nor pre-vaporized [205]. Low CO and NOx emissions with no combustion
instability have been reported in experimental studies [204, 192].
These experimental observations have not fully explained the dynamics of the
mixing and combustion processes that resulted in the measured low emission and
stable performance. Measurements are rather crude and (in the past) have been
limited to observation of the exhaust emissions. Focussed experimental and numerical
studies are currently underway, and the results reported here are part of an effort to
explain some of the underlying unsteady physics of the LDI combustor.
In order to achieve a physical insight into the mixing and the combustion processes
the simulation approach needs to resolve not only the fluid dynamic processes created
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by the swirl vanes but also capture the combustion process occurring in the small
scales in the combustor. Fluid dynamic mixing can be (perhaps) addressed with
reasonable accuracy by resolving the entire inlet swirl assembly (as done here) and
the swirling shear layer mixing regions in the combustor. However, scalar mixing
and combustion offer new challenges since these processes occur at the small scales
that are not typically resolved in a conventional LES and ad hoc modeling of these
processes at the resolved scale cannot adjust accurately to the subtle changes at the
small-scales.
An earlier study [146] that used a dilute spray model is revisited here using a
break-up model. Also, new data on the droplet size and velocity field have been used
to evaluate the sensitivity of predictions on the liquid phase model employed for the
simulation. For all these studies the full LDI combustor (including the swirl vanes)
is simulated and this approach eliminates a major ambiguity regarding the inflow
conditions.
In summary, this research provides both detailed as well as engineering solutions
to study atomization processes and the aspect of linking the two solutions is left for
future studies.
1.2 Literature Review
In this section, we will review past attempts for compressible two-phase approach,
engineering breakup models, and simulation of LDI combustor.
1.2.1 Compressible Two-phase Approach
The DIM approach has been exclusively used for compressible two-phase formulations.
As was pointed out in the introduction, essentially either seven-equation or five-
equation models are employed to study compressible multifluid flows. A survey of
approaches for computing compressible multifluid flows is reported by Abgrall and
Karni [2].
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1.2.1.1 Seven Equation model
In general, two-phase models are usually derived using a averaging (kinetic based)
procedure. In this procedure, referred to as ensemble averaging, one phase is consid-
ered to be consisting of an ensemble of particles embedded in a carrier fluid medium.
The particles are allowed to interact (undergo collisions, coalescence, etc.) with each
other and their number density in coordinate-velocity space obeys a Boltzmann-type
equation. This distribution function is then integrated over the phase-space to yield
the balance equations for the medium. This was done by Drew [40] for incompressible
two-phase flows.
In the context of compressible fluids, Saurel and Abgrall [184] applied the averag-
ing procedure of Drew to obtain a seven equation model consisting of phase-specific
mass, momentum, and energy conservation equations. A transport equation for vol-
ume fraction (of one of the phases) complete the system of equations. Similar other
efforts are reported by Butler et al. [17], Powers et al. [160], Baer and Nunziato [11],
and Schwendeman et al. [191]. However, these studies were for detonation waves in
granular materials and were not [186] suitable for solution of interface problems. The
main difference between Baer and Nunziato’s work and that of Saurel and Abgrall is
related to the use of relaxation terms (discussed next). Saurel and Abgrall introduced
the notion of relaxtion parameters enabling wider application of the seven equation
model. The approach by Saurel and Abgrall [184] has been shown to apply to both
interface as well as homogenous two-phase flows.
The balance laws for each phase are similar to those for an isolated gas, i.e., the
Euler equations, except for two important differences. First, source terms appear in
the transport equations of each phase representing the exchange of mass, momentum,
and energy. Second, the governing equations, although hyperbolic (as each phase is
considered to be compressible), cannot be cast in a conservative form. Such non-
conservative terms, often referred to as nozzling terms by analogy to similar terms
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appear in the equations of 1D flow in variable-area duct, are not closed (interfacial
pressure and velocity) and must be modeled [191]. Because of several difficulties [39]
relating to non-conservation property of the balance equations, the derivation of effi-
cient algorithms for solving the equations has been a very challenging task. Also, since
the nozzling terms do not represent fluxes, they have to integrated as source terms.
This has led to documented [7] numerical instabilities and spurious oscillations. In
certain studies, these nozzling terms have been ignored either by choice, Gonthier
and Powers [61], or by convenience, Papalexandris [142]. However, to guarantee the
entropy inquality is satisfied [191] these terms are required. Saurel and Abgrall [184]
introduced discrete approximations for the nozzling terms based on a condition by
Abgrall [1]. This condition states that a two-phase flow with initially uniform velocity
and pressure should remain as such for all times.
In their approach [184], Saurel and Abgrall omitted mass and energy transfer terms
to arrive at a hyperbolic system of equations supplemented by pressure and velocity
relaxation terms. These terms account for microscopic motion behind the pressure
waves and for drag forces in the two-phase mixture, respectively. The solution strategy
is based on a two-step process: (1) integration of system of equations with a hyperbolic
solver, and (2) integration for relaxation terms. The numerical method is based
on high resolution modified Godunov-HLL scheme with a flux function following
Rusanov [175]. The discretization scheme for the non-conservation terms as well
as volume fraction transport equation is based on the aformentioned condition of
Abgrall [1]. Several 1D test problems were presented demonstrating the capability
of the method to deal with strong shock waves as well as complex equation of state.
The major contribution of this method is its capability to dynamically account for
interfaces. Further extensions to include mass and energy transfer terms, and to an
arbitrary number of fluids were proposed by Saurel and LeMetayer [186].
Abgrall and Saurel [3] proposed a class of schemes in the context of compressible
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multiphase mixtures that were able to converge to the correct solution for situations
when shock waves interact with volume fraction discontinuities. They provided more
accurate estimate of nozzling terms in addition to an accurate resolution method for
the conservative fluxes as well as non-conservative terms. The governing equations
were derived by considering pure phase Euler equations at the micro-scale and pro-
viding numerical approximations of these equations via the Godunov scheme. These
approximations were then averaged over the set of all realizations to provide corre-
sponding scheme for the averaged multiphase flow equations. This is in contrast to
the usual multiphase flow equations where they are first ensembled averaged and then
approximated (at macro-scale) by the numerical method. They reported on several
1D test cases involving shock tubes, sedimentation problems, and fluidized bed (of
dense and small solid particles).
A common theme among all the above studies is the lack of capillary and viscous
effects in the model formulation. Additionally, the appearance of non-conservative
products in the governing equations and their closure leads to several complications
in the design of algorithms. Added complexity in both governing equations as well
as numerical methods to solve them has hindered efforts for their application in
multi-dimensional flow fields. Several recent studies [191, 39] have proposed new and
sophisticated numerical procedures for solving the seven equation model, however
issues regarding multi-dimensional extension, capillarity, etc., were not addressed.
1.2.1.2 Five Equation model
The origins of the five equation model lies in studies of multi-component non-reacting
gas flows. Primary concern [1] there was related to differences between the equation
of state parameters for each gas across the fluid interface. This led to non-positive
solution for mass fraction and non-physical pressure oscillation across the interface.
The negative mass fraction concern was addressed by Larrouturou [106] by proposing
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a modification of the numerical flux to guarantee the positivity of mass fraction
solution. However, this modification did not address pressure oscillations [26]. Karni
[91, 92] proposed a non-conservative scheme to properly simulate the fluid interface
(or contact discontinuity) limiting pressure oscillations. This scheme also addressed
the positivity of the mass fraction. Further extension was proposed by Abgrall [1] to
handle strong discontinuities. A common condition emerged from studies of Karni
and Abgrall requiring the formulation to enable any physical contact discontinuity to
remain a contact discontinuity. In practical terms, this condition implies that a flow
with initially uniform pressure and velocity should remain uniform at all times [1, 92].
To fulfill this condition, an extra [1] non-conservative transport equation for the
quantity 1/(γ− 1), where γ is the adiabatic exponent of the perfect gas (a coefficient
of equation of state) was introduced and tracked in addition to the usual conservation
equations. The resulting quasi-conservative approach suppressed the spurious pres-
sure oscillations for several 1D test cases [1]. Saurel and Abgrall [184] and Shyue [194]
further extended this approach to compressible multi-material (solid, liquid, gas)
flows in hydrodynamic regime. Within this regime [184], the hydrodynamic part of
the stress tensor becomes predominant relative to its deviatoric part, and the Euler
equations become a valid model for such flows. Also, under high pressures, these ma-
terials can be reasonably described by using the Stiffened gas equation of state [66].
Its algebraic form is similar to the ideal gas EOS. Two constant material-specific pa-
rameters are necessary to describe the Stiffened EOS. For example, an ideal gas can
be described with one parameter being the ratio of specific heats and the other as
zero.
Across a material interface, the coefficients of the Stiffened EOS will vary discon-
tinuously from one medium to another leading to aforementioned difficulty in pressure
evaluation at the interface. Saurel and Abgrall [184] followed the diffused approach
to allow for a smooth variation of EOS parameters across the interface. This also
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enabled to employ same algorithm for all mesh points – pure phase and interface
locations. Several test cases in multi-dimensions were reported showing the ability of
the method to capture interface dynamics and allowing for high density ratios across
the interface. However, the main limitation of this approach is that it requires to add
as many transport equations as there are parameters defining the EOS. Therefore,
the complexity increases with the number of parameters required to define the EOS.
Allaire et al. [4] extended this approach to a wide range of equations of state.
The key idea employed was to replace the closure relations (or individual EOS pa-
rameters) by a single supplementary transport equation. So, each EOS parameter
can be ascertained based on fluid-specific constants and the supplementary advection
equation. As a result, making the number of equations in the model independent of
parameters needed for EOS. The supplementary transport equation tracks the vol-
ume fraction of one of the fluids. The approach also considers mass conservation of
individual fluids in addition to conservation for the total momentum and energy of
the mixture resulting in the five equation model (in 1D). The model can be extended
to treat more than two fluids by adding a mass conservation equation and a volume
fraction advection equation for each new fluid.
As stated, the five equation model is not closed [4] as it is not possible to compute
pressure with the sole knowledge of the conserved quantities. So, Allaire et al. [4] sug-
gested two different closure laws based on physical assumptions: the isobaric closure
and the isothermal closure. For these closures, the system of equations is supple-
mented with an algebraic relation of either equal phase pressures for the isobaric
case or equal phase temperatures for the isothermal closure. Various mathematical
properties of the resulting models were studied showing consistency, hyperbolicity,
and existence of a mathematical entropy. However, testing for Abgrall’s condition
showed that the isothermal closure does not retain the uniform pressure and velocity
requirement. Therefore, the isobaric closure was used for the model and a scheme
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based Roe’s approximate solver [172] was developed. The mathematical structure of
the model was shown to be very close to the structure of the Euler equations. Several
1D and 2D test cases were presented showing the accuracy of the method.
Murrone and Guillard [131] derived a similar five equation model from a more
general seven equation model of Baer-Nunziato [11] type using an asymptotic analysis
in the limit of zero relaxation time. The procedure is similar to the one proposed
for detonation studies by Kapila et al. [90]. The limit system is determined based
on imposition of instantaneous pressure and velocity equilibrium and an asymptotic
reduction close to the mechanical equilibrium state. The resulting model is very
similar to that of Allaire [4] except that the volume fraction equation involves a
velocity divergence term. This extra term indicates volume fraction variation across
acoustic waves. Major drawback [148] of this term in the context of flows involving
interfaces separating pure fluids is that the model does not ensure the positivity of
the volume fraction. Also, derivation of jump conditions is an issue [90].
A quasi-conservative formulation was proposed by Perigaud and Saurel [148] ex-
tending the five equation model to include capillary and viscous effects. The basic
system of equations was derived following asymptotic analysis of Murrone and Guil-
lard applied to the seven equation model, however further simplification of neglecting
the volume fraction variation across acoustic waves was made. The same simplifica-
tion was also done by Allaire [4]. This specialized the resulting five equation model for
interface problems. In order to deal [1] with artificial mixture zones, Allaire’s isobaric
closure was chosen and shown to be fully consistent with assumptions of pressure
equilibrium (made during the asymptotic analysis). A Godunov-type scheme based
on an exact Riemann solver is implemented to solve the model.
Two primary concerns arise when capillarity (surface-tension effect) is consid-
ered within a compressible framework. First, most of the physical problems involv-
ing surface-tension have been considered in an incompressible framework. However,
17
within a compressible formulation, energy equation is part of system of equations and
surface-tension contribution on energy balance needs to be included. Second, special
consideration is required for geometric variables of the model (interface curvature) in
relation to the flow variables during the solution step. Perigaud and Saurel [148] ex-
tended the Continuum Surface Flows (CSF) method following Brackbill et al. [16] to
compressible fluids. Also, the local interface curvature was considered frozen render-
ing Rankine-Hugoniot relations and Riemann invariants unaffected by the presence
of capillarity.
In this study, we follow similar steps in extending Allaire’s five equation model [4]
to include capillary effects within a Roe-type scheme. In addition, effects of viscous
as well as body-force are considered. Consistent with our overall goal of developing
a model demonstrating 3D capability for solving interface problems, an approximate
Riemann solver is retained. The main advantage of our approach is that we consider
an approximate Riemann solver which does not need iterative Riemann solution of
flow variables at a cell boundary. A linearized Jacobian matrix and resulting set
of eigenvectors admit face fluxes directly. A recent study by Toro and Chou [212]
has shown computing savings by a factor of about four relative to the use of exact
Riemann solvers. Also, Roe solver is exact on isolated contact discontinuities. Fur-
ther, a hybrid approach is applied that combines a high resolution upwind method
(appropriate for capturing large gradients) and a low dissipation central scheme (ap-
propriate for smooth field). Such an approach is designed to retain advantages of
each scheme in different parts of the flow field and enabling the combined scheme to
resolve diverse effects. Previous studies [52, 58, 57] on shock-turbulence interactions
have demonstrated the accuracy of the hybrid approach.
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1.2.2 Engineering Breakup Models
The classical picture of atomization involve primary breakup of liquid core into liga-
ments or large drops followed by secondary breakup into smaller drops with negligible
effects of collisions [48]. In the dense regime [46], effect of discrete inter-drop spac-
ing on transport rates, drop-drop collisions, turbulence modulation due to volume
occupied by liquid phase, etc., become significant. The dilute regime involves no
particle-particle interactions and the effect of liquid phase volume on transport be-
comes negligible [47, 48]. Therefore, the single-drop transport rates can be employed
directly. In general, in the near-field of the injector both regimes can co-exist but
further downstream the dense regime is very rare.
Numerous researchers have studied and proposed computational models to ac-
count for droplet breakup as a subgrid process and in this section we will present a
comprehensive review of these efforts. The first published drop breakup model was
proposed by Reitz and Diwakar [168] for secondary breakup. The focus of their study
was to assess the implications of initial drop size on the spray structure and to es-
tablish the importance of secondary atomization due to breakup. The simulations
were performed using KIVA [5] solver employing Reynolds Averaged-Navier Stokes
(RANS) methodology. They studied both hollow-cone and solid-cone sprays and
compared the spray tip penetration rate with experiments of Shearer and Groff [193]
and Hiroyasu and Kadota [74], respectively. The droplet parcels (based on stochastic
approach following Dukowicz [42]) were given initial size distribution (based on ex-
periments or nozzle rating) and were tracked as discrete parcels. For each drop parcel,
stability criteria [168] were checked at each iteration (or time-step). If the criteria
continued to be met for a time equal to the lifetimes [168] of unstable droplets, then a
new drop size for the parcel was specified. The liquid mass at breakup was conserved
by adjusting the number of (physical) drops in the parcel (computational drops).
The authors concluded that drop breakup has a dominant effect on spray drop size
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in hollow-cone sprays as coalescence is minimized due to expanding/diverging spray
structure. Also, the drop size in solid-cone sprays is influenced by both coalescence
and breakup.
Obvious limitations of the above model [168] were the need to specify drop/parcel
initial conditions, which were based on correlations, and thereby, details of spray
structure (like intact core, primary breakup, etc.) were not considered. Also, in the
previous model [168], the parcels were broken up abruptly to the stable drop size at
the instant when the drop lifetime was reached. Reitz and Diwakar [169] addresses
these two issues in their next breakup model which is based on the hypothesis that
atomization of injected liquid and the subsequent drop breakup are indistinguishable
processes within a dense spray near the nozzle exit. The atomization is prescribed by
injecting parcels (or blobs) having characteristic size of spray nozzle diameter which
due to their interaction with carrier fluid (gas in which they penetrate) breakup
(their radius decreases continuously with time) and the stable drop size specified
using experimental breakup correlations [168].
In this model, a rate equation (which enables continuous variation of drop size)
for drop radius is specified based on mass loss measurements [164] from a (parent)
drop in a high relative velocity flow. No quantification of size of stripped drops were
made or given in their experiments [164] and accordingly, the parent and stripped
were not distinguished rather the mass conservation was acheived by adjusting the
number of (physical) drops per parcel. The reduction in radius continues as long
as the stability criteria [168] are exceeded. Major achievement of this approach is
its ability to predict a core (intact) region (consisting of large drops near the nozzle
exit travelling at nozzle discharge velocity until they breakup) as seen in conductivity
measurements [9, 29] and spray photographs of Reitz and Bracco [166]. Their near-
field structure study for solid-cone spray showed rapid decrease in drop size close to
nozzle exit (decrease from 140µm to 52µm SMR in 10 mm) and largest drops on the
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spray axis with smaller drops found near the periphery of the spray.
The liquid volume fraction (fraction of volume occupied by liquid mass) contours
showed that it falls to less than 4% within 5 mm of nozzle exit due to divergence of
spray. Conservation equations (gas and liquid) which assume thin-sprays (negligible
liquid volume fraction) are strictly not valid very close to the nozzle (which showed
11% liquid fraction). The authors then incorporated the dense-spray corrections [139]
for finite liquid volume fraction and re-analyzed the spray structure finding that the
results were essentially unchanged. Reasoning for this insensitivity was explained by
noting the counteracting tendencies of increasing droplet drag for dense spray and
small drop deceleration for large drops found in finite liquid volume fraction regions.
Continuing with the hypothesis of indistinguishable processes of atomization and
subsequent drop breakup, Reitz [165] proposed several improvements over the Reitz
and Diwakar model [169]. Among them, new parcels containing product drops (as a
result of continuous decrease of radius owing to the rate equation) are added to the
computations which themselves potentially can undergo breakup. The size of product
drop was based on wavelength of unstable waves on the surface of blobs rather than ex-
perimental correlations. The impetus for creating new parcels based on mass stripping
was the observation that the previous model [169] predicted negligible fuel vapor in
the core region (near-field) which was not consistent with vapor measurements. This
model is entirely based on stability analysis (of Kelvin-Helmholtz (KH) waves) done
by Reitz and Bracco [167] which examined the stability of a cylindrical liquid surface
to perturbations using a first order linear theory. The Kelvin-Helmholtz (KH) or
aerodynamic instability is due to either a velocity shear present within a continuous
fluid or velocity difference across the interface between two fluids. In contrast, the
Rayleigh-Taylor (RT) instability is due to a dense or heavy fluid is being accelerated
into a light fluid. The dense/light fluid interface is RT stable when the acceleration
is directed into the heavier fluid.
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The analysis leads to a dispersion equation which relates the growth rate (ω) of
an initial perturbation to its wavelength (λ or wavenumber k = 2π/λ). Numerical
solutions for the dispersion relation indicate a single maximum [33] in the wave growth
rate curve (ω(k)) and their curve-fits for the said maximum growth rate max(ω = Ω)
and the corresponding wavelength max(λ = Λ) gives their (Ω,Λ) variation in terms
of Ohnesorge parameter (Z =
√
Wel/Rel, accounts for influence of liquid viscosity
on breakup) and carrier Weber number(Weg, ratio of aerodynamic to surface-tension
force).
The author also derived the breakup time (τ) for two extremes of carrier Weber




for Weg → 0; and τ = B1 rUrel
√
ρl/ρg for Weg → ∞.
Various values (=20 [169]; =8 [134]; =
√
3 [138]) of breakup time constant (B1) has
been used by different researchers, indicating some uncertainty. In addition, the spray
cone angle (Θ) was also based on the maximum growth rate and its wavelength as
tan(Θ/2) = A1ΛΩ/Uo, where A1 depends on nozzle design and Uo is the injection
velocity (based on pressure differential and liquid density). This is one of the two
breakup models that is implemented and validated against experiments [74] in the
current study.
In a different approach, O’Rourke and Amsden [138] proposed a method for drop
aerodynamic breakup based on an analogy, suggested by Taylor, between an os-
cillating & distorting droplet and a spring-mass system (forced, damped harmonic
oscillator). The authors related the spring force (restoring) to the surface-tension
forces; external force (driver) to carrier (gas) aerodynamic force; and damping forces
to the liquid viscosity – calling this model TAB (Taylor Analogy Breakup) model.
The main contribution of the model is its ability to predict the state of oscillation
and distortion (shape) which may affect the exchange rate between the gas and the
droplets.
The TAB model keeps track of one oscillation mode (fundamental mode) which
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is the longest-lived, but the authors concede that for large Weber numbers other
modes are possible and contribute to the breakup. The drop breakup is based on
distortion amplitude equalling half drop radius and it is instantaneously broken up
once maximum distortion limit is reached. The Taylor analogy equations do not give
drop size information and so the product drop sizes are estimated based on energy
conservation argument. The authors show that, for large Weber numbers, the product
drop sizes are determined by a Weber number criterion. A major hindrance with this
model is that the product drop sizes are under-predicted and the change-over from
parent to product drop is also quick (in the form of a step function rather than
continuous variation seen in previous models) giving no estimate of intact length.
The authors concur with findings of Reitz [169] that drop breakup is an important
phenomenon in high-pressure spray. This is the second model for breakup that is
implemented, and validated using measurements [74] in the current study.
Liu et al. [111] conducted an evaluation of two drop breakup models (TAB [138]
and KH [165]) using measured [112] trajectories and sizes of single drops injected in
transverse gas flow. They reported the sensitivity of drop drag coefficient (CD) and
breakup time constant (B1, determines rate of mass loss of parent drop undergoing
breakup) on both trajectory and drop size comparsions leading them to propose a new
submodel for droplet drag which accounts for effects of drop distortion (shape). The
authors modeled the variation of the drag coefficient between the limits of a rigid
sphere (no distortion) and a disk (maximum distortion) leading to a simple linear
relation to distortion as: CD = CD,sphere(1 + 2.632y), where y is non-dimensional
distortion obtained using the TAB [138] model. Comparisons of two models with
experimental data showed that both models were able to predict the trajectory of
drops across the width of the (gas) jet, however the TAB model significantly under-
estimated the measured drop sizes (for cases in which the stripped parent droplet
made it across the gas jet). This indicated an over-estimation of breakup events
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(leading to much smaller droplets with lower inertia that quickly reach equilibrium
with gas momentum) and the drop drag effect was also under-estimated (due to
lower relative velocity). The authors noted that the combination of these two effects
would either give good trajectory comparisons or good final droplet sizes but not both
simulateneously.
Among many model evaluation study, Kim et al. [99] studied two existing drop
breakup models: TAB [138] and KH [169] model for both non-evaporating and evap-
orating (non-reacting) configurations. They used RANS methodology for the study
with stochastic [42] particle method. For non-evaporating case, the authors reported
fair agreement with each other and experiments for spray tip penetration, however the
TAB model displayed generic rapid breakup near the nozzle exit causing significant
underpredicts the intact core length. Similarly, for the evaporating solid-cone case,
there is overall agreement for both models in penetration depth, however the TAB
model again underpredicts the depth initially. In summary, the authors conclude that
Reitz’s KH model [169] is better suitable for predicting dense spray dynamics.
In an effort to further validate and improve the hybrid (KH-RT) model, Beale and
Reitz [13] utilized the concept [73] of liquid breakup length which says that breakup
occurs at a different rate within and beyond the length of liquid core. This concept
was used in the past by Ricart et al. [171] and Xin et al. [229]. In their approach, the
accelerative (Rayleigh-Taylor or RT) instabilities did not compete with aerodynamic
(Kelvin-Helmholtz or KH) instabilities until after the drops had passed beyond the
intact core in view of the idea that secondary breakup occured only downstream of
the intact liquid core. Beale and Reitz [13] noted that liquid within the intact core
is unlikely to be influenced by the RT instability, however drops outside the liquid
core would be affected as they are decelerated by drag of carrier fluid. So, in their
model, the drops not only beyond the breakup length but also those adjacent to the
liquid core and within the breakup length, were considered for RT breakup. Thus,
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a new drop created due to KH breakup of a blob in the core region, RT waves were
allowed to grow as long as RT instability conditions (wavelength smaller than drop
diameter) were satisfied. To take into account the liquid breakup length concept,
they used different RT breakup time-constant for drops within and outside the core
region. They also used Rosin-Rammler distribution (parameter q=3.5) for newly
created drops with mean radius given by RT wavelength.
Beale and Reitz [13] also modeled hollow-cone spray by assuming conical liquid
sheet near the nozzle following Han et al. [64] in form of discrete blobs with initial
diameters equal to sheet thickness. The initial blobs are not subject to the effects of
drag or turbulent dispersion as they represent an intact liquid sheet. After travelling
a distance greater than the breakup length, they are treated as normal drops. In the
case of Han et al. [64], the sheet breakup was handled with the TAB model whereas, in
this case, Beale used aerodynamic instability theory. The secondary breakup of drops
were determined by competing mechanisms of the RT and KH instabilities. Their
study showed that effect of grid sensitivity on spray predictions could be minimized
by gradually introducing spray particles into to the computational domain. Use
of blob injection technique in conjunction of breakup length concept presents such
an option. Their study also showed comparisons with measurements for liquid and
vapor penetration lengths for both solid- and hollow-cone sprays. No detailed drop
size spatial distribution were presented.
Huh et al. [80] have proposed atomization model for plain-orifice sprays which
considers both turbulent fluctuations within the liquid jet and wave growth by gas
inertia due to relative velocity (between gas and liquid phase). Novelty of this ap-
proach is that it couples the nozzle effects (flow inside the nozzle) to the exterior
atomization process. In previous studies, this was represented by an arbitrary nozzle-
dependent constant. Based on order-of-magnitude comparison of relevant forces (such
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as surface-tension (σ/D), gas inertia (ρgU
2
inj), turbulent stress in liquid jet (ρlu
2
l ), tur-
bulent stress in gas (ρgu
2
g), viscous stress in liquid jet (µlUinj/L), viscous stress in gas
(µgUinj/L), and gravity (ρfgD)) for atomization revealed that gas inertia and jet in-
ternal turbulent stress emerge as dominant forces of comparable magnitude. Similar
to other models discussed above, either primary or secondary parcel breakup is acti-




dynamics including drop-size and velocity specification is based on scale relationships
for atomization, turbulence, and surface wave perturbations. More details of scale
relations and their implementations are reported elsewhere [80].
It suffices to mention that they have used two hypotheses proposed by Huh and
Gosman [79] calling for turbulence length-scale (Lt) as dominant atomization length-
scale (LA) such that LA = C1Lt = C2Lw and atomization time-scale (τA) represented
as linear sum of turbulence (τt) and wave (τw) growth time-scales as: τA = C3τt +
C4τw; where Ci, i = 1, .., 4 are various proportionality constants determined via tuning
against experimental data. The breakup rate for droplet is set proportional to the





for primary parcel under





under wave-growth mode for either primary or
secondary parcel. The constants again need to be tuned to measured data. The
authors have tested their model against measured data for plain-orifice injectors,
however it is not clear its impact for other configurations especially those injectors
that impart swirl to the liquid jet.
Apte et al. [8] have used stochastic approach of Gorokhovski [62] based on re-
laxation of particle radius distribution function from initial Dirac-delta to long-time
log-normal distribution. As in the original model [62], the atomization of liquid blobs
is considered in the framework of uncorrelated breakup events, independent of initial
droplet size. The approach does not consider or identify any (dominant) mechanism
driving the atomization rather, the size and number-density of product droplets is
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dictated by the evolution of the radius distribution function from Dirac-delta (ini-
tial condition) to log-normal (long-time, steady state) distribution. Certain studies
[64, 108] have indicated that Rosin-Rammler distribution better represents the droplet
size distribution. Apte et al. [8] have also noted that assumption of a particular distri-
bution function giving best representation for all cases is not advisable. This approach
necessarily requires apriori knowledge of distribution function (PDF) for the droplet
sizes. Also, the assignment of drop sizes between the two extremes of initial and
long-time condition is based on the gradual relaxation of PDF from delta function to
log-normal. The approach lacks the ability to fundamentally assign drop sizes and
velocity after breakup based on physics as it rather relies on stochastic character.
The breakup time is also not available from the approach rather, is obtained using
correlations (≈
√
ρl/ρg(rparent/urel) for large Weber numbers). And the critical (or
maximum stable) radius for breakup is based on a balance between hydrodynamic
and capillary forces and estimating the rms of relative velocity from mean viscous
dissipation and a Stokes time-scale. The authors point out the superiority of LES
approach in providing accurate, local estimates of the gas-phase turbulent properties
due to accurate predictions of mixing and momentum transport.
In another hybrid approach, Park and Lee et al. [144], proposed a Kelvin-Helmholz
instability/droplet deformation & breakup [83] (KH-DDB) competition model. It
was proposed to overcome the well-known under-estimation of product droplet sizes
for the TAB [138] and spray penetration when applied to a high-pressure injec-
tor (like gasoline-direct injection or common-rail injection system). This model is
based on competition between drop deformation and wave (aerodynamic) instability.
They have applied the model to atomization process happening in the catastrophic
regime [151] due to high injection pressure. Reasoning for using such a competition
model is based on observations of flattening of droplets at high (150-200 m/s) rel-
ative velocities and belief that in catastrophic regime [151], droplet breakup is due
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to wave instabilities on the liquid surface. Based on these observations, atomization
within the core/breakup length was determined by both the wave and deformation
models whereas, past the breakup length, deformation dynamics governs breakup.
The breakup/core length was based on Levich theory [13] (Lb ≈ dnozzle
√
ρl/ρg).
The breakup time of DDB model was determined by the breakup criterion of
semi-major axis exceeding a certain distance (linearly based on parent radius and
gas Weber number Weg), whereas, the wave breakup was assumed to occur at every
calculation cycle if DDB breakup does not occur. No justification was given as to
why the original KH breakup time was not employed. Also, the breakup criterion for
DDB model presents difficulties [143] at large Weg as it is linearly proportional to it.
For small Weg (< 6π), DDB breakup criterion yields breakup at any time without
unrealistic deformation [143]. No effect of drop deformation on aerodynamic force
was considered. Axial sauter-mean diameter (SMD) comparisons with measurements
and KH-RT [147], showed better predictions with KH-RT model. Also, the transient
spray-tip penetration comparisons showed KH-DDB model under-estimates at the
early stages of injection whereas KH-RT was better able to represent the measurement
trends. Their results of temporal and spatial characteristics of breakups for the KH-
DDB model indicated that both KH and DDB breakup happen most actively around
0.4-0.8 ms after injection and spatially 10 mm downstream from the injector. It was
also indicated that the atomization process is almost over at about 25 mm downstream
of the injector.
Based on initial effort by Huh et al. [80] to employ nozzle turbulence effects on the
atomization process, Trinh et al. [214] combined those effects with KH model [165]
for primary breakup and that with TAB model [138] for secondary breakup. This
provides framework for coupling the flow inside the nozzle to the external atomization
process. The authors have quoted few recent experimental studies [227, 228, 176, 177]
of large-size liquid jets indicating that the turbulence developed inside the jet column,
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starting at the nozzle exit, remained dominant and contributed to spray development.
In this approach, terms accounting for the nozzle turbulence effects within the liquid
are incorporated into the existing (KH and TAB) models.
The above review of previous efforts for the engineering breakup models indicates
that they are essentially empirical/semi-empirical in nature. Each of the above models
includes associated coefficients whose determination is necessarily referenced to some
form of measurement data. Ideally, detailed simulation of flow dynamics in both liquid
and gas is desired to better understand and elucidate the process of atomization.
However, these engineering models do provide an opportunity to study atomization
in practical devices as these models are based on a point-volume approach [114],
which relaxes the grid resolution requirements by averaging relevant processes within
a computational cell.
1.2.3 LDI Combustor
In this study, we are also interested in an application of liquid atomization within the
context of gas turbine combustors. Accordingly, we also report on the LES of spray
combustion in an axial-swirler type LDI combustor [20] with a particular emphasis
on the impact of the break-up model on the predictions. The present focus is not on
developing a new break-up model, but rather, on evaluation of an existing breakup
model in a LES of a complex combustor flow field.
In the past, numerical efforts to simulate the flow field in an axial-swirler type
LDI have been limited to mostly non-reacting flows [231, 232]. Even the non-reacting
studies used a different configuration such as (1) 5 blades per swirler [231] as opposed
to 6 blades per swirler in the present study, (2) 9 swirl cup combustors as opposed to
a single cup used here, or (3) the discrete jet swirlers instead of the swirl cup assembly
[82, 81, 209]. Therefore, a direct comparison between the earlier non-reacting studies
and the present LES is not possible.
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Recently, Kirtas et al. [101] reported the first LES for this setup. The entire test
facility, including the wind tunnel walls and the flow through the swirl vanes are
resolved in the study. This was done to remove the ambiguity of specifying gas-phase
inflow velocity profiles. An Eulerian-Lagrangian two-phase formulation was employed
and subgrid momentum closure was achieved by a localized dynamic model [97, 145].
An Eulerian-Lagrangian formulation allowed for liquid fuel particles to be tracked in a
Lagrangian [47] manner whereas the gaseous species were transported on an Eulerian
cells with liquid/gas interphase exchange terms [137] to account for evaporation, drag,
and energy transfer. Both non-reacting and reacting simulations were conducted.
A subgrid eddy breakup [54] (EBU) model for reacting closure was employed. In
this model, the filtered reaction rate is computed as the minimum of the kinetic
reaction rate and the mixing rate based on turbulence. A primary limitation of the
EBU approach is that it has no inherent mechanisms to account for either molecular
mixing processes or strain rate effects leading to need for ad−hoc conditions for flame
dynamics. Non-reacting velocity comparisons (mean and fluctuations) indicated a
reasonable agreement, whereas the reacting case showed some under-prediction for
turbulence properties.
Further, Patel et al. [146] employed the Linear-Eddy Mixing (LEM) model [94,
127] for the reacting closure within the context of LES to improve beyond the sub-
grid EBU approach. The unique aspect of the study was that the species equations
are not “LES” filtered nor are they solved along with the gas phase LES equations.
Rather, a subgrid Eulerian reaction-diffusion model is combined with a 3D LES-
resolved Lagrangian advection of the subgrid scalar fields to simulate the conserva-
tion of species. In this two-scale approach, called LEM modeling for LES (LEMLES,
hereafter) [127, 23, 182], all physical subgrid processes such as molecular diffusion,
chemical reactions, subgrid mixing by eddies smaller than the grid resolution, and
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volumetric expansion due to heat release are all simulated separately but concur-
rently at their respective time scales inside each LES cell. The LEM approach allows
inclusion of molecular diffusion and kinetics within the subgrid without requiring any
closure.
The LEMLES approach has been successfully applied with no model changes to a
wide variety of flows, including scalar mixing [24, 181], and premixed [179, 182, 43],
non-premixed [122, 120] and spray [127, 126, 180] combustion. The combination of
the localized dynamic model for ksgs with LEMLES results in a simulation approach
that has no model parameters to adjust regardless of the physical problem to be
simulated. This is considered an unique aspect of the current approach.
The study [146] reported on unsteady flow features dictating spray dispersion,
fuel-air mixing, and flame stabilization. The swirling shear layer plays a major role
in spray dispersion and the recirculation region provides an efficient flameholding
mechanism to stabilize the flame. Presence of a precessing vortex core (PVC) was
observed for both non-reacting and reacting simulations. It was noted to be a helical
(or spiral) filament with anti-clockwise winding in space and clockwise rotation in
time. They reported 2.3 kHz as the rotational frequency of the PVC. Both non-
reacting and reacting steady-state velocity prediction comparison with measurement
[20] data showed good agreement at nearly all locations.
Both the previous LES studies [101, 146] employed a dilute [47, 127, 146] spray
model that does not account for liquid atomization processes. The inflow condi-
tion for such a model necessitates specification of droplet size-velocity correlations at
the inflow boundary. So, incorporating a engineering liquid breakup model removes
the ambiquity of specifying such correlations, which are not known a − priori. In
summary, for the current study, we are primarily interested in evaluating existing
engineering breakup models in a LES of a complex combustor flow field.
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1.3 Thesis Outline
The thesis is organized as follows: research objectives are detailed in Chapter 2. This
is followed by formulation of the governing equations of the two-phase flow model
including the point-volume liquid phase advection in Chapter 3. Details of the nu-
merical method employed for solving the governing equations along with application
of initial and outflow boundary conditions are presented in Chapter 4. Validation
test cases for the compressible two-phase flow model are reported in Chapter 5. This
is followed by validation of two engineering breakup models and results of LES sim-
ulation of a LDI combustor in Chapter 6. Conclusions of this research study are




The primary objective of this study is to develop a first-principles simulation ap-
proach to study flows involving liquid/gas interfaces over a wide range of operating
conditions. With such a simulation capability, several fundamental processes such as,
interface instability and deformation, liquid filament formation and ensuing breakup,
evaporation, etc. can be simulated to gain further knowledge about their behavior
and their underlying mechanisms. This detailed simulation approach can also help in
providing correlations for processes like drag effects, collision laws, evaporation rates,
etc., for use in simulations of engineering devices.
In this study, a comprehensive and fully compressible formulation for all phases
is considered allowing for acoustic, capillary, viscous, and body-force effects. The
compressible aspect of the formulation addresses application areas in high pressure,
super-critical environments in addition to general material interface processes like
deformation and atomization. In addition, this study also addresses the need for a
three-dimensional (3D) simulation capability for interface problems by extending the
Roe-type scheme of Allaire [4]. This is considered an unique aspect of the study.
A secondary objective of this study is to identify the modeling requirements to
perform Large-Eddy Simulation (LES) of spray combustion in engineering devices.
These requirements fall into three categories: (a) simulation methodology free of
model parameters, (b) realistic inflow boundary information, and (c) inclusion of
atomization processes. The emphasis here is to develop physics-based simulation ap-
proach accounting for all processes characteristic to engineering devices. In addition,
time-to-solution is also a relevant parameter especially in cases of LES being used
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as a design tool. Development of such a methodology under these constraints and
its application to engineering devices to study relevant processes forms the second
contribution of this research.
The following goals are defined to meet the above objectives:
(1) To formulate capillary effects within a five-equation interface model
for Roe-scheme
This study extends the five-equation model of Allaire et al. [4] to include the
effects of surface-tension within the Roe-scheme formulation. Additional effects
of viscosity as well as body-forces are also considered in the model formula-
tion. Mathematical analysis is carried out to determine the relevant Jacobian
matrices, eigenvalues, eigenvectors, and associated approximate jump condi-
tions. Further, a Roe matrix is defined incorporating capillarity which leads
to a quasi-conservative Roe scheme. A non-conservative transport equation of
volume fraction is discretized based on the condition of Abgrall [1]. A higher-
order extension of the discretization is achieved by using the MUSCL method.
A hybrid solver is then constructed by means of a dynamic switch/condition
which applies upwind scheme in the vicinity of the interface.
(2) To implement and validate the compressible two-phase model for in-
terface flow problems
The resulting two-phase formulation is implemented on a multi-processing en-
vironment with a particular view towards multi-dimensional applications. Sev-
eral validation studies are performed with increasing complexity: (a) 2D and
3D Laplace case, (b) 2D and 3D oscillating drop case, (c) 2D bubble rise, (d)
2D pendant drop case, (e) 2D and 3D drag over a liquid drop, and (f) head-
on binary drop collision. Parallel processing efficiency of the algorithm is also
documented.
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(3) To implement and validate existing engineering breakup models for
LES application
For the secondary objective of applying atomization to LES of a gas tur-
bine combustor, two well-known engineering breakup models–Taylor Analogy
Breakup (TAB) and Kelvin-Helmholtz (KH) aerodynamic breakup–are imple-
mented within a LES framework. A standard test case of non-evaporating,
solid-cone, high-speed liquid atomization in a cylindrical chamber by Hiroyasu
and Kadota [74] is used to validate the implementation of the breakup models.
Several characteristics like transient tip penetration, spray-cone angle, and drop
sizes are compared with measurement data for three back pressure conditions.
(4) To study effects of engineering breakup model in LES of a LDI com-
bustor
LES with Localized Dynamic k−equation Model (LDKM, for momentum clo-
sure), Linear-Eddy Mixing (LEM, for scalar transport), and an engineering
atomization model is employed for a liquid-fueled LDI combustor. Simulation
is carried out by resolving the entire inlet flow path through the swirl vanes and
the combustor. Two simulations (with- and without-breakup) are performed
to study the effects of breakup on the combustor flow field. Both gas- and
liquid-phase characteristics are compared with available data. Various unsteady
features like Precessing Vortex Core (PVC), spray-flame-PVC interactions, and




In the context of Diffuse Interface Methods (DIM), two approaches are available
for the solution of two-phase flow problems: five-equation [4, 131, 118] and seven-
equation models [40, 11, 184]. Detailed reduction of the seven-equation model to
the five-equation model is first presented. The reduction is done on the basis of
asymptotic analysis of the general seven-equation model and follows that of Perigaud
and Saurel [148]. This is followed by mathematical properties of the reduced two-
phase flow model and a study of the Riemann wave structure.
The secondary objective of two-phase flow application to practical configurations
leads to the need for the Large-Eddy Simulation (LES) approach. Fully compressible
LES governing equations for reactive flow environment are presented along with two-
way coupling with the particle (spray) field. Lagrangian equations of motion for the
particle (spray) phase along with the LES closure relations are also documented in
this chapter.
3.1 The Seven-equation Model
The two-phase flow model is obtained by employing the averaging procedure of Drew
and Passman [40, 41] to the compressible Navier-Stokes equations for each constituent
phase. This leads to equations similar to the Navier-Stokes relations except for some
additional terms related to inter-fluid interactions. Such a model was developed by
Saurel and Abgrall [184] for compressible two-phase flow systems. It followed the
work of Baer and Nunziato [11], which was in the context of granular materials. The
model [184, 186] is composed of a set of five (in 1D, seven in 3D) partial differential
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+ ṁkEk,I − uI,i(τI,ij
∂αk
∂xj
) + Fk,juI,j − ΠkφI +Qk,I = 0
where, αk is the volume fraction defined as the ratio of the volume occupied by
phase k over the total cell volume. The saturation constraint imposes the condition:
∑
k αk = 1. The density, velocity, pressure, and total specific energy are represented
by ρ, u, P , and E = e+ 1
2
ujuj, respectively. Here, ε is the specific internal energy and








δij where, µ is the molecular viscosity and
λ = −2/3µ is the bulk viscosity based on the Stokes hypothesis. Equations of state
are required for each constituent and these are generally of the form: Pk = Pk(ρk, εk).
The subscripts k and I are related to phase k and the interface averaged variables,
respectively.
The first equation expresses the advection of the phase volume fraction. In a
system with two phases, transport equation for only one of the phases is needed
due to the forementioned saturation constraint. Equations 2, 3, and 4 represent,
37
respectively, the conservation of mass, momemtum, and energy. Several terms appear
on the right-hand side related to inter-fluid interactions: ṁk is the mass-transfer
term; Fk,i is the i−th component drag force; Πk is the pressure relaxation term;
and Qk,I is the heat transfer term. Non-conservative terms also appear: PI∇αk and
PIuI∇αk. These terms [186] are also called “nozzling terms” by analogy to similar
terms appearing in the equations of 1D flow in variable-area ducts.
Equation 5 expresses the transport of the number density of an individual entity
composing phase k. For example, if phase k represents solid particles, then Nk is
the number of density of particles per cell volume. The term Ṅk models breakup or
coalescence of individual particles and usually given by empirical relations [184]. The
transport of the number density function enables empirically-based inter-fluid transfer
properties like mass, momentum, and energy. It is also interesting to note that the
number density transport relations are uncoupled [184] from the system (Eqns. 1- 4),
and therefore, has no effect on its mathematical properties.
The pressure PI and the velocity uI represent averaged values of the interfacial
pressure and velocity over the two-phase control volume. These terms are unclosed
and must be modeled. Several expressions have been proposed: Baer and Nunziato
[11] considered PI equal to the gas pressure while uI was related to the condensed
phase velocity; Saurel and Abgrall [184] employed the mixture pressure as: PI =
∑




k αkρk. Following Perigaud and Saurel [148], the simplest analytical
guess of PI = Pk′ and uI = uk is retained for the asymptotic analysis. Here, the
subscript k′ denote fluid properties of the other phase k′. The choice of PI and uI has
no consequence on the analysis as expansions are considered close to an equilibrium
state where there is an equality [148] all pressures and velocities.
The model also contains unclosed inter-fluid interaction terms [184, 186] in re-
lation to the pressure relaxation process, Πk, and to the velocity equilibrium or the
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drag force, Fk,i. The pressure relaxation term is modeled as: Πk = χ[(Pk − Pk′) +
(Pµk − Pµk′ )] where, the variable χ controls the rate at which the pressure equilib-
rium is reached. This term represents the rate of expansion of the volume fraction so
that the pressure equalizes. Physically [186], it means that the volume of each phase
must adjust so that the pressure among phases present reaches equilibrium. Similar
term, ΠkφI , in the energy equation represents the pressure work during the pressure
relaxation process. Here, φI = PI + PµI is the average interface pressure including
the viscous effects. The rate factor χ depends on the compressibility of each fluid
as well as on the mixture topology rendering it difficult [11] to estimate. For most
applications, it is considered as infinite.
The term Pµk represents [148] the integration of viscous stresses over the inter-
faces present in the control volume. Following Saurel et al. [185] and Perigaud and






where, µk is the viscos-
ity of phase k and α̇k = χ∆(P + Pµ) is the volume fraction variation. The velocity
relaxation term is represented [148, 185] by the drag force which can be written
as: Fk,i = ψ(uk′,i − uk,i) where, ψ is a positive number controlling the rate at which
the phase velocities tend towards equilibrium. For interface problems separating two
pure fluids, a velocity equality at the interface is imposed [184] leading to an infinite
velocity relaxation rate coefficient (amounting to the zero relaxation time).
The mass-transfer term, ṁk, is usually given [185] by empirical relations depending
on the process under study. For example, evaporation of liquid drops can be described
by the D2-law [217] as: ṁd = K
ρdSd
8Rd
where, the subscript d denotes liquid drop,
Sd = 4πR
2
d is the drop surface area, ρd is the drop density, and K is an empirical
constant. Similarly, the heat transfer term, Qk,I , is usually provided by empirical
correlations based on the Nusselt number [185]. An extra source term, ṁk/ρX ,
appears in the volume fraction transport equation when mass-transfer occurs. It
involves a density, ρX , which is proposed to be chosen equal to that of the less
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compressible material [185].
Thus, the system of equations (Eqns. 1- 5) is able to model non-equilibrium, two-
phase flows in the presence of wide variety of effects ranging from mass, momentum,
and energy transfer among fluids to viscous and fragmentation processes. The general
model is hyperbolic and applies both to multifluid and to multiphase flows. The
distinction [184] between multifluid and multiphase flows is related to the number
of interfaces present within a control volume. In multiphase flows, a control volume
contains a large number of individual entities (particles, bubbles, etc.) with many
interfaces whereas, in multifluid flows, nearly all control volumes contain pure phases
except for the cells in the vicinity around the interface. For computational purposes,
homogenized equations where all physical processes occuring within a control volume
have been averaged are used in multiphase applications.
Our focus in this study relates to two-phase multifluid flows with interfaces sepa-
rating immiscible fluids such as liquid/gas. Therefore, terms relating to mass transfer
and to cell-averaged multiphase processes can be omitted leading to the following





































+ ψ(uk′,j − uk,j)uI,j − χφI [(Pk − Pk′) + (Pµk − Pµk′ )]
The simplified system (Eqn. 6) of equations indicates presence of pressure and velocity
relaxation terms which drive the system to mechanical equilibrium. Our interest here
is in situations where the relaxation times are small compared to other characteristic
time scales of the flow. Thus, we present an asymptotic analysis in close proximity




An asymptotic reduction of the system in Eqn. 6 has been performed by Murrone
and Guillard [131] in the absence of viscous effects and by Perigaud and Saurel [148]
in the context of interface problems including viscosity. Here, we outline major steps
in the reduction process and interested readers are referred back to the original works
for additional details. Typically, it is convenient to work with primitive variable
formulation and use the quasi-linear form of the equations.










where, U = U(x, t) is a primitive state vector, A(U) = ∂F (U)
∂U
is its Jacobian matrix,
F (U) is the flux vector, and R(U) is the source vector. We are interested in the
behavior of solutions of the above system in the limit ε → 0. Therefore, we expect
these solutions to be close to some equilibrium state (Uo) such that R(Uo) = 0.
Murrone and Guillard [131] demonstrated solutions of the form: U = Uo + εU1 where,
U1 is an adjacent state in the neighborhood of the equilibrium state, Uo. Substitution
of this solution form in the above system and taking the limits leads to the following
expressions [148]: (a) At O(ε−1), a necessary condition is obtained for the system
to be consistent: R(Uo) = 0; (b) At O(ε











where, the right-hand side term is of order ε and is neglected in the reduced model.
The above analysis can be applied to the system in Eqn. 6 by considering the
two phases denoted by subscripts 1 and 2. Also, we recall that: PI = P2, φI = φ2,
and −→uI = −→u1 for the interface variables [148]. The pressure and velocity relaxation
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terms are cast in the following form: χ = 1/ε and ψ = 1/ε, respectively. The quasi-
conservative form in the Eqn. 6 can be re-written in the general form of Eqn. 7 under
















P1 + Pµ1 − P2 − Pµ2
0
(−→u2 −−→u1)
−(φ2 − ρ21K1)(P1 − P2 + Pµ1 − Pµ2)
0
−(−→u2 −−→u1)
(φ2 − ρ22K2)(P1 − P2 + Pµ1 − Pµ2) − ‖−→u2 −−→u1‖2


where, constant Kj = c
2
j,Iκj; j = 1, 2 is based on the sound speed (cj,I) of phase j at
the interface and the coefficient κj is the differential of specific internal energy with
respect to pressure at constant density for phase j.
The condition R(Uo) = 0 when applied to the general flow model in Eqn. 6
indicates that the velocity and presures of each phase are equal at O(ε0). The vis-
cous pressure contribution, Pµk , vanish at O(ε
0) as the time derivative of the volume
fraction, α̇k, is zero when equilibrium is reached. The mechanical equilibrium is thus
reached in the limit when the relaxation coefficients tend to infinity. By equating
P1 = P2 = P and
−→u1 = −→u2 = −→u , which now represent the mixture pressure and

































[(ρE + P )uj − uiτji] = 0
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where, subscripts “1” and “2” represent gas and liquid phases, respectively. The
saturation constraint gives: α2 = 1 − α1. Also, variables ui, P , E now represent
phase mixture velocity, pressure, and total specific energy, respectively. Individual
phase densities are denoted by ρ1 and ρ2 for phases 1 and 2, respectively. The
mixture density is defined as: ρ =
∑
k αkρk and is a conserved variable. The stress






) is the rate of strain tensor
and µ =
∑
k αkµk is the mixture viscosity. The source term in the volume fraction
transport involves: Ψ[∂ul
∂xl
] where, Ψ = (ρ2c
2
2 − ρ1c21)(ρ1c21/α1 + ρ2c22/α2).
The specific total mixture energy is defined by E = ε + 1
2
ujuj with the spe-
cific internal energy of the mixture is given by the relation: ρε =
∑
k αkρkεk(P, ρk).
Equations of state for each constituent link the pressure and phase-specific internal
energy based on the phase-specific density. The speed of sound in phase k is given
by: c2k = (∂Pk/∂ρk)sk where, sk is the phase entropy. Murrone and Guillard [131]
employed a harmonic average of ρkc
2
k, also known as Woods’ relation [90], for the
mixture speed of sound, c. This relation has been validated by measurements in
liquid/gas mixtures. However, in cases of artificial mixtures, the use of this relation
may [148] yield computational failure due to unphysical appearance of sonic points
within the numerical diffusion zone.
The reduced model in Eqn. 8 represents conservation of mass of individual phases
in addition to volume fraction transport for one of the phases. Conservation of mo-
mentum and energy are accomplished in the mixture mode. The model retains the
hyperbolic characteristic of the seven-equation model for convex (c2k = −(∂εk∂sk )ρk is
positive) equation of state for each phase [131]. Also, it possesses phase-specific
entropies and they remain constant along the streamlines [148]. This model had ini-
tially been derived, in absence of viscous effects, by Kapila et al. [90] in the context
granular materials. Allaire [4] and Massoni et al. [118], in the absence of viscous ef-
fects, independently recovered similar form of the reduced model except for an extra
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source term on the right-hand side of the volume fraction transport. This velocity
divergence term, Ψ[∂ul
∂xl
], indicates volume fraction variation across acoustic waves. A
major drawback [148] of this term in the context of flows involving interfaces separat-
ing pure fluids is that the model does not ensure the positivity of the volume fraction.
Also, derivation of jump conditions is an issue [90].
Following Perigaud and Saurel [148], simplification of the reduced model in Eqn. 8
is done by neglecting the Ψ[∂ul
∂xl
] term in the volume fraction transport. Implication
of this assumption results in the model reverting to the Navier-Stokes equations in
each pure phase and constancy of volume fraction across acoustic waves. Also, the
assumption makes the model strictly valid only for interface problems [148] and no
longer applicable for fluid mixtures. The simplified hydrodynamic five-equation model






























[(ρE + P )uj − uiτji] = 0
where, the hyperbolicity and viscous effects are retained. The same simplification was
made by Allaire [4] and Massoni et al. [118] in their models, however viscous effects
were not considered. Addition of a capillary term and body-force to the above system
of equations will complete the model. This is detailed next.
3.3 The Five-equation Model with Capillary and Viscous
Effects
Conventional modeling for physical problems involving surface-tension effects have
relied on an incompressible formulation of system of equations. In this framework,
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the fluid interface is considered as a discontinuity and is tracked either by Eulerian- or
Lagrangian-based methods [187]. For the latter approach, the capillarity is enforced as
a boundary condition for the pressure. In the fixed-grid or Eulerian approach, surface-
tension effects are directly incorporated into the system of equations via capillary
tensor terms in the momentum equation. This was based on the pioneering work of
Brackbill et al. [16]. They proposed a Continuum Surface Force (CSF) [16] method for
modeling capillarity in form of a surface force, which is proportional to the normalized
curvature of the interface. It is non-zero in the transition region of finite thickness
representing a diffused interface.
The main contribution of the CSF method was the reformulation of a discontin-
uous interface effect in a continuum framework. This has led to simplification of the
calculation of the surface-tension effects without imposing any modeling restrictions
on the number, complexity, or dynamic evolution of fluid interfaces [187]. Also,
no special treatment is needed for flows in three-dimensions. The method has been
widely employed in the area of incompressible flows [187, 63, 218, 200].
Very few attempts at incorporating the capillarity within the compressible frame-
work have been reported. Jamet et al. [87, 88] proposed thermodynamic method
based on the Cahn-Hilliard model [19] to account for the capillary effects. These are
the so-called phase-field or second-gradient methods [88]. In this method, the energy
of the system depends on the order parameter (density or mass concentration of one
of the phases) and its gradient. This allows for the interface to have a finite thick-
ness and surface-tension (interpreted as an energy). This result in equations that are
thermodynamically consistent but require the interfacial region to be resolved by the
computation mesh. In contrast, surface-tension effects in the CSF method are charac-
terized in form of an equivalent volume force, which acts on scale lengths comparable
to the grid spacing rather than the thickness of the interface. Thus, the need for
excessive computational resolution for the interface coupled with its specialization to
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binary fluid mixtures (water/steam) limits its extension to interface flows separating
immiscible fluids.
Perigaud and Saurel [148] proposed an extension to the CSF method in the context
of a compressible framework. The resulting model structure is very similar to the
second gradient theory models of Jamet et al. [87, 88], however interface resolution
requirement is absent. In their extension to compressible flows, the surface-tension
contribution to the energy balance was specified. The capillarity appears in form a
source term in the momentum balance and is considered as a continuum volume force
similar to that proposed in the CSF method.
Following Perigaud and Saurel [148], the five-equation model for compressible
































where, α1 is the gas volume fraction, α2 = 1 − α1 is the liquid volume fraction, ρk
and ρ =
∑
k αkρk, respectively, are the density of phase k and the mixture density,
ui, P , and E = ε+
1
2
uiui are the mixture velocity, pressure, and total specific energy,
respectively. Here, ρε =
∑
k αkρkεk is the mixture internal energy with εk as the
phase-specific internal energy. Also, gi is the gravitational acceleration, τij is the
viscous stress tensor, σ is the surface-tension coefficient, and the local curvature is
defined as: κ = ∇ · [ ∇α1|∇α1| ].
The current five-equation model is not closed. There are five equations (in 1D) and
six variables (in 1D), which are α1, ρ1, ρ2, u, ε1, ε2. This can be seen by recognizing
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Material ρ (kg/m3) γ P∞ (Pa) c (m/s)
Air 1.2 1.4 0 374
Ethanol 788 2.1 4.3×108 1083
Water 1000 4.1 4.4×108 1650
Granite 2627 2.6 142×108 3749
Copper 8924 4.0 341×108 3911
Table 1: Stiffened gas EOS parameters [184] for several materials.
that the conserved quantities do yield the values of α1, ρ1, ρ2, u but not those of ε1
and ε2. Merely a linear combination of them is known. Therefore, an extra relation is
needed to close the system. This missing relation in conjunction with the conserved
quantities will enable to compute the mixture pressure, P .
3.4 Thermodynamic Closure
In the DIM approach, the interface spans a narrow region with a finite thickness.
For flow problems involving pure fluids on either sides of the interface, the numerical
diffusion creates an artificial mixture of fluids. Knowledge of fluid-specific equation of
state (EOS) enables to compute thermodynamic properties within the cells containing
pure fluids, however these properties are not known in the mixture zone due to lack
on apriori knowledge of the EOS for the artificial mixture. To alleviate this difficulty,
a mixture equation of state is constructed, which is applicable in all regions, i.e., both
in pure fluids and mixture zones, of the domain.
For applications involving liquid and gas, the Stiffened gas EOS [66] is typically
employed to describe the thermodynamics of pure fluids:
Pk = (γk − 1)ρkεk − γkP∞k (11)
where, Pk, ρk, and εk are the pressure, density, and specific internal energy of phase
k, respectively. The constants γk and P∞k are the characteristic parameters of the
material. This expression is identical to the ideal gas EOS when γk = 1.4 repre-
senting the ratio of specific heats and P∞k = 0. The parameters γk and P∞k are
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determined by adjusting the experimental and the theoretical Hugonoit curves. De-
tails of this procedure are reported elsewhere [184]. Table 1 shows corresponding EOS
parameters [184] for several materials at standard state. The Stiffened EOS has been
reported [184, 148] to be convex so that c2k = −(∂εk∂sk )ρk > 0. The speed of sound is






The mixture fluid EOS will also be a Stiffened gas as a result of the EOS for pure
fluids. Following Allaire [4] and Perigaud and Saurel [148], an isobaric closure for the
mixture state is implemented to derive the mixture state EOS. This closure is fully
consistent with the assumptions of pressure equilibrium made during the asymptotic
analysis. Using the forementioned definition of the mixture internal energy: ρε =
∑












where, Pk, ρk, and εk are the pressure, density, and specific internal energy of phase
k, respectively. Implementing the isobaric closure leads to P1 = P2 = P and the
resulting mixture fluid EOS is given as:
P = (γ − 1)ρε− γP∞ (12)
where, the mixture fluid EOS parameters are given by:
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The resulting mixture EOS provides a link to compute the mixture pressure from the
conserved variables and the volume fraction. This constituitive relation in Eqn. 12
closes the system of equations (in Eqn. 10) and the two-phase five-equation model
with capillary and viscous effects is now complete.
Allaire [4] has demonstrated that the two-phase model can be extended to a wide
range of EOS by replacing algebraic thermodynamic closure relations for the mixture
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Figure 1: Variation of sound speed of an air-water mixture as a function of gas
volume fraction in the interface region.
by a single supplementary transport equation (like the volume fraction advection re-
lation). This property is retained in our formulation, and therefore, the current model
is not restricted to the above formulated Stiffened EOS. Other EOS can be employed
with the only change need will be in the computation of the EOS parameters [4].
The mixture speed of sound has been reported to be deduced in several forms.
For example, Murrone and Guillard [131] employed a harmonic average of phase sonic









, also known as the Woods’ relation [90]. On












with ρ and 1
γ−1 as the mixture properties. It is noted to be a convex average of
phase-specific properties and can be written as a function of mixture pressure as:
ρc2 = γ(P +P∞). The behavior of Woods’ relation is in agreement with experimental
observations in the context of physical fluid mixtures [148]. However, in cases of flows
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with artificial mixture zones, the Woods’ relation predicts low speed of sound within
the interface region, as shown in Fig. 1. This creates difficulty in solution convergence
[148] by artificial appearance of sonic points within the interface region without any
physical flow acceleration. The sound speed expression in Eqn. 13 results in a smooth
variation between the sonic speeds of pure fluids and is observed to be larger than
the sound speed given by the Woods’ relation in the interface zone. Thus, Eqn. 13
does not exhibit such drawbacks and is retained in this study.
3.5 Mathematical Analysis of the model
The systems of equations (Eqn. 10) developed to solve the two-phase interface flows
exhibits non-conservative character. Particularly, this is related to the volume frac-
tion transport equation. Abgrall [1] and Karni [92] have shown that to obtain good
stability properties at the material interface it is necessary to forego strict conserva-
tive character of the computational method. The numerical method adopted in this
study to solve Eqn. 10 relies on a Roe-type scheme following Allaire [1]. The main
advantage of this approximate Riemann approach lies in the simplicity of the numer-
ical implementation as well as iteration-free Riemann solution. This study extends
the work of Allaire [4] by including capillary effects within a Roe-type scheme. In
addition, effects of viscosity as well as body-force are considered in the model. Also,
the model formulation and implementation is done in a three-dimensional framework.
The primary aim of this section is to describe the mathematical model used in a
Roe-type approximate Riemann solver. Capillary effects are built-in into the mathe-
matical analysis, however both the viscous and body-force terms are neglected. This
is a generic procedure to perform analysis on the convective portion of the system
of equations and postpone the consideration of the dissipative and external effects
till the system is solved. Conventional hyperbolic systems analysis [184] cannot be
performed on the current quasi-conservative system. Difficulty arises due to the fore-
mentioned volume fraction transport equation and the presence of the local curvature
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κ = ∇ · [ ∇α1|∇α1| ] term in the momentum and the energy conservation. Following Peri-
gaud and Saurel [148], the gradient vector ( ∇α1|∇α1|) is considered as an independent
variable. Thus, it is assumed that the local curvature is frozen at a given location
and time. This simplifies the term σκ∇α1 as a first order derivative in volume fraction
for the analysis.
The analysis is performed on a system written in the set of variables W =
[α1ρ1, α2ρ2, ρu, ρv, ρw, ρE, α1]


















uy2 −uy1 y1 0 0 0 0
−uy2 uy1 y2 0 0 0 0
(β1 − u2) (β2 − u2) (2 − 1ξ )u −vξ −wξ 1ξ Ω + σκ
−uv −uv v u 0 0 0
−uw −uw w 0 u 0 0









+ 1) Ωu+ σκu






vy2 −vy1 0 y1 0 0 0
−vy2 vy1 0 y2 0 0 0
−uv −uv v u 0 0 0
(β1 − v2) (β2 − v2) −uξ (2 − 1ξ )v −wξ 1ξ Ω + σκ
−vw −vw 0 w v 0 0







+ 1) Ωv + σκv







wy2 −wy1 0 0 y1 0 0
−wy2 wy1 0 0 y2 0 0
−uw −uw w 0 u 0 0
−vw −vw 0 w v 0 0
(β1 − w2) (β2 − w2) −uξ −vξ (2 − 1ξ )w 1ξ Ω + σκ





+ 1) Ωw + σκw
0 0 0 0 0 0 w


where, yi = αiρi/ρ is the mass fraction, H = E + P/ρ is the specific total enthalpy,
the coefficient βi = (
u2+v2+w2
2
− δi)/ξ, and Ω = 1ξ [(ρ1δ1 − ρ1ε1) − (ρ2δ2 − ρ2ε2)] arises




)Pi = 0 for the Stiffened EOS [4]. The total differential of the pressure in










An alternative choice of variables, and formulations, is the vector of primitive or
physical variables: V = [ρ1, ρ2, u, v, w, P, α1]
T . The governing equations take a similar
form: ∂tV = A(V)∂xV+B(V)∂yV+C(V)∂zV, where the coefficient matrices in x-,
y-, and z-directions are, respectively, given by:


u 0 ρ1 0 0 0 0
0 u ρ2 0 0 0 0




0 0 0 u 0 0 0
0 0 0 0 u 0 0
0 0 ρc2 0 0 u 0








v 0 0 ρ1 0 0 0
0 v 0 ρ2 0 0 0
0 0 v 0 0 0 0




0 0 0 0 v 0 0
0 0 0 ρc2 0 v 0








w 0 0 0 ρ1 0 0
0 w 0 0 ρ2 0 0
0 0 w 0 0 0 0
0 0 0 w 0 0 0




0 0 0 0 ρc2 w 0





Eigenvalues and eigenvectors of the corresponding Jacobian matrices are evaluated
next. For both formulations, the system has the following seven eigenvalues:
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λ1 = un − c, λ2 = . . . = λ6 = un, λ7 = un + c (15)
where, un is the velocity component such that: un =
−→u · −→n with −→n = (nx, ny, nz)
as the unit vector in direction x, y, z. It is interesting to note that the eigenvalues of
the system with capillarity are the same as for the Euler system. Also, with c2 > 0
due to the Stiffened EOS, the eigenvalues are real.
The corresponding right and left eigenvectors differ for each formulation. The
right eigenvectors ri(W) (for i ∈ 1, . . . , 7) which verify the relation A(W)ri(W) =





















































































where, Λ = u
2+v2+w2
2
is the kinetic energy. Similarly, the right eigenvectors for the
































ρ1, ρ2, c, 0, 0, ρc
2, 0
]T




































β1 − uc, β2 − uc, c− uξ , −vξ , −wξ , 1ξ , Ω + σκ
)
It can be easily verified that the product of the left and the right eigenvectors reduce
to: lTi (W) · rj(W) = δij. The system is thus confirmed to be hyperbolic since the
Jacobian matrices are diagonizable and their eigenvectors span the whole space. It is
also noted that the inclusion of capillarity does not influence the system’s hyperbolic
characteristic.
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Similarly, the left eigenvectors for the primitive system of equations are given by:
l1(V) =
(


































With the eigenvalues and eigenvectors available we can ascertain the nature of the
characteristic fields associated with each pair (λi, ri(W)). For example, the charac-
teristic field associated with λ2 = . . . = λ6 = u is seen to be linearly degenerate as:
∇Wλi ·ri(W)=0, where i ∈ 2, . . . , 6. As for the eigenvalues λ1 = u−c and λ7 = u+c,
the characteristic fields are all genuinely non-linear, i.e. ∇Wλi · ri(W) 6= 0, where
i = 1 & 7.
The corresponding wave strengths [213] can also be determined. They are obtained
by projecting the jump ∆W onto the left eigenvectors as:
ςi(W) = li(W) · ∆W
where, the jump ∆W = WR −WL. Here, WR and WL are the right and left states
across the wave structure, respectively. The wave strengths corresponding to the






























[ρc∆u+ ∆P + σκ∆α1]
Similar wave strengths can be deduced by the above procedure for the primitive-





























[ρc∆u+ ∆P + σκ∆α1]
Based on the Jacobian matrices and their corresponding eigenvalues, eigenvectors, and
wave strengths, a Roe matrix [4] and associated flux leading to a Roe-type scheme
can be developed. Also, the mathematical analysis of the model provides information
on the effect of the capillarity on the Riemann wave structure and this is discussed
next.
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Figure 2: Wave structure of an idealized Riemann problem.
3.6 Riemann Problem Structure
An idealized Riemann problem with the following initial data and a prescribed cur-
vature for the interface is considered. Two constant states are assumed: VL =
[ρ1, ρ2, u, v, w, P, α1]
T
L and VR = [ρ1, ρ2, u, v, w, P, α1]
T
R. Figure 2 shows the wave
structure along with the initial states. The interface is shown in form of a dashed line
corresponding to a linearly degenerate wave (λ = u).
The wave strengths in conjunction with the right eigenvectors provide the star-
states across each wave. These are given as follows:
V ∗R = VR − ς7(V)r7(V)
V ∗L = VL + ς1(V)r1(V)
where, V ∗R − VR and V ∗L − VL are approximate jumps across the λ7 = u + c and
λ1 = u − c waves, respectively. We are interested in the pressure jump across the
wave λ = u and this is given by:
P ∗R − P ∗L = (PR − PL) − ρc2(ς7 + ς1)
which with further simplification gives the following pressure jump:
∆P ∗ = −σκ∆α1 ⇒ ∆P ∗ + σκ∆α1 = 0
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Similarly, for the normal velocity component (u) and the volume fraction (α1) jump
are given as:
∆u∗ = 0; ∆α∗1 = ∆α1 = αR − αL
This is in agreement with the Riemann invariants [148] across a curved contact dis-
continuity. The effect of the capillarity appears in form of a pressure jump which is
proportional to the surface-tension coefficient and the interface curvature. The asso-
ciated pressure increase/decrease is consistent with the Laplace-Young law [105, 56].
Perigaud and Saurel [148] have demonstrated the consistency of the pressure jump and
fulfillment of the Laplace-Young law for various situations involving curved interface
separating two pure fluids.
This completes the formulation and analysis for the five-equation interface model.
Both the convective part as well as the capillarity term were included in the analysis.
Dissipative and external effects on the system of equations will be considered in the
solution of the five-equation model discussed in the next chapter.
As was pointed out in the introduction, the primary limitation of the detailed
modeling of interface problems is the grid resolution requirement especially in cases
involving practical configurations. Point-volume approaches [114] can be employed
to study atomization processes and its effects on the flow field of practical devices
albeit at an expense of invoking empirical relations. Explicit computation of large,
energy-containing scales is a necessary requirement [157] for accurate resolution of
unsteady motions such as vortex shedding and flame associated interactions. LES
provides such a capability to resolve geometry-dependent scales and model scales
smaller than the grid size. In the following sections, we will present LES gas phase
equations with primary emphasis on the species closure and two-way coupling with
the discrete particle (or spray) evolution.
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3.7 LES Equations
Large-Eddy Simulation (LES) fully resolves the large-scale dynamics and employs
models (called subgrid-scale SGS models) at the unresolved scales. Therefore, an
operation is required which can separate or filter the governing Navier-Stokes equa-
tions into (resolved) large-scale and (unresolved) SGS components. This is achieved,
following Erlebacher et al. [45], by applying a spatial filtering operation to the gov-
erning equations such that f = f̃+f ′′, where: ∼ and ′′ denote the resolved super-grid
and unresolved sub-grid quantities, respectively. The resolved super-grid quantities





where, the over-bar represents spatial filtering defined [153, 157] as:
ρf(xi, t) =
∫
ρf(zi, t)G(xi − zi,∆)dzi. (17)
where, G is the filter kernel, xi corresponds to the point of interest, zi is the dummy
variable, the integral is over the entire computational domain, and ∆ is filter size, de-
fined as ∆ = (∆x∆y∆z)1/3, where (∆x,∆y,∆z) are the local grid size in streamwise,
transverse, and spanwise directions respectively. The filter function, G, must satisfy
the normalization condition [157]:
∮
total volume
G(−→x −−→z ,∆)d−→z = 1 (18)
The filter so applied is spatial in character rather than temporal as in the case of
Reynolds Averaged Navier-Stokes (RANS) formulation. Contrary to RANS averag-
ing, the filtered value of a LES perturbation is not zero: i.e., f̃ ′′ 6= 0. Also, the filtered
and double filtered values are not equal (except when cut-off filter in spectral space
is used for filtering): i.e.,
˜̃
f 6= f̃ . The derivation of LES governing equations in terms
of filtered quantities (f̃) requires commutability of filter and derivative operations.
The filtering approach can be viewed [157, 137] as applying a linear operator that is
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commutative with both the space and time derivatives. In this study, a box filter is
employed, which is appropriate for finite-volume schemes [189]. For a given direction







≤ (xi − zi) ≤ ∆2
0 otherwise
(19)
Applying the filtering operation, using a low-pass box filter, to the instantaneous


















[(ρ̄Ẽ + p̄)ũi + q̄i − ũj τ̄ji +Hsgsi + σsgsi ] (20)
where, ρ is filtered mass density, ũi is the resolved velocity vector, p is the filtered
pressure determined from filtered equation of state for ideal gas, Ẽ is resolved total
energy per unit mass, τ ij is filtered viscous stress, and qi is the heat flux vector. The
sub-grid terms resulting from the filtering operation, denoted with super-script sgs,
represent the small-scale effects upon the resolved-scales in the form of additional
stresses and fluxes. Subscript s denote source terms from dispersed phase. Filtered
equations for k-species mass fraction Ỹk are not shown here since they are solved using
a sub-grid approach, as described later.
The viscous stress tensor (τ ij) and heat flux vector (qi) are given as:


























where, the diffusion velocities are approximated using Fickian diffusion as Ṽi,k =
(−D̄k/Ỹk)(∂Ỹk/∂xi), molecular viscosity (µ̄) is approximated by Sutherland’s Law
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based on resolved temperature (T̃ ), and the thermal conductivity (κ̄) is approximated
as κ̄ = µ̄C̄p/Pr, where C̄p is the specific heat at constant pressure for gaseous mixture
and Pr is the Prandtl number. Also, D̄k is k − th species diffusion coefficient and
the index k for species varies from 1 to Ns, where Ns is the total number of species
present in the system.











where, Ru and MWk are the universal gas constant and k − th species molecular
weight, respectively. The subgrid temperature-species correlation term is defined as,
T sgsk = [ỸkT − ỸkT̃ ].




where, the sub-grid kinetic energy (discussed later) is defined as, ksgs = (1/2)[ũkuk −




[Ỹkh̃k + (Ỹkhk − Ỹkh̃k)] − p̄/ρ̄






′)dT ′ is the specific enthalpy at filtered temperature












f,k − cp,kT 0 and ∆h0f,k is the standard heat of formation at a
reference temperature T 0.
The SGS terms that require closure are: the sub-grid stress tensor, the sub-grid
enthalpy flux, the sub-grid viscous work, the sub-grid heat flux, and the subgrid
temperature-species correlation, respectively:
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τ sgsij = ρ (ũiuj − ũiũj)
Hsgsi = ρ (Ẽui − Ẽũi) + (pui − pũi)
σsgsi = ũjτij − ũjτ ij (21)
qsgsi,k = [hkDk∂Yk/∂xi − h̃kD̃k∂Ỹk/∂xi]
T sgsk = ỸkT − ỸkT̃
The source terms for the dispersed phase, seen as first terms on the right-hand-side
of equation (20), are obtained by volume averaging the contributions from individual
parcels (statistical droplets) currently residing in the Eulerian cell volume of interest.
The closure of these terms and the SGS terms resulting from the filtering operation
are described below.
3.7.1 Momentum Transport Closure
The sub-grid stress tensor τ sgsij is modeled using an eddy viscosity concept as:













]. The sub-grid eddy
viscosity is modeled as: νt = Cν(
√
ksgs)∆ where, ∆ is the local filter width. Here,
the velocity scaling is provided by dynamically varying sub-grid kinetic energy, ksgs.

















where, σk is a model constant typically equal to unity. Here, P
sgs = −τ sgsij (∂ũi/∂xj)
and Dsgs = Cερ(k
sgs)3/2/∆ are, respectively, the production and the dissipation of
ksgs. In the above equation, Ḟd =
˜ũiḞs,i − ũi ˜̇Fs,i is the source term due to the particle
phase (this term can be closed exactly, as shown earlier [125, 47]).
The two coefficients in this model, Cν and Cε, are obtained locally and dynamically
as part of the solution using the Localized Dynamic k−Equation (LDKM) procedure
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[123, 96]. This procedure employs a scale similarity approach that was observed in
experimental studies in high Reynolds number (Re) turbulent jet [113]. It suggested
that the sub-grid stress τ sgsij at the grid filter level ∆ and the Leonard’s stress Lij(=
[〈ρũiũj〉 − 〈ρũi〉〈ρũj〉]/ρ̂) at the test filter level ∆̂(= 2∆) are self-similar. Here (and,
henceforth), < f > and f̂ both indicate test filtering. Since Lij can be explicitly
computed at the test filter level, a simple scale-similar sub-grid model of the form
τ sgsij = CLLij, where CL is an adjustable constant, was proposed earlier [113] but was
found to lack proper dissipation.
In the LDKM model, the above observation is extended and it is assumed that Lij
and the sub-grid stress τ̂ sgsij at the test filter level are also similar (i.e., τ̂
sgs
ij = ĈLLij).
Then, τ̂ sgsij is modeled using the same form as for τ
sgs
ij (Eq. 22) with all variables
defined at the test filter level. We define the sub-grid kinetic energy at the test filter









] and obtain a model expression for Cν as [123, 96, 97]:
Cν = −





The value of Cν is obtained from this over-determined system of equations by applying





In the above expression, ĈL ≈ 1 is assumed, L′ij = Lij − 23 ρ̂ ktestδij, and Mij =
ρ̂
√
ktest∆̂(〈S̃ij〉 − 13〈S̃kk〉δij). A similar approach is used to obtain the dissipation

























Tij is the tensor at the
test-filter level.
The LDKM approach satisfies all of the realizability [190] conditions at majority
of grid points even in complex reacting flows. Seven realizability conditions need
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to satisfied [224] for a sub-grid scale stress tensor to guarantee a realizable solution.
Those conditions are: (1-3) τii ≥ 0, where i = 1, 2, 3; (4-6) |τij| ≤ √τiiτjj, where
i 6= j; and (7) det(τij)≥0. For the current LES simulations all the seven conditions
were satisfied simultaneously at over 96% of the grid points for the non-reacting case
and over 90% for the reacting case. Both cases indicated over 95% realizability for
normal stress components (condition 1-3). Only the last condition imposed the most
stringent requirement for realizability.
Key features of this LDKM have been reported elsewhere [96, 97, 127] and not
repeated here, for brevity. It is worth noting, however that the dynamic evaluation
using this approach is stable locally (in both space and time) without requiring any
averaging or smoothing, and can also be used in the near-wall region [53]. Past
studies by other independent researchers [53, 86], and the recent evaluation in sev-
eral commercial codes (CFD-ACE v2004, Fluent v6.2.16 and CFX v5.7.1) [100] has
demonstrated the ability of the LDKM closure.
3.7.2 Energy Transport Closure








Here, H̃ is the filtered total enthalpy and Prt is a turbulent Prandtl number that
can also be computed using a dynamic procedure but is currently assumed to be
unity. The total enthalpy term H̃ is evaluated as sum of specific enthalpy of mixture,






The sub-grid viscous work term (σsgsi ) is often neglected [55] as is the case here.
The remaining unclosed terms such as qsgsi,k and T
sgs
k are also neglected [55] in the
current study.
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3.7.3 Species Transport Closure
The Linear-Eddy Mixing (LEM) is a stochastic approach that attempts to simulate
turbulent mixing, molecular diffusion, and chemical reaction in a one-dimensional
domain that is embedded in an Eulerian LES domain. Kerstein [93] originally formu-
lated LEM for non-reacting flows and later extended it to reactive flows [95].
In the LEM approach [94, 124], the gas-phase species transport is not spatially
filtered. Rather, molecular diffusion, small- and large-scale turbulent convection, and
chemical reaction are all modeled separately, but concurrently at their respective
time scales using a two-scale approach. This combined technique is called LEMLES,
hereafter.
To describe this model mathematically, we split the velocity field as: ui = ũi +
(u′i)
R + (u′i)
S. Here, ũi is the LES-resolved velocity field, (u
′
i)
R is the LES-resolved
sub-grid fluctuation (obtained from ksgs) and (u′i)
S is the unresolved sub-grid fluc-
tuation. Then, consider the exact species equation (i.e., without any explicit LES









(ρYkVi,k) + ẇk + Ṡs,k (28)























n − ẇnk − Ṡns,k]dt′ (30)
Here, ∆tLES is the LES time-step. Equation (29) describes the large-scale 3D LES-
resolved convection of the scalar field, and is implemented by a Lagrangian transfer of
mass across the finite-volume cell surfaces [122, 25]. Equation (30) describes the sub-
grid LEM model, as viewed at the LES space and time scales. The integrand includes
four processes that occur within each LES grid, and represent, respectively, (i) sub-
grid stirring, (ii) sub-grid molecular diffusion, (iii) reaction kinetics, and (iv) phase
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change of the liquid fuel. These processes are modeled on a 1D domain embedded
inside each LES grid where the integrand is rewritten in terms of the sub-grid time-
and space-scales.
We first describe the sub-grid processes in Eq. (30) and then the 3D advection
process in Eq. (29).
3.7.3.1 Sub-grid reaction-diffusion processes





































Here, ts indicates a local LEM time scale and the superscript m indicates that the
sub-grid field within each LES cell is discretized by NLEM number of sub-grid cells
along the local coordinate s, such that, the LES-resolved quantity Ỹk is obtained by









m represent turbulent advection of kth-species and temperature, respectively,





The LEM domain is aligned in the direction of the maximum scalar gradient
[94], its length is equal to that of the local LES filter width, ∆, and the number of
LEM cells NLEM is chosen so that all the relevant scales are resolved. Typically, the
smallest eddy (e.g., the Kolmogorov scale, η) is resolved using 6 LEM cells, and η is
estimated from the relation ∆
η
≈ Re∆3/4. Here, Re∆ = u′∆/ν is the local sub-grid
Reynolds number and u′ =
√
2ksgs/3 is the sub-grid turbulence intensity.
In practical applications, the optimal NLEM varies locally in space since the sub-
grid turbulence varies over a range. Computational implementation of this local
variation requires significant programming for dynamic load balancing in a parallel
simulation model (employed here). Therefore, in the present study, NLEM is chosen
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based on the resolution requirement in the primary region of interest (typically, re-
gions of high shear flow where scalar mixing and combustion is occurring). Then, this
LEM resolution is used in all LES cells.
Equation (31) is solved using a standard finite-difference scheme along the 1D
domain s. The time step for this integration ∆tLEM is determined as the minimum
of the local diffusion ∆tdiff or the chemical ∆tchem time scales.
Diffusion time scale is associated with the transport of species and tempera-
ture from a region of higher to a lower concentration due to random motion of the
molecules. This is the slowest physical process among the other sub-grid processes
and is computed [178] as: ∆tdiff = Ω
∆s2
max[Dk]
where, ∆s is the LEM grid size and Dk
is the mass diffusivity of the species “k”. Ω is set to 0.25 for numerical stability. The
chemical time scale is associated with the rate of conversion of reactant species to
intermediate and/or product species. Most of the time, this is the fastest time scale
in the flow, barring few situations, when turbulent time scales can be competing with
the chemical time scales.
Inflow and outflow conditions to Eq. 31 are prescribed by the mass transport
in the Lagrangian step, Eq. 29. The inflow is prescribed at one end of the LEM
domain and the outflow at the other end. Both these conditions are implemented
by the splicing process described in the sub-grid scalar transport subsection. Once
this transport is completed the finite-difference of Eq. 31 is carried out using zero
gradient condition at each end. To maintain strict mass conservation, inflow-outflow
by the splicing process occurs at every LES time-step.
Detailed multi-component kinetics can be included within this model using either
direct integration or using in-situ adaptive tabulation (ISAT) [158]. Since all the
turbulent scales below the grid are resolved in this approach, both molecular diffusion
and chemical kinetics are closed in an exact manner. As a result, unclosed terms
typically seen in conventional LES approaches, such as ρ̄[ũiYk−ũiỸk], ρ̄[Ṽi,kYk−Ṽi,kỸk],
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and ¯̇wk do not arise, and need no closure.
The phase change of the liquid fuel into its gaseous form results in the source term
in Eq. (31). This source term is determined from the Lagrangian solver, as described
later.
3.7.3.2 Sub-grid stirring
In the LEM domain, the effect of eddies smaller than the grid scale ∆ is physically
accounted for as sub-grid stirring. This effect is symbolically represented as Fk
m in






dt′ in Eqn. (30). Similarly, the term
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In the 1D LEM domain, this 3D term is approximated assuming locally isotropic
conditions and is implemented using stochastic re-arrangement events [94] that rep-
resent instantaneous actions of a 3D (but isotropic) small turbulent eddy on the
sub-grid scalar field. The mapping process compresses and increases the scalar gra-
dient so that the local scalar field reflects the aforementioned orientation of the 1D
domain in the direction of the scalar gradient.
Since all scalar processes are resolved in a 1D line, it is implicitly assumed that
the turbulent scales involved in the stirring of the scalar fields are isotropic. This as-
sumption is quite reasonable since it is consistent with LES approach, which assumes
all scales below the grid scale are isotropic.
To implement this subgrid stirring, three parameters have to be prescribed: the
local eddy size, the frequency of stirring, and the location of the stirring event within
the LEM 1D line. The eddy size l is picked randomly from an eddy size distribution
f(l) in the range ∆ to η (Kolmogorov scale), and stirring events occur at a specified
frequency, λ and the location of this stirring event is chosen from a uniform distribu-
tion. Both f(l) and λ are obtained using 3D inertial-range scaling laws (for isotropic




















. The empirical constant Nη reduces the effective range of scale
between the integral length scale and η but does not change the turbulent diffusivity.
Past studies have investigated the sensitivity of predictions to Nη, and we use Nη = 11
based on past studies [195]. The time-scale associated with the sub-grid turbulent
convection is estimated [178] as: ∆tstir = 1/λ∆. It is a strong function of the sub-
grid Reynolds number (Re∆), i.e., higher Re∆ implies a smaller stirring time scale.
Additional details are presented elsewhere [178, 127].
3.7.3.3 Sub-grid scalar transport
The transport of the sub-grid scalar field, Equation (29) is carried out across the
LES cell faces in a Lagrangian manner reminiscent of the turbulent transport used
in the PDF method [156]. However, unlike in PDF methods where the transport is
random, in LEMLES this transport is deterministic and is achieved by a procedure
that “cuts-and-pastes” the sub-grid scalar fields from adjacent LES cells based on
mass conservation. The mass-flux on each of the six control-surface (for hexahedral
control volume) is first sorted in an ascending order following sign-convention of
positive influx and negative efflux. The number of LEM cells is then determined
based on the amount of mass flux that needs to be transported across each LES cell
face (at many locations, fractional LEM cells have to be transported to maintain mass
conservation). Mass transported out of the LEM domain is taken out from one end of
the 1D domain and mass transport in, is added to the other end of the 1D domain in a
deterministic manner. Thus, in LEMLES the sub-grid scalar structure is transported
and recovered. This capability allows LEMLES to include molecular diffusion effect
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explicitly within the small-scales. Further details are given elsewhere [124, 122, 25].
3.7.3.4 Volumetric expansion
Combustion at the sub-grid level increases the temperature and decreases the local
density (since pressure is assumed to be constant in the sub-grid between LES time
step). This effect results in a volumetric expansion and is included explicitly by








i are, respectively, the
density of the “i− th” cell at the previous, and the current time integration levels in
the LEM simulation (not at the fluid-dynamic time-step (∆tLES) at LES level)
Chemical reaction at the LEM level determines heat release and thermal expan-
sion at the LEM level, which at the LES level generates flow motion that, in turns,
transports the species field at the LEM level. Full coupling is maintained in the
LEMLES to ensure local mass conservation.
This completes the Eulerian formulation of the LES gas-phase system of equations.
To study the spray phenomenon, a point-volume approach [114] is employed for the
discrete phase. The discrete phase interactions with the Eulerian-gas field is averaged
over the cell volume and considered as source terms in the LES gas equations, as shown
earlier. In the next section, discrete phase equations are introduced along with couple
of engineering breakup models.
3.8 Lagrangian Spray Equations
In this study, an approach, typically known as the “discrete droplet model” (DDM),
representing a spray as a collection of discrete particles, is employed. The particle mo-
tion is tracked using a Lagrangian formulation [47]. This approach eliminates errors
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due to numerical diffusion [46] and better represents physical aspects of spray. Addi-
tionally, complex processes like drop/drop collisions, drop/wall interaction, and drop
breakup can be considered within the DDM. Also, to maintain computational expe-
diency, following Dukowicz [42] characteristic groups of droplets, all having identical
size, location, velocity and temperature, are represented as “computational parcels”,
and are then tracked. However, the number of particles per group depends on the
diameter/volume of the particle to avoid unrealistic averaging [8] of drop properties.
Two flow regimes [46, 48] can be classified for sprays: (1) dense, and (2) dilute
spray. The dense spray region is characterized [46] by discrete liquid drops/ligaments
effects such as inter-drop spacing on transport rates, drop-drop collisions, turbulence
modulation due to volume occupied by liquid phase, etc., which become significant
within this region. Following Faeth [48], the classical picture of atomization within
dense sprays involves primary breakup of the liquid core into ligaments or large drops
followed by secondary breakup into smaller drops with negligible effects of collisions.
The dilute spray region involves no particle-particle interactions and effects of
liquid phase volume on transport characteristics within the gas phase are negligi-
ble [47, 48]. Therefore, the single-drop transport rates can be employed directly. In
typical swirl-stabilized spray combustion applications, the effect of swirl increases
dispersion (shown later) of droplets, and therefore, there is ever increasing inter-drop
spacing as the spray evolves. Generally accepted inter-drop distance of two particle
diameters [48] for application of the dilute regime is easily exceeded under swirling
configurations.
The filtered values of turbulent velocity and other gas-phase variables are obtained
from the LES equations for these variables. Additionally, the effect of small-scale (or
sub-grid) turbulence upon drop dispersion is incorporated using ksgs. Thus, the pres-
ence of particles on gas-phase is incorporated both via direct source terms in the
filtered LES variables (mass, momentum, energy, scalar concentration) and indirectly
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by modification of the sub-grid kinetic energy (ksgs). This ensures two-way coupling
among the phases. An additional effect is included in the force term in the droplet
momentum equations by including an effect of sub-grid turbulence in the gas phase
velocity. This approach is an extension of the stochastic separated flow (SSF) ap-
proach [47] and is summarized below. More details of these equations and coupling
issues are given elsewhere [127].
3.8.1 Engineering Breakup Model
The secondary breakup of liquid drops into even smaller drops is primarily driven by
aerodynamic forces due to the surrounding carrier phase [198]. An initially spherical
drop undergoes distortion caused by the forces that eventually leads to breakup. The
dimensionless drop Weber number [48] (We) provides a characteristic measure of
the breakup behavior. Based on We, five different drop breakup regimes [49, 198]
are reported. All five regimes typically co-exist in spray combustion configurations,
however the catastrophic breakup closer to the injection is dominant and determines
the spray evolution.
The blob-injection model [165] is employed to feed liquid fuel into the combustor.
In this approach, the liquid jet is approximated in form of large droplet/“blob” with
a characteristic size equal to the injector nozzle diameter. The number of blobs
injected in unit time is a function of liquid mass flow rate. During the injection, new
blobs/particles introduced in the domain are pure drops (one particle per parcel).
These drops evolve downstream and undergo breakup producing new particles, which
are then tracked as parcels. The blob injection velocity is dependent [165] on the
net injection pressure and the nozzle discharge coefficient. Two models: the Taylor
Analogy Breakup (TAB) [138] and the Kelvin-Helmholtz (KH) aerodynamic breakup
[165] models have been implemented and compared in the current study. The details
of these models are in the cited references and therefore, avoided here for brevity. Also,
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advantages and disadvantages of both these models were discussed in the literature
review.
In the LES implementation, once a parent blob (with radius, a0 and one particle
per group, N0) is injected into the computational domain, a rate expression is used to
reduce its size. While waiting for sufficient product drops to accumulate, the parent
number of particles per group (N) is adjusted so that Na3 = N0a
3
0. This accounts for
the mass conservation. After this, the Lagrangian droplet evolution occurs, but during
this evolution if certain criteria [165, 138] are exceeded, a breakup event is executed
creating new product parcel (of radius r), which takes both the temperature and
physical location of the parent. Product droplets inherit the parent droplet velocity
plus a normal velocity in the cross-plane accounting for rim expansion. The parent
number of particles per group is then restored to N0 following the creation of the
new product parcel. Then, both the parent and product parcels are tracked by the
Lagrangian solver and are equally likely to undergo further breakup depending on
local stability criterion.
One significant difference in the numerical implementation of the TAB and KH
breakup models is related to the co-existence of parent/product parcels. In the TAB
model, the parent parcel is replaced by one parcel of identically sized product droplets
after breakup, whereas in the KH model, a bimodal size distribution with small
droplets shearing off the parent blob and larger but reduced size parent parcel are
allowed.
In this study, the non-evaporating solid-cone spray measurements of Hiroyasu
and Kadota [74] are used to validate both these breakup models. These results are
presented in a latter section. At present, particle-particle interaction is not included
in the current implementation as this study is focused on global characteristics of
spray evolution with and without breakup and its effects on combustion phenomena.
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3.8.2 Lagrangian Equation-of-motion
The Lagrangian equation of motion governing an instantaneous droplet, under the
assumptions that the particle density is much greater than that of the carrier fluid
(ρp/ρg ≈ 103), negligible particle-particle interactions occur, and the Kolmogorov












i ) − ui,p] + gi (35)
where, ui,p is the i-th component of the parcel velocity, ui is the i-th component of
gas-phase velocity, xi,p is the i-th component of parcel position, f is the drag factor
(ratio of the drag coefficient to Stokes drag), τV is the particle velocity response time,
and gi is the i-th gravity component. Subscript p represents liquid phase quantities
and unsubscribed quantities correspond to gas-phase (except as noted). Here, the
sum ũi + u
′′
i represents instantaneous (ui) gas-phase velocity components, consisting
of both the LES resolved velocity ũi and a stochastic term u
′′
i that is obtained using
ksgs at intervals coincident with the local characteristic eddy lifetime. Thus, the effect
of turbulence on the droplet motion is simulated using the SSF [47]. Interaction of
droplet with an eddy is assumed for a time taken as the smaller of either eddy lifetime












where, ρp is the liquid density, dp is the parcel diameter (= 2rp, rp is parcel radius),
µg is gas-phase dynamic viscosity, νg is gas-phase kinematic viscosity (µg/ρg), CD is
the drag coefficient, and Red is the relative particle Reynolds number expressed as
Red = (dp/νg)|ui − ui,p|.
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The drag coefficient accounts for the dynamic influence of pressure and viscous
forces acting on droplet surfaces. Following Crowe et al. [37], the drag coefficient











d ) Red ≤ 1000
0.4392 Red > 1000
(38)
A range of 0.424 − 0.44 in the drag coefficient for Red > 1000 is reported in the
literature and the current variation is based on Crowe et al. [37]. The effect of
droplet distortion on the drag coefficient can be accounted by an engineering breakup
model [83, 111]. This relies on tracking droplet distortion and its orientation in
relation to the carrier-phase. It is important to note that the above correlation is
based on rigid spheres in steady flows. However, it is a well known fact [208] that the
isolated liquid drop moving in the gas field has different drag characteristics. It is
precisely in this context, the comprehensive five-equation interface model can provide
the necessary correlations and aid in performing physics-based engineering simulation
for practical applications.









p, and ṁp(> 0) is the net mass













where, Red=0 is the Reynolds number for particle at rest. Under quiescent conditions,
the mass-transfer rate reduces to:
ṁp,Red=0 = 2πρsDsmdpln(1 +BM) (41)
where, ρs and Dsm respectively, are the gas mixture density and the mixture diffusion
coefficient at the droplet surface. Also, BM is the Spalding mass-transfer number [46]
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given by:
BM ≡ b∞ − bs =
(YF,s − YF,∞)
(1 − YF,s)
; where b ≡ YF
YF,s − 1
In above relations, Sc (≡ νg,s/Dsm, ratio of momentum to mass transport) is the
Schmidt number. Subscript s represents quantities at droplet surface and ∞ indicates
far-field. Also, YF is the fuel species (that is evaporating) mass fraction. Surface fuel
mass fraction is obtained from Raoult’s Law [31], which assumes that the mole fraction
at the droplet surface is equal to the ratio of the partial pressure of fuel vapor (pvap)
to the total pressure of gas-phase (p̄). Various correlations exist [163] to evaluate
the partial pressure of fuel vapor that are typically specific for particular fuels and
dependent on critical temperature and pressure of fuel vapor. Note that the gas-phase
variables (like T̃ and ỸF ) correspond to the far-field conditions [129] for the droplets
and must be interpolated from the Eulerian numerical grid to the droplet location
during the simulations.
Droplet heat transfer is governed by the droplet energy equation, which consists
of external and the internal energy, as well as, the energy associated with surface-
tension. The equation governing the internal temperature distribution based on this




= Q̇conv − ṁpLv = hpπd2p(T̃ − Tp) − ṁpLv (42)
where, ˙Qconv is the convective thermal energy transfer rate, mp is particle mass, Cl is
liquid heat capacity, hp is the heat transfer coefficient, and Lv is the latent heat of
vaporization. Additional details of this model, including the heat transfer coefficient
and the latent heat of vaporization, are given elsewhere [46, 137, 129].
Equations (35, 39, 42) are integrated using a fourth-order Runge-Kutta scheme [137].
The integration is carried out based on the smallest of the time scales [137, 178] (i.e.,
the smallest of the particle velocity relaxation time, the droplet life-time, the turbulent
eddy interaction time, the droplet surface temperature constraint time, and the LES
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gas-phase time) governing the particle evolution. Initial conditions for the Lagrangian
system involve the specification of initial parcel positions, velocities, masses, temper-
atures, and the number of droplets represented by each parcel. This latter quantity is
determined at the inlet boundary via drop distribution in conjunction with fuel mass
flow rate.
3.9 Eulerian-Lagrangian Coupling
Eulerian-Lagrangian coupling is through the inter-phase exchange terms [137] (not
presented here, for brevity). If np number of particles are present per parcel/group,
then the volume-averaged source terms (seen in Eqn. 20) for all the droplet par-
cel/group trajectories that cross a computational cell (of volume ∆V ) are computed
































where, the summation index “m” is over all the droplet parcels/groups crossing a
computational cell (of volume ∆V ). Also, note that the species source term (˜̇Ss,k)
for all species (k) is zero, except for the species that is present in liquid form and
evaporating.
3.10 Combustion Modeling
Although, in the LEMLES approach detailed reaction mechanism with any number of
species can be used computational expediency requires some reduction in the kinetics
model. In the LES study, we have employed liquid fuel (C12H23) to approximate
experimental Jet-A fuel. A three-step, seven-species, global reduced mechanism [225,
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135] of the form:
C12H23 + (35/2)O2 −→ 12CO + (23/2)H2O
2CO +O2 −→ 2CO2 and N2 +O2 −→ 2NO
is employed in this study.
For the first step, the rate expression (Ae(−Ea/RuT )[C12H23]
m[O2]
n) [225] has pre-
exponential factor (A) and activation energy (Ea, kcal/gmol) of 4.7×1011 and 30,
respectively. Empirical coefficients (m,n) are chosen to be 0.25 and 1.5, respectively.
The CO oxidation step involves both forward (1014.6e(−40/RuT )[CO][H2O]
0.5[O2]
0.25)
and reverse (5 × 108e(−40/RuT )[CO2]) rates. The NO global mechanism accounts for




In the preceeding chapter, the mathematical formulation for both the five-equation in-
terface model and the LEMLES engineering model were documented. In this chapter,
we proceed with the numerical solution of these models. The conservation laws of fluid
motion can be expressed mathematically either in differential or integral form. In case
of differential form of equations, the numerical scheme involves discretizing the do-
main of interest into points upon which the finite-difference equations are solved. On
the other hand, when the integral form of conservation laws is employed, the domain
of solution is divided into discrete volumes upon which strict conservation of mass,
momentum, and energy is enforced. A finite-volume approach has two major advan-
tages when compared with a finite-difference scheme: (i) the finite-volume approach
can handle skewed grids and, thereby, geometrical boundaries can be reconstructed,
and (ii) the finite-volume approach solves the discretized governing equations in a
conservative form ensuring strict mass, momentum, and energy conservation. Thus,
a finite-volume approach is retained in this study.
The presence of large gradients in flow variables requires a special treatment in
order to minimize dispersion errors. In such cases, classical high-resolution upwind
schemes [213] are preferred and retained in this study for the solution of the large
gradient regions in the five-equation interface model. A primary drawback of up-
wind schemes is that they are more dissipative [213] compared with central schemes,
thereby making them poorly suitable for resolving unsteady shear flows. So, a hybrid
approach following Génin and Menon [58, 57] is employed in the solution for the five-
equation interface model which automatically switches to a second- or fourth-order
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low dissipation scheme based on a smoothness parameter. We have modified the
smoothness parameter to account for the presence of capillary interface region.
Also, a dispersion-free resolution of large gradients by an upwind scheme is often
computationally expensive. A primary requirement for engineering-design tools like
the LEMLES is a “quick” turn-around time (approximately a week or so) for a few
characteristic cycles. Therefore, aforementioned low dissipation scheme is employed
for the solution of the LES equations of motion. The presence of large gradients in
the vicinity of the flame are resolved along a 1D line within each LES cell by the sub-
grid LEM model. Particle phase is considered in the Lagrangian framework thereby
eliminating the need for resolution around the fuel droplets. However, a two-way
coupling among the gas- and liquid-phase is accounted for in terms of forementioned
volume-averaged source terms.
This chapter is organized as follows. A generic finite-volume approach is presented
in the first section. This is followed by details about the MacCormack [116] approach
which is a low-dissipation central scheme. A high-resolution Roe-type scheme [213, 4]
is then presented for the solution of large gradient regions. A hybrid switch is then
formulated which dynamically combines the above two schemes.
4.1 Finite-Volume Scheme
The governing equations of motion can be written in a conservative vector form as:
∂Q
∂t
+ ∇ · F = S (43)
where, Q is the state vector containing the conserved variables, F is the flux vector
through a cell surface area A, and S is the source term. This equation can be
integrated over a computational cell, as shown in Fig. 3, which encloses a constant













Figure 3: Finite volume computational cell with outwardly oriented surface normals.






F·dA and permuting the time derivative












The above expression is exact for any arbitrary cell volume shape. The time-
derivative term can be determined by assuming that the quantities of Q are the
mean value for the local control volume (V ). A similar argument applies to the
source term S. Additionally, the second integral representing the net flux out of the
control volume can be replaced by a summation. Thus, the equation for a finite










F · dAi = S,
where, the vector dAi is the surface normal vector of the cell face i. In this study,
we consider a structured grid employed such that each cell is a hexagon. The fluxes









F · dAi = S, (45)
The computational solution is now obtained by evaluating the fluxes at each cell faces
and integrating the above finite volume expression in time. Both the five-equation
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interface model as well as the LEMLES engineering model employs the same time
integration scheme following MacCormack [116]. However, the computations of fluxes
for each of the models is different.
4.2 MacCormack Time Integration
Two categories of time integration scheme are available. They are known as explicit
or implicit schemes. When a direct computation of the dependent variables at time
t + ∆t can be made in terms of quantities known at time t, the scheme is said to
be explicit. Implementation of explicit schemes is straightforward. In contrast, when
information at time t+ ∆t is used in the computation of the dependent variables the
scheme is said to be implicit in nature. This results in coupled sets of equations, and
either a matrix inversion or iterative technique is needed to obtain the solution. The
associated computational cost significantly outweighs the stability gains of an implicit
scheme. Therefore, we retain the explicit time integration as our solution method.
The MacCormack method [116] integrates Eqn. 45 with respect to time in a two-
step process. These two steps are known as the predictor and the corrector step. The
combination of the two steps leads to a scheme with a global second order accuracy
in time. These are defined as:




































Quantities denoted with a superscript (?) are evaluated using quantities at the predictor
or intermediate time-level. Both the predictor and the corrector steps use ∆t as the
time integration step and the factor 1
2
in Eqn. 46 ensures that Q(n+1) represents the
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state of the conserved variables at t+∆t. The (+) and (−) superscripts indicate that
the fluxes are to be evaluated using forward or backward differences, respectively.
The combination of the alternating directions results in a central scheme. In order
to avoid any bias caused by the forward and backward difference methods, the com-
putation of the fluxes are alternated as a function of the direction (i, j, k) and the
time-step (n).
While an explicit scheme is generally much simpler to implement, the maximum
allowable ∆t is restricted by the numerical stability and accuracy requirements. Also,
for time-accurate simulations, ∆t larger than the physical time-scale of interest is not
desirable. For simple wave equations, stability analysis can be performed to yield
restrictive conditions. However, for the Navier-Stokes equations, no analytically de-
rived stability condition is known [116]. The maximum allowable time-step based on








where, CFL is the Courant-Friedrich-Levy number (generally, on the order of unity),
V is the volume of the hexagon, |dA| is the norm of the cell surface area vector, and
vp is the propagation velocity of information (wave velocity). Physically, Eqn. 48
implies that the information cannot propagate farther than some fraction of the local
grid size in a single time-step. The grid spacing here is evaluated as V/|dA|. A single
time-step must be used for the entire computational domain. If minD stands for the
minimum value over the entire computational domain, the computational time-step






For a compressible, conducting fluid, vp can be divided into the superposition of
convective (vc), acoustic (va), diffusive (vd), and capillary (vσ) velocities (i.e., vp =
vc + va + vd + vσ). For this finite-volume algorithm, these different velocities are
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computed as,











where, c is the speed of sound, µ is the coefficient of viscosity, γ is the isentropic
exponent, Pr is the Prandtl number, ρl and ρg are the density of liquid and gas,
respectively, in a flows involving capillary interface. At room conditions, the capillary
speed is approximately (1/50) the speed of sound in air. Therefore, the sound speed
is still dominant of all propagation speeds.
4.3 Lagrangian (dispersed-phase) Time-step
Introduction of a dispersed phase into the Eulerian gas-phase flow field brings to light
new time-scales, which are to be considered for time-accurate simulations. For accu-
rate integration of the particle trajectory, its size, and temperature, the Lagrangian
time-step used for the integration of equation of motion of the dispersed phase has
to be the smallest of the various physical time-scales. At any instant, the smallest of
the following time-scales is used for particle evolution [47, 31, 137, 178], viz: (1) LES
gas-phase CFL time (∆tgas); (2) droplet velocity relaxation time (τrelax); (3) droplet
lifetime (τlife); (4) turbulent eddy droplet interaction time (τeddy); (5) droplet surface
temperature constraint time (τevap).
Droplet velocity relaxation time: The local linearized droplet equations of motion
of a particle in a uniform flow have an exact solution in terms of the droplet Reynolds





Droplet lifetime: In flows involving vaporizing droplets, to ensure that the droplet
size remains positive in a given time step, droplet lifetime is estimated based on the
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Eddy-droplet interaction time: A particle is assumed to interact with an eddy for
a time which is the minimum of eddy lifetime and the transit time for the particle to
traverse the eddy. The eddy lifetime is determined by assuming that the characteristic
size of a randomly sampled eddy is the dissipation length scale, proportional to the




and the transit time is determined from the following equation:









τeddy , ∆ > τrelax|ui − ui,d|
min(τeddy, τtransit), ∆ ≤ τrelax|ui − ui,d|
Droplet surface temperature constraint or heating time: If the boiling tempera-
ture of the fuel is very low or close to room temperature, then the droplet surface
temperature rise becomes another constraint. If the Lagrangian time-step is large,
then the droplet temperature rises abruptly, leading to an increased evaporation and
mass loading locally. This might affect the stability of the calculation. For the uni-
form temperature model, the droplet heating time is thus given by [31]:
τevap = (ρdCvdd)/(6hd)
The subscripts d in the above expressions pertain to the dispersed phase proper-
ties. The Lagrangian equation of motions are integrated in time using a fourth-order
Runga-Kutta method [180, 103].
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Figure 4: Control volume showing the flux vector (F) and cell-surface area vector
(dA) orientation in relation to the cell faces.
4.4 Central Scheme Flux Computation
In a finite volume scheme, all information is known at the center of each control
volume. However, cell-faced quantities are needed by the flux vector and therefore,
some form of interpolation technique is required to evaluate flow variables at the cell
face. The accuracy of the interpolation controls the overall spatial accuracy of the
numerical integration scheme.
A schematic of a control volume is shown in Fig. 4. For illustration purposes, a
two-dimensional example is considered. Extension to a three-dimensional framework
is straightforward. The control volume is identified by a (i, j), where i and j are
in the x− and y−directions respectively. Along with this central cell volume are its
adjoining neighbors in the i− and j−directions (i ± 1 and j ± 1) and its cell face
quantities are labelled as (i, j± 1
2
) in the j−direction and (i± 1
2
, j) in the i−direction.
Structured grid readily provides the identification of neigboring cell volumes as well
as the cell surfaces based on the (i, j) indices. Figure 4 also shows the fluxes residing
on each cell surface in the i−direction.
There are several methods available for computing the flux vectors in Eqn. 47. The
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original method proposed by MacCormack [116] considered the cell-centered values















where, Fi+1 and Fi are calculated using the cell-centered values. This interpolation
is first order accurate in space. However, since both the backward and the forward
differencing are used within one ∆t via the predictor−corrector process, the resulting
algorithm is second order accurate in space [206].
A higher-order spatial interpolation is possible and several attempts have been
made to extend the MacCormack approach. Gottlieb and Turkel [117] were the first















Nelson [133] conducted a stability analysis of this scheme, and showed that it was
strictly third order accurate and leading to a fourth order accuracy as the CFL number












(2Fi+1 + 5Fi − Fi−1)
(51)
As previously seen for the second order scheme, the combination of the two second-
order differencing with the MacCormack time integration method presented earlier
leads to an overall higher order of accuracy.
It has been practically observed that, rather than having a flux extrapolation, as
performed in Eqn. 51, computing fluxes based on extrapolated variables was more





























Such a higher-order interpolation of fluxes is available in the general solver, however
in this study we employed the original flux interpolation following MacCormack [116].
The computation of the viscous fluxes requires an evaluation of gradients of prim-
itive variables like velocity, temperature, etc., the cell boundaries. This operation is
performed using a finite-difference approach, where the order of accuracy used for the
convective terms is conserved. In the MacCormack method, the computation of the
fluxes are direction biased, therefore, the computation of the gradients also has to
be direction biased. For example, gradients in the i−direction are considered. The
i−direction derivatives are computed using either a backward or a forward formula,
depending upon the MacCormack step. The other derivatives in the transverse direc-
tions are computed using a central difference scheme with averaged values at the cell




















where, the (+) and (-) represent the forward and backward differences for the gradient
computations. No directional biasing is applied in the computation of the volumetric
source terms. Therefore, the central scheme is applied for all derivatives. This same
method is also used to compute spatial derivatives needed in the LDKM method.
The computation of local curvature at the cell center and the cell boundaries is
also needed for the five-equation interface model. We employ the gradient strategy
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Figure 5: Primary and secondary mesh for computing the local interface curvature.
of Perigaud and Saurel [148] to compute the curvature. Figure 5 shows the finite
volume mesh (or primary) in form of solid lines with four cells: i, j, k, l. A secondary
grid is constructed based on the primary mesh cell centers and is shown in form of
dashed lines with edges as ij, jk, kl, and li. Considering φ as a local volume fraction,
the value of φ on these segments is assumed to be the arithmetic average of the values
at the ends (or cell-center values of the finite volume grid). Thus, the approximation




Now to compute the gradient of φ at the secondary mesh cell-center S1 (which hap-









where, V is the cell area (volume in 3D), lk is the segment length (area in 3D), and k
is the edge number starting from 1 to 4 for ij, jk, kl, and li, respectively. Also, −→n k
is the outward normal to segment k. Thus, the gradient at the cell boundary of the









The cell-center mean curvature (κi) for the cell i then is obtained by a discrete










is the normalized volume fraction gradient such that it is zero for
|−−→∇φik| = 0. Also, the summation k is over the four segments S1S2, S2S3, S3S4, and
S4S1. Aritmetic average is then applied to obtain the curvature at the cell-boundary




4.5 Generalized Grid Coordinates
In engineering problems, geometries are rarely simple and, therefore, the grids asso-
ciated with these geometries are also not trivial. As a result, the mesh can be highly
skewed and/or highly stretched and the computational cell is often not orthogonal.
To account for these non-uniformities, modifications to the above described algorithm
becomes necessary.
The geometrical grid is transformed to a so-called computational grid which is
Cartesian and the grid spacing is equal to unity. Let the coordinates of the geometrical
grid be (x,y,z) and the coordinates of the computational grid be (ξ,η,ζ). For example,



















where, the derivatives (second-order accurate) of φ with regard to ξ, η, and ζ are
easily computed as follows. Here, ∆ξ=∆η=∆ζ=1.
∂φ
∂ξ
= φ(i+1,j,k) − φ(i−1,j,k)
∂φ
∂η
= φ(i,j+1,k) − φ(i,j−1,k)
∂φ
∂ζ
= φ(i,j,k+1) − φ(i,j,k−1)
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The forward grid transformation matrix M−1, or as it commonly known, the grid
metrics, is used to compute spatial derivatives in (x, y, z) from variables mapped onto
(ξ, η, ζ). Because derivatives are computed at each surfaces of the control volume, a set
of three grid metrics (one for each directions) is needed. Also, for volumetric source
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terms and filtered rate-of-tensor used by the LDKM method require cell-centered
derivatives. In all, a total of four different M−1 are needed.
In cases when the geometrical grid is uniform and aligned with the coordinate axis,
the metrics degenerate to an identity matrix. Then, both the grids are completely
aligned and the gradient computations shown before apply directly.
4.6 Upwind Scheme Flux Computation
In smooth regions of the flow, where the flow variables can be considered as con-
tinuous, the forementioned central scheme can be applied with any order of spatial
accuracy. This is facilitated by Taylor series expansions based on the knowledge of
the function’s value and all its derivatives at a local position. Such series expansions
allow to reconstruct the function in an increasingly large domain around that loca-
tion. However, presence of discontinuities destroys this process and in order to resolve
the non-linear behavior more physical input is required.
The introduction of the physical properties of the flow into the solution of the
discretized equations has led to the family of techniques known as “upwinding” [75].
In general, the term “upwind” applies to schemes which apply discretization that
depends on the wave propagation direction. The primary basis for taking into account
the physical properties of the equations is to prevent the oscillatory behavior in the
vicinity of the discontinuity. Such behavior is common place in all second-order central
schemes. The origin of the upwinding technique can be traced back to Courant et
al. [36] and this technique has developed into a variety of approaches such as flux
vector splitting, flux difference splitting, and other flux-controlling methods.
The flux vector splitting approach is based on the eigen-decomposition of the
hyperbolic system of equations. Specifically, the information on the sign of the eigen-
values is used to split the flux terms and directionally discretized. This was first
introduced by Steger and Warming [197]. Alternatively, properties derived from the
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Figure 6: Schematic of the Godunov scheme for a scalar variable u. The exact
resolution of the Riemann problem at the cell-interfaces is also shown in form of a
shock wave (S), a contact discontinuity (C) and an expansion fan (E).
local solution of the system of equations can be introduced into the discretization
scheme. This higher level approach, referred to as the flux difference splitting, of
introduction of physical properties into the discretization was originally proposed by
Godunov [60].
In the Godunov scheme, the flow field is considered in form of piecewise constant
states over the mesh cells at each time-step and the temporal evolution is based on the
exact solution of the Riemann problem at the cell boundaries [75]. The cell interface
separates two different fluid states UL on the left side and UR on the right side as
shown in the Fig. 6. The resulting local interaction can be exactly resolved in form of
the shock-tube (or Riemann) problem. The Riemann problem has an exact solution
generally composed of a shock wave, a contact discontinuity, and an expansion fan.
Based on this solution, flux components at the cell boundaries are then constructed.
This produces an explicit conservative scheme of first-order spatial accuracy.
The exact solution of the Riemann problem requires the resolution of a non-linear
algebraic equation leading to an iteration-type solution approach. This can be quite
time-consuming especially in cases where a 3D field is considered. A recent study by
Toro and Chou [212] has shown computing savings by a factor of about four relative
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to the use of exact Riemann solvers. To alleviate this difficulty, approximate Riemann
solutions could be considered. Approximate Riemann solvers have been developed by
Roe [172], Osher [140], and Harten et al. [70]. Several variants of these approximate
solvers have also been reported [213].
The Godunov scheme is composed of basically a three-step process [75] involving
piecewise constant approximation of the initial state, solution of the local Riemann
problem at the cell boundary, and averaging the state variables after ∆t time-step.
The first and third steps considered as a “projection” stage [220] are independent of
the second or physical step. Therefore, the projection stage can be modified without
affecting the physical evolution. This knowledge has led to the definition of second-
order space-accurate schemes. However, a straight-forward replacement of the first-
order space differences by an appropriate second-order expressions leads to oscillatory
behavior around discontinuities.
The higher-order accuracy is achieved by replacing the piecewise constant state
approximation with either a piecewise linear or a piecewise parabolic extrapolation
of a state at the cell boundary. It has been shown [75] that oscillations seen in
higher-order schemes is related to excessively large gradients used in the variable
extrapolation. Thus, the extrapolation gradients are controlled within the proper
bounds by means of non-linear correction factors, called limiters. They were first
introduced by Van Leer [219] and independently by Boris and Book [15].
The role of these limiters is to enforce the variation-bounded properties of the gov-
erning equations. These non-oscillatory properties of the Euler equations have been
listed [75] to be: the entropy condition, monotonicity, and total variation diminishing
(TVD). The entropy condition [107] is not connected to the non-oscillatory behavior
but is associated with physically acceptable solution. For example, Roe’s scheme ad-
mit expansion shock solutions and are associated with a decrease in entropy which is
not consistent with the second law of thermodynamics. These unphysical solutions
94
must therefore be rejected.
A scheme is considered as “monotone” if it does not lead to a solution with an
oscillatory behavior. The condition of monotonicity for any linear scheme can be




i+k where, all the coefficients gk need to be non-negative.
Also, it is shown by Harten [69] that monotone scheme solutions always correspond
to physically acceptable states. However, the the conservative monotone schemes for
the non-linear equations are only of first-order accuracy [75]. A weaker condition than
monotonicity is provided by the concept of total variation of a solution introduced
by Harten [70, 68]. It allows for definition of higher accuracy schemes generating
solutions without overshoots at discontinuities. This condition is more general than
monotonicity, however it does not ensure the satisfaction the entropy condition. The
total variation (TV) in x of a discrete solution to a scalar conservation law is given by
TV (u) =
∑
i |ui+1−ui|, and the scheme is said to be TVD if the following is satisfied:
TV (un+1) ≤ TV (un).
The first extension to higher order reconstruction satisfying the above conditions
is due to [221] in the development of the Monotone Upstream Centered Schemes for
Conservation Laws (MUSCL) scheme. In this approach, instead of having piecewise
constant variables, a reconstruction procedure is used, that gives piecewise linear
data towards each interface, thus leading to an improved spatial accuracy. A further
higher order of accuracy is gained in the Piecewise Parabolic Method (PPM) approach
following Colella and Woodward [35], in which the data are re-constructed using
quadratic interpolation of the variables along each cell interface.
In the present study, we retain the approximate Roe-type Riemann solver for com-
puting an approximate Riemann solution and the associated flux at the cell boundary
following Allaire [4]. This is primarily done to reduce the computational load for cap-
turing a discontinuity in the flow field, especially in 3D applications. Also, Roe solver
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Figure 7: Piecewise linear representation of a scalar variable U within each cells
following the MUSCL approach.
is exact on isolated contact discontinuities. In addition, a higher order spatial accu-
racy is achieved by employing the MUSCL approach with a minmod limiter for the
variable extrapolation. This variable extrapolation process is applied to the primi-
tive set of variables [α1ρ1, α2ρ2, u, v, w, P, α1]
T . The five-equation interface model also
contains a transport equation for the gas volume fraction which has to be discretized
in accordance to the Abgrall’s condition [1] of pressure and velocity uniformity at
the liquid/gas interface.
4.6.1 MUSCL Approach
A piecewise constant approximation of state variables on the cell boundary limits the
spatial accuracy of the scheme to first order. Hence, a linear approximation of the
solution on each cell leads to second order of accuracy. This was first introduced in
form of a Monotone Upstream Centered Schemes for Conservation Laws (MUSCL) by
Van Leer [221]. The main idea behind this method is construct a linear extrapolation
of a variable towards the cell boundaries using both the cell value and the information
in the neighboring cells. The MUSCL approach was applied by Génin and Menon [58,
57] in the context of shock-turbulence studies. Here, we apply the same technique to
capture discontinuities present at the material interface.
Consider a cell i with cell center (or averaged) value of U−variable as Ui. Within
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that cell, a linear profile can be constructed to give the variation of U as a function
of the distance from the cell center location (xi) as: U(x) = β(x − xi) + Ui. The
piecewise linear distribution so obtained have to average out to the cell center values.




] and a linear combination of the derivatives of the U−variable
leads to the extrapolated values as:




(1 − κ) ∆+i−1/2(U) + (1 + κ) ∆−i+1/2(U)
]
URi+1/2 = Ui+1 − ε4
[
(1 + κ) ∆+i+1/2(U) + (1 − κ) ∆−i+3/2(U)
] (56)
where, ε is a coefficient that can be set to 0 in order to get the piecewise constant
field with first-order spatial accuracy. This case leads to the original Godunov ex-
trapolation. For higher order spatial accuracy, ε = 1, and the differencing ∆•i−1/2(U),
where • = +/−, is approximated as a centered difference:
∆+i+1/2(U) = ∆
−
i+1/2(U) = ∆i+1/2(U) = Ui+1 − Ui (57)
The interface values can now be constructed based on a combination of the back-
ward nad forward extrapolations depending on the value of κ. For κ = −1, a linear
one-sided extrapolation at the cell boundary is obtained:




URi+1/2 = Ui+1 − ε2 (Ui+2 − Ui+1)
(58)
based on the two upstream and two downstream cells leading to a second-order fully
one-sided scheme. Similarly, for κ = 0, the boundary value is approximated by a
linear interpolation between one upstream and one downstream cell. A third-order
accurate space discretization can be obtained by κ = 1/3 which generates a parabolic
representation. Finally, with κ = 1, the cell boundary values are the arithmetic mean
of the adjacent cell values and the upwind character is lost. This corresponds to a
central scheme.
This representation of the higher-order extrapolation does not necessarily prevent
oscillations in the vicinity of a discontinuity. The primary reason for this undesirable
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behavior is the excessively large gradients employed in the extrapolation. Non-linear
correction factors, also called limiters, are employed to limit the gradients within
proper bounds. This also ensures the property of total variation. The difference
relations in Eqn. 57 must be limited as:
∆+i+1/2(U) = lim (∆i+1/2(U),∆i+3/2(U))
∆−i+1/2(U) = lim (∆i+1/2(U),∆i−1/2(U))
(59)
and the limit functions ensure monotonicity of the solution. Another classical notation
















where, φ is the so-called limiter. Using these relations in Eqn. 56, the extrapolation
then reads:




(1 − κ)φ(r+i−1/2)(Ui − Ui−1) + (1 + κ)φ(r−i+1/2)(Ui+1 − Ui)
]
URi+1/2 = Ui+1 − ε4
[
(1 − κ)φ(r−i+3/2)(Ui+2 − Ui+1) + (1 + κ)φ(r+i+1/2)(Ui+1 − Ui)
]






i+3/2, one can rewrite the
same set of equations in the following form:









URi+1/2 = Ui+1 − ε4
[






The TVD formulation of the variable extrapolation – MUSCL – method is now
completely defined after a limiter function is chosen. Several limiters have been pro-
posed in the past and have been applied to a variety of flow configurations. Following
is a list of most often used [75]:
Minmod Limiter:
The Minmod function is defined as the function that selects the number with the
smallest modulus from a series of numbers when they all have the same sign, and
zero otherwise. For two arguments:
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minmod(x, y) = sgn(x) ·max[0, min(|x|, sgn(x) · y)] (62)












with β = 3−κ
1−κ (64)
Superbee Limiter:
Roe [173] proposed the following limiter known for excellent resolution properties for






It is interesting to note that the Minmod and Superbee limiters are part of a family





1 ≤ β ≤ 2 (66)
where, the Minmod corresponds to β = 1 and the Superbee corresponds to β = 2.
Monotonized Central Limiter:



















indicating that forward and backward gradients are treated in the same way. Also,
all these limiter functions satisfy the TVD property ensuring that the numerical
scheme is monotonicity preserving. In addition, when using a limiter that satisfies
the symmetry condition, Eqn. 61 can be simplified and re-written as:
99
Figure 8: Gradient violation in the reconstruction of a scalar variable U following
the MUSCL approach.








The above expressions are devoid of the coefficient κ originally used in the MUSCL
approach. This is due to their cancellation when symmetric limiters are used. Overall,
a second-order spatial accuracy is obtained with the above TVD preserving variable
extrapolation.
The TVD approach presented above ensures the variable reconstruction at the
cell boundary will lead to a monotonic field extrapolated variables. However, there
is one more instance that may lead to a non-monotonic field and need to be checked.
This instance is related to the sign of the gradient of the reconstructed variable.
Gradient of the reconstructed variable:
The monotonicity of the field, as expressed previously, ensures the following at the
cell boundary (i+ 1
2
):
max(Ui, Ui+1) ≥ ULi+ 1
2
≥ min(Ui, Ui+1)




However, this does not ensure that the gradient of the reconstructed variable also
varies monotonically. Figure 8 shows an instance where the extrapolated variable
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satisfies the monotonicity condition, however the gradient shows an oscillatory be-





) < 0 leading to a change in the
sign for the gradient at the cell boundary. This condition has to be checked after the
extrapolation at the cell boundary is performed. In such cases, the left and the right




















It can be observed that the adjusted left and right states preserve the monotonic-






lie between the cell-center values of the
neighboring cells.
4.6.2 Roe-type Approximate Riemann Solver
The approximate Riemann solver developed by Roe [172, 173] is based on a character-
istic decomposition of the flux differences while ensuring the conservation properties
of the scheme. The approach relies on extending the linear wave decomposition [75]
to non-linear equations.
The exact Riemann problem can be characterized as:
Ut + F(U)x = 0 (72)
with the following initial conditions: U(x, 0) = UL if x < 0 and U(x, 0) = UR if
x > 0, where x is the cell boundary location and the subscripts L and R are the
left and the right states across the cell boundary, respectively. Here, U is a vector of
conserved variables and F(U) represents the flux vector. The exact Riemann solution
wave structure consists of a shock wave, a contact discontinuity, and an expansion
fan as was shown previously.
Roe [172, 173] solved the Riemann problem in Eqn. 72 approximately by intro-
ducing the Jacobian matrix A(U) = ∂F/∂U such that the equations can be written
as: Ut + A(U)Ux = 0. The approximation arises by replacing the Jacobian matrix
by a constant Jacobian matrix such that:
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Ã = Ã(UL,UR) (73)
as function of the left and right states. The original non-linear partially differential
equation in Eqn. 72 is replaced by:
Ut + ÃUx = 0 (74)
which is a linear system with constant coefficient matrix (Ã). The resulting approxi-
mate Riemann problem is then solved exactly with the initial data of the exact prob-
lem. The Roe Jacobian matrix is sought satisfying the following properties [213, 75]:
• Property (1): Hyperbolicity of the system. This implies that Ã must have real
eigenvalues with linearly independent eigenvectors.
• Property (2): Consistency with the exact Jacobian matrix: Ã(U,U) = A(U)
for Ui = Ui+1 = U.
• Property (3): Conservation across discontinuities:
F(UR) − F(UL) = Ã(UR − UL)
The construction of matrices satisfying the above properties for general hyperbolic
systems of equations can be very complicated [213]. However, for the specific case
of the Euler equations, Roe [173] proposed an approach of constructing the constant
matrix. Roe and Pike [173] suggested a simpler approach whereby the explicit con-
struction of the constant matrix is avoided.
Once the Roe Jacobian is defined and its eigenvalues and eigenvectors are avail-
able, the approximate Riemann problem in Eqn. 74 is solved by a application of
methods [213] pertaining to linear hyperbolic systems. The approximate Riemann
solution at the cell boundary is given by:
Ui+ 1
2











where, λi, ςi, and ri are the i−th eigenvalue, wave strength, and corresponding right
eigenvector of the Roe matrix, respectively. The second term on the right-hand side
of the above expressions represents [75] the variations of the conservative variables as
a sum of simple waves ri with amplitudes (or wave strengths) ςi. The corresponding












where, n is the total number of eigenvalues of the Roe matrix. The summation on
the right-hand side represents the dissipative part of the Roe numerical flux. Here,
flux states FL = F(UL) and similarly FR = F(UR).
Roe [172] observed that the column vectors of the state variables and the cor-
responding fluxes can be expressed as quadratic function of the variable Z such
that: U = U(Z) and F = F(Z). Further, the changes in these vectors can also
be expressed in terms of the change ∆Z = ZR − ZL such that: ∆U = B̃∆Z and
∆F = C̃∆Z. Finally, the Roe matrix is obtained by consolidating the expressions as:
∆F = (C̃B̃−1)∆U and comparison with the third property results in the averaged
matrix as: Ã = C̃B̃−1.
It was also observed by Roe [172] that the averaged matrix (Ã) was identical
to the Jacobian matrix (A) with the variables are replaced by an average weighted
by the square root of the densities. This was the engenious choice of the parameter
vector (Z) that simplified the construction of the Roe matrix. Roe and Pike [173] have
shown that these averages are the unique choice satisfying the forementioned three
conditions on the Roe matrix. It was also noted that this result remains unchanged
for multi-dimensional field. Thus, the advantages of iteration-free evaluation of the
flux at the cell boundary and a simplified algorithm structure for multidimensional
flows justifies the selection of this approach.
We now define a Roe-type linearization for the five-equation interface model in
Eqn. 10. Allaire [4] has noted the quasi-conservative nature of the model due to
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the presence of non-conservative volume fraction transport equation. Abgrall [1]
have shown that the strong conservative character of the system of equations must
be relaxed in order to retain good stability properties in the vicinity of the material
interface. Following Allaire [4], a variant of the Roe’s scheme is used which, instead of
requiring a linearization of the pressure jump, it relies on the definition of an average
sound speed at the cell boundary. This procedure enables the scheme to be applied
to any type of fluid with general equations of state. More details in this regard is
reported elsewhere [4].




















where, a is any vector or scalar quantity weighted-averaged by the square-root of the
density in the left and right state. Also, jump in quantity a in form of ∆a = aR−aL is
noted. Based on the discussion above, the Roe matrix must have the same structure
as the Jacobian matrix of Eqn. 14 for a set of quasi-conservative variables (W). The
Roe matrix in x−direction is given by Ã(W):


u∗y∗2 −u∗y∗1 y∗1 0 0 0 0
−u∗y∗2 u∗y∗1 y∗2 0 0 0 0








−u∗v∗ −u∗v∗ v∗ u∗ 0 0 0
−u∗w∗ −u∗w∗ w∗ 0 u∗ 0 0









+ 1) Ω∗u∗ + σκ∗u∗
0 0 0 0 0 0 u∗








/ξ∗ ensures that the Roe mar-
tix is diagonizable [4] with eigenelements given by Eqn. 15. The subscripts ∗ in-
dicate values represent weighted averages such that: u∗ = u, v∗ = v, w∗ = w,
y∗i = yi, and H













Similarly, the Roe matrix in the y- and z-directions, respectively, are given as:


v∗y∗2 −v∗y∗1 0 y∗1 0 0 0
−v∗y∗2 v∗y∗1 0 y∗2 0 0 0
−u∗v∗ −u∗v∗ v∗ u∗ 0 0 0










−v∗w∗ −v∗w∗ 0 w∗ v∗ 0 0









+ 1) Ω∗v∗ + σκ∗v∗





w∗y∗2 −w∗y∗1 0 0 y∗1 0 0
−w∗y∗2 w∗y∗1 0 0 y∗2 0 0
−u∗w∗ −u∗w∗ w∗ 0 u∗ 0 0
−v∗w∗ −v∗w∗ 0 w∗ v∗ 0 0



















+ 1) Ω∗w∗ + σκ∗w∗
0 0 0 0 0 0 w∗


As is noted by Allaire [4] that explicit values of ξ∗, δ∗i , and Ω
∗ can be found for
perfect gases, however this is not the case for a general equation of state. Hence, the
existence of ξ∗, δ∗i , and Ω
∗ is assumed. The choice of ξ∗ = ξ and δ∗i = δi following
Allaire [4] is retained in this study.
If the surface tension coefficient (σ) taken equal to zero, the above Roe matrix
reverts back to that of Allaire [4]. This shows that the presence of surface tension
does not alter the Euler eigenstructure. We also observe the presence of local interface
curvature κ∗. This term was assumed to be frozen at a given point and a given
time. Therefore, κ∗ = κ is considered as it derives its value without Roe averaging
procedure. Similarly, the surface tension coefficient is assumed to be an independent
constant not affected by the averaging.
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For the above Roe matrix, the eigenvalues and eigenvectors of the corresponding
Jacobian matrix apply. We are now interested in deriving the dissipative flux compo-
nents corresponding to the Roe numerical flux in Eqn. 75. Various coefficients like ξ∗,
δ∗i , and Ω
∗ appear in the Roe matrix, however it is possible to write the dissipative
flux components such that these coefficients cancel out and only the average sound
speed remains. Using the wave strengths (ςi(W)) and the right eigenvectors (ri(W))





The coefficients Ω∗ and δ∗i only appear in the right eigenvectors corresponding to the
eigenvalue λj = u where, j ∈ [2, 4]. Writing out the partial sum as:
4∑
j=2





(ū)2 + (v̄)2 + (w̄)2
2
] − (Ω∗ + σκ)ξ∗ς4 + v̄ς5 + w̄ς6 + ς2δ∗1 + ς3δ∗2
]




(ū)2 + (v̄)2 + (w̄)2
2
]∆ρ+ ∆(ρε) − H̄
(c∗)2
[∆P + σκ∆α1] + ρv̄∆v + ρw̄∆w
]
(79)
and is observed to depend only on the average sound speed c∗. The resulting dissi-
pative flux for the first six components can be given as:
R1 = |ū− c∗|ς1ȳ1 + |ū|ς2 + |ū+ c∗|ς7ȳ1
R2 = |ū− c∗|ς1ȳ2 + |ū|ς3 + |ū+ c∗|ς7ȳ2
R3 = |ū− c∗|ς1(ū− c∗) + |ū|(ς2 + ς3)ū+ |ū+ c∗|ς7(ū+ c∗) (80)
R4 = |ū− c∗|ς1v̄ + |ū|[(ς2 + ς3)v̄ + ς5] + |ū+ c∗|ς7v̄
R5 = |ū− c∗|ς1w̄ + |ū|[(ς2 + ς3)w̄ + ς6] + |ū+ c∗|ς7w̄
R6 = |ū− c∗|ς1(H̄ − ūc∗) + |ū|B + |ū+ c∗|ς7(H̄ + ūc∗)
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where, R = [R1, R2, R3, R4, R5, R6, R7]
T is the dissipative flux vector of the Roe nu-
merical flux in the x−direction. Similar expressions arise for the other two directions.
Also, the wave strengths ςi(W) and B were defined previously. The seventh com-
ponent (R7) is not considered as the gas volume fraction equation is integrated in a
non-conservative mode (to be discussed later).
Roe’s approximate Riemann solver admit expansion shock solutions and are as-
sociated with a decrease in entropy which is not consistent with the second law of
thermodynamics. The reason [75] behind this inconsistent situation is that the Roe’s
scheme does not see the sonic point. For the case of a sonic point within the left and
right state interval, the Roe’s scheme connects the two states by a direct, discontin-
uous jump. Hence, to alleviate this difficulty, an additional flux contribution can be
introduced when an expansion through a sonic point is detected. This approach was
proposed by Roe and Pike [173]. Alternatively, Harten and Hyman [70] advocated a
technique to avoid the expansion shock. They suggested introducing a local expan-
sion fan in the approximate Riemann solution when an expansion through a sonic
point is detected. This approach is employed in the current study. The modulus of












if |λ| < η.
where, the quantity η is derived on the basis of:
η = max [0, (λ− λL), (λR − λ)]
Here, λ is the eigenvalue evaluated at the cell boundary based on the above weighted
averages. The subscripts L and R represent left and right states, respectively. The




The time integration of the overall upwind scheme encompasses an update to the con-
servative part of the quasi-conservative scheme in Eqn. 10 as well as non-conservative
transport of the gas volume fraction.
Advection approach for the gas volume fraction:







where, α1 is the gas volume fraction and uj is the mixture velocity. This equation
can also be thought of as a supplementary transport equation enabling the closure
of the mixture EOS. Also, consideration of this transport equation in lieu of individ-
ual advection of each EOS parameter makes the number of equations in the model
independent of the EOS. This has been shown by Allaire [4].
The discretization of the non-conservative transport equation is based on the
condition of Abgrall [1] and Karni [92]. This condition states that if the material
interface evolves under uniform pressure and velocity conditions, both the pressure
and velocity must remain uniform at all times.
























is the Roe average of u between the cells i and i+1 and u± = (u±|u|)/2.
Here, ∆t is the time-step and ∆x is the mesh spacing.
Similarly, a second-order spatially accurate scheme can be designed based on the











and to apply a second-order scheme for the conservative part (second term) together






























is the conservative flux update and ri± 1
2
is the non-conservative correction.
The flux and the correction term on the (i+ 1
2









































[fik − (α1)ni rik] dAik (88)
where, Vi is the i−th cell volume, dAik is the cell face area, and the summation index
k runs from one to six cell faces. Also, fik is the conservative flux on the k−th cell
face and the corresponding non-conservative correction is represented by rik. The
predictor− corrector approach in Eqn. 46 for the time integration is then applied to
the gas volume fraction advection.
Conservative flux treatment:
The five-equation interface model in Eqn. 10 is a quasi-conservative system of equa-
tions containing conservation relations for the mass of each phase k, mixture mo-
mentum, and mixture energy. The seventh equation of gas volume fraction transport
forms the non-conservative aspect of Eqn. 10 as discussed above. Here, we summa-
rize the flux components of the conservative part and discuss the treatment of surface
tension tensor.
We define the subset of the six conserved variables as: Q = [α1ρ1, α2ρ2, ρu, ρv, ρw, ρE]
T
such that W = [Q, α1]
T . The last item is the gas volume fraction. The system of














where, the flux vectors F, G, and H represent components in x, y, and z directions,
respectively. The source vector is of the form: S = [0, 0, ρgx, ρgy, ρgz, ρgiui]
T . The








































where, the usual notation of ρ, u, v, w, H, P apply in form of mixture quantities.
Phase-specific αk and ρk represent volume fraction and density, respectively. The
gravitational components ~g = [gx, gy, gz] in conjunction with mixture density form the
source term. The viscous stress tensor is given by τij = 2µ[Sij − 13Skkδij] where, Sij is
the strain rate and µ =
∑
k αkµk is the mixture viscosity. The capillary term involves
the gas volume fraction gradient vector defined as: ~m =
−−→∇α1 and σ is the surface
tension coefficient. The volume fraction gradient vector is specific to the cell face or
boundary where the flux is evaluated. A corresponding normalized volume fraction
gradient vector can be considered as: ~n = ~m/| ~m|. Based on this, the capillary tensor
components are then given as: ψij = δij − ninj where, nk is the k−th component of
the vector ~n.

































































uψzx + vψzy + wψzz


here, ~m is the volume fraction gradient vector specific to the cell face or boundary
where the flux is evaluated.
It is important to emphasis here that the five-equation interface model is solved
directly without invoking LES. And therefore, no closure or filtering terms appear in






























where, Vi is the i−th cell volume, dA is the cell face area, Si is the i−th cell
source term, and ∆t is the time-step. In the summation, the variable l takes on
the value of l = 1 and l = −1 for cell faces on either sides of the cell center. The
predictor− corrector approach in Eqn. 46 for the time integration is then applied to
the conservative update.
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where, n is the total number of eigenvalues of the Roe matrix. The summation term
on the right-hand side is evaluated as the Roe dissipation vector R in Eqn. 77 whose
components were also computed (see Eqn. 80). Similar process can be applied to
compute the fluxes in the other two directions. It must be noted that the left and
right states for the fluxes, excluding the viscous part, is obtained using aforementioned
MUSCL approach based on the primitive variable extrapolation. The Roe solution is
based on the Euler equations plus the capillary effects. Therefore, the viscous fluxes
are added to the summation in Eqn. 90 after the Roe flux is computed.
4.7 Hybrid Switch
The basic premise behind a hybrid scheme is to apply an algorithm that is known
(a−priori) to be best suited for a region in the flow field. Also, in flows involving mov-
ing discontinuities, a dynamic “switching” mechanism is part of the hybrid scheme.
It is well-known that upwind schemes perform well in capturing discontinuities in
the flow field. However, in addition to high computational cost associated with the
resolution of large gradients, they are not suited [213, 58] to resolving unsteady shear
regions, e.g., recirculation region behind a moving liquid drop. This is primarily due
to relatively large dissipation present in upwind schemes. On the other hand, central
schemes work well in smooth flows involving unsteady shear and turbulence activity.
But they produce large dispersion errors in the event of a discontinuity. Therefore, a
hybrid approach is designed to retain advantages of each scheme in different parts of
the flow field and enabling the combined scheme to resolve diverse effects.
Studies have been reported in the past that deal with blending different schemes
based on a dynamic evaluation of a blending parameter. In this technique, the flux
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considered at the cell boundary takes a weighted average of fluxes from different
schemes. Harten and Zwas [71] suggested the blending parameter based on the ve-
locity difference of adjacent cells across a boundary. Other techniques have also been
reported that relies on switching schemes from cell to cell based on the local flow
conditions. Again, a dynamic switching function is developed to determine which
scheme to apply. However, definition of the switching function has varied widely.
In this study, we follow a hybrid scheme developed by Fryxell and Menon [52] to
selectively apply the upwind method in the vicinity of the liquid/gas interface. Fryxell
and Menon [52] employed a measure of smoothness similar to the one proposed by
Löhner in the context of adaptive mesh methods. The main concept is to compare
the relative magnitude of the second derivative of a given variable Q to its first






|Ql+1 − 2Ql +Ql−1|
|Ql+1 −Ql| + |Ql −Ql−1|
(91)
where, Q is any flow variable of interest, l is a computational index for any direction
(l = i, j, k). To prevent switching due to numerical noise, the above parameter was
set to zero if either the numerator or the denominator divided by Ql is less than 0.01.
In case the smoothness parameter exceeds some threshold, typically 0.5, the upwind
scheme was used in order to compute the fluxes at the cell boundary. Fryxell and
Menon [52] applied this technique to bridge the Piecewise Parabolic Method (PPM)
and a MacCormack-based central scheme. They applied this technique to Richtmyer-
Meshkov instabilities in multi-dimensions and showed that the approach was able to
capture growth of small perturbations leading to a noticeable effect on the flow field.
Genin and Menon [58] extended the above concept to LES and later [57] evaluated




|Ql+2 − 3Ql+1 + 3Ql −Ql−1|
|Ql+2 − 2Ql+1 +Ql| + |Ql+1 − 2Ql +Ql−1|
(92)
where, l is a computational index for any direction. The formulation at the cell
boundary helps in reducing the extent of the switching region as the evaluation of
the smoothness parameter is at the same location as the solution of the Riemann
problem. Both the above formulations employed pressure and density as the vari-
ables for computing the smoothness parameter. The emphasis for using the pressure
is to capture compression wave discontinuity, whereas, the density can be used to
detect a contact discontinuity. The switch is then constructed taking into account
the maximum of the two values. These aspects are retained in the current study.
In addition to the compressive and convective effects, the present flow configura-
tion also involves a material interface. In light of Abgrall’s condition [1] of pressure
and velocity uniformity across the material interface, a smoothness parameter based
on the pressure will not yield an upwind flux in the interface vicinity. However, there
is a density change across the interface and a switch based on density is expected to
provide a dynamic switching. In addition, for cases involving low density ratios and
excessively diffused interface zones, the density-based smoothness parameter does not
guarantee upwind flux implementation.
Alternatively, information regarding the material interface itself in form of phasic
volume fraction can be used. Two scenarios are possible. In the first scenario, the vol-
ume fraction can be used directly to evaluate the smoothness parameter. In the other
case, the interface curvature (or alternatively volume fraction gradient) is observed
to be non-zero in the interface region and can be exclusively used to set the upwind
flux. Both these scenarios have been observed to produce similar results. Therefore,
volume fraction gradient in combination with the pressure and density, a switching
logic is developed. The logic has the same framework as above with noise cancellation
limited by 0.02 cutoff and threshold of 0.5 for the smoothness parameter based on
density and pressure. In addition, the a non-zero curvature exclusively invokes the
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upwind flux computation.
In multi-dimensions, the implementation of the switching logic takes the maximum
value of the smoothness parameter for each coordinate direction. For example, if the
an upwind flux on the i-th face is used, then the same upwind scheme is applied
on the other two flux directions of the cell. The conserved quantities are updated
by inserting the appropriate fluxes into the MacCormack time integration seen in
equations (46) and (47). For cell faces which use the upwind scheme, the same flux
is used for both the predictor and corrector steps.
4.8 Boundary Conditions
The purpose of boundary conditions is to provide information on flow variables at
the domain boundaries and such a specification is essential in the solution of partial
differential equations such as the Navier-Stokes equations. These boundary condi-
tions for fluid dynamic applications can be categorized as no-slip or wall, adiabatic,
isothermal, periodic, inflow, and outflow conditions.
In a subsonic field, due to the elliptic nature of the flow, both inward and outward
propagating waves in relation to the computational domain are experienced. The
outward propagating waves have their behavior defined by the solution interior to
the boundary. Whereas, the inward propagating waves depend on flow conditions
exterior to the computational domain and therefore, require boundary conditions to
completely specify their behavior. Hence, for both inflow and outflow boundaries,
a reduced set of governing equations, recast into characteristic form normal to the
boundary are solved simultaneously with the interior domain solution procedure.
4.8.1 Characteristic Boundary Conditions
The derivation of the boundary conditions in this study follows the work of Poinsot
and Lele [154]. In this section, a general set of equations is derived for a viscous,
three-dimensional LES equations including the subgrid kinetic energy. The method
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is then applied to inflow and outflow boundary condition in the next section.
In the case of five-equation model, the derived inflow and outflow boundary con-
ditions can be used by disregarding the filtered aspect of variables appearing in the
expressions. The primary limitation of the current boundary condition formulation
when applied to the case of interface problems is that either pure liquid or gas can be
considered moving through the boundary. No such limitation applies to point-volume
approach used for the dispersed phase in conjunction with LES.
The technique used in the derivation of the boundary conditions is based on
the characteristic analysis of the different waves crossing a domain boundary. This
approach is valid in any hyperbolic system of equations. Using this analysis [154],
to modify the hyperbolic terms, the governing LES equations can be recast into the
































































(ρ̄Ẽ + p̄)ũ2 +
∂
∂x3







































+ P sgs −Dsgs
∂ρ̄Ỹm
∂t














+ ˜̇wm; m = 1, Ns
The above formulation assumes that the boundary conditions are derived for bound-
aries located in the x2−x3 plane such that the derivatives in the x1 direction (denoted
as d̃i) are unknown and need to be modelled. The d̃i’s in the above equations are
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where, c̄ is the speed of sound defined as:
√
γR̃T̃ . Also, λ1 and λ5 are the velocity
of the sound waves in the positive and negative x1-direction; λ2 is the convection
velocity (the speed of the entropy wave), λ3, λ4, λ6 and λ6+m are the velocity at
which ũ2, ũ3, k
sgs and Ỹm are advected in the x1-direction, respectively.
The analysis of Poinsot and Lele [154] provides Local One-Dimensional Inviscid
(LODI) relations. This approach is used to infer values of the wave amplitude varia-
































+ L3 = 0
∂fu3
∂t
+ L4 = 0
(94)
Based on the above set of characteristic wave equations and their amplitudes, different
boundary conditions can be computed and this is discussed next.
4.8.2 Subsonic Inflow BC
In our LES study, u1, u2 and u3 as well as the temperature T are imposed at the
inflow boundary. This case is typical of LES of turbulent reacting flows, where we
wish to control the inlet shear and introduce flow perturbations. For a subsonic,
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three dimensional, Ns−species reacting flow, five+Ns characteristic waves enter the
domain; namely L2, L3, L4, L5, L6 and L6+Ns . L1 exit the domain at λ1=u1 − c.
The density ρ (and as a result pressure p) has to be determined from the local flow
conditions.
The amplitude of L1 is found from the interior of the domain, whereas, the ampli-
tude of the entering waves should be specified. By imposing the velocities (u1, u2, u3,
and temperature T ), momentum and energy equations are eliminated, and only the
continuity equation remains. In the continuity equation, d̃1, is found based on L5
and L2. These are then are found in terms of L1 (or leaving wave amplitude) as:































T̃ (t+ ∆t) − T̃ (t)
∆t
(97)












and the density is updated as:
dρ = −d1 ∗ ∆t (99)
In this case, L3 and L4 are not needed.
4.8.3 Subsonic Outflow BC
In case of a subsonic outflow, using perfectly non-reflecting (no incoming waves into
the domain) boundary condition might lead to an “ill-posedeness” of the problem as
is shown by Rudy [174] and Poinsot and Lele [154]. For the problem to remain well-
posed, the pressure at far-field, p∞, must be added to the boundary condition. This is
done by linking the incoming wave amplitude to the pressure difference p− p∞. This
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correction to the non-reflecting boundary treatment makes it partially reflecting [154]
and thus controls the mean pressure in the flow domain.
All the characteristic wave amplitudes, except for L1, are known since they are
leaving the domain. The only unknown is L1 is found from the pressure at far-field
as:




where, M is the maximum Mach number in the domain and L is the characteristic
length of the domain, c̄ is the speed of sound and ψ is the reflection coefficient which
sets the amplitude of the reflected waves and is chosen [178] to be 0.15 for this study.




The two-phase flow model capabilities are illustrated in this chapter for various physi-
cal problems involving (i) surface-tension, (ii) viscous effects, and (iii) gravity. Numer-
ical tests are carried out to validate the method for capillary, dissipative, buoyancy
effects and their combination. Several test problems in multi-dimensions (2D/3D)
are examined: (1) Laplace pressure differential or static drop in equilibrium, (2) De-
formed drop oscillations, (3) Bubble rise in a liquid bulk, (4) Drop creation under
gravity effects, and (5) Drag force over an isolated droplet. For these tests, computed
results are compared to analytical/experimental data. Finally, we illustrate the abil-
ity of the method for complex problems involving coupled effects. In particular, two
cases of colliding drops are presented.
The choice of cases as well as their conditions were primarily based on past stud-
ies. Specifically, cases of static drop in equilibrium and deformed drop oscillations
represent standard validation test cases for interface formulations typically reported
in the literature. Also, the choice of similar parameters enable us to directly com-
pare current results. Moreover, test cases of bubble rise and gravity-induced drop
creation involve complex interface dynamics and are compared directly with similar
past efforts. The liquid drop drag as well as binary drop collision cases are studied
at realistic dimensions and parameters to illustrate the algorithm capability to study
physical processes driving the interface motion. Overall, in all test cases the relevant
dimensionless parameters selected are within the range of interest and applicability.
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5.1 Static Drop in Equilibrium
A standard test case for validating two-fluid interface formulations is to consider a
static liquid drop in equilibrium and evaluate the pressure jump across the curved
interface. It is a well-known fact [16] that surface-tension causes a static liquid drop
to become and remain spherical. In absence of external forces and initial velocities,
the exact pressure jump across the interface was quantified by the Laplace-Young law
and is given by [56]:
∆P = σ(κ1 + κ2) (101)
where, ∆P is the theoretical pressure jump, σ is the surface- tension coefficient, and κ1
and κ2 are the main local interface curvatures. In two-dimensions (2D), the pressure
jump simplifies to σκ. The exact curvature is given by κ = 1/R, where R is the initial
drop radius.
In the 2D test case, we consider a liquid cylinder in a 1mx1m square domain with
an initial radius of R = 0.15m and centered at (0.5, 0.5)m location. All sides of the
domain are considered as periodic boundaries. The liquid cylinder is filled with fluid,
whose thermodynamic parameters are γl = 2.4 and P∞,l = 10
7 Pa, and is surrounded
by air, with γg = 1.4 and P∞,g = 0 Pa. The flow is initially quiescent at atmospheric
pressure. The density (ρl/ρg) and viscosity (µl/µg) ratio considered are 100 and 1.0,
respectively, and the surface-tension coefficient is 200 N/m with resulting Laplace
number (La = 2Rσρ/µ2) of 6000. Under these conditions, the exact pressure jump
based on the Laplace-Young law is: ∆P = 1333.34 Pa. From a numerical standpoint,
the pressure inside and outside the drop are built on basis of an averaging procedure
depending on a limit value for the liquid volume fraction (αl). The average pressure







where, pi,j is the time-averaged pressure obtained from the simulation and the sum
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Grid 2R/∆x ∆PNUM , Pa L2 TPS (s)
64×64 19.2 1326.3 8.956×10−2 0.023
128×128 38.4 1350.7 4.702×10−2 0.099
256×256 76.8 1334.9 2.566×10−2 0.471
Table 2: L2 error norms, computed pressure jump, and computational time-per-step
(TPS) as a function of three grid sizes for Laplace 2D test case. Here, ρl/ρg=100
and La=6000.
is over the Ncells lying within the drop that have αl > 0.9. Similarly, for the pressure
outside the drop. The difference between the pressures inside and outside the drop
gives us the computational pressure jump: ∆PNUM = Pl−Pg across the drop interface.
The resulting value is then compared with the theoretical pressure jump. Another







where, PTH(= ∆P + PATM) is the analytical pressure inside the drop and the sum
is over the Ncells lying within the drop that have αl > 0.9. The variation of L2 for
different grid sizes give a measure for the numerical convergence and accuracy.
The computations have been performed for three grids sizes ranging from very
coarse (64x64) to fine (256x256). The computational mesh is uniform with ∆x=∆y=1/N ,
where N is total number of cells in one direction. The results are time-averaged for
approximately 15 capillary time-scales (τCAP = 2Rµl/σ) and are shown in Table 2 as
a function of grid sizes for the 2D test case. Alternatively, the results can be consid-
ered as a function of mesh spacing (2R/∆x) indicating the number of cells resolving
the drop. Average pressure jump across the interface is well captured and is within
2% of the analytical value. L2 error norms are observed to decrease with increase
in grid resolution indicating a mesh convergent algorithm. Also, to ascertain com-
putational cost of each mesh size, average time-per-step (TPS) is tabuled indicating
a four-fold increase in computational cost with four-fold increase in overall grid size.
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In this case, same number of processors were used for all three cases. The solver is
observed to scale linearly (≈ 0.85, 1.0 being perfect scaleup) with increase in overall
mesh size.
In the 3D test case, we similarly consider a liquid sphere in a 1m cube domain with
an initial radius of R = 0.15 m and centered at (0.5, 0.5, 0.5) m location. The liquid
and gas thermodynamic parameters and boundary conditions are the same as in the
2D test case. The flow is initially quiescent at atmospheric pressure. Under these
conditions, the exact pressure jump based on the Laplace-Young law is: ∆P = 2666.67
Pa. Recall that in 3D the effective curvature is the sum of curvatures in two orthogonal
directions along the interface. Therefore, the pressure jump is twice that of 2D case.
The computations have been performed for similar grids sizes as seen in 2D cases.
The results are time-averaged for approximately 15τCAP and are presented in Table 3
as a function of grid sizes. Average pressure jump across the interface is observed to
be well-captured and is within 3% of the analytical value. Reduction of L2 error norm
with increase in grid resolution is also observed with similar mesh convergence char-
acteristics. Comparison between the 2D and 3D cases, for identical mesh resolution,
shows similar magnitude of L2 error norms. However, in general, the 3D case has
slightly higher value probably due to larger (two-times) pressure jump for the same
overall resolution. An estimate of computational cost is also tabulated in form of
average time-per-step for each mesh resolution. Cost increases linearly (≈ 0.8) with
increase in 3D resolution. Also, 3D computations may seem costly at first glance,
for example, TPS=1.44 for 643 versus TPS=0.023 for 642. However, such sixty-fold
increase in cost is a result of 64 times increase in mesh resolution. Overall, the solver
is able to scale well with mesh resolution.
Figure 9 illustrates the pressure field and its dependence on the mesh size for 2D
test case. Pressure is constant both within and outside the drop with monotonic
rise along the interface. Increase in mesh resolution makes this variation confined
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Grid 2R/∆x ∆PNUM , Pa L2 TPS (s)
64×64×64 19.2 2582.4 1.021×10−1 1.44
128×128×128 38.4 2620.8 6.528×10−2 10.62
256×256×256 76.8 2641.3 3.697×10−2 92.5
Table 3: L2 Error Norms, computed pressure jump, and computational time-per-









































Figure 9: Pressure field corresponding to three different mesh sizes.
to a small spatial region, and therefore, it appears as a sharp discontinuity (see
Fig. 9c). Rise in pressure inside the drop due to surface-tension and curvature effects
is expected in accordance to the Laplace-Young law. Overall, both qualitative and
quantitative aspects of the Laplace-Young law are reproduced by the approach.
5.1.0.1 Spurious velocity currents
A major difficulty [187] with current methods of interface calculation is the existence
of the so-called spurious or parasite currents. These un-physical currents are vortices
appearing in the vicinity of the interface when surface-tension forces are dominant.
Such currents cause interface distortion and disruptive instabilities at the interface.
This often results in computational failure. Several studies [104, 51, 211] are reported
on this aspect, however a consensus for its origin is still debated. Lafaurie et al. [104]
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and others [51] have suggested that a small amplitude but non-vanishing velocity field
appears due to unbalance between surface-tension force and the associated pressure
gradient in the interfacial region. However, Jacqmin [85] argues that these currents
are due to non-conservation of energy (in the context of incompressible formulation)
by the CSF method. Recent studies [51, 211] report on ways to reduce the spurious
currents and improve the modeling of surface-tension effect. Two key areas in this
context are identified: (i) accuracy of curvature estimation, and (ii) implementation
of the surface-tension force. More details are reported elsewhere [211].
Aware of these drawbacks, we have performed a preliminary study of the possible
appearance of such currents in our method. Tests are performed for a 2D circular
drop in static equilibrium (seen before). In this problem, the net surface force should
be zero as at each interface location the surface-tension force is counteracted by an
equal and opposite force at a diametrically opposed point. The correct solution is
a zero velocity field. A computational domain is a 1mx1m square box with a liquid
drop of radius R = 0.15 centered at (0.5, 0.5)m location. All sides of the domain
are considered as periodic boundaries. The flow is initially quiescent at uniform
atmospheric pressure. The density (ρl/ρg) and viscosity (µl/µg) ratio considered are
100 and 1.0, respectively. The gravity is neglected; the surface-tension coefficient
(σ) will be varied, thus yielding different values of the Laplace number (La). A
64×64 mesh is selected which gives approximately 20 cell resolution for the drop.
The computations are performed for 100τCAP and both the velocity field as well as
quantitative variation is reported.
The surface-tension coefficient is varied from 0.2 to 2,000 N/m giving correspond-
ing Laplace number in the range of 6 to 60,000. Surface-tension forces dominate at
large La. Figure 10 shows close-up of velocity profiles for the case of La = 60, 000 at
four time-instants. A line contour indicating the position of the drop in form of liquid
volume fraction is also shown. Presence of spurious currents in form of small vortices
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La 6.0 6×101 6×102 6×103 6×104
Ca 4.8×10−4 5.2×10−4 5.0×10−4 4.9×10−4 5.1×10−4
Table 4: Capillary number (Ca) variation as a function of the Laplace number (La)
for ρl/ρg=100 and mesh size of 64×64.
is observed on the periphery of the line contours. The currents are observed for a
generic (other than parallel or at 45o) orientation of the interface with respect to the
grid directions as seen in Fig. 10a. These isolated velocity vectors unphysically drive
the flow in their vicinity generating the resulting field. Similar observations were
reported by other studies [104, 51, 211]. The magnitude of the velocity is observed to
decrease with time as the static equilibrium is approached. Also, despite the presence
of spurious velocity in the interfacial region, the shape of the drop remains circular
at all times.
In the work of Lafaurie et al. [104], it was conjectured that the magnitude (Us) of
the spurious currents must be proportional to σ/µ. This is equivalent to having an
approximately constant value of the Capillary number Ca = Usµ/σ. Table 4 shows
the variation of Ca as a function of La. The results are presented after 100 time-
steps (corresponding time to Fig. 10a) and show a constant value for Ca over a broad
range of Laplace numbers. After equilibrium is reached (corresponding to Fig. 10d),
a decrease of approximately one-sixth in Ca is observed for all La cases. Also, to
ascertain the accuracy of this method, we compare the magnitude of these currents
with those reported in the literature: VOF method of Lafaurie et al. [104] reported
Ca ≈ 10−2; the marker method of Tryggvason et al. [215] yields Ca ≈ 10−4; and the
FELSOS (Finite-element/level-set/operator-splitting) approach of Smolianski [196]
reported Ca ≈ 9.0 × 10−3. All considered similar grid resolution of approximately
30-40 cells resolving the drop diameter. In this regard, our approach yields Capillary
numbers of comparable magnitude to those reported by Tryggvason et al. [215].
To summarize the results presented for the static drop in equilibrium, the approach
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(a) t=0.85 ms (b) t=5.0 ms
(c) t=19.0 ms (d) t=51.0 ms
Figure 10: Spurious velocity field for a stationary drop at various times for
La=60,000 and ρl/ρg=100. A close-up view is chosen to clarify visualization of the
velocity field.
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demonstrates that it is able to recover pressure rise within the drop as required by the
Laplace-Young law for both 2D and 3D field. The grid variation study show a mesh
convergent method. The magnitude of spurious currents is also quantified indicating
similar order of accuracy as reported by other studies. A constancy in the Capillary
number as a function of Laplace numbers is also verified. It is also demonstrated that
the presence of spurious currents does not materially alter the flow field to invalidate
the results. Computational cost (in terms of time) is also reported for a range of
grid sizes in both 2D and 3D configurations. The solver is demonstrated to scale
linearly (≈ 0.8, 1.0 being perfect scaling) with mesh resolution. The timing study for
processor scaling will be presented later in this chapter.
5.2 Oscillations of Ellipsoidal Drop
An initially non-circular (in 2D, non-spherical in 3D) drop with subsequent oscillations
represent another standard and demanding test for interface models. Such oscillations
are result of the surface-tension forces on the deformed interface and its amplitude
decays with time to achieve an equilibrium static shape. Rayleigh’s linear theory for
small amplitude oscillations gives the frequency, ωn, for the oscillation as [105]:
ω2n = (n
3 − n) σ
ρlR3o
where, ρl is the liquid density, σ is the surface-tension coefficient, Ro is the unper-
turbed radius, and n prescribes the mode of oscillation. Fyfe et al. [56] extended
Rayleigh’s theory to include the presence of an external fluid. The resulting oscilla-
tion frequency is now given as:
ω2n,2D = (n
3 − n) σ
(ρl + ρg)R3o
where, ρg is the density of the external fluid. The time period (τOSC) of oscillations
is then related to the frequency as: τOSC,2D = 2π/ωn,2D. In case of three dimensions,
a slightly different expression for the oscillation frequency is noted [105, 38]:
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ω2n,3D = n(n− 1)(n+ 2)
σ
(ρl + ρg)R3o
The corresponding oscillation period is: τOSC,3D = 2π/ωn,3D. This physical period
corresponds to two periods of the oscillation (discussed next).
We consider an initially deformed drop whose shape is in form of an ellipse in 2D,
















where, (x, y, z) are local coordinates and the drop is centered in a one-meter long
square (in 2D) or cubic (in 3D) domain. An uniform mesh of 128x128 in 2D and
128x128x128 in 3D is used. All sides of the domain are considered as periodic bound-
aries for both 2D and 3D cases. This mesh size gives a resolution of approximately
20 cells for the drop. Gravitational forces are neglected. The fluid properties are:
ρl = 100 kg/m
3, σ = 342 N/m, γl = 2.4, P∞,l = 10
7 Pa for the liquid phase and
ρg = 1.17 kg/m
3, γg = 1.4, P∞,g = 0 Pa, and µg = 19.3× 10−6 Pa-s for the surround-
ing ideal gas.
Figure 11a shows the time evolution of the average kinetic energy evaluated
within the drop for both 2D and 3D cases for different Ohnesorge numbers (Oh =
µl/
√
ρlRoσ). The average kinetic energy is determined based on aforementioned aver-
aging procedure by considering a limit value for the liquid volume fraction as αl > 0.9.
Initially, the deformed interface is at rest having zero kinetic energy. This position
is denoted on the plot as location “1”. Due to unbalanced surface-tension forces,
the interface moves resulting in increase in kinetic energy. The kinetic energy peaks
when the drop assumes a circular (in 2D, spherical in 3D) shape as seen by location
“2” on the plot. At this moment, all the initial potential energy due to capillarity is
converted to kinetic energy. Due to motion the drop cannot remain circular and goes
on deforming into an ellipse. There is a corresponding decrease in kinetic energy till it
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Figure 11: Kinetic energy versus time for both 2D and 3D oscillating drops. Also,
shown in (b) is the frequency content of the signal. In (a), cases for three different
Oh are shown for 2D drop and Oh ≈ 10−6 for the 3D case. Mesh is 128x128 in a
1mx1m square box.
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reaches zero denoted by location “3”. The velocity is close to zero everywhere but the
interface deformation is large. Also, the elliptical shape assume has the major axis
is oriented perpendicular to that of initial shape. The resulting unbalance capillary
force induces motion to restore the drop back to circular shape (location “4”) and
the cycle continues. The oscillations are thus due to interchange of energy between
capillary induced potential and kinetic parts. Also, for each cycle of oscillation, the
peak amplitude in the drop kinetic energy decreases with time due to transfer of
mechanical energy to the carrier fluid.
A schematic of the shape evolution is also shown in Fig.11a. The evolution shows
a switch in major axis after one oscillation (1-2-3) and then switches again in the
next cycle (3-4-1) and thereby returning to a similar orientation. Thus, the overall
cycle (1-2-3-4-1) is composed to two periods of kinetic energy evolution. Analytical
estimate of the oscillation frequency (ωn) of an initially deformed drop is available
(seen before). In case of 2D ellipse, an equivalent circular shape (based on area) is
considered and the resulting radius is used to compute the analytical period. With
Ro = 0.1594 m and n = 2, the analytical period is evaluated to be: τ2D = 0.08878
s. The numerical period is obtained by taking a fourier transform of the signal. This
is shown in Fig. 11b. For 2D case, τNUM,2D = 0.09238 s or equivalently one-half
of one-period frequency of kinetic energy evolution of 21.6 Hz. This represents an
error of approximately 4% in the oscillation period. Similarly, for the 3D case, the
theoretical period is: τ3D = 0.06851 s; and numerical value based on fourier transform:
τNUM,3D = 0.07155 s. An error is approximately 4.4%. An effect of grid resolution
does exist on the overall error for both cases and from previous grid studies of static
drop equilibrium, the error is expected to decrease considerably with increase in drop
resolution. However, such grid-sensitivity study is not reported for this case as the
overall error is within a few percent of the analytical estimate for a relatively coarse
drop resolution. Overall, both 2D and 3D test cases reasonably predict the interface
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dynamics.
Three cases with varying Ohnesorge number for the 2D configuration are presented
to show the effect of viscosity on the time evolution of the drop. The time evolution
of average drop kinetic energy for these cases were shown in Fig. 11a. The validation
of the oscillation period discussed is based on inviscid configuration or equivalently
Oh = 0. This is consistent with inviscid analytical estimate. A slight increase in
viscosity to Oh ≈ 10−6 shows no material change in the time evolution from the
inviscid case. A further increase in viscosity to Oh ≈ 10−3 shows significant change
in the overall kinetic energy evolution. For each cycle, the case with higher liquid
viscosity has smaller oscillation amplitude. Also, the rate at which the amplitude
decays is higher for Oh ≈ 10−3 case. Due to build-up of viscous effects over time,
Oh ≈ 10−3 case is observed to be trailing approximately 4.91 ms after five oscillation
cycles.
Figure 12 shows the temporal evolution of a 2D deformed drop for one cycle of
oscillation in the form of velocity field (shown every other vector) and line contours
of liquid volume fraction. From outermost to innermost, line contours represent: 0.2,
0.5, and 0.8 volume fraction values. The initial state for the 2D case is shown in
Fig. 12a. Due to previously discussed unbalance in surface-tension force and pressure
gradient, isolated spurious currents are observed at the beginning of the simulation
(Fig. 12b). They primarily appear on the jagged edges of the interface. Although
their presence is unwanted, they do not materially impact the calculation and quickly
disappear due to smoothing of jagged edges. This is attributed to both numerical
diffusion and viscous dissipation. Also, the velocity field created by the capillary
imbalance quickly overshadows the spurious currents.
Four stages of evolution are shown in Figs. 12(c-f) each representing a quarter of
oscillation cycle. Starting from an initial state of an ellipse, the drop deforms to a
circular shape as seen in Fig. 12c. Velocity field corresponding to peak kinetic energy
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(a) t=0.0 ms (b) t=4.4 ms
(c) t/τOSC=0.25 (d) t/τOSC=0.48
(e) t/τOSC=0.75 (f) t/τOSC=1.00
Figure 12: Velocity field (in vectors) and line contours for liquid volume fraction
are shown for an oscillating 2D drop at various times. Here, Oh = 0, ρl/ρg=100,
and period of oscillation is approximately 92 ms. Mesh size is 128x128 for a 1mx1m
square box.
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is also shown and is observed to be perfectly symmetric. The next stage is that of
an ellipse, however this time with its major axis oriented along the y-direction. The
corresponding velocity magnitude is reduced significantly since for this stage most
of the energy resides in potential form. The third stage is that of circular drop
with perfectly symmetric velocity field. However, for this stage the velocity vectors
are observed to be oriented in an opposite direction in relation to the second stage.
With further deformation in the drop, elliptical shape is recovered with corresponding
negligible kinetic energy.
Pressure distribution within and outside the drop corresponding to the velocity
field are shown in Fig. 13. The pressure is shown in form of solid contour and volume
fraction in form of three lines contour. Initially, the pressure is the same everywhere.
Due to surface-tension effects, capillary pressure inside the drop is established. How-
ever, due to dynamically moving interface, the pressure within the drop also adjusts.
For circular shape, seen in Figs. 13(c, e), the pressure field is almost constant within
the drop. This could be due to similar values of curvature around the drop. However,
for elliptical shapes seen in Figs. 13(d, f), the pressure field has variation from high
pressure on either lobes and low pressure around the center. In all cases, the pressure
field is observed to be smooth and continuous except for the interface region where a
monotonous rise is expected.
Flow visualization for the 3D oscillating and deforming ellipsoid is shown in Fig. 14
in the form volume fraction iso-surface (at αl = 0.5) colored by local pressure (in Pa).
Velocity field in center horizontal plane (X −Z) is also shown. Four stages of energy
interchange between potential and kinetic are observed in the form of two spherical
and two ellipsoidal shapes. The velocity profiles are similar to those observed in the
2D case. Local pressure is observed to have complex pattern for each stage suggesting
multi-mode behavior. A glimpse of this was noted in the Fourier transform of the
kinetic energy signal in the form of sub- and super-harmonics about the dominant
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(a) t=0.0 ms (b) t=4.4 ms
(c) t/τOSC=0.25 (d) t/τOSC=0.48
(e) t/τOSC=0.75 (f) t/τOSC=1.00
Figure 13: Pressure field (solid contours) and line contours for liquid volume fraction
are shown for an oscillating 2D drop at various times. Here, Oh = 0, ρl/ρg=100, and
period of oscillation is approximately 92 ms. Mesh size is 128x128 for a 1mx1m square
box.
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(a) t=0.0 ms (b) t=3.2 ms
(c) t/τOSC=0.25 (d) t/τOSC=0.50
(e) t/τOSC=0.75 (f) t/τOSC=1.0
Figure 14: An iso-surface for liquid volume fraction αl = 0.5 colored by pressure is
shown for a 3D ellipsoid for one oscillation cycle. Also, velocity field is shown in the
center horizontal (X−Z) plane. Here, Oh = 0, ρl/ρg=100, and τOSC is approximately
71.5 ms. Mesh size is 128x128x128 for a one-meter cubic box.
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frequency. Also, in contrast to the 2D case, an addition of the third spatial direction
in the 3D case allows for interface relaxation in two transverse directions. This effect
allows for retaintion of elliptical cross-section in the plane passing through the axis
oriented in the direction of initial stretching at each half-cycle of oscillation. However,
in the plane normal to direction of initial stretching, the cross-section shapes remain
circular but do increase/decrease in radius due to oscillations.
To summarize the results presented for the oscillating drop, the approach is capa-
ble of reproducing dynamic as well as static behaviors related to the interface move-
ment. Both 2D and 3D test cases for an initially deformed drop reasonably predict
the oscillation period to within 4.5% of the theoretical value. Flow field visualiza-
tion indicate a smoothly varying and symmetric velocity field. Four stages of energy
interchange are visualized demonstrating physically reasonable behavior. Complex
pressure patterns are observed for the 3D ellipsoidal case suggesting a multi-mode
dynamics.
5.3 Bubble Rise in a Liquid Bulk
The next test is the simulation of a single bubble rising in an initially quiescent fluid
due to the effects of buoyancy. The shape of a gas bubble rising in a liquid bulk is influ-
enced by surface-tension, viscosity, and gravity. The problem is characterized by four
dimensionless numbers: (i) the density ratio (ρl/ρg) ; (ii) the viscosity ratio (µl/µg);
(iii) the Reynolds number based on initial bubble diameter (ReD = ρlD
√
gD/µl); and
(iv) the Eötvös number (Eo = g(ρl−ρg)D2/σ). Here, D(= 2R) is the initial diameter
of the bubble, g is gravity, and subscripts “l” and “g” correspond to the liquid bulk
and gas phase, respectively.
Bubble rising in bulk fluids has been widely studied and many experimental and
computational results are available for comparison purposes. Also, a general diagram
of bubble shapes as a function of the Eötvös and Reynolds number has been reported
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Figure 15: A general shape diagram for rising bubbles following Clift et al. [34].
by Clift et al. [34], as shown in Fig. 15. Although all experimental results are known
for 3D bubbles, a qualitative comparison is possible. We first report on a widely
studied case of rising bubble and compare its shape evolution with other computa-
tional results. We then report on effects of varying surface-tension on bubble shape
in conjuction with the bubble regime diagram of Clift et al. [34].
A two-dimensional rising air bubble in water is considered here and is also reported
by other studies [89, 150]. The computational domain employed is a 40 mm square
discretized into 256×256 mesh cells. The bubble is initialized as a circle with D = 6.8
mm and centered at (0.02, 0.01) m location. The lower side of the domain is a wall
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with periodic boundaries on either sides. A choice of wide domain limits the impact of
“mirrored” bubble due to periodic boundaries on either sides. Alternately, absorbing
boundaries can be employed to reduce the domain width, however such an application
is not considered in the current study. The fluid properties are: ρl = 1000 kg/m
3,
σ = 0.0728 N/m, µl = 1.14 × 10−3 kg/(m-s), γl = 2.1, P∞,l = 107 Pa for the liquid
bulk and ρg = 1.17 kg/m
3, µl = 1.78 × 10−5 kg/(m-s), γg = 1.4, P∞,g = 0 Pa for the
gas bubble. The gravity is taken to be: g = 9.8 m/s2.
Under these conditions, characteristics of this case are: ρl/ρg = 10
3, µl/µg = 65,
ReD = 1544, and Eo = 6.218. A “wobbling” regime is effective for this case as marked
in the shape diagram. In this shape regime, the bubble initially has a nearly spherical
cap shape, however at a later stage, flattening of the bubble top is expected. Figure 16
compares the evolution of the bubble shape (right) to that of van der Pijl [150] (left)
for three different time instants. Initial circular shape of the bubble is observed to
undergo permanent deformation on the lower side due to evolution of the bubble
wake (shown later). Also, flattening of the bubble top is noted. The evolution of the
bubble shape compares well with that of van der Pijl et al. [150].
Figure 17 shows the temporal evolution of the velocity field in relation to the
bubble shape in the form of liquid volume fraction contours. Pressure field is shown in
the background. Hydrostatic pressure gradient due to downward acting gravitational
acceleration is expected and observed in the pressure field. An initially quiescent
velocity field is observed to build up within the gas bubble and propel it upwards
due to buoyancy effects as seen in Fig. 17b. Two vortices, counter-rotating to each
other, centered on either sides inside the bubble are observed to induce a wake region.
Significant deformation on the lower side of the bubble is observed as the wake region
is established. Further rise in the bubble pushes the vortex centers further apart
laterally, widening the wake region. Relatively low pressure mark these vortex centers
and their path as seen in Figs. 17(d-f). The rate of change in shape gradually decreases
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(a) t=0.025 s (b) t=0.025 s
(c) t=0.05 s (d) t=0.05 s
(e) t=0.1 s (f) t=0.1 s
Figure 16: Comparison of 2D bubble shapes (right) with van der Pijl et al. [150]
(left) at three different equivalent times. Solid line for figures on the left column
indicate a fine grid. Here, ρl/ρg=1000, Eo = 6.22, and ReD = 1544. Mesh size is
256x256.
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with time and reaches some steady state as observed in the evolution. Effect of
interface smearing is noted in the wake region which diffuses the interface over several
cells. Several interface sharpening techniques exist [102, 187] that can be applied to
limit the numerical smearing, however this was not undertaken in the current study.
One of the major effect of surface-tension is to keep the bubble circular which is
its minimum energy profile. It counteracts other forces to keep the bubble intact. To
assess its impact on the bubble shape evolution, two cases are studied at constant
ReD = 100 and varying the surface-tension coefficient. Other fluid properties and the
geometrical parameters of the bubble are same as before. The results of these two
cases are shown in Fig. 18 where the Eötvös numbers are respectively Eo = 15 (left)
and Eo = 300 (right). According to the regime map, the case with lower surface-
tension (Eo = 300) lies in the “skirted” regime. Significant deformation in bubble
shape is expected and observed as seen in Figs. 18(b,d,f). For the higher surface
-tension case (Eo = 15), relatively less shape deformation is noted and the bubble
achieves dimpled ellipsoidal shape. Inspite of different shape evolution, both cases
indicate upward rise approximately at the same rate. This is expected as all other
parameters including gravity and viscosity of both fluids are identical.
The velocity field is also significantly different for the two cases. The “skirted”
case shows the counter-rotating vortex pair trailing the bubble. It is the influence of
such vortices in the bubble wake region to break the skirt, and the remaining part
of the bubble develops a spherical-cap shape [196]. Such effects and breakup of the
bubble are shown in Fig. 19 for the case of Eo = 300. The breakup evolution is
similar to that reported by Smolianski [196]. The field is also noted to be perfectly
symmetrical about the vertical center axis. After breakup, the secondary bubbles
rotate in the same direction as the vortex that generated them and progressively trail
the primary bubble rise.
In summary, a two-dimensional gas bubble rise in a liquid bulk parameterized by
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(a) t=0.0 s (b) t=0.01 s
(c) t=0.025 s (d) t=0.05 s
(e) t=0.075 s (f) t=0.1 s
Figure 17: Interface positions in form of volume fraction contours for a rising 2D
bubble. Background is colored by pressure (in Pa) and velocity field is also shown.
Here, ρl/ρg=1000, Eo = 6.22, and ReD = 1544. Mesh size is 256x256.
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(a) t=0.025 s (b) t=0.025 s
(c) t=0.075 s (d) t=0.075 s
(e) t=0.1 s (f) t=0.1 s
Figure 18: Interface positions in form of volume fraction contour (αl = 1/2) for a
rising 2D bubble: (left) Eo = 15, ReD = 100; (right) Eo = 300, ReD = 100. Here,
ρl/ρg = 10
3 and mesh size is 256x256.
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(a) t=0.1 s (b) t=0.107 s
(c) t=0.113 s (d) t=0.119 s
(e) t=0.125 s (f) t=0.132 s
Figure 19: Interface positions in form of volume fraction contour (αl = 1/2) for a
rising 2D bubble for: Eo = 300, ReD = 100. Here, ρl/ρg = 10




3 is presented for various Reynolds and Eötvös numbers. The method is
demonstrated to account for buoyancy effects on the bubble dynamics. No special
treatment or change in algorithm is needed to model bubble rise. The dependence
of an initially circular bubble on surface-tension and Reynolds number is shown to
reasonably predict the shape-regimes of Clift et al. [34]. All cases show presence of
counter-rotating vortices and its effect on the bubble shape. Especially, in the case
of low surface-tension, the vortices are demonstrated to break the bubble into one
primary and two secondary pieces. The method is shown to naturally account for
breaking and merging of interfaces. Despite the two-dimensionality aspect of current
simulations, a qualitative picture of the bubble rise, shape deformation, and breakup
is captured well. Simulation of a three-dimensional configuration can be pursued
with equal ease, however due to high computational cost and time requirements it is
deferred for future studies.
5.4 Liquid Breakup under Gravity Effects
In this test case, we assess the method’s capability to manage interface dynamics in
the context of drop creation. The physical problem considers elongation and breakup
of liquid under gravitational acceleration leading to drop formation. Initially, a circu-
lar drop suspended on an upper wall undergoes large deformation due to competiting
gravity (acting downwards) and surface-tension generated adhesion (acting upwards)
forces. A thin filament is formed connecting the upper wall adhered liquid and down-
ward moving liquid bulk. This filament eventually breaks up into satellite drops. The
problem is characterized by two dimensionless numbers: (i) the density ratio (ρl/ρg),
and (ii) the Bond number (Bo = ρlgD
2/σ, also called Eötvös number). Here, D is the
initial diameter of the liquid drop suspended on the ceiling and g is the gravitational
acceleration.





Figure 20: Transient evolution of interface positions in form of density contours are
shown for a liquid breakup under gravity effects. The gravity is oriented downwards.
Here, ρl/ρg = 10
3, Bo = 32, and mesh size is 200×300.
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wall at (0.5, 1.6) m. The computational domain is one-meter wide and 1.5 m tall
discretized into 200×300 cells. Both the upper and lower sides of the domain are
considered as wall with periodic boundaries on either sides. The fluid properties are:
ρl = 10
3 kg/m3, σ = 200 N/m, γl = 4.1, P∞,l = 5 × 107 Pa for the liquid phase, and
ρg = 1.17 kg/m
3, γg = 1.4, P∞,g = 0 Pa for the surrounding ideal gas. Associated
Bond number is Bo = 32. The gravity acting downwards is taken to be: g = 25.0
m/s2. The contact angle at the wall boundary is taken equal to 25o. The initial field
is quiescent with uniform pressure throughout the domain.
Figure 20 shows the temporal evolution of the liquid drop breakup due to grav-
ity effects. Density contours are shown in solid background with appropriate shade
grading to elucidate the interface location. The initial state is shown in Fig. 20a with
a circular liquid drop suspended on the upper wall. The presence of gravity quickly
distorts the circular shape to an elongated sack-like structure; however it adheres to
the upper wall due to surface-tension, as seen in Fig. 20b. Gradually the lower lobe
increases in size via drainage of the suspended fluid. A filament (or also called drop
“neck”) connecting the upper cap with the downward moving bulk/lobe appears due
to elongation and serves to further drain the fluid as seen in Fig. 20c. This filament
gets thinner with time and eventually breaks up into several satellite drops as seen
in Figs. 20(d-e). Such breakup happens at two places: one connecting to the upper
cap and the other connecting the lobe. Figure 20e shows presence of three distinct
entities: one primary drop and two satellite droplets. All these move downwards
under the gravitational pull as seen in Fig. 20f.
Due to the presence of the lower wall, drop splashing is expected as the drops
move further downwards. Figure 20g shows contact of the primary drop with the
lower wall creating a liquid wall-jet moving parallel to the boundary. Such an effect
for a falling drop hitting a wall was reported by van der Pijl et al. [150]. The fluid
moves sideways as the rest of the primary drop moves downwards. This creates a
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shallow pool of fluid as seen in Fig. 20h. Satellite drops following the primary splash
onto the liquid pool creating waves on the surface as seen Fig. 20(h-i). Also, due
to assumed periodicity on the side walls, the fluid from either sides creates a “tower”
which leads to formation of yet another satellite drop as seen in Fig. 20i. Some
mass of liquid is observed to remain suspended on the upper wall inspite of some
brief oscillations as seen in Figs. 20(e-i). This indicates dominance of surface-tension
forces as there is not enough mass to make it fall.
A qualitative comparison of the above liquid breakup phenomena is possible with
a similar drop configuration studied earlier [148]. Two aspects differentiates their
configuration: (i) they did not have a lower wall, and (ii) a spherical drop was con-
sidered in the measurements. Figure 21 shows the time evolution of liquid breakup
for experimental (top row) and computational (bottom row) study. Essential features
such as: (i) the drop distortion creating a sack-like structure, (ii) the appearance of
a (thin) filament, (iii) the breakup of the filament leading to primary and secondary
drops, and (iv) the suspension of some liquid mass on the upper wall are all recovered
in the current simulation.
In summary, a two-dimensional liquid drop breakup under gravitational acceler-
ation is presented for ρl/ρg = 10
3 and Bo = 32. Temporal evolution of the field
indicates significant deformation of the interface that undergoes elongation and even-
tually breakup. Thin filament formation is confirmed and its ensuing breakup gener-
ated primary and secondary drops. Drops splashing on the lower wall creates wall-jet
effect and culminate in a pool of fluid. Waves are generated when the secondary
drops impinge on the liquid surface. Overall, this case demonstrates the capability of
the approach to account of significant deformation dynamics even under high density
ratios. Dynamic appearance and disappearance of the interface are well captured.
Also, several complex and transient behaviors: filament formation, ensuing breakup,
liquid-wall effects, and liquid-liquid effects are also captured. Simulations in 3D can
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 21: Qualitative comparison between experiment [148] (top row) and 2D
computational (bottom row) evolution for liquid breakup under gravity effects.
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be performed for a range of density ratios and Bond numbers; however they are
deferred for future studies due to high computational cost/time requirements.
5.5 Drag on an Isolated Liquid Drop
In this test case, we address the fundamental coupling of the liquid drop with its
surrounding gas. This coupling arises in the form of drag force exerted on each fluid
due to viscosity. Also, such inter-phase coupling, in addition to other effects such
as evaporation, collisions, and atomization significantly influence the spray (in the
context of multiphase flows) characteristics and its evolution. Common practice is to
develop reduced drag models based on correlations for use in the multiphase spray
simulations. Under the assumption of a low Weber number (We), drag correlations
for solid spheres in steady flows are used to estimate [47] interphase momentum
transfer in spray simulations. However, several interactions like relative acceleration,
deformation, and atomization are neglected [47] in such reduced models. Despite
their fundamental nature and significant influence, these interactions are still not well
understood as they happen on very small length- and time-scales [208, 162]. It is well
documented that spherical drops undergo significant deformation and acceleration,
and then become flattened due to the drag forces [49, 162]. The resulting drag is
significantly higher relative to that of an undeformed sphere.
Several studies [34, 77, 72, 162] have looked into the effects of deformation, however
such effects have proven difficult to quantify. The primary reason for this is due to
the transient nature of the deformation effect. According to Quan and Schmidt [162],
the transient nature acts as an additional parameter making the drag depend on
Ohnesorge number (Oh) and history effects. This has been affirmed by the conclusions
of several experimental studies [34, 208, 77]. Our purpose here is two-fold: (i) to
assess the capability of our approach to address the drag dynamics at such small
length- and time-scales; and (ii) to study drag variation for unsteady fields.
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Figure 22: Schematic of the computational domain for a droplet in a moving gaseous
field.
Figure 22 shows the problem setup and the computational domain for our study.
We consider both 2D and 3D configurations. Initially, a circular (in 2D, spherical in
3D) drop of D(= 2R) = 250 µm is located in a box of length 15D and height of 10D.
In the case of a 3D sphere, it is centrally located along the domain width of 10D.
Flow is from left to right. Inflow (left side) and outflow (right side) boundaries are
assumed in the streamwise (X) direction whereas periodicity is applied on rest of the
boundaries. An inlet boundary condition considers an uniform velocity profile of Uo
magnitude. The box domain is large enough so that boundary effects can be assumed
small. The computational domain is discretized into 384× 256 cells in the case of 2D
configuration and 384 × 256 × 256 for 3D cases. This resolution gives approximately
25 cells within the droplet.
The fluid properties are: ρl = 10
3 kg/m3, σ = 0.0728 N/m, µl = 1.14 × 10−3
kg/(m-s), γl = 4.1, P∞,l = 5 × 107 Pa for the liquid drop; and ρg = 1.17 kg/m3,
µl = 1.8 × 10−5 kg/(m-s), γg = 1.4, P∞,g = 0 Pa for the carrier gas. The gravity is
neglected in this study. Three dimensionless numbers characterize this test case: (i)
the Weber number (Weg = ρgDU
2
o /σ), (ii) the Reynolds number (ReD = ρgDUo/µg),
and (iii) the Ohnesorge number (Oh = µl/
√
ρlDσ). For these fluid characteristics,
Oh = 7.4 × 10−3. Several cases in 2D and 3D configurations are studied for various
151
C1 C2 C3 C4 C5 D1 D2
Uo 0.24 1.0 2.0 3.9 5.0 10 50
ReD 3.9 16.3 32.5 64.0 81.3 163 813
Weg 0.23×10−3 4×10−3 0.016 0.061 0.1 0.4 10.05
τ (µs) 521 125 63 32 25 12.5 2.5
Table 5: Tabulated ReD and Weg for various droplet drag cases. Here, ρl/ρg = 10
3
and Oh = 7.4 × 10−3.
ReD and Weg by systematically varying the oncoming gas velocity Uo. Table 5 shows
different cases along with characteristic time scales (τ = R/Uo) for each configuration.
Following Fyfe et al. [56], the initial conditions are specified in form of the steady-
state potential flow about a cylinderical/spherical drop. This gives a smooth and
divergence-free velocity field. In the 2D case, the flow over a circular cylinder is
a combination of a uniform flow and a doublet. The stream function (ψ) for the
combined flow is given by [6]:
ψ = (Uorsinθ)[1 −R2o/r2] (2D)
where, r is the radial distance from the drop center, θ is the angle between the
freestream velocity direction and radial vector, and Ro is the drop radius. The velocity
field is then obtained by differentiating the stream function. Similarly, in the 3D case,
a super-position of a 3D doublet and a uniform flow gives us the potential flow profile
over a sphere. Such a specification of the initial profile is aimed to give a smooth
start to the simulation.









where, ml is the droplet mass, Uc is the droplet centroid velocity, S is the frontal
surface area, and CD is the total drag coefficient, which includes added viscous, his-
tory, and acceleration reaction effects [208]. The droplet centroid velocity is com-
puted based on the aforementioned averaging procedure with limit volume fraction
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of αl > 0.9. The frontal surface area is given by: S = DL for 2D, where L is the unit
cylinder width; S = πR2 for 3D case. In all the above expressions, D = 2R is the
initial diameter of the droplet.









where, Π is a length constant depending on the configuration: Π = πR for the 2D
case; Π = (8/3)R in 3D. Again, R is the initial radius of the droplet. The deformation
factor (DF ) of the droplet is defined as the ratio between the length of the shortest
(a) axis and that of the longest (b) axis: DF = a/b. For a perfect circle/sphere
(initial state) the DF is equal to 1.0. The Reynolds number and the Weber number







With Uc = 0 initially, the newly redefined dimensionless numbers revert back to their
previous definition based only on gas freestream velocity.
5.5.0.2 Drag over a cylinder
Five cases of non-deforming and two cases of a deforming 2D drop are studied. Several
essential characteristics of each of the cases were tabulated in Tbl. 5. Figure 23 com-
pares computational drag coefficient (symbols) for various cases with empirical cor-
relations (dashed/solid lines). Two lines showing standard curve-fit (solid line) based
on steady, non-deforming rigid cylinder [226] and liquid cylinder curve-fit (dashed
line) based on Temkin and Kim’s [208] steady drag corrections. Non-deforming cases
are shown in solid-symbols and open-symbols represent deforming drop cases.
Temkin and Kim [208] reported on measurements of transient drag of impulsively
accelerated liquid drop (sphere) by the carrier gas. Data was collected for small
Weber numbers (resulting in negligible deformation) and 3.2 < Reg < 90. They
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Figure 23: Comparison of computed drag coefficient (symbols) with experimental
correlations (solid/dashed lines) for a 2D drop. Increasing drag with drop deformation
is indicated in form of an arrow.
showed that the unsteady drag was always larger than the steady values at the same
Reynolds number. The difference was attributed to time changes of the relative fluid
velocity (Ur). The drag data was then quantified in terms of the relative acceleration
parameter and the Reynolds number. The relative acceleration parameter (A) is
defined as: (η − 1)(D/U 2r )dUrdt , where Ur = |Uo − Uc| is the velocity in the moving
reference frame of the drop, η = ρl/ρg is the density ratio, and D is the initial drop
diameter. The resulting correlation expressed the data as: CD = CDS(Reg) − κA,
where CDS(Reg) is the steady drag at the instantaneous Reynolds number, and κ is
a constant of O(1).
For the current 2D case, a similar correlation is used to fit the larger transient drag
with κ = 0.68. This value of κ was obtained by plotting the drag difference CD−CDS
against the relative acceleration parameter A as shown in Fig. 24. Transient drag
data for three Reg is shown along with a best-fit curve. The best-fit curve is given by:
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Figure 24: Difference between transient and steady drag as a function of relative
acceleration parameter (A) for a cylinder. Multiple points are for different times.
CD − CDS = −0.603 + 0.843(−A) and is a result of data regression with confidence
level of 0.95. However, in the event that A → 0, the transient drag does not revert
back to its steady value. Data points having small values of CD − CDS also happens
to be at small values of A, and significantly impact the regression analysis leading
to a non-zero intercept in the equation. Similar behavior was also noted by Temkin
and Kim [208] and they attributed such effects to errors in CD and A evaluations
that magnify in relation to small CD −CDS at high Reg. Other three linear functions
without an intercept are also plotted of which g(−A) = −0.68A shows a closer fit to
the data. This gives value of κ = 0.68.
Several effects of impulsively accelerated 2D drops can be noticed in Fig. 23. For
all cases of non-deforming cylinders, transient drag consistently shows higher values
in relation to steady drag represented by the standard curve-fit. Also, the difference
between the transient and steady drag increases with decrease in Reg. The main
reason, as proposed by Temkin and Kim [208], for these variations is due to unsteady
155








































CD, SteadySmooth CD CD, Corr
(a) Reg = 3.9








































(b) Reg = 81.0
Figure 25: Temporal variation of CD for a 2D drop at an initial Reg = 3.9 (a) and
Reg = 81.0 (b) is shown with transient variations of Reg and Weg. Plot of CD as
function of varying Reg is also shown.
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effects amounting to relative movement of the particle. This is clearly shown in Fig. 24
where the drag difference (CD −CDS) increases with increase in the magnitude of the
relative acceleration parameter (A). The primary consequence of this relative motion
is to affect the recirculation region behind the particle and thereby, the drag. Thus,
the drag coefficient of the liquid drop is a function of both the Reynolds number, as
well as the relative acceleration parameter: CD = CD(Reg, A).
A temporal variation of the droplet drag is shown in Fig. 25 for cases: Reg = 3.9
(top) and Reg = 81.0 (bottom). The time axis is non-dimensionalized by the time
scale of the flow (τ). Initially, there is a steep rise in the drag due to slowly accelerating
drop from zero velocity (Uc = 0). Within a few cycles, the drop achieves a steady
acceleration and the drag levels off. Both of these effects are also explained by the
corrected CD curve based on the Temkin and Kim’s correlation [208]. Aforementioned
effects of small drag difference are seen in the Reg = 81.0 case. A closer examination
indicates that the computed drag is within 10% of the correlated drag curve. This
is reasonable in light of the fact that the functional fit for the correlated drag curve
neglected these data points (having simultaneous small values of CD − CDS and A).
A monotonic decrease in the Reynolds and Weber number with time is also observed.
This is explained by decrease in relative velocity magnitude due to accelerating drop.
Similar transient variation of CD for a deforming drop initially at Reg = 813 and
Weg = 10 is shown in Fig. 26a. The drag coefficient is noticed to quickly increase to
several times that of the steady value due to drop deformation. Associated decrease
in both the Reynolds and Weber numbers is also observed. An increase in drag coef-
ficient with decreasing Reg is noticed to be more pronounced in the case of deforming
drop. Deformation of the drop is quantified in terms of aforementioned deformation
factor (DF ). This is plotted for two Weg and Reg cases (corresponding to D1 and
D2) in Fig. 26b. Deformation increases with increase in Weber number. This is ex-
pected due to the reduced effect of surface-tension forces to keep the drop in circular
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(b) Deformation Factor
Figure 26: Temporal variation of CD for a 2D drop at an initial Reg = 813 and
Weg = 10 (a) is shown with transient variations of Reg and Weg. Plot of deformation
factor (DF ) as a function of time for two different Weg is also shown. DF = 1.0
indicates no deformation
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shape. Correlation of increase in drag coefficient with an increase in deformation fac-
tor conclusively indicates the dependency of drag coefficient on deformation. Similar
observations were made by Hsiang and Faeth [77] in context of an experimental study.
Flow visualization for a non-deforming drop in form of spanwise (Z) vorticity in
solid background and a line contour for U = 0 indicating the boundary of a recircula-
tion region is shown in Fig. 27. The non-deforming drop case corresponds to Reg = 81
and Weg = 0.1. The liquid drop is shown in the form a liquid volume fraction contour
at αl = 0.5. Vorticity generation is observed at the forward stagnation point. This
vorticity is then convected downstream as seen in the time progression. No deforma-
tion of the liquid drop is observed. This is expected as the onset of deformation occur
at Weg ≈ 0.3 [78]. The drop remains intact and moves downstream as its gains mo-
mentum via the drag forces. The recirculation zone is observed to be attached to the
drop at the beginning, as seen in Fig. 27a. However, as time passes, the recirculation
region detaches from the drop as seen in Figs. 27(b-c). Also, the stand-off distance
(between the end of the drop and the start of the recirculation zone) increases with
time until the formation of an unsteady wake. Above Reg ≈ 40 [226], an unsteady
Karman vortex street is expected to form for a circular cylinder. The vortices which
were initially in a fixed position now alternately shed and convect downstream. This
is clearly seen in Figs. 27(g-i) in form alternately spaced (in streamwise direction)
dark/light patches on the lee-side of the drop.
With increase in the Weber number, a 2D drop undergoes deformation as seen
in Fig. 28. This case corresponds to Reg = 813 and Weg = 10. Due to increase in
gaseous flow velocity, a corresponding rise in vorticity magnitude is noted. The time
progression indicates that the drop quickly deforms from a circular to a flattened
profile. The recirculation region is noted to be quite different from that observed
in the non-deforming case. Also, it is observed to remain attached to the drop till
significant deformation leading to a flattened profile is reached. The wake region is
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(a) t/τ=1.95 (b) t/τ=4.4 (c) t/τ=23.84
(d) t/τ=33.6 (e) t/τ=43.2 (f) t/τ=53.0
(g) t/τ=58.0 (h) t/τ=65.2 (i) t/τ=73.0
Figure 27: Flow visualization of a non-deforming 2D drop at Reg = 81.0 and
Weg = 0.1 is shown in form spanwise (Z) vorticity as background. The liquid drop
is shown in form of a white contour line whereas, the black line represents U = 0.
160
(a) t/τ=2.4 (b) t/τ=7.3 (c) t/τ=17.0
(d) t/τ=23.1 (e) t/τ=29.2 (f) t/τ=41.2
(g) t/τ=47.0 (h) t/τ=52.6 (i) t/τ=61.2
Figure 28: Flow visualization of a deforming 2D drop at Reg = 813 and Weg = 10
is shown in form spanwise (Z) vorticity as background. The liquid drop is shown in
form of a white contour line whereas, the black line represents U = 0.
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quite unsteady with intermittent vortex shedding. Formation of a counter-rotating
vortex pair on the lee-side of the deformed drop, as seen in Fig. 28e in the form
of two detached (from the central) recirculation zones, convects side-ways eventually
shedding from the drop as seen in Figs. 28(f-h). Overall, a strong two-way interaction
between the liquid drop and gasesous flow is observed leading to a very complex flow
field. It is also important to note that such processes are happening at very small
time-scales: a flattened state is reached in 153 µs.
Figure 29 shows a close-up view of the relative velocity field (every other vector)
along with U = 0 boundary (in form of a black line) and the spanwise vorticity in
the background. Both non-deforming Weg = 0.1 (top row) and deforming Weg = 10
(bottom row) cases are shown for two time-instants corresponding to Fig. 27 and
Fig. 28, respectively. Two different vector scaling, one within the drop and the other
for the outer field, is employed to discern the flow patterns. The non-deforming case
shows presence of internal drop circulation as seen in Figs. 29(a-b). This is called
a “Hill Vortex” [37, 226]. The smooth velocity across the drop interface is observed
with a zero radial component. The outer flow profile shows the recirculation zone
positioned at some distance downstream of the drop. Within this stand-off distance,
a non-zero and streamwise moving (+X) flow is noted. It is proposed [37, 162] that
the observed internal recirculation is responsible for significantly altering the wake
region and thereby the drag. Drop deformation changes the character of the flow field
as seen in Figs. 29(c-d). Presence of internal vortical circulation vanishes within the
drop and compression from either (front and back) sides results in an internal flow
approaching towards each other. The wake region is observed to remain attached to
the drop, however it is quite unsteady with significant vortex shedding.
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(a) t/τ=49.0 (b) t/τ=73.0
(c) t/τ=17.0 (d) t/τ=29.2
Figure 29: Relative velocity field visualization for a non-deforming (top row) and
deforming (bottom row) 2D drop is shown along with spanwise (Z) vorticity in the
background. The liquid drop is shown in form of a white contour line whereas, the
black line represents U = 0.
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Figure 30: Comparison of computational drag coefficient (symbols) and experimen-
tal correlations (solid/dashed lines) for a spherical drop. Increasing drag with drop
deformation is shown in form of an arrow.
5.5.0.3 Drag over a sphere
A computational study of a viscous flow over a spherical drop was also carried out
to demonstrate the application of the method for complex 3D flows. Two cases were
studied: (i) non-deforming sphere at Reg = 81.25 and Weg = 0.1; (ii) deforming
sphere at the same Reynolds number but at Weg = 1.0. The fluid and geometrical
properties remain the same as before for the non-deforming case. However an increase
in Weg for the deforming case (at same Reg) was obtained by artifically reducing
the surface-tension by one-tenth. Drag results obtained for both cases are directly
compared with the measurement data of Temkin and Kim [208].
Figure 30 shows the variation of the drag coefficient (CD) as a function of Reg.
Three dashed lines are shown each indicating the variation of CD for a stationary rigid
sphere. The standard curve-fit was based on the following curve-fit formula [226]:
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Figure 31: Time variation of the deformation factor (DF ) for two Weg cases for a








+ 0.4, where 0 < Reg < 2 × 105. Both Stokes and Oseen drag
profiles are also shown. For Reg > 1, neither curve is accurate. Computational data
in the form of symbols are compared with the best-fit curve of Temkin and Kim [208].






where, bn (n = 0, 1, 2) are the coefficients such that b0 = 0.69, b1 = 56.58, and
b2 = 482.49. The standard deviation of the best-fit was reported to be 0.39. Both
the predicted and experimental drag for a moving liquid drop are larger than the
standard CD. Predicted drag for a non-deforming drop is noted to fall within the
experimental data range at Reg = 81. As for the deforming drop, a range of CD
values is observed corresponding to its transient rise.
The deformation history of the spherical drop is shown in Fig. 31 for both Weg
cases. No deformation is observed for the lower Weber number drop. The only effect
for this case is convection of the drop while maintaning its spherical shape. At higher
Weber numbers, deformation is expected and this is seen for Weg = 1.0 drop. The
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(b) Weg = 1.0
Figure 32: Temporal variation of CD for a 3D drop at an initial Weg = 0.1 (a) and
Weg = 1.0 (b) is shown with transient variations of Reg and Weg. Plot of CD as
function of varying Reg is also shown.
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deformation rate is higher in early stages but this levels off at a later time as was seen
in the 2D case. This is due to effect of surface-tension magnifying as drop deforms
and the radius of curvature of the interface increases.
Temporal variation of the drag coefficient is shown in Fig. 32 for non-deforming
(top) and deforming (bottom) spherical drop. Figure 32a shows initial rise in CD
and then leveling off to approximately 1.96. Temkin and Kim’s (TK) data fit [208]
is also shown along with its expected range. Predicted drag for non-deforming drop
is observed to fall within this range. Increase in drop velocity due to acceleration
reduces the relative velocity leading to a decrease in both Reg and Weg with time.
A deforming drop is observed to have a significantly different time history of drag
variation. Except for very early stages (t/τ < 2), the higher Weber number drop is
observed to continuously deform and achieve a steady rise in CD. Also, CD for the
deforming drop is within or slightly higher than the TK data range and is observed
to level-off past t = 18τ . The corresponding deformation is about DF = 0.8. Both
the drag history as well as the variability in CD differentiates the deforming case from
the non-deforming drop.
Figure 33 shows the flow visualization for the deforming drop along with the
relative velocity field (shown every fourth vector) in the Z = 0 center-plane. The
drop is shown in form of a liquid volume fraction iso-surface colored by local pressure.
All time instants show higher pressure (dark patches) around the stagnation region
due to slow down in the gas motion by the presence of the drop. Also, lighter regions
indicating relatively low pressure are noted on the sides due to flow acceleration. The
size of the recirculation region is observed to increase with time as the drop moves
downstream and undergoes progressive deformation.
Flow fields for a non-deforming (left column) and deforming (right column) drop
are compared in Fig. 34 at t = 18.5τ . A perspective view in the top row shows
the change in shape for the deforming drop in relation to the spherical drop. Both
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(a) t/τ=0.2 (b) t/τ=2.6 (c) t/τ=6.4
(d) t/τ=12.3 (e) t/τ=15.9 (f) t/τ=18.5
Figure 33: Deformation progression for a 3D drop at an initial Weg = 1.0 is shown
in the form a liquid volume fraction iso-surface colored by local pressure. Also shown
is the relative velocity field.
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(a) Weg = 0.1 (b) Weg = 1.0
(c) Weg = 0.1 (d) Weg = 1.0
Figure 34: Flow field comparison between spherical drop at an initial Weg = 0.1
(left column) and Weg = 1.0 (right column) at t/τ = 18.5. Drop is shown in form
of a liquid volume fraction iso-surface colored by local pressure. Also shown is the
relative velocity field with U = 0 line contour.
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cases show expected pressure rise in the stagnation region. Figure 34(c-d) shows the
side view of the field along with U = 0 line contour. This line contour indicates
the extent of the reverse flow region. As was seen in the 2D case, the recirculation
region is detached from the non-deforming drop. Also, an axially moving (in +X)
flow is noted in the region between the drop and the start of the reverse flow region.
Whereas, in the case of the deforming drop, the recirculation zone is attached to the
drop and a much wider wake region is observed.
In summary, a series of simulations in both 2D and 3D are performed for a liquid
drop to study the transient drag behavior and the drop deformation. The effects of
the Reynolds number and the Weber number on the drag dynamics are investigated.
For both 2D and 3D cases, the drag coefficient for the liquid drop is always larger than
the steady CD of a rigid sphere at the same Reynolds number. Also, the predicted
coefficients is compared and found to be in good agreement with the measurement
data of Temkin and Kim [208]. The drag coefficient include effects of acceleration,
internal circulation, and deformation; however the aspect of individual quantification
of the above effects is left as a future study. Initial Weber number is observed to
have significant impact on drag dynamics. It is found that decrease in surface-tension
(thereby increase in the Weber number) leads to deformation as well as a larger
drag. Flow motion within the drop is also investigated. Presence of so-called “Hill
Vortex” for a non-deforming drop is verified. Also, deforming drops forms significantly
different wake region with attached recirculation zone. The results thus demonstrate
the capability of the method to simulate and predict drop dynamics at both small
time- and length-scales.
5.6 Head-on Collision of Binary Drops
In this test case, simulation of head-on collision of two equally sized liquid drops is
performed. The outcome of such a collision is influenced by the initial momentum
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Figure 35: Binary drop collision regimes following Qian and Law [161].
(or inertia) of approaching drops, surface-tension, and viscosity of the fluids. The
problem is then characterized by four dimensionless numbers: (i) the density ratio
(ρl/ρg); (ii) the Reynolds number based on initial drop diameter (ReD = ρlUrDo/µl);
(iii) the Weber number (Wel = DoU
2
r ρl/σ); and (iv) the Ohnesorge number (Oh =
16µl/
√
ρlRoσ). Here, Do = 2Ro is the initial diameter of the drop, Ur is the relative
(to each other) drop velocity, σ is the surface-tension coefficient, and subscripts “l”
and “g” represent liquid and gas properties, respectively. The impact parameter
(B), defined as the perpendicular distance between the center of one particle and the
undeflected trajectory of the other, is zero for head-on collisions.
Several studies exist in the literature that touch upon the aspect of binary colli-
sion. Detailed investigations and reviews on this topic were provided by Ashgriz and
Pool [10], Qian and Law [161], Neitzel and Dell’Aversana [132], Morozumi et al. [130]
and very recently by Villermaux [222] in the general context of fragmentation. Fig-
ure 35 maps the outcomes of binary droplet collisions into five regimes [161], based on
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Ur (m/s) Uo (m/s) Wel ReD τ = Do/Ur (ms)
C1 1.955 0.9775 15.75 514.5 0.153
C2 5.6 2.8 129.0 1472.8 0.053
Table 6: Tabulated Ur and Wel for two binary collision cases. Here, ρl/ρg = 10
3
and Oh = 17.5 × 10−2.
the Weber number (We) and the impact parameter (B): (I) permanent coalescence
to form a single droplet; (II) bouncing without merging; (III) coalescence followed by
separation; (IV) separation with satellite drop formation; and (V) off-center separa-
tion. Qian and Law [161] also proposed the critical Weber number criterion to predict
the boundary between permanent coalescence and separation for head-on collisions.
A two-dimensional drop-drop collision is considered here for two cases of the Weber
number. The computational domain employed is a 4 mm square box discretized into
512×512 cells. Two equally sized droplets ofDo = 300 µm are initialized with velocity
(Uo) within each particle directed towards each other and quiescent surrounding gas
field. The two drops are positioned such that their center-to-center distance is two
diameters apart. Periodicity is assumed on all four sides of the domain and uniform
grid is employed. The current grid resolves the drop with approximately 38 mesh
cells.
The fluid properties are: ρl = 10
3 kg/m3, σ = 0.0728 N/m, µl = 1.14 × 10−3
kg/(m-s), γl = 4.1, P∞,l = 5 × 107 Pa for the liquid drop; and ρg = 1.17 kg/m3,
µl = 1.8 × 10−5 kg/(m-s), γg = 1.4, P∞,g = 0 Pa for the carrier gas. The gravity is
neglected in this study. For these fluid characteristics, Oh = 17.5 × 10−2. Two cases
are studied by varying the approaching velocity of the droplets: (1) Uo = 0.9775 m/s
giving the relative velocity of Ur = 1.955 m/s; and (2) Uo = 2.8 m/s such that Ur = 5.6
m/s. Table 6 show these two cases along with other characteristic parameters.
Figure 36 shows binary collision sequence for the case C1 with Wel = 16 in the
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(a) t/τ = 0.0 (b) t/τ = 0.64
(c) t/τ = 0.89 (d) t/τ = 1.78
(e) t/τ = 2.79 (f) t/τ = 3.87
Figure 36: Transient flow visualization of a 2D binary drop collision at an initial
Wel = 16 is shown in the form of a density contour. Here, ρl/ρg = 10
3 and Oh =
17.5 × 10−2.
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(a) t/τ = 0.25 (b) t/τ = 0.51 (c) t/τ = 0.69 (d) t/τ = 0.89
Figure 37: Transient flow visualization of a 2D binary drop collision at an initial
Wel = 16 is shown in the form of pressure (solid background) and velocity (every
fourth vector) field.
form of density contours. Initial position of the drops is seen in Fig. 36a spaced two-
diameter distance apart from their centers. Two approaching drops undergo collision
at t ≈ 0.5τ and their free surfaces merge as shown in Fig. 36b. Upon impact, the
liquid matter is expulsed in lateral direction away from the impact zone creating a
bulb or expansion (Fig. 36c). The liquid keeps draining into this protruding region
leading to further expansion. Depending on the ratio of (restoring) capillary forces
and (breaking) inertial force, the expansion may lead to a liquid filament formation
and eventually breaking up into discrete drops. However, for the current Wel =
16, the capillary forces dominate over the inertial forces resulting in a permanent
coalescence. Few cycles of oscillations between the elliptical and the circular shape
are observed before the merged drop settle to a circular shape.
Flow visualization in form of pressure and velocity field for the drop collision is
shown in the Fig. 37. Due to the effect of surface-tension, a pressure rise within the
drop is noticed by a light-colored region, as shown in Fig. 37a. Also, an approximate
jet arises expulsing the gas away from the impact region (Figs. 37(a-b)) as the distance
between the particles decreases. The presence of impact pressure at the merging of
the drops at t = 0.5τ is indicated by a light-colored high pressure region in the center,
as shown in Figs. 37(b-c). The impact pressure acts to slow down the incoming liquid
174















(a) Wel = 16















(b) Wel = 129
Figure 38: Variation of surface energy, total kinetic energy, and viscous dissipation
for coalescing (a) and separating (b) 2D binary collisions.
mass and propel it sideways. Very active gaseous field is also observed with multi-
ple counter-rotating vortex pairs. These vortex pairs arise due to the formentioned
gaseous jet.
From energy conservation, the total energy of the collided drop is the sum of
surface energy (ESURF ), kinetic energy (EKE,TOT ), and internal energy (EINT ). Here,
we are interested to assess how either the kinetic or the potential energy and their
mutual exchange impact the interface motion and lead to breakup. Therefore, we
only consider the balance among the non-internal energy modes and their conversion
to internal mode. The total non-internal energy is obtained from the initial surface
energy and kinetic energy of the droplets:






where, S is the initial surface area of the drop, md is the drop mass, Uo is the initial
drop velocity, σ is the surface-tension coefficient, and ND is the number of drops.
In 2D, the initial surface area is given by: S = 2πRoL, where L is of unit length.
The surface energy can also be given as: ESURF =
∫
σ|~5αl|dV where, dV is the
cell volume and the integration is carried out over the entire computational domain.
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(a) 0.45 (b) 0.73 (c) 1.63 (d) 6.89
(e) 7.62 (f) 10.9 (g) 11.8 (h) 12.5
(i) 13.4 (j) 14.5 (k) 16.4 (l) 20.8
Figure 39: Binary collision sequence at an initial Wel = 129 is shown for various
t/τ instants. The density contour scaling is the same as in Fig. 36. Here, ρl/ρg = 10
3
and Oh = 17.5 × 10−2.
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(U 2 + V 2 +W 2)dV
where, ρ is the local density. Further division of the total kinetic energy within each
fluid can be obtained by some limit value of the liquid volume fraction over which
the volume integration is performed.
Figure 38 shows the energy balance for both the coalescing (left) and separating
(right) binary collisions. All variations are normalized by the total non-internal energy
of the system. Both the kinetic and surface energy undergo several oscillation cycles,
especially for the coalescence case. Also, the cycles are mutually linked such that
kinetic energy attains a local maximum when the surface energy reaches local mini-
mum, and vice-versa. Their sum is then subtracted from the initial total non-internal
energy resulting in the energy transfered to the internal mode, EDISS. Physically, the
transfered energy no longer plays a role in deformation dynamics. The surface energy
has a local maximum when the droplet shows the maximum spread/elongation as
seen in Figs. 36(d,f). In contrast, kinetic energy attains a local maximum for the
least deformed interface as seen in the Fig. 36e.
In the coalescence case, the surface energy peak reaches almost to the initial
surface energy at the maximum elongation. However, never exceeding the initial
surface energy and the peak magnitude decreasing for the subsequent cycles. In
contrast, for the separation case, the surface energy easily surpasses the initial surface
energy at the maximum elongation. Such a rise is powered by the initial momentum
of the drops which, is observed to be a major portion of the initial total non-internal
energy. The aforementioned presence of a gaseous jet is observed in the form of the
peak in gaseous kinetic energy around t = 0.5τ for Wel = 16 and t = 0.75τ for
Wel = 129. Also, due to large ρl/ρg ratio, bulk of the kinetic energy resides in the
liquid phase.
Qian and Law [161] showed that the outcome of a head-on, equally-sized drop
collision resulted in a separation when the initial kinetic energy was large enough
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to overcome the dissipation during the deformation. This is verified in Fig. 38b
in form of precipitous rise in energy being lost to internal mode but equally steep
increase in surface energy resulting in highly elongated filament which eventually
breaks up into discrete particles. Also, resulting Weber number criterion [161]: Wec =
30Oh+15 where, Wec is the critical Weber number for separating collision in gaseous
environment. For our case of Oh = 17.5 × 10−2, Wec ≈ 20.2 further verifying the
permanent coalescence of the case C1.
Figure 39 shows the collision sequence for the separating case. The merged drop
configuration is markedly different from the low Weber number case with sharp cusps
on the edges due to high velocity impact as seen in Fig. 39b. Further, the sharp
cusps shatter into two tiny drops as seen in Fig. 39c which, convect away from the
impact zone. Due to high impact pressure in the center, the liquid matter is quickly
drained sideways forming bulbs which elongate to form a thin filament. Drop con-
figuration corresponding to maximum surface energy is seen in Fig. 39e and that for
first major breakup in Fig. 39f. Further breakup is noticed in Fig. 39(g-h) leading to
formation of two secondary drops. Due to their proximity to the primary particles,
the newly formed secondary drops collide and merge with the primary particles as
seen in Fig. 39(i-j). Finally, rapid decrease in the surface energy as well as the kinetic
energy results in a steady configuration of two drops as seen in Fig. 39(k-l). The
surface energy is now below the initial surface energy and thus no further breakup is
expected [161, 130].
In summary, two cases of head-on binary collision are performed for equally-sized
liquid drops. Several physical characteristics of the problem: surface merging upon
impact, impact pressure generated liquid matter expulsion, formation of a thin fil-
ament, and filament breakup into secondary particles are captured well. Energy
balance indicated the impact of high initial momentum in increasing the surface en-
ergy to surpass the initial surface energy to result in a non-coalescence outcome of
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the collision. This is in agreement with studies of Morozumi et al. [130] and Qian
and Law [161]. Overall, the method is able to simulate drop breakup and complex
interface oscillations taking into account capillarity and viscosity as well as the sur-
rounding medium all within an unified compressible formulation.
5.7 Parallel Computing Performance of the Solver
All previous test cases involve simultaneous presence of small length- and time-scales.
In order to achieve resolution of such small scale processes as well as to make the
computational algorithm an affordable research/design tool, large-scale computing
systems must be employed. Most computing systems used for large-scale computa-
tions are designed under a distributed memory model [199]. For a distributed memory
platform, a data decomposition method is suitable and is employed for the current
algorithm. In this method, the computational domain is partitioned and distributed
evenly among the available processors. This allows for easy scalability with increase
in the domain size. The standarized Message-Passing Interface (MPI) protocol is
used for parallel communication among the processors.
In order to gauge the overall parallel computing performance of the current algo-
rithm, a 2D static drop in equilibrium is simulated for various grid sizes and a number
of processors. This test case is used due to its geometric simplicity which allows for
a wide variety of processor distributions as well as domain sizes. For this test case,
a liquid cylinder of diameter 0.30 m is centered in a one-meter square domain. The
liquid cylinder is filled with fluid, whose thermodynamic parameters are: γl = 2.4 and
P∞,l = 10
7 Pa, and is surrounded by air, with γg = 1.4 and P∞,g = 0 Pa. The flow is
initially quiescent at atmospheric pressure. The density (ρl/ρg) and viscosity (µl/µg)
ratio considered are 100 and 1.0, respectively, and the surface-tension coefficient is
200 N/m with resulting Laplace number (La = 2Rσρ/µ2) of 6000. This case was
validated against the Laplace-Young law at the beginning of this chapter.
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Figure 40: The code-timing plots for domains of various mesh sizes and varying




64×64 0.176 0.101 0.054
5.32 5.37 3.88
128×128 0.939 0.543 0.210
4.64 5.19 5.18
256×256 4.362 2.817 1.089
Table 7: Problem scaling efficiency of the solver is demonstrated for various number
of processors in form of time-per-step (TPS) of three grid sizes for a Laplace 2D test
case. Here, ρl/ρg=100 and La=6000.
The tests were performed on a Dell Intel PC Cluster with 128 Pentium 4 Xeon
2.4-2.8 GHz (2-CPU Dual 2650s and 1750s) and 132 GB of memory. For MPI parallel
operation, the cluster processors are connected via a high-speed Topspin Infiniband
Switch. Four grid sizes are simulated for 1000 iteration steps without invoking any
read/write from the solver. Average time for one iteration step, called time-per-step
(TPS), is then evaluated by taking the ratio of the resulting wall-time for the simula-
tion and the total number of iteration steps. Figure 40a shows the TPS as a function
of number of processors for a range of domain size. For a given number of processors,
an increase in domain size results in an increase in the time needed to complete one
iteration. This is expected due to the increase in number of mesh cells per processor
undergoing floating-point operations. Also, for a given grid size, there is a decrease in
TPS with increase in number of processors. This is attributed to a reduction in the
computational load per processor. However, the rate at which TPS decreases tapers
off with increase in number of processors due to parallel communication overhead.
This is seen by large or exponentail decrease in TPS for small number of processors
followed by gradual reduction at larger number of processors.
One of the characteristic of the computing performance is the problem-scaling
efficiency. This relates to the change in time for one-iteration step with respect to
a change in the domain size. For an ideal problem and an optimized code, a linear
scaling is expected. This means that if the domain is doubled in size, the time
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64×64 256×256 64×64×64 256×256×256
8 0.069 5.57 4.36 -
16 0.029 2.41 2.24 576
Table 8: Computation expense in terms of hours of run-time for one characteristic
flow time in the case of a static drop in equilibrium. Two processor setup is shown.
Here, ρl/ρg=100 and La=6000.
taken to complete one-iteration also doubles. Table 7 shows the increase in TPS for
each four-fold increase in the domain size. Overall, the average increase in TPS is
approximately 4.93 resulting in 81.1% scaling efficiency. Similar scaling efficiency was
noted for the 3D simulations in the Sec. 5.1.
The other important characteristic of code performance in the context of parallel
computing is the speedup efficiency. The speedup is defined as the time per iteration
for one processor divided by the time per iteration on multiple processors. In the
current study, the minimum number of processors used for evaluating the speedup is
two. Figure 40b shows the speedup efficiency of the solver for four domain sizes. The
ideal speedup is also shown in form of a dashed line. Good speedup characteristics
are observed for all mesh configurations especially for larger domain sizes. Ratio of
computing to communication time plays a major role [199] in the speedup charac-
teristics. In cases of low computational load, the parallel performance is degraded
as most time spent is in communication mode. This is seen in form of saturating
speedup profiles for 64 × 64 and 96 × 96 domains.
Final important characteristic of the algorithm is the time-to-solution which de-
termines the total number of computing hours needed to achieve a solution. This
is particularly relevant if the computational algorithm is to be used as a design tool
in an industrial setup. Table 8 shows typical computational cost in terms of hours
of run-time for one characteristic flow time. Two processor configuration is shown
indicating a range of few seconds to several days. Significant time is needed for the
3D setup, however this cost can be reduced by increasing the number of processors.
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The other limiting factor is the memory for the data stack which can prevent from
using small number of processors for large domain sizes. For example, approximately
569 MB of memory per processor is needed for a 256 × 256 configuration compared
to just 136 MB for a 96 × 96 mesh.
In summary, the code performance characteristic in terms of problem scaling ef-
ficiency, speedup efficiency, and time-to-solution is documented for the algorithm. A
geometrically simple configuration of a static drop in equilibrium is used as a test case.
Detailed validation of this case was presented in the Sec. 5.1. Here, the computing
performance of the solver is mapped and demonstrate that the solver scales well (ap-
proximately 81%) with increase in mesh size. Equally good speedup characteristics
are obtained for varying number of processors. Overall, the algorithm demonstrates
good parallel computing performance.
5.8 Summary
A detailed validation of the five-equation interface model with capillary and vis-
cous effects is presented along with parallel computing performance of the algorithm.
Two standard test cases–static drop in equilibrium and deformed drop oscillations–in
multi-dimensions (2D and 3D) quantified the accuracy of the model. The model re-
covers pressure rise across the liquid/gas interface consistent with Laplace-Young law.
A series of simulations with varying grid sizes indicates a mesh convergent algorithm.
The magnitude of spurious currents is also quantified showing similar order of accu-
racy as reported in the literature. The oscillating drop case demonstrates that the
model consistently captures the four stages of energy exchange between the potential
and kinetic modes resulting in a dynamic behavior of the interface.
The buoyancy effects on the bubble dynamics for various Reynolds and Eötvös
numbers are also shown. Bubble shape-regimes are observed to be reasonably pre-
dicted by the model. In the fourth test case, interface dynamics in relation to drop
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creation is examined. The method is shown to manage significant interface deforma-
tion including filament formation and breakup. A series of simulations in both 2D
and 3D for a liquid drop are also undertaken to study the transient drag behavior
and the drop deformation. The effects of the Reynolds and Weber number on the
drag dynamics are investigated. The drag coefficient for the liquid drop is observed
to be always larger than the steady drag of a rigid sphere at the same Reynolds
number. Flow motion within the drop confirmed the presence of “Hill Vortex” for
non-deforming cases.
Finally, two cases of head-on binary collision for equally-sized liquid drops are
studied. The outcome of collision is shown to depend on the initial momentum of
the drops. The energy balance for surface and kinetic energy indicates a coalescence
outcome in cases where the surface energy variation does not exceed the initial surface
energy. Several relevant characteristics like surface merging upon impact, and thin
filament formation and its breakup leading to secondary particles are well-captured.
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CHAPTER VI
LES OF A LDI COMBUSTOR
Detailed interface resolution cases seen in the previous chapter provides an opportu-
nity to study processes and their driving mechanisms. But seldom is such a detailed
methodology is applied to practical configurations. Time-to-solution and overall com-
putational cost are the primary driving factors for any design study. Accordingly, a
fuel spray is considered here in the form of a point-volume [114] particle and processes
acting on it are averaged over the cell volume.
The detailed simulation approach developed here compliments the engineering
models used for practical applications by providing basic closures from first principles
like drag effects, time-dependent deformation and atomization, evaporation rates,
etc. Also, the detailed two-phase approach provides avenues to develop curve-fits for
wide range of conditions, typically not available via measurements, which can be used
within a LES simulation.
In this chapter, we report on the LES of spray combustion in an axial-swirler
type LDI combustor [20] with a particular emphasis on the impact of an engineering
breakup model on the predictions. The focus here is on an application of the liquid
atomization process and evaluation of an existing engineering breakup model within
the context of LES of a complex combustor flow field.
This chapter is organized as follows. We discuss the experimental and numerical
setup for the combustor in the next section. This is followed by validation of the
subgrid breakup model and the combustor simulations. Finally, the chapter ends
with a brief summary.
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6.1 Experimental and Numerical Setup
The LDI combustor [20] consists of a 60-degree, six helical swirl-vaned inlet that leads
to a venturi, followed by a short divergent diffuser section that ends at the dump plane
of a square combustion chamber. The converging-diverging venturi is designed [20]
to reduce the possibility of the return of the spray droplet from downstream and to
prevent the flashback of the flame and auto ignition inside the swirler. The swirler
has outer diameter of 22.5 mm with the inner diameter of 8.8 mm. The calculated
swirl number is 1.0 [20]. Both converging and diverging angles are set at 45 degrees.
Figures 41a and 41b show respectively, the computational dimensions, and the grid
in the swirl vane region. Air at stagnation temperature To = 294K and 1 atmosphere
enters with a bulk velocity of Uo = 20.14 m/s [20]. The combustor square cross-
sectional area is 4Ro × 4Ro (Ro = 12.6 mm). For the nominal conditions noted
above, the Reynolds number (based on inlet diameter Do = 2Ro and Uo), ReDo is
30,759. The fuel is injected at 0.415 g/s, which in combination with air mass flow
rate of 8.16 g/s gives an equivalence ratio of 0.75 for the reacting case.
Experimental data [20] have been acquired for velocity (mean and fluctuating) at
six streamwise locations for non-reacting (gas velocity) and reacting (gas and drop
velocity) cases. No temperature or species data have been reported so far.
Characteristic inflow and outflow conditions [155] are used along with no-slip,
adiabatic and non-catalytic walls. The inflow conditions for the spray is particu-
larly critical for accurate predictions. Without breakup, a log-normal profile with
the Sauter-Mean-Radius (R32) of 18 µm and a droplet cut-off radius of 1 µm is
used with the spray inner cone angle of 90 degrees based on experimental data [20].
With breakup included no initial distribution is specified. Rather, a mono-modal size
distribution of 100 µm (radius) “blob” is injected at every 7.68 µs (to satisfy fuel
mass flow rate). Particles are injected along the centerline just behind the center-
body approximately 1 mm downstream of the injector tip. Typically, around 30,000
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(a) Schematic Diagram (b) Grid through Swirler Vanes
Figure 41: LDI combustor schematic in the center-plane (a) and computational
grid through the swirler vanes (b). The dump plane marks the position x = 0 for
streamwise locations. Probe locations (P1−P4,D1−D5) used for collecting unsteady
signal and statistics are also shown.
and 10,000 droplet parcels are present in the combustor in an average sense in the
no-breakup and breakup cases, respectively. Larger number of parcels are observed
in the no-breakup simulation due to relatively smaller drop sizes and less number of
particles per group.
The numerical scheme is an explicit finite volume scheme that is second-order
accurate in space and time [127]. A butterfly two-domain grid of 253×84×97 for the
cylindrical and 253 × 25 × 25 for the inner cartesian grid is used in the streamwise,
radial and azimuthal directions, respectively. Clustering is employed near the walls
and regions of high shear. Within the swirler assembly the minimum spacing is y+ ≈ 6
along the walls and approximately 8-12 cells are in the shear layer near the dump
plane. Here, y+ = yuτ/ν where, uτ is the friction velocity and ν is the kinematic
viscosity. Grid stretching is limited everywhere to be below 2% in the near field of
the injector.





















































Figure 42: Turbulent kinetic energy (TKE) and the azimuthal velocity (W ) spectra
for non-reacting and reacting cases at specified probe locations. Probe signals are
shifted upwards nominally by 5 m/s in (b) for clarity.
width, ∆̄) is about 56 in regions of high turbulence, which suggests that the Kol-
mogorov scale (η) is around 18 µm. Twelve LEM cells are used in each LES volume,
which implies that the minimum sub-grid resolution is 2-3η in the high shear region.
In other regions, Re∆̄ is lower and the LEM resolution becomes closer to η. Even
though grid independence study has not been performed for this particular rig, past
experience with LEMLES for gas turbine combustors [121, 43, 126, 127] suggests that
this resolution is reasonable.
For a single characteristic time τ , around 170 and 1800 single-processor hours are
needed on a Linux (2.66 GHz Xeon) cluster for the non-reacting and reacting cases,
respectively. Here, τ is defined as the time for one revolution of the precessing vortex
core (see discussion later). After the initial transient, approximately 25τ and 21τ
of data is statistically averaged for the non-reacting and reacting cases, respectively.
Although LEMLES is expensive, due to the high parallel scalability of the solver the
turn-around time is reduced by using a larger number of processors.
Figure 42 shows the typical spectra of the resolved turbulent kinetic energy for
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both reacting and non-reacting simulations in the region of high shear. For both
cases, a reasonable inertial range spectrum (-5/3 law) is recovered suggesting that
the current resolution is acceptable to resolve momentum transport in the shear layer
regions.
6.2 Results and Discussion
Results for the non-reacting and reacting (with and without breakup) cases are pre-
sented in the following subsections. Validation for sub-grid breakup models have been
conducted to verify the implementation and are presented next.
6.2.1 Validation of Breakup Model
A standard test case of non-evaporating, solid-cone, high-speed liquid atomization
in a cylindrical chamber by Hiroyasu and Kadota [74] is first used to validate the
breakup models. Measurements [74] of solid-cone diesel spray were conducted in
an enclosed cylindrical apparatus with inside gas as nitrogen at iso-thermal (293
K) and quiescent conditions for varying (0.1 to 5.0 MPa) chamber pressures. The
injector is a single-hole nozzle with orifice diameter of 300 µm and 9.9 MPa nozzle-
opening pressure. Table 9 presents the test conditions for the three cases used here
for validations. Since liquid injection velocity was not measured, it was estimated
[42, 169, 138] based on pressure drop (∆P ) across the nozzle as CQ
√
2∆P/ρp, where
CQ is nozzle discharge coefficient (0.705). The droplet size distribution were measured
using a collection system located about 65 mm (or 217 nozzle diameters) downstream
of the injector.
The computational domain is a closed cylinder of 150 mm in length and 200 mm
in diameter discretized by a two-domain butter-fly grid approach. Wall boundary
conditions are applied on the top (injector end) and the side walls whereas, the
characteristic outflow is employed at the bottom boundary. The domain is composed
of (axial, radial, azimuthal) ≡ (50 × 50 × 80) for the outer cylindrical portion and
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Orifice diameter do = 300µm; Liquid density of 840 kg/m
3;
Liquid surface tension of 29.5×10−3N/m;
Liquid kinematic viscosity µl = 2.1 × 10−3Pa-s.
Case-1 Case-2 Case-3
Pgas (MPa) 1.1 3.0 5.0
ρgas (kg/m
3) 12.6 34.4 57.7
Vinj (m/s) 102.0 90.3 86.4
Table 9: Test conditions for the measurements of solid-cone spray by Hiroyasu and
Kadota [74].

















































Figure 43: Transient spray tip penetration (a) for different back pressures and time-
averaged spray angle (b) comparisons with measurements [74].
(50× 21× 21) for the inner cartesian domain. Non-uniform grid spacing is employed
in the axial and radial directions such that the minimum resolution of (axial, radial)≡
(1, 0.6)×10−3 m near the injector (located at the center-axis) and gradually stretching
outwards. Uniform grid was used in the azimuthal direction.
Figures 43a and 43b show respectively, transient spray tip penetration (left) and
time-averaged spray angle (right) for three back-pressures compared with experimen-
tal data [74]. Overall, a reasonable agreement for transient spray penetration depth
has been obtained for both models. Due to no precise definition of spray tip position
either in measurements or computations, the tip penetration is the location of the
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(a) Sauter-Mean Radius (b) KH Model Visualization
Figure 44: Cross-sectional averaged Sauter-mean radius (SMR) variation with axial
distance for different back pressures. Closed symbols represent measurement data.
Transient spray visualization of the KH model [165] for 1.1 MPa case is shown in (b).
Particle spheres shown in (b) are proportional to drop diameter.
leading spray drop parcel or alternatively is the location where 99% of the liquid mass
is included. The spray angle is determined by drawing a tangent to the radial spread
of the spray starting from the end of the jet breakup and assuring 99% of injected liq-
uid mass. Increase in back pressure is observed to decrease the penetration depth and
increase the spray angle. This is due to efficient momentum exchange between the
denser gas-phase (at higher pressures) and liquid droplets. Overall, the TAB model
[138] is observed to over-estimate the spray cone angle in part due to rapid breakup
of injected blobs causing smaller particles to be entrained in the gas vorticity.
The cross-section averaged Sauter-mean radius (SMR) variation with axial dis-
tance is shown in Fig. 44a. Closer to the injector, for both the models, the SMR
is around 150 µm corresponding to the size of the injected droplets. It decreases
rapidly over a small distance from the injector exit indicating breakup/atomization
of parent (or injected) drops. Further downstream, it remains more or less constant.
In this study, we have neglected agglomeration/coalescence of droplets and therefore,
under-prediction of SMR at the measurement location is expected. Both models give
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similar size distribution in the far-field. However, there are differences in the near-
field with the TAB model predicting an instantaneous breakup of parent droplet from
150 µm to the final size. In contrast, in the KH model, the parent drop size decreases
gradually according to the rate equation (which is based on measured mass loss). As
is observed by other researchers [8, 207], both the models, especially the TAB model,
predict excessive breakup leading to very small drop sizes and thus, small SMR (not
accounting for coalescence). The presence of liquid core (in form of large particles) is
seen in the wave model and its length has been observed (not shown here) to decrease
with increase in gas pressure. No such features are evident in the TAB model due to
its step-like breakup of parent drops.
Figure 44b shows an instantaneous snapshot of transient spray field for the 1.1
MPa case using the KH model. The size of the spheres scales with the diameter of the
droplets as represented by the computational parcels. Two inset boxes indicates pres-
ence of broad spectrum of drop sizes with simultaneous existence of large and small
droplets. The stripping breakup of liquid core is also seen in the top-left inset picture.
As the spray evolves downstream, the drop size decreases and radial spreading forms
a cone shaped structure with its apex at the injector exit.
In summary, both break-up models perform adequately even though there are still
some well known deficiencies in both models. Since overall the KH model is superior
in terms of tip penetration, spray angle, and presence of liquid core, it is used for the
combustor simulations discussed in this chapter.
6.2.2 Stationary State Analysis
In this section, we will focus on stationary state statistics of both non-reacting and re-
acting (with and without breakup) simulations. Comparisons with measurements [20]
for gas and droplet velocity field are reported. Earlier gas phase velocity predictions
without break-up [146] are included here only to compare with the new results with
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break-up. However, all comparison of the prediction (with and without break-up)
droplet velocity, size distribution and SMD with data are new results. The analy-
sis therefore, will focus substantially on the droplet statistics and the impact of the
break-up model (if any).
6.2.2.1 Gas Phase Velocity Field
Centerline mean streamwise velocity along the length of the combustor is shown in
Fig. 45. A prominent central re-circulation zone (CRZ) along the axis is observed
for the non-reacting [146] (not shown) and reacting cases. This CRZ is created by
the swirling inflow [115, 202] due to a radial pressure gradient caused by the cen-
trifugal effect, which in turn gives rise to axial (and adverse) pressure gradient. For
high swirl numbers (amount of rotation imparted to axial flow, >0.6), a strong cou-
pling between axial and tangential velocity occurs and the adverse pressure gradient
is strong enough to overcome the axial motion of fluid. This establishes a recircu-
lation zone, a form of vortex breakdown [115], in the central region and this region
is the primary aerodynamic flame holding and stabilizing mechanism in gas turbine
combustors.
The streamwise extent of the CRZ for the non-reacting case is approximately twice
that for the reacting case. However, the CRZ has significantly stronger reverse flow
region in the reacting simulations due to heat-release effects. Flow acceleration from
0.9 m/s (non-reacting) to 15.0 m/s for reacting cases is observed further downstream.
The starting location along the axial centerline for the CRZ (where axial velocity is
zero) is slightly upstream of the dump plane (x/Do = 0). This location (x/Do ≈ −0.2)
is coincident for both non-reacting and reacting cases as observed in close-up view in
Fig. 45b. High streamwise velocity is seen for all cases around x/Do = −0.35 and it
is related to the precessing vortex core (PVC), as discussed later. The phenomenon
of displacement of vortex core and (as a consequence) reverse flow region from the
central axis of symmetry to a new precessional center is known as the PVC [203].
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Figure 45: Centerline mean streamwise velocity comparisons with measurements
are shown for both non-reacting and reacting simulations. Axial distance is non-
dimensionalized by the diffuser diameter. Close-up near the injector and the dump
plane region is shown in (b).
The effect of breakup is seen primarily closer to the dump plane around x/Do =
0.4, as expected. With breakup the reverse flow region is slightly weaker (by ≈ 5
m/s). Such a variation can be attributed to the flame position moving due to change
in fuel evaporation rate with the relatively larger initial particles in the breakup case.
In the far field, there is not much noticeable difference, suggesting that once the
droplets have vaporized and burned the far field evolution is no longer dependent on
the features near the fuel injectors.
Flow visualization and comparison of the gas phase velocity profiles were reported
to some extent earlier [146] and therefore, are not repeated here for brevity. Neverthe-
less, some comments are necessary here so that these earlier results can be contrasted
with the cases discussed in much detail here. As noted earlier, the vortex breakdown
bubble (VBB) or CRZ for the non-reacting case is shallower (in width) but longer in
(streamwise) extent when compared to the reacting cases. It is observed to be a single
contiguous region with mean flow swirling into and around the VBB. The sense of
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rotation is counter-clockwise (CCW) when viewed from the outflow boundary. The
presence of corner recirculation zone just past the dump plane near the outer com-
bustor walls is also observed [146]. A high level of turbulence is concentrated between
the VBB and the incoming flow, especially in the shear layer region that is around
the VBB. As discussed later, for the reacting case, it is in these regions where fuel-air
mixing occurs.
Radial profiles of the time-averaged streamwise and tangential mean and fluctu-
ating (or RMS) velocity at various locations were compared with data [146] and very
good quantitative agreement was obtained at all locations except the first location at
x = 5 mm. At x = 5 mm location, both measurements and LES indicate presence of
peak mean axial velocity away from the center line and a reverse flow region in the
central zone. However, the LES data exhibits symmetry in the profiles in contrast
to the experiments. The discrepancy at this location may be due to a variety of
reasons. In addition to the obvious computational reasons such as grid resolution,
there was also some experimental difficulty in obtaining data at this location (for both
non-reacting and reacting cases), as discussed earlier in [101, 146]. Nevertheless, the
overall agreement with measurements for the non-reacting case offered confidence in
the LDKM based LES approach and in the strategy of simulating the entire swirler
assembly to eliminate any ambiguity in the inflow conditions.
The presence of heat-release alters the flow-field significantly, especially making
the flow motion stronger and more compact in the VBB (Fig. 45). In the earlier
paper [146], we focused on comparing the gas phase velocity field for the non-reacting
and reaction (without breakup) cases. Here, we focus on comparing some of these
features (as well as the droplet properties) with and without breakup.
3D flow visualization of mean streamlines and the reaction rate contours for the
two reacting cases are presented in Figs. 46a and 46b. For both cases, the VBB
is observed to be a contiguous region with mean flow swirling into and around it.
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(a) VBB (b) Flame Surface
(c) VBB (d) Flame Surface
Figure 46: Streamlines along with zero mean streamwise velocity iso-surface and
solid-contours for fuel reaction rate are shown in left column visualizing 3D flow field
and the associated VBB. Also, fuel reaction rate iso-surface at 8×10−6 along with
mean axial velocity contours are shown in the right column. The top row is for
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Figure 47: Radial profiles of the time-averaged streamwise velocity at various axial
locations for the reacting simulations. Solid lines represent simulation with breakup
whereas, the dashed lines are for simulation without breakup.
Streamlines undergoing CCW rotation are observed to move downstream relatively
quickly at a smaller radial angle in part due to a smaller VBB (when compared to the
non-reacting case). The mean flame represented as fuel oxidation rate (in background)
is observed to be lifted-off and positioned in high-shear region between the VBB and
incoming reactants. The time-averaged flame region appears here spread over wide
area primarily due to unsteady movements of thin flame surface (discussed later). The
time-averaged flow field with and without breakup show very similar global features.
However, a closer examination shows that the effect of larger particles upstream of
the dump plane in the breakup case is to position flame slightly downstream to
compensate for overall slower evaporation rate. This shift is more noticeable in the
centerline mean axial velocity profile, as discussed above.
The time-averaged radial profiles for mean streamwise axial velocity are compared
to measurements [20] for various axial locations in Fig. 47. At first measurement
station, LES data predicts strong recirculation in the central portion with almost
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Figure 48: Radial profiles of the time-averaged streamwise fluctuating velocity at
various axial locations for the reacting simulations. Solid lines represent simulation
with breakup whereas, the dashed lines are for simulation without breakup.
reverse flow and the velocity magnitude is relatively higher. In the experimental
study [20], the authors have acknowledged difficulty in sorting seeder particles from
high-momentum spray particles at this location and this may be the reason for the
positive axial velocity measured inspite of a recirculation zone.
Further downstream, the comparison between the LES and the measurements
are reasonable, although there are some discrepancies. The profiles become uniform
further downstream indicating rapid 3D mixing. The velocity magnitudes are sig-
nificantly higher relatively to the non-reacting case especially for wall-jet (closer to
the outer combustor walls). Effect of breakup is more dominant again, only in the
near field of the injector (e.g., x = 5mm); unfortunately, this is also the same location
where measurements are uncertain. The breakup case predicts slightly different radial
variation with a weaker reverse flow peak velocity.
Streamwise RMS profiles for both reacting cases are compared in Fig. 48. Pro-
files are observed to become progressively uniform going downstream with reasonable
comparisons for intensity. The highest intensity is observed at the first location with
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clear peaks on either sides of the VBB. The measurement data is erroneous at this
position, as noted before. Although the magnitude and overall trend of the radial
velocity is similar to data at all axial locations, the computational results show more
fluctuations when compared to data. This may be attributed to a combination of
the limited time signal used for statistics (typically, the RMS takes much longer to
converge than the mean) and the relatively coarser grid used in the downstream lo-
cations. Within the constraint of the computational effort for this simulation, the
overall agreement is considered quite reasonable. Similar comments are relevant for
the azimuthal components (both mean and RMS). For brevity, these comparisons
are not shown here, although some of these for both the non-reacting and without
breakup cases were discussed earlier [146].
6.2.2.2 Droplet Velocity Fields and Statistics
The droplet statistics offer more insight into the flow just downstream of the injector
and around the VBB. It is also these regions where the breakup model should have
any noticeable impact on the flow features.
Radial profiles of the time-averaged Sauter-mean-diameter (SMD or D32) and
arithmetic mean diameter (D10) at various axial locations are shown in Fig. 49.
Closer to the dump plane at x = 5mm, the measurements indicate an increase (from
22 µm to 90 µm) in SMD as the centerline is approached. LES data for both cases
also indicate similar increase (from 22 µm to 45 µm); however this increase is not as
strong as seen for measurements. Again, this discrepancy may be due to the reasons
discussed earlier for the velocity field. In addition, the under-prediction in D32 but a
reasonable prediction of D10 may be also a consequence of meager presence of smaller
diameter particles. This effect is more pronounced in LES due to the parcel approach,
which assigns more particles per parcel for smaller diameters. This creates a situation
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Figure 49: Radial profiles of time-averaged sauter-mean (SMD) and arithmetic mean
(D10) diameter at various axial locations. Closed symbols represent measurement
data whereas solid and dashed lines indicate simulation with and without breakup,
respectively.
(associated with that parcel), thereby artificially reducing the total count. This error
can be easily removed by tracking more particles but at an added expense.
Further downstream, both D32 and D10 profiles becomes more uniform and ap-
proach approximately 80 µm and 55 µm, respectively. Simulations without breakup
under predict D32, although the D10 predictions are more reasonable. Some oscilla-
tions are noted in the LES data especially at downstream locations. This is again due
to low particle count in this region. In the simulation with breakup more particles are
seen closer to the centerline. This is likely due to the penetration of initially larger
particles into the VBB and their subsequent evaporation.
Measurements [20] for drop velocity components were obtained for five groups/bins
based on their radius. Figure 50 shows the radial variation of the time-averaged
streamwise velocity for the 16-30 µm, 31-45 µm, 46-60 µm bin sizes. Closer to the
dump plane, smaller particles move more swiftly than the larger particles. Also,
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Figure 50: Radial profiles of the time-averaged droplet streamwise velocity at various
axial locations for the 16-30µm (left), 31-45µm (middle), and 46-60µm (right) bin
sizes. Symbol represent measurement data whereas the solid and dashed lines indicate
simulation with and without breakup, respectively.
with carrier gas due to their lower inertia. Further downstream, sudden expansion at
the dump plane and adverse pressure gradient due to the swirling motion slows down
the gas-phase, however particles do not respond to these changes as swiftly due to
their higher inertia.
As the spray evolves past the dump plane, effects of drag decelerates its motion,
which appears in form of lower velocity for all bin sizes. Radial variation observed
closer to the dump plane in the form of distinct (broad) peaks disappears further
downstream and oblique line profile emerge with high velocity regions away from the
centerline.
Particle radial velocity profiles for the same three bin sizes are compared with
measurement data in Fig. 51. Closer to the dump plane the radial motion of the
spray is reflected in these profiles with the velocity increasing with radial distance.
However, the magnitude of the peak decreases with axial distance possibly due to
3D effect. Velocity lag between the large and small particles is again observed with
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Figure 51: Radial profiles of the time-averaged droplet radial velocity at various
axial locations for the 16-30µm (left), 31-45µm (middle), and 46-60µm (right) bin
sizes. Symbol represent measurement data whereas the solid and dashed lines indicate
simulation with and without breakup, respectively.
to 22 m/s. This effect is more prominent for smaller particles due to reduced inertia
effect. Both simulations show similar behavior for all three bin sizes with slightly
more radial extent towards the centerline for the breakup case.
The peak magnitude for the azimuthal component (not shown here, for brevity)
significantly dwarfs that for axial and radial velocity. Also, the peak magnitude for
large particles is almost half that for smaller bin sizes. The latter being of compa-
rable magnitude to the gas-phase tangential component. The strength of rotation is
maintained for all bin sizes further downstream indicating effects of momentum equi-
librium with gas-phase and undergoing solid-body rotation. Profiles become more
uniform while moving downstream and this is observed for all bin sizes.
In summary, the time-averaged particle velocity profiles for the droplets show
reasonable agreement with data except at the first location at x = 5 mm. The rea-
son for this initial disagreement has been discussed earlier. Both cases, with and
without breakup show very similar results, especially in the far field indicating that

















































































































































































Figure 52: Particle size histograms at six locations as indicated in the schematic are
shown for both with and without breakup simulations. Spatial variation of discrete
locations includes pre-flame as well as post-flame regions.
all of which are gas phase processes dominate. Closer observation show one feature
consistently in the breakup simulations: the particle field shows droplets closer to
the centerline in the far field (especially for the smaller particles). This is consistent
with the measurements and suggest that one contribution of the breakup model is
to provide a broad spectrum of drop sizes (especially large), and therefore, increase
the dispersion into the region closer to the centerline where there is substantial recir-
culation. However, overall, this effect does not seem to dominate the flame holding
characteristics in this combustor.
As noted earlier, the case without breakup employed an inflow droplet distribu-
tion extracted from measurements and therefore, reasonable agreement is expected
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if the LES is conducted properly (as is the case here). However, the reasonable pre-
diction of droplet statistics (both magnitude and radial extent for various bin sizes)
for the breakup case demonstrates that the breakup model in conjunction with the
Lagrangian tracking approach is able to achieve correct momentum for a spectrum of
drop sizes.
Another way to demonstrate the effect of breakup is to examine the predicted
particle distribution at various locations. Particle size histograms at six locations (as
indicated in the schematic) are shown in Fig. 52. For each set, the time-averaged data
in terms of number of particles per bin size for a particular control volume is used.
Number density for each bin is obtained as the ratio of the number of particles in
that bin to the sum of particles across all bins for that control volume. The number
of particles and its sum across all bins varies in space, and it is also different for
with- and without-breakup cases. Therefore, similar to SMD or D10 at a particular
location, size histogram is dependent on characteristics of particles present in the
control volume of interest.
Locations for histogram are positioned such that the spray quality can be assessed
(i) just after injection (P2, 3 mm after injection), (ii) just downstream of the dump
plane (P3, 7 mm after injection), and (iii) in the VBB (P4). All these location are
along the centerline. Additional two locations diagonally (at 45o; D2, D3) and an
off-center location (D5) within the VBB are also analyzed. These histograms clearly
show the effect of breakup. At P2, without breakup the size distribution is similar to
a spray with D10 of 18 µm. However, with breakup, since a mono-modal distribution
of 200 µm diameter drops is injected, the subsequent breakup results in a broader
distribution (with D10 of 31 µm) of particle sizes.
Further downstream at P3, both cases show similar distribution among bin sizes,
however proportion for mid-size bins (16-45) bin in case of with-breakup is relatively
higher. Within the VBB region (location P4), predominantly large particles are
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noted for both cases. Similar observation can be made at D5. Conspicuous absence
of small particles (0-15) is also noted. Both these locations within the VBB have
high temperature making existence of small particles rare. Diagonal locations (D2,
D3) show not only the radial dispersion of droplets due to PVC but also the effect of
evaporation. This is especially true in the breakup case.
Time-averaged gaseous fuel mass-fraction in the vicinity of the VBB for the two
cases is compared in Fig. 53a-b in the X−Z center plane. Difference in injection size
distribution is observed just downstream of the nozzle exit in form of significant region
gaseous fuel for no-breakup simulation. This is because its initial distribution already
contains small droplets, which due to higher surface area per volume, evaporates
faster right after injection. Further downstream, both cases achieve similar gaseous
fuel profile with maximum gaseous fuel located in or around the VBB. Complete
oxidation of fuel is observed by x/Do ≈ 1.0 with most of the fuel located upstream
of x/Do ≈ 0.5. Visualization of D10 variation (solid-contours) along the X − Z
center plane superimposed with fuel reaction rate line contours is shown in Fig. 53c-
d. Within the reaction front, for both the cases, larger particle size is observed.
However, no particles exist past the downstream end of the flame brush.
6.2.3 Transient Analysis
Spray interaction with the turbulent shear layer and the subsequent mixing of the
vaporized fuel with air and combustion are all unsteady events. In addition to the
steady data discussed above, analysis of the time-evolving features in the combustor is
expected to shed further insight into these interactions as well as any effect of breakup
in the near field. Therefore, a closer examination of the flow in and near the vicinity
of the VBB and the swirling shear layer is carried out to determine the performance
of the breakup model and its relevance for this type of combustor simulations.
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(a) Without Breakup (b) With Breakup
(c) Without Breakup (d) With Breakup
Figure 53: Spatial distribution of fuel mass fraction (top row) is shown along with
an iso-surface for zero mean axial velocity. Bottom row indicates spatial variation of
D10 (solid contours) in relation to mean fuel reaction rate (line contours).
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(a) Non-reacting (b) Reacting
Figure 54: Instantaneous visualization of PVC (grey) precessing VBB (yellow) and
flame surface (green) at some arbitrary time-instant for both non-reacting (left) and
reacting (right) simulations. VBB and flame portions past r > Ro are not shown to
increase clarity of visualization.
6.2.3.1 Vortex-Spray-Flame Interactions
Unlike the steady state picture of VBB (discussed earlier) that showed a single con-
tiguous (and symmetric) region, the instantaneous picture is quite different with
significant local asymmetry that is highly unsteady. Figures 54a and 54b show, for
non-reacting and reacting cases, respectively, precession of reverse flow region and
flame surface (reacting case) by the PVC rotation. Presence of swirling motion cre-
ates hydrodynamic instability in form of a spiral around the reverse flow region just
past the stagnation point where axial vortex breaks down occurs. PVC is visualized
using pressure iso-surface (at 93.5 kPa) and is observed to be a helical (or spiral)
filament with anti-clockwise (looking from inflow boundary) winding in space and
clockwise rotation in time. The turnover (or one rotation) time is estimated at τ=0.4
ms, corresponding to a frequency of about 2.3 kHz (this frequency shows up in the
spanwise spectra, Fig. 42b).
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Velocity vectors (not shown) around the PVC showed clockwise rotation all along
the filament. Also, the leading (or outer) edge was observed to have positive axial
velocity whereas the inner regions a reverse flow. Both reacting and non-reacting
cases show reverse flow region positioned along the inner confines of the PVC and
forming a similar spatially-winding helical shape. However, since it is located on the
trailing side of the temporal rotation, it lags behind the PVC. When averaged over
time gives a simple, geometrically centered VBB as noted in previous discussion.
Precessing motion of the carrier gas entrains the particles (except for large Stokes
number drops) and thus, the PVC plays an effective role in their dispersion (shown
later). The flame is also confined by the PVC and the reverse flow region created
by the VBB, as shown in Fig. 54b. Transient analysis (not shown) of the flow field
indicated that the most upstream (in streamwise direction) point of the flame surface
never protrudes into the diffuser section. However, it is positioned closest to the dump
plane based on the PVC rotation (described below).
Figure 55 shows two snapshots of transient motion of particles, flame surface, and
the PVC for with- and without-breakup cases. The rotation of the PVC disperses
the liquid fuel particles around and into the VBB region (its boundary is identified
by a zero axial velocity line contour). The particles are dispersed radially right to
the venturi walls just half-way to the dump plane. Preferential accumulation of small
droplets around the PVC, while the heavier droplets move downstream relatively
unaffected by the local flow structures is clearly observed. The instantaneous flame
structure (visualized in form of fuel oxidation rate) is relatively thin in the central
portion, while it is somewhat thicker near the outer combustor. These features are
just representative as the flame motion is highly transient. Analysis shows that the
flame thickness is approximately 0.5 − 0.7 mm in the center (resolved with 2-4 LES
cells and hence 24-48 LEM cells). Thicker flame regions could be explained by both
the (coarse) grid resolution and the multiple flame-regime behavior (discussed next).
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(a) Without Breakup, t = 0.25τ (b) Without Breakup, t = 0.75τ
(c) With Breakup, t = 0.25τ (d) With Breakup, t = 0.75τ
Figure 55: Instantaneous droplets, the fuel reaction rate (dark-colored), and the
PVC (light-colored iso-surface and inset) at two instants for simulation with and
without breakup. Also shown are the time-averaged streamwise velocity contours.
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Figure 56: Flame index at some time instant is shown for the reacting simulation.
Instantaneous fuel oxidation rate is represented solid gray scale contours. Also, the
stoichiometric equivalence ratio is indicated as a thin line.
Instantaneous flame structure is analyzed using the Takeno flame index, FI=∇YFUEL.∇YO2
[230]. To determine the flame regime, an indexed reaction rate is defined based on
the flame index as: ω̇∗F = |ω̇F | FI|FI| , and is shown in Fig. 56. The stoichiometric equiv-
alence ratio is shown as a thin line in the same figure. The flame is premixed when
the FI (and consequently ω̇∗F ) is positive and diffusion when the FI is negative. In the
central region, presence of fuel vapor in proximity of recirculating hot gases devoid of
oxidizer generates diffusion flame, as seen by light colored “V” shaped flame surface.
This is confirmed by the coincidence between the flame and the stoichiometric line.
Further outwards in the radial direction, significant dark colored contours are seen,
indicating a premixed flame. Along the outer edges there is sufficient time for fuel-air
mixing to complete before ignition. It is also noted that non-premixed and premixed
flames occur adjacently near the top-half of the combustor making the overall flame
surface to appear thick, as seen in Fig. 55b. Several light-colored regions are seen
in the post-flame region. There regions indicate diffusion burning fuel vapor evapo-
rated from the particles that have gone through the primary flame without completely
losing their identity.
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These results confirm earlier observations [127] that in complex swirling spray
combustion systems the flame structure can be very complex and locally range from
non-premixed to premixed burning. The current LEMLES approach does not make
any a priori assumptions regarding the nature of the flame and therefore, is able to
capture the multi-faceted flame structure in these combustors.
6.2.3.2 Effect of Breakup on Near-field Spray Evolution
Instantaneous spray visualization at some arbitrary time is shown in Figs. 57a and
57b, for without and with breakup cases, respectively. All droplets are colored and
sized by their respective particle radius. Progressive sequence of breakup events is
seen in Fig. 57(b) with 200 µm diameter particle/blob injected into the swirling
airstream. Effect of PVC is seen by the change in trajectory of streamwise particle
evolution. Within the first 1 mm of injection location, initial breakup appears to
be completed with the formation of several (approximately 70-150 groups) product
particles. Furthermore, shear stripping of the parent blob continues forming more
product parcels downstream and depending on local conditions and Weber number,
both product and parent particles undergo further breakup. It appears that in the
present test case, all breakup events are completed within the first 4 mm of injection
and a finer particle distribution emerges downstream.
Quantitative metrics in form of particle size histograms are presented in Fig. 57(c-
d). A 15 µm diameter bin is chosen for both histograms. Quality of spray is accessed
by considering histogram of particles in certain regions. Figure 57(c) is taken over a
space encompassing all particles from injection location to 4 mm downstream. Large
sized particles are seen for the breakup simulation, as expected. For intermediate size
range, both simulations produce similar distribution. Further downstream, around
the dump plane region in the high-shear mixing region, Fig. 57(d) indicates that
the breakup simulation achieve distribution similar to that of without-breakup case.
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(a) Without Breakup (b) With Breakup



















(c) X=0 − 4 mm Slice



















(d) X=6 − 9 mm Slice
Figure 57: Instantaneous visualization of droplets for both with and without
breakup simulations. All droplets are colored and sized by their particle radius.
Also, droplet diameter histogram over specified volume for respective simulations is
presented and compared.
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Analysis shows that the droplet distribution created in the breakup simulation is
equivalent to the pre-specified distribution in the no-breakup case.
Since the breakup process occurs within a narrow 4 mm region just downstream
of the injector, the major impact of breakup is on the fuel evaporation in this region.
This was shown before in the form of steady state gaseous fuel mass fraction in the
center-plane. The other processes in the injector vicinity such as the PVC is not
affected by the breakup since it is driven by the incoming swirling gas flow from
the swirler vane assembly. Since the spray distribution downstream of the initial
breakup region is similar to the no-breakup case (where the spray was adjusted to
match experimental data), the gaseous fuel concentration and its eventual mixing
with incoming swirling air produces similar flame response, as seen in Fig. 55.
6.2.3.3 Thermo-chemical Behaviour
The thermo-chemical states of fuel-air mixing and oxidation provides information on
flame structure in the mixture-fraction space. Spray flame response in the mixture-
fraction (f) space was studied by Reveillon and Vervisch [170]. They showed that
spray flame behavior differs significantly from the classical gaseous diffusion flames [149].
The two-phase (2PH) oxidation limits were noted to be lower and depart from the
single-phase (SPH) limits. Both no-breakup and breakup cases show similar results
(as seen next) and therefore, only characteristic results for the no-breakup case are
discussed.
Instantaneous scatter plots for temperature versus mixture fraction at various
streamwise locations (from the fuel injector exit) are shown in Fig. 58 for both with
and without breakup cases. Lines are shown for both the mixing and the reacting
equilibrium limits. The stoichiometric mixture fraction (fSTOIC) based on assumed
C12H23 chemistry is approximately 0.064 and the corresponding adiabatic flame tem-
perature (TADIA) is about 2320 K. The global mixture fraction (fglob) based on global
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Figure 58: Instantaneous scatter plot for temperature versus mixture fraction at
various streamwise locations for simulations with and without breakup. The analyt-
ical stoichiometric mixture fraction is noted to be around 0.064.
equivalence ratio (of 0.75) is 0.049.
The scatter in the mixture-fraction space varies from f = 0 (pure air) to f ≈ 0.4
(equivalence ratio φ = 9.7), with majority of the samples within f < 0.1. This is
indicative of fast mixing process among the fuel, air, and post-flame gases. Samples
closer to the mixing line (T ≈ 300) are noted only for the 3 mm location suggesting
some (f < 0.03) mixing. Further downstream at 6 mm, samples are in the intermedi-
ate temperature (400− 1000) range indicating both pre-heating of the vaporized fuel
as well as the presence of post-flame species. Presence of flame (in the form of high
temperature samples) is observed only downstream of the dump plane. For example,
at the 12 mm location, two distinct branches are observed. One along the SPH
equilibrium line on the left (f < fSTOIC) and the other along the 2PH equilibrium
(f > fSTOIC) on the right. The equilibrium limit on the left is followed well, however
aforementioned departure from the SPH equilibrium is observed on the right. Peak
temperature is observed around the fSTOIC .
Further downstream (past 16 mm), thermo-chemical state reach an equilibrium
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state with most samples lying around the designated limits. Peak temperatures pre-
dicted by the LES are close to analytically computed TADIA. Scatter in both the
mixture fraction as well as temperature reduces beyond 60 mm with almost all sam-
ples falling along the left equilibrium line. This is indicative of completely reacted
mixture undergoing bulk advection with no further reaction.
Radial distribution of thermo-chemical states at 12 mm downstream of the injector
exit is shown in Fig. 59. This location lies about 5 mm downstream of the dump plane.
Instantaneous temperature, fuel, water vapor and oxygen mass fractions, and fuel
oxidation rates are plotted in the mixture-fraction space. Analyzing the scatter data
as a function of the radial location bins helps identifying local states in the regions
of interest. Five radial bins are selected to separate regions of VBB, high-shear,
and corner re-circulation zone. Temperature scatter shows distinct regions of highest
temperatures around the VBB (all red, some green and blue) region. These samples
lie very close to the adiabatic equilibrium line, indicating completely reacted mixture.
Intermediate samples (400 − 1000K) are also noted (mostly blue and magenta, some
green) in the scatter indicating mixed states of fluid: presence of pre-heated vaporized
fuel and partially reacted gas. This state stems from high-shear region between the
venturi walls and the VBB. Additionally, high turbulence activity within this region
forms wide range of gas composition (reactant-product mixture) and temperatures.
Such mixtures undergoing reaction are subject [119] to ignition delay giving rise to the
observed partially reacted mixtures. Samples beyond r > 15 mm (cyan) show lower
values for f and temperature with scatter around f ≈ 0.01− 0.06, T ≈ 500− 1900K,
indicating both completely reacted samples (those along the equilibrium line) and
partially reacted (intermediate temperature) mixtures. This region is part of corner
re-circulation zone, which provides longer residence time for complete reactions but
also entrains fresh reactants at the same time forming samples with intermediate
temperatures.
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(f) Fuel Oxidation Rate
Figure 59: Instantaneous scatter plot for various quantities like temperature,
gaseous fuel, oxidizer, water-vapour, and fuel reaction rate at 12 mm downstream
of the injector. The data is dissected into five radial bins from the combustor center-
line. The fuel reaction rate is normalized by ωo = 10
−4.
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Scatter plot for species mass fractions at 12 mm location are also shown in Fig. 59,
which to a large extent are in agreement with above explanation for temperature field.
Samples from the VBB (r < 8 mm) are noted to lie along the equilibrium line seen
in Fig. 59b and contains negligible oxidizer, as seen in Fig. 59c. Very few samples in
either plots are noted along the mixing line indicating diffusion burning mode at this
location. Fuel mass content seen in Fig. 59b and Fig. 59d for the VBB region is due to
penetration of large fuel particles undergoing evaporation. Highest product species is
observed for the VBB region, as seen in Fig. 59e consistent with the presence of high
temperature region in the VBB. Reaction rates (normalized) shown in Fig. 59f in this
region are found to be relatively low both due to equilibrium limits reached for certain
samples, as well as negligible content of oxidizer available for the gaseous fuel to burn.
Samples for the corner recirculation zone are observed to contain significant amount
of oxidizer compared to the fuel content as seen in Fig. 59d, indicating recirculation
zone allowing for complete fuel burning. All range of product species is observed in
this region as seen in Fig. 59e. Scatter for the reaction rate is observed to have peak
around the stoichiometric mixture fraction. This is in agreement with observations
of Reveillon and Vervisch [170].
6.2.3.4 Particle-particle and Particle-gas Correlations
Scatter plots at two axial locations of parcel temperature, streamwise, and azimuthal
velocity versus parcel diameter are shown in Fig. 60. Both with- and without-breakup
results are shown side-by-side to understand the effect of breakup modeling. In order
to further visualize the spatial dependence of these correlations, the data is separated
into radial bins. Some overall comments valid for both with and without breakup
cases can be made based on the analysis of these results. In the current case, the
liquid parcel is at 380 K when injected while the gas temperature is initially 300
K. Thus, when the droplets evaporate their temperature drops. Also, the thermal
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response time [37] is proportional to square of drop diameter and is relatively smaller
for smaller size droplets. As shown in Fig. 60a the smaller droplets respond more
quickly to the local changes. Presence of heat source (VBB) further downstream
(beyond the dump plane) is observed in the form of higher drop temperatures in the
400 − 650 range (Fig. 60b). Again, smaller parcels overwhelmingly show both the
higher and lower temperature peaks.
The effect of breakup is clearly noticeable in these figures. Closer to the injector
location (radial location r < 5 mm) particles are observed to have larger diameters
and temperatures close to the injection temperature. Only after breakup, for radial
locations r > 5 mm, smaller particles are observed with significant thermal response.
Further downstream past the dump plane, both cases show similar diameter ranges
and thermal response with most scatter in diameter range of [20-40]µm for the breakup
case. The presence of smaller particles at this location in the no-breakup case is from
the specified inflow distribution. This is evident from their thermal response and
their radial position in the shear layer (r ≈ [5 − 12] mm) region.
Parcel velocity correlations with its size are shown in Figs. 60(c-d) and Figs. 60(e-
f) for axial and tangential components, respectively. Dashed line shown in these
figures indicate initial velocity imparted to parcels during injection. The velocity
response time for particles is also proportional to the square of drop diameter. Thus,
particles with lower inertia are able to follow gas-phase more closely and this is seen
in form of peaks (min, max) for smaller sizes. At 3 mm downstream, however parcels
in the outer regions (green, blue) have significantly differing velocity. This is in part
due to the presence of the PVC, which entrains the droplets into its vortical flow.
Further downstream (at 12 mm), parcels in the 5 < r < 15 mm range move quickly,
whereas those in the outer regions (r > 15 mm) have slowed down to around 10
m/s. Tangential correlation shows mostly counter-rotating motion of particles closer
to the injection location, however further downstream negative tangential component
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Figure 60: Drop-drop correlations at two axial locations for droplet temperature
(top row), axial (middle row) and azimuthal (bottom row) velocity versus drop di-
ameter. The scatter data is dissected into three to five radial bins.
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is dominant (same as the gas-phase). Parcels within r < 2.5 mm are show low
positive component in part due to flow field provided by the off-centered PVC switches
directions in the central region close to the injector based on its movements. Flow past
the dump plane is rotating in counter-clockwise direction and analogous attributes
are observed for the liquid phase as seen in Fig. 60f.
Overall, the breakup case yields larger particles closer to the injector, and thereby
exhibits delayed response. Also, the PVC rotation is observed to affect the breakup
somewhat by entraining the parent droplet, as seen in Fig. 57b. This entrainment
imparts velocity components different from those of injection condition to the parent
droplets. After breakup, the new droplets inherit these velocities. Also, since the
velocity of a particle is based on its temporal evolution, the history of its trajectory
and diameter changes plays a major role on its velocity as well. This is clearly seen
in the breakup case for both velocity correlations.
Correlation of gas-particle characteristics are shown in Fig. 61 for 1 mm down-
stream of the dump plane in form of temperature and all three velocity components.
Each set of scatter data is separated into four particle radii bins (in microns) to show
the effect of particle inertia. Figure 61a shows scatter for gas and drop parcel temper-
ature for with- and without-breakup simulations. Carrier flow field has a significant
temperature range 300 − 1500K, whereas the liquid phase varies about 300 − 650K.
The upper limit for the liquid phase is set by the critical temperature limit beyond
which distinct phases cease to exist. Most of the scatter lies within 500K, which is the
boiling point limit. Thin line at 45o indicates perfect correlation among the phases.
Smaller size particles are observed to follow this line well. Thermal response for large
particles (black, red) are noted to follow almost horizontal line implying negligible
correlation with gas-phase. Momentum coupling among the phases is observed in
the form of scatter for three components of velocity shown in Fig. 61(b-d). Two
dashed lines indicating positive and negative correlations are shown for reference.
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Figure 61: Drop-gas correlations at 8 mm downstream of injector for temperature
and all three components of velocity are shown. The scatter data is dissected into
four bins of droplet radius (in microns).
221
All three components exhibit a positive correlation especially for smaller particles
(green). With increase in particle size, the correlation deviates from 45o line and gets
flatter (or horizontal). This is to be expected based on higher velocity response time
for such particles and is more prominent in the breakup case.
6.2.3.5 PVC and Spray Correlation
Spatial structure of the PVC as well as its entrainment effect of particles can be
seen in form of spatial correlation among the drop parcel and PVC position. No
substantial differences are observed between the two simulations. Two characteristic
time-instants for the no breakup simulation are shown in Fig. 62. The PVC position
is characterized in the form of lowest pressure position (shown as big solid circle) at
a particular streamwise Y − Z plane. The parcel positions coincident in this plane
are shown in form of small (open) squares. Combination of colors (black, red) and
(blue, green) show distinct time sequence half-wavelength (τ/2) apart. At 1.5 mm
downstream of the injection location, the parcels are noted to be clustered close to
the PVC. Progressing further downstream, the particles move radially outwards as
well as rotate with the PVC. The PVC has an anti-clockwise twist in space and
the diameter of the path traced out by the temporal rotation of the PVC increases
further downstream. The particle movement is observed to follow the PVC motion
with some particles lagged behind. Radial dispersion of particles enabled by the PVC
is observed to be effective. For example, the particles are dispersed approximately 12
mm radially outwards by 7.5 mm downstream of the injector. This is close to 120o
inner cone angle for the dispersion. The cross-sectional spray structure is neither
solid- nor hollow-cone.
Preferential entrainment of particles into the PVC structure can be observed by




















Figure 62: Spatial correlation among droplet parcel and PVC position at two time-
instants for without-breakup simulations. Big solid circle indicates PVC position
whereas small open squares represent droplets. Black and red colors indicate positions






















Figure 63: Spatial correlation among droplet parcel and PVC position at two time-
instants for 6.5 mm downstream of the injector. Big solid circle indicates PVC position
whereas small squares represent droplets. The data is dissected into four bins of
droplet radius (in microns).
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parcel radius. This is performed at 6.5 mm downstream of the injector at two time-
instants shown in Fig. 63. As seen previously, the big solid circle indicates the PVC
position whereas small open squares locate the parcels. Transient spatial structure in
terms of particle positions relative to the PVC is observed. The scatter is made up of
three regions: the leading edge (LE), the trailing edge (TE) and the tail region. The
leading edge region contains small particles (green color), whereas the large particles
(black, red) are mainly concentrated in the trailing edges. Primary reason for this
is the faster response of the smaller particles to movement of PVC via outwardly
oriented (from the PVC position) velocity field. There is also a tail region, which is
considered to be lag effect from the previous PVC rotation. Overall effect of the PVC
is to increase spatial dispersion of the spray particles by entrainment.
6.3 Summary
LES of an experimental liquid-fueled LDI combustor is performed using a subgrid mix-
ing and combustion model. In this approach, no adjustable parameters are required
and the entire flow path through the inlet swirl vanes is resolved. Incorporation of a
subgrid liquid breakup model eliminated the need to specify liquid-phase size-velocity
inflow condition and still able to recover global spray characteristics. Stand-alone val-
idation on a solid-cone spray jet are performed for two breakup models and overall
reasonable agreement for transient spray tip progression and spreading angle is ob-
tained. Kelvin-Helmholtz (or aerodynamic) breakup model by Reitz is adopted for the
combustor simulation. Two simulations (with- and without-breakup) are performed
and compared with measurements. Time-averaged velocity prediction comparison for
both gas- and liquid-phase with available data show reasonable agreement. The major
impact of breakup is on the fuel evaporation in the vicinity of the injector. Further
downstream, a wide range of drop sizes are recovered by the breakup simulation and




The primary objective of the study is to develop a first principles simulation method-
ology to resolve the entire two-phase flow field including the material interface. The
emphasis is to develop an algorithm suitable to study multi-dimensional (two- and
three-dimensions) configurations. In this regard, a compressible five-equation inter-
face model for the simulation of material boundaries between immiscible fluids with
arbitrary equation of state is developed and validated. This model extends the work
of Allaire [4] to include capillary effects within a Roe-type scheme in addition to
accounting for acoustic, viscous, and body-force effects in the flow field. The need
for multi-dimensional simulation capability is addressed by employing an approxi-
mate Riemann solver following Roe, which represents a cost-effective alternative to
an exact Riemann solution. The simulation methodology combines a high-resolution
discontinuity capturing method with a low-dissipation central scheme based on Mac-
Cormack resulting in a hybrid approach for the solution of time- and space-accurate
interface problems. Such an approach is designed to retain advantages of each scheme
in different parts of the flow field and enabling the combined scheme to resolve diverse
effects.
Mathematical analysis of the five-equation interface model showed that the system
of equations are hyperbolic in character. Also, the eigenvalues of the interface model
with capillary effects are noted to be the same as for the Euler system of equations.
Wave amplitudes corresponding to the eigenstructure are also noted to revert back
to those of the Euler system in absence of capillarity. Effect of surface tension on the
Riemann wave structure is also discussed. It is observed that capillary effects appear
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in form of a contact discontinuity corresponding to a linearly degenerate eigenvalue.
The corresponding pressure jump across the contact discontinuity is noted to be
proportional to the surface tension coefficient and the interface curvature.
A Roe matrix and associated numerical flux accounting for the capillary effects
are defined based on the eigenstructure of the interface model. Both the matrix and
the numerical flux showed the effect of capillarity in form of an additional term in
conjuction with pressure. A variable extrapolation method following the MUSCL
approach is implemented to compute the numerical flux at the cell boundaries.
Detailed validation of the interface model is presented along with parallel com-
puting performance of the algorithm. Several test cases are chosen in line with the
focus of developing algorithm for multi-dimensional configuration. The accuracy of
the interface model is quantified by comparing the pressure jump across the material
interface with the Laplace-Young law in case of a static drop in equilibrium. Both
two- and three-dimensional liquid drops are considered. The effect of varying grid size
on the solution is also studied and the algorithm is observed to be mesh convergent.
The magnitude of spurious currents is also quantified showing Capillary number (or
non-dimensional velocity) of O(10−4) which is of similar order of accuracy as reported
by other studies.
Dynamics of interface movement is also studied in the context of a deformed
elliptical liquid drop. The surface tension induced interface oscillations and change of
drop shape are correllated to interchange of potential and kinetic energy of the drop.
The frequency of the energy interchange is then compared to the analytical result
following Fyfe et al. [56]. Both 2D and 3D test cases predicted the oscillation period
to within 4.5% of the theoretical value. Four stages of energy interchange between the
potential and kinetic modes are also visualized indicating a complex set of vortical
patterns in and around the interface.
To further demonstrate the applicability of the model to diverse set of applications,
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we presented a test case involving a gas bubble rise in a liquid bulk. Gravity generated
buoyancy forces accounted for the bubble rise and its effect for various Reynolds and
Eötvös numbers is presented. The deformation of an initially circular bubble is shown
to reasonably predict the shape-regimes of Clift et al. [34]. All cases showed presence
of counter-rotating vortices and their effects on the bubble shape. Vortices are also
shown to break the bubble into one primary and two secondary entities in case of a
low surface tension fluid.
Capability of the model to account for large deformation and eventual breakup
in cases of large density ratios between the fluids is assessed in form of liquid drop
breakup under gravitational acceleration. Visualization of the flow field indicated
significant drop distortion creating a sack-like structure. This is followed by a fila-
ment formation and its ensuing breakup into primary and several secondary drops.
Suspension of some liquid mass on the upper wall due to surface tension generated
wall adhesion is also noted. These characteristics are shown to be in good agreement
with measurement observations.
A series of simulations in both 2D and 3D are performed for a liquid drop in a
convecting gas medium to study the transient drag behavior and drop deformation.
Effects of the Reynolds number and the Weber number on drag dynamics are also
investigated. All cases showed that the liquid drop drag coefficient is always larger
than the steady counterpart of a rigid cylinder (for 2D) or sphere (for 3D) at the same
Reynolds number. These observations are consistent with the measurement data of
Temkin and Kim [208]. Initial Weber number is observed to have significant impact
on the drag dynamics in form of increased deformation for a low surface tension fluid
and resulting larger drag. Presence of “Hill Vortex” is also confirmed in case of a
non-deforming drop.
The fifth and final test case for the interface model considered two scenarios of
head-on binary collision for equally-sized liquid drops. The outcome of the collision
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is shown to depend on the initial momentum of the drops. Energy balance indicated
the impact of high initial momentum in increasing the surface energy to surpass the
initial surface energy to result in a non-coalescence outcome of the collision. Several
physical characteristics of the problem: surface merging upon impact, impact pressure
generated liquid matter expulsion, formation of a thin filament, and filament breakup
into secondary particles are also well-captured.
The main advantage of this approach is its simplicity of algorithm both as a single
solver for different phases as well as demonstrated multi-dimensional capability. The
approach also provides a comprehensive consideration in a cost-effective manner of
several processes inherent to interface dynamics. The detailed simulation approach of
the five-equation interface model is shown to accurately capture interface dynamics
as well as is able to deal with dynamic appearance and disappearance of material
boundaries. Several test cases involving both high density and viscosity ratios are
simulated showing the capability of the method to manage wide range of physical
problems.
The study is also aimed to identify the modeling requirements to perform Large-
Eddy Simulation (LES) of spray combustion in engineering devices. Three require-
ments are identified and implemented in a gas turbine combustor simulation to study
effects of subgrid liquid atomization model on the reacting flow field. The model-
ing requirements fall into three categories: (i) simulation methodology free of model
parameters, (ii) realistic inflow boundary information, and (iii) inclusion of atomiza-
tion processes. Accordingly, LES of an experimental, liquid-fueled LDI combustor is
performed using a subgrid mixing and combustion model. This approach has no ad-
justable parameters and the entire flow-path through the inlet swirl vanes is resolved.
These aspects fulfills the first two modeling requirements. The third requirement
is satisfied by incorporating a subgrid liquid breakup model. The inclusion of the
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atomization aspects within LES eliminated the need to specify dispersed-phase size-
velocity correlations at the inflow boundary.
Stand-alone validation on a solid-cone non-evaporating spray jet following mea-
surements of Hiroyasu and Kadota [74] are performed for two breakup models and
overall reasonable agreement for transient spray tip progression and spreading angle
is obtained. Kelvin-Helmholtz (or aerodynamic) breakup model by Reitz is adopted
for the combustor simulation. Two simulations (with- and without-breakup) are per-
formed and compared with measurements of Cai et al. [20]. Time-averaged velocity
prediction comparison for both gas- and liquid-phase with available data show rea-
sonable agreement. The major impact of breakup is on the fuel evaporation in the
vicinity of the injector. Further downstream, a wide range of drop sizes are recovered
by the breakup simulation and produces similar spray quality as in the no-breakup
case.
Unsteady features such as the efficient dispersion of the spray by the rotating Pre-
cessing Vortex Core (PVC) structure and the flame stabilization by the recirculation
zone are also captured in the simulations thereby, providing an opportunity to investi-
gate the coupling between these features in the combustor. Flame structure in form of
Takeno flame index showed presence of diffusion flame in the central portion whereas
premixed burning mode farther away. Instantaneous thermo-chemical states of fuel-
air mixing and oxidation are also presented indicating significant departure from
the gaseous diffusion limits and consistent with two-phase studies of Reveillon and
Vervisch [170]. Particle-particle correlations showed effects of particle response time
for both thermal and velocity inertia in form of faster response of smaller droplets.
Particle-gas scatter indicated overall positive correlations among their temperature
and all three velocity components. This is especially true for smaller particles. Spa-
tial structure of the PVC and resulting entrainment of particles indicated highly
temporal- and spatial-dependent particle behavior.
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The compressible two-phase approach developed here compliments the engineering
models used for practical applications by providing basic closures from first principles
like drag effects, time-dependent deformation and atomization, evaporation rates,
etc. Also, the detailed two-phase approach provides avenues to develop curve-fits for
wide range of conditions, typically not available via measurements, which can be used
within a LES simulation. In summary, this research provides both detailed as well
as engineering solutions to study atomization processes and the aspect of linking the
two solutions is left for future studies.
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CHAPTER VIII
RECOMMENDATIONS FOR FUTURE WORK
There several unresolved aspects both in the five-equation interface model as well as
the LEMLES engineering model that could be pursued in the future.
Heat and Mass Transfer The five-equation interface model extension to account
for heat and mass transfer effects will lead to a valuable contribution. Detailed simula-
tion of fuel evaporation in presence of thermal gradients or an engulfing flame surface
would lead to better understanding of interface processes and related coupling of
capillary, viscous, and mass diffusivity effects. In order to capture such phenomenon,
some of the assumptions (such as immiscibility of fluids) employed in this study would
have to be relaxed.
Interface Sharpening and Curvature Estimation In the current study, the
interface is observed to occupy approximately 4-8 cells especially in cases with large
density ratios. Interface sharpening techniques could be applied at each time-step
to obtain a sharp material boundary. Also, a higher-order gradient evaluation could
be applied to compute the interface curvature. This will lead to overall higher-order
spatial accuracy.
Coupling Eulerian Interface Model with Lagrangian Tracking The five-
equation interface model considers both phases in an Eulerian framework. Consider
a case of a liquid jet breakup where the interface model is applied in the injector region
and thereby resolving dense atomization aspects. Further downstream, breakup of
liquid jet has formed discrete entities which can then be tracked within the Lagrangian
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framework. The combined approach can then be used to study complete spray field
evolution including far downstream.
Dense-regime Corrections Current LEMLES formulation is based on a dilute-
spray assumption. This means that the gas-phase does not consider the volume
occupied by the liquid drops. Dense-regime corrections can be included to account
for the space occupied by the liquid-phase. Also, the drop-drop collision can be
included as a subgrid model for the dispersed phase.
Fragmentation Research Several exciting areas exist well beyond the coverage
of this work. Especially, areas in super-critical and effervescent atomization. The
former is related to processes in the proximity of liquid-vapour transition typically
observed in LOX/H2 rocket motors. Effervescent fragmentation is related to explosion
of cavities in a liquid volume. Other areas such as solid fragmentation and ligament
dynamics also hold great promise.
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