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Abstract
Photoacoustic (PA) imaging is a non-invasive diagnostic imaging technique that gives images of photoabsorbers based on their absorption of optical energy. These optical absorption properties can then be linked to
important tissue properties. For the method to be quantitative, however, it is necessary to have an accurate
estimation of the light fluence in the tissue. The current gold standard in addressing the fluence estimation
problem, a Monte Carlo Simulation, is costly in time and computation. In this work, we developed a deep
neural network to quickly and accurately estimate light fluence in arbitrary tissue types and geometries. The
network was trained on light fluence estimations from Monte Carlo simulations of light propagation through
pseudo-random tissue structures. The network estimated light fluence with only 0.65% error in less than 2
ms per tissue. We hope these results bring real-time PA imaging closer to clinical relevancy.
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I

Introduction
In biomedical photoacoustic imaging, light absorbed by tissue causes the tissue to momentarily expand and

then contract, generating an acoustic stress wave that can be detected at the tissue surface. This method has
an advantage over traditional optical imaging techniques because the acoustic waves travel back to the tissue
surface with less scattering than optical perturbations. Additionally, due to the delayed absorption of light in
background tissue and deeper vessels, PA imaging can discriminate well between tissues at different depths [1].
The strength of the acoustic signals at the tissue surface depends on both the deposition and absorption of
light in the tissue. Without knowing how light interacts with the tissue before absorption, it is impossible to
obtain quantitative optical tissue properties. Previous research has coupled acoustic wave generation at the
tissue surface to 3D Monte Carlo simulations of light in tissue [1]. While the mapping between acoustic wave
generation and light propagation simulations is a major stepping stone (and vital for this research), the Monte
Carlo simulations are expensive, both in time and computation. In this research, the goal is to replace the Monte
Carlo simulation with a convolutional neural network1 . Previous research has proved successful in this area,
specifically in estimating vascular SO2 levels in blood vessels. Here, however, we hope to make the neural net
more general by estimating light fluence in heterogeneous tissue of 14 different randomly-generated tissue types
whose overall structure is psuedo-random2 [2].

II

Data Generation
The training data for the neural net was generated using the MCXYZ Monte Carlo program, which provides

a “simulation of the distribution of light within a complex tissue that consists of many different types of tissues,
each with its own optical properties” [4]. There are two inputs to the MCXYZ program. One is a data structure
of various integers which correspond to different tissue types. The other is a list of the corresponding tissue
properties of each type (absorption, scattering, and anisotropy). The output is the fluence estimation data for
the tissue structure. To generate pseudo-random tissue structures for simulation, images the STL10 dataset,
containing over 5000 96x96 pixel images of 10 different classes (airplane, bird, car, cat, deer, dog, horse, monkey,
ship, truck), were first converted into greyscale. Then, the greyscale images were converted to a 96x96 matrix of
14 different integers (with greyscale intensity of each pixel determining resulting integer), representing 14 different
tissue types. Finally, a list of 13 different tissue types were created for each matrix by randomly generating tissue
properties of absorption, scattering, and anisotropy3 . These 13 tissue types, along with blood at 800 nm (the
1A

background on neural nets for image classification is given in the appendix
will mean based on images from a common machine learning dataset and is discussed further in the data generation section
3 From uniform distributions spanning biologically feasible values e.g absorption ranging from 0 (air) to 0.1 (blood absorption at
800nm - very high)
2 This
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14th and only tissue type with fixed properties) were then randomly mapped on to the 14 integers of each matrix.
A layer of air (for a total of 15 types) was added to the top of each matrix to prevent back-scattering of photons
at the boundary of the simulation. These tissue structures (the integer matrix and corresponding list of types)
were simulated via the MCXYZ program to generate corresponding fluence estimation data over several weeks4 .
Each simulation took about 15 minutes and used approximately 7 × 106 photons. A total of 5000 simulations
were run on a cluster where each node contained two 10-core Xeon E5-2640v4 2.40GHz processors with 256 GB
of memory.

Fig. 1: Image/Tissue Processing

Fig. 2: Example data generation via MCXYZ
4 The input for each simulation was actually a 96 × 96 × 3 structure consisting of the 2D tissue matrix repeated 3 times along one
dimension. Then a 2D slice from the center of the estimated fluence data was taken as the output to avoid anomalous boundary
data from simulation
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III

Model Construction and Training

The neural net architecture was based largely on the O-Net5 , which had remarkable success in estimating oxygen saturation in blood vessels given fluence estimation training data (also generated by MCXYZ) [2]. However,
unlike the O-Net, the neural net did not have a segmentation branch as the training data was not constrained to
any particular tissue geometry (e.g blood vessels). ELU activation functions were used in every layer except the
last, where a RELU function was used to obtain the fluence estimation image. The input training data consisted
of a stack of 3772 (80/10/10 training, testing, and validation split) 96 × 96 × 3 tissue structures containing
the tissue optical properties (absorption, scattering, and anisotropy) at each pixel. All values were normalized
to [0,1]. The output, or ground truth, training data consisted of the fluence estimation data generated by the
MCXYZ simulation. The fluence estimation data was converted to a decibel scale using a dynamic range covering
12 orders of magnitude and normalized to [0,1]. A mean squared error loss metric and adam optimizer with a
learning rate of 0.001 were used in training the network over 50 epochs with a batch size of 32. The total training
time was about 10 minutes running an Intel i7-7700HQ CPU with 16 GB of RAM and a GeForce GTX 1050 Ti
GPU.

Fig. 3: Neural Net Training
5 And therefore the U-Net, a commonly used architecture in biomedical imaging where the output resembles the input (which the
O-Net was based on) [3]
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IV

Results: Fluence Predictions

Using the MCXYZ fluence estimation data as ground truth, the neural net’s fluence predictions on the test
data set had a mean squared error of 0.006526 (or 0.65% error given [0 1] range of outputs) with an average
signal to noise ratio (SNR) of 17.88 dB and average peak signal to noise ratio (PSNR) of 23.80 dB. The average
prediction time was 1.70 ms per image. Other notable evaluation statistics are shown in table 1.

Metric
SNR (dB)
MSE
PSNR (dB)

Max
32.67
0.31
36.80

Min
-2.66
0.000209
5.04

Mean
17.88
0.006526
23.80

Standard Deviation
4.70
0.017464
3.86

Prediction Time (ms)

-

-

1.70

-

Table 1: Results

(b) Predicted

(a) Ground Truth

(c) Error

Fig. 4: Example neural net ground truth, prediction, and error
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V

Conclusions
The neural net accurately predicts in milliseconds fluence estimation in complex tissue structures contain-

ing arbitrary optical properties and geometries, showing that the nonlinear fluence estimation problem can be
addressed by machine learning approaches whose domain need not be specific to any particular tissue. The
computational speed of this approach is impressive and promising for bringing real-time PA imaging closer to
clinical relevancy.

VI

Future Work

There is additional work to be done to produce a publishable journal paper from this research. In order
to ensure the network is robust to noise introduced by the MCXYZ simulation, we would like to re-simulate
about 100 tissue structures and reevaluate the neural net’s predictions on them. Additionally, fully automating
the simulation process on the Thayer Babylon servers would make re-simulating all of the data relatively easily,
allowing us to produce higher resolution training data in less time6 . There is also a small percentage of the
tissue data (less than 1%) which has all of its tissue properties fixed at 0 due to a bug that has been identified
and resolved (unfortunately after the data had been generated). Finally, we would like to test the neural net’s
predictions on the simpler blood vessel data (generated in the previous ENGS 88 work in the FMI lab) to see how
the net performs on data which is quite unlike its training data as a further test to ensure it is generalizable7 .
None of these issues significantly detracts from the value of the work or the promising results but nonetheless
we have to do our due diligence to further bolster our analyses and claims.

VII
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Appendix
Unless otherwise noted, all code for data generation and automation was written for this research and is
available upon request. A brief background on neural nets for image classification is given below:
Neural networks, or multi-layer perceptron networks, consist of a network of interconnected nodes, called
perceptrons, each with potentially many inputs and one output. In the first, or input, layer of perceptrons, there
are N perceptrons corresponding to the number of features each piece of training data contains. In the case of
image classification of 96x96 pixel greyscale images, the number of features would be 962 (or 962x3 for RGB
images). In the final, or output, layer of the network, the number of outputs depends on the purpose of the
network. If the network is meant to take an input image and decide “is this a dog?”, there will clearly only
be one output node, namely a 0 or 1 (or more likely a number between 0 and 1 which could be interpreted as
a probability) corresponding to “dog” or “not dog”. In this research, however, the goal is to generate, from a
tissue image containing 96x96 pixels (each of which contains 3 different tissue properties), an output image of
the fluence, or radiant energy received by the tissue per unit area. Therefore, the input layer will contain 962x3
perceptrons and the output layer will contain 962 perceptrons, each having a fluence value proportional to the
number of photons absorbed by the tissue from a light propagation simulation. Training a neural network involves
feeding the network input images with known outputs, and accordingly adjusting the weights in the network in
proportion to the discrepancy between the networks generated output and the known output. For this research
the “known” outputs are thousands of fluence images generated by the 3D Monte Carlo MCXYZ simulation.
While training the neural net is a resource intensive process (especially when generating the training data means
running thousands of Monte Carlo simulations), the potential for a network that generates in milliseconds what
a simulation might take minutes or even hours to produce makes it well worth the effort.
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