Introduction
Detonation phenomena have been examined theoretically and computationally now for over a century, beginning with the representation of the one-dimensional propagating detonation front as a discontinuity according to Chapman-Jouget (CJ) theory 1{3]. The theory of Zel'dovich 4], von Neumann 5] , and Doering 6] , which has come to be known collectively as the ZND detonation model, represents the detonation as the con uence of a shock wave moving at the detonation speed D, followed by a chemical reaction zone of nite length. The release of chemical energy sustains the propagation of the detonation front. This relatively simple model, which represents the chemical reaction by a single forward rate process, is known to capture many if not most of the essential physical phenomena associated with detonations, and as such the model has been extended by a number of researchers to more complex detonation geometries over the years 7, 8] . While recent advances in computational power have greatly enhanced the ability to numerically simulate multidimensional detonation phenomena with complex reaction kinetics, it is the ZND detonation, and instabilities associated with this one-dimensional representation, that is most often used as the canonical problem against which numerical schemes are validated.
Instabilities associated with detonation waves, while rst recognized experimentally 9], were seen to occur for the 1D ZND model by Erpenbeck 10{12] via linear stability analysis and by Fickett and Wood 13] using a numerical method based on the characteristic net. Such pulsating instabilities have since been shown 14{16] to occur for overdriven detonation waves. The overdrive factor, f, is a parameter that relates the speed (D) of a given detonation to the Chapman-Jouget or CJ velocity, D CJ , which corresponds to the detonation speed producing sonic ow behind the wave. The CJ speed corresponds to the minimum propagation speed necessary to sustain a detonation reaction. The overdrive factor is then de ned as f D D CJ 2 (1) Overdriven detonations correspond to overdrive factors f exceeding unity. The linear stability analysis of Bourlioux, et al. 14] demonstrates that pulsating instabilities will occur in the ZND detonation for overdrive factors f of 1.73 and below, with the number of instability modes increasing as f approaches unity, i.e., the CJ condition. Since the numerical work of Fickett and Wood 13] , other numerical simulations of the pulsating or \galloping" detonation have been performed, using various methods for resolution of the ow eld and reaction zone 14, 17, 18] . Despite rather extensive numerical examination of this canonical unsteady detonation problem, there is no widespread consensus on how best to resolve this (and hence a more complex) ow eld, in terms of the required degree of resolution of the reaction zone, the amount of information required to be captured in the computational domain, and the degree of accuracy of the numerical scheme that is required. Since this reaction model forms the basis on which a large number of multidimensional (steady and transient) simulations are founded, and because the 1D pulsating detonation is used so widely as a \test" problem for high resolution numerical schemes, it is critical to understand precisely what does and does not constitute an accurate resolution of this ow eld. The present study describes a systematic study of resolution of this ow eld using high order schemes in order to clarify these and other issues pertaining to detonation simulation. Ũ t +F(Ũ) x =S(Ũ) (2) where the vector containing conserved variables,Ũ, the ux vector,F , and the vector containing source terms,S, are, respectively, 1 C C C C C C C C C A (3) and the energy per unit volume, E, may be written
In the above relations represents density, p is the static pressure, u is the velocity, and is the ratio of speci c heats. These variables are all made dimensionless with respect to the uniform state ahead of the detonation front (the unburned state). q is a non-dimensional heat release parameter which characterizes the amount of energy released during the reaction, and T i is the activation energy. Y is the reactant mass fraction which varies from 0 to 1, while K is the reaction-rate multiplier, which sets the spatial and temporal scales in the problem. The equation of state for an ideal gas is used here, p = RT, where R is the universal gas constant and T is the absolute temperature, and the gas is assumed to be calorically perfect. The present study focuses on solution of the governing equations for the speci c problem of the overdriven detonation wave with overdrive factor f = 1:6, a condition which generates a single instability mode according to the analysis of Bourlioux, et al. 14] and according to various numerical studies 14, 17, 18] . The computational problem is initiated here via a propagating shock front with pressures p 1 and p 2 , densities 1 and 2 ,, and velocities u 1 and u 2 , upstream and downstream of the front, respectively. Based on selection of these parameters, an overdriven ZND detonation wave propagating at a speed corresponding to the overdrive factor f = 1:6 will be generated. In order to accomplish this, the ChapmanJouget velocity, D CJ , is determined from simultaneous solution of the integral forms of the governing equations, in this case, the equation of the Rayleigh line, 
corresponds to the CJ point. For the nondimensional heat release term q = 50 and = 1:2, the CJ speed is found to be D CJ = 6:8095, with D = 8:6134 for the speci ed overdrive. With nondimensionalization of the pressure and density using conditions ahead of the shock/detonation (i.e., p 1 = 1, 1 = 1), and with the assumption of a propagating wave into quiescent gas (u 1 = 0), one may input the conditions p 2 = 54:8244, 2 = 3:64282, and u 2 = 6:2489 to initiate the condition which generates the desired overdriven detonation wave with f = 1:6. A suitable spatial scale in the problem is one based on the \half reaction length", L1 2 , i.e., the distance behind the shock in which half the reactants are consumed. Given f, a suitable K, the reaction-rate multiplier shown in equation (3), can be speci ed to give a spatial unit based on L1 
Numerical Methodology
The present study uses the Essentially Non-Oscillatory (ENO) method 19{22] for spatial interpolation of the system of governing equations. ENO methods constitute a class of high accuracy, shock capturing numerical schemes for hyperbolic systems of conservation laws, based on upwind biased di erencing in local characteristic elds. It has high accuracy (third order or higher) in smooth regions of the ow, and captures the motion of unresolved steep gradients without introducing spurious oscillations. Hence ENO is particularly well suited for resolution of ow elds in which there are shocks or ame fronts. ENO uses an adaptive polynomial interpolation constructed based on decisions to avoid steep gradients in the data. The polynomial is also biased to extrapolate from data from the direction of information propagation (i.e., upwind) for physical consistency and stability. To ensure that shocks and other steep gradients in the ow are properly captured (i.e., move at the correct speed), a discrete conservative form of the equations is used with the interpolation method.
To avoid entropy-violating expansion shocks near sonic points, which is where characteristic velocities change sign, high order dissipation is added via the Local Lax Friedrichs (LLF) scheme, which adds extra numerical viscosity throughout the computational domain at each time step. A variant on the LLF scheme, the Roe Fix (RF) scheme, only adds extra numerical viscosity when there is a sonic point locally, i.e., where the eigenvalues change signs. This scheme is also explored in the present study. Although the LLF scheme is twice as computationally expensive as the RF scheme, in general LLF should be used with ENO because it is more robust for di cult problems.
Once the numerical approximation of the spatial terms has been completed using the ENO method, the conservation equations (2) can be written in the form
A third order TVD (Total Variation Diminishing) Runge-Kutta method is then used for the time discretization, since the method has high accuracy and, more importantly, a large time step stability region which includes a segment of purely imaginary linear growth rates. This feature ensures that for a su ciently small time step (according to the Courant-FriedrichsLewy or CFL condition), the time discretization will not introduce instability to the result. While there are other time integration methods that are designed speci cally to solve systems of equations with sti source terms (e.g., VODE 23] ) more e ciently, they are not particularly well suited to solving the non-reactive conservation equations. Since the current simulation only involves a single step reaction, use of the TVD Runge-Kutta method is preferred; the CFL condition in this case incorporates the source term to insure stability. In simulations resolving a more complex chemical reaction mechanism, of course, operator splitting with implementation of a sti ODE solver such as VODE is usually preferred. Further details on the numerical methods used here may be found in 24].
Validation of the numerical methods used here has been performed in two ways: 1) via application to \test" problems with exact or known solutions, and 2) via grid resolution studies for the pulsating detonation as described in Sections 4.1 and 4.2. Three \test" problems were considered: a non-reactive shock tube with an exact solution, the problem of two interacting shocks created by a double shock tube, and a shock wave interacting with a ow eld in which there is a spatially oscillatory density eld. Details on the results of the test problems are described in 20, 24] . Di erent order ENO schemes were examined, and it was found that the third order ENO scheme showed signi cant improvements in resolution of ne scale density structures over the second order ENO scheme. Hence for the present problem, results will be shown for third order ENO schemes, except in Section 4.3 which deals with order-of-scheme comparisons.
Results
Following previous studies and the methodology outlined in Section 3, the shock pressure behind the evolving detonation wave (formulated in Section 3.1) is evaluated for galloping phenomena. This is done by monitoring the local maximum pressure in the vicinity of the shock which is initiated. It is important that one does not look globally in the computational domain for a maximum pressure as done, for example, in 25], since a global search can cause an erroneously \clipped" peak pressure pro le to be generated. During the computation of a galloping detonation, it is possible for the shock pressure to drop lower than pressures well behind the shock as a result of the galloping phenomena. If one searches for the maximum pressure globally, it is possible that the pressure of one of the peaks well behind the shock is recorded and mistaken for the shock pressure. This phenomenon is shown in Figures 1ab, which compares computations of pulsating detonations under the same conditions, with the same resolution of the reaction zone and computational domain, but with global and local pressure maxima plotted, respectively.
The following sections describe computational results for the e ects of the size of the computational domain, the resolution of the reaction zone, and the e ects of di erent numerical schemes on simulation of the pulsating 1D detonation wave with an overdrive of f = 1:6. The results shown in Sections 4.1 and 4.2 correspond to the 3rd order ENO method with the Local Lax Friedrichs (LLF) scheme.
Computational Domain Size
One of the biggest challenges of simulating unstable overdriven detonations is the high degree of resolution required to resolve the instability. In order to resolve the reaction zone behind the shock wave, a large computational domain is often needed. This is particularly true if a long-time solution is being sought. For a particular computation, one can be tempted to keep only a few points behind the shock, with the reasoning that the information behind the shock either never catches up with, or does not a ect, the shock during the computation. This is particularly tempting to do in most long studies since the computational cost involved in keeping a large domain behind the shock is high. In this study, however, we demonstrate that it can be dangerous to make such a cost-conscious simpli cation, as this can lead to erroneous ow properties. Here, we de ne a convenient way of calculating the minimum number of points needed to be kept behind the shock during a calculation for the ow properties not to be a ected by the truncation of computational domain behind the shock. . It is seen that the shock pressure exhibits very di erent behaviors, depending on the size of the computational domain. In Fig. 2 , the shock pressure pro le \fans" out with increasing time, suggesting that the galloping amplitude of the shock pressure is increasing as the shock propagates. However, in Fig. 3 , it is seen that the shock pressure pro le \shrinks" with increasing time, suggesting that the galloping amplitude of the shock pressure is decreasing as the shock propagates. Phenomena such as this, where the computational results are sensitive to the size of the computational domain, are highly undesirable.
Di erencies in the time histories shown in Figures 2 and 3 result from the fact that, as the shock propagates, ow properties behind the shock eventually catch up to the shock via u + c waves which travel at a speed greater than D. If too small a computational domain behind the shock is speci ed (e.g., 10 L1 2 's in Figure 2) , the points at the edge of and outside of the computational domain cease to be updated after some time into the computation, which leads to a corruption of the data in that region. The u + c waves emanating from corrupted data eventually catch up with the shock itself, thus erroneously altering the shock properties.
A simple way of preventing the above phenomena from occurring is to include all computational nodes behind the shock in the computational domain. In this way, all nodes are being updated at every time step, and the correct information is always propagated to the shock. Yet for studies in which the long term behavior of the shock is of interest, the computational cost of retaining a domain that includes all points behind the shock can become prohibitively large. It is thus proposed here that the size of the computational domain should be chosen so as to contain the minimum number of points that insure that no corrupted u+c waves will be able to catch up with the shock within the computational time of interest. Figure 4 shows a schematic diagram on a nondimensionalized x-t diagram of how corrupted information can catch up to the shock front for the detonation wave. From simulations it can be found that u+c generally uctuates between 10 and 11 for an overdriven detonation with f = 1:6 and detonation speed D = 8:6. Taking the more aggressive value of 11, this means the di erence in speeds between the u+c wave and the shock front is 2.4. At the onset of the simulation, the shock starts from x = 0 as seen in Fig. 4 , with a computational domain of L. After time L 8:6 , the shock has traveled the distance of the computational domain, L, and points begin to be eliminated or \thrown out" of the computation. The u + c wave of the rst point to be eliminated, traveling at a speed of 11, eventually intercepts the shock as shown in Fig. 4 . This interception occurs at time t = L 2:4 + L 8:6 and at the location x = 11L 2:4 . Hence in order to insure that the computation is correct, the \time to data corruption" L 2:4 + L 8:6 has to be larger than the desired time to which the solutions are being studied. In other words, the computation must be complete for the purpose of the study before the shock is a ected by the rst corrupted u + c wave obtained from data points eliminated from the computational domain. Thus if the solution at time t = t desired is sought, the computational domain size should be speci ed for the present case as In other words, a computational domain of at least L = 75 should be kept in order to insure the correctness of the computation. At t = 40, the shock has traveled a distance of x = 11L=2:4 = 344, at which time the solution is still accurate. Yet at this point, the computational domain is only L in length, so that nearly 80% of the total possible domain has been eliminated from the computation. This constitutes a substantial savings in computational cost over the simple procedure in which all nodes behind the shock are retained in the computation. . From equation (9) a computational domain of L = 160 is theoretically required to guarantee that no u + c waves emanating from eliminated points will be able to catch up with the detonation. The \exact" solution presented is obtained with a computation which retains every single node behind the shock. For example, it is seen from Fig. 5 that a computational domain of 3L1 2 causes an erroneously stable shock pressure pro le to be predicted. The rst shock pressure peak is not even captured correctly. Figure 6 shows that with a domain of 5L1 2 , the rst shock pressure peak is captured, thus providing an unstable shock pressure pro le. Correctly capturing the rst peak is clearly necessary even to begin to form the galloping phenomenon for the detonation. Yet the computational domain of 5L1 Fig. 11 ) no di erence is observed between the results obtained and the exact solution, since the domain size here lies just below the completely accurate simulation according to the theory in equation (9) . Table 1 provides a summary of how the observed shock pressure results compare with those predicted by equation (9) Table 1 suggests that equation (9) is actually overly conservative, since the results obtained using a given computational domain appear to break down well after the time predicted by the equation. This may be due to the fact that the corruption of the shock data does not instantaneously manifest itself but rather takes a nite amount of time to take place. Equation (9) merely predicts the time when the rst u + c wave catches up with the shock, and does not take into account the extent of corruption of the shock data (by multiple \erroneous" u + c waves) that it takes to cause enough damage to the shock data to be visible. Nevertheless, to be conservative, computations presented in the following sections are performed with computational domain sizes speci ed by equation (9).
Reaction Zone Resolution
There has been a great debate in recent numerical studies of detonation phenomena as to how many grid points per reaction half-length, L1 . The pressure peak amplitudes are generally seen to be more than 10% lower than those given by the \exact" or baseline solution, with an overprediction of shock pressure minimum as well. The period of the galloping is also seen to be quite di erent from that of the baseline mesh. The results of the computation with 10 points per L1 2 are shown in Fig. 13 , and it is seen that a large improvement in pressure peak amplitude is obtained with this ner spatial grid size, although there remain large errors in pressure peak amplitude for the earlier peaks. The erroneous period of the oscillation remains the obvious sign that convergence has not occurred with this level of reaction zone resolution when compared to the baseline mesh. The Although obvious improvements were seen when the spatial grid resolution increased, it is di cult to determine a priori an optimal spatial grid resolution. From Figures 12 and 13 , it is clear that 5 and 10 points per L1 2 are not adequate to capture the detonation correctly for these standard overdriven detonation conditions. Even with 10 points per L1 2 , the errors in shock pressure peak amplitude (for the rst two peaks) and galloping period are large enough that it may be concluded with con dence that the solutions have not converged. The choice between using 20 points per L1 . The choice of which resolution to use will ultimately depend on the objective of the study being carried out, and how important computational cost is. The only conclusion drawn here is that 20 points per L1 2 should be the minimum resolution used to study the overdriven detonation with single step kinetics.
Comparison Among Numerical Schemes
To this point, all results shown have been obtained using third order ENO schemes, which are seen to be able to capture the galloping phenomena of the one-dimensional detonations considered here quite well. There are many other schemes used by other researchers, however, that have been documented in the literature for the overdriven detonation with f = 1:6, e.g., 14, 17, 18] . In addition, as mentioned in Section 3.2, ENO can be conveniently programmed to be n th order in accuracy. Figure 16 shows how several schemes used in other studies compare with the present ENO schemes. Plotted are peak pressure magnitude behind the overdriven detonation (after reaching limit cycle-like pulsations) as a function of relative mesh spacing, where a relative mesh spacing of 1.0 corresponds to 10 points per L1 2 , a mesh spacing of 0.5 corresponds to 20 points per L1 2 , etc. The alternative schemes shown are the piecewise parabolic method (PPM) used by Bourlioux, et al 14] , the Superbee limiter and Minmod limiter examined by Quirk 18] , and the recent unsplit scheme of Papalexandris, et al. 17] . Results for both second order ENO (\ENO2") and third order ENO (\ENO3") methods are shown, with both Local Lax Friedrichs (LLF) and Roe Fix (RF) schemes.
Nearly all schemes approach the correct peak pressure (just above p 99, predicted in 13]) for very ne resolution of the reaction zone or a small value of the relative mesh spacing. Yet the third order ENO schemes, both with LLF and with RF, are able to achieve the correct peak pressure with a relatively coarse resolution (relative mesh spacing of 1.0). With a relative mesh spacing of 0.5, or 20 points per L1 2 , all of the ENO schemes (second and third order) have convergence in peak pressure, which is not true for most of the other schemes.
Yet as noted in Section 4.2, the converged value of the peak pressure does not tell the whole story with respect to an accurate resolution of this canonical problem. In Figure 17 the galloping period obtained by the di erent ENO schemes are compared. Here, the time at which the peak pressure (excluding the rst peak) occurs is recorded for various values of relative mesh spacing. The di erences between the second order and third order ENO schemes are more apparent here. All schemes approach a converged time to peak pressure value of around t = 23:5, but clearly the third order schemes are able to predict the time to peak pressure more accurately for a given mesh spacing. Thus it is not adequate to look at peak pressure amplitude in an overdriven detonation computation for signs of convergence.
As shown in Figures 16 and 17 , a mesh spacing which gives convergence in peak pressure amplitude may not give convergence in the period of oscillation. It is suggested that the more demanding criterion of convergence in oscillation period should be used in future studies of the canonical galloping detonation problem.
Conclusions
The canonical problem of the one-dimensional, pulsating, overdriven detonation wave with single step reaction kinetics has been studied here numerically using high order resolution ENO schemes. A systematic study of the e ects of computational domain size, reaction zone resolution, and numerical methodology on detonation wave behavior is performed. Accuracy in the resolution of the overdriven detonation is found to be required both in terms of the magnitude of the peak pressure behind the wave as well as in the period of oscillation in the wave. It is found that, contrary to several published sets of results, a reaction zone resolution of at least 20 points per reaction zone half length L1 2 is required for accurate resolution of the detonation wave with an overdrive of f = 1:6. Moreover, it is found that the selected computational domain size can have a signi cant e ect on the accuracy of the computation. A conservative method for estimating the required computational domain size, based on the time to which an accurate solution is required, is described in this study. Finally, it is demonstrated that third order ENO methods, either with LLF or RF schemes, are able to resolve both peak pressures and periods of oscillations very accurately, with far coarser spatial resolution than is required in other schemes. 
