Abstract-For the task of moving a group of indistinguishable agents on a connected graph with unit edge lengths into an arbitrary goal formation, it was shown that distance optimal paths can be computed to complete with a tight convergence time guarantee [30], using a fully centralized algorithm. In this study, we establish the existence of a more fundamental ordering of the vertices on the underlying graph network, induced by a fixed goal formation. The ordering leads to a simple distributed scheduling algorithm that assures the same convergence time. The vertex ordering also readily extends to more general graphs -those with arbitrary integer capacities and edge lengths -for which we again provide guarantees on the convergence time until the desired formation is achieved. Simulations, accessible via a web browser, 1 confirm our theoretical developments.
I. INTRODUCTION
For the task of moving a group of n indistinguishable agents (or equivalently, robots or vehicles) on a connected graph with unit length edges into an arbitrary goal formation, an efficient centralized algorithm in [30] schedules all agents from an initial formation (configuration) to a goal formation, along paths with the smallest total distance. The authors further showed that, the schedule can be completed in n + ℓ − 1 time steps (ℓ is the longest distance between a pair of start and goal vertices), which is a tight bound.
In this paper, we significantly extend the previous results and show that, a directed acyclic graph (DAG) induced by the initial and goal formations admits an integral ordering of the vertices on the involved paths. The ordering, which may be used to compute the distance between any two vertices on a directed path of the DAG, is unique up to an additive constant. A simple algorithm based on this vertex ordering yields the same n + ℓ − 1 convergence time guarantee. This more fundamental structure provides a smooth transition from the problem formulation to the solution, which is missing from the constructive proof offered in [ 30] .
Using this vertex ordering structure, once the initial agenttarget assignment is completed, the agents, via local (up to distance two) communication, can achieve the desired vertices between 1 and n, thus covering additional problems such as multi-agent rendezvous.
The rest of the paper is organized as follows. Section II provides the problem formulation, an example, and its solution. Section III constructively proves the existence of the aforementioned vertex ordering on the induced DAG, followed by an application that schedules a set of distance optimal paths for the agents with a proven convergence time bound in Section IV. Section V then shows the scheduling algorithm can be easily turned into a distributed one, without relaxing the convergence time bound. We generalize the graph to have integer edge lengths and capacities in Section VI and conclude in Section VII. 3 
II. FORMATION PATH PLANNING ON GRAPHS
Let G = (V, E) be a connected, undirected, simple graph, in which V = {v i } is its vertex set and E = {(v i , v j )} is its edge set. Let A = {a 1 , . . . , a n } be n agents that move with unit speeds along the edges of G, with initial and goal vertices on G specified by the injective maps x I , x G : A → V , respectively. For convenience, V, E also denote cardinalities of the sets V, E, respectively. Let σ be a permutation that acts on the elements of x G , (σ • x G ) is a map that defines a possible goal vertex assignment (a target formation).
A scheduled path is a map p i : Z + → V , in which Z + := N ∪ {0}. Intuitively, the domain of the paths is discrete time steps. A scheduled path p i is feasible for a single agent a i if it satisfies the following properties: (1) p i (0) = x I (a i ), (2) for each i, there exists a smallest k min ∈ Z + such that p i (k min ) = (σ • x G )(a i ) for some fixed σ (i.e., same σ for all 1 ≤ i ≤ n) (that is, the end point of the path p i is some unique goal vertex), (3) 
We say that two paths p i , p j are in collision if there exists
, the agent stays at vertex p(k) between the time steps k and k + 1. Note that in the definition, we assume that edges of G have unit lengths and capacities. That is, it takes unit time for an agent to cross an edge and no two agents can be on the same edge at the same time. This implicit assumption is used throughout Section III-V and relaxed in Section VI.
Problem 1 Given a 4-tuple (G,
To familiarize readers with the problem and its solution, look at the example in Fig. 1 . The underlying graph G is a 6 × 7 grid with holes. Assigning the top left corner coordinates (0, 0) and bottom right coordinates (6, 5), we want to move the agents from left to right. A solution to this problem that is distance optimal is given in Table I , corresponding to a schedule of the multi-colored paths in Fig.  1 . Here, distance optimality seeks to minimize the total path lengths of all agents. Each main entry of the table designates the coordinates of the vertex an agent should be staying at the given time step. run breadth first search to get shortest paths q i j for all
end for 4: run Hungarian method on the above set of n 2 paths to get a path set Q. 5: return Q Given x I and x G , it is relatively straightforward to obtain an unscheduled path set Q = {q 1 , . . . , q n } in which q i is a sequence of adjacent vertices (we use Q to distinguish these paths from the scheduled paths, denoted P), with the help of the Hungarian method [11] . Our implementation is outlined in Algorithm 1. Let head(q i ), tail(q i ), and len(q i ) denote the start vertex, end vertex, and length of q i , respectively. The path set Q returned from Algorithm 1 has several obvious properties, listed below. 4 
Property 2 For all
1 ≤ i ≤ n, head(q i ) ∈ x I (A) and tail(q i ) ∈ x G (A). For any two paths q i , q j , head(q i ) = head(q j ) and tail(q i ) = tail(q j ).
Property 3 Each path q i is a shortest path between head(q i ) and tail(q i ) on G.

Property 4 The total length of the path set Q is minimal.
Constructively guaranteed by Algorithm 1, Properties 2 and 3 ensure that the initial and goal vertices are paired up using shortest paths. Property 4 requires the total length of these paths to be minimal. From now on, Q is always assumed to be a path set satisfying properties 2-4. It is not hard to see that Property 4 implies the following.
Property 5 If the edges of every path q i ∈ Q are oriented from head(q i ) to tail(q i ), no two paths share a common edge oriented in different directions.
Let V (·), E(·) denote the vertex set and the undirected edge set of the input arguments, which can be either a path, q i , or a set of paths, such as Q. We define an intersection between two paths as a maximal consecutive sequence of vertices and edges common to the two paths. Property 5 is a special case of a more general structure of the path set Q, stated in the following proposition.
Proposition 6 The path set Q induces a directed acyclic graph (DAG) structure on E(Q).
Proposition 6 leads to a tight bound on the number of time steps to schedule the path set Q [30] . Somewhat surprisingly, the DAG structure on Q has an even stronger vertex ordering property that does not hold for DAGs in general; this is where the contribution of this paper starts. To state the property, we need some definitions for describing relationships between paths. Recall that two paths intersect (a symmetric relationship) if they share some common vertices or edges. Two paths q i , q j are linked (again a symmetric relationship) if either q i , q j intersect or both q i , q j are linked to some q k (note that this is an inductive definition with a base case). A cluster Q c is a set of paths such that every pair of paths q i , q j ∈ Q c are linked. A path cluster Q c is a maximal cluster of Q if Q c is a cluster and no other path q i ∈ Q\Q c is linked to a path q j ∈ Q c .
For each path q i ∈ Q, a distance value function, d i :
in which dist (u, v) 
In an unscheduled path set Q, for any two paths q i , q j that intersect, a distance value function can be constructed to respect both d i and d j .
Lemma 7
If a vertex u * belongs to the intersection of two paths q i , q j ∈ Q, then the distance value function We now show that (3) can be extended to a path cluster. 
IV. AN ORDERING-BASED SCHEDULING ALGORITHM
Assuming that a time optimal schedule seeks to minimize the time it takes the last agent to reach its goal, the following was established in [30] .
Lemma 9
In general, distance optimality and time optimality for Problem 1 cannot be simultaneously satisfied.
Furthermore, let ℓ be the largest pairwise distance between a member of x I (A) and a member of x G (A),
It was also shown in [30] that n + ℓ − 1 time steps is necessary to schedule a shortest path set Q for an infinite family of instances of Problem 1. It was then shown that an unscheduled path set Q can be turned into a scheduled path set P with a maximum of n + ℓ − 1 time steps, providing a distance optimal schedule with a tight scheduling time bound. We now show that the vertex ordering induced by x G leads to a scheduling algorithm with the same guarantees on the scheduled paths' qualities. The new algorithm is simpler to implement and has a better running time of O(nV logn); it is not clear though, from a first look, that it should provide the said convergence time guarantee. By Theorem 8, each maximal path cluster Q c ⊂ Q can be assigned a distance value function d c that respects the distance function d i for each q i ∈ Q c . Since these individual d c 's have no common domain, they can be combined to give a global d c (for a fixed Q). Assuming such a d c , which can be obtained easily using (??). Before scheduling the path set Q, we introduce a subroutine to handle the scenario illustrated in Fig. 3 . In the figure, Q = {q 1 , q 2 } with head(q i ) = u i ,tail(q i ) = v i for i = 1, 2. This path set cannot be scheduled as is, since q 1 is in the way of q 2 . However, as u 2 v 2 v 1 u 1 Fig. 3 . A path set Q that cannot be scheduled without modification.
agent a 1 reaches v 1 , we can dynamically switch the goals of q 1 , q 2 . Note that the path set after this update still satisfies Properties 2-4. For paths q i , q j , denote this path switching subroutine switch(q i , q j ).
Algorithm 2 SCHEDULESHORTESTPATHS
Input: G, Q, d c
Output: scheduled paths, P = {p 1 , . . . , p n } 1: let p i (0) = head(q i ) for all 1 ≤ i ≤ n 2: let v i = next(q i , head(q i )) for all applicable q i ∈ Q 3: let t = 1 4: while some q i is not fully scheduled do 5: while some p i (t) is not set for the current t do if v i is not the same as any p j (t) already assigned then 
is not fully scheduled 10: if v i == tail(q i ) and v i falls on some q j such that q j has yet to reach v i then 11: switch(q i , q j )
12:
end if 13: else 14: p i (t) = p i (t − 1) 15: end if 16: end while 17: t = t + 1 18: end while 19: return P = {p 1 , . . . , p n } The path scheduling subroutine is outlined in Algorithm 2, in which the routine next(q i , v) returns the next vertex of path q i after vertex v. A path q i is fully scheduled if tail(q i ) is assigned to p i (t) for some t. The scheduling routine never considers two paths q i , q j running in opposite directions since Property 5 excludes such cases. Essentially, the scheduling algorithm let all paths from Q take their respective courses simultaneously. Whenever two paths are competing for going to the same vertex, an arbitrary path is picked to go and the other one to stay put. With the switch(·, ·) subroutine to guarantee that no deadlock can occur, it is straightforward to see that the process must converge since at each t, at least one agent will make progress toward its goal. That is,
Proposition 10 Algorithm 2 terminates in finite time.
Denote the total path length of Q as ℓ Q , then the convergence time (the time it takes for the formation to be completed) is no more than ℓ Q . However, as we have mentioned, Algorithm 2 provides a much stronger guarantee.
Theorem 11
Algorithm 2 provides a schedule that takes at most n + ℓ − 1 time steps to complete.
V. A DISTRIBUTED SCHEDULING ALGORITHM
From the constructive proof of Theorem 11 it is clear that within each maximal path cluster, an agent only needs to be aware of its neighbors within a distance of 2 to take appropriate actions. This implies that once agent-target assignment is done, global coordination is not required to schedule these agents, yielding partially distributed scheduling algorithm. Since local communication is often more reliable and easy to implement, such a scheduling algorithm is more desirable in general. In this section, we provide a local communication protocol which leads to a distributed scheduling algorithm, again with a convergence time of n + ℓ − 1. A common clock is assumed. We omit the pseudo code since it is a straightforward modification of Algorithm 2.
Assuming each agent is assigned a path, we will schedule them along these paths and possibly update their goals (targets) on the fly. Recall that by Property 5, we only need to worry about two agents occupying the same vertex at a given time step. This splits into two cases: (1) two agents want to move to the same vertex in one time step, and (2) one agent moves to a vertex while another agent is staying there. We now give a communication protocol, including a forward communication phase and a backward communication phase at each time step, that handles both cases. The scheduling algorithm is fairly simple to implement, as we did in a Java simulation (see abstract for the link). A snapshot of a running session is provided in Fig. 4 . We do not provide computational evaluation here since the overall algorithm has similar running time as the algorithm from [30] . Readers interested in computational time on large instances may refer to [30] for more details. 
Schedule 12 (Distributed Transfer Schedule) Repeat the following two communication phases until the desired formation is complete.
Forward communication phase. Assume that an agent a i is located on v i and wants to move to v i+1 . Agent a i first checks whether v i+1 is occupied by some other agent a j and if it is, notifies a j of its intention and waits for a j 's response. At this point, a j will check whether it is already at its goal and if it is, switch its goal with a i (a j will also redo its forward communication phase if it already did). If no agent is occupying v i+1 , a i then looks for agents that also want
VI. INTEGER EDGE LENGTHS AND CAPACITIES
So far we have assumed that we work with a graph G with unit edge lengths and capacities. That is, an edge takes a unit of time to cross and can hold one agent at a time. We now relax this assumption to allow non-unit edge lengths and capacities. Formally, let d, c : E → Z + be the edge length map and edge capacity map, respectively. We assume that for any e ∈ E, d(e) ≥ c(e), which is generally true for physical robots with non-negligible sizes (up to a multiplicative constant). The main goal of this section is to extend the results from previous sections under this setup. Note that the definition of scheduled paths and feasible paths from Section II need to be updated since it may take multiple time steps for an agent to cross an edge. Thus, a scheduled path p i becomes a partial map as it may be undefined for some time steps. We omit formal descriptions of these required updates since they are intuitive but lengthy to state.
It is clear that Algorithm 1 is insensitive to edge length. Therefore, the algorithm again produces an unscheduled path set Q satisfying Properties 2-5. Moreover, all results from Section III continue to hold with edge lengths that are not all ones. On the other hand, scheduling the path set Q becomes slightly trickier, since depending on edge capacities, one or more agent may be on the same edge during within one time step. To simplify the analysis, we look at two extreme cases: (1) for all e ∈ E, c(e) = d(e), and (2) for all e ∈ E, c(e) ≡ 1. The first case models scenarios that allow bumper to bumper road traffic. This case is easy to handle, due to the following observation: By subdividing each edge e ∈ E into d(e) edges of unit length, we obtain a new graph G with unit edge length and capacity. We turn our attention to the second case, which models bottleneck edges such as a long and thin bridge. First we establish a lower bound.
Lemma 14 Assume ∀e ∈ E, c(e) ≡ 1 and let d max = max e∈E d(e). Then ℓ + (n − 1)d max time steps is necessary to schedule n agents along a shortest path set Q.
If we pretend that all edges have the same length d max , Algorithm 2 can be easily extended to schedule a shortest path set Q. Clearly, this provides an overestimate of the total time it takes to schedule Q. Since no agent is delayed more than (n − 1)d max time steps, the following corollary to Theorem 11 is immediate. Thus, the time bound ℓ + (n − 1)d max is tight for the unit edge capacity case. Combining the two extreme cases together, we have the following conclusion.
Corollary 15
Theorem 16 For the extension of Problem 1 with integer edge lengths and capacities in which 1 ≤ c(e) ≤ d(e)
for all e ∈ E, the time bound ℓ + (n − 1)d max is sufficient and necessary to schedule n agents along a shortest path set Q.
Straightforward complexity analysis shows that for integer edge lengths and capacities, the running time of the entire algorithm becomes O(nV 2 + nVd max ).
VII. CONCLUSION AND FUTURE WORK
In this paper, for the multi-agent formation path planning problem on graphs, we showed the existence of a vertex ordering structure induced by the initial and goal formations, which in turn admits a simple and natural scheduling algorithm for coordinating the shortest paths amongst the indistinguishable agents with a tight convergence time guarantee.
Furthermore, the ordering allows the scheduling algorithm to be distributed. We then showed that the ordering as well as the convergence time guarantee generalize to integer edge lengths and capacities.
Seeing how the vertex ordering helped us in obtaining a distributed scheduling algorithm without sacrificing convergence time, we plan to study further implications of this order structure. On the practical side, we hope to put the algorithm onto robots to test its performance in real world applications. With increased availability of cheap and fast wireless communication capabilities, we believe our algorithm can be used on formation control problems for a large group of robots or other types of vehicles in practice.
