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Abstract 
This dissertation is concerned with superconducting tunneling spectroscopy of 
graphene and nanostructures in two dimensional materials. The technique of tunneling 
spectroscopy via a planar superconducting probe is developed based on a well-formed 
self-limited tunnel barrier created only between the Pb and the graphene. High magnetic 
field/low temperature spectroscopy is performed on graphene devices, and manifests 
energy-dependent features such as scattering resonances and localization behavior. This 
superconducting tunnel technique is also used to study graphene nanostructures, which 
can host quantum dot(s) and thus support Andreev bound states (ABS). The fact that 
ABS are observed only in the narrow (10 nm wide) nano constriction stresses the 
importance of coupling between the quantum dot and the contact leads for the 
observation of ABS.  The reason why the quantum dot in the narrow constriction has a 
better coupling to contact leads is likely due to fact that the size of the constriction is 
smaller than the characteristic length of the potential disorder, which exists in the two 
dimensional material subject to charge impurities on the substrate. We extend the 
nanostructure study to another two dimensional material, molybdenum disulfide (MoS2), 
where we observe the evolution of the system from a regime of Coulomb blockade to 
resonant transmission. Our observation could open up new possible applications using 
nanostructure in these low dimensional materials. 
iii 
Acknowledgement 
This work is supported by the National Science Foundation under DMR-0906521, 
the Department of Energy under DE-FG02-07ER46453 and DE-FG02-07ER46471, the 
Department of Physics at the University of Illinois at Urbana-Champaign and is partly 
carried out in the Materials Research Laboratory Central Facilities. 
I would like to thank my advisor, Nadya Mason first for her direction of research. 
I would like to thank Prof. Norman O. Birge and Prof. Taylor Hughes for their helpful 
conversations in collaboration. I would like thank my colleagues in our lab: Yung-Fu 
Chen, Travis Dirks and Nicolas Bronn, for their guide and help when I just started in the 
lab; Cesar Chialvo, for his support in machining and other lab equipment; Serena Eley, 
for her help in running fridges. As an experimentalist working closely with the equipment 
and tools, I have to thank our dedicated staff in Microfab: Tony Banks, Mike Marshall, 
Shivakumar Bhaskaranand and Tao Shang; Center for Microanalysis of Materials: Scott 
McLaren, Dougl Jeffers; machine shop: Jim Brownfield and Byron Miller. I am very 
grateful that I have the luck to work with all these great people who have shared their 
wisdom and expertise with me. Last but not least, I would like to thank my family: my 
parents, my grandparents and my husband for their love and support. 
iv 
Table of Contents 
 
Chapter 1: Introduction ....................................................................................................... 1 
1.1 The material: graphene (basic electronic properties) ................................................ 1 
1.2 The technique: tunneling spectroscopy ..................................................................... 2 
1.2.1 Basic idea and tunneling from a superconductor ............................................... 3 
1.2.2 Experimental realization .................................................................................... 5 
1.3 Tunneling spectroscopy of graphene ........................................................................ 6 
1.3.1 STS of graphene and the disorder potential ....................................................... 6 
1.3.2 STS of graphene in magnetic field and Landau Levels ..................................... 8 
1.3.3 Planar tunneling into graphene via a superconductor ........................................ 9 
1.4 The physics: Andreev bound states......................................................................... 10 
1.4.1 Andreev reflection ........................................................................................... 10 
1.4.2 Andreev bound states ....................................................................................... 12 
1.4.3 Observation of Andreev bound states .............................................................. 12 
1.5 Beyond graphene .................................................................................................... 13 
1.5.1 Coulomb blockade and Fabry-Perot oscillations ............................................. 14 
1.5.2 Nanostructures in graphene .............................................................................. 16 
1.5.3 Molybdenum disulfide ..................................................................................... 18 
1.6 Outline of this thesis ............................................................................................... 19 
Chapter 2: Planar Pb Tunnel Probes on Graphene............................................................ 20 
2.1 Introduction ............................................................................................................. 20 
2.2 Device fabrication and measurement configuration ............................................... 22 
2.3 Tunneling barrier formed at the graphene-Pb interface .......................................... 23 
2.4 Basic tunneling measurement using the Pb probe .................................................. 27 
2.5 Conclusion and discussion ...................................................................................... 29 
Chapter 3: Tunneling Spectroscopy of Graphene using Planar Pb probe ......................... 30 
3.1 Introduction ............................................................................................................. 30 
3.2 The fine oscillations near the superconducting gap ................................................ 31 
3.2.1 General appearance and characteristics ........................................................... 31 
3.2.2 Probe-dependent irregularity ........................................................................... 33 
3.2.3 The slope sign and contact asymmetry ............................................................ 34 
3.2.4 Magnetic field dependence and discussion of the origin ................................. 36 
3.3 The broader resonances ........................................................................................... 38 
3.3.1 Magnetic field dependence .............................................................................. 41 
3.3.2 Localization in high magnetic field ................................................................. 46 
3.4 The ‘Coulomb diamonds’ ....................................................................................... 47 
3.5 Conclusion and discussion ...................................................................................... 52 
Chapter 4: Andreev Bound States in Graphene Nanostructures ....................................... 54 
4.1 Introduction ............................................................................................................. 54 
4.1.1 ABS in graphene-based devices....................................................................... 54 
4.1.2 ABS in graphene nanostructure devices .......................................................... 56 
4.2 Device fabrication and characterization .................................................................. 58 
4.3 Coulomb blockade and superconducting proximity effect in graphene nano-
constriction .................................................................................................................... 59 
4.4 ABS in graphene nano-constriction ........................................................................ 65 
v 
4.5 Conclusion and discussion ...................................................................................... 66 
Chapter 5: Transport in a MoS2 nanostructure ................................................................. 69 
5.1 Introduction ............................................................................................................. 69 
5.2 Device fabrication and characterization .................................................................. 70 
5.3 Coulomb blockade in the MoS2 nanoribbon ........................................................... 71 
5.4 Resonant transmission ............................................................................................ 77 
5.5 Discussion and conclusion ...................................................................................... 79 
Chapter 6: Conclusion....................................................................................................... 81 
Appendix: Code for the Transport Calculation of Andreev Bound States ....................... 83 
A.1 Single quantum dot ................................................................................................ 83 
A.2  Multiple (Three) quantum dots ............................................................................. 85 
Reference .......................................................................................................................... 88 
 
1 
 Chapter 1: Introduction  
 
This thesis covers the topic of transport and tunneling in low-dimensional 
materials having unique electronic properties, specifically, graphene, nanostructures in 
graphene, and thin layer molybdenum disulfide. To investigate their electronic properties, 
we develop a technique using a planar superconducting probe to measure the tunneling 
spectroscopy. This technique is also used on graphene nanostructures to study the 
conditions under which Andreev bound states can be observed. Lastly, we extend the 
nanostructure study to molybdenum disulfide, where Coulomb blockade behavior is 
observed for the first time. 
In this chapter, we provide some background information and also a motivation of 
the materials we have studied, the techniques we have used and developed, and the 
physics we have observed and will discuss in this thesis. 
1.1 The material: graphene (basic electronic properties) 
Electron systems in low dimensional materials, in which one or more spatial 
dimensions are small enough to restrict the quantum mechanical wavefunction of 
electrons contained inside, exhibit some of the most diverse and intriguing physical 
phenomena seen in all of condensed matter physics. One low-dimensional material that 
has received considerable interest since its discovery less than a decade ago is graphene
1-3
. 
Graphene is a two dimensional material made from a single atomic layer of 
carbon (Fig 1.1a), with unique electronic properties. It has a relativistic energy spectrum
3, 
2 
4
, which makes it a solid state system where quantum electrodynamics phenomena like 
Klein tunneling
5
 can be probed. By applying an external gate voltage, the level of the 
chemical potential can be tuned to switch the charge carriers between electrons and holes 
(Fig 1.1b) where the transition point has zero charge carrier density and is called the 
Dirac point. Graphene has a high mobility and a long mean free path
1
, which makes it an 
attractive material to the semiconducting industry. Due to its two dimensional nature, 
various techniques can be used to probe it. In addition, graphene nanostructures can be 
easily created via nano patterning
6
 and these nanostructures are stable down to nanometer 
sizes, thereby providing a versatile platform for studying mesoscopic physics and 
developing applications utilizing single electrons and molecular electronics. 
 
Figure 1.1 (a) A schematic view of graphene lattice structure: an atomic-scale 
honeycomb lattice made of carbon atoms. (b) The insets show conical low-energy 
spectrum E(k) of graphene, indicating changes in the position of the Fermi energy EF with 
changing gate voltage Vg. Positive (negative) Vg induce electrons (holes) in 
concentrations n = α Vg . Where the peak in resistance (dip in the conductance) is zero 
carrier concentration point/the Dirac point. The rapid decrease in resistivity ρ on adding 
charge carriers indicates their high mobility. Adapted from reference
1, 7
. 
 
1.2 The technique: tunneling spectroscopy 
Tunneling spectroscopy
8
 provides a powerful tool for investigating basic 
electronic properties such as the density of states. Planar tunneling was first realized in 
3 
thin film metal-insulator-metal tunnel junctions. Later, scanning tunneling spectroscopy 
(STS), which provides spatial resolution, was developed and widely used. Compared to 
the transport measurements performed via Ohmic contacts, which are usually made by 
direct deposition of metals onto the material, tunneling spectroscopy has advantages: 
typical end contacts are often invasive and can have variable resistance, for example, 
materials like graphene can be easily doped by the contact materials. Tunneling 
spectroscopy is less invasive and allows a direct probe of the energy dependence of the 
density of states and the distribution function. This can be seen from equation (1), which 
shows how tunnel conductance depends on the density of states, the distribution function, 
and the applied bias (energy):  
     
 
dE
eV
eVEf
ENNeT
dV
dI
MM 

 
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 21
22 0  (1) 
where 
2
T is the tunneling matrix element and a reflection of the transmission probability, 
e  is the elementary charge, 
M1N  is the density of states of the metal on one side of the 
tunnel barrier and M2N  is the density of states of the metal on the other side, the Fermi 
function  
  1exp
1


TkE
Ef
B
 and Bk  is the Boltzmann constant. 
1.2.1 Basic idea and tunneling from a superconductor 
If two conductors are separated by a thin insulator, in the framework of 
Newtonian mechanics electrons should not able to transfer from one conductor to the 
other. However, a non-zero probability of charge transfer between the two conductors is 
possible due to the quantum-mechanical tunneling of electrons. The insulator acts as a 
tunnel barrier. This probability falls exponentially with the thickness of the insulator 
4 
layer and depends on the details of the tunnel barrier, but these can be absorbed in a 
phenomenological tunneling matrix element
2
T . Electron tunneling can be used to 
examine the density of states or the distribution function of the material on one side of the 
tunnel barrier.  
If we consider tunneling from a superconductor to a normal metal, the tunnel 
current and tunnel conductance can be expressed as the following
9
: 
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here 
nN  is the density of states of the normal metal and sN  is the density of states of the 
superconductor. 
For 
 
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For  VGT ,0  is given as a convolution of superconducting density of states with 
respect to the derivative of Fermi function. In the low temperature limit, the tunneling 
conductance at zero temperature    eVNVG S  gives a good estimation. This means 
that the conductance basically takes the form of the density of states of the 
superconductor,  eVNS . In energies only a few millielectronvolts (meV) from the Fermi 
energy, the density of states based on the Bardeen Cooper Schrieffer theory of 
                                                 
*
 Here we are only talking about the planar tunneling case. In case of point-contact tunneling where the contact area 
(junction size) is smaller than the electronic mean free paths, energy dependent quasiparticle scattering happens at the 
constriction, which will be reflected as the nonlinearities in the current-voltage characteristics. In that case, it is not 
valid to treat the transmission coefficient/tunneling matrix element as energy independent anymore. 
5 
superconductivity can be simply given by 
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, where 
  is the energy gap10.  
 
Figure 1.2 (a) Density of states in superconducting compared to normal state, all 
states whose energies fall in the gap in the normal metal are raised in energy above the 
gap in the superconducting state. (b) Tunnel current and tunnel conductance through a 
tunnel junction with one side of the tunnel junction being a superconductor. 
 
A plot of such density of states is shown in Fig 1.2a and the corresponding tunnel 
current and tunnel conductance is shown in Fig 1.2b. Using a superconducting probe to 
perform spectroscopy has its advantage: due to the sharp feature in the density of states, 
the features in the density of `states (or the distribution function) of materials under study 
can be enhanced in the tunneling spectrum. Another advantage is that by introducing 
superconductivity, new physics could appear, which we will discuss later. 
1.2.2 Experimental realization 
As mentioned earlier, experimentally, tunneling spectroscopy
8
 can be realized 
using different methods, planar tunneling and STS. A simple carton picture showing the 
schematics of planar tunneling and STS is shown in Fig 1.3. These two methods can 
complement each other. STS allows spatial resolution and causes no damage to the 
6 
surface of sample, while planar tunneling has a stable configuration which can be easily 
fitted into different measurement setups and allows the usage of different materials as the 
tunneling probe. To introduce superconductivity to the system, we use planar tunneling in 
our work.  
 
Figure 1.3 (a) Schematic of a planar tunnel junction, which consists of two metals 
separated by an insulator. Schematic of charge transfer in: (b) planar tunneling (c) STS. 
Arrows denotes the direction of charge transfer. 
 
1.3 Tunneling spectroscopy of graphene 
1.3.1 STS of graphene and the disorder potential 
STS study of graphene has been very fruitful. For example, spatial charge 
inhomogeneity
11, 12
, edge states
13, 14
, and phonon induced behavior
15
 have been 
demonstrated. The work described in this thesis is most relevant to previous STS studies 
which reveal how the local electronic properties of graphene
16
 in zero magnetic field are 
affected by charged impurities and structural disorder
7, 11, 17, 18
.  
7 
 
Figure 1.4 Schematic diagram of the disorder potential variation as a function of 
spatial location. The relative position of the Fermi energy to the Dirac point can be tuned 
by an electrostatic potential from a back gate. Adapted from Fig. 1c of reference
7
. 
 
In an ideal graphene layer, the carrier density can be continuously tuned from hole 
to electron doping through zero density (the Dirac point). However, as illustrated 
in Fig 1.4, the relative position of the local Dirac point with respect to the Fermi level is 
changed by a spatially varying electrostatic potential induced by local disorder. The 
dominant cause of this local disorder is charge impurities on the substrate (both intrinsic 
and extrinsic); this can be minimized by putting the graphene on top of a thin layer of 
hexagonal boron nitride
19
. However, for the results in this thesis we measured graphene 
on amorphous SiO2, where the surface charges leads to strong potential variations. For 
these samples, if the Fermi level is close to the Dirac point, then spatially alternating 
patterns of electron and hole puddles are formed. These puddles, created by the variation 
of this local electrostatic potential, can affect many of properties of graphene; for 
example, it has been considered as one of the main sources of the measured minimum 
conductivity in macroscopic graphene devices
4
. Later we will see how this disorder 
potential plays an important role in studying nanostructures in both graphene and MoS2. 
8 
1.3.2 STS of graphene in magnetic field and Landau Levels 
 In a two-dimensional electron system in the presence of a magnetic field, B, the 
energy for motion perpendicular to the field is quantized in a series of equally 
spaced Landau Levels: 
 2/1  nEE cn  , ,...2,1,0n  (4) 
where   is Planck's constant, */ meBc   the cyclotron frequency and e the electron 
charge. Landau levels
20-27
 in graphene have been observed in STS
28
 studies (Fig 1.5). 
Instead of the usual linear dependence, due to the relativistic nature of massless Dirac 
fermions, the Landau level energy sequence in single layer graphene consists of a field-
independent state at zero energy followed by a sequence of levels with square-root 
dependence in both field and level index: 
  BnvenE Fn
2
2sgn  , ,...2,1,0,1,2... n  (5) 
Here the energy is measured relative to the Dirac point energy. When two 
graphene layers stack to form a bilayer, the interlayer coupling leads to the appearance of 
band mass but it does not open a gap at the Dirac point. Here the Landau Level spectrum 
takes the form  1 nnE cn  , ,...2,1,0n This sequence is linear in field, similar to 
the standard case. An alternative form is: 
   1sgn  nnnE cn  , ,...2,1,0,1,2... n  (6) 
This form gives the same Landau Level spectrum, including the double degeneracy of the 
zero-energy level.  
9 
 
Figure 1.5 Landau levels in single layer and bilayer graphene. (a) Scaled energy 
of the aligned peaks plotted against Landau Level index. Inset: Landau-level energy 
sequence of massless Dirac Fermions superposed on the Dirac cone. (b) Scaled energy 
plotted against Landau Level index. Solid lines represent the Landau Level spectrum 
expected for normal massive fermions. The arrows show two missing n=0 levels. Inset: 
Landau-level energy sequence of massive Dirac Fermions superposed on the zero-field 
dispersion. (c) Massless Dirac Fermions. Solid lines represent fits of the spectra with 
equation (5). (d) Massive Dirac Fermions. Solid lines represent fits of the spectra with 
equation (6). Adapted from reference
28
. 
 
1.3.3 Planar tunneling into graphene via a superconductor 
Planar tunneling enables the study of graphene spectroscopy at ultra-low 
temperatures, high magnetic fields, and high gate voltages, as well as usage of various 
materials as the probe. Tunneling spectroscopy of graphene at ultra-low temperature and 
high magnetic fields
29
 has been demonstrated only rarely in STS experiments
21
, and these 
experiments did not include a gate voltage. There have been a limited number of 
experiments using Cu or Al planar tunnel probes on graphene, but these probes have 
10 
generally been low-yield and/or unreliable
30
. When a superconducting planar tunnel 
probe is combined with graphene or graphene nanostructures, different interesting 
physics can emerge, such as the superconducting proximity effect
31
 and Andreev bound 
states (ABS)
32
. These effects could be relevant for applications such as single electron 
transistors
33
, superconducting or normal transistors
1, 34
, and quantum information 
processing such as ABS-based qubits
35, 36
. Using a Pb planar tunnel probe to perform 
tunnel spectroscopy, we not only provide a new technique to study the novel electronic 
properties of graphene, but also introduce superconductivity into the picture and thus 
allow the interplay between superconductivity and graphene. 
1.4 The physics: Andreev bound states 
1.4.1 Andreev reflection  
An interesting phenomenon introduced by superconductivity to the interface 
between a superconductor and a metal is Andreev reflection (Fig 1.6a). As we discussed 
in the previous section, there is no quasiparticle state inside the superconducting energy 
gap and thus single particle tunneling is not allowed in the transport through a tunnel 
junction between a superconductor and a normal metal. However, a process that 
transforms an electron into a hole that retraces the path of an incoming particle can 
happen and allow charge transfer within the energy gap. This process is called Andreev 
reflection
37, 38
, which determines the conductance of the interface at voltages below the 
superconducting gap. A theory that is usually referred to as BTK (Blonder, Tinkham and 
Klapwijk)
39
 gives a theoretical description of the conductance of such system using a 
single parameter, the effective barrier strength. This parameter plays a very important 
11 
role: if the barrier strength is strong, the probability of Andreev reflection is small and the 
conductance inside the superconducting gap is suppressed; if the barrier is not that strong, 
Andreev reflection can happen and the conductance inside the gap can be non-zero. 
 
Figure 1.6 Andreev reflection and Andreev bound states. (a) An example of the 
quasiparticle path corresponding to the Andreev reflections, giving a bound state. The 
quasiparticle is trapped in the normal region because of normal reflection at the normal 
metal surface and the Andreev reflection at the normal metal/superconductor interface. 
The solid lines denote the trajectories of the electrons, and the dashed lines denote the 
trajectories of the holes. (b) Andreev retroreflection (left panel) at the interface between a 
normal metal and a superconductor. Arrows indicate the direction of the velocity, and 
solid or dashed lines distinguish whether the particle is a negatively charged electron e or 
a positively charged hole h. Specular Andreev reflection (right panel) at the interface 
between undoped graphene and a superconductor. Adapted from reference
5
. 
 
If the normal metal is graphene, specular Andreev reflection
40
 can happen if an 
electron in the conduction band is converted into a hole in the valence band, where the 
Andreev reflected hole is not going in the opposite direction as the original incident 
electron. In the usual case when the electron and hole both lie in the conduction band, 
12 
Andreev reflection is still retroreflection. A schematic showing both cases is shown in 
Fig 1.6b. 
1.4.2 Andreev bound states 
Due to the Andreev reflections, according to which an incident electron is 
reflected back as a hole at the interface and a Cooper pair is created in superconductor, 
Andreev bound states
41, 42
 could emerge in the normal metal/superconductor structures. 
These appear if the normal metal has a geometry confinement, where the electron (hole) 
reflected back by the Andreev reflection at the interface of superconductor-normal metal 
can be reflected again by the confinement barrier. In this case, the reflected electron (hole) 
can form bound states, which are closed trajectories composed of Andreev reflections and 
regular reflections. Such states are built up from a combination of electron and hole wave 
functions. The example of the closed quasiparticle trajectory, producing the bound state, 
in a normal metal/superconductor, is shown in Fig. 1.6a. It consists of an electron 
segment, which includes an ordinary reflection at the edge of the normal metal, and a 
hole one, retracing backwards the electron trajectory. ABS are interesting as a 
fundamental physics phenomenon but could also have application such as qubit
36
 in 
quantum computation. 
1.4.3 Observation of Andreev bound states 
Geometry confinement is necessary for the observation of ABS, as discussed in 
the previous section. This can be realized in a Josephson junction, where ABS are formed 
from the multiple Andreev reflection at the two normal metal-superconductor interfaces. 
Quasi particles nucleate at the surface of a d-wave superconductors could form ABS
9
. 
13 
Quantum dot systems could also provide the geometric confinement. ABS has been 
observed in superconductor-graphene quantum dot hybrid systems
32
. In superconductor-
graphene-superconductor systems, proximity effect
31
, multiple Andreev reflection
43
, 
phase diffusion
44
, and ballistic supercurrent
45
 have been observed as expected for a 
Josephson junction while ABS have not been reported so far. 
Another necessary element to observe ABS is Andreev reflection, which requires 
relatively good coupling between the normal metal and the superconductor (or rather, the 
system should not be in the strong tunneling regime, where the Andreev reflection will be 
suppressed). Historically, there have been technical difficulties to increase the coupling 
between a superconductor and conventional semiconductors for material reasons, for 
instance, oxidation of the interface. New materials introduced recently, such as carbon 
nanotubes
46, 47
, semiconducting nanowires
48, 49
 and self-assembled quantum dots
50
 make 
the regimes of intermediate and strong coupling more accessible.  
In our studies, we introduce graphene nanostructure which can supply the 
geometry confinement. We also show that the combination of graphene and the 
superconductor, Pb could give rise to an interface tunable from the low barrier regime to 
the strong tunnel regime, which allows the observation of ABS. 
1.5 Beyond graphene 
We extend our studies from graphene to nanostructures in graphene and in 
another two dimensional material, molybdenum disulfide (MoS2). We refer to 
nanostructures as objects of intermediate size, between microscopic and molecular 
structures. As we mentioned earlier, graphene can be easily patterned into nanostructures 
14 
such as nanoribbons and nano-constrictions. In these graphene nanostructures
51, 52
, 
quantum dot behavior has been observed
6, 33, 53-58
. 
1.5.1 Coulomb blockade and Fabry-Perot oscillations 
A quantum dot is a nanocrystal made of semiconductor materials that are small 
enough to exhibit quantum mechanical properties. It constitutes a basic unit for many 
useful applications such as transistors, solar cells, LEDs, and diode lasers. It has also 
been investigated as possible qubits in quantum computing
59-61
.  
The quantum dot confines electrons in an isolated island where the geometry 
confinement can make the energy spacing between discrete energy levels significant and 
observable. In addition, transferring electrons from the leads to the island requires a 
charging energy, which depends on the capacitance of the island. A bias voltage can 
supply the energy needed to conquer the charging energy so that electron transfer can 
happen with a certain amount of bias applied across the source and drain leads coupled to 
the quantum dot. The substrate which supports the quantum dot serves as the backgate, 
which is usually Si with a SiO2 layer as the dielectric media for the capacitor. A voltage 
applied on the backgate can also adjust the discrete energy levels in the quantum dot so 
that it can align with source/drain potential at certain point to allow electron transferring. 
This results in a signature behavior of a closed quantum dot, Coulomb blockade, which is 
evident by the periodic peaks in the backgate characteristic of the conductance and the 
Coulomb diamonds in the two dimensional map of conductance as a function of bias and 
backgate voltage (Fig 1.7d, 1.7e).  
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Figure 1.7 Coulomb blockade and Fabry-Perot oscillations in carbon nanotube 
devices. (a) Atomic force microscope (AFM) image of the device (scale bar, 200 nm). (b) 
Device scheme. (c) Conductance vs. gate voltage for a nanotube quantum dot (length 
between the contacts, L ~ 300 nm) at 0.3K. (d) Two-dimensional colour plot of the 
differential conductance, dI/dV, versus V and negative VG at T = 4 K (black is zero, white 
is 3 μS). In the black diamond-shaped regions, the number of holes (indicated) is fixed by 
Coulomb blockade. (e) Zoom-in, taken at 0.3 K of the region with 0, 1 and 2 holes (white 
represents dI/dV > 10 nS). Lines outside the diamonds running parallel to the edges 
correspond to discrete energy excitations (the black arrow points at the one-electron 
ground state; the red arrows at the one-electron excited states). (f) The dotted curve 
shows a sinusoidal function with the same average period as the measured data (solid). 
Inset, a schematic diagram of the device. (g) Upper: data from a 530 nm nanotube 
device; lower: data from a 220 nm nanotube device. Both plots show a quasi-periodic 
pattern of crisscrossing dark lines that correspond to the dI/dV dips as V and Vg are varied. 
The bias voltage values (Vc) at which adjacent positively and negatively sloped lines 
intersect (white arrows) quantify the energy scales for dI/dV oscillations. Inset, values 
of Vc from seven devices plotted against the inverse nanotube length (L
-1
). The solid 
curve is a line with a slope equal to hvF/2 = 1,670 meV nm
-1
, where vF = 8.1×105 m s
-
1
 is the Fermi velocity in the nanotube. Adapted from reference
62-64
. 
 
Here we use carbon nanotube as an experimental example to illustrate Coulomb 
blockade and Fabry-Perot oscillations. A carbon nanotube is essentially a one 
dimensional quantum wire and if a section of nanotube is contacted by metals, a quantum 
dot can form due to confinement defined by the contacts. The nanotube quantum dot is 
16 
connected to source and drain electrodes by tunnel barriers characterized by resistances 
RS, RD and capacitances CS, CD. The backgate is represented by a capacitor CG (Fig 1.7 b). 
The source–drain current, I, (or differential conductance dI/dV) is recorded in the 
measurements as a function of source–drain voltage V and gate voltage VG. When the 
coupling between the contacts and nanotube is nearly Ohmic as compared to the strong 
tunnel barrier regime, the transport behavior will be dominated by Fabry-Perot 
oscillations instead of Coulomb blockade (Fig 1.7g, 1.7f). The crossing oscillation 
characteristics come from the interfacial electron scattering coupled with ballistic 
electron transport within the nanotube and may be determined by quantum interference 
between electron waves multiply reflected between two nanotube–metal interfaces, 
analogous to the light transmission in an optical Fabry–Perot cavity. Besides contact 
transparency, ballistic transport is also necessary for Fabry-Perot oscillations to be 
observed. 
1.5.2 Nanostructures in graphene 
An example showing Coulomb diamonds observed in graphene nanoribbons can 
be seen in Fig 1.8b. Graphene nanostructures have been proposed to be a good candidate 
for transistor application
1
 with the geometry induced confinement gap
65, 66
. 
Experimentally a transport gap is indeed observed in graphene nanoribbons and 
constrictions. However, it also has been found that charging energy coming from the 
quantum dot dominates in the transport
67, 68
. The  quantum dot  could come from the 
rough edge
67-69
, created by the reactive ion etching; another possibility is that the 
disordered potential induced by the impurities on the substrate surface
68, 70
. A cartoon 
picture explaining the disorder potential mechanism is shown in Fig 1.8a. The problem of 
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the main contribution to quantum dot formation is still not solved, which may impede the 
further implementation of the quantum dot in the graphene nanostructure; however, such 
devices still provide a useful platform for studying disorder. 
 
Figure 1.8 Quantum dot behavior in graphene nanostructure. (a) Cartoon of 
quantum dots forming along the ribbon due to potential inhomogeneities and a 
confinement gap. The red (dark gray) puddles indicate electrons and the blue (light gray) 
puddles indicate holes. The thick dark curves on the top diagram depict the energies of 
the bottom of the conduction band and the top of the valence band as a function of 
position along the dashed line on the cartoon below. The curve splits into two inside the 
ribbon because of the confinement gap. The transport gap can be identified as the 
amplitude of the disorder plus the confinement gap. (b) Differential conductance vs. 
backgate voltage and bias of a graphene nano-constriction about 0.06 μm2, showing 
Coulomb blockade behavior suggesting the presence of a quantum dot. Adapted from 
reference
33, 57, 70
. 
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1.5.3 Molybdenum disulfide 
Graphene has renewed interest in other inorganic, two-dimensional materials with 
unique electronic and optical attributes, for example, MoS2. Similar to graphene, MoS2, as 
shown in Fig 1.9a, has a layered structure, wherein molybdenum atoms are sandwiched 
between layers of sulfur atoms. The weak van der Waals interactions between the sheets of 
sulfide atoms results in the property that it can be easily exfoliated into single layer. 
Bulk MoS2 is a diamagnetic, indirect bandgap semiconductor similar to silicon, with a 
gap of 1.2 eV. Single layers MoS2 has a bandgaps
71
 that change from indirect to direct, 
allowing applications such as transistors
72
, photodetectors
73
 and electroluminescent 
devices
74
. Both monolayer and bilayer MoS2
75, 76
 have a sizable energy gap
71
 as shown in 
Fig 1.9b. Although MoS2 has been widely studied for decades, its role as a near-
atomically thin material is new. The recent advances in nanoscale materials 
characterization and device fabrication facilitate the study of nanostructures in thin layers 
of MoS2. Devices based on thin layers of MoS2 have demonstrated strong 
photoluminescence
77
, a current on/off ratio exceeding 10
8
 in field-effect transistors 
(FETs)
78
, and efficient valley and spin control by optical helicity
79
. However, little has 
been explored in nanostructures made from thin layer of MoS2. It is natural to ask the 
question whether quantum dots exist in the MoS2 nanostructures just like in its graphene 
counterparts, since nanostructures could introduce confinement effect. The transport 
studies of nanostructures may help answer the following questions as well: could 
Coulomb blockade behavior coexist with the large band gap? Could resonant 
transmission happen despite the short mean free path? 
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Figure 1.9 Lattice structure and band structure of thin layer MoS2. (a) Three-
dimensional representation of the structure of MoS2. Single layers, 6.5 Å thick, can be 
extracted using scotch tape-based micromechanical cleavage. (b) Band structure of a 
single layer and bilayer MoS2. Adapted from reference
71, 72
. 
 
1.6 Outline of this thesis 
We have introduced the materials, the techniques and the physics we are 
interested in studying in this thesis. Next we will discuss them in details: the 
superconducting planar tunneling technique (chapter 2), the tunneling spectroscopy 
performed on graphene (chapter 3) and graphene nanostructure and the information 
obtained from these tunneling spectroscopy data (chapter 4) as well as the transport 
studies of nanostructures in MoS2 (chapter 5). 
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Chapter 2: Planar Pb Tunnel Probes on Graphene† 
 
2.1 Introduction 
As we mentioned in the introduction, tunneling spectroscopy is an important 
method used to study the electronic properties of materials, as it has the capability of 
probing the energy dependence of the electronic density of states and energy distributions. 
For example, STS has been widely used to elucidate the electronic properties of 
graphene
80
. STS is very useful, but it typically requires specialized equipment (i.e., 
scanning tunneling microscopes) having limited ranges of temperature, magnetic field, 
sample size, and surface properties. More accessible tunneling spectroscopy can be 
achieved via lithographically-fabricated planar tunnel junctions
81-84
, where a metal probe 
is separated from the material under study by a thin insulating barrier. While planar 
tunneling cannot provide data with spatial resolution equivalent to STS, planar tunnel 
probes can have similar energy resolution, and, crucially, better configurability within a 
standard measurement set-up (e.g., insulating substrates at ultra-low temperatures and 
high fields). Also, it is simple to fabricate planar tunnel probes out of various materials; 
for example, using a superconductor as the tunnel probe, Andreev bound states
32
 and 
electron-electron interactions
85
 can be studied. For most planar tunnel junctions, the key 
to obtain good tunneling properties is creating a thin barrier having no direct conduction 
channels (“non-leaky”). This can be achieved either by deposition and oxidation of 
                                                 
† This work is reproduced in part from: Li. Y., Mason, N. Tunneling spectroscopy of graphene using planar Pb probes. 
Appl. Phys. Lett. 102, 023102 (2013) 
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metals such as Al, Pb, or Mg, or by direct deposition of an oxide such as Al2O3, HfO2 or 
SiO2
8
. The most commonly used material for tunnel junctions is aluminum, due to its 
ability to form a very thin (2-3nm) insulating oxide layer. However, a particular material 
might prefer a particular tunnel probe, e.g. Pb tunnel probes work well on YBa2Cu3O7 
because of the way the oxygen reacts with the Pb to create an insulating oxide layer
86, 87
.  
There has been limited use of planar tunnel junctions in graphene, likely because of the 
difficulty in creating the thin insulating barriers required. The common oxide insulators 
often do not coat graphene well; for example, aluminum oxide deposited via atomic layer 
deposition does not coat uniformly without extra chemical fuctionalization
88-90
. Thin SiO2 
on graphene typically has conducting pinholes, while metals which can be oxidized, such 
as Al, do not form thin uniform surface layers. Planar Cu has recently been used to create 
tunnel probes
91
, but these require acid erosion and long time aging. In contrast, we find 
that Pb deposited directly on graphene forms robust, high quality and high yield tunnel 
junctions. We demonstrate that the Pb-graphene interface becomes more resistive over 
several days, likely due to oxidation at the interface, and that this process of oxidation is 
self-limiting. We also compare Pb-graphene junctions to similarly-fabricated junctions of 
Al-graphene and Au-graphene, and show that the Pb-graphene junctions are the most 
reliable for reproducible tunneling experiments. In the next chapter, we will demonstrate 
the flexibility of these Pb tunnel junctions by utilizing them for low-temperature, 
magnetic and electric field-dependent spectroscopy of the graphene, observing energy-
dependent features such as scattering resonances and localization behavior
7
. This shows 
that Pb tunnel junctions can be a simple and useful tool for attaining high energy 
resolution spectroscopy in graphene under a wide range of conditions. 
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2.2 Device fabrication and measurement configuration 
Figure 2.1 and 2.2 show a typical device, which consists of graphene having 
nearly Ohmic Ti/Au contacts at the ends, and two tunnel probes connected to the middle. 
The graphene used for this study were obtained using the exfoliation method
2
 and ranged 
from 2-4 layers (measured via atomic force microscopy); the behavior of the probes was 
independent of the exact layer thickness. Standard electron-beam (e-beam) lithography 
and subsequent e-beam deposition were used to pattern the 4 nm Ti/700 nm Au end 
contacts. A second e-beam lithography step was then used to pattern the probes, which 
were approximately 200 nm wide and extended 100 ~ 500 nm into the graphene. Al and 
Ti/Au for the probes were e-beam evaporated, and the Pb was thermally evaporated. The 
Pb probes were covered with a 30 nm In cap to reduce oxidation at the top surface.  
 
Figure 2.1. Scanning electron micrograph (SEM) of a typical device with an 
overlaid measurement circuit (false-colored for improved contrast). The scale bar is 2 μm. 
  
Figure 2.2. Side-view schematic diagram of the device, showing where PbO forms 
under ambient conditions.  
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2.3 Tunneling barrier formed at the graphene-Pb interface  
Resistance was measured in two-probe configuration by applying a bias voltage, 
as shown in Figure 2.1; the doped substrate was used as a global backgate. A schematic 
of the finished device is shown in Figure 2.2. Although the two-probe technique included 
the resistance of the Ti/Au end contact, this contact resistance was typically much lower 
than that of the tunnel probes (compare Figure 2.3a to Figure 2.3b), and did not have 
significant time-dependence. Figure 2.3a characterizes the typical resistance of the 
graphene (here, 4-layer) through the Ti/Au end contacts, as a function of backgate 
voltage and time.  The graphene displays a clear bipolar feature and a Dirac point; the 
Dirac point is initially near Vg = 0V and shifts toward positive voltages as time increases, 
likely due to oxygen doping under ambient conditions. The overall resistance of the 
graphene through the end contacts is relatively constant in time. This behavior can be 
contrasted with that of the Pb-graphene junction, as shown in Figure 2.3b. The Pb-
graphene characteristics are initially nearly identical to those of the Ti/Au-graphene 
junctions, and the Dirac point again shifts toward positive voltages as oxidation time 
increases. However, the resistance of the Pb-graphene junctions flattens substantially 
over time, with the Dirac point and the bipolar features becoming less and less visible. 
Even more striking is the large, nearly 70-fold increase of the Pb-graphene junction 
resistance over time.  
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Figure 2.3. Time dependence of the backgate characterization of a tyical Pb probe 
on graphene. (a) Typical resistance vs. backgate voltage for Ti/Au-Ti/Au end contacts on 
graphene, as a function of time spent under ambient conditions. Initial measurement is 
performed ~1hr after the device fabrication is finished. (b) Typical resistance vs. 
backgate voltage for a Pb probe on graphene, as a function of time spent under ambient 
conditions. 
We studied 14 Pb probes on graphene (on 2 substrates), 7 Al probes on graphene 
(1 substrate), 12 Ti/Au probes on graphene (2 substrates) and 3 Pb probes on Au (1 
substrate). The resistance of these probes as a function of time left under ambient 
conditions (i.e., oxidation time) was monitored for about 10 days starting from 
immediately after the device fabrication was finished. The increase of the Pb-graphene 
junction resistance is characterized in Fig 2.4a, which shows resistance vs. oxidation time 
for 5 different junctions. All the junctions demonstrate similar behavior. When first 
deposited, the Pb probe resistance is comparable to that of the Ti/Au contact. Then, it 
increases slowly (roughly doubles every half day) during the first few (1~4) days, after 
which it quickly (within 10 hrs) increases dramatically—by a factor of 5-10—to hundreds 
of kΩ. After this point, the Pb resistance starts to saturate, and does not change 
significantly over the rest of our measurement time (an additional 6 days). The saturation 
resistance differs somewhat from probe to probe, even for probes on the same piece of 
graphene, and does not seem to correlate with parameters such as graphene thickness or 
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probe-graphene overlap area (for the constant probe width of ~ 200 nm). [However, for 
probes with a much larger probe-graphene overlap area (length, width ~ 1 μm), it does 
take a longer time to fully oxidize the Pb, and sometimes the Pb will not form a good 
tunneling barrier even after long oxidation times.] Similar Pb-graphene junction time 
evolution was observed in 11 out of 14 samples that were measured (the 3 outliers had 
atypical resistances for all contacts, likely due to fabrication issues). This behavior 
therefore seems to be highly repeatable and robust. We compare the yield of the tunnel 
probes made from different materials in table 2.1. 
 
Figure 2.4. Distinct behaviors of probes made from Pb, Al and Ti/Au on graphene, 
and of Pb on Au. Time dependence (i.e., wait time under ambient conditions) of the 
probe-on-graphene resistance for different probe materials: (a) Pb, (c) Al, and (d) Ti/Au. 
(b) Resistance of Pb probe on Au pad as a function of time. Different colors represent 
data for different probes (for each material, probes were fabricated on several different 
graphene flakes, on multiple substrates) 
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The large increase in Pb-graphene junction resistance with time suggests that 
oxidation occurs at the interface between the graphene and the Pb, which likely causes a 
PbO tunnel barrier to form. While it is common for oxides to form on exposed surfaces, it 
is less expected for oxides to form at the interfaces between materials. In the case of Pb 
on graphene, the interface oxidation seems to depend on the presence of graphene: in Fig 
2.4b we show that similar Pb probes fabricated on Au pads have low resistances that do 
not change with time. It is possible that the weak coupling between Pb and graphene 
allows oxygen to diffuse into the interface from the sides
92, 93
, in a way similar to the 
capillary action which preferentially draws etchant under graphene
94, 95
. For the surface of 
bulk Pb, the rate of oxidation has been found to be greatly reduced once a certain oxide 
thickness has been reached
96
, which is consistent with the saturation behavior we 
observe.. 
 
Probe material Pb Al Ti/Au 
Number of probes made 14 7 12 
Number of conducting probes 11 2 5 
Number of usable tunnel probe (in a week) 11 1 ? 
Table 2.1. Yield comparison of tunnel probes made from different materials, 
including Pb, Al and Ti/Au. 
As a comparison for the Pb junctions, we also studied junctions of Au and Al on 
graphene.  In contrast to the Pb probes, the Al probes are generally unreliable: out of 7 Al 
probes fabricated on graphene, only 2 were conducting. In addition, as can be seen from 
Fig 2.4c, the resistance of the surviving probes quickly increased over time without 
saturating. Although Al is expected to form an Al2O3 tunneling barrier at the interface
91
, 
the fast-rising resistance and low yield makes it inferior to Pb probes made in the same 
way. The Ti/Au probes on graphene were also less reliable than the Pb ones: 5 out of 12 
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Ti/Au probes on graphene were not conducting. The remaining probes had highly 
variable contact resistance, ranging from a few tens of kΩ to MΩ. However, as can be 
seen in Fig 2.4d, none of the Ti/Au probes showed significant time dependence of the 
resistance, which implies that oxidation did not occur and a tunnel barrier was not formed 
at the interface.  
2.4 Basic tunneling measurement using the Pb probe 
The high quality of the Pb probes can be determined via transport measurements. 
It is particularly useful to measure below the Pb superconducting transition temperature 
of 7.2 K, as the low voltage-bias conductance is then dominated by the characteristic 
Bardeen-Cooper-Schrieffer shape of the density of states. In this case, there are no single-
particle states for an energy scale of  Δ (the superconducting gap energy), and sharp 
peaks appear in the differential conductance at the gap edges. This gap feature in 
conductance is a typical characteristic of superconductor-normal tunneling
97
, and the 
quality of the tunnel barrier can be determined by the quality of the gap. In particular, no 
conductance observed around zero bias implies that the tunnel barrier is not leaky. A lack 
of conduction inside the gap also implies that the tunnel barrier is fully insulating, as an 
overly-conducting tunnel barrier would allow quasiparticle transfer inside the 
superconducting gap
39
 (via a process known as the Andreev reflection). Figure 2.5 shows 
differential conductance vs. tunnel voltage bias for Pb-graphene junctions at 250 mK. 
Most Pb probes that reached a minimum resistance of several hundred kΩ showed similar 
behavior.  
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Figure 2.5. Characterization of the Pb tunneling probe at 250 mK. (a) Differential 
conductance vs. tunnel bias Vb for Pb probes having different resistances at room 
temperature (oxidized for different times). Conductance for different probes is 
normalized according to their room temperature resistances. The more resistive probes 
show a cleaner gap feature, which originates from superconducting density of states. 
Oscillations outside the gap edge are shown as fine oscillations which will be covered in 
the next chapter. (b) Magnetic field dependence of differential conductance vs. bias 
voltage. As magnetic field increases, the gap feature gradually disappears, confirming 
that the gap feature arises from superconductivity. 
 
The measurements were performed in 2-point configuration using standard lock-
in techniques in a He-3 refrigerator, using an ac excitation of 0.02 mV.  In Fig 2.5a, the 
differential conductance for probes at different stages of oxidation is characterized. 
Probes that have not been fully oxidized (i.e., measured well before they reached 
saturation resistance) show no gap or incomplete gaps, and no or broad peaks at the gap 
edges. In contrast, the probe that was fully oxidized (black curve in Fig 2.5a) exhibits the 
full expected gap for Pb, 2Δ = 2.6 meV, as well as well-defined peaks at the gap edges. 
No sub-gap conductance is evident within the resolution of our measurements, implying 
that the barrier is fully insulating. It is also evident in Fig 2.5a that a range of resistances 
can enable good tunneling properties, as long as a minimum resistance (presumably 
related to oxide thickness) is reached. In Fig 2.5b we show the magnetic field dependence 
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of the gap, which is consistent with what is expected for superconducting tunnel junctions, 
where the de-pairing effect of a magnetic field lifts the gap.  
2.5 Conclusion and discussion 
We have found a simple, efficient and reliable way of making planar tunneling 
probes by directly depositing Pb on graphene. We show how Pb probes are unique, 
compared to Al and Au probes, and perform tunneling measurement using the probes. 
The oxidation of the Pb-graphene interface seems uniquely self-limiting. We have also 
performed basic tunneling measurement using these probes. There has been great interest 
in the spectroscopy of graphene, yet limited ways of obtaining this information. Our 
findings provide more possibilities for investigating the microscopic electronic properties 
of graphene via tunneling spectroscopy. The unique interface reaction (or possibly 
hybridization also) between graphene and Pb enables the tuning of the interface barrier 
from the tunnel regime to the low barrier case (when the probability of Andreev 
Reflection is significant) via the control of the oxidation time, as revealed by Fig 2.5b. 
We need to point out that a clean sharp gap in the tunnel conductance by itself is not 
necessarily the sign of a strong tunnel barrier but could also result from the 
superconducting proximity effect, where a superconducting energy gap is induced in 
graphene. However, as we will show in the next chapter, using these Pb planar probes, 
we have performed tunneling spectroscopy of graphene and observed features very 
similar to STS studies, which supports that the probes are working in the tunnel regime. 
In future work, further information about the barrier could be gained by measuring 
temperature dependence of the resistance of the probes. 
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Chapter 3: Tunneling Spectroscopy of Graphene 
using Planar Pb probe 
 
3.1 Introduction 
Having discussed the creation of a high-quality planar tunnel junction on 
graphene, we now turn to tunneling spectroscopy at low-temperatures, and finite 
magnetic fields and gate voltages, performed on seven different devices. We will analyze 
the features observed and discuss their possible origins in this chapter. Although some of 
the features are inter-related, we put them into three categories, based on the back gate 
and magnetic field dependence. First, we discuss the fine oscillations just outside the 
superconducting gap, which disappear when a small magnetic field is applied; an 
example of these is given in Fig 3.1a and 3.1b, in the region between the yellow dashed 
lines. Its origin could be related to phonons in graphene, or resonances through localized 
electron regions. Next, we discuss the sparser and broader lines, as marked by white 
arrows in Fig 3.1a and 3.1b, which do not go away with the magnetic field and could 
possibly be graphene-derived localized states, due to their similar magnetic field 
dependence compared to the Landau levels. Finally, we discuss the triangular features 
shown in Fig 3.1c and observed in two samples, which could be Coulomb blockade but 
do not agree with the magnetic field dependence of the etched quantum dot. We discuss 
how much of the data may be related to the localization behavior in the spectrum due to 
quantum dots formed at high magnetic field and originating from the disorder potential. 
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Figure 3.1. Tunneling spectra of graphene showing three characteristic features. 
(a) The fine oscillations show up in the bias range from zero bias up to the yellow dashed 
lines. (b) The broader resonances marked by the white lines, still exist when a high 
magnetic field is applied. (c) The ‘Coulomb diamonds’. 
 
3.2 The fine oscillations near the superconducting gap 
3.2.1 General appearance and characteristics 
Let us first introduce the fine oscillations by looking at the tunneling data in Fig 
3.2c, which shows 2D plots of differential conductance vs. tunnel voltage bias for a 
bilayer graphene sample, as a function of back gate voltage. For this data, we focus on 
energy scales larger than the superconducting gap energy. In the data, patterns of peaks 
and oscillations are evident as white lines (of high differential conductance) that evolve 
with tunnel bias, magnetic field, and/or back gate voltage. When a magnetic field is 
applied, these oscillations disappear (see Fig 3.3a and 3.3b). Figure 3.3a shows their 
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evolution with increasing magnetic field: as pointed out by the arrows, some peaks have a 
slope change as the magnetic field increases. Just like in Fig 3.3a, the slope changes with 
the magnetic field are also visible in another sample as shown in Fig 3.14d. It is hard to 
extract useful information from these complex conductance patterns, which are 
reproducible, though. Although we do not have a good understanding of this slope 
change, it is worth pointing out that slope change of Coulomb blockade peaks with 
increasing magnetic field has been observed in graphene quantum dots
56, 98, 99
 and is a 
sign of higher filling factor. However, those slope changes happen at much higher fields 
compared to our data. 
 
Figure 3.2. Surface characterization, back gate characterization, back gate of 
tunneling spectra of Sample-040410. (a) SEM image of the device. (b) Differential 
conductance vs. back gate voltage measured from end to end contacts. (c) 2D map of 
differential conductance versus dc bias voltage Vbias and back gate voltage Vbackgate, taken 
on the same back gate range, from different probes to different end contacts. The dark 
horizontal band centered at zero bias comes from the superconducting gap. Fine 
oscillations appear just outside the superconducting gap. White arrows point out the 
similar irregularities in spectra taken from the same probe to different end contacts, 
which do not appear in the other probe. 
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The fine oscillations are observed in all devices. By comparing and analyzing the 
fine oscillations observed in different devices, we find they have three characteristics in 
common: their irregularities are related only to the particular probe; the sign of their slope 
depends on the coupling at the contacts; the oscillations go away with a small magnetic 
field ( ~ 0.2 T).  
 
Figure 3.3. Magnetic-field dependence of tunneling spectra of Sample-040410. (a) 
2D map of differential conductance versus Vbias and magnetic field B taken at zero back 
gate voltage from probe 1 to end contact 1. As the magnetic field increases, the sharp fine 
features become broadened and smeared. Some peaks show a change in the B-dependent 
slope as pointed out by the arrows. (b) Magnetic field dependence of differential 
conductance vs. bias voltage. As the magnetic field increases, the fine oscillations 
features gradually disappear. 
 
3.2.2 Probe-dependent irregularity 
In the backgate-dependent spectra of Fig 3.2c, Fig 3.4c and 3.4d, the fine 
oscillations that evolve diagonally away from the zero-bias gap towards higher biases can 
be seen in different probes. White arrows point out the similar irregularities in the spectra 
measured from one probe to different contacts, not in the spectra measured from the other 
probe to different contacts (measurement done with bias on probe A, while end contact B 
is grounded and the other contact C is floated is referred to as from probe A to end B, 
similar for end to end, probe to probe, etc.).  
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Figure 3.4. Surface characterization, back gate characterization and tunneling 
spectra of Sample-081212 Device A. (a) AFM image of the device. (b) Differential 
conductance vs. back gate voltage measured from one end contact to the other. (c) (d) 2D 
map of differential conductance versus dc bias voltage Vbias and back gate voltage Vbackgate, 
taken on the same back gate range, from different probes to different end contacts. The 
fine oscillation features from the same probe to different contacts are very similar (as 
pointed out by the arrows, the irregularities appear at the same position in the 2D map, 
the difference in the sharpness is very likely due to the temperature difference). Fine 
oscillations from different probes do not look identical but are similar (in terms of the 
slope and period of the oscillations).  
This seems to lead to a conclusion that the oscillations could depend on the probe 
‘itself’. However, since the probe is made of Pb, it should not have any back gate 
dependence as the oscillations do.  
3.2.3 The slope sign and contact asymmetry 
Another characteristic of the fine oscillations is that the sign of the slope is 
negative in all the spectra measured from probe to end contact. This consistency of slope 
sign comes from that fact that coupling at the graphene-Pb probe interface, which can 
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form a tunnel barrier, is usually weak compared to the normal metal contact-graphene 
interface, which is Ohmic most times. If the coupling at the two contact interfaces is the 
same, the spectra should be symmetric, i.e. these oscillations features should have 
components with both positive and negative slopes. The weak coupling at the Pb 
tunneling probe prevents the appearance of the oscillations with a positive slope. This 
point is supported by the fact that when the contact coupling at one of Pb probes is not 
weak compared to the end contact (such a probe is P2 in Fig 3.2c, P2toE2), the 
oscillations have shown slope with both signs. Similar support can be found in the 2D 
map measured from probe to probe, where the slope of the oscillations flips the sign 
when bias polarity is switched as shown in Fig 3.5. 
 
Figure 3.5. Back gate  dependence of tunneling spectra of Sample-040410. 2D 
map of differential conductance versus dc bias voltage Vbias and back gate voltage Vbackgate, 
taken from one probe to the other.   
 
A crossing pattern which resembles Fabry-Perot oscillations is observed in the 
end to end 2D map as shown in Fig 3.6b. However, these are unlikely to be caused by 
ballistic transport, based on the following two observations: the overall conductance is 
small compared to the conductance quantum (Gmax ~ 14 μS compared to 2e
2
/h = 77.5 μS); 
the length of sample is much larger than the mean free path ( ~ 100 nm)
100, 101
. In most 
other samples, the end to end 2D conductance map usually does not show crossing 
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pattern like the one in Fig 3.6b but is relatively flat like the one in Fig 3.6a. Whether this 
crossing pattern is related to the fine oscillations observed in the tunneling data remains 
an open question. However, we find that weak coupling could have something to do with 
the appearance of crossing pattern in the end to end 2D map. Evidence is the asymmetry 
in the tunneling spectra with respect to the bias as can be seen in Fig 3.6b, which 
indicates one of the two end contacts is not as good as the other.  
 
Figure 3.6. Comparison of the end to end transport of Sample-040410 and Sample 
081212. 2D map of differential conductance versus dc bias voltage Vbias and back gate 
voltage Vbackgate, taken from one end contact to the other for (a) Sample-081212 and (b) 
Sample-040410. The crossing pattern is Fabry-Perot like; however, ballistic transport is 
unlikely to happen in a sample of this length. 
 
3.2.4 Magnetic field dependence and discussion of the origin 
Finally, the fact that the fine oscillations go away with a small magnetic field 
leads to the possibility that they originate from superconductivity. Another guess is that 
these features may be McMillan-Rowell oscillations, which are due to interference 
between quasiparticles reflected from superconductor-normal interfaces
102
, and are 
evident via tunneling measurements. Such oscillations can be used to extract parameters 
such as the Fermi velocity vF, as they are predicted to have bias spacing of ΔVb = 
hvF/(4edN), where dN is the length scale of the normal metal
103
; for our experiments, 
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although dN varies in the 2D graphene, the predicted ΔVb ~ 0.5mV is comparable to the 
typical peak spacing we observed.  
 
Figure 3.7. Surface characterization, back gate characterization and tunneling 
spectra of sample-081212 Device B. (a) AFM image of the device. (b) Differential 
conductance vs. back gate voltage measured from end to end contacts. (c) 2D map of 
differential conductance versus dc bias voltage Vbias and back gate voltage Vbackgate, taken 
on the same back gate range, from different probes to different end contacts. Consistent 
with what is observed in sample-081212 Device A: the fine oscillation features from the 
same probe to different contacts are very similar (again, many irregularities exist in 
oscillations appear at the same position in the 2D map but are not the same in different 
probes); Fine oscillations from different probes do not look identical but are similar (in 
terms of the slope and period of the oscillations). 
 
However, as we compare the tunnel spectra taken on probes at different distances 
from the normal contacts, we find the fine oscillations are very similar in period/spacing 
(as can be seen in Fig 3.7c), which indicates that mechanism other than McMillan-Rowell 
oscillations is needed. Resonances due to electron-phonon coupling are another 
possibility. Temperature dependence of these oscillations could help towards a better 
understanding of their origin.  
Actually the fine oscillations have a very similar slope to the broader resonance 
that we will show and discuss in the next section (in some samples, it is even hard to 
distinguish one from the other except for the period and magnetic field dependence). The 
fact that these fine oscillations disappear with a small magnetic field lead us to think that 
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they have the same origin as the broader resonances and are sharper due to the 
enhancement by the superconductivity. 
3.3 The broader resonances 
A set of broader resonances is marked in Fig 3.8a and 3.8b by white lines; these 
peaks are broader, more separated, and do not disappear with applied magnetic field 
compared with the fine oscillations discussed in the previous section. Yet, in some 
samples (Fig 3.9c, 3.9d and Fig 3.11), the two sets of resonances are very similar to each 
other, indicating their close relationship. More such broader resonance features are 
observed in different samples and another example can be seen in Fig 3.12c and 3.12d. 
 
Figure 3.8. Back gate and magnetic-field dependence of tunneling spectra of 
sample-081212 Device A, measured from probe 7 to contact 6. (a) Two-dimensional (2D) 
map of differential conductance versus dc bias voltage Vbias and back gate voltage Vbackgate 
from probe to end. (b) Similar 2D map taken on the same back gate voltage except with 
an 8 T magnetic field perpendicular to the plane of substrate. Arrows point to fine 
oscillations that disappear with applied magnetic field. White lines are guides to the eye 
showing broader resonances which persist with magnetic field.  
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Figure 3.9. Surface characterization, back gate characterization and magnetic-
field dependence of tunneling spectra of sample-050613. (a) AFM image of the device. (b) 
Differential conductance vs. back gate voltage measured from end to end contacts. (c) 2D 
map of differential conductance versus dc bias voltage Vbias and backgate voltage Vbackgate, 
measured from probe 1 to end contact. The lower map is taken on the same back gate 
range as the upper one except with a magnetic field 4 T perpendicular to the plane of the 
sample. (d) Similar 2D map as (c) except taken from probe 2 to end contact.  
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Figure 3.10. Surface characterization, back gate characterization and magnetic-
field dependence of tunneling spectra of sample-100812. (a) AFM image of the device. (b) 
Differential conductance vs. back gate voltage measured from end to end contacts. (c) 
Similar back gate characterization as (b) except on a smaller back gate range and with a 
comparison between two different temperatures 4 K and 240 mK.  
 
 
Figure 3.11. Tunneling spectra of sample-100812 without magnetic field. 2D 
map of differential conductance versus dc bias voltage Vbias and back gate voltage Vbackgate, 
taken from probe 16 to end contact 14. 
 
One difference in the spectra shown in Fig 3.11 compared to others is that near 
the Dirac point, the conductance is significantly lower, shown as the dark band in Fig 
3.11. This low conductance is also seen in the same backgate range in the end to end 
transport as shown in Fig 3.10b and 3.10c and could be related to the ‘Coulomb 
diamonds’ feature which we will discuss later. Other than that, the broader resonances 
observed in different samples are very similar in terms of the bias range they could be 
observed (40 meV), the peak broadening as the magnetic field increases and the slope 
change with the backgate voltage. The broadening in resonance width with increasing 
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magnetic field could be related to the quantum dot formation in high magnetic field 
which we will discuss later. The slope change with the backgate voltage is a sign that 
these resonances could be graphene-derived states. 
 
Figure 3.12. Surface characterization, back gate characterization and magnetic-field 
dependence of tunneling spectra of sample-052712_3. (a) AFM image of the device. (b) 
Differential conductance vs. back gate voltage measured from end to end contacts. (c) 2D 
map of differential conductance versus dc bias voltage Vbias and backgate voltage Vbackgate, 
measured from probe to end contact. Note the oscillation peaks become not as intense 
and dense when the bias range is larger. (d) Similar 2D map as (c) taken on the same 
back gate range except with a magnetic field 6T. Fine oscillation features near low bias 
(< 10 mV) go away compare to (c), while the boarder resonances still exist. 
 
3.3.1 Magnetic field dependence 
In the tunneling spectra taken with high magnetic field as shown in Fig 3.13, these 
resonant peaks show a staircase-like back gate dependence, a characteristic feature of 
Landau levels
104-106
. Another trend qualitatively consistent with the Landau level picture 
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is that with increasing magnetic field the spacing between these resonances is also 
increasing. However, quantitatively the spacing between these resonances does not agree 
with the Landau levels predictions. Although Landau levels are expected in the 
spectroscopy when a magnetic field is applied to a 2D material
28, 107-109
, the low mobility 
in our sample, which are likely due to the charge impurities on the substrate, could 
prevent the observation of Landau levels
23
. Yet still, the similarities between these 
resonances and Landau levels features such as the staircase-like trend and the increasing 
spacing with the increasing magnetic field indicate that these resonances originate from 
the graphene-based states. The slope change with the back gate voltage, which is evident 
in Fig 3.9c and 3.9d, Fig 3.13, also supports this idea.  
 
Figure 3.13. Magnetic-field dependence of tunneling spectra of sample-100812. 
2D map of differential conductance versus dc bias voltage Vbias and back gate voltage 
Vbackgate, measured from probe 17 to end contact 18 with a magnetic field perpendicular to 
the plane of the sample: (a) B = 0 T (b) B = 4 T (c) B = 6 T (d) B = 8 T. 
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Besides the broader resonances, resonance peaks with a negative slope which 
cross the broader resonances appear at high magnetic field, as pointed out by white 
arrows in Fig 3.13d. These resonances show up as a group of four and are very similar to 
the Coulomb blockade features seen in the STS studies
7
 (compare Fig 3.13d and Fig 
3.16c), which are attributed to weakly localized states in graphene created by impurity 
scattering or substrate-induced disorder potentials. The four-fold degeneracy can be 
attributed to two valley-degenerate quantum states accommodating two electrons each 
(spin-up and spin-down). We will discuss more in details about this localization in the 
next section. In the STS observations, these blockade features always intersect with the 
Landau levels at zero bias, which again suggests that the broader resonances we observed, 
although are not Landau levels, could come from graphene-based states.  
More insight can be obtained from the back gate dependence of the tunneling 
spectra (2D map of differential conductance versus bias voltage and magnetic field), 
which also supports the idea that they could be graphene-derived states. In tunneling 
spectra taken with different back gate voltages, shown in Fig 3.14: in the positive back 
gate range, Vbackgate = 15V, 8.69V, 0V, the broader resonances appear as the line features 
with a positive slope; at Vbackgate = -15V, the 2D map is almost symmetric with respect to 
zero bias and the line features have a relative small slope; at Vbackgate = -30V, line features 
with a negative slope is visible. These line features are not well defined and too irregular 
compared to Landau levels. However, the fact that the resonances (line features) have a 
backgate-dependent slope again agrees with the Landau level behavior of graphene. 
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Figure 3.14. Back gate and magnetic-field dependence of tunneling spectra of 
sample-052712_3. 2D map of differential conductance versus dc bias voltage Vbias and 
magnetic field B, taken on different back gate voltage: (a) Vbackgate = 15 V; (b) Vbackgate = 
8.69 V; (c) Vbackgate = 0 V; (e) Vbackgate = -15 V; (f) Vbackgate = -30 V. (d) is a zoomed-in 
(higher resolution as well) version of (c).  
 
The fact that Landau levels behavior is observed but the energy spacing does not 
match could be due to the electronic orbital being disturbed by the strong disorder. In the 
STS studies, where quantum dot formation in high magnetic field is observed
7
, Landau 
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levels are still be clearly visible—which tells us the presence of quantum dots/confined 
regions may not affect the observation of Landau levels. However, Landau levels would 
be broadened in the presence of disorder. We also note that, in the studies on etched 
graphene quantum dot
110
, where an evolution from Coulomb blockade peaks to Landau 
levels is shown, the level spacing could have fluctuations due to the structural defects in 
the quantum dot. No etched dot exists in our sample; however, we think disorder such as 
structural defects could still cause fluctuations in the energy level spacing, resulting in the 
observation of Landau-levels-like behavior.  
 
Figure 3.15. Back gate and magnetic-field dependence of tunneling spectra of 
sample-081212 Device A, measured from probe 7 to contact 6. 2D map of differential 
conductance versus dc bias voltage Vbias and magnetic field B, taken on different back 
gate voltage: (a) Vbackgate = 0 V; (b) Vbackgate = 10 V. 
 
However, mechanism other than defects in the quantum dot should not be ruled 
out to explain the observed graphene-derived states. Although no strong Coulomb 
blockade is observed in the back gate characteristic, near zero-bias, Coulomb charging 
behavior is evident by diamond-like structures (in the region near zero bias in in Fig 3.8b 
and Fig 3.12d); in this case, the localization may occur due to interference between 
random scattering events within a phase coherence length
7, 111
. Another sign of 
localization is the crossing patterns which appear in the low bias range at zero back gate 
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as better shown in a higher resolution 2D plot in Fig 3.14d. Similar crossing patterns are 
observed in another sample as well (Fig 3.15). Similar energy levels crossing has been 
observed in an etched graphene quantum dot
56
.  
3.3.2 Localization in high magnetic field 
It is instructive to compare our results to results from the STS study of exfoliated 
graphene on a SiO2 substrate, for a comparison to the features we observed in Fig 3.13. 
These results again confirm that we can perform tunnel spectroscopy of graphene using 
the planar Pb tunnel probe, as the STS spectra look very similar to our data. The broader 
resonances are similar to the features which follow the evolution of the Dirac point at low 
magnetic field; in high magnetic field, the broader resonances are crossed by groups of 
four resonance peaks at zero bias, which come from quantum dot formed at high 
magnetic field. In zero magnetic field, weakly localized states are created by the substrate 
induced disorder potential. In strong magnetic fields, the two-dimensional electron gas 
breaks into a network of interacting quantum dots formed at the potential hills and valleys 
of the disorder potential (Fig 3.20c). The charging energy extracted from Fig 3.13d gives 
~ 4.1meV and ~ 5.6 meV for two different groups. These gives a quantum dot size of ~ 
150 nm in radium, comparable to the area covered by the probe.  Actually many more 
sets of such resonance peaks show up with the increasing backgate voltage, however, the 
spacing between them are much smaller than 4.1 meV which indicates that localization 
on larger scale also exists.  
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Figure 3.16 (a)(b) dI/dV gate maps taken at a fixed location as a function of 
sample bias and gate voltage at 0 T and 2 T, respectively. The yellow dash–dotted lines 
show the evolution of the Dirac point at 0 T (Landau Level peak at 2 T) as a function of 
gate voltage. The scattering resonances (white lines) follow the variation of the Dirac 
point. Broad dI/dV bands marked with white arrows in a and b are from the confinement 
by p–n junctions at lower magnetic fields and are evolving into a quartet of charging 
peaks at higher fields, as seen in c. (c) High-resolution dI/dV gate maps obtained at 8 T at 
the same location. This location corresponds to disorder potential minima. Those broad 
bands at low field have developed into sets of four peaks, which are Coulomb blockade 
peaks. Adapted from reference
7
. 
 
3.4 The ‘Coulomb diamonds’ 
A triangular feature which is obviously different from the fine oscillations or the 
broader resonances discussed in the previous two sections appears in two different 
samples, as shown in Fig 3.17a, and Fig 3.19. In Fig 3.17, the feature only shows up at a 
particular backgate voltage, while in Fig 3.19, a series of such triangular features appear 
over the entire backgate voltage range of measurement. As for the bias range, it extends 
over 40 mV for the device shown in Fig 3.17 and about 60 mV for the other device. The 
outline of triangular feature is defined by a line of high conductance; inside the region 
defined by the triangular outline, conductance is slightly higher than the regions outside 
and has oscillations.  
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Figure 3.17. Magnetic-field dependence of tunneling spectra of sample-100812. 
(a) 2D map of differential conductance versus dc bias voltage Vbias and back gate voltage 
Vbackgate, measured from probe 17 to end contact 18. The plot on the left (right) is taken 
with (without) a magnetic field of 8 T perpendicular to the plane of the sample. (b) 
Similar 2D maps as (b) except taken from probe 16 to end contact 14. White arrows mark 
the similar ‘Coulomb diamonds’. (c) 2D map of differential conductance versus dc bias 
voltage Vbias and back gate voltage Vbackgate, taken from probe 16 to end contact 14. 
 
Figure 3.18. Surface characterization, back gate characterization of sample-
011613. (a) AFM image of the device. (b) Differential conductance vs. back gate voltage 
measured from end to end contacts. (c) 2D map of differential conductance versus dc bias 
voltage Vbias and backgate voltage Vbackgate, measured from end contact to end contact. 
The lower two 2D maps are higher resolution versions of the 2D map in regions where 
the back gate range is at and near Dirac point.  
 
From the first look, especially in Fig 3.19, it is tempting to think that these are just 
Coulomb diamonds, which comes from quantum dot in graphene. Actually in the 
transport properties measured from one normal contact to other, Coulomb blockade does 
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show up as can be seen in the 2D conductance map, Fig 3.18c. If these are Coulomb 
diamonds, the charging energy is roughly 60 meV (Fig 3.19), that would correspond to a 
quantum dot of size ~ 15 nm in radium. For the device shown in Fig 3.17a, it is a little 
hard to extract the charging energy, since no complete Coulomb diamonds can be found. 
In this device, these ‘diamonds’ could extend to a much larger bias and backgate range, 
which is beyond our measurement regime, suggesting a much smaller size of quantum 
dot if the Coulomb blockade picture is applicable.  
However, if we compare these ‘Coulomb diamonds’ taken with different 
magnetic fields in Fig 3.19, we find some ‘diamonds’ start to show a curved outline as 
the magnetic field increases. In addition, the line features inside the ‘diamond’, which 
correspond to the excited states in the Coulomb blockade picture and start as straight 
lines at zero magnetic field, become staircase-like curves as the magnetic field increases 
as well. These changes are not expected; in fact, it has been observed in etched graphene 
quantum dot that the Coulomb diamonds stay well preserved for high magnetic field (no 
such change of shape in either the diamond outline or the excited states, as shown in Fig 
3.20)
98
. The charging energy in our ‘diamond’ is about twice as much as the etched 
graphene dot, which indicates that the size of localized region should be about one half. 
The electronic orbits should be more confined in our cases and thus Landau level 
behavior should have a lower probability to form.  
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Figure 3.19. Magnetic-field dependence of tunneling spectra of sample-011613. 
(a) Magnetic field dependence of 2D map of differential conductance versus dc bias 
voltage Vbias and backgate voltage Vbackgate, measured from probe 7 to end contact 8. The 
first row is taken without magnetic field, the second row with a magnetic field B = 6 T 
and third row with B = 8 T. The B field is perpendicular to the plane of the sample. (b) 
Similar 2D map as (a) except taken from probe 12 to end contact 11. 
 
Another observation against the Coulomb blockade picture is that these triangles 
always appear as a set of two which have symmetry with respect to the point where the 
triangle meets at zero bias. Also, different sets of such diamonds can overlap and do not 
interfere with each other. In the Coulomb blockade picture, however, one diamond would 
not appear inside the blockaded region of another. If there are multiple quantum dots in 
series, diamonds can overlap but the blockaded regions would dominate; if one dot in 
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series is very well coupled to the contacts, it can interact with other dot to form beat 
pattern
70
. None of these is consistent with the ‘diamond’ features we observed here. 
 
Fig 3.20 Coulomb blockade resonances of a 50 nm wide and 80 nm long quantum 
dot in graphene at B = 13 T. These measurements are taken at constant back gate voltage 
and show single dot signatures at high magnetic field. The Coulomb diamonds are well 
preserved at high magnetic field. Adapted from reference
98
. 
 
As we mentioned earlier, inside these triangles, the conductance is not only high 
but also has a strong oscillation. This observation actually leads us to think that the two 
lines marked by white arrows in Fig 3.17be are of the same origin due to the similar 
conductance oscillation and the symmetry. The triangular features in Fig 3.17a and 3.17b 
are not as regular as those ‘diamonds’ in Fig 3.19 and could be just a sample-dependent 
special case. We find the relative flat region, as if the diamond is stretched, can be related 
to the platform region in the back gate characteristic from Vbackgate -20V ~ 20V shown in 
Fig 3.10b.  
Based on the discussions above, although we do not have a good idea of what 
these ‘diamonds’ are, we do find some clues which support that they are not Coulomb 
diamonds, at least not from a quantum dot formed in etched graphene nanostructures.  
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3.5 Conclusion and discussion 
We summarize the signatures of these features observed in the tunneling spectrum 
of graphene via a planar Pb probe in Table 3.1. The fine oscillations could be 
superconductivity-related, originating from quasiparticle interference or phonons. In the 
broader resonances, we observe Landau level like behavior, likely due to the electron 
orbital being confined by disorder-induced puddles. The four-fold resonance peaks, 
similar to what has been observed in STS studies, indicates localization in high magnetic 
field and are also consistent with the disorder potential picture. This observation also 
supports the fact that the planar probes are in the tunnel regime and can perform 
tunneling spectroscopy. In addition, with (out) a magnetic field (~ 1T), we can perform 
tunnel spectroscopy in the normal (superconducting) regime. The ‘Coulomb diamond’ we 
observed is different from the quantum dot behavior observed in etched quantum dot, 
which leaves whether they are really quantum dot-related or not an open question. 
Although the pictures we have about these features are not clear, these analyses are a 
starting point. Further surface characterization of the interface between graphene and the 
Pb probe, such as transmission electron microcopy, could provide useful information. 
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 Devices Bias Range Slope Symmetry Backgate dependence Magnetic field dependence 
The Fine 
oscillations 
All devices 
measured 
0~5mV, 
mostly; 
0~10mV 
for some 
Negative Asymmetry due to 
asymmetric 
coupling of the 
two contact 
Irregularities only 
depend on the probe; 
slope has no significant 
dependence 
Disappear @0.2T 
The Broader 
Resonances 
All devices 
measured 
0~40mV Negative Same as above Slope value decreases 
as the Fermi level 
moves away from the 
Dirac point in some 
devices 
As B increases, staircase like 
curve start to show; the 
distance between resonances 
increases 
The 
‘Coulomb 
Diamonds’ 
Two 
devices 
0~60mV 
(could be 
even 
higher) 
Both 
negative 
and 
positive 
Symmetric with 
respect to the 
crossing point at 
zero bias 
in one devices, only 
appear near Dirac point; 
in the other device, 
appear in a large 
backgate range 
A conductance suppressed 
band near the Dirac point 
appear; 
for some ‘diamond’, the 
outlines and the resonances 
peaks inside the ‘diamond’ 
turn from straight lines to 
staircase like curve 
Table 3.1 Summary of features observed in the tunneling spectra (the 2D map of differential conductance as a function of 
backgate voltage and bias voltage) of seven graphene devices using planar Pb probe 
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Chapter 4: Andreev Bound States in Graphene 
Nanostructures 
 
4.1 Introduction 
4.1.1 ABS in graphene-based devices 
Andreev bound states have been observed in hybrid system(s) made from a planar 
superconductor probe and either graphene,
32
 carbon nanotubes
112
, or semiconductor 
quantum dots
50
. Transport measurements of sharp, gate-tunable ABS formed in a 
superconductor–quantum dot–normal metal system was previously realized in our group 
on an exfoliated graphene sheet. Figure 4.1c shows a two-dimensional map of 
conductance versus bias and gate voltage for the graphene-Pb probe device shown in Fig 
4.1a. The lowest-energy subgap peaks show a striking gate- and bias-voltage-dependent 
pattern. This pattern can be qualitatively explained as resonant transport through ABS 
levels (see Fig. 4.1b for a schematic diagram); the levels can be calculated from a simple 
phenomenological model and quantitatively fitted with detailed transport calculations, as 
shown in Fig. 4.1b. The subgap peaks in tunneling conductance are the signatures of ABS 
in a quantum dot.  
The appearance of subgap conductance peaks requires the domination of the 
charging energy (U) compared to the effective superconducting pairing (Δeff). If U 
<<Δeff, Cooper pairs form on levels within gap and conductance are suppressed. When 
U >>Δeff , the spin-up and down states are widely split in energy, and ABS are formed 
from the discrete quantum dot states, owing to Andreev reflections at the 
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superconductor–quantum dot interface. A phenomenological model that considers the 
effect of the superconducting proximity coupling on a single pair of spin-split quantum 
dot states explains the lowest-energy ABS physics. The effective Hamiltonian for a 
proximity-coupled quantum dot is 
   

 ccccccEUccEH *eff
††
eff
†
shift
†
shift   (7) 
 
Figure 4.1 ABS observed in graphene-superconductor hybrid device. (a) 
Scanning electron micrograph of a device with an overlaid measurement circuit. 
Graphene is false coloured orange, large end contacts are Cr/Au and middle tunnel probes 
are Pb/In. The scale bar is 5 μm. (b) Schematic energy-level diagram of the graphene–
quantum dot–superconductor system. The density of states of graphene and 
superconductor tunnel probe is shown on the left and right, respectively, with filled states 
indicated. The tunnel barrier is indicated in green on the right and the other tunnel barrier 
is indicated in light blue on the left. Blue/red energy levels refer to Andreev bound states. 
The solid (dashed) lines represent states that have dominant particle (hole) character. The 
bias voltage, Vb, is shown tuned to enable resonant subgap conduction. (c) Two-
dimensional map of tunnelling differential conductance versus back-gate voltage (x axis) 
and bias voltage (y axis) on a log scale for the single-layer device. Bright white lines 
inside the gap (marked as 2Δ) are subgap peaks, or ABS, which are symmetric about zero 
bias and gate dependent. (d) A fit of the conductance data from the detailed transport 
calculations for a quantum dot with two levels, a finite charging energy and couplings to 
normal-metal and superconducting leads. Adapted from reference
32
. 
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where Eshift represents the shift of the quantum dot energy levels by the gate 
voltage, ε↑,ε↑+U are the energies of the spin-split levels (we could equivalently 
choose ε↓,ε↓+U) and cσ (cσ
†
) are creation (annihilation) fermionic operators having 
spin σ=↑,↓. Resonant transport through the ABS levels leads to the observed subgap 
conductance peaks. ABS energy depends on charging energy U, single particle energy e, 
gate voltage Egate:   



 

2
shift
2
eff 22421 UEUE  . We will use the 
simulation
‡
 based on this model when we discuss under what condition ABS can be 
observed in graphene nanostructure. 
ABS have been observed in the tunneling spectroscopy of graphene-Pb hybrid 
devices
32
. However, the absence of ABS in most devices studied in chapter 3 raises the 
question of the condition under which Andreev bound states can be observed in the 
graphene-based devices, which we will try to answer in this chapter.  
4.1.2 ABS in graphene nanostructure devices 
As we discussed in the previous section, spin-split energy levels are needed to 
support ABS in a quantum dot system. Nanostructures in graphene have shown quantum 
dot behavior which can be controlled by gating and confinement
53
. As a matter of fact, 
much more can be expected in hybrid nanostructures: hybrid devices of quantum dots and 
superconductors exhibit rich physics, such as Coulomb blockade
113
, the Kondo effect
114-
116
, the Josephson effect
117, 118
 and Andreev bound states (ABS)
32, 42, 50, 112
, due to the 
competition between the single electron transport typical of quantum dots, and the 
electronic pairing interactions of superconductors. The different behaviors of these hybrid 
                                                 
‡ See appendix for more details. Source code, courtesy of Taylor Hughes 
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devices are known to depend on the device geometry and the coupling between the 
quantum dot and the superconductor, yet questions remain about the conditions under 
which each behavior appears.  
In this chapter, we discuss the conditions under which Coulomb blockade, 
proximity effects, and ABS appear in superconductor-graphene nanostructures. We put 
superconductor probes on top of graphene nano-constrictions of two different widths 
(200 nm and 10 nm). Different transport gaps, bias gaps and transparency
119
 have been 
observed in nano-constrictions of different widths; however, how they interact with a 
superconducting tunnel probe hasn’t been explored. We measure the transport properties 
through the constriction as well as the tunneling spectroscopy from the probe to the 
constriction and observe strong Coulomb blockade in the transport through the wide 
constriction (200 nm wide) while not fully-suppressed blockade in the narrow one (10 nm 
wide). In contrast, ABS features are seen in the tunneling spectroscopy only in the narrow 
constriction, not in the wider one. This behavior can be explained by the difference in the 
coupling strength between constrictions of different widths and the normal leads 
(compared to contact coupling at the Pb-graphene constriction interface): the localized 
states in the narrow constriction have a better coupling to the normal leads than the wide 
constriction. This relative difference in coupling could be further explained within the 
picture of quantum dots formed in the disorder potential, where the narrow constriction 
size is smaller than the characteristic disorder length and thus allows better coupling. Our 
findings stress the importance of the relative coupling between quantum dots and contacts 
for the observation of ABS. 
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4.2 Device fabrication and characterization 
Graphene nano-constrictions are fabricated using commercially available crystals of 
graphite, from which thin layers were mechanically exfoliated
2
 onto a Si substrate with 
300nm SiO2, which serves as the back gate capacitor. The devices described in the 
chapter are made from multi-layer graphene. The sample is patterned into nano-
constrictions of two different widths (200 nm and 10 nm), as can be seen in Fig 4.2a and 
Fig 4.2b, using electron beam lithography and reactive ion etching with oxygen. Source 
and drain leads (4 nm Ti/50 nm Au) are fabricated via one electron beam lithography step 
while the Pb probe (200 nm Pb/30 nm In) is made via another. In terms of contact 
transparency, the Pb probe can act as a tunneling probe because an oxide layer can form 
at the interface
120
. However, the coupling between the nano-constriction and the Pb probe 
studied in this chapter are not oxidized for a long time, which means the barrier is not in 
the strong tunnel regime and thus Andreev reflection can happen. Micrographs of the 
nano-constrictions and the final devices are shown in Fig 4.2a and Fig 4.2b respectively. 
We need to point out that when we first try to make these graphene nano-
contrictions, the most narrow and thus weakest part in the constriction always breaks. We 
think it could be due to the fact that we were using large pieces ( ~ 20 μm) of graphene, 
and the two large pieces left on each side of the constriction (used as the connecting leads) 
tend to tear apart the weak link. After we switched to using smaller pieces, this problem 
was solved. For graphene grown by chemical vapor deposition, the situation could be 
different, as there the surface adhesion is not as strong as in the exfoliated case due to the 
wet transfer process.   
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Figure 4.2. Surface characterization of the 10 nm and the 200 nm wide graphene 
nano-constriction. (a) Left: an AFM image in height of the 200nm wide nano-constriction, 
scale bar is 1 μm. Right: an SEM image of finished device with source and drain contacts 
and a Pb probe on top the constriction. (b) Left: an AFM image in height of the 10nm 
wide nano-constriction, scale bar is 10nm. Right: an SEM image of the finished device 
with source and drain contacts and Pb probe on top of the constriction. 
 
4.3 Coulomb blockade and superconducting proximity effect in 
graphene nano-constriction 
Coulomb blockade, a signature feature of quantum dot behavior previously reported 
in graphene nanoribbons
121-123
 and nano-constrictions
124-126
, which could originate from 
the disordered potential or the edge roughness, is observed in our 200 nm wide 
constriction. In the transport measurement from one normal contact to the other, 
Coulomb blockade is evident by the suppressed conductance and the conductance 
oscillations as shown in Fig 4.3 and the Coulomb diamonds in Fig 4.3. We also notice the 
complete suppression of the conductance through the 200 nm wide constriction without a 
magnetic field as can be seen in Fig 4.4a: without the magnetic field, there is a zero 
conductance gap region coming from the superconducting density of states of Pb, with 
the expected gap 2Δ=2.6 meV, which breaks the Coulomb diamonds into two parts. With 
a 0.5 T magnetic field applied perpendicular to plane of the device, the zero conductance 
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gap goes away and complete Coulomb diamonds are clearly visible as shown in Fig 4.4b. 
This zero conductance gap is due to an energy gap induced in the graphene
31
 constriction 
by the Pb probe on top and is a manifest of the superconducting proximity effect.  
 
Figure 4.3. Coulomb blockade in the 200 nm wide graphene nano-constriction: 
differential conductance (measured from contact to contact with an ac bias 0.02 mV) 
versus back gate voltage. 
 
Figure 4.4. Coulomb blockade in the 200 nm wide Graphene nano-constriction: (a) 
2D map of differential conductance (measured from contact to contact) versus backgate 
and bias voltage with zero magnetic field. Coulomb diamonds are separated by a 
superconducting gap induced by the Pb probe on top. (b) Similar 2D map as (a) except 
with a magnetic field 0.5 T to lift the superconducting proximity effect. 
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Figure 4.5. Backgate characterization of the 10 nm wide graphene nano-
constriction: (a) Differential conductance (measured from contact to contact) versus back 
gate voltage.  (b) Similar to (a) except with a magnetic field 0.7 T. 
Proximity effect is also observed in the 10 nm wide constriction. It is evident by the 
conductance suppression in the back gate characteristic without a magnetic field 
compared to the one with a magnetic field (Fig 4.5a and Fig 4.5b). However, the 
suppression is not as complete as in the 200 nm wide constriction, which is evident by the 
non-zero conductance in Fig 4.5a. This difference in the strength of the proximity effect 
could have something to do with the different coupling between the constriction and the 
normal leads, which exist in constrictions with different widths as we will discuss later in 
detail in this chapter. However, the fact that Coulomb blockade peaks in a carbon 
nanotube quantum dot are not affected by the Pb probe on top
113
 indicates that bad 
coupling is not sufficient to explain the zero conductance gap only observed in the 200 
nm wide constriction. In the carbon nanotube quantum dot, the coupling between the 
quantum dot and the normal contact is bad, evident by the strong Coulomb blockade, but 
transport through the quantum dot is not completely suppressed, evident by the Coulomb 
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peaks. Intuitively we think it is because the wider constriction has a larger contact area 
with the superconductor probe and thus it is likely to have a stronger proximity effect. 
Coulomb blockade behavior in the 10 nm wide constriction is also different from 
the 200 nm wide one: there is no fully-suppressed conductance region in the back gate 
characteristic as can be seen by comparing Fig 4.3 and Fig 4.5b. As a matter of fact, the 
10 nm constriction has a higher conductance through than the wide one overall, which 
suggests a better coupling to the leads in the 10 nm wide constriction. Although a large 
confinement energy gap is expected for a narrow constriction, better coupling between 
the constriction and the leads could arise if the size of the constriction is smaller than the 
disorder characteristic length. Given that the typical electron-hole puddle size is 30 nm
11
, 
the 10 nm wide constriction is closer to an open rather than isolated quantum dot(s). This 
is consistent with previous findings that short constriction can act as a tunable tunneling 
barrier
124
. Although the conductance is suppressed not as strongly as in the wide 
constriction, Coulomb diamonds are still visible in the 10 nm constriction near the Dirac 
point where Vbackgate ~ 10 V in Fig 4.6d. When the Fermi level moves away from the 
Dirac point, the conductance is even less suppressed, which indicates the coupling 
between the constriction and the leads increases
124
 (Fig 4.6a,c). These changes in the 
Coulomb blockade behavior with the Femi level support the picture of quantum dots 
formed due to the disorder potential, where the localization behavior is stronger near the 
Dirac point.  
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Figure 4.6. Coulomb blockade in the 10 nm wide graphene nano-constriction: 2D 
map of differential conductance (transport through contact to contact) versus backgate 
and bias voltage with no magnetic field at four different backgate ranges. (a)(b)(c) in the 
hole-doped region, Coulomb blockade with not-fully-suppressed conductance inside the 
diamonds. (d) Stronger blockaded Coulomb diamonds near the Dirac point. 
 
 
Figure 4.7. Andreev bound states observed in the 10 nm wide nano-constriction, 
not in the 200 nm wide constriction. (a) 2D map of differential conductance (measured 
from probe to contact) versus backgate and bias voltage for the 10nm-wide constriction. 
Features inside the superconducting gap come from ABS. (b) Similar 2D map as (a) for 
the 200 nm wide constriction.  
In the tunneling spectrum measured from the Pb probe to the normal contact as 
shown in Fig 4.7, ABS is only observed in the 10 nm wide constriction while no features 
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appear inside the superconducting gap in the 200 nm wide constriction. This could also 
be understood by the difference in the coupling between the constriction and the normal 
leads.  
 
Figure 4.8. Simulated 2D maps of differential conductance (from the Pb probe to 
the normal lead) versus bias and back gate voltage based on a normal lead-quantum dot-
superconductor lead model. (a) Single quantum dot with the coupling between the 
superconducting lead and the dot level bigger than the coupling between the normal lead 
and the dot. Features inside the superconducting gap come from Andreev Bound states. 
(b) Similar simulation as (a) except the values of the two coupling parameters tdot-SC, tdot-N 
are exchanged. No ABS feature shows up inside the superconducting gap. (c) Simulation 
with two quantum dots with no coupling between these two dots. It basically is 
equivalent to the simple superposition of ABS from two single quantum dot. (d) Similar 
simulation as (c) except the coupling between these two quantum dot levels is turned on. 
Compared to (c), the ABS features become more spread out. 
This point is confirmed by a comparison of simulations (see details of the 
simulation in the supplementary material of ref
32
 and see the source code in the appendix) 
using different coupling strength between the quantum dot energy levels and the normal 
leads (denoted by tdot-N) and between the quantum dot energy levels and the 
superconductor (denoted by tdot-SC). The simulated data is shown in Fig 4.8a and 4.8b, the 
values of two coupling strength (tdot-N, tdot-SC) is switched while all the other parameters 
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are kept the same in the calculation. As can be clearly seen in this simulation, when tdot-
N> tdot-SC, ABS is observable while when tdot-SC> tdot-N, ABS is not seen. We need to point 
out that different coupling at the two interfaces of the quantum dot is not the only factor 
which could affect the observation of ABS. However, from our observations, this is 
consistent with the difference in the Coulomb blockade behaviors of constrictions with 
different widths. 
4.4 ABS in graphene nano-constriction 
Compared to the previously reported ABS features which are based on one set of 
spin split energy levels
32
, the features observed in the 10 nm wide graphene nano-
constriction are more complicated. As can be seen in Fig 5, near the Dirac point, Vbackgate 
~ 10 V, the ABS peaks are barely observable and the peak intensity (which reflects the 
conductance value) is low. In the hole-doped gate region, the ABS peaks become more 
clear and profound. Weak coupling to the normal lead can make ABS features less visible, 
which again can be seen from the comparison of simulated data with different coupling 
parameters in Fig 6a and 6b. This is consistent with the different Coulomb blockade 
behaviors seen in the transport through the constriction in the corresponding back gate 
ranges (strong blockade near the Dirac point, Fig 4d, and not as suppressed away from 
Dirac point, Fig 4a,b,c). In addition, there are multiple sets of ABS, coming from 
multiple localized states, which appear in different back gate ranges and thus could be 
spread out in the energy space. Some sets of the ABS features expand over a large gate 
range, while others only a small range, which indicates that these localized states have 
different capacitance environments and thus could be distributed at different physical 
66 
locations as well. Some sets of ABS features overlap, while some try to avoid each other 
(near Vbackgate ~ 55 V). This difference comes from the interaction between different 
quantum dots: the ABS features can overlap if there is no or very weak coupling between 
the localized states while with the strong coupling ABS tend to avoid each other. A 
comparison of the simulated ABS data based on two quantum dots with different 
coupling between them is shown in Fig 4.8c and 4.8d. 
4.5 Conclusion and discussion 
In conclusion, we have measured the transport properties through graphene nano-
constrictions of two different widths and the tunneling spectroscopy via a 
superconducting probe on top of these constrictions. Coulomb blockade and 
superconducting proximity effect are observed in both constrictions, with a difference in 
strength. However, ABS is observed only in the narrow (10 nm wide) constriction, which 
is due to the better coupling between the narrow constriction and the normal leads 
compared to the wide constriction. This can be understood by the localization induced by 
the disorder potential, where the better coupling in the narrow constriction originates 
from the size of the constriction being smaller than the characteristic length of potential 
disorder. Within this picture, the observation of ABS in the narrow constriction is 
consistent with the difference in the Coulomb blockade behaviors. We also discuss the 
complex ABS features observed in the narrow constrictions, which may help better 
understand the localization behavior in these nanostructures. Our observations stress the 
importance of the coupling at the interfaces for the observation of ABS in graphene 
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nanostructures, which may be helpful in making quantum computation devices based on 
these hybrid structures.  
As confirmed by the results in this chapter, experimentally, observation of ABS 
needs the support of localized energy states, which is supplied by the quantum dot 
formed in disorder potential in graphene nanostructure. The absence of ABS in the wide 
constriction tells us that the discrete energy levels needs to have a stronger coupling to 
the normal contact compared to superconductor. Missing one of these conditions results 
in the absence of ABS. This is helpful in understanding the situation of graphene-Pb 
devices. We note two differences in the fabrication process which could give rise to the 
formation of the quantum dot. One is atomic layer deposition (ALD) which results in 
Al2O3 nanoparticles deposited along edges and at defect sites of graphene
89
. 
Nanoparticles may hybridize with graphene edges or defects, forming localized quantum 
dots. Our initial graphene-superconductor devices had an ALD layer, and thus typically 
exhibited ABS, even for large samples having no constrictions. However, since we 
realized Pb could form oxide at the Pb-graphene interface, the ALD grown oxide is not 
necessary for making a tunnel barrier and thus stopped using this fabrication process. The 
other difference is that previously ozone etching was used to clean the graphene surface 
before metalizing the probe in most device fabrication. This process was removed as well 
in our later studies because ozone etching causes damage to graphene. It is a reasonable 
explanation that ozone etching creates some defects which can supply the localized states 
to support ABS.  
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Figure 4.9. Tunneling spectra of Sample_060711_1. (a) SEM image of the sample 
where the graphene piece connecting to the right lead is electrically shocked by current 
leaving only a ribbon connecting the probe to the left lead (the probe measured is at the 
bottom). (b) 2D map of differential conductance vs backgate and bias measured from 
probe to end. ABS features are observable as the white curves inside the superconducting 
gap. (c) Backgate characteristic of end to end conductance showing the Dirac point near 
backgate voltage 35V. (d) Similar 2D map as (b) showing a different backgate range. 
 
We need to point out that in one particular sample, which was not cleaned via 
ozone etching (Fig 3.11) or processed via atomic layer deposition, ABS was observed 
after a thermal cycle. Defects could be developed in the Pb tunnel barrier after thermal 
cycles, which can support localized states. We have also included data taken from a 
graphene sample which is electrically shocked into a nanoribbon geometry, where ABS is 
also observed as shown in Fig 4.9. The signatures of ABS are not as complex as those 
observed in the etched nano-constriction; however, this way of making nanostructure is 
not repeatable or controllable.  
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Chapter 5: Transport in a MoS2 nanostructure 
 
5.1 Introduction 
We extend our study of nanostructures from graphene to MoS2, which can be 
exfoliated into two-dimensional layers of single unit cell thickness as well. As we 
mentioned in the introduction, although the transition metal dichalcogenide molybdenum 
disulfide (MoS2) has been studied for decades
127, 128
, thin layer MoS2 has been 
extensively studied only recently and little has been explored in its nanostructures. By 
making materials not only thinner but also narrower, significant confinement effects as 
well as other quantum properties are expected to appear. For example, samples with 
confinement on a mesoscopic scale may exhibit Coulomb blockade or Fabry-Perot 
oscillations, which depend on the contact transparency and mean free path, and which 
provide information about coherent transport that could be useful in quantum device 
applications
129
. In addition to ballistic transport properties, disorder-induced localization 
plays an important role in materials having confinement on a mesoscopic scale
130
; thus, 
understanding the effect of disorder on transport is crucial to scaling down and utilizing 
nanodevices. An advantage of studying nanoribbons is accessing this interplay between 
phase coherence, environmental disorder and mean free path. Beyond this, rich physics 
and applications have been predicted specifically for MoS2 nanoribbons, such as band 
gap modification, ferromagnetism, and metal-insulator transition tuning with a transverse 
electric field
131
. However, while the electronic properties of thin layers of MoS2
132
 have 
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been studied via transport, the properties of MoS2 with geometry confinement have not 
been well-studied, particularly at low temperatures where quantum effects are relevant. 
Here, for the first time, we demonstrate the transport properties of a MoS2 nanoribbon 
device at low temperature. We observe a gate-tunable transition from Coulomb blockade 
to resonant transmission, where the transition point occurs when the entire nanoribbon 
acts as a quantum dot. Our observations show that mesoscopic confinement effects can 
dominate transport in these small structures. The results also reveal the length and energy 
scales at which quasi-ballistic versus disorder-scattering behavior determines the 
transport.  
5.2 Device fabrication and characterization 
MoS2 nanoribbons were fabricated using commercially available crystals of 
molybdenite (SPI Supplies Brand Moly Disulfide), from which thin layers of MoS2 were 
mechanically exfoliated
2
 onto a Si substrate with 300 nm SiO2, which serves as the back 
gate capacitor. The device described in this chapter has a thickness of 1.1 nm, which 
corresponds to a bilayer
78
. The sample is patterned into a nanoribbon (500 nm length and 
200 nm width, as can be seen in Fig. 5.1a) and a sidegate, using electron beam 
lithography and reactive ion etching (RIE) with oxygen. Although there are multiple 
methods for making nanostructures in MoS2
133, 134
, we find that oxygen-based RIE does 
not etch the substrate and thus avoids the problem of gate leakage
135
. Source and drain 
leads (35 nm Ti/10 nm Au) are fabricated via another electron beam lithography and 
evaporation step. Micrographs of the constriction and the final device are shown in Fig. 
5.1.  
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Figure 5.1 AFM images of the MoS2 nanoribbon. (a) AFM phase image of the 
device, showing the MoS2 nanoribbon, source and drain leads, and the side gate. (b) AFM 
height image of the nanoribbon. 
The recipe to etch MoS2 is almost the same as that for graphene, except adding 
one to two seconds for each layer. Here the experimental difficulty is making Ohmic 
contacts. We have tried several different materials as the contact. Ti/Au can make 
contacts relatively consistent but with high contact resistance (~ 100 MΩ) not usable for 
low temperature measurement. Au contact is the only one which can give a resistance on 
the order of a few MΩ. We need to point out that keeping samples in vacuum (which is 
the way most transistor studies are done) could make a big difference in terms of 
increasing mobility and lower disorder scattering. 
5.3 Coulomb blockade in the MoS2 nanoribbon 
The dc conductance of the nanoribbon, as a function of backgate potential at room 
temperature, shows characteristic behavior of an n-doped semiconductor, as shown in Fig 
5.2. If we assume Ohmic contacts (which allows us to estimate a lower-bound for 
mobility), we find that the nanoribbon has a field effect mobility ~ 0.127 cm
2
/Vs, using 
μ = [dIds/dVbackgate] × [L/(WCgVds)], where Ids is the drain current, Vbackgate is the gate 
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voltage, Cg is capacitance per unit area of 300 nm thick SiO2 (12 nF/cm
2
), Vds is the drain 
voltage, and L and W are the length and width of sample, respectively. This is consistent 
with typical mobility in MoS2 of 0.1 ~ 10 cm
2
/Vs 
78, 136, 137
, although high temperature 
annealing and keeping the sample in high vacuum can yield much higher mobility (60 ~ 
500 cm
2
/Vs)
138, 139
. The mobility for the nanoribbon is thus reasonable—given that it is 
unencapsulated, not annealed and exposed to ambient—and can be considered a lower 
bound (given the likely contribution from contact resistance).  
 
Figure 5.2. Room temperature characterization of the MoS2 nanoribbon: DC 
conductance versus backgate voltage taken with a dc bias of 0.5 V.  
Figure 5.3a shows the differential conductance versus backgate at 1.7 K: the 
conductance is strongly suppressed compared to room temperature, and has a threshold 
voltage at a much more positive value. These observations are consistent with the 
insulating behavior seen in these materials at low temperature
132
. A large conductance 
gap is evident for 0 V < Vbackgate < 40 V and persists to large bias (50 mV), as can be seen 
in Fig 5.3a. (The gap is also evident in the negative backgate regime, up to – 60 V). 
However, at backgate voltages above ~ 40 V, the conductance varies strongly with gate 
and bias: the 2D map of Fig 5.3b shows a gap that rapidly decreases with increasing bias 
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and backgate voltages. Just above 40 V the gap edges begin to exhibit Coulomb 
diamond-like features, as can be seen more clearly in the zoomed-in 2D conductance map 
of Fig 5.3a. 
 
Figure 5.3. Low-temperature transport regimes: (a) Differential conductance versus 
backgate voltage at 1.7K with a dc bias of 50 mV and an ac excitation of 0.5 mV. (b) 
Two-dimensional map of differential conductance versus dc bias voltage Vbias and 
backgate voltage Vbackgate, with the side gate floated. Yellow dashed lines are guides to the 
eye showing the crossed resonance features, used to estimate the backgate efficiency. 
Note that (a) corresponds a line cut at Vbias = 50mV in (b), for a larger backgate range. 
The data in Fig 5.3 might initially seem to indicate that the band gap suppresses 
conductance for gate voltages below ~ 40 V. However, a closer analysis of the data 
demonstrates that the band gap alone may not be sufficient to account for this large gap, 
and that Coulomb blockade likely plays a role as well. We find a backgate efficiency α = 
ΔVbias /ΔVbackgate = 0.02 from the resonant transmission line features marked in yellow in 
Fig 5.3b (discussed in more detail later in the chapter). This allows us estimate that a gap 
persisting up to ΔVbackgate = 100 V is equivalent to an energy (bias) gap of α × ΔVbackgate = 
2 V. However, for bilayer MoS2 the band gap is only 1.6 eV 
140
, i.e., smaller than the 
observed gap. In nanoribbons, the band gap could be even smaller, depending on the edge 
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configuration
141, 142
. This suggests that the gap in this region can be dominated by other 
effects, in this case likely Coulomb blockade due to multiple weakly-coupled quantum 
dots in series. 
 
Figure 5.4. Zoom-in of regions transitioning from Coulomb blockade to resonant 
transmission. Each panel shows a two-dimensional map of differential conductance 
versus dc bias voltage Vbias for different ranges of backgate voltage Vbackgate. (a) Irregular 
Coulomb blockade diamonds, with black arrow marking edge of a diamond. (b) Coulomb 
blockade region having approximately constant charging energy ~ 5 meV. White dotted 
lines mark where Vbias (± 5 meV) is equivalent to the charging energy of a quantum dot 
size comparable to the entire ribbon. (c) Resonant transmission region of crossed 
conductance patterns; typical resonances are marked by yellow and red dotted lines. The 
spacings between the dotted lines are used to estimate the typical energy spacing between 
resonant transmission energy levels.  
 
Coulomb blockade is evident in the 2D conductance as irregular diamond patterns 
that vary with bias and backgate (e.g., Fig 5.4a), where the average size of the diamonds 
corresponds to an average charging energy. At Vbackgate ~ 40 V, the charging energy (gap 
in bias) is ~ 50 meV.  From this charging energy, the quantum dot size can be estimated 
as ~ 18 nm, using Echarging= e
2
/(8ε0εrr), where the relative permittivity 
  2/
2SiOAirr
   and r is the radius of quantum dot. This gives an upper-bound on 
the size of the small dots that suppress conductance for Vbackgate < 40 V. In Fig 5.4b, it can 
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be seen that as the backgate voltage increases from 40 V to 50 V, the size of the bias gap 
decreases, indicating that the quantum dot size increases; for example, for Vbackgate ~ 45 V, 
Fig 5.4a shows that the average charging energy is ~ 25 meV, corresponding to a dot size 
of ~ 37 nm. Near Vbackgate ~ 50 V, the dot size increases to ~ 69 nm.  The Coulomb 
diamonds near Vbackgate ~ 50 V can be further examined by tuning the sidegate voltage, as 
can be seen in Fig 5.5. In this case, the charging energy is ~ 13.3 meV, which is 
consistent with the backgate data. As Vbackgate increases above 50 V, the charging energy 
decreases—implying that the size of the quantum dot increases—until it saturates at ~ 5 
meV for the backgate range 55 V ~ 66 V, as shown in Fig 5.3b and marked by the white 
dotted line in Fig 5.4b. In this regime (Vbackgate > 50 V), the quantum dot size approaches 
the oxide thickness (300 nm), so the capacitance geometry changes from an isolated disk 
approximation to a parallel plate approximation, and the charging energy must be 
calculated by interpolating between Echarging= e
2
/(8ε0εrr) and Echarging= e
2
/(Cg×A). This 
allows us to estimate the quantum dot size in the saturated regime as between 0.106 μm2 
and 0.267 μm2, which is comparable to the ribbon size (~ 0.1 μm2), suggesting that at this 
point the entire ribbon acts a quantum dot. The fact that the charging energy is relatively 
constant over a large gate range in this regime is also consistent with the dot size being 
fixed at the device length. This implies that it is possible to have resonant quantum 
transport across the entire length of the nanoribbon.   
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Figure 5.5. Coulomb blockade evident in two-dimensional map of differential 
conductance versus Vbias and sidegate voltage Vsidegate with the backgate voltage at Vbackgate 
= 50V. The dotted lines outline the diamonds and the dashed line marks the charging 
energy at 13.3 meV. 
The likely cause of the Coulomb blockade is charge impurities
130, 132
, which 
modulate the local conduction band gap position (EC) to create quantum dots. Figure 5.6 
shows a schematic of how tuning the Fermi energy with respect to the underlying 
impurity potential affects the size of the quantum dots. At low Vbackgate, the Fermi level is 
sitting deep inside the disorder potential and multiple small quantum dots form. When the 
Fermi level moves up and out of the potential dips, the quantum dots grow and can 
extend to the entire nanoribbon area. While resonant tunneling at localized sites have 
been observed in the larger MoS2 samples (~a few μm
2
)
132
, here we see a complete 
blockade likely due to the geometric confinement of the nanoribbon. 
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Figure 5.6. Schematic of transition from multiple dots to resonant transmission, 
showing how the quantum dots change in size as the Fermi level is tuned by the backgate 
voltage, in the presence of a disorder potential. Solid line denoted by EC shows a jagged 
conduction band edge modified by local disorder. The dot-dash lines denoted by EF 
indicate the Fermi level. When the Fermi level is deep inside the potential wells, the 
nanoribbon is broken into multiple small quantum dots; when the Fermi level is just 
above the potential wells, a quantum dot comparable to the ribbon in size emerges; when 
the Fermi level is further lifted up, resonant transmission can occur due to the scattering 
from the potential profiles. backgate voltage at Vbackgate = 50V. The dotted lines outline 
the diamonds and the dashed line marks the charging energy at 13.3 meV. 
 
5.4 Resonant transmission  
As the backgate voltage is increased above 65 V, crossing line features 
resembling Fabry-Perot oscillations appear in the 2D conductance map (yellow dashed 
lines in Fig 5.2b and Fig 5.3c). However, it is not likely that these are due to Fabry-Perot 
type transport: the conductance is too small (Gmax ~ 0.02e
2
/h) and the expected mean free 
path of ~ 20 nm
143, 144
 too short for ballistic transport across the entire nanoribbon. In 
addition, it can be calculated from the slope of the lines that the resonances do not arise 
from states inside the conduction band
145
: transport inside the conduction band for a 2D 
system with a quadratic energy dispersion relationship predicts a slope of αband = 
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ΔVbias /ΔVbackgate = 2Cg/(e
2
×D) = 4.6e-4, where D is the density of states given by D = 
gm
*
/2πħ2 (we use effective mass m* = 0.39m0 
140
 and degeneracy g = 4). The calculated 
slope is thus 44 times smaller than the slope extracted from the data of α = 0.02. While 
the actual capacitance could be larger due to charge traps, the density of states of these 
traps would have to be 100 times larger than what is usually found for the MoS2-SiO2 
interface
146
 to match the data. Similarly, the geometric confinement in the nanoribbon is 
not likely to change the density of states by a factor of 44. 
We argue that the crossing patterns arise from resonant transmission through the 
disordered potential profiles; for this higher Fermi-level range, the carriers are no longer 
confined by the quantum dot defined by the nanoribbon size, but are still susceptible to 
effects of smaller disorder potentials. The disorder-induced single particle energy levels 
can be inferred from the crossing patterns, and are consistent with the charging energy of 
the Coulomb blockade in the backgate range 44 V ~ 47 V. The single particle energy 
levels can be calculated by measuring the distance between two adjacent resonance lines 
in the backgate range 66 V ~ 74 V (examples are shown in Fig 5.4c, for sets of yellow 
and red dotted lines). Typical energy spacings are ~ 0.3 meV, 0.6 meV and 0.9 meV. 
Using ΔE~πħ2/(m*r2),  the energy level spacings correspond to confinement in quantum 
dots of size 45 nm, 32 nm and 26 nm. These quantum dot sizes are comparable to what 
we found earlier at Vbackgate ~ 45 V of ~ 37 nm. We note that the resonant transmission 
seems to occur through length scales comparable to the predicted mean free path in MoS2 
of ~ 20 nm 
143, 144
, which is consistent with coherent, ballistic transport occurring at the 
scale of the mean free path. Resonant transmission through a quantum well can be 
understood by considering that an incoming particle with energy above the potential well 
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still undergoes scattering from the well; at certain particle energies, resonant transmission 
occurs and backscattering will be minimized. Alignment of the energy levels with the 
source/drain leads potential gives rise to crossing positively/negatively sloped resonance 
lines. Both Coulomb blockade and resonant transmission are observed in the intermediate 
regime, as shown in the backgate range 56 V ~ 61 V in Fig 5.4b. Here there are still some 
regions showing zero conductance at low bias, which come from Coulomb blockade in 
quantum dot of the ribbon size, while the crossing line features which are the signature of 
resonant transmission show up at higher bias.  
We need to point out that resonant transmission we talk about here is different 
from the resonant transmission through quantum dot levels, where the resonance refers to 
when the dot level aligns with the source/drain potential. We also point out that 
intuitively resonant transmission is not likely to happen as in the ideal case given the 
complex scattering from the disorder potential. 
5.5 Discussion and conclusion 
The origin of the disorder may be trapped charges at the MoS2-substrate interface, 
as suggested for larger MoS2 samples
132
. In graphene, trapped molecules at the graphene-
substrate interface have been found to be the key factor contributing to charge 
inhomgeneity
17
. The fact that annealed and vacuum-sealed MoS2 shows a band like 
transport (mobility relatively constant with temperature) at low temperature suggests that 
adsorbents from the ambient could induce significant scattering and should be considered 
in the picture of disorder as well
147
. Similarly, rough edges may also play a role
67
 : results 
on graphene nanoribbons—such as gaps observed in suspended devices148 and in those on 
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hexagonal boron nitride
149—suggest that rough edges can contribute to conductance gaps 
observed in nanostructures in two-dimensional materials
150, 151
.  
In conclusion, we have fabricated a MoS2 nanoribbon and measured its transport 
properties at low temperature. We observed a gate-tuned transition from Coulomb 
blockade to transmission, determining the formation of quantum dots that range in size 
from < 20 nm to the extent of the entire 500 nm-long nanoribbon as gate voltage is 
increased. The transition can be understood in terms of an interplay between the gate-
tuned Fermi energy and quantum dots created by an underlying disordered potential: as 
the Fermi level moves up, the barriers that isolated the quantum dots become weaker and 
allow resonant conduction. Mesoscopic effects and resonant transmission are evident in 
MoS2 having a length-scale up to 200 nm, although ballistic transport and well-defined 
quantum dot behavior—potentially useful for quantum information devices—should be 
appear in  even smaller nanoribbons (< 50 nm width, < 100 nm length). Our findings 
shed light on the length scales of quasi-ballistic transport and disorder in MoS2 and can 
help explain related physics in these two-dimensional semiconductors, improving device 
performances and enabling further applications. 
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Chapter 6: Conclusion 
 
First we demonstrated a robust new technique for probing graphene while 
enabling a greater understanding of the contact between graphene and various materials. 
We not only demonstrated the fabrication of simple Pb probes, but elucidated the 
behavior of the contact resistance between graphene and various materials. We then 
showed that planar tunneling has energy resolution similar to what has been seen via STS, 
but with much greater configurability (e.g.,ultra-low temperature, high magnetic field, 
finite gate voltage, insulating substrate). The features we observe—such as scattering 
resonances, graphene-derived localized states—demonstrate that we are probing the 
microscopic electronics of graphene.  
Next, we used the tunneling spectroscopy technique on graphene nano-
constrictions of two different widths. Coulomb blockade and superconducting proximity 
effect is observed in the transport measurement of both constrictions with different 
strengths. However, ABS is observed in tunneling measurement of the narrow (10 nm 
wide) constriction only, which can be attributed to the better coupling between the 
narrow constriction and the normal leads. This suggests the size of the narrow 
constriction is smaller than the characteristic length of potential disorder. This finding 
also stresses the importance of coupling for the observation of ABS. 
We then extended the study of nanostructures from graphene to MoS2. A gate-
tunable transition from Coulomb blockade to resonant transmission was observed in a 
bilayer MoS2 nanoribbon at low temperature, where the transition point occurs when the 
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entire nanoribbon acts as a quantum dot. Our work shows the first evidence of Coulomb 
blockade in MoS2, the first evidence of coherent quantum transport across the entire 
nanoribbon, and evidence of resonant-transmission across smaller localized regions. It is 
advantageous to study small samples (< 200 nm) because the mean free path, phase 
coherence length and disorder-induced localized regions are on this order and thus the 
interplay between ballistic transport, phase coherence and disordered are enhanced.  The 
transport properties we show are the tip of the iceberg; future MoS2 nanoribbons of 
various lengths and widths should reveal even richer physics and may open the door to 
applications in quantum devices. 
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Appendix: Code for the Transport Calculation of 
Andreev Bound States 
A.1 Single quantum dot 
clear all; 
tic 
%Example fit tL=1.0;tR=0.095;Uc=24.9;e1down=158.3;! 
  
eta=1e-8;%small eta 
GL=1.0;%tunnelling rate at Left lead 
GR=1.0;%tunnelling rate at Right lead 
sLsR=0;%1 if sc on left and right, 0 if nm on left and sc on right 
Ec=0.5;%conduction band edge 
  
%Parameters for Leads 
DD=0.0013;%SC order parameter 0.0013 for fit 
tL=0.19;%hopping from Left lead to dot 0.19 for fit 
tR=0.0215;%hopping from Right lead to dot 0.0215 was the fitting value 
  
%Parameters for quantum Dot 
Uc=(1e-3)*(7.7);%was 7.7 for fit 
e1down=-(1e-3)*(32.4);%%32.4 was the fitting value 
e1up=e1down+Uc;% 
  
GateScale=1/990;% example 1 eV of energy per 990 applied gate volts 
  
%Sweep Parameters 
dOm=30;%grid spacing 
window=1.6;%omega window in units of DD 
omArray=[-window*DD:DD/dOm:window*DD];%array of omegas 
  
VgArray=[-(2.0*6200*DD):400*DD/(dOm):0*2.0*7700*DD]; 
  
numOm=length(omArray); 
rhoLUp(1:numOm)=0.0; 
rhoRUp(1:numOm)=0.0; 
rhoLDown(1:numOm)=0.0; 
rhoRDown(1:numOm)=0.0; 
  
numVg=length(VgArray); 
  
specUp(1:numVg,1:2)=0.0; 
specDown(1:numVg,1:2)=0.0; 
trans(1:numVg,1:numOm)=0.0; 
  
VgScale=1.0; 
Vshift=17.5; 
spec1(1:numVg,1:numOm,1:2)=0.0; 
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spec2(1:numVg,1:numOm,1:2)=0.0; 
for jj=1:numVg 
Vg=VgArray(jj); 
  
hup=[e1up-GateScale*(Vg-Vshift) 0 ; 0 -e1down+GateScale*(Vg-Vshift)]; 
hdown=[e1down-GateScale*(Vg-Vshift) 0 ; 0 -e1up+GateScale*(Vg-Vshift)]; 
  
%hup=[e1up+(1/31.3381)*sqrt(abs(Vg-Vshift)) 0 ; 0 -e1down-(1/31.3381)*sqrt(abs(Vg-Vshift))]; 
%hdown=[e1down+(1/31.3381)*sqrt(abs(Vg-Vshift)) 0 ; 0 -e1up-(1/31.3381)*sqrt(abs(Vg-Vshift))]; 
  
specUp(jj,:)=eig(hup); 
specDown(jj,:)=eig(hdown); 
  
for ii=1:numOm 
     
    if sLsR==0 
    om=omArray(ii); 
    ff=DD/sqrt(DD^2-(om+i*eta)^2); 
    gg=-(om+i*eta)*ff/DD; 
    sigEEL=(1/20)*(tL^2)*(-i*pi*(abs(sqrt(om^2+1.2*0.0005^2))));%*(-i*pi/100); 
    sigHHL=(1/20)*(tL^2)*(-i*pi*abs(sqrt(om^2+1.2*0.0005^2)));%*(-i*pi/100); 
    sigEER=(tR^2)*gg; 
    sigEHL=0; 
    sigEHR=-(tR^2)*ff; 
    DelEff(jj,ii)=sigEHR; 
  
    sigL=[sigEEL sigEHL; sigEHL sigHHL]; 
    sigR=[sigEER sigEHR; sigEHR sigEER]; 
    gUp=inv((om+i*eta)*eye(2,2)-hup-sigL-sigR); 
    gDown=inv((om+i*eta)*eye(2,2)-hdown-sigL-sigR); 
    rhoLUp(ii)=(-1/pi)*imag(gUp(1,1)+gUp(2,2)); 
    rhoLDown(ii)=(-1/pi)*imag(gDown(1,1)+gDown(2,2)); 
    rhoRUp(ii)=0; 
    rhoRDown(ii)=0; 
    %H1mod=hup+real(sigL+sigR); 
    %H2mod=hdown+real(sigL+sigR); 
    %spec1(jj,ii,:)=eig(H1mod); 
    %spec2(jj,ii,:)=eig(H2mod); 
    else 
    om=omArray(ii); 
    ff=DD/sqrt(DD^2-(om+i*eta)^2); 
    gg=-(om+i*eta)*ff/DD; 
    sigEEL=(tL^2)*gg; 
    sigEER=(tR^2)*gg; 
    sigEHL=-(tL^2)*ff; 
    sigEHR=-(tR^2)*ff; 
  
    sigL=[sigEEL sigEHL; sigEHL sigEEL]; 
    sigR=[sigEER sigEHR; sigEHR sigEER]; 
    gUp=inv(om*eye(2,2)-hup-sigL-sigR); 
    gDown=inv(om*eye(2,2)-hdown-sigL-sigR); 
    rhoLUp(ii)=(-1/pi)*imag(gUp(1,1)+gUp(2,2)); 
    rhoLDown(ii)=(-1/pi)*imag(gDown(1,1)+gDown(2,2)); 
    rhoRUp(ii)=0; 
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    rhoRDown(ii)=0; 
         
    end 
  
end 
trans(jj,:)=GL*(rhoLUp+rhoLDown)+GR*(rhoRUp+rhoRDown); 
end 
  
toc 
  
figure; 
pcolor(VgArray,omArray,-log(trans)');shading interp; 
 
A.2  Multiple (Three) quantum dots 
clear all; 
tic 
%Example fit tL=1.0;tR=0.095;Uc=24.9;e1down=158.3;! 
  
%Parameters you probably wont have to adjust 
  
eta=1e-8;%small eta 
GL=1.0;%tunnelling rate at Left lead 
GR=1.0;%tunnelling rate at Right lead 
sLsR=0;%1 if sc on left and right, 0 if nm on left and sc on right 
Ec=0.5;%conduction band edge 
  
%Parameters for Leads 
DD=0.0013;%SC order parameter 0.0013 for fit 
  
%Now let's consider the parameters for multiple dots 
Num_QD=3; 
tt(1:Num_QD,1:Num_QD)=0.0; 
tL(1:Num_QD)=0.19; 
tR(1:Num_QD)=0.0215; 
  
%tL=0.19;%hopping from Left lead to dot 0.19 for fit 
%tR=0.0215;%hopping from Right lead to dot 0.0215 was the fitting value 
  
%Parameters for quantum Dot 
Uc(1:Num_QD)=[(1e-3)*(1.0) (1e-3)*(0.5) (1e-3)*(1.0)];%was 7.7 for fit 
e1down(1:Num_QD)=[-(1e-3)*(10.4) -(1e-3)*(10.4) -(1e-3)*(10.4)];%32.4 was the fitting value 
e1up(1:Num_QD)=e1down+Uc;% 
tt(1,2)=1.0e-3; 
tt(2,1)=1.0e-3; 
tt(1,3)=1.0*1e-3; 
tt(3,1)=1.0*1e-3; 
tt(2,3)=0.0*1e-3; 
tt(3,2)=0.0*1e-3; 
  
GateScale=1/7500;% example 1 eV of energy per 990 applied gate volts 
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%Sweep Parameters 
dOm=30;%grid spacing 
window=1.6;%omega window in units of DD 
omArray=[-window*DD:DD/dOm:window*DD];%array of omegas 
  
VgArray=[-(2.0*30000*DD):400*DD/(dOm):0*2.0*7700*DD]; 
  
numOm=length(omArray); 
rhoLUp(1:numOm)=0.0; 
rhoRUp(1:numOm)=0.0; 
rhoLDown(1:numOm)=0.0; 
rhoRDown(1:numOm)=0.0; 
  
numVg=length(VgArray); 
  
specUp(1:numVg,1:2*Num_QD)=0.0; 
specDown(1:numVg,1:2*Num_QD)=0.0; 
trans(1:numVg,1:numOm)=0.0; 
  
VgScale=1.0; 
Vshift=17.5; 
spec1(1:numVg,1:numOm,1:2*Num_QD)=0.0; 
spec2(1:numVg,1:numOm,1:2*Num_QD)=0.0; 
  
for qq=1:Num_QD 
    for pp=1:Num_QD 
hup((qq-1)*2+1:(qq-1)*2+2,(pp-1)*2+1:(pp-1)*2+2)=[tt(qq,pp) 0;0 -tt(qq,pp)]; 
hdown((qq-1)*2+1:(qq-1)*2+2,(pp-1)*2+1:(pp-1)*2+2)=[tt(qq,pp) 0;0 -tt(qq,pp)]; 
  
hup((pp-1)*2+1:(pp-1)*2+2,(qq-1)*2+1:(qq-1)*2+2)=[tt(qq,pp) 0;0 -tt(qq,pp)]; 
hdown((pp-1)*2+1:(pp-1)*2+2,(qq-1)*2+1:(qq-1)*2+2)=[tt(qq,pp) 0;0 -tt(qq,pp)]; 
end 
end 
  
for jj=1:numVg 
Vg=VgArray(jj); 
  
for qq=1:Num_QD 
hup((qq-1)*2+1:(qq-1)*2+2,(qq-1)*2+1:(qq-1)*2+2)=[e1up(qq)-GateScale*(Vg-Vshift) 0 ; 0 -
e1down(qq)+GateScale*(Vg-Vshift)]; 
hdown((qq-1)*2+1:(qq-1)*2+2,(qq-1)*2+1:(qq-1)*2+2)=[e1down(qq)-GateScale*(Vg-Vshift) 0 ; 0 -
e1up(qq)+GateScale*(Vg-Vshift)]; 
end 
%hup=[e1up+(1/31.3381)*sqrt(abs(Vg-Vshift)) 0 ; 0 -e1down-(1/31.3381)*sqrt(abs(Vg-Vshift))]; 
%hdown=[e1down+(1/31.3381)*sqrt(abs(Vg-Vshift)) 0 ; 0 -e1up-(1/31.3381)*sqrt(abs(Vg-Vshift))]; 
  
specUp(jj,:)=eig(hup); 
specDown(jj,:)=eig(hdown); 
  
for ii=1:numOm 
     
     
87 
    om=omArray(ii); 
    ff=DD/sqrt(DD^2-(om+i*eta)^2); 
    gg=-(om+i*eta)*ff/DD; 
    sigEEL=(1/20)*(tL(1)^2)*(-i*pi*(abs(sqrt(om^2+1.2*0.0005^2))));%*(-i*pi/100); 
    sigHHL=(1/20)*(tL(1)^2)*(-i*pi*abs(sqrt(om^2+1.2*0.0005^2)));%*(-i*pi/100); 
    sigEER=(tR(1)^2)*gg; 
    sigEHL=0; 
    sigEHR=-(tR(1)^2)*ff; 
    DelEff(jj,ii)=sigEHR; 
  
    sigL=[sigEEL sigEHL; sigEHL sigHHL]; 
    sigR=[sigEER sigEHR; sigEHR sigEER]; 
    for qq=1:Num_QD 
       BigSigL((qq-1)*2+1:(qq-1)*2+2,(qq-1)*2+1:(qq-1)*2+2)=sigL;  
       BigSigR((qq-1)*2+1:(qq-1)*2+2,(qq-1)*2+1:(qq-1)*2+2)=sigR; 
    end 
     
    gUp=inv((om+i*eta)*eye(2*Num_QD,2*Num_QD)-hup-BigSigL-BigSigR); 
    gDown=inv((om+i*eta)*eye(2*Num_QD,2*Num_QD)-hdown-BigSigL-BigSigR); 
    rhoLUp(ii)=(-1/pi)*imag(trace(gUp)); 
    rhoLDown(ii)=(-1/pi)*imag(trace(gDown)); 
    rhoRUp(ii)=0; 
    rhoRDown(ii)=0; 
    %H1mod=hup+real(sigL+sigR); 
    %H2mod=hdown+real(sigL+sigR); 
    %spec1(jj,ii,:)=eig(H1mod); 
    %spec2(jj,ii,:)=eig(H2mod); 
    
  
end 
trans(jj,:)=GL*(rhoLUp+rhoLDown)+GR*(rhoRUp+rhoRDown); 
end 
  
toc 
  
figure; 
pcolor(VgArray,omArray,-log(trans)');shading interp; 
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