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a b s t r a c t
Several results scattered in the literature express an oblique projector having given onto
and along spaces in terms of a pair of orthogonal projectors. The results were established
in various settings, including finite and infinite dimensional vector spaces over either
real or complex numbers, but their common feature is that they are valid merely under
the assumption of the nonsingularity of certain functions of the involved projectors.
In the present paper, these results are unified and reestablished in a generalized form
in a complex Euclidean vector space, with the generalization obtained by relaxing the
nonsingularity assumption and use of the Moore–Penrose inverse instead of the ordinary
inverse. Additionally, several new formulae of the type are provided.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Let Cm,n denote the set of m × n complex matrices. The symbols L∗,R(L), N (L), and rk(L) will stand for the conjugate
transpose, column space, null space, and rank of L ∈ Cm,n, respectively. Moreover, In will be the identity matrix of order n,
and for a given L ∈ Cn,n we define L = In − L (note that this notation has nothing to do with complex conjugate transpose
of matrix elements).
A crucial role in the considerations of the present paper is played by orthogonal projectors inCn,1 (Hermitian idempotent
matrices of order n), whose set will be denoted by COPn , i.e.,
COPn = {L ∈ Cn,n: L2 = L = L∗}.
An essential property of any orthogonal projector is that P ∈ COPn if and only if it is expressible as LLĎ for some L ∈ Cn,m,
where LĎ ∈ Cm,n is the Moore–Penrose inverse of L, i.e., the unique solution to the equations
LLĎL = L, LĎLLĎ = LĎ, (LLĎ)∗ = LLĎ, (LĎL)∗ = LĎL.
Then LLĎ is the orthogonal projector ontoR(L) and, consequently, In − LLĎ is the orthogonal projector onto the orthogonal
complement ofR(L), denoted byR(L)⊥, where Cn,1 = R(L)
⊥⊕ R(L)⊥, with the symbol ⊥⊕ being used to indicate that the
two subspaces involved in the direct sumare orthogonal. Similarly, LĎL and Im−LĎL are the orthogonal projectors ontoR(L∗)
andR(L∗)⊥, respectively, where Cm,1 = R(L∗)
⊥⊕ R(L∗)⊥; for several facts on projectors and Moore–Penrose inverse see
e.g., [1] or [2].
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Let P ∈ COPn be of rank r . By spectral theorem, there exists a unitary U ∈ Cn,n such that
P = U
(
Ir 0
0 0
)
U∗. (1.1)
Representation (1.1) can be used to determine partitioning of any other orthogonal of order n, say Q ∈ COPn . Namely, with
the use of the same matrix U, we can write
Q = U
(
A B
B∗ D
)
U∗, (1.2)
with A ∈ Cr,r and D ∈ Cn−r,n−r being Hermitian. Two particular versions of representation (1.2) are obtained when r = 0,
in which case matrices A and B are absent, and when r = n, in which case matrices D and B are absent. In general, matrices
A, B, and D, involved in representation (1.2), satisfy a number of useful relationships, which are collected in Section 2.
Several results scattered in the literature express an oblique projector having given onto and along spaces in terms of a
pair of orthogonal projectors. These results were established in various settings, including finite and infinite dimensional
vector spaces over either real or complex numbers, but their common feature is that they are valid merely under the
assumption of the nonsingularity of certain functions of the involved projectors, see e.g., [3–7]. In Section 3 these results are
unified and reestablished in a generalized form in a complex Euclidean vector space, with the generalization obtained by
relaxing the nonsingularity assumption and use of the Moore–Penrose inverse instead of the ordinary inverse. Additionally,
several new formulae of the type are provided.
The paper is concluded with an Appendix whose aim is, besides providing several interesting formulae involving
functions of P and Q considered in Section 3, to shed some additional light on the power of the formalism utilized. It should
be underlined that the collection of the relationships given therein is illustrative and was chosen from a large set of possible
formulae linking projectors P and Q.
In what follows, the symbol Pχ will denote the orthogonal projector, which projects (orthogonally) onto the subspace χ .
Furthermore, with regard to the orthogonal projectors onto the column spaces of submatrices of Q ∈ COPn given in (1.2), we
will use the convention according to which PL stands for PL = LLĎ and P˜L for P˜L = Ik − LLĎ, where Ik is the identity matrix
of appropriate order and L ∈ {A,A,D,D}.
2. Preliminary results
The following four lemmas concern relationships among submatrices A, B, and D involved in matrix Q given in (1.2) and
will be used extensively in the computations below.
Lemma 1. Let Q ∈ COPn be partitioned as in (1.2). Then:
(i) A = A2 + BB∗ or, equivalently, AA = BB∗,
(ii) B = AB+ BD or, equivalently, B∗ = B∗A+ DB∗,
(iii) D = D2 + B∗B or, equivalently, DD = B∗B.
Proof. The three relationships are straightforward consequences of the condition Q2 = Q. 
It is noteworthy that conditions (i) and (iii) of Lemma 1 combinedwith the facts that A andD are Hermitian, respectively,
ensure that A and D are both nonnegative definite.
Lemma 2. Let Q ∈ COPn be partitioned as in (1.2). Then:
(i) A = A2 + BB∗, (ii) BD = AB,
(iii) AB = BD, (iv) D = D2 + B∗B,
(v) AAĎB = B, (vi) AAĎB = B,
(vii) DDĎB∗ = B∗, (viii) DDĎB∗ = B∗,
(ix) AĎB = BDĎ, (x) AĎB = BDĎ.
Proof. Conditions (i)–(iv) follow directly from Lemma 1, while condition (v) is established on account of condition (i) of
Lemma 1 by noting that
R(A) = R(AA∗ + BB∗) = R(AA∗)+R(BB∗) = R(A)+R(B),
where the second equality is a consequence of the fact that AA∗ and BB∗ are both nonnegative definite. Thus,R(B) ⊆ R(A),
which can equivalently be expressed as AAĎB = B. The next three conditions are obtained similarly.
Further, from condition (ii) of Lemma 1, it follows that AĎB = AĎ(AB + BD). Hence, on account of AĎAB = B, obtained
from condition (v) of the lemma by taking into account that A∗ = A, we get AĎB = B + AĎBD. In consequence, B = AĎBD.
Postmultiplying this equation by D
Ď
and utilizing condition (viii) of the lemma, which can equivalently be expressed as
BDD
Ď = B, we arrive at condition (ix). The last condition is established analogously. 
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Lemma 3. Let Q ∈ COPn be partitioned as in (1.2). Then:
(i) A− BDĎB∗ = P˜A, (ii) A+ BDĎB∗ = PA,
(iii) D− B∗AĎB = P˜D, (iv) D+ B∗AĎB = PD,
(v) D+ B∗AĎB = PD, (vi) D− B∗AĎB = P˜D,
(vii) A+ BDĎB∗ = PA, (viii) A− BDĎB∗ = P˜A.
Proof. On account of conditions (i) and (x) of Lemmas 1 and 2, respectively, it follows that BDĎB∗ = AĎAA. Hence,
BDĎB∗ = AĎ(Ir − A)A and taking into account that AAĎ = AĎA (being a consequence of A = A∗), we in turn get
A − BDĎB∗ = Ir − AĎA, establishing condition (i) of the lemma. The remaining seven conditions are obtained in a similar
fashion. 
Lemma 4. Let Q ∈ COPn be partitioned as in (1.2). Then:
(i) rk(A) = r − rk(A)+ rk(B),
(ii) rk(D) = n− r + rk(B)− rk(D).
Proof. From (2.12) in [8] it follows that rk(AA) = rk(A)+ rk(A)− r . Hence, on account of point (i) of Lemma 1, we get
rk(A) = r + rk(BB∗)− rk(A) = r + rk(B)− rk(A).
Condition (ii) is established in a similar way. 
An important tool in constructing orthogonal projectors onto given column spaces is provided by the next lemma
recalling two facts known in the literature.
Lemma 5. Let P,Q ∈ COPn . Then:
(i) P+ P(PQ)Ď is the orthogonal projector ontoR(P)+R(Q),
(ii) P− P(PQ)Ď is the orthogonal projector ontoR(P) ∩R(Q).
Proof. Conditions (i) and (ii) constitute equivalences (3.1)⇔ (3.6) and (4.1)⇔ (4.8) in [9], respectively. 
Using Lemma 5, we obtain the following representations of the orthogonal projectors onto sums and intersections of
certain subspaces, including their dimensions.
Lemma 6. Let P,Q ∈ COPn and let Q be partitioned as in (1.2). Then:
(i) PR(P)+R(Q) = U
(
Ir 0
0 PD
)
U∗, where dim[R(P)+R(Q)] = r + rk(D),
(ii) PR(P)+N (Q) = U
(
Ir 0
0 PD
)
U∗, where dim[R(P)+N (Q)] = n+ rk(B)− rk(D),
(iii) PN (P)+R(Q) = U
(
PA 0
0 In−r
)
U∗, where dim[N (P)+R(Q)] = n− r + rk(A),
(iv) PN (P)+N (Q) = U
(
PA 0
0 In−r
)
U∗, where dim[N (P)+N (Q)] = n− rk(A)+ rk(B).
Proof. We establish point (i) only, for the remaining ones are obtained analogously. On account of conditions (iii) and (vii)
of Lemmas 1 and 2, respectively, direct verifications show that the Moore–Penrose inverse of
PQ = U
(
0 0
B∗ D
)
U∗ (2.1)
is given by
(PQ)Ď = U
(
0 BDĎ
0 PD
)
U∗. (2.2)
Hence, from statement (i) of Lemma 5, it follows that the orthogonal projector ontoR(P)+R(Q) has the form claimed in
point (i). The validity of the remaining part of this point is clearly seen. 
Lemma 7. Let P,Q ∈ COPn and let Q be partitioned as in (1.2). Then:
(i) PR(P)∩R(Q) = U
(
P˜A 0
0 0
)
U∗, where dim[R(P) ∩R(Q)] = rk(A)− rk(B),
(ii) PR(P)∩N (Q) = U
(
P˜A 0
0 0
)
U∗, where dim[R(P) ∩N (Q)] = r − rk(A),
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(iii) PN (P)∩R(Q) = U
(
0 0
0 P˜D
)
U∗, where dim[N (P) ∩R(Q)] = rk(D)− rk(B),
(iv) PN (P)∩N (Q) = U
(
0 0
0 P˜D
)
U∗, where dim[N (P) ∩N (Q)] = n− r − rk(D).
Proof. We again establish point (i) only. Direct verifications, with the use of conditions (iii) of Lemma 1, (vi), (x) of Lemma 2,
and (ii) of Lemma 3, show that the Moore–Penrose inverse of
PQ = U
(
A −B
0 0
)
U∗ (2.3)
is given by
(PQ)Ď = U
(
PA 0−DĎB∗ 0
)
U∗. (2.4)
Hence, from statement (ii) of Lemma 5, it follows that the orthogonal projector onto R(P) ∩ R(Q) is of the form given in
point (i) of the lemma. Furthermore, since dim[R(P) ∩R(Q)] = rk[PR(P)∩R(Q)], it is seen that
dim[R(P) ∩R(Q)] = rk(˜PA) = rk(Ir − A AĎ) = r − rk(A),
and the equality on the right-hand side of point (i) follows on account of condition (i) of Lemma 4. 
The theorem below provides several characterizations involving R(P) and R(Q) expressed in terms of ranks of
submatrices A, B, and D.
Theorem 1. Let P,Q ∈ COPn and let Q be partitioned as in (1.2). Then:
(i) R(P) ∩R(Q) = {0} ⇔ rk(A) = rk(B),
(ii) R(P)+R(Q) = Cn,1 ⇔ rk(D) = n− r,
(iii) R(P) ⊥ R(Q) ⇔ rk(A) = 0,
(iv) R(P)⊕R(Q) = Cn,1 ⇔ rk(A) = rk(B) and rk(D) = n− r,
(v) R(P)
⊥⊕ R(Q) = Cn,1 ⇔ rk(A) = 0 and rk(D) = n− r.
Proof. Equivalences (i) and (ii) follow directly from points (i) of Lemmas 7 and 6, respectively. To establish the next
condition,we utilize the fact thatR(P) ⊥ R(Q) ⇔ PQ = 0. As is easy to see,PQ = 0 if and only ifA = 0, i.e., rk(A) = 0. The
proof is concluded with observations that condition (iv) is obtained by combining conditions (i) and (ii), whereas condition
(v) follows by combining conditions (ii) and (iii). 
3. Main results
Taking the conjugate transpose on both sides of (2.4) leads to
(QP)Ď = U
(
PA −BDĎ
0 0
)
U∗. (3.1)
It is easily seen that condition (vi) of Lemma 2 ensures that (QP)Ď is idempotent; see [10, Lemma 2·3] and [5, p. 830].
To determine the onto and along spaces of this projector, first observe that, on account of condition (ii) of Lemma 3, the
orthogonal projector ontoR[(QP)Ď], i.e., PR[(QP)Ď] = (QP)ĎQP, is given by
PR[(QP)Ď] = U
(
PA 0
0 0
)
U∗, (3.2)
whereas, on account of conditions (iii) of Lemma 1 and (vi), (x) of Lemma 2, the orthogonal projector onto N [(QP)Ď],
i.e., PN [(QP)Ď] = In − QP(QP)Ď, has the form
PN [(QP)Ď] = U
(
A B
B∗ D+ P˜D
)
U∗.
On the other hand, applying statement (ii) of Lemma 5 to (1.1) and the projector given in point (iv) of Lemma 6, leads to
PR(P)∩[N (P)+N (Q)] = U
(
PA 0
0 0
)
U∗,
while, on account of condition (vii) of Lemma 2, applying statement (i) of Lemma 5 to (1.2) and the projector given in point
(iv) of Lemma 7, gives
P
R(Q)
⊥⊕[N (P)∩N (Q)]
= U
(
A B
B∗ D+ P˜D
)
U∗.
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As a consequence,
R[(QP)Ď] = R(P) ∩ [N (P)+N (Q)], (3.3)
N [(QP)Ď] = R(Q) ⊥⊕ [N (P) ∩N (Q)]. (3.4)
It follows from (3.3) and (3.4) that whenR(P)⊕R(Q) = Cn,1, i.e., whenR(P)+R(Q) = Cn,1 andR(P)∩R(Q) = {0}, or,
equivalently, N (P) ∩ N (Q) = {0} and N (P) + N (Q) = Cn,1, then (QP)Ď is the oblique projector ontoR(P) alongR(Q).
This fact was also mentioned by Greville [5, p. 830], who actually restricted his considerations to the case whenR(P) and
R(Q) are complementary.
Another representation of oblique projectors in terms of two orthogonal projectors was established earlier by Afriat [3,
Theorem 4·2]. Namely, realizing that conditionR(P) ∩R(Q) = {0} ensures that In − PQ is nonsingular (this fact was also
stated in [5, Lemma]), he showed that (In − PQ)−1PQ is the oblique projector onto R(P) along R(Q) ⊕ [N (P) ∩ N (Q)].
The next theorem generalizes this result by relaxing the disjointness assumption. Furthermore, it shows that in general, the
representations derived by Greville [5, p. 830] and Afriat [3, Theorem 4·2] correspond to the same oblique projector.
Theorem 2. Let P,Q ∈ COPn . Then
(QP)Ď = (In − PQ)ĎPQ (3.5)
is the oblique projector ontoR(P) ∩ [N (P)+N (Q)] along R(Q) ⊥⊕ [N (P) ∩N (Q)].
Proof. First observe that direct verificationswith the use of conditions (vi) and (x) of Lemma2 show that theMoore–Penrose
inverse of
In − PQ = U
(
A −B
0 In−r
)
U∗ (3.6)
has the form
(In − PQ)Ď = U
(
A
Ď
BDĎ
0 In−r
)
U∗. (3.7)
In view of condition (x) of Lemma 2, postmultiplying (3.7) by PQ given in (2.3) leads to matrix of the form (3.1). The column
and null spaces of (QP)Ď were already characterized in (3.3) and (3.4). 
An easy observation originating from Theorem 2 is that (3.5) can be rewritten as
(QP)Ď = (In − PQ)ĎP(In − PQ),
whichmay be interpreted as a ‘‘generalized similarity transformation’’ that carries P into the projector (QP)Ď. It is alsoworth
mentioning that, on account of conditions (vi) and (x) of Lemma 2, from (2.3) and (3.7) we obtain
PQ(In − PQ)Ď = U
(
PA 0
0 0
)
U∗,
i.e., the orthogonal projector ontoR[(QP)Ď] given in (3.2).
The following two corollaries are obtained as straightforward consequences of Theorem 2. The first of them corresponds
to Theorem 4·2 in [3].
Corollary 1. Let P,Q ∈ COPn be such that R(P)∩R(Q) = {0}. Then In − PQ is nonsingular and (QP)Ď = (In − PQ)−1PQ is the
oblique projector ontoR(P) along R(Q)
⊥⊕ [N (P) ∩N (Q)].
Corollary 2. Let P,Q ∈ COPn be such that R(P) + R(Q) = Cn,1. Then (QP)Ď = (In − PQ)ĎPQ is the oblique projector onto
R(P) ∩ [N (P)+N (Q)] along R(Q).
It is noteworthy that the observation byAfriat [3, Theorem4·2] andGreville [5, Lemma] that conditionR(P)∩R(Q) = {0}
is sufficient for the nonsingularity of In−PQ can be extended to the equivalence. This can be seen by noticing that (3.6) and
(3.7) entail
PR(In−PQ) = U
(
PA 0
0 In−r
)
U∗,
from where we have rk(In − PQ) = n if and only if rk(A) = r . Combining this equality with conditions (i) of Lemma 4 and
Theorem 1 leads to the conclusion that the nonsingularity of In − PQ is actually equivalent toR(P) ∩R(Q) = {0}.
O.M. Baksalary, G. Trenkler / Computers and Mathematics with Applications 59 (2010) 764–778 769
Another observation byGreville [5, Theorem3] is thatwhenR(P) andR(Q) are complementary, then not only In−PQ (=
(In − QP)∗) but also P + Q − QP is nonsingular, in which case both (In − QP)−1Q and P(P + Q − QP)−1 are the oblique
projectors ontoR(P) alongR(Q). The theorem below provides a generalization and extension of Theorem 3 in [5], with the
generalization obtained by voiding the assumption thatR(P)⊕R(Q) = Cn,1 andwith the extension contained in providing
the characterizations of the corresponding column and null spaces; see also [11, Corollary 6].
Theorem 3. Let P,Q ∈ COPn . Then:
(i) (In − QP)ĎQ is the oblique projector onto {R(P) ∩ [N (P)+N (Q)]}
⊥⊕ [N (P) ∩N (Q)] along R(Q),
(ii) P(P+ Q− QP)Ď is the oblique projector ontoR(P) along {R(Q) ∩ [N (P)+N (Q)]} ⊥⊕ [N (P) ∩N (Q)].
Proof. Direct verifications with the use of conditions (ii), (iii) of Lemma 1, (i), (vi), (vii), (x) of Lemma 2, and (ii) of Lemma 3
show that the Moore–Penrose inverse of
(In − QP)ĎQ = U
(
PA −BDĎ
0 P˜D
)
U∗ (3.8)
is given by
[(In − QP)ĎQ]Ď = U
(
A 0
−B∗ P˜D
)
U∗.
Whence,
PR[(In−QP)ĎQ] = U
(
PA 0
0 P˜D
)
U∗, PN [(In−QP)ĎQ] = Q. (3.9)
Thus, statement (i) of the theorem will be established if we show that the matrix on the left-hand side of (3.9) represents
the orthogonal projector onto {R(P) ∩ [N (P) + N (Q)]} ⊥⊕ [N (P) ∩ N (Q)]. This is indeed the case, which can be seen by
applying Lemma 5 to (1.1) and the projectors given in points (iv) of Lemmas 6 and 7.
The proof of statement (ii) is obtained similarly. First observe that condition (vii) of Lemma 2 ensures that the
Moore–Penrose inverse of
P+ Q− QP = U
(
Ir B
0 D
)
U∗ (3.10)
is of the form
(P+ Q− QP)Ď = U
(
Ir −BDĎ
0 DĎ
)
U∗. (3.11)
Whence, on account of conditions (vii) of Lemma 2 and (i) of Lemma 3, we obtain
P(P+ Q− QP)Ď = U
(
Ir −BDĎ
0 0
)
U∗, (3.12)
and further, as can be seen by direct verificationswith the use of conditions (ii), (iii) of Lemma 1, (i), (vi), (vii), (x) of Lemma 2,
and (ii) of Lemma 3, we have
[P(P+ Q− QP)Ď]Ď = U
(
A+ P˜A 0−B∗ 0
)
U∗.
In consequence,
PR[P(P+Q−QP)Ď] = P, PN [P(P+Q−QP)Ď] = U
(
PA − A B
B∗ D+ P˜D
)
U∗. (3.13)
The last step of the proof is to show that thematrix on the right-hand side of (3.13) represents the orthogonal projector onto
{R(Q) ∩ [N (P) + N (Q)]} ⊥⊕ [N (P) ∩ N (Q)]. This can be done, though, by applying Lemma 5 to (1.2) and the projectors
given in points (iv) of Lemmas 6 and 7. 
Theorem 3 is supplemented by two observations. The first one is that when R(P) ∩ R(Q) = {0}, then the projector
introduced in its point (i) satisfies (QP)Ď = (In−QP)−1Q. The second comment is that for the nonsingularity of P+Q−QP,
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involved in the projector introduced in point (ii) of the theorem, it is actually necessary and sufficient thatR(P)+R(Q) =
Cn,1. This fact, not mentioned by Greville [5], can be derived from the orthogonal projector
PR(P+Q−QP) = U
(
Ir 0
0 PD
)
U∗,
obtained in a straightforward manner from (3.10) and (3.11). Hence, rk(P+ Q− QP) = n if and only if rk(D) = n− r , and,
thus, the claim follows on account of point (ii) of Theorem 1.
Clearly, Theorem 3 remains true if P and Q are interchanged. Taking this into account leads to the following.
Corollary 3. Let P,Q ∈ COPn . Then:
R[(In − QP)ĎQ] = N [Q(P+ Q− PQ)Ď],
N [(In − QP)ĎQ] = R[Q(P+ Q− PQ)Ď].
In the context of Theorems 2 and 3, it is natural to inquire about the conditions ensuring that the three projectors involved
therein are equal. These conditions are provided in the theorem below.
Theorem 4. Let P,Q ∈ COPn . Then:
(i) (QP)Ď = (In − QP)ĎQ ⇔ R(P)+R(Q) = Cn,1,
(ii) (QP)Ď = P(P+ Q− QP)Ď ⇔ R(P) ∩R(Q) = {0},
(iii) (In − QP)ĎQ = P(P+ Q− QP)Ď ⇔ R(P)⊕R(Q) = Cn,1.
Proof. From (3.1) and (3.8) it follows that (QP)Ď = (In − QP)ĎQ if and only if rk(D) = n − r . Whence, the equivalence (i)
is obtained on account of point (ii) of Theorem 1. Next, (3.1) and (3.12) lead to (QP)Ď = P(P + Q − QP)Ď ⇔ rk(A) = r .
Combining this conditionwith points (i) of Lemma4 and Theorem1 establishes equivalence (ii). Finally, from (3.8) and (3.12)
it is seen that the equality on the left-hand side of equivalence (iii) is satisfied if and only if both A and D are nonsingular. In
view of point (iv) of Theorem 1, this means thatR(P) andR(Q) are complementary. 
Theorem1 in Vidav [4] provides a representation of an idempotent operator in aHilbert space in terms of two idempotent
operators, under the assumption that a certain function of these two is nonsingular; see also [12, Theorem 2.1]. In what
follows, we show that this result can be generalized in our settings as well, by relaxing the nonsingularity assumption.
Theorem 5. Let P,Q ∈ COPn . Then (QP)Ď = (In − PQP)ĎPQ.
Proof. It is clear that the Moore–Penrose inverse of
In − PQP = U
(
A 0
0 In−r
)
U∗ (3.14)
is of the form
(In − PQP)Ď = U
(
A
Ď
0
0 In−r
)
U∗. (3.15)
In view of condition (x) of Lemma 2, postmultiplying (3.15) by (2.3) gives a matrix of the form (3.1). 
The onto and along spaces of the projector (QP)Ď = (In − PQP)ĎPQ are, in general, characterized in Theorem 2. Observe
that from (3.14) it is seen that In − PQP is nonsingular if and only if A is nonsingular. As already shown in the proof of
Theorem 4, rk(A) = r is equivalent toR(P)∩R(Q) = {0}, in which case the onto and along spaces of (QP)Ď are as specified
in Corollary 1. (Parenthetically notice that the equivalence rk(In − PQ) = n⇔ rk(In − PQP) = n follows from Lemma 3.1
in [13].) However, Vidav [4] formulated his Theorem 1 under assumptions thatR(P)∩R(Q) = {0} andR(P)+R(Q) = Cn,1
(with the former condition expressed equivalently as ‖PQ‖ < 1, where ‖.‖ denotes the operator norm), in which case, as
already mentioned, (QP)Ď projects ontoR(P) alongR(Q).
An additional remark referring to Theorem 5 is that an alternative formula for (QP)Ď involving (In − PQP)Ď reads
(QP)Ď = P(In − PQP)ĎQ.
The next theorem provides yet another representation of the projector (QP)Ď as a product of two functions of P and Q.
Theorem 6. Let P,Q ∈ COPn . Then (QP)Ď = P(P− Q)Ď.
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Proof. Direct verifications with the use of conditions (iii) of Lemma 1, (vi), (vii), (x) of Lemma 2, and (ii) of Lemma 3 show
that the Moore–Penrose inverse of
P− Q = U
(
A −B
−B∗ −D
)
U∗ (3.16)
is of the form
(P− Q)Ď = U
(
PA −BDĎ−DĎB∗ −PD
)
U∗. (3.17)
Hence, the assertion is clearly seen. 
To determine the onto and along spaces of the projector (QP)Ď = P(P − Q)Ď when P − Q is nonsingular, observe that
from (3.16) and (3.17) it follows that
PR(P−Q) = U
(
PA 0
0 PD
)
U∗. (3.18)
As a consequence,P−Q is nonsingular if and only if bothA andD are nonsingular,whichwas shown in the proof of Theorem4
to be equivalent to R(P) ⊕ R(Q) = Cn,1, i.e., (QP)Ď = P(P − Q)−1 projects onto R(P) along R(Q). This fact follows also
from Corollary 2 in [11].
In the literature one can find further formulae originally established under the assumption of the nonsingularity of a
certain function of P and Q, which can be generalized simply by relaxing this assumption. As examples, we consider below
relationships (2.3)–(2.6) constituting Theorem 2.2 in [14], which in general concerns not necessarily orthogonal projectors.
First notice that, with the use of (2.2), (3.1), and (3.17), it is easily seen that relationship (2.3) in [14], which can be expressed
as
(P− Q)−1 = (QP)Ď − (QP)Ď,
where (QP)Ď is the oblique projector ontoR(P) alongR(Q), and (QP)Ď is the oblique projector ontoN (P) alongN (Q), also
remains valid when P− Q is singular, in which case
(P− Q)Ď = (QP)Ď − (QP)Ď, (3.19)
where (QP)Ď is the oblique projector ontoR(P)∩ [N (P)+N (Q)] alongR(Q) ⊥⊕ [N (P)∩N (Q)], and (QP)Ď is the oblique
projector ontoN (P) ∩ [R(P)+R(Q)] alongN (Q) ⊥⊕ [R(P) ∩R(Q)]; see also [15, Theorem 4.2].
Another characterization of (P − Q)−1 follows from Theorem in [16], and claims that P − Q is invertible if and only if
there exists the oblique projectorMwithR(M) = R(P) andN (M) = R(Q). Furthermore, if rk(P− Q) = n, then
(P− Q)−1 = M+M∗ − In. (3.20)
This result was later supplemented by Cheng and Tian [17, p. 538] with a remark that the projector M satisfying (3.20) is
unique and can be expressed asM = (QP)Ď, leading to
(P− Q)−1 = (QP)Ď + (PQ)Ď − In; (3.21)
see also [13, Theorem 6.1] and [15, Theorem 4.3]. The present formalism shows that replacing in (3.21) (P − Q)−1 with
(P− Q)Ď leads to
(P− Q)Ď − (QP)Ď − (PQ)Ď + In = U
(
P˜A 0
0 P˜D
)
U∗. (3.22)
An alternative form of (3.22) constitutes the next theorem.
Theorem 7. Let P,Q ∈ COPn . Then
(P− Q)Ď = P
[R(P)∩R(Q)]⊥⊕[N (P)∩N (Q)]
+ (QP)Ď + (PQ)Ď − In.
Proof. The proof is limited to the observation that applying statement (i) of Lemma 5 to the orthogonal projectors given
in points (i) and (iv) of Lemma 7 leads to the conclusion that the matrix on the right-hand side of (3.22) represents the
orthogonal projector onto [R(P) ∩R(Q)] ⊥⊕ [N (P) ∩N (Q)]. 
By combining Theorem 7 with (3.19), we arrive at the next corollary.
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Corollary 4. Let P,Q ∈ COPn . Then
P
[R(P)∩R(Q)]⊥⊕[N (P)∩N (Q)]
+ P[R(P)+R(Q)]∩[N (P)+N (Q)] = In.
Proof. It is sufficient to show that (PQ)Ď + (QP)Ď is the orthogonal projector onto [R(P)+R(Q)] ∩ [N (P)+ N (Q)]. This
fact can be seen, though, by applying statement (ii) of Lemma 5 to the orthogonal projectors given in points (i) and (iv) of
Lemma 6. 
Subsequent considerations will involve the Moore–Penrose inverse of
P+ Q = U
(
Ir + A B
B∗ D
)
U∗, (3.23)
which, as can be confirmed with the use of conditions (iii) of Lemma 1, (vi), (vii), (x) of Lemma 2, and (i), (ii) of Lemma 3, is
given by
(P+ Q)Ď = U
(
Ir − 12 P˜A −BDĎ−DĎB∗ 2DĎ − PD
)
U∗. (3.24)
A direct consequence of (3.23) and (3.24) is that
PR(P+Q) = U
(
Ir 0
0 PD
)
U∗, (3.25)
whence it is seen that P + Q is nonsingular if and only if rk(D) = n − r . (Parenthetically notice that the fact that the
nonsingularity of P− Q implies the nonsingularity of P+ Qwas pointed out in [11, p. 391]; see also [18].)
Observe that, on account of conditions (iii) of Lemma 1 and (vi) of Lemma 2, (QP)Ď given in (3.1) satisfies
[In − (PQ)Ď](QP)Ď = U
(
0 0
DĎB∗ PD − DĎ
)
U∗. (3.26)
Since (PQ)Ď[In−(QP)Ď] is the conjugate transpose of [In−(PQ)Ď](QP)Ď, combining (3.25) and (3.26)with point (i) of Lemma7
leads to
(P+ Q)Ď = PR(P+Q) − 12PR(P)∩R(Q) − [In − (PQ)Ď](QP)Ď − (PQ)Ď[In − (QP)Ď]. (3.27)
If now both A and D are nonsingular (i.e., rk(P−Q) = n, or, equivalently,R(P)⊕R(Q) = Cn,1), then (3.27) takes the form
(P+ Q)−1 = In − [In − (PQ)Ď](QP)Ď − (PQ)Ď[In − (QP)Ď],
corresponding to formula (2.4) in [14]. If, on the other hand, only A is nonsingular (i.e., R(P) ∩ R(Q) = {0}), then from
(3.27) it is seen that
In − [In − (PQ)Ď](QP)Ď − (PQ)Ď[In − (QP)Ď] − (P+ Q)Ď = PN (P)∩N (Q), (3.28)
or, alternatively,
[In − (PQ)Ď](QP)Ď + (PQ)Ď[In − (QP)Ď] + (P+ Q)Ď = PR(P)+R(Q), (3.29)
with the orthogonal projectors on the right-hand sides of (3.28) and (3.29) being of the forms given in points (iv) of Lemma 7
and (i) of Lemma 6, respectively.
In what follows we continue generalizing Theorem 2.2 in [14]. The next result deals with formula (2.5) therein.
Theorem 8. Let P,Q ∈ COPn . Then
(P− Q)Ď = (P+ Q)Ď(P− Q)(P+ Q)Ď.
Proof. The assertion follows from (3.16), (3.17), and (3.24), by utilizing conditions (iii) of Lemma 1, (vi), (vii), (x) of Lemma 2,
and (ii) of Lemma 3. 
The next result refers to formula (2.6) in [14].
Theorem 9. Let P,Q ∈ COPn . Then
(P+ Q)Ď − (P− Q)Ď(P+ Q)(P− Q)Ď = 12PR(P)∩R(Q).
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Proof. The assertion follows directly from (3.17), (3.23), (3.24), and point (i) of Lemma 7, by utilizing the same conditions
as in the proof of Theorem 8, namely (iii) of Lemma 1, (vi), (vii), (x) of Lemma 2, and (ii) of Lemma 3. 
From Theorem 9, it is clearly seen thatR(P) ∩R(Q) = {0} is equivalent to
(P+ Q)Ď = (P− Q)Ď(P+ Q)(P− Q)Ď,
which generalizes formula (2.6) in [14], established under the assumption that P − Q (so also P + Q) is nonsingular. An
additional observation derived from the proofs of Theorems 8 and 9 is that
(P+ Q)Ď(P− Q) = (P− Q)Ď(P+ Q) = (PQ)Ď − (QP)Ď,
with (PQ)Ď and (QP)Ď being conjugate transposes of the matrices given in (3.1) and (2.2), respectively.
Following the main stream of the interests of the present paper, we now focus our attention on the matrix
P+ Q− In = U
(
A B
B∗ −D
)
U∗. (3.30)
Direct verifications with the use of conditions (i) of Lemma 1, (v), (viii), (ix) of Lemma 2, and (iv) of Lemma 3 confirm that
the Moore–Penrose inverse of (3.30) is of the form
(P+ Q− In)Ď = U
(
PA AĎB
B∗AĎ −PD
)
U∗. (3.31)
As a consequence, conditions (i) of Lemma 1, (iii), (v), (viii) of Lemma 2, and (iv) of Lemma 3 entail
PR(P+Q−In) = U
(
PA 0
0 PD
)
U∗. (3.32)
Thus, P + Q − In is nonsingular if and only if both A and D are nonsingular. From points (ii) and (iii) of Lemma 6 it is seen
that the nonsingularity of P + Q − In is equivalent to the requirement that the orthogonal projectors onto PR(P)+N (Q) and
PN (P)+R(Q) are both nonsingular, i.e., equal to the identity matrix. This condition corresponds to the equivalence (2) in [7].
The two theorems below generalize points (ii) and (iv) of Lemma 2.4 in [19], formulated with respect to idempotents in
a Banach space, by voiding the assumption that P+ Q− In is nonsingular. Furthermore, the first of them extends point (ii)
of Lemma 2.4 in [19] by involving in the conditions listed therein the Moore–Penrose inverses of PQ and QP.
Theorem 10. Let P,Q ∈ COPn . Then:
(i) (P+ Q− In)ĎP = (PQ)Ď, (ii) Q(P+ Q− In)Ď = (PQ)Ď,
(iii) P(P+ Q− In)Ď = (QP)Ď, (iv) (P+ Q− In)ĎQ = (QP)Ď.
Proof. Observe that, by utilizing conditions (i) and (v) of Lemmas 1 and 2, respectively, it can be shown that the
Moore–Penrose inverse of PQ is of the form
(PQ)Ď = U
(
PA 0
B∗AĎ 0
)
U∗. (3.33)
Hence, conditions (i) and (iii) of the theorem follow directly from (1.1), (3.31), and (3.33), whereas conditions (ii) and (iv)
are obtained from (iii) and (i), respectively, by interchanging P and Q. 
The next theorem extends point (iv) of Lemma 2.4 in [19] by involving in the conditions listed therein theMoore–Penrose
inverses of PQP and QPQ.
Theorem 11. Let P,Q ∈ COPn . Then:
(i) [(P+ Q− In)Ď]2P = (PQP)Ď = P[(P+ Q− In)Ď]2,
(ii) [(P+ Q− In)Ď]2Q = (QPQ)Ď = Q[(P+ Q− In)Ď]2.
Proof. On account of conditions (i) of Lemma 1 and (iv), (viii), (ix) of Lemma 2, the matrix given in (3.31) satisfies
[(P+ Q− In)Ď]2P = U
(
AĎ 0
0 0
)
U∗.
Since
(PQP)Ď = U
(
AĎ 0
0 0
)
U∗,
the left-hand side equality in point (i) is established. The right-hand side equality is obtained from the left-hand side one
simply by taking the conjugate transpose. The proof is concluded with an observation that point (ii) of the theorem follows
from its point (i) by interchanging P and Q. 
774 O.M. Baksalary, G. Trenkler / Computers and Mathematics with Applications 59 (2010) 764–778
From Proposition 2.3 in [19], originally stated by Kovarik [6] with respect to idempotents in a Banach space, it follows
that if P+ Q− In is nonsingular, then the formula, known as the Kovarik formula,
K(P,Q) := P(P+ Q− In)−2Q
defines the unique projector onto R(P) along N (Q). Modifying Definition 2.6 in [19], of what are therein called the
generalized Kovarik elements, by relaxing the nonsingularity assumption, let us define
Kk(P,Q) := P[(P+ Q− In)Ď]kQ, k ∈ N. (3.34)
In view of condition (iii) of Theorem 10, it is seen that K1(P,Q) = P(P + Q − In)ĎQ satisfies K1(P,Q) = (QP)ĎQ, from
which we obtain
K1(P,Q) = (QP)Ď. (3.35)
Since, conditions (i) of Lemma 1, (v) of Lemma 2, and (iii) of Lemma 3, combinedwith representations (1.1), (1.2), and (3.33),
entail
PR[(QP)Ď] = U
(
PA 0
0 0
)
U∗, PN [(QP)Ď] = U
(
A −B
−B∗ D+ P˜D
)
U∗, (3.36)
it can be shown that K1(P,Q) is the oblique projector ontoR(P) ∩ [N (P)+R(Q)] alongN (Q)
⊥⊕ [N (P) ∩R(Q)].
The next theorem restates point (1) of Theorem 2.7 in [19], and shows that certain properties possessed by Kk(P,Q)
under the assumption that P+ Q− In is nonsingular, remain valid also when this assumption is relaxed.
Theorem 12. Let P,Q ∈ COPn and let Kk(P,Q) be as defined in (3.34). Then
K2l+1(P,Q) = K2(l+1)(P,Q), l ∈ N ∪ {0}.
Proof. From (3.34) we have
K2l+1(P,Q) = P[(P+ Q− In)Ď]2l+1Q = P[(P+ Q− In)Ď]2l(P+ Q− In)ĎQ.
Hence, since point (i) of Theorem 11 ensures that P commutes with [(P+ Q− In)Ď]2l, we further get
K2l+1(P,Q) = [(P+ Q− In)Ď]2lK1(P,Q).
On the other hand, again because of condition (i) of Theorem 11, we obtain
K2(l+1)(P,Q) = [(P+ Q− In)Ď]2l+2PQ. (3.37)
Trivially, PQ = (P + Q − In)Q, and thus, utilizing the fact that Theorem 10 ensures that P + Q − In commutes with its
Moore–Penrose inverse, we can rewrite (3.37) in the form
K2(l+1)(P,Q) = [(P+ Q− In)Ď]2l(P+ Q− In)ĎQ. (3.38)
In view of (3.35), condition (iv) of Theorem 10 transforms (3.38) into
K2(l+1)(P,Q) = [(P+ Q− In)Ď]2lK1(P,Q),
completing the proof. 
Combining Theorem 12 with (3.35) leads to what follows.
Corollary 5. Let P,Q ∈ COPn and let K1(P,Q), K2(P,Q) be as defined in (3.34). Then K1(P,Q) = K2(P,Q) = (QP)Ď.
The next theorem refers to the notion of the group inverse, and has no counterpart in the literature. Recall that the
existence of the group inverse is restricted to square matrices only and for a given L ∈ Cn,n it is the unique matrix L# ∈ Cn,n
satisfying the equations
LL#L = L, L#LL# = L#, LL# = L#L.
It is known that not every square matrix has a group inverse and that the necessary and sufficient condition for a given
matrix L to have such an inverse is that it is of index one or, in other words, that rk(L2) = rk(L). As can be confirmed by
direct calculations with the use of condition (v) of Lemma 2, PQ has a group inverse and it is of the form
(PQ)# = U
(
AĎ (AĎ)2B
0 0
)
U∗. (3.39)
An interesting conclusion derived from (3.33) and (3.39) is that PQ(PQ)# = (QP)Ď. Another relevant characterization of
(PQ)# is given in what follows.
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Theorem 13. Let P,Q ∈ COPn and let K3(P,Q), K4(P,Q) be as defined in (3.34). Then K3(P,Q) = K4(P,Q) = (PQ)#.
Proof. We will show that K3(P,Q) = (PQ)# only, for by Theorem 12, K3(P,Q) = K4(P,Q). On account of conditions (iii)
and (iv) of Theorem 10, it follows that
K3(P,Q) = (QP)Ď(P+ Q− In)Ď(QP)Ď.
Hence, in view of conditions (i) of Lemma 1 and (viii) of Lemma 2, from (3.31) and (3.33) we get
K3(P,Q) = U
(
AĎ (AĎ)2B
0 0
)
U∗,
i.e., the group inverse (PQ)# given in (3.39). 
The following result will be useful in further considerations.
Lemma 8. Let P,Q ∈ COPn and let Kk(P,Q) be as defined in (3.34). Then
K2l(P,Q) = U
(
(AĎ)l−1 (AĎ)lB
0 0
)
U∗, l ∈ N \ {1}. (3.40)
Proof. The assertion will be established by mathematical induction. First note that for l = 2 the validity of (3.40) is seen
by combining K4(P,Q) = (PQ)#, being a part of Theorem 13, with (3.39). Subsequently, we will show that representation
(3.40) holds for any K2l(P,Q)with a given l > 2 provided it is satisfied by K2(l−1)(P,Q).
Let l > 2. From (3.34) we get
K2l(P,Q) = P(P+ Q− In)Ď[(P+ Q− In)Ď]2(l−1)(P+ Q− In)ĎQ
= (QP)Ď[(P+ Q− In)Ď]2(l−1)(QP)Ď,
with the latter equality obtained on account of conditions (iii) and (iv) of Theorem 10. Since, (QP)Ď = (QP)ĎQ = P(QP)Ď, it
further follows that
K2l(P,Q) = (QP)ĎQ[(P+ Q− In)Ď]2(l−1)P(QP)Ď = (QP)ĎK∗2(l−1)(P,Q)(QP)Ď.
Hence, utilizing (3.33) and (3.40) leads to
K2l(P,Q) = U
(
PA AĎB
0 0
)(
(AĎ)l−2 0
B∗(AĎ)l−1 0
)(
PA AĎB
0 0
)
U∗,
from which, after some rearrangements with the use of condition (i) of Lemma 1, representation (3.40) follows. 
Observe that combining Lemma 8 with Theorem 12 leads to
K2l+1(P,Q) = K2(l+1)(P,Q) = U
(
(AĎ)l (AĎ)l+1B
0 0
)
U∗, l ∈ N.
Furthermore, in view of (3.33), equalities
K3(P,Q) = K4(P,Q) = · · · = (QP)Ď (3.41)
are satisfied if and only if PA = (AĎ)l and (AĎ)l+1B = AĎB for all l ∈ N. For each l ∈ N, PA = (AĎ)l implies that A, being
Hermitian, is idempotent, i.e., A ∈ COPr . In view of the condition (i) of Lemma 1, this means that B = 0, and, since the reverse
implication is clearly satisfied, we conclude that equalities (3.41) hold if and only if B = 0.
As already mentioned, K1(P,Q) (= K2(P,Q)) is the oblique projector onto R(P) ∩ [N (P) + R(Q)] along N (Q)
⊥⊕
[N (P)∩R(Q)]. Interestingly, if k > 2, then Kk(P,Q) are no longer idempotent, but they all have the same column and null
spaces as K1(P,Q). To justify the first part of this claim, simply observe that from (3.40) it follows that
K22(l+1)(P,Q) = K2(2l+1)(P,Q), l ∈ N.
The justification of the second part requires the formula for the Moore–Penrose inverse of K2(l+1)(P,Q). As can be verified
with the use of conditions (i) of Lemma 1, (v) of Lemma 2, and (iii) of Lemma 3,
KĎ2(l+1)(P,Q) = U
(
Al+1 0
B∗Al 0
)
U∗, l ∈ N. (3.42)
Hence, straightforward calculations lead to the conclusion that the orthogonal projectors onto R[K2(l+1)(P,Q)] and
N [K2(l+1)(P,Q)] are of the same forms as, respectively, the orthogonal projectors ontoR[(QP)Ď] = R(P)∩[N (P)+R(Q)]
andN [(QP)Ď] = N (Q) ⊥⊕ [N (P) ∩R(Q)] given in (3.36).
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An additional observation referring to (3.42) is that, as can be shown bymathematical induction,KĎ2(l+1)(P,Q) = (QP)l+1
for every l ∈ N.
Inwhat follows some results of Giol [7],whichwere derived for idempotents in Banach spaces, are generalized by relaxing
the assumption thatP+Q−In is nonsingular. The next theoremprovidesmodified versions of the two conditions constituting
Proposition 2.6 in [7].
Theorem 14. Let P,Q ∈ COPn and let K2(P,Q) be as defined in (3.34). Then:
(i) K2(P,Q)+ K2(Q, P) = PR(P+Q−In),
(ii) K2[K2(Q, P),K2(P,Q)] = PR(QP).
Proof. First verify with the use of conditions (i) of Lemma 1, (iii), (v), (vi), (viii) of Lemma 2, and (iv) of Lemma 3 that the
Moore–Penrose inverse of
PQ = U
(
0 0
−B∗ D
)
U∗
is given by
(PQ)Ď = U
(
0 −AĎB
0 PD
)
U∗. (3.43)
Hence, from (3.32), (3.33), and (3.43) it is seen that equality
(QP)Ď + (PQ)Ď = PR(P+Q−In)
is necessarily satisfied, and thus, in view of Corollary 5, condition (i) of the theorem is established.
For the proof of condition (ii) note that combining (3.34) with Corollary 5 leads to
K2[K2(Q, P),K2(P,Q)] = (PQ)Ď{[(PQ)Ď + (QP)Ď − In]Ď}2(QP)Ď.
From (3.33) we obtain
(PQ)Ď + (QP)Ď − In = U
(
2PA − Ir AĎB
B∗AĎ −In−r
)
U∗,
whence, as can be verified with the use of conditions (i) of Lemma 1, (v), (viii), (ix) of Lemma 2, and (iii) of Lemma 3,
[(PQ)Ď + (QP)Ď − In]Ď = U
(
A− P˜A B
B∗ −(D+ P˜D)
)
U∗.
Furthermore, in view of conditions (i) of Lemma 1 and (iii), (iv), (v), (viii) of Lemma 2,
{[(PQ)Ď + (QP)Ď − In]Ď}2 = U
(
A+ P˜A 0
0 D+ P˜D
)
U∗,
and, in consequence, by utilizing conditions (v) of Lemma 2 and (iv) of Lemma 3, we arrive at
K2[K2(Q, P),K2(P,Q)] = U
(
A B
B∗ PD − D
)
U∗. (3.44)
The proof is concludedwith an observation that thematrix on the right-hand side of (3.44) is equal toPR(QP) = QP(QP)Ď. 
From the proof of condition (ii) of Theorem 14, we obtain the following.
Corollary 6. Let P,Q ∈ COPn and let K1(P,Q) be as defined in (3.34). Then K1[K1(Q, P),K1(P,Q)] = PR(QP).
Clearly, condition (i) of Theorem 14 leads to the equivalence
K2(P,Q)+ K2(Q, P) = In ⇔ rk(P+ Q− In) = n, (3.45)
where the equality on the left-hand side of (3.45) corresponds to the one given in point (1) of Proposition 2.6 in [7]. A similar
remark concerns also condition (ii) of Theorem 14, which takes the form corresponding to the formula given in point (2) of
Proposition 2.6, namely
K2[K2(Q, P),K2(P,Q)] = Q,
if and only if PD−D = D, or, in other words, rk(D) = n− r . However, as alreadymentioned, the nonsingularity of P+Q− In
implies the nonsingularity of D.
The last theorem of the paper provides a generalization of Proposition 3.2 in [7].
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Theorem 15. Let P,Q ∈ COPn and let K2(P,Q) be as defined in (3.34). Then
K2(P,Q)+ K2(Q, P) = (P+ Q− In)Ď + PR(P+Q−In). (3.46)
Proof. On account of Corollary 5, the assertion follows straightforwardly from (3.31)–(3.33). (Parenthetically notice that
Corollary 5 ensures also that K2(P,Q) and/or K2(Q, P) in (3.46) can be replaced by K1(P,Q) and K1(Q, P), respectively.) 
It is clearly seen that if P+ Q− In is nonsingular, then (3.46) takes the form
K2(P,Q)+ K2(Q, P) = (P+ Q− In)−1 + In,
corresponding to the formula given in Proposition 3.2 in [7]. An additional observation is obtained by combining condition
(i) of Theorem 14 and (3.46), namely that
K2(Q, P)− K2(Q, P) = (P+ Q− In)Ď,
or, equivalently,
(PQ)Ď − (PQ)Ď = (P+ Q− In)Ď.
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Appendix
An additional light on the power of the formalism utilized in the present paper is shed below by providing several
formulae involving functions of P and Q considered in Section 3. It should be underlined that the collection of the
relationships is illustrative only and was chosen from a large set of possible formulae linking projectors P and Q.
Let L = (QP)Ď + (PQ)Ď − In, with (QP)Ď given in (3.1), i.e.,
L = U
(
2PA − Ir −BDĎ−DĎB∗ −In−r
)
U∗.
Hence, with the use of conditions (iii) of Lemma 1, (vi), (vii), (x) of Lemma 2, and (ii) of Lemma 3, it can be shown that
PR(P−Q) = P[R(P)+R(Q)]∩[N (P)+N (Q)] = (P− Q)L, (A.1)
P+ PR(P+Q) − PR(P)∩[N (P)+N (Q)] = (P+ Q)[2(PQ)Ď(QP)Ď − L], (A.2)
with the orthogonal projectors ontoR(P−Q) andR(P+Q) provided in (3.18) and (3.25), respectively, and those onto the
intersections of subspaces obtained by applying statement (ii) of Lemma 5 to the projectors given in points (i) and (iv) of
Lemma 6. Moreover, ifR(P) ∩R(Q) = {0}, then
P− Q = (P+ Q)L(P+ Q). (A.3)
Similarly, with the use of the results given in the paper, one can verify that:
Q(PQ)Ď = (QP)ĎQ = 0, P(QP)Ď = (QP)Ď, (PQ)ĎP = (PQ)Ď, (A.4)
(P+ Q)(P− Q)Ď + (P− Q)Ď(P+ Q) = 2(P− Q)Ď, (A.5)
PR(P)∩[N (P)+N (Q)] = P(PQ)Ď = (QP)ĎP, (A.6)
PN (P)∩[R(P)+R(Q)] = Q(QP)Ď = (PQ)ĎQ, (A.7)
PR(P−Q) = [(P+ Q)(P− Q)Ď]2, (A.8)
PR(P−Q) = (PQ)Ď + (QP)Ď = (QP)Ď + (PQ)Ď, (A.9)
PR(P−Q) = PR(PQ) + PR(PQ), (A.10)
PR(P−Q) = PR(P)+R(Q) + PN (P)+N (Q) − In, (A.11)
PR(P−Q) = PR(P)+R(Q) − PR(P)∩R(Q), (A.12)
PR(P−Q) = PR(P+Q) − PR(P)∩R(Q), (A.13)
PR(P−Q) = PR(In−PQ)PR(P+Q), (A.14)
PR(P−Q) = P[R(P)+R(Q)]∩[N (P)+N (Q)], (A.15)
PN (In−PQ) + PN (P+Q) = P[R(P)∩R(Q)]+[N (P)∩N (Q)], (A.16)
PR(P+Q−In) = PR(P)+N (Q) + PN (P)+R(Q) − In. (A.17)
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