Abstract. We show that among all Musielak-Orlicz function spaces on a σ-finite non-atomic complete measure space equipped with either the Luxemburg norm or the Orlicz norm the only spaces with the Daugavet property are L1, L∞, L1 ⊕1 L∞ and L1 ⊕∞ L∞. In particular, we obtain complete characterizations of the Daugavet property in the weighted interpolation spaces, the variable exponent Lebesgue spaces (Nakano spaces) and the Orlicz spaces.
Introduction
Let (X, · ) be a Banach space and T : X → X be a bounded linear operator. The equation (1) T + I = 1 + T , where I is the identity operator on X, is called the Daugavet equation. If the Daugavet equation is satisfied by every rank one operator T then X is said to have the Daugavet property. It is known that if X has the Daugavet property then Eq. (1) is satisfied by every weakly compact operator. Eq. (1) was first studied by I.K. Daugavet in the space C(0, 1) [10] . Examples of spaces which have the Daugavet property are L 1 and L ∞ over a non-atomic measure space as well as C(K), where K is a compact Hausdorff space with no isolated points. Moreover, finite direct sums ⊕ 1 and ⊕ ∞ of spaces with the Daugavet property possess that property as well [28] . It is known that Banach spaces with the Daugavet property fail the Radon-Nikodym property and do not embed into a space with an unconditional basis. For a historical overview on the Daugavet property we refer to [4] . An introductory exposition on the Daugavet equation and the Daugavet property can be found in [2] .
It has been recently showed that among all rearrangement invariant function spaces over a nonatomic finite measure spaces only L 1 and L ∞ have the Daugavet property [3, 17] . Inspired by that result we study the Daugavet property in the class of Musielak-Orlicz function spaces on a σ-finite non-atomic complete measure space. These spaces are not rearrangement invariant in general. The variable exponent Lebesgue spaces (Nakano spaces) and the Orlicz spaces appear as special cases of the Musielak-Orlicz spaces. It should be mentioned that the class of Musielak-Orlicz spaces we consider here is the most general and includes also the interpolation spaces L 1 ∩ L ∞ and L 1 + L ∞ , as well as their weighted versions which are studied in Section 3. In section 4, using an observation that the unit sphere of a Banach space with the Daugavet property does not contain a uniformly non-ℓ 2 1 point, we prove that the only Musielak-Orlicz spaces (equipped with either the Luxemburg norm or the Orlicz norm) with the Daugavet property are
with weights. This generalizes several results obtained earlier in [4] and solves the problem of the Daugavet property in the Musielak-Orlicz spaces completely. In the appendix we give a proof of Köthe duality in the most general case of the Musielak-Orlicz spaces. That result is of course well known but it seems that a direct proof in such generality has never been published.
Preliminaries
For a Banach space X, by S(X) and B(X) we denote the unit sphere and the unit ball, respectively. The space of all bounded linear functionals on X is denoted by X * . Let (X, · ) be a (real) Banach space. For any x * ∈ S(X * ) and ǫ > 0 the set S(x * ; ǫ) = {x ∈ B(X) : x * x > 1 − ǫ} is called a slice determined by x * and ǫ. We say that a Banach space (X, · ) has the slice (or local) diameter 2 property if every slice of B(X) has diameter 2. It is known that every space with the Daugavet property has the slice diameter 2 property [1] . Let X and Y be Banach spaces with norms · X and · Y , respectively. By X ⊕ 1 Y we denote the Banach space consisting of all ordered pairs (x, y) where x ∈ X and y ∈ Y with the norm (x, y) = x X + y Y . Similarly, by X ⊕ ∞ Y we denote the Banach space consisting of all ordered pairs (x, y) where x ∈ X and y ∈ Y with the norm (x, y) = max{ x X , y Y }. It is clear that (X ⊕ 1 Y ) * = X * ⊕ ∞ Y * and (X ⊕ ∞ Y ) * = X * ⊕ 1 Y * with equality of norms. The fact that two Banach spaces X and Y are isometrically isomorphic is denoted by X ≃ Y or by X = Y if an isometric isomorphism between X and Y is obvious (for example the identity mapping).
In the sequel we assume that (Ω, Σ, µ) is a non-atomic σ-finite complete measure space. By L 0 = L 0 (Ω) we denote the set of all (equivalence classes with respect to the equality µ-a.e. of) measurable extended-real valued functions on Ω.
Let (X, · X ) be a Banach function lattice on (Ω, Σ, µ), that is X ⊂ L 0 and if |x| |y| µ-a.e. on Ω, x ∈ L 0 , y ∈ X then x ∈ X and x X y X . For any function x ∈ L 0 , the support of x is defined by supp(x) = {t ∈ Ω : x(t) = 0}. Recall that supp(X) is a measurable subset of Ω such that every element of X vanishes µ-a.e. on Ω \ supp(X) and for every measurable subset E of supp(X) with positive measure there is a measurable set F ⊂ E with finite and positive measure such that χ F ∈ X [9, p. 14]. An element x ∈ X is called order continuous if for every 0
x n |x| such that x n ↓ 0 µ-a.e. it holds x n X → 0. By X a we denote the set of all order continuous elements of X. A Banach function lattice X is said to have the Fatou property whenever for any sequence (x n ) in X and x ∈ L 0 such that x n → x µ-a.e. on Ω and sup x n X < ∞, we have that x ∈ X and x X lim inf x n X . Given a measurable set Γ ⊂ Ω we denote X(Γ) = {x ∈ X : µ(supp(x) \ Γ) = 0} and the norm · X(Γ) on X(Γ) is defined by x X(Γ) = xχ Γ X . It is clear that X(Γ) is continuously embedded in L 0 .
Let (X, · X ) and (Y, · Y ) be Banach function lattices on (Ω, Σ, µ) with the Fatou property and let Γ 1 , Γ 2 be measurable sets such that Γ 2 ⊂ Γ 1 ⊂ Ω. We define
and equip it with the norm
is a Banach function lattice on (Ω, Σ, µ) with the Fatou property and supp(X(Γ 1 ) ∩ Y (Γ 2 )) = Γ 1 . Moreover, we set
is a Banach function lattice on (Ω, Σ, µ) with the Fatou property and supp(X(Γ 1 ) + Y (Γ 2 )) = Γ 1 . The proof of completeness of X(Γ 1 ) ∩ Y (Γ 2 ) and X(Γ 1 ) + Y (Γ 2 ) is essentially the same as the proof of Theorem 1.3 [6, p. 97] .
It should be noted that given two Banach function lattices X and Y on (Ω, Σ, µ) the space X ∩ Y is usually defined (explicitly or implicitly) as the set of functions belonging to both, X and Y (see for example [6, p. 97] , [23, p. 9] or [9, p. 16] ). However, as we will see in Theorem 4.3, we need to consider spaces X ∩ Y as defined in the previous paragraph.
Recall [23, p. 44 ] that the Köthe dual X ′ of X is the collection of those y ∈ L 0 such that supp(y) ⊂ supp(X) and
The space (X ′ , · X ′ ) is a Banach function lattice on (Ω, Σ, µ) with the Fatou property and supp(X ′ ) = supp(X). A functional F ∈ X * is said to be order continuous if F (x n ) → 0 whenever x n , x ∈ X, x n → 0 and |x n | x µ-a.e. on Ω. It is known that F ∈ X * c , the set of all order continuous functionals on X, if and only if there exists a unique y ∈ X ′ such that F (x) = Ω xy dµ and F = y X ′ . Hence X ′ is isometrically isomorphic to X * c . Moreover X ′′ = X with equality of norms if and only if X has the Fatou property. For details on Banach lattices see [6, 9, 23, 24] .
Recall also the following result on Köthe duality of spaces X ∩ Y and X + Y (cf. Lemma 1.12 [9, p. 18] ).
Theorem 2.1. Let (X, · X ) and (Y, · Y ) be Banach function lattices on (Ω, Σ, µ) with the Fatou property and Γ 2 ⊂ Γ 1 ⊂ Ω, where Γ 1 , Γ 2 are measurable sets of positive measure. The following Köthe dualities hold true,
′ with equality of norms.
is called an Orlicz function, if ϕ is not identically 0, lim u→0 + ϕ(u) = ϕ(0) = 0, and ϕ is left continuous and convex on (0, b ϕ ], where b ϕ = sup{u > 0 : ϕ(u) < ∞}. It follows that ϕ is continuous on (0, b ϕ ). For an Orlicz function ϕ we define a ϕ = sup{u 0 : ϕ(u) = 0} and
For a Musielak-Orlicz function M we define the functions a M (t) = sup{u 0 : [7, 27] 
is convex and defines the Musielak-Orlicz function space
with the Luxemburg norm
We also consider the space E M of all finite elements in L M ,
For details on modular spaces and (semi)modulars we refer to [26] .
, where
is the Orlicz norm on L N (see Theorem 5.4) . The Orlicz norm is equal to the Amemiya norm [12, 16] , that is
where S is the set of all singular functionals on L M . Moreover, every singular functional evaluates to 0 at order continuous elements of
In this case we denote ψ(u) = N (t, u), where N is the complementary function of M [7] .
Let p ∈ L 0 be such that 1 p(t) ∞. If, for µ-a.e. t ∈ Ω,
where Ω ∞ = {t ∈ Ω : p(t) = ∞} and α(u) = 0 for 0 u 1 and α(u) = ∞ for u > 1 then the space L M is called a variable exponent Lebesgue space (or Nakano space) and is denoted by L p(t) . We use the standard convention that
In this section we study the Daugavet property in weighted interpolation spaces L 1,v + L ∞,w and L 1,w ∩ L ∞,v , which are in fact, as we will see in the next section, the Musielak-Orlicz spaces generated by certain Musielak-Orlicz functions. We prove the criteria of the Daugavet property in both spaces which will be applied in the proofs of main results in section 4.
For a measurable set Γ ⊂ Ω, a function u ∈ L 0 (Ω) is called a weight function on Γ if 0 < u < ∞ µ-a.e. on Γ. Given an arbitrary weight function u on Ω, we denote
and equip it with the standard norm
Let Γ ⊂ Ω be a measurable set with µ(Γ) > 0 and u be a weight function on Γ. It follows that
Banach function lattices on (Ω, Σ, µ) with the Fatou property continuously embedded in L 0 and with
with equality of norms.
Let v, w ∈ L 0 be weight functions on Γ and Ω, respectively, where µ(Γ) > 0. We consider the following spaces (see introduction),
equipped with the norm
equipped with the norm 
Moreover, the following Köthe duality holds true (see Theorem 2.1),
and
The following lemma gives two useful conditions equivalent to the Daugavet property. (ii) For every x ∈ S(X) and y * ∈ S(X * ) and every ǫ > 0 there is
For every x ∈ S(X) and x * ∈ S(X * ) and every ǫ > 0 there is y ∈ S(X) such that x * (y) > 1 − ǫ and x + y > 2 − ǫ.
We need two technical lemmas.
Lemma 3.2. Let Γ be a measurable subset of Ω with µ(Γ) > 0 and v, w ∈ L 0 be weight functions on Γ and Ω, respectively. Let the space
and the norm on X * is given by
and T is a singular functional on X.
Proof. The method of proof is similar to the proof of Theorem 2.12 [4] . By Theorem 2.1 and from the general theory of Banach lattices we have that
. Let F , F 1 , T and f be as in the statement of the theorem. Since y is an order continuous element of X we have that T (y) = 0. Hence
, since y is an order continuous element of X, |T |(y) = 0. Hence, for every ǫ > 0, there are 0
For z 2 = max{z 0 , z 1 } we have that 0 z 2 ∈ X and
It follows that F f 1,1/w + T . We also have that
Hence F max{ f χ Γ ∞,1/v , f 1,1/w + T } and the claim follows. Proof. Assume first that µ(Ω \ Γ) = 0 and Ω v/w dµ < ∞. Let x ∈ X be arbitrary, that is x = y + z where y ∈ L 1,v and z ∈ L ∞,w . Since
It follows that X = L 1,v as sets and x x 1,v for every x ∈ X, and consequently (X, · ) is order continuous.
If µ(Ω\Γ) > 0 then in order to see that X is not order continuous it is enough to take x = (1/w)χ Ω\Γ and
Assume now that µ(Ω \ Γ) = 0 and Ω v/w dµ = ∞. We have two cases. Case 1. There is a measurable set A ⊂ Ω of finite measure such that A v/w dµ = ∞. In this case there exists a sequence (A n ) of measurable subsets of A such that A n+1 ⊂ A n for n ∈ N, µ(A n ) → 0 as n → ∞ and An v/w dµ = ∞, n ∈ N. Let x = (1/w)χ A and x n = (1/w)χ An , n ∈ N. We have that 0
x n x on Ω and x n ↓ 0 µ-a.e. on Ω. But x = x n = 1 for every n ∈ N. Indeed, clearly x n 1. Let x n = y n + z n where y n ∈ L 1,v (Γ), z n ∈ L ∞,w and for c ∈ (0, 1) denote
z n ∞,w 1 − c. Since c ∈ (0, 1) was arbitrary, we get that x n = 1, n ∈ N. Similarly x = 1. Hence X is not order continuous.
Case 2. For every measurable set A ⊂ Ω of finite measure A v/w dµ < ∞. In this case µ(Ω) = ∞. By σ-finiteness of µ there exists a sequence (A n ) of measurable sets such that
We have that 0 x n x on Ω and x n ↓ 0 µ-a.e. on Ω. But x = x n = 1 for every n ∈ N. Indeed, clearly x n 1. Let x n = y n + z n where y n ∈ L 1,v (Γ), z n ∈ L ∞,w and for c ∈ (0, 1) denote
Analogously we show that x = 1. Hence X is not order continuous.
The following lemma gives conditions on weights v and w for which the space L 1,v (Γ) + L ∞,w (Ω) fails the Daugavet property. Proof. We consider two cases. Case 1. Suppose first that µ(Ω \ Γ) > 0 or Γ v/w dµ = ∞. By Lemma 3.3 the space X is not order continuous.
Clearly, there exist constants α, β > 0 and a measurable set Ω 0 ⊂ Γ of positive and finite measure such that α w(t), v(t) β for all t ∈ Ω 0 . Let A ⊂ Ω 0 be a measurable set such that 0 < µ(A) β/α. It follows that
we get that F 0 1. Moreover F 0 (x) = 1. It follows that x = 1. Fix b ∈ [1/2, 1) and let 0 < ǫ < 1 and c > 1 be such that
Since the space X is not order continuous, there are non-trivial singular functionals on X. Let S 1 ∈ B(X * ) be a singular functional on X with the norm
and S 2 ∈ B(X * ) is a singular functional on X and x is an order continuous element of X, we get that S 2 (x) = 0. Hence
It is not difficult to see that for every d > 1 there exists a measurable subset B ⊂ A with µ(B) > d −1 µ(A) and h > (1 − dǫ)v µ-a.e. on B. Taking d = c and the corresponding B ⊂ A from the above statement, in view of v α and w β on A, we get that hχ B 1,1/w (1 − cǫ)µ(B)α/β. Now, by Lemma 3.2 we get h 1,1/w + S 2 ≤ F = 1, and so (4), and 1 − b b we get that
where the last inequality follows from µ(B) > c −1 µ(A) and (3). Moreover, by (4) we get that
It follows that
hence X fails the Daugavet property by Lemma 3.1(ii). Case 2. Suppose now that µ(Ω\Γ) = 0 and 1 < Ω v/w dµ < ∞. By Lemma 3.3 the space X is order continuous. In this case the whole proof above can be repeated with the following modifications. If 
Proof.
If Ω v/w dµ 1 and Γ = Ω up to a set of measure zero then Proof. We show that the condition (iii) of Lemma 3.1 fails. We consider two cases.
(i) Assume that µ(Ω \ Γ) > 0. Let c ∈ (0, 1) and A ⊂ Γ be a measurable set of positive and finite measure such that
Let c 2 > 0 and A 2 ⊂ Ω \ Γ be a measurable set such that c 2 A 2 w dµ = 1 − γ. Define
Since xχ Γ ∞,v = c < 1 we have that
We finish the proof using methods similar to those in Theorem 2.9 [4] or Proposition 4.3 [5] . Let 0 < ǫ < 2γ(1 − c)/(1 − c + 2γ) and y ∈ S(X) be such that F (y) > 1 − ǫ. Observe that ǫ < 1 − c. Let
.
Since |yv| 1 µ-a.e. on Γ, D = E ∪ B and E ∩ B = ∅, we get that
We also have that
Moreover
Finally by inequality (5) and definition of ǫ, we get that
Whence by (6) x + y = max{ x + y 1,w , (x + y)χ Γ ∞,v } 2 − ǫ, which finishes the proof in this case by Lemma 3.1(iii).
(ii) Assume now that µ(Ω \ Γ) = 0 and Ω w/v dµ > 1. There are a set A ⊂ Ω with finite and positive measure and a constant c ∈ (0, 1) such that
Moreover, there is a measurable set A 1 ⊂ A such that
and F ∈ X * be induced by f = −wχ
We finish the proof similarly as in the previous case.
Let 0 < ǫ < min{2c(1 − c)/(1 + c), 1 − c} and y ∈ S(X) be such that
Since |yv| 1 µ-a.e. on Ω, D = E ∪ B and E ∩ B = ∅ we get that 1 − ǫ < F (y) = It follows that
In the same way as in case (i) we obtain inequalities (6) and (7). Finally by inequalities (7), (8) and definition of ǫ, we get that
Thus by (6) x + y = max{ x + y 1,w , x + y ∞,v } 2 − ǫ, which finishes the proof in this case by Lemma 3.1(iii). Proof. Assuming (iii) we have that x 1,w = Ω |x|w dµ = Ω |x|vw/v dµ x ∞,v Ω w/v dµ x ∞,v . It follows that x = x ∞,v and therefore X = L ∞,v . Hence (iii) implies (ii) which in turn clearly implies (i). By Lemma 3.6 we have that (iii) follows from (i).
The Daugavet property in the Musielak-Orlicz spaces
We begin this section with a basic observation regarding Orlicz functions. 
Clearly σ is a measurable function and 0 < σ(t) < 1 for all t ∈ D ′ . Denote
Since D N = ∪ n C n there is N ′ ∈ N such that µC N ′ > 0. Now, by taking as A ∈ Σ any subset of C N ′ with positive and finite measure the claim follows. Now we state a useful decomposition theorem for the Musielak-Orlicz spaces. The following notation will be used in the sequel. For a Musielak-Orlicz function M , we define
For t ∈ Ω ∞ , b M (t) ∈ (0, ∞) and so v(t) ∈ (0, ∞). Observe also that w is well defined by the definitions of Ω 1 and Ω 1,∞ , and
It is easy to see that if Ω ∞ = Ω up to a set of measure zero, then
Proof. It is easy to observe that, if λ > 0 is such that |x(t)|/λ > b M (t) on a subset of Ω ∞ of positive measure, that is λ < xχ Ω∞ ∞,v , then ρ M (x/λ) = ∞. Moreover, if λ > xχ Ω∞ ∞,v then ρ M (xχ Ω∞ /λ) = 0. Hence
For an arbitrary x ∈ L M , applying the first part, we get that
To characterize Musielak-Orlicz spaces with the Daugavet property we will use the following simple observation. A point x ∈ S(X) is called uniformly non-ℓ 2 1 (or uniformly non-square), if there exists δ > 0 such that min( x + y , x − y ) < 2 − δ for all y ∈ S(X). It is worth to mention that non-square points and non-squareness properties of the above type have been considered in context of many spaces [8, 13, 14, 21, 22] . Proposition 4.4. If (X, · ) has the Daugavet property then there are no uniformly non-ℓ 2 1 points either in X or in X * .
Proof. Let x ∈ S(X) be arbitrary, x * ∈ S(X * ) be such that x * (x) = −1 and ǫ > 0. By Lemma 3.1(iii), there is y ∈ S(X) such that x * (y) > 1−ǫ and x+y > 2−ǫ. Also x−y = y−x x * (y−x) > 2−ǫ. Hence x is not uniformly non-ℓ 2 1 . Similarly, let y * ∈ S(X * ) and ǫ > 0 be arbitrary. There is x ∈ S(X) such that y * (x) < −1 + ǫ/2. By Lemma 3.1(ii), there is x * ∈ S(X * ) such that x * (x) > 1 − ǫ/2 and x * + y * > 2 − ǫ. Also
Hence y * is not uniformly non-ℓ 2 1 . The next proposition is known (Theorem 4 [20] ), but we present its proof for completeness. 
Proof. It is clear that the condition
Suppose that
Suppose now that x M = 1. It follows that ρ M (x) 1, ρ M (x/(1 − c)) > 1 for every c > 0 and so Proof. By the assumption ρ N (b N χ supp(x) ) 1 we have that b N < ∞ µ-a.e. on supp(x). Since for µ-a.a.
The second statement follows trivially.
We also need the following result [19, p. 64 ]. 
Before we proceed to the main theorem we need one more technical result.
The following theorem implies that a very wide class of Musielak-Orlicz spaces does not have the Daugavet property.
and M is strictly positive and bounded on C × [a, b].
Without loss of generality we assume that ρ M (aχ C ) 1. Denote S = {t ∈ Ω : b M (t) = ∞}. We consider two cases. First, suppose that µ(S) > 0. Then, let A ⊂ C be such that µ(S \ A) > 0 and ρ M (aχ A ) 1. By Lemma 4.8, E M (S \ A) = {0}. By Lemma 4.7 there is a measurable set T of positive and finite measure such that χ T ∈ E M (S \ A). Define x = aχ A + x 0 , where
We can find a measurable set G ⊂ Ω \ A with positive and finite measure such that ρ M (b M χ G ) > 1. By the left continuity of the modular, we get that for some positive constant
Gn . Then ρ M (aχ A + x 0 ) = 1 and define again x = aχ A + x 0 .
In both cases ρ M (x) = 1 and so x M = 1. By the construction we have ρ M ((1 + ǫ)aχ A ) < ∞ and ρ M ((1 + ǫ)x 0 ) < ∞ for some ǫ > 0. Since aχ A and x 0 have disjoint supports,
Since for every λ > 1, ρ M (y/λ) 1, there exist constants c ∈ (0, 1) and d > 0 so large that µ(A ∩ B) > 0, where
It is not difficult to see that σ is a finite measurable function and σ > 0 on A. It follows that for every
there is a subset H ⊂ A ∩ B, with µ(H) > 0 and a constant σ 2 ∈ (0, 1) such that . Hence
1 then we get similarly that
Finally, for all y ∈ S(L M ),
that is x is a uniformly non-ℓ 2 1 point. From the above theorem and from Proposition 4.4 we have the following corollary.
We need two more results before we state the main theorem. The following lemma is analogous to Lemma 4.2 [4] proved there for the maximum norm.
Lemma 4.11. Let X = X 1 ⊕ 1 X 2 ⊕ 1 . . . ⊕ 1 X n be a finite direct sum of Banach spaces (X i , · i ), i = 1, 2, . . . n, equipped with the norm x = x 1 1 + x 2 2 + . . . + x n n , where x = (x 1 , x 2 , . . . , x n ), x i ∈ X i , i = 1, 2, . . . , n. If X has the Daugavet property then it is inherited by each component X i , i = 1, 2, . . . , n.
Proof. Without loss of generality we assume that n = 2. Suppose that X = X 1 ⊕ 1 X 2 has the Daugavet property. It is enough to show that X 1 has that property. Let T (x 1 ) = x * 1 (x 1 )y 1 , x 1 ∈ X 1 , be an arbitrary rank 1 operator on X 1 , where x * 1 ∈ X * 1 , y 1 ∈ X 1 and x * 1 = y 1 1 = 1. Clearly T = 1 and I + T X 1 →X 1 2. We will show the opposite inequality. For any x = (x 1 , x 2 ) ∈ X define
SinceT is a rank one operator on X, by the Daugavet property of X,
x + x * (x)y = sup
Hence for every ǫ > 0 there is x ∈ X, x = (x 1 , x 2 ), x = x 1 1 + x 2 2 1 such that
Multiplying by x 1 1 , we get that x 1 1 1 − ǫ. Hence by (16) ,
Recall that a weak * slice of B(X * ) is a set of the form {f ∈ B(X * ) : f (x) > 1 − ǫ}, where x ∈ S(X) and 0 < ǫ < 1. Observe that any weak * slice of B(X * ) is a slice of B(X * ). For a proof of the following proposition see Proposition I.1.11 [11] and Lemma 3.1 [15] . (i) The norm on X is 2-rough, that is for all x ∈ X, lim sup
(ii) X * has the weak * slice (or local) diameter 2 property, that is every weak * slice of B(X * ) has diameter 2. (iii) The norm on X is locally octahedral, that is no point of S(X) is uniformly non-ℓ 2 1 . Finally, we state theorem which characterizes Musielak-Orlicz spaces with the Daugavet property. 
By Theorem 3.7 applied to Ω \ Ω ∞ and Ω 1,∞ for Ω and Γ respectively, the second component of the last space in (17) has the Daugavet property if and only if it is equal to L ∞,v (Ω \ Ω ∞ ). Hence, in view of Lemma 4.2 [4] we see that (i) implies (ii). Since the Daugavet property is lifted from components of ⊕ ∞ sums to the whole space [28] we conclude that conditions (i) and (ii) are equivalent. Since the last statement is also true for ⊕ 1 sums [28] , we see that (iii) implies (iv). Assume now that (iv) holds true. We will show that µ{t ∈ Ω :
Suppose that this condition is not satisfied. Then by Theorem 4.9 we have that L M is not locally octahedral. Hence, by Proposition 4.12 the dual space (L M ) * ≃ L o N ⊕ S fails the weak * slice diameter 2 property. Therefore we can find a weak * slice
with the diameter less than 2, where x ∈ S(L M ) and ǫ > 0. Let κ : L M → (L M ) * * be the canonical mapping defined by (κ(x))(x * ) = x * (x), x * ∈ X * . Consider the sets
there is a bijective correspondence preserving norm between S ′ (x, ǫ) and S ′′ (F, ǫ). Since S ′ (x, ǫ) ⊂ S(x, ǫ) we see that the slice S ′′ (F, ǫ) of B(L o N ) has the diameter less than 2. Hence L o N fails the slice diameter 2 property. In particular L o N does not have the Daugavet property, which contradicts (iv).
Hence, indeed it must be that µ{t ∈ Ω : 
where the norm on the second component is x Σ 1/w,1/v . Since the latter space has the Daugavet property, by Lemma 4.11 we infer that the second component of that space has the Daugavet property as well. Now we see that the condition (iii) follows from Theorem 3.5. Hence (iii) and (iv) are equivalent.
Conditions (ii) and (iii) are clearly equivalent by the Köthe duality
Corollary 4.14. Let M be a Musielak-Orlicz function such that 0 < M (t, u) < ∞ for µ-a.a. t ∈ Ω and for all u > 0, that is a M = 0 and b M = ∞ µ-a.e. on Ω. Let N be the function complementary to M . The following conditions are equivalent.
(
N has the Daugavet property. As we noted in the introduction, if M (t, u) = ϕ(u) for all t ∈ Ω and u 0, where ϕ is an Orlicz function then L M = L ϕ , the Orlicz space generated by ϕ. In this case a M = a ϕ and b M = b ϕ on Ω, where a ϕ and b ϕ are constants defined in the introduction. (i) L ϕ has the Daugavet property.
ψ has the Daugavet property. Another corollary from Theorem 4.13 is the following generalization of Theorem 4.1 [4] . Corollary 4.16. Let L p(t) be a Nakano space, where 1 p(t) ∞ and 1/p(t) + 1/q(t) = 1 for µ-a.a. t ∈ Ω with the usual convention that q(t) = ∞ if p(t) = 1. Denote Ω ∞ = {t ∈ Ω : p(t) = ∞}. The following statements are equivalent.
(i) L p(t) has the Daugavet property.
has the Daugavet property. From the proof of Theorem 4.13 we can also deduce the following result.
Appendix: Köthe duality
In this section we present a proof of Köthe duality of Musielak-Orlicz spaces. The result is well known. However, to the best of our knowledge, a direct self-contained proof of that result in the general case has never been published.
We need the following result on Orlicz functions characterizing equality in Young's inequality [16] . ((1 + ǫ)g ) 1 for all ǫ > 0. In the sequel, by N ′ we denote the left-side derivative of N with respect to u (we define N ′ (t, 0) = 0, t ∈ Ω).
We consider two cases. Case 1. There is ǫ 0 > 0 such that (1 + ǫ 0 )|g| b N µ-a.e. on Ω. Fix ǫ ∈ (0, ǫ 0 ). In view of (1 + ǫ)|g| < b N µ-a.e. on Ω, by Lemma 5.2, the function M (·, N ′ (·, (1 + ǫ)|g|(·))) is nonnegative and finite µ-a.e. on Ω. Since µ is σ-finite, there is an ascending sequence of measurable sets with finite and positive measure (Ω n ) ∞ n=1 such that Ω = ∪ ∞ n=1 Ω n . Let T n = {t ∈ Ω n : M (t, N ′ (t, (1 + ǫ)|g|(t))) n}, n ∈ N. Clearly (T n ) ∞ n=1 is an ascending sequence of measurable sets of finite measure satisfying (18) sup t∈Tn M (t, N ′ (t, (1 + ǫ)|g|(t))) < ∞, n ∈ N.
Moreover µ(Ω \ ∪ n T n ) = 0. Indeed, for t ∈ Ω \ ∪ n T n we have that t ∈ Ω n for all n n 0 , for some n 0 ∈ N and t / ∈ ∪ ∞ n=1 T n . This implies that for all n n 0 , M (t, N ′ (t, (1 + ǫ)|g|(t))) > n. Since M (·, N ′ (·, (1 + ǫ)|g|(·))) is finite µ-a.e. on Ω we conclude that µ(Ω \ ∪ n T n ) = 0.
Letg n be a sequence of non-negative simple functions such thatg n ↑ |g| µ-a.e. on Ω and µ(suppg n ) < ∞, n ∈ N. Define g n =g n χ Tn , n ∈ N. Clearly g n |g| and g n ↑ |g| µ-a.e. on Ω. Therefore ρ N ((1 + ǫ)g) = lim n→∞ ρ N ((1 + ǫ)g n ) and ρ N ((1 + ǫ)g n ) 1 for all n large enough. By Proposition 5.1, for all n ∈ N, (19) ∂N (t, (1 + ǫ)g n (t)) = ∅ for µ-a.a. t ∈ Ω.
Moreover, since g n |g|, in view of (18) we get that for n ∈ N,
Ω M (t, N ′ (t, (1 + ǫ)g n (t))) dµ < ∞.
Define y n (t) = N ′ (t, (1 + ǫ)g n (t)) sign(g(t)), t ∈ Ω, and f n = y n ρ M (y n ) + 1 .
The functions f n are well defined since ρ M (y n ) < ∞ for every n ∈ N by (20) . By Young's inequality for every h ∈ L 0 and µ-a.a. t ∈ Ω, |y n (t)h(t)| = N ′ (t, (1 + ǫ)g n (t))|h(t)| M (t, N ′ (t, (1 + ǫ)g n (t))) + N (t, |h(t)|). By (19) the following equality in Young's inequality holds true for µ-a.a. t ∈ Ω 1 1 + ǫ N ′ (t, (1 + ǫ)g n (t))(1 + ǫ)g n (t) = 1 1 + ǫ [M (N ′ (t, (1 + ǫ)g n (t))) + N (t, (1 + ǫ)g n (t))].
It follows that 
