Prior knowledge over general nonlinear sets is incorporated into nonlinear kernel proximal classification problems as linear equalities. The key tool in this incorporation is the conversion of general nonlinear prior knowledge implications into linear equalities in the classification variables without the need to kernelize these implications. These equalities are then included into a proximal nonlinear kernel classification formulation [6] that is solvable as a system of linear equations. Effectiveness of the proposed formulation is demonstrated on a number of publicly available classification datasets. Nonlinear kernel classifiers for these datasets exhibit marked improvements upon the introduction of nonlinear prior knowledge compared to nonlinear kernel classifiers that do not utilize such knowledge.
INTRODUCTION
Prior knowledge has been used effectively in improving classification both for linear [10] and nonlinear [9] kernel classifiers as well as for nonlinear kernel approximation [23, 18] . In all these applications prior knowledge was converted to linear inequalities that were imposed on a linear program. The linear program generated a linear or nonlinear classifier, a linear or nonlinear function approximation, all of which were more accurate than the corresponding results that did not utilize prior knowledge. However, whenever a nonlinear kernel was utilized in these applications, kernelization of the prior knowledge was not a transparent procedure that could be easily related to the original sets over which prior knowledge was given. However, in [24] no kernelization of the prior knowledge sets was used in order to incorporate that knowledge into a nonlinear kernel approximation and in [25] into nonlinear kernel classification. In all these approaches a linear program needs to be solved which may be costly time-wise and requires the availability of an efficient linear programming package. In contrast, proximal nonlinear classifiers [6, 8, 7] require the solution of a considerably simpler system of linear equations which we shall employ here together with the imposition of nonlinear prior knowledge as linear equalities. The fundamental tool in converting prior knowledge implications to linear equalities is motivated by a theorem of the alternative for convex functions [25, Theorem 2.1] which is employed in Section 2 in a very simple manner as described in Proposition 2.1. Another interesting approach to knowledge-based support vector machines modifies the hypothesis space rather than the optimization problem is given in [16] . In another recent work, prior knowledge is incorporated by adding additional points labeled based on the prior knowledge to the dataset [19] .
In Section 3 we describe our nonlinear kernel classification formulation that incorporates nonlinear prior knowledge as linear equalities in a proximal support vector machine formulation which leads to a system of linear equations with a symmetric positive definite matrix. Section 4 gives numerical examples using publicly available datasets which show that prior knowledge can improve a nonlinear kernel classification significantly. Section 5 concludes the paper.
We describe our notation now. All vectors will be column vectors unless transposed to a row vector by a prime ′ . The scalar (inner) product of two vectors x and y in the n-dimensional real space R n will be denoted by x ′ y. For x ∈ R n , x 1 denotes the 1-norm: ( n i=1 |x i |) while x denotes the 2-norm:
2 ) 1 2 and x + denotes the vector max{x, 0}. The notation A ∈ R m×n will signify a real m × n matrix. For such a matrix, A ′ will denote the transpose of A, A i will denote the i-th row of A and A ·j the j-th column of A. A vector of ones in a real space of arbitrary dimension will be denoted by e. Thus for e ∈ R m and y ∈ R m the notation e ′ y will denote the sum of the components of y.
A vector of zeros in a real space of arbitrary dimension will be denoted by 0. For A ∈ R m×n and B ∈ R n×k , a kernel K(A, B) maps R m×n × R n×k into R m×k . In particular, if x and y are column vectors in R n then, K(x ′ , y) is a real number, K(x ′ , B ′ ) is a row vector in R m and K(A, B ′ ) is an m × m matrix. We shall make no assumptions whatsoever on our kernels other than symmetry, that is
, and in particular we shall not assume or make use of Mercer's positive definiteness condition [30, 28, 4] . The base of the natural logarithm will be denoted by ε. A frequently used kernel in nonlinear classification is the Gaussian kernel [30, 2, 21] whose ij-th element, i = 1, . . . , m, j = 1, . . . , k, is given by:
2 , where A ∈ R m×n , B ∈ R n×k and µ is a positive constant. We will use this kernel exclusively in this paper.
CONVERSION OF NONLINEAR PRIOR KNOWLEDGE INTO A LINEAR
EQUALITY The problem that we wish to impart prior knowledge to consists of classifying a dataset in R n represented by the m rows of the matrix A ∈ R m×n that are labeled as belonging to the class +1 or −1 by a corresponding diagonal matrix D ∈ R m×m of ±1's. The nonlinear kernel classifier to be generated based on this data as well as prior knowledge will be:
where B ∈ R k×n and K(x ′ , B ′ ) : R 1×n × R n×k −→ R 1×k is an arbitrary kernel function. The variables u ∈ R k and γ ∈ R are variables whose values will be determined by an optimization problem such that the labeled data A satisfy, to the extent possible, the separation condition:
This condition (2.2) places the +1 and −1 points represented by A on opposite sides of the nonlinear separating surface (2.1). In general the matrix B is set equal to A [21] . However, in reduced support vector machines [17, 13] B =Ā, whereĀ is a submatrix of A whose rows are a small subset of the rows of A. In fact B can be an arbitrary matrix in R k×n . We now impose prior knowledge on the construction of our classifier function K(x ′ , B ′ )u − γ to ensure that a certain set of points lies on the +1 side of the classifier (2.1). We achieve this through the following implication:
Here, g(x) : Γ 1 ⊂ R n −→ R r is an r-dimensional function defined on a subset Γ 1 of R n that determines the region in the input space where prior knowledge requires that for a given point x in that region, the classifier function K(x ′ , B ′ )u − γ return a value of +1 in order for the classifier to be proximal to the surface K(x ′ , B ′ )u = γ + 1. This would classify a point x ∈ {x | g(x) ≤ 0} as being in class +1. A similar implication to (2.3), which we will introduce later in Section 3, classifies points as being in class −1. The implication (2.3) can be written in the following equivalent form: 
Proof If the implication (2.4) does not hold then for some x ∈ Γ 1 such that g(x) + = 0 it follows that K(x ′ , B ′ )u − γ = 1. However this leads to the following contradiction for that x:
where the first equality follows from (2.5), the second equality from g(x) + = 0 and the inequality follows from K(x ′ , B ′ )u − γ = 1. We note that the motivation for this proposition comes from the theorem for the alternative for convex functions [25 
We turn now to our proximal classification formulation of the knowledge-based nonlinear kernel classification by utilizing Proposition 2.1 above.
NONLINEAR PRIOR KNOWLEDGE CLASSIFICATION VIA PROXIMAL
SUPPORT VECTOR MACHINES We first formulate the classification problem (2.2) without knowledge using a proximal support vector machine approach [6] by allowing a minimal amount of error in data fitting and a minimal number of kernel functions. The error in a proximal formulation is measured by closeness to the two following bounding surfaces that are parallel, in the u-space, to the classifier (2.1):
We measure the error in satisfying (2.2) by how close the points in the class +1 are to the first surface of (3.7) and the points in the class −1 are to the second surface of (3.7). This error can be succinctly written as D(K(A, B ′ )u − eγ) − e . Minimizing the square of this error with parameter weight ν/2 and the square of the space variables (u, γ) for model simplicity, we obtain our proximal support vector machine classification formulation without prior knowledge:
This unconstrained quadratic optimization problem can be solved by setting its gradient, a system of linear equations in (u, γ), equal to zero. However before we do that we shall introduce prior knowledge in the form of the linear equality (2.5) with weight σ to be satisfied in a least square sense at ℓ discrete points in the set Γ 1 as follows:
To complete the prior knowledge formulation we include prior knowledge that implies that points in a given set are in the class −1. Thus, instead of the implication (2.4) we have the implication:
Here, h(x) : Γ 2 ⊂ R n −→ R s is an s-dimensional function defined on a subset Γ 2 of R n that determines the region in the input space where prior knowledge requires that the classifier K(x ′ , B ′ ) − γ be equal to −1 in order to classify the points x ∈ {x | h(x) ≤ 0} as belonging to the class −1. By Proposition 2.1 this implication is satisfied if ∃p ∈ R s such that:
Discretizing this condition over t points in Γ 2 and incorporating it into the minimization problem (3.9) results in our final unconstrained minimization problem that incorporates prior knowledge for both classes +1 and −1 as follows:
We note immediately that the objective function of (3.12) is strongly convex with a positive definite symmetric Hessian matrix. Hence (3.12) has a unique solution obtained by setting its gradient, which consists of a system of k + 1 + r + s nonsingular linear equations in as many unknowns (u, γ, v, p), equal to zero as follows:
We turn now to computational results and test examples of the proposed approach for incorporating nonlinear knowledge into kernel classification problems.
COMPUTATIONAL RESULTS
To illustrate the effectiveness of our proposed formulation, we report results on the tests performed in [25] where an altogether different approach using linear inequalities was utilized in a linear programming formulation for nonlinear kernel classification. We also include new experiments in which prior knowledge is generated by ordinary classifiers of labeled datasets. In [25] , prior knowledge was incorporated into three publicly available datasets: the Checkerboard dataset [12] , the Spiral dataset [31] , and the Wisconsin Prognostic Breast Cancer (WPBC) dataset [27] . We utilize here the same prior knowledge as in [25] , however we employ our new proposed formulation instead. All results exhibit improvement as a consequence of the incorporation of prior knowledge.
CHECKERBOARD AND SPIRAL PROBLEMS
The frequently used checkerboard [12, 15, 22, 17, 9] and spiral [31, 6] datasets are synthetic datasets for which prior knowledge can be easily constructed [25, 9] . The checkerboard dataset consists of points with labels "black" and "white" arranged in the shape of a checkerboard, while the spiral dataset consists of points from two concentric spirals. Table 1 shows both the accuracy and CPU time needed to run the experiments of [25] using both the linear programming formulation originally used in [25] and our proposed proximal formulation. Both experiments were carried out using the procedures and prior knowledge described in [25] . For the checkerboard experiment, the knowledge consists only of the two leftmost squares of the bottom row, while for the spiral dataset, the knowledge was constructed by inspecting the source code used to generate the spiral. In the checkerboard experiment, the matrix B has 16 rows, and the prior knowledge is imposed at 200 points. In the spiral dataset, the matrix B has 194 rows, and the knowledge is imposed at 194 points. The experiments were performed using MATLAB 7.2 [26] under CentOS Linux 4.4 on an Intel Pentium IV 3 GHz processor with 1 gigabyte of RAM. The running times were calculated by the MATLAB profiler, and represent the total time Dataset Linear Programming SVM [25] Proximal during the experiment consumed in setting up and solving the optimization problem. Linear programs were solved using CPLEX 9.0 [14], and the linear equations were solved using the chol routine of MATLAB. On both datasets, 225 optimization problems were solved. For the spiral dataset, flush-tozero mode was enabled to speed the multiplication of numbers with very small magnitude. This change had a significant impact on the running time of our proximal formulation, and negligible impact on the linear programming formulation. Note that the proximal formulation has similar accuracy to the linear programming formulation, while being approximately an order of magnitude faster to solve. We further note that considering only the time taken to solve the linear program or linear system of equations gives a similar result, thus we do not believe that the difference in computation time can be attributed to the setup procedure.
PREDICTING BREAST CANCER SURVIVAL TIME
We have also tested our proposed proximal formulation on the Wisconsin Prognostic Breast Cancer (WPBC) dataset [27] . This dataset contains thirty cytological features obtained from a fine needle aspirate and two histological features, tumor size and the number of metastasized lymph nodes, obtained during surgery for breast cancer patients. The dataset also contains the amount of time before each patient experienced a recurrence of the cancer, if any. Here, we shall consider the task of predicting whether a patient will remain cancer free for at least 24 months. In [25] prior knowledge was used to achieve 91% correctness on this task. In this dataset, 81.9% of patients are cancer free after 24 months. To our knowledge, the best result on this dataset without the knowledge used in [25] is 86.3% correctness obtained by Bennett in [1] . We have repeated the experiment of [25] , which we describe below for the sake of completeness. Prior knowledge for this dataset was obtained by plotting the number of metastasized lymph nodes against the tumor size, along with the class label, for each patient. An oncological surgeon's advice was simulated by selecting regions containing patients who experienced a recurrence withing 24 months. In a typical machine learning task, not all of the class labels would be available. However, our purpose here is to demonstrate that if an expert is able to provide useful prior knowledge, our approach can effectively apply that knowledge to learn a more accurate classifier. We leave studies on this dataset in which an expert provides knowledge without all of the labels available to future work. In such studies, the expert would be given information regarding the class of only data points in a training set that is a subset of all the data, and then give advice on the class of points in the entire dataset. The prior knowledge constructed for the WPBC dataset used in [25] consists of three implications on the three regions shown in Figure 1 . The shaded regions indicate areas in which the left-hand side of an implication of the form (2.3) is true and simulate an oncological surgeon's prior knowledge regarding patients likely to experience a recurrence within 2 years. The prior knowledge was imposed at the dataset points within the three regions, marked with squares in Figure 1 . Details of these regions are given in [25] .
In order to evaluate our proposed proximal approach, we compared the misclassification rates of two classifiers on this dataset. One classifier is learned without prior knowledge, while the second classifier is learned using the prior knowledge from [25] . For both cases the rows of the matrices A and B of (3.12) were set to the usual values, that is to the coordinates of the points of the training set. The
Classifier
Misclassification Rate Without knowledge 0.1806 With knowledge 0.0903 Improvement due to knowledge 50.0% Combining the knowledge from M + and the data from M − leads to a knowledge-based classifier which is superior to a classifier formed using either M + as pure knowledge or M − as pure data alone.
misclassification rates are computed using leave-one-out cross validation. For each fold, the parameter ν and the kernel parameter µ were chosen from the set {2 i |i ∈ {−7, . . . , 7}} by using ten-fold cross validation on the training set of the fold. In the classifier with prior knowledge, the parameter σ was set to 10 6 for simplicity, which corresponds to very strict adherence to the prior knowledge. The results are summarized in Table 2 . The reduction in misclassification rate indicates that our proximal approach can achieve the same 50% improvement in classification accuracy using prior knowledge as the linear programming formulation [25] .
GENERATING PRIOR KNOWLEDGE FROM ORDINARY CLASSIFICATION DATASETS
In order to further demonstrate the effectiveness of our proposed formulation, we have developed a procedure by which prior knowledge is generated from a subset of an ordinary classification dataset. In order for prior knowledge to improve classification accuracy when combined with ordinary data, the prior knowledge and the data must contain different information about the "true" dataset. Thus, we simulate a situation in which the use of either the data or prior knowledge alone will give poor results whereas a knowledge-based classifier using both prior knowledge and data will be superior. In our scenario, the set M + will consist mostly of points from the class +1 and will be used only to generate prior knowledge, while the set M − will consist mostly of points from the class −1 and will be used only as ordinary data. The motivation for this scenario is a situation in which prior knowledge is available about data in the set M + which contains mostly +1 points, while available data has mostly label −1, and is available in the set M − . Thus, the learning algorithm will need to incorporate both prior knowledge about M + and the conventional data in M − in order to generalize well to new points. Our results show that our approach can effectively incorporate prior knowledge and enhance classification accuracy. Construction of the sets M + and M − is illustrated in Figure 2 . We first take the set A + as that consisting of all the points with label +1, and A − consisting of all the points with label −1. Then, to form the mostly +1 dataset M + , we took all but a small percentage of the points in A + , and a few points in A − so that M + and A + had equal cardinality. The points in A + and A − not used to form M + were all used to form M − . Thus, M + contains mostly points with label +1 and a small number of points with label −1. Similarly, M − contains mostly points with label −1 and a small number of points with label +1. The points from A − that were used in M + and the points in A + that were used in M − were randomly selected. To explore the behavior of our approach, we varied the percentage of negative points in M + . For a sufficiently large dataset, as this percentage approaches fifty percent one expects that M + and M − will contain the same information, and the gain due to incorporating prior knowledge will be minimal.
One can imagine many methods of automatically generating prior knowledge from M + , such as [11, 5, 3] . However, we used the simple approach of learning a proximal support vector machine on the points in M + . The knowledge we used was the following:
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where φ(x) is the classifier function (2.1) learned on the set M + . This knowledge simply states that if the proximal support vector machine represented by φ(x) labels the point as +1, then the point should be labeled +1 by the classifier which combines both data and knowledge. In addition to the proximal support vector machine we fit a multivariate normal distribution to the points in M + , and impose the prior knowledge of (4.14) at a random sample drawn from this distribution. Although we chose the multivariate normal distribution for simplicity, one can easily imagine a more sophisticated density estimate being used. However, we leave the investigation of different methods of generating prior knowledge to future research. Figure 3 shows the result of applying the above procedure to Thompson's Normally Distributed Clusters on Cubes (NDCC) dataset [29] . This dataset generates points according to multivariate normal distributions centered at the vertices of two concentric 1-norm cubes. Points are mostly labeled according to the cube they were generated from, with some specified fraction of noisy labels. We generated a dataset of 20000 points in R 50 , with ten percent label noise. We used 300 points as a training set, 2000 separate points as a tuning set to choose parameters, and the remaining 17700 points as a testing set to evaluate the classifiers. In Figure 3 , we compare an approach using only the data in the set M − and no prior knowledge to an approach based on the same data plus prior knowledge obtained from the points in M + . The knowledge was imposed on |M + | randomly sampled points as described above, where |M + | is the cardinality of M + . In our experience on this dataset, reducing the number of sampled points to less than half the cardinality of M + had very little impact on accuracy. Determining the appropriate number of points to sample for a given dataset is left to future work. We note that the approach using prior knowledge is able to approach ten percent misclassification error even when relatively few points in M − have label +1. Figure 4 shows the result of applying the above procedure to the publicly available Wisconsin Diagnostic Breast Cancer (WDBC) dataset [27] . In this dataset, the task is to classify tumors as either malignant or benign based on the 30 features given. We chose to label malignant tumors +1, to simulate the scenario in which most information about malignant tumors is available only through prior knowledge, while information about benign tumors is more readily gathered. To asses the generalization performance of our approach, we computed ten-fold cross validation misclassification rates. We chose all parameters from the set {2 i |i = −7, . . . , 7} using a random ten percent of the training set as a tuning set. When using prior knowledge, we set the value of σ to be equal to ν. In carrying out the cross validation experiment, M + and M − were formed from the training set for each fold. In Figure 4 , three different approaches are compared. In the first approach, represented by squares, the classifier is learned using only the data in M − with no prior knowledge. This classifier performs poorly until a sufficient number of +1 points are present in M − . The second approach, represented by circles, learns a classifier using the data in M − plus the prior knowledge from M + described by (4.14). The knowledge was imposed at a set with the same cardinality as M + , but containing randomly generated points as described above. We note that the use of prior knowledge results in considerable improvement, especially when there are few points in M + with class −1. Finally, we include an approach represented by triangles which uses no prior knowledge, but all the data as a reference. Note that this classifier has the same misclassification rate regardless of the fraction of negative points in M + . We have included this approach as a reference to illustrate that our approach is able to use the prior knowledge generated from M + to recover most of the information in M + . Recall that we are simulating a situation in which M + is only available as prior knowledge. Figure 5 shows the results of the same procedure as used for the WDBC dataset on the publicly available Ionosphere dataset [27] . Note that this dataset exhibits similar behavior to the WDBC dataset. The classifier using only the points in M − and no prior knowledge has a high error rate until a sufficiently large number of positive points are included in M − . The classifier which makes use of the prior knowledge from M + is again much closer to the error rate attained by a classifier which uses all data. 
CONCLUSION AND OUTLOOK
We have proposed a computationally effective framework for handling general nonlinear prior knowledge in proximal kernel classification problems. We have reduced such prior knowledge to an easily implemented linear equation that can be incorporated into an unconstrained strongly convex quadratic programming problem. We have demonstrated the effectiveness of our approach on a number of publicly available datasets. Possible future extensions are to even more general prior knowledge, such as that where the right hand side of the implications (2.3) and (3.10) are replaced by very general nonlinear inequalities involving the classification function (2.1). Proximal knowledge-based approximation would be an interesting piece of future work as well as the construction of an interface which allows users to easily specify arbitrary regions to be used as prior knowledge. 
