In this work, by recent work of Lerner and Ombrasi (J. Geom. Anal. 30(1): 1011-1027, 2020), we show a maximally modulated singular integral operator which its kernel satisfying L r -Hörmander condition can be dominated by sparse operators. Also, the local exponential decay estimates for these operators are obtained.
Introduction and Preliminaries
After work of T. Hytönen [11] , about the full proof of the A 2 conjecture, there were a number of breakthroughs results that have delineated a new theory that we may now call "sparse domination technique". A decisive step toward a modern development of domination by sparse operators was carried out by Andrei Lerner [18] , which gave an alternative simple proof of the A 2 theorem. He showed that Calderón-Zygmund operators can be controlled in norm from above by a very special dyadic type operators. Later the pointwise (dual) dominating of an operator is obtained. Since then, sparse bounds for different operators have been a very attractive realm in harmonic analysis. These type dominating of an operator which is typically signed and non-local, by a positive and localized expression of the form (1.1) has seen an explosion of applications in dyadic harmonic Analysis. The sparse operators are defined in the form The purpose of this paper is to present some remarks concerning maximally modulated singular integrals, which it's kernel satisfy L r -Hörmander condition. These operators are investigated inspire of Carleson's operator. Carleson's operator is the modulated Hilbert transform define by
The organization of this paper is as follows. The first section of paper is devoted to obtain a sparse bound to maximally modulated singular integrals and (maximally) modulated maximal singular integral, using known methods especially the works of [21] and its improved version [25] . In non-modulated case, here are some works, for example [13, 17, 21, 25] , which authors was considering weaker regularity conditions on the kernels of Calderón-Zygmund operators.In the second section, we will consider local exponential decay estimates for the maximally modulated Calderón-Zygmund operator satisfying H r -Hörmander condition.
We recall the history of local exponential decay estimate. This type estimate goes back to work of Coifman and Feierman [5] which they used the good-λ technique introduced by Burkholder and Gundy [2] . The use of that technique was based on the following estimate
for any λ > 0 and for sufficiently small γ > 0. Here T * is the maximal singular integral operator of T and T * f (x) := sup ǫ>0 |T ǫ f (x)|. Indeed by the Whitney decomposition, (1.2) is reduced to a local estimate |{x ∈ R n :
where f is supported on Q. In 1993, Buckley obtained a local exponential decay in the following form:
when he studied the sharp dependence on the A p constant of the weight ω for the operator norm of singular integrals, (see [1] ). Buckley proved this estimate using as a model a more classical inequality due to Hunt for the conjugate function which was inspired by a result of Carleson [4] . On the other hand, this exponential decay (1.4) has been a crucial step in deriving corresponding sharp A 1 estimate in [19] and [20] .
We will work with an improved version of inequality (1.4) due to Karagulyan [16] :
We note that the analogue of (1.2) for the maximally modulated Calderón-Zygmund operator where T is classical was obtained in [9] . So far, there are several methods for obtained local decay in references. We will consider the works [7, 26] . The advantage of the method used in [7] , is it can be applied for every operators which has sparse bound.
Notations and basic definitions
In this article we will be concerned with sparse domination bound for the maximally modulated Calderón-Zygmund operator and then the local exponential decay estimates for such operators will be establish. We say that T is a Calderón-Zygmund operator if T is a linear operator of weak type (1, 1) such that
with kernel K satisfying L r -Hörmander condition (see definition 1.1).
where r ′ is conjugate exponent of r. Denote by H r the class of all kernel satisfying the L r -Hörmander condition.
Let H r denote the class of kernels satisfying the L r -Hörmander condition. One can see that for any r > s, H s contained in H r i.e. H s H r . Remark 1.2. We remark that L r -Hörmander condition is weaker than assumption H 2 used in [3, Proposition 3.2]. Then sparse bound obtained in section 2, is valid for modulated of nonstandard kernel operators such as Fourier multipliers and the Riesz transforms associated to Schrödinger operators [28, Remark 3.4] . Also L r -Hörmander condition is weaker than the Dini condition [28, Proposition 3.1]. As a result, sparse bound obtained in section 2, is valid for modulated singular integrals which satisfy the Dini's condition.
In [25] , Lerner and Ombersi give a method to find sparse bound for Calderón-Zygmund operators which it is an improved version of [21] . Authors obtain nearly minimal assumptions on a singular integral operator T for which it admits a sparse domination. Based on them ideas, we are going to give sparse bound for maximally modulated Calderón-Zygmund operators. Our next definition is the definition of W q property of T , which is defined in [25] . Definition 1.3. We call a sub-linear T satisfy the property of W q , if there exist a non-increasing function ψ T,q (λ) such that for every Q and for every f ∈ L q (Q),
For definition of maximal singular operator of T, we recall associated with T there is a truncated operator T ǫ which is defined as follows:
Definition of Maximally modulated operators T F inspire of the Carleson operator, is defined as following: let F = {φ α } α∈A be a family of real-valued measurable functions indexed by some set A, and let T be above mentioned operator.
where M φα f (x) = e 2πiφα(x) f (x). We recall that the Carleson operator is the modulated of Hilbert transform and the family F consists of the linear functions φ α (y) = αy with α ∈ R. We also define the (maximally) modulated maximal singular integral associated with T and φ via
We will consider these operators under a priori assumption
where ψ is a non-decreasing function on [1, ∞) and f ∈ L 1 (R n ) with compact support. We remark that inspired by recent approach to the study of the p = 1 end-point behavior of the Calerson operator via weak L p bound, we choose to work under a priori assumption (1.10). For more detail information corresponding to make sense of this assumption see [27] . Also, we note that the condition (1.10), means that this operator satisfy W p property, i.e. for any 0 < λ < 1
Now we define following quantity
where x, x ′ ∈ P and α ≥ 3 . This quantity is of weak type (r, r) which is proved in Lemma 2.1.
Now we recall Orlicz space and some notion related this space which we will use them.
Let Φ be a Young function, that is, Φ :
Let f be a measurable function defined on a set Q ⊂ R n with finite Lebesgue measure. The Φ-norm of f over Q is defined by
The Orlicz maximal operator M Φ is defined by
Similar to proof of Proposition 6.1 in [27] , we can see that for each cube Q ⊂ R n and for T F maximally modulated Calderón-Zygmund operator mentioned above, the condition
is sufficient condition for validity of the priori assumption (1.10), where the where the Young function Φ is such that
Local Mean Oscillation estimate.
Let f : Q → R be a measurable function. Here Q could be any set of finite positive measure, but later on it will mostly be a cube; hence the choice of the letter. The median of f on Q is any real number m f (Q) with the following two properties:
The mean local oscillation of a measurable function f on a cube Q is defined by the following expression
for all 0 < λ < 1, and the local sharp maximal function on a fixed cube Q 0 is defined as
where the supremum is taken over all cubes Q contained in Q 0 and such that x ∈ Q.
The decreasing rearrangement concept can be defined for any measurable function f . We denote f * (t) := inf{α ≥ 0 : |{|f | > α}| ≤ t} (inf ∅ := ∞) .
We make the following observations (see [12] ):
• f * is non-increasing.
• The set inside the infimum is of the form [a 0 , ∞)(or ∅). Hence the infimum is reached as a minimum; in particular, f * itself is an admissible value of α, so that
We will use several times that for any δ > 0, and 0 < λ < 1,
On the other hand, the following lemma is valid which is proved in [12] .
Lemma 1.4. The following estimate holds for all λ ∈ (0, 1 2 ) and all medians m f (Q):
Recall that, for a fixed cube Q 0 , D(Q 0 ) denotes all the dyadic subcubes with respect to the cube Q 0 . As before, if Q ∈ D(Q 0 ) and Q = Q 0 ,Q will be the ancestor dyadic cube of Q, i.e., the only cube in D(Q 0 ) that contains Q and such that |Q| = 2 n |Q|.
The following theorem was proved by Hytönen [14, Theorem 2.3] which is improved version of Lerner's formula. The original version of Lerner's formula is given in [22, 23] . Theorem 1.5. For any measurable function f on a cube Q 0 ⊂ R n , we have
where L ⊂ D(Q0) is sparse: the collection L ⊂ D(Q0) is called a η = 1 2 -sparse family of cubes if there exist pairwise disjoint subsets E L ⊂ L with η|L| ≤ |E L | for each L ∈ L.
Main Results
The following lemma shows that M ♯ T F is of weak type (r, r), where 1 ≤ r ≤ ∞. Lemma 2.1. Let T F be maximally modulated operator defined above. For every 1 ≤ r ≤ ∞, the following inequality is satisfied:
Proof. Let x p be the center of cube P and P * = αP , where α ≥ 3 then
It is sufficient we estimate one of two terms. Let us start with first
Therefore we have
This argument follows M ♯ T F ,α f (x) is weak type (r ′ , r ′ ).
Following theorem give sparse bound for maximally modulated singular integral.
Theorem 2.2. Let T F be a sub-linear operator satisfying the W q condition and such that M # T F ,α is of weak type (r, r) for some α ≥ 3, where 1 ≤ q, r < ∞. Let s = max(q, r). Then, for every compactly supported f ∈ L s (R n ), there exists 1 2.α n -sparse family S such that
Proof. The proof is almost identical to the proof of [25, Theorem 2.2] . For the sake of completeness, we give the proof here. For any arbitrary cube Q, set Q * = αQ where α ≥ 3. In point view of the definition of operator M # T,α , for every cube P and for all x ′ , x ′′ ∈ P , we have the following inequality
In point view of the theorem assumptions, the weak type (1, 1) of M and Höder's inequality, the set
The local Calderón-Zygmund decomposition guarantees that there exists a family of disjoint cubes {P j } ∞ j=1 ⊂ Q such that
On the other hands, for almost all x ∈ P j and x ′ ∈ P j \ Ω, 
which, combined with (2.4), implies that for all x ∈ P j , 
(2.7)
So, the proof is completed with [25, Lemma 2.1].
Remark 2.3. The cubes of the resulting sparse family S are not dyadic. But there is a well known result which says for an arbitrary cube Q, there are n + 1 general dyadic grids D α such that every cube Q ⊂ R n is contained in some cube Q ′ ∈ D α such that |Q| ≤ c n |Q ′ | (see [6] ). So, in Theorem 2.2, one can write
where S j is a sparse family from a dyadic grid D j . We note that in most of papers number of dyadic grids assumed 3 n or 2 n , for example see the papers [24, 15, 10] , but the number n + 1 is optimal.
Readily we have following theorem regarding sparse bound to T F * f (x) which defined in (1.9). Proposition 2.4. Let T F be a sub-linear operator satisfying the W q condition and such that M # T F ,α is of weak type (r, r) for some α ≥ 3, where 1 ≤ q, r < ∞. Let s = max(q, r). Then, for every compactly supported f ∈ L s (R n ), there exists 1 2.α n -sparse family S such that
9)
where A s Sj f (x) = Q∈Sj f s,Q χ Q (x).
Remark 2.6. We remark that local decay estimate can be derive by the combination of the sparse domination results obtained in Theorem 2.2 and Proposition 2.4 and the estimate |{x ∈ Q : A r S f > tM r (f )}| ≤ c 1 e c2t r |Q|, r > 0 which is proved in [7] .
