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Abstract
Patent landscaping is a method used for searching related patents during a research
and development (R&D) project. To avoid the risk of patent infringement and to follow
current trends in technology, patent landscaping is a crucial task required during the
early stages of an R&D project. As the process of patent landscaping requires advanced
resources and can be tedious, the demand for automated patent landscaping has been
gradually increasing. However, a shortage of well-defined benchmark datasets and
comparable models makes it difficult to find related research studies.
In this paper, we propose an automated patent landscaping model based on deep
learning. To analyze the text of patents, the proposed model uses a modified trans-
former structure. To analyze the metadata of patents, we propose a graph embedding
method that uses a diffusion graph called Diff2Vec. Furthermore, we introduce four
benchmark datasets for comparing related research studies in patent landscaping. The
datasets are produced by querying Google BigQuery, based on a search formula from
a Korean patent attorney. The obtained results indicate that the proposed model and
datasets can attain state-of-the-art performance, as compared with current patent land-
scaping models.
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1. Introduction
A patent is a significant deliverable in research and development (R&D) projects.
A patent protects an assignee’s legal rights and also represents current trends in tech-
nology. To study technological trends and identify potential patent infringements, most
R&D projects include patent landscaping. Patent landscaping involves collecting and
analyzing patent documents related to a specific project (Bubela et al. (2013); Witten-
burg & Pekhteryev (2015); Bubela et al. (2013); Abood & Feltenberger (2018)). Gen-
erally, patent landscaping is a human-centric, tedious, and expensive process(Trippe
(2015); Abood & Feltenberger (2018)). Researchers and patent attorneys query re-
lated patents in large patent databases (by creating keyword candidates), eliminate un-
related patent documents , and extract only valid patent documents related to their
project(Yang et al. (2010); Wittenburg & Pekhteryev (2015)). However, as the partic-
ipants of the process must be familiar with the scientific and technical domains, these
procedures are costly. Furthermore, the patent landscaping task has to be repeated reg-
ularly (weekly or monthly) during a project in progress, to search for newly published
patents.
In this paper, we propose a supervised deep learning model for patent landscaping.
The proposed model aims to eliminate repetitive and inefficient tasks by employing
deep learning-based classification models. The proposed model incorporates a modi-
fied transformer structure (Vaswani et al. (2017)) and a graph embedding method using
a diffusion graphc (Rozemberczki & Sarkar (2018)). As a patent document can con-
tain several textual features and bibliometric data, the modified transformer structure
is applied for processing textual data, and the diffusion graph Diff2Vec is applied for
processing graph-based bibliometric data fields.
Additionally, as we also aim to contribute resources towards machine learning-
based patent landscaping research, we propose benchmark datasets for patent landscap-
ing. Conventionally, owing to issues such as high cost and data security, benchmark
datasets for patent landscaping have not been open and available. The proposed bench-
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mark datasets are based on the Korea Intellectual Property Strategy Agency (KISTA1)’s
patent trend report, which was written by human experts, e.g., patent attorneys. We
build the benchmark datasets from Google BigQuery by using keyword queries and
valid patents from the KISTA patent trends report, as filtered by experts. The experi-
mental results indicate that the proposed model (with the proposed benchmark datasets)
outperforms other existing classification models, and the average classification accu-
racy for each dataset can be improved by approximately 15%.
2. Patent landscaping
Topic
Selection
Keyword
Candidates
Listing
Search
Query
Formulation
Patent
Retrieval
Valid
Patent
Selection
Patent
Landscape
Report
Regulary	repeated	task
Figure 1: General process of patent landscaping
The entire process of patent landscaping is shown in Figure 1. First, keyword candi-
dates for the target technology area are extracted to form a search formula or query for
patent documents. As many assignees do not allow their patents to be discovered eas-
ily to gain an advantage in infringement issues that may arise, they tend to write patent
titles and abstracts very generically or to omit technical details(Tseng et al. (2007)).
Considering this, a complicated search formula should be created to extract as many
relevant patent candidates as possible(Magdy & Jones (2011)). The search formula
depends on the patent search system that performs the search. For example, a search
query for an underwater vehicle device might be created as shown in the box below.
((( virtual* or augment* or mixed* ) or ( real* or environment* or space )) or
( augment* and real* )) and ( (( offshore* or off-shore* or ocean ) or ( plant* or
platform* )) or ship* or dock* or carrier or vessel or marine or boat* or drillship
1https://www.kista.re.kr/
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or ( drill or ship ) or FPSO or ( float* or ( product* or storag* )) or FPU or LNG
or FSRU or OSV or aero* or airplane or aircraft or construction or ( civil or en-
gineer* ) or bridge or building or vehicle or vehicular or automotive or as follows
automobile )
As Figure 1 shows, most parts of the process are conducted manually by experts
with a technical background, and some parts of the process are repeated. The primary
focus of this paper is the regularly repeated task of returning to the search query formu-
lation from a valid patent selection. Once the search formula is created, it is necessary
to track new patents (which are regularly published) using a similar search formula. As
selecting a first valid patent is similar to creating a training dataset for supervised learn-
ing, it can be used to solve repetitive tasks with text classification. As these repetitive
tasks require significant unnecessary effort from experts, there is a high possibility of
improving them by using a machine learning approach.
This is not the first study related to the machine learning-based patent landscaping.
An automated patent landscaping (APL) approach was previously proposed by Abood
& Feltenberger (2018). They composed a dataset for patent landscaping using “seed
patents” created by experts in patent law. Then, they applied a neural network to clas-
sify the patents in the collected data as “close to seed patents.” Moreover, they expanded
the dataset using related patents. First, they asked experts to designate key patent doc-
uments for each technology area as seed patents. Subsequently, they expanded the
patent dataset starting with seed patents by using metadata such as cooperative patent
classification (CPC) and patent family.
Although the previous APL study opened the possibility of machine learning-based
patent landscaping, there are problems regarding the usage of comparable benchmark
datasets. First, there is no suggestion of a comparable set of benchmarking data. There
may be situations in which the proposed dataset is generated in a heuristic way, and the
learned model learns that heuristic. The dataset is different from a dataset generated by
human experts, and it is difficult to generate a model that can replace the intellectual
activity of human patent analysis. Moreover, in the APL study, the dataset included
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patents in very broad and/or common technology fields, such as “machine learning”
and “IoT.” However, a typical patent landscaping is conducted on very specific tech-
nologies, depending on the projects of companies or research laboratories. We believe
these differences make it difficult to apply the previous APL approach to the actual
patent landscaping tasks.
In addition to the APL study, some studies on machine learning-based patent clas-
sification have suggested models employing the International Patent Code (IPC) clas-
sification and long short-term memory and have proposed a model based on a text
convolutional neural network (text-CNN)( Sureka et al. (2009); Chen & Chiu (2011a);
Lupu et al. (2013); Shalaby et al. (2018); Hochreiter & Schmidhuber (1997); Li et al.
(2018)). However, the biggest weakness of these studies is the lack of a suitable bench-
mark dataset, as in the case with APL. Moreover, unlike the actual patent landscaping,
IPC classification studies simply predict a fitting IPC code for each patent, which is
already granted to all patents by assignees and patent examiners. Thus, these methods
are not suitable for patent landscaping in the real world.
3. KISTA datasets for patent landscaping
First, we build datasets using KISTA patent report maps. A detailed flowchart is
shown in Figure 2.
3.1. Data sources
We provide a benchmarking dataset for patent landscaping based on the KISTA
patent trends reports2. Every year, Korean Intellectual Property Office(KIPO)3 pub-
lishes more than 100 patent landscaping reports through KISTA. In particular, most
reports are available to validate the results of the trends report by disclosing the valid
patent list together with the patent search query4. Currently, more than 2,500 reports are
2http://biz.kista.re.kr/patentmap/
3https://www.kipo.go.kr/
4Most of the search queries were based on WIPS (https://www.wipson.com) service, which is a local
Korean patent database company.
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Figure 2: The general process of patent landscaping
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Dataset Full name Important keywords
MPUART Marine Plant Using Augmented Reality Technology hmd, photorealistic, georegistered
1MWDFS Technology for 1MW Dual Frequency System reverse conductive, mini dipole
MRRG Technology for Micro Radar Rain Gauge klystron, bistatic, frequencyagile
GOCS Technology for Geostationary Orbit Complex Satellite rover, pgps, pseudolites
Table 1: Patent landscaping benchmarking dataset
disclosed. The kinds of technology in the reports are specific, concrete, and sometimes
include fusion characteristics. We have constructed datasets for the four technologies
listed in Table 1.
We provide a benchmarking dataset for patent landscaping based on KISTA patent
trends reports5. Each year, the Korean Intellectual Property Office6 publishes more
than 100 patent landscaping reports through KISTA. Most trend reports support the
findings by disclosing the valid patent list together with the patent search query7. Cur-
rently, more than 2,500 reports have been disclosed. The types of technology in these
reports are specific, concrete, and sometimes include fusion characteristics. We have
constructed datasets for the four technologies listed in Table 1.
3.2. Data acquisition
To ensure reproducibility in building patent datasets, we built the benchmark datasets
using Google BigQuery public datasets. Most of the patent data in the KISTA report
were obtained using a search query of a local Korean patent database service called the
WIPS. We constructed a Python module for converting the WIPS query into a Google
BigQuery service query, extracted the patent dataset from the BigQuery, and marked
valid patents among the extracted patents. In a patent search, different datasets could
be extracted, depending on the type of publication date and database to be searched.
Therefore, we excluded queried patents published after the original publication date
5http://biz.kista.re.kr/patentmap/
6https://www.kipo.go.kr/
7Most of the search queries were based on WIPS (https://www.wipson.com) service, which is a local
Korean patent database company.
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depicted in the report. The BigQuery search queries that we used for patent retrieval
have been added to Appendix I.
3.3. Dataset description
In general, broad and common search keywords are selected for patent retrieval.
This is because patent assignees purposely write their patents in plain language, so that
competitors cannot find their patents. As a result, patent retrieval by keywords results
in a large number of patent documents being searched; unrelated patent documents are
excluded from the patent landscaping process by experts.
We searched for the United States Patent and Trademark Office (USPTO) patents
in four technology areas, using the above-mentioned search query. As a result, more
than a million patent documents were retrieved in three of the four technology domains
searched. Among the retrieved patent documents, we designated “valid patents” as
those related to the technology areas in the KISTA report. In terms of the classification
problems, “valid patent” indicates the “true Y label” to be classified. The number of
valid patents is less than 1000 in all domains. Hence, these datasets are imbalanced:
most retrieved results are not “valid patents.” We obtain patent information, including
metadata from BigQuery, to indicate whether or not they are valid. The final dataset is
described in Table 2.
Dataset name # of patents # of valid patents Data URL
MPUART 1,469,741 468 https://bit.ly/343JSD8
1MWDFS 1,774,132 927 https://bit.ly/2Wk7kJI
MRRG 2,068,566 225 https://bit.ly/2BTdKGe
GOCS 294,636 653 https://bit.ly/31VBc07
Table 2: Summary of proposed datasets
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Dataset name # of CPCs in valid patent set # of important CPCs
MPUART 1081 147
1MWDFS 2543 145
MRRG 611 217
GOCS 1269 179
Table 3: Number of important cooperative patent classifications (CPCs) in valid patents
3.4. Cooperative patent classification (CPC)-based heuristic approach for undersam-
pling
As the retrieved datasets are extremely imbalanced, a model generated from these
datasets would result in deficient classification performance. To handle this problem,
we organize new datasets using an undersampling approach. In general, to extract
a valid patent, patent experts use CPC or IPC to eliminate unrelated patents in the
first step of patent landscaping. Owing to the patent characteristics, we use the CPC
information to create undersampled datasets. First, we split the valid patents into a
training set, validation set, and test set with a split ratio of 6, 2, and 2, respectively.
Next, negative samples (i.e., not valid patents) are extracted from the retrieved search
results.
We designate the negative samples from the valid patents as those not containing
important CPCs. Important CPCs appear at 0.5% or more in the valid patents for each
technology area, and the emergence ratio of the CPCs in the valid patent set is more
than 50 times as compared with the CPC emergence ratio in the entire USPTO patent
database. This method is a reverse approach to Abood & Feltenberger (2018)’s method
for increasing the number of patents involved. The experiment determined the 0.5%
ratio as the minimum rate at which valid patents are not excluded. The number of
important CPCs for the undersampled dataset is provided in Table 3. The sampled
datasets are shown in Table 4.
9
Dataset name # of train # of validation # of test # of positive
MPUART 50,280 10,094 10,094 280:94:94
1MWDFS 50,556 10,185 10,186 556:185:186
MRRG 50,135 10,045 10,045 135:45:45
GOCS 50,391 10,131 10,131 391:131:131
Table 4: Summary of sampled datasets
4. Deep patent landscaping model
4.1. Model overview
Our proposed deep patent landscaping model is composed of two parts, as shown in
Figure 3: a transformer encoder(Vaswani et al. (2017)) and a graph embedding process
using a diffusion graph called Diff2Vec(Rozemberczki & Sarkar (2018)). The model
contains a concatenation layer of embedding vectors and stacked neural network layers
to classify valid patents. In that regard, a patent is a scientific document that contains
textual data and metadata (i.e., fields with bibliometric information). We converted the
base features of these patents into embedding spaces by considering the characteristics
of each feature. Next, we trained a neural network.
4.2. Base features
To build a valid patent classifier, appropriate features must be selected from a patent
document. Patents have a variety of features. Text data and metadata are two represen-
tative sets of features that can be used for a classification model.
Text data includes the title, abstract, description of the invention, and claims. The
description of a patent is a long description of the invention, and the claims are a
description of the legal rights of the invention. They are rather complicated and con-
tain overly detailed explanations. Thus, the title and abstract, which are more general
descriptions for the invention of a patent, are generally used in patent classification
models(Zhang et al. (2016); Chen (2017); Li et al. (2018); Shalaby et al. (2018)).
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Figure 3: Architecture of a deep patent landscaping model
The metadata contain a technology classification code, assignee, inventor, citations,
and so on. Because the information regarding inventors and assignees is extensive,
and the names may be incorrect or ambiguous, they are not suitable features for the
classification model. There is also a problem that the elements of the features increase
as new patents continue to issue. Therefore, technology classification codes have been
continuously used in research on the patent classification. IPC and CPC are typical
technology classification codes that are used in patent offices worldwide(Chen & Chiu
(2011b); Benson & Magee (2015); Yan & Luo (2017); Wu et al. (2016); Park & Yoon
(2017); Suominen et al. (2017)). Countries also have their own national classification
codes, such as the U.S. Patent Classification (USPC) in the US and F-term in Japan.
As this research targets the USPTO dataset, we use IPC, CPC, and USPC as the basic
elements for metadata.
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In summary, we use the abstract for text features and IPC, CPC, and USPC codes
for metadata. To train on the features of the patents, we encode the features according
to their characteristics.
4.3. Diff2Vec for metadata embeddings
We build embeddings of the technology codes, i.e., the metadata, to use them
as input sources for the proposed model. The metadata (IPC, CPC, and USPC) are
represented as a technology code information, as shown in Table 5. Each technol-
ogy classification code has over approximately 70,000 technology classification num-
bers. Let P = {p1, p2, ..., pn} be a set of patent documents, where n is the total
number of patents in P . One document contains one or more technical codes, and
we define three sets IPC, CPC, and USPC. Each set has their own classificaion
codes. So, let IPC = {ipc1, ipc2, ..., ipcmipc}, CPC = {cpc1, cpc2, ..., cpcmcpc},
and USPC = {uspc1, uspc2, ..., uspcmuspc} be the sets of IPC, CPC, and USPC
respectively. We define mx as the total number of classification codes in IPC, CPC,
and USPC. One patent document can have mutltiple classification codes. For exam-
ple, if p32 has ipc5, ipc102, and ipc764, then we use pIPC32 = {ipc5, ipc102, ipc764} to
describe it. When several technology codes simultaneously appear in a single patent,
we reflect this in a co-occurrence matrix. Next, we construct a graph. The transforma-
tion process for building the co-occurrence graph is shown in Figure 4.
Code Full name examples
IPC International Patent Classification E21B33/129, E21B43/11, E21B34/06
USPC United States Patent Classification 362/225., 362/230., 315/294.
CPC Cooperative Patent Classification Y02E40/642, H01L39/2419, Y10T29/49014
Table 5: Full names of classification codes
After transforming the metadata into a graph representation, we adopt the Diff2Vec
method for the graph representation, to place it into the proposed neural network model.
Diff2Vec is a graph embedding method based on Word2Vec(Mikolov et al. (2013)). It
uses a diffusion process to extract a neighbor node’s subgraph, called a diffusion graph.
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IPC Information Co-occurrence Matrix Co-occurrence Graph
Figure 4: Transforming a technology code into a co-occurrence graph
The subgraph is formed by being diffused by neighboring nodes that are randomly se-
lected based on one node in the subgraph. Then, a Euler tour is applied to the diffusion
graph to generate a sequence. The sequences generated by the Euler tour are used to
train the Word2Vec layer. We set the length of the diffusion at 40, and the number
of diffusions per node at 10. According to experiments, Diff2Vec scales better as the
graph’s density increases, and the embedding preserves graph distances with high ac-
curacy. In our model’s architecture, we used a pretrained Diff2Vec for the embedding
layer of three classification codes. We averaged the embedding values of each code to
combine the graph information for one patent. Then, we used a dense layer for process-
ing the averaged graph information. We process the CPCs to 256, twice the Diff2Vec
embedding size, and the other codes to 128. This is because CPC is the most granular
classification code; thus, we wanted to use more information regarding CPC than other
codes. The detailed pretraining process for metadata is shown in Figure 5.
Classification
Code Graph
Subgraph
Subgraph
Subgraph
Generated
Sequence
Generated
Sequence
Generated
Sequence
Word2Vec
Model
Pretrained
Code 
Embedding
Euler
Tour
Euler
Tour
Euler
Tour
Figure 5: Pretraining of metadata graph embeddings
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4.4. Transformer architecture for text data
Another core building block of our model is the transformer layer for the text data.
To handle text data, we extracted abstracts of each patent, divided paragraphs via to-
kens, and built embeddings of the tokens using Word2Vec(Mikolov et al. (2013)).
When we tokenized the abstract text, the tag [CLS] was inserted at the beginning of
the first sentence, and the tag [SEP] was inserted at the end of the sentence. Then,
we transmitted the embeddings to the transformer encoder (Vaswani et al. (2017)) to
learn the latent space for the patent abstract paragraph. We stacked the encoder layer
6 times. We also used multi-head self-attention and scaled dot-product attention, with-
out modifying the transformer encoder. We set the number of heads of the multi-head
self-attention at 8. We set the sequence length to 128, and the hidden size was 512.
4.5. Training and inference phrase
Finally, we add abstraction embedding vectors from the metadata and text data by
concatenating both, and we input them into a simple multilayer perceptron (MLP). To
concatenate the output of the transformer with the classification code embedding vec-
tors, we adopted a squeeze technique from the “Bidirectional Encoder Representations
from Transformers” (BERT, Devlin et al. (2019)) and converted the matrix to a vector
(embedding size) based on the [CLS] tag. To classify whether a target patent is a valid
patent or not, we use binary cross-entropy in the last layer.
5. Experiments
5.1. Dataset
We measured the performance of the proposed model for the classification of valid
patents in the four KISTA datasets. More than half of the datasets had over one million
documents. In this case, those large datasets may contain search formula keywords
but also contain noisy patents (which are out of the domain). Moreover, extracting
embeddings from those datasets and using them for model training requires significant
computing resources. Thus, we use high-frequency CPC codes for heuristic sampling
to filter the noisy data.
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5.2. Hyperparameter settings
Six encoder layers were stacked in the transformer, and the number of attention
heads was eight. Another model consisted of 12 encoder layers and four attention
heads. The number of learning epochs, batch size, optimizer, learning rate, and epsilon
were set as follows: 20, 64, Adam optimizer(Kingma & Ba (2015)), 0.0001, and 1e−8,
respectively. We set the sequence length, i.e., the maximum length of the input sen-
tence, to 128, and padded it to 0 if it was shorter than 128. As a result, 512-dimensional
embedding vectors were extracted for each word.
5.3. Evaluation metric
We used the average precision and F1-score as evaluation metrics, which are com-
monly used in binary classification problems for imbalanced datasets. We compare the
following models: APL(Abood & Feltenberger (2018))8, Word2Vec, and Diff2Vec-
based classifiers5.
6. Results of experiments
6.1. Overall results
For each patent, our model considers two sets of features: metadata and text data.
We experiment with our proposed model to determine how each feature affects clas-
sification performance. For the metadata, we identified how CPC, IPC, and USPC
affect the performance. IPC is an internationally unified patent classification system
with five hierarchies and approximately 70,000 codes. USPC is a US patent classifi-
cation system based on claims, with approximately 150,000 codes. CPC is the latest
patent classification system, which reflects new classifications according to techno-
logical developments. CPC is a more detailed classification system than IPC. It was
developed based on the European Classification System and USPC, and it includes ap-
proximately 260,000 codes. We identify how the transformer configuration affects the
8We modified APL’s code to be worked on our dataset.
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text data, from the perspective of classification performance. We compare the classi-
fication performance of our model with APL, i.e., the latest patent landscaping deep
learning model. The experimental results show that our model outperforms all other
models. Moreover, our model performs well even when classifying using only classifi-
cation codes. The overall results are shown in Table8.
Dataset
TRF+DIFF TRF DIFF APL
AP F1 AP F1 AP F1 AP F1
MPUART 0.6552 0.8025 0.4746 0.6684 0.6045 0.7711 0.3028 0.5340
1MWDFS 0.566 0.7438 0.4527 0.6564 0.5429 0.7285 0.4155 0.6055
MRRG 0.6871 0.823 0.4960 0.6988 0.6792 0.8208 0.2065 0.4086
GOCS 0.4286 0.6467 0.3742 0.5966 0.3825 0.6019 0.3277 0.5424
Table 6: Average precision and F1-scores of the baseline and the proposed model
6.2. Effects of technology code metadata
As shown in Table 7, we conducted experiments for each code to analyze the ef-
fects of each code. As a result, CPC, the most subdivided classification, showed the
highest classification performance. However, the performance of USPC was slightly
higher than that of CPC for geostationary orbit complex satellite (GOCS) data. There-
fore, we performed a quantitative analysis to investigate it. For a fair comparison, the
dimensionality of the density layer (after the graph embedding layer) is 128 for all
classification codes.
Dataset
TRF+DIFF text+cpc text+ipc text+uspc
AP F1 AP F1 AP F1 AP F1
MPUART 0.6552 0.8025 0.6321 0.7835 0.586 0.7606 0.5372 0.7227
1MWDFS 0.566 0.7438 0.5384 0.7069 0.4902 0.6883 0.4669 0.6776
MRRG 0.6871 0.823 0.6634 0.8069 0.5067 0.7059 0.6195 0.7814
GOCS 0.4286 0.6467 0.4071 0.6301 0.3922 0.6151 0.4140 0.6347
Table 7: Assessing influence by code
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6.3. Effects of text data
We experimented with different sizes of transformers and several text-embedding
methods. Our proposed model shows high performance for most datasets. However,
the micro-radar rain gauge (MRRG) dataset provides better performance with different
hyperparameters of the transformer configuration. The MRRG dataset had significantly
worse classification performance than other datasets. For this reason, we believe that
organizing the transformer structure for text more deeply than using codes alone shows
better performance. In other words, if the number of valid patents is small, there is
more reliance on the text than on technology codes. Moreover, we found that the
MRRG dataset’s average sequence length was the shortest; therefore, it could achieve
high performance with only four attention heads. In addition, the overall performance
difference was not significant when using other text embedding techniques. However,
Doc2Vec’s performance was better than the other embedding techniques.
Dataset
TRF(6,8)+DIFF TRF(12,4)+DIFF Word2Vec+DIFF Doc2Vec+DIFF Fasttext+DIFF
AP F1 AP F1 AP F1 AP F1 AP F1
MPUART 0.6552 0.8025 0.6208 0.7810 0.6183 0.7739 0.65 0.7975 0.6165 0.7748
1MWDFS 0.566 0.7438 0.5667 0.7404 0.5279 0.7123 0.556 0.7312 0.5371 0.7083
MRRG 0.6871 0.823 0.7384 0.8426 0.6414 0.7895 0.7020 0.8289 0.6835 0.8212
GOCS 0.4286 0.6467 0.3845 0.6027 0.3603 0.5918 0.3915 0.6148 0.3367 0.5556
Table 8: Comparison with the embedding models
6.4. Lessons learned from the experiments
The following lessons were learned from the experiment results of the patent clas-
sification model.
• Patent documents comprise large amounts of scholarly data containing metadata
and text data. It was found that classifying patent documents using both sets
of features is important for providing better classification performance, as con-
trasted with using an individual feature alone.
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• Technology codes play a vital role in patent document classification. This may
be because technology codes are often used as the primary criterion for classifi-
cation when experts conduct patent classifications.
• The important technology classification codes may vary depending on the char-
acteristics of the dataset. In general, however, CPCs, which are more detailed
technology codes, guarantee better results in classification performance.
• Depending on the dataset, other technology codes may become more important.
The number of technology codes that a valid patent has in that dataset is an
important feature for patent classification. For example, in the case of the GOCS
dataset, USPC has a slightly higher impact on classification performance, as the
number of USPC codes in the valid patents is proportionally much higher than
the CPCs.
• In the case of datasets with a more extreme imbalance, it may be helpful to study
the transformer more deeply than simply the effects of the technology codes.
When the number of CPC codes of valid patents is reduced, the model learns the
classification pattern from text data.
• As in any other text classification model, high performance is shown for patent
documents when a transformer architecture is used. However, given the effi-
ciency of the model, Doc2Vec can also be a good alternative for text data.
7. Conclusion
In this paper, we proposed a deep patent landscaping model that addresses the clas-
sification problem in patent landscaping using a transformer and Diff2Vec structures.
Our study contributes to the research on patent landscaping in three aspects. First,
we introduced a new benchmarking dataset for automated patent landscaping and pro-
vided a practical study for automated patent landscaping. Second, our model showed a
high overall classification performance in patent landscaping, as compared to existing
models. Finally, we experimentally analyzed how the technical codes and text data
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affect models in patent classification. We believe this research will help to reduce the
repetitive patent analysis tasks required of practitioners.
Further research is required on patent classification. There are various metadata
in patent documents, such as assignees, inventors, and citations. One could identify
whether including these features would improve classification performance. Addition-
ally, different datasets require different types of classification models. We need to
develop models that fit different datasets. It is expected that this can be addressed
through research on meta-learning and AutoML, which are the current topics in the
field of deep learning.
8. Acknowledgement
This work was supported by the National Research Foundation of Korea (NRF)
grant and funded by the Korean government (No. NRF-2015R1C1A1A01056185 and
No. NRF-2018R1D1A1B07045825). We really appreciate Ph.D. Min and Ph.D. Kim,
living in southern area of Gyeonggi-do in Korea. They gave us a lot of inspiration and
courage to write this paper.
19
Appendix A. BigQuery Search Query for Patent Datasets
Dataset Name Query
MPUART
(((REGEXP CONTAINS(description.text, ” virtual%”) or REGEXP CONTAINS(description.text,
” augment%”) or REGEXP CONTAINS(description.text, ”mixed%”)) or (REG-
EXP CONTAINS(description.text, ” real%”) or REGEXP CONTAINS(description.text,
” environment%”) or REGEXP CONTAINS(description.text, ” space ”))) or (REG-
EXP CONTAINS(description.text, ” augment%”) and REGEXP CONTAINS(description.text,
” real%”))) and (((REGEXP CONTAINS(description.text, ” offshore%”) or REG-
EXP CONTAINS(description.text, ” off-shore%”) or REGEXP CONTAINS(description.text,
” ocean ”)) or (REGEXP CONTAINS(description.text, ” plant%”) or REG-
EXP CONTAINS(description.text, ” platform%”))) or REGEXP CONTAINS(description.text,
” ship%”) or REGEXP CONTAINS(description.text, ” dock%”) or REG-
EXP CONTAINS(description.text, ” carrier ”) or REGEXP CONTAINS(description.text,
” vessel ”) or REGEXP CONTAINS(description.text, ” marine ”) or REG-
EXP CONTAINS(description.text, ” boat%”) or REGEXP CONTAINS(description.text,
” drillship ”) or (REGEXP CONTAINS(description.text, ” drill ”) or REG-
EXP CONTAINS(description.text, ” ship ”)) or REGEXP CONTAINS(description.text, ” FPSO ”)
or (REGEXP CONTAINS(description.text, ” float%”) or (REGEXP CONTAINS(description.text,
” product%”) or REGEXP CONTAINS(description.text, ” storag%”))) or REG-
EXP CONTAINS(description.text, ” FPU ”) or REGEXP CONTAINS(description.text,
” LNG ”) or REGEXP CONTAINS(description.text, ” FSRU ”) or REG-
EXP CONTAINS(description.text, ” OSV ”) or REGEXP CONTAINS(description.text, ” aero%”)
or REGEXP CONTAINS(description.text, ” airplane ”) or REGEXP CONTAINS(description.text,
” aircraft ”) or REGEXP CONTAINS(description.text, ” construction ”) or (REG-
EXP CONTAINS(description.text, ” civil ”) or REGEXP CONTAINS(description.text,
” engineer%”)) or REGEXP CONTAINS(description.text, ” bridge ”) or REG-
EXP CONTAINS(description.text, ” building ”) or REGEXP CONTAINS(description.text,
” vehicle ”) or REGEXP CONTAINS(description.text, ” vehicular ”) or REG-
EXP CONTAINS(description.text, ” automotive ”) or REGEXP CONTAINS(description.text, ”
automobile ”))
20
1MWDFS
(((REGEXP CONTAINS(description.text, ” inducti%”) or REGEXP CONTAINS(description.text,
” heating ”)) or (REGEXP CONTAINS(description.text, ” induction ”) or REG-
EXP CONTAINS(description.text, ” hardening ”)) or (REGEXP CONTAINS(description.text,
” contour ”) or REGEXP CONTAINS(description.text, ” hardening ”)) or (REG-
EXP CONTAINS(description.text, ” surface ”) or REGEXP CONTAINS(description.text,
” hardening ”))) and (REGEXP CONTAINS(description.text, ” dual-frequency
”) or REGEXP CONTAINS(description.text, ” multi-frequency ”) or ((REG-
EXP CONTAINS(description.text, ” dual ”) or REGEXP CONTAINS(description.text,
” multi ”)) or REGEXP CONTAINS(description.text, ” frequency ”)) or (REG-
EXP CONTAINS(description.text, ” frequency ”) or (REGEXP CONTAINS(description.text,
” selectable ”) or REGEXP CONTAINS(description.text, ” variable ”))))) or ((REG-
EXP CONTAINS(description.text, ” Inducti%”) or REGEXP CONTAINS(description.text,
” heating ”)) and ((REGEXP CONTAINS(description.text, ” contour ”) or REG-
EXP CONTAINS(description.text, ” hardening ”)) or (REGEXP CONTAINS(description.text, ”
surface ”) or REGEXP CONTAINS(description.text, ” hardening ”))))
21
MRRG
((REGEXP CONTAINS(description.text, ” precipitat ”) or REGEXP CONTAINS(description.text,
” rain ”) or REGEXP CONTAINS(description.text, ” snow ”) or REG-
EXP CONTAINS(description.text, ” weather ”) or REGEXP CONTAINS(description.text,
” climate ”) or REGEXP CONTAINS(description.text, ” meteor ”) or REG-
EXP CONTAINS(description.text, ” downpour ”) or REGEXP CONTAINS(description.text,
” cloudburst ”) or REGEXP CONTAINS(description.text, ” deluge ”) or REG-
EXP CONTAINS(description.text, ” flood ”) or REGEXP CONTAINS(description.text,
” disaster ”) or (REGEXP CONTAINS(description.text, ” wind ”) or (REG-
EXP CONTAINS(description.text, ” field ”) or REGEXP CONTAINS(description.text,
” speed ”) or REGEXP CONTAINS(description.text, ” velocit ”) or REG-
EXP CONTAINS(description.text, ” direction ”))) or REGEXP CONTAINS(description.text,
” storm ”) or REGEXP CONTAINS(description.text, ” hurricane ”)) and ((REG-
EXP CONTAINS(description.text, ” radio ”) or (REGEXP CONTAINS(description.text, ” wave ”)
or REGEXP CONTAINS(description.text, ” signal ”) or REGEXP CONTAINS(description.text,
” frequency ”))) or ((REGEXP CONTAINS(description.text, ” electr ”) or REG-
EXP CONTAINS(description.text, ” micro ”)) or REGEXP CONTAINS(description.text,
” wave ”)) or REGEXP CONTAINS(description.text, ” beam ”)) and (REG-
EXP CONTAINS(description.text, ” verif ”) or REGEXP CONTAINS(description.text, ” check ”)
or REGEXP CONTAINS(description.text, ” invest ”) or REGEXP CONTAINS(description.text,
” experiment ”) or REGEXP CONTAINS(description.text, ” test ”) or REG-
EXP CONTAINS(description.text, ” simulat ”)))
GOCS
((REGEXP CONTAINS(description.text, ” satellite ”)) and (REG-
EXP CONTAINS(description.text, ” band ”) or REGEXP CONTAINS(description.text, ”
illumination ”) or REGEXP CONTAINS(description.text, ” illuminance ”)) and (REG-
EXP CONTAINS(description.text, ” merge ”) or REGEXP CONTAINS(description.text,
” merging ”) or REGEXP CONTAINS(description.text, ” fusion ”) or REG-
EXP CONTAINS(description.text, ” mosaic ”)))
22
References
Abood, A., & Feltenberger, D. (2018). Automated patent landscaping. Artificial Intel-
ligence and Law, 26, 103–125.
Benson, C. L., & Magee, C. L. (2015). Technology structural implications from the
extension of a patent search method. Scientometrics, 102, 1965–1985. URL: https:
//doi.org/10.1007/s11192-014-1493-2. doi:10.1007/s11192-014-1493-2.
Bubela, T., Gold, E. R., Graff, G. D., Cahoy, D. R., Nicol, D., & Castle, D. (2013).
Patent landscaping for life sciences innovation: toward consistent and transparent
practices. Nature Biotechnology, 31, 202.
Chen, L. (2017). Do patent citations indicate knowledge linkage? the evidence from
text similarities between patents and their citations. Journal of Informetrics, 11, 63
– 79. URL: http://www.sciencedirect.com/science/article/pii/S1751157715301711.
doi:https://doi.org/10.1016/j.joi.2016.04.018.
Chen, Y.-L., & Chiu, Y.-T. (2011a). An ipc-based vector space model for patent re-
trieval. Information Processing & Management, 47, 309–322.
Chen, Y.-L., & Chiu, Y.-T. (2011b). An ipc-based vector space model for patent
retrieval. Information Processing & Management, 47, 309 – 322. URL: http:
//www.sciencedirect.com/science/article/pii/S030645731000049X. doi:https://
doi.org/10.1016/j.ipm.2010.06.001.
Devlin, J., Chang, M.-W., Lee, K., & Toutanova, K. (2019). BERT: Pre-training of
deep bidirectional transformers for language understanding. In Proceedings of the
2019 Conference of the North American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies, Volume 1 (Long and Short Pa-
pers) (pp. 4171–4186). Minneapolis, Minnesota: Association for Computational
Linguistics. URL: https://www.aclweb.org/anthology/N19-1423. doi:10.18653/
v1/N19-1423.
Hochreiter, S., & Schmidhuber, J. (1997). Long short-term mem-
ory. Neural Computation, 9, 1735–1780. URL: https://doi.org/10.
23
1162/neco.1997.9.8.1735. doi:10.1162/neco.1997.9.8.1735.
arXiv:https://doi.org/10.1162/neco.1997.9.8.1735.
Kingma, D. P., & Ba, J. (2015). Adam: A method for stochastic optimization. In
3rd International Conference on Learning Representations, ICLR 2015, San Diego,
CA, USA, May 7-9, 2015, Conference Track Proceedings. URL: http://arxiv.org/abs/
1412.6980.
Li, S., Hu, J., Cui, Y., & Hu, J. (2018). Deeppatent: patent classification with convolu-
tional neural networks and word embedding. Scientometrics, 117, 721–744.
Lupu, M., Hanbury, A. et al. (2013). Patent retrieval. Foundations and Trends R© in
Information Retrieval, 7, 1–97.
Magdy, W., & Jones, G. J. (2011). A study on query expansion methods for patent
retrieval. In Proceedings of the 4th workshop on Patent information retrieval (pp.
19–24). ACM.
Mikolov, T., Sutskever, I., Chen, K., Corrado, G. S., & Dean, J. (2013). Dis-
tributed representations of words and phrases and their compositionality. In
C. J. C. Burges, L. Bottou, M. Welling, Z. Ghahramani, & K. Q. Wein-
berger (Eds.), Advances in Neural Information Processing Systems 26 (pp.
3111–3119). Curran Associates, Inc. URL: http://papers.nips.cc/paper/
5021-distributed-representations-of-words-and-phrases-and-their-compositionality.
pdf.
Park, Y., & Yoon, J. (2017). Application technology opportunity discovery from
technology portfolios: Use of patent classification and collaborative filtering.
Technological Forecasting and Social Change, 118, 170 – 183. URL: http:
//www.sciencedirect.com/science/article/pii/S0040162517301981. doi:https://
doi.org/10.1016/j.techfore.2017.02.018.
Rozemberczki, B., & Sarkar, R. (2018). Fast sequence-based embedding with diffu-
sion graphs. In S. Cornelius, K. Coronges, B. Gonc¸alves, R. Sinatra, & A. Vespig-
24
nani (Eds.), International Conference on Complex Networks (pp. 99–107). Cham:
Springer International Publishing.
Shalaby, M., Stutzki, J., Schubert, M., & Gu¨nnemann, S. (2018). An lstm approach
to patent classification based on fixed hierarchy vectors. In Proceedings of the 2018
SIAM International Conference on Data Mining (pp. 495–503). SIAM.
Suominen, A., Toivanen, H., & Seppa¨nen, M. (2017). Firms’ knowledge pro-
files: Mapping patent data with unsupervised learning. Technological Forecast-
ing and Social Change, 115, 131 – 142. URL: http://www.sciencedirect.com/
science/article/pii/S0040162516303651. doi:https://doi.org/10.1016/j.
techfore.2016.09.028.
Sureka, A., Mirajkar, P. P., Teli, P. N., Agarwal, G., & Bose, S. K. (2009). Semantic
based text classification of patent documents to a user-defined taxonomy. In In-
ternational Conference on Advanced Data Mining and Applications (pp. 644–651).
Springer.
Trippe, A. (2015). Guidelines for preparing patent landscape reports. Patent landscape
reports. Geneva: WIPO, (p. 2015).
Tseng, Y.-H., Lin, C.-J., & Lin, Y.-I. (2007). Text mining techniques for patent analysis.
Information Processing & Management, 43, 1216–1247.
Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., Kaiser,
L. u., & Polosukhin, I. (2017). Attention is all you need. In I. Guyon, U. V. Luxburg,
S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, & R. Garnett (Eds.), Advances
in Neural Information Processing Systems 30 (pp. 5998–6008). Curran Associates,
Inc. URL: http://papers.nips.cc/paper/7181-attention-is-all-you-need.pdf.
Wang, H. C., Chi, Y. C., & Hsin, P. L. (2018). Constructing patent maps using
text mining to sustainably detect potential technological opportunities. Sustain-
ability, 10. URL: https://www.mdpi.com/2071-1050/10/10/3729. doi:10.3390/
su10103729.
25
Wittenburg, K., & Pekhteryev, G. (2015). Multi-dimensional comparative visualization
for patent landscaping. merl.com.
Wu, J.-L., Chang, P.-C., Tsao, C.-C., & Fan, C.-Y. (2016). A patent quality anal-
ysis and classification system using self-organizing maps with support vector ma-
chine. Applied Soft Computing, 41, 305 – 316. URL: http://www.sciencedirect.com/
science/article/pii/S1568494616300072. doi:https://doi.org/10.1016/j.
asoc.2016.01.020.
Yan, B., & Luo, J. (2017). Measuring technological distance for
patent mapping. Journal of the Association for Information Sci-
ence and Technology, 68, 423–437. URL: https://asistdl.onlinelibrary.
wiley.com/doi/abs/10.1002/asi.23664. doi:10.1002/asi.23664.
arXiv:https://asistdl.onlinelibrary.wiley.com/doi/pdf/10.1002/asi.23664.
Yang, Y. Y., Akers, L., Yang, C. B., Klose, T., & Pavlek, S. (2010). Enhancing patent
landscape analysis with visualization output, .
Zhang, Y., Shang, L., Huang, L., Porter, A. L., Zhang, G., Lu, J., & Zhu, D. (2016). A
hybrid similarity measure method for patent portfolio analysis. Journal of Infor-
metrics, 10, 1108 – 1130. URL: http://www.sciencedirect.com/science/article/pii/
S1751157715302169. doi:https://doi.org/10.1016/j.joi.2016.09.
006.
26
