In this note, we obtain a reverse version of the integral Hardy inequality on metric measure spaces. Moreover, we give necessary and sufficient conditions for the weighted reverse Hardy inequality to be true. The main tool in our proof is a continuous version of the reverse Minkowski inequality. Also, we present some consequences of the obtained reverse Hardy inequality on the homogeneous groups, hyperbolic spaces and Cartan-Hadamard manifolds.
Introduction
In one of the pioneering papers of Hardy [12] , he proved the following (direct) inequality:
where f ≥ 0, p > 1, and a > 0. Today's literature on the development of the extensions of this integral Hardy inequality is very large, see e.g. [3, 5, 15, 16] and [20] . Note that the multi-dimensional version of the integral Hardy inequality was proved in [4] .
In [2] , the authors obtained the so-called reverse integral Hardy inequality in the following form: that there is a locally integrable function λ ∈ L 1 loc such that for all f ∈ L 1 (X) we have X f (x)dx = ∞ 0 Σr f (r, ω)λ(r, ω)dωdr, (1.4) for the set Σ r = {x ∈ X : d(x, a) = r} ⊂ X with a measure on it denoted by dω, and (r, ω) → a as r → 0. The condition (1.4) is rather general since we allow the function λ to depend on the whole variable x = (r, ω). The reason to assume (1.4) is that since X does not have to have a differentiable structure, the function λ(r, ω) can not be in general obtained as the Jacobian of the polar change of coordinates. However, if such a differentiable structure exists on X, the condition (1.4) can be obtained as the standard polar decomposition formula. In particular, let us give several examples of X for which the condition (1.4) is satisfied with different expressions for λ(r, ω): Theorem 2.12, p. 27) . Let p ∈ (0, 1), so that p ′ = p p−1 < 0. If non-negative functions satisfy f ∈ L p (X) and 0 < X g p ′ (x)dx < +∞, we have
(2.1)
Let us present the reverse integral Minkowski inequality (or a continuous version of reverse Minkowski inequality). Proof. Let us consider the following function:
(2.4)
By integrating over X both sides and by using reverse Hölder's inequality (Theorem 2.1), we obtain
(2.5)
From this, we get
Remark 2.3. In our sense, the negative exponent q < 0 of 0, we understand in the following form: 0 q = (+∞) −q = +∞, and 0 −q = (+∞) q = 0. (2.7)
We denote by B(a, r) the ball in X with centre a and radius r, i.e B(a, r) := {x ∈ X : d(x, a) < r},
where d is the metric on X. Once and for all we will fix some point a ∈ X, and we will write |x| a := d(a, x).
(2.8)
Now we prove the reverse integral Hardy inequality on a metric measure space.
Theorem 2.4. Assume that p ∈ (0, 1) and q < 0. Let X be a metric measure space with a polar decomposition at a ∈ X. Suppose that u, v > 0 are locally integrable functions on X. Then the inequality
holds for some C(p, q) > 0 and for all non-negative real-valued measurable functions f , if and only if
Moreover, the biggest constant C(p, q) in (2.9) has the following relation to D 1 :
(2.11)
Proof. Let us divide proof of this theorem in several steps.
Step 1. Let us denote g( After some calculation, we compute, using reverse Hölder's inequality (Theorem 2.1), 
where V 1 (r) = r 0H 2 (ρ)dρ. By using this fact and reverse Hölder's inequality with p q + q−p q = 1, we obtain
Therefore,
Let us treat the following integral with reverse Minkowski inequality with exponent q p < 0 , so that we obtain
and χ is the cut-off function. Then we obtain
Step 2. Let us recall D 1 , given in the following form:
Let us note a relation between V and V 1 ,
where, as before,H 2 (r) = r z p ′ (r, ω)λ(r, ω)dω. Then let us calculate the following integral:
(2.21)
Finally, we obtain
Let us consider the function k(α) :
Firstly, let us find extremum of this function. We have
it implies that its solution is
By taking the second derivative of k(α) at the point α 1 and by denoting k
It means, function k(α) has supremum at the point α = α 1 . Then, the biggest constant has the following relationship C(p, q)
Step 3. Let us give a necessity condition of inequality (2.9). By using (2.9) and
Let us give conjugate reverse integral Hardy inequality.
Theorem 2.5. Assume that p ∈ (0, 1) and q < 0. Let X be a metric measure space with a polar decomposition at a. Suppose that u, v > 0 are locally integrable functions on X. Then the inequality Moreover, the biggest constant C(p, q) in (2.25) has the following relation to D 2 :
(2.27)
Proof. Proof of this theorem is similar to the previous case. Let us divide proof of this theorem in several steps.
Step 1. 
where G 1 (r) = r 0H 2 (ρ)dρ. By using this fact and reverse Hölder's inequality with
(2.30) By using reverse Minkowski inequality with exponent q p < 0 , so that we obtain
Step 2. Let us recall D 2 , given in the following form:
Let us note a relation between G and G 1 ,
For |x| a ≤ |y| a , we have
and by using q < 0, we have
Consequently,
Then, as in the previous case we have
Therefore, we have that the biggest constant satisfies
Step 3. Let us give a necessity condition of inequality (2.25) . By using (2.25) and
Consequences
In this section, we consider some consequences of the reverse integral Hardy inequality.
Homogeneous Lie groups. Let us recall that a Lie group (on
which is an automorphism of the group G for each λ > 0, is called a homogeneous (Lie) group. For simplicity, throughout this paper we use the notation λx for the dilation D λ . The homogeneous dimension of the homogeneous group G is denoted by Q := ν 1 + . . . + ν n . Also, in this note we denote a homogeneous quasi-norm on G by |x|, which is a continuous non-negative function
with the properties i) |x| = |x −1 | for all x ∈ G, ii) |λx| = λ|x| for all x ∈ G and λ > 0, iii) |x| = 0 iff x = 0. Moreover, the following polarisation formula on homogeneous Lie groups will be used in our proofs: there is a (unique) positive Borel measure σ on the unit quasi-sphere S := {x ∈ G : |x| = 1}, so that for every f ∈ L 1 (G) we have
We refer to [7] for the original appearance of such groups, and to [6] for a recent comprehensive treatment. Let us define the quasi-ball centered at x with radius r in the following form:
3) Then we have the following reverse integral Hardy inequality on homogeneous Lie groups.
Corollary 3.1. Let G be a homogeneous Lie group of homogeneous dimension Q with a quasi-norm | · |. Assume that q < 0, p ∈ (0, 1) and α, β ∈ R. Then the reverse integral Hardy inequality 
Moreover, the biggest constant C for (3.4) satisfies
where |S| is the area of unit sphere with respect to | · |. where |S| is the area of the unit quasi-sphere in G. Then,
(3.8)
Finally by summarising above facts with Q+α q + Q+β(1−p ′ ) p ′ = 0, we have Then by using (2.11), we obtain
completing the proof.
Then we have conjugate reverse integral Hardy inequality on homogeneous Lie groups.
Corollary 3.2. Let G be a homogeneous Lie group of homogeneous dimension Q with a quasi-norm | · |. Assume that q < 0, p ∈ (0, 1) and α, β ∈ R. Then the conjugate reverse integral Hardy inequality 
Moreover, the biggest constant C for (3.11) satisfies
where |S| is the area of unit sphere with respect to | · |.
Proof. Proof of this corollary is similar to the previous case.
Hyperbolic space.
Let H n be the hyperbolic space of dimension n and let a ∈ H n . Let us set
(3.14)
Then we have the following result of this subsection. Proof. Let us check condition (2.10). By using polar decomposition for the hyperbolic space, we have
If α+n < 1 and β(1−p ′ )+n > 0, then (3.17) is integrable. Let us check the finiteness and positiveness of the infimum (3.17) . Let us divide the proof in two cases. First case, |x| a ≫ 1. Then sinh |x| a ≈ exp |x| a if |x| a ≫ 1. Then we obtain, 
Similarly, for small R we have sinh ρ {|x|a≤ρ<R} ≈ ρ, so that we obtain
(3.20)
If α + n ≥ 0, we have α+n q ≤ 0, then we have 
