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Abstrak: Pemasaran langsung adalah proses mengidentifikasi 
potensi pembeli produk tertentu dan mempromosikan produk 
dengan sesuai. pelaksanaan pemasaran langsung dari waktu ke 
waktu menghasilkan data dan informasi dalam bentuk laporan 
yang perlu di analisis oleh manajer dalam rangka mendukung 
keputusan. Namun itu adalah tugas yang sulit bagi manajer 
untuk menganalisis data yang kompleks yang luas. Kesulitan 
ini menyebabkan perkembangan teknik intelijen bisnis, yang 
bertujuan mengklasifikasi pengetahuan yang berguna untuk 
mendukung pengambilan keputusan. Algoritma support vector 
machine mampu mengatasi data set yang berdimensi tinggi, 
mengatasi masalah klasifikasi dan regresi dengan linier 
ataupun nonlinier kernel, yang dapat menjadi satu kemampuan 
algoritma untuk klasifikasi serta regresi, namun support vector 
machine memiliki masalah dalam pemilihan parameter yang 
sesuai untuk meningkatkan optimasi. Untuk mengatasi 
masalah tersebut diperlukan metode algoritma genetika untuk 
pemilihan parameter yang sesuai pada metode support vector 
machine. Beberapa eksperimen dilakukan untuk mendapatkan 
akurasi yang optimal dan metode yang di usulkan adalah 
penerapan algoritma untuk optimasi pada parameter pada 
support vector machine. Hasil penelitian menunjukan, 
eksperimen dengan menggunakan metode support vector 
machine dan algoritma genetika yang digunakan untuk 
melakukan optimasi parameter C, γ dan ε dengan tiga jenis 
kernel. Kernel pertama tipe kernel dot dengan akurasi sebesar 
85,59%, AUC sebesar 0,911 yang kedua tipe kernel radial 
dengan akurasi sebesar 98.89%, AUC sebesar 0,981 dan yang 
ketiga dengan tipe kernel Polynomial dengan akurasi sebesar 
98.67% dan AUC sebesar 0.938. Hasil eksperimen tersebut 
menunjukan pengujian data set bank menggunakan penerapan 
algoritma genetika pada support vector machine menunjukan 
hasil yang lebih akurat dari penelitian sebelumnya untuk 
prediksi pemasaran langsung. 
 
Kata Kunci: Optimasi Parameter, Pemasaran Langsung, 
Support Vector Machine, Algoritma Genetika. 
 
1 PENDAHULUAN 
Pemasaran langsung adalah proses mengidentifikasi 
potensi pembeli produk tertentu dan mempromosikan produk 
dengan sesuai (Wang, 2013). Pelaksanaan pemasaran langsung 
dari waktu ke waktu menghasilkan data dan informasi dalam 
bentuk laporan yang perlu di analisis oleh manajer dalam 
rangka mendukung keputusan. Namun, itu adalah tugas yang 
sulit bagi manusia untuk menganalisis data yang kompleks 
yang luas (Turban, 2012). Kesulitan ini menyebabkan 
perkembangan teknik intelijen bisnis, yang bertujuan 
mengekstraksi pengetahuan yang berguna untuk mendukung 
pengambilan keputusan. 
Pemasaran langsung adalah sistem pemasaran interaktif 
yang menggunakan berbagai saluran untuk menargetkan 
pelanggan potensial (Talla, Leus, & Spieksma, 2011).  
Pemasaran langsung lainnya juga  menggunakan e-mail 
pemasaran, telemarketing, broadcast fax, dan kupon. Dalam 
pemasaran langsung, menggunakan catatan respon pelanggan 
yang tersedia saat ini, dapat memperkirakan  jumlah tanggapan 
atau tingkat respons secara keseluruhan, dan penggunaan 
informasi tersebut dalam membuat keputusan manajerial.  
Salah satu cara yang efektif untuk menganalisa laporan 
dari kampanye sebelumnya dan serupa dalam mencari tren dan 
pola adalah melalui intelejen bisnis dan teknik data mining, 
untuk membangun model dan kemudian ekstrak pengetahuan 
(Witten, 2011). Intelejen bisnis adalah sebuah konsep luas 
yang mencangkup data mining yang terdiri dalam ekstraksi 
pengetahuan dari data mentah. 
Selain itu, marketing memiliki sedikit pengetahuan 
tentang data mining, maka ada kebutuhan untuk 
mengembangkan suatu kerangka kerja yang disederhanakan 
untuk membantu marketing dalam memanfaatkan metode data 
mining untuk pemasaran langsung. Beberapa studi yang di 
lakukan untuk memprediksi pemasaran dengan menggunakan 
metode komputasi antara lain: support vector machine (SVM) 
(Moro & Laureano, 2012) dan multi layer perceptron (MLP) 
(Elsalamony & Elsayad, 2013). 
Multi layer perceptron (MLP) diketahui berfungsi 
untuk memprediksi dan mengklasifikasi sebuah masalah yang 
rumit, yang memungkinkan pengakuan terhadap data yang 
besar (Elsalamony & Elsayad, 2013). Tetapi kinerja MLP 
tergantung pada parameter, bobot dan fungsi pengalihan, 
banyak variable dan overfitting (Kahrizi & Hashemi, 2014). 
Suppor vector machine (SVM) bekerja lebih baik 
daripada MLP, dengan standar pembelajaran backpropagation, 
kinerja SVM lebih unggul, hal ini disebabkan karena 
kemampuan generalisasi support vector machine berdimensi 
tinggi dalam ruang highdimensional (Martinez, Sanchez, & 
Velez, 2010). Support vector machine digunakan untuk 
klasifikasi pola, pemetaan dalam ruang input dengan nonlinear 
merubah ke ruang berdimensi tinggi, di mana masalah linear 
klasifikasi menjadi optimal (Ren, 2012).    
SVM dapat mengatasi masalah klasifikasi dan regresi 
dengan linier ataupun nonlinier kernel yang dapat menjadi satu 
kemampuan algoritma pembelajaran untuk klasifikasi (Kara, 
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Acar, & Kaan, 2011). Selain memiliki banyak kemampuan 
yang telah disebutkan diatas, metode SVM juga memiliki 
kelemahan pada sulitnya pemilihan parameter SVM yang 
optimal, keakuratan klasifikasi atau regresi ditentukan oleh 
sekelompok parameter yang sesuai (Xiang, 2013). 
Kinerja SVM sangat tergantung pada pilihan yang 
memadai dari nilai-nilai parameter, termasuk misalnya, kernel 
dan parameter regularisasi. Pemilihan parameter SVM 
umumnya sebagai masalah optimasi di mana teknik pencarian 
digunakan untuk menemukan konfigurasi parameter yang 
memaksimalkan kinerja SVM (Rossi & Soares, 2012).  
Ada banyak teknik optimasi yang telah digunakan 
untuk mengoptimasi parameter pada machine learning, seperti 
algoritma genetika (GA) (Ilhan & Tezel, 2013) dan particle 
swarm optimization (PSO) (Khoshahval, Minuchehr, & 
Zolfaghari, 2011). 
Karena konsep sederhana, implementasi mudah, dan 
konvergensi cepat, particle swarm optimization (PSO) dapat 
diterapkan untuk berbagai aplikasi di berbagai bidang untuk 
memecahkan masalah optimasi (Liu, Tian, Chen, & Li, 2013). 
PSO, sebagai alat optimasi, yang dapat membantu menentukan 
parameter optimum. Tetapi  PSO memiliki ketergantungan 
yang sensitif pada parameter yang digunakan (Yusup, Zain, 
Zaiton, & Hashim, 2012). 
GA adalah menemukan popularitas sebagai alat 
desain karena fleksibilitas, intuitif dan kemampuan untuk 
memecahkan sangat non-linear, optimasi mixed integer 
masalah (Khoshahval et al., 2011). Algoritma Genetika 
digunakan untuk mengoptimasi parameter yang optimal 
dengan ruang lingkup yang besar, dengan pemilihan parameter 
yang tepat algoritma genetika akan lebih optimal (Wang et al., 
2013). Algoritma genetika memiiki kelemahan yaitu pemilihan 
parameter yang salah dapat mengurangi akurasi yang 
dihasilkan.  
Metode algoritma genetika digunakan untuk 
mengoptimalkan parameter dan untuk lebih menemukan 
bagian parameter yang dioptimalkan (Wang et al., 2014). 
Namun semua komponen algoritma genetika bersifat random 
atau acak menghasilkan solusi yang dihasilkan berbeda-beda. 
Algoritma genetika di terapkan pada optimasi parameter untuk 
support vector machine, sehingga hasil yang diperoleh adalah 
pemilihan optimasi parameter yang sesuai (Zhao, Fu, Ji, Tang, 
& Zhou, 2011). Permasalahan yang sering dihadapi oleh 
algoritma Genetika adalah memperoleh solusi optimal setelah 
serangkaian melakukan perulangan, tetapi kejadian ini dapat 
dihindari dengan memilih nilai-nilai parameter yang tepat. 
Dari uraian diatas, pada penelitian ini algoritma 
genetika akan di terapkan  untuk optimasi parameter pada 
support vector machine. 
 
2 PENELITIAN TERKAIT 
Data set bank dalam jumlah besar yang dihasilkan 
setiap hari di banyak lembaga. Data set bank dapat digunakan 
untuk membangun dan memelihara hubungan langsung 
dengan pelanggan untuk menargetkan mereka secara individu 
untuk penawaran tertentu. Selain itu, marketing memiliki 
sedikit pengetahuan tentang data mining, maka ada kebutuhan 
untuk mengembangkan suatu kerangka kerja yang 
disederhanakan untuk membantu marketing dalam 
memanfaatkan metode data mining untuk pemasaran langsung.  
Penelitian yang dilakukan (Elsalamony & Elsayad, 
2013) Dalam penelitian ini menggunakan data set bank Suppor 
vector machine (SVM) bekerja lebih baik daripada Multi Layer 
Perceptron MLP, dengan standar pembelajaran 
backpropagation, kinerja SVM lebih unggul, hal ini 
disebabkan karena kemampuan generalisasi support vector 
machine berdimensi tinggi dalam ruang highdimensional.  
Metode SVM juga memiliki kelemahan pada sulitnya 
pemilihan parameter SVM yang optimal, keakuratan 
klasifikasi atau regresi ditentukan oleh sekelompok parameter 
yang sesuai (Moro & Laureano, 2012). Pemilihan parameter 
SVM umumnya sebagai masalah optimasi di mana teknik 
pencarian digunakan untuk menemukan konfigurasi parameter 
yang memaksimalkan kinerja SVM.  
Karena konsep sederhana, implementasi mudah, dan 
konvergensi cepat, particle swarm optimization (PSO) dapat 
diterapkan untuk berbagai aplikasi di berbagai bidang untuk 
memecahkan masalah optimasi (Vieira & Mendonc, 2013). 
PSO sebagai alat optimasi yang dapat membantu menentukan 
parameter optimum, tetapi  PSO memiliki ketergantungan 
yang sensitif pada parameter yang digunakan. 
Algoritma genetika digunakan untuk mengoptimasi 
parameter yang optimal dengan ruang lingkup yang besar, 
dengan pemilihan parameter yang tepat algoritma genetika 
akan lebih optimal (Wang et al., 2013). Algoritma genetika 
memiliki kelemahan yaitu pemilihan parameter yang salah 
dapat mengurangi akurasi yang dihasilkan. Permasalahan yang 
sering dihadapi oleh algoritma genetika adalah memperoleh 
solusi optimal setelah serangkaian melakukan perulangan, 
tetapi kejadian ini dapat dihindari dengan memilih nilai-nilai 
parameter yang tepat. 
Dari permasalahan pada penelitian-penelitian di atas 
disimpulkan bahwa untuk mengolah data set bank adalah 
sebuah masalah yang rumit karena merupakan data yang 
kompleks. berdasarkan analisa bahwa metode gabungan dua 
metode atau lebih (ensemble) menunjukan hasil yang lebih 
baik dibanding metose individual. SVM yang mampu 
mengatasi masalah klasifikasi dan regresi dengan linear 
maupun nonlinear kernel yang dapat menjadi satu kemampuan 
algoritma, di mana masalah linear klasifikasi menjadi optimal,  
sedangkan algoritma genetika digunakan untuk mengoptimasi 
parameter yang optimal dengan ruang lingkup yang besar, 
dengan pemilihan parameter yang tepat algoritma genetika 
akan lebih optimal. Oleh karena itu pada penelitian ini 
diusulkan mengunakan metode ensemble dengan menggunkan 
algoritma genetika untuk mengoptimasi parameter SVM 
dengan kombinasi kernel yang berbeda. 
 
3 METODE YANG DIUSULKAN 
3.1 Algoritma Genetika 
Algoritma genetika adalah suatu teknik optimasi yang 
didasarkan pada prinsip genetika dan seleksi alam. algoritma 
genetika merupakan metode pencarian yang disesuaikan 
dengan prosess generika dari orginisme biologi yang berdasar 
pada teori evolusi Charles Darwin (Shukla, Tiwari, & Kala, 
2010). Algoritma genetika terinspirasi dari mekanisme seleksi 
alam, dimana individu yang lebih kuat kemungkinan akan 
menjadi pemenang dalam lingkungan yang kompetitif dan 
solusi yang optimal dapat diperoleh dan diwakilkan oleh 
pemenang akhir dari permainan genetika (Haupt & Haupt, 
2004). Pada algoritma genetika tersedia solusi yang diterapkan 
pada sebuah populasi individu yang masing-masing mewakili 
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solusi yang mungkin. Setiap solusi yang mungkin disebut 
dengan kromosom. 
 
Algoritma genetika menggunakan analogi secara 
langsung dari kebiasaan yang alami yaitu seleksi alam. 
Algoritma ini berkerja dengan sebuah populasi yang terdiri dari 
individu-individu, yang masing-masing individu 
merepresentasikan sebuah solusi yang mungkin bagi persoalan 
yang ada. Dalam kaitan ini, individu dilambangkan dengan 
dengan sebuah nilai fitness yang akan digunakan untuk 
mencari solusi terbaik dari persoalan yang ada. 
Pada akhirnya, akan didapatkan solusi-solusi yang paling 
tepat bagi permasalahan yang dihadapi. Untuk menggunakan 
algoritma genetika, solusi permasalahan direpresentasikan 
sebagai khromosom (Weise, 2009). Tiga aspek yang penting 
untuk penggunaan algoritma genetik:  
1. Defenisi fungsi fitness 
2. Defenisi dan implementasi representasi genetik 
3. Defenisi dan implementasi operasi genetik 
3.2 Support Vector Machine 
Support vector macine adalah salah satu metode 
klasifikasi dua kelas dan teori ini di dasarkan pada gagasan 
resiko struktural, support vector machine menggunakan fungsi 
kernel untuk memetakan data input ke ruang berdimensi tinggi 
dan menemukan hyper plane optimal untuk memisahkan data 
dua kelas (Aydin, Karakose, & Akin, 2011). Untuk 
mendapatkan optimal hyper plane yang memisahkan dua kelas 
berbeda pada ruang vector. Optimal hyper plane adalah jarak 
terjauh dari hyper plane kedua kelas tersebut. Pada 
permasalahan pemisahan secara linear, optimal hyper plane 
dapat memisahkan dua kelas yang berbeda dengan baik dan 
vector-vector yang terdekat dengan optimal hyper plane 
disebut support vector (Wu et al., 2007). 
 
3.3 Support Vector Machine dan Algoritma Genetika 
Gambar 1 menggambarkan metode algoritma yang 
diusulkan dalam penelitian ini. Pada pengolahan data awal, 
inisialisasi parameter kernel C, y dan ε, kemudiam bangkitkan 
populasi dari kromosom dibangkitkan secara acak. Ukuran 
populasi di set ke 5, selanjutnya training SVM, kemudian 
evaluasi fitnes. Pada tahap ini fitness dari setiap kromosom 
dievaluasi, setelah itu cek nilai fitness, jika kondisi terpenuhi 
berhenti, selain itu lakukan reproduksi. Pada tahap ini populasi 
baru dibuat dengan perulangan mengikuti langkah-langkah 
sebelum populasi baru selesai, kemudian lakukan crossover. 
Dengan probabilitas crossover, crossover dari induk dibuat 
untuk membentuk offspring’s (anak). Pada cross over, 
kromosom dipasangkan secara random, kemudian lakukan 
mutasi. Setelah operasi crossover berhasil, string sebagai 
subyekan untuk operasi mutasi, hal ini untuk mencegah 
runtuhnya seluruh solusi dari populasi menjadi local optimum 
dari penyelesaian masalah. Variabel dalam string yang akan 
bermutasi dipilih secara acak, kemudian Populasi baru 












Gambar 1. Penggabungan Support Vector Machine dan 
Algoritma Genetika 
 
4 HASIL DAN PEMBAHASAN 
Penelitian yang dilakukan menggunakan komputer dengan  
spesifikasi CPU Intel Core i3 1.6GHz, RAM 2GB, dan sistem  
operasi  Microsoft  Windows  7  Professional  64-bit. Aplikasi 
yang  digunakan  adalah  RapidMiner  5.2.  Penelitian  ini 
menggunakan dataset Bank. Dataset ini didapat dari UCI 
Machine Learning Repository. 
Setelah eksperimen yang dilakukan dengan 
penerapan model GA-SVM dilakukan uji beda dengan 
membandingkan akurasi prediksi pemasaran langsung pada 
data testing support vector machine sebelum dan sesudah 
dioptimasi dengan algoritma genetika berdasarkan nilai 
akurasi. Pengujian penerapan algoritma genetika yang 
digunakan untuk melakukan optimasi parameter C, γ dan ε 
pada metode support vector machine dalam prediksi 
pemasaran langsung yang dilakukan dengan menggunakan tiga 
tipe kernel yaitu kernel dot, radial, dan polynomial. 
Berdasarkan hasil eksperimen dan analisis data dalam 
penelitian ini, maka dapat diperoleh perbedaan rata-rata nilai 
AUC pada pengujian model SVM sebelum dan sesudah 
dilakukan optimasi parameter SVM dengan menggunakan 
algoritma genetika data yang digunakan pada pemasaran 
langsung. Perbandingan yang dihasilkan dapat memberikan 
informasi/gambaran tentang perbandingan rata-rata tingkat 
akurasi pada penerpan model tersebut. Tingkat perbandingan 
rata-rata nilai AUC dapat dilihat pada Tabel 2 dan Gambar 2. 
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Tabel 1. Perbandingan Rata-rata Nilai AUC Pada Tipe Kernel 




Gambar 2.  Grafik Perbandingan Rata-rata Nilai AUC SVM 
dengan GA-SVM 
 
Berdasarkan Tabel 1, menunjukkan bahwa pengujian 
penggunaan model GA-SVM pada tipe kernel dot, radial dan 
polinomial untuk melakukan prediksi pemasaran langsung 
memiliki rata-rata AUC lebih tinggi jika dibandingkan dengan 
model SVM, ini menunjukan bahwa pada penggunaan tipe 
kernel polynomial, dot dan radial dapat meningkatkan 
peningkatan nilai akurasi prediksi pemasaran langsung pada 
model SVM setelah dilakukan optmimasi parameter dengan 
algoritma genetika. 
Hasil eksperimen dan analisis data dalam penelitian ini, 
dapat diperoleh perbandingan nilai akurasi tertinggi pada 
pengujian model SVM sebelum dan sesudah dilakukan 
optimasi parameter dengan algoritma genetika pada data 
testing yang diterapkan pada prediksi pemasaran langsung. 
Perbandingan ini dapat memberikan gambaran tentang tingkat 
akurasi terbaik pada penerapan model tersebut. Perbandingan 
terbaik pada model tersebut dapat dilihat pada Tabel 3 dan 
Gambar 3. 
 






Gambar 3. Grafik Perbandingan Terbaik Prediksi 
Pemasaran Langsung dengan Metode GA-SVM dan SVM 
 
Mengacu Tabel 2, menunjukkan bahwa penerapan model 
SVM sebelum dilakukan optmiasi parameter nilai akurasi 
tertinggi terjadi pada tipe kernel Dot dengan nilai C = 863.347, 
γ = 0.1754 dan ε = 0.5579 dengan nilai akurasi sebesar 66.49%, 
nilai akurasi tertinggi pada tipe kernel radial terjadi pada nilai 
C = 92.073, γ = 0.03036 dan ε = 0.54485 dengan nilai akurasi 
sebesar 76.05% dan nilai akurasi tertinggi pada tipe kernel 
Polynomial dengan c = 31.746, γ = 0.9568 dan ε  = 0.72688 
dengan nilai akurasi sebesar 75,61%. Sedangkan penerapan 
SVM setelah dilakukan optimasi parameter dengan 
menggunakan GA nilai akurasi tertinggi pada tipe kernel dot 
terjadi pada nilai c = 61.628, γ = 0.1893, dan ε = 0.5542 dengan 
tingkat akurasi sebesar 85.59%, untuk nilai akurasi tertinggi 
pada tipe kernel radial terjadi pada nilai c = 92.073 γ = 03036 
dan ε = 0.54485 dengan nilai akurasi sebesar 98,89% dan untuk 
nilai akurasi tertinggi pada tipe kernel polynomial terjadi pada 
nilai C = 31.746 γ = 0.09568 dan ε = 0.72688 dengan nilai 
akurasi sebesar 98.67%.  
Hasil menunjukan support vector machine diperoleh pada 
parameter c = 31.746 gamma = 0.9568 dan epsilon = 0.1887 
dengan nilai akurasi sebesar 57.43% dan nilai AUC sebesar 
0.7268. Sedangkan pada metode support vector machine yang 
dipadu dengan algoritma genetika hasil terbaika diperoleh pada 
parameter c = 31.746 gamma = 0.9568 dan epsilon = 0.18 
dengan tingkat akurasi 98,67%  dan nilai AUC sebesar 0,938. 
 
5 KESIMPULAN 
Pengujian penerapan algoritma genetika yang digunakan 
untuk melakukan optimasi parameter C, γ dan ε pada metode 
support vector machine dalam prediksi pemasaran langsung 
yang dilakukan dengan menggunakan tiga tipe kernel yaitu 
kernel dot, radial, dan polynomial.  
Berdasarkan hasil uji beda menunjukkan bahwa ada 
perbedaan yang signifikan pada pada nilai rata-rata AUC hasil 
eksperimen SVM sebelum dan sesudah dilakukan optimasi 
parameter C, γ dan ε dengan algoritma genetika. Sehingga 
dapat disimpulkan bahwa penerapan model SVM yang 
dioptimasi parameter C, γ dan ε dengan algoritma genetika 
meningkatkan akurasi dalam prediksi pemasaran langsung. 
Dengan nilai masing-masing parameter c = 92.073 γ = 03036 
dan ε = 0.54485 dengan nilai akurasi sebesar 98,89%. 
Berdasarkan hasil pengujian yang dilakukan untuk 
memecahkan masalah prediksi pemasaran langsung, dapat 
disimpulkan bahwa eksperimen dengan tingkat akurasi 
tertinggi pada metode SVM dengan tipe kernel radial sebelum 
dilakukan optimasi parameter dengan nilai akurasi sebesar 
76.05%. Berikutnya dilakukan penerapan algoritma genetika 
untuk optimasi parameter c, γ dan ε dengan tipe kernel radial 
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