described an attempt to simulate a semantic ambiguity advantage in lexical decision using a connectionist model (Masson, 1991) that was based on a Hopfield (1982) network. The question of the validity of the ambiguity advantage is briefly considered, and the assumptions behind the simulation results reported by Joordens and Besner are critically examined. The model used by Joordens and Besner is compared with other connectionist models, and alternative methods of simulating lexical decisions with this class of models are discussed. It is concluded that further empirical evidence is required and that a number of modeling alternatives need to be explored before strong conclusions can be made about the validity of the semantic ambiguity advantage and about the best way to model the effect.
Representing and processing ambiguous words is a challenge for distributed memory models, which are also known as parallel distributed processing or connectionist models. This class of models represents lexical knowledge in weights associated with links that connect a set of processing units to one another and instantiates a known word by evoking its unique pattern of activation across the processing units. The instantiation of a word as a pattern of activation across an entire collection of units contrasts with the classic view of lexical representation in which each word (or word meaning) is represented by a single unit or node in a network (e.g., Anderson, 1983; Collins & Loftus, 1975; Neely, 1977) . Semantically ambiguous words pose an interesting problem for distributed memory models because one orthographic pattern must be mapped onto two different patterns of activation among units that represent meaning. Joordens and Besner (1994) pointed out that in distributed memory models the two alternative semantic interpretations of an ambiguous orthographic pattern may compete and thereby make processing less efficient. In a localist representation scheme, however, an ambiguous orthographic input can activate multiple meaning nodes simultaneously (e.g., Kintsch, 1988; Seidenberg, 1985) , so inefficiency need not result. Joordens and Besner (1994) also noted that inefficient processing of semantically ambiguous words, apparently inherent in distributed memory models, is at odds with empirical data that have shown an advantage for ambiguous over unambiguous words in the lexical decision task (e.g., Jastrzembski, 1981; Kellas, Ferraro, & Simpson, 1988; Millis & Button, 1989) . Using the distributed memory model developed by Michael E. J. Masson and Ron Borowsky, Department of Psychology, University of Victoria, Victoria, British Columbia, Canada.
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Correspondence concerning this article should be addressed to Michael E. J. Masson, Department of Psychology, University of Victoria, P.O. Box 3050, Victoria, British Columbia V8W 3P5, Canada. Electronic mail may be sent via Internet to mmasson@sol.uvic.ca. Masson (1991) , Joordens and Besner successfully simulated the ambiguity advantage, but only under certain conditions. In this comment, we briefly discuss the reliability of the empirical effect of semantic ambiguity, examine the approach taken by Joordens and Besner in their simulation of the lexical decision task, and consider the prospects of alternative simulation approaches.
The Semantic Ambiguity Advantage
The semantic ambiguity advantage in lexical decision that Joordens and Besner (1994) attempted to simulate has been the subject of some controversy in the literature. There is debate over whether the processing advantage for ambiguous words is reliable or an artifact of some confounding factor. Rueckl (1995) provides good coverage of this issue in his commentary, so we make only a few remarks here. The inconsistency in the literature reviewed by Rueckl suggests that the ambiguity advantage may be attributable to a factor that, in some experiments, is confounded with ambiguity. Indeed, in some of our work with the naming task (e.g., Borowsky & Masson, 1994) , we found that when ambiguous and unambiguous words were carefully matched on a variety of factors that could influence response latency, ambiguous words failed to produce an ambiguity advantage even though those same ambiguous words generated an advantage in naming latency in an earlier experiment that used less closely matched unambiguous words (Fera, Joordens, Balota, Ferraro, & Besner, 1992) . It is not yet clear, however, whether the ambiguity advantage generally is a product of some confounding factor, or whether the effect is likely to appear in some tasks (e.g., lexical decision) but not others (e.g., naming). Therefore, the empirical debate continues.
Given the controversy over empirical results, it seems particularly important to build viable theoretical accounts to guide empirical explorations of the effect. Herein lies the primary value of the Joordens and Besner (1994) article. Using a Hopfield (1982) network, they discovered a possible basis for an ambiguity advantage that they refer to as a proximity effect. We have more to say about this observation in the next section 509 but for now simply note that their efforts have revealed a potential explanation for the ambiguity advantage. In the remainder of this article, we examine the simulation results reported by Joordens and Besner and consider alternative modeling approaches.
Simulation of the Semantic Ambiguity Advantage
The model used by Joordens and Besner (1994) , and originally developed by Masson (1991) , consists of two processing modules, one representing the orthographic pattern of a word and another representing its conceptual meaning. Word identification is simulated by instantiating the orthographic pattern of the word in the orthographic module, then asynchronously updating (i.e., in random order with replacement) the units in the conceptual module until they settle into a stable pattern that corresponds to the meaning of the word. In the Joordens and Besner application of the model, settling of the units in the conceptual module serves as the basis for a positive lexical decision. The number of updating cycles needed to establish a stable pattern of activation is taken as simulated response latency. Joordens and Besner (1994) found that after learning ambiguous words (orthographic patterns that are mapped onto two different conceptual patterns on different learning trials) the model often failed to settle into one of the appropriate conceptual patterns of an ambiguous word. Instead the model settled into a blend, representing a mixture of the two learned conceptual patterns. On those occasions when the network did settle into one of the two known meanings of an ambiguous word, however, it did so faster (in fewer updating cycles) on average than when unambiguous words were tested. It is in this sense that Joordens and Besner were able to simulate the semantic ambiguity advantage.
Proximity and Item-Selection Effects
The reason for the processing advantage for ambiguous words stems from the fact that the random pattern of activation in which the conceptual module was placed at the start of a trial happened, on some proportion of the trials, to be closer than expected by chance to one of the two meanings of an ambiguous word (see Figures 4 and 8 of Joordens & Besner, 1994) . Joordens and Besner referred to this phenomenon as the proximity effect. Proximity refers to the percentage of units in the conceptual module that, at the start of a simulated trial, are in the state that corresponds to a (or the) meaning of the orthographic pattern that has been instantiated in the orthographic module. Because conceptual units are set to a random pattern at the start of a trial, there is a 50% probability that a given unit will be in the state (1 or -1 ) that matches a particular meaning of the target word. By chance, then, one would expect the proximity between the starting pattern in the conceptual module and a particular meaning of a word to be 50%.
The virtue of an ambiguous word lies in having two valid conceptual patterns, as opposed to only one pattern as is the case with unambiguous words. It is more likely that the randomly selected starting state of the conceptual units will have greater than 50% proximity to one or the other meaning of an ambiguous word than to the single meaning of an unambiguous word. With greater proximity, it is generally true that fewer updating cycles will be required for units in a module to settle. By increasing the number of conceptual units in their third simulation, Joordens and Besner (1994) demonstrated the law of large numbers, inasmuch as it was less likely that a high proximity value (expressed as percentage of matching units) would be obtained. With a smaller proximity advantage, a smaller effect of ambiguity on settling time was obtained (see Figure 7 of Joordens & Besner, 1994) .
Although the proximity effect is a potentially valid account of the ambiguity advantage in lexical decision, the problem Joordens and Besner (1994) encountered with conceptual units settling into blend states led to a complication in their assessment of the proximity effect. They excluded from consideration those trials on which the conceptual units settled into blend states. Because the settling outcome was related to the original starting pattern (proximity), Joordens and Besner effectively selected for those trials involving ambiguous items that had particularly high proximity values. When they selected for trials involving unambiguous words that had proximity values comparable to those of successfully settled ambiguous words, performance measured in cycles to settle was indistinguishable for ambiguous and unambiguous words. In essence, by considering trials only when they settled into a known pattern of meaning, Joordens and Besner introduced an item-selection effect. Our concern is that rather than constituting an indication of a genuine processing advantage for ambiguous words, the simulation results reported by Joordens and Besner may reflect an item-selection artifact.
Settling as a Criterion for Lexical Decision
The blend effect that occurred with ambiguous words in the Joordens and Besner simulations highlights the importance of the assumption (made by Joordens & Besner, 1994 , and by Masson, 1991 ) that lexical decision is based on the settling of the conceptual units into a stable state. The use of this basis for lexical decision raises a number of questions about the processes involved in various word-processing tasks and raises the issue of selective versus multiple activation of the meanings of ambiguous words.
Meaning selection. By assuming that a lexical decision response is produced when all units in the conceptual module have settled into the states appropriate to the target word, and by eliminating ambiguous-word trials on which a blend state is reached, one is assuming that participants select a particular meaning of an ambiguous word before making a lexical decision. The meaning selection that is implied by this assumption can be compared with what appears to occur during reading comprehension. From studies that measure eyefixation duration during reading comprehension, we know some important facts about time spent reading an ambiguous word. In particular, in neutral contexts, participants spend more time viewing an ambiguous word with two equally frequent meanings than either an unambiguous word or an ambiguous word with one highly dominant meaning (Duffy, Morris, & Rayner, 1988; Rayner & Frazier, 1989 ). These results suggest that when substantial computation of meaning is involved, ambiguous words take longer to process. The apparent reason for extended processing time is that the participant must select among meanings of a word that are nearly equal in strength. Comparison of the empirical data from lexical decision and reading comprehension studies, then, indicates that the ambiguity effect goes in opposite directions in these two paradigms. If it is assumed that the settling of conceptual units into one meaning of an ambiguous word corresponds both to the basis for a lexical decision and to the selection of word meaning during reading comprehension, a serious paradox may exist. Our suspicion is that the resolution of this paradox lies in a different basis for making lexical decisions that does not involve full settling of conceptual units.
Aside from the paradox involving lexical decision and reading comprehension, Joordens and Besner's (1994) emphasis on the settling of the conceptual units as a basis for lexical decision highlights an important problem with the model. The problem is that when presented with an ambiguous orthographic pattern, the conceptual units often settled into a pattern representing a blend of the two meanings associated with the orthographic pattern. This problem is intriguing because we know that people have no trouble thinking of a particular meaning of an ambiguous word, or even alternating between two possible meanings. The model's inability to settle consistently on a single meaning of an ambiguous word suggests that either there is something lacking in the representational scheme that has been implemented or that an additional processing mechanism is required. It does not appear likely that the problem rests entirely with the representational scheme. Even with a localist representation, there is no obvious means of selecting between two equally strong meanings of a word. Rather, we suspect that an additional mechanism would have to be implemented to allow the model to select a single meaning consistently. Such a mechanism might take advantage of the conceptual module's starting pattern, perhaps through a modified activation function (a simple threshold function was used in the simulations reported by Joordens and Besner), so that even a slight proximity advantage for one meaning could turn the tide in favor of that interpretation and avoid falling into a blend pattern. Alternatively, contextual information (e.g., schematic information activated by a sentence or by a part of text in which a word appears) could be invoked to influence the path taken by the conceptual units in reaching a stable state (e.g., Sharkey, 1990) .
Semantic priming. A second difficulty with the use of settling in the conceptual module as a basis for lexical decision is that this criterion is incompatible with recent semantic priming results. In the lexical decision task a semantically related prime can reduce latency in response to a subsequent target, even if an unrelated word to which a response must be made is inserted between the prime and the target (Davelaar & Coltheart, 1975; McNamara, 1992; Meyer, Schvaneveldt, & Ruddy, 1972) . The distributed memory model used by Joordens and Besner (1994) , and a variant of it, can account for semantic priming if it is assumed that semantically related words have similar conceptual patterns of activation (Masson, 1991 (Masson, , 1995 . A priming effect is obtained because once a related prime word has been processed, the conceptual units are left in a pattern that is more similar to the target word's conceptual pattern than when an unrelated prime is used. Thus, a form of proximity effect is created, whereby processing of the target is given a head start by the work done by the related prime.
If each word that requires a response involves full settling of the conceptual module, however, there is no way for the influence of a prime to survive the effects of an intervening word. The entire pattern of activation in the conceptual module created by the prime would be eradicated by the intervening word. Therefore, the requirement that the meaning module settle completely during a lexical decision trial seems untenable.
Settling in an orthographic module. An alternative to basing lexical decisions on settling in a conceptual module is to use settling with the orthographic module. Kawamoto, Farrar, and Kello (1994) presented a distributed memory model of lexical decision that takes this approach. Their model consists of an orthographic and a meaning (conceptual) module, and uses an error-correction learning algorithm (unlike the Hebbian learning rule used in the simulations reported by Joordens & Besner, 1994) . During learning, connection weights are changed according to the degree of discrepancy between actual and target activation levels of units in the network. When the algorithm is applied to the learning of an ambiguous word, connections between orthographic units are more strongly affected than in the case of learning an unambiguous word. This occurs because for ambiguous words, different patterns of activation in the meaning units are related to one orthographic pattern. Therefore, connection weights between meaning and orthographic units are not consistently altered from one learning trial to the next, but instead the changes vary depending on which meaning of the ambiguous word is involved. The connection weights between orthographic units must compensate for the lack of consistency in changes to the meaning-to-orthography connection weights, thereby resulting in more potent changes to connection weights between orthographic units when ambiguous words are learned. A complementary effect occurs with the connection weights between orthographic and meaning units. That is, the weights are more strongly affected by presentation of unambiguous words because of the consistent mapping between an orthographic pattern and a single meaning pattern.
To simulate lexical decision, Kawamoto et al. (1994) assumed that the orthographic units must settle into a stable pattern of activation. These units settle more quickly for ambiguous words because the connections between them are better tuned to the patterns of activation for ambiguous words than for unambiguous words. On the other hand, a disadvantage for ambiguous words would result if instantiation of a pattern of activation in the meaning module were used to produce a lexical decision response. This result would occur because the connection weights between orthographic and meaning units are better tuned to patterns representing unambiguous words.
The method of simulating lexical decision chosen by Kawamoto et al. (1994) in their model runs counter to what Joordens and Besner (1994) envisioned, because they emphasized the role of word meaning in producing the ambiguity advantage in word identification. Moreover, Fera, Ferraro, and Besner (1993) reported that the magnitude of the ambiguity advantage in lexical decision increases as a function of increasing orthographic and phonological overlap between word and nonword stimuli. Assuming that such overlap forces participants to rely more on semantic information to discriminate between words and nonwords, a semantic locus for the ambiguity processing advantage is implied. The Kawamoto et al. model would predict a reversal in the ambiguity effect if forced to monitor activation in the meaning units to make lexical decisions, rather than an increase in the effect as Fera et al. (1993) appear to have demonstrated.
Discriminating between words and nonwords. A question not addressed by Joordens and Besner (1994) in their simulation is whether the settling criterion would allow the model to distinguish between words and nonwords. They did not report any simulations involving presentation of nonword stimuli or involving the model's ability to discriminate these items from learned words. Our recent experience with a variant of the model used by Joordens and Besner (1994) indicates that when the model is presented with an orthographic pattern that is different from any of the learned patterns (i.e., a nonword), the conceptual units will perform a gradient descent into a stable state that corresponds to the meaning of some known word (Borowsky & Masson, 1994) . If this were to happen consistently, the model would be unable to discriminate between words and nonwords on the basis of successful settling of the conceptual units.
One could include an additional mechanism to permit word-nonword discrimination. For example, Hinton and Shallice (1991) simulated lexical decision in a connectionist model by first allowing units in a semantic module to settle under the influence of activation from orthographic units. The settled pattern of activation in the semantic module was then compared with the semantic patterns of known words. Because units in this model take on continuous activation values and typically do not reach maximum possible activation, the match between a settled pattern and a target pattern is not exact, unlike models whose units take on only binary values. If the settled pattern was sufficiently similar to a known pattern, it was classified as a word. A similar approach, in which the pattern of activation in an orthographic module is used, has been taken by Seidenberg and McClelland (1989) and by Plaut and Shallice (1993) . In these models, the similarity between the input pattern and the computed pattern of activation in the orthographic units is used as the basis for lexical decisions. Input patterns of learned words usually produce computed orthographic patterns that are more similar to the input pattern, thereby permitting discrimination between words and nonwords. In the Plaut and Shallice model, the semantic module sends activation to the orthographic units, so there is a potential basis for generating ambiguity effects in that model. As far as we know, however, none of these models have been applied to the task of comparing lexical decisions about ambiguous and unambiguous words, so it is not clear whether they would produce an ambiguity advantage.
Alternatives to Settling
Although Joordens and Besner (1994) and the developers of the other models we have just discussed elected to simulate lexical decisions by having at least one set of processing units reach a stable state, we agree with Rueckl (1995) that other promising approaches deserve to be explored as well. One method involves measuring the number of activated features in a meaning module and the other involves assessing the goodness of fit between the state of the processing units and the connection weights in the network.
Number of activated semantic features. As an alternative to a fully distributed representation, Rueckl (1995) suggested the use of a coding scheme in which each unit represents a semantic feature. The presence of a semantic feature in the meaning of a word would be coded with l's and absence coded with O's. This suggestion amounts to a sparse coding scheme inasmuch as any single word's meaning would include very few of the entire set of possible semantic features. Semantic features become activated as a word's orthographic pattern is encoded. Nonword orthographic patterns should activate very few semantic features because they have not been experienced in prior learning episodes, although some features are likely to be activated because of orthographic similarity between nonwords and words. Therefore, one might use the number of activated semantic features as a criterion for discriminating between words and nonwords. Ambiguous words (i.e., orthographic patterns), by virtue of having been associated with two different meanings, might activate a greater number of semantic features than would unambiguous words. If this turns out to be the case, ambiguous words should reach criterion sooner than unambiguous words, thus generating an ambiguity advantage in lexical decision latency. The Hopfield (1982) network that forms the basis of the model used by Joordens and Besner (1994) can be characterized as a system containing basins of attraction (representing learned states) into which the network tends to move when units are updated. The basin into which the network moves depends on the initial pattern of activation (i.e., the orthographic input and the random starting pattern in the conceptual units). The scheme that is used to move the network from one state to another and eventually into a basin of attraction has a cost function associated with it, which Hopfield called an energy function. The process of moving into a basin of attraction can be quantified as finding a minimum of the energy function. This function essentially is a measure of the goodness of fit between the current states of the processing units and the connection weights that link them. For example, in the Hopfield network used by Joordens and Besner, each unit can take on one of two possible values, 1 or -1. Two units that have a strong positive connection contribute to a good fit, or low energy, if they are in the same state (i.e., both 1, or both -1 ) . Two units with a strong negative connection make a similar contribution if they are in different states (i.e., one unit is 1 and the other is -1 ) . The energy function is defined as
Goodness of fit.
where wg represents the connection weight between two units i and;, and s,-and Sj represent the activation values, or states, of the two units (±1). We suggest that the energy of the network (or components of it) can be taken as a metric of familiarity. The motivation for this suggestion is as follows. As the network descends into a basin of attraction, the value of £ decreases. Once the bottom of the basin (a learned state) is reached, the energy value is at a minimum. Thus, energy can be used to track how close the network is to a known or familiar state. In the task of lexical decision, we believe that participants essentially are making speeded familiarity judgments and that the energy of the Hopfield (1982) network provides an approximation to the feeling of familiarity that is produced when viewing a word. In preliminary work with a modified version of the Hopfield network used by Masson (1991) and by Joordens and Besner (1994) , we have found that measuring energy provides a reliable basis for discriminating between words and nonwords (Masson, 1994) . We currently are using this approach to explore the ambiguity advantage in lexical decision (Borowsky & Masson, 1994) .
Assumptions About Learning
A final issue we wish to raise in the context of modeling a semantic ambiguity advantage concerns assumptions about learning. The approach taken by Joordens and Besner (1994) and by others (e.g., Kawamoto et al., 1994) assumes that unambiguous and ambiguous words follow the same learning process, whereby on a particular learning trial an orthographic pattern is associated with a single semantic pattern (presumably determined by contextual constraints). It is possible, however, that an ambiguity advantage, if genuine, depends in part on a process that occurs during learning episodes. In particular, it could be the case that when an ambiguous word is encountered, each of its known meanings is activated at least to some degree. If multiple activation occurs, each meaning of an ambiguous word might have its representation (including its connection to its orthographic pattern) strengthened, although the meaning that fits and is selected on the basis of the context would receive greater benefit. In the model used by Joordens and Besner, it was assumed that during learning, presentation of an ambiguous orthographic pattern always was associated with only one of the two possible meanings. A greater potential for producing an ambiguity advantage might be generated by assuming that each presentation of an ambiguous orthographic pattern strengthens all relevant meanings. We do not yet know whether a learning process of this sort plays a role in the ambiguity advantage, but consideration of models of the sort used by Joordens and Besner draws these possibilities to our attention.
Conclusion
The simulation results described by Joordens and Besner (1994) provide an interesting demonstration of how proximity effects might overcome the competition inherent in ambiguous stimuli represented in a distributed memory system. The constraints associated with their simulations of the ambiguity advantage illustrate both the shortcomings of the rather simple model with which they were working and some directions for future development. We have discussed a number of promising extensions to the Hopfield (1982) network that Joordens and Besner used and have compared that type of model to other models that have been used to simulate word identification. It is particularly interesting to note that diverse assumptions used in different models have been applied to the lexical decision task. In some cases it is assumed that a lexical decision is based on orthographic representations, and in other cases the decision depends on semantic representations. The ambiguity advantage may originate in either or both of these locations. On the other hand, additional empirical work is needed before the ambiguity advantage is unequivocally established as valid. The possibility that the effect may turn out not to be genuine serves as a clear signal of the importance of maintaining close links between formal models and empirical data. It would be ironic if models were found to readily produce an ambiguity advantage that did not truly exist.
