ABSTRACT. In this paper a new method has been developed for estimating the power in maximum entropy spectral analysis. The method is based on estimating the power in the sequence domain, where the residues associated with the poles of the prediction~error filter have been used in the estimation process.
Introduction
Spectral estimation is the problem of determining the distribution in the frequency domain of the power of a random process. This problem has received a special attention due to its importance. A number of technical papers related to spectral estimation are available in the literature[l-S].
The power spectral density associ'ated with a random process x (n) can be estimated by modeling the process x (n) as the output of a parametric system excited by white noise as shown in Fig. 1 .
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---x ( n ) FIG . I. The parametric system can be described in the z-domain by a polynomial A p (z) of order P such that (1) where a i are the coefficients of the parametric system and are often called model parameters.
The power spectral density Sx (f) of the finite sequence x (n) can be estimated from the model parameters. Often, autoregressive (AR) techniques are used for determining the model parameters. The length of model parameters in general is infinite since the modeling is based on an infinite number of past samples. However when the process x (n ) is AR, it can be modeled by an all-pole filter.
Three techniques are widely used for estimating the model parameters from a given observed segment of data. Those techniques are the Yule-Walker method[61, the covariance method [7) , and the Burg's (maximum entropy) method [8) ,
In this paper the maximum entropy method (MEM) will be used for estimating the power spectral density, because of its high resolution characteristics. Sx (f) = The ME power spectral estimator is given by
where the frequency [is limited to the Nyquist interval, i.e.
E is the output of a (P + 1) long prediction error filter with coefficients (1,
and the model coefficients are related through the normal equations (4) The elements of the R matrix are the autocorrelation with lag P. This matrix is a toeplitz one and an efficie.nt algorithm for calculating those coefficients through the utilization of Levenson's recursion is found in reference [9].
Having estimated the power spectral density, another spectral feature that is of importance and needs accurate estimation, is the power content in a given signal around a certain frequency band. In reference [10] , a conceptually simple:method for power estimation in maximum entropy spectral analysis was presented. This method is based on the evaluation of the complex residues of the power spectral density estimator. This method was found to be efficient and particularly suitable for spectral decomposition in low noise environments. However when noise power starts to increase and the SNR approaches 0 dB and below, the method starts to poorly perform. This may be attributed to the fact that the estimated power contains the no~se power as an inherent part of it. In this paper the same problem will be addressed but by using a different approach, and the resulting power estimation is almost noise free.
The rest of this paper is organized as follows. In section 2, the problem under investigation is formulated. The newly developed approach for power estimation is presented in section 3. I~section 4, the performance of the proposed estimation technique is evaluated by using computer simulation. In addition, the results obtained are compared with the previous method. Some concluding remarks are given in section 5.
Problem Formulation
Consider the random process x (t). This process can be modeled by a set of AR parameters as follows
The problem under consideration can be stated as follows, given the set of AR parameters, then it is required to estimate the power content of the signal.
The signal x (t) can be looked at as a sum of sinusoids corrupted with noise. Therefore (5) can be rewritten in the form
The signal x (I) has been observed (sampled) at instants of time separated by Is. The output of the sampling process will be a vector of data points. This vector is called the sample vector·and is given by (7) where N samples are considered.
The noise samples are independent with zero mean, normally distributed with var- (8) Without loss of generality, we may assume that t s = 1. On the unit circle in the zplane, eq. (2) can be rewritten in the form
The roots of Schur-Cohn polynomial A p (z), Zl To estimate the power content we may use the frequency domain approach. This approach is based on residue integral theory. The power associated with the sequence x (n ) is given by Po =~x(n)x*(n) by using the z-transform we obtain (9)
C is a Jordan contour encircling the origin. The integration path is the unit circle in the z-plane. X (z) is the z-transform of x (n) and is defined in terms of E and the AR . p parameters as follows~\
The RHS of (10) has b~en evaluated in reference [10] by using the residue integral theory. The estimate of the total power Po in x (t) has been formulated as
where Res (Zk) is the residue of Sx (z) / z at z = Zk and is given by
Also in reference [10] , it has been found that the power at the resonance t = t k is given by
This estimate will be called the residue estimate.
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In the previous section, the frequency domain has been used to estimate the power in the process x (t). In this section a new approach will be developed.
The power can be estimated by evaluating the summation in the LAS of (10), i.e., by using (9). To perform this operation, initially we have to evaluate the sequence x (n ) by using the inverse z-transform of X ( z) which is defined in (11).
The all-pole function X (z) can be rewritten in the summation form as follows
where
R j is the residue of X ( z) at z = Zj and is given by
since all the zeros of A p (z) lie inside the unit circle, then the ROC (region of con-
Each term in (16) can be considered as a signal.resonating at a frequency that can be estimated from the argument of the root corresponding to it as illustrated in reference [12] . (19a) and the bandwidth estimated by
The roots may be either real or complex, therefore the signals X j be either real or complex. However, when they are complex, they appear in complex conjugate pairs. Therefore, by using this terminology, the overall sequence can be considered as the summation of the individual terms, and this will be real.
The signal eX ( n ) can be decomposed Into its contributing parts x· ( n ) such that each subsequence is concentrated around a certain resonance frequen~y1;.
The total power found in the neighborhood of the frequency~. can be estimated as the zero lag autocorrelation of xi (n) (auto-power) plus the Icross-correlation of
The substitution of (18) in (20) produces
Now if the sequence X j (n) is complex, then its complex conjugate xj (n) will contribute to the power in the same frequency band. Therefore the total power aroundw ill be the summation of the power in the signals x j (n) and x; (n)
By virtue of Parseval's theorem, this power estimate is exactly the same as the power estimate found by using the frequency domain approach.
The total power in the signal x (n) is the summations of the powers in all x j (n ), i. e.
P P
R j R;
It is evident from the past development that, both the residue power estimate, and -the power estim-ate of (23) contain as part of them the cross power between the signals x· (n) and the remaining components. This fact is not clear in the residue estimate Jmethod formulation. However one may think of another estimate for the power that depends on the auto-power resulting from the correlation of the signal
*The fact.or of 2 has appeared in (24) to account for the power from the conjugate x i (n). It IS expected that the estimate of (24) will give more accuratein the signal x (n) at fj than the residue estimate.
Performance Evaluation
The concepts presented iiI the previous section can be illustrated by the following examples. The first example is the same as that found in reference [10] , where the residue estimate was derived.
Example 1
Consider the following autocorrelation function, R n for n = 0, ... , 10
where SOn is the Kronecker delta. The powers Pi and pzare then varied, keeping the white noise power fixed at unity. The AR model parameters were calculated from the 11 x 11 R matrix using Levenson's algorithm. A computer program in Fortran has been written to calculate the parameters of the AR model and to simulate equation (24) [13] . Column 5 in Table 1lists the corrected power estimates, where the correction mechanism is indicated at the end of this example. Table 1 lists the estimated wave1engths, bandwidths, and the corresponding power estimates using the two methods. Column 1 shows the estimated wavelengths, column 2 lists the estimated bandwidths, column 3 lists the residue estimates and column 4 lists the power estimates based on (24).
As expected the estimates of (24) are closer to the power of the sinusoids than the residue estimate. This difference is due to the cross-correlation between the various 1.19 resonances that is found in the residue estimate but not in the estimate of (24). Certainly the cross powers are not as a result of cross-correlation between the sinusoids, but they are in fact due to cross-power between the white noise components present at the corresponding frequencies.
The total estimated power using the residue estimate is equal, in all cases, to the total power in the 'signal x (n). This means that noise power is affecting the residue estimate and to eliminate this effect, the amount of noise power present around a certain frequency will be subtracted from the residue estimate corresponding to that frequency. The model order here is 10, thus the AR model can represent a system with five resonances. These resonances tend to share equally the power of the white noise thus, a power of 0.2 was subtracted from the powers of column 2, and the result is tabulated in column 5. It is obvious that the results in columns 4 and 5 are approximately the same. This confirms the fact that the estimate of (24) is free from cross power of white noise. To illustrate this point further another example will be given.
Example 2
Consider the same autocorrelation function of example 1 but this time the powers PI and P2 will be fixed at 2.66 and 1.33 respectively while changing the added noise power from 1.51 to 1000. The results are listed in Table 2 , and are further illustrated in Fig. 2 . It is seen that as the added noise power increases, the error between the corrected estimate and the estimate of (24) increases. It is noteworthy that the corrected residue estimate curve branches off the curve of the present estimate for noise power larger than 20. For higher noise power the estimate of (24) yielded higher estimates than the corrected residue estimate. The explanation to this observation lies in the fact that we are dealing here with truncated sinusoids. It is well known from the basic theory of communications, that under such conditions the spectrum of the sinusoid will no longer be a delta function but rather more or less like a sampling function. This function is characterized by the presence of sidelobes in its response. Therefore, the higher estimates of (24) can be referred to the sidelobes resulting from truncating the sinusoids.
To illustrate this point further another example will be presented where only one sinusoid is present to preclude the effect of interference. ) o 100 ClOD. 300 "00 500 600 700 000 9001000 Added noise power Consider the same autocorrelation function of the previous example after eliminating the sinusoid with p = 1.33. The powers are then estimated in the same way and the results are listed in Table 3 and shown in Fig. 3 . It is obvious from Table 3 and Fig. 3 that no matter how large is the value of the added noise power, the estimate of (24) and the corrected residue estimates are approximately the same. This result confirms the aforementioned argument.
Therefore, it can be concluded that the estimate of (24) is very efficient in retrieving signals buried in noise without incorporating any prior knowledge.
Another important aspect concerning power estimation that still requires further investigation is the study of the behavior of the two estimates for the case of two close lying harmonic components. The next example serves to illustrate this effect clearly.
Example 4
Consider the following autocorrelation R n for n == 0, 1
corresponding to two sine waves of equal power and rather close wave lengths A 1 = 20, A 2 = 18. The AR model order P was varied from 10 to 40 and the corresponding powers are estimated in the same way as the previous example. Figure 4 shows'the variation of the estimated powers with P.
Estimated power vs. model order P One can easily note here the transient occurrence of a negative power for the residue estimate, which can be easily explained by the presence of a negative crosspower, (resulting from correlation between the corresponding pole with all the remaining ones) that is larger than the auto-power resulting from the correlation of the corresponding pole with itself. This fact, however, is not directly evident from the frequency domain approach expression.
Figure 4 also shows the curves for the true values ofPl and P2" When comparing the two estimates it is noted that these estimates become equal for large order values. This is because as P increases the contribution from the added noise power becomes smaller and smaller and in the end the two estimates become equal. It can be also seen that the estimate of (24) is never negative since it results from the product of two complex conjugate numbers. This fact makes the estimate of (24) physically more convenient.
Discussion
The results presented in section 4 indicate that the new power estimation method is useful to extract signals embedded in background white noise. Further, it has been shown that the time domain approach for the derivation of the corresponding power estimate is to be preferred over the older frequency domain approach. This is because the former gave more insight into the various components (auto-and crosscorrelation), participating in the overall power estimate, and thus the explanation of the negative power calculated under certain conditions is straight forward. 
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