Let Ω be a domain in R N (possibly unbounded), N ≥ 2, 1 < p < ∞, and let V ∈ L ∞ loc (Ω). Consider the energy functional Q V on C ∞ c (Ω) and its Gâteaux derivative Q V , respectively, given by
Abstract
Let Ω be a domain in R N (possibly unbounded), N ≥ 2, 1 < p < ∞, and let V ∈ L ∞ loc (Ω). Consider the energy functional Q V on C ∞ c (Ω) and its Gâteaux derivative Q V , respectively, given by 
Introduction
Let Ω ⊂ R N be a domain, possibly unbounded, p ∈ (1, ∞) a given number, and let V ∈ L ∞ loc (Ω) be a given potential. We consider the functional Q V : C ∞ c (Ω) → R defined by
We assume that this functional is positive, i.e., Q V (u) > 0 holds for every u ∈ C ∞ c (Ω) \ {0}. As usual, C ∞ c (Ω) denotes the locally convex space of all compactly supported C ∞ functions u : Ω → R endowed with the strict inductive limit topology induced by the uniform convergence of all partial derivatives of u on compact subsets of Ω. Its (strong) dual space, the space of distributions, is denoted by D (Ω).
We will show that if the functional Q V has no ground state in the sense of Pinchover and Here, ∆ p u ≡ div(|∇u| p−2 ∇u) stands for the p-Laplacian. In other words, u 0 is a generalized minimizer for the functional u → Q V (u) − u, f in a sense similar to the notion of the ground state in [13, Def. 1.4] (see Definitions 2.1 and 4.1 below). Moreover, we obtain it as a minimizer of the relaxed problem for the bipolar (or Γ-regularization) Q * * V of Q V defined e.g. in Ekeland and Temam [7, Chapt. X]. As usual, · , · denotes the duality between C ∞ c (Ω) and D (Ω) induced by the standard inner product on L 2 (Ω).
Finding a minimizer for a functional bounded from below often requires extending the functional to a natural domain where such a minimizer is to be found; cf. Hilbert [11] . The space C ∞ c (Ω) is typically not a natural domain. If the functional happens to be convex, it can be associated with a norm and, consequently, it has a natural domain given by the completion of C ∞ c (Ω) with respect to that norm. More generally, the same reasoning applies if the functional can be expressed as the sum of a convex functional and another functional that is weakly continuous with respect to the norm associated with the convex part. The functional Q V is not convex, in general, with the exception of p = 2. For counterexamples to convexity we refer to del Pino, Elgueta and Manásevich [6, Eq. (5.26), p. 12] and García-Melián and Sabina de Lis [9, Theorem 7, pp. 62-63] for 2 < p < ∞, and to Fleckinger et al. [8, Example 2, p . 148] for 1 < p < 2. All three counterexamples exhibit multiple solutions of problem (2) , while for p = 2 the finite energy solution is unique. Furthermore, as both, the domain Ω ⊂ R N and the potential V ∈ L ∞ loc (Ω) are allowed to be unbounded, there is also no immediate representation of the functional Q V as the sum of a convex and a weakly continuous functional (as suggested above).
Without convexity (or convexity up to weakly continuous perturbations) we do not know how to associate with the functional Q V a natural energy space, that is, a Banach space X where this functional is continuous and, if the functional u → Q V (u) − u, f is coercive, where it attains a minimum. Relaxation arguments are designed to provide minimizers for nonconvex functionals. In the absence of a natural domain for a given functional, one can apply the following reasoning based on the well-known fact that the conjugate (or polar ) functional Q * V is convex; see e.g. [7, Chapt. I] . Its natural domain is a Banach space X * which, in our case, is obtained as the completion of C ∞ c (Ω) in the dual norm · * induced by Q V . If Q V were convex, e.g. when V ≥ 0 in Ω, it would define a norm on
1/p , and Q V would have a continuous extension to the completion X of C ∞ c (Ω) with respect to this norm. In this case, X * would be the dual space of X. However, in order to define X * , we do not need any predual space X. Furthermore, the dual space X * * of X * provides the natural domain for the bipolar (or second conjugate) functional Q * * V induced by Q * V . The bipolar functional Q * * V provides the socalled Γ-regularization of Q V , that is, Q * * V is the largest convex, lower semicontinuous functional
In particular, if Q V were convex, Q * * V would define the natural extension of Q V to X * * . Without any convexity requirement on Q V , given any f ∈ X * , a minimizing sequence for the functional u → Q V (u) − u, f is also a minimizing sequence for the relaxed functional u → Q * * V (u) − u, f . Both functionals share the common infimum −Q * V (f ), owing to Q * V (f ) < ∞ for f ∈ X * . The functional u → Q * * V (u) − u, f always has a minimizer in X * * .
Similarly to [7, Chapt . X], we prove the existence of a generalized minimizer for the functional u → Q V (u) − u, f by looking for a minimizer to the relaxed minimization problem, that is, for a minimum point u 0 of the functional u → Q * * V (u) − u, f on X * * . However, unlike the relaxation problems presented in [7] , Chapters IX and X, we do not know the space X * * in analytic terms. The presentation in [7] imposes stricter conditions on functionals in order to keep them defined on some Sobolev spaces. Consequently, we warn the reader of interpreting the relaxed minimizer u 0 ∈ X * * as a minimum point for u → Q V (u) − u, f as well. We can raise the following three objections to this interpretation.
First, if C ∞ c (Ω) ⊂ X * then the dual space X * * might be so large that its elements are no longer functions in any reasonable sense. This makes X * * useless for common applications. For instance, if C ∞ c (Ω) is not a dense subspace of X * , we cannot identify X * * with a subspace of D (Ω). As an example, let us consider the functional Q 0 (u) = 1 2 R N |∇u| 2 dx, i.e., p = 2 and V ≡ 0 in Ω = R N , and let N = 1 or 2. Then the ratio
is known to be unbounded on C ∞ c (Ω) \ {0}, where B 1 (0) = {x ∈ R N : |x| < 1}. Consequently, we have f ∈ X * whenever f : R N → R + is a nonnegative Lebesgue measurable function, such that f (x) ≥ δ for a.e. x ∈ B ε (x 0 ), with some constants δ > 0, ε > 0, and x 0 ∈ R N . (Of course,
In particular, one cannot identify X * * with a subspace of D (Ω). Second, if X * * consists of distributions from D (Ω), there is no general assurance that the Gâteaux derivative Q V of Q V admits an extension to a continuous mapping X * * → X * , in which case the left-hand side in the critical point equation Q V (u) = f may make no sense for the relaxed minimizer u 0 ∈ X * * . Finally, even if X * * consists of Lebesgue measurable functions and Q V admits an extension to a continuous mapping X * * → X * , this does not imply that the (nonconvex) functional Q V has a continuous extension to X * * , nor does it imply that such an extension is unique (if it exists).
In our present work we show that, in the absence of a ground state for Q V in the sense of Definition 2.1 below (with Q V assumed to be positive on C ∞ c (Ω) \ {0}), the space X * * consists of some locally Sobolev functions, X * * ⊂ W 1,p loc (Ω), and the Gâteaux derivative Q V admits an extension to a continuous mapping X * * → X * . Although the relaxed minimizer u 0 ∈ X * * happens to be a solution to Q V (u) = f and the pointwise limit of a corresponding minimizing sequence from C ∞ c (Ω), u 0 may not be in the domain of the functional Q V . In this respect, a relaxed minimizer is similar to the ground state (Definition 2.1). An important technical observation of this paper is that X * * ⊂ W 1,p loc (Ω) provided Q V has no ground state. The condition of no ground state cannot be removed. Indeed, in the well-known case when p = 2, Ω is a bounded domain, and V ∈ L ∞ (Ω), the ground state is the (normalized) first eigenfunction ϕ of the positive selfadjoint Dirichlet Laplacian −∆ in L 2 (Ω). Therefore, by the (classical) Fredholm alternative, problem (2) has no solution in W 1,2 0 (Ω) unless Ω f ϕ dx = 0. In the general case 1 < p < ∞, if a ground state exists, Theorem 1.6 in [13] states that any positive supersolution to the equation Q V (u) = 0 is a (positive) constant multiple of the ground state. (In particular, this guarantees also the uniqueness of a (normalized) ground state.) Hence, equation (2) has no positive solution u ∈ W 1,p loc (Ω) (in the sense of distributions) whenever f ∈ D (Ω) satisfies f ≥ 0 and f ≡ 0 in Ω, i.e., if f is a positive Radon measure. If a ground state exists and p = 2, conditions for solvability of (2) still remain an open problem, in general. For Ω bounded with a C 1,α boundary (0 < α < 1), a number of sufficient conditions can be found in the survey work of Takáč [16] which contains also numerous references to original papers. This article is organized as follows. In the next section (Section 2) we introduce a few facts for the form Q V . In Section 3 we investigate the Banach space X * * ; in particular, we obtain X * * ⊂ W 
Preliminaries
We need to introduce a few basic concepts and terminology from convex analysis of variational problems. The reader is referred to the monograph by Ekeland and Temam [7, Chapt. I] for details. We stress that our functional Q V is not necessarily convex on C ∞ c (Ω). The polar (or conjugate) functional to Q V is defined as follows: Given f ∈ D (Ω), one sets
Notice that Q V is positively homogeneous of degree p (1 < p < ∞) and, consequently, Q * V is positively homogeneous of degree p , where
The definition of Q * V (f ) in (3) yields immediately the well-known Fenchel-Young inequality
and, equivalently, the Hölder inequality
One can easily verify that X * is a linear subspace of D (Ω) and
defines a norm on X * . In particular, f * = 0 implies f = 0, as a consequence of (6) combined with the separation property of the duality between C ∞ c (Ω) and D (Ω).
The following notion of a ground state for the functional Q V was introduced in Pinchover and Tintarev [13, Definition 1.4].
If a ground state exists, we say that the functional Q V admits a ground state.
Remark 2.2 In Definition 2.1 above we may assume ϕ k ≥ 0 in Ω (k = 1, 2, . . . ) without loss of generality. Indeed, it is easy to see that 
is a null sequence for Q V , we may replace it first by {|ϕ k |} ∞ k=1 and then by another sequence
By a result in [13, Theorem 1.6] , if the nonnegative functional Q V has no ground state, it has a weighted spectral gap; cf. [13, Definition 1.3]: There is a (positive) continuous function W : Ω → (0, ∞) such that the following inequality holds,
Let L p (Ω; W (x) dx) denote the weighted Lebesgue space of all (equivalence classes of) Lebesgue measurable functions u : Ω → R with the norm
Its dual space is the weighted Lebesgue space
Combining (8) with Hölder's inequality (6), one immediately deduces that X * contains L p (Ω; W (x) −1/(p−1) dx) and that the corresponding embedding
is continuous and dense. The density follows from
Therefore, denoting by X * * the (strong) dual space of X * with respect to the duality · , · , we observe that X * * is continuously embedded into L p (Ω; W (x) dx) and that C ∞ c (Ω) is weak-star dense in X * * . It is noteworthy that the separability of X * in the norm topology implies that the weak-star topology on any bounded subset of X * * is metrizable (Rudin [14, Theorem 3.16, p. 70]). Now consider the bipolar (or second conjugate) functional to Q V defined by
From (5) it is evident that
Moreover, in analogy with the norm · * on Q * V defined in (7), the dual norm · * * on X * * is given by
The Fenchel-Young and Hölder inequalities, (5) and (6), respectively, remain valid with Q * * V (u) in place of Q V . In particular, we have
It follows from [7] , Chapt. I, Sect. 4, that for all f ∈ X * ,
inf
Let us assume the absence of a ground state for Q V (in the sense of Definition 2.1) and recall that W : Ω → (0, ∞) is a (positive) continuous function such that inequality (8) holds (by [13, Theorem 1.6]).
Next, we will improve the continuous embedding X * * → L p (Ω; W (x) dx) significantly to X * * → W 
We identify W Consequently, C ∞ c (Ω) being weak-star dense in the dual space X * * of X * , in order to verify that X * * → W 1,p 0 (Ω; W 1 (x) dx) is a continuous embedding, we only need to establish the following qualitative improvement of (8).
Proposition 3.1 If the functional Q V has no ground state, then there exists a (positive) continuous function W 1 : Ω → (0, ∞) such that the following inequality holds:
This proposition is a an improvement of Theorem 1.6, Part (a), from [13] .
In our proof below and in the sequel we use the abbreviation Ω Ω for a pair of open sets Ω ⊂ Ω in R N such that the Ω is a compact set in Ω.
Proof. According to Proposition A.1 from Appendix A, §A.1, the problem
(in the sense of distributions) possesses a solution v ∈ C 1 loc (Ω) such that v > 0 throughout Ω. (No condition on the behavior of v near the boundary ∂Ω is imposed.) Next, we take advantage of generalized Picone's identity from Appendix A, §A.3.
Let u ∈ W 1,p 0 (Ω) be an arbitrary function supported in some compact subset of Ω. Since Q V (u) = Q V (|u|), we may replace u by |u| and, thus, assume u ≥ 0 a.e. in Ω. Then formula (55) (Appendix A, §A.3) gives
satisfies L(u, v) ≥ 0 almost everywhere in Ω; see Allegretto and Huang [1, 2] . Moreover, Young's inequality, using the pair of conjugate exponents p and p = p/(p − 1), yields
If Ω Ω is a (bounded) subdomain, we deduce from (20) with ε = 1/2 that there is a constant 0 < c Ω < ∞, depending only on Ω and v, such that in eq. (18) we have
Integrating this inequality over Ω we get
owing to Ω Ω and W : Ω → (0, ∞) continuous, where 0 <c Ω < ∞ is a constant depending only on Ω , v, and W . Estimating the integrals on the right-hand side by (18) and (8), respectively, we arrive at
where
Finally, the domain Ω ⊂ R N has a locally finite covering {Ω j } ∞ j=1 by (bounded) subdomains Ω j Ω. Let {φ j } ∞ j=1 be a continuous partition of unity subordinate to {Ω j } ∞ j=1 , i.e., each φ j : Ω → R + is a continuous function compactly supported in Ω j and 
Hence, substituting W 1 for 1 2 · min{W, W 1 }, one derives inequality (17) from a combination of (8) and (22). This completes the proof of our proposition.
From Proposition 3.1, and the fact that the bipolar Q * * V is the largest convex, lower semicontinuous functional on C ∞ c (Ω) that satisfies Q * * V ≤ Q V , we deduce immediately Corollary 3.2 In the situation of Proposition 3.1 we have
Consequently, X * * is continuously embedded into the weighted Sobolev space W 
Main result
We recall the definitions of some standard function spaces and their duals. (i) u 0 is a (true) minimizer for the functional u → Q * * V (u) − u, f : X * * → R, hence, u 0 ∈ X * * ;
(ii) u 0 satisfies equation (2) in the sense of distributions on Ω; and (iii) there exists a (minimizing) sequence
together with u k → u 0 strongly in W 1,p loc (Ω) and u k * u 0 weakly-star in X * * .
Notice that u k converges weakly to u 0 also in W Our main result is as follows.
Theorem 4.3
Let Ω ⊂ R N be a domain, 1 < p < ∞, and V ∈ L ∞ loc (Ω). Assume that the functional Q V has a weighted spectral gap (or, equivalently, does not admit a ground state). Then, for every f ∈ X * , the functional u → Q V (u) − u, f is bounded from below on C ∞ c (Ω) and has a generalized minimizer u 0 in X * * ( ⊂ W 
is a minimizing sequence also for the functional u → Q * * V (u) − u, f and it yields the same infimum value −Q * V (f ). Each set S j = ∪ j k=1 supp(w k ) is compact and satisfies S j ⊂ S j+1 Ω, where supp(w j ) denotes the support of w j ; j = 1, 2, . . . . Consequently, there exists a sequence of bounded domains Ω j ⊂ R N such that S j ⊂ Ω j Ω j+1 Ω for every j = 1, 2, . . . , and ∪ ∞ j=1 Ω j = Ω.
For each j = 1, 2, . . . , J V is weakly lower semicontinuous and coercive on W 
In particular, for all j large enough, say, j ≥ j 0 , we havẽ
With a help from Hölder's inequality (14) , for 0 < ε < 1 this gives
is bounded in X * * and, therefore, a renumbered subsequence of {v j } ∞ j=1 , denoted again by {v j } ∞ j=1 , converges weakly-star in X * * to some u 0 ∈ X * * , by the Banach-Alaoglu theorem ([14, Theorem 3.15, p. 68]). The functional Q * * V being convex and lower semicontinuous on X * * , we conclude that u 0 satisfies Part (i) of Definition 4.1. The last argument is based on the fact that the norm closure K in X * * of the convex hull K of the sequence {v j } ∞ j=1 is weakly-star compact in X * * , by the Banach-Alaoglu theorem. Consequently, u 0 ∈ K, so that we can find another sequence {v k } ∞ k=1 ⊂ K such that eachv k is a finite convex combination of v 1 , v 2 , . . . , v k from W 1,p 0 (Ω k ) and v k − u 0 * * → 0 (in the norm of X * * ) as k → ∞. As the bipolar Q * * V is convex and lower semicontinuous on X * * , we have
From the embedding X * * → W (25) for v i and v j from each other, multiplying the difference by (v i −v j )ϕ, then integrating over Ω m+1 , and finally applying integration by parts, we arrive at
We estimate these integrals as follows. Hölder's inequality, using the pair of conjugate exponents p and p = p/(p − 1), implies
and (28)
The sequence {v j } ∞ j=1 being bounded in W 1,p loc (Ω) and strongly convergent to u 0 in L p loc (Ω), we observe that the integrals on the left-hand side in both inequalities, (27) and (28), tend to zero as i, j → ∞. We apply these facts to eq. (26) to get
Now we combine this fact with a result due to Y. Cheng [4] , Theorem 3, p. 736, ineq. (1) (if 1 < p ≤ 2) and ineq. (2) (if 2 ≤ p < ∞), thus obtaining
is a Cauchy sequence in W 
for all φ ∈ C ∞ c (Ω). Hence, u 0 satisfies also Part (ii) of Definition 4.1. Finally, Part (iii) follows from our proofs of Parts (i) and (ii) above by approximating each
Indeed, it suffices to verify (24), that is,
Since Ω has compact closure Ω contained in the union Ω = ∪ ∞ m=1 Ω m of open sets Ω 1 Ω 2 · · · R N , we can always find an integer m ≥ 1 such that Ω ⊂ Ω m . In particular, it remains to verify Q V (u j ) − f W −1,p (Ωm) → 0 as j → ∞, for every m = 1, 2, . . . .
To this end, given any test function φ ∈ C ∞ c (Ω), we have φ ∈ C ∞ c (Ω m ) for some integer m ≥ 1, and therefore, for every j ≥ m,
which entails, by Hölder's inequality,
Here, it is a matter of a direct calculation combined with a standard application of the Lebesgue dominated convergence theorem (see e.g. Proof of Proposition 2 on p. 53 in Yosida [21, Chapt. I, §9]) to verify that both mappings
are uniformly continuous on bounded sets. We combine this continuity property with (30) and apply them to inequality (31), thus arriving at
This completes our proof of Theorem 4.3.
Inspecting our proof of Theorem 4.3 above, we obtain the following corollary.
Corollary 4.4
In the situation of Theorem 4.3, let us assume that f ∈ X * is a positive Radon measure, i.e., 0 = f ∈ D (Ω) and φ, f ≥ 0 holds for all nonnegative functions φ ∈ C ∞ c (Ω). Then the functional u → Q V (u) − u, f has a generalized minimizer u 0 in X * * ( ⊂ W 1,p loc (Ω)) such that u 0 ≥ 0 almost everywhere and u 0 ≡ 0 in Ω. Moreover, the minimizing sequence
be the minimizing sequence for the functional
Consequently, we may replace each v j by |v j | and, thus, assume that the original minimizing sequence satisfies v j ≥ 0 a.e. in Ω for each j = 1, 2, . . . . The remaining part of the proof of Theorem 4.3 now yields a generalized minimizer u 0 satisfying u 0 ≥ 0 a.e. in Ω. Since f ≡ 0 in Ω, eq. (2) forces u 0 ≡ 0 in Ω as well.
Finally, using the convolution of a standard nonnegative (30) with Ω j+1 in place of Ω j , for each j = 1, 2, . . . .
Remarks
Remark 5.1 Our Theorem 4.3 remains valid if the function f ∈ X * is replaced by f (x)+g(x, u), that is, for the functional 
This proposition improves a result from Pinchover and Tintarev [13] , Theorem 1.6, Part (d). Its proof can be carried out in much the same way as that of Proposition 3.1. Inequality (8) , used in the proof of Proposition 3.1, has to be replaced by
is a continuous function and c ≡ c(ψ) > 0 is a constant. This inequality has been verified in [13, ineq. (1.7) ].
In order to adapt Theorem 4.3 to the ground state case, let us first define the Banach spacesX * andX * * , respectively: They are induced by the functionalQ V in the same way as X * and X * * have been induced by Q V . Again, we haveX * * ⊂ W 1,p loc (Ω).
Assume that the functional Q V has a ground state ϕ. Let ψ ∈ C ∞ c (Ω) satisfy Ω ϕψ dx = 0. Then, for every f ∈X * , there exist u ∈X * * and λ ∈ R such that
holds in the sense of distributions.
The proof of this theorem is obtained immediately by a modification of the arguments employed in our proof of Theorem 4.3. Here, the role of the functional Q V has to be replaced by that ofQ V , and ineq. (17) 
For the linear Dirichlet Laplacian (p = 2), Theorem 5.3 has the following interesting corollary which generalizes the standard Fredholm alternative for p = 2 and Ω bounded. We denote by D 
Recall that ψ ∈ C ∞ c (Ω) is any fixed function satisfying Ω ϕψ dx = 0. Clearly, D The reader is referred to [14, Def. 6 .22, p. 164] for a standard definition of a compactly supported distribution.
V (Ω), the functionalQ * * V is convex and coercive on D V (Ω) with a suitable Lagrange multiplier λ ∈ R; hence,
We wish to show λ = 0.
To this end, let 
loc (Ω) as k → ∞, where ϕ is a ground state for the quadratic form Q V and c ∈ R is a constant, c 2 B |ϕ| 2 dx = 1, whence c = 0. Consequently, applying each test function ϕ k to eq. (38) and letting k → ∞, we arrive at
thanks to ϕ, f = 0. Here, we have taken advantage of f ∈ W −1,2 (Ω) being compactly supported; see [14, Theorem 6.24, .
On the other hand, the left-hand side of (39) can be estimated by the Cauchy-Schwarz inequality as follows,
V (Ω) ⊂ X * * . Finally, we apply (40) to (39) to obtain λ = 0 as desired, owing to ϕ, ψ = 0. The corollary is proved.
A . Appendix
For reader's convenience, here we state and prove some ramifications of well-known results. We always take Ω ⊂ R N to be a domain and V ∈ L ∞ loc (Ω).
A.1 . A C 1 solution to the homogeneous problem
Given any f ∈ D (Ω), we say that a function u ∈ W 1,p loc (Ω) is a distributional solution to the equation
(i.e., this equation holds in the sense of distributions on Ω) if the equation
The following solvability result for the homogeneous problem (i.e., when f ≡ 0 in Ω) is a special case of [13, Theorem 2.3] . Proof. Let {Ω j } ∞ j=1 be a sequence of (bounded) domains in R N , such that Ω j Ω j+1 Ω for j = 1, 2, . . . , and ∪ ∞ j=1 Ω j = Ω. For instance, one may take Ω j = {x ∈ Ω : dist(x, ∂Ω) > 1/j and |x| < j}. The proposition is proved.
A.2 . A Lagrangean density
Given any u ∈ W 
