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Abstract
The mechanisms regulating sperm transfer, storage, and use in insects are far from clear. Even in
one of the most well-resolved systems for studying post-copulatory sexual selection, the yellow
dung fly (Scathophaga stercoraria), the process of sperm transfer is not well understood. Our aim is
to model the fluid dynamics of sperm flow in the reproductive tracts of female yellow dung flies
to determine what aspects of female morphology may influence the flow of ejaculates.
We present a novel approach to simulate yellow dung fly sperm flow using computational fluid
dynamics and numerical mathematics. We model fluid flow in a longitudinal section by solving
the Stokes equations with finite elements using software specially developed for this problem.
We then perform systematic parameter tests to investigate the geometric parameters duct length,
duct width, duct wall roughness and duct curvature of influencing rates of ejaculate movement.
We realize one model refinement that we expect to lead to a more complete description of the
transport process: the filament modelling. We apply a bead-spring model involving physical fila-
ment parameters that we determine in our analysis comparing stationary shapes of micropho-
tographs to filament shapes resulting from simulations in a straight channel. We present an
immersed boundary method based algorithm using finite elements which we implemented to
simulate the modelled filament mechanics coupled to Stokes flow using the derived filament pa-
rameters.
In a laboratory experiment we validate the theoretically found results on duct length and duct
width and discuss the indicated influences of duct wall roughness and duct curvature by count-
ing sperm in the spermathecae after controlled matings. The results are used to propose future
model refinements. We conclude the implications of ourmodel andmethods for research in sperm
competition and sexual selection.
Zusammenfassung
Die Mechanismen, welche den Transfer, die Speicherung und den Einsatz von Spermien bei In-
sekten regulieren, sind alles andere als gru¨ndlich erforscht. Sogar in einem der meist unter-
suchten Systeme fu¨r nachkopulative sexuelle Selektion, in demjenigen der gelben Dungfliege
(Scathophaga stercoraria), ist der Prozess der Spermienu¨bertragung noch nicht vollsta¨ndig bekannt.
Unser Ziel ist, die Stro¨mungsmechanik des Spermienflusses im Reproduktionstrakt von weib-
lichen gelben Dungfliegen zu modellieren, um zu bestimmen, welche Aspekte der weiblichen
Morphologie den Fluss des Ejakulats beeinflussen ko¨nnen.
Wir modellieren den Stro¨mungsfluss in einem La¨ngsschnitt, indem wir Stokes-Gleichungen mit
Finiten Elementen mit einer speziell fu¨r dieses Problem entwickelten Software lo¨sen. Fu¨r dieses
Modell fu¨hrten wir systematische Parameter-Tests durch, um den Einfluss der geometrischen Pa-
rameter wie La¨nge, Weite, Wandbeschaffenheit und Kru¨mmung des Reproduktionstrakts auf die
Bewegung des Ejakulats zu erforschen.
Als ersten Schritt im Modellverfeinerungsprozess realisierten wir die Modellierung von Fa¨den.
Wir verwendeten ein Kugel-Feder-Modell unter Einbezug physikalischer Faden-Parameter,welche
wir in unserer Analyse des Vergleichs zwischen der stationa¨ren Geometrie auf Mikrofotografien
und der Fadengeometrie aus Simulationen in einem geraden Kanal bestimmten. Zur mathema-
tischen Beschreibung pra¨sentieren wir eine problemangepasste Methode, basierend auf der Kop-
pelungsmethode IBM (immersed boundary method) unter Verwendung von Finiten Elementen,
welchewir implementierten, umdiemodellierte Fadenmechanik gekoppelt mit der Stokes Stro¨mung
mit abgeleiteten Faden-Parametern zu simulieren.
In einem Laborexperiment validierten wir die theoretischen Resultate betreffend La¨nge und Bre-
ite des Kanals und untersuchten die angedeuteten Einflu¨sse der Wandbeschaffenheit und der
Kru¨mmung des Kanals. Die Resultate ko¨nnen verwendet werden, um das pra¨sentierte Modell
weiter zu verfeinern und als Anstoss fu¨r eine Vielzahl weiterer Experimente und Forschung in
den Bereichen sperm competition und sexual selection.
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Introduction
Charles Darwin (1859) proposed natural selection as a mechanism to explain the evolution of
traits that promote survival and reproduction. In addition, he outlined a process that he called
sexual selection (Darwin, 1859, 1871), which could account for traits that might seem maladap-
tive in the context of natural selection, but were nevertheless favoured because they provided an
advantage during intrasexual competition for reproductive success. He acknowledged two main
categories of sexual selection: intrasexual selection (often called male-male competition) features
contests between individuals within a sex (usually males) for access to members of the other
sex (usually females), while intersexual selection (often called female choice) arises because mate
choice by members of one sex (usually females) favours certain trait combinations in the other
sex (usually males) (Andersson, 1994). Whereas much of the early research on sexual selection
focused on traits that improve premating performance for both intra- and intersexual selection,
the recognition that sexual selection continues after mating has stimulated much research on the
mechanisms and consequences of sperm competition (the competition between sperm for the fertil-
ization of ova, Parker (1970a) and cryptic female choice (any female-controlled trait or process that
influences the outcome of sperm competition, Eberhard (1996)).
In spite of this research focus, the evolutionary consequences of postcopulatory sexual selection
remain poorly resolved. This is partly because, unlike premating sexual selection, many of the
crucial events are concealed within the reproductive tracts of females and therefore less amenable
to direct observation and manipulation. In addition, postcopulatory sexual selection involves
several individuals (i.e., a female and at least two competing males), each of which may have
multiple interests in the outcome of selection that may or may not be congruent with the interests
of the others. These competing interests interact in complex ways, and there are numerous exam-
ples of manipulative interactions in which behaviours or structures in one individual have come
about in part via manipulation by another individual (Arnqvist and Rowe, 2005; Blanckenhorn
et al., 2007). As a consequence, disentangling the selective basis and functional significance of
traits that may have evolved in the context of postcopulatory sexual selection is difficult, even
in very well studied systems. There is a clear need for studies of the mechanisms mediating the
outcome of reproductive interactions, and for any theoretical work which can clarify the most
productive avenues for such research.
The yellow dung fly (Scathophaga stercoraria) is a model system for research on post-copulatory
sexual selection since the early 1970s (Parker, 1970a,b). Males congregate on dung pats to which
gravid females are attracted for the purpose of oviposition (Parker, 1970b), and compete to cop-
ulate with these females. Although females do not appear to have any significant control over
the identity of their mates at the oviposition resource (Parker, 1970a,b), they do seem to retain
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some degree of control over insemination (Hosken et al., 2001). Females assist sperm movement
from the intromittent organs to the primary site of sperm storage, as evidenced by experiments
featuring female anesthesia (Bernasconi and Hellriegel, 2002) and radiolabelling techniques (Sim-
mons et al., 1999). More intriguingly, females appear to be able to sort sperm in their multiple
sperm storage organs (Bussie`re et al, in review, Demont et al, unpublished) perhaps in order to
manipulate the paternity of their offspring depending on the predicted environmental conditions
larvae will face (Ward, 2000, 2007).
Although there is strong selection on males to achieve insemination success, (Parker, 1970a;
Figure 1: A male yellow dung fly (source: digital-nature-photography.com).
Parker and Simmons, 1991; Simmons and Parker, 1992; Parker and Simmons, 1994; Simmons et al.,
1999), there is nevertheless considerable variation in the relationship betweenmale traits and suc-
cess in paternity (Simmons and Siva-Jothy, 1998). Such variation might be partly attributable to
female adaptations designed to retain control over sperm movement (Hosken et al., 1999; Arthur
et al., 2008). For example, Hosken et al. (1999) have suggested that the convoluted nature of
the spermathecal ducts may serve to restrict sperm movement to the spermathecae and thus as-
sist female control over insemination success. Similarly, the curvature of ducts, acting in concert
with the spermathecal invagination (Hosken and Ward, 2000) may play a prominent role in fe-
male mediated sperm transport by changing the rates of sperm flow in curved ducts relative to
straightened ones. Documenting the role of these putative adaptations for controlling sperm flow
is made difficult both by the small scale of the structures involved and by the potential interac-
tions between males and females that might influence the outcome of sexual interactions.
In Chapter 1we fully derive the Navier-Stokes equations as they govern fluid flow based on a set
of assumptions. We give a complete analysis of parameters and mathematical treatment of these
equations and deduce the problem to solve to simulate sperm flow. Once the governing system
of differential equations is stated, the approach of mixed variational problems and the numerical
method of finite elements are introduced to solve the discretized problem. We implemented cus-
tom the software BioJCFD (Wu¨st, 2009) that implements the derived governing method. We give
an overview of features and programming concepts of this simulation software.
The project in Chapter 2 presents the first approach we made to model the sperm flow of the yel-
low dung fly: we describe fluid flow of a homogeneous fluid in a two-dimensional longitudinal
cross-section of a dung fly duct. Although we model the real situation only roughly, we sharply
deduce a list of assumptions and simplifications that we made compared to the real situation. We
perform systematic parameter tests to find the effect sizes of duct length, duct width, duct wall
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Figure 2: Cross section of a spermathecal duct with sperm filaments (source: Sonja Sbilordo, Zu¨rich).
roughness and duct curvature to the flow rate of the seminal fluid. The results guide to further
model refinements if the present model fails being validated.
As one major model refinement we present the modelling of individual sperm filaments in the
seminal fluid. Since the sperm filaments are thin but very long (about a third of the total duct
length), the effect of individually modelled interacting filaments compared to a homogeneous
compound may play an important role in sperm displacement. We therefore derive the model of
a flexible filament in Chapter 3. The governing forces are motivated and described. A method is
presented to estimate the resistance to stretching and bending given a viscous coefficient.
Chapter 4 presents a method to model the fluid dynamics of a single immersed filament flow-
ing through the spermathecal duct. The filament mechanics are coupled to the flow equations
using the immersed boundary technique. After deducing all the parameters for the simulation,
we approach the question of the influence of the presence of a single filament by repeating the
meaningful tests of Chapter 2.
To control the appropriateness of the computational simulations we present an empirical labora-
tory experiment in Chapter 5. We mate male yellow dung flies with three non-sibling females
each for 20 minutes. Then we measure all morphological parameters and the number of sperm
in each spermathecae. From the distribution of the sperm over the spermathecae tested against
the measured morphology, we get insight in the effect of the parameters in this real situation. We
compare the results to those of Chapter 2, discuss model differences and suggest other putative
mechanisms motivated by the results being candidates for further model refinements. From the
nesting of our design we deduce the effects in a variance component analyze.
The conclusions of Chapter 6 consist of new consolidated findings about the process of sperm dis-
placement in yellow dung flies implied by the computational simulation and its empirical valida-
tion. We discuss advantages and limitations of the approach of using computational mathematics
to model the fluid dynamics of yellow dung fly sperm flow.
Reading guidelines
Since several different scientific fields are part of this project the reader may consider the follow-
ing note. There are mathematical parts and biological parts using their jargon. The goal is not
to present a text that is readable with no precognitions. Besides giving the main ideas in an in-
troduction, in every such part there are references to sources for interested readers from other
fields.
1
Basics and Tools
For a computer-based flow simulation one needs concrete equations that govern the flow. The
procedure is to commit oneself to a set of laws and assumptions, so that the resulting, simplified
fluid flow can entirely be describedwithmathematical equations. We deduce such equations from
physical laws and introduce the mathematical and numerical methods ensuring the existence of
a computational, unique solution for the use in an algorithm realised in the implementation.
1.1 Physical Derivation of the governing Flow Equations
1.1.1 Derivation of the Navier-Stokes Equations
LetΩ ∈ Rd a domain occupied with a fluid. Fluids are divided in liquids and gaseswhere the main
difference considering material properties is their compressibility. The shape of Ωmay depend on
time. On a molecular scale the mass of the material of a fluid is far from being smeared uniformly
over the occupied volume. We shall however suppose that the macroscopic behaviour is the same
as if they were perfectly continuous in structure and quantities as mass and momentum will be
regarded spread uniformely over that volume. This assumption is called continuum hypothesis and
is very common in fluid modelling.
The Material Derivative
Let us consider a single fluid particle in a steady flow field at position x0. This material element
may experience an acceleration through moving to a position where the fluid velocity u is dif-
ferent. Then ∂u/∂t is not the acceleration of that particle at position x0 and time t, because the
particle is at that position only instantaneously.
Considering δt small, we find by Taylor expansion
δu = u (x0 + uδt, t+ δt) = u(x0, t) + δt
(
∂u
∂t
+ (u · ∇)u
)
+ O
(
δt2
)
. (1.1)
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It follows the particle acceleration is composed by a local rate ∂u/∂t and a convective rate (u · ∇) u.
The acceleration of a fluid element at (x, t) is
a(u, t) =
∂u
∂t
+ (u · ∇)u.
Definition 1.
D
Dt
:=
∂
∂t
+ (u · ∇)
is the material derivative.
The Reynolds Transport Theorem
The material derivative is orientated to the material while the local derivative is spatially orien-
tated. One has to distinguish two frames of reference.
Lagrangian specification The Lagrangian specification is thematerial oriented framewheremass
is considered as moving particles. The description of the fluid is always relative to the fluid.
The focus is as sitting on a particle.
Eulerian specification In the Eulerian specification one has a spatially fixed external viewpoint.
The fluid is considered as a spatial distribution of fluid quantities.
In our derivation theory we express the laws in Lagrangian specification. An elegant way to trans-
form these formulations into the Eulerian frame is given by the Reynolds Transport Theorem:
Theorem 1. Let Ω(t) be an arbitrary fluid material volume and F (x, t) a scalar or vector function of
position and time. If ∫
Ω(t)
F (x, t)dΩ
is well-defined, it follows that
D
Dt
∫
Ω(t)
F (x, t)dΩ =
∫
Ω(t)
(
DF
Dt
+ F∇divu
)
dΩ (1.2)
=
∫
Ω(t)
(
∂F
∂t
+ div(uF )
)
dΩ. (1.3)
Proof. Let define the map from the domain in the Eulerian frame Ω0 to the Lagrangian domain
Ω(t). J is the functional determinant of the map. Transforming the left hand side of (1.2) we get
D
Dt
∫
Ω(t)
F (x, t)dΩ =
∫
Ω0
D
Dt
(FJ)dΩ0
After using the product rule we transform the sum back∫
Ω0
D
Dt
(FJ)dΩ0 =
∫
Ω0
(
DF
Dt
J + F
DJ
Dt
)
dΩ0
=
∫
Ω0
(
DF
Dt
+ Fdivu
)
JdΩ0
=
∫
Ω(t)
(
DF
Dt
+ Fdivu
)
dΩt.
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This proves the first part. The second equation we proof by using the definition of the material
derivative and the divergence theorem∫
Ω(t)
(
DF
Dt
+ Fdivu
)
dΩt =
∫
Ω(t)
(
∂F
∂t
+ u · ∇F + Fdivu
)
dΩt
=
∫
Ω(t)
(
∂F
∂t
+ div(uF )
)
dΩ.
The Conservation of Mass
Consider a closed surface A (fixed in position) which encloses a volume Ω entirely occupied by a
fluid. In absence of fluid sources the mass of the fluid is conserved. This can be expressed by
d
dt
∫
Ω
ρdΩ = −
∫
A
ρu · ndA, (1.4)
where ρ = ρ(x, t) is the fluid density and n the unit outward normal. The left hand side of (1.4)
describes the change of the mass of enclosed fluid by A. The right hand side of (1.4) is the negative
net rate at which mass is flowing out across A. This two quantities have to be equal in order to
conserve mass. We transform (1.4) to a simpler equation. For the left hand side we use the chain
rule to find
d
dt
∫
Ω
ρdΩ =
∂
∂t
∫
Ω
ρdΩ +
∂
∂x
∫
ρdΩ
∂x
∂t
=
∫
Ω
∂
∂t
ρdΩ.
In the last step we used that the Volume Ω is fixed in time. We apply the Gauss Theorem on the
right hand side and get ∫
Ω
∂
∂t
ρdΩ = −
∫
div(ρu)dΩ
and hence Ω was arbitrary
∂ρ
∂t
+ div(ρu) = 0. (1.5)
Equation (1.5) is known as continuity equation or mass-conservation equation.
If the density of a fluid is constant it is call incompressible. The continuity equation then simplifies
to
div(u) = 0.
Under usual conditions liquids are in general incompressible. Gas flows are usually compressible
but at low speeds assuming incompressibility can yield a good approximation.
The Conservation of Momentum
Newtons second law formulates that the change of momentum is equal to the sum of applied
forces. We can write this as
D
Dt
∫
Ω
ρudx = FV + FS , (1.6)
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where FV denotes the volume forces and FS the surface forces acting on the fluid.
Volume forces such as gravity are proportional to the fluid density and can be described as
FV =
∫
Ω
ρfV dx.
Surface forces act on surfaces and are proportional to the surface area. The force on the surface
is composed to a product of the so called stress tensor σ ∈ Rd×d and the unit outward normal n.
With the Gauss Theorem we find
FS =
∫
Ω
fSdx =
∫
Ω
τndx
=
∫
Ω
div(τ)dx. (1.7)
The stress tensor σ contains an isotropic part −pI , where p is the hydrostatic pressure, and a
viscous part τ given by
τ = λdiv(u)I + 2µD(u),
where λ := − 23µ is the bulk viscosity, µ the dynamic viscosity andD(u) :=
1
2
(
∇u+∇uT
)
the rate of
strain tensor. For the stress tensor we get
σ = −pI + λdiv(u)I + 2µD(u).
Fluids that fit the approach of linear stress-strain dependence assumed in (1.1.1) are called New-
tonian fluids. Gases and low molecular-weight liquids are Newtonian fluids.
For replacing the stress tensor in (1.7) we must compute divergence of the stress tensor.
σij = −pδij + λdiv(u)δij + 2µ
[
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)]
∂σij
∂xj
= −
∂p
∂xj
δij + λ
∂div(u)
∂xj
δij + 2µ
[
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)]
(div(σ))i = −
∂p
∂xj
+ λ
∂div(u)
∂xj
+ µ△ui + µ
∂div(u)
∂xi
.
Replacing λ and using vector notation yields the following expression
div(σ) = −∇p+
µ
3
∇div(u) + µ△u.
In order to simplify the left hand side of (1.6), we introduce a differentiated form. Using the
Transport Theorem we get
D
Dt
∫
Ω
ρudΩ =
∫
Ω
D(ρu)
Dt
+ (ρu)div(u)dΩ
=
∫
Ω
Dρ
Dt
u+ ρ
Du
Dt
+ (ρu)div(u)dΩ
=
∫
Ω
−(ρu)div(u) + ρ
Du
Dt
+ (ρu)div(u)dΩ
=
∫
Ω
ρ
Du
Dt
.
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The differentiated form of Equation (1.6) is thus
ρ
Du
Dt
= ρfV −∇p+
µ
3
∇div(u) + µ△u. (1.8)
This is the conservation of momentum equation. An alternative form is obtained by dividing by ρ
and introducing the kinematic viscosity ν := µ/ρ
Du
Dt
= fV −
1
ρ
∇p+
ν
3
∇div(u) + ν△u. (1.9)
In the incompressible case the density is no longer an unknown and the system is complete by
d+ 1 equations and d+ 1 unknowns. In the compressible case we have one additional unknown.
Therefore another conservation constraint is required. We will use the incompressible equations
so we give the remaining conservation law only as a result. For a complete derivation see Baccetti
et al. (1970).
The Conservation of Energy
The conservation of energy is governed by
ρcp
DT
Dt
= βT
Dp
Dt
+ ψ + div(k∇T ) + ρq, (1.10)
where
cp is the specific heat at constant pressure,
T (x, t) the temperature,
β the volume thermal expansion coefficient,
ψ the dissipation,
k the heat conduction coefficient,
q the internal heat production.
Using T (x, t)we have another unknown. To balance the system we assume the law of perfect gas
p = p(ρ, T ) = ρRT. (1.11)
The compressible Navier-Stokes Equations
The complete system of the compressible Navier-Stokes equations are given by
∂ρ
∂t
+ div(ρu) = 0
ρ
Du
Dt
= ρfV −∇p+
µ
3
∇div(u) + µ△u
ρcp
DT
Dt
= βT
Dp
Dt
+ ψ + div(k∇T ) + ρq
p = p(ρ, T ) = ρRT,
where the unknowns are
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u(x, t) velocity
p(x, t) pressure
ρ(x, t) density
T temperature
To make it a mathematically well-posed problem we add canonical boundary conditions
u = 0
T = Tb
on ∂Ω,
and initial conditions
ρ(0) = ρ0
u(0) = u0
T (0) = T0
in ∂Ω.
Beside the use of the standard type of boundary and initial conditions, this is the general form of
the compressible Navier-Stokes equations. From this general formulation multiple special cases
can be derived. We shortly discuss the stationary case and the inviscid case and set our focus on
the incompressible case which we use in further model descriptions.
The criterion whether a problem is time-dependent or stationary is mostly a question of the spec-
ification. Modelling a ship driving in the ocean at constant speed can either be described from
the shore as time-dependant (Eulerian specification) or from the boat as a stationary problem (La-
grangian specification). However to solve a time-dependent problem one requires much more
mathematical methodology.
The inviscid case leads to a first order PDE called Euler equations. Its steady, incompressible case
leads to potential flow u = ∇Ψ and the problem is reduced to the Laplace problem△u = 0.
The incompressible Navier-Stokes Equations
If we assume the density to be constant the equations reduce to
div(u) = 0 (1.12)
ρ
Du
Dt
= ρfV −∇p+ µ△u, (1.13)
where the unknowns are
u(x, t) velocity
p(x, t) pressure
.
Again we add suitable boundary conditions
u = 0 on ∂Ω,
and initial conditions
u(0) = u0 in ∂Ω.
Since the density is constant and known, we do not need the energy conservation constraint. The
energy equation decouples and can be solved separately if needed. The energy is, as typically for
viscous flows, monotonically decreasing due the friction loss due to viscosity.
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Dividing (1.13) by the fluid density ρ and replacing the material derivative, we can rewrite the
Navier-Stokes equations to another common form:
∂u
∂t
− ν△u+ (u · ∇)u +
1
ρ
∇p = f. (1.14)
Before we derive the custom equations for our fly model system, we describe the involved pa-
rameters in detail. For the simulations we require concrete values for all fluid property quantities.
This is the interface between the mathematical model and the application.
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1.1.2 Physical Quantities in the Navier-Stokes Equations
In this sectionwe describe all quantities appearing in the incompressible Navier-Stokes equations.
As derived in the previous section, incompressible fluid flow is described by
∂u
∂t
− ν△u + (u · ∇)u +
1
ρ
∇p = f in Ω (1.15)
div u = 0 in Ω.
We group the quantities appearing in (1.15) into initial quantities required to start the simulation
and unknown quantities that result as the solution of the problem from the simulation.
Initial Quantities
symbol name SI unit common units description
µ dynamic viscosity kg/(m · s) 1 poise := 1 g/(cm · s) The (dynamic) viscosity can
be thought of as an internal
friction.
ν kinematic viscosity m2/s 1 stokes := 1 cm2/s ν is the viscosity relative to
the density (ν = µ/ρ).
ρ density kg/m3 1 kg/l = 1 g/cm3 The density is the mass per
volume ratio.
f forces m · kg/s2 1 N := 1m · kg/s2 f denotes all the forces act-
ing on the fluid. Typical
forces are gravity or electro-
magnetic forces.
vinflow inflow velocity m/s The inflow is given as a vec-
tor field defining direction
and length of the velocity
on the specified parts of the
boundary.
vinitial initial velocity m/s This is the velocity field on
the complete domain at time
t = 0.
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Unknown Quantities
symbol name SI unit common units description
u(x, t) velocity m/s The velocity is one part of the solution of
(1.15). It denotes the velocity (as a vector) de-
pending on the position and the time.
p(x, t) pressure kg/(m · s2) 1Pa := 1N/m2 The pressure is the other part of a solution of
(1.15). The pressure is a scalar value depend-
ing on position and time.
The main task of the simulation software is to solve a problem of the form
Problem 1. Given a set of initial conditions (involving initial quantities) and boundary conditions, find a
solution (u(x, t), p(x, t)) of system (1.15).
Initial and boundary conditions will be described in detail in Section 1.2. Before we complete the
formulation of the problem by introducing the mathematical model, we give an overview to flow
characteristics from the fluid dynamics point of view and its connection to the derived equations.
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1.1.3 Flow Characterisation
The difference of the flow behaviour of two systems (e.g. water flow and honey flow while stir-
ring in a cup) has a big influence on the mathematical and numerical models to be used. Therefore
it is important to have a precise knowledge of the Reynolds number, a flow characterisation pa-
rameter that we introduce in this section. The viscosity is one of its determining factors.
Viscosity
Imagine two plates and a fluid between them. Moving the upper plate, a shear stress is exerted on
the fluid. Viscosity is ameasure of the resistance of a fluid which is being deformed by such stress.
Viscosity can be viewed as the thickness of a fluid or the fluid friction describing the resistance of
a fluid to flow. Where air, gases and water are thin, having a low viscosity, motor oil, ketchup and
honey are very thick, viscous fluids.
Example 1. Knowing the dynamic viscosity and the density of water at 20 degrees, we get
νwater =
µwater
ρwater
≈
1 centiPoise
1 g/ml
=
0.01 g/cm · s
1 g/cm3
= 0.01 cm2/s = 0.01 stokes.
The following fluids are more viscous than water:
νolive oil ≈
81 centiPoise
0.9 g/ml
= 0.9 stokes,
νhoney ≈
1000 Poise
1.4 g/ml
= 714 stokes,
νrt ≈
10 centiPoise
1 g/ml
= 0.1 stokes,
where νrt denotes the viscosity of the seminal fluid in the reproductive tract of the female yellow dung fly
(which we model later).
The Reynolds Number
Definition 2. The Reynolds-Number is defined as
Re =
L · U
ν
, (1.16)
where ν is the kinematic viscosity of the fluid, L is a characteristic length and U a characteristic velocity of
the system. One common chioce for U is the average inflow velocity. The representation of the characteristic
length L is not so obvious. A common choice is the average diameter of the flow domain.
It follows that the Reynolds number has no dimension. Viscosity is reciprocally proportional to
the Reynolds number: Flow at high Reynolds numbers mean low viscosity. Very viscous fluids
lead (in the same system) to flows at low Reynolds numbers. Moreover, the Reynolds number
denotes an objective value for the flow behaviour of a system. Whenever two systems have same
Reynolds numbers the flow behaviour is exactly the same. There is a bound that divides the
flow behaviour in two characteristic flow types: At bigger Reynolds numbers, we have to deal
with chaotic, stochastic property changes and vortices (turbulent flow), where at lower Reynolds
numbers we the fluid flows in parallel layers (laminar flow). For pipe flow as discussed in this
thesis, this bound is known to be approximately 2300.
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Example 2. Imagine we have water flowing through a pipe with diameter 10 cm at a speed of 1 cm/s.
Now we are putting an obstacle into the pipe. The Reynolds number of this system is
Re =
L · U
ν
=
10 cm · 1 cm/s
0.01 stokes
=
10 cm · 1 cm/s
1 cm2/s
= 0.1. (1.17)
We conclude that this flow is strongly laminar and we do not expect any vortices in our pipe. Suppose
we are interested in creating a system with exactly the same flow behaviour but with olive oil flowing
through the pipe. What changes lead to the same Reynolds number? Freezing the Reynolds number at 0.1
and raising the viscosity from 0.01 stokes (water) to 0.9 stokes (olive oil), we have two choices: Either we
increase the diameter of the pipe (and the obstacle) by the factor 90 to 9 m, or increasing the speed of the
fluid by factor 90 to 90 cm/s. On the other hand letting the fluid be the same in two different pipes, one as
described above and one say with diameter 1 µm, the flow behaviour is totally different, since the Reynolds
numbers are different.
Finally we get back to the water calculation example (1.17). Where can water flow to be expected more
chaotic, in a small or in a big system? Can flowing water ever get turbulent? We make the calculation for
a really big ship in a channel (where one can observe vortices). This flow is highly turbulent:
Re =
L · U
ν
=
50m · 10m/s
0.01 stokes
=
50000 cm · 10000 cm/s
1 cm2/s
= 5 · 108. (1.18)
Parameters of the Fly Model System
For a homogeneous representation of the fluid we present the estimated parameters in this sec-
tion. For details on how we found them see Section (2.3). The parameters for the filaments simu-
lations are presented in Chapter 3.
Model parameter Estimated quantity
density (ρ) 1 g/cm3
dynamic viscosity (µ) 0.1 poise
kinematic viscosity (ν) 107 µm2/s
inflow velocity (U ) 2 µm/s
Table 1.1: Estimated physical quantities for dung fly seminal fluid. The values are either deduced from other species
or approximated by measurements described in Chapter 2
According to the definition (1.16) we get for the Reynolds-number
Re =
L · U
ν
=
13.5 · 2
107
≈ 10−6. (1.19)
The fact that the Reynolds-number is that small simplifies the mathematical modelling of the
sperm flow. To see this, the equations are scaled to be non-dimensional. In the next section we
follow that steps to find the governing equations for dung fly sperm flow.
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1.2 Mathematical Model
Stating a mathematical problem means to choose the governing equations in a suitable form,
equip them with boundary and initial conditions and find the proper function spaces for the so-
lution making the problem uniquely solvable. Our aim is to end up with a mathematical problem
that describes the flow of the seminal fluid.
1.2.1 Nondimensionalization
In order to simplify, we transform the derived equation system to a nondimensional form. We
introduce dimensionless reference values according to characteristic problem quantities:
x = Lx˜
u = Uu˜
t =
L
U
t˜
ρ = ρrρ˜
p = ρrU
2p˜.
Replacing the original variables in (1.13), we get
∂Uu˜
∂t˜
− ν△xUu˜ + (Uu˜ · ∇)Uu˜ +
1
ρ
∇x(ρrU
2p˜) = f
⇔ U
∂u˜
∂t˜
∂t˜
∂t
− Uν△x˜u˜
(
∂x˜
∂x
)2
+ U2(x˜ · ∇)u˜
∂x˜
∂x
+
ρrU
2
ρ
∇x˜p˜
∂x˜
∂x
= f
⇔
U2
L
u˜t˜ −
νU
L2
△x˜u˜ +
U2
L
(x˜ · ∇)u˜ +
U2
Lρ˜
∇x˜p˜ = f.
Multplying with
L
U2
yields
u˜t˜ −
ν
LU
△x˜u˜+ (x˜ · ∇)u˜+
1
ρ˜
∇x˜p˜ =
L
U2
f.
Finally defining f˜ :=
L
U2
f , using Re =
LU
µ
and dropping the tilde symbols we get the dimen-
sionless form of equation (1.15)
ut −
1
Re
△u+ (u · ∇)u+
1
ρ
∇p = f. (1.20)
The dimensionless form of the Navier-Stokes equations has advantages when the given quantites
are of different order. Numerically this prohibits problems due to bad condition numbers of the
mass matrix.
Now we apply the knowledge of the parameter values from Table 2.1 to simplify the concrete
system for the case of the seminal fluid.
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Governing Equations of the Dung Fly Model
Multiplying equation (1.20) with the Reynolds number we get
Re (ut + (u · ∇)u)−△u+
Re
ρ
∇p = Re f.
Scaling f and p with the Reynolds number is straightforward. Since th convective term (u · ∇)u
and the time derivative ut are scaled by Re but the diffusion term △u is not, there is a different
order of the size of Re. Now in our case the Reynolds number is 10−6. In such a case the effect of
the convective term is neglectabe and we get the time-dependant linear Stokes equations
Re ut −△u+∇p˜ = f˜ .
The term Re ut can also be neglected. The flow cannot capture the changes of the right hand side
in a manner that inertia can play a role, especially because there are no high frequent changes
to be expected in the function f = f(t). Hence we get the inertia-less time-independent Stokes
equations
−△u+∇p˜ = f˜ (1.21)
divu = 0.
To state the mathematical problem we need boundary conditions. Since the problem is no longer
time-dependant, we do not need initial conditions.
The derived equations need to be equipped with boundary condition that suit the situation of
seminal fluid flowing through a spermathecal duct. Therefore we divide the boundary Γ in three
distinct parts:
• an inflow boundary part Γin where the fluid enters the domain
• an outflow boundary part Γout where the fluid exits the domain
• a wall boundary part Γwall where the fluid can neither enter nor exit
We introduce mathematical criterions for these conditions: Every solution (u, p) has to fulfill
u = uin on Γin (1.22)
(∇u − p) · n = 0 on Γout (1.23)
u = 0 on Γwall. (1.24)
For the inflow (1.22) we give a function uin = uin(x), x ∈ Γin determining the inflow velocity.
The outflowing fluid has no component parallel to the outflow edge (1.23). This condition is the
“natural” outflow boundary condition and has shown to be well-suited for such problems (e.g.
Turek (1994)). At the wall boundary the fluid cannot move. This restriction (1.24) is called the
homogeneous Dirichlet boundary condition.
Let Ω be the domain of the spermathecal duct. We transform the problem to have only two
different boundary conditions. Γin and Γwall are Dirichlet type boundary condition. We therefore
set ΓD := Γin ∪ Γwall. The outflow boundary will be denotes by ΓN since it is a Neumann type
boundary. Let u0 be a function onΩ that fulfills the inflow condition on Γin and the wall condition
on Γwall. Then the problem changes to:
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Problem 2. Find (u˜, p) ∈
(
C2(Ω) ∩ C0(Ω¯) ∩ C1(Ω ∪ ΓN),C1(Ω) ∩ C0(Ω ∪ ΓN)
)
such that
−△u˜+∇p = f +△u0 in Ω (1.25)
div u˜ = div u0 in Ω
u˜ = 0 on ΓD (1.26)
(∇u˜− p) · n = 0 on ΓN . (1.27)
Since in general it is not possible to analytically find a solution of this equations in this continuous
form, we introduce the framework of mixed variational problems (Girault and Raviart (1979)) to
handle Problem 2.
1.2.2 The Abstract Variational Problem
LetX andM be real Hilbert spaces with continuous bilinear forms
a : X ×X → R and b : X ×M → R
and norms
‖a‖ := sup
06=u,v∈X
a(u, v)
‖u‖X‖v‖X
and ‖b‖ := sup
06=u∈X,06=p∈M
b(u, p)
‖u‖X‖p‖M
.
With the corresponding dual spaces X’ andM’ we can formulate the following mixed formulation
problem
Problem 3. Given f ∈ X ′ and g ∈M ′, find (x, p) ∈ X ×M such that
a(u, v) +b(v, p) =< f, v > ∀v ∈ X
b(u, q) =< g, q > ∀q ∈M.
Theorem 2 states a criterion for the existence and uniqueness of a solution to this variational
problem (Girault and Raviart (1979)).
Theorem 2. Let X and M be real Hilbert spaces, a : X × X → R and b : X ×M → R continuous
bilinear forms with the following properties:
• a is coercive, i.e. there is a constant α > 0 such that
a(u, u) ≥ α‖u‖2 ∀u ∈ X
• b fulfills the inf-sup condition
inf
06=p∈M
sup
06=u∈X
b(u, p)
‖u‖X‖p‖M
≥ β > 0
Then the general mixed formulation Problem 3 has a unique solution (u, p) ∈ X ×M and
‖u‖X + ‖p‖M ≤ C‖f‖X′ ,
where C is a constant depending only on α, β and ‖a‖.
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1.2.3 The Weak Stokes Problem
Let Wmp (Ω) denote the Sobolev space of L
p-functions with weak derivatives up to order m ∈
N∪ {0} in Lp(Ω), p ∈ N∪ {∞}. For the case p = 2, these spaces are Hilbert spaces and denoted by
Hm(Ω). Then we introduce the notation∥∥·∥∥
m,p,Ω
(∣∣·∣∣
m,p,Ω
)
for the norm (seminorm) in Wmp (Ω),∥∥·∥∥
m,Ω
(∣∣·∣∣
m,Ω
)
for the norm (seminorm) in Hm(Ω),
and 〈·, ·〉m,Ω for the scalar product in H
m(Ω).
The Sobolev space that contains the velocity fields of Stokes flows with homogeneous Dirichlet
boundary condition is denoted by
H1D(Ω) :=
{
u ∈ H1(Ω) : u|∂Ω = 0
}
.
The pressure space is L2(Ω). For a given right-hand side f ∈ H−1(Ω) := (H1D(Ω))
′, the weak
formulation of (1.21) reads:
Problem 4. Find (u, p) ∈ H1D(Ω)× L
2(Ω) such that
a(u, v) +b(v, p) =< f, v > ∀v ∈ H1D(Ω)
b(u, q) =< g, q > ∀q ∈ L2(Ω).
(1.28)
with bilinear forms
a : H1(Ω)×H1(Ω)→ R, a(u, v) :=
∫
Ω
∇u : ∇v
b : H1(Ω)× L2(Ω)→ R, b(v, q) :=
∫
Ω q divv.
Both bilinear forms are continuous and, due to Korn’s inequality, the bilinear form a is coercive
with respect toH1D(Ω), i.e., there exists α > 0 such that
a(u, u) ≥ α
∥∥u∥∥2
1,Ω
∀u ∈ H1D(Ω). (1.29)
The coercivity constant α depends only on the diameter of Ω. The bilinear form b fulfills the inf-
sup condition (Girault and Raviart, 1979, Lemma 3.2). Applying Theorem 2we have the existence
of a unique weak solution of the problem (1.28).
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1.3 Numerical Method
Although we know that an unique solution of the variational problem exists does not imply that
it is easy to find. The solution of most differential equations, especially those that model real pro-
cesses, cannot be found analytically (e.g. Problem 2). Due to that fact a lot of numerical methods
came up on how to find an approximation of the the unique solution. The currently most com-
monmethod for such a problem is the finite element method (FEM). The are several other techniques
such as the finite difference methods (FDM), finite volume methods (FVM) or spectral Galerkin
methods. One of the key advantages of finite element methods is the flexibility with the domain
(unstructuredmeshes, adaptive refinement). We present the methods base, the variational formu-
lation followed by the discretization of the equation using finite dimensional function subspaces.
For further details of the method see Girault and Raviart (1979). Then we introduce the mini
element completing the method description which is then ready to be implemented.
1.3.1 Abstract Approximation
We state the abstract mixed variational problem:
Problem 5. Given f ∈ X ′, find (x, p) ∈ X ×M such that
a(u, v) +b(v, p) =< f, v > ∀v ∈ X
b(u, q) = 0 ∀q ∈M.
(1.30)
with real Hilbert spaces X andM and the abstract bilinear forms a and b.
The concept of abstract approximation using a Galerkin method is based on choosing finite dimen-
sional subspaces Xh and Mh. We always are in the conforming case, meaning that Xh ⊂ X and
Mh ⊂ M holds. To cover the general case, let X be a real Hilbert space containing X and Xh, and
Mh a subspace of M. Under the assumption that the bilinear forms are extendable to X , we can
formulate the discrete problem. Given f ∈ X ′ and g ∈ M′, find (x, p) ∈ Xh ×Mh such that
a(uH , vH) +b(vH , pH) =< f, vH > ∀vH ∈ XH
b(uH , qH) =< g, qH > ∀qH ∈MH .
(1.31)
The coercivity property of a is inherited directly from the continuous to the discrete case. The inf-
sup property of Theorem 2 is not transferable from continuous to discrete. But for the existence
and uniqueness of the solution, an analogous result of Theorem 2 can be proven:
Theorem 3. Let X and M be real Hilbert spaces with discrete subspaces Xh ⊂ X and Mh ⊂ M ,
a : X ×X → R and b : X ×M → R continuous bilinear forms with the following properties:
• a is coercive onXh
• b fulfills the discrete inf-sup condition: there is a constant β˜ > 0 which does not depend on h such
that
inf
06=ph∈Mh
sup
06=uh∈Xh
b(uh, ph)
‖uh‖Xh‖ph‖Mh
≥ β > 0.
Then the discrete mixed variational problem (1.31) has a unique solution (uh, ph) ∈ Xh ×Mh. As h goes
to zero, the discrete solution converges to the continuous solution.
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Since now we have finite dimensional spaces, we can formulate the equations in (1.31) as an
equation system. Let (vi)
dimXh
i=1 be a basis of Xh and (qi)
dimMh
i=1 a basis of Mh. Using the basis
representations
u(x) =
dimXh∑
i=1
uivi(x), and p(x) =
dimMh∑
i=1
piqi(x)
we get the system [
A B
BT 0
] [
u
p
]
=
[
f
g
]
(1.32)
where
A = (ai,j)i,j = (a(vi, vj))i,j = ∈ R
dimXh×dimXh
B = (bi,j)i,j = (b(vi, qj))i,j = ∈ R
dimXh×dimMh
f = (fi)i =
(∫
Ω
〈f, vi〉
)
i
= ∈ RdimXh
g = (gi)i =
(∫
Ω
〈g, qi〉
)
i
= ∈ RdimMh .
We reduced the Stokes problem to solving a linear equation system which is uniquely solvable
under the assumption of Theorem 3. The core of the numerical method is the choice of the discrete
spaces Xh and Mh. For several reasons we restrict the description and the simulations to two
dimensions (see Section 2.6 for more details).
1.3.2 Two-dimensional Finite Element Approximation
Straightforward finite dimensional subspaces for X and M are the spaces of piecewise polyno-
mials. A great advantage of this choice is that the basis function have only a local support, i.e.
the matrix of the linear system (1.32) has a sparse structure and only order dimXh + dimMh en-
tries. For problems with many unknowns, matrices with mostly non-zero entries (dense matrices)
cause problems due to big amounts of required storage. Additionally direct solvers using matrix
decomposition techniques perform much faster for sparse matrices.
To define those linear spaces we subdivide the computational domain in a finite number of el-
ements. We limit ourselves to triangles as elements as it is the most common choice. Under
the assumption that Ω is a polygonal domain, let Th := {τi, 1 ≤ i ≤ n} be a triangulation, i.e. a
subdivision of Ω into closed triangles such that
Ω¯ =
⋃
τ∈Th
τ, and h := max
τ∈Th
diam(T ), (1.33)
where two different triangles are either disjoint, have one common edge or one common node.
Additionally we define Θh as the set of nodes of the triangulation Th.
To avoid numerical instability, we have to exclude the case where any triangles have very small
angles. Let Bτ be the largest ball contained in τ . Then the triangulation is called shape-regular if
there exists a constant ρ > 0 such that
ρτ :=
diam(Bτ )
diam T
≥ ρ ∀τ ∈ T , ∀h > 0.
We define the finite element space on such grids.
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Figure 1.1: An example of a coarse finite element mesh discretizing a channel with rough boundary. Since there are
no extreme angles, the shape-regularity (1.33) is fulfilled.
1.3.3 The Mini Element
There are many ways to apply the concept of finite elements to the Stokes equations. The Mini
Element (Brezzi and Fortin (1991)) is a common, standard chioce. It uses continuous piecewise
affine functions for velocity components and for the pressure, elements of
STh :=
{
v ∈ C0Ω¯|∀τ ∈ Th : v|τ ∈ P1
}
.
Now we introduce a basis to this space, the so called hat functions (Fig. 1.2) as
ΦTh := {φz|z ∈ Θh} , where φz(x) =
{
1, if x = z
0, if x 6= z
}
, x ∈ Θh.
To fulfill the inf-sup conditions, the velocity space is enriched by bubble functions (Fig. 1.2) defined
for each triangle τ as
bτ := 27
∏
z∈N(τ)
φz ,
whereN(τ) is the set of three nodes of τ . Outside of τ bτ is zero. DefiningBTh := span {bτ : τ ∈ Th}
the mini element space on Th is defined by(
XminiTh
)2
×MminiTh := (STh ⊕BTh)× STh .
The homogeneous Dirichlet boundary conditions are easily imposed by removing the hat func-
tions corresponding to the nodes on the Dirichlet boundary segments. With the set of Dirichlet
boundary nodes defined as Θ∂Ωh the space then becomes(
Xmini,DTh
)2
×MminiTh :=
({
v ∈ STh |v(x) = 0, x ∈ Θ
∂Ω
h
}
⊕BTh
)
× STh .
A convergence result is presented in Girault and Raviart (1986): Assuming the existence of the
continuous solution (u, p) ∈ H2(Ω) × H1(Ω), the method is convergent of order one. The error
can be estimated by
‖u− uh‖1,Ω + ‖p− ph‖0,Ω ≤ Ch (|u|2,Ω + |p|1,Ω) ,
where the constant C > 0 neither depends on h, u nor p.
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Figure 1.2: The three hat functions and the bubble function for the unit triangle.
We have now fully described the numerical method to be used to find a solution of Problem 5,
as being an approximation of the solution of Problem 2. Accordingly we implemented the finite
element method for our model-specific Stokes equations using mini elements. We outline a few
aspects one typically has to consider for the implementation.
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1.3.4 Implementation of the Numerical Method
There exist several objectives when implementing a numerical method. The first task is the selec-
tion of the method. If there aremultiple applicable methods for a problem, the selection criterions
usually are
Efficiency Efficiency is the combination of accuracy (how accurate is the computed solution) and
speed (howmuch time is consumed by the performedmethod) of a method. In other words,
the time amethod requires to calculate a solution that has an error lower than a given bound
is an efficiency measure.
Fitting the concrete problem Different methods have different advantages and therefore they
suit better for a certain subset of problems they should be preferred for.
Implementational cost Complex methods take more time to be implemented.
Once one has choosen the method, every modular subproblem should be implemented consider-
ing the following criterions.
Fast algorithms Better approximations in general require a higher computational cost, e.g. a
larger equation system has to be solved. Therefore, especially for parts of the algorithm that
consume most of the simulation time, choosing efficient routines in inevitable.
Efficient program structure The architecture, as how loops are constructed or at which hierarchi-
cal level objects are created has also an influence on the simulation time and the consumed
memory (this may depend on the programming language).
Computational accuracy Beside the compuational error that arises in a numerical calculation on
a computer (machine precision), the numerical submethods (e.g. numerical integration)
have to be chosen properly: simple methods lead to inaccurate results where complex meth-
ods are very costly.
Validity of the code To ensure that there are no mistakes in the implementation, the code must
be validated. This is done by stating model problems which are constructed artificially in a
way that the exact solution is known in advance.
We refer to these criterions in the following section, where we present some concepts of the im-
plementation.
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1.4 Bio-JCFD: A Software to simulate the Fluid Dynamics
of the derived Model
1.4.1 Introduction
We created a program that is adapted for the biological application of dung fly sperm flow simu-
lation (Wu¨st (2009)). It is written in Java and provides several interfaces to Matlab. The tests were
performed on a SunFire 6800 with 32 CPUs and 144 GB RAM using shared memory paralleliza-
tion.
Currently there exists big variety of free and commercial finite element software. Our intention
to write the whole code on our own was to be able to have an easy extendable and customizable
software. Changing bits even in most detailed parts is often hardly possible in adopted code. As
soon as it comes to a method that affects certain parts of the existing algorithm it is very com-
fortable to have self-written code. However, there are highly optimized components in existing
software impossible to implement in a moderate time frame. Therefore we included two black-
box algorithms for handling the grid refinement, Triangle (Shewchuk, 1996, 2002) and for solving
the equation system, PARDISO (Schenk and Ga¨rtner, 2004, 2006). These parts are not affected by
different problems differently. This chapter mainly consists of two parts: A description of the
features and an insight in the implementation of the software.
1.4.2 Feature Overview
The software provides two different front-ends for the user. The graphical user interface (GUI) front
end is a fully interactive window interface. From drawing the domain to finding the solution, the
whole process is visualized on panels. Input and output interfaces are provided in dialogs. The
console front-end is a slim way of running the software without a graphical interface. The program
is controlled by parameter values that are entered by the user when starting the program in the
console. One advantage of the console version is that one avoids the cost of drawing detailed
grids and solutions. The parameter test series containing multiple flow simulations were run by
scripts calling several instances of the console version program. An example is provided in the
end of Section 1.4.2).
Those two front ends can be used in combination: One can draw a duct in the GUI version and
then calculate a solution on a fine grid with the console front end to avoid additional computa-
tional cost. The concept of the two front ends are presented in detail in this section.
GUI front-end features
The graphical user interface provides three tabs at the bottom of the application window where
one can switch between three panels. Every panel represents a stage of calculating the flow
through a custom domain.
Draw a Skeleton Create a Grid Solve / Visualize
Following this routine the data can easily be sent to the next panel. On the other hand, input and
output routines make each part (panel) independent of the main routine.
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GUI Panels: The Skeleton Editor
The Skeleton Editor is a panel to create and edit Skeleton objects. The main control working with
the editor is done using either the Top-IconPanel or the MenuBar. We group the actions in three
subgroups: file handling, image handling and mode selection/use.
File handling provides a special data type (*.wf) that stores all details on image positioning and
Figure 1.3: The Skeleton Editor. The drawing area contains an example of a traced image. The duct skeleton is
modelled as a set of nodes with circles representing the duct diameter at that node.
drawn skeletons. Image files of the type JPG, JPEG, GIF or PNG can be inserted. The image will
be attached to the background in its original resolution. There is a feature to lock the image to the
background meaning that view changes as dragging and zooming will also affect the image and
it will be moved and resized same as the background.
There are two working modes.
• In the Freehand Mode one can draw a skeleton by holding down the CTRL-key on the key-
board (the cross should turn green) and clicking into the drawing area. The whole feature
panel (except the new branch button) is not available in this mode. When pressing the mouse
button one can already adjust the diameter by dragging the mouse up and down.
• The Edit Mode is to edit the created skeletons. Beside the features in the panel on the left,
one can mark nodes (CTRL + left click), drag nodes (CTRL + left click on a node and drag),
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drag the drawing panel (CTRL + left click on the background and drag) and zoom in and
out (CTRL + right click on the background and drag up/down). This feature is for accuracy
reasons only available without having an image locked to the background.
When a Skeleton object is drawn it is transformed to a finite element grid in the grid generator
panel. Skeleton objects can be saved and loaded in this panel. Detailed information about the file
formats is given in Section 1.4.3.
GUI Panels: The Grid Generator
Between drawing the skeleton and solving the linear system one can specify the grid creation in
this step. The Grid Generator converts Skeleton objects to Grid objects. Using the main routine,
the Grid Generator is getting the skeleton from the send action of the Editor (or directly using
the save/load dialog of this panel). One can apply a roughness to the boundary and create a
basic grid, refine it and send the grid to the Solver Panel to do the numerical calculation of the
flow. The main control working with the Editor is done again using either the Top-IconPanel or
Figure 1.4: The grid generator panel. The left part shows the duct generated from the skeleton with a rough surface
(microvillosity). The right part shows the grid generated from the duct on the left.
the MenuBar. Data input comes either from the editor panel as explained in the Editor section of
by loading a Skeleton file (*.skel) or a Poly file (*.poly). While Skeleton files contain ordered node
information divided in branches, Poly files are sets of marked segments (boundary parts). For
details on all file types see Section 1.4.3. Loaded Skeleton objects are instantly converted to Poly
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data (as visualized on the left canvas of Figure 1.4).
We implemented two approaches to model the roughness of the boundary segments (microvil-
losity) shown in the bottom left subpanel: a random roughness or a sine shape roughness. Period
and amplitude can be entered either by a slider or an input dialog. The parts of boundary one
likes to be affected by the roughness can be defined by the color tiles on the Top-IconPanel.
From the Poly data one can generate a Grid object in the right part of this panel (Fig. 1.4). The
grid generation is done by an external code (Triangle, Shewchuk (1996, 2002)) building an un-
structured, conforming mesh that conserves the boundary information. We use a maximal area
restriction to refine the grid. The created finite element grid can then be used for the calculation
in the solver panel by pressing the send button.
GUI Panels: The Solver Panel
The use of this panel is to solve the flow equations on the specified grid with the specified pa-
rameters. We provide direct in- and output routines for grid files. Either one loads a saved grid
or have sent the grid from the Grid Generator panel. Then, after setting up the parameters and
the choice of the solver, the discrete flow problem can be solved. We provide UMPACK (Davis
and Duff, 1997, 1999; Davis, 2004a,b) for local use on any platform and PARDISO (Schenk and
Ga¨rtner, 2004, 2006) for parallel computation on our parallel machine. The assembly subpanel
provides a selection of problems to solve and the usage of a solver for the equation system. The
solution is visualized on the right side of the GUI. For an advanced visualization in Matlab the
data is automatically exported.
For the tests of Chapter 2 we solve a stationary stokes equation with stationary inflow called
BUChannelProblem. For the filament simulations in Chapter 4 we solve a time-dependant stokes
equation with an immersed filament called BUFilamentChannelProblem.
The Poly Drawer Editor
The Poly Drawer panel (Fig. 1.6) is an extension to the editor that can be accessed from the
menubar of the solver panel or as a standalone application. It is used similar to the editor with
the difference that one draws directly Poly objects (the domain boundaries) instead of Skeleton
objects. This is useful to bring up a model problem without creating or editing a text file.
Console Front-end Features
Switches are used to pass parameters to the program. These so called program arguments (Vir-
tual Machine arguments) can be added when starting the console version of the software. The
following examples show their use for several tasks. For large calculations that need a lot of
memory. Therefore on uses the arguments -Xmx and -Xms that determine the heap space allo-
cated when starting the program. The option -cp bin sets the classpath to the directory where the
compiled class files are located, and mathcomp.gui.cfd.JCFD is the name of the class that is respon-
sible for starting the routine with respect to the inserted argument values. After this class name
the switches and their values can be added.
First, we present two easy examples of using the console version and the switches.
 
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Figure 1.5: The solver panel. Left: The finite element grid. Right: The velocity weight of the approximated flow
solution.
Switch Argument Action if not added
-f(sourcePath) Grid/Poly filepath Grid/ Poly to load Quit (must enter)
-r int number of red refinements No refinements
-g - export grid to localGrid.grid No export
-a assembler:assemblerRun assembler config No assembling
-e - print out error calculation No error calc
-x export mode export solution No export
Table 1.2: Switches for the solving routine of the stationary flow problems.
1 java -Xmx1024M -Xms1024M -cp bin mathcomp.gui.cfd.JCFD -fgrids/
square.grid -r10 -g
 
Description: The Console program JCFD is started with allocating 1GB of memory. The grid
square.grid will be loaded and refined 10 times. After refining, the grid will be exported as temp-
Grid.grid
 
1 java -Xmx2G -Xms2G -cp bin mathcomp.gui.cfd.JCFD -fgrids/tempGrid.
grid -aassemble.laplace.LaplaceAssembler -xscalar
 
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Figure 1.6: The Poly Drawer Editor. An interface to directly draw the boundary representation of a domain and
generate a grid with respect to the boundaries and their boundary type indetifier.
Description: JCFD is started allocating 2 GB of memory. The previously exported grid temp-
Grid.gridwill be loaded. Then the system is assembled by the class LaplaceAssembler and adminis-
trated by the standard AssemblerRun class (see Section1.4.6).
To run a whole series of tests we wrote shell scripts with loops over all parameters. For every
single test the output is written into a text file for latter analyses. We give an example of the
boundary roughness tests of the next chapter. Again, the different routines are treated parallel
(different processors work on different parameter tests, where as the solving routine of every test
internally parallelizes additionally.
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 
1 #!/bin/bash
2 #xterm -e ls
3
4 periods=( 6 8 12 )
5 amplitudes=( 0.0 0.5 1.0 1.5 2.0 )
6
7 # grid generation
===================================================
8
9 for per in ${periods[@]}
10 do
11 for amp in ${amplitudes[@]}
12 do
13 if [ -e "grids/k6.75_180.0_${amp}_${per}.grid" ]
14 then
15 echo "grids/k6.75_180.0_${amp}_${per}.grid already exists"
16 else
17 #echo "grids/k6.75_180.0_${amp}_${per}.grid doesnt exists"
18 java -cp bin mathcomp.gui.cfd.JCFD -K${amp}:${per} -D180 -A6
.75
19 fi
20 done
21 done
22
23 sleep 10
24 # multirun ==================================================
25
26 for per in ${periods[@]}
27 do
28 for amp in ${amplitudes[@]}
29 do
30 if [ -e "outCART_${amp}_${per}.txt" ]
31 then
32 echo "outCART_${amp}_${per}.txt already exists"
33 else
34 echo "load grids/k6.75_180.0_${amp}_${per}.grid"
35 java -Xmx2G -Xms2G -cp bin mathcomp.gui.cfd.JCFD -aassemble.
cfd.NSMini_BUCanal:run.NSIteratedAssemblerRun -A6.75 -
fgrids/k6.75_180.0_${amp}_${per}.grid > outCART_${amp}_${
per}.txt &
36 sleep 3
37 fi
38 done
39 done
 
This script runs a whole parameter series consisting of 15 independent program calls. In lines 4
and 5 the parameters ranges are defined. The first part (lines 9-21) creates the finite element grids,
if they do not already exist. The second part (lines 26-39) runs the flow simulations and stores the
solutions in text files.
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1.4.3 Data Types
The program provides input and output routines for three file formats. A centerline represen-
tation of a channel called Skeleton, a boundary representation called Poly data and the finite
element grid representation called Grid. We briefly introduce these three file formats with their
application in the algorithms.
Skeleton Data Type
The class mathcomp.gui.cfd.Skeleton represents a data skeleton containing connected nodes with
a radius. They can contain branchings and multiple branches. Skeleton objects can be created
in the Editor tab of the launchable class mathcomp.gui.cfd.MainCFD EMBED. By convention,
Skeleton files are stored with ending .skel.
 
1 # Num Branches
2 2
3
4 # Branch Nodes
5 5 3
6
7 # Branch 0
8 1.836734693877551 5.918367346938822 17.4
9 11.63265306122449 150.40816326530617 17.4
10 -14.081632653061225 369.5918367346939 17.4 1
11 -185.51020408163265 495.7142857142858 17.4
12 -287.14285714285717 473.6734693877552 17.4
13
14 # Branch 1
15 119.38775510204081 509.1836734693878 15.2
16 198.9795918367347 461.4285714285715 15.2
17 245.51020408163265 305.91836734693885 15.2
 
The example above shows a simple example of a Skeleton file represents a main branch that has
a branching at its third node. The class mathcomp.gui.cfd.Skeleton provides routines to load or
write such files and to use them as Skeleton objects for further calculations.
Poly Data Type
The data type mathcomp.gui.cfd.PolyData contains of a set of nodes and a set of segments given
by two nodes. Additionally every item has an optional parameter to determine its boundary type.
We adopted this data structure from the external grid refinement tool Triangle (Shewchuk (1996,
2002)) we use. We present an example that fits the interface they provide.
 
1 # Nodes
2 4 2 0 1
3 1 0 0 3
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4 2 1 0 3
5 3 1 2 3
6 4 0 2 3
7
8 # Edges
9 4 1
10 1 1 2 2
11 2 2 3 3
12 3 3 4 -2
13 4 4 1 3
14
15 # Holes
16 0
 
Skeleton objects can directly be converted to Poly Data objects by using the following Poly Data
constructor:
 
1 PolyData polyData = new PolyData(skeleton);
 
This routine is called for instance if one uses the mathcomp.gui.cfd.MainCFD EMBED GUI to
draw a Skeleton and send it to the Grid Generation tab by pressing the send button. To draw
custom domains use the launchable mathcomp.gui.cfd.PolyDrawer class (also accessible over the
menubar). One can store them as Poly file data and load it inMainCFD EMBED’sGrid Generation
panel or export it directly to grids/polyDrawerGrid.grid by pressing the export button.
Grid Data Type
Files of the Grid file type have to accomplish the following structure conventions. Generally, a file
has to list the nodes, the triangles and special boundaries (if necessary). We present an example
of such a Grid file:
 
1 # Nodes
2 0 0 3
3 1 0 3
4 1 1 3
5 0 1 3
6
7 # Triangles
8 0 1 2
9 2 3 0
10
11 # Edges
12 0 1 3
13 1 2 3
14 2 3 3
15 3 1 3
 
The node coordinates are separated by whitespace where every node has its own line. Third
parameter is used as boundary information. The handling is the same as for the special segments
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discussed later.
Next, after an empty line, we have to specify the triangles respecting the following conventions:
Every triangle gets its own line. Every triangle is defined by three nodes of the list above. The
three position indices of the nodes in the list above (starting with index 0) represent a triangle.
The nodes have to be itemized counterclockwise where the starting node can be chosen arbitrary.
After another empty line one may mark special edges. The three numbers denote edge start node
index, edge end node index and boundary type indetifier. The indentifier variable denotes the flag
we use to distinguish different boundary parts (see Section 1.4.5). The conventions are shown in
Table 1.3. Hence the special boundaries in the example file (all outer edges) are all homogeneous
Dirichlet boundary parts.
index description
-4 inhomogeneous Neumann boundary
-3 CFD: slip friction boundary
-2 homogeneous Neumann boundary (CFD: outflow)
-1 CFD: slip boundary
0 No Boundary, inner node
1, 2 inhomogeneous Dirichlet boundary (CFD: inflow)
3 homogeneous Dirichlet boundary (CFD: no-slip boundary)
Table 1.3: The boundary types and boundary type indetifiers
The class mathcomp.gridgeom.Grid can also represent other finite element types (e.g. rectangles).
To create grids one can either write .grid files by hand, which makes sense only for simple data,
or one can use the Poly Drawer to export a drawn Poly data object. If one comes from Skeleton
data use MainCFD EMBED to draw a Skeleton object, convert it to Poly data and then to a Grid.
This can be done easily with GUI functions.
Beside the external grid refinement of Triangle (Shewchuk (1996, 2002)), we also provide a variety
of grid refinements. Performing a global red refinement on a grid for instance looks like this:
 
1 GridRefiner r = new GridRefiner();
2 r.setGrid(grid);
3 r.setRefinerDesc(new GlobalRefinement(););
4 r.refine();
5 Grid refinedGrid = r.getNewGrid();
 
This procedure shows the general concept of the refining model hierarchy. The identifier variable
of nodes and edges are inherited to the refined grid.
1.4.4 Programming Concepts
There are many ways to implement a given algorithm. Programming concepts have to be chosen
properly so that efficiency and extendability are balanced. We introduce briefly the concept of
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object oriented programming since this is the governing concepts concepts of the software.
Object Orientation
Object oriented programming is widely spread andmost programming languages adapted to this
approach. The used language Java was developed by Sun Microsystems in 1990 and was one of
the first languages that was fully platform independent. The following concepts are a common
center of most object oriented programming languages. The following rough definitions are taken
from the sun java tutorial website (http://java.sun.com/docs/books/tutorial/java/concepts/ ).
Object: An object is a software bundle of related state and behavior. Software objects are often
used to model the real-world objects.
Class: A class is a blueprint or prototype from which objects are created.
Inheritance: Inheritance provides a powerful and natural mechanism for organizing and struc-
turing your software.
Interface: An interface is a contract between a class and the outside world. When a class imple-
ments an interface, it promises to provide the behavior published by that interface.
Package: A package is a namespace for organizing classes and interfaces in a logical manner.
Placing your code into packages makes large software projects easier to manage.
The Mapping Concept
For the treatment of matrices and vectors we introduce a new and fully custom concept devel-
oped and implemented by Philipp Thomann. Matrices and vectors are represented by maps. In
the class mathcomp.la.MapVector the map maps Objects to values, whereas in the class math-
comp.la.MapMatrix it maps objects to an object-to-value-map. The real beauty of this mapping
structure is, that there are no indices for the entries when filling a matrix or a vector. The few
parts where indices are inevitable, one still can loop over elements or apply a fixed numbering.
On the other hand, the deliverance from indices has many advances. Picture the assembly of
a triangle element. This process can be done fully decoupled from the grid itself. The routine
needs the matrix and the triangle. From the triangle the node objects representing the degrees of
freedom are given and the values can be added to the global matrix by this (global) node object.
One totally avoids any local to global routine and separate indices treatment. According to this
example many parts in the simulation routine benefit in simplicity, readability and expandability
from this concept.
The classes mathcomp.la.Matrix and mathcomp.la.Vector are abstract classes. For the general
use they are extended by mathcomp.la.MapMatrix and mathcomp.la.MapVector. The package
mathcomp.la contains the classes mathcomp.la.Index and mathcomp.la.IntegerToIndex. Creating
a matrix or a vector is always done by having a set of degree-of-freedom objects (e.g. a set of
Node objects). Such a set is called an Index.
 
1 Index index = new CollectionIndex(dof);
2 Matrix m = index.createMatrix();
3 Vector y = index.createVector();
 
36 Chapter 1. Basics and Tools
Having created a matrix and a vector the handling is easy:
 
1 m.add(node1,node2,1.0);
2 y.add(node1,1.0);
 
Instantiating matrices and vectors can however not be done directly:
 
1 Matrix m = new MapMatrix(); // does not work
 
There is no implemented way to show a matrix in a full row and column way. In our applications,
matrices are sparse and therefore appear in outputs as a listed maps. The MapMatrix and the
MapVector classes provide a toString() function to get an output representation of the MapVector
or the MapMatrix.
The class mathcomp.io.MatlabExport has a static function
 
1 public static void exportMatrix(Matrix m, String fileName)
 
to write such a list into a file. Matlab can read matrices and vectors from such files.
1.4.5 Boundary Handling
As shown in the previous section, Grid files consist of boundary information. How do those
boundary types have to be treated in the assembly procedure? According to the weak formulation
of the Stokes problem, for homogeneous Neumann boundary (do-nothing boundary, outflow) the
nodes can be treated as common degrees of freedom. For Dirichlet boundary one has to specify
the values for those parts in the code of the concrete assembler class by defining the functions on
the corresponding boundary segments. The identifier of the grid file is equivalent to the String info
in the implementedmethod. Implementing the boundary functions means that one can overwrite
the method
 
1 protected double getDirichletValueAt(Node n, String bdtype)
 
of the main assembler in our concrete assembler class. We recommend to mark every boundary
node and every boundary edge in the grid file (using the conventions from Table 1.3).
We present the core of the assemble.cfd.NavierStokesAssembler class, its assembleGlobal()method.
It includes the handling of a third boundary condition: the slip boundary (no friction, no pene-
tration).
 
1 public void assembleGlobal() {
2 // create a set containing inflow edges
3 inflowEdges = grid.getInflowEdges();
4
5 // getting all we need for boundary calculation
6 Map gridInfoMap = grid.getInfo();
7 boundaryNodes = grabNodes(gridInfoMap);
8 boundaryStokes = convertToStokes(boundaryNodes);
9
10 // StokesNode to Double map for Dirichlet boundary nodes
11 dirichletBoundaryValues = calcDirichletBoundary(boundaryNodes);
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12
13 // Node to normal map for slip boundary nodes
14 consistentNormals = getSlipNormals(calcUnitNormals());
15
16 // creating the DOF set
17 dof = new TreeSet(GeometricComparator.getDefault());
18 createDof(grid, dof);
19
20 // create the matrix and right hand side
21 index = new CollectionIndex(dof);
22 m = index.createMatrix();
23 y = index.createVector();
24
25 // assemble elementwise by calling the assembleElement method
26 for (Iterator iter = grid.getElements().iterator();
27 iter.hasNext();) {
28 Triangle t = (Triangle) iter.next();
29 assembleElement(t);
30 }
31 }
 
In classes that extend assemble.cfd.NavierStokesAssembler this method may be overwritten, for
instance because they iterate in some way. But still this method will be called multiple times
inside the overwriting method. To give more insight in this idea of extending and inheriting
structures we give an overview to the program hierarchy in the following section.
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1.4.6 Program Hierarchy
The code is written fully object-orientated. The intention to design a program extendable for other
problems (solving other elliptic differential equation numerically) leaded to the idea of stepwise
extending classes. In detail this means that whatever methods are needed in multiple problems,
they are moved to a general superclass of the concrete problem classes to avoid redundancy. The
whole code is designed using such concepts. Not only makes it the code better readable, it is far
more extendable.
Figure 1.7 shows the class tree of our Stokes problem algorithm.
Assembler Assembler
StokesAssembler StokesAssembler
StokesMiniAssembler StokesMiniAssembler
NSMiniFPIAssembler
FilamentAssembler
BUChannelProblem BUChannelFilamentProblem
NSIteratedAssemblerRun NSFilamentAssemblerRun
AssemblerRun AssemblerRun
Figure 1.7: The class hierarchy of the simulations. Left: The homogeneous case of Chapter 2. Right: The case with
immersed filaments of Chapter 4
The left hand side of Figure 1.7 shows the hierarchy used for the problems in Chapter 2. It includes
the basic StokesAssembler class. The concrete problem is defined in the BUChannelProblem. The
iterated assembleRun class is limited to one iteration since the problem is stationary. In contrast,
the right hand side shows the filament problem hierarchy for Chapter 4. The Stokes equation
becomes time-dependant and non-linear. Therefore the hierarchy is extended suitably. In the
following section we address to this structure and why we use multiple assembler classes for one
problem.
Assemblers and AssemblerRuns
The class hierarchy of the assembler classes presents as follows:
the main assembler (Assembler.java)
↓
concrete assemblers (e.g. LaplaceAssembler.java)
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The main assembler defines basic routines, for example the piecewise assemblage of the global as-
semble routine. All methods in this class are inherited by subassemblers or directly by a concrete
assembler. Among that, it provides constants and variables the whole assemble process has to
know. Being an abstract class, the main assembler defines which methods every subassembler
must implement, to be able to extend the main assembler. The concrete assembler class is an ex-
tension to the main assembler defining the specific properties of a problem such as boundary
handling and grid selection. This structure is used for an easy extendability and low redundancy
of the code. Picture two approaches to one problem. The implementation contains many common
parts. According to the object-orientated programming concept one groups those common parts
and introduces subclasses containing the specialized parts.
The classes starting from the bottom in Figure 1.7 are the AssemblerRun classes. They manage
the main algorithm of the simulation process as for example shown in the algorithm of Section
4.4.
Simplicity without loss of Generality
Finally, after showing the power by giving concepts of extendability we show a complete exam-
ple that solves a simple Laplace problem. The intention is to underline that extendability is not
stringently attended by complexity.
 
1
2 public void solveCompleteSimpleExample() {
3 // load a simple grid
4 Grid testGrid = Grid.createFromFile("grids/test.grid");
5
6 // A simple Laplace-problem...
7 Assembler assembler = new LaplaceAssembler();
8 assembler.setGrid(testGrid);
9
10 // ...using the basic AssemblerRun...
11 AssemblerRun assemblerRun = new AssemblerRun();
12 assemblerRun.setAss(assembler);
13
14 // ... and load a solver
15 Solver solver = new PardisoLoader();
16 assemblerRun.setSolver(solver);
17
18 // here we call the run() method of the Runnable interface
19 // assembling and solving takes place in this method
20 assemblerRun.run();
21
22 // getting the solution as a MapVector back
23 Vector solution = assemblerRun.getX();
24 }
 
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1.4.7 Extensions and Limitations
The structure of the software does not yield any limit in extending the code. An extension to
a three-dimensional model is straight-forward implementation work since for channel flow the
mathematical algorithms are well known. Three dimensional simulations are though much more
costly in computational memory. The most important piece for such a realization, the solver, is
ready for three-dimensional simulation at a state-of-the-art problem sizes (Schenk and Ga¨rtner,
2004, 2006). It will be ongoing work to recompile the necessary modules for a 64bit architec-
ture, because Java can only access a maximum of 4GB of memory per simulation in the 32bit
version. For complicated domains (e.g. rough wall boundaries), one needs advanced numerical
techniques to overcome the overwhelming demand to resolve such a domain with tetrahedrals.
Concluding our object-oriented approach using only few black-box algorithms prevents from di-
rect limitations for the next implementation steps for future model refinements.
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Abstract
The mechanisms regulating sperm transfer, storage, and use in insects are unclear, even in well-
studied species like the yellow dung fly (Scathophaga stercoraria). We use finite element methods
and fluid dynamics theory to model sperm flow within female flies. With the help of software
specially developed for this problem, we study four geometric aspects of female reproductive
anatomy that may influence rates of ejaculate flow: spermathecal duct length, diameter, curva-
ture, and the smoothness of the inner duct wall. In the parameter space defined by naturally
observed variation in these traits, we find that spermathecal duct length and curvature have a
small effect relative to duct smoothness and especially duct width. These findings will help to
direct future research on the adaptive significance of variation in female reproductive tract mor-
phology, and represent a novel contribution of fluid dynamics theory to sexual selection research.
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2.1 Sperm Displacement in Yellow Dung Flies
The recognition that sexual selection continues after mating has stimulated much research on the
mechanisms and consequences of sperm competition (competition between sperm for the fertil-
ization of ova, Parker (1970a) and cryptic female choice (any female-controlled trait or process
that influences the outcome of sperm competition, Eberhard (1996)). In spite of this research fo-
cus, the evolutionary consequences of postcopulatory sexual selection remain poorly resolved.
This is partly because many of the crucial events are concealed within the reproductive tracts of
females and therefore less amenable than premating sexual selection to direct observation and
manipulation. In addition, postcopulatory sexual selection always involves several individuals
(i.e., a female and at least two competing males), each of which may have interests in the outcome
of selection that are not congruent with the interests of the others. These competing interests in-
teract in complex ways, and there are numerous examples of behaviours or structures that have
evolved in part via manipulation of other individuals (Arnqvist and Rowe, 2005; Blanckenhorn
et al., 2007). As a consequence, disentangling the functional significance of traits that are involved
in postcopulatory sexual selection is difficult, even in very well studied systems. There is a clear
need for studies of the mechanisms mediating the outcome of reproductive interactions, and for
any theoretical work which can clarify the most productive avenues for such research.
The yellow dung fly (Scathophaga stercoraria) has been amodel system for research on post-copulatory
sexual selection since the early 1970s (Parker, 1970a,b). Males congregate on dung pats to which
gravid females are attracted for the purpose of oviposition (Parker, 1970b), and compete to copu-
late with these females. Although females do not appear to have significant control over the iden-
tity of their mates (Parker, 1970a,b), they influence the outcome of sperm competition (Hosken
et al., 2001). Females assist sperm movement from the intromittent organs to the primary site of
sperm storage, the three spermathecae, (Bernasconi and Hellriegel, 2002; Simmons et al., 1999).
More intriguingly, females appear to sort sperm across their multiple sperm storage organs (Bussie`re
et al., 2009) perhaps in order to manipulate the paternity of their offspring (Ward, 2000, 2007).
Although there is strong selection onmales to achieve insemination success, (Parker, 1970a; Parker
and Simmons, 1991; Simmons and Parker, 1992; Parker and Simmons, 1994; Simmons et al., 1999),
the relationship between male traits and paternity varies considerably within and across studies
(Simmons and Siva-Jothy, 1998). Such variation might be partly attributable to female adapta-
tions designed to retain control over sperm movement (Hosken et al., 1999; Arthur et al., 2008).
However, documenting the role of putative adaptations in sperm flow is hindered by the small
scale of the structures involved and by the many potential interactions between males and fe-
males that might influence the outcome of sexual interactions.
In order to clarify which female traits might be adaptations for influencing sperm transfer, here
we implement a finite elements method adapted to this specific problem. The fluid dynamics
parameters describing sperm flow and the nature of the traits under study are such that a (nu-
merical) model of two dimensional Stokes flow should give insights on the relative influence of
each of these traits.
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2.2 The Role of the Female Morphology in Sperm Displace-
ment
Female insects can cause bias in the insemination success of different males thanks to properties
of their reproductive anatomy (Minder et al., 2005; Miller and Pitnick, 2002). Female yellow dung
flies store sperm in three (rarely four, Ward (2000)) spermathecae (Fig. 2.1) arranged into a singlet
on one side of the body and two spermathecae collectively called the doublet on the opposite side
(Arthur et al., 2008). Each spermatheca has an independent narrow duct through which sperm
must travel to and from the site of sperm storage (Hosken et al., 1999). Since the male cannot
Figure 2.1: Scathophaga stercoraria, detail of the female genital tract (redrawn from Arthur et al. (2008)). S, sper-
matheca; SD, spermathecal duct; Sm, spermoraria; MC, muscular copulatrix.
deposit sperm directly into the spermathecae (Hosken, 1999), the length and width of the ducts
may affect the rate of sperm storage. Moreover passage through long or narrow ducts could delay
the time between insemination and storage so that other female adaptations can act to sort sperm
in an adaptive manner. In addition to varying in length and width, the spermathecal ducts are
also lined internally with chitin that forms circular ridges around the circumference of the ducts.
This inner surface is extremely irregular because it is lined with microvilli (we will refer to this
property as the duct’s internal surface area), and contrasts markedly with the smooth lining of
the spermathecae (Fig. 2.2) (Hosken et al., 1999). Because these microvilli could play a role in re-
stricting fluid flow (Hosken et al., 1999), we will compare fluid flow in ducts lined with microvilli
to ducts of the same width that lack these structures. A fourth putative adaptation for controlling
sperm movement may be the degree of curvature exhibited by ducts. In fresh tissue preparations
the ducts change shape dynamically after copulation (our own unpublished observations); they
could therefore allow females to plastically modulate their response to different males. For exam-
ple, by tightening the muscle attached to the spermathecal invagination females could straighten
the duct and thereby potentially allow more rapid sperm flow relative to the situation in a curved
duct (which is the natural resting state) (Hosken et al., 1999).
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Figure 2.2: Scathophaga stercoraria, left: detail of the spermathecal duct wall redrawn from (Hosken et al., 1999).
cw chitinous wall, dw, duct wall; mv, microvilli (increased surface area); sf, seminal fluid. right: detail of the increased
surface area as modelled by sine waves for the purpose of systematically studying their effects on fluid dynamics. am,
aplitude of the mv; pe, period of the mv.
2.3 Description of the Model Problem
Modelling the physics of ejaculate flow at this small scale necessarily involves making several
assumptions. In this section we list several assumptions underlying the current approach, and
discuss their implications briefly. We will consider some of these limitations in more detail in the
discussion.
(1) The model is two dimensional. (2) The duct is modelled as a channel with common inflow-
and outflow-conditions. The inflow is given as a parabolic velocity profile along the inflow edge.
The direction of the outflowing fluid is limited to the direction parallel to the spermathecal ducts.
(3) The fluid containing the sperm filaments is modelled as a homogeneous fluidwith homogenous
material properties. (4) The increased surface area is modelled using sine waves to simulate duct
wall complexity. Mathematically, this is a straightforward parameterization of irregular bound-
aries. Whenever the physical properties of the fluid (e.g., Density and viscosity) cannot be directly
measured, we use estimates based on other studies of dung flies or other insects. For example,
in Manduca sexta, the hemolymph has a viscosity of 1-10 centiPoise (D. Saunders, pers. comm.).
The inflow velocity is estimated from the fact that it takes fewer than 5 minutes for sperm to reach
the spermathecae after the onset of copulation (Hosken et al., 1999). The chosen parameters are
shown in Table 2.1.
Model parameter Estimated quantity
density (ρ) 1g/cm3
dynamic viscosity (µ) 0.1poise
kinematic viscosity (ν) 107µm2/s
inflow velocity (U ) 2µm/s
Table 2.1: Estimated physical quantities for dung fly seminal fluid. The values are either deduced from other species
or approximated by measurements described in section 2.3
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2.4 Modelling Sperm Flow
In fluid dynamics there are two characteristic flow regimes: laminar and turbulent flow. Laminar
flowmeans smooth flow in parallel layers (e.g., pressing tooth paste out of the tube) whereas tur-
bulent flow always includes vortices and chaotic, stochastic property changes (e.g. water flowing
around a ship). To distinguish those two regimes fluid dynamicists refer to the dimensionless
Reynolds number:
Re :=
L · U
ν
, (2.1)
where L is a characteristic length, U a characteristic velocity and ν the kinematic viscosity of
the system. In a channel, the flow is laminar if Re < 2300 and turbulent otherwise. For more
details see Batchelor (1967). Flows at very small scales are typically strongly laminar. According
to the estimates in Table 2.1 the Reynolds number of our system is 10−6. Thus the system remains
strongly laminar even if our estimates of fluid properties are off the mark by more than an order
of magnitude. Strongly laminar flow (Stokes flow) of homogeneous fluids is well understood
(Batchelor, 1967; Purcell, 1977). It becomes inertialess and is governed by the dimensionless Stokes
equations derived from the physical laws for the conservation of mass and momentum:
−∆u+∇p = 0 (2.2)
div u = 0 +boundary conditions,
where (x, y) are the spatial coordinates, u(x,y) = (u1(x, y), u2(x, y)) is the fluid velocity and
p(x, y) is the pressure in (x, y).
We use the finite element method in the form of the classical Mini Element which is a reliable ap-
proach for numerically solving the Stokes equations (Girault and Raviart, 1979; Ciarlet, 1978;
Hackbusch, 1992). We use two-dimensional finite elements and discretize the spermathecal duct
using 105 − 107 elements. In order to validate our approach and apply it for the described tasks,
we applied our methods to finding exact solutions for the Stokes problem in a straight two-
dimensional channel (see Online Appendix A).
2.5 Numerical Experiments
We developed custom software to simulate sperm flow and determine the influence of several
morphological parameters. Descriptions of the software and its implementation are provided at
the following URL where the software is freely available for download (Wu¨st, 2009). We compare
these results qualitatively with those for the analytically computed solutions of the Poiseuille
flow in Online Appendix A. Our response variable is the drop in fluid pressure for a given flow
rate (the difference of pressure at inflow to pressure at outflow) (problem 1). These results can
easily be converted to the converse problem in which pressure drop is specified and flow rate is
the response variable (problem 2) (for conversion details see Appendix A). Our objective is to
determine how the flow rate depends on a single parameter when all other parameters are fixed.
We begin by describing the relationship between duct length and width and the flow rate.
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How duct length and duct diameter affect flow rate
The effect of duct length and diameter can be easily determined numerically. For a fixed set of
parameters and a specified drop in pressure we have Q˙ ∼ 1L , where L is the duct length. Equation
(2.5) shows a cubic relationship between duct radius a and flow rateQ in two dimensions, Q˙ ∼ a3.
Effect of increased surface area in a straight duct
Assessing the effect of duct surface area and curvature is much more complex than assessing the
effect of duct length and width. For the following numerical experiments we fix the following
parameters in order to assess the influence of the reproductive tract curvature and roughness.
For simplicity, we model a spermathecal duct 600µm long with a diameter of 13.5µm. We specify
the inflow using the exact solution of (2.4) and choose the centerline velocity U0 = 4µm/s, which
is equivalent to a mean inflow speed of (8/3) µm/s.
The increased surface area of the ductwall is modelled by superimposing a sine function. Changes
in the period of the sine wave allow us to study the influence of changes in the number of mi-
crovilli in the duct wall, whereas changes in the amplitude of the sine wave allow us to change
the depth of microvilli. We chose sine period values of 1, 1.5 and 2µm. For each of these values of
period, amplitudes of 0, 0.5, 1, 1.5 and 2µm were tested. The mean values for this range were sug-
gested by an illustration in Hosken et al. (1999). For these 15 combined test-cases the observed
pressure drop is plotted against the amplitude in Figure 2.3.
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Figure 2.3: Pressure drop versus increased surface area amplitude for different periods compared with the smooth
narrow duct. For this system, the pressure drop effect of problem 1 equates to an effect of≈ 1/(flow rate) in problem
2, since velocity and reduced diameter are not scaled (A). The figure illustrates the effect of curvature on the flow rate
(higher values of pressure drop mean lower flow rate).
For every sine wave, the calculation featuring an amplitude of 0 (the duct with a smooth bound-
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ary) is a lower bound (the case with the smallest drop in pressure). As an upper bound we
consider the same smooth duct but with a reduced diameter as small as the minimal diameter of
the duct with increased surface area (i.e., a duct diameter equal to the distance between microvilli
on opposite sides of the duct). We call this parameter set the smooth narrowed duct in Figure 2.3.
For a fixed sine wave amplitude, the pressure drop increases as the period decreases, and as the
period approaches zero, the pressure drop approaches the value for the narrow duct. For a fixed
period the pressure drop can be accurately fitted with a quadratic function. For a duct roughness
similar to that shown in Hosken et al.’s (1999) micrographs (amplitude = 0.5 and period = 1.5) the
pressure drop increases by a factor of about 1.15 compared to the smooth duct.
Effect of curvature in a smooth walled duct with a constant total length
To model a curved duct, we divide the centreline of the straight duct into three parts, each mod-
elled using a Bezier curve of order 2. The total length is fixed at 600µm. The curvature is parame-
terized by the angle α that is nearest to the inflow edge (Figure 2.4).
From the resulting smooth curve the duct boundary is obtained by orthogonal outward pro-
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Figure 2.4: The curved duct centerline with parameter α of length 600µm.
jection of the centreline. We limited the angles studied by measuring curvature angles in pho-
tographs of ducts from natural female reproductive tracts. The range we use represents the range
of natural angles observed for these ducts
α ∈ {125, 130, ..., 180} ,
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where α = 180 is the straight duct (for which the exact solution is already known).
For four different duct diameters, the effect of curvature is shown in Figure 2.5. Because the
increase in relative pressure drop as the angle changes from α = 180 to α = 125 is only about
1.6%, we conclude that curvature does not substantially affect the flow in this parameter space.
However, as predicted in the end of section 2.6, there is a slightly larger pressure loss at more
acute angles (representing more curvature).
To determine the relationship between curvature and pressure drop, we use the exact solution for
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Figure 2.5: Pressure drop versus curvature parameter α for different duct diameters. The circles denote the computed
results and the line denotes the function δpfit. Since the pressure drop effect equates to ≈ 1/(flow rate) there is a
small effect of curvature on the flow rate (with more curvature meaning less flow).
Spermathecal duct diameter Pressure drop increment in%
12µm 1.580
13.5µm 1.610
15µm 1.580
16.5µm 1.542
Table 2.2: Percentage pressure drop from α = 180 to α = 125. Since pressure drop ≈ 1/(flow rate) there is a
small effect of curvature on the flow rate.
α = 180 and a quadratic fit obtained from the computational results, and derived the following
approximation in radians using a = d/2:
δp2fit := (pin − pout)(a, α) ≈
48000
a2
(
0.0186α2 − 0.1151α+ 1.1779
)
(2.3)
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The error em := maxa,α |data(a, α)−pmfit(a, α)| for quadratic (e2 = 0.3002) and cubic (e3 = 0.3437)
fits shows that a higher order fit does not improve the approximation. This suggests that the
pressure drop depends quadratically on the angle α. Equation (2.3) also shows that at fixed angle
α the pressure drop depends on 1/a2.
Effect of curvature on flow in a duct with microvilli
As seen in the previous two tests, a rough surface affected the fluid flow by about 15% whereas
the bending of the duct only resulted in a difference of about 1.6%. What is the effect of duct
wall roughness in a curved duct? We increased the surface area of the same model used to study
curvature, and compared it to the curved duct with smooth walls. We test the two cases period =
1.5/amplitude = 1 and period = 1.5/amplitude = 0.5 (once again, these values were obtained
frommicrographs of spermathecal ultrastructure (Hosken et al., 1999)). The effect on the pressure
drop is approximately the same as that in figure 2.5. The drop in pressure reacts quadratically
to a decrease in the angle of curvature α. As in Figure 2.3, the amplitude of the surface area has
the largest influence on the fluid flow. In contrast, the curvature affects the flow only slightly; for
an amplitude of 0.5µm the effect is only 1.7%, and for an amplitude of 1µm it is only 1.8%. The
increase in surface area has slightly increased the effect of curvature.
2.6 Discussion
In a strongly laminar system such as the one that occurs within the reproductive tract of yellow
dung fly females, our calculations suggest that a restricted duct diameter has an important effect
on slowing seminal fluid flow (effect size 123.6% for a change in diameter equal to two standard
deviations of natural variation). The length of the duct has a smaller influence on the flow rate
(4.9% per two SDs), representing the additional time required for sperm to move into the stor-
age organs. Whereas natural levels of spermathecal duct curvature appear to influence the flow
rate of seminal fluid only slightly (with an effect size of 1.6%), increasing the roughness of sper-
mathecal ducts has a more pronounced effect of 13.3%. However this effect is smaller than what
would occur with simple duct diameter constriction (26.0%). The increased surface area of ducts
lined with microvilli also slightly augments the effect of curvature, implying that these structures
might act synergistically, although the combined effect is only slightly larger than that caused by
microvilli alone.
In theory, these results support a possible role for the irregular duct lining with its increased
surface area in augmenting female control over sperm movement and storage. However, such
morphological complexity would probably not allow females to plastically manipulate the condi-
tions of insemination (in contrast for example to muscles that might constrict ducts under neural
or hormonal control). It could nevertheless provide a larger time window after intromission dur-
ing which females might influence the number and location of sperm in storage by other means,
for example, differential transport via female reproductive tract musculature.
Because we found the flow rate to be slower in a narrow duct than in the duct with increased sur-
face area and the same minimum diameter, narrowing the duct would seem to be a more effective
(and probably less costly in terms of structural investment) way to slow down sperm movement
(Figure 2.3). Whether the increased surface area has a larger impact on sperm filaments (which
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might, for example, move with greater or lesser ease through microvilli than a smooth-walled
structure) than homogeneous fluid remains an open question and is the subject of ongoing work.
Alternatively or additionally, it is possible that the increased surface area is related to an absorp-
tive or secretory function such as the provision of nutrients or spermicidal compounds to the
ejaculate. This function could in principle also play a role in sperm transport. For example, ab-
sorption of fluid deep within certain spermathecal ducts could create negative fluid pressure that
speeds seminal fluid movement into those ducts. Evaluating these alternatives will require much
more detailed information on the physiology of spermathecal ducts and ideally include empirical
observations of the functional significance of increased surface area for sperm movement across
females that vary in the morphology of their spermathecal ducts.
Although our results were generated by a relatively simple model, the basic behaviour of a ho-
mogeneous fluid in a stationary channel is not fundamentally different from the situation in a real
stationary spermathecal duct. However, it is worth considering those aspects of our assumptions
(in section 2.3) that might influence our conclusions below.
The model is two dimensional: Most of the parameters we studied are not influenced by the
third dimension. The effect of all non-radial parameters such as length and curvature of the
ducts remains of the same order as in two dimensions. The influence of duct diameter on
the flow rate differs in three dimensions, but the magnitude of this effect is known to be of
power 4 (Q˙ ∼ a4) instead of 3 (as in two-dimensions). Using a range of d = 13.5 ± 1.5µm
we find that the flow rate from lower bound to upper bound increases by 192% in three
dimensions instead of 124% in two dimensions.
Boundary condition setting: fixed inflow, parallel outflow: This assumption is a simplification
of the real situation within female dung flies, which at the current time is still not well un-
derstood: for example seminal flowwithin spermathecal ducts may not be constant because
it may occur concurrently in both directions (Simmons et al., 1999). Furthermore, the out-
flowing seminal fluid in our model is collected in the spermathecae, which gradually fill in
real flies, and there may be an accumulation or obstruction caused by the finite volume of
the sperm storage organs. We are thus limited in extrapolating our findings to the full set
of natural conditions under which ejaculates move within female yellow dung flies. Nev-
ertheless, our findings apply at least to virgin flies with empty spermathecae. The extent to
which these conditions may have selected on female morphology in the context of cryptic
choice are limited, however, because relative rates of spermmovement are only likely to ex-
ert an indirect influence on female fitness if the female has matedmore than once (Eberhard,
1996).
The fluid is homogeneous: The mechanics of flexible objects such as spermatozoa in fluid are
difficult to describe (Cox, 1970; Shelley and Ueda, 2000). Additionally, the filaments are im-
mersed in a flowing fluid, which requires a coupling technique for the fluid equations and
the filament equations (e.g. Cortez et al. (2004)). In our model we made the simplifying
assumption that the fluid is homogeneous for practical reasons. This approach provides
some insight on the relationship between reproductive morphology and fluid dynamics for
systems in which sperm are inactive during copulation (e.g., in some spiders, Baccetti et al.
(1970)). Furthermore, for species having motile sperm during copulation it provides a pre-
liminary view of how morphology might affect aspects of seminal fluid transfer that can be
supplemented by subsequent work in which the effects of sperm filaments (and swimming
sperm in particular) are more thoroughly implemented. The refinement of the model to
include sperm filaments as physical objects into the flow is the subject of ongoing work.
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Directions for future work
There are at least three areas that should be the subject of future research. First, the fact that we
model the fluid homogeneously may be an oversimplification, especially because the sperm fila-
ments are very long compared to the duct diameter. We hypothesize that the effect of morphology
on the flow rate will increase when the filaments swimming in the fluid are modelled. Second,
to understand the process of sperm transfer, we must first understand the flow of the ejaculate,
but we acknowledge that modelling a system where the sperm filaments are squeezed through
the duct differs in its physical description (and the best methodological approach) from a system
where the sperm filaments are self-propelled. Incorporating the propulsive effects of sperm cells
themselves is thus an additional challenge. Finally, laboratory experiments that examine empir-
ically how the parameters we discuss above influence sperm movement in living flies would be
useful to validate our approach and clarify where more theoretical work is needed. These addi-
tions notwithstanding, the current work has nevertheless already clarified some aspects of female
reproductive anatomy (duct diameter and width) that are much more likely to be adaptations
for sperm choice than others (duct curvature and internal surface area), at least in the context of
controlling ejaculate flow. As such, it represents an important first contribution of fluid dynamics
to studying the adaptive significance of postcopulatory interactions.
Online Appendix A: Two Dimensional Channel Flow
Consider the two-dimensional longitudinal section of a straight (and infinitely long) pipe with the
y-axis as its axisymmetrical center and radius a = d/2. We use a Cartesian coordinate system and
consider stationary flow. Note that the flow field is constant with respect to the axial component
y since the pipe is infinitely long. This flow equation can be solved analytically (Batchelor (1967)),
and by enforcing the no-slip boundary condition (the fluid at the wall cannot move) we obtain
u1 = 0 u2(x) = c1
∂p
∂y
(
x2 − a2
)
, (2.4)
where c1 := 1/2. This is the Poiseuille flow. The formula shows that the axial flow profile is
parabolic with a maximum at the centerline. Further, the flow velocity is proportional to the
pressure gradient ∂p/∂y. An important quantity of our tests is the flow rate Q˙ which describes
how much fluid is transported through a cross section per second. Mathematically
Q˙ = −c2a
3 ∂p
∂y
, (2.5)
where c2 := 2/3. This is known as Poiseuille’s law. Using Poiseuille’s law we can compute the
pressure drop along a finite canal of length Lwith centerline velocity U0:
p(L)− p(0) = L
∂p
∂y
= −L
c1U0
a2
. (2.6)
Sincewe cannot find an exact solution for pipes of finite length, we use an inflow profile according
to (2.4) to compare the numerical approximations with the exact solution in (2.6). For flow in
curved pipes the equations cannot be solved analytically either. Previous analyses have usually
relied strongly on numerical and physical experiments (Dean, 1927, 1928). However, these special
curvature effects (centrifugal effects, vortices) can also be directly related to the Reynolds number
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and since the Reynolds number is very small in our application, irregular flow effects in curved
parts of the duct can be neglected. Nevertheless, fluid flow in curved tubes is affected more by
friction at the wall of the duct. For our numerical experiments we therefore expect a slightly
smaller flow rate in more curved tubes.
3
A Bead-Spring Model for Sperm
Filament Simulation
3.1 Introduction
There exists a variety of approaches to model filaments in fluid flow. We present a decoupled
formulation by introducing the mechanics of the filament itself in this chapter. The simulations
are limited to straight channels with non-coupled time-independent Poiseuille flow. The coupling
of the filament with the fluid flow is presented in the next chapter. For more references and an
overview of the methods see Section 4.1.
Figure 3.1: Photograph of a real sperm filament.
The modelling of sperm filaments requires a full description of the configuration and the gov-
erning forces. There exist several approaches (see Lighthill (1975) for an overview). We model
the filament by a simple common bead-spring configuration as presented in Lowe (2001). The
chapter is structured as follows: We describe the forces acting on the filament in Section 3.2. For
the description of the model one needs material parameters stating how the material resists to
bending, stretching and being dragged across the fluid.
The approach followed in Section 3.3 is to use a very simple model problem containing a filament
of only three nodes to find the parameters approximately. Given the parameters we can calculate
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Figure 3.2: The configuration of the filament.
the exact stationary shape (or at least an approximation using a numerical method) of the simple
filament. From comparing (tracing) real microphotographs we compare shapes and give set of
parameters that suit to the measured shape in Section 3.4.
3.2 Modelling the Filament
We model the filament by a bead-spring configuration that also resists bending (Figure 3.1).
Therefore, without any self-propulsion, we have three forces acting on the i-th bead of the im-
mersed filament.
1. A tension force FS,i that denotes the resistance of the filament to stretching.
2. A bending force FB,i that denotes the resistance of the filament to bending.
3. A hydrodynamic or viscous force FH,i that denotes the force exerted by the fluid on the
filament.
The filament has a total number of N beads. As shown in Figure 3.1, xi = (x
(1)
i , x
(2)
i ) denotes the
coordinates of the i-th bead andmi = xi+1 − xi the vector from xi to xi+1. The segment length is
li := |mi| and m̂i := mi/li. For simplicity all segments have the same given equilibrium length l0.
Without a repercussion from the fluid onto the filament and in absence of active forces of the
filament the shape of the filament is given by Newton’s equation of motion
mi
dvi
dt
= FS,i + FB,i + FH,i. (3.1)
For the following descriptions we divide equation (3.1) by the mass mi, including it in the indi-
vidual parameters. We move on to the detailed description of those three forces.
3.2.1 The Tension Force
The tension force is deduced from the spring equation (Hooke’s law), which relates the force
exerted by a spring to the distance it is stretched by the spring constant S, measured in force per
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length.
F = −Sx (3.2)
The negative sign indicates that the force exerted by the spring is in direct opposition to the direc-
tion of sperm transport. It is called a restoring force, as it tends to restore the system to equilibrium.
The potential energy stored in a spring is given by
U =
1
2
Sx2 (3.3)
which comes from adding up the energy it takes to incrementally compress the spring given by
the integral of force over distance. The total potential energy for our filament is then
US =
1
2
S
N−1∑
i=1
(li − l0)
2
(3.4)
Then the resulting tension force on the i-th bead is
FS,i = −∇xiUS (3.5)
describing the change of potentials when moving the i-th bead. On segment mi we have
∇xiUS |mi = ∇xi
1
2
S
[(
(x
(1)
i − x
(1)
i−1)
2 + (x
(2)
i − x
(2)
i−1)
2
)1/2
− l0
]2
= S(li − l0)
(
1
2li
· 2 · (x
(1)
i − x
(1)
i−1)
1
2li
· 2 · (x
(2)
i − x
(2)
i−1)
)
= S(li − l0) m̂i.
Applying the same calculation to the segmentmi+1 the stretching force for bead i obeys
FS,i = −S(li − l0) m̂i + S(li+1 − l0) m̂i+1. (3.6)
3.2.2 The Bending Force
We introduce a three bead bending potential (Lowe (2001)), meaning that every three connected
beads form a bending potential. The two segments mi−1 and mi connecting the two consecutive
beads xi−1, xi and xi+1 define an angle ϕi. Then
cos(ϕi) = m̂i−1 · m̂i.
The radius ri of the unique circle passing the three beads can be found from the cosine rule
1
r2i
=
2
l0
(1− cos(ϕi)) (3.7)
assuming for now that every segment has its equilibrium length l0. The continuous total bending
energy of an elastic rod is given by
UB =
B
2
∫ L
0
1
r2i
ds, (3.8)
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where B is the bending modulus, L the total length of the filament and s a parameter that follows
the filament (Landau et al., 1996). Combining (3.7) and (3.8) we find a discretized bending energy
UB,i =
B
l0
(1− cos(ϕi)), (3.9)
and the resulting total bending energy of the filament
UB =
N−1∑
i=2
UB,i
=
B
l0
N−1∑
i=2
(1− cos(ϕi)).
The bending force on bead i can be obtained again by taking the spacial derivative of the potential.
Since we use the three bead potential we get
FB,i = −∇xi (UB,i−1 + UB,i + UB,i+1) . (3.10)
Given the relations
∇xim̂i =
1
li
(
I− m̂im̂
T
i
)
∇xim̂i+1 = −
1
li+1
(
I− m̂i+1m̂
T
i+1
)
we can give explicitly describe every term in the sum of (3.10).
∇xiUB,i−1 = −
B
l0
m̂i · ∇xim̂i−1︸ ︷︷ ︸
=0
+m̂i−1 · ∇xim̂i

= −
B
l0
[
1
li
(
I · m̂i−1 − m̂im̂
T
i · m̂i−1
)]
(3.11)
∇xiUB,i = −
B
l0
[m̂i+1 · ∇xim̂i + m̂i · ∇xim̂i+1]
= −
B
l0
[
1
li
(
I · m̂i+1 − m̂im̂
T
i · m̂i+1
)
−
1
li+1
(
I · m̂i − m̂i+1m̂
T
i+1 · m̂i
)]
(3.12)
∇xiUB,i+1 = −
B
l0
m̂i+2 · ∇xim̂i+1 + m̂i+1 · ∇xim̂i+2︸ ︷︷ ︸
=0

= −
B
l0
[
−
1
li+1
(
I · m̂i+2 − m̂i+1m̂
T
i+1 · m̂i+2
)]
(3.13)
The sum in (3.10) can then be obtained as
FB,i =
B
l0
[
m̂i−1
li
− m̂i
(
m̂i · m̂i−1
li
+
1
li+1
+
m̂i · m̂i+1
li
)
+ m̂i+1
(
m̂i · m̂i+1
li+1
+
1
li
+
m̂i+1 · m̂i+2
li+1
)
−
m̂i+2
li+1
].
For the beads at the beginning and the end of the filament (i = 1, 2, N−1, N ) the formula reduced
to the existing parts. In the focus of implementation the formulas (3.11)-(3.13) may be preferred
for that reason.
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3.2.3 The Viscous Force
For a simple chain where the beads are interpreted as balls with a given radius R we can identify
the viscous force as a Stokes drag
FH = 6piµR(v − u). (3.14)
There are more detailed and complex descriptions of the viscous force. The force is time depen-
dent and depends in addition on the instantaneous shape of the filament (Landau et al. (1996)).
Both dependencies are troublesome to apply using the described model. As an advanced model
we introduce an approximation using a friction tensor on each bead (Lowe (2001)). Introducing p̂i
and n̂i - consistent perpendicular and consistent parallel unit vectors to each filament bead. Then
the approach is given by
FH,i = −γi(v − u), (3.15)
where
γi := γ
‖
i p̂ip̂
T
i + γ
⊥
i n̂in̂
T
i . (3.16)
In other words one physically represents the viscous force by means of a parallel (γ
‖
i ) and a per-
pendicular (γ⊥i friction coefficient. This simplification does obviously change the flow of the
filament, but its influence is negligible in a context compared to all forces (Lowe (2001)).
The friction coefficients are analytically known for an infinitely slender rod (Cox (1970)) to be
γ⊥0 =
4piµl0
log(l/2R)
,
γ
‖
0 =
γ⊥0
2
.
Friction coefficients for a slender rod differ from the infinitely slender coefficients (Hancock (1953),
Purcell (1977)). However they can not be calculated analytically. For a rod of 2R/l = 1/50 Lowe
(2001)) found that numerically one has
γ⊥ = 0.93γ⊥0
γ
‖
0 = 1.16γ
‖
0 .
The model as presented is validated in (Lowe (2001)). For our preliminary study in Section 3.3
we use the a simple approach. Even the approachH := 6piµR is troublesome at such microscales,
because very fine scales in time and space are required to resolve the hydrodynamic effects. We
limit ourselves toH = 10, which was found to be a well balanced choice (see Section 3.4).
3.3 Model Problem Analysis
The intention of introducing a model problem is to start with a model of small complexity where
the solution can be computed analytically. From this knowledge one may apply the numerical
methods on this model problem and is able to validate implementation and the method itself. On
the other hand our main intention still is to find suitable parameter sets for a full description of
the filament mechanics according to our approach.
We present a model problem containing three nodes. We define the dimensions of the channel by
introcucing a coordinate system with its origin at the bottom left corner of the channel an set the
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diameter to 1. The filament is placed skew to a straight channel as shown in Figure 3.3 where each
of the two segment has an initial length l0 := 1/2, half the channel diameter. The entry region of
the channel is on the x-axis and the fluid flows along the channel in the direction of the y-axis.
We use the following notation (Fig. 3.3): The filament nodes coordinates are X1, X2 and X3
Figure 3.3: Model problem configuration of the three-node filament. Left: The initial state t = 0. Right: An arbitrary
state.
numbered from left to right in the initial state coordinate system. The coordinates are given by
where Xi = (xi, yi), i = 1, 2, 3. The segments are denoted as l2 (from X1 to X2) and l3 (from X2
to X3). The velocity of the node Xi, i = 1, 2, 3 is vi. In the channel we have constant Poiseouille
flow, concretely the velocity profile
u(x, y) := 4x(1− x), (3.17)
a parabolic profile with velocity 1 on the centerline. We recall that there is no back-coupling of
the filament to the fluid for the simulations of the model problem in this chapter.
3.3.1 Analysis of the Model without Bending Forces
Without yet using a bending force we set up the system for only those two forces and already
validate what we defined. We have
X˙i = vi
v˙1 = −H (v1 − u(X1)) + S(l2 − l0)
X2 −X1
l2
v˙2 = −H (v2 − u(X2)) − S(l2 − l0)
X2 −X1
l2
+ S(l3 − l0)
X3 −X2
l3
v˙3 = −H (v1 − u(X1)) − S(l3 − l0)
X3 −X2
l3
.
3.3 Model Problem Analysis 59
As a first step we simplify the system by combining the two material parameters and define
ω := S/H. Then the system simplifies to
X˙i = vi
1
H
v˙1 = − (v1 − u(X1)) + ω(l2 − l0)
X2 −X1
l2
1
H
v˙2 = − (v2 − u(X2)) − ω(l2 − l0)
X2 −X1
l2
+ ω(l3 − l0)
X3 −X2
l3
1
H
v˙3 = − (v1 − u(X1)) − ω(l3 − l0)
X3 −X2
l3
,
where the constants on the left hand side can be neglected for the case of stationary shapes. For
any stationary shape, symmetry yields
x3 = 1− x1
y1 = y3
x2 = 0.5
u(X2) = 1
l := l2 = l3.
The following six equations remain:
x˙1 = v1,x
y˙1 = v1,y
y˙2 = v2,y
v˙1,x = −v1,x + ω
l− 12
l
(
1
2
− x1
)
v˙1,y = −(v1,y − u(x1)) + ω
l− 12
l
(y2 − y1)
v˙2,y = −(v2,y − 1) + 2ω
l− 12
l
(y1 − y2) .
We introduce
λ := ω
l − 12
l
d := y2 − y1
z :=
1
2
− x1.
To extract one equation for the y-coordinate equations we write d˙ = v2,y − v1,y and get
d¨ = −v2,y + 1− v1, y + u(x1)− 2λd− λd
= (1− 4x1(1− x1))− d˙− 3λd
= 4z2 − d˙− 3λd. (3.18)
For the x-coordinate equation we find
z¨ = z˙ − λz. (3.19)
60 Chapter 3. A Bead-Spring Model for Sperm Filament Simulation
The system now has the form
d¨ = 4z2 − d˙− 3λd
z¨ = z˙ − λz.
We complete the system giving the following initial conditions
d(0) = d˙ = 0
z(0) =
1
2
z˙(0) = 0.
For a stationary shape d¨ = d˙ = 0 and z¨ = z˙ = 0 must be fulfilled. This leads to a distinction of
cases.
1. z = 0: In this case λd must be zero. This is either possible if d = 0, which leads to a trivial
unphysical case, or λmust vanish. This leads to l = d = 0.5.
2. λ = 0: This implies z = 0 and we get also to the case l = d = 0.5.
Summary
The one stationary case possible is z = 0 and l = d = 0.5meaning the filament is aligned along the
centerline and the nodes X1 and X3 are at identical positions. The filament approaches the sta-
tionary shape faster or slower depending on the parameters S andH. The segments are observed
to cross each other in most of the tested settings in a decreasing oscillations until the stationary
overlapping state is reached.
3.3.2 The Bending Forces for the Model Problem
Nowwe include the bending force as presented in Section 3.2.2. We denote ϑ the inner angle and
ti the vector of unit length along li pointing from Xi−1 to Xi. Again for symmetry reasons we
describe only the bending forces of X1 andX2. We get
FBX1 =
(
FBx1
FBy1
)
=
B
l0
[(
1
l
t2 · t3
)
t2 −
t3
l
]
=
B
l0
[(
1
l
(− cosϑ)
)
1
l
(
z
d
)
−
1
l2
(
z
−d
)]
.
Note that B/l0 = 2B for the model problem. Componentwise simplified, the bending forces ofX1
are
FBx1 = −2B
z
l2
(1 + cosϑ)
FBy1 = 2B
d
l2
(1− cosϑ) .
Using the same procedure one finds
FBy2 = −4B
d
l2
(1− cosϑ) .
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Validation of the Bending Forces
We use three standard cases to validate the formulas.
ϑ = pi : (1 + cosϑ) = 0, d = 0→ FBx1 = F
B
y1 = F
B
y2 = 0 (3.20)
ϑ =
pi
2
: FX1 =
2B
l2
(
−z
d
)
=
(
−γ
γ
)
(3.21)
: FX2 =
(
0
−4Bd/l2
)
=
(
0
2γ
)
(3.22)
ϑ = 0 : FBy1 = F
B
y2 = 0 but also F
B
x1 = 0! (3.23)
The model shows a weakness for small angles ϑ here. For our purpose very acute angles are not
expected and more nodes can always be added to smoothen the filament. The other validation
cases for angles at least in the range [0, pi/2] yield the expected results.
3.3.3 Analysis of the Model with Bending Forces
Using the identities cos ϑ2 =
d
l and sin
ϑ
2 =
z
l we have
2 cos2
ϑ
2
= 1 + cosϑ = 2
d2
l2
2 sin2
ϑ
2
= 1− cosϑ = 2
z2
l2
,
and we can simplify the bending forces to
FBX1 =
2B
l2
(
−z(1 + cosϑ)
d(1− cosϑ)
)
=
4B
l4
(
−d2z
dz2
)
FBX2 =
4B
l2
(
0
−d(1− cosϑ)
)
=
8B
l4
(
0
−dz2
)
.
We include these forces to the analysis. The six governing equation for the filament including
bending forces are given by
x˙1 = v1,x (3.24)
y˙1 = v1,y (3.25)
y˙2 = v2,y (3.26)
v˙1,x = −Hv1,x + S
l − 12
l
z −
4B
l4
d2z (3.27)
v˙1,y = −H(v1,y − u(x1)) + S
l − 12
l
d+
4B
l4
dz2 (3.28)
v˙2,y = −H(v2,y − 1)− 2S
l− 12
l
d−
8B
l4
dz2. (3.29)
Defining
γ := S
l − 12
l
and δ :=
4B
l4
,
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the Equations (3.27)-(3.29) simplify to
v˙1,x = −Vv1,x + γz − δd
2z
v˙1,y = −Vv1,y + Vu(x1)) + γd+ δdz
2
v˙2,y = −V(v2,y − 1)− 2γd− 2δdz
2.
With the same derivation as without bending forces, we find the system
d¨ = −Hd˙+ 4Hz2 − 3γd− 3δdz2
z¨ = −Hz˙ − γz − δd2z
d(0) = d˙ = 0
z(0) =
1
2
z˙(0) = 0.
For a stationary shape we demand again d¨ = d˙ = 0 and z¨ = z˙ = 0. It remains
4Hz2 = 3γd+ 3δdz2 (3.30)
z
(
γ − δd2
)
= 0. (3.31)
Determining a stationary state becomes more difficult. Equation (3.31) can be used to make a
distinction of cases
1. z = 0: This is the unphysical case we mentioned in (3.23).
2. z > 0: In this case Equation 3.31 yields γ− δd2 = 0. Calculations using Equation 3.31 do not
give an easy possibility to determine the parameters for the stationary case.
For the upcoming simulations we use the Runge-Kutta method to solve the system of ordinary
differential equations, in order to find the stationary shapes of the filament.
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3.4 Determining a Tuple of Suitable Parameters
We analyzed over a 100 dead sperm filaments looking for the smallest angles. We use the findings
to derive suitable material parameter tuples for the filament simulation. Our approach is to fit
Figure 3.4: The three smallest angles observed from 100 sperm filaments with interpolated three-node filament of
segment length 0.5. The zoom is not the same for the three images. The measured angles are shown in Table 3.1
this angle to the mostly bent part of a three-node filament of the length of one duct diameter. We
imply that the state of the photographed filament reaches the degree of natural bending and that
the same state is also enforced by exposing a filament of length duct radius to Poiseuille flow. The
three smallest angles are shown in Table 3.1 and Figure 3.4. Considering these angles, α0 := 0.828
picture number angle (deg) angle (rad)
1 54.10 0.944
2 50.19 0.876
3 47.44 0.828
Table 3.1: Measured angles of the three images in Figure 3.4
is found to be an approximation of the most extreme bending the filaments can express in flowing
seminal fluid. We are aware that the photographed filaments were not flowing at constant speed
in a spermathecal duct. Therefore we emphasize that this is an approach to find approximations
of the real material parameters. Our approach is solve the previously described model problem,
concretely equations (3.24)-(3.29) and find those parameter tuple that lead to a stationary bending
suitable to α0. A required restriction to the parameter tuple is, that its stationary state cannot
exceed a stretched filament length so that the outer corners of the three-node-filament overlaps
with the duct boundary. Mathematically, for the segment length l
l <
0.5
sin(α0/2)
≈ 1.243 (3.32)
must hold. Since we know the material of the filaments to be fairly stiff, from the simulations we
detected the bound where the stretching is low enough not to influence the process substantially.
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Stationary Shape Analyse for H = 10
Although we know that the appropriate constant H is expected to be bigger (Section 3.2.3), there
are computational challenges to resolve the arising effects. Since it imposes already a near inertia-
less behaviour to the filament, we restrict the analysis to H = 10 (Buck, 2009). Every simulation
consisted of 2000 Runge-Kutta steps at step size 0.01. After these 20 time units, our observations
ensure that this is an appropriate approximation to the stationary shape.
Figure 3.5 shows angles and segment lengths of stationary shapes of the parameter test. The
angle plots are used to determine candidate parameter triples (S,H,B), where the segment plots
are used to ensure condition (3.32). The stationary angles increase when S increases (the filament
segments are stiffer). The dependence shows an exponential behaviour (3.5) that was found to be
almost stationary for S > 100. The stationary angles also increase nearly linear when B increases
(more resistance to bending). We are mostly interested in those parameter tuples that lead to a
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Figure 3.5: Stationary shape analysis results forH = 10. The left plot shows the resulting stationary angle, the right
plot shows the stationary segment length.
stationary angle of 0.828. Therefore we fit the corresponding isoline of the left figure in (3.5) to
an function that describes the relation of S to B concisely. The fitting is shown in Figure 3.6. The
resulting regression equations are
Blinear(S) = 10
4 ∗ (0.767S − 859.325) (3.33)
Bquadratic(S) = 10
4 ∗ (0.012S2 + 3.280S + 951.466) (3.34)
Bexponential(S) = 0.0753 + 0.0641 ∗ e
−S/12.5265 (3.35)
For the range of S ∈ [10, 200]we found suitable parameter triples
(S,H,B) = (S, 10,B(S))
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Figure 3.6: Linear, quadratic and exponential fit for the filament angle 0.828.
3.5 Discussion
We recommend the tuple
(S,H,B) = (100, 10, 0.075) (3.36)
for the simulations of a single filament in the described model. Providing an insight into how
the filaments behave in our flow based on this material tuple see Figure 3.7. It shows how the
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Figure 3.7: The time-dependent shape of the simple filament in a straight channel simulation. The upper curve shows
the change of angles in time starting from the initial shape (3.3). The lower curve shows the segment lengths at every
time step.
filaments shape (angle and segment length) changes in time. The filaments initial position is hor-
izontal as shown in Figure 3.2. The angle gets smaller and due to the flexibility the segments get
longer until bending and stretching resistance and hydrodynamic forces lead to a stationary state.
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For bigger parameters B and H the stationary condition is achieved much faster.
We recall that the describedmodel is a rough simplification. We build this simple model system to
get hand on a suitable parameter tuple. We point out two considerable weaknesses of this choice.
On the one hand we used a very simple procedure to find an approximation of the tuple which
may be a too rough choice compared to the real values. On the other hand, we omit the force
acting from the filament back onto the fluid in this model. The parameters have to be adapted
when back-coupling the equations. We discuss in Chapter 4 if the parameters are substantially
affected, based on the same experiments solving the back-coupled equations. Nontheless we
derived parameter candidates that are ubiquitous for performing simulations in order to achieve
new findings that can be compared to the results of Chapter 2.
4
Modelling the Fluid Dynamics
of an Immersed Filament
4.1 Introduction
Analyzing the fluid dynamics of a flexible, swimming filament (or fiber) is very challenging, even
when an organism’s waveform is assumed to be known in advance. In the case of microorganism
motility, the low Reynolds number does simplify the mathematical analysis since the equations of
fluid mechanics in this regime are linear (1.21). Modelling filaments also at high Reynolds num-
bers is realised in several applications (Go¨tz et al., 2001, 2008). However, even in the simpler case
of low Reynolds numbers, the waveform of a microorganism is an emergent property of the cou-
pled nonlinear system consisting of the organism’s force generation mechanisms (active forces),
its passive elastic structure (stretching and bending forces), and the external fluid dynamics.
We present a method that solves numerically the equations of motion of a fluid with immersed
elastic filaments in a low Reynolds number fluid. It is based on the Immersed Boundary Method
(IBM) first introduced by Charles Peskin in the early 1970s for the simulation of the fluid dynam-
ics of heart valves. We use a finite element method for the flow calculation and the filament, which
is the immersed boundary, is coupled to the system with the filament description from Chapter 3.
An important feature of the method is that the grid of the domain does not have to coincide with
the filament nodes, which conserves lots of computational resources.
The dynamics of slender filaments suspended in Stokes flow are fundamental to many applica-
tions in biology, physics and engineering. There exists a variety of approaches to describe this
models. In our model, the filaments are represented as standalone objects. The coupled equations
are treated alternately to exert the fluid force to the filaments and the other way round as shown
in Cortez et al. (2004). Beside similar approaches where the filaments are also simulated as objects
(e.g.Yamamoto and Takaaki (1992)) one has found many other ways to treat fluid with filaments.
In Peskins approach (Peskin and McQueen, 1989), the fibers are massless and treated by modi-
fying the stress tensor. Another promising approach called slender body theory is widely used
for filament modelling (Go¨tz and Unterreiter, 2000; Shelley and Ueda, 2000; Tornberg and Shelly,
2004). For the force representation of the filament one applies an integral equation on the filament
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centerline.
For the simulations we used the same software as presented in Section 1.4. The implementation
of a full model is way too complex to be done in one step of modelling. We realised a prelimi-
nary step including a first simulation study comparable to Chapter 2 for the application of yellow
dung fly sperm flow. The simulations we perform are thus very simple. Nonetheless they re-
quired as a validation of the model and its implementation and as first insight on the influence of
the presence of a single filament in Poiseouille flow, comparable to the results of the morphology
simulations of Chapter 2. Additionally we can already show, if the back-coupling (the difference
to the simulations in Chapter 3) has a pronounced effect.
This stepwise modelling procedure can be compared to the first steps of the work of Charles
Peskin on the blood flow in the heart. He started on a basic two-dimensional model ending up
years later with a full three-dimensional model (Peskin and McQueen, 1989).
4.2 Coupling the equations: The immersed boundary method
The immersed boundary method was introduced by Charles Peskin to model blood flow around
heart valves. It has been advanced to study other problems in biofluiddynamics including three-
dimensional blood flow in the heart, dynamics of the inner ear, blood flow in the kidney, limb
development and deformation of red blood cells. The classic immersed boundary method intro-
duces by Peskin designates the class of boundary methods where the calculations are performed
on a cartesian grid that does not conform the shape of the immersed body. The boundary con-
dition for the boundary of the immersed body are not imposed directly. Instead an extra term is
added to the governing equations near the boundary containing the solid-fluid force interaction.
We focus on the immersed boundary method in the context of swimming microfilaments. We
assume the fluid to be homogeneous and incompressible. The filaments that comprise the organ-
isms are represented by elastic boundaries immersed in this fluid. The location of the filaments is
tracked in a Lagrangian fashion by a collection of massless nodes that move with the local fluid
velocity. The coordinatesXk of the filaments nodes are governed by Newton’s law
∂Xk
∂t
= Vk (4.1)
m
∂Vk
∂t
=
∑
j
Fj . (4.2)
Passing to the limit t → ∞ we get V = u, where u is the fluid velocity, and for the filament node
positions
∂Xk
∂t
= u (Xk, t) .. (4.3)
The effect of the immersed filament on the surrounding fluid particles is captured by transmitting
the fiber stress to the fluid through a forcing function term in the momentum equation given by
F (x, t) =
∑
k
Fk(t)δ (|x−Xk|) , (4.4)
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where δ is the Dirac δ-function. Since the nodes of the immersed filaments do no coincide with the
cartesian grid points, the Dirac δ-function is not able to transfer the force from the filament onto
the grid. To overcome this problem, we replace the sharp δ-function by a smoother distribution
d spreading the forcing over a band of elements of the grid around the immersed filament (4.1).
The forcing at any grid point xi as a result of forces of the filament is then
F (xi, t) =
∑
k
Fk(t) d (|xi −Xk|) . (4.5)
The velocity of the filament nodes in (4.3) is obtained by the same smooth distribution function d.
This function d therefore plays an important role since it is responsible for the transfer of filament
forces to the fluid (4.5) and the feedback on the new position nodes of the immersed filament
(4.3). While there are different approaches to choose d on a cartesian grid using a finite differ-
ence method, we present a straightforward mesh dependant approach of d in the finite element
formulation we present in the next section.
Figure 4.1: Rough visualization of an immersed boundary (thick polygonal line with crosses) that does not coincide
with the finite element grid (grid in the background). The gray triangles are affected by the distribution function d
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4.3 A Finite Element Formulation of the Immersed Fila-
ment Approach
We extend the stationary simulation algorithm of Chapter 1 to a time-dependent algorithmwhere
flow and filament problems are solved alternately. This back-coupling of the filament to the flow
problem is the extension to the simulations of Chapter 3.
4.3.1 Governing Equations
Let Ω ∈ R2 be the computational domain containing a massless, elastic, immersed filament. The
filament is given as a line of total length L. We represent the curve in parametric form X(s, t)
where t ∈ [0, T ] denotes the time and s ∈ [0, L] denotes the arc length.
Writing the Equations (1.21) for the fluid together with the projections (4.5) and Newton’s law, we
have
−△u+∇p˜ = F in Ω
div u = 0 in Ω
F (x, t) =
∑
k Fk(t)δ (|x−Xk|) x ∈ Ω, t ∈ [0, T ]
∂X(s, t)
∂t
= V (s, t) s ∈ [0, L], t ∈ [0, T ]
m
∂V (s, t)
∂t
=
∑
j fj . s ∈ [0, L], t ∈ [0, T ]
(4.6)
We introduce boundary conditions and initial conditions to create a well-posed problem
u = uD on ΓD×]0, T ]
u(·, 0) = u0(·) in Ω
X(s, 0) = X0(s) ∀s ∈ [0, L].
(4.7)
4.3.2 Variational Formulation
To get a variational formulation we must know how the term∫
Ω
F (t)vdx (4.8)
for a test function v is understood. For a sharp filament representation one can show that∫
Ω
F (t)vdx =
∫ L
0
f(s, t)v (X(s, t)) ds ∀t ∈]0, T ]. (4.9)
Let us define (F (t), v)IB :=
∫
Ω
F (t)vdx. The variation formulation reads then as follows:
Problem 6. Given f ∈ L2 (]0, L[×]0, T [) for all t ∈]0, T [ find (u(t), p(t)) in H10 (Ω)
2 × L20(Ω) and
X : [0, L]×]0, T [→ Ω such that
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(∇u(t),∇v) + (div v, p(t)) = (F (t), v)IB ∀v ∈ H10 (Ω)
2
(div u(t), q) = 0 ∀q ∈ L20(Ω)
(F (t), v)IB =
∫ L
0
f(s, t)v (X(s, t)) ds ∀v ∈ H10 (Ω)
2
∂X(s, t)
∂t
= V (s, t) ∀s ∈ [0, L]
m
∂V (s, t)
∂t
=
∑
j fj ∀s ∈ [0, L]
u = uD ∀x ∈ ΓD
u(x, 0) = u0(x) ∀x ∈ Ω
X(s, 0) = X0(s) ∀s ∈ [0, L].
(4.10)
The application of the finite element method is done similar as for the stationary method in Sec-
tion 1.2. For the stationary algorithm, given initial quantities and computational domain, we had
to assemble the system and solve to get the solution. For the immersed boundary method the
algorithm gets more complex.
4.4 FEM-based Immersed Boundary Algorithm
Suppose that at the end of time step n we have the fluid solution (un, pn) on the computational
grid, and the configuration of the immersed boundary points on the filaments (Vk, Xk). To ad-
vance the system by one time step, we apply the following algorithm:
1. Calculate the force densities fk from the boundary configuration;
2. Spread the force densities to the grid to determine the forces Fk on the fluid;
3. Solve the Navier-Stokes equations for un+1;
4. Move each immersed boundary point (Xk) according to Newton’s law.
The initial state of the simulation is determined by the initial conditions of (4.10). One can imagine
the filament being placed in the domain in its initial shape, where for the first solution the forces
of the initial filament shape are already transferred to the flow equations. For the solution of
the governing problem we do not expect any regularity. Therefore we apply linear methods. The
discretizations should provide∆t ∼ h. For our first fundamental test series, the last missing piece
is to find appropriate discretization parameters for the computational simulations. Before we
present the simulations, we give a small insight in the implementation of the filament algorithm.
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4.5 Implementation and Configuration of the Filament Al-
gorithm
We reflect the tasks of the presented filament algorithm in the view of its implementation.
4.5.1 Programming concepts
In step (1) the force calculation along the filament nodes is calculated. This is straightforward
using the formulas and parameters deduced in Chapter 3. The spreading of the force density
in Step (2) is realized through a boundary integral along the filament multiplying force density
with test functions. The most challenging part of this algorithm is that the immersed boundary
does not coincide with the computational boundary of the computational domain. The filament
nodes are stored separately and have to be tracked with respect to the finite element grid. This
process carries some geometrical challenges due to rounding errors andmachine precision. When
integrating along the filament (which is moving in each time step) the element edge intersection
calculation as well as finding connecting elements has to be treated carefully, in the most extreme
case a filament can pass from element to element without one element being the neighbour of the
other. It is also possible that the filament segment nearly coincides with a grid edge. In this case
we move the filament node a little bit towards the element center and restart the process.
Now that Fk is known in every node of the computational domain, the discrete equation can be
solved as for the stationary case (step(3)) and the filament can easily bemoved pointwise applying
Newton’s law (step (4)).
4.5.2 Software features
As presented in Section 1.4.2 for the stationary case, there is an implemented interface so that one
can give custom simulation parameters using switches in a console command. Instead of list all
switches we give a simple example.
java -Xmx2G -Xms2G -cp bin mathcomp.gui.cfd.JCFD
-aassemble.filament.FilamentAssembler:run.NSFilamentAssemblerRun -B0.075
-S100.0 -H10.0 -FromeB0.075S100.0H10.0 -fgrids/ductGrid.grid
Description: JCFD is started with 2 GB of memory. The existing grid ductGrid.grid and the fil-
ament data from rome.fil will be loaded. Then the assemble-and-solve uses the Assembler class
FilamentAssembler and the NSFilamentAssemblerRun run class to simulate the filament with bend-
ing coefficient 0.075, stretching coefficient 100.0 and hydrodynamic coefficient 10.0.
SeeWu¨st (2009) for a complete feature overview and more implementation details of the filament
simulation algorithm.
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4.6 Numerical Experiments
We apply the same duct shapes as in Chapter 2. Since the filaments length has a length of about
a third of the total duct length, we attach an artificial part on both ends of about the length of the
filament as shown in Figure 4.2. Due to stability we scale the whole system to duct length 1. This
Figure 4.2: The configuration of the duct of width d for the simulation including a single filament. The artificial ends
are of length l0 are shown in grey color. As in Chapter 3, l is the duct length (centerline length) not depending on the
angle α. lf is the length of the filament.
is possible without any other adjustments since we are interested in relative effect sizes and the
flow characteristics are not affected by multiplying such this scaling to the very large Reynolds
number of the system.
4.6.1 Finding suitable Discretization Parameters
Beside the fixed geometrical parameters from the previous section, we must choose grid resolu-
tion, time step size and filament node number to perform the simulation algorithm. For all of
these parameters, up to a certain degree where stability is granted, dividing in finer parts is bet-
ter, but one has to balance those factors. This is due to the limited computational memory but
also due to the growing total simulation time. Since the problem is time dependent, we have to
perform all four steps of an iteration (e.g. solving the linear system) in each time step. It is not
obvious how to find a good balance, because the parameters cannot be independently chosen as
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experiments confirm.
As we learned from the numerical experiments in Chapter 2, when considering grids over 104
nodes the discretization error does not have a considerable impact in the Stokes flow setting in
our smooth channel. However we expect a difference for a complicated filament immersed in the
fluid imposing relatively strong forces onto the fluid. Then experiments show that a finer grid
is required. We found that a grid of 104 nodes to be reasonably balanced to all other factors: We
must choose a small time step to resolve the precise path of the filament. This is coupled to the
grid resolution: A very fine grid requires a very fine time scale. For the grid of 104 nodes the time
step we recommend is 0.01. This produces about 1500 time steps for our preliminary simulation
(1500 Stokes problems to be solved). h ∼ ∆t is approximately ensured.
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Figure 4.3: A simulation where the discretization parameters were not well balanced. At a fixed time step 0.01 we
tried using a finer grid. The time step seems to be to coarse to be able to capture the emerging forces of the filament
on the finer grid. The growing arrows represent the hydrodynamic forces which result in an unphysical behaviour of
the filament (it exits the duct domain).
Choosing the number of filament nodes is not that related to the convergence of the method. We
found that for our preliminary simulations 23 nodes seem appropriate (the equilibrium filament
segment length is 0.5). It yields very close results to better resolved filaments, is less costly, and
gives already the impression of a smooth filament in animations. For more complex simulations
we are aware that the filament needs to be resolved much better since the equilibrium length is
half of the diameter of the duct. For the kind of tests we performed it showed not to yield different
results if the filament contained more nodes. An overview of the deduced parameters is shown in
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parameter variable value
artificial area length l0 15
filament length lf 11
number of filament nodes Nf 23
inflow velocity (unscaled) vinflow 4
grid stepsize h ≈ 0.05
time step ∆t 0.01
stretching parameter S 100
bending parameter B 0.075
hydrodynamic parameter H 10
Table 4.1: Fixed parameters for the filament simulations. The grid was created to have a total of 104 nodes, which
yields h ≈ 0.05.
Table 4.1. For further research, suggest a proper rescaling with respect to the filament parameters
and the discretization in space and time. Our preliminary work has a clear focus to validate and
show the potential of the simulation software and to reveal the differences in the effects sizes
compared to Chapter 2.
76 Chapter 4. Modelling the Fluid Dynamics of an Immersed Filament
Deducing Requirements and first Simulations
The left figure in (4.4) shows the initial process of the filament starting in a configuration as shown
in Figure 4.2 getting from zero movement to a constant movement. The solid line show the pres-
sure drop at each time step for the filament with the parameters from Chapter 3 and from Chapter
4 on the 5000 node grid. The dashed lines are the pressure drop mean and the pressure drop from
the homogeneous problem on the same grid. The acceleration of the bead-spring filament results
in a cost during the first 20 time steps. On the right figure we ignore the initial behaviour and see
the slight oscillatory behaviour of the pressure drop for the bead spring filament. The oscillation
may be caused by too coarse parameters (time and grid discretization).
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Figure 4.4: Pressure drop measurements of a simulation at the two different time intervals [0, 50] and [50, 1400].
The influence of the back-coupling on the model problem angles
We proposed a tuple of filament parameters in Section 3.5. We used the same parameters for an
equal study with the back-coupling. The results are compared in Figure 4.5. The angles are found
to be very similar and we do not have do adapt the parameters due to the back-coupling.
4.6.2 Numerical Results
The focus of the upcoming simulations is the comparison to with the tests of Chapter 2. From
the knowledge of the effect sizes in the homogeneous case without a filament we can deduce the
influence of the single immersed filament to the flow rate. Our main interest is gathering the total
time of the filament to reach the artificial outflow area (Fig. 4.2). From those times we will again
derive the effect of the morphological parameter on the process of sperm flow through the ducts.
Nevertheless we will also address on the pressure difference that we measure and compare the
outcome to the results of the homogeneous tests.
Effect of Duct Length
As concluded in Chapter 3, the filament takes proportionally longer to flow through a longer duct
(the flow rate decreases linearly with the length of the duct). The mean pressure drop values were
4.6 Numerical Experiments 77
0 200 400 600 800 1000 1200 1400 1600 1800 2000
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
time steps
a
n
gl
e
 
 
0 200 400 600 800 1000 1200 1400 1600 1800 2000
0.8
0.9
1
1.1
1.2
1.3
1.4
1.5
1.6
time steps
a
n
gl
e
Figure 4.5: A comparing study of the angles depending on time of a simple model filament. Left: The simulation with
constant Poiseuille flow. Right The simulation with back-coupling from the filament to the fluid affecting the flow field.
The back-coupling does not substantially change the angles.
very close to those of the stationary problem found in Section 2.5. Measuring the time consumed
by the filament to flow through the entire duct results in the same dependence to duct length as
the mean pressure drop differences.
Effect of Duct Diameter
For a test series using straight ducts with different diameters as well as using a curved duct with
different diameters we did find a difference in filament flow times that was proportional to the
flow rate stated in Section 2.5. This is due to the fact that the filament is initially aligned with
the duct and always swims close to the centerline. Remember that we also do not address to the
thickness of the filament, although this may be neglected anyway since dfil : dduct = 1 : 20. The
pressure drop values were very close to those found in Section 2.5.
Effect of increased surface area in a straight duct
The results in Section 2.5 together with the results of Section 4.6.2 already give strong evidence
that the effect of increased surface area in the single aligned filament model does not substantially
differ to the effect in the homogeneous model. Nonetheless one can imagine a difference if the
filament shape is more arbitrary and the filament gets close to (or even interacts with) the rough
boundary.
Effect of duct curvature in a smooth walled duct
For a change in the duct curvature we tested the same angle of the same configuration as in
Section 2.5. In Figure 4.6 we show the flow times and the pressure drop means of this simulation.
The effect size is found to be similar to Section 2.5. The characteristic of the time plot of Figure 4.6
can also be found in Figure 2.5.
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Figure 4.6: Time consumption of the filament to swim from one artificial end to the other (4.2) for different duct
curvature angle α.
4.7 Discussion
The presence of an aligned single immersed filament did not substantially change the flow be-
haviour compared to the results of Chapter 2. We see several interesting model refinements that
are inspired by this basic study. The energy that the filament consumes by changing its shape
influences the flow. Therefore different initial shapes as observed from real images (e.g. wave-
forms) could lead to an intensified effect of the morphological parameters. It is considerable that
the single filament collides with the duct wall or even gets stuck. Once a proper collision treat-
ment is implemented, one could introduce multiple filaments that interact with each other (e.g.
Zhu and Peskin (2002) successfully modelled and validated an IBM algorithm that models two
interacting filaments in a soap film in two dimensions).
We did not include the filament locomotion at all. There are several approaches (e.g. Lighthill). In
order to simulate the success of a self-propelled sperm filaments to reach the spermatheca there
were very interesting question arising. For the uncoupled systems Buck (2009) performed simu-
lations using motorized filaments using the approach presented in Lowe (2001).
In the literature one finds illustrations of many different duct shapes, from straight to highly
compressed. We know that the ducts are flexible and certainly moving while the sperm is flowing
through. Thus another putative model refinement is to include a time-dependence in the duct
shape, governed by pulsating boundaries, or the muscle attached to the spermatheca.
We have found candidates for adaptive morphology parameters that influence sperm flow in
yellow dung fly ducts by building the first few steps of a mathematical model. To clarify if this
model already captures the main sperm transport mechanics we set up a laboratory experiment.
The aim is to validate this simulation results and find new insight in the mechanics and avenues
for future research.
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Abstract
The extent to which female structures adaptively control sperm transport and use is controver-
sial. This is partly because few studies can unambiguously separate male and female influences
on sperm storage, and there are consequently few data demonstrating a female role in biasing
sperm storage. In previous work, we used fluid dynamics theory to show that some aspects of
female morphology are much more likely than others to affect sperm movement within female
yellow dung flies (Scathophaga stercoraria). Here we attempt to validate this theory empiri-
cally by studying how natural variation in female morphology influences sperm movement in
experimentally-controlledmatings, and by estimating the proportion of variation in insemination
that is accounted for males and females. We found substantial variation among spermathecae in
the number of sperm stored which was considerably greater than variation among males in total
sperm transferred. Our analyses also confirmed a predicted substantial effect of spermathecal
duct length on sperm movement. In contrast, whereas theory predicted a linear effect of duct
diameter on sperm flow, we found support only for a nonlinear effect. This last result suggests
several possible mechanisms that might contribute to sperm movement in these flies that await
future theoretical and empirical investigation.
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5.1 Introduction
Some of the most extraordinarily diverse structures in the animal kingdom are those associated
with the reproductive tract (Eberhard, 1996). This fact has long been recognized by systematists,
who have frequently used genitalic morphology as a means of distinguishing closely related taxa.
Much of the diversity in reproductive traits is thought to arise via some form of sexual selection
involving adaptive coevolutionary changes in females and their mates across species (Arnqvist,
1998). Nevertheless, exactly how female structures select on males remains controversial, espe-
cially with respect to the importance of conflicts of interest in driving coevolution.
Classic models of mate choice propose that female structures exert selection on males in order to
increase female fitness, and one of the most exciting aspects of a potentially active female role in
post-copulatory events was that it suggested very compelling evidence for adaptations that pro-
mote indirect fitness (e.g., good-genes sexual selection) (Eberhard, 1996). More recent arguments
have focused on sexually antagonistic coevolution (i.e. sexual conflict between male and female
adaptations), and they posit that direct selection on females (i.e. for increased fitness within the
current generation) should be more important than indirect selection (which is only ever exerted
on the offspring of a female (Cameron et al., 2003; Kirkpatrick and Barton, 1997).
Convincing evidence that a given reproductive structure in females has evolved in one of these
contexts rather than the other is elusive. Several imposing challenges make evaluating these mod-
els difficult. (1) Many of the traits in question are very small, and often hidden within the bodies
of the organisms even during copulation, so opportunities for direct observation are few. (2) Both
direct and indirect selection hypotheses involve interactions between females and their mates, so
that the traits cannot be functionally observed in isolated individuals. (3) The alternative models
generate predictions that tend to differ only subtly, especially under the stable equilibrium con-
ditions in which coevolutionary interactions for most populations are thought to exist.
Evolutionary ecologists have long argued about the nature of evidence required to overcome
these challenges and convincingly separate male effects from female effects (because effects that
are purely male-generated require no adaptive explanation for females). After having established
a female influence, the challenge becomes determining whether this influence may have evolved
in the context of sperm choice or sexually antagonistic coevolution. The most famous exchange
on the subject was stimulated by Birkhead (1998) who presented three criteria for demonstrating
sperm choice that were built around a classic experiment by Lewis and Austad (1994) that as-
signed variation in paternity across the sexes: (1) that there be variation in paternity within the
population; (2) that some of this variation be attributable to males, and (3) that some of this varia-
tion be attributable to females. In a series of responses to this work, Eberhard (2000), Kempenaers
et al. (2000) and Pitnick and Brown (2000) argued that these conditions were neither necessary nor
sufficient for demonstrating sperm choice, and they and Birkhead (Birkhead, 2000) agreed that
more studies of the mechanisms underlying sperm choice would be a very useful complement to
analyses that assigned variation in paternity to one sex or the other. Since this interchange, sev-
eral studies have estimated the male and female contributions to variation in paternity in several
species (Tregenza et al., 2009; Wilson et al., 1997; Corley et al., 2006).
In contrast to this progress in studying the relative contributions within and between the sexes
to the outcome of paternity, the mechanisms that produce this outcome remain poorly resolved
even in well studied systems. Evidence is mounting that intersexual coevolution is a major force
in determining genitalic diversity (House and Simmons, 2003; Presgraves et al., 1999; Wenninger
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and Averill, 2006; Miller and Pitnick, 2002; Minder et al., 2005). Specifically, several papers docu-
ment a clear role for intersexual conflict in driving reproductive trait evolution (Reinhardt et al.,
2007; Arnqvist and Rowe, 2002; Rowe and Arnqvist, 2002). There is also some evidence consis-
tent with sperm choice (Birkhead, 1998, 2000). These intriguing papers notwithstanding, direct
evidence that genitalic diversity is promoted by adaptive sperm choice is lacking. It is not clear
whether that is because demonstrating indirect benefits is inherently difficult, or because they are
an uncommon cause of diversifications in female genital morphology.
As discussed in Chapter 2, our study system, yellow dung flies (Scathophaga stercoraria) are a
model system for post-copulatory sexual selection. Females have three sperm storage organs,
one called the singlet spermatheca, and the others the middle and outer doublet, which are lo-
cated on the opposite side of the body. These organs seem to have independent musculature. The
male cannot control movement of sperm into these organs, because the male intromitent organ
only inserts up to the bursa copulatrix (Hosken et al., 1999). There is compelling evidence that
the complex reproductive morphology of females may play a role in adaptive sperm choice . In
the current study, we set out to correlate some aspects of female reproductive tract morphology
with sperm storage patterns, and to conduct with a variance components analysis that partitioned
sperm storage across males, females, and sperm storage organs.
In contrast to the most of the previous work on adaptive sperm choice, we focus on variance in
the number of stored sperm rather than the paternity of offspring. This current study represents
an attempt to achieve several aims: (1) a validation of the theoretical work described in Chapter
2, in other words to test whether the parameter effects in the theoretical work are aligned with
observations of the real biological system; (2) to suggest directions for model refinements that
might improve the realism of the numerical simulations; and (3) to explore variation in sperm
storage within and among females as a function of male and female identity, sperm storage site,
and morphological aspects of the reproductive tract. In light of these objectives, we subjected a
series of females to copulations of closely controlled duration, and counted the sperm in each of
the female’s sperm storage organs as a function of several factors and morphological covariates.
We also partitioned variation among random effects to determine the proportion of phenotypic
variation accounted for by males, females, and spermathecae as well as unexplained residual
variance.
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5.2 Materials and Methods
Prior to the experiment, we collected fresh cow dung at our field site in Fehraltorf, Switzerland,
homogenized it and froze it at −80 degrees for over two weeks to kill any invertebrates that had
colonized it. We collected 75 mating pairs of yellow dung flies from the same field site, and in-
duced oviposition in the laboratory by placing pairs in a small glass vial containing a filter paper
with a small quantity of thawed dung, and transferred eggs to plastic bottles containing enough
dung to prevent larval competition (at least 2 g dung per larva, Amano (1983)). At eclosion, all
flies received ad libitum sugar, water, and Drosophila in order to bring about sexual maturity and
were held at 21 degrees and 65% humidity. 21 days after eclosion, we mated 20 males to three
non-sibling females each (N = 60 females). We interrupted copulation after exactly 20 minutes
for every pair. Females were then submerged in liquid nitrogen to arrest sperm movement, and
transferred to the freezer in individual tubes for subsequent dissection. We chose the duration of
20 minutes of copulation for because we wanted to ensure that all copulations proceeded for the
same amount of time, so we chose a copula duration substantially shorter than the average. Our
interest is primarily in the influence of morphological parameters on sperm storage, so even if the
total number of sperm that reach the sperm storage organs in our study is an underestimate of
per-copula sperm transfer, differences between spermathecae may nevertheless reveal the effects
of morphological parameters on sperm movement.
After thawing the flies prior to dissection, we placed the flies in water and carefully removed
the female reproductive tracts using forceps. We photographed the entire reproductive tract as
it lay in a drop of water on a microscope cavity slide under a coverslip for later digital measure-
ments of the predictor variables duct length (ductL), minimal duct diameter near spermatheca
(ductW), minimal duct diameter near the bursa (ductZ), minimal duct diameter at the outflow
into the bursa (ductV), and the spermathecal area, which was recomputed by the spermathecal
volume calculation described in Appendix B. We then carefully separated the spermathecae and
individually emptied them on a separate slide into a tiny drop of DAPI medium (Vectashield
HardSet Mounting Medium with DAPI) for subsequent sperm counting under the fluorescent
microscope. We carefully disrupted the sperm using forceps coated with Sigmacote to prevent
sperm from sticking to the forceps and covered the solution with a coverslip. To ensure that the
sperm were spread enough to be counted, we carefully displaced the coverslip several times be-
fore placing the slides in a light impervious box. We stored the slides in darkness at 4 degrees C
until counting. At the fluorescent microscope, we counted all the sperm from each spermatheca
by conducting transects of the coverslip that were the width of the field of view.
In addition to sperm counts and the morphological measures described above, we recorded the
wet masses and hind tibia lengths of females (fHTL) and their male partners (mHTL). We used
the image processing software ImageJ (Rasband, 2009) to measure linear distances in digital pho-
tographs captured by a camera mounted on a compound microscope. For the analysis, we used
the lme function of the NLME package (Pinheiro et al., 2009) in the R Project software (R Devel-
opment Core Team, 2009) to fit linear mixed models of the influence of the predictor variables on
sperm number in spermathecae nested within females nested within their male mates.
For the linear mixed model analysis we applied the nesting
 
1 random=˜1|mID/fID/spthNr
 
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The effect of the spermatheca number within the females is a pure female effect and the number
of the female in the mating line within the male is a specific male-by-female interaction but with a
variation unique to the female individual. Both effects were thus captured by the model and will
be explained in the variance component analyze. We log-transformed sperm counts to achieve
normality, we started with a model including all quadratic terms and all the two- and three-
way-interactions as the initial fit for the analysis. We then removed in a stepwise fashion the
higher-order terms that resulted in the highest reduction of the AIC value of the model (using the
stepAIC function of the NLME package (Pinheiro et al., 2009) for the R software R Development
Core Team (2009)).
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5.3 Results
We set up 50 mating tetrads (each containing one male and three, non-sibling females haphaz-
ardly selected from 60 half-sib families collected from wild females). For six of the 50 tetrads the
males did not mate with any of the three females. In 16 tetrads male mated one or two females,
and in 28 tetradsmales mated for the full 20 minutes with all three females. In a few cases (N = 4)
we lost material during dissection and measurements. Our analysis is therefore based on the first
20 successfully dissected and photographed complete tetrads.
We found remarkable variation in sperm storage, with an average of 423 ± 465 sperm per sper-
mathecae. The range included a couple of spermathecae with no sperm. In three females sperm
transfer was not successful at all, where in the other cases there were non-empty spermathecae
along the empty ones within the females. The maximal number of sperm in a single spermatheca
was a count of 1798 filaments. There was an intriguing pattern of bias in spite of this high vari-
ance, with the singlet storing 523 sperm, the middle doublet 442 and the outer doublet 293 sperm.
In the process of taking the photographs of the female anatomy we observed a previously unde-
scribed structure at the very opening of the duct in the bursa (Fig. 5.1). Because of the resemblance
of this structure to valves, we wanted to explore its possible role in regulating sperm movement
even though this structure could not be seen in all preparations. For each preparation, we noted
whether the structure was visible and measured the minimal diameter of the distal ’valves’ for
each duct (ductV), and included this as a covariate in a separate group of linear mixed models.
For the spermathecae, we observed 9 ducts with two spermatheca (these flies had 4 spermath-
ecae) and 8 ducts with two adnated spermathecae. We flagged the ducts (spthT) and measured
length and width to apply the according mathematical formula for each type to find appropriate
volume approximations. We applied the cube root to volume measurements in order to have a
common length scale parameter. We fitted a linear mixed-effects model by maximizing the re-
stricted log-likelihood (Laird and Ware, 1982) but allowing for nested random effects. Our fixed
effects included all the measured covariates: duct length (ductL), minimal duct diameter near
spermatheca (ductW), minimal duct diameter near the bursa (ductZ), minimal duct diameter at
the outflow into the bursa (ductV, if we did not observe the valves we set this equal to ductZ),
male and female hind tibia length (mHTL, fHTL) and the cube root of the estimated spermathecal
volume (spthVolCR). The random effects include male identity (mID), the copulation in question
(fLocal, 1-3) nested within the male identity, and the spermathecal identity (spthNr) nested within
copulation nested within male.
In the analysis, the resulting best model is summarized in Table 5.1, and contains two parameters
that significantly predict sperm number: duct length (ductL) and the quadratic term forminimum
duct diameter near the bursa (ductZ2). The duct length has a negative parameter estimate of
−0.153 meaning that the longer the duct the fewer sperm were found in the spermatheca. The
ductZ2 term has a very small −0.078 parameter estimate, indicating that the greatest number of
sperm travelled through ducts of intermediate thickness.
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Figure 5.1: Two microphotographs that show the valve-like structure where the ducts lead into the bursa. The upper
photograph clearly shown an opened valve (duct on top-left) and a closed valve (other two ducts). In the second
photograph the ducts and the bursa are two separated fluid domains, separated by the valves, acting like a gate.
Variance Component Analysis
One of the advantages of the linear mixed modelling approach is that we can not only control for
variation within and among females, but we can also estimate how each nesting level contributes
to total variation in sperm numbers. The variance components for random effects associated with
the model described in Table 5.1 are summarized in Table 5.2.
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numDF denDF F-value p-value
(Intercept) 1 94 396.6435 < .0001
mHTL 1 17 0.0057 0.9406
fHTL 1 31 1.1127 0.2997
spthVolCR 1 94 1.2788 0.2610
ductL 1 94 6.3547 0.0134
ductZ 1 94 0.0813 0.7762
I(ductZ2) 1 94 5.1310 0.0258
mHTL:ductL 1 94 3.6360 0.0596
fHTL:ductZ 1 94 1.6518 0.2019
ductL:ductZ 1 94 2.6532 0.1067
Table 5.1: The anova table for the minimum adequate model describing the influence of male and female phenotype
on sperm transport.
Variance Component Percentage
Male identity 0.11077 2.79
Copulation 2.28144 57.50
Spth within Female 1.35249 34.09
Residual 0.22320 5.62
Table 5.2: The variance components for random effects in the minimum adequate model described in Table 5.1.
5.4 Discussion
We estimated sperm storage across spermathecae in a number of females and analyzed how it
was affected by the phenotypes of males and females and female reproductive tract morphology.
As predicted in Chapter 2, we found that duct length has a negative linear effect on the sperm
count. The effect sizes are however not directly comparable since we have apply different model
involving different parameters. For the fixed inflow model described in Chapter 2 we found
duct width had the largest (positive) effect on the sperm count. Our empirical analysis however
showed a small but significant quadratic effect (−0.078) for the minimal duct diameter near the
bursa. This relationship might be explained if the diameter changes plastically during insemi-
nation when females wish to restrict flow, perhaps using peristaltic waves of contraction along
the length of the duct. Alternatively, perhaps swimming sperm move most quickly in interme-
diate ducts, because extremely narrow ducts are insufficiently wide for sperm swimming, but
5.4 Discussion 87
extremely wide ducts do not allow sperm to push against the walls. In Chapter 2, the strongest
effect was for duct width. Notwithstanding the complications of nonlinear effects due to effects
of duct movement or sperm swimming, it is notable that we find nothing approaching the effect
size predicted. This mismatch shows us that we need more insight in the sperm transport mech-
anisms and simultaneously refine the model to find the true mechanisms governing sperm flow
in yellow dung flies.
Another possible mechanism we thought might regulate sperm flow were the newly discovered
valve structures shown in Figure 5.1. We had thought these might could operate like a dynamic
gate that restricts in and outflow of sperm, and that narrow gaps between valves might be asso-
ciated with reduced sperm movement. We observed this structure in the impressive micropho-
tographs in Arthur et al. (2008) (Figure 2c shows an open gate; Figure 2d shows accumulated
sperm before its outflow into the bursa). However, including our static measurements in the
model did not help predict sperm number. Although there is still little support for such a struc-
ture playing a strong role in sperm sorting (at least within virgin flies), it may stimulate future
experiments and it could be easily included and studied in our flow simulation software.
Our nested experimental design allows us to partition the variance in sperm numbers across
males and females as well as across spermathecae within females. The variation in total sperm
number attributable to males is rather small, but this should not imply that there are no mean-
ingful differences across males in sperm storage. Our analysis only partitions variation in sperm
transferred, so while males seem to transfer negligibly different numbers of sperm overall as a
result of their identity, it is not clear how much their performance in achieving fertilization might
vary by individual. Nevertheless, this result does argue against systematic differences across
males in their ability to inseminate virgin females, and is therefore a significant novel contribu-
tion of our study.
The level of nesting encoded by individual females (which accounts for 57.5% of the variance in
sperm numbers) represents variation arising from the specific male-by-female interaction repre-
sented by the single mating each female experienced. Some of this variation might be unique to
females, but we cannot estimate how much because we obviously could not repeat the experi-
ments for the same female twice after dissecting her. Perhaps the most intriguing aspect of our
variance components analysis is that over one third of the variation in sperm numbers is rep-
resented by the spermatheca level. Since there males cannot place their sperm directly into the
spermathecae (Hosken et al., 1999), the within female component of the variance (34.1%) arguably
represents female-controlled aspects of sperm sorting, which would obviously be impossible in a
system with a single sperm storage organ.
We decided to disregard the sperm stored in the spermathecal ducts themselves, since we could
not reliably isolate these without loss in the same way that we are confident we have done with
the spermathecae. A rough calculation of the volume of fluid contained within ducts versus sper-
mathecae vindicates our approach: the approximated volume of spermathecae is on average 10
times bigger than the volume in the duct found by our measurements. The corollary of this find-
ing is that the spermathecal duct, while it may contain sperm, is probably primarily an adaptation
for female control rather than for sperm storage itself.
We have supported a clear role for duct length in affecting sperm flow, but for other reproduc-
tive tract characters that were measurable, we were unable to support predictions based on only
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passive flow. This work represents a decided step forward in determining the mechanisms under-
lying sperm storage biases in yellow dung flies. Obviously, much work remains, particularly in
pursuing experiments and theoretical models that stray less from the natural system in terms of
the number of interacting individuals and the conditions of mating and oviposition. Further, we
recognize that we will ultimately need to determine biases in sperm use as well as storage, and
the consequences of these biases for the fitness of females and their mates. Meanwhile, the current
work is very useful in indicating which of the many possible directions for further research are
likely to be the most rewarding.
6
Conclusions
Our goal is to enlighten the transport mechanics of yellow dung fly sperm flow and give direc-
tions for future experiments. We apply the novel modelling approach of numerical computer
simulation to provide an insight into the mechanics of sperm flow in yellow dung flies. The ar-
guably biggest advantage of the simulation to real experiments is the flexibility and the ease of
repeatability.
We performed systematic parameter tests for a homogeneous approach. The results indicated
that if this model is already appropriate, the duct diameter (and the increased surface area depth)
should have an overwhelming influence on the flow rate. Duct length should be much smaller in
its influence and duct curvature is almost negligible. The simple filament model reproduced the
same results concerning a preliminary parameter test of a centerline-aligned filament.
The validation experiment in Chapter 5 however showed us, that there are other mechanisms
beyond our currently implemented model. Although we supported a clear role for duct length,
duct width was not found to have the expected impact. We suggest a variety of different mecha-
nisms underlying these observations. From the nested design of the experiment we were able to
detect female-controlled aspects of sperm sorting. Moreover a new structure was detected to be a
putative mechanism to control sperm transport.
This work contributes a significant step forward in determining the mechanisms underlying
sperm transport and storage in yellow dung flies. Our findings lead to a set of model refine-
ments that we suggest as next steps (e.g. filament interaction, three dimensional model, valve
modelling, moving boundaries) of finding a better, more detailed model to simulate yellow dung
fly sperm flow. The implication of our research indicate a big variety of possible directions for
future research in biology to precise the mechanisms of sperm transport.
Appendices
A
Deducing the Flow Rate Effect
Size from the Computational
Experiments
A.1 Introduction
The homogeneous formulation of the model we applied for the simulations in Chapter 2 uses a
fixed inflow velocity. This is due to the simpler mathematical treatment of the governing equa-
tions instead of a fixed pressure formulation. The response variable of the computational experi-
ments is the difference in pressure from inflow edge to outflow edge. In other words we find out
how the pressure drop depends on several parameters.
A.2 The Model Problem
We consider the dimensionless Stokes equation in two dimensions on a channel of diameterW =
2a = 1 and length L = 40, given as
−△u+∇f = 0 in [−1/2, 1/2]× [0, 40] (A.1)
u(x, y) = vmax
(
1−
x2
a2
)
on Γin ∪ Γside (A.2)
(∇u− p) · n = 0 on Γout. (A.3)
(A.4)
For this special case we can give the unique exact solution:
u(x, y) = u(x) = vmax
(
1−
x2
a2
)
(A.5)
p(x, y) = p(y) =
2vmax(L− y)
a2
. (A.6)
94 Chapter A. Deducing the Flow Rate Effect Size from the Computational Experiments
It follows that the pressure gradient is a constant:
∂p(y)
∂y
= −
2vmax
a2
.
Pouseuille’s law states
Q˙ = −
2
3
a3
∂p(y)
∂y
,
and other hand we know from the given inflow that
Q˙ =
∫ a
−a
v(x)dx =
4
3
vmaxa.
A.3 Deducing the Flow Rate Effect Size
We discuss below how each of the parameters influence the flow rate.
Duct Length
Since the pressure gradient is constant, doubling L doubles the pressure drop p(0)− p(L) = p(0).
Halving the inflow by halving vmax restores the pressure drop. Therefore we have
Q˙ ∼ 1/L.
For the effect size calculation we we have L = 672± 17µm and find
cDL =
689
655
= 1.0519.
Therefore, in the given range of two standard deviations Lmin = 655, Lmax = 689 the effect of duct
length on flow rate is 1− 1/cDL = 4.9%.
Duct Width
Again we want to fix the pressure and compare the flow rate for different radii a. Since the
pressure gradient remains the same, Poiseuilles law gives us
Q˙ ∼ a3.
The range in radii of two standard deviations is amin = 11.7, amax = 15.3we have
cDW =
15.3
11.7
= 1.3077.
Therfore, in this range Lmin = 655, Lmax = 689 the effect of duct length on flow rate is 1 − c3DW =
123.6%.
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Duct Wall internal Surface Area (the presence of microvilli)
The exact solution for these tests is not known. We know the pressure loss from the straight duct
and from the narrowed duct (they are verified with the exact solution). The pressure loss of the
duct with microvilli is obviousely between the two values. As for duct length we have a fixed
inflow and different pressure loss values. We get analogously
Q˙ ∼ 1/MV.
From micrographs provided by Hosken et al. (1999) reveal microvilli having an amplitude of 0.5
and a period of approximately 1.5. The software computes p(0)straight = 105.35 and p(0)mv =
121.61. Then, with
cMV =
121.61
105.35
= 1.15
we derived the effect of roughness on flow rate to be 1− 1/cMV = 13.3%.
Duct Curvature
As for the duct width, the length stays at L. Again the exact formula is not known analytically.
But once we have p(0)straight we can find the flow rate so that an equal pressure loss results for the
curved duct with computational experiments. We find that
Q˙ ∼ 1/CURV.
is a very good approximation. We compare p(0)straight = 105.35 to p(0)α=125 = 107.01 and with
cα =
107.01
105.35
= 1.0155
we get 1− 1/cCURV = 1.55%.
B
A Study on Spermathecal
Volume and Sperm Number
In this appendix chapter we present a technique to approximate the volume of the spermathecae
from the microphotographs we took for the study of Chapter 5. Especially the volume calculation
of two intersecting spermathecae (Ward, 2000) is not obvious, since only the combined duct width
and the lengths of the intersecting spermathecae can be measured. In the second part of the
chapter we derive an estimate of the number of sperm filaments that fit in a single spermatheca
on order to compare them to the counted numbers in Chapter 5.
B.1 Calculating the Volume of a Spermathecae
The parameters width (w) and length (l) can be extracted easily and it turns out that in general
w < l holds. The volume of a ellipsoid is given by
Vellipsoid =
4
3
pi
(w
2
)2( l
2
)
=
pi
6
w2l.
Among the dung fly females there is variation in the number of spermathecae (Ward, 2000). Usu-
ally they have three but sometimes four spermathecae. From observations, among the two regular
duct with single spermathecae, there is either one more regular spermatheca or two more regular
spermathecae (Fig. B.1, right figure) or an adnated state in between (Fig. B.1, left figure).
We will estimate the volume of such two intersecting organs.
Let t be the part of the radius that is cut by the intersection. The quotient of the volume that cut
by given radius and t is given by
Q(r, t) :=
Vcut
Vsperical
=
1
4
(
2− 3
(
r − t
r
)
+
(
r − t
r
)3)
. (B.1)
To estimate the volume of the intersecting spermathecae we do the following:
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Figure B.1: Left: Three spermathecae containing an adnated pair. Right: Four separate spermathecae.
1. Measure the total widthW of the adnated spermathecae and the mean length L.
2. Use the average factor q := wmean/lmean from all non-overlapping spermatheca measure-
ments and the identity r = qL/2 from the separated organs to calculate t by
t = 2r −
W
2
= qL−
W
2
.
3. Calculate Q(r, t) using equation B.1 to find the estimated volume of the two intersecting
spermathecae by
Vinters = 2
(
Vellipsiod(1 −Q(r, t))
)
B.2 An Upper Bound to the maximal Number of Sperm in
a single Spermatheca
We give an upper bound to the number of sperm that can be stored at a time in a single spermath-
eca by calculating the quotient of spermatheca volume and single sperm volume.
B.2.1 Approach I: Cylinders in a Sphere
We model the spermatheca by a ball with diameter D and the sperm as a zylinder with length l
and diameter d. Then the upper bound of the sperm number is given by
NApproach I(D, d, l) =
2
3
D3
d2l
.
B.2 An Upper Bound to the maximal Number of Sperm in a single Spermatheca 99
Figure B.2: The cross section of an adnated pair of spermathecae. In our measurements and the volume calculation
we capture the fact that the size of the two spermathecae may also be different.
Applying the measured quantities to this simple model we get the following rough estimate of
the upper bound
NApproach I =
2
3
(180)3
(2)2 · 200
≈ 3957.
B.2.2 Approach II: Head-Tail Object in an Ellipsoid
Let now the spermatheca be a spherical with length L and width W and the sperm a tail/head
object. The tail is modelled as a cylinder with diameter d and length l1 and the head as an ellipsoid
with width w and length l2. Then we get
NApproach II(L,W, d, l1, w, l2) =
2
3
LW 2
d2l1
+
LW 2
w2l2
.
Applying the model we estimate the upper bound as
NApproach II =
2
3
185 · (180)2
(2.2)2 · 180
+
185 · (180)2
(3.5)2 · 23
≈ 3700.
B.2.3 How the Sperm is fitted
If the sperm volume could be fitted perfectly in the spermathecae, according to our model there
would be space for about 3700 sperm filaments. This is not the case since they are solid and there
are spaces between filaments (filled with fluid).
To estimate how dense the filaments could be stuffed inside the spermathecae, we consider a pile
of cylinders (e.g. tree trunks) stacked with aligned centerlines in every layer (Fig. B.4a). Then one
would end up losing 13.4% of volume caused by spaces between the cylinders. Aligning them
with alternating centerlines (Fig. B.4b) the loss is 9.3%. We included a third more realistic idea
of how sperm is fitted inside a full spermathecae (Fig. B.4c, redrawn from Hosken et al. (1999)).
From their observation a loss of around 15% is realistic.
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Figure B.3: A sperm filament (left) and a spermathecae (right) at the same spacial scale. The size of the head of
the sperm is much smaller than shown (the glowing-like effect is caused to the marking substance and the fluorecent
light).
Figure B.4: Study on how sperm filaments are stuffed in a full spermathecae: (a) the centerline fit, (b) the optimal fit,
(c) a realistic fit redrawn from Hosken et al. (1999).
We neglected the head shape and the fact that that the filaments are the spermatheca is an el-
lipsoid domain in these figures. This reduces the number in a magnitude of some percents. We
conclude that due to our considerations a maximum of about 3000 sperm filaments fit in a sin-
gle spermatheca. In the study in Chapter 5 we counted a maximum of 1798 sperm filaments in
a single spermatheca. But due to the experiment outline, in 20 minutes the spermathecae just
may not get filled entirely. Sbilordo et al. (2009) found an estimate of at least 4629 sperm con-
tributed to the fertilization of the first clutch and 1406 sperm contributed to the fertilization of
the second clutch from an experiment with multiple matings. Distributing these numbers to the
three spermathecae, this leads to similar sperm numbers per spermatheca. Since sperm in such
high number is hard to count approximately, the accordance of these theoretical and experimental
findings contributes valuable knowledge for future experiments.
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