The present study determined if altering the unsignaled delay to reinforcement would alter the within-session pattern of responding. In both Experiments 1 and 2, 4 rats pressed a lever for reinforcers delivered by a variable-interval schedule during 50-min sessions. Across conditions, the value of the variable-interval schedule' was either 15 or 60 s and the unsignaled delay to reinforcement was 0.04, 0.20, 1.00, 5.00, or 25.00 s. Food-pellet reinforcers were delivered in Experiment 1 and 5% liquid-sucrose reinforcers were delivered in Experiment 2. Increasing the delay to reinforcement altered both response rates and response patterns, except when sucrose reinforcers were delivered by a variable interval 60-s schedule. These results may pose problems for some theories of delayed reinforcement. Perhaps more importantly, they indicate that procedural aspects can potentially influence conclusions made about the effect of delayed reinforcement. ,
within-session pattern of responding. Other factors (e.g., rate of reinforcement) appear to be primary determinants of what pattern of responding will be observed.
The object of the present study was to investigate an independent variable that, although long studied in other areas (e.g., Mowrer, 1960) , has yet to receive attention in the study of within-session changes in responding. Specifically, it investigated the effect of unsignaled delay to reinforcement on within-session patterns of operant responding. 1 Unsignaled delay to reinforcement was investigated for two reasons. First, studying how delayed reinforcement affects responding within sessions could potentially lead to a better understanding of why rate of responding changes within sessions. Second, studying rate of responding within sessions for different delays to reinforcement could potentially lead to a better understanding of how delayed reinforcement influences operant behavior.
Previous research on within-session changes in responding suggests that the response-reinforcer relation may be influential in determining what pattern of responding will be observed. Weatherly, McSweeney, and Swindell (1998) studied the within-session patterns of pigeons' general activity during 60-min sessions when the pigeons pecked a key on a simple variable-interval (VI) schedule (Experiment 1), received food delivered by a simple variable-time schedule (Experiment 2), or were reinforced for activity on a simple VI' schedule (Experiment 3). In all experiments, programmed rates of reinforcement varied from 15 to 240 reinforcers per hr across conditions. Results showed that within-session changes in general activity were unsystematic, and seldom significant, when subjects pecked a key or received noncontingent food (Le., Experiments 1 & 2). However, significant within-session changes in general activity were observed when activity was the operant (Experiment 3). Moreover, these patterns of activity were qualitatively similar to those observed for other operant responses (e.g., key pecking). Finding that within-session changes in general activity were reliably observed only when activity served as the operant implicates the response-reinforcer relation as a potential determinant of the within-session pattern of responding.
The present study was therefore undertaken to further clarify the role that the response-reinforcer relation plays in determining the within-session response pattern. If the response-reinforcer relation can play a role in determining the pattern of responding within the session, as the above evidence suggests, then altering a prominent feature of this relation, namely the delay between the response and the delivery of the reinforcer, should ' alter the observed pattern. On the other hand, if this relation does not playa critical role in determining the within-session response pattern, then the pattern of responding should not be affected by changes in delay to reinforcement.
The results of such an experiment should also contribute to our knowledge of delayed reinforcement. As others have noted (e.g., Latta I , 1987) , research on the effects of delay to reinforcement has been plentiful, but it has typically focused on its effect on response acquisition and/or extinction (e.g., . Furthermore, although it is generally accepted that delay to reinforcement decrease~ operant response rate, the mechanism that produces such a decrease is in dispute . .
The present results should make two contributions to this debate. First, they should help determine whether decreases in rate of responding with increases in delay to reinforcement may be a byproduct of the procedures employed. It is common to terminate sessions after a certain number of reinforcers have been delivered. Because delayed reinforcement may decrease obtained rate of reinforcement, especially if a resetting-delay procedure is employed,2 session durations may vary over a wide range across conditions. Therefore, differences in overall rates of responding may be produced by measuring different portions of the within-session pattern of responding. The matter becomes more complicated if different delays to reinforcement produce different withinsession patterns of responding. Changes in average response rate could then potentially be the result of averaging across different response patterns, averaging across different portions of the within-session response function, or some combination of the two.
Second, the present results should help assess the different theories for why delayed reinforcement decreases operant response rates. Potential explanations for the decreases in response rate include decreases in · reinforcer value because the reinforcer is delayed (cf. Williams, 1976) , decreases in the temporal contiguity between the response and the delivery of the reinforcer (see Schneider, 1990 , for a review), decreases in the correlation between responding and reinforcement (Baum, 1973) , and increases in competition between operant and observing behavior (e.g., checking the feeder; Schaal, Shahan, Kovera, & Reilly, 1998) . Determining whether different withinsession patterns of responding are observed at different delays to reinforcement could potentially help to delineate between these theories because, while some of these theories could potentially be reconciled with such results, others would appear to be unable to explain such changes in response patterns.
Experiment 1
Experiment 1 employed an unsignaled, nonresetting delay-toreinforcement procedure. Unsignaled, as opposed to signaled, delays were used so as to avoid any potential influence that a cue could have on 2Resetting-delay procedures restart the delay if a response occurs during the delay period. Such a procedure ensures that the obtained delay to reinforcement is equal to the programmed delay.
behavior (e.g., conditioned reinforcement; e.g., see Mazur, 1997) . Nonresetting, as opposed to resetting, delays were used for two reasons. First, non resetting delays involve only a single response-reinforcer contingency. Second, they do not alter programmed rate of reinforcement.
Four rats pressed a lever for food-pellet reinforcers delivered by a simple VI schedule during 50-min sessions. Subjects responded at five different delays to reinforcement, ranging from 0.04 to 25.00 s across conditions. The effect of these delays were measured at two different programmed rates of reinforcement (Le., VI 15 and VI 60 s).
Method Subjects
The subjects were 4 experimentally naive male Sprague-Dawley rats obtained from Charles River Laboratories. Subjects were housed individually, had free access to water (only) in the home cage, and experienced a 14/10 hr light/dark schedule (0600 -2000). Subjects were maintained at approximately 85% of their free-feeding body weight via postsession feedings when necessary or by daily feedings on days in which sessions were not conducted.
Apparatus
The apparatus was an experimental chamber for rats (MED Associates, Inc.) that measured 23.5 by 30.5 by 21 cm. A 5-cm response lever was located 1.5 cm from the left edge of the front panel and 8 cm above the grid floor. The lever extended 2 cm into the chamber. A force of approximately 0.25 N was required to depress the lever. An identical lever was symmetrically located on the right side of the front panel. It was not used in the present experiment. A 2.5-cm diameter stimulus light was located 6.5 cm above each lever. A 5-x 5-cm aperture, which could allow access to reinforcement, was centered on the front panel, 5 cm above the floor. A liquid-drop dispenser (MED Associates, ENV-201A) and a pellet dispenser (MED Associates, ENV-203) were located behind the front panel. Both could deliver reinforcers into a recessed cup within the aperture. A houselight was centered on the back wall of the chamber, 2 cm below the ceiling. The experimental chamber was housed in a soundattenuating chamber with a ventilation fan to mask noises from outside. Experimental events were programmed and data were recorded by an IBM-compatible 486 computer that was running MED-State software and connected to an MED-Associates interface. The computer and the experimental chamber were located in the same room.
Procedure
Subjects were taught to press the left lever using an autoshaping procedure (e.g., Brown & Jenkins, 1968) . Subjects were placed into the chamber for 60-min sessions in which reinforcers (45-mg Noyes pellets, Formula All) were scheduled according to a variable-time 60-s schedule.
When a reinforcer was scheduled, the left lever was inserted into the chamber for 10 s. After the 10 s had elapsed, the lever was retracted and the food pellet was delivered. Lever pressing was recorded but had no consequence. After each subject had pressed the lever more than 1 00 times on this procedure, the experiment was begun. " Subjects responded in 50-min sessions. Pressing the left lever was reinforced with a 45-mg Noyes food pellet (Formula All). Reinforcers were scheduled at a probability of 0.0667 (VI 15-s schedule) or 0.0167 (VI 60-s schedule) every 1 s, depending upon the condition. These schedules of reinforcement were chosen because they typically produce different within-session patterns of responding (e.g., McSweeney, 1992) . After a reinforcer was scheduled, the next response initiated an unsignaled delay of 0.04, 0.20, 1.00, 5.00, or 25.00 s. These particular delays were chosen because they were multiples of five and well represented the range of delays typically used in research on delayed reinforcement (e.g., Byrne et aI., 1998; Williams, 1976) . The reinforcer was delivered after the delay period expired. The session timer, but not the interreinforcer interval, advanced during the delay. Responses during the delay were recorded but had no consequence. The houselight and the light above the left lever were illuminated throughout the session.
Conditions differed in rate of and delay to reinforcement. Table 1 presents the different conditions in Experiment 1. The condition order presented in Table 1 was determined randomly prior to the beginning of the experiment. Two subjects (49 and 50) experienced the conditions in the order presented in Table · 1. Subject 47 received the reverse order of conditions. Subject 46, which replaced a deceased subject early in the experiment, also received the reverse order of conditions starting at Condition 8 (Le., Conditions 9 -1, then Condition 10). All conditions were conducted for 20 sessions, with sessions conducted daily, 5 to 7 days per week. Table 2 presents the mean rate of responding averaged across the session for individual subjects responding at each delay to reinforcement for both schedules of reinforcement. Also presented are the standard errors of the means and the mean number of obtained reinforcers in each condition. The data presented in Table 2 , as well as for the following figures and analyses, were taken from the final five sessions that each condition was in effect. The standard errors were calculated on the mean rates of responding across those five sessions.
Three findings should be apparent in Table 2 . First, rate of responding typically varied inversely with delay to reinforcement. Across the two schedules of reinforcement, the highest rates of responding were observed at one of the two shortest delays to reinforcement (0.04 or 0.20 s) for each subject. Likewise, the lowest rates of responding were observed at the longest delay to reinforcement (25 s) for each subject. Second, overall rate of responding tended to vary directly with programmed rate of reinforcement, with rate of responding on the VI 15-s schedule exceeding that observed on the VI 60-s schedule at the equivalent delay to reinforcement in 15 of the 20 possible instances. Third, obtained rates of reinforcement generally varied inversely with delay to reinforcement. Each subject obtained the most reinforcers at one of the two shortest delays to reinforcement and obtained the least reinforcers at the longest delay to reinforcement. Figure 1 presents the within-session patterns of responding observed on the VI 15-s (top graph) and VI 60-s schedule of reinforcement (bottom graph). Each function represents the rate of responding across successive 5-min intervals in the session for the mean of all subjects responding at a different unsignaled delay to reinforcement. Responding is reported in 5-min intervals to be consistent with past reports on withinsession changes in operant responding (e.g., McSweeney, 1992; Weatherly et aI., 1995 Weatherly et aI., , 1996 Weatherly et aI., , 1998 . Figure 1 shows that delayed reinforcement altered responding within the session. This effect was apparent in two ways at both rates of reinforcement. The first was in absolute rates of responding. As shown in Table 2 , absolute response rates varied inversely with delay to reinforcement. The second was in terms of the within-session patterns of responding. Responding increased and then decreased within the session at short delays to reinforcement. Response patterns became flat as delays increased.
The above impressions were confirmed by statistical analyses. Data for the VI 15-s schedule were analyzed by conducting a two-way (Delay by 5-min interval) repeated measures analysis of variance (ANOVA) on the rates of responding for individual subjects. Results indicated that the main effect of delay [F(4, 12) [F(36, 108) = 5.47] were all significant. Results of this analysis, and all that follow, were considered significant at p < .05. These results indicate that rate of responding decreased with increases in delay to reinforcement, that responding changed within the session, and that different within-session patterns of responding were observed at different unsignaled delays to reinforcement.
Because the interaction term was significant, follow-up one-way ANOVAs were conducted on responding at each separate delay. The results indicated that responding changed significantly within the session at all delays [F(9, 27) = 11.20, 0.04-s delay; F(9, 27) = 7.77, 0.20-s delay; F(9, 27) = 3.25, 1-s delay; F(9, 27) = 10.43, 5-s delay] except the 25-s delay [F(9, 27) 
An identical analysis was conducted on the data for the VI 60-s conditions. The two-way (Delay by 5-min interval) repeated measures ANOVA resulted in a significant main effect of delay [F(4, 12) Although it could potentially be concluded that increasing the unsignaled delay to reinforcement altered the within-session pattern of responding, the data in Experiment 1 contain two serious confounds. First, because obtained rate of reinforcement decreased as delay to reinforcement . increased, the changes in the response patterns could be attributed to changes in rate, of reinforcement and not to changes in delay. Second, rates of responding were very low at long delays to reinforcement. Therefore, even though significant changes in responding were observed at some long delays, the flat patterns of responding may have been flat as a result of a floor effect and not as a result of delayed reinforcement.
These are serious concerns, but they can be addressed by analyzing data from the 0.04-, 0.20-, and 1.00-s delay conditions. These conditions did not differ in obtained rates of reinforcement [F(2, 6) = 2.11, VI 15-s schedule; F(2, 6) = 0.44, VI 60-s schedule] and had rates of responding well above those observed in the longer-delay conditions (so they should be free from floor effects). Two-way (Delay by 5-min interval) repeated measures ANOVAs conducted on responding during these three conditions show that the interaction between delay and 5-min interval was still significant for both rates of reinforcement [F(18, 54) = 3.15, VI 15-s schedule; F(18, 54) = 2.09, VI 60-s schedule], indicating that different within-session patterns of responding were observed in conditions that differed in delay to reinforcement but not in obtained rate of reinforcement and that had sufficiently high rates of responding. These results therefore support the conclusion that increasing the delay to reinforcement altered the within-session response pattern.
Experiment 2
Experiment 2 replicated Experiment 1 using liquid sucrose as the reinforcer. Sucrose as the reinforcer was investigated because recent research from our laboratory has suggested that behaviors maintained by food-pellet or sucrose reinforcement may be differentially affected by changes in the conditions of reinforcement (Weatherly, Stout, McMurry, Rue, & Melville, 1999) .
Method Subjects, Apparatus, and Procedure
Four experimentally naive male Sprague-Dawley rats served as subjects. Subjects were obtained, housed~ and maintained as those in Experiment 1. They responded in the same apparatus used in Experiment 1, were trained to press the left lever using the same procedure, and experienced conditions identical to those in Experiment 1, with the following exceptions. First, subjects' lever pressing was reinforced with a 0.1-ml drop of a 5% (w/v) liquid-sucrose solution. Second, order of conditions was randomly determined independently from Experiment 1. Table 3 presents the conditions in Experiment 2. Two subjects (97 and 98) experienced the conditions in the order presented in Table 3 . The other 2 subjects received the reverse order of conditions. Table 4 presents the mean rate of responding, the standard errors of the means, and the mean number of obtained reinforcers for individual subjects in Experiment 2. It was constructed as was Table 2 . The results in Table 4 are also similar to those in Table 2 . Rate of responding typically varied inversely with delay to reinforcement. Across the two schedules of reinforcement, the highest rates of responding were observed at one of the two shortest delays to reinforcement in seven of the eight possible instances. The lowest rates of responding were observed at the longest delay to reinforcement in seven of eight instances. Rate of responding typically varied directly with programmed rate of reinforcement, with response rates on the VI 15-s schedule exceeding those observed on the VI 60-s schedule at the equivalent delay to reinforcement in 18 of the 20 possible instances. Finally, obtained rates of reinforcement varied inversely with delay to reinforcement. The highest obtained rates of reinforcement were observed at one of the two shortest delays to reinforcement in'six of eight possible instances. The lowest obtained rate of reinforcement was observed at the longest delay to reinforcement in seven of eight instances. Figure 2 presents the within-session patterns of responding observed on the VI 15-s (top graph) and VI 60-s schedule of reinforcement (bottom graph). Each function represents the rate of responding across successive 5-min intervals in the session for the mean of all subjects responding at a different unsignaled delay to reinforcement.
-As in Experiment 1 , changes in the unsignaled delay to reinforcement altered responding. For both schedules of reinforcement, absolute rates of responding decreased as delay to reinforcement increased. Unlike Experiment 1, however, Figure 2 shows that the effect of delay on the within-session pattern of responding was restricted to the richest schedule of reinforcement. Large within-session changes in responding were observed at short delays to reinforcement when subjects responded on the VI 15-s schedule. Response patterns were relatively flat at long delays to reinforcement. On the other hand, responding changed very little within the session when subjects responded on the VI 60-s schedule. The above impressions were confirmed by statistical analyses. A twoway (Delay by 5-min interval) repeated measures ANOVA, conducted on the rates of responding for individual subjects responding on the VI 15-s schedule, showed that the main effect of delay [F(4, on the VI 60-s schedule showed that the main effect of delay [F(4, 12) = 12.31] and main effect of 5-min interval [F(9, 27) = 3.58] were significant.
However, the interaction between delay and 5-min interval was not significant [F(36, 108) 
As in Experiment 1, finding different patterns of responding at different unsignaled delays to reinforcement for the VI 15-s schedule cannot automatically be attributed to the effects of delay because different obtained rates of reinforcement and/or floor effects may have contributed. These possibilities were again tested using the 0.04-, 0.20-, and 1.00-s delay conditions because they neither differed in obtained rate of reinforcement [F(2, 6) = 0.33] nor had rates of responding as low as those observed in the longer-delay condition. The two-way (Delay by 5-min interval) repeated measures ANOVA conducted on responding on these conditions did not, however, show a significant interacti' on between delay and 5-min interval [F(18, 54) = 1.35]. Therefore, unlike Experiment 1, changes in the response patterns observed at increasing delays to reinforcement for the VI 15-s schedule cannot conclusively be attributed to the changes in the delay.
General Discussion
The present results demonstrate that a procedure that changes the unsignaled delay to reinforcement can change the within-session pattern of responding. When subjects responded for food-pellet reinforcers (Experiment 1), different within-session patterns of responding were observed at different delays to reinforcement for both rates of reinforcement. Similar results were observed when subjects responded on a VI 15-s schedule for liquid-sucrose reinforcers (Experiment 2). However, different delays to reinforcement did not produce different response patterns when subjects responded on a VI 60-s schedule for sucrose reinforcers.
As noted in both experiments, the present results are potentially confounded by differing obtained rates of reinforcement and/or floor effects. However, several reasons exist that decrease the concerns of these confounds. For one, significantly different patterns of responding were observed in Experiment 1 during conditions that did not differ in obtained rate of reinforcement and that had moderate to high rates of responding. Therefore, although these results cannot dismiss these concerns altogether, they do show that changing the unsignaled delay to reinforcement can alter the within-session pattern of responding. Secondly, one could argue against floor effects because significant within-session changes in responding were sometimes observed in long-delay conditions that supported very low rates of responding. Finding such changes do not rule out the possibility of a floor , effect, but they do indicate that response rates were sufficiently large for a change to be detected. The present results appear to support the contention of Weatherly et al. (1998) that the response-reinforcer relation can influence the within-session pattern of responding. These researchers found that systematic within-session changes in pigeons' general activity were only observed when activity was the operant response. In the present study, the size of within-session changes in responding decreased with increases in the unsignaled delay to reinforcement. In fact, delaying reinforcement sometimes eliminated changes in responding within the session altogether (e.g., Experiment 1, VI 15-s schedule). Therefore, both studies indicate that the observance of systematic within-session changes in responding may rely upon the response-reinforcer relation being intact and strong.
Arguing that the response-reinforcer relationship is influential in determining the within-session pattern of responding is contrary to one previous finding, however. McSweeney, Swindell, and Weatherly (1996a) found within-session changes in responding when pigeons responded on an autoshaping procedure. The findings of McSweeney et al. therefore indicate that the presence of a response-reinforcer relation is not necessary to observe within-session changes in responding. They do not, however, necessarily lead to the conclusion that the same factors that influence within-session changes in operant responding are the same as those that influence responding on autoshaping procedures. By implicating the response-reinforcer relation, the present results may suggest that they indeed differ.
Despite the data of McSweeney et al. (1996a) , the present results are highly consistent with other existing data on within-session changes in responding. For instance, in both Experiments 1 and 2, the largest withinsession changes in responding were observed at the highest rate of reinforcement (i.e., the VI 15-s schedule). These changes in responding, increases followed by decreases, were qualitatively similar to those previously reported for subjects that respond for food-pellet (e.g., McSweeney, 1992) or 5% liquid-sucrose (Melville, Rue, Rybiski, & Weatherly, 1997) reinforcement.
Along with adding to the literature on within-session changes in responding, the present results should be relevant to those who study the effect of delayed reinforcement. Specifically, the present results suggest that the effect of delayed reinforcement may differ across studies that employ different procedures. The top graph of Figure 1 can help illustrate this point. If we had terminated sessions after a certain number of reinforcers had been obtained, as is commonly done, then, for short delays to reinforcement, session length would have been short. However, short sessions at short delays to reinforcement would have negated the decreases in responding that were observed over the final 35 min of the session. Without including these decreases in responding, overall rates of responding would have been higher that those we reported. In contrast, by terminating our sessions after a constant period of time, the decreases in responding were observed and were included in the calculation of the overall rates of responding. It is therefore possible that the conclusions on the effect of delay to reinforcement on overall rates of operant responding may have differed if we had used a different criterion. That is, a larger effect of delayed reinforcement on overall rates of responding would have been reported if sessions had ended after a constant number of reinforcers rather than after a constant amount of time.
The present results may also pose problems for several theories of delayed reinforcement. Explanations that posit that delayed reinforcement influences responding by changing the contiguity of (see Schneider, 1990) or the correlation between the response and the reinforcer (Baum, 1973) would seem to overlook the fact that responding changes systematically within the session. That is, these are molar theories and are silent as to why responding changes within the session when the response-reinforcer contiguity or correlation remains constant within the session. These theories are also silent as to why different within-session patterns of responding are observed at different delays to reinforcement. Of course, theories are not mandated to work at both the molar and molecular level. However, because within-session changes in responding appear to be altered by changes in the delay to reinforcement, theories that can accommodate these effects would seem to be favored over those that cannot.
One theory that can potentially account for the present data is the idea that delayed reinforcement reduces rate of responding because it increases competing responses such as checking the feeder (Schaal et aI., 1998) . It is possible that different delays to reinforcement produced different rates and patterns of responding because they produced different amounts of competing behavior. More specifically, subjects may have checked the feeder more often during long-delay conditions than during short-delay conditions, thus decreasing absolute response rates. The different within-session patterns of responding may have been observed because the pattern of checking the feeder may have changed with changes in delay.
This theory faces at least one problem, however, which can be shown in the bottom graph of Figure 2 . For the VI 60-s conditions, different delays to reinforcement altered absolute rates of responding but did not alter within-session response patterns. If the decreases in absolute rates of responding were the product of the addition of competing responses, then it is not clear why these additional responses did not alter the withinsession pattern of responding as they did at the higher rate of reinforcement or for another type of reinforcer (Experiment 1).
Finally, the idea that delayed reinforcement decreases response rate because it decreases reinforcer value can potentially account for most of the present results. Decreasing response rates and changing response patterns with increases in the delay to reinforcement may have occurred because of changes in the value of the reinforcer. Moreover, the differences observed between food-pellet and liquid-sucrose reinforcers may have been the result of differences in the original value of the two reinforcers. For example, delaying a more (e.g., food pellets), rather than a less (e.g., 50/0 liquid sucrose), valuable reinforcer may result in a larger relative decrease in reinforcer value. If such were the case, then one might expect the robust changes in behavior maintained by food-pellet reinforcement with increases in delay to reinforcement and the small changes in behavior maintained by liquid-sucrose reinforcement observed in the present study. Such an explanation may also correspond to research on within-session changes in responding, which has also implicated reinforcer value as a potential cause for these changes .
