The first-and second-order optimum achievable exponents in the simple hypothesis testing problem are investigated. The optimum achievable exponent for type II error probability, under the constraint that the type I error probability is allowed asymptotically up to ε, is called the ε-optimum exponent. In this paper, we first give the second-order ε-exponent in the case where the null hypothesis and the alternative hypothesis are a mixed memoryless source and a stationary memoryless source, respectively. We next generalize this setting to the case where the alternative hypothesis is also a mixed memoryless source. We address the first-order ε-optimum exponent in this setting.
I. INTRODUCTION
Let X = {X n } ∞ n=1 and X = {X n } ∞ n=1 be two general sources, where we use the term of general source to denote a sequence of random variables X n (resp. X n ) indexed by block length n. We consider the hypothesis testing problem with null hypothesis X, alternative hypothesis X, and acceptance region A n ⊂ X n . The probabilities of type I error and type II error are defined respectively as μ n := Pr {X n / ∈ A n } , λ n := Pr X n ∈ A n .
We focus on how to determine the ε-optimum exponent, defined as the supremum of achievable exponents for the type II error probability under the constraint that the type I error probability is allowed asymptotically up to ε (0 ≤ ε < 1). In this problem setting, Chen [1] has derived the general formula for the ε-optimum exponent. Han [2] has derived the ε-optimum exponent in the case where X is a mixed memoryless source and X is a stationary memoryless source. The class of mixed sources is quite important, because all of stationary sources can be regarded as forming mixed sources consisting of stationary ergodic sources. Hence, the analysis for mixed memoryless sources is substantial and therefore we also focus on the case with a mixed memoryless source X. In particular, we try to extend the results for mixed memoryless sources of [2] in two ways. First, we notice that finer evaluations of achievable rates called rates of the secondorder have been investigated in several contexts of information theory. Inspired by these results, we also derive the optimum achievable exponent in the form of the second-order, called the second-order ε-optimum exponent. Our first main result is The second author with this work was supported in part by JSPS KAKENHI Grant Number 26420371.
to establish the second-order ε-optimum exponent for a mixed memoryless source X with a stationary memoryless source X. Next, we generalize this setting to the case with mixed memoryless null and alternative hypotheses X, X. We then establish the first-order ε-optimum exponent in this setting.
II. GENERAL FORMULAS FOR ε-HYPOTHESIS TESTING
We first review the first-and second-order general formulas. Throughout in this paper we use the notation that P Z indicates the probability distribution of random variable Z. Let us define the firstand second-order ε-optimum exponents.
Definition 2.1: Rate R is said to be ε-achievable, if there exists an acceptance region A n such that lim sup n→∞ μ n ≤ ε and lim inf
Definition 2.2 (First-order ε-optimum exponent):
The second term of (1) specifies the asymptotic behavior λ n e −nR . Chen [1] has derived the general formula for B ε (X||X): Theorem 2.1 (Chen [1] ): 
Definition 2.4 (Second-order (ε, R)-optimum exponent):
The second term of (2) specifies the asymptotic behavior λ n e −nR− √ nS . Han has derived the general formula for B ε (R|X||X):
Theorem 2.2 (Han [3] ):
where
III. MIXED MEMORYLESS SOURCES

A. First-order ε-optimum exponent
In the previous section, we have reviewed the formula for general hypothesis testings. In the subsequent sections, we consider special but insightful cases and compute the optimum exponents. Let Θ be an arbitrary probability space with general probability measure w(θ) (θ ∈ Θ). Then, the hypothesis testing problem considered in this section is stated as follows. The null hypothesis is a mixed stationary memoryless source
where X n θ is a stationary memoryless source for each θ ∈ Θ and P X n θ (x) = n i=1 P X θ (x i ) with generic random variable X θ taking values in X (θ ∈ Θ). The alternative hypothesis is a stationary memoryless source X = X n ∞ n=1 with generic random variable X taking values in X , that is,
We assume X to be a finite alphabet hereafter. In order to treat this special case, first we introduce an expurgated parameter set on the basis of types, where the type T of sequence x ∈ X n is the empirical distribution of x, that is, T = (N (x|x)/n) x∈X with the number N (x|x) of i such that x i = x (i = 1, 2, · · · , n). Let T 1 , T 2 , · · · , T Nn denote all possible types of sequences of length n. Then, it is well-known that N n ≤ (n + 1) |X | .
Now for each x ∈ X n , we define the set
Since each of P X n θ is an i.i.d. source, the set Θ(x) depends only on the type T k of sequence x, and therefore, we may write Θ(T k ) instead of Θ(x). Moreover, we define the set
Then, we have the following lemma:
Proof: Since P X n (x) is the expectation of P X n θ (x) with respect to w(θ), Markov's inequality guarantees that
from which, together with (5), (6) follows.
Next, we introduce two lemmas.
n=1 be a mixed memoryless source and X = {X n } ∞ n=1 be an arbtirary source. Then, for any θ ∈ Θ * n and any real z n it holds that
n=1 be a mixed memoryless source and X = {X n } ∞ n=1 be an arbitrary source. Then, for any θ ∈ Θ, z n and γ > 0 it holds that
Proof: The proof of these two lemmas is similar to the one of Han [2] . For the details, see [4] . The first-order ε-optimum exponent has been derived by using these three lemmas.
Theorem 3.1 (First-order ε-optimum exponent: Han [2] ):
where D(P X ||P X ) is the divergence between P X and P X .
B. Second-order ε-optimum exponent
Next, we derive the second-order ε-optimum exponent for mixed sources.
, which is originally due to Strassen [5] .
Proof of Theorem 3.2: Setting
it suffices, in view of Theorem 2.2, to show two inequalities:
Proof of (8): By the definitions of X and X, it holds that
where the first inequality is due to Lemma 3.1 and Lemma 3.2, and the last inequality is from Fatou's lemma. Here, we define three sets:
Noting that, setting X n θ = (X θ,1 , X θ,2 , · · · , X θ,n ),
gives the arithmetic average of n i.i.d. variables with expectation
Then, for ∀θ ∈ Θ 2 the weak law of large numbers yields
Moreover, for ∀θ ∈ Θ 0 the central limit theorem leads to
Summarizing these equalities, we obtain
Plugging this inequality into (10) yields (8).
Proof of (9): It suffices to follow the above arguments in the inverse direction, using Lemma 3.3 with z n = R + S √ n , instead of Lemma 3.2. For the details, see [4] .
(14) Here, let us consider the following canonical equation for S
(15) In view of (14), this equation always has a solution S = S(ε).
It should be noted that if {θ|D(P X θ ||P X )=Bε(X||X)} dw(θ) = 0 holds, the solution is not unique and so S(ε) = +∞. By using the solution S(ε), it is not difficult to check that Theorem 3.2 with R = B ε (X||X) can be expressed as
The canonical equation is a useful expression for the secondorder optimal coding rate [6] , [7] . The equation (15) is a hypothesis testing counterpart of these results.
IV. MIXED MEMORYLESS ALTERNATIVE HYPOTHESIS
In this section, we consider the case where not only the null hypothesis but also the alternative hypothesis is a mixed memoryless source.
Let P Xσ σ∈Σ be a family of probability distribution on X where Σ is a probability space with probability measure v(σ). We assume here that Σ is a compact space and P Xσ is continuous as a function of σ ∈ Σ.
The hypothesis testing problem to be considered in this section is stated as follows. The null hypothesis is a mixed memoryless source X = {X n } ∞ n=1 defined in (4) . The alternative hypothesis is another mixed memoryless source
. For simplicity, we may write P θ , P n θ (resp. P σ , P n σ ) instead of P X θ , P X n θ (resp. P Xσ , P X n σ ). We assume also that |X | < ∞.
where the function σ(P ) is specified by the equation
and v-ess. inf f σ := sup{β| Pr{f σ < β} = 0} (the essential infimum of f σ with respect to v(σ); " Pr " is measured with respect to the probability measure v(σ)). Remark 4.1: Notice here that D(P ||P σ ) is continuous in (P, P σ ). Since we have assumed that Σ is compact and P σ is continuous in σ, there indeed exists a function σ(P ) satisfying (16).
Remark 4.2:
In the case that Σ is a singleton, the above theorem coincides with Theorem 3.1. Therefore, this theorem is a direct generalization of Theorem 3.1.
Remark 4.3:
It is not difficult to verify that B ε (X||X) is expressed also as
Proof of Theorem 4.1: In order to show the theorem, let T n θ,ν ⊆ X n be the set of ν-typical sequence for P X θ , that is, let T n θ,ν be the set of all x = (x 1 , · · · , x n ) ∈ X n such that
where N (x|x) is the number of i such that x i = x, and ν > 0 is an arbitrary constant. Then, it is well known that Pr X n θ ∈ T n θ,ν → 1 (n → ∞). We first derive the upper and lower bounds of the probability
for any fixed x ∈ T n θ,ν . In order to upper bound (17), we define a(x) as
where v-ess. sup f σ denotes the essential supremum of f σ with respect to v(σ), i.e., v-ess. sup f σ := inf{α| Pr{f σ > α} = 0}. Thus, from the property of the essential supremum we immediately have for ∀n = 1, 2, · · · , a(x) ≥ P X n (x).
(18)
Let P x denote the type of x ∈ T n θ,ν . Then, noting that P Here, it is important to notice that D(P ||P σ ) is continuous in (P, P σ ) owing to the assumption and hence D(P ||P σ(P ) ) is continuous in P ∈ P(X ) (the set of probability distributions on X ). Thus, expanding D(P ||P σ(Px) ) in P x around P θ leads to
Then, in view of (18) and (19) for each x ∈ T n θ,ν we have the upper bound:
for each x ∈ T n θ,ν . Next, we show the lower bound of a(x). For any P ∈ P(X ) and any small constant τ > 0, set 
To see this, consider a sequence {τ i } ∞ i=1 such that 0 < τ 1 < τ 2 < · · · → τ . Then, there exists a positive integer m such that c τm (P θ ) > 0. Otherwise, the continuity of probability measure implies that
which is a contradiction. On the other hand, in view of (21), σ ∈ S τm (P θ ) is equivalent to
Since D(P ||P σ ) and D(P ||P σ(P ) ) are continuous in P ∈ P(X ) around P = P θ , if ν > 0 is sufficiently small then from (23) it follows that
where we also have used the expansion in P x around P θ and γ(ν) → 0 as ν → 0. Therefore, all σ ∈ S τm (P θ ) satisfy (24). Now we can take ν > 0 so that τ m + γ(ν) < τ to have
This is nothing but (22).
Thus, again for ∀x ∈ T n θ,ν we have the lower bound P X n (x)
where in the last equality and in the last inequality we have used the continuity of D P x ||P σ(Px) in P x around P θ and (22), respectively. From (26), we obtain 1 n log 1 P X n (x)
for each x ∈ T n θ,ν .
We now turn to prove the theorem by using (20) and (27). In view of Theorem 2.1, it suffices to show two inequalities:
Proof of (28): By the definitions of X and X, and Lemma 3.2 with z n = R, we have
By the definition of the ν-typical set and (20), we also have
for any θ ∈ Θ. Then, the remainder of the proof proceeds in parallel with the similar argument as in the derivation of (8), while taking account that for any fixed γ > 0 we have the relation: 1 4 √ n 3 < γ, and δ θ (ν) < γ for sufficiently large n and sufficiently small ν > 0.
Proof of (29): By using Lemma 3.3 with z n = R, we have
From the definition of the ν-typical set and (27), we also have
for any θ ∈ Θ. Then, the remainder of the proof proceeds in parallel with the similar argument as in the derivation of (9), while taking account that c τm (P θ ) > 0 is a constant.
V. HYPOTHESIS TESTING WITH MIXED GENERAL SOURCES
We have so far considered the ε-hypothesis testing for mixed memoryless sources. In this section, we consider more general settings such as hypothesis testings with mixed general sources. To do so, we consider the case where both of null hypothesis X and alternative hypothesis X are finite mixtures of general sources as follows. The null hypothesis is a mixed general source X = {X n } ∞ n=1 consisting of K general (not necessarily memoryless) sources X i = {X n i } ∞ n=1 (i = 1, 2, · · · , K), that is, ∀x ∈ X n ,
where α i > 0 (i = 1, 2, · · · , K) and K i=1 α i = 1. The alternative hypothesis is another mixed general source X = {X n } ∞ n=1 consisting of L general (not necessarily memoryless) sources X j = {X n j } ∞ n=1 (j = 1, · · · , L), that is, ∀x ∈ X n ,
where β j > 0 (j = 1, 2, · · · , L) and L j=1 β j = 1. In this general setting, it is hard to derive a compact formula for the first-order ε-optimum exponent (for 0 ≤ ε < 1). Instead, we can obtain the following simple observation in the special case of ε = 0.
Theorem 5.1:
In particular, if X i and X j are all stationary memoryless sources specified by X i (i = 1, 2, · · · , K) and X j (j = 1, 2, · · · , L), respectively, then B 0 (X||X) = min 1≤i≤K,1≤j≤L D(P Xi ||P Xj ).
Proof: See [4] . Remark 5.1: It should be noted that there exists a deep relationship between the first-order 0-optimum exponent derived in this section and the 0-optimum exponent in the compound hypothesis testing. As for the details, see [4] .
