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        Spintronics has been attracting significant attention from researchers in 
recent years. As a non-ignorable role in spintronics, spin orbit coupling (SOC) 
effect for electrons in semiconductors and other materials enables us to 
explore spintronics without magnetism. In this thesis, a theoretical study of 
spin dependent transport and spin dynamics in spintronic systems is presented. 
We focus on spin dependent transport, as well as spin dynamics in magnetic 
systems with various types of SOC effect. 
         Firstly, spin dependent transport across a square ring nanostructure with 
a strong Rashba SOC effect is investigated. We adopt the tight-binding non-
equilibrium green’s function (NEGF) formalism to model spin transport in the 
square ring. Two spintronic devices based on the Rashba square ring 
nanostructure are proposed.  The first device is found to have the function to 
detect the strength and orientation of the magnetic sample magnetization, and 
thus forms the basis of a practical magnetic field sensor. The second device 
generates alternating spin up current and spin down current in a time-
dependent SOC system, which could pave the way for a practical alternating 
current spin current generator.  
       Secondly, the current-induced spin orbit torques in various linear SOC 
systems is examined. A unified description for the origin of the current-
induced spin orbit torques is established by means of the gauge formalism. 
Due to the combined effect arising from SOC and a smoothly varying local 
magnetization, an effective spin orbit gauge field (vector potential) is induced, 
which interacts with the applied charge current, and leads to a spin orbit gauge 
field-induced effective magnetic field. This effective field due to SOC effect is 
analogous to an externally applied magnetic field, and thus affects the 





       Thirdly, spin dynamics in two-dimensional (2D) massless Dirac fermion 
systems are also studied. We investigated the current induced spin torque in 
graphene magnetic system in the presence of the Rashba SOC effect and in 2D 
topological insulator (TI) magnetic system. The results show that the current 
induced spin orbit torque due to the SOC effect is sufficient enough to trigger 
magnetization dynamics in the system with a relatively small current density. 
The spin torque generated by the SOC effect in 2D massless Dirac fermion 
systems can be potentially  play a useful role for the next generation magnetic 
storage devices.  
       Finally, this thesis addresses the spin dynamics in a ferromagnetic (FM) 
system with non-uniform Rashba SOC effect. The non-uniformity of the 
Rashba SOC effect in magnetization space results in new current-induced spin 
orbit torque terms, which influence the magnetization dynamics of the system. 
We propose a simple Rashba gradient device consisting of a heterogeneous 
trilayer structure, which can significantly lower the critical current for 
magnetization switching.  We emphasize that the method used for discussion 
the spin orbit torque induced by the non-uniform Rashba SOC effect is general 
and can be applied to other non-uniform SOC systems.  
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Chapter 1 Introduction 
1.1 Background 
       An electron possesses an intrinsic angular momentum known as “spin”, 
which has been experimentally verified by two types of evidence which arose 
in the 1920s. One was the Stern-Gerlach experiment in 1922 [1], and the other 
was the closely spaced splitting of the hydrogen spectral lines in 1927 [2]. It 
was observed that the projection of the spin angular momentum in any 
arbitrary direction could only take on two quantized numbers	݉௦ = ±1/2ℏ. 
Electron with the angular momentum ݉௦ = +1/2ℏ  is called “spin-up” and 
electron with the angular momentum ݉௦ = +1/2ℏ  is called “spin-down”, as 
shown in Fig. 1.1.  Since there are no direct comparisons between the electron 
spin and any macroscopic (large scale) property, one can regard the electron 
spin as a pure quantum property.  
        The understanding of the nature of the electron spin gives rise to a 
development of a research area, referred to as spintronics, or spin-based 
electronics. It is a new subject that makes use of the intrinsic spin of the 
electron rather than the electronic charge to achieve certain device applications. 
The research field of spintronics starts with the investigations into the spin-
dependent electron transport phenomena in solid-state devices, which have 
been conducted in the 1980s, such as the successful observation of spin 
injection from a ferromagnetic (FM) metal to a normal metal by Johnson and 
Silsbee (1985) [3], the discovery of magnetoresistance (GMR) independently 
by Albert Fert et al. (1988) [4] and Peter Grünberg et al. (1989) [5], and the 
proposal of spin field effect transistor (SFET) by Datta and Das (late 1989) [6].  
In 1997, the spin valve-based read-out head in hard disk drives was invented 
and commercialized by IBM and soon became the industrial standard. 




                  
FIGURE.1.1: Spin up electron (left) and spin down (right) electron.  mୱ =
+1/2ℏ for the up spin electron,  and  mୱ = −1/2ℏ  for  the  down spin 
electron. 
random-access memory (MRAM) was also developed for practical application 
based on the tunneling magnetoresistance (TMR) effect, which was discovered  
in 1994.  The applications of the GMR and the TMR effects in hard disk read 
heads are successful examples of metal-based spintronics. On the other hand, 
the SFET proposed by Datta and Das is a typical semiconductor-based 
spintronic device, which is demonstrated at the laboratory stage [7]. 
Additionally, manipulation of the magnetization of a ferromagnetic (FM) 
material has also emerged as one of the main topics in spintronics. In 1996, 
Slonczewski and Berger independently predicted that an electric current 
passing through an inhomogeneous magnetic structure gives rise to a 
phenomenon which is called current-induced torque effect, or also known as 
spin transfer torque (STT) effect [8, 9]. Later, the STT effect has been 
experimentally verified in various systems such as spin valve sensors, the 
magnetic tunnel junction storage cell, as well as in magnetic domain walls 
[10-12]. The effect opens up new possibilities to drive magnetization 




It can well be regarded as a major milestone after the discovery of the GMR 
effect in spintronics.  
        Spintronic devices are expected to consume less power compare to 
conventional electronic devices, since the energy needed to switch an electron 
spin is relatively less compared to the energy cost for storing electron charge, 
e.g., in a Metal-Oxide-Semiconductor Field-Effect Transistor (MOSFET) 
capacitance. Thus, spintronics could form the basis for the next generation of 
information technologies, which would overcome the limit of conventional 
metal-oxide-semicondutor (MOS) devices [13-18]. In the presence of spin 
orbit coupling (SOC), spintronic devices enable the control the magnetic states 
of materials by electric means rather than using magnetic fields. This could 
pave the way for the next generation of data storage devices driven electrically 
[19, 20].  
     The key to spintronics is to control the electron spin. Fundamental studies 
of spintronics can be categorized into three components: (1) spin current 
generation: generate and control the polarization and direction of the spin 
current; (2) spin manipulation: control of the spin current as it travels in the 
device (spin dependent transport) and control of the spin dynamics 
(magnetization dynamics) in magnetic system; (3) spin detection: read the spin 
state at the detector accurately. This thesis is mainly focused on spin 
dependent transport and spin dynamics, which will be briefly introduced in the 
sections below. However, at first, we need to have a preliminary 
understanding of the spin orbit coupling (SOC) effect, which plays a central 
role in this thesis.  
1.1.1 Spin Orbit Coupling 
       SOC effect describes the interaction of a particle’s spin with its motion. 




environment.  It can potentially play a useful role in spintronics as it enables 
the generation of an effective magnetic field by electrical means. This 
effective magnetic field is momentum dependent, which gives rise to a 
splitting of degenerate energy spectrum into two energy bands.  The best 
known examples are the so-called Rashba SOC [21] and Dresselhaus SOC 
[22].  The former one which was found to be present in two-dimensional 
electron gases (2DEGs) formed in semiconductor heterostructures or at the 
metal surface is tunable by applied electric field. While the latter one is 
present in crystals lacking an inversion center and originates from the crystal 
field of the material, e.g. material with zinc blende structure and hexagonal 
structure in material.   
        In the field of spintronics, SOC effects in semiconductors, metals, and 
other materials such as graphene and topological insulators (TIs), provide a 
method to control electron spin, which could be put to useful application.  In 
fact, our work is directly or indirectly related to SOC effects. We are therefore 
motivated to develop a theoretical study of spin dependent transport and spin 
dynamics in spintronic systems in the presence of SOC effects.  
1.1.2 Gauge Fields in Spintronics 
        In determining the effective field and the spin torque induced by SOC 
effects, the gauge formalism is applied.  The usage of gauge fields in 
spintronics can be traced back at least as far as the investigation of the 
Aharonov-Casher (AC) phase in the early 1980s [23]. The AC phase is dual to 
the Aharonov-Bohm (AB) phase [24], and the main difference between the 
AB phase and AC phase is that the latter is spin-dependent. The SOC gauge 
can be regarded as a spin-dependent generalized electromagnetic vector 
potential which gives rise to the AC phase. This generalized electromagnetic 
vector potential is called a gauge field, which can influence the electron and 




interference and spin separation due to the SOC-induced gauge field have 
been investigated in the literatures [25, 26]. Recent works have also reported 
the rise of the spin torque effect in the spatially varying magnetization 
structure (e.g., domain wall) by using the SOC-induced gauge fields [27, 28]. 
The gauge field method has become an important tool to study the physical 
phenomena in spintronics.  In fact, both the spin transport and spin dynamics 
under SOC effect in this thesis are described via the gauge perspective. 
1.1.3 Spin Transport and Spin-dependent Transport 
 In our context, “transport” refers to the movement of charge or spin from a 
point ࢘ to a point ࢘′ induced by some external factors.  The spin-dependent 
transport in semiconductor, metal systems and thin film heterostructures are of 
primary concern to the spintronics area. Thus far, various spin transport 
phenomena of spin dependent transport have been described, such as spin 
polarization [29], spin accumulation [30], spin relaxation [31], and spin Hall 
effect (SHE) [32-34]. In any practical spintronic devices, it is important to be 
able to transport spins coherently over macroscopic distance at room 
temperature. Fortunately, long room temperature spin coherence times have 
been demonstrated in semiconductor, metal, as well as metal oxide materials 
[35-37], which can satisfy these requirements.   
  The manipulation of the electron spin during the transport process is one of 
the most essential topics in spintronics, and SOC effect precisely offers an 
efficient means for the electrical control behavior of the electron spin as it 
travels across a particular spintronic system.  
1.1.4 Spin Dynamics in a Magnetic System with SOC Effect 
        The investigation of the spin dynamics (magnetization dynamics) in a 




manipulation of magnetization by STT effect is a key element for the next 
generation of nonvolatile memory and microwave (gigahertz) oscillators.         
        Recently, theoretical and experimental research has reported that SOC 
effect can influence the magnetization dynamics in a ferromagnetic (FM) 
system [27, 28, 38]. In other words, SOC effect can induce a spin torque in a 
FM system in the presence of the applied current.  This torque is known as the 
current-induced spin orbit torque and the SOC-induced effective magnetic 
field is equivalent to an externally applied effective magnetic field.  The 
torque may be incorporated as an additional term in the well-known Landau-
Lifshitz-Gilbert (LLG) equation [39-41]. Like the conventional magnetic field, 
the SOC-induced effective field can dramatically influence the magnetization 
dynamics of the system, e.g., by inducing switching or precessional dynamics.        
 1.2 Objectives  
       The above sections gave an overview of the recent development of spin-
based physics, its applications to spintronics and the brief introduction of two 
main topics in the thesis. Spintronics promises to build faster and more 
efficient computers and other devices. Designing new spintronic transistor 
devices is one of the key challenges in spintronics. In order to better 
manipulate the electron spin in the device, it is necessary to understand the 
behaviour of the electron spin during its transport process in nanostructures.  
Moreover, manipulation of the spin (magnetization) dynamics in nanometer-
sized structure by using electric current instead of applying external magnetic 
field is another major theme in spintronics.  
         Thus, the objectives of the research work presented in this thesis are to: 
 Study spin-dependent transport in nanostructures with the SOC effects, 
and design new spintronic devices based in nanostructures (such as 




 Gain a better understanding of SOC-induced spin dynamics 
mechanism by studying the current-induced spin orbit torques in 
various magnetic systems with various forms of SOC effects. 
     The results of this thesis should reveal the physics of electron spin behavior 
in nanostructures with SOC effects. The spin transport and dynamics are 
modeled by the non-equilibrium Green’s function (NEGF) formalism and 
gauge theoretic methods, and the enhanced physical insights could pave the 
way for multiple application in spintronics, e.g., of the square ring 
nanostructure. In particular, our gauge formalism can better describe the origin 
of the SOC-induced spin torques recently proposed and demonstrated in 
several spintronic systems. In this thesis, we give the first theoretical 
description of the SOC-induced spin torques in two-dimensional (2D) 
massless Dirac systems, such as graphene and topological insulator (TI) 
systems via the gauge-field description. This may potentially lead to graphene 
or TI-based memory systems with ultra-low current switching capabilities. 
1.3 Organization of Thesis   
       In this thesis, the main research focus is on the theoretical analyses and 
the understanding of the physics involved in spin-dependent transport and spin 
dynamics in spintronic systems.  
        We begin Chapter 2 with a review of relevant concepts and topics in 
spintronics which are closely related to our work in the thesis.  We give a 
general discussion of the SOC effect, including the most common types of 
SOC effect, and how it affects spin dependent transport, as well as spin 
dynamics.  We then introduce a) a typical spintronic device—spin FET, which 
makes use of Rashba SOC effect to achieve a special purpose, b) a spin 
transport phenomenon---Spin Hall effect, as well as c) current-induced spin 




SOC effect induced gauge fields (also called spin orbit gauge), which play 
important roles in the work, are introduced.  
      Chapter 3 is dedicated to the spin dependent transport in nanostructures in 
the presence of both the SOC effects and external magnetic fields. We also 
propose designs of a tunable magnetic flux sensor and an alternating spin 
current generator using a metal square ring with the Rashba SOC effect.  
      In Chapter 4, the main focus of this chapter is to identify a gauge field 
formalism for the current-induced spin orbit torques in various linear SOC 
systems. We study the physical interpretation of the gauge fields, and present a 
unified description for the origin of the current-induced spin orbit torques in 
different linear SOC systems based on the gauge perspective.  
    In Chapter 5, we address the issue of obtaining the current-induced spin 
orbit torques in two types of 2D massless Dirac fermion systems. The 
behavior of the carriers in 2D massless Dirac fermion system is fundamentally 
different from that in normal condensed-matter system.  It is thus interesting to 
investigate the spin dynamics in graphene system with Rashba SOC effect, as 
well as in 2D surface state of a three-dimensional (3D) topological insulator 
(TI) magnetic system. 
        In Chapter 6, we study spin dynamics in a spatially dependent 
ferromagnetic (FM) system with non-uniform Rashba SOC effect. We 
investigate the current-induced spin orbit torques for such a magnetic system, 
and derive three new additional spin orbit torques. We then propose a simple 
Rashba gradient device consisting of a heterogeneous trilayer structure, which 
could potentially lower the switching current significantly.    
        Chapter 7 concludes this thesis with a summary of aims and obtained 





Chapter 2 Relevant Concepts and Topics  
2.1 Spin Orbit Coupling Effect 
      Recently, the spin orbit coupling (SOC) effect has become a significant 
area of study in spintronics. The SOC effect takes place in materials and 
structures which are lacking of spatial inversion symmetry. In the presence of 
the SOC effect, carriers experience an effective momentum dependent field. In 
solids, this yields a fascinating phenomenon that a spin splitting of electron 
states exists in inversion asymmetry systems even in the absence of magnetic 
fields. Thus the SOC can be used to generate spin polarized currents without 
the need to apply an external magnetic field or the use of ferromagnetic (FM) 
materials [33, 34, 42], and even to produce spin torque effects in magnetic 
systems [43].  
    The SOC Hamiltonian is derived from reducing the relativistic Dirac 
equation in the nonrelativistic limit [44]. This approach gives rise to the Pauli 
SOC term: 






  p  ,                                       (2.1) 
where p  is the momentum operator,   is Planck’s constant, m is the mass of 
a free electron,  V  is the electrostatic potential, and , , )x y z     is the 
vector of Pauli spin matrices with 
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      The SOC term in Eq. (2.1) can be regarded as a general form of the SOC 




E , originating from different sources such as structure inversion asymmetry, 
crystal field, host atoms, substrate interaction and strain.  In this section, we 
will give an introduction to the different forms of the SOC effect, as well as a 
description of the spin transport and dynamics in the presence of the SOC 
effect.   
2.1.1 Rashba SOC 
        It is firstly found that Rashba spin-orbit coupling (RSOC) effect 
originates from the structural inversion asymmetry (SIA) that exists in two- 
dimensional electron gas (2DEG) formed at the heterostructure of two 
semiconductors of different bandgaps, e.g. AlGaAs and GaAs, as shown in Fig. 
2.1. The Rashba SOC Hamiltonian is linearly dependent on momentum k, and 
is given by [45, 46]: 
                                     ˆ ( )R x y y xH k k    ,                                              (2.2) 
where   is the Rashba strength coefficient. The RSOC strength  in 
semiconductor has typical values varying from 0.1 to 1 × 10ିଵଵ eV݉ିଵ [47]. 
Moreover, the strength of the Rashba interaction can be controlled by applying 
an external electric field. A modulation of   up to 50% has been 
experimentally observed [47], and this makes the electric spin manipulation 
possible in heterostructures. 
         There are also reports of the existence of strong RSOC effects near the 
surface of certain types of metals at room temperature [48, 49].  Two- 
dimensional electronic states with large exchange coupling splitting were 
found to be exhibited at the magnetic Gd (0001) surface or Gd ’s monoxide 
surface and rare-earth non-magnetic Tb (0001) surface or Tb’s monoxide 
surface owing to the Rashba effect (Fig.2.2).  These new types of materials 




semiconductor-based spintronics has a major limitation in that magnetism can 
only be induced in semiconductor materials at well below room temperature. 
                                   
                              
FIGURE.2.1: Band bending at heterojunction results in asymmetric 
confinement potential e.g. InAlAs-InGaAs. Reproduced from M. B. A. Jalil 
[50]. 
       Additionally, RSOC was also observed in graphene/Ni system and 
Graphene/Au/Ni system [51-53] recently. This type of RSOC originates from 
carbon atoms in graphene interacting with the substrate and has a different 
Hamiltonian expression, which is described by [54]: 
                                    Graˆ R R y x x yH        ,                                  (2.3) 
where 	ߣோ is the Rashba coupling strength parameter, ࣎ = (߬௫ , ߬௬)  and ࣌ =
(ߪ௫ , ߪ௬) are respectively, the Pauli matrices in pseudo-spin space (sublattice 




product1 . In fact, the RSOC effect in graphene system is a substrate-induced 
effect and the Rashba strength in grapheme system measures in the range of 
13 meV-200 meV [51-53]. 
         
FIGURE.2.2: Schematic representations of the electronic structure of a surface 
state on a non-magnetic surface (a) without and (b) with Rashba spin–orbit 
splitting. (c) Represents the situation of a magnetic surface with exchange and 
Rashba splitting. The upper row shows the Fermi surfaces, the middle and 
lower rows display the corresponding energy-dispersion curves. The last 
column describes the situation when two opposite magnetization directions are 
analyzed (red/black). Reproduced from O. Krupin et. al [49].  
2.1.2 Dresselhaus SOC 
   In crystals with zinc blende structure (Fig. 2. 3), such as GaAs and InSb, 
the inversion symmetry is broken in the bulk and the bulk inversion 
asymmetry (BIA) is exhibited. The BIA leads to a SOC effect, which is known 
as the Dresselhaus SOC effect [22, 55] and is governed by the k-cubic 
Hamiltonian: 
            2 2 2 2 2 2ˆ ( ( ) ( ) ( ) ),DSO x y z x y z x y z x y zH k k k k k k k k k                        (2.4) 
                                                             
1 Kronecker Product: If A is a n-by-n matrix and B is a p-by-q matrix, then the Kronecker 





a B a B
A B
a B a B
 










where   is the Dresselhaus coupling strength.   
                                                   
FIGURE.2.3: Zinc-blende crystal structure exhibited by semiconductors such 
as GaAs, InAs, GaSb.  
       In heterostructures, when electrons in such a crystal are confined in the x-
y plane, we have 0zk   and
2 2( / )zk d , where d is the confinement width. 
The Hamiltonian in Eq. (2.4) is then simplified to a k-linear form [56-58]: 
                                       ˆ ( )DSO x x y yH k k    ,                                       (2.5) 
where 2( / )d   is the linear Dresselhaus coupling strength.  
2.1.3 Strain SOC and Atomic SOC 
       There are also less studied SOC effects such as strain SOC and atomic 
SOC.  Strain can also break the symmetry of a crystal and can give rise to a 
finite SOC effect. The general form of the strain-induced SOC Hamiltonian is 
given by [59]: 
                ˆ [ ( ) ( )STSO x zx z xy y y xy x yz zH u k u k u k u k       
                             ( )] [ ( )z yz y zx x x x yy zzu k u k k u u       




where  iju  are elements of the strain tensor and   and   are strain-induced 
SOC strengths.  Depending on the symmetry of the strain, a spin splitting 
linear in k with a Rashba or a Dresselhaus symmetry is induced. For the 
uniaxial strain (Fig.2.4 (a)), the SOC has the same symmetry as the Rashba 
SOC effect. The strain tensor is a symmetric tensor ij jiu u  with strain-
induced SOC strength 3 / 2C   and 0  , where
5
3 / 8 10  m/sC   [60-62]. 
The Hamiltonian for the uniaxial strain-induced SOC is described by: 
     3ˆ [ ( ) ( ) ( )]
2STSO x zx z xy y y xy x yz z z yz y zx x
C
H u k u k u k u k u k u k        .    (2.7) 
While, for biaxial compressive strain (see Fig.2.4 (b)), the symmetry of the 
induced SOC is the same as the k-Linear Dresselhaus SOC in a two 
dimensional (2D) system, and the strain tensor iju  satisfies xx yy zzu u u  , and 
( ) 0ij i ju    with SOC strength 0  and D  , where /D  41.5 10  m/s  is 
a material parameter [63]. 
 
FIGURE.2.4: a) uniaxial strain b) biaxial strain. Reproduced from Studer [64]. 
     The Hamiltonian for the biaxial strain is described by:  
                 ˆ STSOH  [ ( ) ( )]x x xx zz y y zz xxD k u u k u u    .                              (2.8) 
     The atomic SOC can exist in a system which is doped with some heavy 




whose motion is similar to the motion of the holes in the diluted magnetic 
semiconductor (DMS) system and this makes the atomic SOC become 
important in the system. The atomic SOC is governed by the Hamiltonian [65]: 
                                     ˆ ASOH  L ,                                                      (2.9) 
where  is the atomic SOC coupling strength, L = r p is the angular 
momentum operator and ( , , )x y zr   relates to the radius of the atomic orbital.  
2.1.4 Spin Transport and Dynamics in the Presence of SOC 
       In the presence of the SOC effect, electrons experience an effective 
magnetic field ( )B k , which is dependent on the momentum of the electron.  
When an applied current is propagating in a system under SOC, electrons 
acquire a finite net momentum. The spin up electron and spin down electron 
experience a net effective magnetic field with opposite signs which results in 
the spin polarize action of the electrons. This effect is known as current-
induced spin polarization [66-68]. In addition, electron spin may also precess 
about the effective field ( )B k , a phenomenon which has been studied in the 
theoretical and experimental works on the spin dependent transport in the 
system with Rashba SOC, e.g., Spin FET [6, 7]. Spin precession about the 
effective field ( )B k  due to the coexistence of the Rashba and Dresselhaus 
SOC with equal strength results in an interesting phenomenon, which is 
known as the persistent spin helix (PSH) [69]. PSH has been studied 
theoretically and experimentally [70-72], and if an ensemble of spin curls into 
a helix, the collective spin lifetime can be significantly enhanced.  Moreover, 
evidence shows that the SOC-induced magnetic field can also do the 
reversible control of the magnetization in a FM material [73]. In particular for 




shown that it can induce a strong magnetic field in FM metal films [27, 28, 38] 
and also can control the fast current-induced domain wall motion in permalloy 
nanowires [74]. The Rashba SOC can induce a spin torque effect, which is 
fundamentally different from the conventional spin transfer torque effect [8, 9] 
and hereafter named spin orbit torque. The spin orbit torque can cause the 
magnetization to be reversed or to show sustained oscillations persistently 
without magnetic fields, a fact that may be utilized for new applications in 
spin-based memory technology [75] and radio-frequency devices [76]. 
2.2 Spin Orbit Gauge Field  
     Before we begin to introduce the spin orbit gauge field, we wish to 
provide some background theory about the gauge field and the gauge 
transformation. A Gauge field can be considered as a generalized 
electromagnetic field which can affect the spin and motion of electron.   
      Consider a simple example of a gauge field--the magnetic vector potential 
A due to the magnetic field B , the curvature of the vector potential satisfies 
= A B . The Hamiltonian of a free electron moving in the magnetic field is 
described by: 
                                  2




 p A B ,                                  (2.10) 
where  m  is the effective mass, p is the momentum,  g  is the Lande factor, 
B  is the Bohr magneton which quantifies the magnetic moment of the spin, 
and   is the Pauli spin matrices.  We have mentioned that the magnetic vector 
potential A is a gauge field, and its curvature corresponds to a magnetic field
= A B . It is noted here the choice of the gauge field A is not unique. 
However, no matter what the gauge field A is, the corresponding magnetic 




with the choice of gauge. We look at the following two possible gauge fields 
A and A' , which satisfies: 
                                       fA' = A + ,                                                       (2.11) 
where f is a spatially-dependent scalar field. Since 0f = , it is obvious 
that = '  A A B  . We denote the wave-function of the system in the 
presence of the gauge field A as   and the wave-function under the gauge 
field A' as ' . We now consider a transformation between A and A' : 
A A'  . If the physics remains unchanged, the transformation A A'
should correspond to a transformation of the wave-function from
' U    , where expU i  is a phase factor. Substituting fA' = A +
into Eq. (2.10) and writing the Schrödinger equation ˆ ' 'H E  , where E  is 
the energy eigenvalue of the system, we obtain: 
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1 1
( +e( )) ' ' '
2 2 B
f f g E
m





, we have: 
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    p A' B .                            (2.13) 
We found that the above equation is exactly identical to the original 
Schrödinger Equation Hˆ E  . Therefore, the physics is invariant with 
respect to the transformations f A A' = A + and U  . This kind of 
transformation is so called the gauge transformation. Moreover, in order for 
the behavior of a gauge field A to be invariant under a gauge transformation, 




        Now we introduce the concept of the spin orbit gauge field. The general 
Hamiltonian of a free electron in the presence of the SOC effect is described 
by: 
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  p p ,                                 (2.14) 
where the first term is the kinetic energy of the free electron and the second 
term is the general form of the SOC effect. The SOC term can be combined 
with the kinetic energy term together by completing the square in Eq. (2.14), 
resulting in an effective Hamiltonian [25, 77]: 
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A =   is a 2-by-2 spin-dependent gauge field (vector 
potential). This gauge field is associated with the electron spin, and is named 
as the spin orbit gauge field. It was first employed to explain the Aharonov-
Casher (AC) phase effect [23, 78-81]. Distinct from the well-known Aharnov-
Bohm (AB) phase effect [24], the AC effect can occur even in the absence of 
magnetic fields (see the difference between the AB and AC effect from 
Fig.2.5). When an electron passes through a ring structure, where there exists 
the SOC effect within the ring, the wave-function of the electron can acquire a 
phase factor:  





∮r A .                                                    (2.16) 
Since the gauge field (vector potential) A  is spin-dependent, the phase is also 
spin-dependent, and this will affect the motion of the electron spin. 
Additionally, the gauge field A  is a non-Abelian gauge field, i.e., its 




to the standard gauge field theory [82], the corresponding physical field 
generated by the gauge field A is described by the Yang-Mills field [83]: 






A A A ,                                         (2.17) 
 
   
 
 
     
FIGURE.2.5: a) Aharnov-Bohm effect: An electron transported around a 
closed   loop, containing a B field in the interior of the ring acquires a phase; b) 
Aharonov-Casher effect: An electron transported in a ring structure with SOC 
inside the ring and in  the absence of B also acquires a phase.      
where the first term of the right hand side (RHS) of Eq. (2.17) is the curvature 
of the non-Abelian gauge field A , which may be attribute to the rotation of 
the gauge field, which is expressed as the curvature of the gauge field , while 
the second term is due to the non-commutative property of the non-Abelian 
Yang-Mills field.  For an illustration of the consequence of the non-Abelian 
gauge field, we take the Rashba spin orbit gauge field and Dresselhaus spin 
orbit gauge field as examples. The spin orbit gauge field due to the Rashba 
SOC is: 






A ,                                  (2.18) 






and the spin orbit gauge field due to the Dresselhaus SOC is: 






A .                                (2.19) 
Both are non-Abelian gauge fields, and assuming there is no spatial variation 
of the SOC strength and magnetic field, the corresponding physical fields are 























The physical fields are obviously spin-dependent, and interestingly, they 
indicate vertical effective fields along the z-direction with the same magnitude 
but having different signs for spin up and spin down electrons. 
        In general, the physical field due to the SOC effect is spin-dependent [84] 
and can give rise to the spin-dependent Lorentz force on spin current, which is 
related to the transverse spin separation (spin Hall effect) [33, 34, 77, 85], spin 
precession about the physical field [86], as well as the PSH state in the system 
with both Rashba and Dresselhaus SOC effects of equal strength [87]. 
Therefore, the spin orbit gauge field provides us a physical picture of the spin 
manipulation and dynamics of SOC system. 
2.3 SOC in Spin Transport 
       Spin dependent transport phenomena under SOC have been attracting 
considerable interest recently because it offers a promising avenue for future 
information and storage technologies [14, 88].  The realization of operating 
spintronic devices faces some key challenges including low injection 
efficiency from the spin source, lack of control in manipulating spin at given 





FIGURE.2.6: The main spin dependent functions of spintronic devices.  
Reproduced from M. B. A. Jalil [50]. 
detecting the non-equilibrium spin accumulation [89], as shown in Fig. 2.6.  
The solutions to overcome these difficulties in spintronics generally employ 
the SOC effect. It is believed that the spintronic device that makes use of SOC 
will provide an efficient spin injection and detection, as well as allow control 
of the electron spin by electrical means without the need for the magnetic field. 
There is an interesting proposal of the spin field-effect-transistor (SFET) , 
which utilizes the gate-controlled Rashba SOC in two-dimensional electron 
gases (2DEGs) to control the precession of the electron spin as they travel 
through the device [6] (details are presented in Sec. 2.3.1).  There is also 
another phenomenon, which is known as the spin Hall effect (SHE), 
originating from the SOC, that deflects the electrons perpendicular to the 
current in a spin-dependent way [33, 34, 42, 90] (details are presented in Sec. 
2.3.2).  The SHE can be used to detect the spin current and spin polarization.  
There is evidence to show that SHE can measure the spin currents generated 
by magnetization dynamics [91], and even to generate spin currents large 
enough to produce the spin torque effect [43] .  
2.3.1 Spin Field Effect Transistor 
      Datta and Das proposed an electron wave version of the electro-optic light 
modulator in 1990 [6]. This proposed device is famous and now known as the 
spin field effect transistor (SFET) (see Fig. 2.7).  The structure of the Datta-




sandwiched between FM source and drain electrodes. The FM source is used 
to supply spin while the FM drain is to detect spin. Manipulation of the spin in 
the channel using the built-in Rashba SOC effect-induced effective magnetic 
field causes the spin to precess about the effective field. The advantage of the 
Datta-Das SFET is that the operation of the spin-dependent transport device is 
not controlled by the external magnetic fields, but by electrical means.  
        The operation principle of the device is explained as follows:  the channel 
is a 2DEG with Rashba SOC effect, and the source and drain are FM with 
parallel magnetization.  The source and drain are used to inject and detect the 
electron spins. When an electron injected from the source is propagating along 
the x-direction in the channel, it sees an effective magnetic field in the y- 
direction: ( ) (0, ,0)xk B k  (this can be derived from Eq. (2.2)). This 
effective magnetic field would cause the electron spin to precess about the y-
axis. The  precessional angle is proportional to L, namely, 22 /m L    , and 
lies in the x-z plane [6, 92], where m  is the effective electron mass,   is the 
Rashba SOC strength parameter and L is the length of the channel.  Since   
can be modulated by a gate bias [47, 93], this enables the precessional angle to  
 
FIGURE.2.7: Schematic representation of a SFET by Datta and Das [6]. The  
gate bias controls the spin precession angle in the channel via  the Rashba 




be controlled by the latter. By modifying the gate voltage, one can control the 
electron spin orientation when it reaches the drain. If the electron reaches the 
drain with the spin state in parallel to the magnetization of the drain, it is more 
favorable for the electron to enter the drain (“ON” state) and the device 
corresponds to a high conductance. Otherwise, it is blocked by the drain 
(“OFF” state) and the device corresponds to a low conductance (see Fig. 2.8).   
            
FIGURE.2.8: a) “OFF” state: Electron spin reaches drain in the antiparallel 
state →  low conductant; b) “ON” state: Electron spin reaches drain in the 
parallel → state high conductance. Reproduced from M. B. A. Jalil [50]. 
        Although the concept for the SFET is simple and clear, the realization of 
this proposed device still encounters difficulties. The key challenges in 
observing the proposed effects are [14]: 1) the high efficiency of spin injection 
of spin-polarized carriers from the FM source into a 2DEG channel; 2) the 
ballistic spin dependent transport and strictly one dimensional transport 
through the channel; 3) the effective gate control of the Rashba strength 
parameter ; 4) the spatial uniformity of the Rashba SOC in the channel. 
However, efforts over the past two decades have been paid off, the 
experimentalists have begun to successfully realize the proposed effects [7], 




2.3.2 Spin Hall Effect 
      The spin Hall effect (SHE) is a transport phenomenon predicted by M. I.  
Dyakonov and V. I. Perel in 1971 [42]. It consists of the appearance of a   
transverse spin current on the surface of an electric current-carrying sample, 
the sign of the spin directions being opposite on the opposing boundaries (see 
Fig.2.9).  Thus, there is a pure spin current sJ  flowing along the transverse 
direction in Fig.2.9.  It consists of the spin up current J

 and the spin down 
current J

, where J J
 
  , leading to a finite spin current in the transverse                       
                    
FIGURE.2.9: The Spin Hall Effect. An electric current induces spin 
accumulation at the lateral boundaries of the sample. A pure spin current flows 
and separates spin along the transverse direction. The red arrow denotes the 
electric current and the blue arrows denote the spin currents. Reproduced from 
ref. [94]. 
direction, sJ J J
 
  . On the contrary, the net charge current along the 
transverse direction vanishes because 0J J
 
  .  
        There are two types of SHE: the extrinsic SHE and the intrinsic SHE. The 
former is due to Mott type of skew scattering by impurities [32], while the 




discovered independently by Murakami et al. [33] in p-doped bulk 
semiconductors, and Sinova et al. [34] in 2DEGs in semiconductor with 
Rashba SOC. We focus on the intrinsic SHE, which is due to the SOC effect.  
Murakami et. al in Ref. [33] found that the physical mechanism of the intrinsic 
SHE in p-doped bulk semiconductors is the presence of the adiabatic 
topological curvature of a gauge field in momentum space, and this results in a 
spin-dependent anomalous velocity felt by the holes. However, Sinova et al. in 
Ref. [34] explained the origin of the SHE in Rashba system as the 
consequence of the momentum dependent spin dynamics in the presence of an 
external electric field. In fact, the above two seemingly different intrinsic SHE 
mechanisms can be unified by a gauge description by T. Fujita et. al [26].  
They clarified that by considering the explicit time dependence of the SHE 
system with a general SOC model in the presence of an electric field and then 
performing a gauge transformation of the general model with respect to time, a 
time-dependent gauge field due to the SOC effect arises in time space. This 
time-dependent gauge field gives rise to an effective magnetic field can 
account for the SHE in Rashba system, and a spin dependent anomalous 
velocity due to the effective magnetic field was also found in Rashba system. 
Therefore, the origin of the intrinsic SHE can be perfectly described in a 
unified way from the gauge perspective.   
     Besides the theoretical analyses on SHE, the first experimental observation 
of SHE was finally achieved more than 30 years after the original theoretical 
works [90, 95].  Although the experimental discovery for the SHE is barely 10 
years ago, the SHE has already become a standard tool for detecting spin 
currents accumulation (via the non-local effect [90, 95]) and generating spin 





2.4 Micromagnetics  
       Micromagnetics is the technique used to describe and model the 
magnetization configurations and dynamics.  It was first applied by Landau 
and Lifshitz in 1935 [39] on the structure of a wall between two antiparallel 
magnetic domains. Subsequently, numerical  micromagnetics was developed 
by Brown around 1940 [96, 97].  In the analysis of micromagnetics, the 
magnetic material is assumed to be continuous and treated from a macroscopic 
point of view. It is a semi-classical continuum treatment which neglects the 
discrete nature of magnetism at the atomic scale and is considered to be an 
efficient way to model the spatial non-uniformity of the material.  
         The basic idea of the micromagnetic theory is the assumption that the 
magnetization ( , ) ( , )st M tM r n r  in a ferromagnet varies continuously in 
spatial r space, where sM is the saturation magnetization and ( , )tn r  is the unit 
vector of the magnetization.  The magnetization M usually describes how a 
material responds to magnetic fields ( )H r  which arises from all the magnetic 
interactions.  These fields collectively exert a torque on M  in the magnetic 
material that causes M  to precess as well as align M  along the field direction. 
The equilibrium state of the magnetic system can be computed by the 
minimization of the total energy of the system [98].  Today, the most common 
approach to model the dynamical motion of M is to solve the so-called 
Landau-Lifshitz-Gilbert (LLG) equation [39-41], which is a torque equation 
describing the time evolution of M responses to ( )H r . In the subsequent 
sections, we will give a brief description of the magnetic energy terms and 
their corresponding effective fields involved in a ferromagnet and also the spin 




 2.4.1 Effective Field and Magnetic Energies 
       In equilibrium state, the local magnetization aligns itself with an effective 
magnetic field effH . This effective magnetic field generally consists of four 
main components: the exchange field, the externally applied magnetic field, 
the magnetostatic field and the magnetocrystalline anisotropy field. Each of 
these fields corresponds to an energy that contributes to the free total energy.  
The total free energy E  can be expressed by: 
                       exch ani demag ZeeE E E E E     
                           2 2 2 2{ [( ) ( ) ( ) ] ( )x y z u aA n n n K       n n  
                           0 demag 0 ext
1
( ) ( )}
2 s s
M M dV   n H n H ,                        (2.20)                                       
where exchE  is the exchange energy, aniE  is the magnetocrystalline anisotropy 
energy, demagE  is the magnetostatic energy (also known as demagnetization 
energy), and ZeeE  is the Zeeman energy  (see Fig. 2.10). In Eq. (2.20) 
( , , )x y zn n nn denotes the unit vector along the magnetization direction, A  is 
the exchange constant, an  is the unit vector along uniaxial easy axis, uK  is the 
uniaxial anisotropy constant, sM is the saturation magnetization, demagH  is the 
demagnetization field, 0  is the vacuum permeability, and extH  is the 






FIGURE.2.10: In the equilibrium configuration, the total energy consists of 
four main energy terms. Reproduced from M. B. A. Jalil [50].                   
        The exchange energy is the dominant energy that tends to align the 
magnetization in a uniform direction. It is related to the short-range interaction 
between neighboring magnetic atoms or molecules.  The magnetostatic energy 
is the energy of the magnetic moments in their self-induced magnetic field. 
Compared to the exchange energy, the magnetostatic interaction is generally 
weaker and highly non-local. Since the magnetostatic field in a ferromagnet 
tends to minimize the global magnetization of a system, it is also called the 
demagnetization field.  The Zeeman energy, however, arises due to the 
externally applied magnetic field.  The magnetization is subject to a torque 
which makes it align along the applied field direction.  Finally, the anisotropy 
energy arises from multiple physical origins, such as the spin-orbit coupling 
effect, anisotropic crystalline structures, magnetic memory, macroscopic 
shapes, and different material properties at surface, which lead to the 




also smaller than the exchange energy which is raised from near neighbor 
interaction, it still plays an important role in determining the direction of 
spontaneous magnetization in magnetic materials. 
        The effective field effH  is obtained by taking the functional derivative of 
the total free energy E in Eq. (2.20) with respect to the local magnetization M : 
                  2eff demag ext2
0 0 0
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.       (2.21) 
2.4.2 Magnetization Dynamics in the Absence of Spin Transfer 
Torques 
    When a magnetic configuration is away from equilibrium state, the 
magnetization  M   begins to precess about the local effective field effH .  
effH  exerts a torque on the magnetization which causes this precessional 
motion.  In the absence of dissipation, the magnetization M will precess 
persistently (see Fig. 2.11 (a)). Thus we can have a continuous precession 
expressed as follows: 





M H ,                                                  (2.22) 
where | | /2g e mc  is the absolute value of the gyromagnetic ratio which 
governs the speed of the precession, g is the Lande-factor ( 2g  ), e is the 
electron charge, m  is the electron mass and c  is the speed of light.  In a 
magnetic material,   is a parameter which has to be experimentally measured, 
e.g., for Permalloy the value of 710  Hz/Oe  . 
        Eq. (2.22) for the precessional motion of the magnetization was proposed 
by Landau and Lifshitz in 1935 [39]. However, in practice, we know that the 
precessional motion of the magnetization has to relax in a finite time and 




because the dissipative (damping) process takes place within the dynamic 
magnetization process (see Fig.2.11 (b)). The damping makes the precessional  
motion of the M follow an inward spiral towards effH . To explain this 
phenomenon, Landau and Lifshitz introduced an additional torque term that 
accounts for the motion of the magnetization vector toward the local effective 
field direction: 





     
M
M H M M H  (Landau-Lifshitz),        (2.23) 
 
FIGURE 2.11:  (a) Undamped and (b) Damped precession. Reproduced from 
M. B. A. Jalil [50]. 
where the first term of right hand side in Eq. (2.23) describes the precessional 
motion, the second term denotes the damping motion, '  is the gyromagnetic 
ratio, and 0   is the Landau-Lifshitz damping parameter, which  causes 
relaxation of the magnetization to its equilibrium orientation.  Several decades 
later, Gilbert [40, 41] slightly modified Landau-Lifshitz equation and obtained 
a  form of the damping term which is more convenient for numerical 
calculations: 
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where    is the gyromagnetic ratio and 0   is the Gilbert damping 
parameter.  It is worth to note that Eq. (2.23) and Eq. (2.24) are exactly 
equivalent with the substitutions 2' / (1 )     and 2/ (1 )    .  Thus 
they can be recast to obtain the well-known Landau-Lifshitz-Gilebert (LLG) 
equation, which is given by: 
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M H M M H .           (2.25) 
Experimentally, the LLG equation is found to yield a good approximation to 
the actual magnetization dynamics [99, 100]. 
2.4.3 Spin Transfer Torque 
       So far, we have discussed the magnetization dynamics of a ferromagnet 
without the spin transfer torque (STT) effect. STT, which is also called as the 
current-induced torque, is proposed to occur when a spin polarized current 
enters multilayer magnetic structures by Slonczewski [9] and Berger [8] 
independently in 1996. A pinned FM layer is used to generate a spin-polarized 
current, which will pass through a spacer layer, and then gets injected into the 
free FM layer. The spin current interacts with the local magnetization of the 
free layer and transfers its angular momentum to the magnetization of the free 
layer (see Fig. 2.12).  After the proposal, the STT phenomenon was soon 
observed in inhomogeneous magnetic structures such as spin valves, magnetic 
tunnel junctions (MTJs), and magnetic domain walls (DW) [10, 11, 19, 101, 
102]. The STT is expected to play an important role in the field of spintronics 
[103], because it can control the magnetization by an electric field instead of 








      
FIGURE.2.12: The origin of spin transfer torque. Current is spin-polarized as 
it pass through the pinned magnetic layer. If the net spin direction along M1 is 
different from moments M2 of free layer then spin torque acting on the 
moment  M2. M2  rotates as current passes through it. Reproduced from M. B. 
A. Jalil [50].                   
      The magnetic dynamics with the STT can be understood by the Landau- 
Lifshitz-Gilbert-Slonczewski (LLGS) equation, which is regarded as a 
modified LLG equation [104]: 
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where the first term on the right hand side of Eq. (2.26) describes the 
precessional motion of the magnetization about the effective field, the second 
term describes the relaxation of the magnetic field towards the effective field 
and the third term τ is an additional torque term which denotes the 
Slonczewski STT.  
2.5 SOC in Spin Dynamics 
        More recently, it was found that the SOC effect could be another source 
of spin torque and may provide a new method to manipulate the magnetic state 
of a FM layer. The spin torque due to the SOC effect is referred to as current-
induced spin orbit torque. This spin orbit torque was firstly demonstrated 




electron gas (2DEG) with SOC sandwiched between two FM contacts [105, 
106], but also in a uniformly magnetized single FM layer [27, 28, 75, 107-
109]. Later, it was experimentally verified in the FM semiconductor (Ga, 
Mn)As [73] or Pt/Co/AlOx junction [38]. In particular, the spin orbit torque 
observed in the Pt/Co/AlOx junction at room temperature is huge, and a 
current-driven magnetic field of ~1T is reported under the applied current 
density of 108 A/cm2 [38]. Interestingly, the strength of the magnetic field 
observed in Ref. [38] coincides with the results predicted by Tan et al. in Ref. 
[27] [28] using the gauge description.    
The current-induced spin orbit torque is essentially different from the 
conventional STT discussed in Sec. 2.4.3. Let us look at the origination of the 
current-induced spin orbit torque.  When a charge current is applied to a FM 
system in the presence of the SOC, the electron distribution in k-space 
becomes asymmetric in a ferromagnet, in other words, the a non-equilibrium 
spin density is generated,  and the k-dependent SOC-induced net effective 
magnetic field SOH  is produced.  This net effective field gives rise to a non-
equilibrium spin density perpendicular to the current direction. Combining this 
effective field SOH  and the s-d exchange interaction Jsd which is due to the 
coupling of the non-equilibrium conduction electron spin to the localized 
magnetization happens in the FM system. As a result, in the presence of an 
applied current, the FM system with SOC can produce a torque and eventually 
trigger the dynamics of M.  Thus, the torque generated by the SOC effect is 
equivalent to an externally applied effective magnetic field Heff (see Fig. 2.13). 
This effective field is distinct from the fields arising from the exchange energy, 
Zeeman energy, magnetostatic energy and magnetocrystalline anisotropy 
energy  discussed  in  Sec. 2.4.1,  which  can  be regarded as a new, additional 




there is no angular momentum transfer from an outside source (e.g., a FM 
layer that supplies spin polarized current).  Instead, orbital angular momentum  
                           
FIGURE.2.13: Origin of the SOC-mediated effective magnetic field Heff. A    
non-equilibrium spin density is generated due to the SOC effect in the         
presence of an applied current I. A net effective field HSO is produced. The 
non-equilibrium conduction electron spin couples to the localized electron 
spin via the s-d exchange interaction Jsd. An effective magnetic field is thus  
raised which can affect the dynamics of M. 
is transferred to spin angular momentum via the SOC inside the solid, which is 
then transferred to the local magnetization [110]. The spin orbit torque is 
considered as an intrinsic spin torque. Therefore, to generate a spin orbit 
torque, noncollinear ferromagnets is not necessary. Due to this, the spin orbit 
torque constitutes a promising candidate for magnetization manipulation in 
spintronic devices.  
       There are generally two methods to investigate the mechanism of the 
current-induced spin orbit torque.  One is to consider the spin density 
continuity equation for carriers and obtain the out-of-equilibrium torque due to 
the SOC effect [75, 107-110], while the other is to investigate the applied 
current interacting with the gauge field (vector potential)  due to the 
combination of the SOC effect and the local magnetization, and obtain the 




Chapter 3 Spin Dependent Transport in Nanostructures 
and Devices Design 
       Recently, the spin-dependent transport under spin orbit coupling (SOC) 
effect in low dimensional systems has been attracting considerable interests 
because SOC provides a method to manipulate electron spin during the 
transport process in an electric way. In this chapter, spin dependent transport 
across a square ring nanostructure with a strong Rashba SOC effect is 
investigated. Also, two spintronic devices based on the Rashba square ring 
nanostructure are proposed.  
        This chapter is divided into three sections. In section 3.1, we briefly 
introduce the general model we consider in spin dependent transport, as well 
as the methodology we use to investigate the spin dependent transport.  In 
section 3.2 and section 3.3, we adopt the tight-binding non-equilibrium 
green’s function (NEGF) formalism to model spin transport in a square ring in 
the presence of the Rashba SOC effect and then propose two types of 
spintronic devices.  The first device is found to be able to detect the magnetic 
flux variation of a magnetic sample, and thus can be utilized as a practical 
magnetic field sensor. The second device is shown to generate spin up and 
spin down current alternatively, which could be designed into an alternating 
spin current generator. 
3.1 General Model and Methodology 
3.1.1 Model Under Consideration 
       The spin-dependent transport is investigated in a model which is known as 
a two-terminal nanoscale spintronic system (Fig.3.1). The central region is a 




two leads can be either magnetic or nonmagnetic materials. The left lead 
supplies either spin up electrons or spin down electrons, or a mixture of the 
two, while the right lead is used to detect the spin up or spin down electron 
state.  
 
FIGURE.3.1: A two-terminal nanoscale spintronic system, which consists of 
the two leads and central region. The left lead supplies spin up and (or) spin 
down electrons. 
        The Hamiltonian of the whole system is given by: 
                             w h o le le a d cˆ ˆ ˆ=H H H ,                                                 (3.1) 
where ˆ cH  is the Hamiltonian for the central region and leadHˆ  is the 
Hamiltonian of the leads: 
                 
left edge
† † † †
lead 1 1 1 1
right edge
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i
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i
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
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
                       (3.2) 
Here, the left edge and the right edge are the sites in the central region which 
are attached to the leads, t is the hopping energy from site i to site i+1 or from 
site i+1 to site i, and †c  and c  are respectively, the creation and annihilation 
operators. 
 3.1.2 Methodology 
       The Non-equilibrium Green’s function (NEGF) formulism is a general 
and powerful tool for the investigation in quantum transport, which is well 




important applications in the fields of nuclear, solid state, and plasma physics. 
The advantage of this method is that it treats the infinitely extended reservoirs 
(e.g., leads) in an exact way.  The retarded (advanced) Green’s function of the 
whole system can be represented by the retarded (advanced) Green’s function 
of the (finite) device in isolation with the interactions with leads reduced to 
self-energy terms. The Green’s function of the device is then given by: 
                                 / / / 1ˆ ˆ ˆ ˆ( ) [ ]R A R A R Ac l rG E E H
    ,                             (3.3) 
where E  represents the system energy, ˆ cH  is the Hamiltonian of the central 
region of the two terminal system, and the terms /R Al  and 
/R A
r  denote the 
self-energies between the device and the left (l) and right (r) leads.  The self-
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 (see Appendix A 
about how to obtain the self-energy) for our two terminal system, where 
edge ,l r  .   
        From the Green’s function, we can evaluate the transmission coefficient 
T(E)  of conduction electrons which flow from the left lead to the right lead 
across the device. T(E)  can be explicitly calculated by using Fisher-Lee 
relation [114]: 
                                 ˆ ˆˆ ˆ( ) Trace[ ]R Ar lT E G G   ,                                         (3.4) 
with edge edge edgeˆ ˆ ˆ= [ ( ) ( )]
R Ai E E     for edge ,l r .  Finally, the current of the 
device can then be found by using the Landauer equation [112]: 
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q
I T E f f dE
h




Here, q  is the electron charge, h  is the Planck constant, and lf  and rf  are 
the Fermi-Dirac distributions of electrons at the left and right leads and are 
defined as: 
                                    






   ,                                        (3.6)         
where ) )( (( ) / 2Fl r l rE V     is the chemical potential at the leads which is 
related to the bias  ( )l rV   applied across the device,  k  is the Boltzmann 
constant and  T  is the device operating temperature in the unit of Kelvin.                                 
3.2 Tunable Magnetic Flux Sensor 
 3.2.1 Introduction 
       We have introduced in the previous chapter that the Rashba SOC (RSOC) 
enables the generation of an effective magnetic field by electrical means, 
which in turn influence the spin and motion of the electron. In a Rashba 
medium one may exert adequate control of the electron spins via the gate 
voltage [47, 93]. The potential applications of RSOC in semiconductor 
spintronics include devices, such as spin field-effect transistor (spin-FET) [6], 
spin interferometer [115, 116], spin filter [25, 87], and spin transfer switching 
device [117]. However, despite these promising developments, 
semiconductor-based spintronics is still hampered by its key limitation- that 
magnetism can only be induced in semiconductor materials at well below 
room temperature. Thus, attention has shifted to metallic materials, especially 
in view of recent reports of the existence of strong RSOC near the surface of 
certain types of metals at room temperature [48, 49, 118]. This finding may 




         It is well known that RSOC can impart spin-dependent phase to 
conduction electrons, thus influencing their spin transport in nanostructures. 
Hatano et al. [25] showed that RSOC can be analyzed with the non-Abelian 
gauge field method [77, 119] which led to the idea of a perfect spin filter. The 
description of Rashba and Dresselhauls SOC as non-Abelian spin-orbit gauges 
have provided new perspectives to spin transport phenomena such as 
persistent Spin Helix [87], Spin Hall memory [120], and Quantum Spin Hall 
Effect [119, 121]. Thus so far, the above RSOC-induced effects had been 
studied mainly in semiconductor materials. However, in our view, RSOC 
effects in metal systems may have greater significance in the field of 
nanoelectronics, due to the presence of the RSOC effects at room temperature 
[48, 49]. 
       In this section, we apply the spin gauge theory and the tight-binding non-
equilibrium Green’s function (NEGF) formalism to study the quantum spin 
transport in a metallic Rashba system. The device under consideration is a 
square ring made of metal with a strong RSOC effect, and in contact with two 
ideal half-metal (HM) leads. The Rashba metal ring can be floated freely on a 
magnetic sample. The electron phase due to magnetic flux emanating from the 
sample combines with the Aharonov-Casher (AC) effect [23] due to the RSOC, 
to give rise to spin interference which modulates spin transport in the ring. 
Thus, if this Rashba ring is scanned above a magnetic sample, the resulting 
phase change may be detected by the spin interferometry. Hence, the set-up 
may be able to detect the strength and orientation of the sample's 
magnetization, and thus form the basis of a practical magnetic field sensor. 
3.2.2 Model and Theory 
      Fig. 3.2 shows a square ring made of metal with a large Rashba SOC effect, 
and contacted to two HM electrodes. The square ring is placed above the 




the magnetic sample penetrates the square ring, and changes the phase of the 
conduction electrons in the ring. The RSOC effect is assumed to exist only 
within the four arms of the ring, but is absent in the left and right electrodes. 
       The single-particle Hamiltonian of the system, including the kinetic 
energy of the electron and the vertical magnetic vector potential generating 
from the below sample, is given by:                         
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,                                     (3.7) 
where B p A is the canonical momentum, in the presence of the magnetic 
 
FIGURE.3.2: Top view of a Rashba ring. This Rashba ring can be floated 
above a magnetic sample surface to pick up changes in the magnetic field.  
field  0,0, zBB  generating from the sample, and 
( 1 / 2 ,1 / 2 ,0)B z zB y B x A is the symmetric gauge field, which satisfies 
B A B  and is a (1)U  gauge.  In Eq. (3.7), m is the effective electron mass, 
 denotes the RSOC strength, and , , )x y z     are the Pauli spin matrices, 
satisfying the algebra { , } 2i j ij    with , , ,i j x y z .  
       The Hamiltonian can be rewritten into the form by completing the square 










 A 2VI ,                                        (3.8) 
where /RSO Rm e A ( , ,0)y x   is the RSOC gauge field, which is a 
 2SU  gauge, R  is the Rashba strength parameter, e is the electron charge, 
V  2 2/Rm   is a constant potential, and 2I  is the 2-by-2 identity matrix. The 
components of the gauge field RSOA  do not commute, i.e., [ , ]
RSO RSO
x yA A 
22 ( / )R zi m e   . This non-commutative property makes the RSOC gauge 
field similar to the Yang-Mills non-abelian gauge field [83], and results in a 
spin-dependent interference effect in the square ring, as illustrated in Fig. 3.3.           
        When an electron is injected from the left lead to the right, it will travel 
along either path I (counterclockwise direction) or path II (clockwise direction) 
around the ring around the ring (See Fig.3.3). Let  in  be the wave-function of 
the incident electron, and ( )ccw cw    be the wave-function of the electron after 
taking a counterclockwise (clockwise) path. The wave-function may be 
expressed as: 
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where   ( , )R    n n x y  is the spin rotation operator for spin ½ particle 
about the direction n  by an angle  , and is given by:  
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FIGURE.3.3: The incident electrons are transmitted from the left lead to the 
right lead via Path I and Path II.   
identity matrix. In the above equation,  is the spin precession angle due to 




is the phase factor 
acquired due to the vector potential induced by the vertical magnetic field, 
which is also known as the Aharonov-Bohm (AB) phase.  
      The interference effect between these two different paths gives rise to the 
phase factor: 
                      phase ( ) ( ) ( ) ( )
BiU e R R R R        x y x y .                              (3.12) 
For an incident with a spin state ( , )in
T   , pointing along some arbitrary 
direction, the output spin state can be written as phase ( , )
T
out U   . However, 
in general, the interference phase phaseU  is not a diagonal matrix. We 
transform to a new spin space with the eigenstates of  phaseU as the basis, so 
that phaseU  is diagonalized. The eigenstates of phaseU  are denoted as tilted spin 




after it passes through the square ring can thus be read off via the eigenvalues 
of phaseU : 



















,                                        (3.13) 
where U  is a rotation matrix that diagonalizes the phase factor phaseU  




     and B RSO
i i iee

    are respectively,  the phase factors acquired 
by the  electron and  electron. In the new spin space, the phase ( ) RSO   , 
which is known as the Aharonov-Casher (AC) phase, is the phase factor 
acquired by  ( )  electron from RSOA  : 
                                4arccos(1 2 / 2)RSO sin    .                                      (3.14) 
Whereas, the phase  B , which is the conventional Aharonov-Bohm (AB) 
phase acquired by  ( )  electron from BA  : 
                                       2 /zB eB l  .                                                      (3.15) 
       The main difference between the AC phase and the magnetic field-
induced AB phase is that the latter is spin independent. The combined effect of 
the AC phase due to the RSOC field and the AB phase due to the magnetic 
field modulates spin transport in the square ring. We use NEGF formalism 
introduced in Sec. 3.1 to study spin transport behaviour of this system. The 
tight-binding method allows us to transform the continuous single particle 
Hamiltonian of Eq. (3.7) into a discrete model, which can be represented in a 
matrix form and solved numerically. The tight binding Hamiltonian of the 








i i i i j i ji i j
H Vc c t c c   .                                      (3.16) 
In the above,  † † †( , )i i ic c c     is the vector of spin-dependent electron creation 
operator, iV is the on-site energy at site i, and ,i jt  is the nearest neighbour 
hopping  from site i  to site j.  In the presence of the two gauge fields RSOA  and 
BA , this is obtained by introducing a phase factor in the hopping matrix, i.e., 




t t i d    
A A r ,                                 (3.17) 
 where 0t is the nearest-neighbour hopping energy in the absence of the 
magnetic or the RSOC gauge field.
 
For simplicity and without loss of 
generality, we set the on-site energy Vi in both the lead and the ring to zero. 
The transmission coefficients between incoming spin state   of the left lead 
and outgoing spin state '  of the right lead are computed by using Eq. (3.4):
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,                              (3.18) 
where 
squareHˆ  is the Hamiltonian of the central square ring,  i.e., the 
Hamiltonian of Eq. (3.16), but discounting the contribution of the semi-infinite 
leads on both sides of the ring. In the calculation of the lead self-energy ˆ ( )E , 
we treat the two leads as two one-dimensional semi-infinite leads. Thus the 
lead self-energy is obtained in Sec. 3.1:  
                      
2 2
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where E  is the energy of the incident electron wave-function , and  0,0  and 
( , )l l  are the coordinates of the corners of the square ring.  To obtain the 
current, we use Eq. (3.5) and set the Fermi level FE  to zero for simplicity, and 
the current is computed as: 
                                   '  ( ) ( )l r
q
I T E f fE E dE
h  
   ,                        (3.20) 
where  
1
( )[1 ex /p( )]rr llf TE k
   ,  ( )( ) ( ) / 2rl r lV     and ( )l rV  is the 
applied bias voltage across the square ring nanostructure. 
3.2.3 Results and Discussions 
3.2.3.1 Transmission Coefficients for the Square Ring Nanostructure 
         In our numerical calculations, we adjust the Rashba strength such that 
2 22 / / 2Rml    , so that the phase factor acquired by  ( )  electron 






        . The onsite energy in both leads and 
ring is set to zero and the side-length of the Rashba ring is l=100 nm.          
          Fig. 3.4 shows the electron transmission from the left to the right lead, 
for various spin input/output modes, at a given system energy of 0E t . The 
transmission coefficient ' T  is a periodic function of the magnetic field 
strength from the magnetic sample below the ring, where ( ')  is the output     
(input)  spin.  The  periodicity of the function is  0Φ / ΦB , where 





FIGURE 3.4: Transmission coefficients ܶ↑෨↑෨ , 	ܶ↓෨↑෨ , ܶ↑෨↓෨  , ܶ↓෨↓෨ , as functions of            
 Φ஻/Φ଴ at a system given energy ܧ = ݐ଴. The shade region is chosen for the 
design of the magnetic sensor. 
 
the magnetic flux generated from the magnetic sample and 0Φ /h q  is the 
unit of flux. When the magnetic fluxes corresponding to 0( 1 / 4 )Φ / ΦBn   ,      
where ݊ is an integer, e.g., 00.75Φ / ΦB  for 1n  ,  we find that ' 0T   , for 
' { ,  }     . This means that the tilted spin down state   is completely 
blocked at the output. By contrast, there is high transmission of the tilted spin 
up state   at the output, i.e., 0.8T

  , and 0.2T   , as shown in Fig. 3.4. 
3.2.3.2 Magnetic Flux Sensor Design 
       We now consider the application of the ring nanostructure as a magnetic 
flux sensor. We choose the operational range of the magnetic sensor to be 




3.4. A bias voltage of bV  is applied between the left and right leads of the 
Rashba ring system, i.e. 1 l  eV and 1 r  eV.   
       Fig. 3.5 illustrates the change in the sensor current per transverse mode or 
channel, over the energy range considered. We may divide the energy range 
into three distinct regions, as shown in Fig. 3.5.  In region I, the current is 
dominated by I
 




; while in 
region III, it is dominated by I
 
. Now, we consider the case in which the 
incident current from the left electrode consists purely of   electrons. (This 
may be achieved in practice by using HM material for the left electrode, and 
magnetizing it in the appropriate orientation, i.e., along the tilled spin axis).  
        Specifically, we analyze the current contribution from I
 
 [see red solid 
line in Fig.3.5 which has a maximum in region I, drops rapidly over region II, 
and becomes negligible in region III. Based on the transmission profile of I
 
, 
we can engineer the right electrode for sensitive detection of magnetic flux. 
For instance, at 00.25Φ / ΦB  , a HM right electrode polarized along the 
  
orientation will detect maximum current (or minimum resistance), while at 
00.25Φ / ΦB , the same electrode will detect the minimum current (or 
maximum resistance). Thus, under this set-up the Rashba ring sensor would be 
able to detect a magnetic field strength corresponding to a flux range of 
between  00.25Φ / ΦB  and 00.25Φ / ΦB . This corresponds to a maximum 
sensitivity of the order of 10ି଺	Oe, assuming that the length of the side of the 
square ring is l=100 nm. This compares favorably with that of sensors based 
on giant magnetoresistance and giant magnetoimpedance effects. There are 
two further advantages of the Rasbha-based sensor: i) it should be robust for 






FIGURE.3.5: Sensor current	ܫ↑෨↑෨, 	ܫ↓෨↑෨, ܫ↑෨↓෨  , ܫ↓෨↓෨, per transverse mode or  channel 
as functions of Φ஻/Φ଴ over the energy range considered where the applied 
voltage is set to be ௕ܸ =2 V. 
based system, which has been reliably observed at room temperature. By 
contrast, magnetic flux sensors which rely on the quantum interference effect 
(e.g. SQUID) are operational only at low temperatures. ii) The adjustable 
Rashba parameter also enables the Rashba ring sensor to be tuned to achieve 
its maximum sensitivity. It has been reported recently that a huge and 
controllable Rashba effect can be generated by coupling the Ferromagnetic 
(FM)  layer to an adjacent ferroelectric layer [122].  On the other hand, ring 
sensors which rely solely on the AB effect will be constrained by the geometry 
of the device, with no means for further tuning or optimization.  
         In summary, we have presented the concept of magnetic field sensing 
technique based on the physics of non-Abelian gauge potential in a ring 
nanostructure with Rashba spin orbit coupling. Our calculations demonstrate 




ring can significantly modulate the conductance of the ring. It is envisaged 
that material and design optimization of the preliminary device can lead to 
further improvement in the sensing capability. 
3.3 Spin Current Generator 
3.3.1 Introduction 
      In the previous section, we have studied the electron spin transport in a 
metallic Rashba square ring nanostructure in the presence of the Rashba SOC 
effect, as well as the proposed design of a magnetic flux sensor. We have seen 
that SOC effect enables the manipulation of the spin dynamics of electron 
during the transport process. In this section, we analyze the same Rashba 
metal ring subject to a magnetic field with a constant magnitude, but whose 
direction changes with time. We have already known in Sec. 3.2 that the 
Rashba SOC imparts a spin-dependent phase to the conduction electron, 
leading to the AC effect. We expect the time-dependence of the direction of 
the magnetic field combined with the RSOC effect would lead to some new 
functionality, which can be realized in a spin-based device.   
                   As before, we employed the gauge field formalism and tight-binding 
NEGF to investigate spin-dependent transport throughout this section. We 
consider the transmission in the Rashba square ring system in the presence of 
a magnetic field that switches direction periodically in time. The combination 
of the AB phase due to the magnetic field with the AC phase due to the RSOC 
will result in a spin interference effect in the two arms of the ring, thus 
modulating spin transport in the ring. The magnetic field and the Rashba 
strength are optimized such that the system produces an alternating fully spin 




3.3.2 Model and Theory 
       The proposed square ring nanostructure shown schematically in Fig. 3.6 
(a) and (b), is made of metal with strong Rashba SOC effect. We assume the 
interior of the square ring to be penetrated by a vertical magnetic field ( )tB , 
which switches direction in time. Thus, the corresponding vector potential can 
be described by: 
                     
1 1 2





t B y B x
T

 A .                                 (3.21)        
The curvature of the vector potential (t)= (0,0 B sgn[sin2 / ])B z t T ， A  
corresponds to a perpendicular magnetic field ( )tB  with a constant magnitude
 Bz , but whose sign varies periodically with time, forming a square wave of 
periodicityT .  In the period    1 1/ 2n T t n T    , the magnetic field is 
pointing along +z direction, while in the next half cycle of 
 1/ 2n T t nT   , the magnetic field points along –z direction, where n  is 
an integer. 
     The single-particle Hamiltonian of the system, similar to Eq. (3.7), is given 
by:                         
                         
2'ˆ ( ' ' )
2
R
x y y xH m

    


,                                     (3.22) 
where the canonical momentum ' ( )B t p - A  includes the gauge field 
( )B tA  induced by the magnetic field ( )tB . Since we assume the magnetic 
field is contained inside the square ring and not applied on the ring arms 
themselves, we neglect the Zeeman term in the Hamiltonian of Eq. (3.22).  
          As we have established in Sec. 3.2, there is a spin interference effect in 






                          
FIGURE.3.6: (a) and (b) Schematic view of a Rashba metal square ring of 
width l, in contact with two leads. A magnetic field ࡮(ݐ) = ܤ௭ࢠsgn   [sin2ߨݐ/
ܶ	] is locally applied at the center of the ring. In the period of (݊ − 1)ܶ < ݐ <
(݊ − 1/2)ܶ, the direction of the magnetic field is pointing in the +z-direction; 
while in the period of, (݊ − 1)ܶ < ݐ < (݊ − 1/2)ܶ  the direction of the 
magnetic field is pointing in the –z-direction. 
and the Rashba SOC. A phase difference between the wave-function of the 
spin up electron and that of spin down electron wave-function occurs after the 
electrons have completed one loop around the square ring. Similar to the 
discussion in Sec. 3.2, we define a tilted spin quantization axis, and consider 
the phase factor acquired by the 
  ( ) electron. The phase of these electrons 
due to the Rashba SOC is given by Eq. (3.14), while the phase acquired due to 
the magnetic field is given by: 




         We model the spin transport by adopting the tight-binding NEGF 
method and calculate the transmission coefficients by means of Eq. (3.18). In 
the presence of ( )tB , the hopping energy in the tight-binding  Hamiltonian of 
the square ring squareHˆ  is given by: 




t t i t d    
A A r ,                        (3.24) 
where 0t is the nearest-neighbour hopping energy in the absence of the 
magnetic or the RSOC gauge field.
 
The spin polarization of the system is then 
obtained from the ratio: 
                                        
T T T T
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T T T T
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.                                     (3.25) 
3.3.3 Results and Discussions 
3.3.3.1 Transmission Coefficients for the Square Ring Nanostructure 
         In the numerical calculation, we consider a special case corresponding 
to / 2sgn[sin2 / ]B T    and ( ) ( ) / 2
RSO 
 
    . This corresponds to a 
perpendicular magnetic field with magnitude 2 2/ 2 sgn[sin 2 / ]zB el t T    
and a required Rashba strength 2 1/4/ arcsin(2 )ml   . Under these 
conditions, within the period     1 1/ 2n T t n T    , the phase acquired by 
 ( )  electron is   / 2 / 2RSOB        (  / 2 / 2
RSO
B      0) . 
Thus, we obtained completely destructive interference for the wavefunctions 
of  electrons and completely constructive interference for the wavefunctions 




reversed, where the phase acquired by  ( )  electron is   / 2RSOB    
/ 2 0   (  RSOB   / 2 / 2      ).  
         Now, the wavefunctions of    electron undergo complete destructive 
interference, while those of the  electron encounter complete constructive 
interference. To illustrate the practical set-up, we list in Table.3.1 the 
estimated parameters of the applied magnetic field strength zB  and the Rashba 





  ( ) / 2   must be satisfied. The required Rashba strength is a 
function of the effective mass of the conduction electron m  and the width of 
the square ring l . 
 
TABLE. 3.1: Estimated Rashba parameter and applied magnetic field strength   
ܤ௭  required for complete constructive/destructive interference for different 
ring size: 
Square ring width l   
(nm) 
Required Rashba 
 strength (eVm) 
Applied magnetic field 
strength Bz  (T) 
              30    122.5 10                 1.1 
              50     121.5 10                 0.4 











            
FIGURE. 3.7: (a) and (b) Transmission coefficients 	 ఙܶ‘஢ = ܶ↑෨↑෨ , 	ܶ↓෨↑෨ , ܶ↑෨↓෨  , ܶ↓෨↓෨ ,  
as functions of electron energy E when magnetic field is applied in +z 
direction or –z direction, where σ (σ′) denotes the incoming  (outgoing) spin 
state.  The symbol ⨀	(⨂)denotes an applied magnetic field pointing along +z 
(–z) direction.  





        In Fig.3.7 (a) and (b), we plot the transmission coefficients
' T   between 
the incoming spin state   of the left lead and the outgoing spin state '  of the 
right lead, 30 nml  , and the nearest-neighbour hopping energy without the 
magnetic field or the RSOC gauge field is 2 2
0 / 2 3.8 eVt ma  , where a  is 
the lattice constant of  the discretized  square ring.  In the period 
( 1) ( 1 / 2)n T t n T    ,  when  the applied magnetic  field  is pointing along 
the +z  direction,  the    electrons  are  completely  blocked  at the output.  By 
contrast, in the period  ( 1/ 2)n T t nT   , when the applied magnetic field is 
pointing along –z direction, there is perfect transmission for   electrons, i.e., 
1,T T
 
      at the output.  
3.3.3.2 Spin Current Generator Design 
        We can translate the interference-induced transmission phenomenon into 
a spin polarization (SP) profile, as calculated by using Eq. (3.25) and shown in 
Fig. 3.8. The SP is a periodic function which tracks the time evolution of the 
square wave profile of the applied B field. We obtain a low SP (of virtually -
100%) in the first half of the period T and a high SP (of virtually 100%) in the 
second half. The low SP state corresponds to a virtually pure   output current, 
while the high SP corresponds to a virtually pure   output current, regardless 
of the state of the input current. Therefore, the square ring can generate 
current and   currents depending on the direction of the magnetic field and 







             
FIGURE.3.8: The resulting spin polarization of the output current under a 
magnetic field which switches directions in time. Under optimized condition, 
we obtain a square wave of pure spin currents alternating between between ↑෠ 
and ↓	෡. 
 
       In summary, we have presented spin transport in a square ring in the 
presence of the RSOC effect under a time-dependent magnetic field. The spin 
interference effect in the ring due to the combined spin-dependent AC phase 
arising from RSOC effect and the conventional AB phase due to an applied 
magnetic field can be utilized to generate pure spin currents, which changes 
signs every half-cycle of the applied field. Thus, the system might be used as 





Chapter 4 Spin Torques in Various Linear Spin Orbit 
Systems 
4.1 Introduction 
        In Chapter 3, we study spin dependent transport in a square ring 
nanostructure under the Rashba spin orbit coupling (RSOC) effect, which is 
one of the two topics in the thesis.  From this chapter, we move to the second 
main topic of this thesis, which is about the spin dynamics in magnetic 
systems under the various SOC effects. We focus mainly on the gauge field 
formalism to describe the current-induced spin orbit torque effect.   
        As we know, manipulating the magnetization of ferromagnetic (FM) 
materials by means of spin transfer torque (STT) has been theoretically 
predicted in 1996 [8, 9]. This prediction has since triggered a series of 
theoretical and experimental studies in both fundamental and application fields. 
In the applied physics community, the STT phenomenon can be observed in 
common nanoscale devices like the spin valve sensors, the magnetic tunnel 
junction storage cell, as well as in magnetic domain walls [10-12]. Devices 
which make use of the STT effect for magnetization switching offer the 
advantages of lower power consumption and reduced device dimension. In 
fact, STT is now widely used for a magnetization switching process known as 
the current-induced magnetization switching (CIMS). The adoption of CIMS 
in the switching operation of memory cells has enhanced the packing density 
of cross-bar memory, and has significantly moved forward the 
commercialization schedule of these memories.  
       The theoretically and experimentally studied STT effects described above 




TABLE.4.1: History of scientific papers in the topic of Rashba spin orbit 
torque phenomenon. 
Date/Year Paper details/Authors Remarks 
2007 S. G. Tan, M. B. A. Jalil, and X. J. Liu, 
arXiv:0705.3502  
First theoretical prediction 
of this effect. Before this, 
no one has envisaged that 
the switching of a magnet 
by using SOC effect 
2008 K. Obata and G. Tatara, Phys. Rev. B 77, 
214429 (2008). 
Current-induced magnetic 
domain wall motion in a 
Rashba SOC system 
2008 A. Manchon and S. Zhang, Phys. Rev. B 
78, 212405 (2008). 
Theory of Rashba spin 
torque via Boltzmann/drift 
diffusion approach 
2009 A. Matos-Abiague and R. L. Rodriguez-
Suarez, Phys. Rev. B 80, 094424 (2009). 
Follow-up paper on SOC-
induced torque in other 
SOC systems 
2010 Miron, I. M. et al., Nature Mater. 9, 
230234 (2010). 
First  experimental 
demonstration of the 
Rashba spin orbit torque 
2011 S. G. Tan, M. B. A. Jalil, T. Fujita, and 
X. J. Liu, Ann. Phys. (NY), 326, 207 
(2011). 
Actual publication of Dr 
Tan’s paper after 4 years. 
2012 K. Tsutsui and S. Murakami, Phys. Rev. 
B 86, 115201 (2012). 
Theory of Rashba torque in 
3D Rashba system 
2012 L. Liu et al., Science vol. 336, 555 
(2012). 
Experimental work which 
showed that SHE may also 
switch a magnetic layer. 
2012 J. Chen, M. B. A. Jalil and S. G. Tan, 
AIP Advances 2, 042133 (2012). 
Rashba spin orbit torque in 
nonuniform Rashba system 
2012 J. Kim et al., Nature Materials 12, 240, 
(2012). 
Experimental work in 
elucidating the relative 
contributions from SHE 
and Rashba spin orbit 
torque. This paper also 
gives the ‘proper’ history 
of the subject. 
2013 X. Fan et al., Nature Communications 4, 
1799 (2013). 
Another recent experiment 
on Rashba SOC torque 
2013 J. Chen, M. B. A. Jalil and S. G. Tan, 
AIP Advances 3, 062127 (2013). 
Rashba spin oribt torque in 
graphene system 
known that in the presence of a passing current, SOC can generate a non- 
equilibrium spin polarization. Therefore, it is believable that, SOC effect in 
FM materials could yet be another source of spin torque.  It has been firstly 
proven theoretically by Tan et al. [27, 28] in 2007 that Rashba spin torque 
exists in ferromagnetic materials with the RSOC effect. Then Obata et al. 




similar spin torques raised due to the Rashba SOC effect. The theoretically 
predicted RSOC-induced spin orbit torque was later experimentally 
demonstrated on the bistable states of a cobalt layer in nanosized devices [38, 
124-127].  Table.4.1 lists the historical events of Rashba spin orbit torque 
according to timeline. 
       It is noted that the physics of the spin orbit torque is different from the 
STT: In conventional STT system, a pinned FM layer (FM layer with higher 
switching field) is needed to generate a spin-polarized current.  The spin 
current will pass through a spacer layer, and inject into the free FM layer (FM 
layer with lower switching field), where the spin current would interact with 
the local magnetization and induce a process of magnetization switching. In 
the system of spin orbit torque, there would be no additional pinned FM layer, 
and it suffices to pass charge current directly into the free FM layer. Both the 
theoretical and experimental findings suggest that by making use of Rashba 
spin orbit torque, one can achieve magnetization reversal  even within a single 
FM layer, since the RSOC would induce a spin-splitting of the charge current 
in the FM layer, and the induced spin splitting current would interact with the 
local magnetization.  The entire process of generating spin current and 
inducing magnetization switching occurs within a single free FM layer. Such 
single layer magnetization reversal has several advantages over conventional 
STT devices, such as the reduced switching current and field, and the reduced 
influence of spin depolarization at the interfaces of the multilayer FM 
structure. 
        However, there are few studies on the spin torque generated in a spatially 
dependent magnetization system (e.g. DW) in the presence of various SOC 
effect.  Therefore, we are motivated in this chapter to introduce a gauge 
formalism which is firstly used by Tan et al. in Ref. [27] to discuss the spin 
orbit torque in a non-uniform magnetic system. We concentrate our analysis 




theoretical gauge treatment can be used to describe the physics of spin 
dynamics in these linear SOC spintronic systems. From the gauge perspective, 
we can explain the origination of the current-induced spin orbit torques in 
various linear SOC systems. We will see the combined effect arising from 
SOC and a smoothly varying local magnetization in the form of a spin orbit 
gauge field (vector potential), which interacts with the applied charge current. 
The interaction energy is sensitive to magnetization change, and an effective 
anisotropy field magnetic field can be derived. This effective field due to SOC 
is analogous to an externally applied magnetic field, which would trigger 
dynamics of magnetization in the system.  
        This chapter is organized as follows. In section 4.2, we present a unified 
description of the current-induced spin orbit torque for a spatially non-uniform 
magnetic system in the presence of SOC effect. We obtain the current-induced 
spin orbit torque, as well as the modified Landau-Lifshitz-Gilbert (LLG) 
equation.  The current-induced spin orbit torques for various SOC systems are 
discussed in section 4.3.  We obtained the effective magnetic switching fields 
due to different forms of SOC and their corresponding current-induced spin 
orbit torques.  We also summarize our results and discuss the effects of 
different types of spin orbit torques on the dynamics of the magnetic systems 
in section 4.3.   
4.2 Theory of Spin Orbit-induced Torque 
4.2.1 Model Hamiltonian 
       We consider a FM system in the presence of SOC effect. The single-
particle Hamiltonian is expressed as:  




The first term 0Hˆ  is the free carrier Hamiltonian. The second term is the 
exchange interaction between the carrier’s spin and the background 
magnetization ( )M r (e.g., domain wall), which is described by:  
                                  ex ex
ˆ = ( )H J M r ,                                                        (4.2) 
where exJ  ( eV unit) is the exchange coupling strength and  =( , , )x y z    is 
the Pauli spin matrices. The third one, which represents the coupling between 
the carrier spin and the carrier momentum p , is the general spin orbit 
Hamiltonian given by [128]:                               
                                     2






 V p ,                                          (4.3) 
where c  is the light velocity, and V  is an effective electric field, which 
could arise from different combination of effects such as structure inversion 
asymmetry, crystal field, host atoms, substrate interaction and strain.  
       The SOC term can be combined with the kinetic energy term of 0Hˆ  , to 
modify the canonical momentum of the carriers +p p A . The quantity A  
can be regarded as a spin dependent non-Abelian gauge field (vector potential) 
due to SOC [25, 83].  The effective Hamiltonian:  
                                                 
ˆ ˆ ˆ' exH H H  ,                                               (4.4) 
where the combined kinetic-SOC Hamiltonian ˆ 'H is a function of the 
modified carrier momentum +p A .  We will consider different types of spin 





4.2.2 Non-uniform Magnetization System 
        Generally, the exchange interaction Hamiltonian exHˆ  is spatially varying 
and has off-diagonal components. In the case of local magnetization varying 
smoothly and slowly, it is useful to perform a unitary gauge transformation in 
spin space, which diagonalizes the exchange interaction Hamiltonian. In fact, 
the purpose of the unitary transformation is to build a reference spin axis, 
which aligns with the local magnetization at each point in -r space. In the 
Laboratory frame, the reference spin axis rotates in space, but in the new 
reference frame, the reference spin axis is locked to a fixed direction. Thus, an 
originally local magnetization problem is effectively converted to a uniform 
magnetization system, which is easier to investigate. This unitary 
transformation is illustrated in Fig.4. 1.   
       In order to perform the unitary transformation, we employ a unitary 
rotation matrix = ( )U U r  , which satisfies  †( ) = zU U n at every point in -r
space. Wave-funtion of the system is transformed via the unitary matrix as 
' ( )U    r . It is noted that the unitary rotation matrix U  is not unique. 
       After  the  unitary gauge transformation,  the exchange interaction  in  the  
 FIGURE.4.1: Spatially varying magnetization system (left) can be 
transformed via local gauge transformation to a uniform system (right). The 
carrier’s momentum is modified p→p+Ach, where Ach is a transformation-




new reference frame is diagonalized, i.e., ex ex( ) |M( )| zJ J M r r  , where 
z  is the z Pauli spin matrix of the new reference frame , and | ( )|=M r
2 2 2
x y zM M M  . The carrier momentum is again modified because of the 
transformation + + +CH SOp A p A A † †= +( )+/ Ue U U Ui p A , where =CHA
†/i eU U    and †SO U UA A  are respectively, gauge fields (vector 
potentials) due to local magnetization, and due to the SOC in the rotated frame.  
The SOC-induced gauge field †SO U UA A  is combines the physics of the 
SOC and local magnetization. On the other hand, =CHA †/i eU U   is 
generated by viewing the spatially dependent magnetization in the reference 
frame. 
4.2.3 Limit of Strong Exchange Coupling Regime 
         Now consider a current passing through the system. In the limit of 
extremely strong exchange coupling, i.e., exJ  ,  there is no chance for 
electron spin to align with its other eigenstate, thus the current will be fully 
spin polarized in the spin up state    .  The spin up electrons will interact 
with gauge field  CH CH   A A  due to the local magnetization and 
gauge field SOA
SO   A  due to the SOC.  
        In our studies, we are only interested in the interaction of the SOC gauge 
field SOA with the applied current. The interaction energy is given by: 
                                       int =  d
SO SOE
  j A r，                                              (4.5) 





4.2.4 Current-induced Spin Orbit Torque 
        We now relate the interaction energy due to SOC to the equation of 
motion (EOM) of the local magnetization. In conventional micromagnetic 
studies, the localized magnetization will reorient themselves to minimize 
interaction energy. Thus the local magnetization dynamics is governed by the 
interaction energy gradient with respect to a change in ( )M r [129]. The local 
magnetization will thus experience an effective, anisotropy magnetic field due 
to the SOC gauge field as given by: 









                                                  (4.6) 
where  70
14 10 TmA     is the vacuum permeability, and /   is the 
functional derivative, which is a generalization of the directional derivative.  
This additional SOC induced magnetic field in the presence of a current in the 
system can be regarded as an externally applied magnetic field and further 
modifies the LLG equation: 
                             + SO CH
d d
dt dt
     
M M
M H + M T T ,                      (4.7)      
where H is the effective field which includes the contribution from the usual 
exchange energy, magnetostatic energy and anisotropy energy, /Bg    is 
the gyromagnetic ratio, B  is the Bohr magneton , g  is the landau g-factor, 
and   is the Gilbert damping. The last two terms are the current-induced 
torque caused by local magnetization and the SOC effect, respectively. We 
will only focus on the current-induced torque due to the spin orbit effect, 
which is the subject matter of our studies. The current-induced spin orbit 
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SO
e
SO   HT M ,                                               (4.8) 
which gives a simple physical picture of the influence of the SOC induced 
effective magnetic field ff
SO
eH  on the local magnetization M . 
4.3 Current-induced Spin Orbit Torques for Various Linear 
SOC Systems 
       Eq. (4.3) is the general Hamiltonian for SOC effect, and the potential 
gradient V is an effective electric field, originating from the different band 
and solid state physics. In this section, we provide several special forms of 
linear SOC introduced earlier in Sec. 2.1, and then consider magnetic systems 
in the presence of these SOC effects.  We will derivative the corresponding 
current-induced effective magnetic fields, as well as the current induced spin 
orbit torques for these systems.   
        SOC can take place in systems and structures which are lacking of spatial 
inversion symmetry [128]. There are two common sources of inversion 
asymmetry. One is the structural inversion asymmetry (SIA), and the other is 
the bulk inversion asymmetry (BIA).  The SIA leads to the Rashba SOC, 
which exists in two dimensional electron gases (2DEGs) formed at the 
heterojunctions of two semiconductors or at the interface between a metal and 
a dissimilar material. The Rashba SOC is governed by the Hamiltonian [45, 
46]: 
                                         
ˆ = ( - ),RSO R x y y xH k k                                            (4.9) 
where R  is the Rashba strength coefficient and has the value between 0.1  
and 1 -1110  eVm  [47].  On the other hand, BIA leads to the Dresselhaus SOC 
effect, which is present in crystals with zinc blende and hexagonal structures. 




                  2 2 2 2 2 2ˆ ( ( ) ( ) ( ) ),DSO D x y z x y z x y z x y zH k k k k k k k k k           (4.10) 
where D  is the Dresselhaus couping strength. When electrons in such a 
crystal is confined in the x-y plane, we have a simple k-linear form of the 
above Dresselhaus SOC as follows [56-58]: 
                                        ˆ ( )DSO D x x y yH k k    ,                                   (4.11) 
where D  is the linear Dresselhaus coupling strength. 
     In the case of a [001]-grown 2DEG confined in an asymmetric quantum 
well made of III-V semiconductor, the Rashba SOC and the Dresselhaus SOC 
can coexist in the system. The Hamiltonian of the Rashba-Dresselhaus SOC is 
given by [130]: 
                               ˆ = ( - ) ( )RDSO R x y y x D x x y yH k k k k       ,               (4.12) 
where R  and D  are respectively the Rashba coupling strength and 
Dresselhaus coupling strength.  
        Strain can also be one of the sources of SOC.  It breaks the symmetry of a 
crystal, giving rise to the finite SOC. This strain-induced SOC is described by 
the Hamiltonian [59]: 
               ˆ [ ( ) ( )STSO ST x zx z xy y y xy x yz zH u k u k u k u k       
                         ( )] [ ( )z yz y zx x ST x x yy zzu k u k k u u       
                          ( ) ( )]y y zz xx z z xx yyk u u k u u     ,                                  (4.13) 





       Lastly, there is a less studied type of SOC, which is known as the atomic 
SOC. This kind of the SOC exists in a system doped with heavy atoms or 
exists in a diluted magnetic semiconductor (DMS) system. Electrons in such 
systems have both orbital motion and linear motion, and the orbital motion 
contribution is dominates the coupling to the spin. This makes atomic SOC 
become important in the system. The atomic SOC Hamiltonian is [65]: 
                                              ˆ ASO ASOH  L ,                                         (4.14) 
where 
ASO is the atomic SOC coupling strength, and L = r p is the angular 
momentum operator and ( , , )x y zr   relates to the radius of the atomic orbital.  
        The Hamiltonian of a single FM layer in the presence of the above 
special form of SOC is expressed as: 
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p r  ,                             (4.15) 
where the first term is the free conduction electron kinetic energy,  m  is the 
effective electron mass  and p  is the momentum of the electron.  
        The SOC effect introduced above are all linear in momentum.  We 
rewrite the Hamiltonian in the form of:                                                                          
                                        2




p A r  ,                  (4.16) 
where A  is a gauge field (vector potential) due to SOC only.  Local gauge 
transformation introduced in Sec. 4.2.2, which aligns reference spin axis along 




and the chiral gauge field †/CH i eU U  A  . The transformed Hamiltonian is 
obtained by (see Appendix B.1 about the gauge transformation process): 
        
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 is a 2-by-2 matrix, which satisfies at 
every point  r  in space, † zU U n  and /| |n = M M  is the direction of the 
local magnetization. In terms of spherical coordinates,
(sin cos ,sin sin ,cos )    n , where ( ) r and ( ) r are respectively, the 
polar and azimuth orientations of the local magnetization, and both of them 
are space dependent.  After gauge transformation, the wave-function of the 
system   becomes ' U  .   
       In the extremely large exchange coupling regime, ' ( ,0)T   . The 
applied current j  and the SOC-induced gauge field †SO U UA A  give rise to 
electromagnetic interaction energy:  
                        † †int ' ' ' '
SO SO SOE d      A A r   
                               
† †SO SO SO
d dV   
       
    A A r = j A  ,            (4.18)                        
where j  is equivalent to the electric current density under the extremely large 
exchange coupling, SOA  is the top left diagonal matrix elements of 
†SO U UA A , corresponding to a spin orbit gauge field that only affects the 
spin up electrons and V  is the volume of the magnetic materials.  We 
summarize in Table. 4.2 the numerous systems of linear SOC, their 




TABLE.4.2: The non-Abelian spin orbit gauge fields (A), and the gauge fields 
experienced by the spin up electrons in the strong exchange coupling regime 
(  ࡭↑
ୗ୓) of various linear SOC systems. 
SOC types Gauge field A  Gauge field SOA  
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spin orbit gauge fields SOA due to the combination of the SOC-induced 
gaugefield and local magnetization, which only affects the spin up electrons 
after gauge transformation. 
       The interaction energy gradient with respect to the local magnetization 
results in an effective magnetic field due the SOC effect: 
                           int inteff






   
M r n r
 ,                                    (4.19) 
where M  is the saturation magnetization for the ferromagnetic materials. 
Thus, the spin orbit torque exerted on the local magnetization is:                        
                                    ff( )
SO
e




    In Table.4.3 we summarize the effective magnetic anisotropy field ( ff
SO
eH ), 
as well as the corresponding spin orbit torque ff
SO
eT  of various linear SOC 
systems under the applied current ( ,0,0)xjj = .   
        As one can see, the effective magnetic anisotropy fields due to the linear 
Rashba SOC, linear Dresselhaus SOC, linear Rashba-Dresselhaus SOC are 
functions of both the applied current and the SOC coupling strength.  In the 
Linear Rashba-Dresselhaus SOC system, when one of the SOC effect is turned 
off in the system, the effective magnetic anisotropy field is reduced to the field 
due solely to the remaining SOC.  Different  from  the above  SOC systems, 
the strain SOC-induced effective  magnetic field is not only dependent on the 
applied  current,  but also  dependent on the  symmetry of the strain,  by strain 
tensor iju  and their corresponding strain-induced SOC strength   and  .  For 
example, for uniaxial strain, the SOC has the same symmetry as the Rashba 
SOC  effect.  The  strain  tensor  is  a symmetric  tensor  ij jiu u   with  strain- 
induced SOC strength 3 / 2ST C   and 0ST  , where 
5
3 / 8 10  m/sC   . 
Whereas, for biaxial compressive strain, the symmetry of the induced SOC is 
the same as the linear-Dresselhaus SOC in a two dimensional system, and the 
strain tensor iju  satisfies xx yy zzu u u  , and ( ) 0ij i ju    with SOC strength 
0ST   and / 2ST D  ,  where /D   
41.5 10  m/s  is  a material parameter.   
      For the atomic SOC, it is noted that the effective magnetic field is 
proportional to the radius of the atomic orbitals. In the context of a current 
propagating along x-direction, the linear Rashba SOC system generates a y-
direction effective anisotropy magnetic field, which will affect the 
magnetization xM  and zM . This can be deduced from the corresponding      




TABLE.4.3: The effective anisotropy magnetic fields ( ࡴୣ୤୤
ୗ୓ ) and their 
corresponding spin orbit torques (ࢀୣ୤୤
ୗ୓) of various linear SOC systems. 
SOC types 




Spin orbit torque ff
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SOC  induces an effective magnetic field in the x-direction, which will have 
an effect on the magnetization yM  and zM . For the combined Rashba-
Dresselhaus system, the effective magnetic field caused by the linear Rashba-
Dresselhaus SOC can be found in both x-direction and y-direction. This 
effective field will trigger the dynamics of magnetization xM , yM  and zM . 




anisotropy field, also exist in all directions, and are capable of triggering the 
magnetization dynamics of xM , yM  and zM .  
     In summary, we have presented a unified theoretical gauge description to 
investigate the magnetization dynamics for different linear SOC systems. We 
have derived the current driven effective magnetic field induced by various 
types of SOC effect and the corresponding spin orbit torques. We have 
presented a modified LLG equation to reflect the magnetization dynamics 




Chapter 5 Spin Orbit Torques in Two-dimensional 
Massless Dirac Fermion Systems 
        Recently, two new types of electronically two-dimensional (2D) material: 
the graphene systems [131-133], and the 2D surface states of the three-
dimensional (3D) topological insulators (materials that act as bulk insulators 
but have topologically protected surface states) [134, 135] are becoming 
increasingly popular to the scientific community. In fact, these new 2D media 
have currently become the most active and interesting topics in material 
physics.  The two systems are closely related, since both the graphene sheet 
and the 2D surface states of a 3D topological insulator can be described by the 
low-energy 2D massless Dirac equations.  The two systems are generically 
referred to as the 2D Dirac systems (2DDSs).  Both the graphene and the 
topological insulator systems not only show good transport properties but also 
carry other promising and characteristic degrees of freedom such as charge, 
spin and valley degrees of freedom. Therefore, the two systems are believed to 
play important roles in spintronics. 
        In this chapter, we focus on the spin dynamics in the above two 2DDSs. 
This chapter contains two parts; current-induced spin orbit torques in graphene 
system and TI system are studied separately.  
5.1 Spin Torque on the Surface of Graphene in the Presence of 
Rashba Spin Orbit Splitting 
5.1.1 Introduction 
       Graphene [131-133, 136-138], a single layer of carbon atoms with its 
ultra-flat geometry, high electron mobility, as well as other excellent intrinsic 




physics of graphene-based 2D electron systems. Experiments show that 
graphene has long spin flip length of 1	ߤ݉ at room temperature [138], making 
it a promising candidate for spintronic applications.  As is well known, the key 
factors for the functioning of a spintronic device are the controlled injection, 
transportation and detection of spin current; spin orbit coupling (SOC) is the 
underlying physics of these operations since it enables the generation of an 
effective magnetic field by electrical means, which in turn influences the spin 
and motion of the electron. There are two types of SOC [54] in graphene: the 
intrinsic SOC and the Rashba (extrinsic) SOC (RSOC). The former, which 
ranges from 0.001-0.05meV, can generate spin-polarized state in graphene and 
is responsible for a new phase of matter, known as the quantum spin Hall state 
[54, 139]. The strength of the intrinsic SOC effect is estimated to be weaker in 
a free standing graphene plane [140-142] than in the curved graphene, 
fullerenes, nanotubes or nanotube caps [143]. The latter originating from 
carbon atoms in graphene interacting with the substrate, has been 
experimentally reported in graphene/Ni (1 1 1) system [51, 53] or 
Graphene/Au /Ni (1 1 1) system [52]. The strength of this substrate-induced 
SOC measures in the range of 13 meV-200 meV [51-53], which is extremely 
strong, compared to the intrinsic SOC.  
    On the other hand, spin transfer torque (STT) [8, 9] is an important aspect 
of spintronics that has been studied for its effect on local magnetization 
dynamics, e.g., domain wall motion and magnetization switching. Using STT, 
it is possible to switch the magnetic state of ferromagnet and create a form of 
non-volatile magnetic memory. Now STT is widely used for a magnetization 
switching process known as the current-induced magnetization switching 
(CIMS). The packing density of cross-bar memory has been enhanced through 
the adoption of CIMS, and the commercialization schedule of the memory has 




    Recent theoretical [27, 28, 75, 107, 109, 110, 144, 145] and experimental 
[38, 126] studies have reported that spin orbit coupling can induce spin 
transfer torque in ferromagnetic systems with Rashba SOC. Unlike the 
conventional STT which is spin injection-based, SOC-induced spin transfer 
can be regarded as the interaction between the spin current and a SU(2) gauge 
potential induced by the simultaneous presence of SOC and local 
magnetization in the system [27, 28, 144]. An effective switching magnetic 
field can be derived from the interaction energy, which gives a more intuitive 
picture of the SOC effect on magnetization switching.  
    In this section, we are motivated by the strong Rashba SOC in graphene, 
and the fascinating prospect of realizing spin transfer in a hybrid material of 
FM-graphene-substrate.  We theoretically study the spin torque in graphene 
induced by SOC effects.  The SOC-induced torque should have different 
properties compared to the SOC-induced torques seen in metals or 
semiconductors due to the linear Dirac Hamiltonian of graphene. We will 
investigate the dynamics of a local magnetization of a FM material coupled to 
the surface Dirac fermion of graphene in the presence of the RSOC effect. An 
effective switching magnetic field is derived and a modified Landau-Lifshitz-
Gilbert (LLG) equation incorporating the physics of RSOC spin torque in 
graphene is presented in this section.  
5.1.2 Theory 
5.1.2.1 Model and Hamiltonian 
      We consider a thin insulating FM materials placed (deposited) on top of a 
graphene sheet with substrate-induced RSOC effect, as shown in Fig. 5.1. The 
Hamiltonian of the system is given by:  




         
02  ,+ ( )sd I   s M r                                                                        (5.1) 
 
FIGURE.5.1: Schematic view of a) a graphene sheet deposited on a substrate; 
strong RSOC effect originates from the graphene sheet interacting with the 
substrate; b) a thin insulating ferromagnet on top of a graphene sheet with 
substrate. A charge current is passed through the graphene layer. 







 is the matrix 
which describes states at the valley K(K’) points, σ = (ߪ௫ , ߪ௬) and s =
(ݏ௫ , ݏ௬, ݏ௭) are the  Pauli  matrices in pseudo-spin space  (sublattice  A and B)   
and   Fermionic  real  spin space, respectively, ࢖ = ൫݌௫ , ݌௬൯ = −iℏ(∂/ ∂ݔ, ∂/
∂ݕ)  is in-plane momentum of electrons in graphene, ⊗  is the Kronecker 
product2, and ߪ଴ = ݏ଴ = ܫଶ  is the 2D identity matrix. In the Hamiltonian of 
                                                             
2 Kronecker Product: 
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(5.1), the first term describes the surface electronic structure of a graphene free 
from magnetic and SOC influences, which is accurately approximated by a 2D 
massless Dirac equation. It describes the low energy states around the Dirac 
points K and K’ in the Brillouin zone. The second term is the Rashba SOC 
effect, originating from the interaction between the graphene and the substrate, 
where ߣோ  is the Rashba strength parameter. The third term indicates the 
exchange Hamiltonian due to the interaction between the local magnetization 
of the ferromagnet layer below the graphene sheet and the surface Dirac 
fermions, where Δ௦ௗ is the exchange coupling strength and ࡹ(࢘) is a spatially 
dependent magnetization, which is smoothly varying in the system (e.g., a 
domain wall).  The Hamiltonian discussed in this section is based on prior 
works in Ref. [54, 146-148].   
        It is noted that the Hamiltonian of the system under consideration is an 8-
by-8 matrix which contains the information about the pseudo spin, real spin 
and valley in graphene. Thus the eight-component spinor wave-function for 
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, where T denotes the transpose of the wave-function vector. We 
ignore the intrinsic SOC in graphene system because the effect is weaker than 
the RSOC strength ߣோ and the exchange coupling strength	Δ௦ௗ. 
5.1.2.2 Gauge Transformation for the Non-uniform System in Graphene  
         In order to look at the spatially varying system described by Eq. (5.1), 
we perform a local gauge transformation, which locks the reference spin 
quantization axis to the local magnetization ࡹ(࢘)  at each spatial point in real 
space (Fig.5.2).  It can be seen from Fig.5.2, as one moves from one spatial 
point to another, the reference spin axis rotates accordingly, tracking the 
direction of the local magnetization axis	࢔ = ࡹ(࢘)/|ࡹ(࢘)|. Therefore, in the 




magnetization. An 8-by-8 unitary rotation matrix ܷ = ܫଶ ⊗ ଶܷ ⊗ߪ଴ is chosen 
to achieve this transformation, where ଶܷ is a 2-by-2 rotation matrix [149]: 
                                                ଶܷ = ࢓ ∙ ࢙,                                                    (5.2)                                           
where ࢓ = (sinߠ/2cos߶, sinߠ/2sin߶, cosߠ) . In terms of spherical 
coordinates, (࢘) = ࡹ(࢘)/|ࡹ(࢘)| = (sinߠcos߶, sinsin߶, cosߠ)  , where 
(ߠ(࢘), ߶(࢘)) are the polar and azimuth orientations of the local magnetization, 
which are functions of positions r in real space. 
                
FIGURE.5.2: A Ferromagnetic system with spatially varying magnetization  
ࡹ(࢘) (top), can be transformed to a uniform magnetization system |ࡹ(࢘)| 
(bottom). This local coordinate transformation modifies the momentum of the 
carrier	࢖ → ࢖ + ࡭, where ࡭ is a gauge field in Eq. (5.5). 
Applying the rotation, the effective Hamiltonian becomes (See Appendix B.2 
for gauge transformation in graphene): 
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where ݏ௭ is the z Pauli spin matrix of the new reference frame and |ࡹ(࢘)| = 
2 2 2
x y zM M M  . The reference axis is rotated to (0	0	1), and the exchange 
coupling term 
2 0( )sd I   s M r  has been diagonalized.  After the gauge 
transformation, we find that the carrier’s momentum is modified.  The wave-
function of the system becomes ' U  . 
5.1.2.3 Adiabatic (Abelian) Approximation  
      When the electron’s motion is sufficiently slow, the electron spin has 
enough time to relax and align to the gradually varying local magnetization. 
We can thus assume adiabatic transport in the system and make a 
corresponding approximation, i.e., adiabatic (Abelian) approximation [33]. We 
neglect the spin flipping transitions between the graphene at sublattice sites A 
and B, (i.e., †
( ') ( ')
0
BK K AK K
    ,  
†
( ') ( ')
0
AK K BK K
     , 
†
( ') ( ')BK K AK K
   0  and 
†
( ') ( ')AK K BK K
   ). Mathematically, this is equivalent to setting the matrix 
element in Hamiltonian of Eq. (5.3) that represents the hopping from A spin 
up electron to B spin down electron, B spin up electron to A spin down 
electron, A spin down electron to B spin up electron, or B spin down electron 
to A spin up electron to zero. We therefore arrive at a simplified Hamiltonian: 
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2 0| ( ) |zsd zI M s   r ,                                                      (5.4) 
where the (11) subscript denotes the top left diagonal element of the matrices 
†
2 2xU p U , 
†
2 2yU p U , 
†
2 2yU s U  and 
†
2 2xU s U . We find that the matrix form of the 
Hamiltonian is block diagonalized after the adiabatic approximation. For a 
better physical understanding, we rewrite the above Hamiltonian into matrix 
form: 
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2 0| ( ) |zsd zI M s   r ,                                                     (5.5) 
where the top block matrix in Eq. (5.5) represents the K valley state of 
graphene, while the bottom block matrix in Eq. (5.5) represents the K’ valley 
state of graphene, ch RSO A A A , in which 2sin ( / , / ,0)
2






zs is the electromagnetic gauge field (vector potential)  due to adiabatic 
relaxation to the local chiral magnetization, while 
/ (sin sin , sin cos ,0)RSO R F zev s     A  is the gauge field (vector potential)  
due to the Rashba SOC effect in the rotated frame, which can be regarded as a 
combined effect of the local magnetization and Rashba. Subscript 11(22) 
refers to the top (bottom) left (right) diagonal element of vector potential 
matrices chA and RSOA , and (') (( ) ,  )x y   is the pseudo-spin matrices for 
K(K’)-valley. Both the gauge fields chA and RSOA  are described as  U(1)-by-
U(1) Abelian gauges which are dependent on ݏ௭, which means that the spin up 




directions. These have been attributed in previous studies as the source of spin 
separation, spin Hall or spin electro-motive force [150, 151].  
5.1.2.4 Current Operator for Dirac Field in Graphene 






 j . The charge density in graphene is defined as: 
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   ,                                         (5.6) 
where ( , )A B    and A and B are graphene sublattice sites. 
     We need a relation to connect the time derivative and space derivative of 
the creation and annihilation operators, we may think about the Heisenberg 
equation of motion: 
                                           






 ,                                                 (5.7) 
where Aˆ  is an arbitrary operator.  The graphene Hamiltonian in real space can 
be expressed as (For simplicity, we ignore the real spin in graphene): 
                                         ˆ ( ) ( )FH iv d     r r r .                               (5.8) 
Substituting the Hamiltonian of Eq. (5.8) into the Heisenberg equation of 
motion, we obtain: 
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②= r . 
     Therefore, the time derivative of ( )A r  is obtained by: 






,                                             (5.11) 
and the time derivative of ( )B r  is also can be calculated by the similar 
method: 
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y F yj ev   .                                                         (5.13) 
Therefore, the current operator for graphene system is obtained by: 
                                                j  .                                                      (5.14) 
5.1.2.5 Interaction Energy and Effective Magnetic Field 
        Since RSOC does not couple the two valleys, the two Dirac cones at 
these two valleys can be treated independently in the low-energy regime, i.e., 
they are not mixed by interaction effects or boundary conditions [133].  We 
can thus focus on one of the two Dirac points, say, the K point, and the results 
for the K’ point can be obtained immediately by substituting		݇௫  to −݇௫.   
         We consider a charge current that is applied to the system (See Fig. 5.1 
(b)).  There is an interaction energy raise by the combination effect between 
the applied current and the gauge field RSOA induced by the RSOC. In the limit 
of very large exchange coupling, i.e.,
sd  , when this charge current 
propagates through the system, it will be fully polarized. Thus, there is only 
one spin state, i.e., in the spin-up eigenstate 

 for each sublattice of 





 .  Under this 
approximation, we therefore arrive at a spin-less single-valley Hamiltonian:  
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electron only.  To be more explicit, ch 11
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, where monA  is the vector potential of a magnetic monopole in the 
space of local spin (i.e. , on the Bloch sphere), which is also related to the 
anomalous Hall and the spin Hall effects [150]. Note also that 







A , where (sin cos ,sin  n = sin , cos )  is the unit 
vector of the local magnetization which is represented  in terms of spherical 
coordinates.  
       We are only interested in the interaction effect between the applied 
current and the gauge field due to the RSOC. The vector potential 
(࡭ୖୗ୓)ଵଵ	describes the motion of the conducting electrons due to the RSOC 
effect. According to conventional electrodynamics, this gives rise to the 
interaction energy between the current and the local magnetization via the 
RSOC effect, which is given by: 
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31 ( )RSO
V
d x  j A  ,                                            (5.16) 
where the current operator in the graphene system is defined as = ( , )F x yev  j  
and V is the volume of the graphene system. The energy above is associated 





  of one valley interacting with 
the gauge field. From this interaction, the effective magnetic field acting on 
the local magnetization due to RSOC can be obtained via the energy gradient 

















  H z J
M r
,                     (5.17)                           
where z  is a z-direction unit vector and ߤ଴ = 4ߨ × 10
ି଻	TmAିଵ   is the 
vacuum permeability,  M is the saturation magnetization of the FM material 
and J is the current density. 
5.1.2.6 Generalized LLG Equation and Rashba Spin Orbit Torque 
   The effective magnetic field due to RSOC in Eq. (5.17) can be regarded as 
an additional applied external magnetic field, which modifies the well-known 
Landau-Lifshitz-Gilbert equation (LLG) equation:  






   
M
M H + H H ,                    (5.18) 
where exch magHH = H aniH  includes the contribution from other magnetic 
interactions, such as the exchange energy, the magnetostatic energy, and the 
anisotropy energy, and 
eff
RSOCH  and cheffH  are the effective magnetic field due to 
the RSOC and the local magnetization respectively.  Finally, we obtained the 
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M
M H M T T ,                                         (5.19) 
where the first and the second terms are the usual precession and damping 
terms,   is the damping coefficient, the third term chT is the torque arising 
from adiabatic relaxation to the local magnetization and the fourth term RSOCT




5.1.3 Results and Discussions 
        For illustration, we will focus on a specific system for a simple 
explanation of the RSOC-induced switching magnetic field. The RSOC 







 H z J . We consider a 
simple case when a current flows in the x direction, i.e., xJ xJ . The 
switching field components are then given by: 















0RSOC H .                         (5.20)        
We consider an exemplary system where the saturation magnetization value is 
set at 6 1o 1.09 10  AmCM
  , corresponding to that of the FM material Ni and 
100 meVR   (the value obtained at the interface between graphene and Ni 
[53]),  the RSOC induced effective field is plotted in Fig. 5.3, and shows a 
linear variation with the applied current. It also can be seen that the torque 
efficiency is enhanced as the Rashba strength R  increases. For current 
density 8 210  AcmxJ
  and 100 meVR  , the field due to the RSOC is 
estimated to be 
eff-y
4=8.5 10RSOC H 1Am , which corresponds to 0.12 T. 
Therefore, compared to the current driven RSOC induced effective magnetic 
field observed in the plane of a Co layer with asymmetric Pt and AlOx [38], 
the RSOC-induced magnetic field with the present Rashba coupling strength  
at  the   FM-graphene-Ni  interface  may  not  be strong  enough to  result  in 
complete significant enough to induce other types of magnetization dynamics, 
such as domain wall motion or magnetization precession. Additionally, precise 




electric field at the interface, thus increasing the Rashba SOC effect in 
graphene heterostructures. 
 
FIGURE.5.3: Current density to RSOC induced effective magnetic field 
relationship for a varying Rashba strength ߣோ , ranging from 13 meV to 200 
meV [51-53]. 
5.1.4 Conclusion 
       In conclusion, we have investigated the magnetization dynamics on the 
surface of a graphene with RSOC effect.  We have derived, via the spin-orbit 
gauge theoretic method, the effective magnetic field induced by the RSOC 
effect.  Subsequently, we present a modified LLG equation to reflect the 
magnetization dynamics under the influence of RSOC-induced spin torque.  
Finally, we obtained a numerical estimate of the RSOC spin transfer torque in 
graphene systems coupled to ferromagnetic layers, and propose its use for 




5.2 Spin Torque on Magnetic Textures Coupled to the Surface 
of a Three-Dimensional Topological Insulator  
5.2.1 Introduction 
        In the previous section, we studied theoretically the spin dynamics of a 
ferromagnetic (FM) layer coupled to a graphene surface in the presence of the 
Rashba spin orbit coupling (RSOC) effect. In this section, we examine spin 
dynamics in a system which is closely related to the graphene system: the 
topological insulator (TI) system.  TIs constitute a new class of materials that 
has become prominent recently both theoretically [134, 135, 152, 153] and 
experimentally [154, 155], due to several unique and useful properties. 3D 
topological insulators, such as Bi1-xSbx, Bi2Te3, and Bi2Se3, have been 
discovered to host a helical metallic two-dimensional electron gas (2DEG) on 
their surfaces.  These materials act as bulk insulators but have topologically 
protected surface states [134, 135]. Such surface states are described by the 2D 
massless Dirac Hamiltonian in which the spins of the Dirac fermions are 
strongly coupled to their momentum. Thus, the spin orbit coupling (SOC) term 
is dominant in the Dirac Hamiltonian, which has a Rashba-like form. The 
particular topologically protected electronic surface states of the 3D TI make 
the system distinct from the conventional band insulator. The 2D Dirac 
electron gas formed on the surface of the 3D TI is also different from the 
conventional electron gas in solid state systems.  
        As we know, both the graphene system and the two-dimensional (2D) 
surface states of a three-dimansional (3D) TI system are governed by the 2D 
massless Dirac equation. The Dirac equation in graphene carries the 
information of strong coupling between Dirac fermionic electron momentum 
and the sublattice pseudospin degree of freedom. On the other hand, in the 2D 




freedom, not the sublattice-pseudospin. This means that the spin of the 
electrons in a TI is correlated to its momentum.  If we can constrain a stream 
of electrons to move in a particular direction, e.g., by applying a voltage bias, 
then the electrons would be spin-polarized along a particular direction. Such a 
spin-polarized current would carry net spin angular momentum. Therefore, the 
unique spin-momentum locking property may result in different phenomena of 
spin dynamics in the TI system compared to the graphene system.   
        In the field of spintronics, TI materials constitute a promising candidate 
for realizing novel functionality also because of the spin-momentum locking 
property of the helical TI surface states.  A number of theoretically predicted 
spin-related transport phenomena occurring on the 2D surfaces of TI systems 
have already been reported in the literature, such as inverse spin-galvanic 
effect [156], giant spin rotation [157], giant spin battery effect [158], 
anomalous magnetoresistace [159], and topological charge pumping effect 
[160], some of which may potentially be harnessed in the next generation of 
spintronic applications.  
         Spin transfer torque (STT) is a mechanism in which the angular 
momentum of a spin current injected into a ferromagnet is transferred to the 
local magnetization [8, 9]. The effect makes possible the driving of 
magnetization dynamics by electrical means, as opposed to the conventional 
magnetic means. The ability to use STT to switch the magnetization is referred 
to as the current-induced magnetization switching (CIMS) and could 
remarkably improve magnetic random access memory (MRAM) technology 
by enabling faster magnetic switching and higher device density. Current-
induced STT effect has also been predicted in 3D TI whose surfaces are 
coupled to a FM layer [161-163]. The spin-momentum locking characteristic 
of the 2D massless Dirac electrons on the surfaces of 3D TI suggests that a 
strong STT effect can be achieved. The current-induced STT in 3D TI can 




achieve magnetization reversal under certain conditions [161, 162].  This has 
been investigated in a heterojuction of a 3D TI and a monodomain FM layer. 
The FM layer plays the role of inducing a Dirac mass, which opens a spatially 
uniform gap in the TI [164, 165]. The current-induced STT can also be viewed 
as an electromagnetic response through the interaction between the local 
magnetization and the gapped surface Dirac electrons.   
       Current-induced STT effect at the interface of TI and FM layer with 
spatially non-uniform magnetization (e.g. a domain wall) has, however, not 
been studied.  In such spatially varying FM systems, time reversal symmetry 
(TRS) is broken by the inhomogeneous magnetization and a spatially 
dependent energy gap is opened on the surface of the TI. The spin-momentum 
locking property of the TI motivates us to study the possibility of using a spin-
polarized current in a spatially non-uniform system to induce magnetization 
switching via some STT mechanism. We will study the dynamics of the 
spatially varying magnetization coupled to the surface state of a TI, and derive 
the effective field and hence the modified Landau-Lifshitz-Gilbert (LLG) 
equation in the presence of an applied charge current.  
5.2.2 Theory 
5.2.2.1 Model and Hamiltonian 
        We consider the spatially varying magnetization dynamics of an 
insulating FM layer deposited on top of a 3D TI, as shown in Fig. 5.4.  The 
low energy effective Hamiltonian for the 2D TI surface state, including the 
spin-exchange interaction between the surface conduction fermions in TI and 
the localized spins in the FM layer, is given by: 
                                  




 In the above, the first term is the 2D massless Dirac-Rashba Hamiltonian, 
where 
Fv  is the Fermi velocity, =( , , )x y z    is the vector of Pauli matrices 
that act on the spin degree of freedom, and 
i ip i    ( , )i x y  is the 
momentum operator acting on the conduction electron. The second term is the 
exchange interaction between the local magnetization and the surface Dirac 
fermions, where J  is the exchange coupling integral and ࡹ(࢘) is the local 
magnetization due to the localized d-orbitals in the magnetic materials and is 
spatially dependent. At the Dirac point where the momentum of the surface 
fermion is zero, the ground state will be TRS broken by a finite z-component 
of the magnetization ( )zM r  and an energy gap will be opened [166].   
       
FIGURE.5.4: Schematic of a FM layer with the spatially varying local 
magnetization deposited on top of a topological insulator.  An applied current 
is propagating on the surface of the TI. The existence of the FM layer breaks 
the TRS of the TI surface and opens up a spatially dependent gap on the 
surface of the TI.  
5.2.2.2 Gauge Transformation and Symmetrization for Non-uniform 
System in 2D TI System 
       We now begin to investigate the FM response through the interaction 




TI in the presence of the applied charge current.  In order to look at the 
spatially varying system in a convenient way, it is necessary to perform a local 
gauge transformation, which locks the reference spin quantization axis to the 
local magnetization ࡹ(࢘) at each point in r-space (Fig. 5.5).  In the laboratory 
frame, as an electron moves from one point to another, it can be seen that the 
reference spin axis rotates in r-space and is always parallel to the direction of 
the local magnetization axis	࢔ = ࡹ(࢘)/|ࡹ(࢘)|. In the rotated reference frame, 
the reference spin quantization axis is fixed to z along n at every point in r-
space.  Thus, after the gauge transformation, the problem is effectively 
equivalent to a spatially uniform system.  We employ a unitary rotation matrix 






    
 is the new z-Pauli matrix in the reference frame and the 
superscript r denotes the new reference frame.  The rotation unitary matrix is 
given by [149]: 
                                               U  m ,                                                     (5.22)                                         
 where sin cos ,  sin sin ,  cos
2 2 2
  
    
 
m  and     , r r  are the polar 
and azimuthal orientations of the local magnetization in spherical coordinates 
that parameterizes the unit vector (sin cos ,sin sin ,cos )    n = , and are 
functions of position r in real space.  The effective Hamiltonian after gauge 
transformation becomes: 
                   † † †ˆ ˆ' ( ) ( )F y x x yH UHU Uv p p U UJ U       r  
                        † † † †( ( )) ( ( ))F y x y x F x y x yv U U p U p U v U U p U p U        




where        2 2 2x y zM M M M  r r r r . In the rotated reference frame, 
the reference axis is rotated to (0 0 1), and the exchange interaction term 
( )J   r  is diagonalized.   
 
FIGURE.5.5: Schematic of the local gauge transformation.  The green (black) 
arrows denote the local magnetization axis in laboratory frame and the blue 
(grey) arrows denote the reference spin quantization axis zr in reference frame.  
A spatially varying FM system (top) can be effectively transformed to a 
uniform system (bottom) by the local gauge transformation. This 
transformation results in a modification of the carrier’s momentum from p to 
A, where A is a gauge field (electromagnetic vector potential) due to the 
interaction between the SOC in TI and local magnetization. 
The transformed Hamiltonian includes the contributions from the kinetic 
energy, interaction energy, as well as the exchange coupling energy.  However,  
we cannot simply regard the first term,  † † ,F y x x yv U U p U U p   as the 
kinetic energy and the second term  † † ,F y x x yv U p U U p U   as the 
interaction energy, since after examining the Hermiticity of the above terms, 
we found that they are all non-Hermitian. In quantum mechanics, the 




be Hermitian to ensure their eigenvalues are real (not complex), since the 
measurement outcome of any experiment must be a real number. Non-
Hermitian operators would not correspond to observable properties, such as 
the operators  † †( )F y x x yv U U p U U p   and 
† †( ( ) ( ))F y x x yv U p U U p U   in 
the transformed Hamiltonian (5.23). The possible reason for the operators 
being non-Hermitian is that the terms † †( )F y x x yv U U p U U p   and 
† †( ( ) ( ))F y x x yv U p U U p U   include part of the kinetic energy, as well as 
part of the interaction energy. Thus, the sum of the above two operators is 
Hermitian, as it represents both the kinetic energy and the interaction energy, 
which is a measurable quantity. 
        To separate out the kinetic and interaction energy terms such that both are 
represented by Hermitian operators, we first consider the velocity operator for 
the rotated system, which is obtained from Hamilton’s equation of motion as 
follows [34]: 
                                     † †
ˆ '
( ) ( , )F y x
H






.                      (5.24) 
The velocity operator is spatially dependent since the rotation unitary matrix 
U  is varying in real space. We then introduce the spatially varying velocity in 
a symmetric way into the kinetic energy operator, that is: 
                                               





v r p pv r
v r p ,                             (5.25) 
such that ࢜(࢘)࢖  is a Hermitian operator, where ࢖ = (݌௫ , ݌௬)  . The 
transformed Hamiltonian can thus be reformulated to read (see Appendix B.3 
for details): 
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where the terms [ ( )] [ ( )]
2 2
F F
y x x y x y y x
v v
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contribute to the kinetic energy, and arise from the unitary transformation and 
the symmetrization of the kinetic energy operator in Eq. (5.23), while the term   
[ ( ) ( )( )] [ ( ( )) ( )
2 2
F F
y x x y x y y
v v
U U U p U U p U U U U U U p U U p U          
( )]xU U
  contribute to the interaction energy, which arises due to the unitary 
transformation. There is an interaction energy generated by the coupling of the 
incident  electrons  (the  injected  current)  to the local  magnetization  in  the 
presence of the Rashba-like SOC on the TI surface. 
5.2.2.3 Adiabatic (Abelian) Approximation  
       Now we assume that the local magnetization is smoothly varying in the 
system and the motion of the injected electron is sufficiently slow, in order to 
allow its spin orientation to relax to the magnetization direction, i.e., to align 
parallel (antiparallel) to the localized magnetization.  Thus, we are considering 
the so-called adiabatic (Abelian) approximation, in which the interband 
transitions between the two spin eigenstates of the carriers (i.e., spin up and 
spin down eigenstates) are forbidden and the carriers have to remain in their 
spin eigenstates in the quantum system [33].  Mathematically, this is identical 
to setting the off-block-diagonal matrix elements of the transformed 
Hamiltonian that connect the spin up and spin down bands to zero, and to 
retain only the diagonal components of the transformed Hamiltonian. The 
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where the first term in the Hamiltonian contributes to the kinetic energy and 
the second term contributes to the interaction energy.  The Hamiltonian can be 
written into a more compact way, which is given by: 
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The velocity operator for the system is also obtained from Hamilton’s 
equation of motion: 
                       
ˆ '










,             (5.29) 
and  
                          ( , )x yA AA =   
                               2 (1 cos ) , 2 (1 cos )rz zy rxe d e d       ）           (5.30) 
is the gauge field (electromagnetic vector potential) that is induced by the 
spatially varying local magnetization of the FM layer. The approximated 
Hamiltonian can be explained as a result of the competition between the 
exchange interaction and the Rashba-like surface texture, which yields a finite 
component of rσ  in the z direction in the reference frame. It gives a simple 
physical picture of the behavior of the surface Dirac electrons of TI when they 
interact with a spatially uniform local magnetization in the rotated reference 
frame. The momentum of the surface Dirac electrons is thus modified	࢖ →
࢖ + ࡭. Notably, the gauge field ࡭ is a 2-by-2 matrix and can be described by a 
U(1)-by-U(1) Abelian gauge field (i.e., whose components commute), which 
describes the motion of the conduction electrons in the given field ( )n r . It can 
be seen from the gauge field 11
r
zA = A  (where the subscript 11 denotes the 
top left diagonal element of the gauge field matrix), i.e., in the reference frame, 
the up- and down-spin Dirac fermions on the TI surface experience effective 
gauge fields with the same strength but of opposite signs. The gauge field 
leads to an effective locally varying magnetic field B ( ( ))  n r    in the 
adiabatic limit, which is pointing in the z-direction on the x-y plane of the 




several significant ways, such as spin separation and spin electron motive 
force [151], and is related to the spin Hall [33] and anomalous Hall effects 
[152]. 
5.2.2.4 Current Operator for TI Dirac Field in the Rotated Reference 
Frame 
      Similar to Sec. 5.1.2.4, we expect to find the current operator of Dirac 






 j . For simplicity, we derive the current 
operator using the spin up fermionic electron Hamiltonian: 
           ˆ (sin sin sin sin ) (sin cos sin cos )
2
F
x x y y
v
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11 11 ( sin sin ( | ( ) |) sin cos ( ) )F x F yev A ev A J M      r ,     (5.31) 
and it is easy to generalize the current operator for the Hamiltonian of Eq. 
(5.28).  
         The charge density is †( ) ( )e   r r . We need to build a connection 
between the time derivatives and space derivatives of creation and annihilation 
operators. We also think about Heisenberg equation of motion: 
                                        






 ,                                                   (5.32)                                                                        
where Aˆ  is an arbitrary operator.  The kinetic Hamiltonian in Eq. (5.31) 
written using functional method is given by: 
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For convenience, we only consider the x-derivative part of the kinetic 
Hamiltonian and the discussion for the y-derivative of the kinetic Hamiltonian 
is similar. 
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Look at the first term in RHS of Eq. (5.34) and note that 
[ , ] { , } { , }ab c a b c a c b  , where a, b and c are operators: 
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.                                                              (5.35) 
Similar for the second and third terms in the RHS of Eq. (5.33), we can obtain: 
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FvRHS x  ③ .                                                                   (5.36) 
Thus,  
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The time derivative of the charge density is: 
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                                † †cos sin sin cosF F xev ev j         .          (5.38) 
Therefore, the x-direction current operator is obtained by: 
                        † sin sinx Fj ev    .                                                       (5.39) 
The y-direction current operator can be obtained by the similar way: 




5.2.2.5 Interaction Energy and Effective Magnetic Field 
       The applied current j  interacting with the electromagnetic vector 
potential A is a source of the current-driven spin torque in the 3D TI system. 
The electromagnetic interaction energy between the fermion field (of the 
injected electron) and the gauge field (vector potential) due to the combined 
presence of the SOC on the TI surface and coupling to the local magnetization, 
is given by: 
             
† 2
int ' (sin sin sin c 'os )F x y dE ev A A x      ,                       (5.41) 
where the current operator of the TI system in the reference frame is defined 
as 
Fevj =
†' (sin sin , sin cos ) 'r rz z       and ' U   is the wave-
function of the system in the reference frame. Noted that the current in TI 
system is spin dependent, and the applied charge current is proportional to the 
spin density. In the adiabatic limit (strong exchange coupling J   ), we 
assume a fully spin-polarized charge current (along M) propagating in the 
region of the spatially varying M.  All of the incident electron spins are in the 
spin-up state    and experience a gauge field 11     A A A , where 
 11 11 11,x yA A A  2 (1 cos ) ,xe d  2 (1 cos ) )ye d   is the top-left 
diagonal element of the matrix A. The interaction energy between the current 
and the local magnetization is then given by: 
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A A xd x d    
 
     j A  .    (5.42) 
Physically, 
11A  is a TI SOC induced magnetic vector potential in the reference 




while      † †, sin sin , cos sin ,x y F F y xj j ev ev n n                   j  
is the electric charge current density under extremely large exchange coupling 
strength J , such that it is fully polarized along the local magnetization 
direction. In micromagnetic analysis, the local magnetization will adjust its 
orientation to achieve the minimum energy at equilibrium. An effective 
anisotropy magnetic field due to the coexistence of the applied charge current, 
the SOC in TI and the local magnetization can thus be obtained by taking the 
energy gradient with respect to the local magnetization ( )M r , i.e., eff H
 int 0E   M r [129]. Note that since the interaction energy is expressed as 
a functional, the effective field effH is given by a functional derivative of the 
interaction energy with respect to the local magnetization, which is a 
generalization of the directional derivative.  By considering the energy 
functional in Eq. (5.41), the current-driven effective magnetic field is then 
explicitly given by (See Appendix C for the derivation of the effective field): 
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where ( , )i x y , ̂ݖ is a z-direction unit vector , ( , , )x y zM n n nn = M  is the 
unit vector of the local magnetization, M is the saturation magnetization，
which is material dependent and 7
0
14 10 TmA     is the vacuum 
permeability. To be more explicitly, the effective magnetic field is in three 
directions, which is given by: 
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This current-induced effect of Eq. (5.43) contains the information from both 
the SOC in TI and spin relaxation to the spatially varying magnetization. The 
first term in Eq. (5.43) is the effective magnetic field that originates from the 
applied current coupled to the transformation-induced gauge field due to the 
spatially dependent local magnetization. The above is similar to the spin 
torque theory in Ref. [111]. The difference is that there is no z-direction 
current in the 2D TI system.  The second term in Eq. (5.43) is unique and it 
includes the information of both the applied current and the spin-momentum 
locking feature of the 2D surface state of the 3D TI. It can be seen from this 
effective field that the applied current is related to the spin density in the 
system. The applied charge current generates a proportional non-equilibrium 
spin density, which results in an effective magnetic field. Different from the 
spatial magnetization-induced effective field, the effective field due to the 
applied current interacting with the Rashba-like 2D surface state of the 3D TI 
can only generate x-direction and y-direction effective fields.  The effective 
magnetic field effH  can be regarded as an externally applied magnetic field, 
which will affect the dynamics of the magnetization of the FM layer.  
      We consider the specific configuration shown in Fig. 5.4, where the 
current is propagating along x-direction. Thus, all the spatial derivatives 
reduce to
x . The three direction of the current induced effective 
magnetic field is thus obtained from Eq. (5.44) by: 





x z x y y x zH j n n n neM

   





eff 2 2 2 2
0 0
[ ( ) (1 )( )]
2 2
yy F x
x x x z z x x z x x x y
x y x y
nv n
H j n n n n n n n
eM M n n n n 
 








x y x x x x yH j n n n neM

   

,                                                          (5.45) 
       It can be seen that the effective field due to the local magnetization points 
in three directions, which can affect the local magnetization
xM , yM  and zM .  
However, the effective magnetic field due to the applied x-direction charge 
current interacts with the Rashba-like 2D surface state of the 3D TI, gives rise 
to a y-direction effective magnetic field which would affect the dynamics of 
the local magnetization 
xM  and zM .  
5.2.2.6 Generalized LLG Equation and Spin Torque in TI 
      The magnetization motion is governed by the LLG equation.  We can 
write the dynamic equation of the magnetization by including the above 
current-induced effective magnetic field effH : 
                       eff= ( )
d d
dt dt
    
M M
M H + H M ,                               (5.46)
 
where   is the gyromagnetic ratio with units of 1 1mA s  ,   is the Gilbert 
damping  parameter and exch mag ani  H H H H  is the effective field due to 
the contributions from the exchange energy, the magnetostatic energy, and the 
anisotropy energy.  In the above Eq. (5.46), the first term is the precession 
term, in the low damping limit, the local magnetization will precess about a 
total effective field effH + H  and the second term is the usual damping term 
in the LLG equation.  The current-induced spin torque is defined as  




which represents the current-driven field acting on the local magnetization M.  
5.2.3 Effective Fields due to Different Magnetic Structures 
5.2.3.1 Domain Wall 
     Let us assume that the FM layer possesses a one-dimensional domain wall 
(DW) configuration, which is expressed in polar angles by:  
                             ( ) (sin cos ,sin sin ,cos )    n r  
                             dw dw( )/1
dw( ) 2 tan ,  ( )
x xe     r r  ,                             (5.48) 
where ( , )x yr =  is the position parameter, dw  is the DW width, dwx  and dw  
are the central  position and the azimuthal angle of DW, respectively. The DW 
magnetization direction n is pointing in the ±ݖ directions at ݔ = ±∞. When
( ) / 2 r , we have a Bloch wall (see Fig.5.6 (a)), and the magnetization 
direction n can be expressed as (0,sin ( ),cos ( )) n = r r . There is no 
contribution from the second term in Eq. (5.43). The current-induced effective 
magnetic field will then point in the x direction, i.e., 







x z x y y x zH j n n n nM e
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 ,                       (5.49) 
and this effective field will exert a torque on the magnetization 
yM  and zM . 
The current-induced magnetic fields are functions of electron’s position x in 
the DW.  From Eqs. (5.48) and (5.49), the effective field is explicitly given by:  

























 .  There is an inverse relationship with the DW width, i.e., 
the current- induced effective magnetic field strength increases with 
decreasing 
dw . Assuming a typical DW width of dw 24 nm  , and a current 
density of 8 210x Aj cm
  , and taking the DW position dw 0x  , one arrives at 
an estimated effective field of  magnitude 5 1
eff 2.5 10  Am
xH   for the Co 
material with the saturation magnetization 5 -15.45 10CoM Am  .  For Fe and 
Ni materials, the estimated effective field is 4 1
eff 8.0 10  Am
xH   for 
6 11.71 10  AmFeM
  and 5 1eff 2.8 10  Am
xH   for 5 14.9 10  AmNiM   , 
respectively. The current-induced fields are sufficient to trigger the dynamics 
of the above FM materials like Co, Fe and Ni, since its strength is comparable 
to the  switching field for these materials,  viz. 5 -1=7429  (5.91 10 )CCo OeH Am ,
565  CFeH Oe
4 -1(4.5 10 )Am  and =233  Ni
CH Oe  4 -1(1.85 10 )Am . Next, we 
consider the Neel wall configuration (see Fig.5.6 (b)), i.e., when ( ) 0 r , 
such that the magnetization vector in spherical coordinates is 
    sin ,0,cos n = r r . Current in the x-direction will induce an effective 
field in the y-direction, given by: 
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This effective magnetic field will exert a torque on the magnetization 
components 
xM  and zM . The current-induced magnetic fields are also 





                
FIGURE.5.6: Schematic of domain walls. (a) Bloch wall: magnetization 
vector can be out-plane. (b) Neel Wall: magnetization vector must be in-plane. 
Reproduced from K. Fukumoto [167]. 
effective field is explicitly given by:  



















 .                                    (5.52)    
The effective magnetic field has the same magnitude as the effective field in 
Eq. (5.51), but has the opposite direction. 
5.2.3.2 Skyrmion and Vortex 
       We next study the magnetic dynamics of the 2D magnetic configuration in 
a thin FM on top of the TI.  For magnetic configuration with a radially 
symmetric z-component, e.g., skyrmion or vortex configuration, the magnetic 
orientation may be expressed as ( ) (sin cos ,sin sinn   r ,cos )  , where 
= ( )   , = ( ) W    , the integer W representing the winding number. 




on the Bloch sphere in spin space, while ( , )   are the cylindrical coordinates 
in real space satisfying ( , , )=( cos , sin , )x y z z   r = (see Fig. 5.7).   
 
FIGURE.5.7: Cylindrical coordinates (ݎ, ߱)  and spherical coordinates (ߠ, ߶). 
The blue arrow denotes position vector, and red the unit magnetization.  
Reproduced from Jalil et. al [168]. 
        In the presence of an applied current in the x-direction which interacts 
with a generalized 2D vortex/skyrmion configuration, the resulting effective 
magnetic field has the following x, y and z components: 
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.                                                               (5.53)        
This effective field induces a torque which affects the dynamics of all three 
components of the local magnetization

















and ( ) W   , where a  is the domain size and W is the 
winding number, the current driven field is obtained by:                   
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.                                                         (5.54) 
The effective fields due to the skyrmion structure are functions of  . 
Assuming a winding number 1W   and the skyrmion configuration with 
boundary at 1   nm, the strength of the first effective magnetic field 
strength is of the order of 5 1
eff
0






5 14.9 10  AmNiM
  , under the applied current density 8 2/10x Aj cm , 




                        
FIGURE.5.8: Skyrmion configuration with winding number W=1. Reproduced 
from Jalil et. al [168]. 















      , where 1P   is the polarity, 
1C    is the chirality and a  is the domain size, the current driven field is 
given by: 
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FIGURE.5.9: Magnetic vortex configurations which are characterized by the 
winding number W, polarity P and chirality C. The configurations depicted 
below correspond to W = 1. The polarity of the vortex is denoted by P = ±1 
depending on the orientation of the magnetization at its centre. The chirality is 
denoted by C = ±1 corresponding to a phase offset of the azimuthal angle φ = 
±ߨ/2. Reproduced from Jalil et. al [168].  
The vortex configuration will induce an effective field of comparable strength 
to that induced by the skyrmion configuration, i.e.,
eff
0 02 2
x Fj ev W
e M eM   

 H , and for simplicity, winding number 1W  , the 
polarity 1P  and 1C  . It is worth pointing out that the magnitude of the 
effective field (Eq. 5.55) induced by the vortex configuration is stronger than 
the effective field in Eq. (5.54).  For both the skyrmion and vortex 
configurations, it can be seen that the strength of the current induced effective 




atomic scale skyrmions (with radius of 1 nm) in monolayer Fe on Ir (111), 
which was discovered recently [169], the current driven effective field is 
potentially even larger.  
5.2.4 Conclusion 
        In summary, we have presented a gauge formalism to describe the 
current-induced dynamics of a ferromagnetic film with spatially varying 
magnetization, which is deposited on top of a three-dimensional topological 
insulator.  An applied current is injected into the surface of the 3D TI and the 
combination of s-d coupling and Rashba-like SOC on the TI surface induces 
an effective magnetic field under the adiabatic condition. The effective field 
modifies the LLG equation, which governs the magnetization dynamics of the 
FM film.  We investigate the current-induced field for some exemplary 
magnetization in one- (Neel and Bloch domain walls) and two-dimensional 
(skyrmion and vortex) configurations in the FM film. We obtain an estimate of 





Chapter 6 Spin Torque Due to Non-uniform Rashba Spin 
Orbit Effect 
6.1 Introduction     
       In chapter 4 and 5, we derived spin orbit torques in various linear SOC 
systems, graphene system, as well as two dimensional (2D) topological 
insulator (TI) system from gauge perspective. We clarified that in a 
ferromagnetic (FM) system under the SOC effect, when a charge current is 
applied through the system, the symmetric distribution of electron is broken by 
the SOC effect, and in the limit of the adiabatic relaxation of electron spin 
along the local magnetization, a gauge field due to the combination of the 
local magnetization and the SOC effect via the itinerant and localized electron 
interaction, is produced. There is an interaction energy raised by the applied 
current and the gauge field, which results in a spin orbit torque. 
       It is noted that, the SOC effects we considered in the previous chapters are 
all with constant strengths. There is also a well understanding of the current-
induced spin orbit torque in a spatial independent FM system with uniform 
Rashba SOC effect [27, 28, 75, 107, 109]. However, there are few studies on 
the spin orbit torque in a spatially varying FM system with non-uniform 
RSOC effect.  Hence, we are motived in this chapter to discuss spin torque 
effect in a magnetic system with non-uniform RSOC strength in the space of 
the magnetization. We present in this chapter three new spin orbit torque terms 
which arise from the non-uniformity in magnetization space of the RSOC 
effect. We then propose a simple Rashba gradient device consisting of a 
heterogeneous trilayer structure, which could potentially lower switching 




the magnetization is change across the device,  and M  is the magnetization of 
the FM material. 
6.2 Theory 
6.2.1 Model Hamiltonian 
       We consider a 2D FM system with a spatially-varying RSOC effect. The 
Rashba strength   parameter is a function of the magnetization, i.e., M as 
well as its spatial gradient, i.e., M . The Hamiltonian of the system is given 
by: 
                     2 21ˆ
2 2 2x y x y y x x y y x
H p p p p p p
m
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                  sdJ σ M r ,                                                                                (6.1) 
where m  is the effective electron mass, ip  is the conduction band electron 
momentum, r defines the in-plane coordinates for the 2D system, ( ) r is a 
spatially dependent RSOC parameter, ( , , )x y z   are the Pauli spin 
matrices, 
sdJ  is the s-d exchange integral and ( )M r is the local magnetization 
due to the localized d-orbitals in the magnetic materials, which is spatially 
dependent (e.g., domain wall).  
        Different from the uniform Rashba system, the Rashba Hamiltonian in Eq. 
(6.1) is expressed in the symmetric form to ensure hermiticity of the 
Hamiltonian [170]. 
6.2.2 Non-Abelian Spin Orbit Gauge Field 
      The linear momentum dependent RSOC term in Eq. (6.1) can be combined 
with the squared kinetic energy term by completing the square.  When doing 




dependent and the momentum operator ( , )= ( / , / )x yp p i x y    p =  is a 
derivative in real space: 
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  constsdJ σ M r .                                                                 (6.2) 
Thus, we obtain the effective Hamiltonian: 




   p A σ M r .                                  (6.3) 
 The spatially varying RSOC term enters the effective Hamiltonian as a spin 
orbit gauge field A , which is a spatially varying spin dependent gauge field 
(magnetic vector potential) and whose components are 2-by-2 matrices: 
                                       








A .                                         (6.4) 
It can be seen from Eq. (4.4) that the components of A  do not commute, i.e., 
[ , ]x yA A 
22 ( / )( 0) zi m e  r . Thus, A  is a non-Abelian gauge field and 
is refer to as Yang-Mills field [83]. This non-Abelian gauge field corresponds 
to a physical field, which is computed by Eq. (2.17): 













F .                              (6.5) 
This physical field indicates that the electron spin polarized along +z and –z 
direction experience a vertical effective magnetic field with the same strength 




application in spintronics based on non-Abelian theory [25, 77, 87, 120, 121, 
171-174]. 
6.2.3 Gauge Transformation for the Non-uniform System 
        In the presence of the spatially varying local magnetization, it will be 
instructive to perform a separate local gauge transformation which essentially 
paves the way for the description of the adiabatic alignment of electron spin 
along the local magnetization.  
         In detail, we redefine a reference spin quantization axis at each point in 
real space, such that the reference z-axis is aligned to the direction of the local 
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is employed which satisfies 
( ) zU U 
 n at every point r  in real space, where ( )/ | ( ) |n = M r M r , and 
( ) r and ( ) r are respectively, the polar and azimuth orientations of the local 
magnetization.  The gauge transformation from laboratory frame to the 
reference frame is illustrated in Fig. 6.1.  After the gauge transformation, the 
spatially dependent system in the laboratory frame is effectively converted to a 
spatially independent system in the reference frame. 
          The resulting Hamiltonian in the rotated reference frame is obtained by 
(see Appendix B.1 about the gauge transformation process): 
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FIGURE.6.1: Gauge transformation from the laboratory frame to reference 
frame.  
fields (electromagnetic vector potentials) due to the RSOC in the reference 
frame, and the spatially varying magnetization (domain wall), 
z
r  is the z
Pauli spin matrix of the new reference frame, and  M r 2 2 2x y zM M M  . 
From Hamiltonian (6.6), we can see that the exchange interaction Hamiltonian 
 sdJ σ M r  is locally diagonalized in space. If we denote the wave-function 
of the system in the laboratory frame as  ,  the wave-function of the system 
in the reference frame is thus given by ' U  . 
       For better physical clarity, one can regard the transformed Hamiltonian as 
a uniform system in the presence of two gauge fields RSOA  and CHA . The 
gauge field  RSOA  represents an effective spin particle generated by the 
combined presence of the RSOC and the local magnetization, while the gauge 
field CHA  is an effective spin particle due to the local magnetization and the 
gauge transformation.  
6.2.4 Current Operator in 2D System  
      In this subsection, we derive the current operator in a 2D system.  We 









system. The wave-function of the 2D system that evolves according to the 
Schrodinger equation is given by ˆi H  . Its complex conjugate thus 
satisfies ˆ* * *i H   . The squared wave-function describes the charge 
density, which is defined to be 2| |e  . One can obtain the current by 
looking at the changes of ( , )t r  with time, which depends on the changes in 
2| | : 
         2
1 1ˆ ˆ| | * * * ( * *)H H
t t i i
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.          (6.7) 
We substitute Eq. (6.7) into the continuity equation and only focus on the 
momentum current contribution: 
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  j .              (6.8) 
Thus, the current operator for 2D system is obtained by: 
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6.2.5 Interaction Energy and Effective Magnetic Field 
      Now consider a current propagating through the FM structure with the 
Rashba spin orbit coupling. The interaction between the fermion field 
(electron) and the gauge field (effective spin particle) due to Rashba SOC 
from the transformed Hamiltonian is given by: 
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where ' U  . In the adiabatic limit (large exchange coupling of sdJ  ), 
the electron spin will be constantly aligned to the local magnetization. There is 










, and arrives at:                                            
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where a  is the top left diagonal elements of the matrix RSOA , and V is the 
volume of the magnetic materials. Physically a would correspond to a RSOC-
induced magnetic vector potential that affects the energy and the dynamics of 
the spin-up electrons only. On the other hand, J  is equivalent to the electric 
current density under the adiabatic approximation (extremely large sdJ ). 
        In the spirit of micromagnetic studies, an effective anisotropy magnetic 
field due to Rashba SOC and local magnetization can now be obtained by 
taking the energy gradient with respect to the local magnetization [129], i.e., 
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i t E EE    in the above equation is the 
electromagnetic interaction energy arising due to the current interacting with 
both the gauge fields of RSOA  and CHA .  Here we only calculated the effective 
anisotropy field due to the RSOC effect as: 
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,   (6.13)                                                           
where / Mn M , M  is the saturation magnetization of the FM material, z is 
a z-direction unit vector and  
7
0
14 10 TmA    is the vacuum permeability.  
Note that, to be precise, eff RSO CH H H H , where CHH  arises from the 
domain wall effect which is related to CHA . However, in this study, our focus 
is on RSOH only. The first term 0( )/m Me   z j  is coincident with the results 
already discussed in the previous studies [27, 28, 75, 107, 109], while the 
second, third, and the fourth terms are obtained because of the magnetization 
effects on the Rashba strength   r . The second term exists when   r  is 
varying with the local magnetization, while the third and fourth terms exist 
when   r  is varying with the spatial gradient of the local magnetization or 
for simplicity, domain wall.  
6.2.6 Generalized LLG equation and Rashba Spin Orbit 
Torque 
        The dynamics of M can be described by the Landau-Lifshitz-Gilbert 
(LLG) equation. The total energy density E of this magnetic system also 
includes the exchange energy, magnetostatic energy, anisotropy energy, as 
well as the electromagnetic interaction energy which gives rise to effH .   In the 
low-damping limit, the local magnetization will precess about a total effective 
field H which can be obtained from the total energy functional, thus 
effexch mag ani   H H H H H . Energy functional is defined as /  , where 
is the functional derivative and its  similar to Eq. (6.12), which is a 
generalization of the directional derivative. In micromagnetic studies, the 




Thus, the effective anisotropy field due to the Rashba SOC can be treated as 
an externally applied magnetic field. The general equation of motion (EOM) 
for the local magnetization can thus be written as: 
                                      
( )d dt   M / M H ,                                          (6.14) 
where  is the gyromagnetic ratio with SI unit of  1 1mA s   .  
        For simplicity, the spin torque due to Rashba effect, or say Rashba spin 
orbit torque is written as: 
                                               ( )RSORSO   T M H  ,                               (6.15) 
which also gives a simple heuristic picture of the effects of the anisotropy 
fields on M .         
6.3 Results and Discussions 
       In the context of Fig.6.2 (a), we apply current along x. Thus the current 
density can be expressed as ( ,0,0)xjj , and the first Rashba anisotropy field 
term is 0=( / )
RSOH m Me   z j 0=(0,( / ,) 0)xm Me j  , which is an effective 
magnetic field in the y-direction. This anisotropy field will have an effect on 
xM  and zM ; one can verify the above by inspecting ( )
RSO
RSO   T M H  
with RSO yHH . The second anisotropy fields of  0 )( /m e     z j n
  / r M is related to the  gradient in magnetization space. These H
fields can exist in all directions depending on the orientation of / M  (see 
Table 6.1).  The third term which contains ( / )  M   can be described as 
the flux of the  gradient with domain wall, where M represents the 




is worth noting that the third term is only significant when   r varies across 
two magnetic domains. The last term is a specifically domain wall effect of 
yM . In fact, each component of the effective field depends on x yM , y yM , 
and z yM , where the first two in-plane terms describe the Neel wall, while the 
third vertical term describes the Bloch wall. Except for the first anisotropy 
field which depends on the  constant, the other three anisotropy field 
contributions in Eq. (6.13) depend on the   gradient in different spaces and 
are independent  of local M . It is thus reasonable to suggest that these new 
anisotropy field terms could potentially be useful for setting off the dynamics 
or triggering the switching of local moment with high saturation. We 
summarize the effects of the Rashba anisotropy fields for device of Fig.6.2 (a) 
with in-plane xj  in Table.6.1. 
          One now considers a FM nanoscale structure with an anisotropy field 
aniH along a particular axis and a current density flowing along the x axis 
(Fig.6.2). Critical switching current can be  estimated from the simple  relation 
of C RSOH H ,   where CH   is   the critical  switching field.  For reference, 
the fields for common ferromagnetic metals like Fe, Ni and Co are, 
respectively, 565  (4.5CFeH Oe
4 -110 )Am , 4 -1=233  (1.85 10 )CNi OeH Am and        
=7429  Co
CH Oe 5 -1(5.91 10 )Am . Using 1010 eVm  , 6 -11.09 10CoM Am   
and current density 8 210xj Acm
 , one can estimate 5 -1=6.3 10RSOH Am for 
the first Rashba anisotropy field. For Fe and Ni, the estimated Rashba field is, 
respectively, 6 14 10  AmRSOH    for 5 11.71 10  AmFeM
   and 
7 11.4 10  AmRSOH    for 
4 14.85 10  AmNiM
  . One can thus estimate that 
current density 2810 /xj A cm
 will be sufficient to trigger magnetization 




TABLE 6.1: Summary of Rashba anisotropy field under the current density of 
݆௫. 
 Rashba anisotropy  
field expressions ( )H  
 
Under the effect of   
current ( )xj  
H  is the physical 
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FIGURE.6.2: (a) Schematic of a nanoscale device with current fixed along x, 
and the Rashba effective electric field along z, perpendicular to the material 
surface. (b) A Rashba gradient device comprising two devices of type (a). A 
set-up that maximizes Δα = |ߙଵ − ߙଶ| , and minimizes 	Δࡹ = |ࡹଵ −ࡹଶ| , 




       In the following, we will estimate the required Rashba gradient with local 
moment, i.e. / yM  , the divergence of Rashba gradient with domain wall, 
i.e. ( / )yM   or ( / )y yM M     to generate a strong Rashba 
anisotropy fields RSOH  . Since we are dealing with Co, RSOH is required to 
match the switching field for Co i.e. 
5 -1=7429  (5.9 1 10 )Co
C O AmeH  . 
Explicitly, the Rashba gradient terms above correspond, respectively, to RSOH  
of 0( )( // )x ymj e M   , 0( )/ ( )/x ymj e M      and 0( )/xmj e 
( / )y yM M    . With a current density of 8 -2=10  xj Acm , / yM  , 
( / )yM  
 
or ( / )y yM M     is estimated to be 0(  8.6/ )CCo xHeh mj   
1610 eVm 1/ Am (all of which have the same dimension of 1/eVm Am ). We 
propose to realize the effect of / yM 
 
by having a heterogeneous device 
made of two regions, as shown in Fig.6.2 (b), which we call a Rashba gradient 
device. Reduction of switching current density can be achieved by maximizing 
1 2     , and minimizing 1 2ΔM  M M . One crude example is to 
have region 1 of the device made of a trilayer of AlO/Co/Pt, while region 2 is 
made of AlO/Co/Cu, the latter having a much weaker Rashba SOC. To be of 
practical relevance, we refer to the experimental set-up of Ref. [38], where the 
Rashba device has layer thicknesses of AlO(2nm)/Co(0.6nm)/Pt(3nm). We 
assume region 1 and region 2 of our device to adopt the above geometry. 
   For simplicity, we assume no Rashba effect in region 2, so that 1   , 
and ΔM can be minimized with precise fabrication since for both regions, Co 
is the magnetic layer. Thus, for the device, we have 
1/ / /y yM M M        .   Now with precise fabrication processes 
such that ΔM  across the two regions can be achieved to the accuracy of 




likewise be reduced by the same factor to ( / 10) ngc c cj j M M j
    . Thus, 
the device can be designed to switch at low current even in material with high
M . 
    In the above numerical estimate, we have neglected the two higher-order 
spin torque contributions, i.e., terms containing ( / )yM   and 
/ )( y y yM M M    . Since these terms are related to the rate of change of 
the Rashba parameter to the spin rotation rate across a domain wall, i.e.,
yM , they are not easily measured or detected experimentally. Thus, for 
device implementation, we assume for simplicity that  is only an explicit 
function of M and not iM . We, however, remark that one can visualize 
( / )yM  
 
better by considering a simple domain wall of yM  varying 
along distance x  only, in which case, the above simply reduces to 
( / ( ))x x yM     .  It is nonetheless clear and useful to note that if domain 
wall is eliminated from the device, both domain wall related spin torques will 
not manifest.   
6.4 Conclusion 
        In summary, we have discussed additional spin torques arising from the 
gradient of the spin orbit parameter in magnetization space. We proposed a 
device implementation of the Rashba gradient spin torque effect, and show 
that it can potentially result in a significant lowering of the critical current for 
magnetization switching. There are also additional spin torque terms related to 
the domain wall in the sample, specifically the wall’s spin rotation rate. The 
presence of these terms suggests that the interplay between domain wall and 
Rashba SOC strength can in future be harnessed to modulate the spin transfer 
torque.  It is worth to clarify that although we here in this chapter only use a 




induced spin orbit torque, this method can also be generalized and applied to 
the other SOC systems with non-uniform SOC strength discussed in Chapter 4  




Chapter 7 Conclusion and Suggestions for Future Work 
7.1 Conclusion 
        In conclusion, we have studied several critical aspects of spintronics, 
including spin-dependent transport in a square ring nanostructure under 
Rashba spin orbit coupling and spin dynamics in magnetic systems in the 
presence of various types of spin orbit coupling (SOC) effect. We reiterate the 
main outcomes and conclusions. 
       We have investigated the spin-dependent transport in a square ring 
nanostructure with a strong Rashba SOC effect by means of the tight-binding 
non-equilibrium Green’s function (NEGF) method. Based on this square ring 
nanostructure, we proposed two spintronic devices. Firstly, we considered a 
square ring made of metal with a strong Rashba SOC effect, and in contact 
with two ideal half-metal leads. The square ring is placed and can move freely 
above the surface of a magnetic sample. Magnetic flux emanating from the 
magnetic sample combines with the Aharonov-Casher (AC) effect due to 
Rashba SOC, to give rise to spin interference which modulates spin transport 
in the ring. Thus, if this Rashba ring is scanned above a magnetic sample, it 
can be able to detect the strength and orientation of the magnetization of the 
sample, forming the basis for a practical magnetic field sensor. The second 
design is a Rashba metal square ring, which is subjected to a magnetic field 
whose direction switches periodically in time. The dimensions of the square 
ring, the magnitude of the applied field and the strength of the Rashba 
coupling are optimized such that the Aharonov-Bohm (AB) phase due to the 
applied field and AC phase due to Rashba SOC in the two arms of the ring 
interference completely constructively or destructively, depending on the 
orientation of the applied field. This spin interference effect of conduction 





purely spin-up or spin-down current along some titled direction is generated 
alternatively as the magnetic field changing with time, thus realizing for an 
alternating spin current generator. We provide exemplary ring dimensions and 
SOC strengths required for a practical device set-up, which are well within 
experimentally achievable range of values. 
       Subsequently, we applied the gauge formalism to describe and unify the 
current-induced spin torques in various linear SOC systems, including linear 
Rashba SOC, linear Dresselhaus SOC, linear Rashba-Dresselhaus SOC, strain-
induced SOC, and atomic SOC systems. We found that the combining effect 
arising from SOC and adiabatic relaxation of spins to the smoothly varying 
local magnetization introduces a spin orbit gauge field (vector potential), 
which interacts with the applied charge current, resulting in a spin-orbit gauge 
field-induced magnetic field. This effective field due to SOC is analogous to 
an externally applied magnetic field, and thus affects magnetization dynamics 
of the system. The effect of the SOC-induced torque is represented by an 
additional term in the generalized Landau-Lifshitz-Gilbert (LLG) equation. 
       Spin dynamics in two-dimensional massless Dirac fermion systems were 
also studied. We investigated the current-induced spin torque in a) monolayer 
graphene coupled to magnetic moments in the presence of the Rashba SOC 
effect and in b) two-dimensional (2D) surface state of a three-dimensional (3D) 
topological insulator (TI) which is also coupled to magnetic moments. Having 
derived the spin torque in these 2D Dirac fermionic systems, we generalized 
the LLG equations of magnetic moments coupled to graphene and TI systems 
to include the additional torque terms. We showed that with sufficiently large 
current density, the spin orbit torque due to the SOC effect is able to trigger 
the magnetization dynamics in the system. Presently, graphene and 3D TI 
systems are predicted to play a major role in the future of nanoelectronics due 





torque via the SOC effect in these massless Dirac fermion systems can add a 
further dimension in their future prospect especially in next generational 
memory and storage devices. 
        Finally, we examined the spin dynamics in a spatially varying 
ferromagnetic (FM) system with a non-uniform Rashba SOC effect. Our 
analysis showed that three additional spin torque terms arise due to the non-
uniformity of the Rashba spin-orbit effect. We proposed a Rashba gradient 
device consisting of a heterogeneous trilayer structure, which would utilize 
one of the three additional spin torque terms. The Rashba gradient device can 
potentially result in a significant lowering of the critical current.  Although our 
analysis focused on the non-uniform Rashba spin orbit torque, it can readily be 
generalized to other non-uniform SOC systems.  
        Throughout this thesis, the SOC effect plays a central role. In fact, our 
work is directly or indirectly related to the SOC effect. Moreover, both the 
spin transport and spin dynamics under the SOC effect in this thesis are 
described via the gauge theory perspective. The gauge theory approach is ideal 
in giving an intuitive picture into the effects of the SOC effect on electron/spin 
transport and dynamics, since it can be used to describe three quantities: (i) 
non-Abelian phase of the electron; (ii) spin-dependent forces acting on the 
electrons, and (iii) effective fields acting on magnetization coupled to the 
electron spins via the electromagnetic interaction energy ( j A , where A  is a 
non-Abelian gauge field). The insight provided by the gauge approach is vital 
in understanding the SOC-related phenomena, and in utilizing them for future 
applications.  Fig. 7.1 shows a branch diagram of topics relevant to this thesis 





           
FIGURE.7.1: Topics covered in this thesis and their relations to the SOC 
effects and the gauge theory approach. 
7.2 Suggestions for Future Work 
  The theories presented in this thesis provide the foundation and point 
towards several interesting directions for future work in related topics: 
       One possible area for future investigation is the spin dynamics in 
skyrmion system. Metallic spiral magnets such as MnSi, FeCoSi and FeGe, 
exhibit a number of fascinating phenomena that came into prominence in 
recent years [175-179]. One of these phenomena is the formation of skyrmion 
structures in these materials. The generation of the skyrmion crystal is mainly 
due to the presence of Dzyaloshinskii-Moriya (DM) SOC effect in addition to 
the FM exchange interaction, which makes the spiral magnetic order in these 
materials undergo a transformation into a partially ordered multiple spiral spin 
state [179]. In fact, the analysis of skyrmion crystals has been conducted for a 
long time but in the different domain of high energy physics. For instance, it 
was found that periodic skyrmion crystal configurations in 3D skyrmions were 
useful for the modeling of nuclear matter [180, 181] , while 2D skyrmions 





systems [182, 183], and the liquid crystals systems [184]. Recently, 
experimental demonstrations of 2D skyrmion in real space has been reported 
in various FM system, such as the non-centrosymmetric magnetic crystal 
Fe0.5Co0.5Si [185]. In addition, a 2D square lattice of skyrmion of the atomic 
dimension was observed in a monolayer film of hexagonal Fe on the Ir (1 1 1) 
surface in the absence of magnetic field [169].  These recent developments 
have reignited interest in skyrmion systems, which are now viewed as a 
promising candidate for spintronic applications. 
       Electric current control of the magnetization dynamics plays an important 
role in future spintronic devices [186]. The stability of the skyrmion crystal 
state in motion, and the extremely low spin-polarized currents needed to move 
them make it an attractive candidate for studies of current driven dynamics in 
ferromagnets [187].  Experimental evidence showed that an ultra-low current 
density can trigger rotational and translational motions of skyrmion domains 
in MnSi [188] and FeGe [189]. The current density is observed about 105-106 
Am-2, which is extremely smaller than the current density typically used for 
the manipulation of the magnetic domain-wall. These findings have opened up 
a new possibility to control magnetic structures at low power. However, up to 
now, both the theoretical and experimental knowledge about the spin 
dynamics of skyrmions is still very limited and not clear enough.  
         Based on these, it is crucial to investigate the mechanism of current 
driven spin dynamics in the skyrmion system.  We expect to build a gauge 
formalism to analyze the system. Since skyrmion is realized in the ground 
state owing to the DM spin orbit interaction, we want to look at the combined 
effect between the local magnetization and DM interaction in the presence of 
the applied current. It is still unclear whether this DM interaction can 
contribute to the current driven spin orbit torque or not, and whether it can 





        Another possible future work would focus on the study of 3D Rashba 
SOC effect-induced spin orbit torque. We have known in the previous chapter 
that the Rashba effect splits the electron spin degeneracy in a system when 
inversion symmetry is broken. However, in most materials, the intrinsic 
Rashba SOC is small and cannot be modulated externally to a large extent. 
Hence, for spintronics application, it is desirable to develop new material 
systems where the SOC energy split is enhanced and is amenable to external 
control. Fortunately, a huge Rashba splitting has been theoretically predicted 
by Bahramy et. al [190] and experimentally verified by K. Ishizaka et. al [191] 
in a new bulk Rashba semiconductor BiTeI very recently. In this material, the 
structural inversion asymmetry is broken within the bulk crystal structure, 
resulting in the so-called 3D Rashba SOC effect, which is not confined to just 
the surface layers. Compared to the typical value of 2D Rashba SOC observed 
in semiconductor heterostructures [47] or at the interfaces between FM metals 
and non-magnetic oxides [48, 49, 192, 193], the strength of 3D Rashba SOC is 
much stronger. In addition, an electrically controllable and switchable giant 
Rashba effect was also predicted theoretically in a narrow gap ferroelectric 
semiconductor: bulk GeTe, by first principles calculations [194]. All these 
results point to the potential of BiTeI and GeTe to exhibit useful spintronic 
functions.   
        In a 3D Rashba SOC system, conduction electrons move in three 
dimensions. The Hamiltonian of such system is governed by [110]: 
                      
2 2
2 2 2ˆ ( ) ( )
2 2x y z R x y y xxy z
H k k k k k
m m
      
 
,                    (7.1) 
where xym  and zm  are respectively the effective mass of conduction electrons 





parameter. In the Hamiltonian of Eq. (7.1), the structural inversion symmetry 
is broken about z axis. The different values of the effective mass of x-y plane 
and z axis, as well as the three direction motion of conduction electron make 
the 3D Rashba system very different from the conventional 2D Rashba system, 
which may result in new phenomena.  It would thus interesting to investigate 
the spin dynamics in a FM system under the giant 3D Rashba SOC. Tsutsui 
and Murakami [110] examined the spin torque induced by the Rashba SOC in 
three dimensions using the Boltzmann transport theory. The spin torque was 
analyzed in a uniform FM system in the presence of a giant 3D Rashba SOC. 
They found the spin torque efficiency, which is calculated by the spin torque 
divided by the applied charge current, is significantly enhanced and the critical 
electric current density to trigger the magnetization dynamics is about 6×104 A 
cm-2, which is much lower, compared to the observed critical current density 
of  around 1×108 A cm2 in the 2D Rashba system [38].  One could extend the 
above work and study the more general case of a spin torque induced by 3D 
Rashba SOC in a non-uniform FM system. The gauge formalism which we 
developed in this thesis would be useful in describing the spin-orbit torque in 
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Appendix A Lead Self Energy 
Consider the right lead: 
              † † †lead , , ( 1) , , , ( 1) ,
1 1
ˆ ˆ= = ( )nl l nl l n l l nl l nl l n l l
n n




    ,               (A.1) 
where E is the system energy and t  is the hopping energy from the site n to 
n+1 or site n+1 to n. 
     Writing the operator Mˆ  into matrix form, the matrix element of Mˆ is given 
by: 
                      1, 1,ˆ ˆ= ( , ) ( , )jk jk j k j kM kl l M jl l E t t      .                     (A.2) 
We want to determine the Green’s function ˆ lG  of the left lead, which is given 
by the inverse of Mˆ . Therefore: 
                                              ˆˆ lMG I .                                                         (A.3) 
Considering the first column of the above equation, we have: 





jk jM G   





jk j k j k jE t t G        .                           (A.4) 
 For 1j  , we have: 





k kE t G    
                                        
11 21
ˆ ˆ 1l lEG tG   ;                                                 (A.5) 
For 1j  , we have: 





jk j k j kE t t G       
                                         
1,1 1,11
ˆ ˆ ˆ 0
j j
l l l
jEG tG tG     .                                 (A.6) 
Let 11 11ˆ ˆ
l j l
jG x G




                                   1 211 11 11ˆ ˆ ˆ( ) ( ) ( ) 0
j l j l j lE x G t x G t x G     
                                     211 11 11ˆ ˆ ˆ( ) ( ) 0
l l lE xG t x G tG     
                                    2 11ˆ( ) 0
lE x tx t G     
                                   
2 24
2




  ,                                           (A.7) 
From Eq. (A.5), we have: 
                                          
11 21
ˆ ˆ 1l lEG tG   
                                   
11
ˆ ( ) 1lG E tx    





E tx E i t E
  
  
.                             (A.8) 
From Datta [113], p. 137. Eq. (3.5.17a and b), we obtained the lead self-
energy as: 








t E i t E
t G
E i t E

   
 

 .                     (A.9) 
      Repeating the procedure for the right lead, we thus have the right lead self-
energy: 








t E i t E
t G
E i t E

   
 










Appendix B Gauge Transformations for Linear SOC 
System, Graphene and Topological Insulator Systems 
B.1 Gauge Transformation for Linear SOC System 
      For a uniform or non-uniform linear SOC system, the Hamiltonian can be 
expressed as: 





 p A ,                                              (B.1) 
where A  is a linear SOC-induced gauge field which is dependent on the SOC 
strength. The wave-function  of the system satisfy the Schrodinger equation: 






  p A .                                  (B.2) 
          We consider a gauge transformation: †ˆ ˆ'H UHU  and ' U    . 
We have: 




Ue p A ' .              (B.3) 
Expand the right hand side of Eq. (B.3) and remember the momentum operator 
p  is a derivative in real space and A  can be spatial dependent or independent:                              
             † †2 2 †' ' 'U e UU UU Ue    p A p p A① ②    
                                       † 2 2 †' 'U UU e U +e A p + A③ ④  .                        (B.4) 
The 1st  term in Eq. (B.4) is 
                    † † † †2 ' ' ' ( ')[( ) ]U U UU U U U     p p p p p p  
                                     † †2 2( )(' 2 ') ( ) 'U U U U    p p p p ;                                     
The 2nd term  in Eq. (B.4) is: 





The 3rd term in Eq. (B.4) is: 
                            † † †' ( ) ' ( ')U U U UU U   A p A p A p ;                                   
The 4th term in Eq. (B.4) is: 
                                      † †2 † ' 'U U UU U U A A A .                                                           
Adding the above four terms together, we obtain: 
                2 † 'U e U p A  
          † †2 2( )(' 2 ') ( ) 'U U U U   = p p p p  
          † † †( ) ' ( ) ' ( ')eU U eU U eU U    p A A p A p     
          † †( ) ' ( ')eU U eU U  A p A p † † 'U U U U  A A .                               (B.5) 
By using the relation: †( ) ( )U U U p p , we found that:  
† † † † †( ) ' ( ) ' ( ') ( () ' ')U U U U U U U U U U       p A A p A p p A p A ,  
and 
† † †2 † ( )( ( )( ) ' ') ( )( ) ' 'U U U U U U U U     p p ppp p p . 
Thus Eq. (B.5) becomes: 
       2 † † † 2( ) ))' ((U U UU e e Ue U   p A p A p                            




p A .          (B.6)      
B.2 Gauge Transformation for Graphene System 
  The Hamiltonian of Graphene with Rashba SOC and exchange coupling is 
given by: 
 0 2 0ˆ = ( + )+ + ( )F z x x y y zR y x x y sdH v ss p p s I           s M r , 




where  ,s    denotes the electron real spin degree of freedom, ,A B   
denotes the pseudospin degree of freedom, and = 1z  describes states at the 
valley K(K’) points.  The Hamiltonian is a 8-by-8 matrix. For better 
understanding, we write the exchange coupling term
ext 2 0= ( )sdH I   s M r  into matrix form: 
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0



























   
 
We don’t consider intervalley scattering when do the gauge transformation. 
We employ a 8-by-8 rotation matrix 
2 2 0=U I U   to perform the gauge 
transformation †ˆ ˆ'H UHU  and ' U    , and the matrix U can 
diagonalize the exchange coupling Hamiltonian, where 
2U  is a 2-by-2 rotation 
matrix.  









0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 ( ) 0
0 0 0 0 ( ) 0 0
0 0 0 0 0 0 ( )




















      
 
   
   
 













0 ( ) 0 0 0 0 0
( ) 0 0 0 0 0 0
0 0 ( ) 0 0 0 0
0 ( ) 0 0 0 0 0
0 0 0 0 0 ( ) 0
0 0 0 0 ( ) 0 0
0 0 0 0 0 0 ( )









i p B iB
i p B iB
iB i p B
iB i p B
i p B iB
i p B iB
iB i p B
iB i p B
   
  
   
 
 
   
 
 












0 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0






























0 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0




















   
 
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
















s M r ,                                            (B.8) 
where: 
-
12 cos (cos ) sin ( sin )2 2 2 2
i i
x xA p e p e
      ; 
-
14A cos (sin ) sin ( cos )2 2 2 2
i i
x xp e e p





21 cos ( cos ) sin (sin )2 2 2 2
i i
x xA p e p e
      ; 
-
23 cos ( cos ) sin (sin )2 2 2 2
i i
x xA p e p e
      ; 
32 sin (cos ) cos (sin )2 2 2 2
i i
x xA e p p e
      ; 
34 sin (sin ) cos (cos )2 2 2 2
i i
x xA e p e p
      ; 
41 sin (cos ) cos (sin )2 2 2 2
i i
x xA e p p e
      ; 
 
43 sin (sin ) cos (cos )2 2 2 2
i i
x xA e p e p
      ;
 
-
12 cos (cos ) sin (sin )2 2 2 2
i i
y yB p e p e
      ; 
-
14 cos (sin ) sin (cos ) (-i)2 2 2 2
i i
y yB p e e p
      ; 
-
21 cos (cos ) sin (sin )2 2 2 2
i i
x xB p e p e
      ; 
-
24 cos (sin ) sin (cos ) (i)2 2 2 2
i i
x xB p e e p
      ; 
32 sin (cos ) cos (sin )2 2 2 2
i i
x xB e p p e
      ; 
34 sin (sin ) cos (cos ) (-i)2 2 2 2
i i
x xB e p e p
      ; 
41 sin (cos ) cos (sin )2 2 2 2
i i
x xB e p p e
      ; 
43 sin (sin ) cos (cos ) (i)2 2 2 2
i i
x xB e p e p
      ; 
12 sin cos cos sin2 2 2 2
i iC i e i e 
     ; 
14 sin sin cos cos2 2 2 2
i iC i e e i 
      ; 
21 sin cos cos sin2 2 2 2
i iC i e i e 
     ; 
2
23 sin sin cos2 2 2
i iC i e e i 




32 cos cos sin sin2 2 2 2
i iC i i e e 
   
   ; 
34 cos sin sin cos2 2 2 2
i iC i e i e 
      ; 
41 cos cos sin sin2 2 2 2
i iC i i e e 
   
   ; 
43 cos sin sin cos2 2 2 2
i iC i e i e 
     ; 
12 sin cos cos sin2 2 2 2
i iD e e 
     ; 
2
14 sin sin cos   (-i)2 2 2
i iD e e 
     ; 
21 sin cos cos sin2 2 2 2
i iD e e 
     ; 
2
23 sin sin cos   (i)2 2 2
i iD e e 
     ; 
2
32 cos sin sin2 2 2
i i
B
D a e e 
  

   ; 
34 cos sin sin cos  (-i)2 2 2 2
i iD e e 
      ; 
2
41 cos sin sin2 2 2
i iD e e 
  
   ; 
43 cos sin sin cos   (i)2 2 2 2
i iD e e 
      . 
 










0 sin 0 0 0 0 0 0
2
1
sin 0 0 0 0 0 0 0
2
1
0 0 0 sin 0 0 0 0
2
1
0 0 sin 0 0 0 0 0
2
1
0 0 0 0 0 sin 0 0
2
1
0 0 0 0 sin 0 0 0
2
1
0 0 0 0 0 0 0 sin
2
1








































































































0 ( sin ) 0 0 0 0 0 0
2
1
( sin ) 0 0 0 0 0 0 0
2
1
0 0 0 ( sin ) 0 0 0 0
2
1
0 0 ( sin ) 0 0 0 0 0
2
1
0 0 0 0 0 sin 0 0
2
1
0 0 0 0 sin 0 0 0
2
1
0 0 0 0 0 0 0 sin
2
1



















































































0 sin sin 0 0 0 0 0 0
sin sin 0 0 0 0 0 0 0
0 0 0 sin sin 0 0 0 0
0 0 sin sin 0 0 0 0 0
0 0 0 0 0 sin sin 0 0
0 0 0 0 sin sin 0 0 0
0 0 0 0 0 0 0 sin sin





















0 sin cos 0 0 0 0 0 0
sin cos 0 0 0 0 0 0 0
0 0 0 ( sin cos ) 0 0 0 0
0 0 ( sin cos ) 0 0 0 0 0
0 0 0 0 0 sin cos 0 0
0 0 0 0 sin cos 0 0 0
0 0 0 0 0 0 0 ( sin cos )




























1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
















s M r .                                             (B.9)
 
Wring Eq. (B.9) into a compact way, we have: 





( ( ) ) 0 0 0
0 ( ( ) ) 0 0ˆ '
0 0 ( ( ) ) 0
























where ch RSO A A A , in which 2sin ( / , / ,0)
2
ch





/ (sin sin , sin cos ,0)RSO R F zev s     A  and the subscript 11(22) refers to 
the top (bottom) left (right) diagonal element of vector potentials chA and RSOA  
matrices. 
B.3 Gauge Transformation for Topological Insulator System 
      The Hamiltonian of 2D surface state of 3D TI is given by: 
                                          ˆ ( )F y x x yH v p p   .                                      (B.11) 
A gauge transformation †ˆ ˆ'H UHU  is performed: 
                                            †ˆ ˆ'H UHU  
              † † † †( ( )) ( ( ))F y x y x F x y x yv U U p U p U v U U p U p U       .     (B.12) 
For convenience, we only look at the 1st term of Eq. (B.12) and the discussion 
for the 2nd term of Eq. (B.12) is parallel. It can be proven that both 
( )x yU p U 
  and x yU U p 
  are non-Hermitian, but the sum of 
( )x yU p U 
  and x yU U p 
  are hermtian. We reorganize the 1st term in Eq. 
(B.12) as: 
1
1 1ˆ ' = ( + ) ( ( ) ( ) )
2 2x y y x x y y x
H U U p p U U U U U p U Up U U U                 
 
It can be easily shown that both 1/ 2( + )x y y xU U p p U U   
    and  
1/ 2( xU U
 ( ) ( ) )y y xU p U Up U U U  
   are hermitian.  
      Therefore, the transformed Hamiltonian of Eq. (B. 11) can be reformulated 
as: 
            
1 1ˆ ' [ ( )] [ ( )]
2 2F y x x x x y
H v U U p U p U p U p U U U         
 
                
1 1
[ ( )] [ ( )]
2 2F x y y y y x
v U U p U p U p U p U U U         
 




Appendix C Calculation of the Effective Magnetic Field in 2D 
Topological Insulator System 
    The interaction energy is given by: 
                                 x x y yE d d j A j A   r j A = r .                           (C.1) 
where the current density is given by ( , ) ( , )x y F y F xj j ev n ev n   j , which 
is a function of local magnetization and ((1 cos ) ,(1 cos ) )x y        A  is 
a gauge field only seen by the spin up electron. 
     The functional derivative of the interaction energy results in an effective 
magnetic field: 
       
0 0 0
1 1 ( ) 1 ( ) ( )
( ) ( )
E E E E
M M
   
    
 
       
 
H
M n n n
,   (C.2) 
where ( )E  is the interaction energy density. 
We calculate x x
j A
 n
, and the calculation for y y
j A
n
 is parallel. 











x-component of ①: 
x x x x
x x
x x x






;                                                                              (C.3) 
x-component of ②: 
x x x x x x x x
x y z
x x x y x z x
j A j A j A j A
n n n n
   
    








x x x x
x x x y x x
x x x x y x y x
x x
z x x
z x z x
j A j A
A j A j




   
    







( )x x xx x y x z x





   
  
（ ） （ ）
 
+ ( ) (x x x x xx x x x y x x y z x
x x x x y x y x z x
A A A A A
j j j j j
n n n n n
    
        
    

















   
 
  .                                                                               (C.4) 
Eq. (C.3)-Eq. (C.4): 
( )x x x x x xx x x x
x x x x
j A j A A A
A j j j
n n n n


   
     










   
  











  is zero and the first two terms result in an effective field 
which is similar to the result in Ref. [111] by S. C. Zhang et. al. 
Similarly,  
( )y y y y y yy y y x
x x x x
j A j A A A
A j j j
n n n n


   
     




Therefore, the x-component of the effective field is: 
eff ( ) ( )
y y yx x x x
x x y y x y
x x x x x x
A A jA A j
H j j j j A A
n n n n n n
    
       
     
  . 
The first two terms give: 























   
             
2 2 2 2
(1 )( )y xF z y x y y
x y x y
n n
ev n n n
n n n n

     
 
 
             2 2 2 2(1 )( )
y x
F z y x y y
x y x y
n n
ev n n n
n n n n

    
 
. 
The effective magnetic field in x-direction is: 
eff ( ) ( )
x
x z x y y x z y z y y y y zH j n n n n j n n n n                  
        
2 2 2 2
(1 )( )y xF z y x y y
x y x y
n n
ev n n n
n n n n

    
 
. 
y-component of ①: 
x x x x
x x
y y y





   ;                                                                              (C.5) 
y-component of ②: 
x x x x x x x x
x y z
y x y y y z y
j A j A j A j A
n n n n
   
    





x x x x
x x x y x x
x y x y y y y y
x x
z x x
z y z y
j A j A
A j A j




   
    







( )x x xx x y x z x





    
  







x x x x
x x x x y x x y
x y x y y y y y
x x
z x x z
z y z y
A A A A
j j j j




   
      
   
 











   
 
  .                                                                              (C.6) 
Eq. (C.5)-Eq. (C.6): 
( ) ( )
          
x x x x x x x x
x x x x x x




j A j A A A A A
A j j j j j






     
        






( )y y yx xy y x
y y y y
j A jA A
j j A




   
  
 . 
Therefore, the y-component of the effective field is: 
eff ( ) ( )
y y yy x x x
x x y y x y
y y y y y y
A A jA A j
H j j j j A A
n n n n n n
    
       
     
  . 
The first two terms give: 
( ) ( )x x x z z x x y x y z z y xj n n n n j n n n n       ; 










2 2 2 2
(1 )( )yx xx F z x x x y
y x y x y
nj n
A ev n n n
n n n n n

    
  
 
          2 2 2 2(1 )( )
y x
F z x x x y
x y x y
n n
ev n n n
n n n n

    
 
. 
The effective magnetic field in y-direction is: 
eff ( ) ( )
y




       
2 2 2 2
(1 )( )y xF z x x x y
x y x y
n n
ev n n n
n n n n

    
 
. 
z-component of ①: 
x x x x
x x
z z z






;                                                                               (C.7) 
z-component of ②: 
x x x x x x x x
x y z
z x z y z z z
j A j A j A j A
n n n n
   
    




x x x x x
x x x y x x z x
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（ ） （ ）
 
+ ( ) (x x x x xx x x x y x x y z x
x z x z y z y z z z
A A A A A
j j j j j
n n n n n
    
        
    
（ ） )
)x x xx z x x
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Eq. (C.7)-Eq. (C.8): 
( ) ( )x x x x x x xx x x x x
z z z z z z
j A j A A A A
A j j j j
n n n n n n


    
      
    

































Therefore, the effective magnetic field in z-direction is: 
eff ( ) ( )
z




The three direction effective magnetic fields are given by: 
eff
2 2 2 2
( ) ( )
     (1 )( )
x
x z x y y x z y z y y y y z
y x
F z y x y y
x y x y
H j n n n n j n n n n
n n
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n n n n
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
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 
eff
2 2 2 2
( ) ( )
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x y x y
H j n n n n j n n n n
n n
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       





[ ( ) ( )]
2
z
x y x x x x y y y y x x y yH j n n n n j n n n neM

       

.                        (C.9) 
     Writing the above effective magnetic field into a compact form: 




ˆ ˆ( ) ( ) ( )
2 2
z
i i F i i
x y
n
j ev z n z
eM eM n n 
  
      

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H n n n
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