In recent years, there has been a surge of research into methods for estimating derivatives of performance measures from sample paths of stochastic systems. In the case of queueing systems, typical performance measures are mean queue lengths, throughputs, etc., and the derivatives estimated are with respect to system parameters, such as parameters of service and interarrival time distributions. Derivative estimates potentially offer a general means of optimizing performance, and are useful in sensitivity analysis. This paper concerns one approach to derivative estimation, known as infinitesimal perturbation analysis. We first develop a general framework for these types of estimates, then give simple sufficient conditions for them to be unbiased. The key to our results is identifying conditions under which certain finitehorizon performance measures are almost surely continuous functions of the parameter of differentiation throughout an interval. The sufficient conditions we introduce are formulated in the setting of generalized semi-Markov processes, but translate into readily verifiable conditions for queueing systems. These results substantially extend the domain of problems in which infinitesimal perturbation analysis is provably applicable. M ost real-world queueing systems violate the rather restrictive conditions necessary to obtain exact analytic results, so networks of queues are often studied through discrete-event simulation. Simulation has the advantage of allowing complete model generality, but has the drawback of being computationally intensive. Hence, there is much to be gained from methods that make more efficient use of simulation by, for example, extracting more information from each run. Particularly valuable are methods that offer the possibility of optimization and sensitivity analysis, since these are the ultimate goals of most performance analysis.
It has been understood for some time that (1) holds in some contexts and not others-that perturbation analysis is not universally applicable. In this paper, we introduce very general and surprisingly simple conditions for the consistency of a class of finite-horizon perturbation analysis estimates. At the heart of our results are conditions on Z, L and 0 that ensure that L is, with probability one, a continuous function of 0. For the kinds of functions that commonly arise as performance measures in discrete-event simulations, ensuring continuity is the most important step in ensuring that (1) holds.
Along the way, we address some foundational issues and unify, in a general framework, many of the special cases of perturbation analysis estimates previously considered in the literature. Our formulation of IPA is similar to that developed in Suri (1987) in a different setting. Although we are mainly interested in applications to queueing systems, we find it convenient to work within the framework of generalized semiMarkov processes (especially, the formulation in Whitt 1980 ). This framework allows considerable generality, and, more importantly, permits us to separate the structural aspects of a discrete-event system from the distributions that drive it. Our main condition is, in fact, purely structural.
The essential feature of a generalized semi-Markov process is that it moves from state to state through the occurrence of "events." In a queueing context, a state might describe the arrangement of customers in queues; examples of events are service completions and arrivals of customers. With this rough description, our main condition can be paraphrased as requiring that the state reached from another state through the occurrence of two events be independent of their order. It has been observed widely that when IPA fails, it is typically because changes in a parameter change the order of events in such a way as to introduce discontinuities in the sample performance L. Our conditions guarantee the continuity of a class of performance measures even across event order changes.
Few other general results on the unbiasedness and consistency of IPA estimates are available. Throughput in Jackson networks is considered in Cao (1988) ; waiting time in the M/G/1 queue is discussed in Suri and Zazanis (1988) . Necessary conditions for a class of throughput derivatives, and necessary and sufficient conditions for derivatives based on regenerative cycles are given in Heidelberger et al. (1988) . These papers propose nothing like our main condition, which grew out of an argument in Glasserman (1988) , Section 4, for the special case of a birth-death process. A related generalization of this argument, arrived at independently, is reported in Li and Ho (1989) , but the conditions there are not purely dependent on system structure. There is, moreover, no overlap between our results and those of Heidelberger et al. This is partly because we consider a different class of performance measures, but, more importantly, because their conditions are stated in terms of possible equalities between unknown quantities and can only be checked in special cases. Our conditions are easy to check. The conditions in Heidelberger et al. are probably best suited to identifying cases where IPA is unlikely to work, whereas our emphasis is on understanding those cases where it does.
To prepare the way for considering sample path derivative estimates, in Section 1 we define and construct generalized semi-Markov processes. Working at this level of generality requires introducing a bit of notation, but this is necessary for a concise statement of our main condition. In Section 2, we derive IPA estimates for a broad class of finite-horizon performance measures. In Section 3, we introduce sufficient conditions for these estimates to be unbiased. Section 4 considers an example; Section 5 discusses an extension of the results of Section 3. Section 6 contains some concluding remarks.
THE GENERALIZED SEMI-MARKOV PROCESS FRAMEWORK

Basic Description
Generalized semi-Markov processes-GSMPs, for short-provide a broad framework ideally suited for the consideration of IPA estimates. Originally introduced to study the phenomenon of insensitivity (as in Schassberger 1978) , GSMPs have turned out to be a powerful tool for analyzing discrete-event simulation because their dynamics mimic the evolution of such simulations. Even when the applications of interest are networks of queues, the generality of the GSMP model is useful; see Glynn and Iglehart (1988) for an overview of simulation methods for queues using the GSMP framework. In the case of perturbation analysis derivative estimates, it would be difficult to state general and succinct conditions for consistency without something like a GSMP. In particular, the notion of event seems essential to an understanding of when perturbation analysis works. A brief description of a GSMP goes as follows: The states of a GSMP represent possible "physical" configurations of a system, which need not be states in the Markovian sense. In a queueing context, the state may be simply a vector of queue lengths, perhaps supplemented by information about the classes of customers in queue, which servers are blocked, etc. The process jumps from state to state upon the occurrence of "events;" for us, the most important events will be departures from and external arrivals to queues. The state to which the process moves when an event occurs is governed by a set of transition probabilities. In a queueing network, these determine the routing of customers. Just when events occur is determined by random clocks associated with the possible events in a state. Each clock represents the time remaining until the associated event occurs, so the event with the shortest remaining clock time is the next to occur. When, for example, the events are arrivals to and departures from a queue, the initial settings of the respective clocks are simply interarrival and service times. After being set, all clocks are run down at unit rate. When a clock runs out, the corresponding event occurs, the process changes state, and new clocks may be set for new events possible in the new state. (Below we will require that all clocks from the previous state continue to run down; in the more general settings of, e.g., Whitt 1980 and Glynn and Iglehart 1988, the occurrence of one event may interrupt clocks for other events.)
To characterize a GSMP we need the following elements: S = a state space (finite or countably infinite) representing the set of physical states of a system; A = a finite subset of the integers enumerating the events; typical events will be denoted by a and f; 9(s) = the set of possible events (the event list) is state s; for example, departure from a queue is only a possible event in those states in which the queue is busy; we do not allow X(s) to be empty; p(s'; s, a) = the probability of jumping to s' from s when event a occurs; We now show how to use the GSMP framework to model some simple systems; these examples will be useful later. Suppose that the routing in the network is Markovian in the sense that with probability Pij customers leaving server i join queue j (independent of everything else). Then p is given by p(s -ei + ej; s, fi) = Pij, where ei is the ith unit vector.
Construction of a GSMP
In order to consider sample path derivatives associated with a GSMP we need an explicit construction of the sequences of states, events and jump epochs that characterize a sample path. The construction, though seemingly intricate, amounts to little more than a generic algorithm for a discrete-event simulation. Presenting the construction explicitly will allow us to investigate the effect of small changes in the clock samples on the timing of events. The construction is greatly simplified if we impose the following from the outset (it would, in any case, be needed for our main results): We denote the GSMP itself by Z(t). We need additional notation for various sample path characteristics. For easy reference, we provide the following informal descriptions; precise definitions are given via the recursions below. 
If a E 92(Yn+ ) and either a $ X t(Yn) or a =an+1, then cn+i (a) = X(a, N(a, n + 1) + 1).
From these recursions we define Z by setting In comparing different sample paths, it is useful to be able to identify corresponding events on the two paths. We do this by identifying the kth occurrence of ca on one path with the kth occurrence on the other, and so on. Call such an (ax, k) an event-order pair, and if r = (ca, k) write T(r) for T(ax, k). Now consider the nth event on some path. By definition, this event is an and this is its kth occurrence with k = N(an, n). For every n > 0, if Tn < so, then n Tn= X(ri)n(rn; ri).
In Figure 1 we see that every arrival (a) triggers the setting of the next arrival clock; hence, the only n(a, k; -, ) equal to one are of the form ii(a, k; a, j) with j < k. But departures (d) may have both arrivals and departures in their triggering sequences. For example, the last event is the departure at r9. The service time that ends at r9 was initiated at T8 when the previous customer departed. Hence, the departure at T8 is in the triggering sequence for the departure at 1r9. Continuing backward, the service time that ends at -r8 is initiated by the arrival at T6; hence, that arrival is also in the triggering sequence. Since each interarrival clock is set by the previous arrival, all arrivals prior to T6 are in the triggering sequence. In this way we get T9 = X(ax, 1) + X(ax, 2) + X(ax, 3)
This is checked in the figure by adding the corresponding interarrival and service times along the time axis.
An important observation is that the triggering sequences and indicators are determined by the order in which events occur, but do not depend on the particular epochs of their occurrence.
Triggering here corresponds to scheduling in Suri.
DERIVATIVE ESTIMATES FOR PARAMETRIC GSMPs
With the construction of the previous section, we can calculate derivatives of sample performance measures for GSMPs that depend on a parameter. The derivative expressions we derive generalize and unify those in, for example, Ho and Cao ( 
where U is uniformly distributed on the unit interval.
Derivative Estimates of Performance Indices / 729
To consider derivatives, we need some conditions on the clock samples and their distributions: Finally, A3 regulates the dependence of the clock samples on the parameter, and is broadly applicable. In particular, it permits location parameters and scale parameters that are bounded away from zero. Condition A3 will not be needed until Theorem 2.
Notational Convention. Whenever a sample path characteristic appears without a parameter argument, it is understood to be evaluated at a fixed, nominal value of 0; thus, ai = aj(0) and Y1 = Yj(0). When we need to emphasize a small change in 0 we write, for example, r,(O + h) and To+h(a, k).
Event Time Derivatives
We can now turn to expressions for derivatives of performance measures with respect to 0. The first step is to calculate dnrl/d for each n > 0, and dT(a, k)/d0 for each a E A and k > 0. Once the clock samples depend on 0, so do all the sample path characteristics in (2)-(7). Under Al, for each 0 we may assume events occur singly so that the (finitely many) inequalities that determine Ti, . . ., Tn and a,, . .. , an (via 2-3) are strict. This implies that throughout a sufficiently small neighborhood of 0, these inequalities retain their sense and remain strict. Throughout such a neighborhood, the Ti change continuously-and, under A2, differentiably-in 0; the aj, and hence the Y1, remain constant. A potential discontinuity in some Ti, ai or Y, can only occur where the change in 0 is large enough to change the argument of minimization in (2) or (3).
Observe, next, that so long as the ai and Y1, i < n, remain unchanged, so will the triggering sequence for each Ti, i < n. Writing q,(ri; rj) to emphasize the dependence of the triggering indicators on 0, we conclude that, for all sufficiently small h, N+h(ri; rj) = m(ri; rj) for all i, j < n. Using (9), we find that for all sufficiently small h: Initialize every Aa to zero. Add to (2)- (7) 
for any of the L's. This fundamental issue is at the heart of understanding the domain of applicability of infinitesimal perturbation analysis. It is worth describing why, in practice, (22) may sometimes fail to hold. In Lemmas 2 and 3, the size of the neighborhod throughout which the rj's and L's are continuous (and differentiable) depends on the particular realization of the process, i.e., depends on the outcome of the clock samples Xo(ae, k) and routing indicators U(ca, k). But at any 0, for any fixed h > 0, there may, in general, be a positive probability that some L (and any r,) has a discontinuity somewhere in (0, 0 + h). Such a discontinuity will typically preclude (22). These potential discontinuities arise when changes in 0 introduce changes in the clock samples large enough to change the event that triggers the transition out of a state (in 3).
Conditions on the Structure of a GSMP
With the above points in mind, we introduce conditions on a GSMP that will guarantee the continuity of the L's even at points where triggering events change. Our conditions ensure this by restricting the possible effect of order changes among events. As functions of 0, the L's may have "kinks" where a change in the parameter changes the order of events, but they will still be continuous-and this is most of what we need for (22). We first state the main condition in provisional form, then give a more general, if less intuitively clear, statement. Recall from Section 1.2 that 0(s, ar, u) is the state reached from s under routing indicator u when event ae occurs. Condition C2' makes no requirement of s = 0 because X(O) contains only one event (a), whereas C2' is a condition on states with at least two possible events. C2' has the shortcoming that it is stated in terms of X, an object we introduce for our construction, and not solely in terms of the basic GSMP data S, A, X, p and {Fa, a E Al. Another point is that there may be several equally valid choices of X for the same GSMP, and some may satisfy C2' while others do not. (It would be enough to find one X that works.) We take account of these considerations by giving a condition in terms of the transition probabilities p. The proof of the proposition that follows shows how to define X to satisfy C2' when the condition on p (plus another minor condition) is satisfied. This condition says that if it is possible to go from SI to S3 through the occurrence of a then A, it must also be possible through the occurrence of d then a, in such a way that each transition triggered by the same event has the same probability. This situation is depicted in Figure 2 , where the transitions represented by opposite sides of the square must have the same probability.
C2'. (Provisional Commuting
C2. (Commuting Condition
To get 0 from C2 for arbitrary GSMPs, we will impose one additional condition on p, namely, that 
In words, no two possible transitions from the same state due to the occurrence of the same event can have exactly the same probability. In practice, this is not much of a restriction since the difference could be arbitrarily small. In the queueing example of Section 4.1, we will be able to define X to satisfy C2' without recourse to (23). Comparing with C2 and invoking the uniqueness in (23), we find that s5 must, in fact, be S3; that is: 0 (0(s, a, u1) , A, U2) = OW(S, f, U2) , U1) which is C2'.
Continuity of the Performance Measures
The most important consequence of these conditions is as follows:
Lemma 4. Suppose that Cl and C2' hold (e.g., C2 and (23) N(T(a, k) ) are unchanged under sufficiently small parameter changes.
We now proceed to bound the dL/d6's, beginning with bounds on the dTi/d6's. From (11) we find that {X(a, k) , a E A, k 1}.
AN EXAMPLE AND AN EXTENSION
The GSMP setting is useful for proving results that apply to many different kinds of systems, but it is not the most familiar or intuitive context in which to interpret results. In particular, it is not always immediately obvious what GSMP properties mean for queueing systems. Conversely, such distinctly queueing-related concepts as waiting times are hard to formulate in GSMP notation. To make the results here more vivid, in Glasserman (1990) we give detailed characterizations of queueing systems which do and do not satisfy conditions C1 and C2. In each case-multiclass networks, networks with blocking, etc.-these conditions take on fairly simple interpretations for queues. To give an indication of how C1 and C2 are applied, we consider here only the simplest case of a Jackson-like network. In Section 4.2, we comment on extending our results to waiting times.
Jackson-Like Networks
By a Jackson-like network we mean one consisting entirely of first come, first served, infinite buffer, single-server nodes and a single class of customers whose transitions are governed by a Markovian routing matrix P. A Jackson-like network may be open or closed. For simplicity, we suppose that there is a single external arrival stream. Let Poi be the probability that an external arrival joins queue i, and Pio be the probability that a departure from i leaves the network. When Poo = 1 and every other Pio is zero, the network is closed.
We take the GSMP state of such a network to be its population vector s = (n1, . . . 
Waiting Times
We now use the example of Jackson-like networks to describe an extension of Theorem 2. This extension has no obvious counterpart for abstract GSMPs, but is important in queueing. The waiting time (including time in service) of a customer in a queue is the difference between its departure and arrival times. In a GI/G/1 queue that is idle at time zero, the waiting time of the kth customer is T(3, k) -T(a, k), if : denotes departure and a denotes arrival. This is the difference between two performance measures Lp,k and La,.k (withf-1). But in a network, the epoch of the kth arrival to a queue will not, in general, correspond to T(a, k) for any a (though the kth departure will). Consequently, waiting times cannot be expressed in terms of the performance measures we have considered, even by taking differences. We will outline an extension that corrects this shortcoming in the case of Jackson-like networks.
Let Sik be the epoch of the kth transition that sends a customer to node i; then T(o3, k) -Sik is the waiting time of the kth customer at node i. We could therefore obtain unbiased estimates of derivatives of expected waiting times if, more generally, derivative estimates for 
CONCLUDING REMARKS
We have given a general formulation of infinitesimal perturbation analysis derivative estimates for a broad class of discrete-event systems, and verifiable sufficient conditions for these estimates to be unbiased. These conditions should facilitate the application of IPA, especially when translated to queueing systems as in Glasserman (1990) . There is a fundamental flexibility in the derivation of IPA estimators which has not been considered here, and for this reason our conditions cannot be taken to define the "limits" of IPA. There are generally many ways of constructing a parametric family of stochastic processes, and different constructions lead to different IPA algorithms. For instance, the empirical example in Glasserman (1988) shows that changing the way a family of processes is represented, and correspondingly changing the IPA algorithm used, can indeed make IPA work where it initially appears to fail. The construction used here for GSMPs is the most obvious one, and the resulting derivative estimator might well be called "standard" IPA. But other constructions potentially lead to IPA estimators that are unbiased, even when our conditions do not hold. The investigation of alternative constructions and their attendant sample path derivatives is an area of current research. Suppose, then, that at some 0 some aj is discontinuous, and let j be, in fact, the smallest index of a discontinuous event. For aj to be discontinuous, we see from are all independent of the order of a and / (at 0), then so is the rest of the sample path, since it is determined by recursion from these quantities. In particular, every ri(6) with i > j is independent of the order of a and d (at 0). Thus, if j' is the least index greater than j + 1 for which aj is discontinuous at 0, then every ri, I <j' is continuous at 0. At j', we may repeat the whole argument and proceed to the next discontinuous event (if any). Thus, we conclude that every ri is continuous. The same argument shows that if T(a, k) is finite, it is continuous. Suppose that (a, k) = rj so T(a, k) = r, and a, = a. As argued, in order that a, jump to, say, /, it is necessary that cj-(/3) = cj_1(a), in which case, just after aj becomes /, cj(a) = 0. This implies that a is the next event, aj+ I, to occur, and it occurs just after aj. This makes (a, k) = rj+ and T(a, k) = rj+ = rj. In short, changing the order of a and / does not change T(a, k). continuous, a discontinuity of N(T(a, k) ) occurs only when two events occur at T(a, k). One of these is the N (T(a, k) )th event, the other is the N (T(a, k) ) -1st.
APPENDIX
Since both occur at T (a, k), T(a, k) = TN(T(a, k) 
