Spherical functions and local densities on the space of $p$-adic
  quaternion hermitian matrices by Hironaka, Yumiko
Spherical functions and local densities on the space of
p-adic quaternion hermitian matrices ∗
Yumiko Hironaka
§0 Introduction
Let G be a reductive algebraic group and X a G-homogeneous affine algebraic variety,
where everything is assumed to be defined over a p-adic field k. We denote by G and X
the sets of k-rational points of G and X, respectively, take a maximal compact subgroup
K of G, and consider the Hecke algebra H(G,K). Then, a nonzero K-invariant function
on X is called a spherical function on X if it is an H(G,K)-common eigenfunction.
Spherical functions on homogeneous spaces comprise an interesting topic to investigate
and a basic tool to study harmonic analysis on G-space X. Spherical functions on the
spaces of sesquilinear forms are particularly interesting, since they can be regarded as
generating functions of local densities of representations of such forms. For the cases of
alternating forms of size 2n and unramified hermitian forms of size n, the main terms
of the explicit formulas of spherical functions are related to Hall-Littlewood symmetric
polynomials of type An, which are well studied, hence it is possible to extract local
densities of forms (cf. [HS1], [H2]). For the space of unitary hermitian forms of size m,
the main terms of the explicit formulas are related to Hall-Littlewood polynomials of type
Cn, where m = 2n or m = 2n + 1, according to the parity of m, and the unitary group
acting on X is of type Cn or BCn, respectively (cf. [HK1], [HK2], [H5]).
In the present paper, we introduce the space X of quaternion hermitian forms of size
n on a p-adic field k and study spherical functions on it, where we assume k has odd
residual characteristic. In §1, we introduce Cartan decomposition of X due to Jacobowitz
and define typical spherical functions ω(x; s) on X. In §2, we introduce local densities
of representations within quaternion hermitian forms, and give an induction theorem of
spherical functions using local densities (Theorem 2.1), with which spherical functions
are regarded as generating functions of local densities, and we give the explicit value of
the local density of itself (Theorem 2.2). Then we define a spherical Fourier transform
F0 on the Schwartz space S(K\X), which is an injective H(G,K)-module map (Proposi-
tion 2.10). In §3, we consider the functional equations and location of possible poles and
zeros of ω(x; s) (Theorem 3.4). Then we introduce the normalized Fourier transform F by
modifying F0, which gives an inclusion of S(K\X) into the symmetric Laurent polynomial
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ring R = C[q±z1 , . . . , q±zn ]Sn , which is isomorphic to H(G,K) by Satake transform (The-
orem 3.5). In §4, we give the explicit formulas of ω(x; s) by a general method introduced
in [H2],[H4] (Theorem 4.1). In this case, we obtain a different kind of symmetric poly-
nomials as the main terms of explicit formulas from those of other sesquilinear forms(cf.
Remark 4.3). In §5, we study S(K\X) more precisely for small n. In §5.1, for size
n ≤ 4, we determine the H(G,K)-module structure of S(K\X) and show the dimension
of spherical functions on X is equal to 1. In §5.2, we introduce the Plancherel measure
for size 2 proved by Yasushi Komori and give the inversion formula.
§1 The space X and spherical functions on it
Let k be a p-adic field, and denote by o the ring of integers, pi a fixed prime element,
p = pio, and q the cardinality of o/p. Throughout this paper we assume k has odd residual
characteristic. Set D be a division quaternion algebra over k, O the maximal order in D,
and P the maximal ideal in O. Then there is an unramified quadratic extension k′ of k
in D, for which k′ = k(), 2 ∈ o× and we may take the prime element Π of D such that
Π2 = pi, Π = −Π and the set {1, ,Π,Π} forms a standard basis for O/o. Then the
standard involution ∗ on D is defined by
α = a+ b+ cΠ + dΠ 7−→ α∗ = a− b− cΠ − dΠ, (a, b, c, d ∈ k), (1.1)
and αα∗ ∈ k. There is a k-algebra inclusion ϕ : D −→M2(k′) such that
α(1, Π) = (1, Π)ϕ(α), ϕ(α) =
(
a+ b (c− d)pi
c+ d a− b
)
∈M2(k′), (1.2)
det(ϕ(α)) = αα∗ = Nrd(α) ∈ k, (1.3)
trace(ϕ(α)) = α + α∗ = Trd(α) ∈ k, (1.4)
where α is written as in (1.1), Nrd is the reduced norm and Trd is the reduced trace on
D. Based on ϕ, we have a k-algebra inclusion ϕn : Mn(D) −→M2n(k′), and the reduced
norm and the reduced trace of an element of A ∈Mn(D) are give by
Nrd(A) = det(ϕn(A)), Trd(A) = trace(ϕn(A)) (∈ k). (1.5)
In particular, we see
Nrd(a) = det(a)
2, Trd(a) = 2trace(a), for a ∈Mn(k). (1.6)
Since Nrd and Trd do not depend on the choice of splitting fields, we may use another
k-algebra inclusion ϕ′n : Mn(D) −→M2n(k(Π)) based on
α(1, ) = (1, )ϕ′(α), ϕ′(α) =
(
a+ cΠ (b+ dΠ)2
b− dΠ a− cΠ
)
∈M2(k(Π)). (1.7)
We extend the involution ∗ on A = (aij) ∈Mmn(D) by A∗ = (a∗ji) ∈Mnm(D). We define
the space Xn of quaternion hermitian forms and the action of Gn = GLn(D) as follows
Xn = {A ∈ Gn | A∗ = A} , (1.8)
g · A = gAg∗ = A[g∗], for (g, A) ∈ Gn ×Xn. (1.9)
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Denote by Kn the maximal order in Gn, i.e., Kn = Gn(O). Then, it is known ([Jac]) that
the set Kn\Xn of Kn-orbits in Xn is bijectively correspond to Λn, where
Λ˜n = {α = (α1, . . . , αn) ∈ Zn | α1 ≥ α2 ≥ · · · ≥ αn} ,
Λn =
{
α ∈ Λ˜n
∣∣∣ if αi is odd, then ] {j | αj = αi} is even} . (1.10)
In fact, writing α ∈ Λn as
α = (γ1, . . . , γ1︸ ︷︷ ︸
m1
, . . . , γr, . . . , γr︸ ︷︷ ︸
mr
), γ1 > · · · > γr, mj > 0,
∑
j
mj = n, (1.11)
one may take the matrix piα = 〈piγm11 〉⊥ · · · ⊥〈piγmrr 〉 ∈ Xn, where
〈piγm〉 =

Diag(pie, . . . , pie) if γ = 2e(
0 pieΠ
−pieΠ 0
)
⊥ · · ·⊥
(
0 pieΠ
−pieΠ 0
)
if γ = 2e+ 1
 ∈ Xm.
It is easy to see
Nrd(pi
α) = pi|α|, |α| =
n∑
i=1
αi ∈ 2Z, (α ∈ Λn) (1.12)
hence we have
Nrd(x) ∈ k2, for x ∈ Xn. (1.13)
For g ∈ G = Gn, we denote by g(i) the upper left i × i-block of g, 1 ≤ i ≤ n. We
take the Borel subgroup B = Bn of G consisting of lower triangular matrices. Then for
(p, x) ∈ B ×Xn, we have
Nrd((p · x)(i)) = Nrd(p(i) · x(i))
= ψi(p)
2Nrd(x
(i)), ψi(p) = Nrd(p
(i)), 1 ≤ i ≤ n. (1.14)
Thus, for x ∈ X = Xn, we may define di(x) ∈ k by di(x)2 = Nrd(x(i)), which is a B-
relative invariant associated with k-rational character ψi, 1 ≤ i ≤ n. For x ∈ X and
s ∈ Cn, we consider the integral
ω(x; s) =
∫
Kn
|d(k · x)|s dk, |d(y)|s =
{ ∏n
i=1 |di(y)|si if y ∈ Xop
0 otherwise,
(1.15)
where dk is the normalized Haar measure on K = Kn, | | is te absolute value on k and
Xopn = {x ∈ Xn | di(x) 6= 0, 1 ≤ i ≤ n} . (1.16)
The integral in (1.15) is absolutely convergent if Re(si) ≥ 0, 1 ≤ i ≤ n−1, and continued
to a rational function of qs1 , . . . , qsn , and becomes an element of
C∞(K\X) = {Ψ : X −→ C | Ψ(k · x) = Ψ(x), k ∈ K} , (1.17)
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and we use the notation ω(x; s) in such sense. We call ω(x; s) a spherical function on X,
since it is a common eigenfunction with respect to the action of Hecke algebra H(G,K),
in fact
(f ∗ ω( ; s))(x) ( = ∫
G
f(g)ω(g−1 · x; s)dg)
= λs(f)ω(x; s), (f ∈ H(G,K)). (1.18)
Here
λs : H(G,K) −→ C(qs1 , . . . , qsn),
f 7−→
∫
B
f(p)
n∏
i=1
|ψi(p)|−si δ(p)dp, (1.19)
where dp is the left invariant measure on Bn with modulus character δ. The Weyl group Sn
of G acts on {s1, . . . , sn} through its action on the rational characters {|ψi|si | 1 ≤ i ≤ n}.
It is convenient to introduce a new variable z ∈ Cn related to s ∈ Cn by
si = −zi + zi+1 − 2 (1 ≤ i ≤ n− 1), sn = −zn + n− 1, (1.20)
and denote ω(x; s) = ω(x; z) and λs = λz. Then Sn acts on {z1, . . . , zn} by permutation
of indices, and the C-algebra map λz is the Satake isomorphism
λz : H(G,K) ∼−→ C[q±z1 , . . . , q±zn ]Sn . (1.21)
Because of this isomorphism, all the spherical functions on X are parametrized by eigen-
values z ∈ Cn through H(G,K) −→ C, f 7−→ λz(f), and λz is determined by the class
of z in
(
C
/
2pi
√−1
log q
Z
)n /
Sn.
§2 Local densities and spherical functions
2.1. We will give the induction theorem (Theorem 2.1) of spherical functions by means
of local densities, by which we may regard spherical functions as generating functions
of local densities of representations. We start with the definition of local densities. For
A ∈ Xm and B ∈ Xn with m ≥ n, we define the local density µ(B,A) and primitive local
density µpr(B,A) of B by A as follows:
µ(B,A) = lim
`→∞
N`(B,A)
q`n(4m−2n+1)+n(n−1)
, (2.1)
µpr(B,A) = lim
`→∞
Npr` `(B,A)
q`n(4m−2n+1)+n(n−1)
, (2.2)
where
N`(B,A) = ]
{
u ∈Mmn(O/P2`)
∣∣ A[u]−B ∈Mn(P2`−1)} ,
Npr` (B,A) = ]
{
u ∈Mprmn(O/P2`)
∣∣ A[u]−B ∈Mn(P2`−1)} ,
Mprmn(O/P2`) = GLm(O/P2`)
(
1n
0
)
.
4
We note that, for a matrix C = C∗ ∈Mn(D), the condition C ∈Mn(P2`−1) is equivalent
to the condition C ∈ Hn(P , `), where
Hn(P , `) =
{
A = (aij) ∈Mn(O)
∣∣ A = A∗, aii ∈ p`, aij ∈ P2`−1, (∀i, j)} . (2.3)
Set Λ+n = {α ∈ Λn | αn ≥ 0}. Then
Xn(O)
(
= Xn ∩Mn(O)
)
= ∪α∈Λ+n Kn · piα.
Since we have,
ω(pirx; s) = q−
∑n
i=1 isiω(x; s) = qr(z1+···+zn)ω(x; s), r ∈ Z,
it suffices to show the induction theorem for piξ, ξ ∈ Λ+m.
Theorem 2.1 Let m > n. Then, for any ξ ∈ Λ+m, one has
ω(piξ; s1, . . . , sn, 0, . . . , 0)
=
wn(q
−2)wm−n(q−2)
wm(q−2)
×
∑
α∈Λ+n
µpr(piα, piξ)
µ(piα, piα)
· ω(piα; s1 . . . , sn)
=
wn(q
−2)wm−n(q−2)
wm(q−2)
n∏
i=1
(1− q−(si+···+sn+2m−2i+2))×
∑
α∈Λ+n
µ(piα, piξ)
µ(piα, piα)
· ω(piα; s1 . . . , sn),
where wm(t) =
∏m
i=1(1− ti).
The above theorem can be proved in a similar way to the case for the other sesquilinear
forms, i.e. alternating, hermitian and symmetric forms, so we omit the proof (cf. [HS1],
[H1]). For the present case the result is proved in the master thesis of Y. Ohtaka ([OY])
in a slightly different definition, and he used it to study the explicit formula of spherical
functions of size 2.
The density µ(piα, piα) = µpr(piα, piα) is given as follows, which we will prove in §2.2.
In §2.3, we will introduce a spherical transform F0 on the Schwartz space on X and show
it is injective by using Theorem 2.1 (Proposition 2.10).
Theorem 2.2 Assume α ∈ Λn is given as in (1.11). Then one has
µ(piα, piα) = q2n(α)+
1
2
|α|+ 1
2
]{ i | αi is odd}
r∏
j=1
{
wmj(−q−1) if 2 | γj
wmj
2
(q−4) if 2 6 | γj
}
, (2.4)
where
n(α) =
n∑
i=1
(i− 1)αi, |α| =
n∑
i=1
αi.
2.2. In the following, (pr) means that the identity holds with and without the condition
primitive, respectively.
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Proposition 2.3 For A ∈ Xm and B ∈ Xn with m ≥ n and e ∈ Z, one has
µ(pr)(pieB, pieA) = qen(2n−1)µ(pr)(B,A). (2.5)
Proof. It suffices to prove positive e. Assume ` is sufficiently large, and take
X ∈Mmn(O/P2`) such that A[X]−B ∈ Hn(P , `). For any Y ∈Mmn(O), one has
(pieA)[X + pi`Y ]− pieB = pie(A[X]−B) + pie+`(Y ∗AX +X∗AY + pi`Y AY ∗)
∈ Hn(P , e+ `),
and X + pi`Y is primitive if X is. Hence N
(pr)
e+` (pi
eB, pieA) = q4emnN
(pr)
` (B,A), and
µ(pr)(pieB, pieA) = lim
`→∞
N
(pr)
e+` (pi
eB, pieA)
q(e+`)n(4m−2n+1)+n(n−1)
= lim
`→∞
N
(pr)
` (B,A)q
4emn
q`n(4m−2n+1)+n(n−1)+4emn−en(2n−1)
= qen(2n−1)µ(pr)(B,A).
Proposition 2.4 Assume α ∈ Λ+m is decomposed as α = (γ, β) with β ∈ Λ+n and γ ∈
Λ+m−n. Then
µ(piα, piα) = q2(m−n)|β|µpr(piβ, piα)µ(piγ, piγ). (2.6)
In particular, if γm−n > β1, then µpr(piβ, piα) = µ(piβ, piβ) and
µ(piα, piα) = q2(m−n)|β|µ(piβ, piβ)µ(piγ, piγ). (2.7)
Proof. We use the notation pˇiα = jm · piα, where jm is the matrix of size m such
that all the anti-diagonal entries are 1 and other entries are 0. Then pˇiα =
(
pˇiβ 0
0 pˇiγ
)
,
where pˇiβ and pˇiγ are defined similarly. Assume ` is sufficiently large, and take
X ∈Mprmn(O/P2`) such that piα[X] ≡ pˇiβ (mod Hn(P , `)). (2.8)
For an extension Y = (XZ) ∈ GLm(O/P2`) of X, we have
piα[Y ] ≡
(
pˇiβ X∗piαZ
Z∗piαX piα[Z]
)
(mod Hn(P , `)), (2.9)
and we may assume that X∗piαZ ≡ 0 (mod P2`) after changing the extension (since
β1 ≤ γm−n), then piα[Z] is Km−n-equivalent to pˇiγ. Hence there is an extension Y of X
such that
piα[Y ] ≡ pˇiα (mod Hn(P , `)). (2.10)
For such extensions Y1 and Y2 of X, we see
pˇiα[Y −11 Y2] ≡ pˇiα (mod Hn(P , `)), Y −11 Y2 ≡
(
1n W
0 V
)
(mod P2`), (2.11)
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Since
pˇiα
[(
1n W
0 V
)]
≡
(
pˇiβ pˇiβW
W ∗pˇiβ pˇiβ[W ] + pˇiγ[V ]
)
(mod Hn(P , `)),
and ` is large enough, we see the number of extensions Y of type (2.10) for the fixed X
as in (2.8) is equal to
]
{
W ∈Mn,m−n(O/P2`)
∣∣ pˇiβW ≡ 0 (mod P2`−1)}×N`(piγ, piγ)
= q2(m−n)|β|+2n(m−n)N`(piγ, piγ).
On the other hand, since the number of Y ∈ GLm(O/P2`) satisfying (2.10) is equal to
N`(pi
α, piα), we see
µ(piα, piα) = q−`m(2m+1)−m(m−1)N`(piα, piα)
= q−`m(2m+1)−m(m−1)+2(m−n)|β|+2n(m−n)Npr` (pi
β, piα)N`(pi
γ, piγ)
= q2(m−n)|β| · N
pr
` (pi
β, piα)
q`n(4m−2n+1)+n(n−1)
× N`(pi
γ, piγ)
q`(m−n)(2m−2n+1)+(m−n)(m−n−1)
= q2(m−n)|β| · µpr(piβ, piα) · µ(piγ, piγ). (2.12)
Next, assume β1 < γm−n. For any V ∈Mm−n,n(O/P2`), since piβ−piγ[V ] is Kn-equivalent
to piβ, there is W ∈ GLn(O/P2`) such that piβ[W ] ≡ piβ − piγ[V ] (mod Hn(P , `)). Then(
V
W
)
∈Mprmn(O/P2`) and piα
[(
V
W
)]
≡ piβ (mod Hn(P , `)),
and the number of choice of such W is equal to N`(pi
β, piβ). Hence, if β1 < γm−n, one has
µpr(piβ, piα) = q−`n(4m−2n+1)−n(n−1)Npr` (pi
β, piα)
= q−`n(4m−2n+1)−n(n−1)+4`n(m−n) ·N`(piβ, piβ)
= µ(piβ, piβ), (2.13)
which yields (2.7).
By Proposition 2.3 and Proposition 2.4, in order to prove Theorem 2.2, it is enough
to calculate µ(1n, 1n) and µ(ht, ht), where
ht = pi
12t =
(
0 Π
−Π 0
)
⊥ · · ·⊥
(
0 Π
−Π 0
)
∈ X2t. (2.14)
We define a k-bilinear pairing on Xn as follows: For C = (cij), B = (bij) ∈ Xn, set
〈C, B〉 =
n∑
i=1
ciibii +
∑
1≤i<j≤n
Trd(cijbij) ∈ k, (2.15)
then we have character sum expressions for N
(pr)
` (B,A) as follows.
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Proposition 2.5 Let ` ≥ 1 and take a character χ = χ` of o/p` such that χ is nontrivial
on p`−1/p`. For A ∈ X+m and B ∈ X+n with m ≥ n, one has
N
(pr)
` (B,A) = q
−`n(2n−1) ∑
Y ∈Mn(O/P2`)
Y = Y ∗
∑
X∈M(pr)mn (O/P2`)
χ(〈A[X]−B, Y 〉). (2.16)
Proof. Writing A[X]−B = (cij), we have∑
Y ∈Mn(O/P2`)
Y = Y ∗
∑
X∈M(pr)mn (O/P2`)
χ(〈A[X]−B, Y 〉) =
∑
X
∑
Y
χ(〈(cij), Y 〉)
=
∑
X
n∏
i=1
∑
y∈o/p`
χ(ciiy) ·
∏
i<j
∑
y∈O/P2`
χ(Trd(cijy))
=
∑
X
n∏
i=1
(
q` if cii ≡ 0 (mod p`)
0 otherwise
)
×
∏
i<j
(
q4` if cij ∈ P2`−1
0 otherwise
)
= q`n(2n−1)N (pr)` (B,A).
For the convenience of later calculation, we note the following.
Proposition 2.6
µ(1, 1n) = µ
pr(1, 1n) = 1− (−q−1)n, (2.17)
µ(1n, 1n) =
n∏
i=1
(1− (−q−1)i) = wn(−q−1). (2.18)
Proof. Take ` to be sufficiently large and χ = χ` as in Proposition 2.5, For 0 ≤ e <
`, we set χ`−e(x) = χ(piex). Then χ`−e becomes a character on o/p`−e that is nontrivial
on p`−e−1/p`−e. By (2.16), we have
q`Npr` (1, 1n) = q
`N`(1, 1n)
=
∑
y∈o/p`
∑
xi ∈ O/P2`
1 ≤ i ≤ n
χ((
n∑
i=1
Nrd(xi)− 1)y)
= q4n` +
`−1∑
e=0
∑
u∈o×/p`−e
 ∑
x∈O/P2`
χ(pieuNrd(x))
n χ(−pieu)
= q4n` +
`−1∑
e=0

q4e ∑
x∈O/P2(`−e)
χ`−e(Nrd(x))
n ∑
u∈o×/p`−e
χ`−e(u)
 .
= q4n` −
q4(`−1) ∑
x∈O/P2
χ1(Nrd(x))
n , (2.19)
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since ∑
u∈o×/pm
χ(u) =
{ −1 if m = 1
0 if m > 1
. (2.20)
It is easy to see ∑
x∈O/P2
χ1(Nrd(x)) = q
2 +
∑
u∈o×/p
q2(q2 − 1)
q − 1 χ1(u) = −q
3, (2.21)
hence, we obtain by (2.19) and (2.21)
Npr` (1, 1n) = = q
−` (q4n` − (−q4`−1)n)
= q(4n−1)`(1− (−q−1)n),
µpr(1, 1n) = (1− (−q−1)n).
Finally, by Proposition 2.4, we have
µ(1n, 1n) =
n∏
r=1
µpr(1, 1r) =
n∏
r=1
(1− (−q−1)r) = wn(−q−1).
Next we consider about α = (1, . . . , 1) ∈ Λn, and set n = 2t and piα = ht. It is
convenient to consider the following density
Npr` (0, ht) = ]
{
x ∈Mprn1(O/P2`)
∣∣ ht[x] ≡ 0 (mod p`)} ,
µpr(0, ht) = lim
`→∞
Npr` (0, ht)
q`(4n−1)
. (2.22)
Lemma 2.7 Let n = 2t. Then
µ(h1, h1) = q
3µpr(0, h1), (2.23)
µ(ht, ht) = q
4n−5µpr(0, ht) · µ(ht−1, ht−1), (t ≥ 2). (2.24)
Proof. Take ` to be sufficiently large. For any x ∈Mprn1(O/P2`) satisfying ht[x] ≡ 0
(mod p`), x can be extended to an element U ∈ GLn(O/P2`) such that ht[U ] = ht. We
calculate the number of such extensions for fixed x, which is is equal to the number of
matrices when t ≥ 2.
W =
 1 b b˜0 c c˜
0 d D
 ∈ GLn(O/P2`), ht[W ] ≡ ht (mod Hn(P , `)), (2.25)
where upper left 1, b, 0, c ∈ O and other entries are taken with suitable size. When t = 1,
only upper left 2×2-block of (2.25) appears, and we may ignore other entries. We continue
the case t ≥ 2. Since
ht[W ] =
 1 0 0b∗ c∗ d∗
b˜∗ c˜∗ D∗
 0 Πc Πc˜−Π −Πb −Πb˜
0 ht−1d ht−1D
 ≡ ht (mod Hn(P , `)), (2.26)
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it is easy to see
c ≡ 1 (mod P2`−2), c˜ ≡ 0 (mod P2`−2), (2.27)
and the choice of (c, c˜) is q4(n−1). Then (2.26) becomes
ht[W ] ≡
 0 Π 0−Π −Trd(Πb) + ht−1[d] −Πb˜+ d∗ht−1D
0 b˜∗Π +D∗ht−1d ht−1[D]
 (mod Hn(P , `)), (2.28)
hence we see
D ∈ GLn−2(O/P2`), ht−1[D] ≡ ht−1 (mod Hn−2(P , `)). (2.29)
For any D as above and d ∈ M1,n−2(O/P2`), we may take b and b˜ satisfying Trd(Πb) ≡
ht−1[d] (mod p`) and Πb˜ ≡ d∗ht−1D (mod P2`−1), actually the choice of b is q3`+1 and
that of b˜ is q4(n−2). If we take W in this way, W becomes an element of GLn(O/P2`) since
ht[W ] ≡ ht (mod Hn(O, `)). Hence we see, for t ≥ 2
N`(ht, ht) = N
pr
` (0, ht) · q4(n−1) ·N`(ht−1, ht−1) · q4`(n−2) · q3`+1 · q4(n−2)
= q`(4n−5)+8n−11 ·Npr` (0, ht) ·Nd(ht−1, ht−1), (n = 2t)
= q`(4n−5)+8n−11 · q`(4n−1)µpr(0, ht) · q`(n−2)(2n−3)+(n−2)(n−3)µ(ht−1, ht−1)
= q`n(2n+1)+n
2+3n−5µpr(0, ht) · µ(ht−1, ht−1), (2.30)
which yields
µ(ht, ht) = q
4n−5µpr(0, ht) · µ(ht−1, ht−1). (2.31)
As for the case t = 1, we see the condition of W to be h1[W ] ≡ h1 (mod H2(P , `)) is
c ≡ 1 (mod P2`−2) and Trd(Πb) ≡ 0 (mod p`), by (2.26) and (2.28). Hence
N`(h1, h1) = N
pr
` (0, h1) · q4 · q3`+1, (2.32)
µ(h1, h1) = lim
`→∞
N`(h1, h1)
q10`+2
= lim
`→∞
Npr` (0, h1)
q7`
· q3
= q3µpr(0, h1). (2.33)
Lemma 2.8 For each t ≥ 1, it holds
µpr(0, ht) = q(1− q−4t).
Proof. We note the identity (2.16) holds even when B = 0, and we have
q`N`(0, ht) =
∑
z∈o/p`
∑
w∈(O/P2`)2t
χ`(ht[w]z)
=
∑
z∈o/p`
 ∑
x,y∈O/P2`
χ(zTrd(xΠy))
t
= q1+8t` +
`−2∑
e=0
q`−e(1− q−1)
 ∑
x,y∈O/P2`
χ(pieTrd(xΠy))
t . (2.34)
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To take the summation for y in (2.34), we decompose for each e with 0 ≤ e ≤ `− 2,
O/P2` = P2(`−e−1)/P2`
⊔ 2`−2e−3⊔
r=0
ΠrO×/P2`.
Then, we have ∑
x,y∈O/P2`
χ(pieTrd(xΠy))
= q4(`+e+1) +
2`−2e−3∑
r=0
q4`−2r(1− q−2)
∑
x∈O/P2`
χ(pieTrd(xΠ
r+1))
= q4(`+e+1), (2.35)
where we used the fact ∑
x∈O/P2`
χ(pieTrd(xΠ
r+1)) = 0, (2.36)
which holds since 2e+ r + 1 < 2`− 1 and χ is nontrivial on p`−1/p`. Hence we obtain
q`N`(0, ht) = q
1+8t` +
`−2∑
e=0
q`−e(1− q−1)q4t(`+e+1). (2.37)
Next, we calculate the number N imp` (0, ht) of imprimitive solutions for ht[x] ≡ 0
(mod p`) by character sum as follows
q`N imp` (0, ht) = q
`]
{
x ∈Mn,1(P/P2`)
∣∣ ht[x] ≡ 0 (mod p`)}
=
∑
z∈o/p`
∑
w∈(P/P2`)2t
χ`(ht[w]z)
=
∑
z∈o/p`
 ∑
x,y∈P/P2`
χ(zTrd(xΠy))
t
= q2+4t(2`−1) +
`−3∑
e=0
q`−e(1− q−1)
 ∑
x,y∈P/P2`
χ(pieTrd(xΠy))
t(2.38)
In the similar way to calculate (2.35), we have for each e with 0 ≤ e ≤ `− 3,∑
x,y∈P/P2`
χ(pieTrd(xΠy))
= q4`−2+4e+6 +
2`−2e−4∑
r=1
q4`−2r(1− q−2)
∑
x∈P/P2`
χ(pieTrd(xΠ
r+1))
= q4(`+e+1) +
2`−2e−4∑
r=1
q4`−2r(1− q−2) · 0
= q4(`+e+1). (2.39)
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Hence we have
q`N imp` (0, ht) = q
2+4t(2`−1) +
`−3∑
e=0
q`−e(1− q−1)q4t(`+e+1) (2.40)
By (2.37) and (2.40), we obtain
Npr` (0, ht) = q
(8t−1)`q(1− q−4t), (n = 2t) (2.41)
which yields µpr(0, ht) = q(1− q−4t).
By Lemma 2.7 and Lemma 2.8, we have the following.
Proposition 2.9 Let n = 2t and α = (1, . . . , 1) ∈ Λ+n . Then piα = ht, and it holds
µ(ht, ht) = q
4t2 ·
t∏
i=1
(1− q−4i) = qn2 · wn
2
(q−4). (2.42)
Proof of Theorem 2.2. Take α ∈ Λ+n as in (1.11). Then, by Propositions 2.3, 2.4, 2.6,
and 2.9, we see
µ(piα, piα) = q
∑r
j=2 2(m1+···+mj−1)mjγj ·
r∏
j=1
µ(piγ
mj
j , piγ
mj
j )
= qmα ·
∏
1 ≤ j ≤ r
2 | γj
wmj(−q−1) ·
∏
1 ≤ j ≤ r
2 6 |γj
wmj
2
(q−4),
where
mα =
r∑
i=2
2(m1 + · · ·+mj−1)mjγj +
∑
1 ≤ j ≤ r
2 | γj
γj
2
mj(2mj − 1)
+
∑
1 ≤ j ≤ r
2 6 |γj
(
γj − 1
2
mj(2mj − 1) +m2j)
= 2
r∑
j=2
(m1 + · · ·+mj−1)mjγj +
r∑
j=1
(mj(mj − 1) + 1
2
mj)γj +
1
2
∑
1 ≤ i ≤ r
2 6 |γi
mj
= 2n(α) +
1
2
|α|+ 1
2
] {i | αi is odd} .
For α˜ = α+ (2e, . . . , 2e) ∈ Λn, we have µ(piα˜, µα˜) = qen(2n−1)µ(piα, µα) by Proposition 2.3.
On the other hand, we have 2n(α˜) + 1
2
|α˜| = 2n(α) + 1
2
|α|+ en(2n−1), hence we see (2.4)
holds for any α ∈ Λn
2.3. We introduce the Schwartz space S(K\X) by
S(K\X) = {ϕ : X −→ C | left K-invariant, compactly supported} ,
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that is spanned by the characteristic functions of K · piα, α ∈ Λn over C, and consider
an integral transform F0 on S(K\X) by using spherical function ω(x; z) as the kernel
function. We will modify F0 suitably and define F in §3.
Proposition 2.10 For each ϕ ∈ S(K\X), set
F0 : S(K\X) −→ C(qs1 , . . . , qsn),
ϕ 7−→ ∫
X
ϕ(x)ω(x−1; s)dx,
(2.43)
where dx is a G-invariant measure on X. Then the spherical Fourier transform F0 is
injective and compatible with the action of H(G,K):
F0(f ∗ ϕ)(s) = λs(f)F0(ϕ), f ∈ H(G,K), ϕ ∈ S(K\X),
where λs is defined in (1.19).
The injectivity of F0 is proved in a similar way to the cases of other sesquilinear forms
by using Lemma 2.11 below and Theorem 2.1 (cf. [H1, §3 Theorem]). We define a binary
relation  on Λn by
λ  µ⇐⇒λ = µ, or at the first different entries from the bottom λi > µi.
Lemma 2.11 Let n ≥ 2. For any α ∈ Λ+n , there exists β ∈ Λ+n−1 such that
(i) µpr(piβ, piα) 6= 0, and
(ii) if γ ∈ Λ+n satisfies |γ| = |α| , γ  α and µpr(piβ, piγ) 6= 0, then γ = α.
Similar lemma was introduced first by Kitaoka ([Ki]) for symmetric forms and by the
author for hermitian forms ([H1, §3]), and the above lemma can be proved similarly, so we
note here that one may take β ∈ Λn−1 as β = (α2, α3, . . . , αn) (resp. (α2 + 1, α3, . . . , αn)
if α1 is even (resp. odd).
Proof of Proposition 2.10. Let f ∈ H(G,K) and ϕ ∈ S(K\X). Then we have
F0(f ∗ ϕ)(s) =
∫
X
∫
G
f(g)ϕ(g−1 · x)ω(x−1; s)dgdx
=
∫
G
∫
X
f(g)ϕ(y)ω(g∗−1 · y−1; s)dydg (y = g−1 · x)
=
∫
X
∫
G
f(g∗)ω(g∗−1 · y−1; s)dgϕ(y)dy
= λs(f)
∫
X
ϕ(y)ω(y−1; s) = λs(f)F0(ϕ).
We prove the injectivity of F0 by induction on n. It is clear F0 is injective for n = 1. We
assume F0 is injective for n − 1 and not injective for n. We take 0 6= ϕ ∈ Ker(F0). For
α ∈ Λn, we denote by ϕα ∈ S(K\X) the characteristic function of K · (piα)−1. Then we
may assume ϕ is the following shape:
ϕ =
∑`
i=1
ciϕα(i) , ` ≥ 2, α(i) ∈ Λ+n , ci 6= 0 (1 ≤ i ≤ `), (2.44)
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Since we have, for any α ∈ Λn,
ω(piα; s) = q
|α|
2
snω(piα; s1, . . . , sn−1, 0), ω(piα; s1, . . . , sn−1, 0) ∈ C(qs1 , . . . , qsn−1),
we may assume
∣∣α(i)∣∣ = ∣∣α(1)∣∣ and α(i)  α(1) for any i in (2.44). By Theorem 2.1, we
obtain ∑`
i=1
cidi
∑
γ∈Λ+n−1
µpr(piγ, piα
(i)
)
µ(piγ, piγ)
ω(piγ; s1, . . . , sn−1) = 0, (2.45)
where di(> 0) is the volume of K · (piα(i))−1. By induction hypothesis, we see∑`
i=1
cidiµ(pi
γ, piα
(i)
) = 0, for every γ ∈ Λ+n−1. (2.46)
For β ∈ Λ+n−1 associated to α(1) in Lemma 2.11, we obtain c1 = 0, that is a contradiction.
§3 Functional equations of spherical functions
First we note the result for size 2, which follows from Theorem 2.1 with some calculation
of local densities (cf. [Oh]).
Proposition 3.1 For any α ∈ Λ2, one has
ω(piα; z)
=

q〈λ, z0〉
1 + q−2
· 1
qz2 − qz1+1
∑
σ∈S2
σ
(
q〈λ, z〉
(qz1 − qz2−2)(qz1 − qz2+1)
qz1 − qz2
)
if α = 2λ,
q(1− q−1) q
e(z1+z2)
qz2 − qz1+1 if α = (2e− 1, 2e− 1),
where z0 = (1,−1)↔ s = 0, 〈λ, z〉 = λ1z1 +λ2z2 and S2 acts on {z1, z2} by permutation.
Especially, for any x ∈ X2, one has
(qz2 − qz1+1) · ω(x; z) ∈ C[q±z1 , q±z2 ]S2 . (3.1)
For the study the functional equations and holomorphy of ω(x; s) for general n, we use
the same strategy to the case of unramified hermitian forms. We introduce the following
integral for ξ ∈ S(K\X)
Φ(s, ξ) =
∫
X
|d(x)|s ξ(x)dx, |d(x)|s =
{ ∏n
i=1 |di(x)|si if x ∈ Xop
0 otherwise,
(3.2)
where dx is a G-invariant measure on X. The above integral is absolutely convergent if
Re(si) ≥ 0, 1 ≤ i ≤ n − 1, and continued to a rational function of qs1 , . . . , qsn . Keeping
the relation (1.20) between s and z, we denote Φ(z, ξ).
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Lemma 3.2 Let n ≥ 2 and take α with 1 ≤ α ≤ n− 1 and assume Re(si) ≥ 0, 1 ≤ i ≤
n− 1. Then for any ξ ∈ S(K\X), the following identity holds
Φ(s, ξ) =
∫
Xop
∏
i 6=α,α+1
|di(x)|si ·
∏
j=α±1
|dj(x)|
sα
2
+sj · ξ(x) · ω(2)(x˜; sα,−sα
2
)dx, (3.3)
where x˜ is the lower right (2× 2)-block of (x(α+1))−1 and ω(2)(y; s) indicates the spherical
function of size 2.
Proof. Take any α with 1 ≤ α ≤ n − 1 and ξ ∈ S(K\X), and assume Re(si) ≥
0, 1 ≤ i ≤ n− 1. We take an embedding ι from K2 = GL2(O) into K = Kn defined by
ι : K2 −→ K, k 7−→
 1α−1 0 00 k 0
0 0 1n−α
 ,
and consider
Φ(s, ξ) =
∫
X
|d(x)|s
∫
K2
ξ(ι(k)−1 · x)dkdx
=
∫
K2
∫
X
|d(ι(k) · x)|s ξ(x)dxdk. (3.4)
Here we recall a well known fact on miner determinants of matrices over a field F :
det(A(i)) = det(A) det(A−1(n−i)), for A ∈ GLn(F ), (3.5)
where A(i)(resp. A(j)) indicate the upper right (i × i)-block (resp. lower right (j × j)-
block) of A. In the present case, we consider the reduced norm Nrd : D −→ k and relative
invariants are defined as di(x)
2 = Nrd(x
(i)) on X. Hence we have
di(ι(k) · x) = di(x) unless i = α,
Nrd((ι(k) · x)(α)) = Nrd(xα+1)Nrd(
(
(ι(k) · x)(α+1))−1
(1)
),
dα(ι(k) · x) = dα+1(x)d1(j2k∗−1 · x˜).
We continue the calculation (4.5) as follows
Φ(s, ξ) =
∫
Xop
∏
i 6=α,α+1
|di(x)|si · |dα+1(x)|sα+sα+1
∫
K2
∣∣d1(j2k∗−1 · x˜)∣∣sα dkdx
=
∫
Xop
∏
i 6=α,α+1
|di(x)|si · |dα+1(x)|sα+sα+1 · ω(2)(x˜; sα, 0)dx
By the definition of x˜, we see
d2(x˜) = dα−1(x)dα+1(x)−1,
and we obtain
Φ(s, ξ) =
∫
Xop
∏
i 6=α,α±1
|di(s)|si ·
∏
j=α±1
|dj(x)|sj+
sα
2 · ω(2)(x˜; sα,−sα
2
)dx.
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Proposition 3.3 Under the relation (1.20) of s and z, the function∏
1≤i<j≤n
(qzj − qzi+1)× Φ(s, ξ), (ξ ∈ S(K\X))
is holomorphic in Cn and Sn-invariant, hence it is an element of
C[q±z1 , . . . , q±zn ]Sn .
Proof. By the relation (1.20), Sn acts on variable s as follows. Let σα = (α α+1) ∈
Sn, 1 ≤ α ≤ n− 1, then it’s action on {si} is
σα(si) = si, unless i = α, α± 1,
σα(sα) = −sα − 4,
σ(sj) = sj + sα + 2 if j = α± 1. (3.6)
Set Dα = D0 ∪ Dα,1 ∪ Dα,2, where
D0 = {s ∈ Cn | Re(si) ≥ 0, (1 ≤ i ≤ n− 1)} ,
Dα,1 = σα(D0) =
s ∈ Cn
∣∣∣∣∣∣
Re(si) ≥ 0 for i ∈ [1, n− 1], i 6= α, α± 1
Re(sα) ≤ −4
Re(sα + sj + 2) ≥ 0 for j = α± 1 ∈ [1, n− 1]
 ,
Dα,2 =
s ∈ Cn
∣∣∣∣∣∣
Re(si) ≥ 0, for i ∈ [1, n− 1], i 6= α, α± 1,
−4 ≤ Re(sα) ≤ 0,
Re(sα/2 + sj) ≥ 0, for j = α± 1 ∈ [1, n− 1]
 . (3.7)
Then by definition, Φ(s; ξ) is holomorphic on D0. By Proposition 3.1, we see
(q
sα
2
+1 − q− sα2 )ω(x; sα,−sα
2
) = (q−
sα
2
−1 − q sα2 +2)ω(x;−sα − 4, sα
2
+ 2) ∈ C[q± sα2 ]〈σα〉.
(3.8)
Then (q
sα
2
+1 − q− sα2 )Φ(s; ξ) is holomorphic on Dα,1 by Lemma 3.2 and the action of σα
(cf. (3.6)), and also holomorphic on Dα,2, since ξ is compactly supported, hence it is
holomorphic on Dα and σα-invariant. Using z-variable, we may rewrite (3.8) as follows:
(qzα+1 − qzα+1)Φ(s, ξ) = (qzα − qzα+1+1)Φ(s, ξ). (3.9)
Hence ∏
1≤i<j≤n
(qzj − qzi+1)× Φ(s, ξ) (3.10)
is holomorphic for s ∈ C = ∪n−1i=1 Dα and Sn-invariant, hence it is holomorphic on Cn, that
is the convex hull of ∪σ∈Sn C. By the relation of s and z, the function (3.10) is holomorphic
for z ∈ Cn and Sn-invariant, hence it belongs to C[q±z1 , . . . , q±zn ]Sn .
Taking the characteristic function of K · x for x ∈ Xn as ξ, we obtain the following
theorem.
16
Theorem 3.4 Set
Ψ(x; z) = Gn(z) · ω(x; z), Gn(z) =
∏
1≤i<j≤n
(qzj − qzi+1), (3.11)
then Ψ(x; z) is holomorphic and Sn-invariant spherical function on X, thus
Ψ(x; z) ∈ C[q±z1 , . . . , q±zn ]Sn .
In consideration of Theorem 3.4, we modify the spherical Fourier transform F0 given
in (2.43), and obtain the following.
Theorem 3.5 Define the normalized spherical Fourier transform by
F : S(K\X) −→ C[q±z1 , . . . , q±zn ]Sn(= R, say)
ϕ 7−→ ϕ̂(z) =
∫
X
ϕ(x) ·Ψ(x−1; z)dx. (3.12)
Then F is an injective H(G,K)-module map, hence one has the commutative diagram
H(G,K) × S(K\X) ∗−→ S(K\X)yλz ∼ yF 	 yF
R × R −→ R,
(3.13)
where the upper ∗ is the action of H(G,K) on S(K\X), the lower arrow is the multipli-
cation in R, and λz is the Satake isomorphism defined in (1.21).
§4 Explicit formula for ω(x; z)
4.1. As for the explicit formula of ω(x; z), it suffices to determine at each representatives
of K-orbit in X, i.e. at each piα, α ∈ Λn(cf. (1.10)). We may apply the general expression
formula of spherical function on homogeneous spaces (cf. [H2, Prop.1.9], [H4, §2]). In the
present case the situation becomes simpler, since ω(x; z) has good functional equations
and Xop is a single B-orbit, and all the assumptions to apply the general expression
formula of ω(x; s) are satisfied: i.e. (i) X has only a finite numbers of B-orbits over the
algebraic closure of k; (ii) the relative invariants di(x), 1 ≤ i ≤ n are regular functions
on X and corresponding characters ψi generate the group X(B) of rational characters of
B defined over k; (iii) for y ∈ X\Xop, there exists a rational ψ ∈ X(B) whose restriction
to the identity component of the stabilizer By is not trivial.
For each α = (αi) ∈ Λn, we set
λα = (λi) ∈ Λ˜n by λi =
[
αi + 1
2
]
, (4.1)
17
where [ ] is the Gauss symbol. If α has an odd entry, odd entries appear in pairs. We
assume they are
α`1 , α`1+1, . . . , α`k , α`k+1, `1 < `2 < · · · < `k, (4.2)
and set
Iodd(α) = {`1, . . . , `k}, codd(α) = (1− q−1)k · q
∑
`∈Iodd(α) (n−2`+1). (4.3)
If α has no odd entry we say α is even, and set Iodd(α) = ∅ and codd(α) = 1 for convenience.
Only if α is even, piα is diagonal and λα =
α
2
. For λ ∈ Zn and z ∈ Cn, we denote by
〈λ, z〉 the sum ∑ni=1 λizi.
Theorem 4.1 (Explicit Formula) For any α ∈ Λn, one has
Ψ(piα; z) = ω(piα; z) ·Gn(z) (4.4)
=
(1− q−2)n · codd(α) · q〈λα, z0〉
wn(q−2)
∑
σ∈Sn
σ
 q〈λα, z〉∏
`∈Iodd(α)
(qz` − qz`+1+1)
∏
i<j
(qzi − qzj+1)(qzi − qzj−2)
qzi − qzj
 ,
where wn(t) =
∏n
i=1(1 − ti), Gn(z) =
∏
1≤i<j≤n (q
zj − qzi+1) (given in Theorem 3.4)
and z0 = (−n + 1,−n + 3, . . . , n − 1) ∈ Cn is the corresponding value in z-variable to
s = 0 ∈ Cn.
Proof. Applying [H2, Prop.1.9] to the present case, we obtain for generic z,
ω(x; z) =
1
Qn
∑
σ∈Sn
γ(σ(z))Γσ(z)
∫
U
|d(ν · x)|σ(s) dν, (4.5)
where U is the Iwahori subgroup associated with B, dν is the Haar measure on U , Qn
and γ(z) are determined by the group GLn(D) as follows, and Γσ(z) is determined by the
functional equation ω(x;σ(z)) = Γσ(z)ω(x; z). Thus we have
Qn =
∑
σ∈Sn
[UσU : U ]−1 =
wn(q
−2)
(1− q−2)n ,
γ(z) =
∏
1≤i<j≤n
1− qzi−zj−2
1− qzi−zj =
∏
i<j
qzj − qzi−2
qzj − qzi ,
Γσ(z) =
Gn(σ(z))
Gn(z)
, (by Theorem 3.4),
and (4.5) becomes
ω(x; z) =
(1− q−2)n
wn(q−2) ·Gn(z)
∑
σ∈Sn
σ
( ∏
1≤i<j≤n
(qzj − qzi+1)(qzj − qzi−2)
qzj − qzi δ(x; z)
)
,(4.6)
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where
δ(x; z) = δ(x; s) =
∫
U
|d(ν · x)|s dν. (4.7)
Hence the problem is reduced to the calculation of δ(x; z). Let j = jn ∈ K be the matrix
whose all the anti-diagonal entries are 1 and other entries are 0, and set pˇiα = j ·piα ∈ K ·piα
for each α ∈ Λn, and jz = (zn, zn−1, . . . , z1) for z ∈ Cn. We will prove the next proposition
in §4.2.
Proposition 4.2 For any α ∈ Λn, one has
δ(pˇiα; z) =
codd(α) · q〈λα, z0〉+〈λα, jz〉∏
`∈Iodd(α)(q
zn−`+1 − qzn−`+1) .
Admitting Proposition 4.2 for a while and substitute the result into (4.6). Then, for
any α ∈ Λn, we have
Ψ(piα; z) = ω(piα; z) ·Gn(z) = ω(pˇiα; z) ·Gn(z)
=
(1− q−2)n · codd(α) · q〈λα, z0〉
wn(q−2)
∑
σ∈Sn
σ
(
q〈λα, jz〉∏
`∈Iodd(α)(q
zn−`+1 − qzn−`+1)
∏
i<j
(qzj − qzi+1)(qzj − qzi−2)
qzj − qzi
)
=
(1− q−2)n · codd(α) · q〈λα, z0〉
wn(q−2)
∑
σ∈Sn
σ
(
q〈λα, z〉∏
`∈Iodd(α)(q
z` − qz`+1+1)
∏
i<j
(qzi − qzj+1)(qzi − qzj−2)
qzi − qzj
)
,
which completes the proof of Theorem 4.1.
Remark 4.3 When n = 2, the formulas in Theorem 4.1 coincide with those in Propo-
sition 3.1. For general n, we take the main term of spherical functions for each α ∈ Λn,
and set
Q(α; z) =
∑
σ∈Sn
σ
 q〈λα, z〉∏
`∈Iodd(α)
(qz` − qz`+1+1)
∏
i<j
(qzi − qzj+1)(qzi − qzj−2)
qzi − qzj
 . (4.8)
Then we see Q(α; z) is holomorphic for z ∈ Cn and linearly independent with respect
to α ∈ Λn (cf. Theorem 3.4, Theorem 3.5). Corresponding main term of the spherical
function on GLn(k) is a specialization of Hall-Littlewood polynomial
Q(λ; z) =
∑
σ∈Sn
σ
(
q〈λ, z〉
∏
i<j
qzi − qzj−1
qzi − qzj
)
, λ ∈ Λ˜n.
We note here that specializations of Hall-littlewood polynomials also appear in the main
term of spherical functions on alternating forms (Xn ⊂ GL2n(k)) as
Q(A)(λ; z) =
∑
σ∈Sn
σ
(
q〈λ, z〉
∏
i<j
qzi − qzj−2
qzi − qzj
)
, λ ∈ Λ˜n,
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and on unramified hermitian forms (Xn ⊂ GLn(k′), k′/k is unramified quadratic ) as
Q(H)(λ; z) =
∑
σ∈Sn
σ
(
q〈λ, z〉
∏
i<j
qzi + qzj−1
qzi − qzj
)
, λ ∈ Λ˜n,
(cf. [H2], [H4], [HS1], [M1]). In the present case, the shape of Q(α; z) is quite different
from them. For n = 2 and even α, Q(α; z) has a relation to Askey-Wilson polynomials,
for mode details, see Remark 5.9.
4.2. In this subsection we prove Proposition 4.2. We decompose U = (U ∩B)U1 with
U1 =
ν ∈ GLn(O)
∣∣∣∣∣∣
νii = 1 for 1 ≤ i ≤ n
νij = 0 for 1 ≤ j < i ≤ n
νij ∈ P for 1 ≤ i < j ≤ n
 .
Since |d(ν · x)|s = |d(x)|s for ν ∈ U ∩B, we see δ(x; s) = ∫
U1
|d(ν · x)|s dν. We have only
to consider pˇiα for α ∈ Λ+n , since
δ(pˇiα+(2e); z) = qe(s1+2s2+···+nsn)δ(pˇiα; s) = qe(z1+···+zn)δ(pˇiα; z), e ∈ Z.
Lemma 4.4 Let α = (αi) ∈ Λ+n and 1 ≤ i ≤ n, and assume (αn−i+2, αn−i+3, . . . , αn) ∈
Λ+i−1 if i > 1. For ν ∈ U1, denote by c(i, j) the (i, j)-entry of ν · pˇiα.
(1) If αn−i+1 is even, say 2t, then c(i, i) ∈ pito× and c(i, j) ∈ P2t+2 for 1 ≤ j < i.
(2) Assume αn−i+1 = αn−i are odd, say 2e− 1. Then
c(i, i) ∈ pieTrd(u) + Pe+1 where uΠ ∈ P is the (i, i+ 1)-entry of ν,
c(i, i+ 1) ∈ −Π2e−1 + P2e+1, c(i+ 1, i) ∈ Πe + Pe+1,
and c(i, j), c(i+ 1, j) ∈ P2e+1 for 1 ≤ j ≤ i− 1;
in particular,
(
c(i, i) c(i, i+ 1)
c(i+ 1, i) c(i+ 1, i+ 1)
)
≡
(
pieTrd(u) −Π2e−1
Π2e−1 0
)
(mod P2e+1),
where Trd(u) ∈ o is the reduced trace of u ∈ O
Proof. We see the results by a direct calculation of νpˇiα× ν∗, where we notice that
diagonal entries belong to k.
Lemma 4.5 Let α = (αi) ∈ Λ+n and m ≤ n, and assume β = (αn−m+1, αn−m+2, . . . , αn) ∈
Λ+m. Then for any ν ∈ U1,
Nrd((ν · pˇiα)(m)) = Nrd(pˇiβ), vpi(dm(ν · pˇiα)) = vpi(dm(pˇiα)) = 1
2
|β|
where vpi( ) is the additive value on k.
Proof. By using Lemma 4.4 consecutively for i ≥ 1, we see for ν ∈ U1,
dm(ν · pˇiα)2 = Nrd((pˇiα)(m)) = Nrd(pˇiβ) and vpi(dm(ν · pˇiα)) = 1
2
|β| .
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Proposition 4.6 If α is even, then λα =
1
2
α and one has
δ(pˇiα; z) = q〈λα, jz〉+〈λα, z0〉.
Proof. Assume α be even and write λ = 1
2
α = (λi). Since we may apply Lemma 4.5
for every m, we have
δ(pˇiα; z) =
n∏
i=1
|di(pˇiα)|si =
n∏
i=1
q−(λn+λn−1+···+λn−i+1)si
=
n∏
i=1
q−λi(sn−i+1+···+sn−1+sn) = q
∑
i(λi(zn−i+1−n+2i−1
= q〈λ, jz〉+〈λ, z0〉.
In the rest of this subsection, we consider the case α has odd entries. We may regard
Nrd and Trd as mappings O/P2` −→ o/p`. Then Trd is onto (q3` : 1)-homomorphism, and
vpi(Nrd(u)) = r if and only if u ∈ ΠrO×/P2`.
Lemma 4.7 Let α = (γ, β) ∈ Λ+n and β ∈ Λ+m and assume β1 = β2 = 2e − 1. For each
ν ∈ U1, denote by cν the (m,m)-entry of the inverse of m×m-block of ν · pˇiα. Then one
has
vpi(dm−1(ν · pˇiα)) = 1
2
|β|+ vpi(cν), (4.9)
vol({ν ∈ U1 | vpi(cν) = r}) = (1− q−1)q−r−e+1, for r ≥ −e+ 1, (4.10)
which depends only on the choice of first m rows of ν.
Proof. By (3.5), Lemma 4.5 and the fact cν ∈ k, we have
dm−1(ν · pˇiα)2 = Nrd((ν · pˇiα)(m−1)) = Nrd((ν · pˇiα)(m))Nrd(cν) = Nrd(pˇiβ)Nrd(cν),
which gives the identity (4.9). We decompose ν ∈ U1 = U1(n) as
ν =
(
ν1 ν1w
0 ν2
)
, ν1 ∈ U1(m), ν2 ∈ U1(n−m), w ∈Mm,n−m(P),
then
(ν · pˇiα)(m) = ν1(pˇiβ + w · pˇiγ)ν∗1 . (4.11)
For the simplicity of notation, we set β = (bm, bm−1, . . . , b1), where 2e− 1 = bm = bm−1(=
b, say) by the assumption. M = pˇiβ + w · pˇiγ ∈ Xm can be decomposed as follows
M = M1 ×M2,
M1 = Diag(Π
b1u1, . . . , Π
bm−2um−2,−Πbu∗, uΠb), ui, u ∈ O×, (4.12)
and M2 ∈ Km is congruent modulo P2 to the matrix which has diagonal entry 1 associated
to even bi and diagonal block H1 associated to an odd pair bi, bi+1 and all the other
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entries are 0, where H1 =
(
0 1
1 0
)
. For example, if β = (3, 3, 1, 1, 0, 0, 0) ∈ Λ7 then
M2 ≡
13 0 00 H1 0
0 0 H1
 (mod P2). Since any entry of w · pˇiγ belongs to Pb+2, we see
(the lowest two rows of M−1) ≡
(
0 · · · 0 0 Π−bu−1
0 · · · 0 −u∗−1Π−b 0
)
(mod P−b+2).(4.13)
Denote by Πv∗ the (m− 1,m)-entry of ν1 ∈ U1(m), where v ∈ O. Then by (4.13), we see
cν = (x1, x2, . . . , xm−2,−u∗−1Π−b + xm−1, vΠ−b+1u−1 + xm)

y1
...
ym−2
−Πv∗
1

≡ −u∗−1Π−b+1v∗ + vΠ−b+1u−1 ≡ pi−eTrd(vu−1) (mod P−b+2),
where x1, . . . , xm−2 ∈ P−b+1, xm−1, xm ∈ P−b+3, y1, . . . , ym−2 ∈ P , they determined by ν1
and w, and the above column vector is the m-th column of ν1. Since cν ∈ k, we may write
cν = pi
−e+1(Trd(vu−1) + piz), z ∈ o.
Here z is determined by α and w and ν1 except the (m − 1,m)-entry Πv∗, and u ∈ O×
(cf. (4.12)). Hence vpi(cν) ≥ −e + 1, which is determined by the choice of v ∈ O and
independent of the choice of ν2. For r ≥ −e+ 1,
vol({ν ∈ U1 | vpi(cν) = r}) = vol
{
v ∈ O ∣∣ Trd(v) ∈ pir−e+1o×}
= q−4`]
{
u ∈ O/P2` ∣∣ Trd(u) ∈ pir+e−1o×/p`}
= q−r−e+1(1− q−1).
Now, we assume α is has odd entries and set Iodd(α) = {`1, . . . , `k} (cf. (4.3)) and
`j = 2ej − 1. For m = n − `j, 1 ≤ j ≤ k, we use Lemma 4.7, and for other m, we may
use Lemma 4.5. Then we obtain
δ(pˇiα; z) =
∏
m6=n−`j
q−
1
2
(αn−m+1+···+αn)sm
×
k∏
j=1
∑
rj≥−ej+1
(1− q−1)q−(rj+ej−1)q− 12 (α`j+α`j+1+···+αn)+rj)sn−`j
=
∏
m6=n−`j
q
1
2
(αn−m+1+···+αn)sm ×
k∏
j=1
1− q−1
1− q−1−sn−`j · q
− 1
2
(1+α`j+1+α`j+2+···+αn)sn−`j
(α`j = α`j+1 = 2ej − 1)
=
n∏
m=1
q−
1
2
αi(sn−i+1+···+sn) ×
k∏
j=1
(1− q−1)q 12 (zn−`j−zn−`j+1+2)
1− qzn−`−j−zn−`j+1+1
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=
n∏
m=1
q
1
2
αi(zn−i+1−n+2i−1) ×
k∏
j=1
(1− q−1)q 12 (zn−`j+zn−`j+1)+1
qzn−`j+1 − qzn−`j+1
=
n∏
m=1
q〈α2 , z0〉 ×
{
n∏
i=1
q
1
2
αizn−i+1
k∏
j=1
q
1
2
(zn−`j+zn−`j+1)
}
×
k∏
j=1
(1− q−1)q
(qzn−`j+1 − qzn−`j+1)
= q〈λ, z0〉−
1
2
∑k
j=1(−n+2`j−1)+(−n+2(`j+1)−1) · q〈λ, jz〉 ×
k∏
j=1
(1− q−1)q
(qzn−`j+1 − qzn−`j+1)
= (1− q−1)kq
∑k
j=1(n−2`j+1) ×
 ∏
`∈Iodd(α)
(qzn−`+1 − qzn−`+1)

−1
× q〈λ, z0〉+〈λ, jz〉
where λ = λα, and the constant before × is equal to codd(α), and we have proved Propo-
sition 4.2.
§5 Schwartz space S(K\X)
5.1. In this subsection, we study H(G,K)-module structure of S(K\X) through the
spherical transform F , so we recall Theorem 3.5 and the commutative diagram (3.13). For
each α ∈ Λn, we denote by ϕα ∈ S(K\X) the characteristic function of K ·piα and ϕˇ(x) =
ϕ(x−1) for ϕ ∈ S(K\X). Then F (ϕˇα) = vol(K · piα)Ψ(piα; z) ≡ Ψ(piα; z), where ≡ means
≡ (modR×) in this subsection. The image F (S(K\X)) = 〈Ψ(piα; z) : α ∈ Λn〉C is an ideal
of R = C[q±z1 , . . . , q±zn ]Sn , which is isomorphic to H(G,K) by Satake isomorphism.
To make sure of it, we note the results for n = 1, 2, which is easily seen by definition
of spherical function for n = 1 and Proposition 3.1 for n = 2.
Proposition 5.1 Assume n = 1 or 2. Then the spherical transform F : S(K\X)) −→ R
is an H(G,K)-module isomorphism, and S(K\X) is generated as an H(G,K)-module by
ϕ0 for n = 1 and ϕ(1,1) for n = 2.
As a corollary we see the following, which can be proved similarly, much easily, to
Proposition 5.7.
Proposition 5.2 Assume n = 1 or 2. Then any spherical function on X is a constant
multiple of Ψ(x; z0) for some z0 ∈ Cn/Sn.
In the rest of this subsection, we consider the case n ≥ 3. For simplicity of notation,
we set xi = q
zi , 1 ≤ i ≤ n and denote by si(n) the fundamental symmetric polynomial in
x1, . . . , xn, for 1 ≤ i ≤ n. Then
R = C[x±11 , . . . , x±1n ]Sn = C[s1(n), . . . , sn(n), sn(n)−1] = R0[sn(n)−1], (5.1)
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where R0 = C[s1(n), . . . , sn(n)]. We denote by J the ideal of R0 generated by the subset
{Ψ(piα; z) | α ∈ Λn, αn = 0,−1} of R0. Then, since Ψ(piα+(2e); z) = sn(n)eΨ(piα; z) for
e ∈ Z, we see that F (S(K\X)) = J⊗R0R.
For a (fixed) rational function c(x) of x1, . . . , xn and µ ∈ Zn, we define
P (c(x), µ;x) =
∑
σ∈Sn
σ(xµ11 · · ·xµnn · c(x)) ∈ C(x1, . . . , xn)Sn , (5.2)
where Sn acts on x1, . . . , xn by permutation of indices.
Lemma 5.3 For any λ ∈ Λ˜n with λn ≥ 0, the rational function P (c(x), λ;x) belongs to
the R0-module generated by the set {P (c(x), µ;x) | µ ∈ Σn}, where Σn =
{µ = (µi) ∈ Zn | 0 ≤ µi ≤ n− 1}.
Proof. Since si(n + 1) = si(n) + si−1(n)xn+1, we have the following by induction
on n.
xr` =
∑`
i=1
(−1)i−1si(n)xr−i` , (1 ≤ ` ≤ n), if r ≥ n. (5.3)
For each λ ∈ Λ˜n, we set λ(`,i) = (λ1, . . . , λ`−1, λ` − i, λ`+1, . . . , λn) ∈ Zn. Then, by (5.3),
we have
P (c(x), λ;x) =
n∑
i=1
(−1)isi(n)P (c(x), λ(`,i);x), if λ` ≥ n. (5.4)
Taking this procedure for every ` with λ` ≥ n, we have the result.
By computer calculation, it is possible to express symmetric polynomials in terms of
si(n), 1 ≤ i ≤ n, if the variable n and degrees of polynomials are small. The author owes
Satoshi Murai for a program using Macaulay2([Mac2]), which worked well for size n ≤ 4.
Further it is possible to check for a polynomial whether it is contained in a fixed ideal of
R0 or not, by Macaulay2. Thus we have a following proposition.
Proposition 5.4 Assume n = 3.
(1) F (S(K\X)) is a non-principal ideal of R generated by Ψ(13; z) ≡ s1s2 − q2(q−2 +
q−1 + 1)2s3 and Ψ(pi(0,−1,−1); z) ≡ s21 − q2(q−2 + q−1 + 1)2s2, where si = si(3), 1 ≤ i ≤ 3.
(2) The H(G,K)-module S(K\X) is not monomial and generated by ϕ0 and ϕ(1,1,0).
Proof. (1) In consideration of the explicit formula of Ψ(piα; z) (Theorem 4.1), we
set
c3(x) =
∏
1≤i<j≤3
(xi − qxj)(xi − q−2xj)
xi − xj ,
P1(a, b;x) = P (c3(x), (a, b, 0);x) ≡ Ψ(pi(2a,2b,0); z),
P2(a;x) = P (
c3(x)
x2 − qx3 , (a, 0, 0);x) ≡ Ψ(pi
(2a,−1,−1); z),
P3(a;x) = P (
c3(x)
x1 − qx2 , (a, a, 0);x) ≡ Ψ(pi
(2a−1,2a−1,0); z). (5.5)
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Then J is generated by the set {P1(a, b;x) | a ≥ b ≥ 0}∪{P2(a;x) | a ≥ 0}∪{P3(a;x) | a ≥ 1}.
Let J0 be the ideal of R0 generated P1(0, 0;x) ≡ Ψ(pi(0,0,0); z) = Ψ(13; z) and P2(0;x) ≡
Ψ(pi(0,−1,−1); z), where their values are calculated as above. We may check by computer
that the set {P1(a, b;x) | a, b = 0, 1, 2} ∪ {P2(a;x) | a = 1, 2} ∪ {P3(a;x) | a = 1, 2} is
contained in J0, which brings J = J0 by Lemma 5.3. As for P3, the above set is enough,
since we may use x31x
3
2 = s2x
2
1x
2
2 − s1s3x1x2 + s23 instead of (5.3).
(2) Since F is an injective H(G,K)-module map and F (ϕˇα) ≡ Ψ(piα; z), we see S(K\X)
is generated by ϕˇ0 = ϕ0 and ϕˇ(0,−1,−1) = ϕ(1,1,0).
Remark 5.5 In the above, since any polynomial in {P1(a, b;x) | 0 ≤ a < b ≤ 2} is not
combined with Ψ(piα; z), α ∈ Λ3, it is not assured to be contained even in J . Fortunately,
it is contained in J0.
In the similar way to size 3, we obtain the following result for size 4. We have to
consider 5 types of polynomials associated with Ψ(piα; z) according to the location of odd
entries of α ∈ Λ4(cf. Theorem 4.1). Then, by Lemma 5.3, it is enough to verify a certain
finite set of polynomials. In this case, as with the case of size 3, some polynomials are
not combined with Ψ(piα; z), but they are contained in the ideal fortunately.
Proposition 5.6 Assume n = 4.
(1) F (S(K\X)) is a non-principal ideal of R generated by two elements
Ψ(14; z) ≡ s1s2s3 − q2(q−2 + q−1 + 1)2s21s4
−q2(q−2 + q−1 + 1)2s23 + q3(q−2 + 1)(q−1 + 1)4s2s4,
Ψ(pi(−1,−1,−1,−1); z) ≡ s22 − q(q−2 + q−1 + 1)s1s3 + q3(q−2 + 1)2(q−2 + q−1 + 1)s4,
where si = si(4), 1 ≤ i ≤ 4.
(2) The H(G,K)-module S(K\X) is not monomial and generated by ϕ0 and ϕ(1,1,1,1).
As a corollary of Propositions 5.4 and 5.6, we have the following.
Proposition 5.7 Assume n = 3, 4, and set β = (1, 1, 0) for n = 3 and β = (1, 1, 1, 1) for
n = 4. If Ψ(1n; z0) 6= 0 and Ψ(piβ; z0) 6= 0, then any spherical function on X corresponding
to z0 is a constant multiple of Ψ(x; z0).
Proof. Any spherical function is associated with some z0 ∈ Cn by its eigenvalue
(cf. the comment at the end of §3). We introduce the pairing on S(K\X) × C∞(K\X)
by
〈ϕ, Φ〉 =
∫
X
ϕ(x)Φ(x)dx, ϕ ∈ S(K\X), Φ ∈ C∞(K\X) (5.6)
where dx is the G-invariant measure. Then it satisfies for any f ∈ H(G,K),
〈f ∗ ϕ, Φ〉 = 〈ϕ, fˇ ∗ Φ〉 , fˇ(g) = f(g−1). (5.7)
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Assume Φ is a spherical function on X corresponding to z0 which satisfies the assumption
above. Denote ϕ0 = ϕ0 and ϕ1 = ϕβ. Then for any f ∈ H(G,K) and i = 0, 1, one has
by (5.6) and (5.7)
〈f ∗ ϕi, Φ〉 = λz0(fˇ) 〈ϕi, Φ〉 ,
〈f ∗ ϕi, Ψ( ; z0)〉 = λz0(fˇ) 〈ϕi, Ψ( ; z0)〉 ,
thus
〈f ∗ ϕi, Φ〉 = 〈ϕi, Φ〉〈ϕi, Ψ( ; z0)〉 〈f ∗ ϕi, Ψ( ; z0)〉 , f ∈ H(G,K), i = 0, 1. (5.8)
On the other hand, by the commutative diagram (3.13), there is some gi ∈ H(G,K), i =
0, 1 such that
λz(g1)F (ϕ0) = λz(g0)F (ϕ1) 6= 0
thus it holds
g1 ∗ ϕ0 = g0 ∗ ϕ1( 6= 0). (5.9)
Substituting (5.9) into (5.8) for i = 0, 1, one sees
cΦ :=
〈ϕ0, Φ〉
〈ϕ0, Ψ( ; z0)〉 =
〈ϕ1, Φ〉
〈ϕ1, Ψ( ; z0)〉(6= 0)
Then, since S(K\X) = H(G,K) ∗ ϕ0 +H(G,K) ∗ ϕ1, we have
〈ϕ, Φ〉 = cΦ 〈ϕ, Ψ( ; z0)〉 = 〈ϕ, cΦΨ( ; z0)〉 , ϕ ∈ S(K\X),
which yields Φ(x) = cΦΨ(x; z0) in C∞(K\X) as required.
Remark 5.8 It is expected that, for general size n ≥ 5, the H(G,K)-module S(K\X) is
not monomial and generated by ϕ0 and ϕβ, where β = (1, . . . , 1) or (1, . . . , 1, 0) according
to the parity of n. In other words, it is expected that the ideal F (S(K\X)) of R is not
principal and generated by Ψ(pi0; z) = Ψ(1n; z) and Ψ(pi
β′ ; z) where β′ = (−1, . . . ,−1)
or (0,−1, . . . ,−1). If this is true for n, then the parallel result for n to Proposition 5.7
holds.
5.2. We introduce the Plancherel formula for size 2 proved by Y. Komori. Throughout
of this subsection we only consider the case of size 2, hence X ⊂ G = GL2(D).
5.2.1 Since Gn-invariant measure dx on Xn of size n is determined up to constant by the
differential form
∧ni=1dxii ∧ ∧1≤i<j≤n dxij
|Nrd(x)|
2n−1
n
, (x = (xij), xii ∈ k, xij ∈ D), (5.10)
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volume v(K · piα) of size 2 is a constant multiple of q 32 |α|/µ(piα, piα), and by Theorem 2.2
we have
µ(piα, piα) =

q6λ1(1 + q−1)(1− q−2) if α = (2λ1, 2λ1)
qλ1+5λ2(1 + q−1)2 if α = (2λ1, 2λ2), λ1 > λ2
q6e−2(1− q−4) if α = (2e− 1, 2e− 1).
(5.11)
We normalize dx as v(K ·1n) = 1. Then, for the characteristic function ϕα ofK ·piα, α ∈ Λ2
and ϕˇα(x) = ϕα(x
−1), we see∫
X
ϕˇα(x)ϕˇβ(x)dx = δα,β × v(K · pi(−α2,−α1)) = δα,β × v(K · piα)
= δα,β ×

1 if α1 = α2 ∈ 2Z
q2(λ1−λ2)(1− q−1) if α = (2λ1, 2λ2), λ1 > λ2
q−1(1 + q−1)
1 + q−2
if α1 = α2 /∈ 2Z
 . (5.12)
On the other hand, by definition of F (Theorem 3.5) and Proposition 3.1, we have
F (ϕˇα) = v(K · piα) Ψ(piα; z) = v(K · piα)ω(piα; z)(qz2 − qz1+1)
=

1
1+q−2 Qλ(z) if α = 2λ, λ1 = λ2,
qλ1−λ2(1− q−1)
1 + q−2
Qλ(z) if α = 2λ, λ1 > λ2,
1− q−2
1 + q−2
qe(z1+z2) if α = (2e− 1, 2e− 1).
(5.13)
where
Qλ(z) = (q
z1 + qz2)
∑
σ∈S2
σ
(
qλ1z1+λ2z2
(1− qz2−z1+1)(1− qz2−z1−2)
1− q2(z2−z1)
)
. (5.14)
5.2.2 Fix ui as 0 < ui < 1, i = 1, 2 and set
H`(y) =
∑
σ∈S2
σ
(
q−`y
(1− u1q2y)(1− u2q2y)
1− q2y
)
, (5.15)
w(y) =
1− q2y
(1− u1q2y)(1− u2q2y) ·
1− q−2y
(1− u1q−2y)(1− u2q−2y) . (5.16)
Take U =
{
y =
√−1t ∣∣ 0 ≤ t ≤ 2pi log q} and a (suitably normalized) measure dy on U ,
one has ∫
U
H`(y)Hm(y)w(y)dy =

(1− u1u2) (` = m = 1),
1 (` = m > 1),
0 (` 6= m),
(5.17)
∫
U
H`(y)w(y)dy = 0 (` ≥ 1), (5.18)∫
U
w(y)dy =
1
(1 + u1)(1 + u2)(1− u1u2) , (5.19)
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where Hm(y) is the complex conjugate of Hm(y). As for (5.19), we calculate the integral
1
2pi
√−1
∫
|Y |=1
1− Y −2
(1− u1Y −2)(1− u2Y −2) ·
1− Y 2
(1− u1Y 2)(1− u2Y 2)
dY
Y
=
2
(1 + u1)(1 + u2)(1− u1u2) .
Remark 5.9 {Hm} essentially coincides with a special case of the Hall-Littlewood limit
of the Askey-Wilson polynomials [KS], that is, the limit q → 0 in the context of q-
orthogonal polynomials. This follows from the fact that the Hall-Littlewood limit of the
Askey-Wilson polynomials satisfies the orthogonal conditions (5.23) and (5.24) and that
such polynomials with the leading terms Y m are unique.
Set x = z2+z1
2
, y = z2−z1
2
and u1 = q, u2 = q
−2, then for λ = (λ1, λ2) ∈ Λ˜2, we have
Qλ(z) = q
(λ1+λ2+1)x(qy + q−y)
∑
σ∈S2
σ
(
q−(λ1−λ2)y
(1− u1q2y)(1− u2q2y)
1− q4y
)
= q(|λ|+1)x
∑
σ∈S2
σ
(
q−(λ1−λ2+1)y
(1− u1q2y)(1− u2q2y)
1− q2y
)
= q(|λ|+1)xHλ1−λ2+1(y), (5.20)
where we set |λ| = λ1 + λ2. For e ∈ Z, we define
Re(x, y) := q
(e+1)(z1+z2) = q2(e+1)x. (5.21)
Now, for a while, we consider u1, u2 are independent of q and still keep the condition
0 < u1, u2 < 1. We set T =
{
x =
√−1t ∣∣ 0 ≤ t ≤ 2pi log q} and U = {y = √−1t ∣∣ 0 ≤ t ≤ 2pi log q},
and define the inner product on C[qx, q−x, qy + q−y] by
〈f, g〉 =
∫
T
dx
∫
U
fgw(y)dy. (5.22)
Then we see, (cf. (5.17) also)
〈Re, Re′〉 = 0, for e, e′ ∈ Z, e 6= e′, (5.23)
〈Qλ, Qµ〉 = 0, for λ, µ ∈ Λ˜2, λ 6= µ. (5.24)
If |λ| = λ1 +λ2 is even, by the integral with respect to x, we see 〈Qλ, He〉 = 0. Assume |λ|
is odd. Then 〈Qλ, He〉 = 0 unless |λ| = 2e+ 1. When |λ| = 2e+ 1, λ1− λ2 = 2n− 1 > 0,
and Qλ(x, y) = q
(|λ|+1)xH2n(y). Then 〈Qλ, Re〉 = 0 by (5.18).
We have to consider the case u1 = q and u2 = q
−2. We fix u2 = q−2 and change u1
continuously from 0 < u1 < 1 to q. When 0 < u1 < 1, the poles of w(y) are, written by
variable Y = qy,
Y = ±√u1,±√u2 = ±q−1 within |Y | < 1, (5.25)
Y = ±
√
u−11 ,±
√
u−12 = ±q outside of |Y | = 1. (5.26)
According to the change of u1, we change the integration path |Y | = 1 as the path does
not change the way around these poles (cf. Figures 1,2).
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q−1 q−q−1−q
√
u1
√
u1
−1−√u1−√u1−1
Figure 1: the case 0 < u1 < 1
q−1 q−q−1−q
√
q−1
√
q−√q−1−√q
Figure 2: the case u1 = q > 1
5.2.3 We calculate the norm 〈F (ϕˇα), F (ϕˇα)〉 by using (5.13), (5.17), (5.19), and (5.20).
When α = (2e, 2e),
〈F (ϕˇα), F (ϕˇα)〉 = (1− q
−1)
(1 + q−2)2
, (v(K · piα) = 1); (5.27)
when α = 2λ, λ1 > λ2, the value is
q2(λ1−λ2)(1− q−1)2
(1 + q−2)2
= v(K · piα)× 1− q
−1
(1 + q−2)2
; (5.28)
when α = (2e− 1, 2e− 1), the value is
(1− q−2)2
(1 + q−2)2(1 + q)(1 + q−2)(1− q−1) =
q−1(1− q−2)
(1 + q−2)3
= v(K · piα)× 1− q
−1
(1 + q−2)2
. (5.29)
By comparison with (5.12), we normalize the inner product (5.22) by multiplying (1 +
q−2)2/(1− q−1) and keep the notation, then we obtain∫
X
ϕˇα(x)ϕˇβ(x)dx = 〈F (ϕˇα), F (ϕˇβ)〉 , (α, β ∈ Λ2). (5.30)
Thus we have the Plancherel formula as following.
Theorem 5.10 (Plancherel Formula) Define the inner product on C[qx, q−x, qy + q−y] by
〈f, g〉 =
∫
T
dx
∫
U
fgw(y)dy, (5.31)
where
x =
z2 + z1
2
, y =
z2 − z1
2
, T =
{
x =
√−1t ∣∣ 0 ≤ t ≤ 2pi log q} ,
U is the set indicated in Figure 2,
∫
T×U
dxdy =
(1 + q−2)2
2(1− q−1) ,
w(y) =
1− q2y
(1− q2y+1)(1− q2y−2) ·
1− q−2y
(1− q−2y+1)(1− q−2y−2) .
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Then, for any ϕ, ψ ∈ S(K\X), the following identity holds:∫
X
ϕ(x)ψ(x)dx = 〈F (ϕ), F (ψ)〉 . (5.32)
As a corollary of Plancherel formula, we have
Corollary 5.11 (Inversion Formula) For any ϕ ∈ S(K\X), the following identity holds:
ϕ(x) =
1
v(K · x) 〈F (ϕ), F (chx)〉 , (x ∈ X),
where chx is the characteristic function of K · x in S(K\X).
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