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Résumé
Le stockage et la gestion de données sont des questions centrales en infor-
matique. La structuration sous forme d’arbres est devenue la norme (XML,
JSON). Pour en assurer la pérennité et l’échange efficace des données, il est
nécessaire d’identifier de nouveaux mécanismes de transformations automati-
sables.
Nous nous concentrons sur l’étude de transformations d’arbres en mots
représentées par des machines à états finies. Nous définissons les transducteurs
séquentiels d’arbres en mots ne pouvant utiliser qu’une et unique fois chaque
nœud de l’arbre d’entrée pour décider de la production.
En réduisant le problème d’équivalence des transducteurs séquentiels à
celui des morphismes appliqués à des grammaires algébriques (Plandowski,
95), nous prouvons qu’il est décidable en temps polynomial.
Cette thèse introduit la notion de transducteur travailleur, forme norma-
lisée de transducteurs séquentiels, cherchant à produire la sortie le «plus tôt
possible» dans la transduction. A l’aide d’un algorithme de normalisation et
de minimisation, nous prouvons qu’il existe un représentant canonique, unique
transducteur travailleur minimal, pour chaque transduction de notre classe.
La décision de l’existence d’un transducteur séquentiel représentant un
échantillon, i.e. paires d’entrées et sorties d’une transformation, est prouvée
NP-difficile. Nous proposons un algorithme d’apprentissage produisant à par-
tir d’un échantillon le transducteur canonique le représentant, ou échouant, le
tout en restant polynomial. Cet algorithme se base sur des techniques d’infé-
rence grammaticales et sur l’adaptation du théorème de Myhill-Nerode.
Titre : Normalisation et Apprentissage de Transductions d’Arbres en Mots
Abstract
Storage, management and sharing of data are central issues in computer
science. Structuring data in trees has become a standard (XML, JSON). To
ensure preservation and quick exchange of data, one must identify new me-
chanisms to automatize such transformations.
We focus on the study of tree to words transformations represented by
finite state machines. We define sequential tree to words transducers, that use
each node of the input tree exactly once to produce an output.
Using reduction to the equivalence problem of morphisms applied to context-
free grammars (Plandowski, 95), we prove that equivalence of sequential trans-
ducers is decidable in polynomial time.
We introduce the concept of earliest transducer, sequential transducers
normal form, which aim to produce output "as soon as possible" during the
transduction. Using normalization and minimization algorithms, we prove the
existence of a canonical transducer, unique, minimal and earliest, for each
transduction of our class.
Deciding the existence of a transducer representing a sample, i.e. pairs of
input and output of a transformation, is proved NP-hard. Thus, we propose a
learning algorithm that generate a canonical transducer from a sample, or fail,
while remaining polynomial. This algorithm is based on grammatical inference
techniques and the adaptation of a Myhill-Nerode theorem.
Title : Normalization and Learning of Tree to Words Transductions
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Introduction
De tout temps, le stockage, la gestion et l’échange de données sont des
questions centrales en informatique, plus encore de nos jours, la quantité de
données devenant de plus en plus importante et partagée entre différents ser-
vices. La structuration des données participe énormément à ces défis. Elle
permet par exemple d’intégrer une certaine sémantique absolument néces-
saire pour l’échange, d’effectuer plus efficacement des traitements comme des
requêtes ou des transformations. Les arbres de données sont une telle représen-
tation structurée des informations. Mon travail de thèse est une contribution
à l’étude de ces arbres de données et particulièrement leurs transformations.
Une question centrale que j’aborde consiste en la définition d’algorithmes d’ap-
prentissage de ces programmes de transformations, que je représente sous la
forme de machines à états finis : les transducteurs.
Arbres de données
Les arbres de données permettent d’apporter une structure à des données
textuelles. Ces arbres sont composés de nœuds étiquetés par des symboles
issus d’un alphabet fini. Les valeurs textuelles se retrouvent au niveau du
feuillage de l’arbre ou dans ses nœuds internes sous forme d’attributs. Elles
sont composés à partir d’un alphabet fini, comme par exemple celui de l’ASCII
ou de l’unicode, mais ne sont pas bornées en taille.
Certains modèles existants, tels que le xml (recommandation du W3C)
ou JSON (JavaScript Object Notation), cherchent à homogénéiser le format
des données des documents structurés sous forme d’arbre en proposant une
syntaxe permettant de les représenter. Que ce soit sous forme d’arbres d’arité
non bornée, ordonnés, associés à des champs textuels et des enregistrements
pour le xml, ou d’arbres d’arité bornée et d’ensembles d’enregistrements non
bornés ni ordonnés pour ce qui est de JSON, le but reste de spécifier une
syntaxe en limitant le moins possible la sémantique que l’utilisateur souhaite
associer à la structure.
Certains formats de données qui en découlent limitent le choix des éti-
quettes de nœuds utilisables dans la structure. Ces étiquettes (les balises)
doivent appartenir à un ensemble fini et fixé et portent chacune une séman-
tique forte. C’est le cas de fichiers html ou des méta-données contenues dans
certains document issus de logiciels de traitement de texte. Les arbres de
données peuvent se trouver également dans les bases de données, ou encore
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dans le «Cloud computing», où même si parfois ils partagent des syntaxes
proches, peuvent être utilisés dans des domaines totalement différents avec
des sémantiques qui leurs sont propres. Que ce soit pour l’échange, la mise
en relation ou la sélection de données, il devient de plus en plus nécessaire,
au delà des modifications automatiques de texte, comme pouvait le permettre
des programmes tels que Perl, d’identifier de nouveaux mécanismes de trans-
formation basés sur la structure. Il est surtout intéressant de voir jusqu’où les
méta-données contenues dans la structure même jouent un rôle dans le choix
des transformations à effectuer.
Transformations
Pour cela, il faut dans un premier temps se demander quel type de trans-
formation nous intéresse. Il existe déjà plusieurs moyens de transformer des
arbres de données, que ce soit pour une tâche spécifique ou comme le per-
met le langage xslt, une représentation des transformations dans le sens le
plus large du terme. Le langage de programmation xslt (Clark, 1999), pour
«eXtensible Stylesheet Language Transformations», est un langage défini au
sein de la recommandation xsl du consortium W3C. Il permet de transfor-
mer des arbres de données, représentés par un ou plusieurs xml, en données
de différents types, xml, textuels ou même binaires. Il est lui même repré-
senté sous la forme d’un arbre de données dont certaines étiquettes de noeuds
spécifient les fonctions de transformation à appliquer. Cette application passe
par la sélection de noeuds à transformer à l’aide de requêtes xpath (Clark
et DeRose, 1999). Ces requêtes permettent la sélection de noeuds dans un
arbre de données à l’aide d’opérations primitives de déplacement dans la fi-
liation de l’arbre. Une grande expressivité se faisant souvent au détriment de
la complexité, xslt est un programme Turing-complet (Kepser, 2004; Onder
et Bayram, 2006). Pour pouvoir étudier théoriquement et se diriger vers un
possible apprentissage, Il est nécessaire d’en introduire des sous classes, moins
expressives.
L’intérêt d’un arbre de données étant de structurer des informations pour
en simplifier la recherche et l’utilisation, il n’est pas surprenant qu’une des
fonctions les plus utilisées dans le langage xslt soit la fonction «xsl ∶ value − of »
retournant l’ensemble des valeurs textuelles contenues dans les feuilles des
sous-arbres traités. Par exemple, comme l’illustre la figure 1, cherchons à récu-
pérer le nom et prénom du premier contact contenu dans un carnet d’adresse
sous format xml, pour un futur affichage dans un document html . Cela














Figure 1 – Exemple de transformation xslt basique
Seule la structure de l’arbre importe ici pour décider du traitement à effec-
tuer sur les feuilles. De ce fait, les valeurs textuelles pourraient être abstraites
sous la forme de balises dédiées ne servant qu’à les identifier, et permettre leur
réutilisation dans la sortie.
Toutefois, la structure interne n’est pas toujours suffisante pour décider
du traitement à effectuer. Les valeurs textuelles sont parfois des éléments
centraux d’une transformation. Les opérations telles que les jointures utilisent
ces valeurs textuelles comme repères pour regrouper certaines informations.
Dès lors elles font partie intégrante de la sélection des noeuds à manipuler et
ne peuvent plus être ignorés.
Qu’en est il de la sortie ? Il n’est pas toujours intéressant de garder la
structure de l’entrée. Comme l’illustre la transformation représentée dans la
figure 1, il est parfois nécessaire de se concentrer sur la concaténation de
champs textuels sélectionnés. Même si une structure est parfois nécessaire,
il reste tout à fait possible de la représenter sous format xml, une chaîne
composée de balises ouvrantes et fermantes représentant un arbre de données.
Cette liberté dans la représentation de la sortie se fait au détriment du contrôle
de la structure de sortie, qui n’est plus reconnue en tant qu’arbre de données,
empêchant ainsi son utilisation directe en entrée d’une autre transformation.
Il n’est plus possible dès lors de composer plusieurs transformations sans pré-
traitements sur les données intermédiaires.
Nous décidons dans cette thèse de nous concentrer sur les transformations
d’arbres en mots qui permettent la concaténation dans la sortie. Cela repré-
sente une simplification des transformations d’arbres de données à arbres de
données. Il est dès lors plus possible d’exprimer les opérations de jointures.
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Nous perdons également les propriétés de compositions, la structure d’entrée
n’étant plus présente dans la production. Cela nous permet de nous concentrer
sur la possibilité de manipuler les chaînes de sortie, ce qui nous intéresse ici.
Motivation générale
Notre but reste l’automatisation de la tâche de transformation. Cela passe
par un apprentissage de la transformation que l’on souhaite effectuer. L’ap-
prentissage considéré ici revient à chercher à identifier une cible, appartenant
à une classe de langages connue, à partir d’exemples (et de possibles contre-
exemples). Il nous reste donc à identifier formellement une classe de trans-
formations d’arbres en mots, de choisir le modèle d’apprentissage que nous
souhaitons appliquer, et les exemples à partir desquels apprendre.
L’apprentissage que nous souhaitons utiliser se base sur l’inférence gram-
maticale (Gold, 1967) en cherchant à identifier à la limite un langage cohérent
avec les exemples d’entrée. Le plus souvent cette technique se divise en deux
étapes, une représentation des exemples dans un formalisme les regroupant,
et la généralisation de ce modèle pour en déduire un langage reconnaissant
souvent un langage plus large que celui représenté par les exemples, mais tout
en restant cohérent avec cet échantillon.
Pour ce qui est des exemples, la transformation d’arbres en mots peut
être vue comme un ensemble de paires composées d’un arbre et de la chaîne
de mots résultant de la transformation de cet arbre. Il est connu que, pour
apprendre un langage de mots régulier, ne considérer que des exemples positifs
n’est pas suffisant en inférence grammaticale (Gold, 1967). Il est nécessaire
d’avoir des contre-exemples ou autres éléments permettant d’éviter une sur-
généralisation. Qu’en est-il de nos transformations ?
Une des propriétés permettant de contrôler cette possible sur-généralisation
est le fait qu’une transformation doit rester fonctionnelle. Nous devons pour
cela nous assurer qu’une entrée ne puisse être transformée qu’en au plus un
résultat. Le deuxième contrôle peut être fait à l’aide du domaine d’entrée, le
langage d’arbres sur lequel la transformation peut s’effectuer. Il existe pour
cela de nombreuses possibilités, que ce soit à l’aide d’exemples négatifs ou
encore par la connaissance directe du domaine, donné en entrée de l’appren-
tissage. L’apprentissage de langage d’arbres étant un problème connu et ayant
déjà été résolu par inférence grammaticale (Oncina et Garcia, 1992), nous op-
terons pour la deuxième solution, en supposant que le domaine nous est déjà
donné.
Une fois le type d’exemples et d’apprentissage choisi, il nous reste à choisir
quel modèle utiliser pour représenter notre transformation, vérifier que ce mo-
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l’algorithme d’apprentissage à proprement parler. Nous choisissons d’utiliser
les transducteurs, machines à états finis permettant d’évaluer une entrée en
produisant la sortie associée.
Nous souhaitons donc que toute transformation de la classe qui nous in-
téresse soit définissable par la classe de transducteurs choisie, ce qu’il reste à
prouver. Nous voulons également que la cible d’un apprentissage soit unique,
qu’a chaque transformation lui soit associé un transducteur canonique la re-
présentant. Cela repose sur la normalisation du transducteur, pour en homo-
généiser le contenu, et de sa minimisation pour assurer l’unicité. Il est donc
nécessaire d’introduire une classe de transducteurs permettant de représen-
ter les transformations d’arbres en mots, disposant d’une forme normale. La
cible de l’apprentissage d’une transformation sera le transducteur canonique,
unique minimal, de cette classe la représentant. Il est donc nécessaire de définir
un théorème de type Myhill-Nerode (Nerode, 1958) pour ce modèle, assurant,
entre autre, l’existence d’un transducteur canonique pour chaque transforma-
tion de notre classe. L’algorithme d’apprentissage en lui même se résume à
la décomposition de la transformation représentée par les exemples, pour en
déduire les états du transducteur cible. Cela repose sur la possibilité de tester
efficacement l’équivalence de fragments de la transformation pour identifier
les fragments communs. Il reste à spécifier le modèle de transducteurs à l’aide
duquel nous souhaitons modéliser notre transformation.
Transducteurs
Que ce soit sur les mots ou les arbres, de nombreux modèles de transduc-
teurs ont déjà été proposés et étudiés dans le domaine. Nous nous intéressons
particulièrement aux modèles déterministes, ne permettant qu’une exécution
possible pour une donnée d’entrée fixée, qui en plus d’assurer la fonctionna-
lité de la transformation représentée, simplifie la décidabilité de problèmes
importants. Avant de nous concentrer sur un modèle permettant de transfor-
mer des arbres en mots, nous pouvons évoquer deux classes de transducteurs
permettant respectivement de gérer les mots et les arbres.
Les transducteurs sous-séquentiels, transducteurs déterministes de mots
introduits par Schützenberger (1975), transforment, lettre par lettre un mot
d’entrée dans sa sortie. Cette production est obtenue par concaténation de
toutes les chaînes produites par le transducteur. Pour ce qui est des arbres,
les transducteurs déterministes d’arbres d’arité bornée, basés sur les travaux
de Rounds (1968) et Thatcher (1970), permettent, en parcourant un arbre de
sa racine à ses feuilles, de produire un arbre. Chaque règle de cet arbre associe
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à un noeud de l’arbre d’entrée et ses fils, un contexte, arbre à trous. Chacun
de ces sous-arbres manquants s’obtient par l’application d’une transduction
à un fils de ce noeud. Aucune contrainte n’est faite sur l’ordre d’utilisation
de ces fils ou encore du nombre de fois qu’ils sont utilisés. Cela revient à
autoriser la copie et le réordonnancement des fils d’un noeud dans la sortie. Il
n’est cependant pas possible de fusionner le contenu de plusieurs noeuds ou
de supprimer des noeuds internes.
Ces classes de transducteurs disposent de résultats de décidabilité sur les
problèmes théorique importants. Ainsi, le problème d’équivalence est montré
décidable, par Engelfriet et al. (2009) pour les transducteurs d’arbres, et par
Choffrut (1979) pour les transducteurs de mots. Une forme normale, assurant
à l’aide de contraintes une représentation normalisé d’un transducteur, a été
introduite pour chacun d’entre eux, que ce soit par Choffrut (1979) pour les
mots ou par Lemay et al. (2010) pour les arbres, afin d’assurer l’existence d’un
transducteur canonique, normalisé minimal unique, pour chaque transforma-
tion exprimable par un transducteur de la classe. Des algorithmes d’appren-
tissages ont été proposés pour chacune de ces classes, que ce soit l’algorithme
OSTIA (Oncina et al., 1993) pour les transducteurs sous-séquentiels, ou plus
récemment sur les transducteurs d’arbres en arbres (Lemay et al., 2010).
Pour ce qui est des transformations d’arbres en mots que nous cherchons
à représenter, nous nous dirigeons sur une machine proche des transducteurs
d’arbres, du moins sur le traitement de l’entrée, mais produisant cette fois-
ci des mots. Les règles produisent maintenant, pour un noeud et ses fils, la
concaténation de mots et du résultat de transduction des fils. Les problèmes
théoriques, tel que l’équivalence et l’existence de représentants canoniques,
sont ouverts pour cette classe de transductions.
Il est également possible de pousser vers d’autres modèles de transducteurs
plus expressifs tels que les macro transducteurs d’arbres (Engelfriet, 1980),
plus proche des transformations de type XSLT que les modèles évoqués pré-
cédemment. Mais ce modèle autorisant également des opérations telles que
la concaténation, il n’est pas intéressant d’attaquer cette classe alors que des
classes strictement moins expressives, et utilisant le même type d’opérateurs,
n’ont toujours pas de résultats de décidabilité sur les problèmes théoriques.
Maintenant que nous avons décidé du type de transformation qui nous
intéresse, d’arbres en mots, ainsi que la manière de les représenter, trans-
ducteurs déterministes d’arbres en mots, nous pouvons nous concentrer sur
l’apprentissage en lui-même.
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Dans cette thèse, nous définissons et étudions les transducteurs séquentiels
déterministes descendants d’arbres d’arité bornée en mots. Être séquentiel si-
gnifie que chaque règle de ces transducteurs associe à un noeud une production
obtenue par concaténation de mots et de l’application d’une transduction sur
chacun de ces fils. Chaque fils doit être utilisé une et une seule fois, et ce dans
leur ordre d’apparition dans l’entrée. Les règles d’un transducteur séquentiel
sont de la forme :
⟨q, f(x1, . . . , xk)⟩ → u0 ⋅ ⟨q1, x1⟩ ⋅ . . . ⟨qk, xk⟩uk
qui spécifie que la transformation d’un arbre f(t1, . . . , tk) à partir d’un
état q sera le résultat de la concaténation des chaînes ui et des résultats de
transduction des sous arbres ti à partir des états qi respectifs. Le fait d’inter-
dire la réutilisation et le réordonnancement des fils dans la production de la
sortie est une simplification du modèle assez conséquente. Mais comme nous le
verrons par la suite, cette restriction est nécessaire pour décider efficacement
de problèmes théoriques cruciaux dans l’élaboration d’un apprentissage. Le
problème d’équivalence de ce modèle est par exemple connu décidable pour la
famille plus générale de transduction. Toute fois, il ne permet pas de disposer
d’une solution efficace.
Équivalence efficace
En réduisant le problème d’équivalence à celui de l’équivalence de mor-
phismes appliqués à des grammaires algébriques, prouvé décidable en temps
polynomial dans la taille des morphismes et de la grammaire (Plandowski,
1995), nous prouvons que l’équivalence des transducteurs séquentiels est déci-
dable également en temps polynomial dans la taille du transducteur considéré.
Cette réduction se base sur la définition d’une grammaire représentant l’exécu-
tion parallèle de transducteurs séquentiels sur lesquels sont définis deux mor-
phismes recomposant la sortie de transducteurs séquentiels respectifs. Toute
la sortie est contenue dans les règles représentées sur cette exécution.
Malgré des expressivités foncièrement différentes, les transducteurs d’arbres
en mots ascendants, descendants, et les transducteurs de mots imbriqués en
mots partagent des représentations d’exécutions similaires, l’ordre de l’entrée
y étant toujours gardé. Cette similarité permet de mettre en relations ces
principales classes de transductions d’arbres en mots en étendant le résultat
de décidabilité de l’équivalence à chacune d’entre elles (Staworko et al., 2009).
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Normalisation
Par la suite (Laurence et al., 2011), nous introduisons une forme normale
pour les transducteurs séquentiels d’arbres en mots, cherchant à produire la
sortie le plus tôt possible dans le transducteur. Cette notion de «plus tôt»
pouvant être perçue de plusieurs manières nous allons l’illustrer à l’aide d’un
court exemple.
Exemple 1. Prenons un transducteur séquentiel M composé de deux états q0
et q1, de l’axiome initial permettant de produire de la sortie avant même de
commencer la lecture d’un arbre entrée q0, n’ajoutant ici aucune sortie, et des
règles suivantes.
⟨q0, f(x1, x2)⟩ → ⟨q1, x1⟩ ⋅ ac ⋅ ⟨q1, x2⟩, ⟨q1, g(x1)⟩ → ⟨q1, x1⟩ ⋅ abc, ⟨q1, a⟩ → ε.
Nous pouvons représenter son exécution par l’annotation de l’arbre trans-
formé, la sortie s’obtenant par la concaténation des mots produits en suivant























Figure 2 – Exemple d’exécution d’un transducteur séquentiel et sa version
normalisée
Nous choisissons comme normalisation de débuter par la sortie la produc-
tion le plus haut possible dans l’arbre. Par exemple, si l’arbre à pour racine f ,
nous savons directement que sa sortie débutera par un “a” et se terminera par
un “c”. Il nous faut donc remonter ces deux lettres, respectivement à gauche
et à droite, en les faisant passer à travers la transduction des sous arbres. Une
fois que la sortie se trouve le plus haut possible, pour assurer un seul résultat
pour la normalisation d’un arbre, nous avons décider de forcer la sortie à être
9produite le plus à gauche d’une règle, comme l’illustre le passage de droite à
gauche des productions sur les noeuds étiquetés par un g.
Cela donne le transducteur suivant. L’état q1 a été divisé en deux états qg
et qd, le traitement du sous arbre gauche et droit étant maintenant différents.
Les règles du transducteur obtenu sont les suivantes :
⟨q0, f(x1, x2)⟩ → ⟨qg, x1⟩ ⋅ ac ⋅ ⟨qd, x2⟩, ⟨qg, g(x1)⟩ → bca ⋅ ⟨qg, x1⟩,
⟨qg, a⟩ → ε, ⟨qd, g(x1)⟩ → cab ⋅ ⟨qd, x1⟩, ⟨qd, a⟩ → ε.
L’exécution de ce transducteur est illustré sur le deuxième arbre de la figure 2.
Nous définissons un algorithme de normalisation permettant à partir de
tout transducteur séquentiel de le renvoyer sous forme normalisée. La difficulté
de cette normalisation est la manipulation de la sortie, les mots devant à la
fois être tirés à gauche et droite du transducteur et parfois poussés à travers
la transduction de sous arbres, comme l’illustre l’exemple. Si on se limite à la
sortie, cette opération revient à manipuler des mots à travers des grammaires
algébriques de mots, projection du transducteur sur la sortie. La force de
notre normalisation est, qu’a partir de contraintes globales devant s’appliquer
les unes après les autres, nous avons réussi à en déduire des contraintes locales.
En arrivant à représenter ces modifications à l’aide d’un langage d’opérations
sur les mots, pouvant être directement appliquées aux états d’un transducteur,
nous avons mis en place une normalisation efficace et locale d’un transducteur
séquentiel d’arbres en mots.
Nous identifions également les bornes sur la taille d’un transducteur sé-
quentiel normalisé en fonction de la taille du transducteur de base, pouvant
parfois atteindre une taille double exponentielle dans celle de la source.
Apprentissage
Nous aboutissons, en nous basant sur les précédents résultats, sur l’appren-
tissage des transducteurs séquentiels d’arbres en mots (Laurence et al., 2014).
Pour cela, il faut tout d’abord identifier les transformations apprenables (i.e.
représentables par des transducteurs séquentiels). Pour cela, on cherche à re-
trouver directement la structure des transducteurs dans une transformation.
Cette restructuration passe par la décomposition de la sortie par rapport
à l’entrée, l’introduction de sous transformations associées aux chemins de
l’arbre d’entrée, ainsi que l’instauration de classes d’équivalence regroupant
ces résiduels. À partir de cela, nous pouvons introduire des propriétés sur les
transformations assurant une représentation possible sous la forme d’un trans-
ducteur séquentiel, puis prouver ces résultats par l’adaptation du théorème de
Myhill-Nerode à notre classe de transduction.
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Il reste à adapter cette même approche pour l’apprentissage, non plus à
partir d’une transformation complète en notre possession, mais à partir d’un
échantillon d’exemples et d’un automate représentant son domaine. Nous limi-
tant au modèle séquentiel, toute transformation et tout échantillon d’exemples
n’est pas représentable par un transducteur séquentiel. Notre algorithme doit
pouvoir échouer si les exemples ne peuvent être représentés par un transduc-
teur séquentiel. En adaptant chaque étape, de la décomposition à l’identifi-
cation des classes d’équivalences, l’algorithme s’assure en temps polynomial
de l’existence d’un transducteur séquentiel cohérent avec l’entrée, et produit
le transducteur canonique correspondant, ou le cas échéant échoue. À l’aide
de la notion d’échantillon caractéristique, nous prouvons cependant que cet
algorithme n’échoue pas dans les cas où l’entrée est suffisante pour aboutir à
un transducteur cible représenté par cet échantillon.
Plan de thèse
Après avoir rappelé les différentes notions nécessaires à la compréhension
de cette thèse, nous rappellerons également les différents modèles d’automates
permettant de reconnaître des langages d’arbres, ces modèles étant la base des
transducteurs qui nous intéressent. Nous y présenterons également les diffé-
rents résultats tels que la décidabilité de l’équivalence ou encore l’apprentis-
sage, ce qui nous permettra à travers des modèles plus simples d’illustrer les
approches que nous appliquerons par la suite sur les transducteurs.
Le deuxième chapitre nous permettra, à travers un survol des différentes
classes de transductions existantes, de montrer les différents résultats existant
dans le domaine, et où se placent les modèles que nous étudieront dans cet
ensemble. Nous profiterons du troisième chapitre pour montrer une des fa-
cettes pratiques de la transformation à travers le langage xslt, qui permet
de représenter et effectuer la transformation de fichiers xml sous différents
formats.
Les trois derniers chapitres présenteront les contributions de cette thèse.
Le premier chapitre se concentre sur le problème d’équivalence, en améliorant
la décidabilité pour les transducteurs d’arbres en mots. La réduction qui y est
introduite permettra également d’apporter un autre regard sur les différentes
classes de transductions d’arbres en mots évoquées. Les deux derniers chapitres
présenteront les résultats centraux de cette thèse, à savoir la normalisation,
minimisation et l’apprentissage des transducteurs séquentiels.
Chapitre 1
Automates
Avant de pouvoir parler de transducteurs, il est indispensable de poser les
bases sur lesquelles ils se construisent. Après avoir défini formellement les dif-
férents modèles de données manipulés dans cette thèse, nous nous attarderons
sur les automates, structure de base à partir desquelles les transducteurs sont
définis. Pour cela, nous partirons des automates de mots, pour ensuite survoler
les différents types d’automates permettant la manipulations d’arbres.
1.1 Mots
1.1.1 Mots et langages
Un alphabet est un ensemble fini et non vide de symboles. La taille d’un
alphabet Σ est le nombre de symboles qu’il contient, noté ∣Σ∣.
Un mot est une séquence possiblement vide de symboles appartenant à
un alphabet Σ. On représente par ε le mot vide. L’étoile de Kleene est la
clôture réflexive et transitive d’un langage, noté Σ∗ pour l’alphabet Σ. Σ∗ est
l’ensemble de tout les mots définissable à partir de l’alphabet Σ.
On note u1 ⋅ u2 la concaténation de deux mots u1 et u2. La taille d’un
mot u est le nombre de symboles qui le compose, noté ∣u∣. Les mots sont liés
entre eux par une relation d’ordre totale <ord , telle que u <ord v ssi ∣u∣ < ∣v∣ ou
u = v et u précède v dans l’ordre lexicographique. L’ensemble des positions
pos(u) de ce mot est composé d’entiers i, compris entre 1 et ∣u∣, tel que u(i)
correspond à la i-ième lettre de ce mot. Les mots ou symboles pourront parfois
être présentés entre apostrophes, comme “a”, afin de les distinguer clairement
de la phrase dans laquelle ils apparaissent.
Les préfixes d’un mot u sont l’ensemble des quotients à gauche de u par
l’opération de concaténation. Les suffixes quand à eux sont l’ensemble des
quotients à droite d’un mot. En d’autres termes, nous pouvons définir deux
fonctions prefixe(u) et suffixe(u) associant à un mot de Σ∗ un ensemble de
mots des Σ∗ respectivement préfixes et suffixes de u par :
prefixe(u) = {v ∣ v′ ∈ Σ∗, u = v ⋅ v′} suffixe(u) = {v′ ∣ v ∈ Σ∗, u = v ⋅ v′}
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Un langage de mots sur Σ est un ensemble de mots sur ce même alphabet. Il
peut être vide, dénoté ∅, universel sur Σ, dénoté Σ∗, i.e. contenant l’ensemble
de tous les mots sur Σ. L’union de deux langages L1,L2 ⊆ Σ∗ est l’ensembleL1 ∪ L2 = {u ∣ u ∈ L1 ou u ∈ L2}. L’intersection de L1 et L2 est l’ensembleL1 ∩ L2 = {u ∣ u ∈ L1, u ∈ L2}.
L’opérateur de concaténation est étendu aux langages en concaténant les
mots des langages respectifs, L1 ⋅ L2 = {u ⋅ v ∣ u ∈ L1, v ∈ L2}. On définit de
même la concaténation d’un mot à un langage en concaténant ce mot à chaque
mot du langage. Cette concaténation peut être préfixe, u ⋅ L = {u ⋅ v ∣ v ∈ L},
ou suffixe, L ⋅ u = {v ⋅ u ∣ v ∈ L}. Par Li on représente la concaténation de L
avec lui même i fois, L ⋅ L ⋅ . . . ⋅ L. A partir de cela, l’étoile (de Kleene) d’un
langage L est l’ensemble L∗ = {ε} ∪⋃∞i=1Li.
Nous pouvons étendre aisément la notion de préfixes (et suffixes) aux lan-
gages par l’union des préfixes (resp. suffixes) des mots qui le compose :
prefixe(L) = ⋃
u∈L
prefixe(u) suffixe(L) = ⋃
u∈L
suffixe(u)
Il est aussi nécessaire de pouvoir identifier le plus grand représentant des
préfixes et suffixes communs au mots d’un langage. Par lcp(L) et lcs(L) (ve-
nant de « largest common prefix » et « largest common suffix ») nous iden-
tifions le plus grand préfixe et suffixe commun à tous les mots d’un langageL :
lcp(L) = max<ord(⋂
u∈L
prefixe(u)) suffixe(L) = max<ord(⋂
u∈L
suffixe(u))
On appelle singleton tout ensemble contenant un unique élément. Le ré-
siduel (gauche) d’un langage L par un mot u, noté u−1 ⋅L, est l’ensemble des
continuations possibles du mot u dans L, i.e. v ∈ u−1 ⋅ L ssi u ⋅ v ∈ L. Le fait
qu’un mot u n’appartienne pas à l’ensemble des préfixes de L implique que le
résiduel associé u−1 ⋅L = ∅. De façon analogue nous pouvons définir le résiduel
droit L ⋅ v−1 = {u ∣ u ⋅ v ∈ L}.
Dès lors une notion d’équivalence entre deux préfixes d’un langages peut
naître, deux mots u et v étant équivalents pour un langage L si leurs résiduels
respectifs sont égaux, i.e. u−1 ⋅L = v−1 ⋅L. L’ensemble des préfixes partageant un
même résiduel forme une classe d’équivalence représentée par son plus petit
représentant et une relation d’équivalence ≡L.
Un langage est clos pour une opération si le résultat de l’application de
cette opération sur tout élément du langage génère un résultat inclus dans ce
même langage. Nous pouvons aussi dire que ce langage est stable pour cette
opération. La classe des langages réguliers de mots est le plus petit ensemble
de langages sur Σ, clos par union, concaténation, et étoile, contenant ∅,{ε}
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et {a} pour tout a ∈ Σ. De même, un langage est donc clos par préfixe si tout
préfixe d’un mot du langage appartient au langage.
Les expressions rationnelles sont un système de formules décrivant un lan-
gage à partir de singletons et d’applications d’unions, concaténations et étoiles.
Une expression rationnelle (ou régulière) e sur Σ, et le langage L(e) qu’elle
représente, sont définis inductivement par :
– e = ∅ est une expression rationnelle correspondant au langage L(e) = ∅,
– e = ε est une expression rationnelle correspondant au langage singletonL(e) = {ε},
– ∀a ∈ Σ, a est une expression rationnelle correspondant au langage sin-
gleton L(e) = {a},
– si e1 et e2 sont des expressions rationnelles sur Σ alors e1⋅e2, e1+e2,e∗1 et e
∗
2
le sont aussi et correspondent respectivement aux langages L(e1) ⋅L(e2),L(e1) ∪L(e2), L(e1)∗ et L(e2)∗.
La taille d’une expression e, noté ∣e∣, est définie par le nombre d’opéra-
teurs et de symboles qui la composent. Pour plus de lisibilité, l’opérateur de
concaténation sera parfois omis mais sera toujours compté dans la taille de
cette expression.
Exemple 2. Prenons l’exemple d’un langage L sur Σ = {a, b} composé de tous
les mots contenant un nombre pair, possiblement nul, de “a”. C’est un langage
régulier puisqu’il peut être exprimé par l’expression rationnelle b∗ ⋅(a ⋅b∗ ⋅a ⋅b∗).
Chaque mot de ce langage est composé d’une répétition de “b” à laquelle nous
pouvons concaténer une répétition possiblement vide, de mots contenant deux
“a”.
Comme tout ensemble, il est stable par union, ainsi que par intersection.
Il est cependant stable par concaténation ce qui n’est pas le cas de tous les
langages rationnels. En effet, nous pouvons vérifier que L ⋅L = L. Pour vérifier
cela il faut que tout mot de L puisse être exprimé par une concaténation de
mots du même langage, ce qui est le cas puisque ε ∈ L et que ∀u ∈ L nous
avons bien ε ⋅ u ∈ L. Il faut aussi que toute concaténation possible de deux
mots u et v appartenant à L reste dans ce langage. Si u et v possèdent chacun
un nombre pair de “a”, leur concaténation aussi, est donc comprise dans L.
Pour illustrer le fait que tout langage n’est pas stable par concaténation
nous n’avons qu’a considérer le langage L′ des mots contenant un nombre
impair de “a”. Si nous prenons le mot u = a contenu dans ce langage, la
concaténation u ⋅ u = aa ∉ L′.
Un langage régulier peut être aussi nommé langage rationnel puisqu’un tel
langage peut être identifié à l’aide d’expressions rationnelles.
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1.1.2 Grammaires
Définition 1. Une grammaire algébrique (« Context-Free Grammar » en
anglais), noté cfg, sur un alphabet Σ est un tuple G = (Σ,Q , init , rul) où Σ est
l’alphabet des symboles terminaux, Q l’ensemble des symboles non-terminaux,
ou états, init ⊆ Q l’ensemble des états initiaux, ou axiomes, et rul ⊆ Q × (Σ ∪
Q)∗ l’ensemble de ces règles.
On représente une règle r par q → u pour laquelle q ∈ Q est la partie
gauche, gch(r), et u ∈ Q∗ ∪Σ la partie droite, dt(r).
Par Gq on représente la grammaire obtenue à partir d’une grammaire G =(Σ,Q , q0, rul) en débutant à l’état q ce qui nous donne Gq = (Σ,Q , q, rul).
La taille d’une règle r, ∣r∣, est la taille de sa partie droite. La taille d’une
grammaire G est la somme du nombre d’états, de symboles de l’alphabet et
de la taille de chacune de ces règles i.e. ∣G∣ = ∣Σ∣ + ∣Q ∣ + ∑r∈rul ∣r∣.
Définition 2. Un langage algébrique est un langage de mots exprimable par
une CFG.
Exemple 3. Les langages algébriques contiennent strictement les langages
réguliers. L’exemple classique est le langage an ⋅ bn sur Σ = {a, b} pour n un
entier quelconque. Il n’est pas possible de l’exprimer par une expression régu-
lière mais la grammaire G3, ayant pour unique état et état initial q, et pour
règles q → a ⋅ q ⋅ b et q → ε, le représente.
Pour représenter l’exécution d’une grammaire G pour un mot w ∈ LG, nous
pouvons utiliser une structure en forme d’arbre, structure sur laquelle nous
reviendrons en détails par la suite, dit arbre syntaxique, gardant une trace de
chaque non terminal utilisé.
Définition 3. Un arbre syntaxique (ou de dérivation) est un arbre permet-
tant de représenter la syntaxe d’un mot reconnu par une CFG. Chaque noeud
interne est un symbole non terminal de cette grammaire, et chaque feuille un
symbole terminal.
Une grammaire est dite non ambiguë si elle ne permet pas deux arbres
syntaxiques différents pour un même mot. Par exemple, la grammaire G3
n’est pas ambiguë puisqu’il n’existe qu’une règle permettant la production,
chaque mot ne peut être qu’une application répétée de cette règle.
Comme l’illustre l’exemple 3, les CFG contiennent strictement les lan-
gages réguliers, Il est cependant possible de restreindre les grammaires pour
reconnaître uniquement les langages réguliers.
Définition 4. Une grammaire régulière (dite aussi linéaire) est une gram-






Figure 1.1 – Arbre syntaxique de “aabb” par G3
– q → a ⋅ p
– q → ε
– q → a
Nous pouvons remarquer que les ε-productions, règles aboutissant à ε,
peuvent être supprimées d’une grammaire G, sauf si ε ∈ LG, dans quel cas il
est nécessaire de garder une unique règle q0 → ε, où q0 étant un état initial
non accessible par d’autres règles.
1.1.3 Automates
1.1.3.1 Définitions
Les automates de mots, machines à états finis, sont une autre manière de
reconnaitre des ensembles (langages) de mots.
Définition 5. Un automate de mots A sur Σ est défini par un tuple A =(Q , init ,fin, rul), où Q est un ensemble fini d’états avec init ⊆ Q et fin ⊆ Q
respectivement les ensembles finis d’états initiaux et finaux, et rul ⊆ Q × (Σ∪{ε}) ×Q un ensemble fini de règles (ou transitions).
Les règles d’un automate sont représentées par q
aÐ→ p et q εÐ→ p respecti-
vement pour (q, a, p) ∈ rul et (q, ε, p) ∈ rul . Les règles de la forme q εÐ→ p sont
appelées ε-règles (ou ε-transitions). La notation
εÐ→∗ correspond à la clôture
transitive de la relation
εÐ→.
On dit d’une règle qu’elle entre dans un état si l’état est celui atteint à la
fin de l’application de cette règle, et qu’elle en sort si l’état est celui à partir
duquel il est appliqué. Par lect(r) nous dénotons le symbole lu par la règle
r, par gch(r) l’état à gauche par lequel débute cette règle et par dt(r) l’état
atteint par cette règle.
Nous pouvons également représenter l’intégralité d’un automate sous forme
d’un graphe orienté dont chaque noeud est étiqueté par un état, et chaque
arête par un symbole de l’alphabet, ou ε.




b bQ = {q0, q1}
init = fin = {q0}
q0
aÐ→ qa q0 bÐ→ q0
qa
bÐ→ qa qa aÐ→ q0
Figure 1.2 – Automate de mots sur {a, b} et sa représentation. Le fait que
q0 est initial et final est représenté respectivement par la flèche entrante et
sortante. L’automate reconnait l’ensemble des mots contenant un nombre pair
de “a”.
L’état d’un automate A est accessible s’il est atteignable depuis un état
initial, en suivant un chemin sur la représentation de l’automate. De même,
il est dit co-accessbile si un chemin part de cet état pour atteindre un état
final. Seuls les états à la fois accessibles et co-accessibles sont utiles dans un
automate. On appelle automate émondé un automate dont chaque état est à
la fois accessible et co-accessible.
On dénote par Aq l’automate partageant la même signature que A dont
l’ensemble des états initiaux est substitué par le singleton {q}.
Chaque automate A définit une fonction d’évaluation evalA ∶ Σ∗ → (QA)∗.
Nous pouvons la définir à partir de fonctions evalAq ∶ Σ∗ → (QA)∗ évaluant
des mots à partir de chaque état q ∈ QA. Les résultats de ces fonctions se
définissent pour tout état q et tout mot u ∈ Σ, par les plus petits ensembles
tels que :
q ∈ evalAq(ε)
p ∈ evalAq(u) si { p′ ∈ evalAq(u) et p′
εÐ→∗ p ∈ rul
u = u′ ⋅ a, p′ ∈ evalAq(u′), p′ aÐ→ p ∈ rul
Chaque évaluation de mot dans un automate commençant par un état initial,
evalA(u) = {q ∣ q ∈ evalAp , p ∈ initA}
.
Un mot u ∈ Σ∗ est reconnu par un automate A si une de ces évaluations
atteint un état final, i.e. evalA(u) ∩ finA ≠ ∅. Ainsi le langage reconnu par
l’automate A, dénoté L(A) est l’ensemble des mots respectant cette propriété :
L(A) = {u ∣ u ∈ Σ∗, evalA(u) ∩ finA ≠ ∅}
.
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Pour les automates, L(A) peut aussi être écrit JAK représentant la séman-
tique de l’automate. Pour tout état q, Aq étant un automate à part entière,
nous pouvons définir son langage de la même manière, composé des mots
reconnus à partir de l’état q.
Un automate est dit déterministe s’il autorise au plus une évaluation pour
chaque donnée d’entrée. Cette restriction étant liée directement à l’exécution
de l’automate, elle peut s’exprimer de manière syntaxique sur la définition de
l’automate.
Définition 6. Un automate de mots A est déterministe s’il n’autorise aucune
ε-règle et s’il existe au plus une règle q
aÐ→ p ∈ rul pour tout état q ∈ Q et tout
symbole a ∈ Σ.
Comme le montre le théorème de Rabin et Scott (1959), tout langage
reconnu par un automate de mots non déterministe l’est aussi par un automate
déterministe. En revanche, cette déterminisation se fait en temps exponentiel
dans le nombre d’états de l’automate.
L’évaluation d’un mot étant unique sur un automate déterministe, il est
possible de la représenter pour un mot u ∈ Σ∗ par un couple u ∗ β, β étant
une fonction partielle de pos(u) vers rul , associant à chaque position dans le
mot u une règle de l’automate. Une exécution u ∗ β est dite valide si la règle
à la position i ∈ pos(u) lit le bon symbole, lect(β(i)) = u(i), et si elle est la
continuation de la règle qui la précède, i.e. pour i − 1 ∈ pos(u) nous vérifions
dt(β(i − 1)) = gch(β(i)). L’exécution est complète si elle est valide, si elle
débute à un état initial et si elle atteint un état final, i.e. gch(β(1)) ∈ init et
dt(k) ∈ fin.
Le fait que sous une forme déterministe, il existe au plus un état atteint par
l’évaluation d’un mot u ∈ prefixe(L(A)), cela implique que u−1 ⋅L(A) = L(Aq)
pour q = evalA(u).
On appelle automate complet un automate évaluant l’intégralité des mots
de Σ∗. Syntaxiquement cette propriété se traduit, pour tout symbole a ∈ Σ et
tout état q ∈ Q , par l’existence d’une règle q
aÐ→ p ∈ rul . Cela peut s’obtenir
par l’ajout d’une règle q
aÐ→ p s’il n’existe pas de règle à partir de q évaluant
a, q étant un état puits non co-accessible. Les seules règles sortant de q sont
de la forme q
aÐ→ q pour tout a ∈ Σ et q /∈ fin.
Les résultats de Kleene (1956) montrent que la classe des langages réguliers
correspond exactement à celle des langages reconnus par des automates finis.
La classe des langages reconnus par des automates de mots partagent donc
les mêmes propriétés de clôture par union, intersection et complémentaire.
Le complément d’un automate A, dénoté A∁, est l’automate reconnaissant
Σ∗ ∖L(A). Il est obtenu à partir d’un automate complet sans ε-transition, en
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remplaçant l’ensemble des états finaux fin par Q ∖ fin. Cette opération garde
le déterminisme et toute autre propriété de l’automate.
1.1.3.2 Equivalence et minimisation
Deux automates A et A′ sont dit équivalents s’ils reconnaissent un même
langage, L(A) = L(A′). Cette notion d’équivalence peut être facilement éten-
due aux états q et p d’un même automate A si les langages reconnus à partir
de ces états sont égaux, L(Aq) = L(Ap).
S’il existe la possibilité de définir pour chaque langage régulier un unique
automate le représentant, tester l’équivalence de deux automates revient à vé-
rifier que leurs représentants partagent une même définition modulo le change-
ment de noms des états. Une manière d’identifier un représentant unique est de
passer un automate dans sa version minimale déterministe. La minimisation
d’un automate se fait par la minimisation du nombres d’états qui le compose.
Pour tout automate déterministe, nous pouvons nous ramener à son représen-
tant minimal en suivant l’algorithme d’Hopcroft (1971) en O(n log(n)) connu
aussi sous le nom d’algorithme des parties que nous ne détaillerons pas ici.
Nous pouvons remarquer que cet algorithme ne s’applique pas aux automates
non déterministes, déterminisme pouvant être obtenu en temps exponentiel
dans la taille de l’automate.
Le principal point qui nous intéresse ici est de montrer qu’en minimisant
le nombre d’états, l’automate minimal obtenu est unique et peut être utilisé
comme représentant canonique pour décider de l’équivalence mais aussi comme
base nécessaire à un apprentissage.
1.2 Arbres d’arité bornée
Les arbres sont des structures de données récursives permettant d’ajou-
ter aux mots une structure plus riche. Nous nous limiterons aux arbres fi-
nis, ordonnés et étiquetés. Nous pouvons distinguer deux principales familles
d’arbres, les arbres d’arité bornée, où le nombre d’enfants de chaque noeud de
l’arbre est fixé, et les arbres d’arité non bornée, ne limitant pas ce nombre.
Malgré le fait que les arbres d’arité non bornée soient plus fréquents dans
la pratique, la littérature porte le plus souvent sur le modèle d’arité bornée
permettant de simplifier la manipulation des arbres et leur représentation à
travers des automates comme nous allons le présenter maintenant.
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1.2.1 Définition
Un alphabet d’arité bornée peut être défini par un couple (Σ,ar) où Σ est
un ensemble fini (non vide) de symboles et ar ∶ Σ→N, une fonction associant
à chaque symbole son arité. Une autre notation possible, que l’on rencontrera
par la suite, associe directement à chaque symbole de Σ son arité sous forme
d’indice. Ainsi l’alphabet ({a, b},ar) tel que ar(a) = 2 et ar(b) = 0 sera dénoté
par l’ensemble {a(2), b(0)}. Nous représenterons aussi par Σ(i) un ensemble de
symboles d’arité i.
L’ensemble des arbres d’arité bornée TΣ est le plus petit ensemble conte-
nant tout les arbres f(t1, . . . , tk) tel que f (k) ∈ Σ et ti ∈ TΣ. Formellement, un
arbre fini, ordonné et étiqueté t ∈ TΣ peut être vu comme un ensemble de po-
sitions, ou noeuds noeuds(t) auxquels nous associons des étiquettes. Chaque
noeud peut être identifié de manière unique par le chemin qui le rattache à la
racine. L’ensemble noeuds(t) ⊆N∗ est l’ensemble fini non vide :
noeuds(f(t1, . . . , tk)) = {ε} ∪ {i ⋅ π ∣ π ∈ noeuds(ti)}
Nous associons à chacun de ces noeuds son étiquette à l’aide d’une fonction
labels t ∶ noeuds(t) → Σ. La racine d’un arbre est le noeud identifié par ε. À
part la racine, chaque noeud peut se noter de la forme π ⋅ i, a un unique père
π, et est le fils de π. Un noeud n’ayant pas de fils est appelé une feuille. Deux
noeuds ayant un même père sont appelés frères et sont ordonnés entre eux.
Pour tout π ∈ noeuds(t), nous identifions par π−1t le sous arbre de t ayant
pour racine le noeud à la position π.
Un langage d’arbres d’arité bornée L sur Σ est un sous ensemble de TΣ.
Nous introduisons la notation à TΣ(S) correspondant à TΣ ∪S où S est un
ensemble de symbole d’arité 0 permettant l’ajout de nouveaux symboles de
feuilles dans TΣ.
Un contexte C sur Σ est un arbre défini sur TΣ(x(0)) autorisant une unique
feuille x non comprise dans Σ représentant un trou dans cet arbre. Par C[t]
nous identifions l’arbre obtenu en substituant la feuille x du contexte par
l’arbre t correspondant. Dans les prochains chapitres nous pourrons avoir be-
soin d’une version étendue de ces contextes autorisant plusieurs trous, chacun
présent une et unique fois. Ils seront définis sur TΣ({x1, . . . , xk}) et C[t1, . . . , tk]
correspondra à l’arbre obtenu en substituant chacun des trous xi du contexte
par l’arbre ti correspondant.
Le résiduel d’un langage d’arbres par un contexte C est l’ensemble des
arbres {t ∣ C[t] ∈ T }. Cette notion de résiduel est trop faible, la sur-spécification
en se limitant à ce contexte et non à l’ensemble des contextes possibles pour
ce chemin restreint le nombre de résultats à un sous ensemble très restreint.
Pour généraliser cette définition, il faut se concentrer non plus sur le
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contexte mais uniquement sur le chemin menant à ce noeud. Il faut pour
cela introduire la notion de chemin étiqueté, ou chemin, identifiant un noeud
comme précédemment en y ajoutant les étiquettes de ses ancêtres. Un chemin
se définit sur ⋃k>0Σ(k)×{1, . . . , k}. Le chemin ε mène à la racine. Si un chemin
p mène à un noeud étiqueté par un f , alors u ⋅ (f, i) représente son i-ième fils.
Par chemins(t) nous dénotons l’ensemble des chemins étiquetés de t et par
chemins(T ) l’ensemble des chemins des arbres qui composent L.
Un langage d’arbres L est clos par chemins si L = {t ∈ TΣ ∣ chemins(t) ⊆
chemins(T )}. La classe des langages d’arbres clos par chemins peut être aussi
définie par une propriété d’échange pour un chemin u. En effet, si nous prenons
deux contextes C1 et C2 ayant un unique trou x en p, la définition de clôture
par chemins impose que pour tous sous arbres t1 et t2 tels que C1[t1], C2[t2] ∈ L
alors C1[t2] et C2[t1] appartiennent également à L. Un langage d’arbres L est
donc clos par chemins si la propriété d’échange est respecté pour tout chemin
u ∈ chemins(L).
Être clos par chemins implique que pour deux contextes C1 et C2 ayant
tous deux un trou en p alors C−11 L = C−12 L. Dès lors, nous pouvons définir
le résiduel d’un langage d’arbres L par un chemin p comme le résiduel de
n’importe quel contexte C présent dans L dont le trou est en p.
Exemple 4. Prenons un langage d’arbres simple :
L = {f(a, a), f(a, b), f(b, a), f(b, b)}
Ce langage est clos par chemin puisque toutes les possibilités de sous arbres
sont représentées pour chaque chemin. Par exemple pour le chemin f ⋅ 1 les
contextes possibles sont C1 = f(x, a) et C2 = f(x, b) pour lesquels x peut être
remplacé par a ou b, i.e. C−11 L = C−12 L = {a, b}. L’arbre f(a, a), qui est aussi
identifié par C1[a] a un ensemble de positions de noeuds : noeuds(f(a, a)) ={ε,1,2}. Ces noeuds sont respectivement accessibles par les chemins étiquetés
ε, f ⋅ 1 et f ⋅ 2. Ce langage étant clos par chemin, le résiduel par le chemin
f ⋅1−1L correspond au résiduel par n’importe quel contexte ayant un trou à cet
emplacement, soit C1 ou C2.
La notion de taille pour un arbre est souvent rattachée au nombre de
noeuds qui le composent, avant de s’intéresser à l’étiquetage de ces noeuds.
De ce fait, la taille d’un arbre t, dénoté ∣t∣ revient au nombre de noeuds qui le
composent, i.e. la cardinalité de l’ensemble noeuds(t). La notion d’ordre entre
les arbres n’est quant à elle pas si triviale ni naturelle. En effet, même si la
taille est un premier élément permettant d’établir cet ordre, elle ne permet
pas de distinguer de nombreux arbres partageant un même nombre de noeuds.
Même si il n’a pas de sémantique propre, l’existence d’un ordre global entre
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les arbres peut s’avérer nécessaire. Dès lors, il faut choisir des propriétés ar-
bitraires, n’ayant pas forcément une sémantique forte, permettant d’ordonner
tout arbre. Si nous nous intéressons au poids d’un arbre, i.e. à la somme des
tailles des étiquettes de chacun de ses noeuds, nous pouvons rapidement nous
apercevoir que ce n’est pas encore suffisant. Prenons par exemple les arbres
f(a, b(a, a)) et f(b(a, a), a). Ces deux arbres ont un même nombre de noeuds
et partagent les mêmes étiquettes, seul l’ordre change. Une solution possible
est d’utiliser la linéarisation des arbres comme des mots.
Définissons pour un arbre t, la linéarisation, notée linMot(t), sous forme
d’une concaténation des étiquettes qui la composent, séparés par des # . Plus
formellement, linMot(t) = lin#Mot(linear(t)) tel que :
lin
#
Mot(ε) = ε lin#Mot((,u) ⋅w) =# ⋅ u ⋅ lin#Mot(w)
Il suffit maintenant d’étendre l’ordre <ord à ces mots en ajoutant le symbole
# à l’alphabet usuel, que nous considérerons être le plus petit symbole, ordre
dénoté <#ord .
Ainsi nous pouvons définir un ordre total <T entre les arbres, tel que
t1 <T t2 ssi ∣t1∣ < ∣t2∣, ou ∣t1∣ = ∣t2∣ et linMot(t1) < linMot(t2). Par minArbre(T )
nous dénotons l’arbre minimal selon <T (T ) d’un ensemble non vide d’arbres
T . L’ordre <T peut être appliqué aux contextes, puisque les contextes sont des
arbres avec un noeud particulier x représentant un trou. On défini également
minCtx(Cs) comme le plus petit contexte de l’ensemble non vide de contextes
Cs suivant l’ordre <T . L’ordre entre les chemins, dénoté <chemins , correspond
à l’ordre total des mots <ord étendu aux paires (étiquette, indice), une paire(a, i) étant inférieure à (b, j) si a <ord b, ou si a = b et i < j.
1.2.2 Automates d’arbres
Avant de nous intéresser aux transducteurs, centraux dans cette thèse, il
est important de prendre le temps de poser de bonnes bases sur la notion
d’automates. Possédant une structure souvent proche de celles des transduc-
teurs, mais ne devant pas gérer de productions, les automates peuvent être vus
comme une simplification des transducteurs. Comprendre les problèmes ren-
contrés par ces machines et les complexités associées sont donc indispensables
avant d’ajouter les opérations liées à la production telles que les copies, les
réordonnancement, que l’on rencontre dans certaines classes de transduction
(Lemay et al., 2010; Alur et D’Antoni, 2012).
Il existe deux types d’automates d’arbres d’arité bornée qui se distinguent
par le sens dans lequel ils parcourent l’arbre. Les automates dit descendants
parcourent l’arbre de la racine jusqu’à ses feuilles alors que les automates as-
cendants remontent des feuilles jusqu’à la racine d’un arbre. Nous verrons que
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même s’ils partagent une syntaxe très proche, en imposant le déterminisme,
les modèles n’ont pas la même expressivité.
1.2.2.1 Automates ascendants
Définition 7. Un automate d’arbres ascendant de TΣ est un triplet A =(Q ,fin, rul) composé d’un ensemble fini d’états Q , d’un ensemble d’états fi-
naux fin ⊆ Q , et d’un ensemble fini de règles rul ⊆ (⋃k≤0{f (k)}×Qk+1)∪(Q2).
Ces règles sont représentées par f(q1, . . . , qk) → q pour (f (k), q, q1, . . . , qk),et
q
εÐ→ q′ pour (q, q′) ∈ rul .
Les ε-transitions restent identiques à celle des automates de mots, parta-
geant une même clôture transitive représentée par q
εÐ→∗ p.
A l’instar des automates de mots, une fonction d’évaluation evalA peut être
définie pour ces automates. Un automate ascendant peut être vu comme une
machine associant un ensemble d’états aux feuilles d’un arbre, puis progres-
sivement aux noeuds internes en tenant compte des états de ses fils, jusqu’à
atteindre la racine. L’intégralité d’un sous arbre est parcourue par l’auto-
mate avant d’associer un état à sa racine. Ainsi pour un automate ascendant
A = (Q ,fin, rul), evalA ∶ TΣ → (Q)∗ tel que :
evalA(f(t1, . . . , tk)) = {q ∣ qi ∈ evalA(ti) pour 1 ≤ i ≤ k,
f(p1, . . . , pk) → q′ et q′ εÐ→∗ q ∈ rul}
Un arbre t est accepté par un automate ascendant A si evalA(t) ∩fin ≠ ∅.
Le langage L(A) des arbres reconnus par un automate A est composé de
l’ensemble des arbres acceptés par cet automate.
Définition 8. Un automate d’arbres est déterministe ascendant, noté dta
↑, s’il n’accepte aucune ε-règle et s’il existe au plus une règle pour une partie
gauche donnée.
L’évaluation d’un sous arbre est maintenant au plus un singleton.
Il est complet si chaque partie gauche possible se retrouve dans une de
ces règles. L’expressivité reste la même puisque tout automate d’arbres non
déterministe peut être rendu déterministe ascendant en temps exponentiel
(Thatcher, 1973).
L’ensemble des langages d’arbres reconnaissables par un automate défini
la classe des langages réguliers d’arbres, résultat que nous pouvons retrouver,
parmis les autres résultats principaux sur les automates, dans le livre « Tree
Automata Techniques and Applications » (Comon et al., 2007b).
Exemple 5. Prenons l’automate A5 reconnaissant le langage L(A5) = {f(a, a), f(b, b)}
composé de deux arbres dont le sous arbre gauche est identique au sous arbre
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droit, pour une même racine binaire f . Il est composé de trois états QA5 ={qa, qb, qf} dont uniquement qf est final. En regardant ces règles, présentées
dans la figure 1.3, nous pouvons voir qu’il est déterministe (aucune ne parta-
geant une même partie droite) mais pas complet. A5 étant déterministe, son
exécution sur un arbre peut être représentée, comme l’illustre la figure 1.3,
par une annotation de ses noeuds, chaque état correspondant à l’évaluation





a→ qa b→ qb
f(qa, qa) → qf
f(qb, qb) → qf
Figure 1.3 – Automate A5 ascendant déterministe et son exécution repré-
sentée en bleu.
L’exécution d’un automate ascendant déterministe peut être représentée,
d’une manière similaire aux mots, par une paire t ∗ β, β associant à chaque
noeud au plus un état. Nous pouvons nous baser sur la définition globale
d’évaluation pour définir cette fonction, de sorte que pour tout noeud π ∈
noeuds(t), β(π) = q ssi evalA(π−1t) = {q}.
1.2.2.2 Automates descendants
Les automates descendants partagent une signature identique à celles des
automates ascendants, et diffèrent dans leur sémantique et leur représenta-
tion. L’ensemble fin des états sur lesquels nous terminions dans l’approche
ascendante est remplacé par un ensemble init d’états initiaux.
Définition 9. Un automate d’arbres descendant de TΣ est un triplet A =(Q , init , rul) composé d’un ensemble fini d’états Q , d’un semble d’états ini-
tiaux init ⊆ Q , et d’un ensemble fini de règles rul ⊆ (⋃k≤0{f (k)}×Qk+1)∪(Q2).
Ses règles sont représentés par q
fÐ→ (q1, . . . , qk) pour (f (k), q, q1, . . . , qk),et
q
εÐ→ q′ pour (q, q′) ∈ rul . Pour les constantes, symboles d’arité 0, on repré-
sente la règle par q
aÐ→ pour (a, q) ∈ rul .
Les automates ascendants et descendant partagent une même expressivité
et de mêmes propriétés, le non déterminisme permettant de passer de l’un à
l’autre. La différence sémantique se fait ressentir lors du passage à un modèle
déterministe.
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Définition 10. Un automate d’arbres descendant est déterministe, noté dta↓,
s’il n’accepte aucune ε-règle, s’il n’a qu’un état initial, et s’il existe au plus
une règle pour une partie gauche donnée.
Comme vu précédemment, les automates ascendants tiennent compte,
pour choisir l’état associé à un noeud, de l’intégralité du sous arbre dont
il est la racine. Les automates descendants déterministes, quant à eux, ne
tiennent compte que des ancêtres de ce noeud. L’état ne dépend que du che-
min qui relie ce noeud à la racine de l’arbre. Cette restriction d’informations
aux chemins rend les automates descendants strictement moins expressifs que
les automates ascendants (déterministes ou non).
Pour illustrer cette perte d’expressivité il suffit de regarder l’exemple 5 qui
ne peut pas être exprimé par un automate déterministe descendant. En effet,
l’automate ne pourrait pas tenir compte du sous arbre droit pour décider de
l’annotation du sous arbre gauche, et inversement.
Pour les dta↓s, l’ensemble des règles peut être vu comme une fonction
partielle ˆrul ∶ Q × Σ → Q∗ associant à un état et un symbole un ensemble
d’états. Cette fonction peut être étendue aux chemins étiquetés. Connaître le
chemin reliant tout noeud de l’arbre à la racine suffit à décider de l’état à lui
associer. Cela peut se définir de manière récursive par :
ˆrul(q, ε) = q, ˆrul(q, (f, i) ⋅ p) = qi pour ˆrul(q, f) = q1 ⋅ . . . ⋅ qi ⋅ . . . ⋅ qk.
La classe des langages reconnus par les automates d’arbres descendants
déterministes correspond à la classe des langages clos par chemins (Virágh,
1980; Comon et al., 2007b).
Une solution pour décider de l’équivalence est le passage par le représentant
minimal unique reposant une fois de plus sur les classes d’équivalences, ou
classes de Myhill-Nerode, liant les états, ou résiduels de chemins pour les
langages reconnus. Par la suite on nommera indice de Myhill-Nerode le nombre
de classes d’équivalences distinctes.
La relation d’équivalence de Myhill-Nerode ≡L se définit sur les chemins
annotés, de sorte que p1 ≡L p2 ssi p−11 L = p−12 L. La classe d’équivalence d’un
chemin p est l’ensemble des chemins [p]L = {p′ ∈ chemins(L) ∣ p′ ≡L p} et l’in-
dice de Myhill-Nerode de L est le nombre de classes d’équivalences différentes
(possiblement infinies).
Théorème 1. (Myhill-Nerode pour les dta↓s) Un ensemble d’arbres L est
clos par chemins et un indice de Myhill-Nerode fini si et seulement s’il est
reconnu par un automate d’arbres déterministe descendant.
Cette notion de résiduels et de classes d’équivalences sur les chemins nous
permet de définir un dta↓ minimal canonique reconnaissant un langage L clos
par chemins.
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Définition 11. Le dta↓ minimal canonique AL représentant un langage L,
clos par chemins, et d’indice de Myhill-Nerode fini, est défini par un quadru-
plet AL = (Σ,Q , [ε]L, rul), pour lequel l’ensemble des états Q correspond à
l’ensemble des classes d’équivalences {[p]L ∣ p ∈ chemins(L)} de L et dont
chaque transition est de la forme :
[p]L fÐ→ ([p ⋅ (f,1)]L, . . . , [p ⋅ (f,1)]L)
pour tout chemin p ∈ chemins(L), L ayant un arbre t avec le symbole f d’arité
k en p.
Naturellement JALK = L, et AL est minimal, le nombre d’états ne pou-
vant pas être réduit. Réduire sa taille reviendrait à fusionner deux classes
d’équivalences différentes.
1.3 Arbres d’arité non-bornée
Intéressons nous maintenant aux arbres dont l’arité d’un symbole n’est
pas bornée, comme nous pouvons le trouver dans la plupart des formats de
données utilisées. La liberté offerte par l’absence de borne sur le nombre de fils
que peut avoir le noeud d’un arbre pose un réel problème sur la représentation
et manipulation du modèle théorique. Dans cette section nous présenterons
les diverses représentations et encodages permettant de les manipuler effica-
cement.
1.3.1 Definition
Soit Σ un alphabet fini possiblement composé de symboles sans arité as-
sociée. L’ensemble T uΣ des arbres d’arité non bornée est le plus petit ensemble
qui contient Σ et tout tuple a(t1, . . . , tn) où n ≥ 0 tel que t1, . . . , tn ∈ T uΣ soient
des arbres d’arité non-bornée.
1.3.2 Comment définir les automates ?
La recherche de bonnes notions d’automates pour les arbres d’arité non-
bornée peut se révéler complexe (comme le chapitre 8 du livre de Comon et al.
(2007b) peut l’illustrer). Tout particulièrement, avoir de bonnes intuitions sur
la notion de déterminisme de ces machines peut rapidement poser problème
(Martens et Niehren, 2007). Pour manipuler ces arbres d’arité non bornée,
deux types de solutions s’offrent à nous. La première, que nous verrons dans
cette section, consiste à passer par l’encodage des arbres d’arité non bornée
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dans des arbres binaires. Les automates standards peuvent alors être appli-
qués. La deuxième solution, qui sera développée dans la section 1.4, passe par
la linéarisation des arbres en mots imbriqués, séquences de balises ouvrantes
et fermantes représentant les noeuds d’un arbre et leurs contenus.
L’intérêt de passer par des codages en arbres binaires est de pouvoir ap-
pliquer les résultats déjà existants dans la littérature, pour les automates (et
transducteurs) ascendants et descendants déterministes, sur les arbres d’arité
bornée. Les codages choisis dépendent principalement des automates et trans-
ducteurs que nous souhaitons appliquer par la suite.
Pour identifier les approches possibles, il est intéressant de ce concentrer
sur la manière par laquelle il nous est possible de parcourir un arbre. Comme
nous avons pu le voir précédemment, deux parcours s’offrent à nous, le par-
cours ascendant et le parcours descendant. Les informations associées à un
noeud lors de l’exécution d’automates étant différentes selon l’ordre de par-
cours, il est nécessaire d’avoir à dispositions des encodages tenant compte de
ces spécificités. Nous présentons ici le codage curryfié, adapté à un parcours
ascendant, et le codage frère-fils, qui lui est destiné à un parcours descendant.
1.3.3 Codage binaire curryfié (ascendant)
L’idée du codage curryfié lui même nous vient du lambda-calcul (Curry et
Feys, 1958), mais n’avait pas été adapté aux arbres avant les travaux de Carme
et al. (2004a). Dans le domaine des langages fonctionnels, la curryfication cor-
respond à la décomposition d’une fonction à plusieurs paramètres en une suc-
cession d’applications de fonctions à un seul paramètre. Une fonction f(a, b, c)
sera remplacée par sa version curryfiée f ′ tel que f(a, b, c) = ((f ′(a))b)c. A
la place d’une fonction possédant un nombre non fixée de paramètres, nous
avons une succession de fonctions à un seul argument.
La curryfication est étendue aux arbres, considérant chaque noeud comme
une fonction, l’ensemble de ses fils étant ses paramètres, eux même des fonc-
tions. Ainsi, à l’aide d’un opérateur @, nommé opérateur d’extension, f(a, b, c)
donne l’arbre binaire f@a@b@c dans sa version infixée. L’opérateur @ est prio-
ritaire à gauche, l’arbre représenté par l’exemple précédent est donc l’arbre
@(@(@(f, a), b), c) dans sa version préfixée. Plus formellement, la curryfica-
tion est la bijection curry ∶ T uΣ = TΣ(0)∪{@(2)} définie par :
curry(f(t1, . . . tk, t)) = @(curry(f(t1, . . . , tk), curry(t)))
curry(a) = a
Exemple 6. La figure 1.4 illustre un exemple d’encodage curryfié d’un arbre
avec plusieurs niveaux. Nous considérons la formule de logique proposition-
nelle t = or(and(...),and(...), false) comme un arbre d’arité non-bornée avec
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la signature {and ,or , true, false}. Comme tel, nous pouvons exprimer des
conjonctions et disjonctions avec un nombre non-borné d’arguments. Le co-
dage curryfié curry(t) = or@(and@...)@(and@...)@false, par contre, applique
les conjonctions et disjonctions une à une de gauche à droite. Dans cette fi-
gure la correspondance des noeuds entre l’arbre original et son codage curryfié
est indiqué par des lignes rouges. L’exécution de l’automate présenté dans
l’exemple suivant, sur le codage et sa pré-image correspondante sur l’arbre






















































Figure 1.4 – L’encodage frère-fils.
Nous pouvons maintenant identifier des arbres d’arité non-bornée à l’aide
d’automates d’arbres standards reconnaissant le codage curryfié de ces arbres.
Les automates d’arbres travaillant sur cet encodage sont appelés stepwise.
Définition 12. Un automate d’arbres stepwise(Carme et al., 2004b) sur Σ
est un automate d’arbres ascendant sur Σ@ = Σ ∪ {@} ou chaque symbole de
Σ est vu comme un symbole d’arité 0. On note a ⋅ q les règles constantes pour
les constantes de Σ, et q1@q2 → q, au lieu de @(q1, q2) → q, les règles binaires.
Les règles d’un automate stepwise peuvent être représentés graphiquement
d’une autre manière. Une règle binaire q1@q2 → q y est représentée par une
arête allant de l’état annotant le premier fils, q1, à l’état annotant le noeud,
q, étiquetée par l’état obtenu sur le deuxième fils, q2. Les règles constantes,
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quant à elles, sont des arêtes entrant dans l’automate par l’état correspondant
au symbole annotant cette arête.
Exemple 7. Par exemple, considérons l’évaluation des formules logiques de
la figure 1.4, après codage curryfié. Il nous faut un automate d’arbre ascendant
sur la signature {@(2),and (0),or (0), false(0), true(0)}. Nous avons besoin des 6
états 1and , 0and , 1or , 0or , 1, et 0.
Les états 0 et 1 représentent la valeur booléenne du sous arbre parcou-
rus. Atteindre un état 1and indique qu’une conjonction (and) non-bornée est
en cours d’évaluation, dont la valeur actuelle est vraie (1). Les ε-transitions
« 1and
εÐ→ 1 » et « 0and εÐ→ 0 » permettent de terminer l’évaluation d’une
conjonction en associant maintenant au sous arbre sa valeur finale. la tran-
sition « and → 1and » permet d’amorcer une disjonction par la valeur «vrai».
La sémantique des autres états est analogue. Les autres règles de l’automate
correspondent aux lignes des tables de vérité des opérateurs logiques.
0and
εÐ→ 0, 1and εÐ→ 1, 0and @ 0→ 0and , 0or @ 0→ 0or
0or
εÐ→ 0, 1or εÐ→ 1, 0and @ 1→ 0and , 0or @ 1→ 1or ,
and → 1and or → 0or 1and @ 0→ 0and , 1or @ 0→ 1or ,


















Figure 1.5 – Automate stepwise pour l’exemple de la figure 1.4
L’opération de curryfication étant une bijection, (illustré dans la figure 1.4
par les liens en pointillés), l’exécution d’un automate sur le codage d’un arbre
peut correspondre à une annotation de l’arbre d’arité non-bornée correspon-
dant. Il est également possible de traduire tout automate ascendant dans un
automate stepwise sur son encodage. En revanche, Cette réécriture de l’auto-
mate préserve le déterminisme ascendant. En revanche, le déterminisme des-
cendant ne sera pas préservé.
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Une définition du langage régulier d’arbres d’arité non-bornée peut se faire
à travers le langage L(A) d’un automate d’arbre A reconnaissant l’ensemble
des codages curryfiés de ces arbres. Tout langage régulier d’arbres peut ainsi
être reconnu par un automate d’arbre ascendant déterministe.
1.3.4 Codage binaire frère-fils (descendant)
L’autre codage binaire des arbres d’arité non-bornée, que nous appelons
ici le codage frère-fils fcns (de l’anglais « first-child next-sibling »), est le plus
répandu dans la littérature des bases de données xml.
Le codage binaire fcns(t) d’un arbre t ∈ T uΣ non bornée le représente sous
forme binaire où chaque fils d’un noeud est respectivement le premier fils à
gauche et le premier frère à droite. Chaque noeud ne possédant pas forcé-
ment un voisin ou/et un fils, on introduit le symbole # d’arité 0 remplaçant
les membres manquants. L’alphabet de l’arbre obtenu est donc composé de
l’alphabet Σ(2) = {f (2) ∣ f ∈ Σ} d’arité 2 auquel on ajoute le symbole #(0).
Formellement, l’encodage frère-fils repose sur une bijection d’un ensemble
d’arbres vers des arbres, fcns ∶ (T uΣ )∗ → TΣ(2)∪{#(0)}, définie par :
fcns(ε) =#
fcns(f(t1, . . . , tk)) = f(fcns(t1, . . . , tk),#)
fcns(f(t1, . . . , tk), t′1, . . . , t′m) = f(fcns(t1, . . . , tk), fcns(t′1, . . . , t′m))
Exemple 8. Dans la figure 1.6, nous considérons un arbre t d’arité non-
bornée qui représente une bibliographie, et présentons son codage fcns(t). Nous
pouvons observer la présence de liens rouges sombres représentant la relation
entre un noeud π et son premier fils π′. Dans sa forme frère-fils le noeud cor-
respondant à π′ est le premier fils du noeud correspondant à π. De même, les
liens rouges plus clairs représentent la relation entre un noeud et son prochain
frère, deuxième fils dans le codage fcns(t).
La grammaire suivante défini, à travers ces arbres syntaxiques, l’ensemble
des bibliographies valides, l’état initial étant bib. Le symbole spécial pcdata
(comme en XML) représente le mot vide (pas de fils mais possiblement une
valeur textuelle que nous décidons d’ignorer).
bib → book∗ auth → pcdata
book → auth+tit tit → pcdata
Pour reconnaître l’ensemble des codages fcns de bibliographies valides,
nous pouvons nous servir de l’automate d’arbre descendant suivant avec pour
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Figure 1.6 – L’encodage frère-fils.
seul état initial qbib . Les règles de cet automate correspondent aux règles d’un
schéma décrivant cet arbre et de la sémantique de ces expressions régulières :
qbib
bibÐ→ (qbook∗ , q#), qbook∗ bookÐÐ→ (qauth+tit , qbook∗),
qbook∗
#Ð→ (), qauth+tit authÐÐ→ (qpcdata, qauth∗tit),
qauth∗tit
titÐ→ (qpcdata, q#), qauth∗tit authÐÐ→ (qpcdata, qauth∗tit),
qpcdata
#Ð→ (), q# #Ð→ ().
Cet exemple illustre le fait que les automates descendants sont adaptés pour
exprimer les schémas que sont les dtd (Brüggemann-Klein, 1993) ou xml
schema, qui peuvent être vus comme des grammaires permettant de repré-
senter des arbres de données xml. Le fait d’être dans un codage frère-fils
permet dans un parcours descendant de connaître les frères qui précédent un
noeud ainsi que ses ancêtres, les seules choses nécessaires pour décider si l’éti-
quette de ce noeud respecte le schéma, ce qui peut donc se faire de manière
déterministe si les schémas sont non ambigus.
Le fait de connaître les étiquettes des frères qui le précède ajoute cependant
un biais dans le parcours descendant. En effet, pour un arbre d’arité bornée,
un automate descendant déterministe se limite à la connaissance des ancêtres
de ce noeud.
Exemple 9. Prenons le langage L = {f(b, a), f(a, b)}. Si nous considérons
maintenant le langage L′ composé des encodages frère-fils de ces arbres, cela
nous donne L′ = {f(b(#, a(#,#)),#), f(a(#, b(#,#)),#)}. Il existe un au-
tomate A déterministe reconnaissant ce langage, nécessitant 5 états q0, q, qa, qb
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et q# dont q0 état initial, et les règles suivantes :
q0
fÐ→ (q, q#), q# #Ð→ (),
q
aÐ→ (q#, qb), q bÐ→ (q#, qa),
qa
aÐ→ (q#, q#), qb bÐ→ (q#, q#).
L’existence d’un tel automate déterministe vient du fait qu’en arrivant
au deuxième fils de f nous avons déjà pris connaissance du premier fils. Le
langage L = {f(b, a), f(a, b)} d’arité bornée n’est cependant par reconnaissable
par un automate déterministe descendant.
1.4 Mots imbriqués
Une autre manière de représenter les données arborées non bornées est de
remplacer l’arbre par une suite d’ouvertures et de fermetures de noeuds en
parcourant l’arbre en profondeur. On appelle une telle suite d’opérations un
mot imbriqué, comme introduit par Alur et Madhusudan (2009), modèle que
nous présenterons par la suite avec quelques restrictions mineures.
1.4.1 Définition
Soit Σ un alphabet. Une parenthèse ouvrante sur Σ est un élément de{op} × Σ et une parenthèse fermante un élément de {cl} × Σ. Cette notion
de parenthèses ou opérations d’ouverture et de fermeture se retrouve dans les
structures de fichiers xml. Nous décidons ici de rester dans la notion d’arbres
introduite précédemment, sans alourdir l’alphabet par des noeuds textuels ou
autres noeuds n’appartenant pas à la structure propre d’un arbre.
Des mots imbriqués sur Σ sont des mots définis sur l’alphabet Σˆ = {op,cl}×
Σ. Nous supposons que chaque parenthèse ouvrante (op, a) est bien fermée
par une parenthèse fermante (cl, a) postérieure, et que chaque parenthèse
fermante (cl, a) soit bien ouverte par une parenthèse (op, a) antérieure. Un
tel mot est appelé bien imbriqué, si la relation entre les parenthèses ouvrantes
et fermantes peut se faire sans chevauchement, comme l’illustre la figure 1.7.
En d’autres mots nous interdisons les mots du type :
(op, a) . . . (op, b) . . . (cl, a) . . . (cl, b)
où les parenthèses ayant pour label a correspondent avec les parenthèses ayant
pour label b et non entre elles.
L’ensemble de tous les mots imbriqués sur Σ est dénoté parNWΣ. Par défi-
nition, NWΣ ⊆ Σˆ∗. La relation de correspondance entre parenthèses ouvrantes
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(op,name) ⋅ (cl,name) ⋅
(op,addr) ⋅ (cl,addr) ⋅
(cl,pers) ⋅ (op,pers) ⋅
(op,name) ⋅ (cl,name) ⋅
(op,addr) ⋅ (cl,addr) ⋅
(cl,pers) ⋅
(cl, book)
Figure 1.8 – Parcours en profondeur d’un arbre t et sa linéarisation
et fermantes fait partie du mot imbriqué, ce que l’on suppose manipuler par la
suite et qui ne nécessitera pas de contrôle. Cette correspondance peut cepen-
dant être déduite aisément à l’aide d’une analyse syntaxique classique, comme
chaque parseur xml le fait, sous l’hypothèse que le mot est bien imbriqué.
1.4.2 Linéarisation d’arbres d’arité non-bornée
Les documents xml stockés dans des fichiers, ou échangés sur flux, sont
clairement des mots imbriqués, pouvant être obtenus par la linéarisation d’un
arbre contenant des valeurs textuelles. Un exemple de mot imbriqué et de sé-
quences d’arbres d’arité non-bornée qu’il représente sont données en figure 1.7.
Toute séquence d’arbres d’arité non-bornée sur (T uΣ )∗ peut être linéarisée dans
un mot imbriqué sur l’alphabet Σˆ. Les lettres internes (non associées à une
ouverture ou fermeture) ne sont pas nécessaires ici, les valeurs de données
textuelles étant ignorées. Un exemple est donné en Figure 1.8.
La linéarisation s’obtient en parcourant l’arbre en profondeur. Cela peut
se faire récursivement, en concaténant la balise ouvrante de la racine à la
linéarisation successive des fils, et à la balise de fermeture de la racine. Elle
peut être obtenue par la fonction linear ∶ (T uΣ )∗ →NWΣ définie par :
linear(t1, . . . , tk) = linear(t1) ⋅ . . . ⋅ linear(tk)
linear(a(t1, . . . , tk)) = (op, a) ⋅ linear(t1, . . . , tk) ⋅ (cl, a)
Il n’est pas difficile de voir que tout mot imbriqué est l’image d’une, et d’une
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seule, séquence d’arbres d’arité non-bornée. En effet, nous supposons que
chaque parenthèse ouvrante (op, a) est fermée par une parenthèse fermante
correspondante (cl, a) et inversement 1. La fonction linear est donc une bi-
jection.
1.4.3 Automates de mots imbriqués
Définition 13. Un automate de mots imbriqués ou NWA (de l’anglais Nes-
tedWords Automaton) A est représenté par un tuple A = (Σ,Q ,Γ, init ,fin, rul).
Ce tuple est composé d’un ensemble fini d’états Q , comprenant les états ini-
tiaux init ∈ Q et états finaux fin ∈ Q , d’un ensemble de symboles de piles Γ
utilisés pour définir un ensemble de règles rul ⊆ Q × Σˆ×Γ×Q ⊆ rul . Les règles
peuvent être représentées par q
αa ∶ γÐÐÐ→ q′ pour (q, (α, a), γ, q′) ∈ rul .
L’exécution d’un NWA peut être décrite par une succession de configura-
tions de l’automate pendant la lecture d’un mot. Une configuration est définie
par un tuple sur Σˆ×Q ×Γ∗ telle que la configuration C = (u, q, S,w) symbolise
le fait qu’un mot u reste à lire, que l’état q a été atteint, et que la pile est
représentée par la concaténation de symboles S.
Deux types de règles se présentent à nous :
Les règles ouvrantes q
opa′ ∶ γÐÐÐÐ→ q′ qui s’appliquent à un état q et qui en
lisant (op, a), ajoute γ sur la pile (la concatène à S) avant d’atteindre l’état
q′. Cette étape se traduit dans une configuration par :
q
opa ∶ γÐÐÐÐ→ q′ ∈ rul
((op, a) ⋅ u, q, S, v) → (u, q′, γ ⋅ S)
Les règles fermantes q
cla ∶ γÐÐÐÐ→ q′, quant à elle, doivent, en partant de l’état
q, retirer le symbole γ du sommet de la pile (le supprimer de S) et lire (cl, a)
pour pouvoir atteindre l’état q′ ce qui nous donne :
q
cla ∶ γÐÐÐÐ→ q′ ∈ rul
((cl, a) ⋅ u, q, γ ⋅ S, v) → (u, q′, S)
Un mot u appartient au langage LA si et seulement s’il existe un état
initial q0 ∈ init et une séquence d’instructions qui à partir de C = (u, q0, ε)
nous amène à C ′ = (ε, qf , ε), tel que qf ∈ fin. L’exécution peut donc échouer
si l’on essaye de dépiler un symbole de pile ne correspondant pas au symbole
requis par la règle fermante, ou si aucun état final n’est atteint.
1. Cette hypothèse n’est pas supposée dans le cas général de Alur et Madhusudan (2009),
mais s’obtient gratuitement dans le cas du xml
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Définition 14. Un NWA est dit déterministe et noté dNWA si :
1. pour tout q ∈ Q et a ∈ Σ il existe au plus un symbole de pile γ ∈ Γ et un
état q′ ∈ Q tel que q opa ∶ γÐÐÐÐ→ q′ ∈ rul .
2. pour tout q ∈ Q , a ∈ Σ et γ ∈ Γ il existe au plus un état q′ ∈ Q tel que
q
cla ∶ γÐÐÐÐ→ q′ ∈ rul .
Exemple 10. Pour illustrer l’exécution, prenons comme exemple le dNWA
N10 reconnaissant une version simplifiée de répertoire d’adresses. Ces réper-
toires sont représentés par des arbres ayant pour racine un noeud « book ». Ils
contiennent un nombre non borné de fils correspondant aux différents contacts
qui y sont stockés, à savoir des sous arbres ayant pour racine un noeud « pers »
ayant pour fils le nom « name », et l’adresse « addr » du dit contact.
L’exécution peut se voir comme une annotation non plus des noeuds mais
des opérations d’ouverture (état à gauche) et fermeture (état à droite) de cha-
cun de ces noeuds, l’état y étant annoté correspondant à l’état atteint après
cette opération. Au dessus de chaque noeud se trouve le symbole de pile devant





















op book ∶ γbÐÐÐÐÐÐ→ 1
1
oppers ∶ γpÐÐÐÐÐÐ→ 2
2
opname ∶ γnÐÐÐÐÐÐ→ 3
3
clname ∶ γnÐÐÐÐÐÐ→ 4
4
opaddr ∶ γaÐÐÐÐÐÐ→ 3
3
claddr ∶ γaÐÐÐÐÐÐ→ 5
5
clpers ∶ γpÐÐÐÐÐÐ→ 1
1
cl book ∶ γbÐÐÐÐÐÐ→ 6
Figure 1.9 – Règles et exemple d’exécution de N10
Comme l’illustre l’exécution de N10, un des intérêts des NWAs est de com-
biner à la fois un parcours descendant et ascendant, et cela sur la linéarisation
d’arbres non bornés.
1.4.4 Automate descendant
Grâce aux symboles de piles, les NWAs peuvent être restreints à un mo-
dèle s’approchant des dta↓s. Pour mieux comprendre ce parallèle, identifions
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l’information connue pour décider de l’état annotant un noeud. Pour les dta↓s,
seule l’information sur les ancêtres d’un noeud permet de décider de l’état uti-
lisé. Si on utilise cette approche sur l’encodage frère-fils, les arbres identifiés
par un NWA pouvant être d’arité non bornée, l’état d’un noeud dépend de
ses ancêtres et de ses frères gauches. On peut se restreindre à cette connais-
sance dans les NWAs en remplaçant les symboles de piles par des états. En
restreignant les symboles de pile aux états, et en assurant que l’état atteint
lors d’une règle fermante soit l’état retiré de la pile, on assure que les futures
actions de l’automate ne dépendent que de ce qui précède l’ouverture de ce
noeud, et ne tiennent donc pas compte du traitement du sous arbre.
Définition 15. Un dNWA est dit descendant, dénoté dNWA↓, si les symboles
de piles sont restreints aux états, i.e. Γ ⊆ Q , et que les règles fermantes soient
de la forme q
cla ∶ q′ÐÐÐÐ→ q′. L’état atteint correspond alors au symbole de pile.
Cette restriction étend la notion de descendant aux arbres d’arité non
bornée. Mais pour pouvoir affirmer cela, il faut d’abord vérifier quel lien réel
associe ces deux classes.
Proposition 1. Pour tout dta ↓A il existe un dNWA↓ N tel que LA = LN .
Preuve. (esquisse) Soit A = (Σ, statesA, initA, rulA). Nous associons à chaque
règle r son arité, dénoté ar(r) correspondant à celle du symbole lu.
L’automate correspondant est défini parN = (Σ,QN ,ΓN , initN , rulN ,finN),
tel que QN = ΓN = {⟨r, j⟩ ∣ r ∈ rulA, 0 ≤ j ≤ ar(r)} ∪ {o,f}, initN = {o},
finN = {f}, et les règles rulA suivantes :
q0 ∈ initA
r = q0(a(x1, . . . , xk)) → (⟨q1, x1⟩, . . . , ⟨qk, xk⟩) ∈ rulA
o
opa ∶ f
ÐÐÐÐ→ ⟨r,0⟩ ⟨r, k⟩
cla ∶ f
ÐÐÐÐ→ f
r = q0(a(x1, . . . , xk)) → (⟨q1, x1⟩, . . . , ⟨qk, xk⟩) ∈ rulA
r′ = qj(b(x1, . . . , xm)) → (⟨p1, x1⟩, . . . , ⟨pm, xm⟩) ∈ rulA pour 1 ≤ j ≤ k
⟨r, j − 1⟩ op b ∶ ⟨r,j⟩ÐÐÐÐÐ→ ⟨r′,0⟩ ⟨r′,m⟩ cl b ∶ ⟨r,j⟩ÐÐÐÐÐ→ ⟨r, j⟩
Intuitivement, quand l’automate est dans l’état ⟨r, j⟩, il s’apprête à traiter
l’état qj+1 (ou à fermer une parenthèse et remonter à la règle précédente si
j = k). L’automate simule l’exécution de la règle de A en gardant, à travers le
symbole de pile, la règle et l’état atteint. Dès lors, l’égalité LA = LN peut être
prouvée par une preuve inductive.
Proposition 2. Pour tout dNWA↓ N nous pouvons construire en temps
O(∣Σ∣2 ∗ ∣QN ∣2) un dta ↓A tel que LA = {fcns(t) ∣ t ∈ LN}.
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Preuve. (esquisse) Let N = (Σ,QN ,ΓN , initN , rulN ,finN). Nous pouvons re-
marquer que ΓN = QN à cause de la propriété descendante de N .
On défini le tuple A = (Σ∪{#},QA, initA, rulA) tel que QA = initN ∪{q#}∪
QN ×Σ × ΓN , initA = initN , et les règles rulA sont définies par :
q0 ∈ initN q2 ∈ finN q0
opa ∶ q1ÐÐÐÐ→ q1 ∈ rulN
q0(a(x1, x2)) → (⟨⟨q1, a, q2⟩, x1⟩, ⟨q#, x2⟩)
q
cla ∶ q′ÐÐÐÐ→ q′ ∈ rulN⟨q, a, q′⟩(#) → ()
b ∈ Σ p ∈ QN q
opa ∶ q2ÐÐÐÐ→ q1 ∈ rulN⟨q, b, p⟩(a(x1, x2)) → (⟨⟨q1, a, q2⟩, x1⟩, ⟨⟨q2, b, p⟩, x2⟩)
true
q#(#) → ()
Un état ⟨q, a, γ⟩ correspond à une étape de l’exécution de N étant dans
l’état q, avec γ en sommet de pile et a l’étiquette du parent du noeud cou-
rant. L’état q#, quant à lui, permet d’assurer que A n’accepte que des arbres
résultant d’un codage frère-fils. Une preuve par induction peut montrer queLA = {fcns(t) ∣ t ∈ LN}.
Nous pouvons remarquer que même s’il est possible de passer d’un modèle
à l’autre à travers des encodages, les manières dont les noeuds sont traités ne
sont pas identiques. En effet, une information sur les frères antécédents peut
être transmise à travers les symboles de pile et les états dans les dNWAs↓, ce
qui n’est pas le cas pour les dta↓s, décidant directement de l’état à appliquer
sur chaque sous arbre d’un noeud. Cette possibilité de réduire un modèle dans
l’autre permet cependant de partager, modulo la réduction, la complexité de
décision de certains problèmes tels que l’équivalence.
Corollaire 1. Le problème d’équivalence des dNWAs↓ peut être réduit en
temps polynomial à celui des dta↓s, et vice versa.
Chapitre 2
Transducteurs
Notre thème de recherche porte sur les transformations de données structu-
rées et plus particulièrement la définition, l’étude et l’apprentissage de trans-
ducteurs les représentant. Mais intéressons nous d’abord aux autres modèles
ayant déjà été étudiés dans le domaine.
Dans un premier temps, on abordera les transducteurs de mots. Ils sont in-
troduits par Mealy (1955) et Moore (1956) sous la forme d’automates «lettre à
lettre», où les lettres de sorties sont respectivement associées aux transitions
ou aux états. Ces familles de transducteurs se voient rapidement déclinées
sous différentes formes. Cela se fera à travers les travaux de Elgot et Mezei
(1965), ou encore sur ceux de Choffrut (1978) concernant la classe des fonc-
tions rationnelles et sous-séquentielles. Le livre de Berstel (1979) permet aussi
d’approfondir les connaissances, parfois en adoptant une vue plus algébrique,
sur les différentes classes de transductions de mots. Les modèles de transduc-
tion de mots, plus simples et parfois plus épurés, permettent une meilleure
compréhension des mécanismes inhérents à toute transduction sans s’encom-
brer de la complexité accrue liée aux formats plus complexes que sont les
données arborées. Largement étudiés, les transducteurs et transformations de
mots bénéficient de nombreux résultats sur la décidabilité de problèmes usuels
tels que l’équivalence, le vide, l’universalité, ou encore l’apprentissage de ces
machines et les complexités associées.
Grâce à la richesse des données structurées et aux façons possibles de
les parcourir, il existe de nombreux formalismes permettant d’en définir la
transformation. Dans la deuxième partie de ce chapitre nous parlerons des
différentes classes de transducteurs d’arbres en arbres ainsi que des princi-
paux résultats de décidabilité et complexité sur les divers problèmes évoqués
précédemment.
38 Chapitre 2. Transducteurs
Contents
1.1 Mots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.1.1 Mots et langages . . . . . . . . . . . . . . . . . . . . . . . . 11
1.1.2 Grammaires . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.1.3 Automates . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.1.3.1 Définitions . . . . . . . . . . . . . . . . . . . . . . 15
1.1.3.2 Equivalence et minimisation . . . . . . . . . . . 18
1.2 Arbres d’arité bornée . . . . . . . . . . . . . . . . . . . . . 18
1.2.1 Définition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2.2 Automates d’arbres . . . . . . . . . . . . . . . . . . . . . . 21
1.2.2.1 Automates ascendants . . . . . . . . . . . . . . . 22
1.2.2.2 Automates descendants . . . . . . . . . . . . . . 23
1.3 Arbres d’arité non-bornée . . . . . . . . . . . . . . . . . . 25
1.3.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.3.2 Comment définir les automates ? . . . . . . . . . . . . . . 25
1.3.3 Codage binaire curryfié (ascendant) . . . . . . . . . . . . 26
1.3.4 Codage binaire frère-fils (descendant) . . . . . . . . . . . 29
1.4 Mots imbriqués . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.4.1 Définition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
1.4.2 Linéarisation d’arbres d’arité non-bornée . . . . . . . . . 32
1.4.3 Automates de mots imbriqués . . . . . . . . . . . . . . . . 33
1.4.4 Automate descendant . . . . . . . . . . . . . . . . . . . . . 34
2.1. Transducteurs de mots 39
2.1 Transducteurs de mots
Dans cette section, nous discutons des classes de transducteurs mots en
mots. Les transducteurs les plus généraux, appelés transducteurs rationnels,
définissent des relations entre les mots. Pour que les problèmes informatiques
(équivalence, normalisation, apprentissage) puissent être traitables, il est né-
cessaire de se restreindre aux transducteurs définissant des fonctions partielles,
associant à chaque entrée une sortie unique. Pour cela, nous considérerons la
classe des transducteurs déterministes avec ou sans anticipation.
2.1.1 Transducteurs rationnels
Soient Σ et ∆ deux alphabets finis que nous appellerons respectivement
les alphabets d’entrée et de sortie. Notre objectif est de définir des relations
entre des mots fournis au transducteur, les mots d’entrée, et les mots qu’il
produit, les mots de sortie.
2.1.1.1 Syntaxe
Les transducteurs de mots, ou transducteurs rationnels, sont des automates
de mots associant à chaque étape de la lecture une production de sortie.
Le modèle introduit par la suite permet, à la différence des automates vus
précédemment, de lire plus qu’un symbole à chaque étape de son exécution.
Définition 16. Un transducteur rationnel, noté tm, est un couple M =(Σ,∆,Q , init ,fin, rul) où Q est un ensemble fini d’états, init ⊆ Q × ∆∗ et
fin ⊆ Q ×∆∗ sont respectivement l’ensemble des états initiaux et finaux asso-
ciés à des mots produits, et rul ⊆ (Q ×Σ∗) × (∆∗ ×Q) est l’ensemble fini des
règles.
Une règle (q1, u,w, q2) pourra être représentée par q1 u/wÐÐ→ q2. Une produc-
tion initiale (q,w) ∈ init , notée /wÐ→ q, et une production finale (q,w) ∈ fin
par q
/wÐ→. Pour une règle r, égale à q1 u/wÐÐ→ q2, on apelle gch(r) = q1 sa partie
gauche et dt(r) = q2 sa partie droite. Son entrée est le mot lu lect(r) = u et sa
sortie, le mot produit, prod(r) = w. On remarque que les règles peuvent être
de la forme q1
ε/wÐÐ→ q2 permettant une production sans avoir « consommé »
l’entrée. Elles sont appelées des epsilon-productions(ε-productions).
On représente par q
u/wÐÐ→∗ q′ la clôture transitive des règles d’un tm corres-




⋅wÐÐÐÐÐ→∗ q′ ∈ rul∗ avec u0, u ∈ {ε} ∪ Σ∗ ssi q u0/w′ÐÐÐ→ q′′ et q′′ u/wÐÐ→∗ q′, ou
q
u0/w
′ÐÐÐ→ q′ pour u = ε.
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Σ =∆ = {a, b},
Q = {q0, q1, q2},
init = {(q0, ε), (q2, ε)},




a/aÐ→ q0, q0 b/bÐ→ q0,
q0
a/aÐ→ q1, q2 a/εÐ→ q2,
q2











Figure 2.1 – Transducteur de mots M2.1 : copie de chaque mot se terminant
par un a et effacement toutes les occurrences de “a” dans un mot finissant
par un “b”.
Exemple 11. Pour illustrer cette definition, un premier transducteurM2.1 est
défini en figure 2.1. Son alphabet d’entrée est identique à celui de sortie. Ils
contiennent uniquement les lettres a et b, soit Σ = {a, b} =∆. Le transducteur
M2.1 possède deux états initiaux, q0 et q2, par lesquels il peut débuter la réécri-
ture d’un mot de manière non déterministe. Dans q0, seuls les mots d’entrée
se terminant par un “a” peuvent aboutir à un résultat, sa copie. L’état q2 par
contre n’accepte en entrée que des mots se terminant par un “b”. Dans ce cas,
le mot de sortie obtenu en supprimant toutes les occurrences de “a” dans le
mot fourni au transducteur.
Supposons que le transducteur M2.1 lise un mot “ab”. Dans ce cas, il a le
choix d’aller dans l’état q0 ou dans l’état q2.
S’il choisit q0, il consomme le “a” de l’entrée, le produit dans la sortie, et
se met soit dans l’état q1, soit il reste en q0. À partir de q1, le transducteur
sera bloqué, n’ayant aucune règle permettant de consommer une lettre “b” dans
l’entrée. À partir de q0 le seul moyen de lire un “b” est de le recopier en restant
dans le même état n’autorisant pas de transition finale. Les sorties partielles
possibles deviennent alors invalides et sont abandonnées.
Par contre, s’il choisit de débuter dans l’état initial q2, il peut consommer
la lettre “a” de l’entrée sans rien produire et rester dans l’état q2. Puis, il peut
consommer la lettre “b” de l’entrée, la sortir, en passant dans l’état q1. Cet
état est final et ne produit rien de supplémentaire, ce qui nous donne pour
sortie finale le mot “b”.
Le transducteur peut choisir l’état par lequel il commence dans l’ensemble
des états initiaux. Les langages d’entrées acceptés à partir de chacun de ses
états initiaux (ensemble des mots atteignants une transition finale) étant dis-
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joints, le transducteur associe à tout mot au plus un résultat. Pour cette raison,
la relation définie par ce transducteur est bien une fonction. Cette fonction
n’est pas totale. Par exemple, le mot vide n’est pas accepté en entrée.
2.1.1.2 Sémantique
Un transducteur rationnel défini une relation entre des mots d’entrée et
mots de sortie. Cette relation sera formellement définie dans ce paragraphe.
Plus particulièrement, on peut voir que chaque état q d’un transducteur
M défini lui même une relation entre des mots d’entrée et des mots de sortie ;
relation que nous représentons par JMKq. Ces relations sont les plus petites
relations JMKq ⊆ Σ∗ ×∆∗ telles que pour tout état q :
JMKq = {(u ⋅ u′, w ⋅w′) ∣ q u/wÐÐ→ q′ ∈ rul , (u′, w′) ∈ JMKq′}
∪ {(ε,w) ∣ (q,w) ∈ fin}
À partir de l’état q, on peut donc lire un préfixe u de l’entrée et le trans-
former en w par une règle, qui de q passe dans q′, uniquement si le reste de
l’entrée u′ peut ensuite être transformée à partir de q′ en un mot w′. Dans ce
cas, l’entrée u ⋅ u′ peut être transformée en w ⋅ w′ à partir de l’état q. Il y a
aussi la possibilité que q soit final, dans ce cas le mot vide ε est transformé en
w à partir de q.
Une fois les transformations associées à chacun des états identifiés, la trans-
formation finale JMK s’obtient en ajoutant, à chaque sortie d’une transforma-





Exemple 12. Reconsidérons le transducteur M2.1 de la figure 2.1. La relation
JM2.1Kq0 est égale à {(u, u) ∣ u ∈ (a + b)∗a}, puisque l’état q0 accepte en entrée
uniquement les mots se terminant par a en les recopiant dans la sortie. La
relation JM2.1Kq2, quant à elle, est égale à {(a1 ⋅ . . . ⋅an, u1 ⋅ . . . ⋅un) ∣ an = b, ai =
a ⇒ ui = ε, et ai = b ⇒ ui = b} puisque q2 accepte tous les mots d’entrée
se terminant par b, n’en recopiant que les b dans la sortie. La sémantique du
transducteur est la fonction partielle JM2.1K = JM2.1Kq0∪JM2.1Kq2 puisqu’aucune
sortie n’est produite dans les productions initiales .
Définition 17. Nous disons de deux transducteurs M et M ′ qu’ils sont équi-
valents s’ils ont la même sémantique JMK = JM ′K.
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2.1.1.3 Simplification des règles
En manipulant le formalisme de transduction choisi, nous montrons dans
cette partie les différentes propriétés qui lui sont associées, et le rapport entres
les différents modèles de transducteurs de mots existants.
Les tms permettent la production d’une partie de la sortie lors de l’appli-
cation des règles initiales et finales. Ce choix syntaxique découle directement
de la sémantique de ces machines : le fait qu’une partie de la sortie peut être
commune à toute sortie, et donc ne nécessite pas de lire le mot de l’entrée mo-
tive la présence d’une production initiale. Cependant rien ne nous empêche
de nous ramener à un transducteur sans initialisation ou init-libre en utilisant
comme état initial qi /∈ Q remplaçant chaque paire (q,w) ∈ init par une ε-
transition qi
ε/wÐÐ→ q. L’ensemble des initialisations est maintenant un singleton
init = {(qi, ε)}.
Le fait de terminer la lecture d’un mot est aussi une information pouvant
permettre la production d’une sortie supplémentaire. De la même manière,
nous pouvons créer un modèle sans finalisation ou fin-libre en remplaçant
l’ensemble des finalisations par un singleton fin = {(qf , ε)} tel que qf /∈ Q . Cet
état est atteignable uniquement par l’ensemble des ε-transitions {q ε/wÐÐ→ qf ∣(q,w) ∈ fin}.
Les ε-transitions permettent, comme vu précédemment, de produire de la
sortie sans avoir besoin de lire l’entrée. Sans ces règles, la taille de la sortie
serait bornée par une expression dépendant de la taille de l’entrée et de la taille
des règles. La présence de boucles productives composées d’ ε-transitions, i.e.
q
ε/wÐÐ→∗ q ∈ rul avec w ≠ ε permet la génération de mots possiblement infinis.
Cette génération ne peut être représentée sans l’aide d’ε-transitions.
Un transducteur est dit ε-libre si il n’existe pas d’ ε-transitions. La dé-
terminisation d’un transducteur nécessite de pouvoir passer dans un modèle
ε-libre, ce qui est rendu impossible par l’existence de telles boucles.
Exemple 13.
Prenons le transducteur composé uniquement d’une ε-
transition partant et arrivant dans un même état. Le trans-
ducteur transforme le mot vide en une répétition non bornée
de “ab”, i.e. ab∗. La règle ne peut ni être remplacée ni suppri-
mée. Elle est l’unique moyen d’obtenir une répétition possible-
ment infinie. De plus, aucune partie des mots produits ne peut
être projetée dans la phase d’initiation ou de finalisation car





Supposons maintenant qu’il n’y ait plus de boucles composées d’ε-transitions.
Deux possibilités s’offrent à nous pour supprimer chaque ε-transition : soit fu-
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sionner l’ε-transition à chaque règle la précédant, soit la fusionner avec chaque
règle la suivant. Pour la fusion à droite, on supprime donc chaque règle q
ε/wÐÐ→ q′
en créant pour toute règle q′
u/w′ÐÐ→ q′′ la règle q u/w⋅w′ÐÐÐ→ q′′. Le symbole u pouvant
être lui même ε, seul le fait qu’il n’existe pas de boucle composée uniquement
d’ε-transitions nous assure que ce procédé se termine. De plus, si (q′, w′′) ∈ fin,
on ajoute (q,w ⋅w′′) à l’ensemble fin.
Il est cependant impossible, dans ce formalisme, de pouvoir se ramener
dans tous les cas à un transducteur à la fois init-libre et fin-libre. Le mot ε pou-
vant être transformé par le transducteur de départ, l’absence de ε-transition,


















Figure 2.2 – Suppression des ε-transitions
Exemple 14. Le transducteur M2.2(a) est un exemple de tm ayant les pro-
priétés nécessaires pour passer sous forme ε-libre. La production de la règle
q1
ε/bÐ→ q2 préfixe la production de toutes les règles sortant de q2. Par exemple
la règle q2
a/aÐ→ q2 implique que nous pouvons lire “a” à partir de q1 en pro-
duisant “ba” et en arrivant sur q2. Le fait que (q2, ε) ∈ fin nous donne que
M2.2(a) transforme “ε” en “b” donc (q1, b) ∈ ε. Cette finalisation ne peut être
supprimée en gardant une forme ε-libre.
Dans la littérature, les transducteurs rationnels sont parfois représentés
avec des règles définies sur Q × Σ ∪ {ε} ×∆ ∪ {ε} ×Q , permettant de lire et
produire au plus un symbole. Les formalismes à lecture et production lente,
que nous introduisons par la suite, représentent respectivement la limitation
à un symbole, et non au mot, dans la lecture et la production d’une règle.
La proposition 3 montre que tout tm est définissable sous cette forme. Ce
résultat repose sur la réécriture des règles du tm en passant dans un premier
temps à une lecture lente, et ensuite à une production lente.
Nous disons d’un transducteur rationnel qu’il est à lecture lente si il consomme
au plus un symbole de l’entrée à chaque transition. Ces règles sont de la forme
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q1
a/wÐÐ→ q2 ou q1 ε/wÐÐ→ q2.
Lemme 1. Tout tm peut être exprimé en lecture lente, i.e. pour tout tm M
il existe un tm en lecture lente M ′ qui est équivalent.
Preuve. (construction) Pour obtenir un transducteur M ′ à lecture lente à
partir de M , il faut remplacer chaque transition q
u/wÐÐ→ q, telle que u = a1 ⋅ a2 ⋅
. . . ⋅ ak avec k > 1, par :
(ε, q) a1/εÐÐ→ (a1, q) a2/εÐÐ→ (a1 ⋅ a2, q) . . . ak−1/εÐÐÐ→ (u ⋅ a−1k , q) ak/wÐÐ→ (ε, q′)
Ou plus formellement, pourM = (Σ,∆,QM , initM ,finM , rulM) nous construi-
sons le transducteur M ′ = (Σ,∆,QM ′ , initM ′ ,finM ′ , rulM ′) dans lequel l’en-
semble des états devient un ensemble de paires composé d’un état et d’un
mot QM ′ = {(v, q) ∣ q u/wÐÐ→ q′ ∈ rulM , v ∈ prefixe(u) ∖ {u}}. Les productions
initiales et finales restent les même s’adaptant au nouveau type d’état, i.e.
initM ′ = {((ε, q), w) ∣ (q,w) ∈ initM}, finM ′ = {((ε, q), w) ∣ (q,w) ∈ finM}. Les
règles, quant à elles, sont définies de la manière suivante :
rulM ′ = {(ε, q) u/wÐÐ→ (ε, q′) ∣ q u/wÐÐ→ q′ ∈ rulM , u ∈ Σ ∪ {ε}}
∪{(v, q) a/εÐ→ (v ⋅ a, q) ∣ q v⋅a⋅v′/wÐÐÐÐ→ q′ ∈ rulM , a ∈ Σ, v ∈ Σ∗, v′ ∈ Σ+}
∪{(v, q) a/wÐÐ→ (ε, q′) ∣ q v⋅a/wÐÐÐ→ q′ ∈ rulM , a ∈ Σ, v ∈ Σ+}
Exemple 15. En passant le transducteur M2.3 en figure 2.3(a) en lecture
lente, on obtient le transducteur en figure 2.3(b). Ce dernier mémorise si
la première lettre lue est un “a” ou un “b”, puis agit en conséquence. On
peut remarquer que la transformation reconnue par le transducteur M2.3 n’est
pas fonctionnelle, comme l’illustre les couples (ba, a) et (ba, b) contenus dans
JM2.3K.
En suivant la même intuition, la sortie peut être aussi normalisée de sorte
qu’au plus un caractère soit produit à la fois. Un tel transducteur est appelé
un transducteur rationnel à production lente. Formellement il est init-libre et
fin-libre, et ces règles de transition sont de la forme q1
u/aÐ→ q2 ou q1 u/εÐ→ q2 .
Lemme 2. Tout tm peut être exprimé en production lente, i.e. pour tout tm
M il existe un tm en production lente M ′ qui est équivalent.
Preuve. Pour la suite on considère M init-libre et fin-libre ce qui peut être
obtenu facilement. On note w le mot a1 ⋅ a2 ⋅ . . . ⋅ ak avec k > 1. Cette fois























(b) un transducteur équivalent en
lecture lente
Figure 2.3 – tm M2.3 et sa version en lecture lente
ci l’éclatement de la règle se fait de la manière suivante. Chaque transition
q
u,wÐÐ→ q′ de M est remplacée par :
(ε, q, ε) u/a1ÐÐ→ (u, q, a1) ε/a2ÐÐ→ (u, q, a1 ⋅ a2) . . . ak−1/εÐÐÐ→ (u, q,w ⋅ a−1k ) ε/akÐÐ→ (ε, q′, ε)
Le transducteur garde en mémoire dans ses états (u, q,w) l’entrée lue u,
et la sortie produite w depuis son passage par q.
Proposition 3. Tout transducteur rationnel M peut être défini par un trans-
ducteur M ′ à lecture et production lente.
Preuve. Le transducteurM ′ est obtenu par l’application successive des construc-
tions définies pour le lemme 1 et le lemme 2 sur M . Le passage d’un tm en
tm à production lente ne fait qu’ajouter des ε-transitions et conserve donc la
propriété de lecture lente.
2.1.1.4 Propriétés de clôture
Le fait de pouvoir passer dans un format à lecture et production lente nous
permet de prouver plus facilement que les tms sont clos par composition.
Lemme 3. La composition de relation définies par deux transducteurs ration-
nels JM2K ○ JM1K est définissable par un transducteur rationnel.
Preuve. On suppose que M1 et M2 sont à la fois init-libres et fin-libres. Nous
passons M1 dans sa version en production lente M ′1 et M2 dans sa version en
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lecture lente M ′2. Le but est de définir une composition séquentielle de M
′
1 et
M ′2 telle que le deuxième prenne comme entrée la production du premier. Le
transducteur résultant sera appelé M3.
Les états de M3 sont des couples d’états issus de M ′1 et M
′
2, identifiant la
progression de l’exécution parallèlement dans M ′1 et M
′
2. Il se définit par les
règles données en figure 2.4. La règle du bas est présente dans le transducteur
produit si les propriétés du haut sont vérifiées.
Une exécution de M3 débute sur les paires d’états initiaux de M ′1 et M
′
2
comme le montre la règle 2.4(a). Aucune sortie n’y est produite les transduc-
teurs de base étant init-libres.
Ensuite, l’exécution peut continuer pour l’état (q, p) si une règle poursuit
respectivement les états q et p dans M ′1 et M
′
2.
Si la règle de M ′1 produit un symbole, il est nécessaire qu’une règle de M
′
2
le consomme pour pouvoir suivre cette transition. La règle correspondante est
générée par la construction 2.4(c).
L’exécution peut aussi continuer si il existe une transition sans production
dans M ′1 à partir du premier état de la paire, comme l’illustre la règle 2.4(d).
Dans ce cas, l’exécution se poursuit uniquement dans M ′1 sans rien produire
et en ne modifiant pas l’état associé à M ′2.
L’inverse est aussi possible, comme le montre la règle 2.4(e), à savoir une
ε-transition dans M ′2 ne dépendant pas de M
′
1. La règle ne consomme rien en
entrée et produit la sortie de la règle de M ′2, modifiant ainsi le deuxième état
de la paire sans changer l’état représentant l’avancement dans M ′1.
Une transformation sera reconnue uniquement si elle atteint un état final
composé de deux états finaux de M ′1 et M
′
2 comme le montre la construction
2.4(b) .
(q0, ε) ∈ initM ′
1
(p0, ε) ∈ initM ′
2((q0, p0), ε) ∈ initM3
(a)
(qf , ε) ∈ finM1 (pf , ε) ∈ finM ′2((qf , pf), ε) ∈ finM3
(b)
q1
u/aÐ→ q2 ∈ rulM1 p1 a/wÐÐ→ p2 ∈ rulM ′2 a ≠ ε
(q1, p1) u/wÐÐ→ (q2, p2) ∈ rulM3
(c)
q1
u/εÐ→ q2 ∈ rulM1 (q1, p) ∈ QM3
(q1, p) u/εÐ→ (q2, p) ∈ rulM3
(d)
(q, p1) ∈ QM3 p1 ε/wÐÐ→ p2 ∈ rulM2
(q, p1) ε/wÐÐ→ (q, p2) ∈ rulM3
(e)
Figure 2.4 – règles de compositions
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Lemme 4. L’union de relations définie par deux transducteurs rationnels M1
et M2, JM2K ∪ JM1K, est définissable par un transducteur rationnel.
Preuve. Le transducteur obtenu correspond à l’union des états, règles, pro-
ductions initiales et finales de M1 et M2 qui est bien un transducteur ration-
nel.
Nous considérons des paires de mots d’entrée et de sortie. L’opérateur de
concaténation “ ⋅ ” sur ces paires est défini par (u,w) ⋅ (v,w′) = (uv,ww′), et
peut être étendu aux relations entre mots d’entrée et de sortie de la manière
suivante, X ⋅ Y = {x ⋅ y ∣ x ∈X, y ∈ Y }.
Lemme 5. La concaténation de relations définies par deux transducteurs ra-
tionnels JM2K ⋅ JM1K est définissable par un transducteur rationnel.
Preuve. (construction) Supposons que les ensembles d’états deM1 etM2 sont
disjoints, ce qui peut s’obtenir facilement en leur ajoutant une information
d’appartenance à un transducteur. Le transducteurM3 reconnaissant la conca-
ténation est défini par le tuple :
(ΣM1 ∪ΣM2 ,∆M1 ∪∆M2 ,QM1 ∪QM2 , initM1 ,finM2 , rulM1 ∪ rulM2 ∪ trans).
où trans correspond à l’ensemble des transitions venant remplacer la produc-
tion finale deM1 et la production initale deM2 afin d’assurer la jointure entre
les deux transducteurs. Plus formellement trans est défini par :
(q,w) ∈ finM1 (q′, w′) ∈ initM2
q
ε/w⋅w′ÐÐÐ→ q′ ∈ rulM3
Définition 18. Soit M le monoïde :
M = ({(a, ε) ∣ a ∈ Σ} ∪ {(ε, b) ∣ b ∈∆} ∪ {(ε, ε)}, ⋅, (ε/ε))
La classe R des transductions rationnelles est le plus petit sous-ensemble de
M satisfaisant les conditions suivantes :
1. {(a, ε) ∣ a ∈ Σ}, {(ε, b) ∣ b ∈∆}, {(ε, ε)} appartiennent à R
2. Si X,Y ∈R, alors X ∪ Y, X ⋅ Y ∈ R,
3. Si X ∈R, alors X∗ ∈R où X∗ = {(ε/ε)} ∪X ⋅X∗
Proposition 4. La classe des transducteurs rationnels correspond exactement
à celle des transductions rationnelles.
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2.1.1.5 Domaines, images et typage
Nous montrons dans cette partie que le domaine, dom(JMK), et l’image,
im(JMK), d’un transducteur rationnel M sont réguliers, et par conséquence,
que le problème du typage est décidable pour cette classe de transducteurs.
Lemme 6. Le domaine dom(JMK) est régulier.
Preuve. Le domaine de M est reconnu par l’automate de mots A obtenu
par projection sur l’entrée de M . Formellement, nous définissons l’automate
A = (Σ,QM , initA,finA, rulA), tel que initA = {q ∣ (q,w) ∈ initM}, finA = {q ∣
(q,w) ∈ finM} et rulA = {q uÐ→ q′ ∣ (q u/wÐÐ→ q′) ∈ rulM}.
Le lemme suivant montre que des restrictions de domaine, représentées par
des schémas réguliers, peuvent directement s’intégrer dans la définition d’un
transducteur rationnel.
Lemme 7. Pour tout automate fini A et transducteur rationnel M il existe
un transducteur rationnel M ′ tel que JM ′K = {(u,w) ∈ JMK ∣ u ∈ L(A)}.
Preuve. La construction du transducteur M restreint au domaine d’un au-
tomate A repose sur la projection des états de A dans ceux de M . Pour
correspondre plus facilement à la forme de l’automate, on suppose que M est
en lecture lente.
Pour A = (Σ,QA, initA,finA, rulA) représentant le domaine, nous définis-
sons M ′ = (Σ,∆,QM ×QA, initM ′ ,finM ′ , rulM ′) tel que :
initM ′ = {((p, q), w) ∣ p ∈ initA, (q,w) ∈ initM},
finM ′ = {((p, q), w) ∣ p ∈ finA, (q,w) ∈ finM},
rulM ′ = {(p, q) a/wÐÐ→ (p′, q′) ∣ p aÐ→ p′ ∈ rulA, q a/wÐÐ→ q′ ∈ rulM}
∪ {(p, q) ε/wÐÐ→ (p, q′) ∣ p ∈ QA, q ε/wÐÐ→ q′ ∈ rulM}.
Exemple 16. Reconsidérons le transducteur M2.1 de la figure 2.1 avec l’ob-
jectif de le restreindre aux mots se terminant par un “b”. Un automate A
reconnaissant ce domaine (((a + b)∗b)) – que nous appelons le schéma – est
donné en figure 2.5(a). Le transducteur obtenu en intégrant le schéma est
visible dans la figure 2.5(b). On note que ce dernier n’est pas émondé. En
supprimant les états n’aboutissant pas à un état final (on garde uniquement
les états (p0, q2) et (p1, q1)), on s’aperçoit que le transducteur revient à une
annotation de A où l’on recopie chaque caractère lu en entrée.





















(b) Restriction M ′
1
de M1 au schema A
Figure 2.5 – M2.3 réduit au domaine L(A)
Lemme 8. L’image d’un transducteur rationnel est regulier.
Preuve. SoitM un transducteur rationnel en production lente. L’image im(JMK)
est reconnue par un automate de mots A′ correspondant à la projection sur
la sortie de M . Nous définissons cet automate A′ par le tuple (Σ,QM ∪{I,F},{I},{F}, rulA) tel que I et F sont deux nouveaux états et :
rulesA = {(q,w, q′) ∣ (q, u,w, q′) ∈ rulM} ∪ {(I,w, q) ∣ (q,w) ∈ initM}∪{(q,w,F ) ∣ (q,w) ∈ finM}
Le problème du typage pour la classe des tm est le suivant. Etant donnés
deux automates de mots A et B et un tm M, est-ce que tout mot reconnu par
A est transformé par M en un mot reconnu par B ?
Proposition 5. Le problème du typage pour la classe des transducteurs ra-
tionnels est décidable. 1
Preuve. Il faut d’abord tester, si L(A) ⊆ dom(JMK). Pour ce faire, il suffit de
calculer l’automate qui reconnait le domaine de M , en suivant la construc-
tion de la preuve du Lemme 6. Ensuite, il faut tester si im(JMK(L(A))) ⊆
im(JMK(L(B))). Ceci peut être fait en réduisant M par le schéma A suivant
le Lemme 7, en calculant un automate B′ qui reconnait l’image du transduc-
teur réduit (Lemme 8), et en testant l’inclusion L(B′) ⊆ L(B).
1. En appliquant l’algorithme de la preuve, le problème du typage peut même être calculé
en temps polynomial, si on impose que A, B, et M sont déterministes.
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2.1.1.6 Equivalence
L’absence de contraintes liées au déterminisme permettent une plus grande
expressivité et parfois une simplification du modèle. Mais une telle liberté d’ex-
pression se fait souvent au détriment de la décidabilité de problèmes classiques
des modèles théoriques tel que l’équivalence.
Théorème 2 ((Griffiths, 1968)). L’équivalence est indécidable pour la classe
des transducteurs rationnels.
2.1.2 Transducteurs déterministes
La puissance des transducteurs rationnels remet aussi en cause l’existence
de formes normales sur lesquelles sont basées les approches d’apprentissage
par inférence grammaticale. Deux restrictions possibles semblent naturelles.
Sémantiquement, on peut se restreindre à des transducteurs qui définissent
des fonctions et non des relations plus générales. On peut également imposer
syntaxiquement le déterminisme, ce qui est plus contraignant.
Nous commençons avec la classe de transducteurs de mots déterministes,
souvent appelés transducteurs sous-séquentiels. Ce deuxième nom, introduit
par Schützenberger (1975), est dû au fait qu’ils peuvent définir la classe des
fonctions sous-séquentielles.
2.1.2.1 Determinisme
L’idée principale d’une machine déterministe est de fixer le comportement
de la machine afin que pendant son exécution, une seule possibilité de conti-
nuation lui soit offerte.
Définition 19. Un transducteur déterministe de mots ou un transducteur
sous-séquentiel, noté dtm, est un transducteur rationnelM = (Q , init ,fin, rul)
à lecture lente et sans ε-transition. Les initialisations init ∶ Q ×Σ et finalisa-
tions fin ∶ Q ×Σ∗ sont maintenant des fonctions partielles dépendant de l’état
initial ou final, le domaine de init contenant au plus un élément. Les règles
sont définies par rul ∶ (Q ×Σ)× (∆∗ ×Q), une fonction partielle dépendant de
l’état et du symbole lu.
Pour la suite, on supposera que chaque dtm considéré est émondé, forme
qui peut facilement être obtenue par la suppression de tout état non accessible
(à partir des état initiaux) et non co-accessible (à partir duquel aucun état
final ne peut être atteint).
Il est évident que chaque transducteur déterministeM définit une transfor-
mation JMK pouvant être vue comme une fonction partielle, fonction pouvant
















Figure 2.6 – Exemples de dtms
également être définie pour chaque état q du transducteur, notée JMKq. Ceci
nous permet d’associer à un mot u ∈ domJMK son image unique JMK(u), et
similairement JMKq(u) pour l’image unique d’un mot u ∈ domJMKq, à partir
de l’état q.
2.1.2.2 Fonctions sous-séquentielles
Nous illustrons dans cette section la richesse et les limitations de la classe
de fonctions définies par les transducteurs déterministes de mots.
Définition 20. Une fonction est appelée sous-séquentielle si et seulement si
elle est égale à JMK pour un transducteur déterministe de mots M .
L’exemple suivant illustre le fait que, contrairement aux transducteurs ra-
tionnels, l’étape de finalisation peut être indispensable pour les transducteurs
déterministes.
Exemple 17. Le dtm M2.6(a) en figure 2.6(a) transforme tout mot composés
de lettres “a” et “b” en supprimant chaque “a” suivi d’un b. Comme les dtms
parcourent les mots d’entrée de gauche à droite, M2.6(a) ne peut pas anticiper
le fait qu’un b se trouve derrière un a. Après avoir lu un a, il doit attendre de
lire le prochain caractère avant de pouvoir décider la production appropriée.
Une anticipation bornée demande d’intégrer les symboles lus dans les états et
mène rapidement à une multiplication importante du nombre d’états.
Après avoir lu un “a”, le fait de se trouver dans un état final apporte une
information supplémentaire permettant de produire le a en attente. Sans étape
de finalisation, la fonction ne pourrait pas être définie par un dtm.
Les transducteurs déterministes ne recouvrent pas l’intégralité des fonc-
tions exprimables par des transducteurs rationnels. Prenons comme contre
exemple la fonction JM2.1K avec le transducteur M2.1 donné en figure 2.1. Le
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problème est que ce transducteur doit produire une sortie de taille non-bornée
dépendant du fait que la dernière lettre soit un “a” ou un “b”, ce qui ne se
décidera que dans le futur. La seule solution serait d’attendre de lire ce dernier
caractère pour décider de la sortie et donc de mémoriser dans l’état chaque
mot lu jusque là, ce qui nous donnerait un nombre infini d’états.
Exemple 18. Par contre, si on restreint le domaine de M2.1 aux mots qui se
terminent par “a”, on obtient une fonction sous-séquentielle. La sortie peut
être produite de manière spéculative, et validée uniquement quand la dernière
lettre du mot a été lue. Cette fonction partielle est définie par le dtm M2.6(b)
en figure 2.6(b). En effet, le transducteur ne peut se terminer qu’après avoir
lu un “b” ce qui correspond à l’état qb final. Si il a lu un “a”, il retourne ou
reste en qa.
Comme précédemment évoqué dans la simplification des tms, l’absence
d’ε-transitions dans les dtms nous assure qu’il n’est pas possible de se ramener
à une forme fin-libre. Le transducteur M2.6(a) illustre un cas où la suppression
de la production finale est impossible. Par contre, rien ne nous empêche de
pousser la production initiale.
Lemme 9. Tout dtm peut être ramené à un dtm init-libre.
Preuve. Considérons un dtm M . Le dtm init-libre M ′ garde le même alpha-
bet d’entrée et de sortie, les mêmes finalisations, l’ensemble des états corres-
pond à celui deM auquel on ajoute un nouvel état initial rulM ′ = rulM ∪{qi}.
L’initialisation est remplacée par initM ′ = {(qi, ε)}. Les règles, quant à elles,
sont enrichies de nouvelles règles venant de l’état initial. Plus formellement,
pour (q0, w) ∈ initM :
rulM ′ = rulM ∪ {qi a/w⋅w′ÐÐÐ→ q ∣ q0 a/w′ÐÐ→ q ∈ rulM}.
2.1.2.3 Équivalence
Comme évoqué précédemment, la décidabilité de l’équivalence est un pro-
blème classique permettant d’estimer la complexité du modèle et les possibi-
lités d’utilisations qui lui sont offertes. Il existe plusieurs manières de prouver
que l’équivalence de deux dtms est décidable. Ici, nous allons nous intéresser
à deux manières de résoudre ce problème : soit en passant par l’utilisation de
morphismes ; soit, de manière plus classique, en passant par la représentation
unique d’un transducteur.
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La méthode proposée par Plandowski (1995), basée sur les morphismes,
permet d’obtenir un algorithme de décision efficace de la décidabilité de l’équi-
valence. Étant utilisée pour d’autres classes de transduction (présentées ulté-
rieurement dans cette thèse) nous allons détailler ici les mécanismes principaux
de cette preuve.
Définition 21. Un morphisme de mots est une fonction totale µ ∶ Σ∗ → ∆∗
tel que µ(u ⋅ v) = µ(u) ⋅ µ(v).
Un morphisme est donc défini par les valeurs possibles que peuvent prendre
chaque lettre de Σ et représenté par l’ensemble {(a,µ(a)) ∣ a ∈ Σ}. Il peut être
aussi représenté par un transducteur déterministeM , complet, à un seul état q
initial et final, ne produisant rien lors de la phase d’initialisation et finalisation.
Il faut également que pour toute lettre a ∈ Σ, q
a/µ(a)ÐÐÐ→ q ∈ QM . L’exemple
suivant illustre cette représentation d’un morphisme par un transducteur.
Exemple 19.
Considérons le morphisme µ répétant deux fois chaque lettre
d’un mot défini sur Σ = {a, b} = ∆. µ est représenté par l’en-
semble {(a,aa),(b,bb)}. Le résultat de l’application du mor-
phisme µ au mot “aab” est µ(aab) = µ(a) ⋅ µ(a) ⋅ µ(b) =







La taille d’un morphisme µ est la taille de ce transducteur, soit ∑a∈Σ ∣µ(a)∣.
Pour réduire le problème d’équivalence, nous allons nous intéresser aux
exécutions possibles d’un transducteur déterministe M . Une exécution de M
sur un mot u du domaine de JMK correspond à la succession de règles ap-
pliquées par M sur u pour le transformer. Chaque étape de cette exécution
peut être identifiée de manière unique par le mot u et une position dans ce
mot. Nous représenterons une exécution pour un mot u par la paire u ∗ β où
β ⊆ pos(u) → rulM est une fonction associant à chaque position de u une règle
du transducteur. La notion de validité et de complétude d’une telle exécution
ne dépendant que de l’entrée, elles gardent les mêmes définitions que pour les
automates déterministes de mots.
La production associée au mot u est :
JMK(u) = init(gch(β(1))) ⋅ prod(β(1)) ⋅ . . . ⋅ prod(β(k)) ⋅ fin(dt(β(k))).
Exemple 20. Prenons M2.6(a). L’exécution complète pour le mot “aba” est
u ∗ β et peut être présentée comme la suite de règles suivante :
qε
a/εÐ→ qa b/bÐ→ qε a/εÐ→ qa
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où β(i) correspond à la i-ième règle de cette succession. M2.6(a) étant dé-
terministe, u peut être directement retrouvé sur l’entrée des règles. De plus
comme l’initialisation ne produit rien, (qε, ε) ∈ init , nous obtenons donc :
JM2.6(a)K(aba) = prod(β(1)) ⋅ prod(β(2)) ⋅ prod(β(3)) ⋅ fin(qa)
= ε ⋅ b ⋅ ε ⋅ a
Une exécution parallèle complète pour deux transducteurs M1 et M2 ap-
partient à l’ensemble {u ∗ β1 ∗ β2 ∣ u ∈ dom(M1) ∩ dom(M2)} où βi est une
exécution complète de Mi.
Lemme 10. Les deux problèmes de décision suivants sont équivalents modulo
réduction en temps polynomial :
1. L’équivalence de deux morphismes sur un langage régulier donné par un
dfa
2. L’équivalence de deux transducteurs de mots déterministes
Preuve. “1 ⇒ 2”. Soit A un dfa avec signature Σ, soient µ1 et µ2 des mor-
phismes avec ce même alphabet pour l’entrée. Ces morphismes sont des trans-
ducteurs déterministes. Nous pouvons donc intégrer A dans µi suivant le
Lemme 7 pour tout i ∈ {1,2}. Les résultats sont deux autres transducteurs
Mi, dont le domaine est L(A), et qui produisent la même sortie que µi sur
tous les mots du domaine. Ces transducteurs sont déterministes puisque A et
µi le sont. Pour tester l’équivalence de µ1 et µ2 sur L(A), il suffit donc de
tester l’équivalence de M1 et M2.
“2⇒ 1”. On va réduire le problème d’équivalence de transducteurs déter-
ministes au problème d’équivalence de morphismes sur un langage algébrique.
Considérons deux dtms M1 et M2 de Σ∗ vers ∆∗. Dans un premier temps,
il faut vérifier qu’ils sont définis sur le même domaine d’entrée. Comme le
montre le Lemme 6, ce test revient à tester l’équivalence de deux automates
de mots déterministes, correspondant à la suppression de la sortie de M1 et
M2. Ce test est réalisable en temps polynomial.
Ces transducteurs étant définis sur le même domaine, on représente par
le dfa A le langage des exécutions parallèles de M1 et M2, deux dtms init-
libres, auquel on ajoute en fin d’exécution la paire des états finaux. A est
donc défini sur l’alphabet ΣA = rulM1 ×rulM2 ∪{(q1, q2) ∣ q1 ∈ dom(finM1), q2 ∈
dom(finM2)}. L’ensemble des états QA ⊆ (QM1×QM2)∪qf correspond aux états
atteints par les transducteurs pendant l’exécution parallèle et un nouvel état
final unique qf . Les règles, quant à elles, sont créées de la manière suivante
pour chaque exécution u ∗ β1 ∗ β2 :
∀i ∈ pos(u), (gch(β1(i)), gch(β2(i))) (β1(i),β2(i))ÐÐÐÐÐÐ→ (dt(β1(i)),dt(β2(i))) ∈ rulA
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pour ∣u∣ = k, (dt(β1(k)),dt(β2(k))) (dt(β1(k)),dt(β2(k)))ÐÐÐÐÐÐÐÐÐÐÐ→ qf
On introduit deux morphismes µ1 et µ2 de R à ∆∗ tel que µi((r1, r2)) =
prod(ri) pour ri ∈ rulMi et µi(q1, q2) = wi pour (qi, wi) ∈ fin i .
Nous obtenons ainsi que, pour M1 et M2, deux dtms init-libres, et pour
A l’automate représentant les exécutions parallèles de ces transducteurs, ∀u ∈
A. (u,µi(u)) = JMiK. De plus, d’après le lemme 9, tout dtm pouvant être
redéfini sous forme init-libre, nous pouvons réduire l’équivalence de dtms à
celle de morphismes sur un dfa.
Théorème 3 (Plandowski (1995)). Le problème d’équivalence de morphismes
sur un langage algébrique peut être décidé un temps polynomial (dans la taille
des morphismes et la grammaire algébrique définissant le language regulier).
Ce théorème dépend de notions trop conséquentes pour être abordées dans
cette thèse. Par contre, il permet d’obtenir des résultats de décidabilités tel que
le corollaire suivant, correspondant au Théorème 37 de la thèse de Plandowski
(1995).
Corollaire 2. L’équivalence de deux dtms peut être décidée en temps poly-
nomial.
Ce corollaire découle directement du lemme 10 et du théorème 3. Il peut
également être prouvé par la définition d’une forme normale minimale repré-
sentant tout dtm, afin d’en calculer l’égalité directe.
2.1.2.4 Normalisation de sortie
L’existence d’une forme normale unique est également fondamental à l’ap-
prentissage de transducteurs déterministes. Nous définissons dans cette section
une normalisation des transducteurs sous séquentiels.
Dans une première étape, nous considérons la normalisation de la produc-
tion de sortie d’un transducteur. Si nous voyons les dtms comme des machines
qui, grâce à leur déterminisme, peuvent produire la sortie pendant l’évalua-
tion d’un mot, alors la manière la plus naturelle de produire cette sortie est
de le faire le plus tôt possible. Cela revient à pousser la sortie vers le début
du transducteur afin qu’elle puisse être produite dès que la partie du mot lue
nous permet de prendre cette décision.
Exemple 21. Considérons par exemple le dtm M2.7 . On peut remarquer que
le langage de l’image est de la forme ((ba)∣b)∗b ce qui implique que chaque mot
de sortie est préfixé par “b”. Ce préfixe pourrait être directement sorti pendant
la phase d’initialisation. Cette remarque est confortée par le fait que le plus
grand préfixe des mots produits à partir de l’état inital q0 est lcp(Jq0K) = b.









Figure 2.7 – Transducteur non normalisé
2.1.2.5 Transducteurs travailleurs
La notion de transducteur travailleur, résultant de cette idée de sortie
normalisée, associe à chaque règle le plus de sorties possibles connues à ce
point. Plus formellement :
Définition 22. Un dtm M est travailleur (noté edtm) si et seulement si
pour tout état q ∈ Q , le plus grand préfixe commun à chacune des productions
à partir de cet état, noté Λ(q) est vide :
Λ(q) = lcp(im(JMKq)) = ε
Proposition 6. Tout transducteur déterministe peut être défini par un trans-
ducteur travailleur équivalent.
Cette existence est prouvée une première fois par Choffrut (1979). Dans
une étude plus approfondie, Choffrut (2003) décrit la construction d’un trans-
ducteur travailleur à partir d’un transducteur déterministe.
L’idée est que, dans un transducteur déterministe de mot M quelconque,
il peut exister des états q tel que Λ(q) ≠ ε. Dès lors, il faut chercher à produire
la sortie le plus tôt possible dans l’exécution d’un transducteur, ce qui nous
amène à remonter un mot dans un transducteur, le déplacer dans une règle
précédant la règle dans laquelle il apparaissait initialement. Si cette opération
est faite localement, on parlera de remonter un mot à travers un état q. Cela
se fait en retirant un préfixe des productions des règles sortant de q pour
l’ajouter en fin des productions des règles entrant en q.
Considérons maintenant une règle sortant de cet état q
a/wÐÐ→ p. Dans le
transducteur travailleur M ′ équivalent, une partie de cette sortie devrait déjà
être produite précédemment, ce qui revient à retirer une partie de la produc-
tion de cette règle. Cependant, une portion de ce préfixe peut être produit
après l’état p. Cette étape de suppression doit donc suivre l’ajout de Λ(p)
à la fin de w. Grâce à cette méthode, on peut réévaluer les productions du
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transducteur de manière globale, séparément sur chaque règle afin de créer un
nouvel ensemble de règles de la manière suivante :
rulM ′ = {q a/Λ(q)−1⋅w⋅Λ(p)ÐÐÐÐÐÐÐÐ→ p ∣ q a/wÐÐ→ p ∈ rulM}
sans oublier les phases d’initialisation et finalisation auxquelles sont res-
pectivement ajoutées et retirées une partie possiblement vide.
initM ′ = {(q,w ⋅Λ(q)) ∣ (q,w) ∈ initM}
finM ′ = {(q,Λ(q)−1 ⋅w) ∣ (q,w) ∈ initM}
Par définition, le fait d’être travailleur dépend uniquement de l’automate
obtenu par projection sur la sortie, suivant la construction détaillée dans la
preuve du lemme 8. L’automate A = (Q,{I},{F}, rul) ainsi obtenu permet de
calculer les Λ(q) et est le modèle utilisé par la suite.
Beal et Carton (2001) proposent une manière itérative pour identifier une
à une les lettres des préfixes communs Λ(q) et les tirer vers le début de l’auto-
mate. Une étape consistant à identifier la première lettre de ce mot, que l’on










Figure 2.8 – Exemple de projection de la sortie
Prenons, pour illustrer les différentes étapes nécessaires au calcul de ce pré-
fixe, la projection sur la sortie A2.8 du transducteur M2.7. Dans ses travaux,
Mohri (1994) avait proposé une méthode locale permettant de faire remonter
la production vers le début du transducteur en calculant pour chaque état,
le préfixe des productions des règles qui en sortaient. Cette méthode repose
sur le fait que si une ε-règle sort d’un état q, tel que Λ(q) ≠ ε, cette sortie
commune serait remontée sur l’ε-règle à partir d’un certain nombre d’itéra-
tions. Une difficulté vient de l’existence de boucles d’ε-transitions empêchant
parfois de remonter une partie du préfixe commun. Par exemple, dans l’auto-
mate A2.8, “b” pourrait être remonté à travers q1, chaque règle sortant de cet
état étant préfixée par un “b”. Une fois cela fait, aucune autre normalisation
58 Chapitre 2. Transducteurs
serait possible alors que chaque mot commence par un “b”, lettre qui devrait
atterrir dans la première règle de l’automate.
En regardant de plus près l’automate Aε, correspondant au sous automate
de A ne gardant que les ε-règles, nous pouvons observer l’apparition de groupes
fortement connexes (i.e. groupe où chaque état peut atteindre tout membre
du groupe et est atteint à partir de ces états). Les états composant un tel
groupe partagent un préfixe commun sur la production qui les suit. Ce préfixe,
possiblement non vide, est impossible à propager localement par la méthode
de Mohri (1994).
Par un simple parcours en profondeur, nous pouvons définir la fonction
connect ∶ Q → Q qui associe à chaque état, un représentant unique du groupe














Figure 2.9 – Détection et représentation des groupes connexes
Exemple 22. Si nous projetons l’automate A2.8 sur les ε-règles, nous obtenons
l’automate A2.9(a) qui permet d’identifier le groupe fortement connexe formé
par q0 et q2. Les autres états quant à eux ne forment pas de groupes fortement
connexes et seront donc traités distinctement.
Calculer les première lettres associées à chaque état revient à calculer ces
mêmes premières lettres sur l’automate A2.9(b), le préfixe de L(Aq0) étant celui
de L(Aq2).
Beal et Carton (2001) cherchent, après avoir identifié ces groupes, à dé-
terminer la première lettre, si elle existe, des préfixes communs des langages
définis à partir de chaque état d’un ensemble fortement connexe : Xq = {q′ ∣
connect(q′) = q}. Cette lettre ne correspond pas toujours à λ(q) mais dans
tout les cas contribue à son calcul. On identifiera cette lettre candidate par
candidat(q).
Calculons le candidat d’un ensemble Xq donné. Ce candidat dépend prin-
cipalement des labels des règles sortant des états de l’ensemble Xq : LABq ={w ∣ q′ εÐ→ q′′, q′ ∈ Xq}. Si deux mots non vides de cet ensemble diffèrent dès
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la première lettre, alors il ne peut exister de préfixe commun, ce qui implique
que λ(q) = candidat(q) = ε.
Si toutes les règles sortant de cet ensemble connexe, i.e. toute règle q′
wÐ→
q′′ ∈ rul telle que q′ ∈ Xq et q′′ ∉ Xq, sont productives alors la lettre préfixe
λ(q) est la lettre préfixe de l’ensemble (LABq). A fortiori, cela fixe également
le candidat.
Pour estimer la valeur de candidat(q) il faut s’intéresser à l’ensemble des
labels présents sur les règles sortant des états de Xq. Si deux de ces labels,
différents de ε, diffèrent dès la première lettre il ne pourra avoir en aucun cas
un préfixe commun, et donc Λ(q′) = candidat(q) = ε. Si aucune ε-transition
ne sort de cet ensemble, i.e. pour tout q′ ∈Xq il n’existe pas d’état q′ ∉Xq tel
que p
εÐ→ q′, alors
Dans les autres cas, nous pouvons juste supposer que le λq corresponde
au symbole commun des labels autres que ε, ce que l’on pourra confirmer ou
infirmer par la suite. Dans le cas où aucune des règles sortant des états de
Xq n’est productive, aucune information directe n’est donnée sur cette lettre
commune. Le candidat prend donc pour valeur .  est un symbole défini de
sorte que lcp(, w) = w pour tout w ∈∆∗.
Le candidat d’un état q′ correspond donc au préfixe commun des candidats
des états appartenant àXq avec q = connect(q). Cela nous donne formellement,
pour q′ = connect(q) :
candidat(q) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
lcp ( {a ∣ p a⋅wÐ→ p′ ∈ rul . p ∈Xq′ , a ∈ Σ}∪{ε ∣ F ∩Xq′ ≠ ∅} ) si défini sinon
Le calcul de λ(q) pour un représentant q revient maintenant à vérifier
que le candidat de cet état est compatible avec les candidats de chaque état
atteignable par des ε-transitions, i.e. :
λ(q) = lcp({candidat(q)} ∪ {candidat(connect(p)) ∣ q′ ∈Xq, q′ εÐ→∗ p ∈ rul})
Cette équation est interprétable par un unique parcours en profondeur de
l’automate Aε.
Exemple 23. Comme nous pouvons le voir dans la figure 2.9, seuls q0 et q2
sont fortement connexes et forment un ensemble, les autres états composant
chacun un singleton. Nous devons définir pour chaque état, sauf q2, une pre-
mière lettre candidate. Si l’on regarde l’automate A2.9(b), on s’aperçoit que les
états des ensembles Xq0 et XI ont uniquement des ε-règles qui les suivent, et
donc aucune information sur le candidat. F étant final, il accepte ε dans son
langage, ce qui implique qu’il ne peut y avoir de première lettre commune. Les
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labels de chaque règle sortant de q1 ont des labels non vides préfixés par un




candidat(q1) = b = λ(q1)
candidat(F ) = ε = λ(F )
En explorant l’automate en suivant les ε-règles on obtient que
λ(q2) = λ(q0) = lcp(candidat(q0), candidat(q1)) = lcp(, b) = b
λ(I) = lcp(candidat(I), candidat(q0), candidat(q1)) = lcp(,, b) = b
b peut être remonté à travers q0, q1 et q2, I étant l’état initial.
Un dernier parcours de cet automate est nécessaire afin de répercuter le
déplacement de chacune de ces lettres par l’application de l’équation suivante
à chacune des règles.
rulA′ = {q λ(q)−1⋅w⋅λ(p)ÐÐÐÐÐÐÐ→ p ∣ q wÐ→ p ∈ rulA. q ∉ init}
∪{qi w⋅λ(q)ÐÐÐ→ q ∣ qi wÐ→ q ∈ rul . qi ∈ init} (2.1)
La proposition 3.1 de Beal et Carton (2001) prouve que cet algorithme
calcule λ(q) pour chaque état q de l’automate A. Le coût de l’opération se










Figure 2.10 – Automate normalisé
Exemple 24. b est la lettre préfixe pour les états I, q0, q1 et q2 ce qui donne,
après l’avoir déplacée, l’automate A2.10. Certaines règles ont uniquement une
lettre supprimée au début de leur label, comme q1
bÐ→ F , où le label est remplacé
par le mot λ(q1)−1 ⋅ b ⋅λ(F ) = b−1 ⋅ b ⋅ ε = ε. D’autres récupèrent uniquement une
lettre à la fin de leurs labels comme I
bÐ→ q0 qui, partant de l’état initial, ne
peut pas remonter le “b” plus tôt et obtient comme label le mot ε ⋅λ(q0) = b. Les
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autres règles modifiées voient leurs labels à la fois tronquer à gauche et enrichi
à droite. Cette opération peut être invisible, comme l’illustre l’ε-règle q2
εÐ→ q0.
En effet, elle reste inchangée puisque λ(connect(q2))−1 ⋅ ε ⋅ λ(connect(q0)) =
b−1 ⋅ b = ε. D’autres règles voient une lettre de leur label se faire transposer,
comme le montre q1
baÐ→ q1 dont le label se décale d’un rang pour devenir
b−1 ⋅ ba ⋅ b = ab.
Soit PA la taille maximale du plus grand préfixe commun d’un état de
A, sauf l’état initial, les deux propositions suivantes découlent directement
de la proposition 3.3 de Beal et Carton (2001) et assurent que l’on arrive à
l’automate normalisé reconnaissant le même langage dans un nombre d’étapes
bornées par PA.
Proposition 7. L’automate, obtenu après déplacement des lettres, définit le
même langage que l’automate de départ.
Preuve. (esquisse) Considérons un automate de mots A et l’automate A′ ob-
tenu après le déplacement des lettres. Nous pouvons prouver par induction
sur la taille des mots que L(A′)q = λA(q)−1 ⋅L(A) pour tout état q ∈ Q ∖ init .
Une fois cette hypothèse prouvée, il suffit de voir qu’un mot w est dans L(A)
ssi il existe un mot w′′ ∈ L(A)q et une règle venant de l’état initial I ∈ init
vers q, I
w′′Ð→ q ∈ rulA tel que w = w′ ⋅w′′. Par construction, I w′′⋅λ(q)ÐÐÐÐ→ q ∈ rulA′
donc par l’hypothèse w′ ⋅ λ(q) ⋅ λ(q)−1 ⋅w′′ = w est dans L(A′).
Proposition 8. Soit A′ l’automate obtenu par une étape de normalisation de
A alors PA′ = PA − 1.
Preuve. Si L(A′)q = λA(q)−1 ⋅ L(A) pour tout état q ∈ Q ∖ init les préfixes
communs sont automatiquement réduits d’au moins une lettre, s’ils ne sont
pas déjà vides, ce qui est donc le cas pour le plus grand.
À partir de cela, il suffit de montrer que tout préfixe commun, et particu-
lièrement PA, est borné dans la taille de A. Cela permet de fixer une borne
sur le calcul de Λ(q) pour chaque état, et prouve que la normalisation d’un
automate de mots peut être effectuée en temps polynomial.
Proposition 9. Soit A un automate. Pour tout état q ∈ Q , ∣Λ(q)∣ est borné
par ∣A∣.
Preuve. On se ramène à l’automate émondé en supprimant les états qui ne
sont pas co-accessibles. Pour montrer que le plus grand préfixe commun des
mots reconnus à partir de q est de taille bornée, il suffit de montrer qu’il existe
un mot de taille bornée, le lcp étant de taille inférieure ou égale à ce mot. Pour
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cela, il suffit de montrer qu’il existe une exécution de q vers un état final dont
le nombre de règles est borné.
Considérons un état q de A, qui est co-accessible, impliquant qu’il existe
une exécution u∗β tel que gch(β(1)) = q et dt(β(∣u∣)) ∈ dom(fin). Supposons
maintenant que le nombre de règles la composant est supérieur au nombre
d’états, alors il existe une portion de l’exécution démarrant et terminant dans
un même état. On peut donc se ramener à une règle de taille inférieure. Cet
argument de pompage permet de borner la taille d’une exécution au nombre
d’états de l’automate.
2.1.2.6 Minimisation
Le fait d’être travailleur n’est pas suffisant pour assurer l’unicité du repré-
sentant d’une fonction sous-séquentielle. Par exemple M2.11(a) reconnaissant
la copie de mots sur a∗ pourrait être exprimé par l’edtm M2.11(b), composé
d’un seul état en fusionnant q0 et q1, qui reconnaît une même transformation













Figure 2.11 – dfa et sa version minimale
Un transducteur travailleur M se minimalise de la même manière qu’un
dfa, en tenant compte que deux états finaux ne peuvent pas être équivalents
si les mots produits lors de la finalisation sont différents. L’autre propriété est
que deux états équivalents ont, pour chaque règle sortante lisant une même
entrée, une même sortie produite. Pour sa minimisation, on adapte un al-
gorithme de minimisation classique, tel que celui de Hopcroft, marchant par
raffinement d’ensembles d’états équivalents. Dans notre cas, on ne débute plus
avec d’une part les états finaux et d’autre part avec le reste des états, mais
cette fois ci avec l’ensemble de partitions de Q suivant :
⎛
⎝ ⋃w∈im(fin){{q ∣ (q,w) ∈ fin}}
⎞
⎠ ∪ {Q ∖ {q ∣ (q,w) ∈ fin}}
Pour résoudre le problème d’équivalence de transducteurs, il reste à mon-
trer l’unicité du transducteur travailleur minimal représentant une transduc-
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tion, modulo un renommage des états. Pour cela, Choffrut (2003) montre
comment construire ce représentant directement à partir de la transforma-
tion. Il montre également l’existence d’un unique morphisme, passant de tout
transducteur qui la reconnait vers ce représentant, ce qu’il prouve dans la
proposition 2.
Une autre façon de le voir est de considérer directement les transducteurs
travailleurs et les propriétés que partagent deux edtms représentant une même
transduction. Commençons par regarder les sorties associées à un mot préfixe.
Définition 23. Pour u ∈ prefixe(M) nous introduisons la sortie préfixe cor-
respondant à la sortie associée à u dans le transducteur M :
sortieM(u) = w ⋅ prod(β(1)) ⋅ . . . ⋅ (β(∣u∣))
où u ∗ β est une exécution valide sur M telle qu’il existe (gch(β(1)), w) ∈
init .
Lemme 11. Soient M1 et M2 reconnaissant une même transduction,
∀u ∈ dom(M1), sortieM1(u) = sortieM2(u)
Preuve. Ce lemme peut se prouver par l’absurde. Supposons qu’il n’est pas
vérifé. M1 et M2 reconnaissant la même transduction, on peut supposer sans
perte de généralité qu’il existe un mot u ∈ Σ et un mot w ∈ ∆∗ non vide, tels
que sortieM1(u) = sortieM2(u) ⋅w. Ceci implique que sortieM2(u) ⋅w est préfixe
de toute sortie produite en transformant un mot préfixé par u. Autrement dit,
l’état q, atteint après avoir lu le mot u, a un préfixe commun Λ(q) différent
de ε, ce qui contredit le fait que le transducteur est travailleur.
À partir de cela, si nous voyons les transformations reconnues à partir
des états comme les résiduels de la transduction pour chacun des mots les
atteignants, nous pouvons traduire cette propriété de la manière suivante.
Lemme 12. Soit M1 et M2 deux edtms équivalents, q ∈ QM1 ssi il existe un
état p ∈ QM2 tel que JM1Kq = JM2Kp.
Preuve. Considérons un mot u ∈ prefixe(domJM1K). M1 et M2 étant équiva-
lents, ils sont définis sur le même domaine et représentent une même transduc-
tion. Pour toute continuation v du mot u dans M1, u ⋅ v ∈ domJM1K implique
donc que u ⋅ v ∈ domJM2K et JM1K(u ⋅ v) = JM2K(u ⋅ v).
Il existe donc deux exécutions complètes (u ⋅ v) ∗ β1 et (u ⋅ v) ∗ β2 sur M1
et M2 dont les sorties suivantes sont égales :
sortieM1(u)ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
init(gch(β1(1))) ⋅ prod(β1(1)) ⋅ . . . ⋅ prod(β1(∣u∣)) ⋅
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. . . ⋅ prod(β1(k)) ⋅ fin(dt(β1(k)))
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Les états atteints après la transduction de u par M1 et M2 sont respecti-
vement q = dt(β1(∣u∣)) et p = dt(β2(∣u∣)).
JM2Kp et JM1Kq sont donc définis sur le même domaine. L’hypothèse de dé-
part et le lemme 11 nous donnent comme résultat que pour tout v ∈ u−1dom(JM1K) :
JM1Kq(v) = sortieM1(u)−1 ⋅ JM1K(u ⋅ v) = sortieM2(u)−1 ⋅ JM2K(u ⋅ v) = JM2Kp(v)
Proposition 10. Pour tout transducteur déterministe de mots M il existe un
unique edtm minimal can(M) équivalent, modulo renommage des états.
Preuve. L’existence de l’edtm minimal découle de la propriété 6 assurant
l’existence d’un edtm et de l’application de l’algorithme de minimisation.
Le fait qu’il soit unique provient de la propriété observée par le lemme 12,
assurant que tout edtm équivalent est composé d’états qui définissent les
mêmes sous-transductions, et contient, après minimisation, le même nombre
d’états que can(M). Par conséquent, tout edtm équivalent est identique à
can(M) modulo renommage de ces états.
Cette proposition nous permet d’élaborer une nouvelle manière de prouver
le corollaire 2. Pour décider de l’équivalence de deux transducteurs détermi-
nistes de mots, il faut tester l’égalité de leurs formes normales minimales
respectives, ce qui peut être fait en temps polynomial.
De cette manière, nous avons un algorithme polynomial pour décider de
l’équivalence de morphismes sur des ensemble réguliers.
2.1.2.7 Théorème de Myhill-Nérode
Nous cherchons maintenant à définir le représentant canonique non plus
d’une transduction mais directement de la fonction sous-séquentielle τ . Le
représentant can(τ) repose sur les notions de résiduels de transformation as-
sociés aux mots préfixes et les classes d’équivalence qui les lient. Ces classes
correspondront directement aux états du edtm minimal recherché. Dans cette
partie, nous proposons une adaptation du théorème de Myhill-Nérode (Nerode
(1958)) aux fonctions sous-séquentielles qui nous assure de l’existence d’un
représentant unique, can(τ), à nombre d’états fini pour toute fonction sous-
séquentielle. can(τ) correspond directement au transducteur minimal can(M)
pour tout dtm M reconnaissant cette transformation, et se base sur les défi-
nitions précédentes adaptées aux fonctions sous-séquentielles.
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La notion de résiduel pour les transformations sous-séquentielles (notée
u−1τ) se base sur la définition de résiduels pour un langage de mots (son do-
maine) auquel il faut associer une sortie. Pour les fonctions sous-séquentielles,
la répartition de cette sortie se base sur les définitions de transducteurs tra-
vailleurs. Cela nous donne comme sortie associée à tout mot préfixe apparte-
nant à prefixe(dom(τ)) :
sortieτ(u) = lcp({τ(u ⋅ v) ∣ u ⋅ v ∈ dom(τ))
Si u ∉ prefixe(dom(τ)) la sortie associée à ce préfixe est indéfini.
Définition 24. Le résiduel d’une fonction sous-séquentielle τ pour un mot
u ∈ prefixe(dom(τ)) est une fonction (partielle) de Σ∗ à ∆∗ correspondant
aux continuations possibles du mot u et leurs productions respectives. Plus
formellement :
u−1τ = {(v, sorties(u)−1τ(u ⋅ v)) ∣ u ⋅ v ∈ dom(τ)}
Ces résiduels correspondent à la sémantique associée aux états d’un trans-
ducteur travailleur reconnaissant cette transformation. Pour obtenir le trans-
ducteur travailleur minimal, il faut définir des relations d’équivalence entre
ces résiduels et les préfixes les représentant.
Définition 25. Pour une fonction sous-séquentielle τ , une relation d’équiva-
lence ≡τ lie deux mots u et v appartenant à prefixe(dom(τ)) ssi les résiduels
respectifs sont égaux. En d’autres termes,
u ≡τ v si et seulement si u−1τ = v−1τ
On nomme index de Myhill-Nerode la cardinalité de l’ensemble des classes
d’équivalences de τ .
On représentera chacune de ces classes d’équivalences par le plus petit mot
qu’elle contient. À chaque préfixe u ∈ prefixe(dom(τ)) on associe le représen-
tant de la classe d’équivalence à laquelle il appartient, [u]τ = min<ord({v ∣ v ≡τ
u}) pour tout u ∈ prefixe(τ) . L’ensemble de ces mots compose les plus courts
représentants des classes d’équivalence, et des états de can(τ) :
minPref (τ) = {[u]τ ∣ u ∈ dom(τ)}
Une fois les états du transducteur minimal identifiés, il ne reste qu’a iden-
tifier les sorties à produire sur chacune des règles.
Définition 26. On appelle facteur, noté factM d’un mot u ⋅a pour une trans-
formation τ la sortie ne pouvant être produite qu’après lecture de sa dernière
lettre. Pour fact τ(u ⋅ a) = sortieτ(u)−1sortieτ(u ⋅ a)
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En nous basant sur ces notions, nous pouvons à partir d’une fonction sous-
séquentielle τ définir le transducteur travailleur minimal.
Définition 27. Le transducteur travailleur minimal can(τ) est défini par le
n-uplet (Σ,∆,Q , init ,fin, rul) tel que :
– Q = minPref (τ)
– init = {(ε, sortieτ(ε)}
– fin = {u, sortieτ(u)
−1τ(u)) ∣ u ∈ minPref (τ) ∩ dom(τ)}
– rul = {u
a/factτ (u⋅a)
ÐÐÐÐÐÐ→ [u ⋅ a]τ ∣ u ∈ minPref (τ), u ⋅ a ∈ prefixe(τ)}
Théorème 4. (Myhill-Nerode) Pour toute transformation τ les trois propo-
sitions suivantes sont équivalentes :
1. τ est une fonction sous-séquentielle à index de Myhill-Nérode fini
2. can(τ) est l’unique edtm ayant le minimum d’états reconnaissant τ
3. τ est reconnaissable par un edtm
Preuve.
– (2) ⇒ (3) se vérifie puisque can(τ) est un edtm particulier reconnaissant
τ .
– (3) ⇒ (1) s’obtient par définition des fonctions sous-séquentielles.
– Pour que (1) ⇒ (2) il faut prouver que le transducteur can(τ) (noté M
dans cette preuve) est un edtm reconnaissant la transformation τ ; En
d’autres termes, que JMK[u]τ = u−1τ . Plus précisément, il faut vérifier
qu’ils partagent un même domaine, dom(JMK[u]τ ) = {v ∣ u ⋅v ∈ dom(τ)},
et une même sortie produite le plus tôt possible sur M , JMK[u]τ =
sortieτ(u)−1τ(u ⋅ v) pour tout v ∈ dom(JMK[u]τ ). La preuve se fait par
induction sur la taille des suffixes v.
– Si v = ε :
Par construction, on peut remarquer que ε ∈ dom(JMK[u]τ ) ssi u ∈
dom(fin) et donc u ∈ dom(τ). De plus, la sortie produite JMK[u]τ (ε) =
fin([u]τ) = sortieτ(u)−1τ(u).
– Sinon, v = a ⋅ v′ tel que a ∈ Σ :
Pour ce qui est du domaine, on peut remarquer que a⋅v′ ∈ (dom(JMK[u]τ ))
ssi v′ ∈ dom(JMK[u⋅a]τ ) ce qui par l’hypothèse d’induction équivaut à
u ⋅ a ⋅ v′ ∈ dom(τ). La production JMK[u]τ (a ⋅ v′) est donc égale à :
w ⋅ JMK[u⋅a]τ (v′) pour [u]τ a/wÐÐ→ [u ⋅ a]τ
= sortieτ(u)−1 ⋅ sortieτ(u ⋅ a) ⋅ JMK[u⋅a]τ (v′) def. rul
= sortieτ(u)−1 ⋅ sortieτ(u ⋅ a) ⋅ sortieτ(u ⋅ a)−1 ⋅ τ(u ⋅ a ⋅ v′) induction
= sortieτ(u)−1 ⋅ τ(u ⋅ a ⋅ v′)
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Pour vérifier que JMK = τ , il suffit d’observer que dom(JMK[ε]τ ) = {u ∣
ε ⋅ u ∈ dom(τ)} = dom(τ) et que pour tout u ∈ dom(τ) nous avons :
JMK(u) = sortieτ(ε) ⋅ JMK[ε]τ (u)
= sortieτ(ε) ⋅ sortieτ(ε)−1 ⋅ τ(u)
= τ(u)
M est un edtm puisque pour tout état [u]τ :
lcp(JMK[u]τ ) = lcp({sortieτ(u)−1 ⋅ τ(u ⋅ v) ∣ u ⋅ v ∈ dom(τ)})
= sortieτ(u)−1 ⋅ lcp({τ(u ⋅ v) ∣ u ⋅ v ∈ dom(τ)})
= ε
M est un edtm reconnaissant τ mais il reste à vérifier qu’il est l’unique
minimal. Le lemme 12 nous dit que tout autre edtm reconnaissant τ est
composé d’états définissant les mêmes sous-transductions et donc même
résiduels. Puisque Q = minPref (τ), on sait que deux états n’acceptent
pas une même sous-transduction et que leur nombre ne peut être baissé.
Par conséquent can(τ) est l’unique edtm minimal représentant τ .
2.1.2.8 Apprentissage
Maintenant, nous allons nous intéresser au problème d’apprentissage des
fonctions sous-séquentielles.
La technique utilisée ici repose sur les techniques d’inférence grammati-
cale introduites par Gold (1967) permettant d’apprendre un langage à partir
d’exemples de mots de ce langage. Adapté par Oncina et al. (1993), l’algo-
rithme OSTIA repose sur la création d’un transducteur représentant un en-
semble de couples d’entrées et de sorties, suivi de sa minimisation par fusion
d’états. La limite de ces fusions vient de l’impossibilité de synchroniser la sor-
tie, générant une non fonctionnalité. Dans cet algorithme, aucune information
n’est donnée sur le domaine de transformation.
Divers moyens permettent d’intégrer de l’information sur ce domaine,
comme des paires d’exemples négatifs, des mots ou préfixes du domaine d’en-
trée non acceptés. Ce domaine pouvant être appris à part, en utilisant les
algorithmes usuels d’apprentissage de langage, nous supposerons par la suite
que le domaine nous est donné sous forme d’un dfa.
L’algorithme que nous exposons ensuite est basé sur l’algorithme Rpni
proposé par Oncina et Garcia (1992). On étend cet algorithme permettant
d’apprendre des langages réguliers de mots aux transducteurs. Le processus se
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divise en deux étapes principales, l’identification des différentes classes d’équi-
valence entre les préfixes, les parcourant dans l’ordre <ord , puis la création du
transducteur travailleur minimal correspondant. Nous conclurons sur un théo-
rème d’apprentissage, assurant que toute fonction sous-séquentielle peut être
apprise en temps et taille polynomial dans la taille de l’échantillon.
Le résultat de l’évaluation de cette fonction d’apprentissage dépend de
l’échantillon considéré.
Définition 28. Un échantillon S est composé d’un ensemble de couples as-
sociant à un mot de l’entrée une sortie possible, i.e. S ⊆ Σ∗ ×∆∗. Il existe au
plus un couple ayant un même mot d’entrée.
S peut être considéré comme une fonction partielle et sera parfois utilisé
en temps que tel par la suite. Le domaine d’un échantillon S correspond à
l’ensemble des parties gauches des couples qui le compose. Réciproquement,
son image correspond à sa partie droite.
dom(S) = {u ∣ (u, v) ∈ S}
im(S) = {v ∣ (u, v) ∈ S}
Définition 29. Un échantillon S est dit compatible avec une fonction sous-
séquentielle τ si S ⊆ τ .
Dans un apprentissage, prenant en compte un ensemble d’exemples et non
pas une transformation, il faut se montrer plus souple sur la notion d’équiva-
lence entre les mots et leur résiduels. Il faut uniquement veiller à ce que la
fonctionnalité ne soit pas remise en cause. Afin d’éviter une sur-généralisation,
on utilisera les informations connues sur le domaine, données par un dfa.
Pour cela on introduit la notion de compatibilité entre deux mots par
rapport à un échantillon.
Définition 30. Pour un échantillon S et un dfa A représentant le domaine
d’apprentissage, et deux mots u1, u2 de prefixe(dom(S)), u1 est dit compatible
avec u2 (noté u1 ∼∼∼(S,A) u2) si et seulement si :
1. ∀v ∈ u−11 dom(S) ∩ u−12 dom(S), (u−11 S)(v) = (u−12 S)(v)
2. u−12 dom(S) ⊆ u−11 dom(L(A)) et u−11 dom(S) ⊆ u−12 dom(L(A))
Pour assurer l’apprentissage d’une transformation τ , il est nécessaire d’in-
troduire la notion d’échantillon caractéristique. Le but étant, en présence d’un
échantillon caractéristique de τ ou tout ensemble le contenant et compatible
avec τ , que le résultat soit le transducteur canonique can(τ) reconnaissant
cette transformation.
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Cet échantillon caractéristique est surtout défini par des contraintes per-
mettant d’assurer la reconstruction de can(τ) durant l’apprentissage. Tous les
états doivent pouvoir être identifiés et dissociés. L’algorithme parcourant les
préfixes dans l’ordre <ord , chaque classe doit être représentée par le plus petit
mot qu’elle contient, appartenant à minPref (τ). Chaque règle liant deux états
doit aussi y être représentée. L’ensemble des préfixes devant être présents dans
l’échantillon, dénommé noyau(τ), comprend donc les représentants de chaque
état ainsi que ceux des règles :
noyau(τ) = {u ⋅ a ∣ a ∈ Σ ∪ {ε}, u ∈ minPref (τ), u ⋅ a ∈ prefixe(τ)}
Il faut assurer le fait de pouvoir différencier deux classes d’équivalences,
ce qui peut se détecter par un conflit dans le domaine où par la perte de
fonctionnalité. Il ne reste plus qu’à assurer la bonne distribution de la sortie
sur le transducteur, ce qui nécessite un préfixe commun vide pour chaque
production d’un même résiduel d’un mot de noyau(τ). Les représentants d’un
état doivent aussi permettre de savoir s’il est final ou non, et être présents
dans le domaine de S si c’est le cas.
Définition 31. L’échantillon S est caractéristique pour la transformation τ
pour le domaine exprimé par un dfa A si il est :
(C) compatible :
S ⊆ τ et JAK = dom(τ)
(S) structurellement complet :
∀u ∈ noyau(τ), ∃u ⋅ v ∈ dom(τ). (u ⋅ v, τ(u ⋅ v)) ∈ S.
(E) conservateur d’équivalences :
∀u ∈ minPref (τ), ∀v ∈ noyau(τ). u /≡τ v implique qu’il existe des
exemples tel que u /∼∼∼S v.
(P) complet sur la sortie, i.e. ∀u ∈ minPref (τ) :
∃(u ⋅ v1, τ(u ⋅ v1)), (u ⋅ v2, τ(u ⋅ v2)) ∈ S tel que lcp(τ(u ⋅ v1), τ(u ⋅ v2)) = ε.
(F) finalisation. Que chaque transition finale soit représentée i.e. ∀u ∈
minPref (τ) tel que (u,w) ∈ τ , il existe (u,w) ∈ S.
Proposition 11. Tout échantillon compatible avec une transformation τ et
contenant un échantillon caractéristique est caractéristique.
Preuve. Les contraintes (S), (E) et (P), (F) sont monotones. La compatibilité
(C) est une condition de la proposition.
Lemme 13. Pour toute fonction sous-séquentielle τ et son transducteur ca-
nonique can(τ), un échantillon caractéristique peut être généré en temps et
taille polynomial dans la taille de can(τ).
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Preuve. Construisons les exemples de S à partir du transducteur canonique
can(τ) (noté M).
Pour chaque état q ∈ Q , nous identifions par vq le plus petit mot du do-
maine de JMKq. Nous identifions par la même occasion le représentant d’un
état uq, le plus petit mot permettant d’y accéder. Formellement cela nous
donne :
uq = min<ord{u ∣ q0 u/wÐÐ→∗ q, (q0, w0) ∈ init}
vq = min<ord{v ∣ v ∈ dom(JMKq)}
Nous pouvons remarquer que chaque état correspondant à une classe d’équi-
valence de JMK,M étant minimal, l’ensemble des plus petits préfixes minPref
correspond à l’ensemble des uq pour chaque état q ∈ Q . Cela nous donne pour
M :
minPref (JMK) = {uq ∣ q ∈ Q}
noyau(JMK) = {uq ⋅ a ∣ q ∈ Q , a ∈ {a ∣ q a/wÐÐ→ q′ ∈ rul} ∪ {ε}}
ensemble de taille linéaire dans celle de M .
Pour assurer la propriété (S), il faut ajouter à S les exemples correspon-
dants. Pour toute règle r ∈ rul ,
S = S ∪ {(u, JMK(u)) ∣ r = q a/wÐÐ→ q′ ∈ rul , u = uq ⋅ a ⋅ vq′}
soit ∣rul ∣ exemples.
(F) nécessite l’ajout d’un exemple pour chaque transition finale. Pour tout
état q ∈ Q tel que fin(q) = w,
S = S ∪ {(uq, JMK(uq))}
La propriété (P) repose sur le fait que lcp(im(JMKq)) = ε revenant à
l’existence :
Soit d’un mot u tel que (u, ε) ∈ JMKq ce qui donne :
S = S ∪ {(uq ⋅ u, JMK(uq ⋅ u))}
Soit de deux paires (u,w), (v,w′) ∈ JMKq telles que lcp(w,w′) = ε, dans
quel cas :
S = S ∪ {(u′, JMK(u′)), (v′, JMK(v′))} où u′ = uq ⋅ u et v′ = uq ⋅ v
Au plus ∣Q ∣ × 2 exemples seront donc nécessaires.
Pour préserver les classes d’équivalences, et donc les états, il est nécessaire
d’avoir au plus deux exemples permettant de dissocier ces classes. Cela revient,
pour chaque état q, à s’assurer que uq /≡JMK u′, pour tout mot u′ ∈ noyau(JMK),
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est vérifié si u′ conduit à un état différent de q. Soit (uq, u′) une de ces paires, u
atteignant l’état q′, deux possibilités de montrer cette inégalité s’offre à nous :
Soit il existe un mot v ∈ dom(JMKq) ∪ dom(JMKq′) tel que (v,w) ∈ JMKq,(v,w′) ∈ JMKq′ et w ≠ w′. Il suffit d’ajouter les exemples correspondant à S :
S = S ∪ {(v′, JMK(v′)), (v′′, JMK(v′′))} où v′ = uq ⋅ v et v′′ = u′ ⋅ v
Soit il existe un mot v ∈ Σ∗ tel que v ∈ dom(JMKq) et v /∈ dom(JMKq′),
ou l’inverse. Cela demande respectivement l’ajout de (uq ⋅ v, JMK(uq ⋅ v)) ou(u′ ⋅ v, JMK(u′ ⋅ v)) dans S.
On peut remarquer que la compatibilité (C) est assurée tout au long de
la construction car chaque exemple positif appartient à JMK = τ . Les autres
propriétés sont monotones, i.e. conservées pendant l’ensemble du processus.
Nous pouvons donc, pour tout transducteur canonique M d’une transforma-
tion τ , définir un échantillon caractéristique dans une taille polynomiale dans
celle de M .
Exemple 25. Construisons les exemples S de l’échantillon caractéristique de
JM2.6(b)K qui transforme un mot de (a + b)∗b dans sa copie en supprimant
chaque “a”. On remarque que JM2.6(b)K est un dtm non travailleur. En tirant
le premier b produit, on obtient cependant le représentant travailleur unique






Figure 2.12 – M2.6(b) en forme normale minimale
Pour le moment S = ∅. Les plus petits mots transformables à partir de qa
et qb sont respectivement vqa = b et vqb = ε.
Les mots représentants les états, c’est à dire les plus petits mots permettant
d’y accéder, sont uqa = ε et uqb = b.
Pour assurer la propriété S, il faut ajouter à S des exemples de chaque
transition. Pour qa, il existe deux règles qa
a/εÐ→ qa et qa b/εÐ→ qb. On ajoute donc
à S les exemples pour les mots ua = uqa ⋅ a ⋅ vqa = ab et ub = uqa ⋅ b ⋅ vqb = b à
savoir (ab, b) et (b, b). De la même façon, on ajoute pour l’état qb les couples(bb, bb) et (bab, bb) à S.
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Pour l’instant, l’échantillon S = {(b, b), (ab, b), (bb, bb), (bab, bb)}. Pour ce
qui est de la propriété (P ), puisque (b, ε) ∈ JM2.12Kqa, (ε, ε) ∈ JM2.12Kqb et que
uqa ⋅ b = uqb ⋅ ε = b, il suffirait d’ajouter (b, b) à S, ce qui est déjà fait.
La distinction entre les états qa et qb nécessite que uqa = ε /≡M b = uqb. Pour
cela on peut générer un conflit sur la fonctionnalité en se basant sur le fait que
que (ab, ε) ∈ JM2.12Kqa et (ab, b) ∈ JM2.12Kqb, et en ajoutant les exemples (ab, b)
et (bab, bb) correspondants. L’autre manière, utilisée ici, est de trouver un mot
d’entrée dans le domaine d’un état et non présent dans celui de l’autre, pour
notre cas ε /∈ dom(JM2.12Kqa) et ε ∈ dom(JM2.12Kqb). La présence de (b, b) suffit
donc, à l’aide de l’automate A représentant le domaine, à apporter ce conflit.
Pour assurer que b /∼∼∼S ba, on choisit aussi ε comme continuation possible de
b mais qui ne permet pas une transformation pour ba. De même pour montrer
que ε /∼∼∼S bb.
L’unique finalisation possible à partir de l’état qb est déjà représentée par(b, b).
L’échantillon S = {(b, b), (ab, b), (bb, bb), (bab, bb)} obtenu est bien carac-
téristique pour M2.12 et produit bien ce même transducteur par l’algorithme
d’apprentissage comme vu précédemment.
Algorithme d’apprentissage
Si nous observons la construction de can(τ) à partir de τ dans la partie pré-
cédente, nous pouvons identifier plusieurs étapes de conception. Il faut d’abord
définir l’ensemble des plus petits mots représentants les différentes classes
d’équivalences, minPref (τ), qui composeront l’ensemble des états. Dans notre
cas, il faut identifier l’ensemble de ces mots, qu’on note Qok, et les classes qu’ils
représentent. Qok est composé dans un premier temps par ε, plus petit préfixe
et état initial. Par la suite, cet ensemble est enrichi par des mots issus des
Qborder, préfixes représentant toutes les transitions du transducteur cible pas
encore considérés. Ils sont les prolongations des mots de Qok. Les mots de
Qborder sont considérés l’un après l’autre suivant l’ordre <ord . Si on connait
τ , un mot v ∈ Qborder appartient à une classe d’équivalence représentée par
un mot u ∈ Qok, et est fusionné à l’état correspondant, uniquement s’il est
équivalent à celui ci (v ≡τ u).
Dans notre cas, la classe d’équivalence se construit au fur et à mesure. On
définit progressivement la fonction [x]S qui associe aux préfixes x le représen-
tant de la classe d’équivalence à laquelle ils appartiennent, de manière à ce
que :
[v]S = u ssi ∀u′ ∈ prefixe(dom(S)) tel que u′ <ord v. [u′]S = u⇔ u′ ∼∼∼(S,A) v
La fusion d’états n’est donc possible entre un représentant u ∈ Qok et un
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candidat v que si le résiduel est compatible avec chaque élément de la classe
d’équivalence de u.
Définition 32. Pour un échantillon S et un dfa A, on définit la fonction
fusionnable(v, u) qui nous dit pour deux préfixes u et v si v peut être intégré
par la classe d’équivalence représentée par u.
fusionnable(u, v) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
vrai Si ∀u′ ∈ prefixe(dom(S)) tel que u′ <lex u ∶[u′]S = v⇒ u′ ∼∼∼(S,A) u
faux sinon
Une fois ces classes d’équivalences identifiées, les états de can(S) le sont
aussi. Il reste à construire les règles de can(S) en se basant sur l’échantillon
S, et l’automate A représentant le domaine. La manière de faire est identique
à celle de can(τ).
Plus formellement, l’algorithme d’apprentissage est le suivant :
Rpnidtm
entrée : Un echantillon S, un dfa A
Qborder ∶= {ε}
Qok ∶= ∅
tant que Qborder ≠ ∅ do
u ∶= min<ord(Qborder)
Qborder ∶= Qborder ∖ {u}
OK = {v ∈ Qok ∣ fusionnable(u, v)}
si OK ≠ ∅
alors [u]S ∶= min<ord(OK )
sinon [u]S ∶= u
Qok ∶= Qok ∪ {u}
Qborder ∶= (Qborder ∪ {u ⋅ a ∣ u ⋅ a ∈ prefixe(dom(S))}) ∖ {u}
pour tout u ⋅ a ∈ prefixe(dom(S)) en suivant l’ordre <ord
si ∄[u]S a/wÐÐ→ q ∈ rul alors
rul ← {[u]S a/factS(u⋅a)ÐÐÐÐÐÐ→ [u ⋅ a]S ∣ u ⋅ a ∈ prefixe(dom(S))}
init = {(ε, sortieS(ε))}
fin = {(u,w) ∣ ∃v ∈ prefixe(dom(S)), [v]S = u, (ε,w) ∈ v−1S}
Exemple 26. Prenons l’ensemble d’exemples S = {(b, b), (ab, b), (bb, bb), (bab, bb)}
et le dfa A représentant le domaine de M2.12.
Au départ, Qborder = {ε} et Qok = ∅. On débute avec le premier préfixe
u = ε. Qok étant vide, l’ensemble OK correspondant aux états déjà identifiés
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compatibles avec le mot courant est vide aussi. ε est donc un nouvel état.
Maintenant, Qok = {ε} et [ε]S = ε. Les prochains mots à considérer sont
toutes les continuations possibles, à savoir Qborder = {a, b}.
Passons maintenant à u = a. Le préfixe a est fusionnable avec ε puisque
ε ∼∼∼(S,A) a. En effet, l’union des résiduels a−1S et ε−1S produit un ensemble
fonctionnel {(b, ε), (ab, ε), (bb, b), (bab, b)}. Au niveau des domaines, le rési-
duel a−1S = {(b, ε)} appartient bien à ε−1L(A) et il en va de même pour ε−1S
et a−1L(A). Qok n’est pas modifié et la fonction des représentants est enrichie
par [a]S = ε. Qborder est uniquement privé de a puisque aucun mot préfixé par
a peut être identifié comme représentant d’une classe d’équivalence.
Le mot suivant dans Qborder est u = b. Le fait que (ab, ε) ∈ ε−1S et (ab, b) ∈
b−1S et donc que ε /∼∼∼S b, nous donne que [b]S = b est l’identifiant d’un nouvel
état b ∈ Qok. La non compatibilité peut aussi être obtenue du fait que ε ∈
b−1dom(S) alors que ε /∈ a−1L(A). Maintenant, Qborder = {ba, bb}.
De la même manière on vérifie que ba ∼∼∼(S,A) ε, et bb ∼∼∼(S,A) b alors que
bb /∼∼∼S ε. Ce qui nous donne respectivement que [ba]S = ε, [bb]S = b. Le dernier
préfixe à considerer, Qborder = {bab} vérifie que bab ∼∼∼(S,A) b alors que bab /∼∼∼S ε
donc [bab]S = b.
Pour ce qui est de la règle initiale, par construction nous obtenons :
init = {(ε, sortieS(ε))} = {(ε, b)}
b est l’unique état final. En utilisant le mot b on obtient que : fin = {(b, ε)}
Les règles obtenues par la dernière partie de l’algorithme sont les suivantes :
rul = {ε a/εÐ→ ε, ε b/εÐ→ b, b a/bÐ→ ε, b b/bÐ→ b}
Le transducteur ainsi obtenu est bien le transducteur M2.6(b) souhaité mo-
dulo le renommage des états ε en qa et b en qb.
Il faut maintenant vérifier, pour tout échantillon caractéristique, que l’al-
gorithme produit bien le edtm minimal représentant la transformation cible,
de taille polynomiale dans celle de l’échantillon, et en temps polynomial dans
cette même taille.
Lemme 14. Si S est l’échantillon caractéristique de τ sur le domaine ex-
primé par A, représenté par le transducteur minimal travailleur can(τ), alors
le résultat de l’apprentissage Rpnidtm(S,A) est un transducteur travailleur
isomorphe à can(τ).
Preuve. On s’intéresse à l’apprentissage de min(τ) (noté M) à partir de
l’échantillon S caractéristique pour τ et A. On identifie une étape de l’ap-
prentissage sur S par le mot u0 considéré à cet instant. Dans cette preuve,
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nous allons définir les propriétés invariantes à chaque étape de l’algorithme
d’apprentissage permettant de vérifier que le transducteur attendu est bien
isomorphe à M .
1. Qborder = {u ⋅ a ∣ [u]τ a/wÐÐ→ [u ⋅ a]τ ∈ rulM , u <ord u0, u ⋅ a > u0}.
Cette propriété s’obtient par construction dans l’algorithme d’appren-
tissage et du fait que S est compatible à τ , donc tout préfixe de S est
représenté par une exécution partielle de M .
2. Qok = {u <ord u0 ∣ u ∈ QM}.
(C) nous apporte que S est compatible avec τ et ne peut donc pas
identifier plus d’états que ceux de M . De plus, grâce à (E) nous savons
que u et v seront fusionnables seulement si ils sont compatibles. Associé
au fait que les préfixes sont parcourus dans l’ordre <ord (1), le premier
identifiant d’une classe d’équivalence est bien son plus petit représentant.
3. ∀u <ord u0, u
a/wÐÐ→ [u ⋅ a]τ ∈ rulM ⇒ u ∈ Qok et il existe u′ ∈ Σ∗ et w′ ∈∆∗
tel que (u ⋅ a ⋅ u′, w′) ∈ S et w = sortieS(u)−1sortieS(u ⋅ a).
L’existence du couple dans l’échantillon découle de (S). Le fait que w =
sortieS(u)−1sortieS(u ⋅ a) nous vient de (C) assurant la compatibilité et
(P) assurant un bon partitionnement de la sortie.
4. ∀u <ord u0, u
a/wÐÐ→ [u ⋅a]S ∈ rulM ⇔ Pour tout u ∈ Qok, u′ ∈ Σ∗ et w′ ∈∆∗
tel que (u ⋅ a ⋅ u′, w′) ∈ S et w = sortieS(u)−1sortieS(u ⋅ a).
(⇐) S’obtient par construction dans l’algorithme d’apprentissage. En
effet, les premières règles créées pour une classe d’équivalence identifiée
par u se font pour u ⋅ a ∈ prefixe(dom(S)) avec a ∈ Σ.
(⇒) S respectant la condition (S), toutes les règles y sont représentées.
Ainsi, les règles pour un échantillon caractéristique sont générées uni-
quement pour les u ⋅ a avec u ∈ minPref (S). Aucune autre règle ne sera
donc créée pour cet état.
5. finM ∶ {u ∈ Qok ∣ (u,w) ∈ S} → ∆∗ tel que fin(u) = sortieS(u)−1w =
fin(M).
(F) et (P) nous assurent qu’un représentant de chaque transition finale
existe et qu’elle correspond à celles de M .
Nous avons donc la première phase de l’algorithme qui identifie correcte-
ment les états deM avec (2). Ensuite (3) et (4) nous assurent que le transduc-
teur créé M aura les mêmes règles que M reliant les états des même classes
d’équivalences. Les finalisations sont assurées par (5) et l’initialisation par la
construction dans l’échantillon caractéristique. (P) assure que trop de sorties
ne seront pas produites durant ces phases.
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On peut remarquer que tout apprentissage produit un edtm M , valide au
regard de son échantillon S et de son domaine représenté par A, i.e. S ⊆ JMK
et dom(M) ⊆ A. Dans le pire des cas, M sera un arbre préfixe annoté des
sorties communes aux mots du même préfixe. Les états finaux représentant
un unique mot, la finalisation assure que chaque sortie pourra être produite.
Nous pouvons conclure sur le théorème d’apprentissage suivant :
Théorème 5 ((Oncina et al., 1993)). Les fonctions sous-séquentielles sont
apprenables en temps et taille polynomiale dans le edtm cible.
Cette classe de transducteurs a donc de nombreuses propriétés intéres-
santes mais perd beaucoup d’expressivité par rapport aux transducteurs ra-
tionnels. Maintenant nous allons nous intéresser aux transducteurs avec anti-
cipations qui assurent une fonctionnalité tout en s’approchant le plus possible
de l’expressivité des tm.
2.1.3 Transducteurs déterministes avec anticipation
La perte d’expressivité des transducteurs déterministes vient de sa dépen-
dance à l’ordre du parcours du mot d’entrée. Un transducteur rationnel comme
M2.1 ne peut pas être exprimé de manière déterministe car il faut attendre
la fin du mot pour décider quoi faire de tout ce qui a été lu précédemment.
Pour palier ce problème nous allons introduire ici un pré-traitement sous la
forme d’un automate fini qui parcourt les mots de droite à gauche et les an-
note par des états qui permettront par la suite d’exécuter un dtm sur ces
mots annotés, de gauche à droite. Ces machines, appelées transducteurs dé-
terministes avec anticipation, ont été introduites par Elgot et Mezei (1965).
Ils ont la même expressivité que les transducteurs de mots fonctionnels, i.e.
une relation JMK ⊆ Σ∗ ×∆∗, exprimable par un tm M , autorisant, au plus,
une sortie pour un mot de l’entrée.
2.1.3.1 Syntaxe
L’anticipation est représentée par un automate déterministe de mots A,
appelé automate d’anticipation, sur l’alphabet Σ et l’ensemble d’états P par-
courant les mots de droite à gauche. Elle sort, pour chaque lettre d’un mot,
cette même lettre associée à l’état atteint par l’automate. Une règle de l’auto-
mate q
aÐ→ q′ peut être considérée comme une règle de transduction q a/(a,q′)←ÐÐÐÐ q′.
De plus, A doit être complet.
Un transducteur déterministe avec anticipation dTl est donc une paire
N = (A,M) où A est un dta↑ ayant pour ensemble d’états P , et M un dtm
défini sur l’alphabet d’entrée Σ ×P .










(a, pa)/a; (b, pa)/b
(a, pb)/ε; (b, pb)/b
(b)
Figure 2.13 – transducteur avec anticipation N1 pour M2.1
2.1.3.2 Sémantique
La sémantique de l’automate d’anticipation A est donc une fonction ra-
tionnelle JAK qui produit pour un mot u ∈ Σ∗ le même mot annoté des états
de A, JAK(u) ∈ (Σ × P)∗. La fonction JAK est totale puisque A doit couvrir
l’ensemble des mots de Σ∗.
Un dTl N = (A,M) défini donc une fonction rationnelle JNK = JMK ○ JAK.
Un mot u de l’entrée est d’abord annoté par les états de droite à gauche puis
transformé par M de gauche à droite.
Exemple 27. Reconsidérons M2.1 de la figure 2.1. Il peut être exprimé par
le dTl N1 de la figure 2.13. En effet l’automate (a) permet d’annoter chaque
lettre d’un mot u ∈ Σ∗ par un état pa ou pb indiquant la dernière lettre lue.
Le transducteur (b) n’a plus qu’a tenir compte de cet état pour décider si la
transduction à appliquer correspond à un mot se terminant par “a” ou “b”.
Pour illustrer le procédé, utilisons le mot “aabab”. L’automate d’anticipa-
tion commence en pε. La dernière lettre étant un “b” il l’annote par pb. Puis
chaque autre lettre lue reste dans le même état ce qui nous donne :
(a, pb)(a, pb)(b, pb)(a, pb)(b, pb)
En appliquant ensuite le transducteur, chaque symbole (a, pb) est supprimé et
chaque symbole (b, pb) est remplacé par “b” ce qui nous donne “bb”.
2.1.3.3 Expressivité
Comme dit précédemment, l’intérêt principal de ce formalisme est qu’il
définit un procédé déterministe permettant de définir l’ensemble des fonctions
rationnelles. Nous devons ce résultat à Elgot et Mezei (1965) à travers leur
théorème de décomposition suivant.
Théorème 6. (Elgot et Mezei) Une fonction partielle est rationnelle si et
seulement si elle est définie par un dTl .
78 Chapitre 2. Transducteurs
Le modèle, malgré son déterminisme, reste cependant difficile à appréhen-
der. Par exemple, la définition de domaine ou encore d’image dépend à la fois
des deux machines et n’est pas obtenu aussi facilement que pour un dtm. Cela
remet en cause les manières de répondre aux principaux problèmes qui nous
intéressent, comme le test de l’équivalence ou encore l’apprentissage.
2.1.3.4 Équivalence
Comme nous avons pu le voir précédemment, l’exécution d’un dTl N se
compose de deux étapes : l’annotation du mot de droite à gauche par un
automate d’anticipation A, puis la transduction appliquée par un transducteur
déterministe M .
Pour obtenir les deux exécutions sur une même représentation nous intro-
duisons l’ensemble des règles suivantes :
rulant = {(q, p) a/wÐÐ→ (q′, p′) ∣ q (a,p)/wÐÐÐÐ→ q′ ∈ rulM , p′ aÐ→ p ∈ rulA}
Á l’instar des dtm, nous définissons, pour un mot u, une exécution u ∗ β
où β associe à chaque position de u une règle de rulant . Une exécution u ∗ β
est dite valide si la règle à la position i ∈ pos(u) consomme la bonne entrée
u(i) = lect(β(i)), et si elle est la continuation de la règle qui la précède (i.e.
pour i − 1 ∈ pos(u), gch(β(i − 1)) = dt(β(i))). Suivant la même logique, une
exécution u ∗ β est dite complète si elle est valide, que l’état à l’extrémité
gauche soit composé d’un état initial pour M et final pour A, et que celui à
l’extrémité droite soit composé d’un état final pour M et initial pour A. Plus
formellement, gch(β(1)) = (q, p) implique que q ∈ dom(initM), et dt(β(∣u∣)) =(q′, p′) implique que q′ ∈ dom(finM) ainsi que p′ ∈ init(A).
Les deux étapes étant déterministes, il n’existe qu’une exécution de A sur
un mot u et une exécution deM sur le mot obtenu par l’anticipation. Il n’existe
donc qu’une unique exécution complète pour u sur N . La notion d’exécution
parallèle complète sur deux dTl , N1 et N2, correspond à la définition pour les
dtm, à savoir un triplet u∗β1 ∗β2 pour u ∈ dom(N1)∩dom(N2) où βi est une
exécution complète de Ni.
Lemme 15. Les deux problèmes de décisions suivants sont équivalents modulo
des réductions en temps polynomial :
1. L’équivalence de deux morphismes sur un langage régulier donné par un
dfa peut être décidé en temps polynomial.
2. L’équivalence de deux transducteurs avec anticipation peut être décidé
en temps polynomial.
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Preuve. « 1⇒ 2 ». Une transduction exprimée par un transducteur détermi-
niste de mots M peut être exprimée par un transducteur avec anticipation
N = (M,A), où A est un automate à un état reconnaissant Σ∗ et n’apportant
aucune information lors de l’annotation du transducteur. Le problème d’équi-
valence de transducteurs déterministes se réduit dans celui de transducteurs
avec anticipation. Nous obtenons le résultat souhaité en utilisant le lemme 10.
« 2⇒ 1 ». Prenons deux dTl N = (M,A) et N ′ = (M ′,A′). Avant de suivre
la même approche que pour le lemme 10, en définissant un dfa représentant
les exécutions parallèles des transducteurs et les morphismes correspondants,
nous devons tester que les deux transducteurs sont définis sur un même do-
maine. Pour cela, il faut exprimer les deux transducteurs sur un même au-
tomate d’anticipation obtenu par le produit A′′ = A ×A′. Le langage obtenu
étant local, i.e. le langage reconnu peut être représenté par un ensemble des
parties constituant un mot. Son inverse l’est aussi et est donc reconnaissable
par un automate déterministe ayant des états définis dans (QA ×Q ′A) ∪ {pi},
où pi est l’état initial. Une fois cet automate obtenu, il faut calculer le pro-
duit de A′′ et des automates obtenus par projection sur l’entrée de M et M ′,
qui reconnaitront tous deux des mots sur Σ ×QA ×Q ′A sous la forme d’auto-
mates déterministes. Il suffit maintenant de tester l’équivalence de ces deux
automates.
Si les deux transducteurs sont définis sur le même domaine, on procède
comme dans la preuve du lemme 10 en représentant toutes les exécutions
parallèles par un dfa A′′. Chaque règle de l’exécution parallèle est obtenue
par l’utilisation des rulant associés à N et N ′. Etant annotés directement par
les règles des transducteurs, nous pouvons, à partir de ces règles, définir deux
morphismes récupérant les productions respectives des transducteurs. Si ces
deux morphismes sont équivalents sur A′′ alors les deux transducteurs avec
anticipation le sont aussi.
2.1.3.5 Apprentissage
La définition d’une forme normale, représentant une transformation ex-
primable par un dTl , n’est pas aussi simple que pour une fonction sous-
séquentielle. La notion de minimalisation n’a pas de sens direct sur les dTl qui
sont composés de deux machines. Une forme normale proposée par Reutenauer
et Schützenberger (1991) pour les bi-machines, modèle pouvant s’adapter aux
transducteurs avec anticipation, revient à minimaliser l’automate d’anticipa-
tion, seule partie pouvant être minimalisée indépendamment. Une fois l’au-
tomate minimalisé, il reste à normaliser le transducteur correspondant. Le
problème est qu’une telle minimalisation peut entrainer une explosion de la
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taille du transducteur associé.
Exemple 28. Pour illustrer cette explosion, prenons la transformation défi-
nie sur Σ∗ pour Σ = {a, b} qui sort 1 si la nième lettre à partir de la fin du mot
est un “a”, sinon 0. Un automate d’anticipation permettant de remonter l’in-
formation nécessaire à une transduction ultérieure d’obtenir le même résultat,
n’a besoin que de n + 2 états permettant de compter le nombre de caractères
rencontrés et rester en pn+1 pour toute lettre supplémentaire. Le transducteur
associé se limite à 2 états finaux q0 et q1 sortant respectivement 0 et 1 lors de
la finalisation . Le passage de q0 à q1 est possible uniquement en lisant (a, pn)
signifiant que la nième lettre est bien un “a”.
L’automate d’anticipation minimal est complet. Il annote tout mot de Σ∗,
et est composé d’un unique état laissant le travail au transducteur. Dans ce
cas, le transducteur doit mémoriser les n dernières lettres qu’il a lues et donc
avoir autant d’états que de mots possibles de taille 1 à n.
Une autre solution serait de minimaliser le transducteur mais la notion
de transducteur minimal n’est pas claire : sa définition dépend fortement de
l’automate d’anticipation. De plus, le même problème d’explosion de taille de
l’automate, en réduisant celle du transducteur, peut être facilement obtenu
comme le montre l’exemple précédent.
La forme normale proposée par Boiret et al. (2012), appelée forme normale
diagonale, se définit directement par son algorithme d’apprentissage. Cet al-
gorithme se base sur la minimalisation de deux bornes l et m, l bornant le
nombre d’états de l’automate d’anticipation etm étant en lien avec la taille du
transducteur associé. Le but est de minimiser à la fois la taille de l’automate
d’anticipation et celle du transducteur en jouant sur ces bornes. Le transduc-
teur obtenu est forcément de taille inférieure à celui de la forme normale de
Reutenauer et Schützenberger (1991), l’automate d’anticipation quant à lui
ne pouvant être que de taille supérieure ou égale.
Dans le pire des cas, cette recherche se termine et nous ramène à la forme
normale de Reutenauer et Schützenberger (1991).
Théorème 7 ((Boiret et al., 2012)). Les fonctions rationnelles sont appre-
nables en temps et taille polynomiaux dans la forme normale diagonale ciblée.
2.2 Transducteur d’arbres d’arité bornée
Nous allons maintenant nous intéresser à la transformation d’arbres. Comme
nous avons pu le voir précédemment il existe deux types d’arbres, d’arité
bornée ou non. Dans un premier temps nous allons nous concentrer sur les
2.2. Transducteur d’arbres d’arité bornée 81
arbres d’arités bornés facilitant la manipulation et représentation par des au-
tomates ou transducteurs. Dans les premiers transducteurs présentés, la struc-
ture d’arbre est gardée. Le fait de garder cette même structure permettra des
libertés de restructuration telles que l’inversion de noeuds ou encore leur du-
plication, ce que nous identifierons comme difficile dans des modèles de trans-
ductions d’arbres en mots. Par contre la concaténation naturelle dans les mots
ne trouve pas d’équivalent efficace dans les arbres. Nous verrons ici trois prin-
cipaux modèles identifiés par l’ordre de parcours de l’arbre d’entrée, de ma-
nière descendante, ascendante et descendante permettant une pré-annotation
de l’arbre de manière ascendante. Nous terminerons sur la famille des macro-
transducteurs descendants, plus expressive et permettant de lier le domaine
des transducteurs aux modèles logiques de transformation.
2.2.1 Transducteur descendants
2.2.1.1 Définitions
Nous fixons une séquence infinie de variables d’entrée distinctes (xi)i∈N
et, pour tout k ≥ 0, nous définissons l’ensemble Xk = {x1, . . . , xk} et plus
particulièrement X0 = ∅.
Un transducteur d’arbres descendant représente la transformation d’arbres
de TΣ en arbres de T∆. Pour ce faire, il parcourt l’arbre d’entrée de sa racine
à ses feuilles sans devoir pour autant considérer chaque sous arbre qu’il ren-
contre. À chaque étape, il associe un contexte représentant la sortie à produire
ainsi que la manière de traiter les sous arbres considérés.
Définition 33. Un transducteur descendant d’arbres top est défini par un n-
uplet M = (Σ,∆,Q , init , rul). Il est composé des alphabets bornés Σ et ∆, des
symboles des arbres d’entrée et de sortie, d’un ensemble fini d’états Q , d’un
ensemble d’axiomes initiaux init ⊆ T∆(Q × {x0}). Les règles sont représentés
par une relation :
rul ⊆ ⋃
k≥0
(Q ×Σ(k)) × T∆(Q ×Xk)
associant à un état et à un symbole f , d’arité k, un arbre dont certaines feuilles
sont annotées par un état et une variable d’entrée nous indiquant quel(s) sous-
arbres sont autorisé ici.
Chaque état d’un transducteur M défini une relation entre arbres d’entrée
et sortie qui correspond à la plus petite relation JM Kq ⊆ TΣ×T∆ telle que pour
tout état q :
JM Kq = {(t, s[⟨q′, xi⟩ ← s′ ∣ 1 ≤ i ≤ n, q′ ∈ Q, (ti, s′) ∈ JM Kq′]) ∣
t = f(t1, . . . , tn) ∈ TΣ, ((q, f), s) ∈ rul}
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Similairement, la relation JM K peut être définie de la manière suivante en
démarrant avec un des axiomes :
JM K = {(t, s[⟨q, x0⟩ ← s′ ∣ q ∈ Q, (t, s′) ∈ JM Kq]) ∣ s ∈ init}
Un top est total si init n’est pas vide et s’il existe une règle rul pour
chaque paire d’états de Q et de symboles de Σ.
Nous définissons le déterminisme pour les tops comme le changement de
configuration de cette machine et la production de sortie qui peuvent toujours
se faire sans aucun choix.
Définition 34. Un transducteur descendant d’arbres M = (Σ,∆,Q , init , rul)
est appelé déterministe ou un dtop, si rul est une fonction partielle associant
à chaque paire d’états q ∈ Q et de symbole f ∈ Σ(k) au plus un arbre dansT∆(Q ×Xk) et si init n’autorise au plus qu’un axiome initial.
On peut vérifier que chaque dtop déterministe définit une fonction par-
tielle JMK, et que pour chacun de ses états q, JMKq est une fonction partielle.
Exemple 29. Prenons le transducteur M29 représentant la transformation de
tout arbre défini sur Σ = {f (2), a(0)} vers des arbres sur ∆ = {g(2), b(1), c(1), d(0)}.
Il débute avec l’axiome ⟨q, x⟩ et utilise les règles suivantes :
q(f(x1, x2)) → g(⟨qb, x1⟩, ⟨qc, x1⟩)
qb(f(x1, x2)) → b(⟨qb, x1⟩)




Si l’arbre d’entrée n’est composé que du symbole “a” il le renomme en “d”.
Sinon, il doit être de la forme f(t1, t2) et le transducteur le transforme en un
arbre ayant pour racine le symbole “g ” ayant deux fils obtenus respectivement
par les transformations JM29Kqb et JM29Kqc appliquées au même sous arbre
d’entrée t1. Le sous arbre de droite ne se retrouve pas dans la partie droite
et est donc supprimé. Les sous arbres obtenus par l’application de JM29Kqb et
JM29Kqc sont des arbres linéaires représentant le chemin le plus à gauche de t1
sur lequel chaque label interne a été remplacé respectivement par “b” et “c” et
la feuille par un “d”.
Le modèle permet donc la copie et la réutilisation de sous arbres pour
produire plusieurs sorties différentes comme l’illustre M29 , mais aussi le réor-
donnancement et la suppression des noeuds à chaque étape de la transduction.
La suppression ne permet cependant pas de supprimer un noeud ou une par-
tie interne de l’arbre. En effet, chaque règle doit avoir pour partie droite un
contexte défini sur T∆(Q ×Xk) et ne permet pas de sortir une forêt qui pour-
rait venir se greffer dans le précédent contexte. Le fait de produire uniquement











Figure 2.14 – arbre et le résultat de la transduction M29
une paire sur Q×Xk permettrait de supprimer l’équivalent du noeud considéré
dans la production mais ne pourrait traiter qu’un des fils de ce noeud.
Un dtop M est dit productif si chacun de ces états q intervient dans une
transduction valide, i.e. il existe un arbre t ∈ TΣ tel que q se trouve dans le
contexte droit d’une règle atteignable par un chemin u tel que u â t et que
JM K(t) ≠ ∅.
2.2.1.2 Régularité de l’image et du domaine
Les transducteurs d’arbres descendants ne partagent pas toutes les bonnes
propriétés concernant les images et domaines, que nous avions énumérées pour
les transducteurs de mots.
En contraste avec les transducteurs de mots par exemple, les images des
dtop ne sont pas toujours régulières, parce que ces transducteurs permettent
de copier leurs entrées.
Lemme 16. Il existe un dtop dont l’image n’est pas régulière.
Preuve. Si nous reprenons l’exemple 29 les arbres de sorties sont de la forme
d ou g(bn(d), cn(d)) pour tout n > 0. Cette irrégularité vient de la copie
permettant à plusieurs sous arbres de partager de l’information ce qui ne peut
être défini par un dta ↓.
Le domaine d’un dtop par contre est toujours régulier, et même reconnu
par un automate d’arbres ascendent déterministe.
Lemme 17 (Proposition 2 de Engelfriet et al. (2009)). Le domaine d’un dtop
peut être reconnu par un automate d’arbres descendant.
Par contre, en contraste avec les transducteurs de mots (Lemme 6), la
taille de cet automate d’arbres peut être exponentielle dans la taille du trans-
ducteur. Cela est dû au fait que l’entrée d’un top peut être copiée et évaluée
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parallèlement dans plusieurs états. Un tel saut exponentiel est inévitable dans
le pire des cas, comme le montre la construction suivante.
Soit une séquence de dta ↓A1, . . . ,An ayant la même signature, on peut
définir un dtop M de taille linéaire, qui copie l’entrée n fois, et teste que
l’arbre d’entrée appartient à l’intersection des langages reconnus par tout Ai.
q1 ∈ initA1 . . . qn ∈ initAn
initT = {copy(q1(x), . . . , qn(x))}
1 ≤ i ≤ n q
fÐ→ (q1, . . . , qn) ∈ rulAi
q(f(x1, . . . , xk)) → f(q1(x1), . . . , qn(xn)) ∈ rul(M )
2.2.1.3 Équivalence
La construction de l’exemple précédent implique une différence de com-
plexité pour le problème d’équivalence entre les dtops et les transducteurs de
mots.
Proposition 12. Le problème d’équivalence de dtops est pspace-dur.
Preuve. Par réduction au problème du vide d’une intersection d’automates
d’arbres déterministes. Ce problème peut être réduit au problème de vide
d’une intersection de dfa qui est pspace-complet. Pour décider si L(A1) ∩
. . .∩L(An) = ∅ nous pouvons calculer le dtop M comme ci dessus, et décider
si JM K = ∅.
Cette borne inférieure de complexité n’a pas encore été donnée dans la
littérature d’après nos connaissances. Elle semble remettre en question le titre
"Deciding equivalence of top-down XML transformations in polynomial time"
de Engelfriet et al. (2009). Ces résultats de polynomialité ne sont valides que
pour des dtops travailleurs et uniformes. Ces deux propriétés, qui seront
discutées en sections 2.2.1.5 et 2.2.1.6, peuvent toujours être obtenues par des
algorithmes exponentiels, qui s’appliquent à la classe des dtops enrichie par
de l’inspection.
2.2.1.4 Inspection du domaine
Le traitement du domaine nécessite donc beaucoup d’attention, notam-
ment à cause du possible effacement d’arbres d’entrée. Les transducteurs dé-
terministes de mots permettent en plus de représenter une transformation de
contrôler le domaine ; chaque mot devant être parcouru entièrement avant de
pouvoir produire un résultat valide. Ce n’est plus le cas des transducteurs des-
cendants. En effet, les dtop ne sont pas clos par restriction de leur domaine
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à celui d’un dta ↓ : étant donné un dtop M et un dta↓ A il n’existe pas
toujours de dtop M ′ reconnaissant la restriction de JM K au langage reconnu
par A. Le problème est lié au fait qu’un sous arbre de l’entrée supprimé par
un dtop ne peut pas être parcouru.
Exemple 30. Définissons un transducteur M30 permettant de transformer
tout arbre d’entrée de TΣ en une constante b ∈ T∆. Le transducteur M30 ci
dessous produit la sortie commune b directement dans l’axiome :
M30 = {∆,∆,∅,{b},∅}
Il est composé uniquement d’un axiome init = {b}, sans règle ni état. Une
autre manière pour définir cette transformation par un dtop serait de sortir
le “b” à la racine ou à une feuille dédiée. Dans tous les cas, le transducteur
ne pourra pas parcourir entièrement les arbres d’entrée, puisque chaque sous
arbre parcouru doit produire une sortie non vide. Pour cette raison, il n’est
pas possible de définir par un dtop la fonction constante “b” dont le domaine
serait exactement f({a, b},{a, b}) par exemple.
Ceci montre que lors d’une suppression, un dtop doit nécessairement igno-
rer totalement la forme du sous-arbre supprimé. Ceci peut empêcher le dtop
d’inspecter le domaine d’entrée comme pourrait le faire un automate d’arbre
descendant déterministe.
Définition 35. Un transducteur descendant déterministe avec inspection, ou
dtopi, est une paire (M ,A) composée d’un dtop M et d’un dta ↓A telle que
le domaine de A est la signature d’entrée de M .
Nous définissons la fonction partielle d’un dtopi par restriction du do-
maine du dtop sous-jacent :
J(M ,A)K = {(s, t) ∈ JM K ∣ s ∈ L(A)}
On peut remarquer qu’un dtopi peut être obtenu à partir d’un dtop en
lui associant un dta ↓ayant pour langage TΣ, i.e. un dta ↓à un état total.
2.2.1.5 Transducteurs travailleurs
Notre prochain objectif est de normaliser la sortie des dtops avec inspec-
tion. L’idée d’une sortie normale est de produire des sorties communes le plus
tôt possible, similairement aux transducteurs de mots travailleurs.
Pour formaliser cette idée, il nous faut calculer la plus grande partie com-
mune d’un ensemble d’arbres de sortie. Pour ceci, Engelfriet et al. (2009) intro-
duisent l’opérateur ⊔, associatif et commutatif, produisant pour deux arbres
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de T∆({}) un contexte sur T∆({}) qui correspond au plus grand contexte
commun de ces deux arbres :
f(t1, . . . , tk) ⊔ f ′(t′1, . . . , t′k) = { f(t1 ⊔ t′1, . . . tk ⊔ t′k) si f = f ′ sinon.
Comme cet opérateur est associatif et commutatif, nous pouvons l’appli-
quer à un ensemble de la manière suivante : ⊔{t1, . . . , tk} = t1 ⊔ . . . ⊔ tk.
Considérons la fonction partielle τ ⊆ TΣ×T∆. La sortie maximale de τ , notée
sortieτ , est la plus grande partie commune des transformations des arbres de
dom(t), sous l’hypothèse que ce domaine soit non vide :
sortieτ =⊔{τ(t) ∣ t ∈ dom(τ)}
Les transducteurs travailleurs sont introduits par Engelfriet et al. (2009)
sur les transducteurs avec anticipation et reposent sur une production le plus
tôt possible de la sortie. Cela se traduit par une sortie maximale égale à 
pour chaque transduction reconnue à partir d’un état.
Définition 36. Un dtop M productif est travailleur si sortieJM Kq =  pour
tout état q de M .
Un dtopi (M ,A) est dit travailleur si M est travailleur. Le prochain
exemple montre, que l’inspection peut être necéssaire pour rendre un dtop
travailleur.
Exemple 31. Soit Σ = ∆ = {f (1), b(0)} et considérons la fonction partielle
produisant toujours “b” à partir des arbres du domaine {f(a), f(b)}. Cette
fonction peut être définie par un dtop, qui sort le “b” en arrivant à la feuille,
et ayant ainsi vérifié que l’arbre appartienne bien au domaine.
En le rendant travailleur, “b” doit être produit dans son axiome initial. Le
domaine ne peut donc être inspecté que par un dta↓. Tout parcours d’arbre
devant être productif dans un dtop, il est impossible de définir cette fonction
par un travailleur dtop sans reposer sur une inspection du domaine.
Théorème 8 (Théorème 11 de Engelfriet et al. (2009)). Tout dtop ou dtopi
est équivalent à un dtopi travailleur.
La preuve de Engelfriet et al. (2009) se fait par une construction directe
d’un transducteur travailleur avec inspection équivalent. Cela passe par le cal-
cul, pour chaque état du préfixe commun, de chacune des sorties produites à
partir de cet état. Une fois cette sortie commune identifiée, le procédé est si-
milaire à celui vu précédemment sur les dtms. On ajoute pour chaque noeud,
2.2. Transducteur d’arbres d’arité bornée 87
constitué d’une paire d’états et de variables, les préfixes communs correspon-
dants avant de supprimer le nouveau préfixe commun de ce contexte de sortie.
Cette opération peut amener la suppression de certains états, puisqu’ils ne sont
plus appelés dans la partie droite. Cela peut amener une perte d’information
sur le domaine du transducteur, certains sous arbres n’étant plus parcourus.
L’inspection permet dans ce cas d’assurer que le domaine est préservé.
2.2.1.6 Minimisation
Une preuve alternative a été obtenue par Lemay et al. (2010) par un théo-
rème du type Myhill-Nérode. Ce théorème, basé sur une congruence de trans-
formations définie à partir d’une fonction partielle τ , montre comment on peut
définir un dtopi travailleur à partir de cette transformation. L’automate ins-
pecteur du dtopi, obtenu pour τ , teste le domaine d’une manière «canonique»,
qui est appelé «compatible» par Lemay et al. (2010).
Théorème 9 (Théorème 28 de Lemay et al. (2010)). Pour tout dtop il existe
un dtopi équivalent, compatible et travailleur. Un tel dtopi avec un nombre
minimal d’états est unique modulo renommage des états.
Un résultat très similaire a été obtenu dans le théorème 16 de Engelfriet
et al. (2009).
Ces résultats sont un moyen de décider de l’équivalence de deux dtops en
les ramenant aux transducteurs uniques canonique les représentant.
2.2.1.7 Apprentissage
La minimisation unique du théorème 9 nous permet de normaliser des
transducteurs de la classe dtopi. Pour chaque transformation τ définissable
par un tel transducteur, nous notons par can(τ) l’unique dtopi minimal tra-
vailleur et compatible définissant τ .
Lemay et al. (2010) ont montré ensuite l’apprentissage des transformations
τ de cette classe à partir :
1. d’un échantillon de taille finie de paires d’entrée et de sortie (t, τ(t)), et
2. d’un dta ↓reconnaissant le domaine de τ .
L’idée est d’utiliser un algorithme du type Rpni qui identifie le transducteur
min(τ) à partir de ces informations sur τ . Pour ce faire, ils se basent sur une
caractérisation de min(τ) obtenue avec leur théorème de type Myhill-Nerode
pour les dtops (que nous ne détaillerons pas ici).
Plus formellement, nous fixons un dta ↓A et considérons la classe M des
dtops travailleurs compatibles avec A. Il existe un algorithme char qui pour
chaque transducteur M ∈ M retourne un échantillon de taille polynomiale
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J(M ,A)K appelé «caractéristique» , et un algorithme Rpnidtop qui calcule à
partir de char(M ) le transducteur can(J(M ,A)K) en temps polynomial.
Théorème 10 (Théorème 38 de Lemay et al. (2010)). La classe de transfor-
mation τ définissable par des dtopis et représentée par can(τ) est apprenable
en temps polynomial à partir d’un dta ↓reconnaissant le domaine de τ et d’un
échantillon pour τ de cardinalité polynomiale, qui est appelé caractéristique.
2.2.2 Transducteur ascendant
Les transducteurs ascendants sont un autre formalisme permettant de re-
présenter les transformations d’arbres de TΣ en arbres de T∆ mais cette fois
en parcourant l’arbre d’entrée de ses feuilles à sa racine.
Définition 37. Un transducteur ascendant d’arbres bot est défini par un n-
uplet M = (Σ,∆,Q ,fin, rul) composé des alphabets bornés Σ et ∆ des symboles
des arbres d’entrée et de sortie, d’un ensemble fini d’états Q , une relation
finale fin ⊆ Q × T∆(x0) associant à un état les productions finales possibles et
un ensemble de règles rul de la forme :
(f(⟨q1, x1⟩, . . . , ⟨qk, xk⟩), (q, t)) pour f ∈ Σ(k), q, q1, . . . qk ∈ Q et t ∈ T∆(Xk)
Chaque état q d’un transducteur M définit une relation, entre arbres d’en-
trée et de sortie, qui correspond à la plus petite relation JM Kq ⊆ TΣ × T∆ telle
que pour tout état q :
JM Kq = {(t, s [xi ← si ∣ 1 ≤ i ≤ k, qi ∈ Q , (ti, si) ∈ JM Kqi]) ∣
t = f(t1, . . . , tk) ∈ TΣ, (f(q1, . . . , qk), (q, s)) ∈ rul}
En se basant sur cette définition, la relation JM K est définie de la manière
suivante :
JM K = {(t, s[x0 ← s′ ∣ q ∈ Q , (t, s′) ∈ JM Kq]) ∣ ⟨q, s⟩ ∈ fin}
La notion déterminisme pour les bots s’approche de celle des tops, par-
tageant une même structure mais travaillant dans le sens inverse. Un bot
est déterministe, noté dbot, s’il n’existe qu’une règle pour une même partie
gauche.
Dans ce cas, l’ensemble des règles rul peut être vu comme une fonction par-
tielle, chaque règle représentée de la forme f(⟨q1, x1⟩, . . . , ⟨qk, xk⟩)→ (q, t). De
même l’étape de finalisation fin est une fonction partielle associant à chaque
état au plus un contexte de sortie.
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Exemple 32. Prenons une transduction permettant à partir d’un arbre repré-
sentant une opération logique de sortir un arbre contenant un unique noeud,
résultat de cette opération. Dans cet exemple, nous nous limiterons au dbot
M32 travaillant avec l’opérateur «et» d’arité 2 ainsi que les valeurs booléennes
0 et 1 d’arité 0 qui constituent l’alphabet d’entrée.
Il est composé d’états q0 et q1 correspondant au calcul du sous arbre. L’en-
semble des règles rul est composé de :
0→ (q0,0) 1→ (q1,1)
et(⟨q0, x1⟩, ⟨q0, x2⟩) → (q0,0) et(⟨q0, x1⟩, ⟨q0, x2⟩) → (q0,0)
et(⟨q1, x1⟩, ⟨q0, x2⟩) → (q0,0) et(⟨q1, x1⟩, ⟨q1, x2⟩) → (q0,1)
La finalisation correspond à sortir le résultat obtenu, soit fin(q0) = x0 et
fin(q1) = x0.
Pour illustrer son exécution prenons l’arbre et(1, et(1,0)). Le résultat de
la transduction sur l’arbre nous donne le couple (q0)(0) qui nous produit 0 par















Figure 2.15 – transduction M32
L’intégralité de l’arbre a été prise en compte avant de produire une sortie
composée d’un unique symbole ce qui n’était pas possible dans un dtop. De
plus la sortie dépend du contenu des deux sous arbres à chaque étape, point qui
ne peut être pris en compte dans une transformation descendante. L’absence de
variable dans le contexte de sortie est dûe au fait que ce transducteur prend en
compte les sorties produites par un sous arbre sans les intégrer dans sa sortie
finale, chose impossible pour un dtop qui devrait ignorer de ce fait les sous
arbres.
Malgré la forte ressemblance entre les formalismes utilisés pour les dbots
et dtops, les modèles ont une expressivité fortement différente. Dans les
dtops la copie permet de réutiliser plusieurs fois un même sous arbre de
l’entrée pour produire des sorties possiblement différentes ce qui n’est pas le
cas des dbots copiant directement le résultat unique de la transduction de
ces sous arbres. Une transformation comme l’illustre l’exemple 29 n’est donc
pas définissable par ces machines.
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La suppression d’un sous arbre pour les dbots nécessite un parcours cor-
rect de ce sous arbre et ne produit pas la sortie associée même si l’état atteint
peut être pris en compte. Du coup, les transducteurs ascendants sont aptes
à contrôler leur domaine intégralement sans inspection, en contraste avec des
dtops qui ne peuvent pas inspecter les sous arbres qu’ils suppriment.
2.2.2.1 Forme normale
Une forme normale pour les dbots est proposée par Friese et al. (2010),
afin de distinguer des représentants uniques minimaux. Ils sont sujets à de
nombreuses propriétés techniques qui ne seront pas abordées ici (voir son théo-
rème 16). En particulier, il est nécessaire de normaliser la sortie en définissant
une notion de dbot travailleur. Il n’existe cependant pas de manière unique
de pousser la sortie vers les feuilles, en particulier pour les transformations
finies. La notion de travailleur n’est donc pas aussi facilement définissable que
pour les dtops, mais existe.
Le théorème 16 assure la décidabilité du problème d’équivalence entre deux
dbots, revenant au test d’égalité entre leurs représentants respectifs.
2.2.2.2 Apprentissage
Dans sa thèse, Sylvia Friese (Friese, 2011) propose une caractérisation
des transformations reconnues par les transducteurs déterministes ascendants
en introduisant la notion de «partitions». Ces partitions associent, à chaque
sous arbre des arbres d’entrée d’une transformation τ , une fonction résiduelle
composée d’informations sur les possibles contextes de ce sous arbre.
Une congruence y est introduite pour relier ces fonctions résiduelles et
arriver à la définition du théorème 6.1 dans le style de Myhill-Nérode. Ce
théorème lie les transformations aux dbots et à l’unique représentant cano-
nique de chacune de ces transductions.
Malgré l’existence d’un théorème de Myhill-Nérode, il n’existe pour le mo-
ment aucun résultat d’apprenabilité pour ce modèle, particulièrement l’exis-
tence d’un algorithme polynomial d’apprentissage reste un problème ouvert.
2.2.3 Transducteur avec anticipation
Le principal défaut des dtops est généralement de ne pas pouvoir évaluer
des sous-arbres avant de les réécrire. La seule manière d’évaluer partiellement
des sous-arbres revient à annoter certaines informations de l’entrée dans l’état
du transducteur, avant de démarrer la réécriture.
Par exemple, il existe un dtop qui transforme chaque sous-arbre, dont
l’intégralité des enfants ont pour étiquette “b”, en l’arbre B. Il est cependant
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impossible pour un dtop de substituer par B chaque sous-arbre de l’entrée
dont l’ensemble des feuilles sont étiquetées par b. Ceci peut être fait par un
dbot, puisqu’ils évaluent un sous-arbre avant de le réécrire. La réécriture ne
tient pas, dans la plupart des cas, en compte le contexte de celui ci.
Pour pallier ce manque, Engelfriet (1977) introduit un modèle autorisant
au transducteur descendant d’évaluer les sous-arbres d’un noeud avant de le
transformer. À l’instar des transducteurs de mots, cette anticipation peut être
faite à travers un automate d’arbres ascendant annotant chaque arbre d’entrée
avant sa transduction.
Définition 38. On appelle transducteur descendant déterministe avec anti-
cipation, une paire N = (A,M ) composée d’un automate d’arbres ascendant
déterministe A défini par le n-uplet (Σ, P,fin, rulA) et d’un dtop M défini sur
l’alphabet d’entrée Σ × P correspondant aux noeuds d’un arbre de TΣ annoté
par A.
La sémantique reste classique. Ainsi une paire (t, s) ∈ JNK si et seulement
si t ∈ LA et qu’il existe une exécution de M sur l’arbre annoté t′ tel que(t′, s) ∈ JM K.
Exemple 33. L’exemple 2.15 qui n’était définissable que par un transducteur
ascendant l’est par un dtopℓ N33 = (A33,M33) où A33 à pour alphabet d’entrée
Σ = {0(0),1(0), et(2)}, avec deux états acceptants p0 et p1 et les règles suivantes :
0→ p0 et(p0, p0) → p0 et(p0, p1) → p0
1→ p1 et(p1, p0) → p0 et(p1, p1) → p1
Le dtopM33, quant à lui, est défini sur (Σ×QA33 ,{0(0),1(1)},{⟨q0, x0,}⟩, rulM33),
l’ensemble des règles ne contenant que quatre règles produisant directement
l’intégralité de la sortie en fonction de l’état annoté :
q0(0, p0) → 0 q0((et, p0)(x1, x2)) → 0
q0(1, p1) → 1 q0((et, p1)(x1, x2)) → 1
En reprenant pour exemple l’arbre et(1, et(1,0), la représentation de l’exé-
cution correspond à l’arbre annoté par A de la figure 2.16. L’automate d’anti-
cipation fini par associer à la racine l’état p0. Cet état permet au transducteur
M de produire l’arbre 0 dès la lecture de la racine.
Toute transduction définie par un dtopi l’est aussi par un dtopℓ ayant
comme anticipation un automate représentant le domaine de l’inspection, an-
notations qui ne seront pas pris en compte par le dtop correspondant à celui
du dtopi initial. L’automate ascendant peut être de taille exponentielle dans
celle de l’automate d’inspection descendant.












Figure 2.16 – Exemple d’annotation et transduction par N33
Théorème 11 (Théorème 3.2 de Engelfriet (1977)). L’ensemble des trans-
ductions définies par les dbots est strictement contenu dans l’ensemble des
transductions définissables par les dtopℓs.
Ce résultat est illustré par l’exemple 33 mais la réduction n’est pas tou-
jours aussi directe, car les états atteints ne sont pas toujours suffisants pour
décider de la sortie à produire et de la continuation à suivre. La preuve de ce
résultat peut se faire par construction du transducteur correspondant. Pour
un dbot M = (Σ,∆, P,finM , rulM ), on créé dans un premier temps un au-
tomate d’anticipation annotant l’arbre par les règles de M représentant son
exécution. A est défini par le tuple (Σ, rulM , rulA) ayant pour états les règles
de M et pour règles :
r = f(⟨q1, x1⟩, . . . , ⟨qk, xk⟩) → q(t) ∈ rulM ∀ri ∈ rulM , 1 ≤ i ≤ k,dt(ri) = qi(ti)
f(r1, . . . rk) → r ∈ rulA
dt(r) étant la partie droite de la règle r. La taille de cet automate peut
être exponentielle dans le nombre et la taille des règles de M .
Une fois l’arbre annoté, il ne reste plus qu’a produire la sortie correspon-
dante aux règles annotées grâce au dtopM ′ = (Σ×rulM ,∆,{◇, ●},{⟨◇, x0⟩}, rulM ′}).
Les règles à partir de l’état ● sont de la forme :
r = f(⟨q1, x1⟩, . . . , ⟨qk, xk⟩) → q(t) ∈ rulM●(f, r)(x1, . . . , xk) → t[xi ← ⟨●, xi⟩ ∣ 1 ≤ i ≤ k]
Les règles sortant de l’état initial doivent également produire la sortie
associée à la finalisation du transducteur ascendant :
r = f(⟨q1, x1⟩, . . . , ⟨qk, xk⟩) → q(t) ∈ rulM (q, t0) ∈ finM◇(f, r)(x1, . . . , xk)→ t0[x0 ← t[xi ← ⟨●, xi⟩ ∣ 1 ≤ i ≤ k]]
L’arbre annoté ainsi obtenu stocke sur chaque noeud l’intégralité de l’infor-
mation correspondant à une exécution de M sur cet arbre et plus précisément
le contexte de sorties à sortir par le transducteur descendant généré en suivant
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ces informations. Le transducteur reste dans une taille équivalente à celle du
dbot de départ.
Théorème 12 (Corollaire 7 de Engelfriet et al. (2009)). Le problème d’équi-
valence pour la classe de dtopℓs est décidable.
Ceci est un corollaire du théorème 18, qui montre que l’équivalence des
dtops est décidable. La preuve repose sur la création d’un nouvel automate
d’anticipation annotant chaque noeud par les états des deux précédents au-
tomates d’anticipation. Une fois obtenu, il suffit de tester l’équivalence des
deux dtops adaptés sur ce même domaine. En suivant le précédent résultat,
cela assure, une fois de plus, la décidabilité de l’équivalence pour la classe des
dbots.
L’existence d’une bonne notion de dtopℓs travailleurs ou de tout autre
forme normale assurant un représentant unique reste un problème ouvert. Ceci
semble être un problème difficile vu que les dtopℓs sont plus expressifs que
les dbots et qu’il ne semble pas possible de minimiser l’anticipation comme
dans le cas des mots (Théorème 2 par Reutenauer et Schützenberger (1991)).
2.2.4 Macro-transducteurs descendants
Les macro-transducteurs d’arbres, dénotés MTT, ont été introduits par
Engelfriet (1980) et combinent les transducteurs d’arbres descendants aux
macro-grammaires introduites par Fisher (1968). Ils associent aux règles clas-
siques d’un transducteur d’arbre descendants un ensemble de paramètres
Ym = {y1, . . . , ym} permettant de transmettre la sortie à travers l’appel d’un
état. Chaque état n’autorise qu’un même nombre de paramètres dans la partie
gauche de ces règles. L’arbre de sortie contient maintenant des noeuds internes
composés de couples états/variables et de paramètres à certaines feuilles. Cha-
cun des fils d’un état est un paramètre pour l’évaluation du sous arbre associé.
Le nombre de paramètres peut donc être vu comme l’arité associée à cet état.
Une règle de cette machine sera donc de la forme suivante :
q(f(x1, . . . , xk)) ∶ (y1, . . . , ym) → t
où k est l’arité de q, m celle de l’état q et t le contexte de sortie défini sur
T(∆∪(Q×Xk))(Ym).
Exemple 34. Pour illustrer ces machines, prenons un exemple où l’on sou-
haite linéariser un arbre d’arité borné défini sur Σ = {f (2), b(1), a(0)} dans la
suite de balises ouvrantes et fermantes le représentant sous forme XML, sur
∆ = {⟨f⟩(1), ⟨/f⟩(1), ⟨b⟩(1), ⟨/b⟩(1), ⟨a⟩(1), ⟨/a⟩(1),#(0)} dans le bon ordre.
94 Chapitre 2. Transducteurs
Le MTT correspondant est défini par M34 = (Σ,∆,{q0, q},{q0}, rul) où q0
est l’état initial ne prenant aucun paramètre et q un état prenant un paramètre.
Les règles sont de la forme :
q0(x0) → q(x0) ∶ (#)
q(a) ∶ (y1) → ⟨a⟩(⟨/a⟩(y1))
q(f(x1, x2)) ∶ (y1) → ⟨f⟩(q(x1) ∶ (q(x2) ∶ (⟨/f⟩(y1))))
q(b(x1)) ∶ (y1) → ⟨b⟩(q(x1) ∶ (⟨/b⟩(y1)))
M34 permet à travers ces paramètres de produire de la sortie en tête et en
queue de l’arbre produit en gardant en mémoire la sortie nécessaire comme
























Figure 2.17 – Exemple d’exécution de M34 sur l’arbre t.
M34 est cependant un cas particulier ne supprimant ou dupliquant aucun
des paramètres. Cela donne l’effet de développer les résultats de transductions
à l’intérieur de l’arbre ce qui n’est pas réellement le cas, les sous arbres retenus
étant à chaque étape un paramètre transmis à travers la règle.
La classe des macro-transducteurs d’arbres contient strictement la classe
des transducteurs descendants d’arbres, chacun d’entre eux correspondant à
un macro-transducteur où chaque état n’accepterait aucun paramètre. Plus
expressive, comme l’illustre l’exemple 34, non exprimable par un des modèles
précédemment considérés elle reste cependant transversale aux modèles as-
cendants.
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En ajoutant une anticipation aux macro-transducteurs d’arbres, de la
même manière que sur les transducteurs descendants, Engelfriet et Maneth
(1999) donnent une caractérisation de ces machines et établissent un parallèle
aux transformations définissables par les modèles logiques.
Les problèmes classiques, tels que celui de l’équivalence, restent cependant
ouverts pour les macro-transducteurs avec ou sans anticipation.
2.3 Transducteurs d’arbres en mots
Dans les précédentes sections nous nous sommes intéressés aux transduc-
tions gardant le même type de structure de données dans la sortie que celle de
l’entrée, ne pouvant changer que l’alphabet sur lesquels ils sont définis (mots
en mots ou arbre d’artité bornée en arbre d’arité bornée).
Nous passons maintenant à des classes de transductions d’arbres en mots.
Nous considérons deux classes distinguables par l’ordre de parcours de l’arbre
d’entrée choisi, qui peut se faire de manière ascendante ou descendante. Ils
produisent à chaque étape des facteurs du mot de sortie. Ces facteurs sont
concaténés au fur et à mesure de l’exécution de la transduction. Cette conca-
ténation ajoute une nouvelle expressivité, l’équivalent étant inexistant dans
les classes de transducteurs d’arbres à arbres étudiés précédemment. Pour
chacune de ces classes, nous identifierons une restriction limitant la sortie à
n’utiliser qu’une fois chaque noeud de l’entrée et gardant l’ordre du parcours
de l’entrée lors de la production de la sortie, nommée modèle séquentiel.
L’intérêt de ce genre de machines est leur capacité de représentation des
transformations qui produisent des mots imbriqués en sortie et donc des do-
cuments xml ou séquences d’arbres contenant des données textuelles pour
lesquels la question de l’arité, bornée ou non, ne se pose pas. Le fait de pou-
voir sortir des séquences de documents et de pouvoir concaténer les facteurs
de telles séquences est particulièrement important pour la sortie de documents
xml, opération présente et indispensable lors transformation du type xslt. La
concaténation permet aussi de simuler la production de sortie de transducteurs
d’arbres ascendants ou descendants. Cette simulation, que nous utiliserons ul-
térieurement comme moyen de décider de l’équivalence de deux modèles d’une
même classe, ne dépend pas du fait que la production soit séquentielle ou non.
2.3.1 Transducteurs descendants
Définition 39. Un transducteur descendant d’arbres en mots déterministe
(dT2W) est un tuple M = (Σ,∆,Q , init , rul) composé d’un alphabet Σ (d’arité
bornée) de symboles étiquettant les arbres d’entrée, d’un alphabet ∆ de mots
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de sortie, d’un ensemble fini d’états Q , d’une règle initiale init ∈ (∆∗ ∣ (Q ×{x0}))∗ et de règles rul représentées par une fonction partielle de Q × Σ(k)
vers (∆ ∪ (Q ×Xk))∗.
De base, aucune restriction n’est faite sur l’ordre et le nombre d’utilisations
des variables de Xk dans la production. Une règle d’un dT2W peut être notée
de la manière suivante :
⟨q, f(x1, . . . , xk)⟩ → w0 ⋅ ⟨q1, xi1⟩ ⋅ . . . ⋅ ⟨qm, xim⟩ ⋅wm
où l’ensemble {i1, . . . , im} est une séquence d’indices compris entre 1 ≤ ij ≤
k pour tout 1 ≤ j ≤m.
La règle initiale d’un dT2W M peut se réduire, sans perte d’expressivité,
à un unique état. Prenons init = {w0 ⋅ ⟨q0, x0⟩ ⋅ . . . ⟨qk, x0⟩ ⋅ wk} = {w}. Pour
remplacer la règle initiale par un état unique p0, il faut que pour tout f ∈ Σ
d’arité k′, s’il existe une règle ⟨qj, f(x1, . . . , xk′)⟩ → wj ∈ rul pour chaque
1 ≤ j ≤ k, alors on ajoute la règle ⟨p0, f(x1, . . . , xk′)⟩ → w[⟨qj, x0⟩ ← wj] dans
l’ensemble des règles.
Nous nous intéresserons principalement aux dT2Ws dits séquentiels, notés
dST2Ws, ne permettant ni copie ni réordonnancement des noeuds de l’entrée
pour la production de la sortie. Cela se traduit par une partie droite faisant
apparaitre une et une seule fois chaque variable de Xk dans l’ordre de l’entrée,
ainsi qu’une seule apparition de la variable x0 dans la phase d’initialisation.
Les règles d’un dST2Ws sont de la forme :
q(f(x1, . . . , xk))→ u0 ⋅ ⟨q1, x1⟩ ⋅ . . . ⋅ ⟨qk, xk⟩ ⋅ uk
Pour une meilleure lisibilité, les variables Xk pourront être éludées sur ces
règles, sachant que chacune d’elles n’est présente qu’une et unique fois dans
l’ordre d’entrée. Cela donnera le formalisme, proche des automates d’arbres,
suivant :
q
fÐ→ u0 ⋅ q1 ⋅ . . . ⋅ qk ⋅ uk
Dans ce cas, même un sous arbre supprimé, i.e. n’étant pas utilisé pour
définir la sortie, nécessitera quand même un parcours complet sans produc-
tion. Le domaine de ces machines correspond à l’automate d’arbres obtenu
en supprimant toutes les sorties possibles. Dans sa forme déterministe, le do-
maine d’un dST2W est défini par un dta↓. On peut donc facilement étendre
la définition de la fonction ˆrul aux transducteurs, en associant à un état et un
chemin étiqueté l’état atteint s’il existe.
Pour les dST2Ws non séquentiels, l’obtention du domaine n’est pas si
triviale. L’absence de certaines variables dans la partie droite implique que
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certains sous arbres ne sont pas parcourus et peuvent donc prendre n’im-
porte quelle valeur. D’autres variables répétées plusieurs fois correspondent
à la copie d’un sous arbre qui doit être valide pour toutes les transductions
correspondantes, soit un domaine dépendant de multiples automates.
La transformation JM K définie par un dT2W M passera par la définition
de fonctions partielles JM Kq d’arbres en mots associant à un état les transfor-
mations qu’ils expriment. Cette fonction se définit par :
JM Kq(f(t1, . . . , tk)) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
δ[⟨qi, xj⟩ ← JM Kqi(tj)]
si q(f(x1, . . . , xk))→ δ ∈ rulM
indéfini sinon.
Une fois ces fonctions partielles définies, la transformation JM K correspond à
la fonction partielle d’arbres en mots suivante :
JM K(t) = δ[⟨q, x0⟩ ← JM Kq(t)] pour δ ∈ initM
La notion d’exécution d’un dST2W sur un arbre t peut être définie par une
paire t ∗ β où β ⊆ noeuds(t) → rul , associant à chaque noeud de t une règle
de transducteur. De la même manière que les transducteurs de mots, cette
exécution est dite valide si toute règle la composant est la continuation de celle
qui la précède et si elle consomme le bon label. Formellement, pour chaque
noeud π ∈ noeuds(t), β(π) = ⟨q, f(x1, . . . , xk)⟩ → w0 ⋅ ⟨q1, x1⟩ ⋅ . . . ⟨qk, xk⟩ ⋅ wk
implique que labels t(π) = f d’une même arité k = ar(f), et que chaque fils π ⋅j,
pour 1 ≤ j ≤ k, est étiqueté par une règle de la forme β(π ⋅ j) = ⟨qj,_⟩ → _.
Elle est dite complète si elle est valide et si β(ε) = ⟨q0,_⟩ → _ alors init ∈(∆∗ × {⟨q0, x0⟩} ×∆∗).
Si un dST2W n’autorise qu’un unique état comme initialisation, ce qui
peut être obtenu pour tout dST2W, alors toute la production est directement
contenue dans son exécution. Nous pouvons donc définir une fonction sortie ∶Trul → ∆∗ se définissant pour une règle r = ⟨q, f(x1, . . . xk)⟩ = w0 ⋅ ⟨q1, x1⟩ ⋅ . . . ⋅⟨qk, xk⟩ ⋅wk, de la manière suivante :
sortie(r(t1, . . . , tk)) = w0 ⋅ sortie(t1) ⋅ . . . ⋅ sortie(tk) ⋅wk
La définition d’une exécution d’un dT2W, non séquentiel, ne peut pas se
faire par une simple annotation de t puisque l’intégralité de sa structure peut
être modifiée durant l’exécution du transducteur. Il est cependant possible de
la représenter, non plus par une annotation de t mais, par un autre arbre.
Cet arbre, proche de la notion d’arbre syntaxique étendu pour une CFG ,
a pour noeud une règle r. Chacun de ces noeuds a pour fils l’ensemble des
règles correspondant à la continuation de l’exécution pour les paires ⟨qi, xi⟩
contenues dans la règle l’annotant. Nous ne rentrerons pas plus en détail sur
cette définition.
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Exemple 35. Pour illustrer ces machines, intéressons nous à un dT2W
M35 définissant la transformation des arbres de f(gm(a), gn(a)) aux mots(abc)mac(abc)n correspondants.
M35 a pour règle initiale ⟨q0, x0⟩ ∈ init ne produisant aucune sortie et les
règles suivantes :
q0(f(x1, x2)) → ⟨q1, x1⟩ ⋅ ac ⋅ ⟨q1, x2⟩
q1(g(x1)) → ⟨q1, x1⟩ ⋅ abc q1(a) → ε
Les macro-transducteurs d’arbres descendants englobent les transducteurs
descendants d’arbres en mots en représentant le résultat de la transduction
sous la forme d’une linéarisation de la sortie, avant la concaténation, finalisée
par le symbole #.
Proposition 13. Pour tout dT2W M , nous pouvons construire un MTT M ′
en temps et taille linéaire dans la taille de M .
Preuve. (esquisse) Prenons un dT2W M = (Σ,∆,Q , init , rul), nous pouvons
construire un MTT M ′ défini sur le même alphabet d’entrée Σ et l’alphabet
de sortie ∆′ = {u(1) ∣ u ∈ ∆} ∪ {#}, d’un même ensemble d’états auquel on
ajoute q0 l’état initial, dont les règles sont construites de manière suivante :
q(f(x1, . . . , xk)) → u0 ⋅ ⟨q1, xi1⟩ ⋅ . . . ⟨qm, xim⟩ ⋅ um ∈ rul
q(f(x1, . . . , xk)) ∶ (y1) → u0(⟨q1, xi1⟩(u1(⟨q2, xi2⟩ . . . ⟨qm, xim⟩(um(#)) . . .)))
et de la même manière, d’une initialisation :
u0 ⋅ ⟨q1, x0⟩ ⋅ . . . ⋅ ⟨qm, x0⟩ ⋅ um
q0(x0) → u0(⟨q0, x0⟩(u1(. . . (⟨qm, x0⟩(um))))) ∈ init
2.3.2 Transducteurs ascendants
Définition 40. Un transducteur ascendant d’arbre en mots déterministe
(dB2W) est un tuple M = (Σ,∆,Q ,fin, rul) composé d’un alphabet d’arité
bornée Σ contenant les labels des arbres d’entrée, d’un alphabet ∆ de mots
de sortie, d’une fonction partielle finale fin de Q × {x0} vers (∆∗ ∣ {x0})∗
et de règles rul représentées par une fonction partielle de Σ × (Q ×Xk)∗ vers
Q × (∆ ∪Xk)∗.
Les règles se représentent sous la forme suivante :
f(⟨q1, x1⟩, . . . , ⟨qk, xk⟩) → ⟨q,w0 ⋅ xi1 ⋅ . . . xim ⋅wm⟩
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où l’ensemble {i1, . . . , im} est une séquence d’indices compris entre 1 ≤ ij ≤
k pour tout 1 ≤ j ≤m.
Comme dans le modèle descendant, les dB2Ws peuvent être restreints au
modèle séquentiel, devant utiliser dans la partie droite chaque variable de la
partie gauche une et unique fois et dans le même ordre. Les règles sont donc
de la forme :
f(⟨q1, x1⟩, . . . , ⟨qk, xk⟩) → ⟨q, u0 ⋅ x1 ⋅ . . . xk ⋅ uk⟩
Malgré une forte similitude entre la syntaxe des dT2Ws et dB2Ws séquen-
tiels, ils se distinguent dans leurs sémantiques. L’état d’un dT2W dépend du
chemin qui le lie à la racine, chemin étant directement responsable de la ma-
nière dont la sortie associé au sous arbre correspondant est produite puis greffé
dans la sortie globale. Pour les dB2Ws, l’effet est inverse. L’état dépend de
l’intégralité du sous arbre dont il annote la racine, sous arbre dont la produc-
tion est déjà associée à cet état. L’état participe à la décision de la sortie qui
l’englobe et ne la subit pas.
La similitude syntaxique permet une même représentation de l’exécution
pour le cas séquentiel, à savoir une paire t ∗ β. Même si l’exécution ne se
fait pas dans le même sens, le résultat final est le même à savoir un arbre
annoté de règles. La validité d’une telle exécution se vérifie d’une manière
équivalente à celle des dT2Ws. L’exécution est dite complète si elle est valide
et si fin(⟨q0, x0⟩) est défini pour une règle de la forme β(ε) = _→ ⟨q0,_⟩ à la
racine.
À la différence des dT2Ws, le fait de n’avoir que des états dans la fina-
lisation, à la place d’une production et d’un état, restreint l’expressivité. Le
fait d’être dans la racine est le seul événement permettant de savoir si oui ou
non cette production doit être effectuée. Cet événement reste indétectable par
la partie gauche d’une règle ascendante. Il n’est donc pas possible de rester
déterministe en poussant cette sortie.
Prenons par exemple la finalisation fin(⟨q, x0⟩) = w0 ⋅ x0 ⋅w1 et une règle
f(⟨q1, x1⟩, . . . , ⟨qk, xk⟩) → ⟨q,w⟩. Le seul moyen de produire la sortie avant la
finalisation reviendrait à ajouter f(⟨q1, x1⟩, . . . , ⟨qk, xk⟩) → ⟨qf , w0 ⋅w ⋅w1⟩, qf
étant un état final, sans pour autant supprimer l’ancienne règle ce qui implique
deux parties droites possibles pour une même partie gauche.
Cependant nous pouvons créer virtuellement de nouvelles règles sur les
exécutions associées pour avoir toute la sortie contenue dans l’arbre d’exécu-
tion. Ces exécutions étant terminées, le fait d’être à la racine de sa représen-
tation nous apporte l’information précédemment manquante. Ainsi on peut
construire, à partir d’une exécution t∗β deM , une exécution t∗β′ dite virtuelle
totale en remplaçant la règle associée à la racine, β(ε) = f(⟨q1, x1⟩, . . . , ⟨qk, xk⟩) →
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⟨q,w⟩, par β′(ε) = f(⟨q1, x1⟩, . . . , ⟨qk, xk⟩) → ⟨qf , w0 ⋅w ⋅w1⟩, le reste de la fonc-
tion restant identique.
Pour ce qui est de la transformation JM K définie par un dB2W, nous
pouvons l’identifier à l’aide d’une fonction partielle JM Kq, donné par le plus
ensemble tel que :
a→ ⟨q,w0⟩ ∈ rul
JM Kq(a) = w0
f(⟨q1, x1⟩, . . . , ⟨qk, xk⟩) → ⟨q, δ⟩ ∈ rules JM Kqi(ti) = wi
JM Kq(f(t1, . . . , tk)) = (δ[xi ← wi])
Une fois définie, pour tout arbre t ∈ TΣ tel que JM Kq0 = w tel que finM (⟨q0, x0⟩) =
δ, la transformation JM K est défini pour cet arbre est défini par JM K(t) =
δ[x0 ← w].
L’équivalence était connue décidable pour les deux modèles restreints aux
séquentiels sans pour autant en connaître la complexité. Dans le cas général,
sans restriction sur les copies et le réordonnancement, le problème d’équi-
valence reste indécidable. Il n’existe pas de résultat pour ce qui est de la
normalisation et de l’apprentissage dans la littérature.
2.4 Transducteurs d’arbres d’arité non bornée
Jusqu’à présent, tous les arbres considérés étaient d’arité bornée, chaque
noeud d’un même label ayant toujours un même nombre de fils. En se limitant
à ce format, les transducteurs bénéficient d’une structure plus simple. Mais
chacune de ces règles, étant de taille fixée par l’étiquette du noeud considéré,
ces modèles se détachent des cas réels. En effet, la plupart des arbres de
données se trouvant dans les cas pratiques sont d’arité non bornée. Deux
principaux moyens s’offrent à nous pour traiter ce genre de données.
Nous pouvons nous ramener à des arbres d’arité bornée à l’aide d’enco-
dages tels que le codage curryfié, plus adapté aux machines ascendantes, et
le codage frère-fils pour les descendantes. Le principal problème est qu’en
exécutant des transducteurs, sur ces encodages, l’expressivité s’exprime plus
difficilement en fonction de l’arbre de base. Des codages comme celui guidé
par les schémas permettent de rester plus proche de l’arbre d’entrée et n’a été
que récemment introduit.
L’autre possibilité, que nous allons développer dans la suite, est l’utilisation
ddes transducteurs de mots imbriqués, travaillant sur la représentation linéaire
d’arbres. Nous reprendrons ici les automates de mots imbriqués auxquels nous
associeront une sortie structurée ou non.
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2.4.1 Transducteurs de mots imbriqués en mots
Les transducteurs de mots imbriqués en mots, introduits dans un premier
temps par Raskin et Servais (2008) sous le nom de « visibly pushdown »,
permettent de passer de mots imbriqués en mots imbriqués. La définition, que
nous donnons ici, et que nous utiliserons dans de futurs chapitres, n’effectue
aucun contrôle sur la sortie et permet de produire tout type de mots sans
vérifier une possible bonne imbrication.
Les transducteurs de mots imbriqués en mots correspondent à un NWA
où les règles sont enrichies d’un chaîne de sortie qui sera produite au fur et à
mesure de l’exécution du transducteur.
Exemple 36. Si nous reprenons l’exemple 10 pour produire un fichier html,
qui reprend uniquement les noms d’une liste, il suffit de modifier chaque règles
en y ajoutant la sortie correspondante. Si, au lieu d’annoter chaque ouverture
et fermeture de noeud par l’état atteint, nous y annotons la sortie produite,
la production finale correspondra à la concaténation de chaque partie de cette



































Figure 2.18 – Exemple de transduction de mots imbriqués en mots
Définition 41. Un transducteur de mots imbriqués en mots ou NW2W M
est un défini par un t-uplet d’ensembles finis M = (Σ,∆,Q ,Γ, init ,fin, rul) qui
défini une transduction d’un alphabet d’entrée Σ, à un alphabet de sortie ∆,
utilisant des états Q comprenant un ensemble d’états initiaux init et d’états
finaux dans fin, des symboles de piles Γ permettant de contrôler la bonne
imbrication de l’entrée utilisés pour définir des règles Q × Σˆ×Γ×∆∗ ×Q ∈ rul .
Les règles sont notés q
αa/u∶γÐÐÐ→ q′ pour (q, (α, a), γ,w, q′) ∈ rul .
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Comme remarqué précédemment, notre définition n’autorisant pas les règles
ayant ε pour entrée, un NW2W peut être vu comme un NWA où chaque sor-
tie est égale à ε et peut servir à définir le domaine d’entrée d’un NW2W. Il
partage avec les autres transducteurs la notion de partie gauche gch, d’une
partie droite dt , et d’une production prod . Travaillant avec des mots imbri-
qués, l’entrée d’une règle r n’est plus un label mais une action act(r), et elle
contient en plus un symbole de pile pile(r).
La sortie ne modifiant pas l’exécution du transducteur, la notion de dé-
terminisme est identique à celle des NWAs. On note dNW2Ws les NW2Ws
déterministes. L’exécution peut être décrite par un système de configurations
identiques à celles des NWAs, auxquelles on ajoute la chaîne de sortie pro-
duite progressivement. Une configuration est définie sur Σˆ × Q × Γ∗ ×∆∗ de
sorte qu’une étape de transduction se traduit par :
q
_a/w′∶γÐÐÐÐ→ q′ ∈ rul
(u, q, S, v) → (u′, q′, S′, w ⋅w′)
u′ , q′ et S′ étant obtenus de la même manière que dans les NWAs.
Un mot JM K transforme un mot imbriqué u en un mot w s’il existe un état
initial q0 ∈ init et une séquence d’instructions qui, à partir de C = (u, q0, ε, ε),
nous amène à C ′ = (ε, qf , ε,w) tel que qf ∈ fin. Dans ce cas, le couple (u,w)
appartient à la relation JM K. Nous pouvons considérer l’entrée comme la li-
néarisation d’un arbre non bornée et étendre la définition de JM K directement
aux arbres que l’entrée représente. Pour tout arbre t ∈ T uΣ et mot w ∈ ∆∗,(t,w) = JM K ssi (linear(t), w) ∈ JM K. Si l’on se limite aux dNW2Ws, JM K
peut être vu comme une fonction partielle.
À partir de cette définition, nous pouvons définir pour tout dNW2WM , et
pour chacun de ses état q, une fonction partielle JM Kq ∶ T ∗Σ →∆∗ représentant
la production possible et l’état atteint à partir d’un état du transducteur
pour une forêt donnée en paramètre. Ainsi, JM Kq(t1, . . . , tk) = (w, q′) si et
seulement si à partir d’une configuration (linear(t1, . . . , tk), q, ε, ε) on atteint
la configuration (ε, q′, ε,w).
Nous pouvons aussi limiter les transducteurs à un parcours descendant,
comme les dNWAs↓ pour les automates, en limitant les symboles de piles aux
états. On appelle cette sous-classe les dNW2Ws↓.
En se limitant aux dT2Ws sans copie et sans réordenancement on re-
marque que la relation qui les lient aux dNW2Ws↓ est la même que la rela-
tion liant les dNWAs↓ et les dta↓s. Plus formellement, les propositions 2 et
1 peuvent être réécrites de la manière suivante, les preuves marchant de la
même manière que précédemment, en ajoutant de la production.
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Proposition 14. Tout dT2W M sans copie ni réordenancement peut être
converti en un dNW2W↓ N tel que JN K = JM K en temps O(∣M ∣ ∗ n) où
n =max(ar(x) ∣ x ∈ Σ).
Preuve. (esquisse) Comme évoqué précédemment, cette preuve repose sur
celle de la proposition 1, la possibilité de produire de M ne modifiant pas
la structure des transducteurs mais les annotant d’une sortie pouvant être
rattaché aux opérations d’ouvertures et fermetures de N . Hormis l’ajout d’un
alphabet de sortie, et une modification des règles de la manière suivante, rien
ne change de la construction de l’ancienne preuve.
q0 ∈ initM
r = q0(a) → u0 ⋅ q1 ⋅ . . . ⋅ qk ⋅ uk ∈ rulM
o
opa/uo∶fÐÐÐÐ→ ⟨r,0⟩
⟨r, k⟩ cla/ε∶fÐÐÐ→ f
r = q(a) → u0 ⋅ q1 ⋅ . . . ⋅ qj ⋅ uj ⋅ . . . ⋅ qk ⋅ uk ∈ rulM
r′ = qj(b) → v0 ⋅ p1 . . . pm ⋅ vm 1 ≤ j ≤ k
⟨r, j − 1⟩ op b/vo∶⟨r,j⟩ÐÐÐÐÐÐ→ ⟨r′,0⟩
⟨r′,m⟩ cl b/uj ∶⟨r,j⟩ÐÐÐÐÐÐ→ ⟨r, j⟩
Proposition 15. Pour tout dNW2W↓ N nous pouvons construire en temps
O(∣Σ∣2 ∗ ∣QN ∣2) un dT2Ws sans copie et sans réordonnancement M tel que
JM K = {(fcns(t), u) ∣ (t, u) ∈ JNK}.
Preuve. (esquisse) La preuve marche de la même manière que celle de la pro-
position 2, les règles du transducteur dT2W sont cette fois si générées de la
manière suivante :
q0 ∈ initN q2 ∈ finN q0
opa/w∶q2
ÐÐÐÐÐ→ q1 ∈ rulN
q0(a)→ w ⋅ ⟨q1, a, q2⟩ ⋅ q#
q
cla/w∶q′
ÐÐÐÐÐ→ q′ ∈ rulN
⟨q, a, q′⟩(#)→ w
b ∈ Σ p ∈ QN q
opa/u∶q2ÐÐÐÐ→ q1 ∈ rulN⟨q, b, p⟩(a) → u ⋅ ⟨q1, a, q2⟩ ⋅ ⟨q2, b, p⟩
true
q#(#) → ε
De ces deux propriétés nous obtenons directement le corollaire suivant.
Corollaire 3. L’équivalence des dNW2Ws↓ sans copie et sans réordonnance-
ment peut être réduit en temps polynomial à l’équivalence des dT2Ws et vice
versa.
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2.4.2 Transducteurs de mots imbriqués en mots imbri-
qués
Le modèle des transducteurs de flux d’arbres noté NW2NW, de mots
imbriqués en mots imbriqués, a été proposé par Alur et D’Antoni (2012). Il
permet de produire, à partir d’une linéarisation d’arbre, non plus un arbre
mais une linéarisation d’arbres également. Dans cela, il s’approchent plus du
modèle de transformation xslt sur lequel on reviendra plus précisément. Il
faut remarquer qu’ici, la définition de mots imbriqués diffère ce celle introduite
dans cette thèse, le modèle y autorisant des symboles internes, correspondant
aux possibles valeurs textuelles.
Ce modèle se limite à un unique passage sur la linéarisation, pouvant donc
être vue comme un flux d’informations et calcul en temps linéaire la sortie,
à l’aide d’un nombre fini d’états, d’une pile, en effectuant des opérations de
concaténation et d’insertion dans les mots imbriqués dans la sortie.
Le principal intérêt de ce modèle vient de son expressivité fortement lié
avec le modèle logique des transformations MSO-définissables comme nous le
montre Alur et D’Antoni (2012). En effet, le théorème 11 de cet article montre
que toute transformation de mots imbriqué définissable par un NW2NW est
aussi MSO-définissable. Les observations faite à la suite des Propositions 12
et 13 montre que toute transformation MSO-définissable l’est aussi par un
NW2NW si on considère les transformations MSO-définissables d’arbres bi-
naires à arbres binaires.
Ce modèle a aussi de bonnes propriétés, telle que la clôture par compo-
sition, évoqué dans le théorème 7. Le théorème 18 montre que l’inclusion de
l’image de sortie d’un NW2NW dans le langage, reconnu par un NWA, est
décidable en temps polynomial.
L’équivalence de deux NW2NW est décidable, et comme le montre le
Théorème 20 en temps NExpTime.
Chapitre 3
Transformations XML
Il est important de rappeler que la modélisation de transformations doit
répondre avant tout à un besoin pratique. En effet, pouvoir formaliser la repré-
sentation, manipulation ou toute autre opération sur des données structurées,
tel que le xml évoqué précédemment, est indispensable pour la gestion des
informations transitants sur les différents outils informatiques. Nous allons
présenter dans ce chapitre le langage xslt, permettant de représenter et d’ef-
fectuer la transformation de données xml vers xml. Le choix d’xslt repose
sur le fait que ce langage de transformation utilise principalement la structure
des données, ce qui nous intéresse ici. Il a de plus comme but de rester le
plus général possible. Il ne se limite pas à une tâche précise, ou à un type de
données particulier.
Après avoir brièvement présenté ce qu’est le langage xslt, à travers sa
syntaxe et quelques exemples pour en dévoiler les principaux mécanismes,
nous montrerons le lien entre les transformations exprimables par xslt et
les transducteurs précédemment décrits. Pour cela, nous parlerons des divers
fragments de xslt étudiés par la communauté, le modèle global étant trop
expressif pour pouvoir être comparé aux modèles théoriques classiques. Nous
nous attarderons particulièrement sur les macro-transducteurs d’arbres et la
manière dont on peut les exprimer dans le langage xslt.
3.1 XSLT
Tout comme le xml, le langage xslt, de l’anglais « eXtensible Stylesheet
Language Transformations », est un langage défini au sein de la recomman-
dation xsl du consortiumW3C. Il a pour but premier de permettre la visua-
lisation de fichiers xml sous format html en décrivant le passage de l’un à
l’autre. Cependant, même si l’entrée doit être nécessairement du xml, il y a
peu de contraintes sur la sortie, qui peut être au format xml, texte, etc. . .
3.1.1 XSLT en Pratique
xslt est un langage de programmation permettant, à l’aide d’un analyseur
adapté, de transformer un fichier xml. Il est lui même au format xml mais
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avec certaines balises appartenant à l’espace de nommage de xsl préfixé par
xsl: et représentant les diverses opérations à effectuer.
Prenons pour premier exemple le simple passage d’un fichier xml, conte-
nant un répertoire, vers une page html, listant les noms des contacts qu’elle
contient. Le fichier de base est le suivant :
1 <?xml version=" 1 .0 " encoding="utf −8"?>
2 <r e p e r t o i r e>
3 <contact>
4 <nom>Laurence</nom>
5 <prenom>Grego i re</prenom>
6 <emai l>g r e g o i r e . l au r ence@inr i a . f r</ emai l>





12 <emai l>John@doe . com</ emai l>
13 <t e l>02 . 46 . 80</ t e l>
14 </ contact>
15 </ r e p e r t o i r e>
Un fichier xslt repose sur un système de modèles, contenus dans des
noeuds xsl:template appliqués récursivement. La transformation s’effectue
par une successions d’appels, de choix, et d’applications de modèles sur des
noeuds choisis à l’aide de requêtes xpath.
1 <xs l : t emp l a t e match="/">
2 <html>
3 <head>




8 <xs l : app ly −templates s e l e c t=" r e p e r t o i r e / contact " />
9 </ o l>
10 </body>
11 </html>
12 </ xs l : t emp l a t e>
Le choix du modèle dépend de l’attributmatch décrivant un noeud. Dans
cet exemple, le noeud considéré est la racine de l’arbre (“/"). Le contenu d’un
modèle est un mélange de xml classique et de balises xsl. La sortie est ob-
tenue en remplaçant chaque balise xsl par le ou les résultats correspondants.
Dans notre cas, le noeud xsl ∶ apply − templates va récupérer l’ensemble des
noeuds correspondants à la requête xpath contenue dans l’attribut select,
pour appliquer récursivement à chaque noeud le modèle lui correspondant le
mieux, dans l’ordre spécifié, par défaut l’ordre d’apparition des noeuds dans
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l’arbre. Il est également possible d’ajouter un mode marchant comme les états
d’un transducteur, permettant de diriger le choix du modèle à appliquer. Dans
notre cas, le modèle suivant sera appliqué à chaque noeud contact, fils d’un
noeud repertoire, lui même fils de l’élément courant : la racine. Le fichier xslt
étant avant tout un xml, toute portion de sortie contenant du xml doit être
bien balancée, et chaque noeud ouvert dans un modèle doit se fermer dans
celui ci.
1 <xs l : t emp l a t e match=" c h i l d : : c o n t a c t ">
2 <l i>
3 <xs l : v a l u e −o f s e l e c t=" ch i ld : :nom / c h i l d : : t e x t ( ) "/>
4 <xs l : v a l u e −o f s e l e c t=" ch i ld : : p r enom / c h i l d : : t e x t ( ) "/>
5 </ l i>
6 </ xs l : t emp l a t e>
Pour chacun de ces contacts, nous avons décider de sortir une concaténa-
tion des champs textuels contenus dans le nom et prenom, et d’inclure le
résultat dans un noeud li permettant son affichage en liste. La récupération
de la valeur d’un noeud se fait à l’aide de l’opération xsl: value-of. Cette
opération permet, non seulement, de récupérer les valeurs textuelles conte-
nues dans un noeud, mais également d’effectuer d’autres opérations, allant du
traitement de chaînes jusqu’à certaines opérations mathématiques ou logiques.
Plus aucun autre appel de modèle n’étant fait, xslt peut produire la sortie
suivante au format html.
1 <html>
2 <head>




7 <l i> Laurence Grego i re </ l i>
8 <l i> Doe John </ l i>
9 </ o l>
10 </body>
11 </html>
Nous avons, pour ce premier exemple, choisi de garder une transformation
séquentielle (l’ordre des noeuds n’étant pas modifié) et descendante (aucune
requête xpath ne remontant dans l’arbre). Nous avons également décidé de
nous restreindre aux bases d’une transformation xslt même si la concaté-
nation de noeuds est déjà quelques chose d’inaccessibles pour la plupart des
transducteurs vus précédemment.
Le langage xslt est cependant beaucoup plus puissant. Il peut à tout
moment accéder à toute partie de l’arbre d’entrée grâce aux requêtes xpath
utilisées pour choisir quel noeud copier ou, sur lesquels, appliquer un modèle.
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Les noeuds peuvent donc être réordonnés et copier sans limite. Prenons, pour
illustrer cela, le modèle suivant qui permet de générer, à partir d’un contact,
un lien html vers son mail.
1 <xs l : t emp l a t e match=" c h i l d : : c o n t a c t " mode = " l i e n ">
2 <x s l : f o r −each s e l e c t=" c h i l d : : e m a i l ">
3 <a>
4 <x s l : a t t r i b u t e name=" hr e f ">
5 ma i l t o :
6 <xs l : copy −o f s e l e c t=" pa r e n t : : ∗/ ch i ld : :nom / text ( ) "/>
7 <xs l : copy −o f s e l e c t=" pa r e n t : : ∗/ ch i ld : : p r enom / text ( ) "/>
8 &l t ;<xs l : copy −o f s e l e c t=" s e l f : : t e x t ( ) "/>&gt ;
9 </ x s l : a t t r i b u t e>
10 <xs l : copy −o f s e l e c t=" s e l f : : t e x t ( ) "/>
11 </a>
12 </ x s l : f o r −each>
13 </ xs l : t emp l a t e>
Le lien obtenu est de la forme :
<a href="mailto:Laurence Gregoire <gregoire.laurence@inria.fr>">
gregoire.laurence@inria.fr
</a>
Le noeud xsl:for-each permet d’appliquer le modèle qu’il contient à tous les
noeuds obtenus par la requête sans avoir à passer par un autre modèle. Étant
au niveau du noeud email, fils du noeud contact, rien ne nous empêche d’ex-
plorer ses frères, de concaténer leur contenu dans un nouvel attribut. Même
en ajoutant cette liberté, rendant déjà les transformations impossibles à re-
produire par la plupart des transducteurs que nous avons vus, nous sommes
encore loin d’atteindre toute l’expressivité des xslt, langage de programma-
tion à part entière.
Le fait de pouvoir utiliser des variables et des paramètres enrichie forte-
ment l’expressivité du modèle. L’utilisation de noeuds xsl:variable permet
de mémoriser certains noeuds ou valeurs récupérées par une requête xpath.
Elle permet surtout de pouvoir définir une transformation xslt qui pourra
être par la suite utilisée comme une entrée de la transformation.
Pour illustrer ce point, reprenons l’exemple des liens dont nous allons sto-
cker le résultat dans une variable globale, ce qui permet de récupérer ces
mêmes liens plusieurs fois sans avoir besoin de les recalculer.
1 <x s l : v a r i a b l e name=" l i e n s ">
2 <l i e n s>
3 <x s l : f o r −each s e l e c t="/ de s c endan t : : c on ta c t ">
4 <l i e n>
5 <adre s s e>
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6 <xs l : v a l u e −o f s e l e c t=" c h i l d : : e m a i l / t ex t ( ) "/>
7 </ adre s s e>
8 <x s l : f o r −each s e l e c t=" c h i l d : : e m a i l ">
9 <a>
10 . . .
11 </a>
12 </ x s l : f o r −each>
13 </ l i e n>
14 </ x s l : f o r −each>
15 </ l i e n s>
16 </ x s l : v a r i a b l e>
Nous définissons donc une variable contenant un xml créé par une suite
d’opération xslt, associant à chaque email du document d’entrée, le lien cor-
respondant. Le coeur de cette variable fonctionne exactement de la même
manière que le traitement présenté précédemment. Il suffit de créer une re-
quête xpath venant chercher le lien existant dans cette variable, et il n’est
plus nécessaire de le recréer :
1 <xs l : t emp l a t e s e l e c t=" c h i l d : : e m a i l " mode=" l i e n ">
2 <x s l : v a r i a b l e name=" emai l " s e l e c t=" text ( ) "/>
3 <xs l : copy −o f
4 s e l e c t="$ l i e n s / de s c endant : : a [ p a r e n t : : l i e n / adre s s e = $ emai l ] "
5 />
6 </ xs l : t emp l a t e>
La principale propriété découlant de l’utilisation de variables est le fait que
les transformations décrites par le langage xslt sont closes par composition.
Dans notre exemple, un fichier xml à part entière est créé et réutilisé pour
une autre transformation au sein d’un même xslt.
3.2 Transducteurs et xslt
xslt travaille avec des arbres d’arité non bornée, permet la concaténation
de noeuds, la copie non bornée, le réordonnancement des noeuds, de se dé-
placer dans l’arbre d’entrée comme bon lui semble, et de composer plusieurs
transformations xslt au sein d’un même fichier de transformation. Ceci rend
le modèle plus expressif que tout les modèles vus précédemment. Pour s’en
persuader nous allons maintenant traduire différents modèles de transductions
en xslt.
3.2.1 dST2W
Pour débuter intéressons nous aux dST2Ws, modèle de transduction qui
nous intéresse le plus. Rappelons que c’est un transducteur d’arbres en mots
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déterministe descendant, et séquentiel (i.e. sans copie ni réordenancement).
Pour obtenir un xslt exprimant la transformation d’un dST2W M , il
suffit de traduire chacune des règles q(f(x1, . . . , xk)) → u0 ⋅⟨q1, x1⟩ ⋅ . . . ⋅⟨qk, xk⟩ ⋅
uk de M par le modèle suivant :
1 <xs l : t emp l a t e mode="q" match=" f ">
2 u_1
3 <xs l : app ly −templates
4 mode="q_1" s e l e c t=" c h i l d : : ∗ [ p o s i t i o n ()=1] " />
5 u_2
6 . . .
7 <xs l : app ly −templates
8 mode="q_k" s e l e c t=" c h i l d : : ∗ [ p o s i t i o n ()=k ] " />
9 u_k
10 </ xs l : t emp l a t e>
Le modèle à appliquer sur un noeud est bien celui correspondant à la règle ;
le choix de ce modèle dépendant du mode égal à l’état et de la racine du sous
arbre à traiter.
Le modèle initial, appelé à la racine de l’arbre, correspond exactement à
l’axiome initial du transducteur. Ainsi, pour un axiome init = u0 ⋅ q(x0) ⋅ u1
nous obtenons le modèle suivant :
1 <xs l : t emp l a t e match="/">
2 u_0
3 <xs l : app ly −templates mode="q_0" s e l e c t=" c h i l d : : ∗" />
4 u_1
5 </ xs l : t emp l a t e>
Pour ce qui est des autres modèles descendants classiques, les seuls chan-
gements résident dans la partie droite de la règle définissant la sortie, ce qui
change uniquement le contenu des modèles du fichier xslt.
3.2.2 Macro-Transducteurs et xpath
Rappelons que les macro-transducteurs d’arbres enrichissent les transduc-
teurs d’arbres descendants en ajoutant, aux règles classiques d’un transducteur
d’arbres descendant, un ensemble de paramètres Ym = {y1, . . . , ym} permettant
de transmettre, à travers des variables, une sortie pré-construite pour une fu-
ture utilisation. Nous obtenons donc des règles de la forme suivante :
q(f(x1, . . . , xk)) ∶ (y1, . . . , ym) → t
où k est l’arité de q, m celle de l’état q et t le contexte de sortie défini sur
T(∆∪(Q×Xk))(Ym).
Il est possible, à partir d’un macro-transducteur, de définir un xslt décri-
vant la même transformation. Le mécanisme de paramètres étant très proche
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des variables utilisées ici. En effet, un modèle (template) peut être vu comme
un état q d’un macro-transducteur. Pour cela, il suffit d’autoriser uniquement,
à part pour le traitement de la racine, des modèles ayant un mode appartenant
à Q et une sélection (match) ne spécifiant que le noeud traité par un symbole
dans Σ, sans autre information sur son voisinage. À partir de là, chaque mo-
dèle correspond au plus à une règle du macro-transducteur dont le contenu est
obtenu par le membre droit de cette règle. Pour cela, il suffit de représenter,
au format xml, l’arbre contenu dans la partie droite en remplaçant tout appel
à état ⟨q, x1⟩(y1, . . . , yk) par une application de modèle de la forme suivante :
1 <xs l : app ly −templates mode="q" s e l e c t=" c h i l d : : ∗ [ p o s i t i o n ()= i ] ">
2 <xs l :w i th −param name="y1">
3 t_1
4 </ xs l :w i th −param>
5 . . .
6 <xs l :w i th −param name="yk">
7 t_k
8 </ xs l :w i th −param>
9 t
10 </ xs l : app ly −templates>
Exemple 37. Pour mieux visualiser ce passage, reprenons l’exemple 34 per-
mettant de transformer un arbre dans sa linéarisation et définissons le fichier
xslt correspondant (dans la figure 3.1).
M34 = (Σ,∆,{q0, q},{q0}, rul) avec pour règles :
q0(x0) → ⟨q, x0⟩(#)
q(a) ∶ (y1) → ⟨a⟩(⟨/a⟩(y1))
q(f(x1, x2)) ∶ (y1) → ⟨f⟩(⟨q, x1⟩(⟨q, x2⟩(⟨/f⟩(y1))))
q(b(x1)) ∶ (y1) → ⟨b⟩(⟨q, x1⟩(⟨/b⟩(y1)))
Une fois de plus ce passage se fait en restreignant xslt à un parcours
descendant. Une transformation xslt pouvant à tout moment accéder à l’in-
tégralité de l’arbre à transformer.
Le langage xslt peut donc facilement représenter toutes les familles de
transducteurs évoquées précédemment, et bien plus encore. Le premier point
sur lequel il se distingue est l’utilisation d’arbres de données en entrée, et
non juste des arbres comme le font les différentes familles de transducteurs
présentés. Les opérations de jointures rendues impossible en s’intéressant uni-
quement à la structure de la donnée redeviennent possibles.
De plus, le système de variables de xslt ne se limite pas à l’utilisation
qu’en fait les macro-transducteurs à savoir le stockage de fragments de sor-
ties, chaque variable pouvant être utilisé comme une entrée classique. Cela
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permet, entre autre, la gestion de multiples fichiers de manière asynchrone et
la composition directe de transductions au sein d’un même xslt.
Des modèles tels que les macro-transducteurs avec anticipation régulière
essayent de pallier cette différence imposante en s’enrichissant de requêtes
xpath. Ce sont des macro-transducteurs classiques pour lesquels chaque choix
de transduction (règles à utiliser) dépend non seulement de l’état ainsi que
le noeud dans lequel on se trouve, mais aussi de l’intégralité du domaine,
accessible par des requêtes xpath. Cela permet uniquement de s’abstraire
de l’ordre du parcours en permettant d’avoir un regard sur l’intégralité du
domaine, mais une fois de plus ne permet pas la liberté donnée par le langage
xslt pouvant récupérer à tout moment tout sous-arbre de l’entrée pour le
manipuler.
Comme nous pouvons le rappeler, xslt est un programme Turing-complet
Kepser (2004); Onder et Bayram (2006), et ne peut donc être modélisé par des
modèles théoriques disposant de propriétés nécessaires sur la décidabilité de
problèmes classiques. Il existe cependant des langages tels que X-Fun (Labath
et Niehren, 2013), langage fonctionnel de transformations d’arbres de données
xml en forêt d’arbres de données, qui permettent d’exprimer un fragment des
transformations xslt ayant de meilleures propriétés théoriques. Sans entrer
dans les détails, X-Fun fourni un langage de transformations équivalents au
macro-transducteurs avec anticipation régulière.
Il existe donc plusieurs solutions déjà implémentées pour permettre d’ex-
primer la transformation de langages, mais qui en cherchant à rester le plus ex-
pressifs tombent dans des complexités trop fortes,xslt étant Turing-complet.
D’autres langages de transformations peuvent être rattachés à des modélisa-
tions théoriques, comme les macro-transducteurs. Mais ces modèles ne dis-
posent que de peu de résultats théoriques et nécessitent des travaux préli-
minaires sur des modèles plus simples tel que les transducteurs d’arbres en
mots.
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1 <x s l : s t y l e s h e e t>
2 <xs l : t emp l a t e match="/">
3 <xs l : app ly −templates mode="q" s e l e c t=" f ">
4 <xs l :w i th −param name="y1">
5 <end/>
6 </ xs l :w i th −param>
7 </ xs l : app ly −templates>
8 </ xs l : t emp l a t e>
9
10 <xs l : t emp l a t e mode="q" match="a">
11 <xsl :param name="y1"/>
12 <op−a>
13 <cl −a>
14 <xs l : copy −o f s e l e c t="$y1"/>
15 </ cl −a>
16 </op−a>
17 </ xs l : t emp l a t e>
18
19 <xs l : t emp l a t e mode="q" match=" f ">
20 <xsl :param name="y1"/>
21 <op− f>
22 <xs l : app ly −templates mode="q" s e l e c t=" ∗ [ p o s i t i o n ()=1] ">
23 <xs l :w i th −param name="y1">
24 <xs l : app ly −templates mode="q" s e l e c t=" ∗ [ 2 ] ">
25 <xs l :w i th −param name="y1">
26 <cl − f>
27 <xs l : copy −o f s e l e c t="$y1"/>
28 </ cl − f>
29 </ xs l :w i th −param>
30 </ xs l : app ly −templates>
31 </ xs l :w i th −param>
32 </ xs l : app ly −templates>
33 </op− f>
34 </ xs l : t emp l a t e>
35
36 <xs l : t emp l a t e mode="q" match="b">
37 <xsl :param name="y1"/>
38 <op−b>
39 <xs l : app ly −templates mode="q" s e l e c t=" c h i l d : : ∗ [ 1 ] ">
40 <xs l :w i th −param name="y1">
41 <cl −b>
42 <xs l : copy −o f s e l e c t="$y1"/>
43 </ cl −b>
44 </ xs l :w i th −param>
45 </ xs l : app ly −templates>
46 </op−b>
47 </ xs l : t emp l a t e>
48 </ x s l : s t y l e s h e e t>




séquentiels d’arbres en mots
Le précédent chapitre nous a permis d’identifier plusieurs familles de trans-
duction, traitant des arbres, sous différentes formes (arbres d’arité bornée,
encodage et mots imbriqués) pour produire des mots ou encore des arbres.
Malgré cette diversité de données, les problèmes rencontrés témoignent d’une
certaine similitude ; parfois directe comme l’illustre la Proposition 15 et la
Proposition 14 réduisant un modèle dans un autre. Parfois cela ce fait de
manière plus implicite, comme nous allons le voir maintenant.
Dans ce chapitre nous avons décider de nous intéresser au problème d’équi-
valence qui, au delà de son utilité, sera ici un outil permettant de faire appa-
raître les liens existants entres ces différentes classes. Nous en profiterons pour
apporter des bornes de complexité polynomiale pour le problème d’équivalence
uniquement connu décidable pour certaines de ces classes.
4.1 Relation avec l’équivalence de morphismes
sur CFGs
Une étape de ce chapitre repose sur la réduction du problème d’équiva-
lence des dNW2Ws↓ à celui des morphismes (et inversement). il est néces-
saire d’adopter des formalismes permettant de mettre en relation l’exécution
de dNW2Ws↓ Pour réduire le problème d’équivalence des dNW2Ws↓ à celui
des morphismes (et inversement) nous allons nous baser sur les exécutions
parallèles, d’une manière proche de celle déjà utilisé précédemment sur les
transducteurs de mots (cf. lemme 19). Nous avons vu comment représenter
l’exécution d’un dNW2W par une suite de configurations. Pour pouvoir re-
présenter des exécutions parallèles, il est nécessaire de définir ces exécutions
en se basant cette fois sur les événements d’ouvertures et de fermetures de
noeuds d’un arbre.
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4.1.1 Exécution d’un dNW2W
Un événement associé à un arbre est l’ouverture (ou la fermeture) d’un
noeud de cet arbre. L’opération d’ouverture op (ou de fermeture cl) n’est
plus associée à une étiquette de l’arbre, comme dans Σˆ pour les mots imbri-
qués, mais directement au noeud d’un arbre t, i.e. appartenant à noeuds(t).
On note ̂noeuds(t) l’ensemble des événements d’un arbre t . Cet ensemble est
totalement ordonné, débutant par l’ouverture de la racine de l’arbre (op, ε) et
se terminant par la clôture de ce même noeud (cl, ε). L’ordre (α,π) < (α′, π′)
est vérifié si (α,π) est un événement précédent à (α′, π′) dans le parcours en
profondeur de l’arbre. Nous dénotons particulièrement l’événement « prédé-
cesseur direct » d’un événement par pred(α,π) ∈ ̂noeuds(t).
Dès lors, l’exécution d’un dNW2W sur un arbre t ∈ T uΣ est représentée,
à l’instar de celle d’un transducteur de mots, par un couple t ∗ β où β ⊆̂noeuds(t) → rul .
Elle est dite valide si gch(β((op, ε))) ∈ init et pour tout (α,π) ∈ ̂noeuds(t),
pile(β(op, π)) = pile(β(cl, π)), dt(β(pred(α,π))) = gch(β((α,π))), et
act(β(α,π)) = (α, a) où “a” est l’étiquette du noeud π de t. Elle est complète
si elle est valide et que dt(β((op, ε))) ∈ fin.
Lemme 18. JM K = {(t,prod(β(e1)) ⋅ . . . ⋅ prod(β(en))) ∣ t ∈ T uΣ , t ∗ β est une
exécution valide d’un dNW2W T sur t et les événements de t sont e1 < . . . <
en}.
4.1.2 Arbre syntaxique étendu
Un arbre syntaxique est un arbre permettant de représenter la syntaxe
d’un mot reconnu par une CFG . Chaque noeud interne est un symbole non
terminal de cette grammaire, et chaque feuille un symbole terminal. Un arbre
syntaxique étendu est un arbre dont les noeuds internes ne sont plus composés
de symboles non terminaux mais directement des règles utilisées à ces endroits.
Formellement, un arbre syntaxique étendu pour une CFG G est un arbre
d’arité bornée t ∈ Trul ∪ Σ tel que tout noeud π ∈ noeuds(t) respecte les trois
contraintes suivantes :
1. chaque noeud interne est étiqueté par une règle et chaque feuille par un
symbole terminal ;
2. Un noeud étiqueté par une règle q → q1, . . . , qn est d’arité n et pour
1 ≤ i ≤ n, le fils π ⋅ i est étiqueté par une règle ayant pour partie gauche
qi ;
3. Un noeud étiqueté par une règle q → a est d’arité 1 et a comme unique
fils une feuille étiquetée par “a”.
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On appelle feuillage d’un arbre t, donné par la fonction feuilles(t), la
concaténation des labels de chaque feuille de l’arbre t prise de gauche à droite.
Le feuillage d’un arbre syntaxique, étendu ou non, appartient au langage de la
grammaire correspondante, i.e. w ∈ L(G), si et seulement s’il existe un arbre
syntaxique (étendu) t pour la CFG G tel que feuilles(t) = w.
Lemme 19. Pour tout morphisme µ ∶ Σ∗ →∆∗ et CFG G ayant pour alphabet
Σ, nous pouvons construire, en temps O(∣µ∣ + ∣G∣2), un dNW2W↓ M , sur les
alphabets Σ et ∆, tel que :
JM K = {(t, µ(feuilles(t))) ∣ t arbre syntaxique étendu de G}
Preuve. Pour un morphisme µ ∶ Σ∗ →∆∗ et une CFG G = (Σ,QG, initG, rulG),
on cherche à construire le dNW2W ↓M = (Σ′,∆,QM ,ΓM , initM , rulM ,finM )
prenant en entrée les arbres syntaxiques étendus deG et en sortie le morphisme
appliqué aux feuillages de ces arbres.
Les arbres syntaxiques étendus contiennent, grâce aux noeuds internes
étiquetés par les règles de la grammaire, toute l’information nécessaire à un
parcours déterministe descendant.
Le transducteur que nous construisons est défini sur l’alphabet d’entrée
Σ′ = QG ∪ Σ. L’ensemble de ses états et symboles de piles sont composés de
paires de règles et d’indices permettant de se situer dans l’évaluation de la
grammaire QM = ΓM = {⟨r, j⟩ ∣ r ∈ rulG, 0 ≤ j ≤ ∣r∣} ∪ {o,d,f}, ainsi qu’un état
initial initM = {o}, final finM = {f} et transitoire d. Les règles, quant à elles,
sont produites de la manière suivante :
r ∈ rulG gch(r) ∈ initG
o
op r/ε∶fÐÐÐ→ ⟨r,0⟩
⟨r, ∣r∣⟩ cl r/ε∶fÐÐÐ→ f




r, r′ ∈ rulG dt(r) = q1⋯qk 1 ≤ j ≤ ∣r∣ gch(r′) = qj
⟨r, j−1⟩ op r′/ε∶⟨r,j⟩ÐÐÐÐÐ→ ⟨r′,0⟩
⟨r′, ∣r′∣⟩ cl r′/ε∶⟨r,j⟩ÐÐÐÐÐ→ ⟨r, j⟩
Il nous reste à prouver que ∀r ∈ rulG,∀t = r(t1, . . . , tk) ∈ Trul∪Σ, et ∀w ∈∆∗,
nous avons JM K⟨r,0⟩(t1, . . . , tk) = (w, ⟨r, k⟩) si et seulement s’il existe une règle
r = q → q1 . . . qk ∈ rulG, où t et ti sont respectivement les arbres syntaxiques
étendus de Gq etGqi , et µ(feuilles(t1) ⋅ . . . ⋅ feuilles(tk)) = w. On prouve cette
proposition par induction sur la taille des forêts prises en paramètres.
Pour les règles concernant les feuilles, r = q → a ∈ rulG, nous avons par
construction JM K⟨r,0⟩(a) = (µ(a), ⟨r,1⟩).
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Considérons maintenant une forêt h = (t1, . . . , tm) de n noeuds et une règle
r = q → q1 . . . qj . . . qm ∈ rulG tels que tj est un arbre syntaxique étendu de
Gqj pour tout j ∈ [1,m]. Supposons que la proposition précédente est vé-
rifiée pour des forêts contenants au plus n − 1 noeuds. Cela implique que
JM K⟨,0⟩(t1j , . . . , tkj ) = (µ(feuilles(tj)), ⟨r′, k⟩) avec tj = r′(t1j , . . . , tkj ). De plus,
l’existence des règles ⟨r, j − 1⟩ op r′/ε∶⟨r,j⟩ÐÐÐÐÐ→ ⟨r′,0⟩ et ⟨r′, k⟩ cl r′/ε∶⟨r,j⟩ÐÐÐÐÐ→ ⟨r, j⟩ dans
rulM implique que JM K⟨r,j−1⟩(tj) = µ(feuilles(tj)) pour tout j ∈ [1,m]. Par
conséquent, JM K⟨r,0⟩(t1, . . . , tm) est la concaténation de µ appliquée aux feuillage
des sous arbres µ(feuilles(t1)) ⋅ . . . ⋅ µ(feuilles(tm)).
La propriété étant maintenant vérifiée, il suffit d’observer le fait que, pour
chaque arbre syntaxique étendu de G r(t1, . . . , tn), il existe une règle r ∈ rulG
telle que gch(r) ∈ initG. Par définition, pour chaque règle de ce type dans G,
il existe o
op r/ε∶fÐÐÐ→ ⟨r,0⟩ et ⟨r, n⟩ cl r/ε∶fÐÐÐ→ f dans rulM ce qui nous donne :
JM K = {(t, µ(feuilles(t))) ∣ t un arbre syntaxique étendu de G}
On en déduit directement la complexité de la réduction du problème
d’équivalence des morphismes sur une CFG à celui des dNW2Ws↓
Proposition 16. Le problème d’équivalence de morphismes sur une CFG peut
être réduit en temps quadratique à celui des dNW2Ws↓.
Preuve. Prenons deux morphismes µ1, µ2 ∶ Σ∗ → ∆∗, une CFG G, et M1, M2
deux dNW2W s↓obtenus par la construction définie pour le Lemme 19 res-
pectivement pour µ1 et µ2 sur G. Cette construction se fait en temps et taille
O(∣G∣2 + ∣µ1∣ + ∣µ2∣). M1 et M2 partageant un même domaine, dépendant de
G, il est clair que M1 est équivalent à M2 si et seulement µ1 et µ2 le sont sur
G.
Nous souhaitons maintenant réduire le problème d’équivalence desNW2Ws
à celui des morphismes sur une CFG . Comme précédemment évoqué nous al-
lons nous baser sur les constructions utilisées pour le Lemme 10.
Une exécution parallèle complète pour deuxNW2WsM1 etM2, partageant
un même alphabet d’entrée Σ et de sortie∆, appartient à l’ensemble {t∗β1∗β2 ∣
t ∈ dom(M1) ∩ dom(M2)} avec t ∗ βi : une exécution complète de M1. Une
exécution parallèle peut être représentée par un mot sur rulM1 × rulM2 , les
règles contenant toute l’information sur l’entrée nous permettant de retrouver
t. Pour cela, il suffit d’appliquer parallèlement β1 et β2 sur la linéarisation de
t.
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Lemme 20. Pour tout NW2Ws M1 et M2, partageant un même alphabet, il
existe une CFG G telle que L(G) représente l’ensemble de toutes les exécutions
parallèlles complètes.
Preuve. On construit la grammaire G = (R,QG, initG, rulG) représentant les
exécutions parallèles complètes de la manière suivante. L’ensembles des non
terminaux QG = {o} ∪Q2M1 ×Q2M2 . Un symbole non terminal ⟨(p1, q1), (p2, q2)⟩
correspond à une exécution parallèle de M1 de p1 à q1 et de de M2 de p2 à
q2 (sur une même entrée). La grammaire n’accepte qu’un symbole initial o
(initG = {o}) et les règles sont construites, à partir des deux NW2Ws M1 et
M2, par :
q1 ∈ initM1 p1 ∈ finM1
q2 ∈ initM2 p2 ∈ finM2
o→ ⟨(q1, p1), (q2, p2)⟩
q1 ∈ QM1 , q2 ∈ QM2⟨(q1, q1), (q2, q2)⟩ → ε
r1, r
′
1 ∈ rulM1 r1 = p1
opa/w1∶γ1ÐÐÐÐÐ→ q1 r′1 = p′1 cla/w′1∶γ1ÐÐÐÐÐ→ q′1,
r2, r
′
2 ∈ rulM2 r2 = p2
opa/w2∶γ2ÐÐÐÐÐ→ q2 r′2 = p′2 cla/w′2∶γ2ÐÐÐÐÐ→ q′2⟨(p1, q′1), (p2, q′2)⟩ → (r1, r2) ⋅ ⟨(q1, p′1), (q2, p′2)⟩ ⋅ (r′1, r′2)
p1, p
′
1, q1 ∈ QM1 p2, p
′
2, q2 ∈ QM2⟨(p1, q1), (p2, q2)⟩ → ⟨(p1, p′1), (p2, p′2)⟩ ⋅ ⟨(p′1, q1), (p′2, q2)⟩
Pour prouver que cette construction reconnait bien toutes les exécutions
parallèles complètes de M1 et M2, il faut étendre cette construction aux exé-
cutions parallèles sur des linéarisations de forêts et pas uniquement sur des
arbres.
Dans un premier temps, on prouve par induction que ∀r1 . . . rm ∈ rulM1 ,
∀r′1 . . . r
′
m ∈ rulM2 , s = (r1, r′1) ⋅ . . . ⋅ (rm, r′m) ∈ L(G((q,p)(q′,p′))) ssi s est la repré-
sentation des exécutions parallèles complètes sur la forêt h, avec gch(r1) = q,
gch(r′1) = q′, dt(rm) = p et dt(r′m) = p′
Si la forêt ne contient aucun arbre, la règle de construction nous dit que((q, q)(q′, q′)) → ε est dans l’ensemble des règles de G pour tout état q ∈ QM1
et q′ ∈ QM2 . On suppose que l’hypothèse d’induction est vérifiée pour toute
forêt contenant au plus n noeuds. Prenons une forêt de taille n + 1 :
1. La forêt est un arbre, h = a(h′) : Si il existe une exécution parallèle
valide s = (r1, r′1) ⋅ (r2, r′2) ⋅ . . . ⋅ (rk−1, r′k−1) ⋅ (rk, r′k) pour cet arbre, elle
implique l’existence des règles r1 = q1









1ÐÐÐÐÐ→ p′ pour q2 = gch(r2), q′2 = gch(r′2), qk =
dt(rk), et q′k = dt(r′k). Par l’hypothèse d’induction, la trace d’exécution(r2, r′2) ⋅ . . . ⋅ (rk−1, r′k−1) est dans L(G((q2,qk),(q′2,q′k))). Nous pouvons en
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déduire que ⟨(q1, p), (q′1, p′)⟩ → (r1, r′1) ⋅⟨(q2, qk), (q′2, q′k)⟩ ⋅(rk, r′k) et donc
que s ∈ L(G⟨(q1,p),(q′1,p′)⟩).
2. La forêt contient plus d’un arbre,h = (t1, t2, . . . , tn) where n ≥ 2 :
Considérons une exécution parallèle complète s = (r1, r′1) ⋅ . . . ⋅ (ri, r′i) ⋅(ri+1, r′i+1) ⋅ . . . ⋅(rk, r′k) sur cette forêt. Elle peut être divisée en deux sous
exécutions respectivement sur t1 et h′ = (t2, . . . , tn). Il existe donc un i
tel que s′ = (r1, r′1) ⋅ . . . ⋅ (ri, r′i) est défini sur t1 et que s′′ = (ri+1, r′i+1) ⋅
. . . ⋅ (rk, r′k) est défini sur le reste de la forêt. Si nous fixons gch(r1) = q,
gch(r′1) = q′, dt(ri) = gch(ri+1) = qi, dt(ri) = gch(ri+1) = q′i, dt(rk) = p, et
dt(r′k) = p′, l’hypothèse d’induction nous dit que que s′ ∈ L(G⟨(q,qi),(q′,q′i)⟩)
et s′′ ∈ L(G⟨(qi,p),(q′i,p′)⟩). De plus, d’après les règles de construction de
G, ⟨(q, p), (q′, p′)⟩ → ⟨(q, qi), (q′, q′i)⟩ ⋅ (qi, p)(q′i, p′), ce qui implique que
s = s′ ⋅ s′′ ∈ L(G⟨(q,p),(q′,p′)⟩).
Une fois cette hypothèse vérifiée, il suffit d’observer que toute exécution
parallèle complète t∗β1∗ β2, surM1 etM2, repose sur l’existence des exécutions
t ∗ β1 et t ∗ β2 sur ces deux transducteurs. Ces deux exécutions commencent
respectivement aux états initiaux q ∈ initT1 , q′ ∈ initT2 et aboutissent aux
états finaux p ∈ finT1 and p
′ ∈ finT2 . Par construction, G contient la règle o →⟨(q, p), (q′, p′)⟩ et par induction nous avons prouvé que l’exécution parallèle
complète s sur t appartient à L(G⟨(q,p),(q′,p′)⟩).
Pour retrouver la sortie produite par une exécution parallèle nous pouvons
définir deux morphismes µ1 et µ2 de rul à ∆ tels que :
µi((r1, r2)) = u if ri = q αa/u∶γÐÐÐÐ→ q′
Si t ∗ β1 ∗ β2 est une exécution parallèle compléte de M1 et M2 alors(t, µi(u)) ∈ JMiK.
Proposition 17. L’équivalence de dNW2Ws peut être réduite à celle de mor-
phismes sur une CFG.
Preuve. Prenons deux dNW2Ws M1 et M2 définis sur de mêmes alphabets
d’entrée Σ et de sortie ∆. Décider de leur équivalence passe tout d’abord par
vérifier qu’ils partagent un même domaine. Cela revient à tester l’équivalence
de deux dNWAs, obtenus par suppression des productions respectives de M1
et M2, ce qui ce fait en temps polynomial comme le montre le Corollaire 1.
Si M1 et M2 partagent un même domaine, pour prouver leur équivalence,
il faut tester l’équivalence des morphismes µ1 et µ2, introduits précédemment,
sur la CFG G obtenue en suivant la méthode décrite dans le Lemme 20.
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En passant par l’équivalence des morphismes sur une grammaire, i.e. en
composant la Proposition 17 et le Lemme 19, nous pouvons réduire le problème
d’équivalence des dNW2Ws à celui des dNW2Ws↓. L’inverse est trivial.
Corollaire 4. Le problème d’équivalence des dNW2Ws peut être réduit à
celui des dNW2Ws↓ en temps polynomial, et vice versa.
4.2 Relation entre dB2W et dT2W
Comme nous avons pu le remarquer précédemment, la syntaxe des dT2Ws
est très proche de celle des dB2Ws. En adaptant la notion d’exécution paral-
lèle à ces modèles, nous verrons comment réduire le problème d’équivalence
de dT2Ws à celui des dB2Ws.
L’exécution parallèle complète représentée par un triplet t ∗ β1 ∗ β2, est
définie pour deux dT2Ws M1 et M2 si et seulement si t ∗ β1 et t ∗ β2 sont les
exécutions complètes respectives de M1 et M2. Dans notre cas, on limitera M1
et M2 à des dT2Ws ayant pour initialisation un unique état. Cela assure que
toute la sortie est présente dans les règles de la représentation de l’exécution
définie sur T(rulM1×rulM2).
Pour ce qui est des dB2Ws, on appelle exécution parallèle complète pour
deux dB2Ws M1 et M2 sur t, le triplet t ∗ β1 ∗ β2 tel que t ∗ β1 et t ∗ β2 sont
les exécutions virtuelles totales de M1 et M2.
Nous pouvons étendre la définition des fonction entree et sortie, préala-
blement introduites sur les exécutions, aux exécutions parallèle.
Lemme 21. Soit M1 et M2 deux dT2Ws (resp. dB2Ws) sur les alphabets Σ et
∆. Pour tout arbre t ∈ TΣ et tout mots w1, w2 ∈∆∗, nous avons (t,w1) ∈ JM1K
et (t,w2) ∈ JM2K ssi il existe une exécution parallèle complète s de M1 et M2
tel que entree(s) = t, sortie1(s) = w1 et sortie2(s) = w2.
Proposition 18. Le problème d’équivalence de deux dB2Ws séquentiels M1
et M2 peut être réduit en O(∣M1∣ × ∣M2∣) au problème d’équivalence de dT2Ws
séquentiels ,et vice versa.
Preuve. Prenons deux dB2Ws séquentiels N1 et N2. Leurs domaines respec-
tifs sont définis par des automates déterministes descendants, dta↓s, obtenus
en temps linéaire par la simple suppression de la sortie. De ce fait, tester qu’ils
sont tous deux définis sur un même domaine se fait en temps O(∣N1∣ × ∣N2∣)
Champavère et al. (2008). Nous pouvons maintenant assumer que N1 et N2
partagent un même domaine, l’inégalité à ce niveau impliquerait la non équi-
valence des deux transducteurs.
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Nous construisons deux dT2Ws M1 et M2 transformant les exécutions
parallèles complètes de N1 et N2 dans leurs sorties respectives, i.e. (s,wi) ∈
JMiK ssi (entree(s), wi) ∈ JNiK.
Le transducteur Mi a pour ensemble d’états QMi = QN1 ×QN2 × {o} dont
la règle initiale est init = {⟨o, x0⟩}. L’ensemble des règles est construit de la
manière suivante :
r1 = f(⟨q11, x11⟩, . . . , ⟨qk1 , xk1⟩) → ⟨q01, w01 ⋅ x11 ⋅ . . . ⋅ xk1 ⋅wk1⟩ ∈ rulN1
r2 = f(⟨q12, x12⟩, . . . , ⟨qk2 , xk2⟩) → ⟨q02, w02 ⋅ x12 ⋅ . . . ⋅ xk2 ⋅wk2⟩ ∈ rulN2[q01, q02]([r1, r2](x1, . . . , xk))→ w0i ⋅ ⟨[q11, q12], x1⟩ ⋅ . . . ⋅ ⟨[qk1 , qk2], xk⟩ ⋅wki ∈ rulMi
auquel on ajoute les règles initiales :
r1 = f(⟨q11, x11⟩, . . . , ⟨qk1 , xk1⟩)→ ⟨q01, w01 ⋅ x11 ⋅ . . . ⋅ xk1 ⋅wk1⟩ ∈ rulN1
r2 = f(⟨q12, x12⟩, . . . , ⟨qk2 , xk2⟩)→ ⟨q02, w02 ⋅ x12 ⋅ . . . ⋅ xk2 ⋅wk2⟩ ∈ rulN2
initM2(q01) = wd1 ⋅ x0 ⋅wf1 initM2(q02) = wd2 ⋅ x0 ⋅wf2
r′i = f(⟨q1i , x1i ⟩, . . . , ⟨qki , xki ⟩)→ ⟨q0i , wdi ⋅w0i ⋅ x1i ⋅ . . . ⋅ xki ⋅wki ⋅wfi ⟩ pour 1 ≤ i ≤ 2
o([r′1, r′2](x1, . . . , xk))→ w0i ⋅ ⟨[q11, q12], x1⟩ ⋅ . . . ⋅ ⟨[qk1 , qk2], xk⟩ ⋅wki ∈ rulMi
M1 etM2 sont bien déterministes descendants, chaque partie gauche conte-
nant les règles servant à déterminer de manière unique la partie droite. Il
reste à prouver que (s,wi) ∈ JMiK[q1,q2] si et seulement s’il existe une exécu-
tion parallèle s atteignant respectivement les états q1 et q2 de N1 et N2 et
sortiei(s) = wi.
Pour ce qui est des feuilles, nous avons une exécution parallèle s’il existe les
règles ri = a→ ⟨qi, wi⟩ ∈ rulNi . Par construction, [q1, q2]([r1, r2]) = wi ∈ rulMi et
donc ([r1, r2], wi) ∈ JMiK[q1,q2]. Supposons maintenant que notre hypothèse est
vérifiée pour toute exécution parallèle contenant au plus n noeuds. Considé-
rons une exécution parallèle s = [r1, r2](s1, . . . , sk) de taille n+1. Son existence
implique que ri = f(⟨q1i , x1i ⟩, . . . , ⟨qki , xki ⟩)→ ⟨q0i , w0i ⋅ x1i ⋅ . . . ⋅ xki ⋅wki ⟩ ∈ rulNi . La
construction nous donne que [q01, q02]([r1, r2](x1, . . . , xk)) → w0i ⋅ ⟨[q11, q12], x1⟩ ⋅
. . . ⋅ ⟨[qk1 , qk2], xk⟩ ⋅ wki ∈ rulMi . Par hypothèse d’induction, (sj, xji) ∈ JMiK[qi1,qi2]
pour 1 ≤ j ≤ k, tel que sortiei(sj) = xji . Par conséquent, (s,wi) ∈ JMiK[q01 ,q02]
avec wi = w0i ⋅ x
1




i correspondant à sortiei(s). Cette propriété est
vérifiée pour toute paire d’états atteints lors d’une exécution parallèle, par-
ticulièrement pour les états finaux dont la construction mène de la même
manière à l’état inital de Mi, ce qui implique que (s,wi) ∈ JMiK ssi il existe
une exécution parallèle complète s sur N1 et N2 avec sortiei(s) = wi.
L’équivalence de M1 et M2 revient à celle de N1 et N2 puisque pour chaque(t,w1) ∈ JN1K et (t,w2) ∈ JN2K il existe une exécution parallèle complète s sur
S1 et S2 tel que entree(s) = t et sortiei(s) = wi, et JM1K = JM2K ssi w1 = w2.
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De plus, la non équivalence de M1 et M2, partageant un même domaine, peut
uniquement découler de l’existence d’au moins deux paires (s,w1) ∈ JTOP1K
et (s,w2) ∈ JTOP2K tel que w1 ≠ w2. M1, M2, N1 et N2 étant déterministes, ce
sont les deux seuls couples partageant une même partie gauche s et donc les
uniques w1 et w2 tel que (entree(s), wi) ∈ JNiK. N1 et N2 sont donc eux aussi
inéquivalents.
Le problème d’équivalence des dT2Ws séquentiels se réduit de la même
manière à celui des dB2Ws séquentiels, sans avoir besoin de gérer la sortie
initiale, tout dT2W pouvant se ramener à une forme n’ayant qu’un unique état
en initialisation. Le seul vrai changement vient du test d’égalité du domaine,
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Figure 4.1 – Relations liants les différentes classes de transductions

Chapitre 5
Normalisation et minimisation des
transducteurs descendants
d’arbres en mots
Avant de nous intéresser à l’apprentissage d’une classe de transducteurs
d’arbres en mots, les dST2Ws, il est nécessaire de caractériser quelle famille
de transformations nous cherchons à apprendre. Suivant le modèle d’inférence
grammaticale, il est également nécessaire de définir une forme normale pour
les dST2Ws. Le but est d’assurer l’existence d’un transducteur canonique
(minimal et unique) représentant chaque transformation définissable par un
dST2W. Pour cela nous introduirons un algorithme de normalisation et étu-
dierons le problème de minimisation des dST2Ws.
5.1 dST2W travailleur
La notion de dST2W travailleur partage la même dynamique que celle
pour les mots, à savoir, à produire le plus de sortie le plus tôt possible. Cette
notion de « plus tôt » est moins naturelle pour les arbres, et dépend prin-
cipalement du choix de l’ordre dans lequel cet arbre est parcouru. Ici, nous
choisissons de nous baser sur le parcours en profondeur d’un arbre, nous cher-
chons donc à produire la sortie le plus en haut et à gauche possible.
Définition 42. Un dST2WM = (Σ,∆,Q , init , rul) est dit travailleur (edST2W)
si et seulement si il respecte les deux propriétés suivantes :
(E1) lcp(im(JM Kq)) = lcs(im(JM Kq)) = ε pour tout q ∈ Q ,
(E2) lcp(im(JM Kq0) ⋅u1) = ε pour l’axiome initial u0 ⋅q0 ⋅u1 ∈ init et pour toute
règle q
fÐ→ u0 ⋅q1 ⋅. . . qk ⋅uk et tout 1 ≤ i ≤ k nous avons lcp(im(JM Kqi)⋅ui) =
ε.
Intuitivement, la condition (E1) assure qu’aucune production ne peut être
tirée plus haut. L’absence de préfixe ou suffixe commun assure que toute la
sortie commune, ne dépendant pas du sous arbre qu’il reste à lire, a déjà été
produite. La condition (E2) vérifie quant à elle que rien ne peut être produit
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plus tôt, à gauche, sur une règle. Le fait que la condition (E2) assure d’être
« travailleur à gauche » repose sur le lemme suivant :
Lemme 22. Pour toute règle q
fÐ→ u0 ⋅ q1 ⋅ . . . qk ⋅ uk d’un dST2W, le fait que
lcp(im(JM Kqi) ⋅ ui) = ε pour tout 1 ≤ i ≤ k implique que lcp(im(JM Kqi) ⋅ ui ⋅
. . . im(JM Kqk) ⋅ uk) = ε.
Preuve. Dénotons par lcpri = lcp(im(JM Kqi) ⋅ui ⋅ . . . im(JM Kqk) ⋅uk). Ce lemme
peut être prouvé par récurrence sur la taille de la partie de la règle concernée.
Nous pouvons tout d’abord remarquer que lcprk = lcp(im(JM Kqk) ⋅ uk) = ε par
définition.
Supposons maintenant que, pour un i ≠ k donné, lcp(im(JM Kqi) ⋅ ui) = ε
et lcpri ≠ ε. La seule possibilité pour vérifier cela est que ε ∈ im(JM Kqi) ⋅ui. En
effet, la seule autre possibilité pour que lcp(im(JM Kqi) ⋅ui) = ε est qu’il existe
dans cet ensemble deux mots non vides partageant aucun préfixe commun.
Cela impliquerai que lcpri = ε, ce qui s’écarte de notre supposition initiale.
Si ε ∈ im(JM Kqi) ⋅ui, alors le fait que lcpri ≠ ε nous donne que lcpr(i+1) ≠ ε.
Si lcp(im(JM Kqi) ⋅ui) = ε pour tout 1 ≤ i ≤ k, l’hypothèse que lcprj ≠ ε pour
1 ≤ j ≤ k nous ramène, par récurrence, au fait que lcprk = lcp(im(JM Kqk)⋅uk) ≠ ε
ce qui est impossible.
Exemple 38. Reprenons le dST2W M35 (de l’exemple 35) défini sur l’al-
phabet d’entrée Σ = {f (2), g(1), a(0)} et un alphabet de sortie ∆ = {a, b, c}. On
rappelle qu’il a pour états Q = {q0, q1} et pour axiome initial init = {q0}.
L’ensemble de ses règles rul est le suivant :
q0
fÐ→ q1 ⋅ ac ⋅ q1, q1 gÐ→ q1 ⋅ abc, q1 aÐ→ ε.
Nous remarquons que toute production de ce transducteur est de la forme(abc)∗ ⋅ ac ⋅ (abc)∗, ou a ⋅ (bca)∗ ⋅ (cab)∗ ⋅ c, la répétition de “bca” du nombre de
“g ” dans le sous arbre gauche, et “cab” du nombre de “g ” dans le sous arbre
droit. M35 n’est donc pas travailleur, le “a” et le “c” pouvant être produits dès
l’axiome initial, ce qui donnerait naissance à deux états qg et qd remplaçant
q1 pour traiter respectivement le sous arbre gauche, et droit. Les règles du
edST2W M38, tel que JM35K = JM38K, sont les suivantes :
q0
fÐ→ qg ⋅ ac ⋅ qd, qg fÐ→ bca ⋅ qg, qg aÐ→ ε, qd fÐ→ cab ⋅ qd, qg aÐ→ ε.
avec comme règle initiale a ⋅ q0 ⋅ c.























Figure 5.1 – Exemple d’exécution de M38 et sa version « travailleuse »
5.2 Caractérisation sémantique
Il est nécessaire maintenant d’identifier la classe des transformations dé-
finissables par les edST2Ws. L’approche des edST2Ws étant descendante,
chaque transformation à partir d’un état dépendant du chemin qui le lie à
la racine, il est nécessaire de pouvoir formaliser dans chaque transformation
la notion de résiduel pour un chemin donné. Contrairement aux transduc-
teurs de mots et divers automates, la notion de résiduel pour notre classe de
transformations n’est pas si évidente que cela. Pour l’illustrer, nous verrons en
quoi la production séquentielle de mots sur les arbres fait échouer la définition
classique d’un résiduel, avant de proposer notre solution, se basant sur une
application récursive d’un procédé de décomposition d’une transformation en
une séquence de mots et de sous transformations, comme nous pouvons le
trouver dans les règles d’un edST2W.
5.2.1 Approche naïve
Le domaine des dST2Ws correspondant à celui des dta↓s, à savoir les
langages réguliers d’arbres clos par chemins, Il serait naturel de vouloir adop-
ter la définition des résiduels de ces dernier à notre modèle. Cette approche,
définissant le résiduel d’un chemin à partir de n’importe quel contexte ayant
un trou à cet endroit, est cependant voué à l’échec. En effet, en cherchant à
diviser chaque production en deux parties, une dépendant du contexte, et une
autre dépendant du sous arbre venant combler le trou, on s’aperçoit que ce
découpage ne dépend pas uniquement des sous arbres considérés mais aussi
du contexte.
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Considérons une transformation τ et un contexte C appartenant à son do-
maine. Le résiduel C−1 ⋅τ devrait être une transformation ayant pour domaine
C−1 ⋅dom(τ) et dont les productions satisferaient l’équation suivante τ(C[t]) =
Gauche(C, τ) ⋅C−1τ(t) ⋅Droite(C, τ) où Gauche(C, τ) et Droite(C, τ) sont in-
tuitivement les partie gauche et droite de la production dépendant du contexte
C. Ces parties gauche et droite correspondraient à la plus grande partie com-
mune à gauche et à droite de tous les arbres de dom(τ) partageant un même
contexte C, i.e. :
Gauche(C, τ) = lcp{τ(C[t]) ∣ C[t] ∈ dom(τ)},
Droite(C, τ) = lcs{Gauche(C, τ)−1 ⋅ τ(C[t]) ∣ C[t] ∈ dom(τ)}.
On décide de mettre le plus de sortie à gauche, le calcul de la partie droite
nécessite donc d’avoir en premier lieu retirer la partie gauche pour éviter de
compter deux fois une partie commune.
On souhaiterait que, à l’instar des automates d’arbres, la propriété de clô-
ture par chemins nous permette de dire que deux contexte C1 et C2 partageant
un même trou x en p, ont également un même résiduel, C−11 ⋅ τ = C
−1
2 ⋅ τ . Dans
l’exemple qui suit, nous montrons que cette propriété n’est pas partagée par
toutes les transformations définissables par les dST2Ws.
Exemple 39. Considérons le dST2W M39 sur l’alphabet d’entrée
Σ = {f (2), a(0), b(0)}, et l’alphabet de sortie ∆ = {a, b}, composé d’un ensemble
d’états Q = {q0, q1, q2}, dont q0 est l’état initial, et des règles suivantes :
q0
fÐ→ q1 ⋅ q2, q1 aÐ→ ε, q1 bÐ→ ab, q2 aÐ→ ε, q2 bÐ→ a.
Il défini la transformation τ39 = JM39K :
τ39(f(a, a)) = ε, τ39(f(b, a)) = ab, τ39(f(a, b)) = a, τ39(f(b, b)) = aba.
On s’intéresse aux deux contextes appartenant au domaine dom(τ39), ayant
un trou x à p = (f,1), à savoir C1 = f(x, a) et C2 = f(x, b), pour en calculer
les parties gauches et droites :
Gauche(C1, τ39) = lcp{ε, ab} = ε, Gauche(C2, τ39) = lcp{a, aba} = a,
Droite(C1, τ39) = lcs{ε, ab} = ε, Droite(C2, τ39) = lcs{ε, ba} = ε.
Ce qui nous donne les résiduels suivants :
c−11 ⋅ τ39(a) = ε, c−12 ⋅ τ39(a) = ε,
c−11 ⋅ τ39(b) = ab, c−12 ⋅ τ39(b) = ba.
Nous n’avons pas l’égalité supposée c−11 ⋅ τ39 ≠ c
−1
2 ⋅ τ39 ce qui rend impossible
la définition d’un résiduel p−1 ⋅ τ39.
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Le problème vient du fait que les résiduels sont calculés indépendamment
pour chaque contexte ce qui entraine des problèmes de compatibilité. Pour
palier à ce problème, nous allons introduire la notion de décomposition d’une
transformation, se basant sur l’intégralité de la transformation, à partir de
laquelle nous pourrons construire récursivement les résiduels de chemins.
5.2.2 Décompositions et résiduels
La solution qui s’offre à nous est d’essayer de retranscrire la sémantique
des edST2Ws dans les transformations qu’ils reconnaissent. Pour cela, nous
allons chercher à décomposer une transformation en une séquence de sous-
transformations et de mots de sorties, à l’image d’une règle d’un dST2Ws.
Il est nécessaire dans un premier temps de traduire le fait d’être travailleur
pour une transformation. Une transformation τ est dite réduite si aucune sortie
commune ne peut en être produite, i.e. lcp(im(τ)) = lcs(im(τ)) = ε. C’est
particulièrement le cas pour les transformations JM Kq que nous cherchons à
retrouver dans notre décomposition.
Le noyau d’une transformation τ , i.e. sa partie réduite, Noyau(τ), s’obtient
de la manière suivante :
Gauche(τ) = lcp(im(τ)), Droite(τ) = lcs(Gauche(τ)−1 ⋅ im(τ)),
Noyau(τ) = {(t,Gauche(τ)−1 ⋅ τ(t) ⋅Droite(τ)−1) ∣ (t,w) ∈ τ}.
Exemple 40. Considérons la transformation τ40 suivante :
τ40(f(a, a)) = abc, τ40(f(a, b)) = abbc,
τ40(f(b, a)) = abbbc, τ40(f(b, b)) = abbbbc.
Elle n’est pas réduite, chacune de ses production ayant un préfixe commun
Gauche(τ40) = ab, et un suffixe commun Droite(τ40) = c n’étant pas vides. Son
noyau, τ o40 = Noyau(τ40), est obtenu en supprimant ce préfixe et suffixe de
chaque production, soit :
τ o40(f(a, a)) = ε, τ o40(f(a, b)) = b, τ o40(f(b, a)) = bb, τ o40(f(b, b)) = bbb.
τ o40 est clairement réduit, le plus grand préfixe et suffixe commun ayant été
retiré. De plus, τ40(t) = ab ⋅ τ o40(t) ⋅ c.
Nous pouvons directement observer les propriétés suivantes :
Proposition 19. Pour toute transformation τ , son noyau τ o = Noyau(τ)
est une transformation réduite, elle partage un même domaine dom(τ) =
dom(τ o), et pour tout arbre t ∈ dom(τ) la sortie produite respecte τ(t) =
Gauche(τ) ⋅ τ o(t) ⋅Droite(τ).
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Par n-chemins(t), nous représentons l’ensemble des chemins de t auxquels
nous ajoutons à la suite les labels possibles du noeud considéré.
Définition 43. Soit τ une transformation réduite, et f (k) ∈ n-chemins(dom(τ))
un symbole de la racine, la décomposition de τ pour f est un tuple (u0, τ1, u1, . . . , τk, uk),
pour lequel chaque ui est un mot de ∆ et chaque τi est une transformation,
respectant les contraintes suivantes :
(D1) f(t1, . . . , tk) ∈ dom(τ) si et seulement si ti ∈ dom(τi), pour 1 ≤ i ≤ k ;
(D2) τ(f(t1, . . . , tk)) = u0 ⋅τ1(t1)⋅. . .⋅τ(tk)⋅uk pour tout f(t1, . . . , tk) ∈ dom(τ) ;
(C1) τi est réduit, pour 1 ≤ i ≤ k ;
(C2) lcp(im(τi) ⋅ ui ⋅ . . . ⋅ im(τk) ⋅ uk) = ε pour 1 ≤ i ≤ k.
Nous pouvons remarquer que la condition (D1) traduit que le domaine
est clos par chemin. Nous notons également que chaque symbole d’une trans-
formation n’a pas nécessairement de décomposition comme l’illustre l’exemple
suivant.
Exemple 41. Prenons la transformation τ41 définie par :
τ41(f(a, a)) = abc, τ41(f(a, b)) = abac, τ41(f(b, a)) = aabc, τ41(f(b, b)) = aabac,
τ41(g(a, a)) = ε, τ41(g(b, a)) = b, τ41(g(a, b)) = bc, τ41(g(b, b)) = bbb.
La décomposition de τ41 pour f est le tuple (a, τ ′41, b, τ ′41, c), dans lequel τ ′41 ={(a, ε), (b, a)}. Le symbole “g ” n’a, quant à lui, n’a aucune décomposition pos-
sible.
Considérons à nouveau la transformation τ39 (exemple 39) définie par les
équations :
τ39(f(a, a)) = ε, τ39(f(b, a)) = ab, τ39(f(a, b)) = a, τ39(f(b, b)) = aba.
Sa décomposition pour le symbole f est (ε, τ ′39, ε, τ ′′39, ε), où τ ′39 = {(a, ε), (b, ab)}
et τ ′39 = {(a, ε), (b, a)}.
La transformation τ o40 (exemple 40) a pour décomposition en f le tuple(ε, τbb, ε, τb, ε) avec τbb = {(a, ε), (b, bb)} et τb = {(a, ε), (b, b)}.
Nous pouvons cependant montrer que s’il existe une décomposition alors
elle est unique. Cela repose, en analogie avec les conditions (E1) et (E2)
d’un edST2W, sur les conditions (C1) et (C2) qui assurent la canonicité de
la décomposition.
Lemme 23. Pour toute transformation τ et tout symbole f ∈ n-chemins(dom(τ)),
τ a au plus une décomposition f .
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Preuve. Pour le prouver supposons l’existence de deux décompositions(u0, τ1, u1, . . . , τk, uk) et (u′0, τ ′1, u′1, . . . , τ ′k, u′k) de τ pour le symbole f . Nous
pouvons dans un premier temps remarquer que pour tout 1 ≤ i ≤ n, dom(τi) =
dom(τ ′i), ce que nous obtenons directement par la propriété (D1). Par la
suite, nous montrons par induction que ces deux décompositions sont égales
élément par élément.
Prenons comme hypothèse d’induction les deux conditions suivantes pour
un i choisi entre1 et k :
1. uj = u′j pour 0 ≤ j < i,
2. τj = τ ′j pour 0 < j < i.
Montrons tout d’abord que ui = u′i. On peut remarquer par (D2) que,
pour f(t1, . . . , tk) ∈ dom(τ),
u0 ⋅ τ1(t1) ⋅ . . . ⋅ τk(tk) ⋅ uk = u′0 ⋅ τ ′1(t1) ⋅ . . . ⋅ τ ′k(tk) ⋅ u′k,
et par hypothèse d’induction
ui ⋅ τi(ti) ⋅ . . . ⋅ τk(tk) ⋅ uk = u′i ⋅ τ ′i(ti) ⋅ . . . ⋅ τ ′k(tk) ⋅ u′k.
Le mot ui est donc préfixe de u′i ou vice versa. Sans perte de généra-
lité, supposons que ui est le préfixe de u′i, i.e. u
′
i = ui ⋅ v, donc, pour tout
f(t1, . . . , tk) ∈ dom(τ),
u′i ⋅ v ⋅ τi(ti) ⋅ . . . ⋅ τk(tk) ⋅ uk = u′i ⋅ τ ′i(ti) ⋅ . . . ⋅ τ ′k(tk) ⋅ u′k.
En conséquence, v est le préfixe commun de im(τi) ⋅ ui . . . im(τk) ⋅ uk ce qui,
d’après (C2), peut uniquement être ε, ce qui implique que ui = u′i. Cela montre
aussi que pour tout f(t1, . . . , tk) ∈ dom(τ), nous avons
τi(ti) ⋅ . . . ⋅ τk(tk) ⋅ uk = τ ′i(ti) ⋅ . . . ⋅ τ ′k(tk) ⋅ u′k. (5.1)
Fixons un arbre f(s1, . . . , sk) ∈ dom(τ) et les mots w et w′ suivants :
w = ui ⋅ τi+1(si+1) ⋅ . . . ⋅ τk(sk) ⋅ uk w′ = u′i ⋅ τ ′i+1(si+1) ⋅ . . . ⋅ τ ′k(sk) ⋅ u′k.
D’après (5.1), w est un suffixe de w′ ou l’inverse. De nouveau, on choisit que
w et un suffixe de w′, i.e. w′ = v ⋅w. Tout ti ∈ dom(τi) = dom(τ ′i) vérifie donc
que
τi(ti) ⋅w = τ ′i(t′i) ⋅w′ ce qui implique que τi(ti) = τ ′i(ti) ⋅ v.
En suivant la condition (C1), on sait que τi est réduit, et particulièrement
que lcs(im(τi)) = ε. Le mot v étant le suffixe commun de toutes les images de
τi, il doit être égal à ε, ce qui implique que τi = τ ′i .
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Il est aussi intéressant de montrer que les conditions (C1) et (C2) d’une
transformation sont analogues aux conditions (E1) et (E2) d’un edST2W. Ce
fait permet de lier les transformations définies à partir d’états d’un edST2W
aux transformations que l’on retrouve dans la décomposition.
Proposition 20. SoitM un edST2W, pour tout état q deM , JMKq est réduit,
de plus pour tout f ∈ Σ tel que q fÐ→ u0 ⋅ q1 ⋅ u1 ⋅ . . . ⋅ qk ⋅ uk ∈ rulM implique que
JMKq a comme décomposition, pour f , le tuple (u0, JMKq1 , u1, . . . , JMKqk , uk).
Preuve. La transformation JMKq est par définition, (E1), réduite. Les condi-
tions (D1) et (D2) suivent directement la définition de JMKq. Les conditions(C1) et (C2) sont respectivement les adaptations des conditions (E1) et(E2) pour les transformations.
Comme évoqué précédemment, la notion de décomposition est centrale
pour la définition des résiduels.
Définition 44. Le résiduel d’une transformation réduite τ par un chemin
p ∈ chemins(dom(τ)) est une transformation définie récursivement par :
ε−1τ = τ
[(f, i) ⋅ p]−1τ = { p−1τi si f−1τ et d sont définis,
indéfini sinon,
d = (u0, τ1, u1, . . . , τk, uk) étant la décomposition de f−1τ .
Le résiduel p−1τ d’une transformation τ , pas forcément réduite, et d’un
chemin p ∈ chemins(dom(τ)) est défini par p−1Noyau(τ) (à condition qu’il
soit défini).
Grâce à cela, nous pouvons maintenant montrer la relation entre les rési-
duels et les transformations définies par les états d’un edST2W.
Lemme 24. PrenonsM un edST2W ayant pour état initial q0. Pour tout che-
min p ∈ chemins(dom(JMK)), le résiduel p−1JMK existe et est égal à JMK ˆrul(q0,p).
Preuve. La preuve se fait par induction sur la taille du chemin p. Pour p = ε,
en supposant que l’axiome initial de M est u0 ⋅ q0 ⋅u1, on observe grace à (E1)
que Gauche(JMK) = u0 et Droite(JMK) = u1. Cela implique que ε−1JMK =
Noyau(JMK) = JMKq0 .
Considérons maintenant le chemin p ⋅ (f, i), pour lequel nous supposons
que ˆrul(q0, p) = q et p−1JMK = JMKq. D’après la proposition 20, JMKq a pour
décomposition le tuple (u0, JMKq1 , u1, . . . , JMKqk , uk) avec q fÐ→ u0 ⋅ q1 ⋅ u1 ⋅ . . . ⋅
qk ⋅ uk ∈ rul . Par conséquent, [p ⋅ (f, i)]−1JMK = JMKqi , sachant que l’état
qi = ˆrul(q0, p⋅(f, i)) = qi, ce qui montre que [p⋅(f, i)]−1JMK = JMKδ(q0,p⋅(f,i)).
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5.2.3 Transducteur canonique
Maintenant que la notion de résiduel est bien définie nous pouvons forma-
liser la classe des transformations reconnaissables par les dST2Ws.
Définition 45. Une transformation d’arbres en mots τ est séquentielle des-
cendante si p−1τ existe pour tout chemin p ∈ chemins(dom(τ)). On dénote
cette classe de transformation par ST W (de l’anglais « Sequential Trees to
Words »).
Nous introduisons l’équivalence de Myhill-Nerode ≡τ pour les chemins ap-
partenants au domaine d’une transformation séquentielle descendante τ . Pour
deux chemins p1, p2 ∈ chemins(dom(τ)) nous avons :
p1 ≡τ p2 ⇔ p−11 τ = p−12 τ.
L’index de Myhill-Nerode se définit, comme dans les chapitres précédents, par
le nombre de classes d’équivalences ≡τ distinctes.
Nous pouvons dès à présent chercher à construire le transducteur canonique
d’une transformation ST W ,noté Cano(τ). Nous proposons ici une construc-
tion de ce transducteur, que nous prouverons par la suite comme étant l’unique
edST2W minimal représentant la transformation τ . Ce transducteur est un
edST2W définit par le tuple suivant (Σ,∆,Q , init , rul). Les états corres-
pondent aux classes d’équivalence de Myhill-Nerode ≡τ :
Q = {[p]τ ∣ p ∈ chemins(dom(τ))},
où [p]τ = {p′ ∈ chemins(dom(τ)) ∣ p ≡τ p′}. L’axiome initial est construit de
la manière suivante
init = Gauche(τ) ⋅ [ε]τ ⋅Droite(τ).
et pour tout p ⋅f ∈ n-chemins(dom(τ)), la règle correspondante est construite
à partir de la décomposition (u0, τ1, u1, . . . , τk, uk) de p−1τ pour f par :
[p]τ fÐ→ u0 ⋅ [p ⋅ (f,1)]τ ⋅ u1 ⋅ . . . ⋅ [p ⋅ (f, k)]τ ⋅ uk.
Nous pouvons remarquer que cette règle ne dépend pas du représentant de la
classe d’équivalence choisie ; p1 ≡τ p2 impliquant que les résiduels p−11 τ et p
−1
2 τ
sont identiques, et à fortiori partagent une même décomposition.
Proposition 21. Le transducteur Cano(τ) définit la transformation τ .
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Preuve. Il suffit de prouver que JCano(τ)K[p]τ = p−1τ pour tout p ∈ chemins(dom(τ)).
Cela peut se faire par simple induction sur le poids des arbres pris en entrée.
Pour tout chemin p ∈ chemins(dom(τ)), le fait qu’il existe un arbre a(0) ∈
dom(p−1τ) implique qu’il existe une règle [p]τ aÐ→ u0, u0 étant la décomposition
de p−1τ pour a(0). La propriété (D2) des décompositions permet d’en déduire
que u0 = p−1τ(a) = JCano(τ)K[p]τ (a).
Prenons pour hypothèse d’induction le fait que pour un n donné, JCano(τ)K[p]τ (t) =
p−1τ(t) pour tout chemin p ∈ dom(τ) et tout arbre t ∈ dom(p−1τ) ayant pour
taille ∣t∣ ≤ n.
Considérons un arbre t = f(t1, . . . , tk) ∈ dom(p−1τ) de taille ∣t∣ = n + 1
pour n’importe quel chemin p ∈ chemins(dom(τ)). Il existe donc, d’après
(D1), une décomposition de p−1τ pour f de la forme (u0, τ1, u1, . . . , τk, uk).
Par construction, il existe une règle de Cano(τ) égale à [p]τ fÐ→ u0 ⋅[p ⋅(f,1)]τ ⋅
u1 ⋅. . .⋅[p⋅(f, k)]τ ⋅uk. Par hypothèse d’induction et par définition des résiduels,
nous avons que, pour tout 1 ≤ i ≤ k,
τi(ti) = (p ⋅ (f, i))−1τ(ti) = JCano(τ)K[p⋅(f,i)]τ (ti),
ce qui implique, d’après (D2), que JCano(τ)K[p]τ (t) = p−1τ(t). L’hypothèse
d’induction est donc vérifié pour tout arbre de taille n + 1.
Il reste maintenant à prouver que Cano(τ) est bien l’unique edST2W mi-
nimal représentant τ , et que toute transformation exprimable par un dST2W
l’est aussi par un edST2W pour pouvoir définir un théorème de Myhill-Nerode
pour notre classe et aboutir à un algorithme d’apprentissage.
5.3 Minimisation
Nous nous intéressons ici au problème de minimisation des dST2Ws. Le
but étant de réduire la taille d’un transducteur, taille qui correspond à la
somme du nombre d’états, à laquelle on ajoute la taille des règles. La taille
d’une règle étant le nombre d’états contenus dans sa partie droite et la somme
des tailles des mots qui la compose, i.e. la taille d’une règle q
fÐ→ u0 ⋅q1 ⋅. . . ⋅qk ⋅uk
est égale à k + ∣f ∣ + ∣u1∣ + . . . + ∣uk∣.
Le principal problème de la minimisation ne vient pas de construire, pour
un transducteur M appartenant à une classe M, un transducteur de plus
petite taille équivalent mais de montrer que l’on ne peut pas le réduire encore
plus. Nous pouvons donc voir ce problème comme la définition et l’étude d’une
fonction MINIMISER cherchant à répondre à la question suivante :
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Problème : MINIMISERM
Entrée : M ∈ M et un entier naturel K.
Question : Existe t’il un M ′ ∈ M equivalent à M tel que ∣M ′∣ ≤
K ?
5.3.1 Minimisation des edST2Ws
Avant de nous intéresser à la minimisation du modèle plus général, com-
mençons par la minimisation des edST2Ws, plus simple. En effet, la construc-
tion d’un edST2W minimal à partir d’un edST2W revient à étudier les rela-
tions d’équivalences (de Myhill-Nerode) liant ces états afin de joindre les états
équivalents et produire le transducteur canonique correspondant.
Mais pour se persuader que ce transducteur canonique est l’unique edST2W
minimal, il est intéressant de pointer la propriété de bi-simulation des edST2Ws,
utilisée dans le reste de cette section.
Lemme 25. Considérons deux edST2Ws M = (Σ,∆,Q , init , rul) et M ′ =(Σ,∆,Q ′, init ′, rul ′) définissant une même transformation τ = JM K = JM ′K et





Alors, u0 = u′0 et u1 = u
′
1, et pour tout p ∈ chemins(dom(T )), les deux états
q = ˆrul(q0, p) et q′ = ˆrul ′(q′0, p) vérifient :
1. JM Kq = JM Kq′,
2. ˆrul(q, f) est défini si et seulement si ˆrul ′(q′, f) l’est, pour tout f ∈ Σ,
3. si q
fÐ→ u0 ⋅q1 ⋅u1 ⋅ . . . ⋅qk ⋅uk ∈ rul et q′ fÐ→ u′0 ⋅q′1 ⋅u′1 ⋅ . . . ⋅q′k ⋅u′k, alors ui = u′i
for 0 ≤ i ≤ k.
Preuve. Tout d’abord, il faut remarquer que pour t ∈ dom(τ) :
JM K(t) = u0 ⋅ JM Kq0(t) ⋅ u1 = u′0 ⋅ JM ′Kq′0(t) ⋅ u′1 = JM ′K(t).
Par conséquent, u0 est le préfixe de u′0 ou inversement. On suppose, sans perte
de généralité, que u0 est le préfixe de u′0, i.e. u
′
0 = u0 ⋅v. Si v n’est pas le mot vide
alors, par définition, il est contenu dans le préfixe commun de im(JM ′Kq′
0
) ⋅u′1
qui, d’après (E2), est ε, donc v = ε et u0 = u′0.
Il en va de même pour u1, devant être un suffixe de u′1 ou inversement.
Supposons que u1 est le suffixe de u′1, i.e. u1 = v ⋅u
′
1. Puisque nous savons, par
définition, que u0 ⋅ JM Kq0(t) ⋅u1 = u0 ⋅ JM ′Kq′0(t) ⋅ v ⋅u1, et que l’on a prouvé que
u0 = u
′
0, v doit être un suffixe commun des productions im(JM Kq0). Sachant
que lcs(im(JM Kq0)) = ε (E1), v = ε et u1 = u′1.
Nous avons donc les égalités u0 = u′0, et u1 = u
′
1, impliquant que JM Kq0 =
JM ′Kq′
0
, les transducteurs décrivant une même transformation.
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Maintenant, nous allons prouver pour un chemin p ∈ chemins(dom(τ)), et
deux états q = ˆrul(q0, p) et q′ = ˆrul(q′0, p), le fait que JM Kq = JM ′Kq′ implique
que :
1. ˆrul(q, f) est défini si et seulement si ˆrul ′(q′, f) l’est, et cela pour tout
f ∈ Σ, et
2. si ˆrul(q, f) = u0 ⋅ q1 ⋅ u1 ⋅ . . . ⋅ qk ⋅ uk et ˆrul ′(q′, f) = u′0 ⋅ q′1 ⋅ u′1 ⋅ . . . ⋅ q′k ⋅ u′k,
alors ui = u′i for 0 ≤ i ≤ k et JM Kqi = JM
′Kq′
i
, et cela pour tout 1 ≤ i ≤ k.
La première condition découle directement de l’hypothèse d’induction, deux
transformations égales partageant un même domaine, i.e. dom(JM Kq) = dom(JM ′Kq′).
La deuxième condition se prouve par induction sur i en utilisant les mêmes
mécanismes que pour les axiomes. Si nous supposons pour tout 1 ≤ j < i ≤ k
que uj = u′j et JM Kqj = JM
′Kq′
j
, nous pouvons montrer que ui = u′i puis que
JM Kqi+1 = JM Kq′i+1 en nous basant sur les propriétés (E1) et (E2).
Puisque JM Kq = JM ′Kq′ , alors pour tout arbre t = f(t1, . . . , tk) ∈ dom(JM Kq)
JM Kq(t) = u0 ⋅ JM Kq1(t1) ⋅ u1 ⋅ . . . ⋅ JM Kqk(tk) ⋅ uk
= u′0 ⋅ JM
′Kq′
1
(t1) ⋅ u′1 ⋅ . . . ⋅ JM ′Kq′k(tk) ⋅ u′k = JM ′Kq′(t),
ce qui, par hypothèse d’induction, nous donne l’égalité suivante :
ui ⋅JM Kqi+1(ti+1)⋅ui+1 ⋅. . .⋅JM Kqk(tk)⋅uk = u′i ⋅JM ′Kq′i+1(ti+1)⋅u′i+1 ⋅. . .⋅JM ′Kq′k(tk)⋅u′k.
Cette égalité implique que ui est le préfixe de u′i ou inversement. Sans perte de
généralité, nous pouvons supposer que u′i = ui⋅v, v étant préfixe de lcp(im(JM Kqi+1 ⋅
ui+1 ⋅ . . . ⋅JM Kqk ⋅uk)). D’après(E2), ce préfixe est égal à ε, donc v = ε et ui = u′i.
Soit t = f(t1, . . . , tk) ∈ dom(JM Kq), w = ui+1 ⋅JM Kqi+2(ti+2) ⋅ . . . ⋅JM Kqk(tk) ⋅uk
et w′ = u′i+1 ⋅ JM
′Kq′
i+2
(ti+2) ⋅ . . . ⋅ JM ′Kq′
k
(tk) ⋅u′k, nous pouvons remarquer que w
est le suffixe de w′ ou l’inverse. Comme précédemment, choisissons w comme
suffixe de w′, i.e. w′ = v ⋅ w. Pour tout arbre t′i+1 ∈ (f, i + 1)−1dom(JM Kq) =(f, i + 1)−1dom(JM ′Kq′) nous pouvons remarquer que
JM Kqi+1(t′i+1) ⋅w = JM ′Kq′i+1(t′i+1) ⋅w′
et que par conséquent
JM Kqi+1(t′i+1) = JM ′Kq′i+1(t′i+1) ⋅ v,
impliquant que v est un suffixe commun de im(JM Kqi+1) (puisque(f, i + 1)−1dom(JM Kq) = dom(JM Kqi+1)). D’après (E1) tout suffixe est vide,
particulièrement v = ε. Nous vérifions donc que JM Kqi+1 = JM ′Kq′i+1 .
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Pour la suite de cette sous section, nous représentons par M un edST2W
défini par le tuple (Σ,∆,Q , init , rul), ayant pour axiome initial init = u0 ⋅q0 ⋅u1.
Nous définissons une relation d’équivalence entre les états de M : q ≡M
q′ si et seulement si JM Kq = JM Kq′ . Cette relation d’équivalence peut être
pré-calculée en utilisant des tests d’équivalence en temps polynomial (comme
le rappelle la figure 4.1, ces tests pouvant être, au pire, ramenés aux tests
d’équivalence de morphismes sur une CFG décidable en temps polynomial).
Par [q]≡M = {q′ ∈ Q ∣ q ≡M q′}, nous identifions la classe d’équivalence de
l’état q suivant la relation ≡M . Le résultat de la minimisation est le transduc-
teur quotient M /≡M = (Σ,∆,Q ′, init ′, rul ′), pour lequel Q ′ = {[q]≡M ∣ q ∈ Q},
init ′ = u0 ⋅ [q0]≡M ⋅ c1, et [q]≡M fÐ→ u0 ⋅ [q1]≡M ⋅u1 ⋅ . . . ⋅ [qk]≡M ⋅uk ∈ rul ′ pour toute
règle q
fÐ→ u0 ⋅ q1 ⋅ u1 ⋅ . . . ⋅ qk ⋅ uk ∈ rul . Le précédent lemme 25 (avec M ′ = M )
assure que la construction des règles de M /≡M est indépendante des règles du
M le représentant.
Lemme 26. M /≡M est l’unique edST2W minimal définissant JM K.





1. Choisissons n’importe quel edST2W M ′′ = (Σ,∆,Q ′′, init ′′, rul ′′)





Premièrement, montrons que M ′′ a au moins autant d’états que M /≡M .
Pour tout état q′ ∈ Q ′, nous choisissons arbitrairement un chemin pq′ , tel
que ˆrul
′(q′0, pq′) = q′ (travaillant avec des transducteurs émondés, l’existence
d’au moins un chemin de ce type est assurée), et nous identifions par λ(q′) =
ˆrul
′′(q′′0 , pq′), l’état correspondant dans M ′′. Il faut vérifier que λ est une fonc-
tion injective, i.e. λ(q′1) = λ(q′2) implique que q′1 = q′2. Appelons q′′1 l’état obtenu
par λ(q′1), et par q′′2 celui obtenu par λ(q′2). Il est à noter que JM ′′Kq′′1 = JM ′′Kq′′2 ,




. Rappelons que q′1 et
q′2 sont des ensembles d’états de M et, en suivant la construction M /≡M , nous
pouvons nous apercevoir que JM Kq1 = JM Kq2 pour tout q1 ∈ q
′
1 et tout q2 ∈ q
′
2.
Par conséquent, q1 ≡M q2 pour tout q1 ∈ q′1 et tout q2 ∈ q
′




De manière similaire, nous utilisons le lemme 25 pour montrer que toute
règle de M /≡M a sa copie contenue dans M ′′ (modulo renommage des états
λ). Donc, M ′′ contient plus d’états que M /≡M , ou M ′′ a le même nombre
d’états, et le même nombre de règles, identiques à celle de M /≡M (modulo le
renommage des états effectué par λ).
Théorème 13. La minimisation d’un edST2W se fait en PTIME, i.e. pour
tout edST2W il existe un unique edST2W minimal équivalent pouvant être
construit en temps polynomial.
138
Chapitre 5. Normalisation et minimisation des transducteurs
descendants d’arbres en mots
Les développements présentés dans cette section ont un impact plus im-
portant que la minimisation en elle même. Cela vient du fait que la relation
d’équivalence ≡M est, par essence, une représentation de la relation d’équiva-
lence de Myhill-Nerode ≡JM K et, par conséquent, le transducteur quotient est
le transducteur canonique représentant cette transformation.
Lemme 27. Pour tout edST2W M , Cano(JM K) =M /≡M .
Preuve. Prenons M /≡M = (Σ,∆,Q ′, init ′, rul ′) avec init ′ = u′0 ⋅ q′0 ⋅ u′1. Le
lemme 24 nous montre que pour tous chemins p1, p2 ∈ chemins(dom(JM K)),
p1 ≡JM K p2 si et seulement si ˆrul(q′0, p1) = ˆrul(q′0, p2). Introduisons une appli-
cation λ des états de Cano(JM K) à ceux de M /≡M , de sorte que λ([p]JM K) =
ˆrul(q′0, p). λ est clairement défini pour chaque état, mais il est, de plus, facile
de se persuader que λ est une bijection (simple renommage des états). En
se reposant sur le lemme 25 nous obtenons que ces deux transducteurs sont
identiques (modulo le renommage des états λ).
Cela nous permet de prouver la minimalité du représentant canonique
d’une transformation ST W τ introduit précédemment.
Corollaire 5. Le transducteur canonique Cano(τ) de n’importe quelle trans-
formation séquentielle descendante τ est l’unique edST2W minimal recon-
naissant τ .
5.3.2 Minimisation de dST2Ws arbitraires
Dans la classe générale des dST2Ws, la sortie n’a aucune contrainte et
peut être distribuée de manière arbitraire sur les règles, ce qui constitue le
principal problème pour la minimisation des transducteurs de cette classe.
Il apparaît difficile de résoudre ce problème efficacement ; le résultat suivant
montrant que, à part si PTIME = NP, il n’y a pas d’algorithme polynomial
permettant de minimiser un dST2W arbitraire.
Théorème 14. La minimisation d’un dST2W ,i.e. pouvoir décider pour un
dST2W et un K ≥ 0 donné s’il existe un dST2W équivalent de taille bornée
par K, est NP-complet.
Preuve. La preuve de NP-complétude de MINIMISERdST2W se fait par réduc-




Entrée : ϕ ∈ 3CNF, i.e. une conjonction de clauses, où chaque
clause est une disjonction de 3 littéraux (un littéral étant une
variable ou sa négation).
Question : Existe t’il une valuation satisfaisante ϕ de sorte que
pour chaque clause de ϕ exactement un littéral soit vrai ?
Prenons n’importe quelle formule 3CNF ϕ = c1 ∧ . . . ∧ ck sur l’ensemble des
variables booléennes x1, . . . , xn, avec cj = Lj,1 ∨ Lj,2 ∨ Lj,3, une disjonction
d’exactement trois variables pour j ∈ {1, . . . , k}. On fixe que k ≥ 1. On oblige
également le fait qu’il n’existe pas deux clauses identiques (modulo réordon-
nancement). Le dST2WMϕ construit prend en entrée les clauses de la formule
ϕ pour produire un unique symbole t. En outre, le dST2W Mϕ accepte (plu-
sieurs copies) des clauses triviales xi∨¬xi et produit également un seul carac-
tère t. Pour empêcher la rétraction du caractère unique dans la règle initiale,
la transformation définie par le transducteur fait également correspondre à
une simple constante d le mot vide.
Pour rendre la sémantique, du transducteur construit, plus claire, nous
utiliserons des symboles d’entrée proches des notations introduites précédem-
ment. En particulier, les symboles ternaires c1, . . . , ck sont utilisées pour re-
présenter les clauses avec pour constantes x1,¬x1, . . . , xn,¬xn (les ¬xi étant
des constantes simples ). Chaque close triviale xi ∧ ¬xi est représentée trois
fois à l’aide de symboles binaires ci,1, ci,2, et ci,3. Formellement nous utilisons
l’alphabet d’entrée Σ = Σ(3) ∪Σ(2) ∪Σ(0), tel que
Σ(3) = {c1, . . . , ck}, Σ(2) = {c1,1, c1,2, c1,3, . . . , cn,1, cn,2, cn,3},
Σ(0) = {x1,¬x1, . . . , xn,¬xn} ∪ {d}.
L’alphabet de sortie, quant à lui, contient exactement un symbole ∆ = {t}.
Pour simplifier la compréhension, nous présentons dans un premier temps un
exemple de transformation reconnue par transducteur construit. Pour ϕ0 =(x1 ∨ ¬x2 ∨ x3) ∧ (x2 ∨ x4 ∨ ¬x3), la transformation τϕ0 = JMϕ0K est
τϕ0(c1(x1,¬x2, x3)) = t, τϕ0(c2(x2, x4,¬x3)) = t, τϕ0(d) = ε,
τϕ0(ci,ℓ(xi,¬xi)) = t, pour i ∈ {1,2,3,4} et ℓ ∈ {1,2,3}.
Le transducteur Mϕ = (Σ,∆,Q , init , rul) est construit de la manière suivante.
Les états de Mϕ sont
Q = {q0} ∪ {qx1 , . . . , qxn} ∪ {q¬x1 , . . . , q¬xn}.
Sa règle initiale est init = q0 et les transitions sont définies comme suit :
1. q0
cjÐ→ t ⋅ qLj,1 ⋅ qLj,2 ⋅ qLj,3 pour tout 1 ≤ j ≤ k avec cj = Lj,1 ∨Lj,2 ∨Lj,3 ;
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2. q0
ci,ℓÐ→ t ⋅ qpi ⋅ q¬pi pour 1 ≤ i ≤ n et 1 ≤ ℓ ≤ 3 ;
3. qxi
xiÐ→ ε et q¬xi ¬xiÐ→ ε pour 1 ≤ i ≤ n ;
4. q0
dÐ→ ε.
Le transducteurMϕ définit la transformation τϕ satisfaisant exactement l’équa-
tion suivante (et pas d’autres) :
τϕ(cj(Lj,1, Lj,2, Lj,3)) = t, pour j ∈ {1, . . . , k},
τϕ(ci,ℓ(xi,¬xi)) = t, pour i ∈ {1, . . . , n} and ℓ ∈ {1,2,3},
τϕ(d) = ε.
Nous pouvons calculer que la taille de Mϕ est de 11n + 4k + 1. La réduction
repose principalement sur l’utilisation des clauses triviales xi ∨ ¬xi avec trois
symboles distincts ci,1, ci,2, and ci,3 permettant une représentation plus com-
pacte de la transformation τϕ s’l existe une valuation satisfaisant l’équation.
La principale proposition est que
ϕ ∈ SATONE-IN-THREE ⇔ (Mϕ,11n + 4k + 1) ∈ MINIMIZEST W .
(⇒) : nous prenons la valuation V ∶ {x1, . . . , xn} → {true, false} observant
que ϕ ∈ SATONE-IN-THREE et nous construisons un dST2W MV obtenu à partir de
Mϕ en poussant vers le bas les symboles t sur les sous arbres correspondant
aux littéraux évalués à vrai pour V . Formellement, le transducteur MV diffère
de Mϕ seulement pour les règles :
1. q0
cjÐ→ qLj,1 ⋅qLj,2 ⋅qLj,3 pour tout j ∈ {1, . . . , k} tel que cj = Lj,1∨Lj,2∨Lj,3 ;
2. q0
ci,ℓÐ→ qxi ⋅ q¬xi pour tout 1 ≤ i ≤ n et 1 ≤ ℓ ≤ 3 ;
3. qxi
xiÐ→= t et q¬xi ¬xiÐ→= ε pour tout 1 ≤ i ≤ n tel que V (xi) = true ;
4. qxi
xiÐ→ ε et q¬xi ¬xiÐ→ t pour tout 1 ≤ i ≤ n tel que V (xi) = false ;
5. q0
dÐ→ ε.
Mϕ et MV sont équivalents puisque V est le témoin que ϕ ∈ SATONE-IN-THREE. De
plus, la taille de MV est exactement de 11n + 4k + 1.
(⇐) : considérons le dST2W M = (Σ,∆,QM , initM , rulM ) équivalent à
Mϕ dont la taille est bornée par 11n + 4k + 1. Pour initM = w0 ⋅ q0 ⋅ w1, nous
pouvons observer que w0 et w1 sont égaux à ε puisque JMϕK(d) = ε. Nous
pouvons également observer que M nécessite au moins 1 + 2n états puisque
ce chiffre correspond à l’index de Myhill-Nerode pour le domaine dom(JMϕK).
Par conséquent, M a besoin d’au moins
1. 1 règle initiale de taille 1,
2. k règles d’arité 3 pour les symboles cj (j ∈ {1, . . . , k}),
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3. 3n règles d’arité 2 pour les symboles ci,ℓ (i ∈ {1, . . . , n} and ℓ ∈ {1,2,3}),
4. n règles d’arité 0 pour les symboles xi (i ∈ {1, . . . , n}),
5. n règles d’arité 0 pour les symboles ¬xi (i ∈ {1, . . . , n}), et
6. 1 règle d’arité 0 pour le symbole d.
En ignorant la taille des sorties possibles sur ces règles, leur taille globale est
d’au moins 13n+4k+3. Cela implique qu’il y a, au plus, n marques (symboles)
t devant être distribuées sur les règles . On peut affirmer que les marqueurs
sont poussés vers le bas sur les états pouvant capter les variables de manière
à ce qu’ils soient uniquement associés aux états permettant une valuation
positive.
Pour le reste de la preuve, nous notons rul(q, f) la règles ayant q et f
comme partie gauche, i.e. de la forme q
fÐ→ _.
Nous montrons dans un premier temps qu’effectivement n marqueurs exac-
tement doivent être distribués sur les règles. Pour i ∈ {1, . . . , n} et ℓ ∈ {1,2,3}
nous définissons qxi,ℓ = ˆrulM (q0, ci,ℓ ⋅1) et q¬xi,ℓ = ˆrulM (q0, ci,ℓ ⋅2). Nous définis-
sons également, pour tout i ∈ {1, . . . , n}, Ri comme le sous ensemble des règles
rulM (q0, ci,ℓ), rulM (qxi,ℓ, xi), et rulM (q¬xi,ℓ,¬xi) pour ℓ ∈ {1,2,3}. Nous pou-
vons remarquer que, pour tout i ∈ {1, . . . , n}, les règles Ri utilisent au moins
un t. De plus, pour tout ℓ1, ℓ2 ∈ {1,2,3} et tout i1, i2 ∈ {1, . . . , n} tel que i1 ≠ i2
nous avons qℓ1,i1 ≠ qℓ2,i2 ou le domaine M serait différent du domaine de τϕ.
Ainsi, pour deux i1 ≠ i2, les ensembles des règles Ri1 et Ri2 sont disjoints et,
par conséquent, au moins n marqueurs t différents sont utilisés sur ces règles.
Puisqu’au moins n marqueurs sont utilisés, le transducteur M a exacte-
ment 2n+ 1 états incluant l’état initial q0, et particulièrement, qxi,ℓ1 = qxi,ℓ2 et
q¬xi,ℓ1 = q¬xi,ℓ2 pour tout i ∈ {1, . . . , n} et ℓ ∈ {1,2,3} (sinon, une fois de plus,
les domaines de M et τϕ seraient différents). Nous pouvons donc simplifier
la notation en retirant ℓ pour se ramener simplement qxi et q¬xi . De manière
similaire, on montre que ˆrulM(q0, cj ⋅ ℓ) = Li,ℓ, pour tout j ∈ {1, . . . , k} et tout
ℓ ∈ {1,2,3}, tel que cj = Lj,1 ∨Lj,2 ∨Lj,3.
Nous pouvons maintenant montrer que les marqueurs t sont attribués uni-
quement sur les règles rulM (qxi , xi) et rulM (q¬xi ,¬xi). De plus, on peut af-
firmer que, pour tout 1 ≤ i ≤ n, exactement un t est attribué sur chaque
règle rulM (qxi , xi) ou rulM (q¬xi ,¬xi). Pour prouver cette affirmation, nous
identifions l’ensemble R des i ∈ {1, . . . , n} tel que t ne soit utilisé ni dans
rulM (qxi , xi), ni dans rulM (q¬xi ,¬xi) :
R = {i ∣ 1 ≤ i ≤ n, rulM (qxi , xi) = ε, rulM (q¬xi ,¬xi) = ε}.
Nous pouvons remarquer que pour n’importe quel i /∈ R, le fait que
τϕ(ci,1(xi,¬xi)) = t implique qu’exactement une des règles rulM (qxi , xi) et
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rulM (q¬xi ,¬xi) a une occurrence de t, ce qui utilise n−∣R∣ marqueurs. D’autre
part, pour chaque i ∈ R et chaque ℓ ∈ {1,2,3} ,chaque règle rulM (q0, ci,ℓ) utilise
un marqueur t, puisque τϕ(ci,ℓ(xi,¬xi)) = t. Il y a donc au total (n−∣R∣)+3∣R∣ =
n + 2∣R∣ marqueurs utilisés. Cela implique que R doit être vide ou trop de




true si δ(qxi , xi) = t,
false si δ(q¬xi ,¬xi) = t.
VM vérifie ϕ puisque le transducteur M sur lequel il se base est équivalent à
Mϕ.
L’appartenance de MINIMISERdST2W à NP est dû au fait que tester l’équi-
valence des dST2Ws est connu décidable en PTIME (cf chapitre précédent).
Il est donc nécessaire d’avoir une machine de Turing non détérministe pour
évaluer si un dST2W M ′ est de taille inférieure à min{∣M ∣,K}, et pour tester
l’équivalence de M et M ′.
5.4 Normalisation
Les edST2Ws étant la seule forme minimisable efficacement, et qui sera
donc notre cible dans un futur apprentissage, il est nécessaire de s’assurer que
toute transformation définissable par un dST2W l’est aussi par un edST2W.
Dans cette section, nous répondons à cette attente en présentant une méthode
de normalisation efficace convertissant un dST2W en un unique edST2W
équivalent. La normalisation ce divise en deux étapes : dans un premier temps,
la conversion du dST2W en un edST2W, et ensuite sa minimisation. La mi-
nimisation, comme le montre la section précédente, est relativement simple.
Le principal challenge de cette section reste le passage en version travailleur
d’un dST2W. C’est pour cela que durant cette section il y aura souvent confu-
sion entre la normalisation et la conversion entre un dST2W et un edST2W
équivalent.
La normalisation d’un dST2W implique de changer la répartition de la
sortie dans les règles de ce transducteur afin de satisfaire les conditions (E1)
et (E2), qui nous le rappelons, consistent à :
(E1) lcp(im(JM Kq)) = lcs(im(JM Kq)) = ε pour tout q ∈ Q ,
(E2) lcp(im(JM Kq0) ⋅ u1) = ε pour l’axiome initial u0 ⋅ q0 ⋅ u1 ∈ init et pour
Ce processus traite essentiellement la sortie sans modifier la structure propre
du transducteur. Par conséquent, nous commençerons par l’introduction de
plusieurs notions et constructions inspirées par les conditions (E1) et (E2),
mais en nous plaçant dans le cadre plus simple des langages de mots. Nous
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considérons uniquement les langages non vides, les images des états étant
non vide pour les dST2Ws émondés auxquels on s’intéresse. Lorsque nous
évaluons la faisabilité des constructions, nous considérerons uniquement des
langages exprimables par des CFGs .
5.4.1 Réduction de langages
L’adaptation de (E1) revient à construire ce qu’on appelle une version
réduite d’un langage, dans lequel tout préfixe, ou suffixe, commun à chacun
des mots qui le constitue est réduit au mot vide. Un langage non vide L est
réduit si et seulement si lcp(L) = ε et lcs(L) = ε. Remarquons que le fait de
travailler uniquement avec des langages non vides est essentiel ici. Prenons
maintenant un langage non vide L, possiblement non réduit. On divise L en
trois partie, son noyau, noté Noyau(L), et deux mots Gauche(L) et Droite(L)
tel que Noyau(L) soit réduit et :
L = Gauche(L) ⋅Noyau(L) ⋅Droite(L). (5.2)
Nous pouvons observer différentes divisions possibles. Par exemple, L = {a, aba}
peut être représenté par L = a ⋅ {ε, ba} ⋅ ε et L = ε ⋅ {ε, ab} ⋅ a. Nous suppri-
mons l’ambiguïté en choisissant la première possibilité, étant la seule com-
patible avec la condition (E2) cherchant à pousser vers la gauche. Formelle-
ment, Gauche(L) = lcp(L) et Droite(L) = lcs(Gauche(L)−1 ⋅ L′). Le noyau,
Noyau(L), quant à lui, est obtenu en suivant l’équation 5.2. Par exemple, la di-
vision en forme réduite de Lq0 = im(JM Kq0) = (abc)∗ ⋅ac⋅(abc)∗ de l’ exemple 38
est Gauche(Lq0) = a, Droite(Lq0) = c, et Noyau(Lq0) = (bca)∗(cba)∗.
Nous pouvons trouver dans la littérature que si L est un langage expri-
mable par une CFG , alors lcp(L) (et lcs(L)) peuvent être exponentielles dans
la taille de la grammaire définissant L (cf. exemple 43). Par conséquent, la
borne minimale pour calculer le noyau est exponentielle. Nous pouvons ce-
pendant remarquer que la décomposition produite peut être calculée en temps
polynomial dans ∣Gauche(L)∣+ ∣Droite(L)∣. De plus, il est connu que les mots
Gauche(L) et Droite(L) sont représentables à l’aide de grammaire singleton
de taille polynomiale dans la taille de la grammaire définissant L (cf. Ka-
rhumäki et Plandowski (1994)), Il faut cependant vérifier que la construction
se fait également en temps polynomial.
5.4.2 Faire traverser un mot dans un langage
Dans cette sous-section nous travaillerons uniquement avec des langages
non vides et réduits.
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La condition (E2) introduit le problème de devoir faire passer des mots,
la production associée à une règle, à travers des langages, les transformations
associées aux états de cette même règle. Pour illustrer cela, prenons le langageL = {ε, a, aa, aaab} et un mot w = aab, qui ensemble donne le langage L ⋅w ={aab, aaab, aaaab, aaabaab}. Le but est d’identifier le plus long préfixe v de w
tel que L ⋅w = v ⋅L′ ⋅u, avec w = v ⋅u et L′ un langage dérivé de L. L’intuition est
de chercher à pousser le mot w (en partie) vers l’avant, i.e. de droite à gauche,
à travers le langage L. Dans l’exemple précédent la solution est clairement
v = aa, L′ = {ε, a, aa, abaa}, et u = b (L′ étant ici différent de L). Dans cette
sous-section , nous montrerons que ce procédé est toujours possible pour les
CFGs et qu’il peut se faire de manière constructive.
Le résultat d’une telle opération pour un mot w à travers un langage L
peut être identifié par trois mots :
– pre(L, w), le plus long préfixe de w pouvant être poussé à travers L,
– reste(L, w), la partie de w ne pouvant pas être poussée à travers le
langage,
– report(L, w), un mot permettant de connaître comment obtenir L′ à
partir de L.
Nous pouvons identifier trois classes de langage réagissant de manière diffé-
rentes à cette opération de transfert et qui déterminent la manière dont le
mot pourra, ou non, être poussé.
La première classe contient le langage trivial L = {ε}. Cela correspond aux
états ne produisant rien. Ce langage permet à tout mot d’être poussé à travers
et n’est jamais modifié par ce procédé.
La seconde classe regroupe les langages périodiques non triviaux, classe es-
sentiellement composée des langages contenus dans la clôture de Kleene pour
certains mots appelés période. Pour illustrer cette classe, reprenons l’exemple 38.
Le langage Lq1 = im(JM1Kq1) = (abc)∗ = {ε, abc, abcabc, . . .} et a pour pé-
riode abc. Les langages périodiques permettent de pousser des mots compo-
sés d’une répétition de la période suivie d’un préfixe de cette période. Par
exemple, pour w1 = abcabcaba, nous obtenons que pre(Lq1 , w1) = abcabcab et
reste(Lq1 , w1) = a. Le report, pour cette classe de langages, est le préfixe de
cette période, situé après la répétition, soit report(Lq1 , w1) = ab.
La troisième classe contient l’ensemble des langages restants, i.e. les lan-
gages non périodiques. Nous montrons que pour tout langage de cette classe, il
existe un plus long mot pouvant être poussé à travers le langage. De plus, nous
pouvons remarquer que tout mot pouvant être poussé à travers ce langage est
préfixe de ce mot. Par exemple, pour le langage L3 = {ε, a, aab}, aa est le plus
long mot pouvant être poussé à travers ce langage. En choisissant w2 = ab,
nous obtenons que pre(L3, w2) = a et reste(L3, w2) = b. Le langage n’étant
pas périodique, report(L3, w2) = pre(L3, w1) = a, qui est bien préfixe de aa. Il
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est à noter que la classe contient aussi les langages n’autorisant aucun mot à
être poussé à travers eux, ces langages devant contenir au moins deux mots
non vides différents dès la première lettre. Nous pouvons remarquer qu’aucun
préfixe commun n’existe pour ces langages.
Nous pouvons maintenant définir formellement l’opération permettant de
pousser un mot à travers un langage. Dans un premier temps nous définissons,
pour tout langage L ⊆ ∆∗, l’ensemble des mots pouvant être complètement
poussés à travers L :
trousseau(L) = {w ∈∆∗ ∣ w est un préfixe commun de L ⋅w}.
Par exemple, trousseau(Lq1) = {ε, a, aa} et trousseau(Lq0) = (abc)∗⋅{ε, a, ab}.
On peut remarquer que trousseau({ε}) = ∆∗, comme nous l’avions souligné
pour le langage trivial, et que cet ensemble contient au moins le mot vide ε
puisque les langages étudiés sont supposés non vides.
Il est à noter que si a ⋅ w ∈ trousseau(L), alors “a” est la première lettre
de tout mot non vide de L. De plus, L étant supposé réduit, L doit contenir
le mot vide, sinon lcp(L) serait différent de ε. Il est important de souligner la
proposition suivante :
Proposition 22. Si L est réduit et non trivial, alors trousseau(L)est clos par
préfixe et totalement ordonné par la relation de préfixe.
Preuve. Montrer que trousseau(L) est clos par préfixe découle directement
de la définition. Considérons n’importe quel w ∈ trousseau(L), et un préfixe
w′ de w ayant pour longueur ∣w′∣ = k. Choisissons maintenant un mot v ∈ L,
par définition w est un préfixe de v ⋅w. Puisque w′ est un préfixe de w, alors
v ⋅w′ est un préfixe de v ⋅w, d’ailleurs v ⋅w′ est de longueur au moins k. Cela
implique que w′ est un préfixe de v ⋅w′.
Nous montrons que trousseau(L) est ordonné grâce à une simple induc-
tion sur la taille des mots de trousseau(L). Prenons deux mots w ⋅ a,w ⋅ b ∈
trousseau(L). L étant non trivial, il existe un mot non vide u ∈ L. Par défini-
tion, w ⋅ a est un préfixe de u ⋅w ⋅ a, et w ⋅ b est un préfixe de u ⋅w ⋅ b. La taille
de u étant d’au moins 1 symbole, w ⋅a et w ⋅ b sont tous deux préfixes de u ⋅w,
ce qui implique que a = b.
À présent, nous nous intéressons aux langages périodiques et à leur défi-
nition (cf. Lothaire (1997)).
Définition 46. Un langage L ⊆ ∆∗ est périodique si et seulement s’il existe
un mot non vide v ∈∆∗, appelé la période de L, tel que L ⊆ v∗.
Un mot w est primitif s’il ne peut être construit par la répétition d’un
autre mot, i.e. il n’existe pas de mot v ∈ ∆∗ ni d’entier n ≥ 0 tels que w = vn.
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On rappelle, d’après Lothaire (1997), que tout langage non trivial périodiqueL a une unique période primitive, que l’on notera periode(L). Par exemple, le
langage L = {ε, abab, abababab} est périodique et a pour primitive periode(L) =
ab. Le mot abab est aussi sa période, mais pas sa primitive.
Dans la proposition suivante nous présentons une caractérisation alterna-
tive des langages périodiques qui sera utile pour la suite.
Proposition 23. Un langage L est périodique si et seulement si toute paire
de mots commute, i.e. w1 ⋅w2 = w2 ⋅w1 pour tout w1, w2 ∈ L.
Le résultat précédent est une conséquence directe de faits connus sur les
langages périodiques (Lothaire, 1997, Proposition 1.3.2). Nous allons mainte-
nant, par le biais de l’identification des mots pouvant être poussés à travers un
langage, donner une nouvelle caractérisation de cette classe importante pour
le problème que nous cherchons à traiter.
Proposition 24. Soit L un langage non trivial réduit, trousseau(L) est in-
fini si et seulement si L est périodique. De plus, si L est périodique alors
trousseau(L) = periode(L)∗ ⋅ prefixe(periode(L)).
Preuve. (⇒), considérons un langage non trivial L ⊆ w∗, nous avons donc
wk ∈ trousseau(L), pour tout k ≥ 0. De plus, d’après la proposition 22, nous
savons que trousseau(L) = w∗ ⋅ prefixe(w).(⇐), rappelons que la proposition 23 montre que les langages périodiques
non triviaux correspondent exactement à la famille de ceux permettant la
commutation de leurs éléments, i.e. un langage non trivial L est périodique si
et seulement si pour tout mot w1, w2 ∈ L, w1 ⋅w2 = w2 ⋅w1 .
Premièrement, nous pouvons observer que ε ∈ L. Cela vient du fait que
trousseau(L) contient un mot non vide a ⋅ w ∈ trousseau(L), ce qui implique
que a est la première lettre de tout mot non vide de L. L étant réduit, L doit
contenir le mot vide, sinon lcp(L) ne pourrait pas être ε.
Ensuite, prenons n’importe quels mots w1, w2 ∈ L. trousseau(L) étant in-
fini, il existe un mot v ∈ trousseau(L) ayant une longueur supérieur à ∣w1∣+∣w2∣.
De plus, on remarque que v est un préfixe de v, w1 ⋅v, et w2 ⋅v. Cela nous per-
met d’inférer que v = w1 ⋅v′ et v = w2 ⋅v′′, ce qui implique que w1 ⋅v = w1 ⋅w2 ⋅v′′
et w2 ⋅v = w2 ⋅w1 ⋅v′. Puisque la longueur de v est supérieur à celle de ∣w1∣+ ∣w2∣,
les deux précédents mots correspondent aux premières ∣w1∣+ ∣w2∣ lettres ce qui
nous donne w1 ⋅w2 = w2 ⋅w1.
Ce résultat et les différentes observations précédemment faites permettent
d’identifier trois classes pertinentes de langages permettant de caractériser
trousseau(L) pour tout langage L.
0o L = {ε} (langage trivial) alors trousseau(L) =∆∗,
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1o L est un langage périodique, non trivial (L ≠ {ε}), alors trousseau(L) =
periode(L)∗ ⋅ prefixe(periode(L)).
2o Pour L un langage non périodique, alors trousseau(L) = prefixe(v) quelque
soit v ∈ trousseau(L).
Supposons maintenant que nous souhaitons pousser un mot w ∈ ∆∗ à tra-
vers un langage réduit L ⊆ ∆∗. Identifions par s le plus long préfixe de w
présent dans trousseau(L), et r le reste, de sorte que w = s ⋅ r. Remarquons
que trousseau(L) étant clos par préfixe, la définition de s est non-ambigüe.
Définissons pre(L, w), reste(L, w), and report(L, w) selon la classe à laquelle
appartient L :
0o L = {ε} : pre(L, w) = w, reste(L, w) = ε, et report(L, w) = ε.
1o L est périodique et non trivial : s = periode(L)k ⋅ o avec o un préfixe
(maximal) de periode(L), et on assigne pre(L, w) = s, reste(L, w) = r,
et report(L, w) = o.
2o L est non périodique : pre(L, w) = s, reste(L, w) = r, et report(L, w) = s.
Les reports jouent un rôle central pour la normalisation de la sortie, in-
diquant quelle partie du mot poussé doit se répercuter sur les règles. Cette
normalisation est rendue possible grâce au résultat suivant.
Proposition 25. L’ensemble Reports(L) = {report(L, w) ∣ w ∈ ∆∗} est fini
pour tout langage réduit L. De plus, si L est défini par une CFG G, alors
la taille de Reports(L)est au plus double-exponentielle dans la taille de G et
Reports(L) peut être construit en temps polynomial dans sa taille.
Preuve. Le fait que l’ensemble Reports(L) soit fini découle directement des
définitions des trois classes de langages. Nous montrons juste que cet ensemble
peut être construit en temps double-exponentiel dans la taille de la CFG G
définissant L. L’algorithme décrit si-dessous permet de également de classifier
le langage L dans la classe à laquelle il appartient.
Pour le cas 0o, on remarque que la condition L = {ε} peut être facilement
contrôlée pour G en testant que tout non-terminal (atteignable) de G ne
produit aucun mot non-vide. Cela peut se faire par un simple algorithme de
clôture en temps polynomial sur la taille de G.
On traite les deux autres cas en même temps. On note wmin le plus petit
mot non vide de L. Tout d’abord, nous pouvons observer que L est pério-
dique si et seulement si sa période primitive periode(L) est aussi la période
primitive de wmin. Soit v le plus court préfixe de wmin tel que wmin = vk pour
k > 0 (possiblement wmin lui même). On peut facilement se persuader que
periode({wmin}) est le plus court préfixe v de wmin tel que wmin = vk avec
k > 0. Par conséquent, L est périodique si et seulement si L ⊆ v∗.
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Le mot wmin peut être de taille exponentielle dans la taille de G (cf.
exemple 43), ce qui peut également être la taille de v. Tester l’inclusion L ⊆ v∗,
quand il existe une CFG G définissant L, peut être effectué en utilisant les
techniques classiques des automates : On construit un automate descendant
AG définissant L, un dfa Av définissant v∗, et son complément A∁v définissant
∆∗ ∖ v∗. Il suffit maintenant de tester le vide du produit P = AG ×A∁v . Nous
avons clairement que L ⊆ v∗si et seulement si P définit un langage vide. Pour
ce qui est de la compléxité, nous pouvons déjà remarquer que la taille de AG
est en poly(∣G∣), les tailles de Av et A∁v sont en poly(∣v∣) = exp(∣G∣), et par
conséquent l’automate P est de taille exp(∣G∣).
Si L est périodique, alors O = prefixe(periode(L)) = prefixe(v) et sa taille
est en simple exponentielle dans la taille de G. Si L n’est pas périodique,
alors le test décrit précédemment échoue, i.e. P est non vide et accepte un
mot non vide w0. P étant un automate descendant de taille exp(∣G∣), le mot
le plus court pouvant être reconnu par P est possiblement de taille double
exponentielle dans la taille de G. On peut affirmer que si un mot peut être
poussé à travers L, alors il ne peut pas avoir une longueur supérieure à w0.
La preuve est combinatoire et sera omise ici.
5.4.3 Déplacement de gauche à droite
Jusqu’à maintenant nous nous sommes uniquement intéressés au fait de
pousser un mot à travers un langage de droite à gauche, la forme normale
nécessitant que la sortie soit produite le plus tôt possible (le plus à gauche).
Cependant, comme l’illustre l’exemple 38, il est parfois nécessaire de pousser
les mots dans le sens inverse, de gauche à droite. En effet, si l’on considère
l’état q1 dans la règle q0
fÐ→ q1 ⋅ac ⋅q1,nous voyons assez aisément que manipuler
un mot (ici le “c”) dans le sens opposé est nécessaire. Ces deux processus
sont interdépendants mais, au lieu de chercher à les appliquer parallèlement,
nous présentons une extension du monoïde libre ∆∗ dans un pré-groupe (ou
groupoïde) G∆. Cela permet de manipuler ces deux opérations d’une manière
unifiée afin de simplifier l’algorithme de normalisation de la production.
Un pré-groupe de mots sur ∆ est l’ensemble G∆ =∆∗ ∪ {w−1 ∣ w ∈∆+}, tel
que w−1 est un terme représentant l’inverse d’un mot non vide w. Cet ensemble
est associé à deux opérateurs, l’opérateur unaire d’inversion : (w)−1 = w−1,
ε−1 = ε, et (w−1)−1 = w pout tout w ∈ ∆∗, et l’opérateur partiel étendant
l’opérateur de concaténation, satisfaisant les équations suivantes : w−1 ⋅w = ε
et w ⋅w−1 = ε pour tout w ∈∆∗, et v−1 ⋅u−1 = (uv)−1 pout tout u, v ∈∆∗. Dans la
suite, nous utiliserons w,u, v, . . . pour représenter les mots sur ∆∗ uniquement,
et z, z1, . . . pour représenter les éléments de G∆. Nous pouvons remarquer
que certaines expressions nécessitent d’être évaluées avec précaution, comme
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ab ⋅ (cb)−1 ⋅ cd = ab ⋅ b−1 ⋅ c−1 ⋅ cd = ad, et que d’autres ne peuvent être évaluées,
par exemple ab ⋅ a−1. De plus, certaines expressions peuvent être indéfinies
sauf si nous appliquons proprement les différents axiomes. Cela est illustré
par l’exemple précédent, ou encore par l’équation ab ⋅ (cb)−1 ⋅ cd pouvant être
évaluée comme ab ⋅ [(cb)−1 ⋅ cd] = ab ⋅ [b−1 ⋅ d], ce qui n’est pas défini, mais peut
aussi être évaluée par ab ⋅ b−1 ⋅ c−1 ⋅ cd = ad.
Revenons dès à présent sur l’opération consistant à pousser un mot w de
gauche à droite (dans le sens «inverse» à celui considéré jusqu’à présent) à
travers un langage L, ce qui peut se résumer à trouver un découpage u⋅v = w et
un langage L′ tels que w ⋅L = u⋅L′ ⋅v. Nous pouvons voir cette opération comme
le fait de pousser l’inverse du mot w−1 à travers L, i.e. on essaye de trouver
u ⋅ v = w tel que L ⋅w−1 = v−1 ⋅L′ ⋅ u−1, puisque dans ce cas la, L ⋅ v−1 = v−1 ⋅L′,
ce qui implique que w ⋅L = (u ⋅ v) ⋅ (v−1 ⋅L′ ⋅ v) = u ⋅L′ ⋅ v.
Pour bien visualiser le fait de pousser vers l’arrière un mot, nous utilisons
une autre vue basée sur l’opération classique d’inversion d’un mot, par exemple(abc)rev = cba. Á proprement parler, pousser un mot w à travers L dans le sens
inverse revient essentiellement à pousser wrev à travers Lrev puisque (w ⋅L)rev =Lrev ⋅wrev, et que si Lrev ⋅wrev = v0 ⋅ L0 ⋅ u0, alors w ⋅ L = urev0 ⋅ Lrev0 ⋅ vrev0 . Nous
définissons donc :
pre(L, w−1) = (pre(Lrev, wrev)rev)−1,
reste(L, w−1) = (reste(Lrev, wrev)rev)−1,
report(L, w−1) = (report(Lrev, wrev)rev)−1.
La principale équation permettant de pousser des mots à travers des langages
(sans restriction sur le sens des opérations) est : pour tout langage non videL et z ∈ G∆
L ⋅ z = pre(L, z) ⋅ (report(L, z)−1 ⋅L ⋅ report(L, z)) ⋅ reste(L, z).
Puisque la procédure de normalisation de sortie travaille sur les dST2Ws,
et non sur des langages, pour prouver sa justesse nous avons besoin d’une
déclaration plus forte permettant de traiter indépendamment chaque mot du
langage.
Proposition 26. Soit L ⊆∆∗ un langage réduit non vide et z ∈ G∆, pour tout
mot u ∈ L
u ⋅ z = pre(L, z) ⋅ (report(L, z)−1 ⋅ u ⋅ report(L, z)) ⋅ reste(L, z).
Preuve. Nous distinguons une fois de plus les trois différents cas, à savoir L
est trivial, L est périodique et non trivial, ou L est non périodique.
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Si L est trivial, pre(L, z) = reste(L, z) = report(L, z) = ε et la proposition
est vérifiée.
Si L est périodique et non trivial. Considérons dans un premier temps le
cas où z = w ∈∆∗. Soit v = periode(L), cela nous donne que :
trousseau(L, w) = v∗ ⋅ prefixe(p)
pre(L, w) = vi ⋅ o pour un i > 0 et un o ∈ prefixe(v)
report(L, w) = ((vi ⋅ o) mod v) = o
Rappelons nous que pre(L, w) est un préfixe de w et que tout préfixe u d’un
mot w′ vérifie que u ⋅ (u−1 ⋅w′) = w′. Tout mot u de L est de la forme vk avec
k > 0, et :
pre(L, w)⋅(report(L, w)−1 ⋅ u ⋅ report(L, w)) ⋅ reste(L, w)
= vi ⋅ o ⋅ (o−1 ⋅ vk ⋅ o) ⋅ (vi ⋅ o)−1 ⋅w
= vk ⋅ vi ⋅ o ⋅ (vi ⋅ o)−1 ⋅w
= vk ⋅w = u ⋅w
Considérons maintenant le cas où w ∈∆∗. Soit vrev = periode(Lrev), alors :
trousseau(Lrev, w−1) = (vrev)∗ ⋅ prefixe(vrev)
pre(Lrev, w−1) = (vrev)i ⋅ o pour i > 0 et o ∈ prefixe(vrev)
report(Lrev, w−1) = ((vrev)i ⋅ o) mod (vrev) = o.
Soit u = pk ∈ L,
pre(L, w−1) ⋅ (report(L, w−1)−1 ⋅ u ⋅ report(L, w−1)) ⋅ reste(L, w−1)
= (pre(Lrev, wrev)rev)−1 ⋅ (report(Lrev, wrev)rev ⋅ u ⋅ (report(Lrev, wrev)rev)−1)
⋅ (reste(Lrev, wrev)rev)−1
= (orev ⋅ vi)−1 ⋅ (orev ⋅ vk ⋅ (orev)−1) ⋅ ((((vrev)i ⋅ o)−1 ⋅wrev))rev)
−1
Rappelons pour tout u et w′ de ∆∗ que (u−1 ⋅ w′)rev = (w′)rev ⋅ (urev)−1 et(u ⋅ (w′)−1)−1 = w′ ⋅ u−1. Par conséquent on obtient que :
((((vrev)i ⋅ o)−1 ⋅wrev))rev)
−1
= ((wrev)rev ⋅ (((vrev)i ⋅ o)rev)−1)
−1
= ((vrev)i ⋅ o)rev ⋅w−1
= orev ⋅ ((vrev)i)rev ⋅w−1
= orev ⋅ vi ⋅w−1
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Donc,
pre(L,w−1) ⋅ (report(L,w−1)−1 ⋅ u ⋅ report(L,w−1)) ⋅ reste(L,w−1)
= (orev ⋅ vi)−1 ⋅ (orev ⋅ vk ⋅ (orev)−1) ⋅ orev ⋅ vi ⋅w−1
= (vk−i ⋅ (orev)−1) ⋅ orev ⋅ vi ⋅w−1
Puisque orev est un suffixe de v, on obtient que vk ⋅w−1 = u ⋅w−1. Le lemme est
donc vérifié.
Considérons maintenant le cas où L est non périodique et le cas où z =
w ∈ ∆∗. Alors, il existe un mot s tel que trousseau(L) = prefixe(s). Notons
que s est aussi égal à noyau(L). Dans ce cas, pre(L, w) = lcp({w, s}), ce qui
implique que pre(L, w) est un préfixe de s. Nous obtenons que report(L, w) =
pre(L, w), et par conséquent que pour tout u ∈ L nous avons pre(L, w) ⋅(report(L, w)−1 ⋅ u ⋅ report(L, w)) ⋅ reste(L, w) = pre(L, w) ⋅ (pre(L, w)−1 ⋅ u ⋅
pre(L, w)) ⋅ pre(L, w)−1 ⋅ w. pre(L, w) est dans trousseau(L), et d’après la
définition de trousseau on peut remarquer que pre(L, w) est un préfixe de
u ⋅ pre(L, w). De plus, pre(L, w) est un préfixe de w. On obtient donc que
pre(L, w) ⋅ (pre(L, w)−1 ⋅ u ⋅ pre(L, w)) ⋅ pre(L, w)−1 ⋅w = u ⋅w.
Le cas où z = w−1 et w ∈∆∗ est similaire. Il existe un mot s = noyau(Lrev)
tel que :
trousseau(Lrev) = prefixe(s), et pre(Lrev, wrev) = lcp({w, s}) = report(Lrev, wrev).
Par conséquent, pour tout u ∈ L nous vérifions que :
pre(L, w−1) ⋅ (report(L, w−1)−1 ⋅ u ⋅ report(L, w−1)) ⋅ reste(L, w−1)
= (pre(Lrev, wrev)rev)−1 ⋅ (pre(Lrev, wrev)rev ⋅ u ⋅ (pre(Lrev, wrev)rev)−1)
⋅ ((pre(Lrev, wrev)−1 ⋅wrev)rev)−1
= (u ⋅ (pre(Lrev, wrev)rev)−1) ⋅ pre(Lrev, wrev)rev ⋅w−1
= u ⋅w−1
5.4.4 Algorithme de normalisation
Nous cherchons maintenant à définir la normalisation d’un dST2W M .
Pour cela on fixe M = (Σ,∆,Q , init , rul) et on introduit les macros suivantes :
Lq = im(JM Kq), L○q = Noyau(Lq), Gauche(q) = Gauche(Lq), Droite(q) = Droite(Lq),
pre(q, z) = pre(L○q, z), report(q, z) = report(L○q, z), reste(q, z) = reste(L○q, z).
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De même, notons Reports(q) = {report(q, z) ∣ z ∈ G∆}, qui d’après la
proposition 25, est connu fini. Le dST2W M ′ = (Σ,∆,Q ′, init ′, rul ′) que nous
sommes en train de construire a pour états :
Q ′ = {⟨q, z⟩ ∣ q ∈ Q , z ∈ Reports(q)}.
Notre construction assure que JM K = JM ′K et que pour tout état q ∈ Q ,
tout z ∈ Reports(q), et tout t ∈ dom(JM Kq) :
JM ′K⟨q,z⟩(t) = z−1 ⋅Gauche(q)−1 ⋅ JM Kq(t) ⋅Droite(q)−1 ⋅ z
Chaque report à effectuer étant associé à l’état correspondant et connais-
sant la formule permettant de calculer la production restante, il reste à tirer
la sortie le plus en haut et à gauche possible et de propager les modifica-
tions en partant de l’axiome initial jusqu’à stabilisation du nombre d’états.
L’algorithme de normalisation complet d’un dST2W est présenté si dessous.
Algorithme 1: Normalisation d’un dST2W.
1 normaliser(M )
Entrées : M = (Σ,∆,Q , init , rul) ; init = u0 ⋅ q0 ⋅ u1;
2 Q ′ ∶= {⟨q, z⟩ ∣ q ∈ Q , z ∈ Reports(q)};
3 v ∶= Droite(q0) ⋅ u1;
4 q′0 ∶= ⟨q0, report(q0, v)⟩;
5 u′0 ∶= u0 ⋅Gauche(q0) ⋅ pre(q0, v);
6 u′1 ∶= reste(q0, v);





8 pour q ∈ Q , q
fÐ→ u0 ⋅ q1 ⋅u1 ⋅ . . . ⋅uk−1 ⋅ qk ⋅uk ∈ rul ,et z ∈ Reports(q) faire
9 zk ∶= Droite(qk) ⋅ uk ⋅Droite(q)−1 ⋅ z;
10 pour i ∶= k, . . . ,1 faire
11 u′i ∶= reste(qi, zi);
12 q′i ∶= ⟨qi, report(qi, zi)⟩;
13 zi−1 ∶= Droite(qi−1) ⋅ ui−1 ⋅Gauche(qi) ⋅ pre(qi, zi);
14 u′0 ∶= z
−1 ⋅Gauche(q)−1 ⋅ z0;
15 ⟨q, z⟩ fÐ→ u′0 ⋅ q′1 ⋅ u′1 ⋅ . . . ⋅ u′k−1 ⋅ q′k ⋅ u′k ∈ rul
16 M ′ ∶= (Σ,∆,Q ′, init ′, δ′);
Sorties : M ′
Nous pouvons observer que les états de Q ′ ne nécessitent pas tous d’être
atteignables à partir de l’état initial, les états atteignables pouvant être iden-
tifiés par la procédure de normalisation à la volée. Cette observation est la
base de l’algorithme de conversion polynomial dans la taille de la sortie.
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Exemple 42. On normalise le dST2W M1 de l’exemple 38. La règle initiale
q0 devient a ⋅ ⟨q0, ε⟩ ⋅ c puisque Gauche(q0) = a et Droite(q0) = c sont tirés
de q0, mais rien n’est poussé à travers q0. La construction de l’état ⟨q0, ε⟩
déclanche l’algorithme de normalisation pour la règle q0
fÐ→ q1 ⋅ac ⋅ q1 ∈ rul avec
Gauche(q0) = a et Droite(q0) = c devant être retirés respectivement de droite
et gauche de cette règle (et aucun mot poussé à travers puisque z = ε). Pour
créer cette règle, on concatène à gauche et à droite l’inverse des mots retirés,
à savoir a−1 ⋅ q1 ⋅ ac ⋅ q1 ⋅ c−1, avant de l’évaluer. On cherche tout d’abord à
pousser le plus à gauche les mots de la règle ce qui nous donne à une première
étape a−1 ⋅ q1 ⋅ ac ⋅ c−1 ⋅ ⟨q1, c−1⟩ et ensuite a−1 ⋅ a ⋅ ⟨q1, a⟩ ⋅ ⟨q1, c−1⟩. On obtient au
final ⟨q0, ε⟩ fÐ→ ⟨q1, a⟩ ⋅ ⟨q1, c−1⟩. Notons que Reports(q1) = {(bc)−1, c−1, ε, a, ab},
et qu’il est nécessaire de construire seulement deux états.
Ensuite, nous construisons les règles pour l’état ⟨q1, a⟩ avec z = a et
Gauche(q1) = Droite(q1) = ε. On commence avec la règle q1 aÐ→ ε à laquelle on
concatène a−1 au début de sa production et “a” à sa fin : a−1 ⋅ ε ⋅ a = ε, ce qui
produit la règle ⟨q1, a⟩ aÐ→ ε ∈ rul ′. Pour ce qui est de la règle q1 gÐ→ q1 ⋅ abc on
obtient l’expression a−1 ⋅ q1 ⋅ abca. Rappelons que Lq1 = (abc)∗ est un langage
périodique, ce qui implique que pre(q1, abca) = abca, reste(q1, abca) = ε, et
report(q1, abca) = a. Par conséquent, on obtient la règle ⟨q1, a⟩ gÐ→= bca ⋅⟨q1, a⟩ ∈
rul ′. Ici, il est important d’utiliser uniquement le report et non l’intégralité du
mot poussé ⟨q1, abca⟩ qui nous ferait entrer dans une boucle infinie de création
d’états. De la même manière on obtient : ⟨q1, c−1⟩ gÐ→ cab⋅⟨q1, c−1⟩ et ⟨q1, c−1⟩ aÐ→
ε dans rul ′.
Théorème 15. Pour un dST2W M , appelons M ′ le dST2W obtenu par l’al-
gorithme précedent appliqué sur M . Alors, M ′ est équivalent à M et satisfait
les conditions (E1) et (E2). De plus, M ′ peut être construit en temps polyno-
mial dans la taille de M ′, qui est au plus de taille double-exponentielle dans
la taille de M .
On remarque que le lemme 25 montre essentiellement que le résultat de mi-
nimisation de deux transducteurs équivalents est le même transducteur (mo-
dulo renommage des états) ce qui est une piste de preuve du théorème 15. Plus
formellement, ce théorème se prouve à l’aide de plusieurs résultats auxiliaires.
Proposition 27. Tout langage réduit L vérifie que
1. ∀w ∈ prefixe(noyau(L)) le langage w−1 ⋅L ⋅w est réduit,
2. ∀w ∈ suffixe(noyau(Lrev)) le langage w ⋅L ⋅w−1 est aussi réduit.
Preuve. Nous prouvons uniquement la première ligne, la deuxième en étant
une conséquence directe. Si ε ∈ L alors ε ∈ w−1⋅L⋅w et la proposition est triviale.
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Autrement, il existe deux mots u et v variant sur la première lettre. Dans ce
cas, noyau(L) est réduit à ε et la proposition est toute aussi triviale.
Lemme 28. report(L, z) appartient à l’ensemble
prefixe(noyau(L)) ∪ suffixe(noyau(Lrev))
Preuve. Nous prouvons ce lemme pour z = w ∈ ∆∗, l’autre cas étant simi-
laire. Nous procédons par une étude de cas dépendant de la classe de L. Si L
est trivial alors report(L, z) = ε. Si L est périodique, alors trousseau(L) =
noyau(L)∗ ⋅ prefixe(noyau(L)). Par conséquent, pre(L, w) est de la forme
noyau(L)i ⋅ o où i ≥ 0 et o est un préfixe de noyau(L). Par conséquent,
report(L, w) = (noyau(L)i ⋅ o) mod noyau(L) = o. Sinon, L est non pério-
dique et non trivial, pre(L, w) = lcp({w,noyau(L)}) et est par conséquent un
préfixe de noyau(L). Par définition de report , report = pre(L, w) et le lemme
est vérifié.
Lemme 29. Pour tout état q ∈ Q , tout mot z ∈ Reports(q), et tout arbre
t ∈ dom(JM Kq)
JM ′K⟨q,z⟩(t) = z−1 ⋅Gauche(q)−1 ⋅ JM Kq(t) ⋅Droite(q)−1 ⋅ z (5.3)
Preuve. Les règles sont construites en utilisant l’algorithme suivant :
1 zk ∶= Droite(qk) ⋅ uk ⋅Droite(q)−1 ⋅ z;
2 pour i ∶= k, . . . ,1 faire
3 u′i ∶= reste(qi, zi);
4 q′i ∶= ⟨qi, report(qi, zi)⟩;
5 zi−1 ∶= Droite(qi−1) ⋅ ui−1 ⋅Gauche(qi) ⋅ pre(qi, zi)
6 u′0 ∶= z
−1 ⋅Gauche(q)−1 ⋅ z0;
Nous prouvons ce lemme par induction sur la structure des termes.
Le cas de base concerne les constantes et, de ce fait, les règles de la forme⟨q, z⟩ aÐ→ u′ ∈ rul ′ et JM Kq(a) = u. L’algorithme calcule u′ de la manière suivante
u′ = z−1 ⋅Gauche(q)−1 ⋅ u ⋅Droite(q)−1 ⋅ z
ce qui correspond à l’hypothèse du lemme, à savoir JM ′K⟨q,z⟩(a) = z−1⋅Gauche(q)−1⋅
u ⋅Droite(q)−1 ⋅ z.
Considérons à présent un terme t = f(t1, . . . , tk), un mot z et une règle
q
fÐ→ u0 ⋅ q1 ⋅ . . . ⋅ qk ⋅ uk. On suppose que l’hypothèse d’induction, i.e. l’Equa-






(t1) ⋅ u′1 ⋅ . . . ⋅ JM ′Kq′k(tk) ⋅ u′k =
z−1 ⋅Gauche(q)−1 ⋅ u0 ⋅ JM Kq1(t1) ⋅ . . . ⋅ JM Kqk(tk) ⋅ uk ⋅Droite(q)−1 ⋅ z
Pour appliquer notre hypothèse d’induction il est nécessaire de vérifier que
report(qi, zi) appartient à l’ensemble prefixe(noyau(Lqi))∪suffixe(noyau(Lrevqi )),
ce que l’on vérifie grâce au lemme 28.
Fait 1.
pre(qi, zi) ⋅ JM ′Kq′
i
(ti) ⋅ reste(qi, zi) =
Gauche(qi)−1 ⋅ JM Kqi(ti) ⋅Droite(qi)−1 ⋅ zi.
Preuve. La preuve se fait par hypothèse d’induction. On développe JM Kq′
i
(ti) =
report(qi, zi)−1 ⋅ Gauche(qi)−1 ⋅ JM Kqi(ti) ⋅ Droite(qi)−1 ⋅ report(qi, zi). On re-
marque que Gauche(qi)−1 ⋅ JM Kqi(ti) ⋅ Droite(qi)−1 est un mot de L○qi ce qui
nous permet de conclure cette preuve en utilisant la proposition 26.




(ti) ⋅ u′i ⋅ . . . ⋅ JM ′Kq′k(tk) ⋅ u′k =
Droite(qi−1) ⋅ ui−1 ⋅ JM Kqi(ti) ⋅ ui ⋅ . . . ⋅ JM Kqk(tk) ⋅ uk ⋅Droite(q)−1 ⋅ z (5.4)
Pour le démontrer nous procédons par induction sur i de k à 1. Le cas





= Droite(qk−1) ⋅ uk−1 ⋅Gauche(qk) ⋅ pre(qk, zk) ⋅ JM ′Kq′
k
(tk) ⋅ reste(qk, zk)
= Droite(qk−1) ⋅ uk−1 ⋅Gauche(qk) ⋅Gauche(qk)−1⋅
JM Kqk(tk) ⋅Droite(qk)−1 ⋅Droite(qk) ⋅ uk ⋅Droite(q)−1 ⋅ z
= Droite(qk−1) ⋅ uk−1 ⋅ JM Kqk(tk) ⋅ uk ⋅Droite(q)−1 ⋅ z
ce qui montre que l’invariant est bien respecté dans ce cas de base. Supposons
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(ti) ⋅ u′i ⋅ . . . ⋅ JM Kq′k(tk) ⋅ u′k
= Droite(qi−1) ⋅ ui−1 ⋅Gauche(qi) ⋅ pre(qi, zi) ⋅ JM ′Kq′
i
(ti) ⋅ reste(qi, zi)
⋅ . . . ⋅ JM ′Kq′
k
(tk) ⋅ u′k
= Droite(qi−1) ⋅ ui−1 ⋅Gauche(qi) ⋅Gauche(qi)−1 ⋅ JM Kqi(ti) ⋅Droite(qi)−1 ⋅ zi
⋅ . . . ⋅ Tq′
k
(tk) ⋅ u′k
= Droite(qi−1) ⋅ ui−1 ⋅ JM Kqi(ti) ⋅Droite(qi)−1 ⋅Droite(qi) ⋅ ui
⋅ . . . ⋅ JM Kqk(tk) ⋅ uk ⋅Droite(q)−1 ⋅ z
= Droite(qi−1) ⋅ ui−1 ⋅ JM Kqi(ti) ⋅ ui ⋅ . . . ⋅ JM Kqk(tk) ⋅ uk ⋅Droite(q)−1 ⋅ z
Ce qui prouve l’invariant.








z−1 ⋅Gauche(q)−1 ⋅ u0 ⋅ JM Kq1(t1) ⋅ . . . ⋅ JM Kqk(tk) ⋅ uk ⋅Droite(q)−1 ⋅ z
Lemme 30. (E1) est satisfait par M ′.
Preuve. Pour prouver (E1), il est nécessaire de montrer que L⟨q,z⟩ est réduit.
D’après le lemme 29 précédent, chaque état q ∈ Q , pour tout z ∈ Reports(q),
et tout t ∈ dom(JM Kq)
L⟨q,z⟩ = z−1 ⋅Gauche(q)−1 ⋅Lq ⋅Droite(q)−1 ⋅ z
Puisque z ∈ Reports(q), alors z = w ∈ trousseau(L○q) ou z = w−1 avec w ∈
trousseau((L○q)rev). Les langages Gauche(q)−1 ⋅ Lq ⋅ Droite(q)−1 = L○q sont ré-
duits. Par conséquent, en nous basant sur la proposition 27, on obtient que(E1) est vérifié.
Lemme 31. Soit L un langage réduit, pour tout w ∈ prefixe(Gauche(L ⋅ L′))
nous avons w ∈ prefixe(L′), pre(L, w) = w et reste(L, w) = ε.
Preuve. Si w = ε alors le lemme est trivial. Sinon, nous savons que ε ∈ L (sinonL ne serait pas réduit). Dans ce cas, w est un préfixe commun de chaque mot
non vide de L′, ce qui implique que L ⋅w a également w comme préfixe, et par
définition w ∈ trousseau(L). On a donc pre(L, w) = w et reste(L, w) = ε.
Lemme 32. Pour toute règle ⟨q, z⟩ fÐ→ u′0 ⋅ q′1 ⋅ u′1 ⋅ . . . ⋅ u′k−1 ⋅ q′k ⋅ u′k de M ′, et
chaque 0 ≤ i ≤ k, u′i ∈∆
∗.
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Preuve. Considérons une règle ⟨q, z⟩ fÐ→ u′0 ⋅ q′1 ⋅ u′1 ⋅ . . . ⋅ u′k−1 ⋅ q′k ⋅ u′k de M ′ et
w ∈ suffixe(noyau((L○q)rev))∪ prefixe(noyau(L○q)). Nous avons principalement
à démontrer que, pour chaque zi calculé par l’algorithme de normalisation, si
zi = w
−1
i tel que wi ∈∆
∗, alors ui = reste(Lˆrevqi , wrevi ) = ε.
Nous définissons Li par :
Li = z−1⋅Gauche(q)−1⋅u0⋅Gauche(Lq1)⋅L○q1 ⋅Droite(Lq1)⋅u1⋅. . .⋅ui−1⋅Gauche(Lqi)
Nous pouvons remarquer que wi est un suffixe de Droite(Li ⋅ L○qi) alors wrevi
est un préfixe de Gauche((L○qi)rev ⋅Lrevi ). Le langage (L○qi)rev est réduit et par
le lemme 31, reste(Lrevqi , wrevi ) = ε et pre(Lrevqi , wrevi ) = wrevi . Il suffit donc de
prouver que pour tout i, wi est un suffixe de Droite(Li ⋅ Lˆqi).
Cela peut se faire par induction sur i de k à 1. Pour i = k, zk = w−1k =
Droite(qk) ⋅ uk ⋅ Droite(q)−1 ⋅ z. On obtient que L⟨q,z⟩ = Lk ⋅ L○qk ⋅ w−1k et en
suivant le lemme 30, L⟨q,z⟩ est réduit. Par conséquent wk = Droite(Lk ⋅L○qk).
Supposons maintenant, par hypothèse d’induction, que wi est un suffixe
de Droite(Li ⋅ L○qi), et d’après le lemme 31, que wi est également un suffixe
de Droite(Li). De plus, pre(Lrevqi , wrevi ) = wrevi . En suivant l’algorithme nous
pouvons observer que zi−1 = Droite(qi−1) ⋅ ui−1 ⋅ Gauche(qi) ⋅ pre(qi, zi). Par
conséquent, zi−1 = Droite(qi−1) ⋅ ui−1 ⋅Gauche(qi) ⋅w−1i . Si zi−1 ∈∆∗ l’induction
est vérifiée ; autrement, zi−1 = w−1i−1 avec wi−1 ∈ ∆
∗. Puisque wi est un suffixe
de Droite(Li) = Droite(Li−1 ⋅Droite(qi−1) ⋅ ui−1 ⋅Gauche(qi)), alors zi−1 est un
suffixe de Droite(Li−1 ⋅L○qi−1).
Lemme 33. Soit L ⊆∆∗ un langage réduit et z ∈ G∆ :
lcp((report(L, z)−1 ⋅L ⋅ report(L, z)) ⋅ reste(L, z)) = ε
Preuve. On choisit de traiter le cas où z = w ∈∆∗, l’autre cas étant symétrique.
En se basant sur le lemme 27, on peut remarquer que L′ = report(L, z)−1 ⋅L ⋅
report(L, z) est réduit. Si L′ ne contient pas ε alors le lemme est trivial.
Considérons le cas où ε ∈ L′.
La preuve de ce lemme se fait par contradiction. Prenons u ≠ ε tel que
u = lcp((report(L, w)−1 ⋅ L ⋅ report(L, w)) ⋅ reste(L, w)). On note v le mot
pre(L, w) ⋅ u. Nous prouvons que v est un préfixe de w. En effet, puisque
ε ∈ L′, u est un préfixe de reste(L, w) = pre(L, w)−1 ⋅w. En utilisant la propo-
sition 26, on obtient que v est un préfixe commun de L ⋅w. Par conséquent, v
appartient à trousseau(L). Cela contredit le fait qu’il est le préfixe maximal
de w appartenant à trousseau(L).
Lemme 34. (E2) est satisfait par M ′.
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Preuve. D’après le lemme 30, tout langage L⟨q,z⟩ est réduit. Pour la règle
initiale, (E2) est une conséquence directe du lemme 33.
Considérons maintenant la règle f
q′Ð→ u′0 ⋅ q1 ⋅ . . . ⋅ qk ⋅ u′k. Le lemme 32
nous montre que u′i est soit ε, soit un mot de ∆
∗. De plus, d’après la ligne
3 de l’algorithme, pour tout i > 0, u′i = reste(qi, zi). Par conséquent, en nous
reposant sur le lemme 33, on obtient que lcp(Lq′
i
⋅ u′i) = ε. Il est à noter que si
deux langage L et L′ ont un plus grand préfixe commun lcp(L) = lcp(L′) = ε
alors lcp(L⋅L′) = ε. Donc, lcp(Lq′
i
⋅u′i ⋅. . .⋅Lq′k ⋅u′k) = ε et (E2) est par conséquent
vérifiée pour chacune des règles.
Lemme 35. M est équivalent à M ′




(t) ⋅u′1. Dans un premier temps on s’attarde sur la règle initiale. En




(t) ⋅ u′1 = u0 ⋅Gauche(q0) ⋅ pre(q0, v) ⋅ report(q0, v)−1 ⋅Gauche(q0)−1
⋅ JM Kq0(t) ⋅Droite(q0)−1 ⋅ report(q0, v) ⋅ reste(q0, v)(Prop. 26) = u0 ⋅Gauche(q0) ⋅Gauche(q0)−1 ⋅ JM Kq0(t) ⋅Droite(q0)−1 ⋅ v
= u0 ⋅ JM Kq0(t) ⋅ u1
5.4.5 Bornes exponentielles
Nous cherchons à montrer ici que la taille d’une règle peut exploser expo-
nentiellement durant la normalisation.
Exemple 43. Pour n ≥ 0 on définit un dST2W Mn sur l’alphabet Σ ={f (2), a(0)} ayant comme état initial q0, et les règles suivantes (avec 0 ≤ i < n) :
qi
fÐ→ qi+1 ⋅ qi+1, qn aÐ→ a.
La transformation définie par Mn transforme un arbre binaire parfait de taille
n dans la concaténation de ces feuilles a2n. Mn n’est pas travailleur, toute la
sortie pouvant être produite dès le départ puisqu’un seul arbre peut être trans-
formé ce qui amène à une seule production possible. Pour le rendre travailleur,
il suffit donc de remplacer la règle initiale par a2n ⋅ q0(x0) et la dernière règle
par qn
aÐ→ ε.
L’exemple suivant montre quant à lui comment le nombre d’états peut lui
aussi devenir exponentiel.
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Exemple 44. Pour n ≥ 0 nous définissons le dST2W Nn sur Σ = {g(1)1 , g(1)0 , a(0)1 , a(0)0 },
ayant pour règle initiale q0. L’ensemble rulest constitué, pour 0 ≤ i < n, des
règles suivantes :
qi
g0Ð→ qi+1, qn a0Ð→ ε,
qi
g1Ð→ qi+1 ⋅ a2i , qn a1Ð→ a2n ⋅#.
Même si la taille du transducteur est exponentielle dans n, les facteurs
exponentiels a2i peuvent être aisément compressés pour obtenir un dST2W
linéaire dans la taille de n (cf. exemple 43). Mn vérifie la condition (E1)
mais pas la (E2). Elle définit la transformation suivante :
JMnK = {(gb0(gb1(. . . gbn−1(a0) . . .)), ab) ∣ b = (bn−1, . . . , b0)2} ∪{(gb0(gb1(. . . gbn−1(a1) . . .)), a2n ⋅# ⋅ ab) ∣ b = (bn−1, . . . , b0)2},
pour laquelle (bn−1, . . . , b0)2 = ∑i bi ∗ 2i.
La version normaliséeM ′n a pour règle initiale ⟨q0, ε⟩ et les règles suivantes :
⟨qi, aj⟩ g0Ð→ ⟨qi+1, aj⟩, ⟨qn, ak⟩ a0Ð→ ε,
⟨qi, aj⟩ g1Ð→ a2i ⋅ ⟨qi+1, aj+2i⟩, ⟨qn, ak⟩ a1Ð→ a2n−k#ak,
où 0 ≤ i < n, 0 ≤ j < 2i, et 0 ≤ k < 2n. On remarque également que M ′n est le




descendants d’arbres en mots
Nous pouvons maintenant nous intéresser au problème de l’apprentissage
à proprement parler. Nous nous basons sur les méthodes d’apprentissage vues
précédemment pour les transducteurs de mots, ou encore les dta↓s. La mise
en place de l’algorithme d’apprentissage, tel qu’on le conçoit, passe par une
adaptation du théorème de Myhill-Nerode pour les ST Ws, assurant entre
autre que pour toute transformation il existe un dST2W la représentant.
Ce théorème sera la base nécessaire à la définition d’un modèle d’apprentis-
sage, afin d’élaborer un algorithme d’apprentissage permettant à partir d’un
échantillon S ⊆ TΣ×∆∗ de construire un edST2W consistant avec S. Cet algo-
rithme se basera sur la caractérisation sémantique des transformations cibles,
ainsi que les propriétés propres aux dST2Ws normalisés. Il devra respecter
des contraintes de polynomialité pour le temps d’exécutions et la taille des
résultats produits.
6.1 Théorème de Myhill-Nerode
Théorème 16. Pour toute transformation τ , les conditions suivantes sont
équivalentes :
1. τ est définissable par un edST2W ;
2. τ appartient à la classe des ST Ws et a un index de Myhill-Nerode fini ;
3. Cano(τ) est l’edST2W minimal définissant τ .
Preuve. ((1) ⇒ (2)), Prenons un dST2W M . Comme le montre le théo-
rème 15, il est possible de construire un edST2W M ′ équivalent, ayant un
nombre fini d’états. Le lemme 24, quant à lui, nous assure qu’il existe une
transformation τ = JM ′K appartenant à la classe des ST Ws dont l’index de
Myhill-Nerode est égal au nombre d’états de M ′, donc fini.
((2) ⇒ (3)), Il faut que Cano(τ) soit l’unique edST2W minimal décrivant
τ , ce qui est prouvé par le corrolaire 5.
((3) ⇒ (1)) est trivial.
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6.2 Consistence des dST2Ws
On souhaiterait définir un algorithme pouvant, pour tout échantillon S,
nous produire un dST2W M étant cohérent avec S, i.e. S ⊆ JMK, et cela
polynomialement en temps et taille dans la taille de l’échantillon. Malheureu-
sement, à part si P = NP , les résultats suivants excluent l’existence d’un tel
algorithme.
Problème : CONSdST2W
Entrée : S ⊆ TΣ ×∆∗ (un ensemble fini)
Question : Existe t’il un dST2W M tel que S ⊆ JM K ?
Théorème 17. Le problème de consistance pour les dST2Ws est NP-complet.
Ce théorème se prouve en deux temps. Premièrement, nous montrons que le
problème de consistance est NP, puis qu’il est NP-dur.
Lemme 36. CONSdST2W est dans NP.
Preuve. Pour prouver l’appartenance de CONSdST2W à NP, nous introduisons
la notion d’arbres d’alignement. Un arbre d’alignement est un arbre d’arité
bornée Γ = ⋃Ni=0 Γ(i), pour lequel Γ(i) = Σ(i)×(∆∗)i+1, N étant l’arité maximale
d’un symbole de Σ. Un arbre d’alignement α représente l’exemple correspon-
dant Ex(α) = (In(α),Out(α)) avec In et Out défini par :
In(⟨f, u0, . . . , u1⟩(α1, . . . , αk)) = f(In(α1), . . . , In(αk))
Out(⟨f, u0, . . . , u1⟩(α1, . . . , αk)) = u0 ⋅Out(α1) ⋅ u1 ⋅Out(α2) ⋅ u2 ⋅ . . . ⋅ uk−1 ⋅Out(αk) ⋅ uk
On peut remarquer qu’il peut exister un nombre important d’arbres d’aligne-
ment qui représente une même paire (t,w). La taille de ces arbres d’alignement
est proportionnel à la somme des taille de t et w.
Intuitivement, un arbre d’alignement peut être vu comme la la représen-
tation d’une exécution d’un dST2W sur l’entrée. Comme nous avions pu
le constater auparavant, un dST2W peut être vu comme un dta↓ sur Γ.
Une condition suffisante pour traduire avec succès un dta↓ arbitraire A =(Γ,Q, q0, δ) sur Γ en un dST2W repose sur la condition suivante : (⋆) Pour
tout f ∈ Σ(k) et tout q ∈ Q, δ est défini sur (q, ⟨f, u0, . . . , uk⟩) pour au plus un
tuple (u0, . . . , uk). Cette condition permet le passage presque direct entre les
deux formalismes.
Il est trivial de montrer qu’un échantillon S est cohérent si et seulement
s’il existe un dta↓ A respectant (⋆) tel que pour chaque paire (t,w) ∈ S de
l’automate A reconaissent au moins un arbre d’alignement de (t,w). De plus,
il est connu que pour un ensemble d’arbres T il existe un dta↓ B capturant T
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i.e., T ⊆ JBK, si et seulement si il existe un dta↓ B′ capturant T dont la taille
est polynomiale dans la somme des tailles des arbres de T .
Nous construisons donc une machine de Turing non déterministe pour
tester CONSdST2W marchant de la manière suivante :
1. elle devine un arbre d’alignement pour tout exemple de S,
2. elle devine un dta↓ sur Γ,
3. elle vérifie que ce dta↓ accepte tous les alignements construits dans
l’étape 1.
Lemme 37. CONSdST2W s est NP-dure.
Preuve. Pour montrer la NP-dureté du problème, nous réduisons une variante
de SATONE-IN-THREE de satisfiabilité connue pour être NP-complet (Papadimi-
triou, 1994, Exercice 9.5.3.). Nous rappelons que, d’après la preuve du théo-
rème 14, les formules 3CNF ϕ appartiennent à SATONE-IN-THREE s’il existe des
valeurs satisfaisant exactement un litéral de chaque clause de ϕ.
Fixons maintenant une formule 3CNF ϕ sur les variables Booléennes x1, . . . , xn,
de sorte à ce que chaque close cj = Lj,1 ∨Lj,2 ∨Lj,3est une disjonction d’exac-
tement trois literaux (j ∈ {1, . . . , k}). L’échantillon construit correspond aux
exemples d’un transformation prenant en entrée des clause de ϕ et retournant
un unique caractère t.
Pour que la représentation des clauses reste claire, il vaut mieux utiliser
des notations similaires à celles utilisées précédemment : on utilise un symbole
n-aire c pour représenter une clause, les symboles binaires x1, . . . , xn pour les
variables, et deux constantes ● et ○. De plus, xi(●, ○) correspond au littéral
positif xi, et xi(○, ●) au littéral négatif ¬xi, alors que xi(○, ○) signifie que
la variable xi n’est pas utilisée. Enfin xi(●, ●) correspond au fait que ni le
littéral positif, ni le négatif ne sont utilisés. Par exemple, à partir de la formule
ϕ0 = (x1 ∨ ¬x2 ∨ x3) ∧ (x2 ∨ x4 ∨ ¬x3), nous construisons l’échantillon Sϕ0
contenant les exemples suivants :
(c(x1(●, ○), x2(○, ●), x3(●, ○), x4(○, ○)), t),
(c(x1(○, ○), x2(●, ○), x3(○, ●), x4(●, ○)), t),
(c(x1(●, ●), x2(○, ○), x3(○, ○), x4(○, ○)), t),
(c(x1(○, ○), x2(●, ●), x3(○, ○), x4(○, ○)), t),
(c(x1(○, ○), x2(○, ○), x3(●, ●), x4(○, ○)), t),
(c(x1(○, ○), x2(○, ○), x3(○, ○), x4(●, ●)), t),
(c(x1(○, ○), x2(○, ○), x3(○, ○), x4(○, ○)), ε).
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En résumé, les deux premiers exemples encodent les deux clauses de ϕ0.
Les quatre exemples suivants encodent les clause triviales xi ∨ ¬xi, assurant
que chaque variable encode une évaluation propre. Le dernier exemple encode
la clause vide, où aucune variable n’est utilisée, assurant que la sortie t ne
peut être générée que si les variables sont utilisés.
Formellement, nous avons pour alphabet d’entrée Σ = {c(3), x(2)1 , . . . , x(2)n , ●(0), ○(0)}
et pour alphabet de sortie ∆ = {t}. L’échantillon Sϕ contient les exemples sui-
vants :
(1) (c(x1(○, ○), . . . , xn(○, ○)), ε)
(2) (c(x1(○, ○), . . . xi−1(○, ○), xi(●, ●), xi+1(○, ○), . . . , xn(○, ○)), t) for i ∈ {1, . . . , n},
(3) (c(x1(ℓ+j,1, ℓ−j,1), . . . , xn(ℓ+j,n, ℓ−j,n)), t) pour j ∈ {1, . . . ,m},
ℓ+j,i est égal à ● si la clause cj utilise xi , ○ sinon, et de la même manière,
ℓ−j,i est égal à ● si la clause cj utilise ¬xi ,○ sinon (avec i ∈ {1, . . . , n}).
L’assertion principale est
Sϕ ∈ CONSdST2W ⇔ ϕ ∈ SATONE-IN-THREE.
(⇐), Prenons la fonction d’évaluation V ∶ {x1, . . . , xn} → {true, false} fixant
les variables telles que ϕ ∈ SATONE-IN-THREE. On défini un dST2WMV = (Σ,∆,Q , init , rul)
ayant pour états Q = {qi, q⟨i,+⟩, q⟨i,−⟩ ∣ i ∈ {1, . . . , n}} ∪ {q0}, pour règle initiale
init = q0 et les règles suivantes ( pour i ∈ {1, . . . , n}) :
q0
cÐ→ q1 ⋅ ⋅ ⋅ ⋅ ⋅ qn, qi xiÐ→ q⟨i,+⟩ ⋅ q⟨i,−⟩,
q⟨i,+⟩
○Ð→ ε, q⟨i,−⟩ ○Ð→ ε,
q⟨i,+⟩
●Ð→ ⎧⎪⎪⎨⎪⎪⎩
t if V (xi) = true,
ε if V (xi) = false, δ(q⟨i,−⟩, ●) =
⎧⎪⎪⎨⎪⎪⎩
ε if V (xi) = true,
t if V (xi) = false.
Il est simple de vérifier que MV est cohérent avec Sϕ : Le respect des exemples
(1) et (2) nous vient directement de la définition de MV et la cohérence avec
les exemples (3) nous vient du fait que V associe à chaque variable une valeur
telle que ϕ ∈ SATONE-IN-THREE.(⇒), Prenons un dST2W M cohérent avec Sϕ et définissons l’ensemble
d’arbres suivants ( pour i ∈ {1, . . . , n}) :
t+i = c(x1(○, ○), . . . , xi−1(○, ○), xi(●, ○), xi+1(○, ○), . . . , xn(○, ○)),
t−i = c(x1(○, ○), . . . , xi−1(○, ○), xi(○, ●), xi+1(○, ○), . . . , xn(○, ○)).
L’arbre t+i correspond à la clause xi seulement et t
−
i correspond à la clause
¬xi seulement. Le domaine de M étant clos par chemin et puisqu’il contient
les arbres de Sϕ, M accepte donc les arbres t+i et t
−
i . Les exemples (1) et
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(2) assurent que, pour chaque i ∈ {1, . . . , n}, nous avons soit JMK(t+i ) = t et
JMK(t−i ) = ε, soit JMK(t+i ) = ε et JMK(t−i ) = t. Par conséquent, la fonction
suivante est une évaluation bien définie des variables :
VM(xi) =
⎧⎪⎪⎨⎪⎪⎩
true si JMK(t+i ) = t,
false false JMK(t−i ) = t.
VM temoigne du fait que ϕ ∈ SATONE-IN-THREE, en se reposant sur les exemples
(3).
6.3 Modèle d’apprentissage
L’impossibilité de tester la cohérence des dST2Ws nous oblige à res-
treindre notre algorithme à une forme où il peut décider, en temps poly-
nomial dans la taille de l’échantillon, de ne pas sortir de résultat. Dans ce cas,
l’algorithme produira le symbole spécial Null représentant l’absence de résul-
tat. Pour éviter de tomber dans des algorithmes triviaux produisant Null à la
moindre difficulté, il est indispensable d’assurer l’apprentissage d’un edST2W,
pour toute transformation τ de la classe des ST Ws à partir d’un échan-
tillon contenant assez d’information, appelé échantillon caractéristique. L’al-
gorithme devant être polynomial en temps et taille dans la taille de l’échan-
tillon, nous devons imposer l’existence d’un échantillon caractéristique dont
le nombre d’éléments est bornée polynomialement par le nombre de classes
d’équivalences de τ .
Un autre obstacle vient d’un problème inhérent aux dta↓s, squelette des
dST2Ws, qui ne peuvent pas être appris à partir d’exemples uniquement po-
sitifs. Il existe plusieurs moyens d’éviter ce problème (comme nous avons pu
le voir dans les chapitres précédents) tels que l’ajout d’exemples négatifs sous
forme d’arbres ou de chemins ne devant pas apparaitre dans le domaine du
transducteur appris. Nous préférons avoir le domaine directement sous forme
d’un dta↓ D. L’apprentissage de ce domaine peut être le résultat d’un pré-
apprentissage utilisant les méthodes existantes, ce qui intégré directement ici
ne ferait que compliquer inutilement la définition d’un échantillon caractéris-
tique et l’élaboration d’un algorithme d’apprentissage.
Une classe de transformation respectant chacune des propriétés précé-
dentes est dite apprenable avec restriction. La suite de ce chapitre cherche
à montrer le théorème suivant :
Théorème 18. Toute transformation de la classe des ST W, représentée par
un edST2W, est apprenable polynomialement en temps et taille.
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6.4 Algorithme d’apprentissage
Pour prouver le théorème 18 , nous proposons un algorithme d’apprentis-
sage, proche de la construction d’un transducteur canonique. Cet algorithme
ne prend pas une transformation en entrée mais un échantillon fini la repré-
sentant.
L’algorithme principal prend en entrée un échantillon S cohérent avec la
transformation cible τ , et le domaine dom(τ) sous la forme d’un dta↓ D.
L’algorithme 3 est divisé en deux parties principales. La première partie,
de la ligne 1 à 13, cherche à identifier les classes d’équivalence sur les chemins
de la transformation, et ainsi identifier les différents états du transducteur
canonique. Pour cela, il créé une fonction tat associant à chaque chemin le
chemin minimal appartenant à sa classe d’équivalence, partageant un même
résiduel. Cette étape repose principalement sur le test ≃S,D, émulant l’équiva-
lence de Myhill-Nérode ≡τ sur un ensemble fini d’exemples de τ . Nous pouvons
remarquer que si ≃S,D se comporte comme ≡τ et que chaque plus petit chemin
représentant un résiduel de τ est également présent dans chemins(dom(S)),
alors cette procédure produit exactement l’ensemble des états Q de can(τ).
Nous reviendrons sur l’implémentation de ≃S,D dans la suite de ce chapitre.
La seconde partie, à partir de la ligne 14, construit les autres éléments du
transducteur canonique, à savoir, son axiome initial (ligne 14), et ses règles
(lignes 15 à 19). Cette construction se base sur les fonctions décomp et résiduel,
reposant toutes deux sur le calcul d’une décomposition inspirée de la définition
de décomposition pour les ST Ws, fonctions sur lesquelles on reviendras par
la suite.
Finalement, l’algorithme renverra le transducteur ainsi créé, se gardant le
droit de renvoyer Null si le transducteur n’est pas cohérent avec l’échantillon
ou le domaine donné en entrée.
Si, comme nous le montrerons par la suite, les procédures ≃S,D, décomp, et
résiduel existent et se calculent en temps polynomial dans la taille de S, alors
le lemme suivant est trivial.
Lemme 38. Pour tout échantillon S et dta↓ D, learnerD(S) produit un
edST2W M en temps et taille polynomiale dans la taille de S, ou s’abstient
de répondre (Null).
6.5 Décompositions, résiduels et équivalence
L’algorithme d’apprentissage repose, comme le calcul de résiduels d’une
transformation, sur la possibilité de décomposer l’échantillon. La fonction sui-
vante prend en entrée un échantillon S, supposé être représentatif d’une trans-
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Algorithme 2: Apprentissage d’un edST2W.
learnerD(S)
début
1 P ∶= chemins(dom(S))
2 Q ∶= ∅
3 état ∶= new hashtable⟨chemins , chemins⟩()
4 tant que P ≠ ∅ faire
5 p ∶=minchemins(P )
6 P ′ ∶= {p′ ∈ Q ∣ p ≃S,D p′}
7 si P ′ ≠ ∅ alors
(*p can be merged*)
8 P ∶= P ∖ {p′ ∈ P ∣ p is prefix of p′}
9 état[p] ∶=minchemins(P ′)
10 sinon
11 P ∶= P ∖ {p}
12 Q ∶= Q ∪ {p}
13 état[p] ∶= p
14 init ∶= Gauche(S) ⋅ état[ε] ⋅Droite(S)
15 pour p ∈ Q faire
16 pour f ∈ Σ tel que ∃i, p ⋅ (f, i) ∈ chemins(dom(S)) faire
17 pour i ∈ 1, . . . , k faire
pi = état[p ⋅ (f, i)]
18 (u0,_, u1, . . . , uk) ∶= décomp(résiduel(S, p), f)
19 p
fÐ→ u0 ⋅ p1 ⋅ u1 ⋅ . . . ⋅ pk ⋅ uk ∈ rul
20 M ∶= (Σ,∆,Q, init , rul)
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formation τ , et un symbole f (k) ; f étant la racine d’au moins un des arbres
de S. À partir de cela, la fonction produira une séquence (u0, S1, u1 . . . , Sk, uk)
qui idéalement sera la décomposition de S au regard de τ .
Fonction 3: Etape de décomposition.
décomp(S, f (k)) :
début
1 Sf ∶= {(t,w) ∈ S ∣ t a pour racine f}
2 s = f(s1, . . . , sk) ∶=minArbre(dom(Sf))
3 pour i ∶= 1, . . . , k faire
4 Di ∶= {ti ∣ f(s1, . . . , si−1, ti, si+1, . . . , sk) ∈ dom(Sf)}
5 u0 ∶= lcp(im(Sf))
6 ws ∶= S(s)
7 prefixe0 = u0
8 pour i ∶= 1, . . . , k faire
9 prefixe i ∶= lcp{w ∣ ∃ti+1, . . . , tk. (f(s1, . . . , si, ti+1, . . . , tk), w) ∈ Sf}
10 suffixe i ∶= prefixe−1i ⋅ws
11 S′i ∶= ∅
12 pour t ∈Di faire
13 w ∶= prefixe−1i−1 ⋅ S(f(s1, . . . , si−1, t, si+1, . . . , sk)) ⋅ suffixe−1i
14 S′i ∶= S
′
i ∪ {(t,w)}
15 ui ∶= lcs(im(S′i))
16 Si ∶= {(t,w ⋅ u−1i ) ∣ (t,w) ∈ S′i}
17 retourner (u0, S1, u1 . . . , Sk, uk)
Le but de cette fonction est de construire une décomposition valide, ce qui
repose avant tout sur une cohérence avec l’échantillon S. Plus formellement,
on souhaite que u0 ⋅S1(t1) ⋅ . . . ⋅Sk(tk) ⋅uk = S(f(t1, . . . , tk)) pour chaque arbre
de Sf , tout particulièrement pour le plus petit arbre de s = f(s1, . . . , sk) de
Sf . Nous pouvons remarquer que cette décomposition n’est possible que s’il
existe au moins un arbre dans l’ensemble Sf .
Le calcul des ui, puis des sous échantillons, se fait itérativement de gauche
à droite en se basant sur la production ws = S(s) associée au plus petit
arbre. Le mot u0 correspond à Gauche(Sf). Ensuite, pour chaque i, prefixe i
est construit (ligne 9) de sorte qu’il soit égal à u0 ⋅ S1(s1) ⋅ . . . ⋅ Si(si) ⋅ ui, ce
qui s’obtient en calculant le préfixe commun de la sortie associée à chaque
arbre f(s1, . . . , si, ti+1, . . . , tk). Si prefixe i contient bien la cible, il est facile de
calculer suffixe i = Si+1 ⋅ ui+1 ⋅ . . . ⋅ Sk ⋅ uk = prefixe
−1
i ⋅ws (ligne 10).
Grâce à ces chaines, nous pouvons, pour chaque arbre t, égal à f(s1, . . . , si−1, ti, si+1, . . . , sk)
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de Sf , calculer la portion de chaîne correspondant à S′i(ti) = Si(ti) ⋅ u1 =
prefixe−1i−1 ⋅ S(t) ⋅ suffixe−1i (ligne 11 à 14). En supposant que l’échantillon soit
assez riche, notion que nous développerons dans la partie traitant de l’échan-
tillon caractéristique, ui s’obtient en calculant le suffixe commun à toute sortie
de S′i, i.e. ui = lcs(im(S′i)), nous permettant de calculer Si(ti) (ligne 15 et 16).
Il faut souligner, une fois de plus, que chaque étape repose sur le fait
que l’échantillon soit assez riche pour que les différents préfixes et suffixes
puissent être calculés correctement (en nous basant sur les propriétés propres
aux ST Ws). Si ce n’est pas le cas, la fonction arriverait tout de même à
produire un résultat, possiblement non cohérent avec Sf , en temps polynomial,
erreur qui serait détectée dans le test final de l’algorithme principal.
Une fois la fonction décomp obtenue, le résiduel p−1S se définit récursive-
ment, de la manière que p−1τ est calculé pour une transformation ST W τ .
Après avoir réduit l’échantillon, il suffit de suivre le chemin p en appliquant
la fonction décomp.
Fonction 4: Construction de résiduels.
résiduel(S, p) :
début
1 S′ ∶= {(t,w′) ∣ (t,w) ∈ S, w′ = Gauche(S)−1 ⋅w ⋅Droite(S)−1}
2 tant que p ≠ ε faire
3 Soit p = (f (k), i) ⋅ p′
4 (u0, S1, u1, . . . , Sk, uk) ∶= décomp(S′, f)
5 S′ ∶= Si
6 p ∶= p′
7 retourner S
La fonction décomp s’exécutant en temps polynomial dans la taille de S,
il en va de même pour le calcul du résiduel.
Maintenant que nous avons pu identifier les résiduels d’un échantillon, il
est possible d’émuler la relation d’équivalence ≡τ d’une transformation ST W .
Nous rappelons que deux chemins p1 et p2 sont équivalents dans τ , p1 ≡τ p2,
si et seulement si p−11 τ = p
−1
2 τ , cette égalité reposant tant sur le domaine
que sur la transformation définie. Pour ce qui est de l’apprentissage, S1 =
résiduel(S, p1) et S2 = résiduel(S, p2) sont représentés par des échantillons finis,
et le fait qu’ils ne partagent pas un même domaine n’implique pas qu’ils ne
soient pas équivalents. Le prédicat ≃S,D repose donc à la fois sur l’échantillon,
vérifiant qu’il n’y ai pas deux transformations possibles pour un même arbre,
et sur le domaine donné par un dta↓ D. Plus formellement,
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Définition 47. Pour tout échantillon S, dta↓ D, et pour tous chemins p1, p2 ∈
chemins(dom(S)), p1 ≃S,D p2 si :
– p−11 D = p
−1
2 D,
– ∀t ∈ dom(S1) ∩ dom(S2), S1(t) = S2(t).
Une fois de plus toutes les opérations nécessaires à ce prédicat se calculent
en temps polynomial dans la taille de D et S.
L’ensemble de l’apprentissage repose sur le choix de l’échantillon. Dans la
section suivante nous allons voir quelles propriétés sur les échantillon peuvent
assurer l’apprentissage d’un transducteur, et d’une transformation, cible.
6.6 Echantillon caractéristique
Avant de décrire la construction la notion d’échantillon caractéristique
d’une transformation pour la classe des ST W remarquons quelques propriétés
des ordres pour les chemins, arbre, et contextes nécessaires par la suite :
1. <chemins est compatible avec la relation de préfixe i.e., p <chemins p ⋅ p′
pour tout chemin p et tout chemin non vide p′.
2. <T est compatible avec la taille i.e., t1 <T t2 si ∣t1∣ < ∣t2∣.
3. <T est compatible avec la structure de l’arbre i.e., C[t1] <T C[t2] pour
t1 <T t2.
Pour le reste de cette section, il est également nécessaire d’introduire
quelques notations. Par τ , nous représentons une transformation ST W . Sans
instancier réellement le transducteur edST2W canonique can(τ) de τ , il est
utilisé implicitement pour définir la notion de relation d’équivalence de Myhill-
Nerode ≡τ sur les chemins de τ . La classe d’équivalence d’un chemin p ∈
chemins(dom(τ)) suivant ≡τ est notée [p]τ . Nous identifions par Aτ le dta↓
canonique représentant le domaine dom(τ). Il est également nécessaire d’iden-
tifier, pour chaque chemin p ∈ chemins(dom(τ)), le contexte minimal du do-
maine de τ ayant un trou en p, que l’on note cp. Plus précisément pour chaque
chemin p ∈ chemins(dom(τ)) :
cp =minCtx({c ∈ CΣ ∣ c a son x en p et ∃t ∈ TΣ tel que c[t] ∈ dom(τ) ).
L’algorithme traitant les chemins dans un ordre compatible avec <chemins ,
ce représentant est le plus petit chemin menant à ce résiduel. Formellement,
pour tout résiduel p−1τ , le représentant est :
minchemins({p′ ∈ chemins(dom(τ)) ∣ p′ ≡τ p}).
Le prédicat ≃S,D permet de vérifier si ce chemin appartient à une classe
d’équivalence déjà représentée, dans quel cas il est associé au chemin et à la
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classe correspondante. Si ce chemin n’appartient pas à une classe pré-existante,
il est représentatif d’un nouveau résiduel. L’échantillon doit être cohérent,
dans tous les cas, avec la transformation cible. Le rôle de l’échantillon ca-
ractéristique va être principalement d’assurer que les inégalités de la relation
d’équivalence ≡τ se retrouvent dans ≃S,D. Il est nécessaire que tout chemin re-
présentant un nouveau résiduel ne puisse être rattaché pendant l’apprentissage
à un résiduel pré-existant.
L’algorithme de test se base sur les raisonnements suivants : deux chemins
p et p0 ne sont pas équivalents si et seulement si les résiduels p−1τ et p−10 τ
ont un domaine différent, ou s’ils autorisent deux sorties différentes pour un
même arbre (du domaine commun), i.e. p−1τ(t) ≠ p−10 τ . La première condition
peut être facilement contrôlée à l’aide de l’automate représentant le domaine ;
la deuxième suppose qu’il existe un contre exemple dans l’échantillon.
Avant d’entrer plus dans les détails, identifions quels ensembles de chemins
nécessitent de tels contre-exemples. Dans un premiers temps nous définissons
l’ensemble des plus courts chemins atteignant chaque résiduel de τ :
resChemins(τ) = {minchemins([p]τ) ∣ p ∈ chemins(dom(τ))}.
Les chemins de l’ensemble resChemins(τ) peuvent être également vus comme
les chemins minimaux représentant les différents états de can(τ).
Nous définissons également les chemins étendus de τ , ajoutant aux chemins
de resChemins(τ) leurs extensions d’un pas
extChemins(τ) = resChemins(τ)∪{p⋅(f, i) ∈ chemins(dom(τ)) ∣ p ∈ resChemins(τ)}.
Intuitivement, cet ensemble représente chaque état de can(τ) ainsi que les
transitions qui en sortent.
Pour assurer que l’échantillon caractéristique permette à l’algorithme de
marcher efficacement, il faut, pour chaque paire de chemins p, p0 ∈ extChemins(τ)
ne partageant une même classe d’équivalence, des contre-exemples appropriés.
Nous pouvons remarquer que l’algorithme ne considérera pas d’autres chemins
que ceux de extChemins(τ) car toute continuation de p0, chemin considéré,
est rejeté dès lors que p0 est fusionné à p. En effet, aucune des continuations
p0 ⋅w possibles ne pourra représenter un résiduel puisque le chemin p ⋅w, plus
petit, mène déjà à ce résiduel.
Pour finir, l’algorithme mime la décomposition d’une transformation pour
identifier les règles de transitions pour un résiduel donné. L’échantillon carac-
téristique nécessite donc un ensemble d’exemples assez riche pour identifier
toutes les transitions entre les différents résiduels, i.e. les transitions entre les
états de can(τ).
Nous pouvons maintenant identifier l’ensemble d’exemples nécessaire pour
décrire chaque résiduel de τ . Même si la sortie joue un rôle prédominant dans
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la conception de cet échantillon, nous cherchons ici à identifier uniquement
l’ensemble d’arbres d’entrée ; la sortie pouvant être retrouvée, la transforma-
tion τ étant connue.
Définition 48. Prenons une transformation τ de ST W, un chemin de p ∈
extChemins(τ), et un ensemble d’arbres T ⊆ TΣ. L’ensemble T est dit signi-
ficatif pour τ au regard de p si et seulement si les conditions suivantes sont
respectés :
(REP) Pour tout p0 ∈ resChemins(τ) tel que l’ensemble
Tp,p0 = {t ∈ dom(p−1τ) ∩ dom(p−10 τ) ∣ p−1τ(t) ≠ p−10 τ(t)}
est non vide, l’arbre minArbre(Tp,p0) appartient à T .
L’ensemble T est dit représentatif structurellement pour τ au regard de p si
et seulement si les conditions suivantes sont respectées :
(RS0) L’arbre minArbre(dom(p−1τ)) appartient à T ;
(RS1) lcp(p−1τ(T )) = ε et lcs(p−1τ(T )) = ε ;
(RS2) lcp(im(p−1τ) ∖ {ε}) = lcp(p−1τ(T ) ∖ {ε}).
Pour un chemin p, la condition (REP) permet d’identifier l’ensemble
d’arbres assurant que le test d’équivalence entre chemins de extChemins(τ)
correspond à ≡τ . Les conditions (RS0), (RS1) et (RS2) assurent que l’en-
semble T contient les éléments nécessaires à une bonne décomposition des
transformations résiduelles pour tout chemin p ∈ resChemins(τ), ce que nous
prouverons par la suite. Il reste à s’assurer de la présence des arbres de T dans
l’échantillon, en les intégrant dans les contextes adaptés.
Définition 49. Soit τ une transformation ST W, un chemin p ∈ extChemins(τ),
et un échantillon S ⊆ TΣ×∆∗. S est dit caractéristique pour τ et un chemin p
si S ⊆ p−1τ , et pour tout chemin p0, tel que p ⋅ p0 ∈ extChemins(τ), l’ensemble
d’arbres c−1p0 dom(S) est discriminant et structurellement représentatif pour τ
et le chemin p ⋅ p0.
Un échantillon S est caractéristique pour une transformation τ de la classe
ST W ssi S est caractéristique pour τ et le chemin ε.
L’algorithme d’apprentissage doit avoir une certaine robustesse dans son
apprentissage en n’acceptant plus que l’échantillon caractéristique. Tout échan-
tillon contenant l’échantillon caractéristique d’une transformation τ , cohérent
avec τ , reste caractéristique pour τ . Cette propriété est formalisée par la pro-
position suivante.
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Proposition 28. Soit S un échantillon caractéristique pour τ ∈ ST W. Tout
échantillon S′ étendant S en restant cohérant avec τ , i.e. S ⊆ S′ ⊆ τ , est
caractéristique pour τ .
Le lemme suivant assure que l’existence d’un échantillon caractéristique
dont la cardinalité ne devient pas trop importante, et reste apprenable.
Lemme 39. Pour tout edST2W M , il existe un échantillon caracM caracté-
ristique pour JM K de cardinalité polynomiale dans la taille de M .
La preuve de ce lemme repose sur la construction du plus petit échan-
tillon caractéristique et de comparer sa cardinalité au nombre de résiduels
distincts de JM K. La propriété (REP) nécessite, au plus, un nombre qua-
dratique d’arbres. (RS0) nécessite exactement un arbre par résiduel. (RS1)
quant à elle en nécessite quatre, assurer la valeur d’un lcp ou d’un lcs nécessi-
tant deux exemples. Et la condition (RS2) en nécessite deux. Par conséquent,
il existe un échantillon caracM caractéristique pour JM K de cardinalité poly-
nomiale dans la taille de can(JMK) (lemme 27), et donc dans la taille de M ;
M étant de taille obligatoirement supérieure ou égale à can(τ) (Corollaire5).
Il reste à montrer que l’échantillon caractéristique d’une ST W τ assure un
bon déroulement de l’algorithme d’apprentissage menant à la production de
can(τ). Pour cela, il faut assurer le lien entre les conditions (RS1) et (RS2),
ne vérifiant que des propriétés locales sur les préfixes et suffixes communs, et
les divers décompositions utilisées pour le calcul de résiduels. Nous procéde-
rons par lemmes successifs prouvant certaines propriétés sur les échantillons
manipulés pendant l’évaluation de l’algorithme.
Lemme 40. Si S est un échantillon caractéristique d’une ST W τ (ayant un
indice de Myhill-Nerode fini) alors S′ = Gauche(S)−1 ⋅ S ⋅Droite(S)−1 est un
échantillon caractéristique pour Noyau(τ) .
Ce lemme repose sur la condition (RS2) appliquée à ε puisque, comme on
peut le remarquer facilement, ε−1τ = Noyau(τ). Cela implique naturellement
que Gauche(S) = Gauche(τ) et Droite(S) = Droite(τ).
Intéressons nous maintenant à la procédure de décomposition. L’étape cru-
ciale de cette procédure repose sur le lemme suivant, montrant principalement
que chaque lcp, requis par décomp, est calculé correctement pour un échan-
tillon caractéristique :
Lemme 41. Prenons S un échantillon caractéristique de τ , une transforma-
tion ST W, et du chemin p ∈ resChemins(τ), et (u0, τ1, . . . , τk, uk) la décom-
position de p−1τ pour f ∈ Σ(k). Pour tout i ∈ {1, . . . , k} nous obtenons donc
que
lcp({τi(ti) ⋅ui ⋅. . . ⋅τk(tk) ⋅uk ∣ ti ∈ (f, i)−1dom(S), . . . , tk ∈ (f, k)−1dom(S)}) = ε.
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Preuve. Remarquons tout d’abord que, S étant caractéristique pour τ et p ap-
partenant à resChemins(τ), (f, i)−1dom(S) est discriminant pour τ et p⋅(f, i),
pour tout 1 ≤ i ≤ k. En particulier, s =minArbre(dom(S)) =minArbre(p−1dom(τ))
et de la même manière si =minArbre((f, i)−1dom(S)) =minArbre(p.(f, i)−1dom(τ))
pour 1 ≤ i ≤ k.
Nous pouvons maintenant prouver ce lemme par induction sur i, en allant
de k à 1. Pour la suite de la preuve, le mot wi représente wi = lcp({τi(ti)⋅ui ⋅. . .⋅
τk(tk) ⋅ uk ∣ tj ∈ (f, j)−1dom(S)}). Nous allons montrer que qi+1 = ε implique
que wi = ε. Pour cela, nous allons nous concentrer sur deux cas dépendant de
la valeur de lcp(im(τi) ∖ {ε}).
Pour le premier cas, supposons que lcp(im(τi) ∖ {ε}) = ε. En nous basant
sur (RS2), on obtient que lcp(im(τi) ∖ {ε}) = lcp(im((f, i)−1(S)) ∖ {ε}) = ε.
Par conséquent, il existe deux mots non vides w1, w2 ∈ im((f, i)−1(S)) tels
que lcp(w1, w2) = ε, et les deux arbres t1 et t2 respectifs dans (f, i)−1dom(S)
tels que τi(t1) = w1 ≠ ε et τi(t2) = w2 ≠ ε. Cela implique que wi = lcp(w1 ⋅ ui ⋅
wi+1, w2 ⋅ ui ⋅wi+1, . . .) = ε.
Pour ce qui est du second cas, on suppose que lcp(im(τi) ∖ {ε}) = w ≠ ε.
En utilisant une fois de plus (RS2), on obtient que lcp(im(τi) ∖ {ε}) =
lcp(im((f, i)−1(S)) ∖ {ε}) = w. D’autre part, grâce à (RS1), on sait que
lcp(im(τi)) = lcp(im((f, i)−1(S))) = ε. Par conséquent, ε ∈ im(τi) et ε ∈
im((f, i)−1(S)). La propriété (C2) des décompositions nous dit que lcp(im(τj)⋅
uj ⋅ . . . ⋅ im(τk) ⋅uk) = ε pour tout 1 ≤ j ≤ k, tout particulièrement pour i et i+1.
Cela implique que lcp(im(τi)⋅ui ⋅. . .⋅im(τk)⋅uk) est un préfixe de lcp(w,ui) = ε.
Donc, wi = lcp(w,ui) = ε.
Lemme 42. Soit S un échantillon caractéristique de la transformation τ ∈
ST W pour un chemin p ∈ resChemins(τ) et (u0, τ1, . . . , τk, uk) la décompo-
sition de p−1τ pour f ∈ Σ(k), alors décomp(S, f) = (u0, S1, u1, . . . , Sk, uk), où
chaque ensemble Si est un échantillon caractéristique pour τ et p ⋅ (f, i), pour
tout i ∈ {1, . . . , k}.
Preuve. Prenons M , un edST2W représentant τ , ayant q0 pour état initial.
Considérons la règle q0
fÐ→ u′′0 ⋅q1 ⋅ . . . ⋅qk ⋅u′′k. La proposition 20 nous permet d’en
déduire que u
′′
i = ui et JMKqi = τi. Maintenant, notons (u′0, S1, u′1, . . . , Sk, u′k)
le résultat de décomp(S, f). Dans un premier temps nous montrons récursi-
vement que u′i = u
′′
i = ui pour i variant de 1 à k.
Nous pouvons remarquer que p ∈ resChemins(τ) implique que p ⋅ (f, i) ∈
extChemins(τ) pour tout 1 ≤ i ≤ k. Soit pi = p⋅(f, i), rappelons que l’on note cpi
le plus petit contexte de dom(τ) ayant un trou en pi. Par définition, S est ca-
ractéristique pour τ et p ce qui implique que c−1pi dom(S) est discriminant pour
τ et pi. Particulièrement, cet ensemble respecte la propriété (RS0) nous disant
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que chaque arbre si identifié par la fonction décomp est le plus petit arbre de((p ⋅ (f, i))−1dom(τ)). Par conséquent, p−1cpi = f(s1, . . . , si−1,, si+1, . . . , sk).
Nous pouvons maintenant débuter la récursion. Par construction, u0 =
lcp({w ∣ (f(t1, . . . , tk), w) ∈ S}). Puisque S ∈ p−1τ , u′0 = lcp({p−1τ(f(t1, . . . , tk)) ∣
f(t1, . . . , tk) ∈ dom(S)}), et u0 est un préfixe de u′0, ce qui en utilisant le
lemme 41, nous donne que u′0 = u0.
En se basant sur une même approche et sur le lemme 41, nous pouvons
remarquer que chaque prefixe i calculé par décomp est égal à u0⋅τ1(s1)⋅. . .⋅τi(si)⋅
ui, ce qui a pour conséquence directe que suffixe i = τi+1(si+1) ⋅ . . . ⋅ τk(sk) ⋅ uk.
Ainsi, pour tout t ∈Di , si (t,w) ∈ S′i alors w = τi(t) ⋅ui. Puisque p−1cp⋅(f,i) =
f(s1, . . . , si−1,, si+1, . . . , sk), S est caractéristique pour τ pour le chemin p, et
p ⋅ (f, i) ∈ extChemins(τ), ce qui implique que Di est représentatif structurel-
lement pour τ et p ⋅ (f, i). En particulier, la condition (RS1) nous apporte
que lcs({τi(t) ∣ t ∈Di}) = ε. Par conséquent, lcs({w ∣ (t,w) ∈ S′i}) = ui.
Nous pouvons également en déduire que (t,w) ∈ Si implique que w =
τi(t) et donc que Si est cohérent avec (p ⋅ (f, i))−1τ . Les autres propriétés
suivent naturellement. S étant caractéristique pour τ et p, pour tout p′ ∈
extChemins tel que p est un préfixe de p′, c−1p′ dom(S) est discriminant et
représentatif structurellement, en particulier pour tout p′ préfixé par p ⋅ (f, i).
Par conséquent, Si est un échantillon caractéristique pour τ et p ⋅ (f, i).
Le lemme suivant est donc naturellement une conséquence directe du
lemme 42.
Lemme 43. Pour S un échantillon caractéristique de τ ∈ ST W, pour tout p ∈
extChemins(τ), le résultat de résiduel(S, p) est un échantillon caractéristique
pour τ et p.
Maintenant que le calcul des décompositions et résiduels est vérifié, il reste
à s’assurer que le prédicat ≃S,D équivaut à la relation ≡τ pour les chemins
représentatifs, si S est caractéristique pour τ .
Lemme 44. Considérons une ST W τ , S un échantillon caractéristique de τ ,
et D un dta↓ décrivant le domaine de τ , i.e. dom(τ) = JDK. Alors, pour tous
chemins p1, p2 ∈ extChemins(τ), p1 ≃S,D p2 si et seulement si p1 ≡τ p2.
Preuve. Les chemins p1 et p2 étant dans extChemins(τ), et en prenant S1 =
résiduel(S, p1) et S2 = résiduel(S, p2), le lemme 43 implique que S1 (resp. S2)
est caractéristique pour p1 et τ (resp. p2 et τ). Par définition de la rela-
tion d’équivalence ≡τ , p1 ≡τ p2 si et seulement si p−11 τ et p
−1
2 τ sont égaux, et
particulièrement si ils partagent un même domaine. Le domaine est testable
directement à l’aide de D, et la condition (REP) nous assure que si deux
résiduels ne sont pas équivalent alors S1 et S2 contiennent tous les deux dans
leur domaine le plus petit arbre t tel que p−11 τ(t) ≠ p−12 τ(t).
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Si l’échantillon donnée en entrée de l’algorithme est caractéristique pour
une transformation τ , le lemme suivant montre que le résultat obtenu est bien
can(τ).
Lemme 45. Considérons une ST W τ , S un échantillon caractéristique de τ ,
et D un dta↓ capturant le domaine de τ , alors learnerD(S) renvoie can(τ).
Preuve. La preuve se divise en trois parties, à l’image de l’algorithme. La pre-
mière partie permet de créer l’ensemble des états Q = resChemins(τ). Cette
égalité vient du fait que, pendant tout le processus, les invariants suivants
sont respectés : P ⊆ extChemins(τ), et Q ⊆ resChemins(τ). Ceci est trivial au
début de l’algorithme. Et en se reposant sur le fait que p ≃S,D p′ ⇔ p ≡τ p′
quand p et p′ appartiennent à extChemins(τ) (d’après le lemme 44). L’en-
semble resChemins étant clos par préfixe, tous les éléments de resChemins(τ)
ont étés vus, et ceci dans l’ordre croissant, donc Q = resChemins(τ). Tout
chemin p appartenant à extChemins(τ) tel que p ∉ resChemins(τ) a déjà le
représentant de sa classe d’équivalence présent dans Q ce qui implique que
toutes ces continuations sont ignorées, et que P reste toujours un sous en-
semble de extChemins(τ).
La deuxième étape créé l’axiome initial init du transducteur canonique par
le lemme 40. Enfin, le lemme 42 assure que chaque règle de M correspond à
une règle de can(τ), ce qui mène à la construction de can(τ).
L’algorithme d’apprentissage suivant découle naturellement des lemmes
qui le précédent.
Théorème 19. Les transformations de la classe ST W, représentables par des
edST2Ws, sont apprenables avec restriction en temps et taille polynomiaux
dans la taille de l’échantillon d’apprentissage.
Preuve. L’algorithme est clairement polynomial. Quand l’échantillon S est
caractéristique pour une transformation τ , alors learner(S,dom(τ)) = can(τ)
d’après le lemme 45. De plus, le lemme 39 assure qu’il existe un échantillon
caractéristique de cardinalité polynomiale dans la taille de tout edST2W re-
présentant τ . Enfin, les lignes 29 à 32 de l’algorithme garantissent que l’algo-
rithme retourne un transducteur cohérent avec l’entrée de l’algorithme.
Chapitre 7
Conclusion
Le but de cette thèse était l’apprentissage d’une classe de transduction
permettant de transformer des arbres en mots à l’image de transformations
xslt. L’apprentissage, tel que nous le concevons, repose sur l’existence d’une
forme normale unique pour chaque transducteur, la cible de l’apprentissage,
et une décidabilité efficace de l’équivalence.
Dans un premier temps, en nous concentrant sur les modèles des NW2Ws,
transducteurs de mots imbriqués en mots, nous nous sommes intéressés au
problème d’équivalence. En réduisant ce problème à celui de morphismes sur
des grammaires algébriques, connu décidable en temps polynomial, nous mon-
trons dans un premier temps que l’équivalence de cette classe est décidable
elle aussi en temps polynomial. De plus l’approche utilisée permet d’étendre
ce résultat à trois autres classes de transductions séquentielles, sans copie ni
réordenancement. La réduction se base essentiellement sur la représentation
de l’exécution ne dépendant ni de l’ordre du parcours de l’arbre, ascendant
ou descendant, ni de la manière dont cet arbre est représenté, arbre d’arité
bornée ou mots imbriqués.
L’équivalence étant maintenant prouvée décidable en temps polynomial
pour plusieurs classes de transductions, particulièrement les dST2Ws. Nous
avons pu passer à la seconde étape qu’est la définition d’une forme normale
assurant, pour chaque transduction de cette classe, l’existence d’un unique
transducteur normalisé minimal la représentant. Pour cela nous avons défini
les dST2Ws travailleurs, produisant la sortie le plus tôt possible dans la trans-
duction. Nous avons ensuite proposé un algorithme de normalisation, appli-
cable à tout dST2W, permettant de générer un edST2W équivalent en temps
polynomial dans la taille du transducteur normalisé. Cette normalisation re-
pose principalement sur la combinatoire de mots et a nécessité l’élaboration
d’une méthode efficace de transfert de mots à travers des grammaires. Nous
avons également pu établir que la taille d’un dST2W normalisé atteindra au
plus une taille double exponentielle dans celle du transducteur de base. Cette
explosion vient en partie du fait que tout, ou la majorité, de la production
d’un transducteur peut se retrouver projetée dans une seule règle. Grâce à
l’introduction d’un algorithme de minimisation de tout edST2W en temps
polynomial dans la taille de ce transducteur, nous avons donc assurer l’exis-
tence, pour chaque transduction de la classe des dST2Ws, d’un représentant
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canonique. ce représentant est la cible de notre futur apprentissage.
Nos résultats nous mènent à un modèle d’apprentissage pour les trans-
formation d’arbres en mots. Après avoir identifié la classe de transformation
liée aux dST2Ws en donnant la caractérisation sémantique, les ST Ws, nous
introduisons une relation d’équivalence de Myhill-Nerode pour les résiduels de
cette transformation. Cela permet d’adapter le théorème de Myhil-Nerode aux
dST2Ws, assurant que toute transformation ST W , dont l’index de Myhill-
Nerode est fini, peut être représenté par un dST2W et particulièrement par
un edST2W canonique. Par le fait de notre limitation aux transformations
séquentielles, certains échantillons d ?entrée, même fonctionnels, *peuvent* ne
pas être représentables par un edST2W. Nous avons prouvé que décider de
l’existence d’un dST2W représentant un échantillon est NP − complet. Nous
avons donc défini un algorithme d’apprentissage qui, à partir d’un échantillon
de couples entrée-sortie et d’un automate d’arbre déterministe représentant le
domaine, produit l’unique edST2W minimal représentant la transformation
correspondante, ou abandonne (en temps polynomial dans celui de l’échan-
tillon). Nous avons également défini la notion d’échantillon caractéristique
représentant un edST2W, et assurant que le résultat de notre apprentissage
est bien ce même transducteur pour tout échantillon contenant l’échantillon
caractéristique et consistant avec le domaine.
7.1 Perspectives
Comme nous avons pu le remarquer dans le deuxième chapitre, survolant
les différents modèles de transducteurs existants, l’intérêt de ce domaine est
récent et laisse de nombreuses questions ouvertes. Dans cette thèse nous nous
sommes focalisés principalement sur les problèmes de production de sorties
sous formes textuelles à partir de données arborées, et de décomposition de
ces sorties pour apprendre des transducteurs permettant de représenter ces
transformations. Pour cela, nous nous sommes restreints à une utilisation sé-
quentielle de l’entrée ce qui réduit l’expressivité de notre modèle face aux
transducteurs d’arbres à arbres qui permettent la restructuration totale de
l’entrée pendant la transduction. Maintenant que le traitement de la sortie
apparait plus clairement, ainsi que toutes les difficultés qu’elle génère, il se-
rait intéressant de lever peu à peu ces restrictions fortes sur le modèle, en
permettant dans un premier temps un réordonnancement de l’entrée dans son
utilisation pour la production.
En restreignant les transducteurs de mots imbriqués en mots (NW2Ws)
nous obtenons, comme nous avons pu le constater, une expressivité très proche
de celles des dST2Ws. L’existence d’une forme normale et d’un possible ap-
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prentissage reste une question ouverte. Un des intérêts d’adapter ces résultats
aux NW2Ws est que ces transducteurs peuvent s’appliquer aux documents
xml et permettre de produire une sortie au fur et à mesure, ce qui peut être
un gain considérable dans le traitement de fichiers volumineux. Ce n’est pas
le cas des dST2Ws dont certaines productions doivent attendre le traitement
de sous arbres avant de pouvoir être produits, et doivent donc être gardés en
mémoire.
Un travail doit être également effectué sur la représentation de la sortie au
sein des transducteurs. Comme nous avons pu le voir, la taille d’un dST2W
après normalisation peut exploser exponentiellement. Ceci est principalement
dû à la taille que peut atteindre une production réunie au sein d’une même
règle. Cette production était présente dans le dST2W de base et pourrait être
représentée par une grammaire singleton, i.e. ne représentant qu’un et unique
mot.
Les résultats théoriques essentiels étant posés et identifiés, il est mainte-
nant possible d’étudier avec une base fondamentale forte la mise en pratique
de nos solutions. Cela permettra également d’observer si les situations menant
aux différents problèmes identifiés, et à des explosions exponentielles dans les
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