We show that weak solutions of general conservation laws in bounded domains conserve their generalized entropy, and other respective companion laws, if they possess a certain fractional differentiability of order one-third in the interior of the domain, and if the normal component of the corresponding fluxes tend to zero as one approaches the boundary. This extends various recent results of the authors.
Introduction
We consider very general systems of conservation laws of the form div X (G(U(X))) = 0 for X ∈ X , (1.1)
On the other hand, the first proof of a sufficient α > 1/3 regularity condition for the conservation of energy of weak solutions to the 3d Euler equations in the full space or subject to periodic boundary conditions goes back to 1994, cf. [6] (and [7] , for the case when α > 1/2). New refinements and extensions of these results to other systems are the object of the present contribution (see also [8] ). First, for problems defined in an open set X ⊂ R k+1 , a refined Besov-VMO type space, introduced in [9] and denoted here by B 1/3 3,VMO (X ) (cf. (2.1)), is used, for which, with α > 1/3, one has the following inclusions: For the 3d Euler equations, conservation of energy was proven for solutions belonging to B α 3,∞ by Constantin et al. [6] . Then this was extended to solutions belonging to B 1/3 3,c 0 by Cheskidov et al. [10] , where it was also shown that this result is almost optimal because one can construct divergence free vector fields U ∈ B 1/3 3,∞ with a non-zero energy flux. The conservation result of [10] was recently improved to B 1/3 3,VMO in [9] . Hence B
1/3
3,VMO appears to be an almost optimal regularity class for the conservation of energy. Moreover, the functions U ∈ B 1/3 3,VMO are characterized by a simple property in the physical space which makes this space well adapted to localized formulation of an extra conservation law. This makes this space a good tool to deal with the case of domains with boundary, extending the results of [8, [11] [12] [13] and in particular relaxing the Hölder α > 1/3 regularity hypothesis. At the end of the day, the use of the Besov-VMO space leads to a very concise proof of our main theorem (see formulae (3.6) and (3.5) in the proof of theorem 3.1).
We show in §4 that similar conditions as discovered in [11, 12] also guarantee validity of companion laws for general global conservation laws of the type (1.1) (see theorem 4.1). That 3,VMO condition (2.1) is satisfied in the interior of the domain (but not necessarily uniformly up to the boundary), and if the normal component of the flux tends to zero suitably as the boundary is approached, then the corresponding global companion law is satisfied. The study of such more general nonlinearities was initiated in [14] , where the isentropic compressible Euler equations (for which the density appears in a non-quadratic way) were studied, but only in the absence of physical boundaries. The general framework for conservation laws of the type (1.1) was introduced in [13] , and considered for bounded domains (but not in the optimal functional setting) in [8] .
In §5, we show how our general results can be applied to various important physical systems from fluid and solid mechanics. In particular, we demonstrate that our boundary assumption (4.9) relates to the natural boundary conditions usually imposed on the respective equations, e.g. the impermeability (or slip) condition for inviscid fluids or the zero traction boundary condition for elastic solids. It is noteworthy that in these examples, the boundary conditions shown to ensure entropy/energy conservation are those that render the respective equations locally well posed in classes of initial data with sufficient smoothness.
The framework of this paper is, as explained, very general, but the C 2 assumption in theorem 3.1 excludes some interesting degenerate situations, like the compressible Euler system with possible vacuum. Such degeneracies were dealt with in [15, 16] , where it turned out that the analysis beyond C 2 nonlinearities is very delicate and can not be expected to be carried out in the generality of (1.1).
As a final remark, as emphasized above the space B
3,VMO gives a universal frame for a sufficient condition for the validity of the extra conservation law. For incompressible models, however, it is only in the case of the 3d incompressible Euler equations that such a condition has been shown to be (almost) necessary. For genuinely nonlinear hyperbolic conservation laws, on the other hand, the optimality of the exponent one-third is easily obtained from shock solutions, at least on the scale of L 3 -based spaces: As observed in [10, 14] , the space BV ∩ L ∞ , which contains shocks, embeds into the Besov space B 1/3 3,∞ , which is critical in our results.
Extension and adapted function spaces
We formulate a Besov-type condition stated in [9] in a local version. For all X ⊂⊂ X ⊂ R k+1 and 0
where ω X (ε) > 0 is a non-negative function on X which tends to zero as ε tends to zero. We
and it satisfies condition (2.1). As explained in [9] , this condition is more general than the critical Besov condition U ∈ B 1/3 3,c 0 (X ) from [10, 17] , as the latter reads
and it is easy to see that this implies (2.1). Indeed, rewrite (2.2) as follows:
with ω(Z) converging to zero as Z → 0. Fix 0 < ε < 1, then obviously for all |Z| ≤ ε also 
Let us now define ω(ε) := − B ε (0) ω(Z) dZ. It is easy to verify that ω(ε) vanishes as ε → 0. Finally, using Fubini's theorem and a change of variables, we arrive at condition (2.1). Localization proofs, as they are used in this paper, involve the action of U, or of a function of U, on a given test function ψ ∈ D(X ). If the support of ψ is strictly contained in an open set X ⊂⊂ X , and if 0 < ε < ε 0 is chosen small enough, one may choose additional open sets X 1 , X 2 satisfying the inclusions
with X 2 containing an ε-neighbourhood (X ) ε of X and X 1 containing an ε-neighbourhood X ε 2 of X 2 . Then, proceeding as in [8] §2.1 (see also [11] ), introducing a function I ∈ D(R k+1 ) with support in X 1 , equal to 1 in X 2 , and with gradient supported in X 1 \X ε 2 , we define (and denote by [T] ) the extension to D (R k+1 ) of any distribution T ∈ D (X ) by the formula:
This extension allows us, in particular, to make sense of mollifications of a given function on X , when tested against ϑ ∈ D(X ).
As in previous contributions a sequence of mollifiers will be used. They are defined as follows:
Starting from a positive function s → η(s) ∈ D(R k+1 ) with support in |s| < 1 and total mass η(s) ds = 1, we denote by η ε (X) the function
and use the notation S ε for the mollification η ε S of a distribution S ∈ D (R k+1 ). General results proven below under hypothesis (2.1) are almost direct consequences of the following lemmas:
Lemma 2.1. Let X ⊂⊂ X and ε > 0 so small that X contains an ε-neighbourhood of X leading to the construction (2.3) and (2.4). Let U ∈ B 1/3 3,VMO (X ), then, for some ω (U,X ) : (0, 1) → R + such that lim inf ε→0 ω (U,X ) (ε) = 0, one has
Proof. By Jensen's inequality, with
and one standard integration by parts we have 
Proof. Write
and apply the above estimates. Proof. With minor improvements, we follow the proofs of Lemma 3.1 of [13] and of Lemma 2.3 of [8] , which are extensions of commutator estimates from [14] . Starting from the pointwise estimate (16) in §2 of [8] , we immediately obtain for X ∈ X
for a constant as stated. Then with the Hölder inequality one has
. (2.13)
Companion laws at critical regularity
To apply the previous lemma to systems of (not necessarily hyperbolic) conservation laws in the full generality of [13] , we consider the problem:
. In all our applications in §5, X = (x, t) will be interpreted as a point of space-time.
Following [18] , we will consider companion laws of the form
where Q : O → R k+1 is a smooth function such that there exists another smooth function B : O → R n satisfying the relation
Note that in the context of hyperbolic conservation laws, the definition of Q corresponds to the well-known notion of entropy-entropy-flux pairs, whereas the companion law (3.2) can be interpreted as the usual entropy equality. The companion law is seen to be true by virtue of the chain rule as long as the latter is applicable, e.g. for a solution U of (3.1) which is in C 1 (or Lipschitz). However, the companion law may fail to be true for weak solutions, i.e. vector fields 
for every ψ ∈ C 1 c (X ; R n ). Note carefully that the definition of weak solution is purely local in the sense that U is a weak solution on X if and only if it is a weak solution on every subset X ⊂⊂ X . In particular, no boundary condition is included in this formulation. A weak solution of the companion law (3.2) is defined analogously.
Then we have the following improvements of Theorem 1.1 in [13] and Theorem 2.1 in [8] :
) and B ∈ C 1 (O; R n ) and the following conditions hold:
for some constant C independent of V, and
is also a weak solution of the companion law (3.2).
Proof. Following the definition of derivative in the sense of distributions, we consider a test function ψ ∈ D(X ) supported in X ⊂⊂ X . Then using the construction described by formulae (2.3) and (2.4) and Lebesgue's dominated convergence theorem, first we write
, the last term of (3.6) is equal to 0. Then from (3.5) and (3.6) with (2.9) and (2.10) we have
Hence in D (X ) one has div X (Q(U)) = 0. (G 1 , . . . , G s , G s+1 , . . . , G k ) for affine functions G 1 , . . . , G s , and 
From local to global companion laws
We now specialize to the case where X = Ω × (0, T) for some domain Ω ⊂ R k , and we write X = (x, t). Then G can be written in the form
for some A : O → R n and F : O → R n×k , so that the conservation law (3.1) reads as
or, in weak formulation
we accordingly consider companion laws of the form
where η and q satisfy
and
for some smooth map B : O → R n . In the following, we assume that Ω ⊂ R k is an open set with a bounded Lipschitz boundary ∂Ω, and therefore the exterior normal to the boundary denoted by n(x) is defined almost everywhere. We denote by d(x, ∂Ω) the distance of a point x ∈ Ω to ∂Ω. Then we observe the existence of a (small enough) ε 0 with the following properties: For d(x, ∂Ω) ≤ ε 0 , the function x → d(x, ∂Ω) belongs to W 1,∞ (Ω) and there exists, for almost every such x, a unique pointx = σ (x) ∈ ∂Ω such that:
Choosing a test function of the form ψ(x, t) = χ (t)ϕ(x) for a generic χ and an approximation ϕ of the indicator function of Ω, we can then impose similar conditions on the boundary behaviour of the fluxes and use similar arguments to those developed in [11] , to pass from the local statement of theorem 3.1 to a global one. The following result extends theorem 2.4 of [8] . 
for all V ∈ O and for some constant C independent of V, and such that (4.5) holds. If U is a weak solution of (4.
, and satisfies the estimate (2.1) 8) and if
in the sense of distributions.
Remark 4.2. Assumption (4.9) is satisfied, in particular, if U is continuous near the boundary, and satisfies the boundary condition q(U(x, t))n(x) = 0 on ∂Ω.
for some non-negative function ϕ ∈ C 1 ((0, ∞)) such that ϕ ≡ 0 on (0, 1/4] and ϕ ≡ 1 on (1/2, ∞). Then, by theorem 3.1, the companion law (4.4) holds in the sense of distributions, so that in particular
For the first integral, notice that ϕ ε → 1 as ε → 0 pointwise in Ω, so that the integral converges to
as ε → 0. For the second integral, we observe that 
along a subsequence ε l → 0, by virtue of assumption (4.9). In total, with the Lebesgue-dominated convergence theorem applied to the right-hand side of (4.15), we obtain
as claimed.
Applications to conservation of energy/entropy (a) Incompressible Euler system
Consider the system
for an unknown vector field v :
The entropy (which here is the kinetic energy density) is given by η(U) = Observe also that corollary 3.2 allows to relax the condition on the pressure. Indeed,
as G(U) = (F(U), A(U)) and A(U) is an affine function, X = Ω × [0, T], then it is enough to require that lim inf
3,VMO (Ω)). Moreover, we can write U = (v, p) and notice that B is independent of p. In addition,
Thus, it is enough to assume that p ∈ L 3 loc (X ). Taking this into account note that our theorem 4.1 yields a similar result as the one in [19] or in [11] . However in both articles, the elliptic equation
was used to relax even further the integrability assumption on the pressure. In [19] , the global Hölder regularity of the pressure was deduced from the global Hölder regularity of the velocity v, while in [11] first a local result was proven with a much weaker assumption on the pressure,
x for some β > 0, which will guarantee the local regularity of the pressure, and then the derivation of the global energy conservation was done as above. Weaker conditions on the pressure, however at the expense of restricting only to the half-space was considered in [20] . 
be a weak solution of the Euler equations satisfying the following hypotheses:
where
Then, (v, p) globally conserves the energy, i.e. for any 0 < t 1 < t 2 < T it satisfies the relation:
Let us also observe that the theory presented here can as well be applied to the inhomogeneous incompressible Euler equations, where the density is no longer constant The function B has the form B(U) = (− 1 2 |v| 2 , v, p). Again, as in the case of incompressible Euler system, B does not have a linear growth. However, we cannot repeat the same reasoning as for the incompressible Euler system as G is not linear in the first row. One could add assumptions on boundedness of appropriate quantities, however, we will proceed differently. The system will be rewritten in different variables to provide that the row of G corresponding to the first component of B will be linear. Thus, we choose U = (ρ, m, p), where m = ρv. If ρ ≥ ρ > 0, then the system can be rewritten in the new variables as follows:
Here incompressible Navier-Stokes equations [21] . As the result for inhomogeneous incompressible Euler in [14] is stated in a way that allows to trade the Besov regularity between the velocity field and density/momentum, we recall it here: 
for some 1 ≤ p, q ≤ ∞ and 0 ≤ α, β ≤ 1 such that
Then the energy is locally conserved, i.e.
in the sense of distributions on Ω × (0, T).
Note that although this result is stated in the variables (ρ, v, p), there is an additional requirement that momentum ρv is an element of Besov space.
Observe that this theorem can be extended to cases where the problem is considered in any open set Ω ⊂ R d . Moreover under the condition
one has the global energy conservation for 0 < t < T.
To conclude, taking into account the above discussion and corollary 3.2, we formulate the theorem, which follows from the general result presented in §4.
Then the energy is globally conserved, i.e.
(b) Compressible Euler system
We consider the compressible Euler equations in the following form: 
In the variables U = (ρ, v), in correspondence to the notation (4.1), we have
The entropy flux function q(U) is in the form of a product of a scalar function and v, say q(ρ, v) = q(ρ, v)v. Thus, the condition q(U) · n = 0 on the boundary is equivalent to v · n = 0 on the boundary. If ρ ≥ ρ > 0 the compressible Euler system can be rewritten with respect to the quantities ρ and momentum m = ρv as follows:
A suitable choice of B is then 18) which leads to the companion law
The flux function q(U) is in the form of a product of a scalar function and m/ρ, q(ρ, m) = q(ρ, m)(m/ρ). Thus, the condition q(U) · n = 0 on the boundary is equivalent to m · n = 0 on the boundary. To conclude, taking into account the above discussion and corollary 3.2, we formulate the result in a bounded domain Ω, which follows from the general result presented in §4. 
We recall in detail the result from [14] , as again, similar as in the case of the inhomogeneous incompressible Euler system, the particular form of the function A allows for the interplay between the Besov regularity of particular terms, i.e. the exponents α and β. This result, too, was only stated for the system on the torus, i.e. Ω = T d . 1 from [14] ). Let ρ, v be a solution of (5.12) in the sense of distributions. Assume 
If α < 1/3, then in case of incompressible Euler system we know there would exist C α solutions that do not conserve energy. The above theorem indicates that in case of compressible model, if together with the information α < 1/3 we know that the density ρ is fine enough to provide that the product ρv is in a better space (i.e. with an exponent β sufficiently high), then the energy is conserved even for such low regular velocity fields.
Similar to the incompressible case elaborated in [11, 22] , a possible application concerns the Navier-Stokes-to-Euler limit, as viscosity tends to zero: a vanishing viscosity sequence of solutions to the compressible Navier-Stokes equations that uniformly satisfies the interior Besov condition and the normal condition (4.9) near the boundary will converge to a solution of the compressible Euler equations. This is particularly important as these requirements are consistent with the possible formation of a boundary layer, which affects only the regularity of the tangential velocity component.
(c) Polyconvex elasticity
In this section, we first consider a quasi-linear wave equation that may be interpreted as a model of nonlinear elastodynamics, when we understand y : Ω × R + → R 3 as a displacement vector
(5.23)
In the above equation, S is a gradient of some function G : M 3×3 → [0, ∞). We rewrite the equation as a system, introducing the notation v i = ∂ t y i and
With A(U) ≡ id and F(U) = (∂G /∂F ij , v) we have an entropy η(U) = Then again B may not satisfy the requirement of linear growth, however, the problem does not arise here, as the corresponding row of the flux is linear. Under these assumptions, entropy and entropy flux satisfy condition (4.7).
One of the natural boundary conditions Sn = 0 on ∂Ω (i.e. ∂G /∂F ij vanishes in the normal direction), the so-called zero traction boundary condition, implies that q(U) · n = 0 on ∂Ω. Another boundary conditions that is often considered is the Dirichlet boundary condition v = 0 on ∂Ω. In that case again q(U) · n = 0 on ∂Ω.
Taking into account corollary 3.2 and the above discussion, we are ready to state the result in a bounded domain Ω, which can be proved using the general result of §4.
3,VMO (Ω)) be a solution to (5.24) . Moreover, let
Remark 5.7. For system (5.24), in the spirit of earlier examples, one could formulate conditions allowing to distinguish among different regularity requirements for v and F. Since the nonlinearity only appears in F, then to provide the conservation of entropy we could assume
In the case of elastodynamics, we regard S as the Piola-Kirchoff stress tensor obtained as the gradient of a stored energy function, S = ∂W/∂F. A natural assumption is that W is polyconvex, that is W(F) = G (Φ(F)) where G :
is a strictly convex function and Φ(F) = (F, cofF, det F) ∈ M 3×3 × M 3×3 × R stands for the vector of null-Lagrangians: F, the cofactor matrix cofF and the determinant det F.
The system can be embedded into the following symmetrizable hyperbolic system in a new dependent variable Ξ = (F, Z, w) , see e.g. [23, 24] , taking values in M 3×3 × M 3×3 × R:
and 
(d) Incompressible magnetohydrodynamics
Let us consider the system 
The entropy is given as η = Assuming v · n = 0 and h · n = 0 on the boundary (e.g. [26] ) provides that q(U) · n = 0 on the boundary.
Using again corollary 3.2, we can state the result in a bounded domain Ω. In fact, the integrability requirement on p can be relaxed owing to the elliptic arguments of [11] , cf. the remark at the end of §5a.
An extension of the error estimates from [6] was proposed by Caflisch et al. [27] to handle the global energy conservation for incompressible magnetohydrodynamics in the case without a boundary, i.e. Ω = T d . We recall this result below: 
