INTRODUCTION
This work is a contribution towards relaxing independence in the theory of LDP. Section 2 of this paper contains a Chernoff's theorem type result for linear processes under the absolute summability condition of the coefficients. Sections 3 and 4 prove a kind of limit theorem for various statistics based on m-dependent processes. The relevance of the later limit theorems is explained below.
Let {AnI be a stochastic sequence intending to estimate the real para- 
. < (-2cm)E exp(h(n,00 Rn12) <1 ep(--Qn).
Since the function h(n,a) is nondecreasing in a for every fixed n, a can be chosen to be arbitrarily large; hence (2.2) and (2.3) yield (2.1).
We state the LDP result for linear processes as 
Therefore it follows that nix n -z2-nI < Rn -li-lnItn-i+l, ZiJ + liOoti+i,n+i Z-i1
Applying the fact that Lp-norms are nondecreasing in p > 1,
if Ji_0,_ Jail < -, both the terms In the [ ] bracket above are o(n), so
where n/b n + as n-. This implies in this case that h(n,l) > inf{x s.t. E exp(z 0 x JZ 0 1) > exp(n/b n which converges to -as n-o; thus this corollary follows from Theorem 1.0
It may not be out of place to mention that Chanda (1972) also established a LDP result for linear processes assuming that ai << pi for some P E (0,1) and that the distribution of Z 0 satisfies Cramer's condition.
We give below a counterexample to show that if none of the conditions (A 1 ) and (A 2 ) hold then (2.4) may be false.
Then z i 0 , ai w 1 and to be seen that
LINEAR STATISTICS BASED ON m-DEPENDENT PROCESSES
Let us write P(li=l,k i .
H (s) and v(s) are well defined in the region Ist < a CI/4 , to which we confine the rest of the estimation. Applying Holder's inequality and the moment inequality given as Lemma 1. Utilizing these facts, (3.1) and Intermediate Value Theorem, we conclude that the equation V(b n ) = a n has solution for all n large enough and that any solution has to satisfy bn = an + 0(an C1/4 Now, define the d.f. G(, bn) by
and let 2(b n ) and r(b n ) be its variance and the third moment. If
Gn(", bn) denotes the convolution of n copies of G(, b n ), then and r(b n ) f 0(1). The Barryn n n n Essen theorem and these estimates imply
Now we are ready to estimate the desired probability. The r.h.s. of (3.2) 
The theorem is established by showing that the two statistics in the r.h.s.
above are (*). This is done by the method of subdivision, applying Lemma 3.1 for probability bounds. The details are long but seem to be quite standard ones and so are omitted. Babu and Singh (1978) may be found helpful in verifying the claims. and r, -sup{r(t, t); t E J) > 0, then
GOODNESS OF FIT STATISTICS
Proof. For a set S, let Ca(S) denote its cardinality. Given C > 0, we define We now estimate the probabilities appearing in (4.1) to arrive at the desired theorem.
By an appeal to Theorem 3, 
