In this paper, an efficient image compression scheme is introduced, it is based on partitioning the image into blocks of variable sizes according to its locally changing image characteristics and then using the polynomial approximation to decompose image signal with less compressed information required compared to traditional predictive coding techniques, finally Huffman coding utilized to improve compression performance rate. The test results indicate that the suggested method can lead to promising performance due to simplicity and efficiency in terms of overcoming the limitations of predictive coding and fixed block size.
INTRODUCTION
Image compression techniques generally fall into two categories: lossless and lossy depending on the redundancy type exploited, where lossless also called information preserving or error free techniques, in which the image compressed without losing information that rearrange or reorder the image content, and are based on the utilization of statistical redundancy alone such as Huffman coding, Arithmetic coding and Lempel-Ziv algorithm, while lossy which remove content from the image, which degrades the compressed image quality, and are based on the utilization of psycho-visual redundancy, either solely or combined with statistical redundancy such as such as vector quantization, fractal, transform coding and JPEG, reviews of lossless and lossy techniques can be found in [1] - [8] .
In general, lossy techniques work on segment based that subdivide the image into non-overlapping segments (blocks) of fixed sizes or variable sizes. Typically the fixed partitioning method is adopted due to its simplicity and popularity, but this is at the expense of efficiency, and comes with a greater storage cost, because the blocks are partitioned based on the size of the region, regardless of the content, whether that region or block is uniform or non-uniform [9] . The variable block partitioning methods utilized by a number of researchers [10] - [19] , to overcome the fixed partitioning method drawback using partitioning techniques such as quadtree, HV (horizontal-vertical) and triangular, in which the results are promising but still under development, and not yet a recognized to be used by standard techniques due to complexity or difficulty of choosing the uniformity measure and time required.
Nowadays, there's increase trend of utilizing the polynomial approximation representation [20] - [21] due to its simplicity, symmetry of encoder and decoder and high compression rates can provide where no need to extra information to be used like seed values compared to the traditional predictive coding method [22] - [32] .
In this paper, a lossy quadtree variable block partitioning method along with the polynomial approximation is introduced to remove the redundancy between neighboring pixels according to its local dependency that efficiently improve the quality and the compression rate. The rest of the paper organized as follows, section 2 contains comprehensive clarification of the proposed system; the results of the proposed system, is given in section 3.
THE PROPOSED SYSTEM
The main taken concerns in the proposed system are:
 Get the benefit of hierarchical partitioning representation where blocks of variable sizes produced that efficiently improve the compression rates and quality.
 Since in this paper the linear polynomial representation is adopted to remove the spatial redundancy, the coefficients are fixed within the subdivided block-by-block image, so three coefficients (a 0 ,a 1 ,a 2 ) are required to represent each block. Therefore, the performance vary according to the blocks nature, in other words the performance increase when applied to large smooth regions and reduced when applied to edge regions.
 The entropy coding using Huffman techniques used efficiently in order to minimize the bit required.
The implementation of the proposed system is explained in the following steps, the layout of the encoder is illustrated in Figure 1 :
Step 1: Load the input uncompressed image I of size N×N
Step 2: Partition the image I into non-overlapped blocks of variable sizes n×m using a quadtree partitioning scheme by checking the uniformity of the tested block, that start with partitioning (dividing) the image into blocks whose size is equal to the maximum block size, if the block is not uniform then the partitioning repeated on its four quadrants in hierarchical manner until reaching the minimum block size where the uniformity condition is satisfied. The uniformity criteria based implicitly on utilizing the mean and standard deviation of quad region, where for non-uniform region it exceeds a certain Standard Deviation Threshold Value and their mean intensity, is limited between Minimum Mean Threshold Value and Maximum Mean Threshold Value.
After that the constructed quadtree will consists of partitions whose size value will be between minimum and maximum block size. Algorithm 1 summarizes the quadtree partitioning steps.
Step 3: Perform the polynomial representation to the variable blocks sizes that resultant of step2 according to equations ( Step 4: Apply uniform scalar quantization to quantize the polynomial approximation coefficients, where each coefficient is quantized using different quantization step. 
Step 7: Perform scalar uniform quantization to quantize the residual part, where residual value is divided by the quantization step. The quantization step values affected the image quality and the compression rate.
Step 8: Apply Huffman coding techniques to remove the rest of redundancy that embedded between the quantized values of the residual and the polynomial coefficients. To reconstruct the decompressed image all the above mentioned steps are reversed as shown in Figure 2. 
EXPERIMENTS AND RESULTS
For testing the proposed system performance; it is applied on a number of well-known standard images (see Figure 3 for an overview), all images of 256 gray levels (8bits/pixel) of size 256×256.
The tests have been performed using variable block sizes of different Minimum &Maximum block sizes and compare it with fixed block size {4×4}, the quantization levels utilized was selected to be between 4 and 64 levels, using 2 to 6 bits on both the residual image and the approximation representation coefficients (a 0 ,a 1 ,a 2 ). The partitioned images for fixed and quadtree schemes are shown in Figures 4, 5, 6 and 7 respectively. The compression ratio, which is the ratio of the original image size to the compressed size along with the normalized root mean square error (NRMSE) between the original image I and the decoded image Iˆ was adopted as a fidelity or degradation measure as in equation (11), where the range of the values is between 0 and 1. A value near zero indicates high image quality, i.e. the decoded image closely resembles the original, and vice versa. Certainly, the quality of the decoded image is improves as the number of quantization levels of both the approximation representation coefficients and residual image increase. The main disadvantage of increasing the quantization levels, however, lies in increasing the size of the compressed information. It is a trade-off between the desired quality and the consumption of bytes; the higher the quality required, the larger the number of quantization levels that must be used. The results shown in Table 1 and Figure 8 illustrates that the 4×4 fixed block size, compared to quadtree of nearly same number of blocks as fixed block case, of the three tested images. The results show that for quadtree higher quality produced due to utilizing small blocks of finer details, but with less compression rate where the using of bigger block sizes implicitly meaning a decrease in modelling fidelity as the block gets bigger where the size of residual varies according to the block size (i.e., residual size increase due to insufficient model flexibility). Also the result demonstrates that the compression rates is directly affected by the residual size (residual burden) not the size of polynomial approximation coefficients, in other words even with less coefficient parameters required in quadtree the residual represents the exhausted bytes. Table 2 , shown the high quality results for the three tested images, using quadtree partitioning method of different block sizes. The results clearly show that the quality improves with the increase of the number of partitioned blocks, and vice versa.
The decoded images with different quality status are shown in Figures 9,10 and 11 respectively.
Lastly, the results showed that the quality of the decoded image dose not suffers from the blocking effects and edge degradation as the block gets bigger, which differs from other compression techniques, that assumed that as the block got smaller, higher quality would be achieved. The main reason of the improving of image quality in the polynomial approximation coding techniques using bigger block sizes due to dominating residual image.
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Image I Fig 7(a-c) . Quadtree partitioning applied on Paper with different number of blocks. 
