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Abstract
These are expanded notes of lectures given at the summer school “Gif 2000”
in Paris. They constitute the first part of an “Introduction to supersymmetry
and supergravity” with the second part on supergravity by J.-P. Derendinger to
appear soon.
The present introduction is elementary and pragmatic. I discuss: spinors and
the Poincare´ group, the susy algebra and susy multiplets, superfields and susy
lagrangians, susy gauge theories, spontaneously broken susy, the non-linear sigma
model, N=2 susy gauge theories, and finally Seiberg-Witten duality.
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Chapter 1
Introduction
Supersymmetry not only has played a most important role in the development of
theoretical physics over the last three decades, but also has strongly influenced
experimental particle physics.
Supersymmetry first appeared in the early seventies in the context of string
theory where it was a symmetry of the two-dimensional world sheet theory. At
this time it was more considered as a purely theoretical tool. Shortly after it was
realised that supersymmetry could be a symmetry of four-dimensional quantum
field theories and as such could well be directly relevant to elementary particle
physics. String theories with supersymmetry on the world-sheet, if suitably mod-
ified, were shown to actually exhibit supersymmetry in space-time, much as the
four-dimensional quantum field theories: this was the birth of superstrings. Since
then, countless supersymmetrc theories have been developed with minimal or ex-
tended global supersymmetry or with a local version of supersymmetry which is
supergravity.
There are several reasons why an elementary particle physicist wants to con-
sider supersymmetric theories. The main reason is that radiative corrections
tend to be less important in supersymmetric theories, due to cancellations be-
tween fermion loops and boson loops. As a result certain quantities that are
small or vanish classically (i.e. at tree level) will remain so once radiative correc-
tions (loops) are taken into account. Famous examples include the vanishing or
extreme smallness of the cosmological constant, the hierarchy problem (why is
there such a big gap between the Planck scale / GUT scale and the scale of elec-
troweak symmetry breaking) or the issue of renormalisation of quantum gravity.
While supersymmetry could solve most if not all of these questions, it cannot be
the full answer, since we know that supersymmetry cannot be exactly realised in
nature: it must be broken at experimentally accessible energies since otherwise
one certainly would have detected many of the additional particles it predicts.
1
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Supersymmetric models often are easier to solve than non-supersymmetric
ones since they are more constrained by the higher degree of symmetry. Thus
they may serve as toy models where certain analytic results can be obtained and
may serve as a qualitative guide to the behaviour of more realistic theories. For
example the study of supersymmetric versions of QCD have given quite some
insights in the strong coupling dynamics responsible for phenomena like quark
confinement. In this type of studies the basic property is a duality (a mapping)
between a weakly and a strongly coupled theory. It seems that dualities are
difficult to realise in non-supersymmetric theories but are rather easily present
in supersymmetric ones. The study of dualities in superstring theories has been
particular fruitful over the last five years or so.
Supersymmetry has also appeared outside the realm of elementary particle
physics and has found applications in condensed matter systems, in particular in
the study of disordered systems.
In these lectures, I will try to give an elementary and pragmatic introduction
to supersymmetry. In the first four chapters, I introduce the supersymmetry
algebra and its basic representations, i.e. the supermultiplets and then present
supersymmetric field theories with emphasis on supersymmetric gauge theories.
The presentation is pragmatic in the sense that I try to introduce only as much
mathematical structure as is necessary to arrive at the supersymmetric field the-
ories. No emphasis is put on uniqueness theorems or the like. On the other hand,
I very quickly introduce superspace and superfields as a useful tool because it
allows to easily and efficiently construct supersymmetric Lagrangians. The dis-
cussion remains classical and due to lack of time the issue of renormalisation
is not discussed here. Then follows a brief discussion of spontaneous breaking
of supersymmetry. The supersymmetric non-linear sigma model is discussed in
some detail as it is relevant to the coupling of supergravity to matter multiplets.
Finally I focus on N = 2 extended supersymmetric gauge theories followed by a
rather detailed introduction to the determination of their low-energy effective ac-
tion, taking advantage of duality and the rigid mathematical structure of N = 2
supersymmetry.
There are many textbooks and review articles on supersymmetry (see e.g. [1]
to [8]) that complement the present introduction and also contain many references
to the original literature which are not given here.
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Chapter 2
Spinors and the Poincare´ group
We begin with a review of the Lorentz and Poincare´ groups and spinors in four-
dimensional Minkowski space. The signature is taken to be +,-,-,- so that p2 =
+m2 and µ, ν, . . . always are space-time indices, while i, j, . . . are only space
indices. Then the metric gµν is diagonal with g00 = 1, g11 = g22 = g33 = −1.
2.1 The Lorentz and Poincare´ groups
The Lorentz group has six generators, three rotations Ji and three boosts Ki,
i = 1, 2, 3 with commutation relations
[Ji, Jj] = iǫijkJk , [Ki, Kj ] = −iǫijkJk , [Ji, Kj] = iǫijkKj . (2.1)
To identify the mathematical structure and to construct representations of this
algebra one introduces the linear combinations
J±j =
1
2
(Jj ± iKj) (2.2)
in terms of which the algebra separates into two commuting SU(2) algebras:
[J±i , J
±
j ] = iǫijkJ
±
k , [J
±
i , J
∓
j ] = 0 . (2.3)
These generators are not hermitian however, and we see that the Lorentz group is
a complexified version of SU(2)× SU(2): this group is Sl(2,C) . (More precisely,
Sl(2,C) is the universal cover of the Lorentz group, just as SU(2) is the universal
cover of SO(3).) To see that this group is really Sl(2,C) is easy: introduce the
four 2 × 2 matrices σµ where σ0 is the identity matrix and σi, i = 1, 2, 3 are
the three Pauli matrices. (Note that we always write the Pauli matrices with
3
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a lower index i, while σ0 = σ0 and σ
i = −σi.) Then for every four-vector xµ
the 2 × 2 matrix xµσµ is hermitian and has determinant equal to xµxµ which is
a Lorentz invariant. Hence a Lorentz transformation preserves the determinant
and the hermiticity of this matrix, and thus must act as xµσµ → AxµσµA† with
| detA| = 1. We see that up to an irrelevant phase, A is a complex 2× 2 matrix
of unit determinant, i.e. an element of Sl(2,C) . This establishes the mapping
between an element of the Lorentz group and the group Sl(2,C) .
The Poincare´ group contains, in addition to the Lorentz transformations, also
the translations. More precisely it is a semi-direct product of the Lorentz-group
and the group of translations in space-time. The generators of the translations are
usually denoted Pµ. In addition to the commutators of the Lorentz generators Ji
(rotations) andKi (boosts) one has the following commutation relations involving
the Pµ:
[Pµ, Pν ] = 0 ,
[Ji, Pj] = iǫijkPk , [Ji, P0] = 0 , [Ki, Pj] = −iP0 , [Ki, P0] = −iPj ,
(2.4)
which state that translations commute among themselves, that the Pi are a vector
and P0 a scalar under space rotations and how Pi and P0 mix under a boost. The
Lorentz and Poincare´ algebras are often written in a more covariant looking, but
less intuitive form. One defines the Lorentz generatorsMµν = −Mνµ asM0i = Ki
and Mij = ǫijkJk. Then the full Poincare´ algebra reads
[Pµ, Pν ] = 0 ,
[Mµν ,Mρσ] = igνρMµσ − igµρMνσ − igνσMµρ + igµσMνρ ,
[Mµν , Pρ] = −igρµPν + igρνPµ .
(2.5)
2.2 Spinors
Two-component spinors
There are various equivalent ways to introduce spinors. Here we define spinors
as the objects carrying the basic representation of Sl(2,C) . Since elements of
Sl(2,C) are complex 2× 2 matrices, a spinor is a two complex component object
ψ =
(
ψ1
ψ2
)
transforming under an element M =
(
α β
γ δ
)
∈ Sl(2,C) as
ψα → ψ′α =M βα ψβ , (2.6)
with α, β = 1, 2 labeling the components. Now, unlike for SU(2), for Sl(2,C) a
representation and its complex conjugate are not equivalent. M and M∗ give
4
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inequivalent representations. A two-component object ψ transforming as
ψα˙ → ψ′α˙ =M∗ β˙α˙ ψβ˙ (2.7)
is called a dotted spinor, while the above ψ is called an undotted one. Comparing
the complex conjugate of (2.6) with (2.7) we see that we can identify ψα˙ with
(ψα)
∗.
The representation carried by the ψα is called (
1
2
, 0) (matrices M) and the
one carried by the ψα˙ is called (0,
1
2
) (matrices M∗). They are both irreducible.
Now, any Sl(2,C) matrix can be written as
M = exp(ajσj + ibjσj)
M∗ = exp(ajσ∗j − ibjσ∗j ) .
(2.8)
This explicitly displays the generators as the spin 1
2
representation of the com-
plexified SU(2), in accordance with (2.2).
It proves very useful to now introduce some notations and conventions. We
intoduce the antisymmetric two-index tensors ǫαβ and ǫαβ
ǫαβ = ǫα˙β˙ =
(
0 1
−1 0
)
, ǫαβ = ǫα˙β˙ =
(
0 −1
1 0
)
(2.9)
which are used to raise and lower indices as follows:
ψα = ǫαβψβ , ψα = ǫαβψ
β , ψ
α˙
= ǫα˙β˙ψβ˙ , ψα˙ = ǫα˙β˙ψ
β˙
. (2.10)
One can then easily show that the transformation under an elementM of Sl(2,C)
is ψ′α = ψβ(M−1) αβ and ψ′
α˙
= ψ
β˙
(M∗−1) α˙
β˙
.
The four σµ matrices introduced above naturally have a dotted and an un-
dotted index. Recalling that our signature is +,-,-,- we have
(σµ)αα˙ = (1,−σi)αα˙ . (2.11)
Raising the indices using the ǫ tensors yields
(σµ)α˙α = ǫα˙β˙ǫαβ(σµ)ββ˙ = (1,+σi)
α˙α . (2.12)
Whenever we consider expressions involving more than one spinor we have
to remember that spinors anticommute. Hence (with two-component spinors)
ψ1χ2 = −χ2ψ1, as well as ψ1χ2˙ = −χ2˙ψ1 etc. The scalar products ψχ and ψχ
are defined as
ψχ ≡ ψαχα = ǫαβψβχα = −ǫαβψαχβ = −ψαχα = χαψα = χψ
ψχ ≡ ψα˙χα˙ = . . . = χα˙ψα˙
(ψχ)† = χα˙ψ
α˙
= χψ = ψχ .
(2.13)
5
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Note that by convention undotted indices are always contracted from upper left
to lower right, while dotted indices are always contracted from lower left to upper
right. Note however that this rule does not apply when rising or lowering spinor
indices with the ǫ-tensor. With this rule we also have
ψσµχ = ψασµ
αβ˙
χβ˙ , ψσµχ = ψα˙σ
µα˙βχβ . (2.14)
One can then prove a certain amount of useful identities which we summarise
here:
χσµψ = −ψσµχ , χσµσνψ = ψσνσµχ
(χσµψ)† = ψσµχ , (χσµσνψ)† = ψσνσµχ
ψχ = χψ , ψχ = χψ , (ψχ)† = ψχ .
(2.15)
Dirac spinors
One introduces the Dirac matrices in the Weyl representation as
γµ =
(
0 σµ
σµ 0
)
, γ5 = iγ
0γ1γ2γ3 =
(
1 0
0 −1
)
(2.16)
A four-component Dirac spinor is made from a two-component undotted and a
two-component dotted spinor as
(
ψα
χα˙
)
. Clearly it transforms as the reducible
(1
2
, 0) ⊕ (0, 1
2
) representation of the Lorentz group. Then
(
ψα
0
)
and
(
0
χα˙
)
are
chiral Dirac (or Weyl) spinors. A Majorana spinor is a Dirac spinor with χ ≡ ψ,
i.e. it is of the form
(
ψα
ψ
α˙
)
. The Lorentz generators are
Σµν =
i
2
γµν , γµν =
1
2
(γµγν − γνγµ) = 1
2
(
σµσν − σνσµ 0
0 σµσν − σνσµ
)
.
(2.17)
We see that indeed the undotted and dotted spinors transform separately, the
generators being iσµν for ψα and iσ
µν for ψ
α˙
with
(σµν) βα =
1
4
(
σµαγ˙σ
νγ˙β − (µ↔ ν)
)
(σµν)α˙
β˙
= 1
4
(
σµα˙γσν
γβ˙
− (µ↔ ν)
)
.
(2.18)
Note that e.g. σ12 = σ12 = − i
2
σ3 ≡ − i2σz so that the rotation generator M12 =
M12 is 1
2
σz as expected.
Casimirs: mass and helicity
A useful quantity is the Pauli-Lubanski vector
W µ =
1
2
ǫµνρσPνMρσ , (2.19)
6
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which can be easily shown to commute with the Pµ and behaves as a four-vector
under commutation with the Lorentz generators. It follows that W 2 ≡W µWµ as
well as P 2 ≡ PµP µ commute with all the generators, i.e. they are two (and the
only two) Casimirs of the Poincare´ group. For a massive particle one can go to the
rest frame where Pµ = (m, 0, 0, 0) and then P
2 = m2 andW 2 = −m2s(s+1) where
s is the spin of the particle. The different states of this irreducible representation
are distinguished by the value of pi and ofM12 ≡ J3 = S3 in the rest frame because
in the rest frame only the spin and not the orbital part contributes to the angular
momentum. In the above representation of dotted or undotted spinors one has
of course s = 1
2
. For a massless particle P 2 = 0 and also W 2 = 0. We may
take Pµ = (E, 0, 0, E) so that W
µ = M12P
µ with M12 = ±s being the helicity.
For such massless particles s is fixed and the different states of this irreducible
representation are distinguished by the sign of the helicity and by the values of
pi.
7
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Chapter 3
The susy algebra and its
representations
3.1 The supersymmetry algebra
We want to enlarge the Poincare´ algebra by generators that transform either
as undotted spinors QIα or as dotted spinors Q
I
α˙ under the Lorentz group and
that commute with the translations. The extra index I = 1, . . . N labels the
different spinorial generators in case there are more than one pair. This means
that according to (2.18)
[Pµ, Q
I
α] = 0 ,
[Pµ, Q
I
α˙] = 0 ,
[Mµν , Q
I
α] = i(σµν)
β
α Q
I
β,
[Mµν , Q
Iα˙
] = i(σµν)
α˙
β˙
Q
Iβ˙
.
(3.1)
In particular, M12 ≡ J3 and thus [J3, QI1] = 12QI1 and [J3, QI2] = −12QI2. Since
Q
I1
= −(QI2)† and QI2 = (QI1)† one similarly has [J3, (QI2)†] = 12(QI2)† and
[J3, (Q
I
1)
†] = −1
2
(QI1)
†. We conclude that QI1 and (Q
I
2)
† rise the z-component
of the spin (helicity) by half a unit, while QI2 and (Q
I
1)
† lower it by half a unit.
Since the QIα transform in the (
1
2
, 0) representation and the Q
I
α˙ in the (0,
1
2
),
the anticommutator of QIα and Q
J
β˙ must transform as (
1
2
, 1
2
), i.e. as a four vector.
The obvious candidate is Pµ so that we arrive at
{QIα, QJβ˙} = 2σµαβ˙PµδIJ . (3.2)
9
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The δIJ can always be achieved by diagonalising an a priori arbitrary symmetric
matrix and by rescaling the Q and Q. Furthermore, since Q is the adjoint of Q,
positivity of the Hilbert space excludes zero eigenvalues of this matrix. Finally
{QIα, QJβ} = ǫαβZIJ , {QIα˙, QJβ˙} = ǫα˙β˙(ZIJ)∗ . (3.3)
The ZIJ = −ZJI are central charges which means they commute with all genera-
tors of the full algebra. The simplest algebra has N = 1, i.e. there are no indices
I, J and there is no possibility of central charges. This is the unextended susy
algebra. If N > 1 one talks about extended supersymmetry. In the simplest ex-
tended case, N = 2, there is just one central charge Z ≡ Z12. From the algebraic
point of view there is no limit on N , but we will see that with increasing N the
theories also must contain particles of increasing spin and there seem to be no
consistent quantum field theories with spins larger than one (without gravity) or
larger than two (with gravity) leading to N ≤ 4, resp. N ≤ 8.
3.2 Some basic properties
Using the above susy algebra it is easy to establish some basic properties of su-
persymmetric theories. Since the full susy algebra contains the Poincare´ algebra
as a subalgebra, any representation of the full susy algebra also gives a represen-
tation of the Poincare´ algebra, although in general a reducible one. Since each
irreducible representation (of the type considered above) of the Poincare´ algebra
corresponds to a particle, an irreducible representation of the susy algebra in
general corresponds to several particles. The corresponding states are related to
each other by the QIα and Q
J
β˙ and thus have spins differing by units of one half.
They form a supermultiplet. By abuse of language we will call an irreducioble
representation of the susy algebra simply a supermultiplet. Clearly, using the
spin-statistics theorem, the Q and Q change bosons into fermions and vice versa.
One then has:
All particles belonging to an irreducible representation of susy, i.e. within one
supermultiplet, have the same mass. This is obvious since P 2 commutes with
all generators of the susy algebra, i.e. it is still a Casimir operator.
In a supersymmetric theory the energy P0 is always positive. To see this, let |Φ〉
be any state. Then by the positivity of the Hilbert space we have
0 ≤ ||QIα |Φ〉 ||2 + ||(QIα)† |Φ〉 ||2 = 〈Φ|
(
(QIα)
†QIα +Q
I
α(Q
I
α)
† |Φ〉
)
= 〈Φ| {QIα, QIα˙} |Φ〉 = 2σµαα˙ 〈Φ|Pµ |Φ〉
(3.4)
since (QIα)
† ≡ QIα˙. Summing this over α ≡ α˙ = 1, 2 and using tr σµ = 2δµ0 yields
0 ≤ 4 〈Φ|P0 |Φ〉, which was to be shown.
10
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A supermultiplet always contains an equal number of bosonic and fermionic
degrees of freedom. By degrees of freedom one means physical (positive norm)
states. Hence a photon has two degrees of freedom corresponding to the two he-
licities +1 and −1 (the two polarizations). Let the fermion number be NF equal
one on a fermionic state and 0 on a bosonic one. Equivalently (−)NF is +1 on
bosons and −1 on fermions. We want to show that
Tr (−)NF = 0 (3.5)
if the trace is taken over any finite-dimensional representation. Note that (−)NF
anticommutes with Q. Using the cyclicity of the trace, one has
0 = Tr
(
−Qα(−)NFQβ˙ + (−)NFQβ˙Qα
)
= Tr
(
(−)NF {Qα, Qβ˙}
)
= 2σµ
αβ˙
Tr
(
(−)NFPµ
)
.
(3.6)
Choosing any non-vanishing momentum Pµ gives the desired result.
3.3 Massless supermultiplets
We will first assume that all central charges ZIJ vanish. Below we will see that
for massless representations this is necessarily a consequence of the positivity of
the Hilbert space. Then all QIα anticommute among themselves, and so do the
Q
J
β˙ . Since P
2 = 0 we choose a reference frame where Pµ = E(1, 0, 0, 1) so that
σµPµ =
(
0 0
0 2E
)
and thus
{QIα, QJβ˙} =
(
0 0
0 4E
)
αβ˙
δIJ . (3.7)
In particuler, {QI1, QJ1˙} = 0, ∀I, J . On a positive definite Hilbert space we must
then set QI1 = Q
J
1˙ = 0, ∀I, J . The argument is similar to the one above:
0 = 〈Φ| {QI1, QI1˙} |Φ〉 = ||QI1 |Φ〉 ||2 + ||QI1˙ |Φ〉 ||2 ⇒ QI1 = QJ1˙ = 0 (3.8)
Thus we are left with only the QI2 and Q
J
2˙ , i.e. N of the initial 2N fermionic
generators. If we define
aI =
1√
4E
QI2 , a
†
I =
1√
4E
Q
I
2˙ (3.9)
the aI and a
†
I are anticommuting annihilation and creation operators:
{aI , a†J} = δIJ , {aI , aJ} = {a†I , a†J} = 0 . (3.10)
11
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One then chooses a “vacuum state”, i.e. a state annihilated by all the aI .
Such a state will carry some irreducible representation of the Poincare´ algebra,
i.e. in addition to its zero mass it is characterised by some helicity λ0. We denote
this state as |λ0〉. From the commutators of QI2 and QJ2˙ with the helicity operator
which in the present frame is J3 = M12 one sees that Q
I
2 lowers the helicity by
one half and Q
J
2˙ rises it by one half. (For simplicity, we suppose here that the
state |λ0〉 transforms as a singlet under the SU(N) that acts on the indices I, J .
One could easily drop this restriction.) The supermultiplet then is of the form
|λ0〉
a†I |λ0〉 =
∣∣∣λ0 + 12〉I
a†Ia
†
J |λ0〉 = |λ0 + 1〉IJ
. . .
a†1a
†
2 . . . a
†
N |λ0〉 =
∣∣∣λ0 + N2 〉 .
(3.11)
Due to the antisymmetry in I, J, . . . there are
(
N
k
)
states with helicity λ = λ0+
k
2
,
k = 0, 1, . . .N . Summing the binomial coefficients gives a total of 2N states
with 2N−1 having integer helicity (bosons) and 2N−1 having half-integer helicity
(fermions). In general, in such a supermultiplet, except if λ0 = −N4 , the helicities
will not be distributed symmetrically about zero. Such supermultiplets cannot
be invariant under CPT, since CPT flips the sign of the helicity. To satisfy CPT
one then need to double these multiplets by adding their CPT conjugate with
opposite helicities and opposite quantum numbers.
For unextended susy, N = 1, each massless supermultiplet only contains two
states |λ〉0 and
∣∣∣λ0 + 12〉. We denote these multiplets by (λ0, λ0 + 12). They can
never be CPT self-conjugate and one needs to double them. Thus one arrives at
the following massless N = 1 multiplets:
The chiral multiplet consists of (0, 1
2
) and its CPT conjugate (−1
2
, 0), correspond-
ing to a Weyl fermion and a complex scalar.
The vector multiplet consists of (1
2
, 1) plus (−1,−1
2
), corresponding to a gauge
boson (massless vector) and a Weyl fermion, both necessarily in the adjoint rep-
resentation of the gauge group.
The gravitino multiplet contains (1, 3
2
) and (−3
2
,−1), i.e. a gravitino and a gauge
boson.
The graviton multiplet contains (3
2
, 2) and (−2,−3
2
), corresponding to the gravi-
ton and the gravitino.
12
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Since we so not want helicities larger than two, we must stop here. Also the
gravitino should be present only in a theory with gravity, so if N = 1 it must
only occur once and then in the gravity multiplet. Hence the gravitino multiplet
cannot appear in unextended susy. However it does appear in extended susy
when decomposing larger multiplets into N = 1 multiplets.
For N = 2 a supermultiplet contains (λ0, λ0 +
1
2
, λ0 +
1
2
, λ0 + 1). Restrict-
ing ourselves to the cases where the helicity does not exceed one, we have two
possibilities.
The N = 2 vector multiplet contains (0, 1
2
, 1
2
, 1) and its CPT conjugate
(−1,−1
2
,−1
2
, 0), corresponding to a vector (gauge boson), two Weyl fermions
and a complex scalar, again all in the adjoint representation of the gauge group.
In terms of N = 1 representations this is a vector and a chiral N = 1 multiplet.
The hypermultiplet: If λ0 = −12 we get (−12 , 0, 012). This may or not be CPT
self-conjugate. If it is, it is called a half-hypermultiplet. If it is not we have to
add its CPT conjugate to get a (full) hypermultiplet 2× (−1
2
, 0, 01
2
).
For N = 4, restricting again to helicities not exceeding one, there is a single
N = 4 multiplet which always is CPT self-conjugate. It is (−1, 4 × (−1
2
), 6 ×
0, 4× 1
2
, 1), containing a vector 4 Weyl fermions and 3 complex scalars. In terms
of N = 2 multiplets it is just the sum of the N = 2 vector multiplet and a
hypermultiplet, however now all transforming in the adjoint of the gauge group.
3.4 Massive supermultiplets
We now consider the case P 2 > 0 and a priori arbitrary central charges ZIJ .
Going to the rest frame Pµ = (m, 0, 0, 0), the susy algebra becomes
{QIα, (QJβ)†} = 2mδαβδIJ
{QIα, QJβ} = ǫαβZIJ
{(QIα)†, (QJβ)†} = ǫαβ(ZIJ)∗ .
(3.12)
By an appropriate U(N) rotation among the QI the antisymmetric matrix of
central charges can be brought into standard form:
ZIJ =

0 q1 0 0
−q1 0 0 0 . . .
0 0 0 q2
0 0 −q2 0
...
 (3.13)
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with all qn ≥ 0, n = 1, . . . N2 . We assume that N is even, since otherwise there is
an extra zero eigenvalue of the Z-matrix which can be handled trivially.
It follows that if we let
a1α =
1√
2
(
Q1α + ǫαβ(Q
2
β)
†
)
b1α =
1√
2
(
Q1α − ǫαβ(Q2β)†
)
a2α =
1√
2
(
Q3α + ǫαβ(Q
4
β)
†
)
b2α =
1√
2
(
Q3α − ǫαβ(Q4β)†
)
...
(3.14)
then the arα and b
r
α, r = 1, . . .
N
2
and their hermitian conjugates satisfy the fol-
lowing algebra of harmonic oscillators
{arα, (asβ)†} = (2m− qr)δrsδαβ
{brα, (bsβ)†} = (2m+ qr)δrsδαβ
{arα, (bsβ)†} = {arα, asβ} = . . . = 0
(3.15)
Clearly, positivity of the Hilbert space requires that
2m ≥ |qn| (3.16)
for all n. If some of the qn saturate the bound, i.e. are equal to m, then the
corresponding operators must be set to zero, as we did in the massless case with
the QI1. Clearly, in the massless case the bound becomes 0 ≥ |qn| and thus qn = 0
always. There cannot be central charges in the massless case and the bound is
always saturated, thus only exactly have of the fermionic generators survive.
In the more general massive case, if all |qn| are strictly less than 2m we have a
total of 2N harmonic oscillators. Then starting from a state of minimal “helicity”
(i.e. z component of the angular momentum) λ0 annihilated by all a
n
α and b
n
β ,
application of the creation operators yields a total of 22N states with helicities
ranging from λ0 to λ0 +N .
For N = 1 this yields four states, again labeled by their helicities (or rather
the z component of the angular momentum), as (−1
2
, 0, 0, 1
2
) (which is the same
as the CPT extended massless multiplet) or (−1,−1
2
,−1
2
, 0) to which we must
add the CPT conjugate (1, 1
2
, 1
2
, 0). The latter are the same states as a massless
vector plus a massless chiral multiplet and can be obtained from them via a Higgs
mechanism. In terms of massive representations this is a vector (3 dofs) a Dirac
fermion (4 dofs) and a single real scalar (1 dof).
14
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For N = 2 we already have 16 states with helicities ranging at least from −1
to 1. Such a massive N = 2 multiplet can be viewed as the union of a massless
N = 2 vector and hypermultiplet. A generic massive N = 4 multiplet contains
28 = 256 states including at least a helicity ±2. Thus such a theory must include
a massive spin two particle which is not believed to be possible in quantum field
theory.
If k < N
2
of the qn are equal to 2m then we only have 2N − 2k oscillators,
and the supermultiplets will only contain 22(N−k) states. They are called short
multiplets or BPS multiplets. If all qn equal 2m, i.e. k =
N
2
we get the shortest
multiplets with only 2N states, exactly as in the massless case. These BPS
multiplets are also called ultrashort, and are completely analogous to the massless
multiplets.
15
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Chapter 4
Superspace and superfields
Since we want to construct supersymmetric quantum field theories, we have to
find representations of the susy algebra on fields. A convenient and compact way
to do this is to introduce superspace and superfields, i.e. fields defined on super-
space. This is particularly simple for unextended susy, so we will restrict here to
N = 1 superspace and superfields. Then we have two plus two susy generators
Qα and Qα˙, as well as four generators Pµ of space-time translations. The idea
then is to enlarge space-time labelled by the coordinates xµ by adding two plus
two anticommuting Grassmannian coordinates θα and θα˙. Thus coordinates on
superspace are (xµ, θα, θα˙). Rather than elaborating on the meaning of such a
space we will simply use it as a very efficient recepee to perform calculations in
supersymmetric theories.
4.1 Superspace
As already said, we restrict here to N = 1. The “odd” superspace coordinates
θα and θα˙ just behave as constant (x
µ independent) spinors. Recall that as all
spinors they anticommute among themselves, i.e. θ1θ2 = −θ2θ1, and idem for
the θ
α˙
. Spinor indices in bilinears are contracted acording to the usual rule, i.e.
θθ = θαθα = −2θ1θ2 = +2θ2θ1 = −2θ1θ2, and θθ = θα˙θα˙ = 2θ1θ2 = . . .. One can
then easily prove the following useful identities:
θαθβ = −1
2
ǫαβθθ , θ
α˙
θ
β˙
= 1
2
ǫα˙β˙θθ ,
θαθβ =
1
2
ǫαβθθ , θα˙θβ˙ = −12ǫα˙β˙θθ ,
θσµθ θσνθ = 1
2
θθ θθgµν , θψ θχ = −1
2
θθ ψχ .
(4.1)
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Derivatives in θ and θ are defined in an obvious way as ∂
θα
θβ = δβα and
∂
θ
α˙ θ
β˙
=
δβ˙α˙. Since the θ’s anticommute, any product involving more than two θ’s or more
than two θ’s vanishes. Hence an arbitrary (scalar) function on superspace, i.e. a
superfield, can always be expanded as
F (x, θ, θ) = f(x) + θψ(x) + θχ(x) + θθm(x) + θθ n(x)
+ θσµθ vµ(x) + θθ θλ(x) + θθ θρ(x) + θθ θθ d(x) .
(4.2)
If F carries extra vector indices then so do the fomponent fields f, ψ, . . ..
Integration on superspace is defined for a single Grassmannian variable, say
θ1 as
∫
dθ1(a + θ1b) = b so that
∫
dθ1dθ2θ2θ1 = 1. Then since θθ = 2θ2θ1 and
θθ = 2θ1θ2 we define d2θ = 1
2
dθ1dθ2 and d2θ = 1
2
dθ
2
dθ
1
= [d2θ]† so that∫
d2θ θθ =
∫
d2θ θθ = 1 . (4.3)
It is easy to check that∫
d2θ =
1
4
ǫαβ
∂
∂θα
∂
∂θβ
,
∫
d2θ = −1
4
ǫα˙β˙
∂
∂θ
α˙
∂
∂θ
β˙
. (4.4)
Clearly one also has ∫
d2θd2θ θθθθ = 1 . (4.5)
With these definitions it is easy to see that one has the hermiticity property(
∂
θα
)†
= +
∂
θ
α˙ (4.6)
with α ≡ α˙. Note the plus sign rather than a minus sign as one would expect
from (∂µ)
† = −∂µ.
We now want to realise the susy generators Qα and their hermitian conjugates
Qα˙ = (Qα)
† as differential operators on superspace. We want that iǫαQα gener-
ates a translation in θα by a constant infinitesimal spinor ǫα plus some translation
in xµ. The latter space-time translation is determined by the susy algebra since
the commutator of two such susy transformations is a translation in space-time.
Thus we want
(1 + iǫQ)F (x, θ, θ) = F (x+ δx, θ + ǫ, θ) . (4.7)
Hence iQα =
∂
∂θα
+ . . . where + . . . must be of the form c(σµθ)αPµ = −ic(σµθ)α∂µ
with some constant c to be determined. We arrive at the ansatz
Qα = −i
(
∂
∂θα
− ic(σµθ)α∂µ
)
. (4.8)
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Then the hermitian conjugate is
Qα˙ = i
(
∂
∂θ
α˙ − ic∗(θσµ)α˙∂µ
)
, (4.9)
and they satisfy the susy algebra, in particular
{Qα, Qβ˙} = 2σµαβ˙Pµ = −2iσ
µ
αβ˙
∂µ (4.10)
if Re c = 1. We choose c = 1 so that
Qα = −i ∂∂θα − σµαβ˙θ
β˙
∂µ
Qα˙ = i
∂
∂θ
α˙ + θ
βσµβα˙∂µ .
(4.11)
We can now give the action on the superfield F and determine δx:
(1 + iǫQ+ iǫQ)F (xµ, θα, θ
β˙
) = F (xµ − iǫσµθ + iθσµǫ, θα + ǫα, θβ˙ + ǫβ˙) (4.12)
and the susy variation of a superfield is of course defined as
δǫ,ǫF = (iǫQ+ iǫQ)F . (4.13)
Since a general superfield contains too many component fields to correspond
to an irreducible representation of N = 1 susy, it will be very useful to impose
susy invariant condition to lower the number of components. To do this, we first
find covariant derivatives Dα and Dα˙ that anticommute with the susy generators
Q and Q. Then δǫ,ǫ(DαF ) = Dα(δǫ,ǫF ) and idem for Dα˙. It follows that DαF = 0
or Dα˙F = 0 are susy invariant constraints one may impose to reduce the number
of components in a superfield. One finds
Dα =
∂
∂θα
+ iσµ
αβ˙
θ
β˙
∂µ
Dα˙ = =
∂
∂θ
α˙ + iθ
βσµβα˙∂µ
(4.14)
where Dα˙ = (Dα)
† and
{Dα, Dβ˙} = 2iσµαβ˙∂µ , {Dα, Dβ} = {Dα˙, Dβ˙} = 0
{Dα, Qβ} = {Dα˙, Qβ} = {Dα, Qβ˙} = {Dα˙, Qβ˙} = 0 .
(4.15)
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4.2 Chiral superfields
A chiral superfield φ is defined by the condition
Dα˙φ = 0 (4.16)
and an anti-chiral one φ by
Dαφ = 0 . (4.17)
This is easily solved by observing that
Dαθ = Dα˙θ = Dαy
µ = Dα˙y
µ = 0 ,
yµ = xµ + iθσµθ , yµ = xµ − iθσµθ .
(4.18)
Hence φ depends only on θ and yµ (i.e. all θ dependence is through yµ) and φ
only on θ and yµ. Concentrating on φ we have the component expansion
φ(y, θ) = z(y) +
√
2θψ(y)− θθf(y) (4.19)
or Taylor expanding in terms of x, θ and θ:
φ(y, θ) = z(x) +
√
2θψ(x) + iθσµθ∂µz(x)− θθf(x)
− i√
2
θθ∂µψ(x)σ
µθ − 1
4
θθθθ∂2z(x) .
(4.20)
Physically, such a chiral superfield describes one complex scalar z and one Weyl
fermion ψ. The field f will turn out to be an auxiliary field. For φ we similarly
have
φ(y, θ) = z(y) +
√
2θψ(y)− θθf(y)
= z(x) +
√
2θψ(x)− iθσµθ∂µz(x)− θθf(x)
+ i√
2
θθθσµ∂µψ(x)− 14θθθθ∂2z(x) .
(4.21)
Finally, let us find the explicit susy variations of the component fields as it
results from (4.13): First, for chiral superfields it is useful to change variables
from xµ, θ, θ to yµ, θ, θ. Then
Qα = −i ∂
∂θα
, Qα˙ = i
∂
∂θ
α˙ + 2θ
βσµβα˙
∂
∂yµ
(4.22)
so that
δφ(y, θ) ≡
(
iǫQ+ iǫQ
)
φ(y, θ) =
(
ǫα ∂
∂θα
+ 2iθσµǫ ∂
∂yµ
)
φ(y, θ)
=
√
2ǫψ − 2ǫθf + 2iθσµǫ(∂µz +
√
2θ∂µψ)
=
√
2ǫψ +
√
2θ
(
−√2ǫf +√2iσµǫ∂µz
)
− θθ
(
−i√2ǫσµ∂µψ
)
.
(4.23)
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Thus we read the susy transformations of the component fields:
δz =
√
2ǫψ
δψ =
√
2i∂µzσ
µǫ−√2fǫ
δf =
√
2i∂µψσ
µǫ .
(4.24)
The factors of
√
2 do appear because of our normalisations of the fields and the
definition of δφ. If desired, they could be absorbed by a rescaling of ǫ and ǫ.
4.3 Susy invariant actions
To construct susy invariant actions we now only need to make a few observations.
First, products of superfields are of course superfields. Also, products of (anti)
chiral superfields are still (anti) chiral superfields. Typically, one will have a su-
perpotential W (φ) which is again chiral. ThisW may depend on several different
φi. Using the y and θ variables one easily Taylor expands
W (φ) = W (z(y)) +
√
2∂W
∂zi
θψi(y)
− θθ
(
∂W
∂zi
fi(y) +
1
2
∂2W
∂zi∂zj
ψi(y)ψj(y)
) (4.25)
where it is understood that ∂W/∂z and ∂2W/∂z∂z are evaluated at z(y). The
second and important observation is that any Lagrangian of the form∫
d2θd2θ F (x, θ, θ) +
∫
d2θ W (φ) +
∫
d2θ [W (φ)]† (4.26)
is automatically susy invariant, i.e. it transforms at most by a total derivative
in space-time. The proof is very simple. The susy variation of any superfield
is given by (4.13) and, since the ǫ and ǫ are constant spinors and the Q and
Q are differential operators in superspace, it is again a total derivative in all of
superspace:
δF =
∂
∂θα
(−ǫαF ) + ∂
∂θ
α˙ (−ǫα˙F ) +
∂
∂xµ
[−i(ǫσµθ − θσµǫ)F ] . (4.27)
Integration
∫
d2θd2θ only leaves the last term which is a total space-time deriva-
tive as claimed. If now F is a chiral superfield like φ or W (φ) one changes
variables to θ and y and one has
δφ =
∂
∂θα
(−ǫαφ(y, θ)) + ∂
∂yµ
[−i(ǫσµθ − θσµǫ)φ(y, θ)] . (4.28)
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Integrating
∫
d2θ again only leaves the last term which becomes ∂
∂xµ
[. . .] and is
a total derivative in space-time. The analogous result holds for an anti chiral su-
perfield W (φ) = [W (φ)]† and integration
∫
d2θ . This proves the supersymmetry
of the action resulting from the space-time integral of the Lagrangian (4.26).
The terms
∫
d2θ W (φ) + h.c. in the Lagrangian have the form of a potential.
The kinetic terms must be provided by the term
∫
d2θd2θ F . The simplest choice
is F = φ†φ. This is neither chiral nor anti chiral but real. To compute φ†φ one
must first expand the yµ in terms of xµ. We only need the terms ∼ θθθθ, called
the D-term:
φ†φ
∣∣∣
θθθθ
= −1
4
z†∂2z − 1
4
∂2z†z + 1
2
∂µz
†∂µz + f †f + i
2
∂µψσ
µψ − i
2
ψσµ∂µψ
= ∂µz
†∂µz + i
2
(∂µψσ
µψ − ψσµ∂µψ) + f †f + total derivative .
(4.29)
Then
S =
∫
d4xd2θd2θ φ
†
iφi +
∫
d4xd2θ W (φi) + h.c. (4.30)
yields
S =
∫
d4x
[
|∂µzi|2−iψiσµ∂µψi+f †i fi−
∂W
∂zi
fi+h.c.−1
2
∂2W
∂zi∂zj
ψiψj+h.c.
]
. (4.31)
More generally, one can replace φ†iφi by a (real) Ka¨hler potential K(φ
†
i , φj). This
leads to the non-linear σ-model discussed later. In any case, the fi have no kinetic
term and hence are auxiliary fields. They should be eliminated by substituting
their algebraic equations of motion
f †i =
(
∂W
∂zi
)
(4.32)
into the action, leading to
S =
∫
d4x
[
|∂µzi|2 − iψiσµ∂µψi −
∣∣∣∣∣∂W∂zi
∣∣∣∣∣
2
− 1
2
∂2W
∂zi∂zj
ψiψj − 1
2
(
∂2W
∂zi∂zj
)†
ψiψj
]
.
(4.33)
We see that the scalar potential V is determined in terms of the superpotential
W as
V =
∑
i
∣∣∣∣∣∂W∂zi
∣∣∣∣∣
2
. (4.34)
To illustrate this model, consider the simplest case of a single chiral superfield
φ and a cubic superpotential W (φ) = m
2
φ2 + g
3
φ3. Then ∂W
∂z
= mφ+ gφ2 and the
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action becomes
SWZ =
∫
d4x
[
|∂µz|2 − iψσµ∂µψ −m2|z|2 − m2 (ψψ + ψψ)
− mg(z†z2 + (z†)2z)− g2|z|4 + g(zψψ + z†ψψ)
]
.
(4.35)
Note that the Yukawa interactions appear with a coupling constant g that is
related by susy to the bosonic coupling constants mg and g2.
4.4 Vector superfields
The N = 1 supermultiplet of next higher spin is the vector multiplet. The
corresponding superfield V (x, θ, θ) is real and has the expansion
V (x, θ, θ) = C + iθχ− iθχ+ θσµθvµ
+ i
2
θθ(M + iN)− i
2
θθ(M − iN)
+ iθθ θ
(
λ+ i
2
σµ∂µχ
)
− iθθ θ
(
λ− i
2
σµ∂µχ
)
+ 1
2
θθθθ
(
D − 1
2
∂2C
)
(4.36)
where all component fields only depend on xµ. There are 8 bosonic components
(C,D,M,N, vµ) and 8 fermionic components (χ, λ). These are too many com-
ponents to describe a single supermultiplet. We want to reduce their number
by making use of the supersymmetric generalisation of a gauge transformation.
Note that the transformation
V → V + φ+ φ† , (4.37)
with φ a chiral superfield, implies the component transformation
vµ → vµ + ∂µ(2Imz) (4.38)
which is an abelian gauge transformation. We conclude that (4.37) is its desired
supersymmetric generalisation. If this transformation (4.37) is a symmetry (ac-
tually a gauge symmetry, as we just saw) of the theory then, by an appropriate
choice of φ, one can transform away the components χ,C,M,N and one com-
ponent of vµ. This choice is called the Wess-Zumino gauge, and it reduces the
vector superfield to
VWZ = θσ
µθvµ(x) + iθθ θλ(x)− iθθ θλ(x) + 1
2
θθθθD(x) . (4.39)
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Since each term contains at least one θ, the only non-vanishing power of VWZ is
V 2WZ = θσ
µθ θσνθ vµvν =
1
2
θθθθ vµv
µ (4.40)
and V nWZ = 0, n ≥ 3.
To construct kinetic terms for the vector field vµ one must act on V with the
covariant derivatives D and D. Define
Wα = −1
4
DDDαV , W α˙ = −1
4
DDDα˙V . (4.41)
(This is appropriate for abelian gauge theories and will be slightly generalized
in the non-abelian case.) Since D3 = D
3
= 0, Wα is chiral and W α˙ antichiral.
Furthermore it is clear that they behave as anticommuting Lorentz spinors. Note
that they are invariant under the transformation (4.37) since
Wα → Wα − 14DDDα(φ+ φ†) = Wα + 14D
β˙
Dβ˙Dαφ
= Wα +
1
4
D
β˙{Dβ˙ , Dα}φ =Wα + i2σµαβ˙∂µD
β˙
φ =Wα
(4.42)
since Dφ = Dφ† = 0. It is then easiest to use the WZ-gauge to compute Wα. To
facilitate things further, change variables to yµ, θα, θ
α˙
so that
Dα =
∂
∂θα
+ 2iσµ
αβ˙
θ
β˙ ∂
∂yµ
, Dα˙ =
∂
∂θ
α˙ (4.43)
and write
VWZ = θσ
µθvµ(y) + iθθ θλ(y)− iθθ θλ(y) + 1
2
θθθθ (D(y)− i∂µvµ(y)) . (4.44)
Then, using σνσµ − gνµ = 2σνµ, it is straightforward to find (all arguments are
yµ)
DαVWZ = (σ
µθ)αvµ + 2iθα θλ− iθθ λα + θα θθD
+ 2i(σµνθ)αθθ∂µvν + θθθθ(σ
µ∂µλ)α
(4.45)
and then, using DDθθ = −4,
Wα = −iλα(y) + θαD(y) + i(σµνθ)αfµν(y) + θθ(σµ∂µλ(y))α (4.46)
with
fµν = ∂µvν − ∂νvµ (4.47)
being the abelian field strength associated with vµ.
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Since Wα is a chiral superfield,
∫
d2θ W αWα will be a susy invariant La-
grangian. To obtain its component expansion we need the θθ-term (F -term) of
W αWα:
W αWα
∣∣∣
θθ
= −2iλσµ∂µλ+D2 − 1
2
(σµν)αβ(σρσ)αβfµνfρσ , (4.48)
where we used (σµν) βα = tr σ
µν = 0. Furthermore,
(σµν)αβ(σρσ)αβ =
1
2
(gµρgνσ − gµσgνρ)− i
2
ǫµνρσ (4.49)
(with ǫ0123 = +1) so that∫
d2θ W αWα = −1
2
fµνf
µν − 2iλσµ∂µλ+D2 + i
4
ǫµνρσfµνfρσ . (4.50)
Note that the first three terms are real while the last one is purely imaginary.
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Chapter 5
Supersymmetric gauge theories
We first discuss pure N = 1 gauge theory which only involves the vector multiplet
and will be described in terms of the vector superfield of the previous section.
We will need a slight generalization of the definition of Wα to the non-abelian
case. All members of the vector multiplet (the gauge boson vµ and the gaugino λ)
necessarily are in the same representation of the gauge group, i.e. in the adjoint
representation. Lateron we will couple chiral multiplets to this vector multiplet.
The chiral fields can be in any representation of the gauge group, e.g. in the
fundamental one.
5.1 Pure N = 1 gauge theory
We start with the vector multiplet (4.36) with every component now in the adjoint
representation of the gauge group G, i.e. V ≡ VaT a, a = 1, . . .dimG where the
Ta are the generators in the adjoint. The basic object then is e
V rather than V
itself. The non-abelian generalisation of the transformation (4.37) is now
eV → eiΛ†eV e−iΛ ⇔ e−V → eiΛe−V e−iΛ† (5.1)
with Λ a chiral superfield. To first order in Λ this reproduces (4.37) with φ = −iΛ.
We will construct an action such that this non-linear transformation is a (local)
symmetry. This transformation can again be used to set χ,C,M,N and one
component of vµ to zero, resulting in the same component expansion (4.39) of
V in the Wess-Zumino gauge. From now on we adopt this WZ gauge. Then
V n = 0, n ≥ 3. The same remains true if some Dα or Dα˙ are inserted in the
product, e.g. V (DαV )V = 0. One simply has
eV = 1 + V +
1
2
V 2 . (5.2)
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The superfields Wα are now defined as
Wα = −1
4
DD
(
e−VDαe
V
)
, W α˙ = +
1
4
DD
(
eVDα˙e
−V ) , (5.3)
which to first order in V reduces to the abelian definition (4.41). Under the
transformation (5.1) one then has
Wα → −14DD
(
eiΛe−V e−iΛ
†
Dα
(
eiΛ
†
eV e−iΛ
))
= −1
4
DD
(
eiΛe−V
(
(Dαe
V )e−iΛ + eVDαe−iΛ
))
.
(5.4)
The second term is −1
4
DD
(
eiΛDαe
−iΛ
)
and vanishes for the same reason as
1
4
DDDαφ in (4.42). Thus
Wα → −1
4
eiΛDD
(
e−VDαeV
)
e−iΛ = eiΛWαe−iΛ (5.5)
i.e. Wα transforms covariantly under (5.1). Similarly, one has
W α˙ → eiΛ†Wαe−iΛ† . (5.6)
Next, we want to obtain the component expansion of Wα in WZ gauge. In-
serting the expansion (5.2) into the definition (5.3) gives
Wα = −1
4
DDDαV +
1
8
DD[V,DαV ] . (5.7)
The first term is the same as in the abelian case and has been computed in (4.46),
while for the new term we have (all arguments are yµ)
[V,DαV ] = θθ(σ
νµθ)α[vµ, vν ] + iθθθθσ
µ
αβ˙
[vµ, λ
β˙
] (5.8)
and then, using again DDθθ = −4
1
8
DD[V,DαV ] =
1
2
(σµνθ)α[vµ, vν ]− i
2
θθσµ
αβ˙
[vµ, λ
β˙
] . (5.9)
Adding this to (4.46) simply turns ordinary derivatives of the fields into gauge
covariant derivatives and we finally obtain
Wα = −iλα(y) + θαD(y) + i(σµνθ)αFµν(y) + θθ(σµDµλ(y))α (5.10)
where now
Fµν = ∂µvν − ∂νvµ − i
2
[vµ, vν ] (5.11)
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and
Dµλ = ∂µλ− i
2
[vµ, λ] . (5.12)
The reader should not confuse the gauge covariant derivative Dµ neither with the
super covariant derivatives Dα and Dα˙, nor with the auxiliary field D.
The gauge group generators T a satisfy
[T a, T b] = ifabcT c (5.13)
with real structure constants fabc. The field strength then is F aµν = ∂µv
a
ν −∂nvaµ+
1
2
fabcvbµv
c
ν . We introduce the gauge coupling constant g by scaling the superfield
V and hence all of its component fields as
V → 2g V ⇔ vµ → 2g vµ , λ→ 2g λ , D → 2g D (5.14)
so that then we have the rescaled definitions of gauge covariant derivative and
field strength
Dµλ = ∂µλ− ig[vµ, λ] ⇒ (Dµλ)a = ∂µλa + gfabcvbµλc
Fµν = ∂µvν − ∂νvµ − ig[vµ, vν ] ⇒ F aµν = ∂µvaν − ∂νvaµ + gfabcvbµvcν . (5.15)
(We have implicitly assumed that the gauge group is simple so that there is
a single coupling constant g. The generalisation to G = G1 × G2 × . . . and
several g1, g2, . . . is straightforward.) Then the component expansion (5.10)
of Wα remains unchanged, except for two things: there is on overall factor 2g
multiplying the r.h.s. and Fµν and Dµλ are now given by (5.15). It follows
that (4.50) also remains unchanged except for the replacements fµν → Fµν and
∂µλ→ Dµλ and an overall factor 4g2. One then introduces the complex coupling
constant
τ =
Θ
2π
+
4πi
g2
(5.16)
where Θ stands for the Θ-angle. (We use a capital Θ to avoid confusion with the
superspace coordinates θ.) Then
Lgauge = 132π Im (τ
∫
d2θ TrW αWα)
= Tr
(
−1
4
FµνF
µν − iλσµDµλ+ 12D2
)
+ Θ
32π2
g2TrFµνF˜
µν (5.17)
where
F˜ µν =
1
2
ǫµνρσFρσ (5.18)
is the dual field strength. The single term TrW αWα has produced both, the
conventionally normalised gauge kinetic term −1
4
TrFµνF
µν and the instanton
density g
2
32π2
TrFµνF˜
µν which multiplies the Θ-angle!
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5.2 N = 1 gauge theory with matter
We now add chiral (matter) multiplets φi transforming in some representation
R of the gauge group where the generators are represented by matrices (T aR)
i
j.
Then
φi →
(
eiΛ
)i
j
φj , φ†i → φ†j
(
e−iΛ
†
)j
i
(5.19)
or simply φ→ eiΛφ, φ† → φ†e−iΛ† where Λ = ΛaT aR is understood. Then
φ†eV φ ≡ φ†eV aTaRφ ≡ φ†i
(
eV
)i
j
φj (5.20)
is the gauge invariant generalisation of the kinetic term and
Lmatter =
∫
d2θd2θ φ†eV φ+
∫
d2θ W (φ) +
∫
d2θ [W (φ)]† . (5.21)
Note that we have not yet scaled V by 2g, or equivalently we set 2g = 1 for the
time being to simplify the formula. We want to compute the θθθθ component
(D-term) of φ†eV φ = φ†φ + φ†V φ + 1
2
φ†V 2φ. The first term is given by (4.29).
The second term is
φ†V φ
∣∣∣
θθθθ
= i
2
z†vµ∂µz − i2∂µz†vµz − 12ψσµvµψ
+ i√
2
z†λψ − i√
2
ψλz + 1
2
z†Dz
(5.22)
and the third term is
φ†V 2φ
∣∣∣
θθθθ
=
1
4
z†vµvµz . (5.23)
Combining all three terms gives
φ†eV φ
∣∣∣
θθθθ
= (Dµz)
†Dµz − iψσµDµψ + f †f
+ i√
2
z†λψ − i√
2
ψλz + 1
2
z†Dz + total derivative .
(5.24)
with Dµz = ∂µz− i2vaµT aRz and Dµψ = ∂µψ− i2vaµT aRψ. We now rescale V → 2gV
and use the first identity (2.15) to rewrite ψσµDµψ = ψσ
µDµψ+total derivative.
Then this is replaced by
φ†e2gV φ
∣∣∣
θθθθ
= (Dµz)
†Dµz − iψσµDµψ + f †f
+ i
√
2gz†λψ − i√2gψλz + gz†Dz + total derivative . (5.25)
now with Dµz = ∂µz − igvaµT aRz and Dµψ = ∂µψ − igvaµT aRψ. This part of
the Lagrangian contains the kinetic terms for the scalar fields zi and the matter
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fermions ψi, as well as specific interactions between the zi, the ψi and the gauginos
λa. One has e.g. z†λψ ≡ z†i (T aR)i jλaψj .
What happens to the superpotential W (φ)? This must be a chiral superfield
and hence must be constructed from the φi alone. It must also be gauge invariant
which imposes severe constraints on the superpotential. A term of the form
ai1,...inφ
i1 . . . φin will only be allowed if the n-fold product of the representation R
contains the trivial representation and then ai1,...in must be an invariant tensor of
the gauge group. An example is G = SU(3) with R = 3. Then 3×3×3 = 1+ . . .
and the correponding SU(3) invariant tensor is ǫijk. In this example, however,
bilinears would not be gauge invariant. On the other hand, the representation R
need not be irreducible. Taking again the example of G = SU(3) one may have
R = 3 ⊕ 3 corresponding to a chiral superfield φi transforming as 3 (“quark”)
and a chiral superfield φ˜i transforming as 3 (“antiquark”). Then one can form
the gauge invariant chiral superfield φ˜iφ
i which corresponds to a “quark” mass
term.
There is a last type of term that may appear in case the gauge group simply is
U(1) or contains U(1) factors.footnote If there is at least an extra U(1) factor the
gauge group certainly is not simple and we have several coupling constants: These
are the Fayet-Iliopoulos terms. Let V A denote the vector superfield in the abelian
case, or the component corresponding to an abelian factor. Then under an abelian
gauge transformation, V A → V A− iΛ+ iΛ†, with Λ a chiral superfield. From the
component expansion of such a chiral or anti chiral superfield (4.20) or (4.21) one
sees that the D-term (the term ∼ θθθθ) transforms as DA → DA + ∂µ∂µ(. . .),
i.e. as a total derivative. Being a D-term, it also transforms as a total derivative
under susy. It follows that
LFI =
∑
A∈abelian factors
ξA
∫
d2θd2θ V A =
1
2
∑
A∈abelian factors
ξADA (5.26)
is a susy and gauge invariant Lagrangian (i.e. up to total derivatives).
We can finally write the full N = 1 Lagrangian, being the sum of (5.17),
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(5.25) and (5.26):
L = Lgauge + Lmatter + LFI
= 1
32π
Im (τ
∫
d2θ TrW αWα) + 2g
∑
A ξ
A
∫
d2θd2θ V A
+
∫
d2θd2θ φ†e2gV φ+
∫
d2θ W (φ) +
∫
d2θ [W (φ)]†
= Tr
(
−1
4
FµνF
µν − iλσµDµλ+ 12D2
)
+ Θ
32π2
g2TrFµνF˜
µν + g
∑
A ξ
ADA
+ (Dµz)
†Dµz − iψσµDµψ + f †f + i
√
2gz†λψ − i√2gψλz + gz†Dz
− ∂W
∂zi
f i + h.c.− 1
2
∂2W
∂zi∂zj
ψiψj + h.c. + total derivative .
(5.27)
The auxiliary field equations of motion are
f †i =
∂W
∂zi
(5.28)
and
Da = −gz†T az − gξa (5.29)
where it is understood that ξa = 0 if a does not take values in an abelian factor
of the gauge group. Substituting this back into the Lagrangian one finds
L = Tr
(
−1
4
FµνF
µν − iλσµDµλ
)
+ Θ
32π2
g2TrFµνF˜
µν
+ (Dµz)
†Dµz − iψσµDµψ
+ i
√
2gz†λψ − i√2gψλz − 1
2
∂2W
∂zi∂zj
ψiψj − 1
2
(
∂2W
∂zi∂zj
)†
ψ
i
ψ
j
− V (z†, z) + total derivative ,
(5.30)
where the scalar potential V (z†, z) is given by
V (z†, z) = f †f +
1
2
D2 =
∑
i
∣∣∣∣∣∂W∂zi
∣∣∣∣∣
2
+
g2
2
∑
a
∣∣∣z†T az + ξa∣∣∣2 . (5.31)
5.3 Supersymmetric QCD
At this point we have all the ingredients to write the action for supersymmetric
QCD. The gauge group is SU(3). (More generally, one could consider SU(N).)
There are then gauge bosons vaµ, a = 1, . . . 8 called the gluons, as well as their
supersymmetric partners, the 8 gauginos or gluinos λa. If one considers pure
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N = 1 “glue”, this is all there is. To describe N = 1 QCD however, one also
has to add quarks transforming in the 3 of SU(3) as well as antiquarks in the
3. They are associated with chiral superfields. More precisely there are chiral
superfields QiL = q
i
L +
√
2θψiL − θθf iL, i = 1, 2, 3, and L = 1, . . . Nf labels the
flavours. These fields transform in the 3 representation of the gauge group and
correspond to left-handed quarks (or right-handed antiquarks). There are also
chiral superfields Q˜i,L = q˜iL +
√
2θψ˜iL − θθf˜iL, i = 1, 2, 3 and L = 1, . . . Nf .
They transform in the 3 representation of the gauge group and correspond to
left-handed antiquarks (or right-handed quarks).
Note that the gauge group does not contain any U(1) factor, and hence no
Fayet-Iliopoulos term can appear. The component Lagrangian for massless susy
QCD then is given by (5.30) with z = (q, q˜) , ξa = 0 and vanishing superpo-
tential. Since all terms in the Lagrangian are diagonal in the flavour indices of
the quarks and separately in the flavour indices of the antiquarks, there is an
SU(Nf)L × SU(Nf)R global symmetry. In addition there is a U(1)V acting as
Q → eivQ, Q˜ → e−ivQ˜, as well as an U(1)A acting as Q → eiaQ, Q˜ → eiaQ˜.
We also have the global U(1)R symmetry acting as Q(x, θ) → e−iqQ(x, eiqθ),
Q˜(x, θ)→ e−iqQ˜(x, eiqθ) and V (x, θ, θ)→ V (x, eiqθ, e−iqθ). Thus the global sym-
metry group in the massless case is U(Nf )L × U(Nf)R × U(1)R
Due to the presence of both representations 3 and 3 of the gauge group, one
may add a gauge invariant superpotential
W (Q, Q˜) = mL,MQ
i
LQ˜i,M . (5.32)
This is a quark mass term and mL,M is the Nf × Nf mass matrix. Using the
global symmetry of the other terms in the Lagrangian (which is just the massless
Lagrangian) one can diagonalise the superpotential so that it reads
W (Q, Q˜) =
∑
L
mLQ
i
LQ˜i,L . (5.33)
For the gauge group SU(3) one could also add the gauge invariant terms
aLMN ǫijkQ
i
LQ
j
MQ
k
N and a˜LMN ǫ
ijkQ˜iLQ˜jMQ˜kN . However, they explicitly violate
baryon number conservation and will not be considered. Then finally one arrives
at the following Lagrangian (where we suppress as much as possible all gauge
and flavour indices):
L = Tr
(
−1
4
FµνF
µν − iλσµDµλ
)
+ Θ
32π2
g2TrFµνF˜
µν
+ (Dµq)
†Dµq + (Dµq˜)†Dµq˜ − iψσµDµψ − iψ˜σµDµψ˜
+ i
√
2gq†λψ + i
√
2gq˜†λψ˜ − i√2gψλq − i√2gψ˜λq˜
− 1
2
∑
LmL
(
ψLψL + ψ˜Lψ˜L
)
− V (q, q˜, q†, q˜†) + total derivative ,
(5.34)
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where the scalar potential V is given by
V (q, q˜, q†, q˜†) =
Nf∑
L=1
m2L
(
q†LqL + q˜
†
Lq˜L
)
+
g2
2
8∑
a=1
∣∣∣q†T aq + q˜†T aq˜∣∣∣2 . (5.35)
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Chapter 6
Spontaneously broken
supersymmetry
6.1 Vacua in susy theories
Perturbation theory should be performed around a stable configuration. If quan-
tum field theory is formulated using a euclidean functional integral, stable con-
figurations correspond to minima of the euclidean action. A vacuum is a Lorentz
invariant stable configuration. Lorentz invariance implies that all space-time
derivatives and all fields that are nor scalars must vanish. Hence only scalar
fields zi can have a non-vanishing value in a vacuum configuration, i.e. a non-
vanishing vacuum expectation value (vev), denoted by 〈zi〉. Minimality of the
euclidean action (or else minimality of the energy functional) then is equivalent
to the scalar potential V having a minimum. Thus we have for a vacuum
〈vaµ〉 = 〈λa〉 = 〈ψi〉 = ∂µ〈zi〉 = 0 , V (〈zi〉, 〈z†i 〉) = minimum . (6.1)
The minimum may be the global minimum of V in which case one has the true
vacuum, or it may be a local minimum in which case one has a false vacuum that
will eventually decay by quantum tunneling into the true vacuum (although the
life-time may be extremely long). For a false or true vacuum one certainly has
∂V
∂zi
(〈zj〉, 〈z†j〉) =
∂V
∂z†i
(〈zj〉, 〈z†j〉) = 0 . (6.2)
This shows again that a vacuum is indeed a solution of the equations of motion.
Now in a supersymmetric theory the scalar potential is given by (5.31), namely
V (z, z†) = f †i f
i +
1
2
DaDa (6.3)
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where
f †i =
∂W (z)
∂zi
(6.4)
and
Da = −ga
(
z†i (T
a)i jz
j + ξa
)
(6.5)
where we allowd for Fayet-Iliopoulos terms ∼ ξa associated with possible U(1)
factors and couplings ga. Of course within each simple factor of the gauge group
G the ga are the same.1 The potential (6.3) is non-negative and it will certainly
be at its global minimum, namely V = 0, if
f i(〈z†〉) = Da(〈z〉, 〈z†〉) = 0 . (6.6)
However, this system of equations does not necessarily have a solution as a simple
counting argument shows: there are as many equations f i = 0 as unknown 〈z†i 〉
(and as many complex conjugate equations f †i = 0 as complex conjugate 〈zi〉).
On top of these there are dimG equations Da = 0 to be satisfied. We now have
two cases.
a) If the equations (6.6) have a solution, then this solution is a global minimum
of V (since V = 0) and hence a stable true vacuum. There can be many such
solutions and then we have many degenerate vacuua. In addition to this true
vacuum there can be false vacua satisfying (6.2) but not (6.6).
b) If the equations (6.6) have no solutions, the scalar potential V can never
vanish and its minimum is strictly positive: V ≥ V0 > 0. Now a vacuum with
strictly positive energy necessarily breaks supersymmetry. This means that the
vacuum cannot be invariant under all susy generators. The proof is very simple:
as in (3.4) we have for any state |Ω〉
〈Ω|P0 |Ω〉 = 1
4
||Qα |Ω〉 ||2 + 1
4
||Q†α |Ω〉 ||2 = 0 . (6.7)
Now assume that |Ω〉 is invariant under all susy generators, i.e. Qα |Ω〉 = 0.
Then necessarily 〈Ω|P0 |Ω〉 = 0, and conversely if 〈Ω|P0 |Ω〉 > 0 not all Qα and
Q†α can annihilate the state |Ω〉. It is not surprising that an excited state, e.g. a
one-particle state is not invariant under susy: indeed this is how susy transforms
the different particles of a supermultiplet into each other. Non-invariance of the
vacuum state has a different meaning: it implies that susy is really broken in the
perturbation theory based on this vacuum. As usual, this is called spontaneous
breaking of the (super)symmetry.
There is also another way to see that susy is broken if either f i(〈z†〉) 6= 0 or
Da(〈z〉, 〈z†〉) 6= 0. Looking at the susy transformations of the fields one has from
1 If G = G1 × . . . × Gk × U(1) × . . . × U(1) with simple factors Gl of dimension dl it is
understood that g1 = . . . = gd1 , gd1+1 = . . . = gd1+d2 , etc and ξ1 = . . . ξd1+...dk = 0.
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(4.24)
δ〈zi〉 = √2ǫ〈ψi〉
δ〈ψi〉 = √2i∂µ〈zi〉σµǫ−
√
2〈f i〉ǫ
δ〈f i〉 = √2i∂µ〈ψi〉σµǫ
(6.8)
which upon taking into account (6.2) reduces to
δ〈zi〉 = 0
0 = δ〈ψi〉 = −√2〈f i〉ǫ
δ〈f i〉 = 0
(6.9)
which can be consistent only if 〈f i〉 ≡ f i(〈z†〉) = 0. The argument similarly shows
that δ〈λa〉 = 0 is only possible if 〈Da〉 ≡ Da(〈z〉, 〈z†〉) = 0. More generally, a
necessary condition for unbroken susy is that the susy variations of the fermions
vanish in the vacuum.
6.2 The Goldstone theorem for susy
Goldstone’s theorem states that whenever a continuous global symmetry is spon-
taneously broken, i.e. the vacuum is not invariant, there is a massless mode in
the spectrum, i.e. a massless particle. The quantum numbers carried by the
Goldstone particle are related to the broken symmetry. Similarly, we will show
that if supersymmetry is spontaneously broken there is a massless spin one-half
particle, i.e. a massless spinorial mode, sometimes called the Goldstino.
As we have seen, a vacuum that breaks susy is such that ∂V
∂zi
(〈zi〉, 〈z†i 〉) = 0
(it is a vacuum) and2 〈f i〉 6= 0 or 〈Da〉 6= 0. Now from (6.3)-(6.5) we have
∂V
∂zi
= f j
∂2W
∂zi∂zj
− gaDaz†j (T a)ji (6.10)
and this must vanish for any vacuum. We will combine this with the statement
of gauge invariance of the superpotential W which reads
0 = δ(a)gaugeW =
∂W
∂zi
δ(a)gaugez
i = f †i (T
a)i jz
j . (6.11)
We can now combine the vanishing of (6.10) in the vacuum with the vev of the
complex conjugate equation (6.11) into the matrix equation
M =
( 〈 ∂2W
∂zi∂zj
〉 −ga〈z†l 〉(T a)l i
−gb〈z†l 〉(T b)l j 0
)
, M
( 〈f j〉
〈Da〉
)
= 0 (6.12)
2 As before, 〈f i〉 is shorthand for f i(〈z†〉) and 〈Da〉 shorthand for Da(〈z〉, 〈z†〉).
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stating that the matrix appearing here has a zero eigenvalue. But this matrix
exactly is the fermion mass matrix. Indeed, the non-derivative fermion bilinears
in the Lagrangian (5.27) give rise in the vacuum to the following mass terms
(
i
√
2ga〈z†j〉(T a)jiλaψi − 12〈 ∂
2W
∂zi∂zj
〉ψiψj
)
+ h.c.
= −1
2
(
ψi,
√
2iλb
)
M
(
ψj√
2iλa
)
+ h.c.
(6.13)
with the same matrix M as defined in (6.12). This matrix has a zero eigenvalue,
and this means that there is a zero mass fermion: the Goldstone fermion or
Goldstino.
6.3 Mechanisms for susy breaking
We have seen that a minimum of V with 〈f i〉 6= 0 or 〈Da〉 6= 0 is a vacuum
that breaks susy. This can be a true or false vacuum. If there is no vacuum
with 〈f i〉 = 〈Da〉 = 0, i.e. no solution 〈zi〉 to these equations, supersymmetry is
necessarily broken by any vacuum. Whether or not there are solutions depends
on the choice of superpotential W and whether the Fayet-Iliopoulos parameters
ξa vanish or not.
6.3.1 O’Raifeartaigh mechanism
Assume first that no U(1) factors are present or else that the ξa vanish. Susy will
be broken if ∂W
∂zi
= 0 and z†j (T
a)jl z
l = 0 have no solution. If the superpotential
W has no linear term, 〈zi〉 = 0 will always be a solution. So let’s assume that
there is a linear term W = aiz
i + . . .. But this can be gauge invariant only if the
representation R carried by the zi contains at least one singlet, say z1 = Y . As
a simple example take
W = Y (a−X2) + bZX + w(X, zi) (6.14)
with X, Y, Z all singlets. Then f †Y =
∂W
∂Y
= a − X2 and f †Z = ∂W∂Z = bX cannot
both vanish so that there is no susy preserving vacuum solution.
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6.3.2 Fayet-Iliopoulos mechanism
Let there now be at least one U(1) and non-vanishing ξ. The relevant part of
D = 0 is
0 =
∑
i
qi|zi|2 + ξ (6.15)
where the qi are the U(1) charges of z
i. If all charges qi had the same sign, taking
a ξ of the same sign as the qi would forbid the existence of solutions and break
susy. However, absence of chiral anomalies for the U(1) imposes
∑
i q
3
i = 0 so that
charges of both signs must be present and there is always a solution to (6.15).
One needs further constraints from f i = 0 to break susy. To see how this works
consider again a simple model. Take two chiral multiplets φ1 and φ2 with charges
q1 = −q2 = 1 so that (6.15) reads |z1|2 − |z2|2 + ξ = 0 and take a superpotential
W = mφ1φ2. Then f 1 = mz†2 and f
2 = mz†1 and clearly, if m 6= 0 and ξ 6= 0, we
cannot simultaneously have f 1 = f 2 = D = 0 so that susy will be broken.
6.4 Mass formula
If supersymmetry is unbroken all particles within a supermultiplet have the same
mass. Although this will no longer be true if supersymmetry is (spontaneously)
broken, but one can still relate the differences of the squared masses to the susy
breaking parameters 〈f i〉 and 〈Da〉.
Let us derive the masses of the different particles: vectors, fermions and
scalars. We begin with the vector fields. In the presence of non-vanishing vevs
of the scalars, some or all of the vector gauge fields will become massive by
the Higgs mechanism. Indeed the term (Dµz
i)†(Dµzi) present in the Lagrangian
(5.27) gives rise to a mass term g2〈z†T aT bz〉vaµvaµ, while the gauge kinetic term
is normalised in the standard way. Thus the mass matrix for the spin-one fields
is (
M21
)ab
= 2g2〈z†T aT bz〉 . (6.16)
It will be useful to introduce the notations
Dai =
∂Da
∂zi
= −g(z†T a)i , Dia = ∂D
a
∂z†i
= −g(T az)i (6.17)
as well as Daij = −gT aij , and similarly
f ij =
∂f i
∂z†j
=
∂2W
∂z†j∂z
†
i
, fij =
∂f †i
∂zj
=
∂2W
∂zj∂zi
(6.18)
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etc. Then eq. (6.16) can be written as(
M21
)ab
= 2〈DaiDbi〉 = 2〈Dai 〉〈Dbi〉 . (6.19)
Next, for the spin-one-half fermions the mass matrix can be read from (6.12)
and (6.13) or again directly from (5.27). The mass terms are
− 1
2
(ψi λa)M 1
2
(
ψj
λb
)
+ h.c. , M 1
2
=
( 〈fij〉 √2i〈Dbi 〉√
2i〈Daj 〉 0
)
(6.20)
with the squared masses of the fermions being given by the eigenvalues of the
hermitian matrix(
M 1
2
M†1
2
)
=
( 〈fil〉〈f jl〉+ 2〈Dci 〉〈Dcj〉 −√2i〈fil〉〈Dbl〉√
2i〈Dal 〉〈f jl〉 2〈Dal 〉〈Dbl〉
)
. (6.21)
Finally for the scalars the mass terms are3
− 1
2
(zi z†j )M20
(
z†k
zl
)
(6.22)
with
M20 =
 〈 ∂2V∂zi∂z†k 〉 〈 ∂2V∂zi∂zl 〉
〈 ∂2V
∂z†
j
∂z†
k
〉 〈 ∂2V
∂z†
j
∂zl
〉
 . (6.23)
Using (6.3) one finds that this matrix equals( 〈fip〉〈fkp〉+ 〈Dak〉〈Dai 〉+ 〈Da〉Daki 〈f p〉〈filp〉+ 〈Dai 〉〈Dal 〉
〈f †p〉〈f jkp〉+ 〈Daj〉〈Dak〉 〈flp〉〈f jp〉+ 〈Daj〉〈Dal 〉+ 〈Da〉Dajl
)
(6.24)
It is now straightforward to give the traces which yield the sums of the masses
squared of the vectors, fermions and scalars, respectively.
trM21 = 2〈Dai 〉〈Dai〉
trM 1
2
M†1
2
= 〈fil〉〈f il〉+ 4〈Dai 〉〈Dai〉
trM20 = 2〈fip〉〈f ip〉+ 2〈Dai 〉〈Dai〉 − 2g〈Da〉trT a
(6.25)
and
StrM2 ≡ 3trM21 − 2trM 1
2
M†1
2
+ trM20 = −2g〈Da〉trT a . (6.26)
3 The way the z and z† are grouped as well as the 12 may seem peculiar at the first sight, but
they are easily explained by the example of a single complex scalar field for which the mass term
is m2zz†. Then simply M20 =
(
m2 0
0 m2
)
and (6.22) yields − 12zm2z† − 12z†m2z = −m2z†z.
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In this supertrace we have counted two degrees of freedom for spinors and three for
vectors as appropriate in the massive case (the massless states do not contribute
anyhow). We see that if 〈Da〉 = 0 or trT a = 0 (no U(1) factor) this supertrace
vanishes, stating that the sum of the squared masses of all bosonic degrees of
freedom equals the sum for all fermionic ones. Without susy breaking this is
a triviality. In the presence of susy breaking this supertrace formula is still a
strong constraint on the mass spectrum. In particular, if susy is broken only by
non-vanishing 〈f i〉 (and 〈f †i 〉), or if all gauge group generators are traceless, one
must still have StrM2 = 0.
Consider e.g. susy QCD. The gauge group is SU(3) and trT a = 0, while the
gauge group must remain unbroken. Then M21 = 0 so that 〈Dai 〉 = 〈Dai〉 = 0.
Note from (6.20) that it is then obvious that also the gauginos (gluinos) remain
massless, while supertrace formula tells us that the sum of the masses squared
of the scalar quarks must equal (twice) the sum for the quarks. This means
that the scalar quarks cannot all be heavier than the heaviest quark, and some
must be substantially lighter. Since no massless gluinos and relatively light scalar
quarks have been found experimentally, this scenario seems to be ruled out by
experiment. However, it would be too quick to conclude that one cannot embed
QCD into a susy theory. Indeed, there are two ways out. First, the mass formula
derived here only give the tree-level masses and are corrected by loop effects.
Typically, one introduces one or several additional chiral multiplets which trigger
the susy breaking. Through loop diagrams this susy breaking then propagates
to the gauge theory we are interested in and, in principle, one can achieve heavy
gauginos and heavy scalar quarks this way. leaving massless gauge fields and
light fermions. Second, the susy theory may be part of a supergravity theory
which is spontaneously broken, and in this case one rather naturally obtains
experimentally reasonable mass relations.
Let’s discuss a bit more the mass matrices derived above. As in the exam-
ple of susy QCD just discussed, if the gauge symmetry is unbroken, M21 = 0
implying 〈Dai 〉 = 0, so that the fermion mass matrix reduces to
(
M 1
2
M†1
2
)
=( 〈fil〉〈f jl〉 0
0 0
)
, showing again that the gauginos are massless, too. If we now
suppose that there are no Fayet-Iliopoulos parameters, 〈Dai 〉 = 0 implies that
also 〈Da〉 = 0 as is easily seen4 so that the scalar mass matrix now is
M20 =
( 〈fip〉〈fkp〉 〈f p〉〈filp〉
〈f †p〉〈f jkp〉 〈flp〉〈f jp〉
)
. (6.27)
The block diagonal terms are the same as for the fermions ψi, but the block
4 One has DajD
bj = z†T aT bz and D
[a
j D
b]j = i2f
abcz†T cz = − i2gfabcDc (if there are no FI
parameters). Thus if 〈Dai 〉 = 0, also 〈Dbj〉 = 0 and this then implies 〈Dc〉 = 0.
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off-diagonal terms give an additional contribution
− 1
2
〈f p〉〈filp〉zizl + h.c. . (6.28)
The effect of this term typically is to lift the mass degeneracy between the real and
the imaginary parts of the scalar fields, splitting the masses in a symmetric way
with respect to the corresponding fermion masses. This is of course in agreement
with StrM2 = 0 in this case.
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The non-linear sigma model
As long as one wants to formulate a fundamental, i.e. microscopic theory, one is
guided by the principle of renomalisability. For the theory of chiral superfields φ
only this implies at most cubic superpotentials (leading to at most quartic scalar
potentials) and kinetic terms Kijφ
†
iφ
j with some constant hermitian matrix K.
After diagonalisation and rescaling of the fields this then reduces to the canonical
kinetic term φ†iφ
i. Thus we are back to the Wess-Zumino model studied above.
In many cases, however, the theory on considers is an effective theory, valid
at low energies only. Then renormalisability no longer is a criterion. The only
restriction for such a low-energy effective theory is to contain no more than two
(space-time) derivatives. Higher derivative terms are irrelevant at low energies.
Thus we are led to study the supersymmetric non-linear sigma model. Another
motivation comes from supergravity which is not renormalisable anyway. We will
first consider the model for chiral multiplets only, and then extend the resulting
theory to a gauge invariant one.
7.1 Chiral multiplets only
We start with the action
S =
∫
d4x
(∫
d2θd2θ K(φi, φ†i) +
∫
d2θ w(φi) +
∫
d2θ w†(φ†i)
)
. (7.1)
We have denoted the superpotential by w rather thanW . The function K(φi, φ†i)
must be real superfield, which will be the case ifK(zi, z†j ) = K(z
†
i , z
j). Derivatives
with respect to its arguments will be denoted as
Ki =
∂
∂zi
K(z, z†) , Kj =
∂
∂z†j
K(z, z†) , Kji =
∂2
∂zi∂z†j
K(z, z†) (7.2)
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etc. (Note that one does not need to distinguish indices like Kij or K
i
j since the
partial derivatives commute.) Similarly we have
wi =
∂
∂zi
w(z) , wij =
∂2
∂zi∂zj
w(z) (7.3)
etc. We also use wi = [wi]
†, wij = [wij]†.
The expansion of the F -terms in components was already given in (4.25). We
may rewrite this as
w(φ) = w(z) + wi∆
i +
1
2
wij∆
i∆j (7.4)
with arguments yµ understood and
∆i(y) = φi − zi(y) =
√
2θψi(y)− θθf i(y) . (7.5)
Then extracting the θθ-components of ∆i and ∆i∆j yields (4.25) again, i.e.
∫
d2θ w(φi) + h.c. =
(
−wif i − 1
2
wijψ
iψj
)
+ h.c. . (7.6)
The component expansion of the D-term is more involved, since now ∆i(x) =
φi − zi(x) and ∆†i (x) = φ†i − z†i (x) appear. We have from (4.20)
∆j =
√
2θψj + iθσµθ∂µz
j − θθf j − i√
2
θθ∂µψ
jσµθ − 1
4
θθθθ∂2zj
∆†j =
√
2θψj − iθσµθ∂µz†j − θθf †j + i√2θθθσµ∂µψj − 14θθθθ∂2z
†
j
(7.7)
with all fields having xµ as argument. Note that ∆i∆j∆k = ∆†i∆
†
j∆
†
k = 0 so that
at most two ∆ and two ∆† can appear in the expansion. One has the Taylor
expansion of K(φi, φ†i)
K(φi, φ†i) = K(z
i, z†i ) +Ki∆
i +Ki∆†i +
1
2
Kij∆
i∆j + 1
2
Kij∆†i∆
†
j +K
j
i∆
i∆†j
+ 1
2
Kkij∆
i∆j∆†k +
1
2
Kijk ∆
†
i∆
†
j∆
k + 1
4
Kklij∆
i∆j∆†k∆
†
l ,
(7.8)
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where
∆i∆j = −θθψiψj − i√
2
(
ψiσµθ∂µz
j + ψjσµθ∂µz
i
)
− 1
2
θθθθ∂µz
i∂µzj
∆i∆†j = θσ
µθ ψiσµψj
−√2θθ
(
θψjf
i − i
2
ψiσµθ∂µz
†
j
)
−√2θθ
(
θψif †j +
i
2
θσµψj∂µz
i
)
+θθθθ
(
f if †j +
1
2
∂µz
i∂µz†j − i2ψiσµ∂µψj + i2∂µψiσµψj
)
∆i∆j∆†k = −
√
2θθ θψk ψ
iψj
+ i
2
θθθθ
(
ψiσµψk∂µz
j + ψjσµψk∂µz
i − 2iψiψjf †k
)
∆i∆j∆†k∆
†
l = θθθθψ
iψj ψkψl .
(7.9)
It is then easy to extract the D-term, i.e. the coefficient of θθθθ∫
d2θd2θ K(φi, φ†i) = −14Ki∂2zi − 14Ki∂2z†i − 14Kij∂µzi∂µzj + h.c.
+ Kji
(
f if †j +
1
2
∂µz
i∂µz†j − i2ψiσµ∂µψj + i2∂µψiσµψj
)
+ i
4
Kkij
(
ψiσµψk∂µz
j + ψjσµψk∂µz
i − 2iψiψjf †k
)
+ h.c.
+ 1
4
Kklij ψ
iψj ψkψl .
(7.10)
Next note that
∂µ∂
µK(zi, z†j ) = Ki∂
2zi +Ki∂2z†i + 2K
j
i ∂µz
†
j∂
µzi
+ Kij∂µz
i∂µzj +Kij∂µz
†
i ∂
µz†j
(7.11)
so that we can rewrite (7.10) as
∫
d2θd2θ K(φi, φ†i) = K
j
i
(
f if †j + ∂µz
i∂µz†j − i2ψiσµ∂µψj + i2∂µψiσµψj
)
+ i
4
Kkij
(
ψiσµψk∂µz
j + ψjσµψk∂µz
i − 2iψiψjf †k
)
+ h.c.
+ 1
4
Kklij ψ
iψj ψkψl − 14∂µ∂µK(zi, z†j ) .
(7.12)
where the last term is a total derivative and hence can be dropped from the
Lagrangian.
Note that after discarding this total derivative, (7.12) no longer contains the
“purely holomorphic” terms ∼ Kij or the “purely antiholomorphic” terms ∼ Kij .
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Only the mixed terms with at least one upper and one lower index remain. This
shows that the transformation
K(z, z†)→ K(z, z†) + g(z) + g(z†) (7.13)
does not affect the Lagrangian. Moreover, the metric of the kinetic terms for the
complex scalars is
Kji =
∂2
∂zi∂z†j
K(z, z†) . (7.14)
A metric like this obtained from a complex scalar function is called a Ka¨hler
metric, and the scalar function K(z, z†) the Ka¨hler potential. The metric is
invariant under Ka¨hler transformations (7.13) of this potential. Thus one is led
to interpret the complex scalars zi as (local) complex coordinates on a Ka¨hler
manifold, i.e. the target manifold of the sigma-model is Ka¨hler. The Ka¨hler
invariance (7.13) actually generalises to the superfield level since
K(φ, φ†)→ K(φ, φ†) + g(φ) + g(φ†) (7.15)
does not affect the resulting action because g(φ) is again a chiral superfield
and its θθθθ component is a total derivative, see (4.20), hence
∫
d2θd2θ g(φ) =∫
d2θd2θ g(φ†) = 0.
Once Kji is interpreted as a metric it is straightforward to compute the affine
connection and curvature tensor. However, in Riemannian geometry, indices
are lowered and rised by the metric and its inverse, while here we used upper
and lower indices to denote derivatives w.r.t. zi or z†j . To avoid confusion, we
temporarily switch conventions, replacing z†j → zj . Then Kji → Kij so that
Kij = Kji , Kij = Kij = 0 (7.16)
and the inverse metric is Kij = Kji, Kij = Kij = 0. The affine connection
is given as usual by Γcab =
1
2
Gcd (∂aGbd + ∂bGad − ∂dGab) which for the Ka¨hler
metric simplifies since ∂
∂zi
Kjm =
∂
∂zj
Kim, etc. One finds
Γlij = K
lmKijm , Γ
l
ij = K
lmKijm , (7.17)
all others with mixed indices like Γl
ij
or Γlij vanish. The curvature tensor is given
in general by
(Rab)
c
d = ∂aΓ
c
bd − ∂bΓcad + ΓcafΓfbd − ΓcbfΓfad . (7.18)
It is easy to see that in the Ka¨hler case the only nonvanishing components are
(Rki)
l
j = ∂kΓ
l
ij = K
lp
(
Kijpk −KijmKmnKnpk
)
(7.19)
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and (Rik)
l
j = −(Rki)l j, and similarly
(Rik)
l
j = −(Rki)l j = ∂iΓlkj = K lp
(
Kipkj −KipmKmnKnkj
)
. (7.20)
Reverting to our previous notation, we write
Kij → Kji , Γlij → Γlij , Γlij → Γijl , (Rki)lj → Rklij , (7.21)
i.e.
Γlij = (K
−1)lkK
k
ij , Γ
ij
l = (K
−1)klK
ij
k ,
Rklij = K
kl
ij −Kmij (K−1)nmKkln .
(7.22)
This allows us to rewrite various terms in the Lagrangian in a simpler and more
geometric form.
Define “Ka¨hler covariant” derivatives of the fermions as
Dµψ
i = ∂µψ
i + Γijk∂µz
j ψk = ∂µψ
i + (K−1)ilK
l
jk∂µz
j ψk
Dµψj = ∂µψj + Γ
ki
j ∂µz
†
k ψi = ∂µψj + (K
−1)lj K
ki
l ∂µz
†
k ψi .
(7.23)
The fermion bilinears in (7.12) then precisely are i
2
KjiDµψ
iσµψj + h.c.. The four
fermion term is Kklij ψ
iψjψkψl. The full curvature tensor will appear after we
eliminate the auxiliary fields f i. To do this, we add the two pieces (7.12) and
(7.6) of the Lagrangian to see that the auxiliary field equations of motion are
f i = (K−1)ijw
j − 1
2
Γijkψ
jψk . (7.24)
Substituting back into the sum of (7.12) and (7.6) we finally get the Lagrangian
∫
d4x
[∫
d2θd2θ K(φ, φ†) +
∫
d2θ w(φ) +
∫
d2θ [w(φ)]†
]
=
∫
d4x
[
Kji
(
∂µz
i∂µz†j +
i
2
Dµψ
iσµψj − i2ψiσµDµψj
)
− (K−1)ijwiwj
−1
2
(
wij − Γkijwk
)
ψiψj − 1
2
(
wij − Γijk wk
)
ψiψj +
1
4
Rklijψ
iψjψkψl
]
.
(7.25)
7.2 Including gauge fields
The inclusion of gauge fields changes two things. First, the kinetic term K(φ, φ†)
has to be modified so that, among others, all derivatives ∂µ are turned into gauge
covariant derivatives as we did in section 4 when we replaced φ†φ by φ†e2gV φ.
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Second, one has to add kinetic terms for the gauge multiplet V . In the spirit
of the σ-model, one will allow a susy Lagrangian leading to terms of the form
fab(z)F
a
µνF
bµν etc.
Let’s discuss the matter Lagrangian first. Since
φ→ eiΛφ , φ† → φ†e−iΛ† , e2gV → eiΛ†e2gV e−iΛ (7.26)
one sees that
φ†e2gV → φ†e2gV e−iΛ . (7.27)
Then the combination
(
φ†e2gV
)
i
φi is gauge invariant and the same is true for
any real (globally) G-invariant function K(φi, φ†i) if the argument φ
†
i is replaced
by
(
φ†e2gV
)
i
. We conclude that if w(φi) is a G-invariant function of the φi, i.e. if
wi(T
a)i jφ
j = 0 , a = 1, . . .dimG (7.28)
then
Lmatter =
∫
d2θd2θ K
(
φi,
(
φ†e2gV
)
i
)
+
∫
d2θ w(φi) +
∫
d2θ [w(φi)]† (7.29)
is supersymmetric and gauge invariant.
To discuss the generalisation of the gauge kinetic Lagrangian (5.17), reall that
Wα is defined by (5.3) with V → 2gV and in WZ gauge it reduces to (5.10) times
2g. Note that any power of W never contains more than two derivatives, so we
could consider a susy Lagrangian of the form
∫
d2θ H(φi,Wα) with an arbitrary
G-invariant function H . We will be slightly less general and take
Lgauge = 1
16g2
∫
d2θ fab(φ
i)W aαW bα + h.c. (7.30)
with fab = fba transforming under G as the symmetric product of the adjoint
representation with itself. To get back the standard Lagrangian (5.17) one only
needs to take 1
g2
fab =
τ
4πi
TrT aT b. Expanding (7.30) in components is straight-
forward and yields
Lgauge = Refab(z)
(
−1
4
F aµνF
bµν − iλaσµDµλb + 12DaDb
)
− 1
4
Imfab(z)F
a
µνF˜
bµν
+ 1
4
fab,i(z)
(√
2iψiλaDb −√2λaσµνψiF bµν + λaλbf i
)
+ h.c.
+ 1
8
fab,ij(z)λ
aλbψiψj + h.c.
(7.31)
where Fµν and Dµλ were defined in (5.15) and fab,i =
∂
∂zi
fab(z) etc.
To obtain the component expansion of the matter Lagrangian (7.29) is a
bit lengthy. The computation parallels the one leading to (7.12) but paying
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attention to the gauge field terms. The result can be read from (7.12) by gauge
covariantising all derivatives and adding (7.6). Furthermore, it is clear that one
also obtains the Yukawa interactions that already appeared in (5.27) with the
Ka¨hler metric appropriately inserted. Note also that the term gz†Dz now is
replaced by gz†iDK
i. Taking all this into account it is easy to see that one
obtains
Lmatter = Kji
[
f if †j + (Dµz)
i(Dµz)†j − i2ψiσµD˜µψj + i2D˜µψiσµψj
]
+ 1
2
Kkij ψ
iψjf †k + h.c. +
1
4
Kklij ψ
iψj ψkψl
−
(
wif
i + 1
2
wijψ
iψj
)
+ h.c.
+ i
√
2gKij z
†
iλψ
j − i√2gKij ψiλzj + gz†iDKi ,
(7.32)
where as before gauge indices have been suppressed, e.g. ψiλz
j ≡ ψiT aRzjλa ≡
(ψi)M(T
a
R)
M
N(z
j)Nλ
a
where (T aR)
M
N are the matrices of the representation carried
by the matter fields (zj)N and (ψi)N . The derivatives D˜µ acting on the fermions
are gauge and Ka¨hler covariant, i.e.
D˜µψ
i = ∂µψ
i − igvaµT aRψi + Γijk∂µzj ψk
D˜µψj = ∂µψj − igvaµT aRψj + Γkij ∂µz†k ψi .
(7.33)
The full Lagrangian is given by L = Lgauge + Lmatter. The auxiliary field
equations of motion are
f i = (K−1)ij
(
wj − 1
2
Kjkl ψ
kψl − 1
4
(fab,j)
†λ
a
λ
b
)
Da = −(Ref)−1ab
(
gz†iT
bKi + i
2
√
2
fbc,iψ
iλc − i
2
√
2
(fbc,i)
†ψiλ
c
)
.
(7.34)
It is straightforward to substitute this into the Lagrangian L and we will not
write the result explicitly. Let us only note that the scalar potential is given by
V (z, z†) = (K−1)ijwiw
j +
g2
2
(Ref)−1ab (z
†
iT
aKi)(z†jT
bKj) . (7.35)
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Chapter 8
N = 2 susy gauge theory
The N = 2 multiplets with helicities not exceeding one are the massless N = 2
vector multiplet and the hypermultiplet. The former contains an N = 1 vector
multiplet and an N = 1 chiral multiplet, alltogether a gauge boson, two Weyl
fermions and a complex scalar, while the hypermultiplet contains two N = 1
chiral multiplets. The N = 2 vector multiplet is necessarily massless while the
hypermultiplet can be massless or be a short (BPS) massive multiplet. Here we
will concentrate on the N = 2 vector multiplet.
8.1 N = 2 super Yang-Mills
Given the decomposition of the N = 2 vector multiplet into N = 1 multiplets,
we start with a Lagrangian being the sum of the N = 1 gauge and matter
Lagrangians (5.17) and (5.25). At present, however, all fields are in the same
N = 2 multiplet and hence must be in the same representation of the gauge
group, namely the adjoint representation. The N = 1 matter Lagrangian (5.25)
then becomes, after rescaling V → 2gV ,
LN=1matter =
∫
d2θd2θ Trφ†e2gV φ = Tr
[
(Dµz)
†Dµz − iψσµDµψ + f †f
+ i
√
2gz†{λ, ψ} − i√2g{ψ, λ}z + gD[z, z†]
]
(8.1)
where now
z = zaT a , ψ = ψaT a , f = faT a , a = 1, . . .dimG (8.2)
in addition to λ = λaT a, D = DaT a, vµ = v
a
µT
a. The commutators or anti-
commutators arise since the generators in the adjoint representation are given
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by
(T aad)bc = −ifabc (8.3)
and we normalise the generators by
TrT aT b = δab (8.4)
so that
z†λψ → z†bλa (T aad)bc ψc = −iz†bλafabcψc = iz†bfbacλaψc
= z†bλ
aψcTrT b[T a, T c] = Tr z†{λ, ψ}
(8.5)
and
z†Dz → z†bDa (T aad)bc zc = −ifabcz†bDazc = −TrD[z†, z] = TrD[z, z†] . (8.6)
We now add (8.1) to the N = 1 gauge lagrangian LN=1gauge (5.17) and obtain
LN=2YM = 132π Im (τ
∫
d2θ TrW αWα) +
∫
d2θd2θ Trφ†e2gV φ
= Tr
(
− 1
4
FµνF
µν − iλσµDµλ− iψσµDµψ + (Dµz)†Dµz
+ Θ
32π2
g2TrFµνF˜
µν + 1
2
D2 + f †f
+i
√
2gz†{λ, ψ} − i√2g{ψ, λ}z + gD[z, z†]
)
.
(8.7)
A necessary and sufficient condition for N = 2 susy is the existence of an SU(2)R
symmetry that rotates the two supersymmetry generators Q1α and Q
2
α into each
other. As follows from the construction of the supermultiplet in section 2, the
same symmetry must act between the two fermionic fields λ and ψ. Now the
relative coefficients of LN=1gauge and LN=1matter in (8.7) have been chosen precisely in
such a way to have this SU(2)R symmetry: the λ and ψ kinetic terms have the
same coefficient, and the Yukawa couplings z†{λ, ψ} and {ψ, λ}z also exhibit this
symmetry. The Lagrangian (8.7) is indeed N = 2 supersymmetric.
Note that we have not added a superpotential. Such a term (unless linear in
φ) would break the SU(2)R invariance and not lead to an N = 2 theory.
The auxiliary field equations of motion are simply
fa = 0
Da = −g [z, z†]a
(8.8)
leading to a scalar potential
V (z, z†) =
1
2
g2Tr
(
[z, z†]
)2
. (8.9)
This scalar potential is fixed and a consequence solely of the auxiliary D-field of
the N = 1 gauge multiplet.
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8.2 Effective N = 2 gauge theories
As for the non-linear σ-model, if one considers effective theories, disregarding
renormalisability, one may allow more general gauge and matter kinetic terms
and start with an appropriate sum of (7.29) (with w(φi) = 0) and (7.30). It
is clear however that the functions fab cannot be independent from the Ka¨hler
potential K. Indeed, the SU(2)R symmetry equates Refab with the Ka¨hler metric
Kba. It turns out that this requires the following identification
16π
(2g)2
fab(z) = −i ∂2∂za∂zbF(z) ≡ −iFab(z)
16π
(2g)2
K(z, z†) = − i
2
z†a
∂
∂za
F(z) + h.c. ≡ − i
2
z†aFa(z) + i2 [Fa(z)]† za
(8.10)
where the holomorphic function F(z) is called the N = 2 prepotential. We have
pulled out a factor 16π
(2g)2
for later convenience. Also, we again absorb the factor
2g into the normalisation of the field. This makes sense since ImFab will play the
role of an effective generalised coupling. Hence we set
2g = 1. (8.11)
Then the full general N = 2 Lagrangian is
LN=2eff =
[
1
64πi
∫
d2θ Fab(φ)W aαW bα + 132πi
∫
d2θd2θ
(
φ†eV
)aFa(φ)]+ h.c.
= 1
16π
Im
[
1
2
∫
d2θ Fab(φ)W aαW bα +
∫
d2θd2θ
(
φ†eV
)aFa(φ)] .
(8.12)
Note that with the Ka¨hler potential K given by (8.10), the Ka¨hler metric is
proportional to ImFab as required by SU(2)R :
Kba =
1
16π
ImFab = 1
32πi
(
Fab − F †ab
)
. (8.13)
The component expansion follows from the results of the previous section on
the non-linear σ-model, using the identifications (8.10) and (8.13), and taking
vanishing superpotential w(φ). In particular, the scalar potential is given by (cf
(7.35))
V (z, z†) = − 1
2π
(ImF)−1ab [z†,Fc(z)T c]a [z†,Fd(z)T d]b . (8.14)
Let us insist that the full effective N = 2 action written in (8.12) is determined
by a single holomorphic function F(z). Holomorphicity will turn out to be a very
strong requirement. Finally note that F(z) = 1
2
τ Tr z2 gives back the standard
Yang-Mills Lagrangian (8.7).
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Chapter 9
Seiberg-Witten duality in N = 2
gauge theory
In this section, I will discuss how electric-magnetic duality is realised in an effec-
tive low-energy N = 2 gauge theory. This was pioneered by Seiberg and Witten
in 1994 [10] who considered the simplest case of pure N = 2 supersymmetric
SU(2) Yang-Mills theory. This work was then generalized to other gauge groups
and to theories including extra matter fields (susy QCD). In the mean time, it
became increasingly clear that dualities in string theories play an even more fasci-
nating role (as is discussed by others at this school). Here I focus on the simplest
SU(2) case which most clearly examplifies the beauty of duality. This section is
based on an earlier introduction into the subject by the present author [11] where
further references can be found.
The idea of duality probably goes back to Dirac who observed that the source-
free Maxwell equations are symmetric under the exchange of the electric and
magnetic fields. More precisely, the symmetry is E → B, B → −E, or Fµν →
F˜µν =
1
2
ǫ ρσµν Fρσ. To maintain this symmetry in the presence of sources, Dirac
introduced, somewhat ad hoc, magnetic monopoles with magnetic charges qm in
addition to the electric charges qe, and showed that consistency of the quantum
theory requires a charge quantization condition qmqe = 2πn with integer n. Hence
the minimal charges obey qm =
2π
qe
. Duality exchanges qe and qm, i.e. qe and
2π
qe
.
Now recall that the electric charge qe also is the coupling constant. So duality
exchanges the coupling constant with its inverse (up to the factor of 2π), hence
exchanging strong and weak coupling. This is the reason why we are so much
interested in duality: the hope is to learn about strong-coupling physics from the
weak-coupling physics of a dual formulation of the theory. Of course, in classical
Maxwell theory we know all we may want to know, but this is no longer true in
quantum electrodynamics.
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Actually, quantum electrodynamics is not a good candidate for exhibiting a
duality symmetry since there are no magnetic monopoles, but the latter natu-
rally appear in spontaneously broken non-abelian gauge theories. Unfortunately,
electric-magnetic duality in its simplest form cannot be a symmetry of the quan-
tum theory due to the running of the coupling constant (among other reasons).
Indeed, if duality exchanges α(Λ)↔ 1
α(Λ)
(where α(Λ) = e
2(Λ)
4π
) at some scale Λ,
in general this won’t be true at another scale. This argument is avoided if the
coupling does not run, i.e. if the β-function vanishes as is the case in certain
(N = 4) supersymmetric extensions of the Yang-Mills theory. This and other
reasons led Montonen and Olive to conjecture that duality might be an exact
symmetry of N = 4 susy Yang-Mills theory. The Seiber-Witten duality concerns
a different type of theory: it deals with an N = 2 susy low-energy effective ac-
tion and duality exchanges the effective coupling αeff(Λ) with a dual coupling
αDeff(ΛD) ∼ 1αeff (Λ) at a dual scale ΛD. The dependence of this dual scale ΛD on
the original scale Λ precisely takes into account the running of the coupling. Let
me insist that the Seiberg-Witten duality is an exact symmetry of the abelian
low-energy effective theory, not of the microscopic SU(2) theory. This is differ-
ent from the Montonen-Olive conjecture about an exact duality symmetry of a
microscopic gauge theory.
A somewhat similar duality symmetry appears in the two-dimensional Ising
model where it exchanges the temperature with a dual temperature, thereby
exchanging high and low temperature analogous to strong and weak coupling.
For the Ising model, the sole existence of the duality symmetry led to the exact
determination of the critical temperature as the self-dual point, well prior to
the exact solution by Onsager. One may view the existence of this self-dual
point as the requirement that the dual high and low temperature regimes can be
consistently “glued” together. Similarly, in the Seiberg-Witten theory, as will be
explained below, duality allows us to obtain the full effective action for the light
fields at any coupling (the analogue of the Ising free energy at any temperature)
from knowledge of its weak-coupling limit and the behaviour at certain strong-
coupling “singularities”, together with a holomorphicity requirement that tells us
how to patch together the different limiting regimes.
9.1 Low-energy effective action of N = 2 SU(2)
YM theory
Following Seiberg and Witten we want to study and determine the low-energy ef-
fective action of the N = 2 susy Yang-Mills theory with gauge group SU(2). The
latter theory is the microscopic theory which controls the high-energy behaviour.
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It was discussed in section 6 and its Lagrangian is given by (8.7). This the-
ory is renormalisable and well-known to be asymptotically free. The low-energy
effective action will turn out to be quite different.
9.1.1 Low-energy effective actions
There are two types of effective actions. One is the standard generating func-
tional Γ[ϕ] of one-particle irreducible Feynman diagrams (vertex functions). It
is obtained from the standard renormalised generating functional W [ϕ] of con-
nected diagrams by a Legendre transformation. Momentum integrations in loop-
diagrams are from zero up to a UV-cutoff which is taken to infinity after renormal-
isation. Γ[ϕ] ≡ Γ[µ, ϕ] also depends on the scale µ used to define the renormalized
vertex functions.
A quite different object is the Wilsonian effective action SW[µ, ϕ]. It is defined
as Γ[µ, ϕ], except that all loop-momenta are only integrated down to µ which
serves as an infra-red cutoff. In theories with massive particles only, there is no
big difference between SW[µ, ϕ] and Γ[µ, ϕ] (as long as µ is less than the smallest
mass). When massless particles are present, as is the case for gauge theories,
the situation is different. In particular, in supersymmetric gauge theories there
is the so-called Konishi anomaly which can be viewed as an IR-effect. Although
SW[µ, ϕ] depends holomorphically on µ, this is not the case for Γ[µ, ϕ] due to this
anomaly.
9.1.2 The SU(2) case, moduli space
Following Seiberg and Witten, we want to determine the Wilsonian effective
action in the case where the microscopic theory is the SU(2), N = 2 super Yang-
Mills theory. As explained above, classically this theory has a scalar potential
V (z) = 1
2
g2tr ([z†, z])2 as given in (8.9). Unbroken susy requires that V (z) =
0 in the vacuum, but this still leaves the possibilities of non-vanishing z with
[z†, z] = 0. We are interested in determining the gauge inequivalent vacua. A
general z is of the form z(x) = 1
2
∑3
j=1 (aj(x) + ibj(x)) σj with real fields aj(x)
and bj(x) (where I assume that not all three aj vanish, otherwise exchange the
roles of the aj’s and bj ’s in the sequel). By a SU(2) gauge transformation one
can always arrange a1(x) = a2(x) = 0. Then [z, z
†] = 0 implies b1(x) = b2(x) = 0
and hence, with a = a3+ ib3, one has z =
1
2
aσ3. Obviously, in the vacuum a must
be a constant. Gauge transformation from the Weyl group (i.e. rotations by π
around the 1- or 2-axis of SU(2)) can still change a→ −a, so a and −a are gauge
equivalent, too. The gauge invariant quantity describing inequivalent vacua is
1
2
a2, or tr z2, which is the same, semiclassically. When quantum fluctuations are
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important this is no longer so. In the sequel, we will use the following definitions
for a and u:
u = 〈tr z2〉 , 〈z〉 = 1
2
aσ3 . (9.1)
The complex parameter u labels gauge inequivalent vacua. The manifold of
gauge inequivalent vacua is called the moduli space M of the theory. Hence u
is a coordinate on M, and M is essentially the complex u-plane. We will see in
the sequel thatM has certain singularities, and the knowledge of the behaviour
of the theory near the singularities will eventually allow the determination of the
effective action SW.
Clearly, for non-vanishing 〈z〉, the SU(2) gauge symmetry is broken by the
Higgs mechanism, since the z-kinetic term |Dµz|2 generates masses for the gauge
fields. With the above conventions, vbµ, b = 1, 2 become massive with masses
given by 1
2
m2 = g2|a|2, i.e m = √2g|a|. Similarly due to the φ, λ, ψ interac-
tion terms, ψb, λb, b = 1, 2 become massive with the same mass as the vbµ, as
required by supersymmetry. Obviously, v3µ, ψ
3 and λ3, as well as the mode of φ
describing the flucuation of φ in the σ3-direction, remain massless. These mass-
less modes are described by a Wilsonian low-energy effective action which has
to be N = 2 supersymmetry invariant, since, although the gauge symmetry is
broken, SU(2)→ U(1), the N = 2 susy remains unbroken. Thus it must be of the
general form (8.12) where the indices a, b now take only a single value (a, b = 3)
and will be suppressed since the gauge group is U(1). Also, in an abelian theory
there is no self-coupling of the gauge boson and the same arguments extend to
all members of the N = 2 susy multiplet: they do not carry electric charge. Thus
for a U(1)-gauge theory, from (8.12) we simply get
1
16π
Im
∫
d4x
[
1
2
∫
d2θF ′′(φ)W αWα +
∫
d2θ d2θ¯ φ†F ′(φ)
]
. (9.2)
9.1.3 Metric on moduli space
As shown in (8.13), the Ka¨hler metric of the present σ-model is given by Kzz =
1
16π
ImF ′′(z). By the same token this defines the metric in the space of (inequiv-
alent) vacuum configurations, i.e. the metric on moduli space as (a¯ denotes the
complex conjugate of a)
ds2 = ImF ′′(a)dada¯ = Im τ(a)dada¯ (9.3)
where τ(a) = F ′′(a) is the effective (complexified) coupling constant according
to the remark after eq. (7.30). The σ-model metric Kzz has been replaced
on the moduli space M by (16π times) its expectation value in the vacuum
corresponding to the given point on M, i.e. by ImF ′′(a).
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The question now is whether the description of the effective action in terms
of the fields φ,W and the function F is appropriate for all vacua, i.e. for all
value of u, i.e. on all of moduli space. In particular the kinetic terms or what is
the same, the metric on moduli space should be positive definite, translating into
Im τ(a) > 0. However, a simple argument shows that this cannot be the case:
since F(a) is holomorphic, Im τ(a) = Im ∂2F(a)
∂a2
is a harmonic function and as
such it cannot have a minimum, and hence (on the compactified complex plane)
it cannot obey Im τ(a) > 0 everywhere (unless it is a constant as in the classical
case). The way out is to allow for different local descriptions: the coordinates
a, a¯ and the function F(a) are appropriate only in a certain region ofM. When
a singular point with Im τ(a) → 0 is approached one has to use a different set
of coordinates aˆ in which Im τˆ(aˆ) is non-singular (and non-vanishing). This is
possible provided the singularity of the metric is only a coordinate singularity,
i.e. the kinetic terms of the effective action are not intrinsically singular, which
will be the case.
9.1.4 Asymptotic freedom and the one-loop formula
Classically the function F(z) is given by 1
2
τclassz
2. The one-loop contribution has
been determined by Seiberg. The combined tree-level and one-loop result is
Fpert(z) = i
2π
z2 ln
z2
Λ2
. (9.4)
Here Λ2 is some combination of µ2 and numerical factors chosen so as to fix
the normalisation of Fpert. Note that due to non-renormalisation theorems for
N = 2 susy there are no corrections from two or more loops to the Wilsonian
effective action SW and (9.4) is the full perturbative result. There are however
non-perturbative corrections that will be determined below.
For very large a the dominant contribution when computing SW from the
microscopic SU(2) gauge theory comes from regions of large momenta (p ∼ a)
where the microscopic theory is asymptotically free. Thus, as a → ∞ the effec-
tive coupling constant goes to zero, and the perturbative expression (9.4) for F
becomes an excellent approximation. Also u ∼ 1
2
a2 in this limit.1 Thus
F(a) ∼ i
2π
a2 ln a
2
Λ2
τ(a) ∼ i
π
(
ln a
2
Λ2
+ 3
)
as u→∞ . (9.5)
1 One can check from the explicit solution in section 6 that one indeed has 12a
2−u = O(1/u)
as u→∞.
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Note that due to the logarithm appearing at one-loop, τ(a) is a multi-valued
function of a2 ∼ 2u. Its imaginary part, however, Im τ(a) ∼ 1
π
ln |a|
2
Λ2
is single-
valued and positive (for a2 →∞).
9.2 Duality
As already noted, a and a¯ do provide local coordinates on the moduli space
M for the region of large u. This means that in this region φ and W α are
appropriate fields to describe the low-energy effective action. As also noted, this
description cannot be valid globally, since ImF ′′(a), being a harmonic function,
must vanish somewhere, unless it is a constant - which it is not. Duality will
provide a different set of (dual) fields φD and W
α
D that provide an appropriate
description for a different region of the moduli space.
9.2.1 Duality transformation
Define a dual field φD and a dual function FD(φD) by
φD = F ′(φ) , F ′D(φD) = −φ . (9.6)
These duality transformations simply constitute a Legendre transformation
FD(φD) = F(φ)− φφD. Using these relations, the second term in the φ kinetic
term of the action can be written as
Im
∫
d4x d2θ d2θ¯ φ+F ′(φ) = Im ∫ d4x d2θ d2θ¯ (−F ′D(φD))+ φD
= Im
∫
d4x d2θ d2θ¯ φ+DF ′D(φD) .
(9.7)
We see that this second term in the effective action is invariant under the duality
transformation.
Next, consider the F ′′(φ)W αWα-term in the effective action (9.2). While the
duality transformation on φ is local, this will not be the case for the transforma-
tion of W α. Recall that W contains the U(1) field strength Fµν . This Fµν is not
arbitrary but of the form ∂µvν − ∂νvµ for some vµ. This can be translated into
the Bianchi identity 1
2
ǫµνρσ∂νFρσ ≡ ∂νF˜ µν = 0. The corresponding constraint in
superspace is Im (DαW
α) = 0. In the functional integral one has the choice of
integrating over V only, or over W α and imposing the constraint Im (DαW
α) = 0
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by a real Lagrange multiplier superfield which we call VD:∫ DV exp [ i
32π
Im
∫
d4x d2θF ′′(φ)W αWα
]
≃ ∫ DWDVD exp [ i32π Im ∫ d4x ( ∫ d2θF ′′(φ)W αWα
+ 1
2
∫
d2θ d2θ¯ VDDαW
α
)] (9.8)
Observe that∫
d2θ d2θ¯ VDDαW
α = − ∫ d2θ d2θ¯ DαVDW α = + ∫ d2θ D¯2(DαVDW α)
=
∫
d2θ (D¯2DαVD)W
α = −4 ∫ d2θ (WD)αW α (9.9)
where we used D¯β˙W
α = 0 and where the dualWD is defined from VD by (WD)α =
−1
4
D¯2DαVD, as appropriate in the abelian case. Then one can do the functional
integral over W and one obtains∫
DVD exp
[
i
32π
Im
∫
d4x d2θ
(
− 1F ′′(φ)W
α
DWDα
)]
. (9.10)
This reexpresses the (N = 1) supersymmetrized Yang-Mills action in terms
of a dual Yang-Mills action with the effective coupling τ(a) = F ′′(a) replaced
by − 1
τ(a)
. Recall that τ(a) = θ(a)
2π
+ 4πi
g2(a)
, so that τ → − 1
τ
generalizes the in-
version of the coupling constant discussed in the introduction. Also, it can be
shown that the replacement W → WD corresponds to replacing Fµν → F˜µν , the
electromagnetic dual, so that the manipulations leading to (9.10) constitute a
duality transformation that generalizes the old electromagnetic duality of Mon-
tonen and Olive. Expressing the − 1F ′′(φ) in terms of φD one sees from (9.6) that
F ′′D(φD) = − dφdφD = − 1F ′′(φ) so that
− 1
τ(a)
= τD(aD) . (9.11)
The whole action can then equivalently be written as
1
16π
Im
∫
d4x
[
1
2
∫
d2θF ′′D(φD)W αDWDα +
∫
d2θ d2θ¯ φ+DF ′D(φD)
]
. (9.12)
9.2.2 The duality group
To discuss the full group of duality transformations of the action it is most con-
venient to write it as
1
16π
Im
∫
d4x d2θ
dφD
dφ
W αWα +
1
32iπ
∫
d4x d2θ d2θ¯
(
φ+φD − φ+Dφ
)
. (9.13)
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While we have shown in the previous subsection that there is a duality symmetry(
φD
φ
)
→
(
0 1
−1 0
)(
φD
φ
)
, (9.14)
the form (9.13) shows that there also is a symmetry(
φD
φ
)
→
(
1 b
0 1
)(
φD
φ
)
, b ∈ Z . (9.15)
Indeed, in (9.13) the second term remains invariant since b is real, while the first
term gets shifted by
b
16π
Im
∫
d4x d2θW αWα = − b
16π
∫
d4xFµνF˜
µν = −2πbν (9.16)
where ν ∈ Z is the instanton number. Since the action appears as eiS in the
functional integral, two actions differing only by 2πZ are equivalent, and we
conclude that(9.15) with integer b is a symmetry of the effective action. The
transformations (9.14) and (9.15) together generate the group Sl(2,Z). This is
the group of duality symmetries.
Note that the metric (9.3) on moduli space can be written as
ds2 = Im (daDda¯) =
i
2
(dada¯D − daDda¯) (9.17)
where 〈zD〉 = 12aDσ3 and aD = ∂F(a)/∂a, and that this metric obviously also is
invariant under the duality group Sl(2,Z)
9.2.3 Monopoles, dyons and the BPS mass spectrum
At this point, I will have to add a couple of ingredients without much further
justification and refer the reader to the literature for more details.
In a spontaneously broken gauge theory as the one we are considering, typi-
cally there are solitons (static, finite-energy solutions of the equations of motion)
that carry magnetic charge and behave like non-singular magnetic monopoles
(for a pedagogical treatment, see Coleman’s lectures). The duality transforma-
tion (9.14) constructed above exchanges electric and magnetic degrees of freedom,
hence electrically charged states, as would be described by hypermultiplets of our
N = 2 supersymmetric version, with magnetic monopoles.
As for any theory with extended supersymmetry, there are long and short
(BPS) multiplets in the present N = 2 theory. small (or short) multiplets have
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4 helicity states and large (or long) ones have 16 helicity states. As discussed
earlier, massless states must be in short multiplets, while massive states are in
short ones if they satisfy the BPS condition m2 = 2|Z|2, or in long ones if
m2 > 2|Z|2. Here Z is the central charge of the N = 2 susy algebra rescaled by
a factor of
√
2 with respect to our earlier conventions of section 2 (in order to
conform with the normalisation used by Seiberg and Witten). The states that
become massive by the Higgs mechanism must be in short multiplets since they
were before the symmetry breaking and the Higgs mechanism cannot generate
the missing 16 − 4 = 12 helicity states. The heavy gauge bosons2 have masses
m =
√
2|a| = √2|Z| and hence Z = a. This generalises to all purely electrically
charged states as Z = ane where ne is the (integer) electric charge. Duality then
implies that a purely magnetically charged state has Z = aDnm where nm is the
(integer) magnetic charge. A state with both types of charge, called a dyon, has
Z = ane + aDnm since the central charge is additive. All this applies to states in
short multiplets, so-called BPS-states. The mass formula for these states then is
m2 = 2|Z|2 , Z = (nm, ne)
(
aD
a
)
. (9.18)
It is clear that under a Sl(2,Z) transformation M =
(
α β
γ δ
)
∈ Sl(2,Z) acting
on
(
aD
a
)
, the charge vector gets transformed to (nm, ne)M = (n
′
m, n
′
e) which are
again integer charges. In particular, one sees again at the level of the charges
that the transformation (9.14) exchanges purely electrically charged states with
purely magnetically charged ones. It can be shown that precisely those BPS
states are stable for which nm and ne are relatively prime, i.e. for stable states
(nm, ne) 6= (qm, qn) for integer m,n and q 6= ±1.
9.3 Singularities and Monodromy
In this section we will study the behaviour of a(u) and aD(u) as u varies on the
moduli space M. Particularly useful information will be obtained from their
behaviour as u is taken around a closed contour. If the contour does not encircle
certain singular points to be determined below, a(u) and aD(u) will return to
their initial values once u has completed its contour. However, if the u-contour
goes around these singular points, a(u) and aD(u) do not return to their initial
values but rather to certain linear combinations thereof: one has a non-trivial
monodromy for the multi-valued functions a(u) and aD(u).
2 Again, to conform with the Seiberg-Witten normalisation, we have absorbed a factor of g
into a and aD, so that the masses of the heavy gauge bosons now are m =
√
2|a| rather than√
2g|a|.
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9.3.1 The monodromy at infinity
This is immediately clear from the behaviour near u =∞. As already explained
in section 3.4, as u→∞, due to asymptotic freedom, the perturbative expression
for F(a) is valid and one has from (9.4) for aD = ∂F(a)/∂a
aD(u) =
i
π
a
(
ln
a2
Λ2
+ 1
)
, u→∞ . (9.19)
Now take u around a counterclockwise contour of very large radius in the complex
u-plane, often simply written as u→ e2πiu. This is equivalent to having u encircle
the point at ∞ on the Riemann sphere in a clockwise sense. In any case, since
u = 1
2
a2 (for u→∞) one has a→ −a and
aD → i
π
(−a)
(
ln
e2πia2
Λ2
+ 1
)
= −aD + 2a (9.20)
or (
aD(u)
a(u)
)
→ M∞
(
aD(u)
a(u)
)
, M∞ =
(−1 2
0 −1
)
. (9.21)
Clearly, u =∞ is a branch point of aD(u) ∼ iπ
√
2u
(
ln u
Λ2
+ 1
)
. This is why this
point is referred to as a singularity of the moduli space.
9.3.2 How many singularities?
Can u =∞ be the only singular point? Since a branch cut has to start and end
somewhere, there must be at least one other singular point. Following Seiberg
and Witten, I will argue that one actually needs three singular points at least.
To see why two cannot work, let’s suppose for a moment that there are only two
singularities and show that this leads to a contradiction.
Before doing so, let me note that there is an important so-called U(1)R-
symmetry in the classical theory that takes z → e2iαz, φ → e2iαφ, W → eiαW ,
θ → eiαθ, θ¯ → eiαθ¯, thus d2θ → e−2iαd2θ , d2θ¯ → e−2iαd2θ¯ . Then the classi-
cal action is invariant under this global symmetry. More generallly, the action
will be invariant if F(z) → e4iαF(z). This symmetry is broken by the one-loop
correction and also by instanton contributions. The latter give corrections to F
of the form z2
∑∞
k=1 ck (Λ
2/z2)
2k
, and hence are invariant only for (e4iα)
2k
= 1,
i.e. α = 2πn
8
, n ∈ Z. Hence instantons break the U(1)R-symmetry to a dicrete
Z8. The one-loop corrections behave as
i
2π
z2 ln z
2
Λ2
→ e4iα
(
i
2π
z2 ln z
2
Λ2
− 2α
π
z2
)
. As
before one shows that this only changes the action by 2πν
(
4α
π
)
where ν is integer,
so that again this change is irrelevant as long as 4α
π
= n or α = 2πn
8
. Under this
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Z8-symmetry, z → eiπn/2z, i.e. for odd n one has z2 → −z2. The non-vanishing
expectation value u = 〈tr z2〉 breaks this Z8 further to Z4. Hence for a given
vacuum, i.e. a given point on moduli space there is only a Z4-symmetry left from
the U(1)R-symmetry. However, on the manifold of all possible vacua, i.e. onM,
one has still the full Z8-symmetry, taking u to −u.
Due to this global symmetry u → −u, singularities of M should come in
pairs: for each singularity at u = u0 there is another one at u = −u0. The only
fixed points of u→ −u are u =∞ and u = 0. We have already seen that u =∞
is a singular point ofM. So if there are only two singularities the other must be
the fixed point u = 0.
If there are only two singularities, at u = ∞ and u = 0, then by contour
deformation (“pulling the contour over the back of the sphere”)3 one sees that
the monodromy around 0 (in a counterclockwise sense) is the same as the above
monodromy around ∞: M0 = M∞. But then a2 is not affected by any mon-
odromy and hence is a good global coordinate, so one can take u = 1
2
a2 on all of
M, and furthermore one must have
aD =
i
π
a
(
ln a
2
Λ2
+ 1
)
+ g(a)
a =
√
2u
(9.22)
where g(a) is some entire function of a2. This implies that
τ =
daD
da
=
i
π
(
ln
a2
Λ2
+ 3
)
+
dg
da
. (9.23)
The function g being entire, Im dg
da
cannot have a minimum (unless constant) and
it is clear that Im τ cannot be positive everywhere. As already emphasized, this
means that a (or rather a2) cannot be a good global coordinate and (9.22) cannot
hold globally. Hence, two singularities only cannot work.
The next simplest choice is to try 3 singularities. Due to the u → −u sym-
metry, these 3 singularities are at ∞, u0 and −u0 for some u0 6= 0. In particular,
u = 0 is no longer a singularity of the quantum moduli space. To get a singularity
also at u = 0 one would need at least four singularities at ∞, u0,−u0 and 0. As
discussed later, this is not possible, and more generally, exactly 3 singularities
seems to be the only consistent possibility.
So there is no singularity at u = 0 in the quantum moduli space M. Classi-
cally, however, one precisely expects that u = 0 should be a singular point, since
3 It is well-known from complex analysis that monodromies are associated with contours
around branch points. The precise from of the contour does not matter, and it can be deformed
as long as it does not meet another branch point. Our singularities precisely are the branch
points of a(u) or aD(u).
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classically u = 1
2
a2, hence a = 0 at this point, and then there is no Higgs mecha-
nism any more. Thus all (elementary) massive states, i.e. the gauge bosons v1µ, v
2
µ
and their susy partners ψ1, ψ2, λ1, λ2 become massless. Thus the description of
the lights fields in terms of the previous Wilsonian effective action should break
down, inducing a singularity on the moduli space. As already stressed, this is the
clasical picture. While a→∞ leads to asymptotic freedom and the microscopic
SU(2) theory is weakly coupled, as a → 0 one goes to a strong coupling regime
where the classical reasoning has no validity any more, and u 6= 1
2
a2. By the BPS
mass formula (9.18) massless gauge bosons still are possible at a = 0, but this
does no longer correspond to u = 0.
So where has the singularity due to massless gauge bosons at a = 0 moved to?
One might be tempted to think that a = 0 now corresponds to the singularities
at u = ±u0, but this is not the case as I will show in a moment. The answer is
that the point a = 0 no longer belongs to the quantum moduli space (at least not
to the component connected to u = ∞ which is the only thing one considers).
This can be seen explicitly from the form of the solution for a(u) given in the
next section.
9.3.3 The strong coupling singularities
Let’s now concentrate on the case of three singularities at u = ∞, u0 and −u0.
What is the interpretation of the (strong-coupling) singularities at finite u = ±u0?
One might first try to consider that they are still due to the gauge bosons becom-
ing massless. However, as Seiberg and Witten point out, massless gauge bosons
would imply an asymptotically conformally invariant theory in the infrared limit
and conformal invariance implies u = 〈tr z2〉 = 0 unless tr z2 has dimension zero
and hence would be the unity operator - which it is not. So the singularities at
u = ±u0 ( 6= 0) do not correspond to massless gauge bosons.
There are no other elementary N = 2 multiplets in our theory. The next thing
to try is to consider collective excitations - solitons, like the magnetic monopoles
or dyons. Let’s first study what happens if a magnetic monopole of unit magnetic
charge becomes massless. From the BPS mass formula (9.18), the mass of the
magnetic monopole is
m2 = 2|aD|2 (9.24)
and hence vanishes at aD = 0. We will see that this produces one of the two stron-
coupling singularities. So call u0 the value of u at whiche aD vanishes. Magnetic
monopoles are described by hypermultiplets H of N = 2 susy that couple locally
to the dual fields φD and WD, just as electrically charged “electrons” would be
described by hypermultiplets that couple locally to φ and W . So in the dual
description we have φD,WD and H , and, near u0, aD ∼ 〈φD〉 is small. This
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theory is exactly N = 2 susy QED with very light electrons (and a subscript
D on every quantity). The latter theory is not asymptotically free, but has a
β-function given by
µ
d
dµ
gD =
g3D
8π2
(9.25)
where gD is the coupling constant. But the scale µ is proportional to aD and
4πi
g2
D
(aD)
is τD for θD = 0 (of course, super QED, unless embedded into a larger
gauge group, does not allow for a non-vanishing theta angle). One concludes
that for u ≈ u0 or aD ≈ 0
aD
d
daD
τD = − i
π
⇒ τD = − i
π
ln aD . (9.26)
Since τD =
d(−a)
daD
this can be integrated to give
a ≈ a0 + i
π
aD ln aD (u ≈ u0) (9.27)
where we dropped a subleading term− i
π
aD. Now, aD should be a good coordinate
in the vicinity of u0, hence depend linearly
4 on u. One concludes
aD ≈ c0(u− u0) , a ≈ a0 + i
π
c0(u− u0) ln(u− u0) . (9.28)
From these expressions one immediately reads the monodromy as u turns around
u0 counterclockwise, u− u0 → e2πi(u− u0):(
aD
a
)
→
(
aD
a− 2aD
)
=Mu0
(
aD
a
)
, Mu0 =
(
1 0
−2 1
)
. (9.29)
To obtain the monodromy matrix at u = −u0 it is enough to observe that
the contour around u = ∞ is equivalent to a counterclockwise contour of very
large radius in the complex plane. This contour can be deformed into a contour
encircling u0 and a contour encircling −u0, both counterclockwise. It follows the
factorisation condition on the monodromy matrices5
M∞ = Mu0M−u0 (9.30)
and hence
M−u0 =
(−1 2
−2 3
)
. (9.31)
4 One might want to try a more general dependence like aD ≈ c0(u− u0)k with k > 0. This
leads to a monodromy in Sl(2,Z) only for integer k. The factorisation condition below, together
with the form of M(nm, ne) also given below, then imply that k = 1 is the only possibility.
5 There is an ambiguity concerning the ordering of Mu0 and M−u0 which will be resolved
below.
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What is the interpretation of this singularity at u = −u0? To discover this,
consider the behaviour under monodromy of the BPS mass formula m2 = 2|Z|2
with Z given by (9.18), i.e. Z = (nm, ne)
(
aD
a
)
. The monodromy transformation(
aD
a
)
→ M
(
aD
a
)
can be interpreted as changing the magnetic and electric
quantum numbers as
(nm, ne)→ (nm, ne)M . (9.32)
The state of vanishing mass responsible for a singularity should be invariant under
the monodromy, and hence be a left eigenvector ofM with unit eigenvalue. This is
clearly so for the magnetic monopole: (1, 0) is a left eigenvector of
(
1 0
−2 1
)
with
unit eigenvalue. This simply reflects that m2 = 2|aD|2 is invariant under (9.29).
Similarly, the left eigenvector of (9.31) with unit eigenvalue is (nm, ne) = (1,−1)
This is a dyon. Thus the sigularity at −u0 is interpreted as being due to a (1,−1)
dyon becoming massless.
More generally, (nm, ne) is the left eigenvector with unit eigenvalue
6 of
M(nm, ne) =
(
1 + 2nmne 2n
2
e
−2n2m 1− 2nmne
)
(9.33)
which is the monodromy matrix that should appear for any singularity due to a
massless dyon with charges (nm, ne). Note that M∞ as given in (9.21) is not of
this form, since it does not correspond to a hypermultiplet becoming massless.
One notices that the relation (9.30) does not look invariant under u → −u,
i.e u0 → −u0 since Mu0 and M−u0 do not commute. The apparent contradiction
with the Z2-symmetry is resolved by the following remark. The precise definition
of the composition of two monodromies as in (9.30) requires a choice of base-
point u = P (just as in the definition of homotopy groups). Using a different
base-point, namely u = −P , leads to
M∞ = M−u0Mu0 (9.34)
instead. Then one would obtainM−u0 =
(
3 2
−2 −1
)
, and comparing with (9.33),
this would be interpreted as due to a (1, 1) dyon. Thus the Z2-symmetry u→ −u
on the quantum moduli space also acts on the base-point P , hence exchanging
(9.30) and (9.34). At the same time it exchanges the (1,−1) dyon with the (1, 1)
dyon.
Does this mean that the (1, 1) and (1,−1) dyons play a privileged role? Ac-
tually not. If one first turns k times around∞, then around u0, and then k times
6 Of course, the same is true for any (qnm, qne) with q ∈ Z, but according to the discussion
in section 4.3 on the stability of BPS states, states with q 6= ±1 are not stable.
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around ∞ in the opposite sense, the corresponding monodromy is
M−k∞ Mu0M
k
∞ =
(
1− 4k 8k2
−2 1 + 4k
)
= M(1,−2k) and similarly M−k∞ M−u0Mk∞
=
(−1− 4k 2 + 8k + 8k2
−2 3 + 4k
)
= M(1,−1 − 2k). So one sees that these mon-
odromies correspond to dyons with nm = 1 and any ne ∈ Z becoming massless.
Similarly one has e.g. Mku0M−u0M
−k
u0
= M(1− 2k,−1), etc.
Let’s come back to the question of how many singularities there are. Suppose
there are p strong coupling singularities at u1, u2, . . . up in addition to the one-
loop perturbative singularity at u = ∞. Then one has a factorisation analogous
to (9.30):
M∞ = Mu1Mu2 . . .Mup (9.35)
withMui =M(n
(i)
m , n
(i)
e ) of the form (9.33). It thus becomes a problem of number
theory to find out whether, for given p, there exist solutions to (9.35) with integer
n(i)m and n
(i)
e . For several low values of p > 2 it has been checked that there are
no such solutions, and it seems likely that the same is true for all p > 2.
9.4 The solution
Recall that our goal is to determine the exact non-perturbative low-energy ef-
fective action, i.e. determine the function F(z) locally. This will be achieved,
at least in principle, once we know the functions a(u) and aD(u), since one then
can invert the first to obtain u(a), at least within a certain domain of the moduli
space. Substituting this into aD(u) yields aD(a) which upon integration gives the
desired F(a).
So far we have seen that aD(u) and a(u) are single-valued except for the
monodromies around ∞, u0 and −u0. As is well-known from complex analysis,
this means that aD(u) and a(u) are really multi-valued functions with branch
cuts, the branch points being ∞, u0 and −u0. A typical example is f(u) =√
uF (a, b, c; u), where F is the hypergeometric function. The latter has a branch
cut from 1 to∞. Similarly, √u has a branch cut from 0 to∞ (usually taken along
the negative real axis), so that f(u) has two branch cuts joining the three singular
points 0, 1 and∞. When u goes around any of these singular points there is a non-
trivial monodromy between f(u) and one other function g(u) = udF (a′, b′, c′; u).
The three monodromy matrices are in (almost) one-to-one correspondence with
the pair of functions f(u) and g(u).
In the physical problem at hand one knows the monodromies, namely
M∞ =
(−1 2
0 −1
)
, Mu0 =
(
1 0
−2 1
)
, M−u0 =
(−1 2
−2 3
)
(9.36)
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and one wants to determine the corresponding functions aD(u) and a(u). As will
be explained, the monodromies fix aD(u) and a(u) up to normalisation, which
will be determined from the known asymptotics (9.19) at infinity.
The precise location of u0 depends on the renormalisation conditions which
can be chosen such that u0 = 1. Assuming this choice in the sequel will simplify
somewhat the equations. If one wants to keep u0, essentially all one has to do is
to replace u± 1 by u±u0
u0
= u
u0
± 1.
9.4.1 The differential equation approach
Monodromies typically arise from differential equations with periodic coefficients.
This is well-known in solid-state physics where one considers a Schro¨dinger equa-
tion with a periodic potential7[
− d
2
dx2
+ V (x)
]
ψ(x) = 0 , V (x+ 2π) = V (x) . (9.37)
There are two independent solutions ψ1(x) and ψ2(x). One wants to compare
solutions at x and at x+2π. Since, due to the periodicity of the potential V , the
differential equation at x + 2π is exactly the same as at x, the set of solutions
must be the same. In other words, ψ1(x + 2π) and ψ2(x + 2π) must be linear
combinations of ψ1(x) and ψ2(x):(
ψ1
ψ2
)
(x+ 2π) =M
(
ψ1
ψ2
)
(x) (9.38)
where M is a (constant) monodromy matrix.
The same situation arises for differential equations in the complex plane with
meromorphic coefficients. Consider again the Schro¨dinger-type equation[
− d
2
dz2
+ V (z)
]
ψ(z) = 0 (9.39)
with meromorphic V (z), having poles at z1, . . . zp and (in general) also at∞. The
periodicity of the previous example is now replaced by the single-valuedness of
V (z) as z goes around any of the poles of V (with z−zi corresponding roughly to
eix). So, as z goes once around any one of the zi, the differential equation (9.39
does not change. So by the same argument as above, the two solutions ψ1(z)
7 The constant energy has been included into the potential, and the mass has been normalised
to 12 .
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and ψ2(z), when continued along the path surrounding zi must again be linear
combinations of ψ1(z) and ψ2(z):(
ψ1
ψ2
) (
z + e2πi(z − zi)
)
= Mi
(
ψ1
ψ2
)
(z) (9.40)
with a constant 2 × 2-monodromy matrix Mi for each of the poles of V . Of
course, one again has the factorisation condition (9.35) forM∞. It is well-known,
that non-trivial constant monodromies correspond to poles of V that are at most
of second order. In the language of differential equations, (9.39) then only has
regular singular points.
In our physical problem, the two multivalued functions aD(z) and a(z) have
3 singularities with non-trivial monodromies at −1,+1 and∞. Hence they must
be solutions of a second-order differential equation (9.39) with the potential V
having (at most) second-order poles precisely at these points. The general form
of this potential is8
V (z) = −1
4
[
1− λ21
(z + 1)2
+
1− λ22
(z − 1)2 −
1− λ21 − λ22 + λ23
(z + 1)(z − 1)
]
(9.41)
with double poles at −1,+1 and ∞. The corresponding residues are −1
4
(1− λ21),
−1
4
(1 − λ22) and −14(1 − λ23). Without loss of generality, I assume λi ≥ 0. The
corresponding differential equation (9.39) is well-known in the mathematical lit-
erature since it can be transformed into the hypergeometric differential equation.
The transformation to the standard hypergeometric equation is readily performed
by setting
ψ(z) = (z + 1)
1
2
(1−λ1)(z − 1) 12 (1−λ2) f
(
z + 1
2
)
. (9.42)
One then finds that f satisfies the hypergeometric differential equation
x(1− x)f ′′(x) + [c− (a+ b+ 1)x]f ′(x)− abf(x) = 0 (9.43)
with
a =
1
2
(1− λ1 − λ2 + λ3) , b = 1
2
(1− λ1 − λ2 − λ3) , c = 1− λ1 . (9.44)
The solutions of the hypergeometric equation (9.43) can be written in many
different ways due to the various identities between the hypergeometric function
F (a, b, c; x) and products with powers, e.g. (1 − x)c−a−bF (c − a, c − b, c; x), etc.
A convenient choice for the two independent solutions is the following
f1(x) = (−x)−aF (a, a+ 1− c, a+ 1− b; 1x)
f2(x) = (1− x)c−a−bF (c− a, c− b, c + 1− a− b; 1− x) . (9.45)
8 Additional terms in V that naively look like first-order poles (∼ 1
z−1 or
1
z+1 ) cannot appear
since they correspond to third-order poles at z =∞.
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f1 and f2 correspond to Kummer’s solutions denoted u3 and u6. The choice of f1
and f2 is motivated by the fact that f1 has simple monodromy properties around
x =∞ (i.e. z =∞) and f2 has simple monodromy properties around x = 1 (i.e.
z = 1), so they are good candidates to be identified with a(z) and aD(z).
One can extract a great deal of information from the asymptotic forms of
aD(z) and a(z). As z →∞ one has V (z) ∼ −14
1−λ2
3
z2
, so that the two independent
solutions behave asymptotically as z
1
2
(1±λ3) if λ3 6= 0, and as
√
z and
√
z ln z
if λ3 = 0. Comparing with (9.22) (with u → z) we see that the latter case is
realised. Similarly, with λ3 = 0, as z → 1, one has V (z) ∼ −14
(
1−λ2
2
(z−1)2 −
1−λ2
1
−λ2
2
2(z−1)
)
,
where I have kept the subleading term. From the logarithmic asymptotics (9.28)
one then concludes λ2 = 1 (and from the subleading term also −λ
2
1
8
= i
π
c0
a0
). The
Z2-symmetry (z → −z) on the moduli space then implies that, as z → −1, the
potential V does not have a double pole either, so that also λ1 = 1. Hence we
conclude
λ1 = λ2 = 1 , λ3 = 0 ⇒ V (z) = −1
4
1
(z + 1)(z − 1) (9.46)
and a = b = −1
2
, c = 0. Thus from (9.42) one has ψ1,2(z) = f1,2
(
z+1
2
)
. One can
then verify that the two solutions
aD(u) = iψ2(u) = i
u−1
2
F
(
1
2
, 1
2
, 2; 1−u
2
)
a(u) = −2iψ1(u) =
√
2(u+ 1)
1
2F
(
−1
2
, 1
2
, 1; 2
u+1
) (9.47)
indeed have the required monodromies (9.36), as well as the correct asymptotics.
It might look as if we have not used the monodromy properties to determine aD
and a and that they have been determined only from the asymptotics. This is not
entirely true, of course. The very fact that there are non-trivial monodromies only
at∞,+1 and −1 implied that aD and a must satisfy the second-order differential
equation (9.39) with the potential (9.41). To determine the λi we then used the
asymptotics of aD and a. But this is (almost) the same as using the monodromies
since the latter were obtained from the asymptotics.
Using the integral representation of the hypergeometric function, the solution
(9.47) can be nicely rewritten as
aD(u) =
√
2
π
∫ u
1
dx
√
x− u√
x2 − 1 , a(u) =
√
2
π
∫ 1
−1
dx
√
x− u√
x2 − 1 . (9.48)
One can invert the second equation (9.47) to obtain u(a), within a certain
domain, and insert the result into aD(u) to obtain aD(a). Integrating with respect
to a yields F(a) and hence the low-energy effective action. I should stress that
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this expression for F(a) is not globally valid but only on a certain portion of the
moduli space. Different analytic continuations must be used on other portions.
9.4.2 The approach using elliptic curves
In their paper, Seiberg and Witten do not use the differential equation approach
just described, but rather introduce an auxiliary construction: a certain elliptic
curve by means of which two functions with the correct monodromy properties
are constructed. I will not go into details here, but simply sketch this approach.
To motivate their construction a posteriori, we notice the following: from
the integral representation (9.48) it is natural to consider the complex x-plane.
More precisely, the integrand has square-root branch cuts with branch points at
+1,−1, u and ∞. The two branch cuts can be taken to run from −1 to +1 and
from u to ∞. The Riemann surface of the integrand is two-sheeted with the two
sheets connected through the cuts. If one adds the point at infinity to each of the
two sheets, the topology of the Riemann surface is that of two spheres connected
by two tubes (the cuts), i.e. a torus. So one sees that the Riemann surface of
the integrand in (9.48) has genus one. This is the elliptic curve considered by
Seiberg and Witten.
As is well-known, on a torus there are two independent non-trivial closed
paths (cycles). One cycle (γ2) can be taken to go once around the cut (−1, 1),
and the other cycle (γ1) to go from 1 to u on the first sheet and back from u to
1 on the second sheet. The solutions aD(u) and a(u) in (9.48) are precisely the
integrals of some suitable differential λ along the two cycles γ1 and γ2:
aD =
∮
γ1
λ , a =
∮
γ2
λ , λ =
√
2
2π
√
x− u√
x2 − 1dx . (9.49)
These integrals are called period integrals. They are known to satisfy a second-
order differential equation, the so-called Picard-Fuchs equation, that is nothing
else than our Schro¨dinger-type equation (9.39) with V given by (9.46).
How do the monodromies appear in this formalism? As u goes once around
+1,−1 or∞, the cycles γ1, γ2 are changed into linear combinations of themselves
with integer coefficients:(
γ1
γ2
)
→ M
(
γ1
γ2
)
, M ∈ Sl(2,Z) . (9.50)
This immediately implies (
aD
a
)
→M
(
aD
a
)
(9.51)
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with the same M as in (9.50). The advantage here is that one automatically gets
monodromies with integer coefficients. The other advantage is that
τ(u) =
daD/du
da/du
(9.52)
can be easily seen to be the τ -parameter describing the complex structure of the
torus, and as such is garanteed to satisfy Im τ(u) > 0 which was the requirement
for positivity of the metric on moduli space.
To motivate the appearance of the genus-one elliptic curve (i.e. the torus)
a priori - without knowing the solution (9.48) from the differential equation
approach - Seiberg and Witten remark that the three monodromies are all very
special: they do not generate all of Sl(2,Z) but only a certain subgroup Γ(2) of
matrices in Sl(2,Z) congruent to 1 modulo 2. Furthermore, they remark that
the u-plane with punctures at 1,−1,∞ can be thought of as the quotient of the
upper half plane H by Γ(2), and that H/Γ(2) naturally parametrizes (i.e. is the
moduli space of) elliptic curves described by
y2 = (x2 − 1)(x− u) . (9.53)
Equation (9.53) corresponds to the genus-one Riemann surface discussed above,
and it is then natural to introduce the cycles γ1, γ2 and the differential λ from
(9.48). The rest of the argument then goes as I just exposed.
9.5 Summary
We have seen realised a version of electric-magnetic duality accompanied by a
duality transformation on the expectation value of the scalar (Higgs) field, a ↔
aD. There is a manifold of inequivalent vacua, the moduli spaceM, corresponding
to different Higgs expectation values. The duality relates strong coupling regions
in M to the perturbative region of large a where the effective low-energy action
is known asymptotically in terms of F . Thus duality allows us to determine
the latter also at strong coupling. The holomorphicity condition from N =
2 supersymmetry then puts such strong constraints on F(a), or equivalently
on aD(u) and a(u) that the full functions can be determined solely from their
asymptotic behaviour at the strong and weak coupling singularities ofM.
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