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This thesis presents the development of kinetic inductance detectors (KIDs) for cosmic
microwave background (CMB) polarimetry. Increasingly precise measurements of the CMB
have led to much of our understanding of the observable universe; future measurements of
the CMB will require the development of new detectors as progressively fainter signals are
targeted. In particular, a measurement of the primordial B-mode polarization signal, which
would offer strong evidence of inflation, will require at least a 50 times increase in detector
count. KIDs are an attractive detector option for next-generation CMB experiments due
to their low-noise and high-multiplexing factor. In this thesis, I present KIDs optimized for
ground-based CMB observations, which are sensitive to a 150 GHz spectral band where the
CMB spectrum peaks. This research demonstrates the first systematic studies of lumped-
element KIDs (LEKIDs) optimized for CMB surveys and shows the readiness of the detectors
for on-sky observations. First, I present the design and performance of horn-coupled LEKIDs,
which are sensitive to a single polarization. I show that KIDs can meet the stringent noise
and sensitivity requirements necessary for a competitive CMB detector. Second, I present
a novel method for reducing crosstalk between LEKIDs, which is important for controlling
instrument systematics. Third, I present the design and performance of dual-polarization
LEKIDs, which are sensitive to orthogonal polarizations within a single spectral band and
double the number of detectors per array, increasing the sensitivity. Finally, I present the
initial analysis of millimeter-wave observations of a nearby galaxy cluster, Abell 2443, taken
with the LEKID-based NIKA2 instrument on the IRAM 30 m telescope. This is part of
ongoing research to make high-resolution measurements of the Sunyaev–Zel’dovich effect,
seen as a distortion in the CMB spectrum.
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Thesis Structure
This thesis is organized as follows:
• In Chapter 1, I briefly present cosmology as related to the cosmic microwave back-
ground (CMB), and the scientific goals of both current and next-generation CMB
experiments, which motivate this work.
• In Chapter 2, I explain the physics governing kinetic inductance detectors (KIDs) and
the expected performance.
• In Chapter 3, I give an overview of the experimental system including the cryogenic
testbed and readout.
• In Chapter 4, I present the development, testing and analysis of single-polarization,
horn-coupled lumped-element kinetic inductance detectors (LEKIDs). This work was
published in McCarrick et al. [2014].
• In Chapter 5, I present a novel method for controlling crosstalk in KIDs. This work
was published in McCarrick et al. [2016b].
• In Chapter 6, I present the development of dual-polarization KIDs. This work was
published in McCarrick et al. [2016a].
• In Chapter 7, I present the design and performance of the dual-polarization LEKIDs,
which demonstrate their readiness for on-sky observations. This work was published
in McCarrick et al. [2018].
xiv
• In Chapter 8, I discuss the initial analysis of observations of Abell 2443, a nearby
galaxy cluster, to measure the Sunyaev-Zel’dovich (SZ) effect. The observations were
made with the LEKID-based instrument NIKA2 on the IRAM 30 m telescope.
• In Chapter 9, I offer a few concluding remarks and potential pathways forward for
KIDs within experimental cosmology.
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Chapter 1
Cosmology with the cosmic
microwave background
Measurements of the cosmic microwave background (CMB) have informed our understand-
ing of the make-up and evolution of the observable universe. The CMB is nearly uniform
radiation from the early universe [Dicke et al., 1965, Penzias and Wilson, 1965] and is close
to a perfect blackbody. The CMB has angular temperature anisotropies, which originated
from density fluctuations in the early universe [Smoot et al., 1992]. Temperature anisotropy
measurements show that the universe can be well described by a Lambda-cold dark matter
(ΛCDM) model [Spergel et al., 2003]. The CMB also contains polarization anisotropies,
which are commonly decomposed into curl-free and curl components, respectively called E
and B-modes. Measurements of E-modes are consistent with a ΛCDM universe [Bennett
et al., 2013, Planck Collaboration et al., 2018b]. Primordial B-mode polarization is theo-
rized to have originated from gravitational waves during the time of inflation [Guth, 1981],
and, if measured, would provide strong evidence of an inflationary epoch [Kamionkowski
et al., 1997]. Measuring this fundamental aspect of the universe will require advances in
complementary fields, including device physics. With this motivation, I have focused my
work on kinetic inductance detectors (KIDs), a novel superconducting device, which can act
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as a photon-noise limited detector for millimeter-wave radiation.
In the remainder of this chapter, I review the physics behind the CMB, the main goals of
current and future experiments, and the motivation behind my research. First, I discuss the
cosmic microwave background (Sec. 1.1). I pay particular attention to the CMB temperature
and polarization anisotropies as well as the Sunyaev-Zel’dovich effect (SZE). Second, I discuss
the status of CMB experiments and the detector developments necessary to achieve current
and future cosmological goals (Sec. 1.2), which motivate the device physics research in the
rest of the thesis.
1.1 Cosmic microwave background
The CMB is radiation from shortly after (∼ 380, 000 years) the Big Bang and carries infor-
mation from the early universe [Dodelson, 2003]. The universe was initially comprised of an
ionized plasma in which photons and baryons were tightly coupled in thermal equilibrium.
During these early times, photons were continuously interacting with electrons. As the uni-
verse expanded and cooled, neutral atoms, primarily hydrogen, were formed during the time
of recombination. The photons were then decoupled from the baryons, and the universe
was no longer ionized nor opaque. Near the end of recombination, photons interacted with
baryons a final time and this is referred to as the surface of last scattering. These photons
have been free streaming towards us since z = 1100 and comprise the CMB. Imprinted in
the statistics of the photons is information not only from the time of last scattering but also
from the physical processes both before – such as recombination and, possibly, inflation -
and after - such as reionization and secondary scatterings, like the Sunyaev-Zel’dovich effect.
The CMB is a nearly isotropic and homogeneous blackbody as measured by the Far
Infrared Absolute Spectrophotometer (FIRAS) on Cosmic Background Explorer (COBE)
(Fig. 1.1). The temperature is currently TCMB = 2.725 ± .002 K [Mather et al., 1999]
with a spectral peak near 160 GHz and a wavelength of λCMB = 2 mm. Additionally, we
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know the universe to be not only expanding, but accelerating, from type Ia supernovae
observations [Riess et al., 1998, Perlmutter et al., 1999]. These observations support the
ΛCDM model.
1.1.1 Anisotropies
The CMB is not perfectly isotropic but contains structure in its temperature as a function
of angular position. Further, the polarization of the CMB can be decomposed into curl-
free and divergence-free components respectively called E-mode polarization and B-mode
polarization [Kamionkowski et al., 1997], both of which have anisotropies. The angular
power spectra of temperature, E-mode and B-mode polarizations can constrain the Lambda-
Cold Dark Matter (ΛCDM) cosmological parameters that describe the observable universe.
Assuming a flat universe (k = 0), the ΛCDM parameters are spectral index ns, optical depth
τ , acoustic angular scale θMC, adiabatic perturbations amplitude As, and the densities of
dark matter Ωch
2 and baryonic matter Ωbh
2 [Planck Collaboration et al., 2018a].
1.1.1.1 Temperature
The temperature fluctuations, or anisotropies, in the CMB are dependent on angular scale.
These fluctuations can be decomposed into spherical harmonics that are a function of the
multipole value `, which corresponds to the angular size of the anisotropy. The multipole
value ` can be approximated ∼ 180o/θ, where θ is the angle subtended on the sky. The
temperature anisotropy map as measured by Planck is shown in Fig. 1.2a. The temperature
angular power spectrum CTT` , which shows power as a function of angular scale, is plotted
in Fig. 1.2b. We note that the size of the largest anisotropy is 10−4 times smaller than the
average temperature of the CMB. Different physical processes in the primordial plasma cor-
respond to fluctuations on different angular scales and explain the shape of the temperature
power spectrum [Dodelson, 2003]. At large scales (` < 180), the oscillations are due to the
































Figure 1.1: Intensity spectrum of the CMB as measured by the FIRAS instrument on the
COBE satellite. The CMB is a blackbody with a temperature of 2.725 K and a spectral
peak at 160 GHz. The error bars in the top panel are smaller than the points. The residuals,
shown in the bottom panel, are 10−3 smaller than the measurement. Figure plotted with
data from Fixsen et al. [1996].
in gravitational potential caused photons to be Doppler shifted. This created hot and cold
spots depending on whether the photon was in a potential minima or maxima and moving
towards or away from us. The oscillations at ` > 180 in CTT` are due to baryon acoustic
oscillations (BAO) in the primordial photon-baryon fluid. These oscillations were caused by
the alternating inward collapse due to gravity and outward motion due to radiation pres-
sure, which produced standing waves. Finally, the overall damping at high-` is due to photon
diffusion during recombination, commonly called Silk damping [Silk, 1968].
The WMAP experiment first measured the temperature anisotropies in the CMB and
helped establish the ΛCDM cosmological model. By fitting the cosmological model to



































Figure 1.2: a. Temperature map of the CMB as measured by Planck, in combination with
data from WMAP and 408 MHz. The temperature anisotropies are plotted relative to the
average temperature of the CMB Tcmb = 2.725 K with the dipole subtracted. b. Temperature
power spectrum of the CMB as measured by Planck. The red line in the upper panel is the
best fit ΛCDM model. The residuals are plotted in the lower panel. Figures from Planck
Collaboration et al. [2016a].
strained [Spergel et al., 2003]. Recent results from the Planck satellite are in good agreement
with WMAP [Planck Collaboration et al., 2018b]. From the six base ΛCDM parameters, sec-
ondary parameters can be calculated, often in combination with BAO data. Planck found
the age of the universe is t = 13.7 Gyr and the relative energy densities of the universe
are matter Ωb = 31.53% and dark energy ΩΛ = 68.47%. The universe is currently dom-
inated by the cosmological constant Λ and is expanding, with a scale factor that goes as
a(t) ∝ exp(Ht), where H is the Hubble constant and H = √Λ/3.
1.1.1.2 Polarization
The CMB is polarized at a level approximately two orders of magnitude less than the temper-
ature anisotropies. The polarization of radiation can be represented by the Stokes parameters
I, Q, U , and V . The Stokes parameter I is the unpolarized light. Q and U represent linearly
polarized light, measured at a difference of 45o. Finally, V represents circularly polarized
light, which is expected to be zero in the CMB.
The linearly polarized components Q and U can be combined as Q ± iU and expanded
5
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Figure 1.3: a. Measured temperature (TT), E-mode (EE) and B-mode (BB) angular power
spectra from current experiments. Temperature and E-mode measurements yield consistent
ΛCDM parameters. B-mode polarization from weak lensing of CMB photons has recently
been measured. The forecast for CMB-S4, a planned experiment, is shown in grey, assuming
r = 0. b. Predicted B-mode power spectra for r = 0.1, 0.01, and 0.001. The expected
amplitude of the primordial B-mode power spectrum depends on the inflationary model. A
measurement of it would provide strong evidence for inflation and the energy scale at which
it happened. Also plotted are the expected foreground levels for different sky fractions.
The primordial B-mode power spectrum is expected to be below the lensing B-mode and
foreground signals, and at least two orders of magnitude fainter than the E-mode signal.
Thus measuring the primordial B-mode power spectrum will require cleaning the lensing
B-mode and foreground signals. Figures from Abazajian et al. [2016].
much like the temperature anisotropies in terms of spherical harmonics. These can be de-
composed into symmetric and antisymmetric components, and the linear combination of
the symmetric terms correspond to E-mode polarization and of the antisymmetric terms to
B-mode polarization.
The CMB is expected to be linearly polarized due to Thomson scattering in the presence
of quadrupole anisotropies during recombination [Zaldarriaga, 2004]. Incident radiation with
a quadrupole moment excites an electron, which then re-emits a photon. The re-emitted
photons have an overall linear polarization. The quadrupole anisotropies are generated from




E-mode, or curl free polarization, is expected to arise primarily from velocity gradients, or
scalar perturbations, in the photon-baryon fluid. These velocity gradients create quadrupole
anisotropies, which, as described above, create a polarized photon through Thomson scat-
tering. The quadrupole anisotropies due to velocity gradients create only E and not B-mode
polarization. The E-mode power spectrum CEE` has been measured by a number of exper-
iment as shown in Fig. 1.3. The bump at ` < 20 is due to polarization induced during
reionization. This provides an important constraint on the optical depth τ and the scalar
index ns [Kogut et al., 2003]. The E-mode polarization power spectrum is generally con-
sistent with the ΛCDM parameters yielded by the temperature power spectrum [Planck
Collaboration et al., 2018a]. Additional E-mode polarization observations could allow for an
independent measurement of the ΛCDM parameters.
B-mode polarization
B-mode polarization is expected to contain an imprint from the time of inflation. Measur-
ing the B-mode polarization angular power spectrum is the focus of most CMB experiments
at this time. The inflationary model predicts a period of exponential growth after the Big
Bang. Inflation was theorized [Guth, 1981, Linde, 1982, Starobinskii, 1979] as a solution to
three observed problems - the flatness, isotropic and monopole problems - which were not
addressed by the ΛCDM and the Hot Big Bang models. The inflationary period is expected
to have been dominated by a cosmological constant Λi. During this time, the scale factor a
was an exponential where a = exp(Hit) and Hi is the Hubble constant during the inflationary
phase. The size the scale factor increased during inflation is parameterized as eN , where N
is the number of e-foldings and depends on the theoretical model.
It is predicted that quantum fluctuations in an inflationary field φi generated gravitational
waves, or tensor perturbations, during inflation, which produced quadrupole anisotropies.
These quadrupole anisotropies cause Thomson scattering that can uniquely produce B-mode
polarization. Thus a measurement of the primordial B-mode angular power spectrum CBB`
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would be a probe into the inflationary period. The amplitude of the tensor-to-scalar ratio
(i.e. CBB` -to-C
EE
` ) is defined as r. The amplitude of r is not well constrained by theory;
in Fig. 1.3b, a range of possible r values are plotted. A simple model of the inflationary
potential V (φi) is given as V
1/4 ∼ 1016(r/.01)1/4 GeV [Abazajian et al., 2016]. Thus, a
measurement of r would yield the energy scale at which inflation occurred and indirectly
measure primordial gravitational waves.
B-mode polarization generated by primordial gravitational waves have not yet been mea-
sured. As illustrated in Fig. 1.3b, this will be a difficult measurement as there are contain-
ments at higher amplitudes than any expected primordial B-mode signal. A measurement
will first require measuring and removing the lensed B-mode signal and foregrounds. Given
the current upper bound is r < 0.064 [Planck Collaboration et al., 2018c], the expected
primordial B-mode polarization signal is then at least two orders of magnitude less than
the E-mode polarization signal. This measurement will require unprecedented sensitivity at
millimeter wavelengths [Abazajian et al., 2016].
1.1.2 Sunyaev-Zel’dovich effect
The SZE is secondary scattering of CMB photons by galaxies [Sunyaev and Zeldovich, 1970].
CMB photons that encounter galaxy clusters can be shifted up in frequency and energy. This
boost occurs from inverse Compton scattering, in which a CMB photon collides with and
gains energy from a high-energy electron. The signature of the thermal SZE (tSZE) is a
decrement in intensity at 150 GHz and an increase above 220 GHz, relative to the CMB
background. There is also a secondary effect due to the CMB photon interaction with the
galaxy cluster: the kinematic SZE (kSZE), in which the photon is Doppler shifted due to
the motion of the galaxy cluster.
CMB experiments with relatively small beams (∼ 1′) will be able to detect galaxy clus-
ters. Measurements of the SZE have revealed on the order of 1000 galaxy clusters [Planck
Collaboration et al., 2016b] and having a larger statistical sample could enable independent
8




















tobs = 5 yrs, 25% efficiency
NETdet = 250 µK
√
s
r upper limit, Planck & BICEP 2018
currently deploying Stage 3 instruments
Simons Observatory target 2025
CMB Stage 4 target 2030+
Figure 1.4: Required detector number as a function of targeted tensor-to-scalar ratio r for
a ground based experiment. The current upper limit is r < 0.064 [Planck Collaboration
et al., 2018c], marked in green. Experiments that are currently deploying (yellow), are
typically using focal planes of thousands of detectors. These are commonly referred to as
‘Stage 3’ instruments. The next funded experiment currently under development is Simons
Observatory [Galitzki et al., 2018, Simons Observatory Collaboration, 2018], which will target
r = 0.01 at 3σ and require on the order of 104 detectors. Finally, the large-scale experiment
being planned by the community is CMB-S4 [Abitbol et al., 2017, Abazajian et al., 2016]
and will require at least 4× 105 to reach the target r = 0.001.
constraints on ΛCDM parameters. Large aperture telescopes with narrower beams (∼ 10′′),
which are typically separate from CMB surveys, can resolve clusters and enable studies of
galaxy dynamics. In addition, experiments are being planned to measure the kSZE [Stacey
et al., 2018], which could also be a probe of dark energy and neutrinos [Bhattacharya and
Kosowsky, 2008, Kosowsky and Bhattacharya, 2009].
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1.2 CMB experiments
Current CMB experiments are primarily designed to search for the primordial B-mode sig-
nal. CMB survey experiments include ACT [Louis et al., 2017], SPT [Simard et al., 2018],
BICEP/KECK [BICEP2 Collaboration et al., 2016], CLASS [Harrington et al., 2016], and
POLARBEAR [Kermish et al., 2012]. The original experiments are commonly referred to as
Stage 2 experiments, and the upgrades taking place (for example, ACT to Advanced ACT-
Pol [Niemack et al., 2010]) are referred to as Stage 3. Simons Observatory [Galitzki et al.,
2018] is new, planned experiment, which will be more sensitive than the Stage 3 experiments
and bridges to the CMB Stage-4 experiment, which is being planned collectively by the CMB
community [Abazajian et al., 2016, Abitbol et al., 2017].
The current upper bound is r = 0.064 as set by Planck with the BICEP/KECK experi-
ment [Planck Collaboration et al., 2018c]. Future experiments like Simons Observatory [Si-
mons Observatory Collaboration, 2018] and CMB-S4 [Abitbol et al., 2017, Abazajian et al.,
2016] are being designed to target r = 0.01 and 0.001, respectively. The B-mode signal peaks
around 150 GHz at ` = 80 for recombination and ` = 10 for reionization, which corresponds
to ∼ 18 and 2o scales. Gravitationally lensed B-mode polarization, due to the rotation of E
into B-mode polarization by galactic masses, has been measured [The Polarbear Collabora-
tion: P. A. R. Ade et al., 2014]. The lensing B-mode signal peaks at ` ∼ 300 and will need
to be cleaned in order to reach the primordial B-mode signal (see Fig 1.3). In addition, there
are two polarized foregrounds – synchrotron radiation (at low frequencies) and galactic ther-
mal dust emission (at high frequencies) – which have higher amplitudes than any expected
primordial B-mode polarization signal. The foregrounds generally follow a power-law, with
high contamination at low-`, falling off with increasing `. These foregrounds have spectral
dependencies, which should allow them to be separated from the CMB polarization signal.
However, this requires observations at multiple frequencies in order to accurately measure
and subtract the foreground spectra. Current and recent experiments are designed to target
and clean at low (∼ 5 GHz) [Jones et al., 2018] and high (∼ 857 GHz) [Planck Collaboration
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et al., 2016a] frequencies but additional measurements are needed. To summarize, detection
of the primordial B-mode polarization signal will require observations of multiple frequency
bands with multiple angular resolutions.
CMB experiments can be performed from the ground, high-altitude balloons or satellites
in space. Ground-based experiments are constrained in both scan strategy and spectral
bandwidth. The detector spectral bandwidths are limited by atmospheric lines. The typical
mid and high frequency millimeter-wave bands are centered near 150 and 235 GHz with 20%
bandwidth. Balloon-borne experiments have lower loading than ground-based experiments
as they are above most of the atmosphere. Satellites have the lowest loading and also have
access to the full sky and can thus perform low-` measurements.
CMB experiments typically use photon-noise limited detectors. Therefore, to increase
instrument sensitivity for future experiments, the number of detectors must be increased,
as depicted in in Fig. 1.4. We can approximate the number of detectors needed to measure
r = 0.001. The noise of a map from an experiment is given in the units nKdeg. Map noise









where NETdetector is the noise equivalent temperature (NET) for a single detector, Asky is
the sky area observed, Ndetector is the number of detectors and tobs is the observation time.
Typically, a good, ground-based CMB detector will have a NETdetector ≈ 250 µK
√
s; an
observation time of 5 years with a 25% experiment efficiency for tobs = 1.25 years; and an
observed sky area containing a small, clean patch with Asky ≈ 4000 deg2 (approximately
10% of the total sky) [Barron et al., 2018]. The tensor-to-scalar ratio r = 0.001 at the ` = 80
recombination peak corresponds to a primordial B-mode amplitude of 12 nKdeg. Therefore
to achieve a signal-to-noise (SNR) ratio of 3, we would like Noisemap = 4 nKdeg. From this
we can calculate that approximately 400,000 photon-noise limited detectors are needed to
reach r = 0.001.
This is a two order of magnitude increase compared to the number of detectors currently
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fielded. To achieve this, it is necessary for there to be advances in detector and readout
systems and in this thesis I present a candidate with KIDs. The KIDs discussed in this
thesis are optimized for ground-based CMB polarimetry.
1.2.1 Detectors
There are stringent requirements on each part of a CMB experiment and the same holds true
for the detectors. The requirements come from three main factors – one, the spectral bands
as described above; two, the faintness of the expected signal; and three, preserving the CMB
polarization through the experiment. From this, we can elaborate on the requirements for
the devices.
CMB telescopes in the millimeter-wave regime use cryogenic focal planes, which are
cooled to ∼ 0.1 K (see Fig. 1.5), and superconducting detectors. The total noise level of the
detector should be below the photon noise due to the random arrivals of photons from the
CMB and atmosphere. In addition, the shape of the spectral density of the device noise is
important as the device needs to be stable over long periods of long time during observations
while also having enough bandwidth to accommodate the astrophysical signals. The device
must be responsive enough to detect small changes in sky intensity while at the same time
having a large enough linear range that it does not saturate due to large changes in load
from the atmosphere or ground pick-up. Finally, the detectors should have high absorption
and polarization efficiencies to increase mapping speed.
Current CMB experiments typically use transition-edge sensor (TES) bolometers as the
detectors [Irwin and Hilton, 2005]. TES bolometers are proven to have the above qualities
and have produced precise CMB measurements. However, there are a number of limitations:
they have relatively low multiplexing factors (on the order of 1:64), multi-stage cryogenic
electronics, and expensive multi-layer fabrication. As discussed, future experiments plan to
increase the number of fielded detectors by two orders of magnitude - from thousands to













Figure 1.5: a. Concept of a receiver for CMB-S4, the next-generation CMB experiment
the community is building towards. In order to measure r = 0.001, approximately 5 × 105
detectors are needed. This would require a large receiver like this, with 50 optics tubes, which
could hold 105 detectors. Each optics tube would hold a focal plane, likely to be similar to
the hex-packed version shown in panel c. Figure from Abitbol et al. [2017]. b. Cross-
sectional view of a smaller, concept CMB telescope, which shows the components typical of
a CMB experiment. CMB telescopes have cryogenic receivers with the focal planes cooled to
∼ 0.1 K. To couple light to the focal plane, experiments use mirrors, lenses or a combination,
many of which are cooled to 4 K to reduce loading on the detectors. Figure from Araujo
et al. [2014]. c. Rendering of a hex-packed focal plane. This focal plane is comprised of 7
modules. The horn apertures are facing up. The modules are typically square or hexagonal
for efficient use of the focal plane area. Each focal plane contains thousands of detectors. d.
Photograph of a single focal plane module with the horn array facing up. This is a LEKID
module, similar to those discussed in Ch. 7. Focal plane modules in current experiments
look similar from the outside, in that horns or lenses are typically used to couple the light to
the detectors. LEKIDs are an attractive detector option for future experiments because each
module can be read out using a single pair of coaxial cables; the SMAs to which the cables
connect are visible in the photo. With the current detectors used for CMB experiments, focal
planes typically require hundreds of wires. e. Photograph of a LEKID array with the horn
array removed. CMB experiments typically use 100 or 150 mm diameter, monolithic arrays
of detectors. In this array, there are ∼ 500 LEKIDs. f. Photograph a dual-polarization
LEKID, which is discussed in Ch. 7. CMB detectors are typically on the size of an incident
wavelength (2 mm). Modern CMB experiments use superconducting detectors that are
photon-noise limited. 13
KIDs provide an alternative option for future experiments. First, KIDs have been demon-
strated to achieve high-multiplexing factors of up to 1000 [Gordon et al., 2016, van Rantwijk
et al., 2016], enabling an entire, monolithic array of detectors to be read out with a single pair
of coaxial lines. Fewer wires going to the cold-stage have additional benefits including lower
heat loads that result in simpler cryogenics and fewer readout systems. Second, KIDs have
simple cold-electronics, with a single, cold amplification stage. Third, the design of many
KID arrays are simple to fabricate, potentially leading to increased yield and decreased cost.
In the next chapter, I physically motivate KIDs and show that they should be able
to achieve the necessary qualities of a CMB detector. Subsequently, in the rest of this
thesis, I present KID designs and measured performance, experimentally demonstrating their




In this chapter, I review the physics of KIDs and follow the signal chain from the absorption of
a photon through the measured KID response. First, I present an overview of KIDs. Second,
I introduce the relevant physics of superconductors necessary to understand the devices
(Sec. 2.2). To do this, I cover some important effects of superconductivity as explained by
Bardeen–Cooper-Schrieffer (BCS) theory (Sec. 2.2.1). Then, superconductivity is framed in
terms of electrodynamics by Mattis-Bardeen theory, from which we can express the complex
conductivity of the film as function of quasiparticle density (Sec. 2.2.3). From there, we
can relate the complex conductivity to the surface impedance of the film, which is probed
by the readout tone via the resonator (Sec. 2.2.3). Third, I present the resonator model
and its parameters which allow us to characterize the resonator and measure its response
(Sec. 2.3). Fourth, I describe the detector properties of the KID as related to their application
as photon detectors: this includes relating the absorption of photons to the observable
resonator parameters and forecasting the expected noise (Sec. 2.4). While aspects of this
chapter and the equations within it show up again in this thesis, they are presented here more
comprehensively and with greater context in order to give the reader a better understanding































Figure 2.1: a. Circuit diagram of a single KID. The KID is an RLC resonator circuit with
a resonance frequency f0. The inductance L is the sum of both the geometric inductance
Lg and kinetic inductance Lk. The resonator is capacitively coupled to a transmission line
from which a probe tone excites the resonator. An incoming photon can break Cooper pairs
in the superconductor, changing the kinetic inductance LK and resistance R and thus the
resonator f0 and Q. b. Transmission or S21 plot showing the resonance of a single KID. The
KID has a resonance frequency f0, and a quality factor Q ≈ f0/∆f , where ∆f is the width
of a the resonance. The depth of the resonance gives a sense of the resonator Q.
2.1 Overview
A KID is a highly-sensitive photon detector, which can be optimized for astrophysical ob-
servations. The detector is a planar, superconducting resonator with a resonance frequency
f0, as shown in Fig. 2.1. Below its critical temperature Tc, a superconductor has a kinetic
inductance Lk, which can be a significant fraction αk of the total inductance L. The kinetic
inductance arises from the Cooper pairs in the superconductor with a density ncp. The
unpaired electrons, or quasiparticles, have a density nqp. Photons with an energy greater
than the gap energy of the material ∆0 = 1.76kBTc, where kB is the Boltzmann constant,
can break Cooper pairs, which changes nqp. This changes the complex conductivity σ of the
superconductor. This change is reflected in a shift in the detector f0 and Q, which can be
measured by monitoring the probe tone that drives the resonator. A schematic of the signal
chain, from the absorption of a photon through the measured response of the detector, is
16
δP → δnqp → δσ2 → δLK → δZs → δf0 → δθ → δIm(S21) → δx
Figure 2.2: Schematic illustrating how a change in absorbed power P is detected. The ab-
sorbed power P breaks Cooper pairs, increasing the quasiparticle density nqp. This causes a
change in the imaginary part of the conductivity σ2, which effects both the kinetic inductance
LK and thus the surface impedance Zs of the resonator. This shifts the resonator frequency
f0. The resonator probe tone detects this shift as a change in phase δθ, which is captured
by the imaginary part of the S21 value. This measured value gives the resonator fractional
frequency response x. In this chapter, we find the relationships between these parameters.
shown in Fig. 2.2. KIDs are naturally multiplexable as each resonator on an array is de-
signed to have a unique f0, which is typically achieved by giving each resonator a different
capacitor. The probe tones for all the detectors on an array are simultaneously sent down
and read out on a single transmission line, which enables the high multiplexing factors.
2.2 Superconducting films
2.2.1 Superconductivity
Below Tc, electrons in a superconductor are paired into Cooper pairs, which have bosonic
properties [Tinkham, 2004]. The Cooper pairs form due to phonon-electron interactions. A
free electron will attract a phonon which in turn attracts another electron. The two electrons
become weakly coupled and have a minimum size given by the coherence length ξ0.
In a superconductor, there is an energy gap of ∆0 on either side of the Fermi energy Ef .
The energy which binds a Cooper pair is given as
2∆0 = 3.5kBTc, (2.1)
where ∆0 is the binding energy at T = 0. Relative to Ef , Cooper pairs will have energy
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Ecp < −∆0, while quasiparticles must have energies Eqp > ∆0. In order to break a Cooper
pair, the electrons must absorb energy E > 2∆0. This corresponds to a photon with a
frequency ν > 2∆0/h ≈ (Tc/1 K)74 GHz.
At non-zero temperatures but below Tc, Cooper pairs can be thermally broken into
two electrons, or quasiparticles. The quasiparticle density is calculated using statistical
mechanics. The distribution of quasiparticles is given by the Fermi-Dirac distribution
f(E) = [exp(E/kBT ) + 1]
−1. (2.2)
From BCS theory, the density of states for a superconductor is
ρ(E) =
E√
E2 −∆2 , (2.3)
where ∆ is the gap energy at 0 < T < Tc, which we usually approximate as ∆0. With these










exp(E/kBT ) + 1
dE. (2.4)
Here, N0 is the material-dependent single-spin density of states at the Fermi energy. This
integral can be approximated as [Noroozian et al., 2012]
nqp(T ) ≈ 2N0
√
2pikBT∆0 exp(−∆0/(kBT )). (2.5)
Superconductors can be described by a two-fluid model, in which the superconducting
fluid, with a density ns, and normal fluid, with a density nn, are treated separately [Tinkham,
2004]. The complex conductivity of a superconductor in electromagnetic field with angular
frequency ω can be expressed as σ(ω) = σ1 − iσ2, where σ1 and σ2 are the real and complex
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We can see that the real part σ1 is due to the normal component and the imaginary part σ2
is due to the superconducting component. A superconductor has zero DC resistance (ω = 0)
at temperatures T < Tc, and we can see this property is recovered in the above equations.
The two fluids can be thought of as being in parallel with nn producing a resistance R and
ns producing an inductance LK; this is modeled in the KID circuit in Fig. 2.1.
In a superconductor, the penetration depth λ is the characteristic depth a field can enter
the material. The superconducting part of the metal is made up of Cooper pairs, which
have a mass 2me, where me is the mass of a single electron. In a penetrating AC field with
frequency ω, Cooper pairs lag behind the changing electric field due to their inertia. This lag
stores energy in the Cooper pairs and will appear as the inductive impedance discussed above.
While the two-fluid model is instructive, a more accurate expression of the conductivity of
a superconductor is needed to understand the behavior of KIDs.
2.2.2 Mattis-Bardeen conductivity
Mattis-Bardeen (MB) theory explains the electrodynamic properties of superconductors [Mat-
tis and Bardeen, 1958] and allows us to accurately relate the complex conductivity of the
superconductor σ to the quasiparticle density nqp. Following Gao [2008] and Noroozian
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∆2 − E2√(E + ~ω)2 −∆2 [1− 2f(E)]dE. (2.9)













1− 2 exp(−∆/(kBT )) exp(−ξ0)I0(ξ0)
]
. (2.11)
Here, K0 and I0 are the zeroth-order modified Bessel functions of the first and second kind,
respectively, and the coherence length is ξ0 = hω/2kBT . We can now find the relation

























Here, we have made use of the approximation that ∆ ≈ ∆0[1 + nqp/(2N0)∆)] and ignored
the second order nqp dependence.
To examine the relationship of nqp with σ1 and σ2, we can consider a perturbation from
a steady state value. To make this step, we must make the assumption that a perturbation
in the quasiparticle distribution function δf(E) has the same shape as f(E) [Zmuidzinas,












These equations are essential to understanding the detection of an absorbed photon: a




In this section, I present the relationship between the surface impedance Zs, which we probe
via the resonator, and the complex conductivity σ equations derived in the previous section
(Sec. 2.2.2) and nqp.
The complex surface impedance is defined as
Zs = Rs + iXs = Rs + iωLK, (2.16)
where Rs is the surface resistance and Xs is the surface reactance. The resistance is due to
the quasiparticles, while the inductance is due to the Cooper pairs, as discussed above.
In the thin film limit where the film thickness is tf  λ, Zs can be expressed as a function






(σ1 − iσ2)tf (2.17)






At T = 0, Zs = iXs = iωLK and σ = −iσ2. The perturbation δZs is defined as δZs =













Now we would like to show the dependence of the surface impedance on the quasiparticle
density. Using the expressions for δσ1 and δσ2 (Eqs. 2.14 and 2.15) in combination with the
21


























The quasiparticle density can be dominated by quasiparticles produced by an optical power
P0. We will show the dependence of nqp on P0 after the next section, when discussing the
resonators as photon detectors. First, we will introduce the resonator parameters, which
provide a measurable probe of the surface impedance.
2.3 Resonator circuit and parameters
In this section, I describe the resonator circuit which comprises a KID. I also describe the
properties and characterization of a resonator, which will be important when using them as
photon detectors.
2.3.1 Resonator circuit
Each KID is a RLC circuit, which is depicted in Fig. 2.1. While KIDs can have various
designs, in principle they all have the same components, which can be expressed in differ-
ent ways. There are two common types of KIDs: microwave KIDs (MKIDs) and lumped-











Figure 2.3: Circuit diagram demonstrating how KIDs are multiplexed. Each device has
a unique resonance frequency f0 (f1, f2, etc.). In the case of LEKIDs, depicted here, this
is due to each device having a unique capacitance (C1, C2, etc.). The devices are all cou-
pled to a single transmission line, down which the excitation tones for each resonator are
simultaneously sent.
LEKIDs have discrete capacitive and inductive sections and the circuit element dimensions
are much smaller than the operating wavelength. LEKIDs can be optimally designed to be
direct photon absorbers, using the inductor as an antenna. This thesis focuses on LEKIDs.







where L is the sum of the kinetic inductance LK and the geometric inductance Lg.
The KIDs are multiplexed onto a single transmission line. This is possible because each
resonator is designed to have a unique resonance frequency f0 as is depicted in Fig. 2.3. For
a MKID, such as a quarter-wave resonator, this amounts to changing the total length of the
resonator. For a LEKID, the device inductor, which is also the absorber, is constant across
the resonators, while the capacitor is modified.
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2.3.2 Quality factors
The resonator quality factor Q is determined by both the coupling quality factor Qc and the
internal quality factor Qi. The quality factors add as
Q−1 = Q−1c +Q
−1
i . (2.26)
The internal quality factor Qi is set by the loss within the resonator. This includes the loss
due to quasiparticles produced by the absorption of photons. The coupling quality factor Qc
depends on how strongly coupled the resonator is to the transmission line. The resonator
must be sufficiently coupled to the transmission line to be driven by the probe tone but
over-coupling will lead to a very diminished Q. We will see that the sensitivity is dependent
on Q, as well as the achievable multiplexing factor.
2.3.3 Forwarding scatter parameter S21
The information that we receive about the device is contained in the the forward scattering
parameter S21, or the transmission through the circuit. S21 is the ratio of the complex






In Khalil et al. [2012], the forward scattering parameter across a resonator is related to the
resonator Q and f0 parameters. It can be modeled as





where ω0 = 2pif0, x = (ω − ω0)/ω0, and Qc is complex. The magnitude of the S21 model
(|S21| = [I2 + Q2]1/2) is plotted as function of frequency in Fig. 2.4b and we see the expected
dip of the resonator. The same data can be mapped to the complex plane IQ as shown
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Figure 2.4: a. Schematic of the resonator and photon circuit. The resonator directly absorbs
photons in the inductor changing the kinetic inductance Lk and resistance R and thus f0
and Q. b. The magnitude of S21 plotted as a function of frequency. Each point corresponds
to how much power is transmitted through the system at a given frequency. Starting off
resonance, S21 is 1 as expected. On resonance, we see the characteristic dip of the resonator,
as most of the power is coupling into the resonator. As the tone steps off progressively further
from the resonance frequency, S21 again approaches unity. The readout tone frequency is
marked by the vertical green line. As the KID absorbs photons, the total power transmitted
changes δP . The same data is shown in the complex plane in panel d. c. As the KID
absorbs photons, the phase of the probe tone, corresponding to the frequency response,
changes by δθ. d. Frequency sweep for an ideal resonator in the IQ plane. Stepping through
the complex plane, we move along the circle clockwise (up in frequency space). The same
references are plotted as in panel a. Movement along the circle can be decomposed into
normal and tangential components, which correspond to the dissipation B(ω) and frequency
A(ω) changes. The black dots are represent a ‘noise’ ball, which is how TOD taken under a
relatively stable environment would appear.
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in Fig. 2.4d, where the real and imaginary parts of S21 correspond to the in-phase (I) and
quadrature (Q) components of the signal.
2.4 Detector properties
In this section, I focus on the properties of KIDs as related to their function as photon
detectors. First, we calculate the expected response to absorbed photons. Second, we
examine how to extract the change in the resonator parameters from the S21 data. Third,
we forecast the expected performance of the KIDs.
2.4.1 Response to photons
2.4.1.1 Quasiparticle generation
In this part, we calculate the dependence of nqp on absorbed optical power.
The quasiparticles in a superconducting film are generated when Cooper pairs split with
a generation rate Γg and are later recombined with a recombination rate Γr. In equilibrium,
Γg = Γr. The paired electrons can be split by either thermal excitations at a rate Γth,
external photons at a rate Γopt, or by the probe tone power at a rate Γp [Zmuidzinas, 2012].
The generation rate is then given by
Γg = Γth(T ) + Γopt(P0) + Γp(Pg), (2.29)
where P0 is the incident optical power and Pg is the readout tone power.
The optical generation rate Γopt is found in the following way. First, we define the
absorbed power as P = ηP0, where η is the optical efficiency of the device. Second, we define
the efficiency with which absorbed photons create quasiparticles as ηpb = q∆/(hν), where q
is the number of quasiparticles. For each Cooper pair broken, two quasiparticles are created.
We operate in the limit where a single photon can break one Cooper pair as hν ≈ ∆, so
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where Nqp = nqpVL, the total number of quasiparticles in the active volume VL of the
KID. The two terms in the second part of the equation can be solved for using known
expressions, which come from solving the quasiparticles dynamics equation [Noroozian, 2012].
We make use of the expressions for nqp and τqp as a function of τmax and n
∗, which are the
empirically observed maximum τqp lifetime and characteristic quasiparticle density of the





For the first term, we use the quasiparticle density equation, into which we substitute the




1 + 2Γgτmax/N∗ − n∗ ⇒ ∂Nqp
∂Γg
. = τqp (2.33)
For the second, from Eq. 2.29, we have


















In this part, we calculate the dependence of f0 and Q on absorbed optical power.
We probe the change in quasiparticle density via the surface impedance using the res-
onator properties x and Qi. First, let us relate x and Qi to the surface impedance Zs =
Rs + iXs [Noroozian, 2012]. We will use the relations f0 ∝ L−1/2 and Xs = ωLK. The geo-
metric component Lg is constant, so any perturbation in L is due to LK. Thus a perturbation

















Similarly, we can use the definition Q−1i = R(wL)











We can then find the perturbations δx and δQ−1i as a function of quasiparticle density















Re-arranging the above equations, we find the responsivity of x and Q−1i with respect to















Comparing Rx and RQi−1 , we can see that the frequency response Rx is a factor of S2/2S1
larger than the dissipation response and thus is generally used in our experiments. The
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quantity S2/S1 is referred to as β and is ∼ 40 across our bandwidth and temperature range.
Finally, we would like to write Rx as a function of P to understand the expected response
of the device under incident power. We assume the generation rate is dominated by the
optical signal so Γg = Γopt = ηpbP/∆0 (Eq. 2.30). We can substitute τqp(P ) (Eq. 2.32) into















In practice, we identify the LEKID parameters by taking a frequency sweep. This is done by
stepping through the frequencies across the bandwidth of the resonator and measuring the
transmitted complex voltage, from which we derive the forward scattering parameter S21 at
each point. This frequency sweep, or S21 sweep, is fit to the resonator model. This yields
the resonance frequency f0, Q, and Qc of the device.
It is instructive to look at the S21 data plotted as a function of frequency and in the IQ
plane in Fig. 2.4. Starting off resonance, S21 is 1 as expected, and this corresponds to the
point (1,0) in the IQ plane. Stepping up in frequency and clockwise in the complex plane, we
approach the resonance frequency where x = 0 and thus S21 = 1−Q/Qc. This corresponds
to the red x in the plots. As the tone steps off progressively further from the resonance
frequency, S21 again approaches unity.
2.4.2.2 Time ordered data
In order to measure a change in the KID the following procedure takes place. A resonance
tone fg is placed close to f0, as determined by the frequency sweep. Time ordered data
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(TOD) is then collected at fg. The readout tone remains at the same frequency fg and it
does not ‘track’ the resonance frequency. Instead, the complex amplitude of the probe tone
changes, as the resonance moves in frequency space, and the tone lands on a different part
of the resonance (see Figs. 2.4b and 2.4c).
The TOD of the detector S21(t) in a relatively stable environment will show up as a ‘noise
ball’, as shown on the plot. The vector between two points on the circle can be decomposed
into tangent and normal vectors. The vector tangent to the circle corresponds to the response
of S21 to the change in resonance frequency (dS21/df) and is referred to as the frequency
direction. The normal vector corresponds the response of S21 to the change in the quality
factor (dS21/dQ) and is referred to as the dissipation (or amplitude) direction.
With larger variations in loading, S21(t) will follow a curved path, with a greater response
in the frequency direction (see Sec. 2.4.1.2). We use the resonator model (Eq. 2.28) from the
frequency sweep to find the time-independent parameter of the resonator, Qc. Rearranging
the resonator model, we have




1− S21(t) − 1
]
(2.43)
The real and imaginary parts of the right hand side then correspond to the dissipation Q(t)
and frequency x(t) time ordered data, respectively.
We are usually interested in the fractional frequency fluctuations TOD x(t), which is
unitless. This will result in a power spectral density (PSD) in units of Hz−1. This is often
referred to as Sxx. The PSD in the dissipation direction is referred to as Syy, although we
rarely use it for measurements because it is dominated by amplifier noise.
2.4.3 Sensitivity and noise
In this section, we consider the sensitivity of a KID. The sensitivity can be quantified by the
noise equivalent power (NEP) which is defined as the amount of power the device can detect
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in 0.5 seconds with a signal-to-noise ratio of 1. The individual components contributing to the
total NEP add in quadrature. The sources of noise to consider are photon noise, generation-
recombination noise, readout noise and nuisance noise sources. For an ideal detector, photon
noise would be the largest noise source and the total noise of the other sources would be
significantly sub-dominant.
In general, the NEP can be calculated from the spectral density S of the noise and the





The noise from the arrival of photons is
NEP2γ = 2Phν(1 + ηn0) (2.45)
where B is the bandwidth of the observed spectral band, ν is the central frequency, and n0
is the photon occupation number. Using P = ηn0Bhν, we can equivalently write
NEP2γ = 2hνP + 2P
2/B. (2.46)
The first term is referred to as shot noise and is due to the uncorrelated arrival of photons.
The second term is referred to as wave noise and is due to the correlated arrival of photons.
2.4.3.2 Recombination noise
The fundamental noise limit intrinsic to the device is set by the generation and recombination
(g-r) of quasiparticles, which have been excited from an optical or thermal pair-breaking
signal. The quasiparticles will combine back into Cooper pairs, maintaining the steady state
density n¯qp.
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Figure 2.5: Forecasted NEP as a function of absorbed power. The expected NEPs of the
individual detector noise sources are shown: recombination (green), amplifier (yellow), and
TLS (pink). The total detector NEP (blue) is shown as well as the NEPγ due to photon
noise (red). The total of the detector and photon noise (black) is
√
2 higher than the photon
noise at 1 pW and approximately equal to the photon noise at higher powers. Ground-based
CMB experiments typically have a lower loading limit of approximately 1 pW.
In the limit that there is no optical generation and only thermal generation (i.e. a
‘dark’ environment), Nqp will be set by the random generation and recombination of thermal






The term in parentheses is a high-frequency roll-off set by the quasiparticle lifetime τqp.
In the limit that optical generation dominates the quasiparticle production, the spectral
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density follows the photon noise discussed in the above section. It can be shown that the





For our devices, ηpb = 2∆/(hν) and we can see that the recombination noise is equal to the
expected photon shot noise at a given power P . Thus, it would be advantageous to either
be in the wave noise limit from the optical loading or choose a detector material for which
q > 2 given that ηpb = q∆/(hν).
2.4.3.3 Readout and amplifier noise
The readout noise is dominated by the first-stage amplifier noise. The low-noise amplifiers
(LNAs) we use have noise levels of Tamp ≈ 5 K over the readout frequency bands (0.1 -















where Rx was previously defined in Eq. 2.40. We see that a high Q and Pg are advantageous
for suppressing the amplifier noise. Pg is limited because at high power the detectors begin
to bifurcate [Swenson et al., 2012, Zmuidzinas, 2012], which causes their response to be
non-linear. In practice, well-designed KIDs can be driven with sufficiently high power while
also having sufficiently high Qs so that the amplifier noise is routinely below the other noise
terms, as will be seen in Chs. 4– 7.
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2.4.3.4 Other noise sources
Additional noise sources can possibly contribute to the total noise of the detector. The
most commonly encountered is noise from two-level systems (TLS). TLS are electric dipoles
in the dielectric (typically silicon) on which the KIDs are fabricated. The dipoles couple
to the electric field of the readout tone and in doing so are excited to transition between
different states. This causes fluctuations in the dielectric constant of the material which
causes fluctuations in f0, appearing as frequency noise. The noise spectral density due
to TLS NEPTLS has been empirically determined to scale with a number of parameters,
including power and frequency [Gao et al., 2008a]. From this we can write the spectral
dependency as







where Pc is an empirically determined critical power level. From this above equation, we can
tell that TLS noise has a f
−1/2
s shape and the overall level can be reduced with increasing
probe tone power.
Mitigating the effects of TLS on KIDs has been carefully studied [Zmuidzinas, 2012, Gao,
2008, McKenney et al., 2012]. The semi-empirical models that have been developed should
allow us to design LEKIDs that should reduce the TLS effects to a negligible level. The

















where Ac is the area of the capacitor, gc is the gap between the interdigitated capacitor
fingers (IDC) that comprise the LEKID capacitor, and the starred values are fiducial scaling
values. We can see that ideally the LEKIDs should have large capacitor areas Ac and gaps
between fingers gc.
The NEPTLS is thus
NEP2TLS ∝ STLSR−2x . (2.53)
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The overall level of TLS noise is difficult to predict. In practice, we typically look for





The total detector NEP will be given by







The expected contributions of each NEP term for a nominal design sensitive to millimeter-
wave radiation is shown in Fig. 2.5. In this section, I have shown that we expect photon-noise
limited performance as NEPγ ≥ NEPr, which sets the fundamental sensitivity. Additionally,
since we understand how NEPamp and NEPTLS scale with the resonator parameters, we
optimize the KIDs so these terms should also be less than NEPγ.
2.4.3.6 Noise spectral density
In this part, I comment on the expected shape of the noise spectral density for a KID. The
shape of the detector noise spectrum, and not only the overall noise level, is important for
clean astrophysical measurements. Correlated noise will not average down and 1/fs noise, or
low frequency noise, can rise above the expected signal. The band the astrophysical signal ap-
pears is given by a Gaussian centered on 0 with a width given by scan speed/(2pi object size).
CMB experiments often use a modulator, like a half-wave plate, to cleanly separate the po-
larization signal from the intensity signal. A half-wave plate with a frequency fhwp will move
the polarization signals to 4fhwp, which is typically above a few hertz.
With an optical load, the generation and recombination of quasiparticles due to pair-
breaking photons is the largest detector noise term. As described above, this has a high-
frequency roll off due to the quasiparticle lifetime τqp. The resonator has a ring-down time
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τr, which also acts as a low pass filter. The ring-down time goes as τr = Q(pif0)
−1. Which
process is longer - and thus rolls of the noise spectrum in frequency space first - depends on
the device design.
The other two detector noise sources are TLS and amplifier noise. As discussed, the TLS
spectral density goes as STLS ∝ f 1/2s . The overall level of STLS is scalable. Therefore, even at
a realistically low frequency, which is set by the observation strategy, it should still be below
the Sγ level. The amplifier contribution Samp does not have frequency dependence. Given
typical parameters, Samp < Sγ. In summary, the level of the detector noise spectral density
should be set by the photon noise; furthermore, it should be flat down to low frequencies





In this chapter, I present the experimental setup used in Chs. 4– 7. First, I discuss the design
of the cryogenic testbed and cold stage (Sec. 3.1.1). Second, I give an overview of the two
photon sources, which are used in many of the experiments (Sec. 3.1.2). Third, I discuss the
KID readout, which can be divided into warm and cold signal processing (Secs. 3.2.1, 3.2.2)
as well as the acquisition and analysis software (Secs. 3.2.3, 3.2.4). The aim of this chapter
is to give a comprehensive overview of the testbed. The exact state of the testbed depends
on the particular experiment being conducted and the details are given where necessary in
the later chapters.
3.1 Cryogenic testbed and photon sources
The cryostat in which the majority of experiments and testing took place is a DRC-102
adiabatic demagnetization refrigerator (ADR) cryostat made by STAR Cryoelectronics, as
shown in Fig. 3.1. The cryostat has a Cryomech PT407 Pulse Tube Cooler (PTC) and a
two-stage ADR. The two-stage PTC has 45 K and 3 K stages. The ADR provides 1 K
and 50 mK stages. The ADR has 112 mJ of cooling energy at 50 mK. The 50 mK stage,
referred to as the ‘cold stage’, can be varied in temperature. There are two ‘fingers’, which




Figure 3.1: a. Picture of the cryostat with the shields on. The vacuum and 300 K shield
is visible, as well as the PTC and helium lines. b. Picture of the cryostat with the shields
removed. The PTC provides 50 K and 3 K thermal stages. The ADR provides 1 K and
50 mK thermal stages to which we thermally couple our experiments. c. Picture of the
cryogenic testbed built for an experiment. This photo corresponds to below the purple line
in panel b. The cryogenic testbed has 3 K, 1 K, and 100 mK stages, which are annotated in
red. Components of the blackbody and MMW sources are shown in blue. The MMW source
emits radiation between 145–165 GHz, and the center of the beam is shown in the dotted
white line. The resonator probe tones are brought in on superconducting coaxial between
the 3 K and 100 mK stages. In this set up, the detector array is mounted vertically, so it can
be optically illuminated. Different testbed configurations for specific experiments are shown
in Figs. 4.4 and F.1.
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heat sunk to these fingers.
3.1.1 Cryogenic stage
It is necessary to build a cryogenic stage to provide a mechanical interface on which to cool
the KIDs, as shown in Fig. 3.1. We have used a few cryogenic stages over the course of
different experiments (for instance, see Fig. 4.4). In each case, the cryogenic stage has three
thermal stages at 3 K, 1 K and 50 mK, which are each heat sunk to the respective ADR
parts. The 1 K and 50 mK stages are made of gold-plated high-oxygen-free copper (HOFC)
due to its excellent thermal conductivity.
To maintain the temperatures of the cold stage, the thermal loading from the mechanical
support and readout electronics must be minimized. The thermal loading on each stage is
the sum of the loading from the mechanical supports, bias wires, and coaxial cables. We








κ(T ′)dT ′, (3.1)
where an object with a cross-sectional area A, length L, and thermal conductivity κ is
connecting an initial temperature Ti to a final temperature Tf . At cryogenic temperatures
(< 200 K), it is necessary to take the thermal conductivity dependence on temperature into
account, which is shown in the third part of the equation. We can see from these equations
that is advantageous to have a small A/L. The mechanical supports are made of 10 mil
thick vespel tubes, which thermally isolate the stages from one another. The bias wires
for low-temperature thermometers, amplifiers and more are generally thin phosphor bronze,
which has a very low thermal conductivity, and are appropriately heat sunk at the different
thermal stages. I review the coaxial cable thermal considerations when discussing the cold
signal processing in Sec. 3.2.2.
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Similarly, we can calculate the energy needed to cool an object
Q = mC(Ti − Tf) = m
∫ Tf
Ti
C(T ′)dT ′, (3.2)
where m is the mass of the object and C the specific heat. Therefore any mass to be cooled,
like the detector package or the cold stage itself, needs to be minimized. This leads to the
light-weighting many of the copper and aluminum parts, where any non-integral material is
removed.
3.1.2 Sources
We use two photon sources to optically characterize the KIDs: (i) a variable blackbody
source and (ii) an electronic source that can produce broadband or coherent radiation at
millimeter-wave (MMW) wavelengths.
3.1.2.1 Blackbody source
The blackbody source is made from Eccosorb absorber, which is anti-reflection (AR) coated
with etched Teflon. It is weakly thermally coupled to a cold stage, typically the 3 K stage.
The blackbody temperature Tbb can be adjusted using a resistive heater mounted on the
source. We use a programmable function generator to change the applied voltage and can
change the temperature from approximately 3–9 K. Above 9 K, the source appreciably
heats the cold stage. We have designed a variety of blackbody sources for this testbed (see
Figs. 3.1 and 4.4). The blackbody source allows us to calibrate and measure the response of
the detectors, and, in particular, measure the NET of the detectors.
3.1.2.2 Millimeter-wave source and cryogenic half-wave plate
The electronic MMW source provides radiation, which illuminates the detectors, between
140–165 GHz. The source is at room temperature outside the cryostat. MMW radiation
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is produced by two 12× active multipliers, which are connected to either a 50 Ω termina-
tion that produces broadband white noise or a signal generator that produces a coherent
tone [Flanigan et al., 2016]. The source power is then controlled by two in-line attenuators.
The source output is rectangular WR6 (110–170 GHz) waveguide, and so the radiation is
linearly polarized. This brings the radiation to a directional coupler, which splits the sig-
nal. A calibrated zero-bias detector (ZBD) measures the power emitted by the source Ps
at one port. This gives a measurement proportional to the power emitted at the detectors.
Radiation from the other port is routed into the cryostat via the waveguide. The waveg-
uide is alternating pieces of stainless steel and copper, in order to both isolate the different
thermal stages and heat sink the waveguide. At 2.7 K, the radiation is then launched from
the conical horn. The radiation passes through the HWP (discussed below) and then the
blackbody. In this case, the blackbody acts as a millimeter-wave attenuator, and is seen
as a low-temperature background by the detectors. The MMW source output is broadband
radiation (140–165 GHz) or coherent radiation (e.g. at 148 GHZ). The frequency of the
single tone can be swept allowing us to characterize the spectrum of the detectors.
A stepped HWP allows the polarization of the radiation emitted from the waveguide
to be modulated. The HWP is sapphire with fused silica AR coatings. It is rotated by a
cryogenic motor also mounted at 2.7 K, which is controlled by an Arduino-based system at
room temperature. The HWP allows us to measure the polarization properties of the KIDs.
3.2 Readout
The readout for a KID is based on the excitation of the resonator via a carrier or probe
tone. After the resonance frequency is determined, the probe tone is loaded into the field-
programmable gate array (FPGA). The probe tone is a sine wave very close to the resonance
frequency of the KID. The FPGA continuously plays the sine wave, which goes through a
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Figure 3.2: Overview of the major components of the experimental testbed and readout.
The dashed lines represent the probe tones, while the solid lines mainly represent the digital
signals. The readout computer communicates with the ROACH, which hosts the FPGA and
ADC/DAC. The dotted box contains the analog signal conditioning boxes. For frequencies
between 0–250 MHz, the baseband signal conditioning box is used, and for frequencies be-
tween 0.75–4 GHz, the heterodyne signal conditioning box is used. From there the probe
tones are sent to the cryostat. The external source and bench-top electronics include the
MMW source, power-source for controlling the blackbody source, LNA bias, and HWP
motor-controller.
down the transmission line into the cryostat. The probe tone excites the resonator and
in turn the KID modulates the sine wave. The signal goes through a low-noise amplifier
(LNA), then out of the cryostat to room temperature where it passes through analog-to-
digital converter (ADC). The sine wave is then demodulated and the effect of the KID on
the tone is determined. Relative changes in the amplitude and phase of the tone are the
response of the device.
The readout system can be divided into the following parts:
1. Warm signal processing
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Figure 3.3: Schematic of a top-down view of the ROACH-2 chassis which contains the
ROACH-2 and ADC/DAC boards.
4. Analysis software.
A schematic giving an overview of the components is shown in Fig. 3.2.
3.2.1 Warm signal processing
The warm signal processing takes place at room temperature. It can be divided into two
parts: digital and analog signal processing. In the digital component, the readout tones are
created and demodulated. In the analog component, the readout tones are conditioned to
have the appropriate shape and amplitude.
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3.2.1.1 Digital signal processing
The center of the digital readout system is a Reconfigurable Open Architecture Computing
Hardware (ROACH) board, which hosts the FPGA. We have used two versions of these
open-source boards - the ROACH-1 (Chs. 4, 5) and ROACH-2 (Chs. 6, 7) - both of which
are designed by the Collaboration for Astronomy Signal Processing and Electronics Research
(CASPER)1. Since the ROACH-1 board has been deprecated in our system, I will focus on
the ROACH-2 board. The advantage to using the ROACH boards is the tools that have
been developed to write firmware for it.
The ROACH-2 chassis and board are schematically depicted in Fig. 3.3. The ROACH-2
board hosts a Xilinx Virtex-6 FPGA. The ROACH-2 board communicates with a computer,
which, in this case, is called the readout computer (RC). The waveforms are generated on
the computer and loaded onto the FPGA. The firmware for the ROACH that enables this is
designed in Matlab-SIMULINK. When compiled, this produces a BOF file, which programs
the ROACH, and dictates parameters such as the sampling frequency and number of usable
tones. Higher level functions, written in Python (discussed more in Sec. 3.2.3), interface
with the computer on the ROACH, which then communicates with the FPGA.
The signals then travel to the ADC where they are converted into analog signals. The
ROACH-2 board hosts an ADC/DAC daughter board (Techne Instruments, MKID ADC/-
DAC) that provides two 12-bit ADCs and two 16-bit DACs. These are each capable of
synthesizing and analyzing signals with 250 MHz of bandwidth. For directly synthesized
signals (0–250 MHz), only one ADC (and thus DAC on the return) is used, for 250 MHz
of bandwidth. For signals which need to be upconverted with mixers (0.7–4.0 GHz), both
ADCs are used in order to provide both an I and Q signal to the in-phase/quadrature (IQ)
mixers, and thus there is 500 MHz of bandwidth.
A frequency synthesizer (Valon, 5008), provides a common clock for the readout elec-
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Figure 3.4: Schematic of the baseband signal conditioning box (SCBb). The SCBb operates
over frequencies between 0–250 MHz. On the way to the KIDs, the SCBb sets the power
level of the probe tones using the variable, digital attenuators. On the return, the SCBb
provides warm, second-stage amplification of the tone.
256 MHz signals which are the reference for the the ADCs and DACs. This also provides
the reference for the mixers (discussed Sec. 3.2.1.2). From the ADCs, the signal is sent to
an analog signal conditioning box where it continues down the signal path.
On the return, the DACs digitize the signal. The signal is then channelized using a
polyphase filter bank (PFB). The channels which contain the resonator probe tones are
selected and saved to the external readout computer. On the readout computer the tones
are demodulated and remainder of the processing takes place.
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3.2.1.2 Analog signal conditioning
There are two versions of the signal conditioning boxes which perform the analog signal
processing. The two correspond to baseband frequencies (0–250 MHz) and higher frequencies
(0.75–4.0 GHz). They are referred to respectively as the baseband and heterodyne signal
conditioning boxes. There have been two versions of the heterodyne boxes - heterodyne I
and II.
The signals used to read out the lower-frequency 100–200 MHz resonators can be directly
synthesized and analyzed using the ADC/DAC board. A schematic of the baseband signal
conditioning box is shown in Fig. 3.4. After coming from the ROACH-2 chassis, a low-pass
filter smooths the sine wave. A series of digital, variable attenuators allow us to control
the power driving the devices. As mentioned in Sec. 2.4.3.3, the devices need to be driven
sufficiently hard to overcome amplifier noise, but not so much as to bifurcate. The ideal
operating spot is dependent on the specific detector design and is experimentally found by
taking and analyzing data over different power levels. From the signal conditioning box, the
probe tones are sent to the cryostat. On the return, a series of room temperature amplifiers
further boost the signal, which is then low-pass filtered to prevent aliasing, and sent to the
ROACH-2 board.
For the higher frequency readout (> 750 MHz), we built a signal conditioning box to
up- and down-convert the baseband signal. Details of the high frequency signal conditioning
box can be found in Abitbol [2018]. The primary components of the signal conditioning box
are the IQ mixers which convert the baseband signals up to the band of interest by moving
the local oscillator (LO), which is provided by another frequency synthesizer. For instance,
if the detectors has resonance frequencies between 1.0–1.5 GHz, the LO would be placed
at 1.25 GHz with the signals up-converted to 250 MHz on either side of the LO. After the
signal returns from the devices, the mixer down converts the signals back to 0–250 MHz,
which allows it to be digitized by the DACs. The other components in the heterodyne box
are functionally similar to that of the baseband box with variable attenuators, filters, etc.
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3.2.2 Cold signal processing
The cold electronics are designed to bring the readout tones to the detectors while attenuating
the 300 K radiation and then efficiently preserve the signal from the detectors on the return.
After the signal conditioning box, the signal travels on coaxial cables to the cryostat
where it passes through the 300 K vacuum shell. To minimize the loading from the coaxial
cables on the 4 K stage, a 1 m long 2.16 mm (85 mil) diameter stainless steel inner and outer
conductor coaxial (SSI Cable Corps UT085-SS) runs from 300 K to 4 K. The coaxial is heat
sunk at the 45 K and 4 K with DC blocks (Inmet 8040), which provide the thermal breaks
for the center conductor of the coax. A -20 dB attenuator (Inmet GAH-20) attenuates the
300 K radiation propagating down the coaxial and dissipates the power at the 4 K stage.
A 60 cm long section of 0.86 mm (34 mil) diameter cupronickel (CuNi) coaxial cable (Coax
Co. SC-033/50-CN-CN) carries the signal from 4 K to another -20 dB attenuator mounted
on the 100 mK stage which reduces the noise contribution from the 4 K stage attenuator.
There is additional heat sinking from the shield of the CuNI coaxial to the 1 K stage. A
short length of standard copper coaxial brings the signal from a second attenuator on the
100 mK stage to the cooled package. This coaxial cable terminates in an SMA connector
on the package, which is soldered to a gold-plated microstrip interface board. The interface
board is made of Duroid 6010 (r = 10.8). Aluminum wire bonds connect the microstrip to
the detector array. Depending on the transmission line geometry, wire bonds could be used
to explicitly connect the ground return of the detectors to the package. On the return path,
a 50 cm long superconducting NbTi coaxial (Coax Co. SC-033/50-NbTi-NbTi) carries the
signal from 100 mK to 4 K, which has both extremely low thermal conductivity and low
loss [Kushino et al., 2008].
The signal is then amplified by a low-noise amplifier (LNA). The LNA used depends on
the readout frequency range of the detectors. For baseband frequencies (0–250 MHz), we
use a SiGe bipolar cryogenic low-noise amplifier (LNA), Caltech LF-2 [Weinreb et al., 2007],
with a noise temperature, Tamp <5 K, over the array bandwidth. For higher frequencies
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(0.5–3.0 MHz), we use an LNA from Arizona State University (ASU) with a similar noise
temperature. The gain of the LNA is sufficiently high that the noise temperature of the
cascaded readout chain is dominated by that of the LNA, which itself is sub-dominant to
the noise of the detector in the frequency direction. Stainless steel coaxial cables carry the
signal from 4 K to 45 K and finally to 300 K, with a DC block at the 45 K stage.
3.2.3 Acquisition software
The high-level acquisition and analysis software2 is written in Python. The code consists of
a suite of modules. The main modules for taking data are: roach, which communicates with
the ROACH boards; measurement, which organizes the collected data; and equipment, which
communicates with various hardware.
The first step is to identify the resonance frequencies. This can be done by using the
readout like a vector network analyzer (VNA), by stepping through large bands of frequency
space in order to identify the resonances. Then, there are two main types of data we ac-
quire: frequency sweeps (see Sec. 2.4.2.1) and TOD (see Sec. 2.4.2.2). We combine these
measurements with commands using the equipment module to control the millimeter-wave
source, blackbody temperature, etc. depending on the desired measurement. An example of
a simple data acquisition script is given in Appendix B.
3.2.4 Analysis software
In the readout software we have developed, the analysis module contains many useful func-
tions to help manipulate and analyze the data. Each data file can contain a frequency sweep
and TOD for all the resonators. The frequency sweep and TOD data acquired are stored
into variables called SweepArray and StreamArray, which are combined into a SweepStreamArray.
This data has been pre-processed, meaning the resonators have been fit to the model and
the TOD calculated in terms of x and Q−1i . Once an individual detector has been selected,
2https://github.com/ColumbiaCMB/kid_readout
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parameters associated with the sweep and TOD can be accessed via SweepStreamArray.sweep
and SweepStreamArray.stream. The SweepStreamArray also has the resonator class, which con-
tains the resonator parameters like f0 and Q.
We also make use of the python library pandas 3. The heart of pandas are the DataFrames,
which provide a convenient way to access and organize data. We can use DataFrames to
access multiple files and datasets at once. Examples of simple analysis scripts are given in
Appendix B. Between the SweepStreamArray and DataFrames, it is possible to manipulate the
pre-processed data. Code is typically then written individually to further analyze the data
depending on the experiment - for example, one might want to fit noise spectra or extract
the polarization efficiency of a detector.
I have reviewed the experimental setup including the cryogenic testbed and readout.
This should give the reader a solid foundation from which to understand how many of the
following measurements and analyses were conducted. The bulk of the remainder of this







We discuss the design, fabrication, and testing of prototype horn-coupled, lumped-element
kinetic inductance detectors (LEKIDs) designed for cosmic microwave background (CMB)
studies. The LEKIDs are made from a thin aluminum film deposited on a silicon wafer and
patterned using standard photolithographic techniques at STAR Cryoelectronics, a commer-
cial device foundry. We fabricated twenty-element arrays, optimized for a spectral band
centered on 150 GHz, to test the sensitivity and yield of the devices as well as the multi-
plexing scheme. We characterized the detectors in two configurations. First, the detectors
were tested in a dark environment with the horn apertures covered, and second, the horn
apertures were pointed towards a beam-filling cryogenic blackbody load. These tests show
that the multiplexing scheme is robust and scalable, the yield across multiple LEKID arrays
is 91%, and the measured noise-equivalent temperatures (NET) for a 4 K optical load are in
the range 26±6 µK√s.
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4.1 Introduction
In this chapter we present the design and measured performance of horn-coupled, aluminum
lumped-element kinetic inductance detectors (LEKIDs). These devices were designed for
cosmic microwave background (CMB) studies [Johnson et al., 2014, Araujo et al., 2014], so
they operate in a spectral band centered on 150 GHz, which is where the CMB frequency
spectrum peaks. Our LEKID design is scalable to higher frequencies, so these devices could
be used for a range of millimeter-wave and sub-millimeter-wave activities. The detectors
were fabricated in industry, which is a unique aspect of this study. To date, millimeter-wave
detectors for CMB studies have exclusively been fabricated in government laboratories or at
universities. Here, we report the performance of the first generation of our commercially-
fabricated devices.
LEKIDs are superconducting thin-film resonators also designed to be photon absorbers.
Absorbed photons with energies greater than the superconducting gap break Cooper pairs,
changing the density of quasiparticles. The quasiparticle density affects the kinetic induc-
tance and dissipation of the superconducting film, so a changing optical signal will cause the
resonance frequency and internal quality factor of the resonator to shift. These changes in
the properties of the resonator can be detected as changes in the amplitude and phase of a
probe tone that drives the resonator at its resonance frequency. This detector technology
is particularly well-suited for sub-kelvin, kilo-pixel detector arrays because each detector
element can be dimensioned to have a unique resonance frequency, and the probe tones for
hundreds to thousands of detectors can be carried into and out of the cryostat on a single
pair of coaxial cables.
Current experiments focused on studying the CMB polarization anisotropies use arrays
of thousands of detectors. Transition edge sensor (TES) bolometers are the current detector
standard for these studies. In general, TES devices are composed of a photon absorber
suspended by a weak thermal link. The absorber temperature is related to the incident









































Figure 4.1: a. A schematic of a single LEKID. The meandered inductor in the resonator
is also the photon absorbing element. The interdigitated capacitor (IDC) completes the
resonance circuit. The resonator is capacitively coupled to a transmission line, which carries
the probe tone that is used to read out the detector. b. Cross-sectional view of a single
array element showing the horn plate, the dielectric stack, one LEKID, and the backshort
plate. For clarity, this schematic is not drawn to scale.
and read out with a superconducting quantum interference device (SQUID). The operational
details of these detectors are thoroughly described in the literature [Irwin and Hilton, 2005].
A variety of TES architectures have already been deployed for CMB studies [Kermish et al.,
2012, Ogburn et al., 2010, George et al., 2012, Reichborn-Kjennerud et al., 2010, Schwan
et al., 2011, Niemack et al., 2010]. The next generation of CMB experiments will require an
even greater number of detectors for improved sensitivity. The inherent scalability of LEKIDs
makes them a potential candidate for these future CMB measurements, so we conducted the
study we describe here to explore this hypothesis further.
Microwave kinetic inductance detectors (MKIDs) were first published in 2003 [Day et al.,
2003], and the lumped-element MKID variety was published in 2008 [Doyle, 2008]. Over
the past decade, a number of groups around the world have pursued MKID technologies for
a variety of astrophysical studies at different wavelengths, and our work builds from this
experience. Experiments that have deployed or plan to use MKID-based cameras include
52
ARCONS [Mazin et al., 2013], MAKO [McKenney et al., 2012], MicroSpec [Patel et al.,
2013], MUSIC [Golwala et al., 2012], NIKA [Monfardini et al., 2011], BLAST-TNG [Dober
et al., 2014], and SuperSpec [Kova´cs et al., 2012]. Laboratory studies show that state-of-
the-art LEKID designs can achieve photon noise limited performance [Mauskopf et al., 2014,
McKenney et al., 2012], and photon noise limited horn-coupled LEKIDs sensitive to 1.2 THz
were recently demonstrated [Hubmayr et al., 2015].
The fundamental detector performance goal for CMB studies is to reduce the intrinsic de-
tector noise so that it is negligible when compared with the noise due to the arrival statistics
of the photon background. The detector performance reported in this chapter is consistent
with photon noise limited performance. LEKID noise has been extensively studied, and it
includes contributions from three sources: generation-recombination (g-r) noise, amplifier
noise, and two-level system (TLS) noise. These noise sources are thoroughly described in
the literature [Zmuidzinas, 2012]. The generation-recombination noise is due to fluctuations
in the quasiparticle number from recombination into Cooper pairs and from thermal gen-
eration of quasiparticles. Under typical loading conditions, this noise is caused mostly by
randomness in the recombination of optically excited quasiparticles, and the thermal gener-
ation of quasiparticles is negligible. The amplifier noise is the electronic noise of the readout
system referred to the detector array. It is set by the noise figure of the cryogenic microwave
low-noise amplifier (LNA) immediately following the detectors. TLS noise is produced by
dielectric fluctuations due to quantum two-level systems in amorphous materials near the
resonators. The scaling of TLS noise with the operating temperature, probe tone power,
resonance frequency, and geometry of the capacitor has been extensively studied experimen-
tally. This knowledge has been captured in a semi-empirical noise model, which gives us
the ability to make empirically-grounded predictions of the TLS noise we should expect for
a given capacitor and inductor design [Gao et al., 2008a]. We designed our detectors using
this semi-empirical model for the range of optical loads that are typical for ground-based
and sub-orbital CMB experiments.
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3 mm
Figure 4.2: Photomicrographs of a single LEKID. All components are fabricated from thin-
film aluminum with a single mask.
The remainder of the chapter is organized in the following way. In Section 4.2 we present
the design of the horns and the detectors. This section also describes the experimental
setup, including the cryogenic system and the detector readout. In Section 4.3, we present
measurements of the LEKIDs with and without optical loading. In Section 4.4, we summarize
our design and measurement results and describe our future plans. One goal of this chapter
is to provide a detailed end-to-end description of our design and testing process, which could
be useful for uninitiated readers or groups interested in starting to make LEKIDs. For clarity,
in many places we provide the equations and other bits of practical information collected
from the literature that were essential to our design and analysis process.
4.2 Methods
We designed and built a prototype twenty-element, horn-coupled LEKID module that is sen-
sitive to a spectral band centered on 150 GHz. The module consists of a LEKID array on a
silicon chip and an aluminum horn package. The LEKIDs were fabricated in the foundry at
STAR Cryoelectronics in New Mexico. The aluminum horn package was manufactured in the









































Figure 4.3: Electromagnetic simulation results show the absorptance as a function of fre-
quency for the horn-coupled aluminum LEKID design. The dot-dash line shows the single-
polarization absorptance spectrum for the inductor/absorber using the nominal design value
of 1.2 Ω/ resistivity for aluminum. The solid line shows the simulated absorptance spec-
trum for the measured resistivity of the devices, 4 Ω/, which has an average absorptance
of 72% across the single-mode spectral band. The dashed line is the measured transmittance
spectrum of the metal-mesh low-pass filter, used to define the upper edge of the spectral
band. The inset shows the simulation set up and the simulated current density over the
absorbing area.
bled and tested at Columbia University. For LEKIDs, the various construction parameters
must simultaneously satisfy both the requirements of the resonator circuit and the optical
coupling to millimeter-wavelength radiation. It is instructive to first describe the photon
coupling design (Section 4.2.1) and then describe the resonator circuit (Section 4.2.2).
4.2.1 Optical coupling design
Our design uses horn-coupled detectors for a number of reasons. First, the horn beam
reduces sensitivity to stray light inside the cryostat and couples well with the telescope
optics in instruments we are developing [Johnson et al., 2014, Araujo et al., 2014]. Second,
the waveguide in the horn provides an integrated high-pass filter. Third, the horn pitch
creates space for the large interdigitated capacitor, which allows for resonance frequencies
below 250 MHz and reduces the effects of TLS noise. Finally, electrical cross-talk is reduced
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because the final configuration is not tightly packed.
A cross-sectional view of one array element and a schematic of one detector are shown in
Fig. 4.1, a photograph of a device is shown in Fig. 4.2, and the detector module is shown in
Fig. 4.4. The conical horn flare narrows down to a single-mode cylindrical waveguide section,
which defines the low-frequency edge of the spectral band at 127 GHz. The high-frequency
edge is defined by a quasi-optical metal-mesh low-pass filter. The waveguide is then re-
expanded with a second conical flare to reduce the wave impedance at the low-frequency
edge of the spectral band, which improves optical coupling and allows the radiation to be
launched efficiently into the subsequent dielectric stack. The dielectric stack is composed
of an approximately quarter-wavelength layer of fused silica (300 µm) and the silicon wafer
(300 µm). The fused silica helps match the wave impedance to the silicon substrate. The
radiation launched from the waveguide remains fairly well collimated as it travels through
the dielectric stack and back-illuminates the inductor/absorber, which is patterned on the
silicon and dimensioned to match the wave impedance. There is a metal cavity behind each
detector that is a quarter wavelength deep that acts as a backshort. The dielectric stack is
mounted directly to the horn plate using a spring-loaded aluminum clip. The aluminum clip
provides force that increases the thermal conductivity at the interface between the dielectric
stack and the horn plate. A metal back plate, with the backshort cavities, is attached to seal
the module. Electromagnetic simulations using the Ansoft HFSS software package predict
that the maximum coupling efficiency to a single-polarization for this design is 90% and
averages > 70% over the 130 to 170 GHz band, as shown in Fig. 4.3.
The conical flare produces a very small mixing of electromagnetic modes from the small
aperture TE11 to the exit aperture into the quartz of less than 1%. There will be some
reflection at the exit aperture and at the interface between the quartz and silicon and also
at the detector. The electromagnetic simulations of the coupling to the detector, shown
in Fig. 4.3, take all of these effects into account by launching a single mode (or one for
each polarization) from the single mode circular waveguide section and then computing
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the electric field through the rest of the structure including the conical flare, the dielectric
layers, the aluminum LEKID and the backshort. No resonances are seen in the band where
the detector operates in part due to absorption of power by the aluminum and damping
of any resonances. The size of the detector is large enough that it can effectively absorb
multiple modes of incident electromagnetic radiation.
4.2.2 Detector design
The detectors are designed to have the following properties: high absorptance and respon-
sivity, low detector noise, and optimal electrical coupling. The overall design of the detector
requires balancing competing constraints on various construction parameters. In the follow-
ing paragraphs we describe the design of the inductor, which largely controls the absorptance
and responsivity, the capacitor geometry, which influences the TLS noise, the transmission
line, and the electrical coupling.
The detector array consists of back-illuminated LEKIDs fabricated from a 20 nm thick
aluminum film deposited on a 300 µm thick high-resistivity (> 10 kΩcm), float-zone silicon
substrate. The inductor/absorber is a meandered aluminum trace on silicon with a filling
factor of 1.5%, calculated as the inductor trace width divided by the gap width plus trace
width. This filling factor is designed to match the wave impedance of the incoming radiation
in silicon, which has a dielectric constant, r = 11.9 and a wave impedance of ∼110 Ω. The
effective impedance of the inductor is Zeff ≈ (ρ gL)/(wL tf), where tf is the film thickness, gL
is the gap width between meanders, wL the meander width, and ρ the material resistivity,
for which we used the typical value for 20 nm thick aluminum, 1.2 Ω/.
To efficiently absorb incident photons and approximate a solid sheet, the pitch between
the inductor meanders should be less than λ/20 where λ is the incident wavelength [Doyle,
2008]. The choice of a 2 µm wide trace and 125 µm spacing between meanders, gives
an effective sheet impedance of 76 Ω with a 15% efficiency loss, using the standard value
for 20 nm thick aluminum resistivity. Although this does not perfectly match the wave
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Figure 4.4: a. Photograph of a 20-element LEKID array. The LEKID inductors have a
4.8 mm hexagonal pitch, and the varying sizes of the interdigitated capacitors are evident.
b. The LEKID array mounted to the aluminum horn plate with the spring-loaded clip. The
horn apertures are facing down and therefore not visible in this photograph. c. The fully-
assembled detector package with the conical horns facing up. For clarity, the low-pass filter,
which is normally attached directly to the horn array using the four visible tapped holes, was
removed for this photograph. d. The cryogenic test setup. The detector package is mounted
to the 100 mK stage. The Eccosorb is the optical load for this study, and the Eccosorb
temperature was adjusted with the heater resistor. The load is mechanically mounted to
the 1.5 K stage with thermally isolating G10 legs and thermally connected to the 3 K stage
with a copper wire, so the base temperature of the optical load should closely track the
temperature of the 3 K stage. The indicated waveguide, horn and optics box are elements
of a second kind of load, which is under development and will be used in future studies.
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impedance in the silicon, the absorption is not particularly sensitive to this parameter. In
Fig. 4.1, electromagnetic simulations using the HFSS software package show the detector
absorption using both the nominal design resistivity and the measured resistivity of the
devices, 4 Ω/. Electromagnetic simulations also show that the incident radiation spreads
preferentially in the direction perpendicular to the E-field and thus the inductor/absorber
has dimensions of 2× 3 mm.
In addition to absorbing the incident photons, the inductor is also part of the res-
onator circuit. Thus, the meandered inductor must be carefully designed to match the
wave impedance of the incident photons yet have a high kinetic inductance fraction, αk =







where wL is the width of the inductor trace, AL the total area of the inductor, Rs the nor-
mal surface resistance, h the Planck constant, and ∆0 the gap energy, defined as [Tinkham,
2004] ∆0 ≈ 1.76kBTc. Here, Tc is the superconducting transition temperature and kB is the
Boltzmann constant. The first term is simply the number of squares of material and the
second term in the expression is the kinetic surface inductance Ls. The value for the geo-
metric inductance was obtained from electromagnetic simulations using the Sonnet software
package (see Appendix C). Practical fabrication constraints with a contact mask limit the
film thickness to approximately 20 nm and the trace width to approximately 2 µm. For a
20 nm thick by 2 µm wide aluminum trace, the predicted Lk ≈ 35 nH and αk ≈ 0.4.
Fluctuations in the absorbed optical power are proportional to fluctuations in the total
quasiparticle number Nqp and as such, fluctuations in the quasiparticle density nqp = Nqp/VL
are inversely proportional to inductor volume. Thus, for a given optical load, decreasing the
volume of the inductor increases the responsivity. Given the above constraints, the inductor
volume is VL = 1870 µm
3. The geometric inductance of the resulting design is approximately
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59 nH.
Changes in the quasiparticle density in the resonator cause changes in both the resonance
frequency and the quality factor, which is related to the internal dissipation. These changes
cause deviations of the complex transmission in orthogonal directions, which are referred to
as the frequency and dissipation directions. Two-level systems produce noise only in the
frequency direction [Gao et al., 2007, 2008b].
Suppressing the TLS noise has historically been challenging. Gao et al. [2008a] have
shown that TLS noise scales with the capacitor digit gap widths as g−1.6IDC , and thus we
want to maximize the gap widths. We also chose to target resonance frequencies below
200 MHz to match the baseband bandwidth of the readout system, avoiding the need for
mixers. Using a low readout frequency allows us to fit more detectors in a given bandwidth.
Lower readout frequencies should in theory couple less strongly to the TLS fluctuators in
the resonators, thus reducing their impact [Zmuidzinas, 2012]. To simplify modeling, we
imposed the constraint on the interdigitated capacitors that the digit widths and the gaps
between them be of equal size [Lim and Moore, 1968]. We maximized the gap widths, while
maintaining a resonance frequency less than 200 MHz using the available area as determined
by the horn and detector pitch. The resulting capacitor geometry has a gap width of 8 µm.
The area of the largest capacitor is 9 mm2. The capacitors have values in the range 6 to
28 pF.
The resonators are capacitively coupled to the transmission line, which carries the probe
tones. We use an aluminum transmission line structure that has a central trace across the
array and tines which distribute the signal to the individual detectors, as shown in Fig. 4.5.
The transmission line structure acts as a lumped element as its length is much less than the
wavelength of the readout frequencies. Ground returns for the resonators are provided by
similar tines coming from aluminum strips at the sides of the chip, which are wire bonded
to the package. The central transmission line is a trace 20 µm wide. The tines are 15 µm







Figure 4.5: The detectors are coupled to a feed line which runs down the center of the array
and has tines that distribute the probe tones to the individual LEKIDs.
matched to 50 Ω across the readout bandwidth at the interfaces with the rest of the readout
chain.
To achieve sufficient coupling at these low resonance frequencies we used interdigitated
capacitors between the resonator and both the signal tine and the ground return tine. This
coupling design is schematically shown in Fig. 4.1. Electromagnetic simulations were used
to verify this coupling scheme. To maximize responsivity, the coupling quality factor Qc
should equal the internal quality factor Qi under the expected optical load [Zmuidzinas,





where E is the peak energy stored in the resonator, f0 is the resonance frequency, and Pd is
the average power dissipation. During the phase of the oscillation when the resonator energy
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where Pd is the power dissipated from the resonator into the load impedance Z0 across the
coupling capacitor, C is the capacitance of the main capacitor in the resonator, and V is the








where I is the current that flows through the coupling capacitor, Cc. Since 1/(2pif0Cc) Z0,












and for the optimal coupling of this design we set Qc = Qi = 10
5. Thus, the coupling
capacitors are designed to have Cc values between 0.06 and 0.25 pF.
4.2.3 Detector fabrication
The wafers were processed at STAR Cryoelectronics using standard photolithographic pro-
cedures. First, the wafers were cleaned with acetone, isopropyl alcohol, and deionized water.
A plasma ashing was used to remove any residual organic material. An argon plasma was
then used to remove SiO2 from the surface of the wafer. The aluminum film was deposited

















































Figure 4.6: A diagram of the probe tone signal chain.
ethyldisilazane (HMDS) to promote resist adhesion, dehydration bake, resist coat, soft bake,
resist exposure, resist developing, hard bake, descum and finally ion milling is used to etch
away the unwanted aluminum. We used a standard contact mask for patterning the alu-
minum. The resist was then stripped using acetone, isopropyl alcohol, deionized water, and
plasma ashing, put in vacuum to dehydrate, coated with HMDS, and finally a protective re-
sist layer is applied to protect the devices while dicing. Photomicrographs of the fabricated
devices are shown in Fig. 4.2.
A common technique used for MKID fabrication on silicon is to dip the wafer in a
hydrofluoric acid bath before processing. This etches away any SiO2 and hydrogen-terminates
the silicon, protecting it from further oxidation. This step can help reduce TLS effects. We
have fabricated additional devices including this step, the results of which we will describe
in future work (see Sec. 4.5).
4.2.4 Experimental setup
The detectors are cooled in a DRC-102 ADR Cryostat System made by STAR Cryoelec-
tronics. This cryostat system uses a Cryomech PT407 Pulse Tube Cooler and a two-stage
adiabatic demagnetization refrigerator (ADR), which provides 112 mJ of cooling capacity
for the 100 mK stage. The working end of the cryostat is shown without radiation shields
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in Fig. 4.4.
All of the detectors in the module are frequency-multiplexed in a readout band between
80 and 160 MHz, and read out with a single SiGe bipolar cryogenic low-noise amplifier (LNA)
and one pair of coaxial cables [Weinreb et al., 2007]. The detailed the path of the probe
tones is shown schematically in Fig. 4.6 and described in Sec. 3.2.2.
4.2.4.1 Digital readout
Detector data was collected with a digital readout system called CUKIDS that was devel-
oped at Columbia University. This system uses the CASPER signal processing tool flow,
a ROACH field-programmable gate array (FPGA) board1, and the 12-bit analog-to-digital
converter and 16-bit digital-to-analog converter (DAC) card developed for the MUSIC in-
strument [Duan et al., 2010]. The room temperature analog signal conditioning consists of
amplifiers, low-pass filters, and digital step attenuators from Mini-Circuits, Inc. The readout
firmware, control, and analysis software we developed is open-source and available online2.
Currently, the system is optimized for laboratory testing, essentially providing multiple
homodyne test setups in parallel. The probe tone waveforms are generated using a circu-
lar playback buffer feeding the DAC. After digitization, the signal is channelized using a
polyphase filterbank (PFB). The complex voltage waveforms from the PFB channels that
contain the probe tones are sent to the host computer for storage and analysis. All sub-
sequent demodulation and analysis is done offline. For the measurements reported here,
the FPGA was configured to provide four simultaneous homodyne readouts, each with a
bandwidth of 125 kHz.
4.2.4.2 Blackbody load
For this study, we designed and built the cryogenic test setup shown in Fig. 4.4. This setup




coldest state, it should look similar to the CMB. The selected loading range is similar to
those that are expected for ground-based and sub-orbital experiments. We use the variable
temperature load to directly calibrate our detector noise and responsivity.
The blackbody is constructed from a slab of 6.35 mm (0.25 inch) thick Eccosorb MF-
110 absorber coated with a 0.4 mm (0.015 inch) thick sheet of etched Teflon for impedance
matching. The etched Teflon is bonded to the Eccosorb with a thin layer of Stycast 2850FT.
We designed this load using loss tangent and refractive index information from the litera-
ture [Peterson and Richards, 1984]. The emissivity of the load is calculated to be 92%.
The Eccosorb slab is mounted to a copper thermal bus, and this assembly is mechanically
supported by G-10 legs that are connected to the 1.5 K ADR stage. The temperature of the
Eccosorb is controlled using a weak thermal link to the 4 K pulse-tube cooler stage and a
heater resistor, which is mounted on the copper thermal bus. We designed the thermal time
constant of the blackbody source to be approximately 20 minutes to minimize the required
heat input while still providing a reasonably short settling time when changing temperatures.
The blackbody is <1 cm from the detector module, and the entire setup is enclosed in a
4 K shield. There is also a copper shield surrounding the detector module to minimize light
leaks. This shield is attached to the 100 mK stage, and it has an aperture exposing the
low-pass filter.
4.3 Results
We performed a range of experiments to measure the quality of the fabricated detectors,
the results of which are presented in the following sections. We first report the electrical
properties of the film, followed by measurements of the detectors themselves in a dark envi-
ronment. We describe in detail the fitting procedure used to analyze the data. The data are
compared to Mattis-Bardeen theory. We then proceed to optical testing with the blackbody
load described above, which provides measurements of the optical responsivity and noise.
65
4.3.1 Film properties
To ascertain the residual resistance ratio (RRR) and the superconducting transition temper-
ature Tc of the aluminum film, we performed a four-wire measurement of the resistance of a
2µm × 35, 000µm meandered trace as a function of temperature. This witness sample was
made alongside the LEKIDs on the same silicon wafer and therefore from the same 20 nm
thick aluminum film. The resistance of the sample at 3 K is 70 kΩ, yielding a surface resis-
tance of 4.0 Ω/. The resistance at 300 K is approximately 210 kΩ, giving a measured RRR
of 3.3. We measured Tc = 1.46 K, which agrees well with the Tc measured independently
by the probe tones at the ∼100 MHz readout frequencies. Other measurements of thin-film
aluminum in the literature [Meservey and Tedrow, 1971] also report values of the critical
temperature higher than that of bulk aluminum, which is nominally 1.2 K.
4.3.2 Dark testing
Initial characterization of the resonators is done in a ‘dark’ package, which is sealed with
metal tape to minimize light leaks. Frequency sweeps through the resonances taken at differ-
ent bath temperatures can be fit to determine the resonance frequencies and quality factors
as a function of temperature. Frequency sweeps are done at a variety of probe tone powers
to determine the maximum readout power at which the detector can be operated before the
device response becomes non-linear due to the non-linear kinetic inductance effect [Swenson
et al., 2013]. The bifurcation power is found to be around -100 dBm across the array. This
is approximately 10 dB higher than predicted using the theory described by Swenson et al.
[2013], assuming that the non-linearity energy scale E∗ is equal to the condensation energy
of the inductor Econd = N0∆
2
0VL/2, which is expected to be the case if αk ≈ 1. Here N0 is
the single-spin density of states at the Fermi level. Approximately 4 dB of this discrepancy
can be explained by the fact that αk ≈ 0.66. In addition, as Swenson et al. point out, it is
difficult to directly compare Econd to the value of E∗ implied by measurements because the
absolute power in the inductor is influenced by unknown temperature dependent loss in the
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cryogenic cabling and by mismatches between the transmission line and the resonator. The
measurements reported here were taken with a readout power of approximately −111 dBm,
well below bifurcation, except where otherwise noted.
4.3.2.1 Yield
Overall, we have tested a total of three 20-element arrays and two 9-element arrays all made
on the same wafer. We have found 71 working resonators of the total 78, corresponding
to an overall yield fraction of ∼91%. Subsequent test results focus on a single 20-element
array. The resonance frequencies were designed to fall between 100 to 200 MHz. We found
that all were systematically shifted down in frequency by about 15%. This frequency shift
is reasonably well explained when the kinetic inductance is calculated using the measured
surface resistance of 4 Ω/ and Tc = 1.46 K instead of the originally assumed 1.2 Ω/
and Tc = 1.2 K, giving an Lk of approximately 100 nH and a resonance frequency shift
of approximately 20%. Lithographic tolerances (e.g. the under etching of the capacitor
resulting in increased capacitance or a different film thickness than desired) could also be
responsible for smaller shifts in the resonance frequency.
4.3.2.2 Resonator frequency sweep fitting
We fit the resonators using a model which takes into account the skew of the resonance
caused by mismatches in the transmission line [Khalil et al., 2012]. At higher probe powers,
we found it necessary to also incorporate the nonlinear model presented by Swenson et al.









where A = |A|ejφ is an arbitrary complex scale factor, D is the cable delay, Q is the loaded
resonator quality factor, Qe is the complex coupling quality factor, and x is the detuning
parameter, which is simply (f − f0)/f0 in the case of the basic linear model, where f0 is the
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resonance frequency. For the nonlinear bifurcation model, x is given by the solution to the
cubic equation




where y0 = (f − f0)/f0, x = y/Q, and a is the bifurcation parameter defined by Swenson
et al. [2013].
The real and imaginary parts of the model and data were fit simultaneously using the
Levenberg-Marquardt algorithm for non-linear least-squares minimization. We parameter-
ized Qe in terms of its real and imaginary components, which yielded more robust fits than
using its magnitude and phase. By fitting both the real and imaginary parts of the model
simultaneously, we found that the resulting fits were very well constrained, even with only
a few data points spaced across the resonance. We used the lmfit Python package3 which
provides a convenient interface to the underlying algorithm. We also used the emcee pack-
age [Foreman-Mackey et al., 2013] to perform a Markov-Chain Monte Carlo analysis of the
fits to ensure the errors were realistic.
4.3.2.3 Quality factors
We adopt the convention proposed by [Khalil et al., 2012], defining the internal (unloaded)
quality factor of the resonator as
Q−1i = Q
−1 − ReQ−1e . (4.9)





The quality factors for the detectors measured in an aluminum package and a dark
environment at 200 mK are greater than 5× 105 as shown in Fig. 4.7. The package is made
of the QC-10 aluminum alloy4, which is easily machinable and known to superconduct in




Figure 4.7: Quality factors for the resonators measured at 200 mK in a dark environment.
The internal quality factors are all greater than 5 × 105. Here, Qc refers to (Re(Q−1e ))−1.
The errors on Q and Qc are typically ∼ 1%, while the errors on Qi are around 10%.
found that the internal quality factors were limited to ∼ 4×104, presumably due to coupling
between the resonators and the lossy normal metal of the package.
The effective real coupling quality factors are ∼ 2×105 and match reasonably well to the
design value. With no loading, the coupling quality factor limits the resonator quality factor.
Under optical loading, however, the coupling is better matched. The resonator quality factors
are sufficiently high that ∼ 300 resonators can be read out in a single octave [Swenson et al.,
2012] as required for the proposed experiments. Additionally, the resonance frequencies of
five detectors on the tested array were spaced such that greater than 300 resonators could
be read out in a single octave. These resonators were all consistently functional and did not
collide.
4.3.2.4 Bath temperature sweeps
The bath temperature of the detectors T is stepped in order to measure the device respon-
sivity to thermal quasiparticles, to compare the device response to Mattis-Bardeen theory,
and to look for signatures of TLS effects.
At each temperature, a frequency sweep of each resonator was measured and fit to Equa-
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(a) (b)
Figure 4.8: Bath temperature sweeps for a single resonator. The resonance frequency at
200 mK is 86 MHz, and the probe power used was ∼ −111 dBm. The plot in panel a
shows the inverse internal quality factor, and the plot in panel b shows measurements of
the fractional frequency change. Joint fits to the data for three models are plotted: Mattis-
Bardeen theory alone (solid green), MB with temperature-dependent TLS loss (dashed red),
and MB with a fixed loss term (dotted black). The xoffset parameter is also included in the
models plotted in panel b. For all models, αk was fixed at 0.65, while Tc was allowed to
vary. All fits resulted in Tc ≈ 1.60 K, implying that the relationship between ∆0 and Tc is
closer to ∆0 ≈ 1.93kBTc, assuming Tc is actually 1.46 K as measured in Section 4.3.1. The
MB theory provides a good fit to our data above 250 mK, particularly for the frequency
response. The fit to the TLS model yielded FTLSδ0 ≈ 1.4 × 10−4, which is driven by the
“back-bending” observed in the frequency response. The shape of this curve is inadequate to
explain our data, so we do not place much confidence in this model, and hence the resulting
value of FTLSδ0 for our devices. The model with constant loss term fits the data reasonably
well (yielding Q−1i,loss ≈ 1.0× 10−6) but does not explain the “back-bending” behavior.
tion 4.7 to extract the resonance frequency and quality factors. For each resonator, the
fractional change in resonance frequency was computed as x = (f − fmax)/fmax, where fmax
is the maximum observed value of the resonance frequency for a resonator for the experiment.









x = xMB + xTLS + xoffset. (4.11)
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The terms in the expression for Q−1i,total are the prediction from Mattis-Bardeen theory, the
loss due to TLS, given below, and a constant loss term to account for effects like radiation
to free space or coupling to lossy materials near the device, which do not depend strongly
on temperature.
In the following equations, we generally follow the treatment in Noroozian [2012]. The
equations assume that the film is thin, that hf  ∆0, and that kBT  ∆0. All of these





where αk is the kinetic inductance fraction, N0 is the single-spin density of states at the

















expresses the frequency and temperature dependence. Here K0 is the modified Bessel func-
tion of the second kind. When operating our detectors at 200 mK, S1 ranges from about
0.075 to 0.15 across our readout band. For these dark measurements, we can substitute the




















The loss due to TLS is represented by the product of a geometrical filling factor FTLS,
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and a loss tangent δTLS [Gao et al., 2008b]:
Q−1TLS = FTLSδTLS. (4.16)
The TLS loss tangent depends on temperature and electric field as:









where δ0 is the loss tangent at zero temperature and zero field, E is the electric field (which
is related to readout power), and Ec is the critical field for TLS saturation, defined by Gao
et al. [2007]. Since the measurements described in this section were all taken at a fixed
readout power and the quality factor does not change appreciably below 300 mK where
TLS effects are dominant, the electric field in the resonator E should be roughly constant,
so we can treat the electric field dependence term as a constant. Since this constant is
guaranteed to be less than one, we simply take it to be equal to one to obtain lower limits
on δTLS. While FTLS can be estimated from electromagnetic simulations, the measurements
here cannot disentangle its value from δ0, so we treat the product as a single parameter in
the fit.
The terms in the model for the frequency shift are the prediction from Mattis-Bardeen
theory, the effect of TLS, and a constant offset xoffset, which is added for convenience to take
into account the fact that the reference frequency to which the fractional change is measured
is arbitrary. The prediction for the fractional frequency shift from Mattis-Bardeen theory is
given by



















Here I0 is the modified Bessel function of the first kind. When operating our detectors at
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200 mK, S2 is approximately 3.8 across our readout band. For these dark measurements we
again substitute the equation for the thermal quasiparticle density from Equation 4.14 to
obtain



















































where Ψ is the complex digamma function. As before, we assume the electric field dependence
term is equal to one and interpret the resulting FTLSδ0 as a lower limit. Over the range of
temperatures and readout frequencies we use, the term involving Ψ is essentially constant
and approximately equal to Re(Ψ(1/2)) ≈ −1.96.
In practice, there is a degeneracy between αk and ∆0. We first attempted to fix ∆0 =
1.76kBTc using Tc = 1.46 K as measured in Section 4.3.1. The resulting fits implied αk ≈ 0.35,
which is inconsistent with the measured resonance frequencies and film properties. Instead,
we fixed αk = 0.65 using those measurements and found that the fits (shown in Fig. 4.8)
required that Tc ≈ 1.60 K, or that ∆0 = 1.93kBTc. Similarly elevated Tc-to-∆0 conversion
factors have been suggested for aluminum resonators in the literature [Janssen et al., 2014].
The free parameters in the fit are then ∆0, FTLSδ0, Q
−1
i,loss, and the nuisance parameter
xoffset. We fit the data using three variations of the model, as shown in Fig. 4.8. First, we
held FTLSδ0 = 0 and Q
−1
i,loss = 0 and fit only the data above 250 mK, where the response
should be well described by the pure Mattis-Bardeen theory. The resulting fit, shown as a
solid green line, does indeed describe the data above 250 mK well, but it offers no explanation
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of the limited Qi and non-monotonic “back-bending” behavior seen at lower temperatures.
Next, we attempted to fit the full model including FTLSδ0 and Q
−1
i,loss. The result is the
dashed red line. Here, the “back-bending” in the frequency data dominates the fit, requiring
a large value of FTLSδ0 ≈ 1.4 × 10−4, which implies more loss than is actually seen. Thus
Q−1i,loss = 0 in this case. While this model does show “back-bending,” the shape is not exactly
in agreement with the data. Others have reported similar discrepancies at low temperatures
for TiN LEKIDs [Swenson et al., 2013]. Previous studies of the temperature dependance
of TLS have been made at much higher readout frequencies, where it is possible to probe
the minimum in the xTLS equation that occurs at T = hf/(2kB). For these devices, the
temperature of this minimum is around 2.8 mK, which is not accessible with our cryostat.
Finally, we held FTLSδ0 = 0, and found that, aside from the “back-bending,” the limit to
Qi could be explained as a constant loss of Q
−1
i,loss ≈ 1.0 × 10−6. This value is much more
reasonable than the value implied for δ0 implied by the TLS fit, but of course cannot explain




The response of the resonances in the readout bandwidth is limited by the resonator ring-
down time τr = Q/(pif0) ∼ 300 µs. It is thus difficult to measure the quasiparticle lifetime τqp
using these resonances. We used a vector network analyzer to find higher-order resonances
with lower quality factors so that the resonator bandwidth would be large enough to easily
measure τqp. We targeted resonances with high enough quality factors such that the response
to illumination was easily detectable. We read out these resonances with an analog homodyne
setup.
We tested a nine-element array from the same wafer as the twenty-element array. The
array was mounted in a gold-plated copper package sealed with aluminum tape. The detec-
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Figure 4.9: Measurements of a detector time constant as a function of bath temperature,
extracted from fits to the time-domain response of a higher-order resonance to an LED pulse.
Statistical error bars from the fitting process would be smaller than the data points. The solid
black curve is a fit of Equation 4.22 to the data, assuming a thermal quasiparticle density,
and assuming ∆0 = 1.76kBTc. The results are τmax = 488 ±16µs and n∗ = 363±38µm−3. If
we instead assume ∆0 = 1.93kBTc, as implied by the Mattis-Bardeen fits in Section 4.3.2.4,
n∗ = 160 ± 20µm−3.
tors were illuminated through small holes in the tape by a 660 nm red LED coupled to a
2 mm diameter plastic fiber. We studied a resonance with a loaded quality factor of 6300
and a resonance frequency of 810 MHz.
We fit an exponential decay to the time-domain response to an LED pulse and found that
the response was fit well by a single time constant. We measured this time constant as a



































Figure 4.10: a. Resonance sweeps of a single resonator with changing optical load. The
dots are measured points and the lines are fits. The resonance frequency at 200 mK is
86.31195 MHz. For these measurements the probe power was ∼ −111 dBm, and the bath
temperature was 200 mK. The measurement labeled 0.2 K was taken in the dark configu-
ration. b. Fitting the resonance curves shown in Fig. 4.10 provides measurements of the
resonance frequency as a function of blackbody temperature, plotted here as the fractional
frequency change relative to the resonance frequency measured with the blackbody tem-
perature at 4 K. Over the limited range of blackbody temperatures probed, the predicted
response deviates by only a small amount from linear. The measured frequency response has
a slope of approximately 40 ppm/K. This fractional responsivity is seen consistently across
all resonators. The solid green line shows the expected response assuming τmax = 500 µs,
and n∗ = 400 µm−3, as suggested by the time constant measurements, and a total optical
efficiency of η = 0.14. The dashed black line superimposed shows an alternative explanation
for the data with the same value of τmax, but with n
∗ = 160 µm−3, which is closer to the
typical value reported in the literature [Zmuidzinas, 2012]. In this case, η = 0.32.
4.3.3.2 Responsivity
The temperature of the blackbody load Tbb is changed to measure the responsivity of the
device to optically produced quasiparticles. In practice, Tbb ranged from 4 to 6 K, or ap-
proximately 1.7 to 3 pW for one mode with two polarizations over the 120 to 180 GHz band.
The detectors are designed to be predominantly sensitive to a single polarization with an
absorption efficiency η1 = 0.72. The orthogonal polarization is expected to have η2 = 0.13.
Since our optical source is unpolarized, the predicted power absorbed by the detectors is cal-
culated using a single mode with two polarizations, and the appropriate optical efficiencies
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are applied to each polarization. We refer to the total optical efficiency as η. For use in a
polarimeter, there would be a polarization selective element, such as a wire grid, before the
devices.
The measured response of a resonator as a function of optical loading is shown in Fig. 4.10.
The resonance frequency response is linear across the range of optical powers tested, and is
about 40 ppm/K in all the devices.









where n∗ is the film-dependent characteristic quasiparticle density [Zmuidzinas, 2012], ηpb
is the conversion efficiency (assumed to be ∼ 0.7 over our band [Guruswamy et al., 2014]),
P0 is the incident optical power, τmax is the maximum quasiparticle lifetime, h is the Planck
constant, ν is the photon frequency, and VL is the inductor volume. The incident optical









where n is the number of dual-polarization modes, λ is the incident wavelength, and
νl and νh are the low and high frequency edges of the spectral band. In this experiment
the spectral band is defined by the waveguide cutoff at 130 GHz and the low-pass filter at
170 GHz.
The absorbed power is P = P0η. The frequency shift caused by an optical load P0 can
be computed by substituting Equation 4.23 into Equation 4.18 giving












We observe a linear relationship between Tbb and the frequency shift as seen in Fig. 4.10.
Note that for the experimental setup Tbb is very nearly proportional to P0. The range of
optical powers over which we measure the responsivity is small and therefore it is difficult to
distinguish a
√
P0 from a P0 dependence. A linear (or nearly linear) relationship has been
observed by many groups and widely reported in the literature with no clear explanation of
the phenomenon for both aluminum [Gao et al., 2008] and TiN devices [Noroozian, 2012,
Hubmayr et al., 2015]. These other measurements tested over a wider range of optical power.













Substituting in αk = 0.65, S2 = 3.8, VL = 1870 µm
3, ηpb = 0.7, η = 0.14, τmax = 500 µs,
n∗ = 400µm−3, and ν = 150 GHz yields ∂x/∂P0 ≈ 45 ppm/pW. For a blackbody load
temperature of 4 K, we expect P0 ≈ 1.75 pW and δP0/δTbb ≈ 0.88 pW/K, which implies
∂x/∂T ≈ 40 ppm/K, in good agreement with our measurements.
Alternatively, if n∗ = 160µm−3, as would be the case if ∆0 = 1.92kBTc (see Fig. 4.9),
η = 0.32 would also yield a responsivity of 40 ppm/K.
4.3.3.3 Optical versus thermal response
A comparison of the response to optical power and to changing bath temperature is presented
in Fig. 4.11. Mattis-Bardeen theory predicts that for a given change in quasiparticle density,
the fractional change in resonance frequency should be very nearly linearly related to the
change in the quality factor [Gao et al., 2008]. This behavior is evident in these devices. The
slope of this linear relationship is the ratio of the frequency responsivity to the dissipation
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(a) (b)
Figure 4.11: a. Resonance frequency shift plotted versus inverse quality factor for a sin-
gle resonator, showing good agreement to the linear behavior predicted by Mattis-Bardeen
theory. The points derived from bath temperature sweeps (blue dots and green triangles)
show a consistent slope, which differs from that found when sweeping the blackbody load
temperature (red crosses). The dashed lines are linear fits to the data, used to derive the β
parameters plotted in Fig. 4.11 b. Ratio of frequency responsivity over dissipation respon-
sivity (β) plotted versus resonance frequency for all resonators. The thick line shows the
theoretical curve expected for a thermal quasiparticle distribution, given by Equation 4.27.
The errors on all measurements are similar to those shown on the dark, T sweep curve. The
marker symbols and colors match the corresponding data in Fig. 4.11, from which the values
of β are derived.




































This quantity and the theoretical prediction are plotted in Fig. 4.11.
Gao et al. [2008] showed theoretically and experimentally that β should be the same for
quasiparticles generated thermally or optically. Our measurements seem to show a different
behavior. We find that β matches the theoretical prediction when changing the device
temperature, either in a dark environment, or with a constant optical flux from the black
body load held at a fixed temperature. However, when the bath temperature is kept fixed
and the black body load temperature is varied, β is appreciably smaller. This effect has been
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(a) (b)
Figure 4.12: a. The noise spectrum of a single, typical detector is shown at different optical
loads. The blackbody temperatures range from 4 K (purple) to 5.3 K (yellow), with the
noise level increasing slightly with temperature. The average value in the region indicated
near 100 Hz corresponds to the measurements shown in Fig. 4.13. The probe tone power was
approximately -105 dBm. b. The average spectrum (thick blue line) of a resonator obtained
from 13 time series, each 30 seconds long. This is a different resonator than that shown
in panel a. Multiple time series were taken to see the noise down to very low frequencies,
which appears to be very flat. For modulation schemes, such as with a continuously rotating
half-wave plate (HWP), that we envision for future CMB projects [Johnson et al., 2014,
Araujo et al., 2014], we are particularly interested in the noise performance between 10 and
50 Hz. The thin red line is a fit of the spectrum to a Lorentzian model, showing good
agreement. The resonator ring-down causes the roll-off at 460 Hz. The steep rise at the
lowest frequencies is due to drift of the blackbody load temperature. The probe tone power
for this measurement was approximately -113 dBm.
reported for other devices as well [Janssen et al., 2014]. They suggest that this effect could
be explained if the optical pair breaking is non-uniform across the inductor. This could be
the case for our devices: we designed them to efficiently couple to the circular waveguide, but
electromagnetic simulations do show variations in the electric field of the incident millimeter
wavelength radiation across the inductor. We plan to further investigate this phenomenon
in the future.
4.3.3.4 Noise
Noise measurements were made by recording time series of the complex transmission at a
fixed probe frequency. For each noise measurement, a frequency sweep was performed and
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fit to the resonator model given in Equation 4.7 to determine the optimal value of the probe
tone frequency. When analyzing the noise data, the complex time series is scaled by the
complex dS21/df vector determined from the resonator model. The real and imaginary com-
ponents of the resulting scaled time series then correspond to the fluctuations in resonance
frequency and dissipation, respectively. This also results in the units of the frequency fluc-
tuation time stream being hertz. As a check, we also apply the eigenvector decomposition
technique suggested by Gao et al. [2007], which reports a constant rotation angle between
the two principal components of the fluctuation spectrum within the device bandwidth, thus
confirming that the fluctuations can be decomposed using a simple rotation.
Initially, noise measurements were taken with the pulse-tube cooler on. This did not
produce significant low-frequency noise when the devices were in a copper package, as the
resonator quality factors were limited by the coupling to the lossy normal metal. However,
when testing with the superconducting aluminum package, the larger Qi increased the re-
sponsivity, and noise from the pulse-tube cooler was clearly evident in the noise spectrum.
The spectra shown here were taken with the pulse-tube cooler off, while the ADR continued
to regulate the temperature of the detector package. Turning off the pulse-tube cooler is
not a viable option for a deployed instrument, so we are working to better understand and
mitigate the source of this extra noise.
A series of noise spectra are show in Fig. 4.12a for load temperatures between 4 and
5.3 K. Fig. 4.12b shows the result of averaging 13 spectra taken in succession with a fixed
4 K load temperature and 200 mK bath temperature to better show the quality of the noise
at low frequencies. The measured Hz/
√
Hz fluctuation spectrum is converted to µK/
√
Hz
units by multiplying by the slope of the measured frequency shift as a function of blackbody
temperature, using the measurements shown in Fig. 4.10. This can in turn be interpreted as






Hz. The resonator in Fig. 4.12
response rolls off at ∼460 Hz. This bandwidth corresponds well with the expected half-width
at half-maximum (HWHM) resonator bandwidth of (f0/Q)/2, where, for this resonator,
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f0 = 92.277432 MHz and Q = 99595. The high quality factor and low resonance frequency
obscures the roll-off due to the quasiparticle lifetime τqp.
Using the semi-empirical model, we predicted the noise equivalent power (NEP) contri-
butions for the LEKIDs in our cryogenic set up and then converted them to NET as shown
in Fig. 4.13. The photon noise is calculated as NEPγ =
√
2ηP0hν(1 + ηno) /η, where no
is the photon occupancy number and is negligible for the range of powers tested [de Visser
et al., 2014, Zmuidzinas, 2012]. The absorption is expected to be high (>70%) in the po-
larization for which the detectors were designed to be sensitive, which we refer to as η1.
Additional optical loading may possibly couple into the detectors from the orthogonal polar-
ization (η2) or leaked power from adjacent resonators (ηl). For the plot in Fig. 4.13, we used
η1 = 0.72, η2 = 0.13, and ηl = 0.075, so η = (η1 + η2)/2 + ηl = 0.5. The expected generation-
recombination noise can be approximated as NEPgr ≈
√
2ηP0∆0/ηpb/η, and should be the
dominant detector noise source in the case of photon noise limited detectors [Yates et al.,
2011]. The NET is calculated using NET = NEP/(
√
2 dP0(T )/dT ). We emphasize this is the
NET at the load temperature in our experiment, not NETCMB. The optical efficiency of the
detectors influences both the expected photon and g-r noise levels. Due to the uncertainty
of the optical efficiency, we predict a range of a expected NET values for the detectors. For
a photon noise limited detector, the predicted total detector NET value is approximately 20
to 30 µK
√
s at 2 pW of incident power. This predicted NET range is for an optical efficiency
range of η = 0.3 to 0.7 for a single mode with two polarizations.
As seen in Fig. 4.13, the NET of the detectors on the tested array fall in the range
26±6 µK√s with a 4 K optical load. We estimate the random error on individual NET
measurements to be ∼10%. We do not find any systematic relationship between NET and
resonance frequency. Over the range of blackbody temperatures tested the noise remains
fairly constant. However, as shown in Fig. 4.13 the dependence of the noise on temperature
is very shallow. The test setup was designed to directly measure the NET at 4 K using only
small changes in load temperature. In future experiments, we will use another optical source
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(a) (b)
Figure 4.13: a. The predicted levels for the different noise sources versus optical power.
The total NET is composed of photon noise and detector noise (under load). The detector
noise includes three components: g-r noise, readout amplifier noise, and TLS noise. The
expected TLS noise level is computed using a semi-empirical formula [Gao et al., 2008a]
and fiducial scaling values were provided by MAKO [McKenney et al., 2012]. The expected
amplifier and TLS values are calculated assuming operation near bifurcation, which changes
with load. The gray vertical lines correspond to blackbody load temperatures from 2 to 6 K
in steps of 1 K. b. Measured NET values and the predicted NET range. The incident power
at the horn aperture is calculated from the blackbody temperature Tbb using an emissivity
of 0.92 for a single mode in two polarizations. The absorption efficiency of the detectors
can be simulated but is unmeasured. The blue band shows the range of NETs expected for
absorption efficiencies between η = 0.3 and η = 0.7. The stars show measured total NETs
including the photon and detector noise. The data were measured with a constant probe
tone power of approximately −105 dBm.
to probe the noise over a wider range of optical power.
The predicted amplifier noise contribution in units of Hz/
√








where Tamp ∼ 4 K is the noise temperature of the LNA and Pg is the probe tone power.
While there is uncertainty in the exact value of Pg, the estimated value of −105 dBm predicts
ef,amp ∼ 0.05 Hz/
√
Hz for f0 = 100 MHz, in reasonable agreement with the measurements
shown in Fig. 4.12.
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Given the uncertainty in our exact optical absorption and pair breaking efficiencies, the
measured noise data shown in Fig. 4.13 is consistent with our devices having a contribution
from TLS noise at a level ranging from negligible to approximately equal to the photon
noise level. We find the noise spectrum is white down to the lowest frequencies measured, as
seen in Fig. 4.12. This behavior has been reported by other groups [Shirokoff et al., 2014],
however previous measurements of devices with TLS noise typically have a ef,TLS ∼ f−0.25s
shape, where fs is the frequency of the noise spectrum [McKenney et al., 2012].
4.4 Conclusion
In this chapter we presented a LEKID design and a horn-coupling strategy that appears
promising for cosmic microwave background (CMB) studies. Our LEKIDs were made from
a single thin aluminum film deposited on a silicon wafer and patterned using standard pho-
tolithographic techniques at STAR Cryoelectronics. We described the cryogenic testing ap-
paratus and the testing program. Finally, we presented the results from our optical testing,
dark testing and aluminum film characterization measurements. Our data were compared
with Mattis-Bardeen theory for consistency. These results show the multiplexing scheme
works well, the yield across multiple LEKID arrays is 91%, and the NETs are in the range
26±6 µK√s.
Future work will focus on further decreasing the TLS effects, increasing the number of
elements in the array, developing a dual-polarization design and better understanding the
performance of these devices. In particular, the following items warrant further investigation:
(i) the response of the detectors is somewhat more linear than expected, (ii) the measured β
is different for thermal and optical quasiparticles, and (iii) the bath temperature T sweeps
in Fig. 4.8 show evidence for TLS effects but the relationship between δTLS and the TLS
noise level is unknown, in particular for low-frequency, aluminum LEKIDs. We also plan to
measure the noise of these devices over a wider range of optical power using an improved
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optical source.
We have already fabricated a second-generation wafer that underwent an hydrofluoric
acid dip during fabrication, and we expect the TLS effects of the devices on this wafer will
be reduced.
A small fraction of the radiation that is not absorbed or reflected propagates laterally
in the dielectric substrates and this signal could produce detector-to-detector cross-talk.
To mitigate this effect, we will metalize the fused silica wafer with titanium nitride (TiN)
between the horns and patterned to act as an efficient millimeter-wave absorber with an
effective sheet resistance of approximately 150 Ω. This TiN layer also helps to absorb ballistic
phonons propagating in the silicon from energy deposited by cosmic rays. We are working
with STAR Cryoelectronics on TiN films with the desired Tc. This work could also lead
naturally to developing commercial TiN LEKID designs sensitive to different frequencies.
The present geometry of the inductor absorbs an average of less than 10% of the cross
polarization as predicted by electromagnetic simulations. A rectangular waveguide or wire
grid polarizer in front of the focal plane will further define the polarization selectivity of the
focal plane, and make it truly single-polarization. We plan to add one of these varieties of
polarization selectivity to future detector modules.
4.5 Related work
The paper [McCarrick et al., 2014] that comprises this chapter was the first publication put
forth by our collaboration. Much of the research that took place subsequently was directly
related. In particular there are two paper for which I will highlight my contributions.
The first paper is Flanigan, McCarrick et al. [2016]. This paper used the same design of
detector array, detector package and horn array as for McCarrick et al. [2014]. The detector
array underwent an additional processing step prior to fabrication - a hydrofluoric acid bath
- to reduce any TLS noise. The same cryogenic testbed was used with the addition of the
85
MMW source. In this paper, we showed that these LEKIDs definitively achieved photon-
noise limited performance above 1 pW of absorbed power. Additionally, the devices were
able to measure and differentiate between purely shot noise, from coherent radiation, and
wave noise, from broadband radiation. We also measured that the devices had an NEP of
∼ 10−17 W√Hz under 1 pW of loading. These measurements strengthened the case that the
devices are suitable for CMB experiments.
The second paper is Jones et al. [2017]. I designed the detector array which was used
for the experiment. The 8-element array was based on the work on this chapter, and the
detectors were of a similar single-polarization LEKID design. This array was fabricated
out of aluminum-manganese (Al-Mn), which has a tunable critical temperature Tc. This is
attractive because a lower Tc will allow detection of photons with a lower frequency and
possibly reduce intrinsic recombination noise for 150 GHz and higher frequency bands (see
Sec. 2.4.3.2). In this paper, we showed that Al-Mn resonators with Tc = 694 mK (or




Controlling optical crosstalk in KIDs
with a Titanium Nitride mesh
We discuss the design and measured performance of a titanium nitride (TiN) mesh absorber
we are developing for controlling optical crosstalk in horn-coupled lumped-element kinetic
inductance detector arrays for millimeter-wavelengths. This absorber was added to the
fused silica anti-reflection coating attached to previously-characterized, 20-element prototype
arrays of LEKIDs fabricated from thin-film aluminum on silicon substrates. To test the TiN
crosstalk absorber, we compared the measured response and noise properties of LEKID
arrays with and without the TiN mesh. For this test, the LEKIDs were illuminated with an
adjustable, incoherent electronic millimeter-wave source. Our measurements show that the
optical crosstalk in the LEKID array with the TiN absorber is reduced by 66% on average,
so the approach is effective and a viable candidate for future kilo-pixel arrays.
Reprinted by permission from Springer Nature: Springer Journal of Low Temperature Physics “A Ti-
tanium Nitride Absorber for Controlling Optical Crosstalk in Horn-Coupled Aluminum LEKID Arrays for
Millimeter Wavelengths.”, H. McCarrick, et al., c© 2015.
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5.1 Introduction
A lumped-element kinetic inductance detector (LEKID) is a superconducting, photon-sensing
resonator consisting of a capacitor and an inductor. The inductance has both geometric and
kinetic components, the latter arising in alternating currents only and produced by stored
energy in the Cooper pairs. When a photon with energy above the gap energy of the detec-
tor material is absorbed, the resonance frequency f0 and quality factor Q of the resonator
shift [Day et al., 2003, Zmuidzinas, 2012]. The detector is coupled to a transmission line,
allowing these perturbations to be measured with probe tones.
In this chapter, we present the measured performance of a titanium nitride (TiN) mesh
designed to control optical crosstalk in arrays of horn-coupled LEKIDs. The 20-element
prototype LEKID arrays used in this study [McCarrick et al., 2014] [Ch. 4] are sensitive
to a 40 GHz spectral band centered on 150 GHz. These LEKIDs are being developed for
cosmic microwave background (CMB) studies at millimeter wavelengths. The LEKIDs and
the TiN mesh are shown in Figs. 5.1 and 5.2. The new TiN absorber introduced in this work
enhances the performance of these LEKIDs by absorbing photons propagating laterally in
the dielectrics inside the detector package. Therefore, the TiN mesh absorbs the photons
that produce optical crosstalk.
5.2 Experiment details
Each LEKID is coupled to a conical horn, as shown in Fig. 5.2. A low-pass metal mesh
filter [Ade et al., 2006] mounted before the aperture of the conical horn defines the 170 GHz,
high-frequency edge of the spectral band. The conical horn flare tapers to a cylindrical,
single-moded waveguide, and this waveguide acts as a high-pass filter, which defines the
130 GHz, low-frequency edge of the spectral band. The cylindrical waveguide then expands
into a second conical flare that is used to help match the wave impedance between the


























Figure 5.1: Photograph of a LEKID used in this study. The interdigitated capacitor (IDC)
and meandered inductor set the resonance frequency for each detector. Incident photons
are absorbed in the inductor and break Cooper pairs changing the kinetic inductance. This
shifts the resonance frequency of the detector. The inset shows the IDC that couples the
resonator to the transmission line, allowing the frequency perturbation to be readout.
the two elements to serve as an anti-reflection (AR) coating. The back-illuminated LEKID
arrays were fabricated from a 20 nm thick aluminum film patterned on a 300 µm thick
high-resistivity, float-zone silicon wafer. The detectors consist of a meandered inductor
and interdigitated capacitor (IDC). Each inductor in the array is identical. Therefore, the
unique resonance frequency of each detector is set by the capacitance of the IDC, which
varies from device to device. The detectors are operated at approximately 120 mK using a
pulse-tube cooler and a two-stage adiabatic demagnetization refrigerator. We use an FPGA-
based digital readout system built from a ROACH signal processing board, which provides
multiple, parallel homodyne readout chains.
Simulations show that photons can propagate laterally in the two dielectrics, and these
photons could produce unwanted optical crosstalk. Therefore, we implemented a 100 nm
thick TiN mesh deposited on the detector side of the AR coating. The TiN mesh is designed
to have a wave impedance Z = 194 Ω matching that of the fused silica substrate. To get
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this impedance, we patterned a mesh in the TiN film. The line width of the TiN in the
mesh is 5 µm, and the cell size is 100 µm by 100 µm. The mesh is approximately the same
size as the LEKID array (22 mm by 26 mm), and rectangular apertures 2 mm by 3 mm are
patterned in the mesh in front of each inductor, so the signal photons can pass from the horn
to the absorber. Millimeter-wave photons traveling laterally along the dielectrics should be
absorbed by this TiN mesh because the measured Tc of the film is 1 K, so the gap frequency
is below the passband of the detector module.
The optical response of the detectors was measured using an electronic photon source
that produces broadband, incoherent millimeter-wave signals. In this source, thermal noise
from a 50 Ω termination resistor is first amplified in the 12 GHz range and then used
to drive a 12× active frequency multiplier to produce 140 to 160 GHz radiation in a WR6
rectangular waveguide. The millimeter-wave signal can be amplitude modulated using a PIN
switch at the input of the multiplier. Source signals are coupled into the cryostat through
a WR6 waveguide window. Inside the cryostat, a horn and a reflective collimator are used
to illuminate the detectors. The source is described in more detail in the literature [Jones
et al., 2015, Flanigan et al., 2016]. The power incident on the detectors was swept from
approximately 0.1 to 20 pW to measure the responsivity of the devices. The source power
was varied using inline WR6 attenuators mounted outside the cryostat.
5.3 Results
For this experiment, two different arrays of the same design, processed on the same wafer,
were measured during two separate cryostat cycles. One assembly included the TiN absorber
and one did not. All of the horn apertures were covered with aluminum tape except for one
allowing just one directly illuminated detector in the study. We will henceforth refer to the
taped-over horns as ‘dark’.































Figure 5.2: a. Photograph of the conical horns machined into the aluminum detector pack-
age. b. Photograph of the LEKID array mounted in the detector package with the back-
short plate removed. c. Cross-sectional view of one array element. d. Schematic of the
TiN absorber designed to mitigate optical crosstalk between detectors. The 100 nm thick
TiN absorber is fabricated on a fused silica chip, which is nominally used for matching the
impedance of the horn to the LEKID array. Rectangular apertures in the mesh the same size
as the LEKID inductor/absorber allow photons to propagate from the horn to the detector.
e. Photograph of the TiN absorber fabricated at NASA/JPL.
dark resonator in the TiN-free assembly is shown in Fig. 5.3. For the assembly with the
TiN absorber, the 179 MHz resonator in the array was not working. Therefore, we instead
illuminated the 102 MHz resonator. We checked that the responsivity to quasiparticles was
consistent across all detectors in both arrays by measuring their response to changes in bath
temperature. As shown in Fig. 5.4, the response of the detectors across both arrays is nearly
identical, indicating the responsivity of each detector in the test is the same and the two
arrays can be meaningfully compared.
Because the optically-produced quasiparticles dominate, the resonator frequency response
x = (f − f0)/f0 should be well described by a function proportional to (1 + P/P∗)1/2 − 1,
where P is the incident power and P∗ is a film-dependent constant [McCarrick et al., 2014,
McKenney et al., 2012]. We originally fit this model to the illuminated detector response,
and used the best-fit model parameters to compute the relative power absorbed by the dark
detectors (optical crosstalk). We found this method underestimates the amount of power
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(a) (b)
Figure 5.3: a. Measured S21 with changing optical load for the illuminated detector (blue)
and a representative dark detector (green) before the TiN mesh was added. The optical load
was swept from approximately 0.1 to 20 pW. The ambient background loading in the test
setup dominates at the low end of this range. b. The noise spectrum of the illuminated
detector (blue) and a representative dark detector (green) measured with different optical
loads and constant probe-tone power. The optical power again varies from from approxi-
mately 0.1 to 20 pW. For the illuminated detector the device noise level (below 500 Hz) rises
with optical power as the quality factor decreases. For the dark detector the device noise
stays relatively constant with an increasing optical load, as expected. The roll off at 1 kHz is
due to the resonator ring-down time. The noise level above the roll off is set by the amplifier
noise. For clarity, the 60 Hz line and harmonics were removed.
absorbed in the dark detectors because the fit in the lower-power regime ( 1 pW of incident
power) is poor, likely due to systematic errors produced by the ambient background signal
dominating the comparatively small input test signal from our source. Therefore, instead
we measured the frequency shifts with 0.3 pW of loading. This loading level should be
in the linear regime of the detector response function, meaning the measured frequency
shift in parts-per-million [ppm] should be directly proportional to power. We then calculate
the optical crosstalk by normalizing the measured frequency shifts to the frequency shift
of the illuminated detector. This result serves as an upper bound on the optical crosstalk
because any non-linear LEKID response would compress the signal and spuriously decrease
the normalization factor. We find that the optical crosstalk with the TiN absorber is lower
than the optical crosstalk without the TiN absorber by 66% on average as seen in Fig 5.5.
92
(a) (b)
Figure 5.4: a. The fractional frequency change versus bath temperature for the detectors in
the two arrays we used for this study. The bath temperature was stepped from 100 mK to
400 mK to check for consistency in device responsivity between the arrays. The detectors
without the TiN mesh are plotted as the red circles, and the detectors with the TiN mesh
are plotted as the black stars. b. The fractional frequency change as a function of optical
power for the illuminated detector (blue), a representative dark detector without the TiN
mesh (green), and a representative dark detector with the TiN mesh (magenta).
The detectors adjacent to the illuminated detector still show appreciable optical crosstalk
that is reduced but not eliminated by the TiN absorber (see discussion in Section 5.4). And
the response of the dark detectors not adjacent to the illuminated detector in the module
with the TiN absorber is similar to the measured response of a third background/control
configuration where all the horns are covered with aluminum tape; the TiN absorber reduces
the optical crosstalk to a level that cannot be distinguished from this small systematic error
background at the ∼1% level.
5.4 Discussion
This study was our first systematic investigation into the level of optical crosstalk in our
prototype horn-coupled LEKID modules. Our data reveals that the TiN absorber works
well, and it reduces the apparent optical crosstalk to approximately 2% or below for the
detectors not adjacent to the illuminated detector in the array. This level is comparable to the
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(a) (b)
Figure 5.5: a. The power absorbed by each LEKID normalized to the power absorbed by
the illuminated LEKID. The module configuration used to produce the result in this panel
did not include the TiN absorber. Here the illuminated LEKID absorbed approximately
0.3 pW of power. b. The same result as that plotted in the left panel, though to produce
the result in the right panel, the TiN absorber was used. The TiN absorber reduces the
optical crosstalk on average by 66%. The detectors adjacent to the illuminated detector still
show appreciable crosstalk response, which indicates our prototype detector module design
needs to be optimized (see discussion in Section 5.4). The blue reference line in both panels
is plotted at the 2% level.
magnitude of systematic errors produced by the experimental setup, so further investigation
is required to understand the optical crosstalk level more precisely; the measured ∼2%
crosstalk level is likely an upper limit. Electromagnetic simulations show that approximately
5% of the power from a horn should propagate to the surrounding devices without the TiN
mesh, and approximately 1% after adding the TiN mesh. The detectors adjacent to the
illuminated detector have a somewhat higher than expected level of optical crosstalk that
is reduced but not eliminated by the TiN absorber. This crosstalk signal is likely produced
by the detector module design and not a flaw in the LEKIDs themselves. The prototype
detector module presented here is our first design, and it requires further optimization. To
decrease the crosstalk further we will (i) add an RF choke around the exit aperture of the
horn and/or the backshort cavity and (ii) decrease the gap between the LEKID array and
the backshort plate to make it more difficult for light to propagate laterally in this space.
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Prospects for decreasing ambient pickup further include improving the package seal to make




development and initial tests
We discuss the design considerations and initial measurements from arrays of dual-polarization,
lumped-element kinetic inductance detectors (LEKIDs) nominally designed for cosmic mi-
crowave background (CMB) studies. The detectors are horn-coupled, and each array ele-
ment contains two single-polarization LEKIDs, which are made from thin-film aluminum
and optimized for a single spectral band centered on 150 GHz. We are developing two array
architectures, one based on 160 micron thick silicon wafers and the other based on silicon-
on-insulator (SOI) wafers with a 30 micron thick device layer. The 20-element test arrays
(40 LEKIDs) are characterized with both a linearly-polarized electronic millimeter wave
source and a thermal source. We present initial measurements including the noise spectra,
noise-equivalent temperature, and responsivity. We discuss future testing and further design
optimizations to be implemented.
6.1 Introduction
Lumped element kinetic inductance detectors (LEKIDs) are superconducting resonators,
which are also photon detectors. The resonance is set by a capacitor and inductor, the
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latter of which has both geometric and kinetic components. The LEKID inductor acts as
the absorber and is impedance matched to the incoming radiation. The absorbed photons
break Cooper pairs which changes the quasiparticle density and subsequently the surface
impedance and kinetic inductance. This results in a shift in resonance frequency and quality
factor both of which are read out through a transmission line.
LEKIDs, and more broadly microwave kinetic inductance detectors (MKIDs), have been
successfully demonstrated and deployed for a range of frequencies [Mazin et al., 2013, Adam
et al., 2014]. Photon-noise limited performance has been shown in multiple frequency bands
as well [Mauskopf et al., 2014, Hubmayr et al., 2015]. For cosmic microwave background
(CMB) polarization studies it is important that the detector noise to be sub-dominant to
the photon noise. Current CMB experiments employ thousands of detectors. To further
increase the sensitivity, it is necessary to increase the pixel count. LEKIDs are a natural
candidate as hundreds of detectors [McHugh et al., 2012, van Rantwijk et al., 2016] can be
read out on a single transmission line.
We are developing dual-polarization LEKIDs that have two resonators within a single
optical element. The two resonators are sensitive to orthogonal polarizations for observation
at a frequency band centered at 150 GHz. Dual-polarization LEKIDs will effectively double
the number of detectors for a given focal plane area compared to single polarization detec-
tors. LEKIDs have been demonstrated as sensitive devices for absorbing single-polarization
radiation at millimeter wavelengths [McCarrick et al., 2014, Flanigan et al., 2016], and dual-
polarization radiation for far infrared [Dober et al., 2016]. In this proceedings we present
(i) design considerations for dual-polarization LEKIDs at millimeter-wavelengths, (ii) initial








































































Figure 6.1: a. Schematic of a single detector. The resonators corresponding to the orthog-
onal polarizations are shown in red and blue. The dotted circle represents the waveguide
exit aperture. The resonator inductor acts as the photon absorber. The resonators are
capactively coupled to the transmission line. b. Cross-sectional view of a single-element.
The horn aperture tapers to a cylindrical waveguide which also acts as a high-pass filter. A
choke increases the absorption efficiencies while also controlling lateral radiation loss. The
detectors are fabricated on silicon and directly illuminated. The package bottom acts as
the backshort, the distance of which is set by the silicon wafer thickness. c. Layout of the
prototype array. There are 20-elements, or 40 resonators, that are horn coupled and 2 dark
elements. A single transmission line reads out all the devices. Each resonator has a unique
resonance frequency set by the IDC value.
6.2 Design considerations
6.2.1 Design overview
The dual-polarization LEKID design is shown in Fig. 6.1. The resonators consist of two or-
thogonal inductors connected to interdigitated capacitors (IDC) and are coupled capactively
to the transmission line. The focal plane architecture is heavily based on our experience with
single-polarization KIDs [McCarrick et al., 2014] [Ch. 4]. A conical horn with a 4.8 mm aper-
ture narrows to a cylindrical waveguide, which acts as a high-pass filter. A choke is used to
control crosstalk and by creating a high impedance surrounding the detector. The LEKIDs
are horn coupled. The devices are fabricated on high-resistivity silicon. The wafer thick-
ness of λ/4 sets the distance to the backshort. The detector package acts as the backshort,
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increasing optical efficiency.
The layout of a 20-element test array is shown in Fig. 6.1. Each element consists of two
resonators as described above, and the elements are arranged in a 4.8 mm hexagonal pitch.
There are 44-resonators for each prototype array, with 2 dark elements and 20 coupled to
conical horns. The 20-element arrays are prototypes for a 271-element close-packed hex array
with 542 detectors.
6.2.2 Design requirements
The detectors have many design parameters which must be optimized to achieve maximal
performance. The optimal design parameters for different aspects of detector performance
are often in competition. Here we discuss the important requirements considered.
The optical coupling is controlled both by the absorber design and the rest of the optical
elements, from horn to backshort, or the focal plane design. The optimization of the absorber
is similar to that as described in Bryan et al. [2015]. In the original design, the LEKIDs were
deposited on silicon-on-insulator (SOI) and coupled to through the silicon, much of which
is removed from behind the device through a DRIE-process. This approach is beneficial
because it offers high-optical efficiency over a wide bandwidth. However, this approach
involves a complex fabrication process, and we are still developing this architecture.
A simpler approach is to use the wafer thickness itself to set the backshort distance.
For this architecture, LEKIDs of a similar absorber design as in the SOI-architecture are
deposited on silicon. The array is mounted on the package bottom which acts as the back-
short.
The absorbers are long traces. The inductors for the orthogonal polarizations lay per-
pendicular to one another. The inductors are naturally polarization sensitive, preferentially
absorbing radiation with the E-field aligned to the thin inductor trace. A plot showing the
simulated absorption efficiencies for the two polarizations and the cross-polarization response
is shown in Fig. 6.2.
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Figure 6.2: a. HFSS simulations of the front-illuminated devices show the absorption
spectra for both polarizations. A waveguide defines the high-pass and a metal mesh filter
defines the low-pass. b. HFSS simulation showing the cross-polarization absorption and the
lateral loss, which can be interpreted as the maximum possible detector-to-detector optical
crosstalk. This HFSS simulation reflects the design show in Fig. 6.1. As built and tested for
the prototype 20-element arrays, the gap between the detectors and waveguide was slightly
larger and the chokes not included. This has the effect of decreasing the optical efficiency
and increasing the lateral loss by a few percentage points.
The crosstalk between detectors is controlled in the following ways. The area of the
absorbing element is small, as compared to many meandered inductors used in other LEKID
designs. The radiation can propagate laterally [McCarrick et al., 2016b] [Ch. 5] and we
minimize the opportunity to do so by decreasing the gap between the detectors and waveguide
exit aperture. Additionally, the waveguide choke suppresses the laterally propagating leakage
radiation. The simulated maximum crosstalk is shown in Fig. 6.2.
The readout frequency is centered around 1 GHz. We targeted 1 GHz because of the
space available for the capacitor given the 4.8 mm pitch and the availability of microwave
mixers in that frequency range. Our FPGA-based readout supports a bandwidth of 500 MHz.
In order to achieve a resonance frequency spacing of 10 times the resonance width to avoid
collisions between 542 detectors, the quality factors Q of the resonator needs to be > 10, 000.
The detector noise is made up of contributions from generation-recombination (g-r), two-
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level systems (TLS), and amplifier noise. We designed the detectors to minimize TLS noise
by using relatively large gaps between the capacitor plates and targeting a low resonance fre-
quency. The amplifier noise can be lowered below the device noise by adjusting the readout
power up until the point that non-linear effects come into play. Many of the factors control-
ling detector noise and responsivity are set above by the optical requirements for the device.
The noise mechanisms are quantitatively described more fully in the literature [Zmuidzinas,
2012, McCarrick et al., 2014, Flanigan et al., 2016].
6.3 Results
The LEKIDs were tested in an adiabatic demagnetization refrigerator (ADR) cryostat. The
detector package, pictured in Fig. 6.3, is mounted on a 100 mK cold stage. A low-pass quasi-
optical metal mesh filter sits on top of the horns. The high-pass filter is provided by the
cylindrical waveguides. A variable blackbody load illuminates the detectors. The blackbody
can be regulated between 2–7 K. Additionally, an electronic millimeter-wave source can be
swept from 140–165 GHz. The tests are similar to those in papers previously published by
this collaboration [McCarrick et al., 2014, Flanigan et al., 2016], where they are described
in more detail. Dark tests, with the horns covered, were performed at JPL.
The internal quality factors of the devices measured dark were measured to be ∼ 106.
The coupling quality factors therefore predominantly set the resonator quality factor, and
were in the 104 range. When loaded by a beam-filling 3 K blackbody, the quality factors
were approximately 104. The quality factors are sufficient for the multiplexing requirements
at these blackbody temperatures. The yield for this test array was excellent: 100% of the
resonators were present. For a ground based experiment, we expect a higher loading, which
would appreciably degrade the quality factor of these resonators. As discussed below, this
can be compensated for by optimizing the detectors to have a larger active volume.






Figure 6.3: a. Photograph of the dual-polarization test module. This module contains
44 dual-polarization LEKIDs. The conical horns (visible in photo) taper to a waveguide
that acts as a high-pass filter. At the exit of the waveguide is a choke to control crosstalk.
The incoming radiation is then absorbed by the detector, behind which is a λ/4 backshort.
b. Photograph of a dual-polarization test LEKID chip in the aluminum test package with
the horns removed.
the resonator as a function of blackbody temperature. The fractional frequency shift is
defined as x = (f − f0)/f0, where f and f0 are the measured resonance frequency at a
particular temperature and the maximum resonance frequency respectively. The blackbody
temperature is converted to incident power P0 by integrating from 127 to 170 GHz. We expect
the response of the detectors to follow a
√
P0 dependence. We instead see a linear response
in both resonators as shown in Fig. 6.4, which has been observed previously [McCarrick
et al., 2014, Hubmayr et al., 2015] and could be due to thermal quasiparticles or high-
frequency leaks. Both resonator designs corresponding to the two polarizations have similar
responses over the power range measured. We calculate a responsivity of 27 ppm/K and
22 ppm/K for the A and B polarizations, respectively, at 4 K. In terms of incident power,
these responsivities correspond to 16 ppm/pW and 12 ppm/pW.
The spectrum of the devices was measured using a millimeter-wave source. The source
frequency is swept from 140–165 GHz and piped into the cryostat through a rectangular
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(a) (b)
Figure 6.4: a. Plot showing the fractional frequency shift of both polarizations as a function
of incident power. The slope of the line, or the responsivity, is 16 ppm/pW and 12 ppm/pW
for the polarizations A and B respectively. This corresponds to 27 ppm/K and 22 ppm/K
with a 4 K blackbody load, respectively. The conversion from temperature to incident power
was calculated using a 127–170 GHz frequency band. b. The fractional frequency response
of both polarizations as a function of the frequency of the incident power. An electronic
millimeter-wave source is swept from 140 to 165 GHz. The source power is plotted for
reference in green, and there is good agreement between it and the fractional frequency
shifts of the detectors.
waveguide. The radiation is launched out of the waveguide oriented at 45◦ to the orthogonal
resonators, so both devices should receive equal amounts of power. The plot of the fractional
frequency response as a function of radiation frequency is shown in Fig. 6.4. The source power
is plotted for reference. The response of both detectors track each other well and also match
the spectrum of the source itself. The devices are currently undergoing Fourier-transform
spectroscopy (FTS) spectra measurements at Cardiff University.
Noise spectra of the detectors measured with the blackbody load temperature held at
3 K are shown in Fig. 6.5. The spectra for the resonators of both devices is flat from approx-
imately 1 Hz to 102 Hz. At low frequencies, fluctuations of the blackbody load temperature
cause an increase in the noise. More work needs to be done to determine the precise detector
low-frequency knee fk. The amplifier noise is subdominant to the detector noise. The noise
equivalent temperature (NET) of the devices is found from the device noise level and the
detector response. In the representative detectors shown in Fig. 6.5, the NET is calculated
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to be 36 µK
√
s and 52 µK
√
s for polarizations A and B respectively.
6.4 Continued work
Future work will include measurements of polarization selectivity and beam-mapping of all
detectors in the prototype array. We will also fully investigate the noise sources of the
devices.
The device design will be further optimized in future iterations. First, for ground-based
observations, the expected optical-loading requires a greater absorbing volume. We can
increase the volume while maintaining the matched optical impedance by making small
wiggles in the inductor and increasing the film thickness. Second, we aim to reduce the cross-
polarization response response by adding the chokes as originally designed. Additionally, an
adjustment to the absorber geometry directly under the horn aperture should decrease the
cross-polarization further.
As a demonstration of a LEKID array suitable for ground-based observations, we have
fabricated a hexagonal 271-element array based on the 20-element design discussed in this
chapter. The optimizations for ground-based devices discussed above have been incorpo-
rated. This array, to be read out with a single coaxial cable pair, will provide a demonstra-
tion of the high multiplexing factors achievable with LEKIDs. The corresponding horn array
has also been fabricated. As all elements of the optical and readout systems exist, this array
is in principle, deployable.
6.5 Conclusion
We have successfully demonstrated dual-polarization devices for millimeter-wavelengths.
The devices have flat noise within the device band and measured NETs of 36 and 52 µK
√
s
referenced to a 4 K load. The devices are responsive, with an optical responsivity of ∼20 pp-
m/K at a 4 K load. Initial tests show the two polarizations have similar responsivities. We
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(a) (b)
Figure 6.5: a. Representative noise spectra for a resonator of polarization A design. The
dotted line corresponds to a noise equivalent temperature (NET) of 36 µK
√
s referenced to
4 K. b. Representative noise spectra for a resonator of the orthogonal polarization B to that
in the left plot. The dotted line corresponds to a NET of 52 µK
√
s referenced to 4 K.
are currently performing measurements to determine the polarization selectivity. Further
optimizations to the detector design for ground-based observing have been implement in a
542-detector array that will be tested imminently. The large array will also allow the mul-
tiplexing capabilities to be further tested. The design presented here and initial test results






Lumped-element kinetic inductance detectors (LEKIDs) are an attractive technology for
millimeter-wave observations that require large arrays of extremely low-noise detectors. We
designed, fabricated and characterized 64-element (128 LEKID) arrays of horn-coupled, dual-
polarization LEKIDs optimized for ground-based CMB polarimetry. Our devices are sen-
sitive to two orthogonal polarizations in a single spectral band centered on 150 GHz with
∆ν/ν = 0.2. The 65 × 65 mm square arrays are designed to be tiled into the focal plane
of an optical system. We demonstrate the viability of these dual-polarization LEKIDs with
laboratory measurements. The LEKID modules are tested with an FPGA-based readout
system in a sub-kelvin cryostat that uses a two-stage adiabatic demagnetization refrigera-
tor. The devices are characterized using a blackbody and a millimeter-wave source. The
polarization properties are measured with a cryogenic stepped half-wave plate. We measure
the resonator parameters and the detector sensitivity, noise spectrum, dynamic range, and
polarization response. The resonators have internal quality factors approaching 1 × 106.
Credit: H. McCarrick, et al., Astronomy & Astrophysics, 610:A45 (2018). Reproduced with permission
from Astronomy & Astrophysics, c© ESO.
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The detectors have uniform response between orthogonal polarizations and a large dynamic
range. The detectors are photon-noise limited above 1 pW of absorbed power. The noise-
equivalent temperatures under a 3.4 K blackbody load are < 100 µK
√
s. The polarization
fractions of detectors sensitive to orthogonal polarizations are > 80%. The entire array is
multiplexed on a single readout line, demonstrating a multiplexing factor of 128. The array
and readout meet the requirements for 4 arrays to be read out simultaneously for a multi-
plexing factor of 512. This laboratory study demonstrates the first dual-polarization LEKID
array optimized specifically for CMB polarimetry and shows the readiness of the detectors
for on-sky observations.
7.1 Introduction
Lumped-element kinetic inductance detectors (LEKIDs) are planar, superconducting LC
resonators that are also photon absorbers. An absorbed photon with an energy greater
than 2∆, where ∆ is the superconducting gap, will break Cooper pair(s) increasing the
quasiparticle density nqp, dissipation, and kinetic inductance Lk [Day et al., 2003, Doyle
et al., 2008]. This results in a shift in the resonator quality factor Q and resonance frequency
f0, which is read out by monitoring a probe tone that is driving the device at its nominal
resonance frequency. Each LEKID has a unique resonance frequency set by the geometry
of the capacitor. This architecture naturally allows for frequency multiplexing because an
array of LEKIDs can be read out on a single transmission line.
Kinetic inductance detectors (KIDs) have been developed for a wide range of wave-
lengths [Calvo et al., 2016, McCarrick et al., 2014, Mazin et al., 2013, Swenson et al.,
2012]. Significant advances have been made in developing dual-polarization and multi-chroic
KIDS [Dober et al., 2016, McCarrick et al., 2016a, Johnson et al., 2016], demonstrating
photon-noise dominated sensitivity [Bueno et al., 2016, Flanigan et al., 2016, Hubmayr

















Figure 7.1: a. Schematic of a dual-polarization LEKID array element. Each array element
consists of two LEKID resonators sensitive to orthogonal polarizations. The resonators
sensitive to the two polarizations are shown in red and in blue. Each resonator consists of an
inductor and an interdigitated capacitor (IDC). The LEKID absorbs the incident radiation
in the inductor. The detectors are horn coupled and the aperture of the waveguide at the
end of the horn is shown as the dashed gray line. b. Photograph of the millimeter-wave
absorbers for a single array element. The inductors are ‘wiggled’ to increase the active
volume of the absorber and thus the dynamic range of the detectors. The meanders at
the end of polarization 2 (shown in red in panel a) are used to decrease the absorption of
cross-polarization. c. Photograph of the coupler and resonator capacitor. This photograph
is of a ∼100 MHz resonator that has a large capacitor that is visible in the top of the photo.
All detectors are capacitively coupled to, and read out on, a single transmission line. d.
Photograph of a single dual-polarization LEKID array element with ∼ 1 GHz resonance
frequencies. e. Photograph of a dual-polarization LEKID array. The white box highlights
a single array element, as shown in panel d. A single array consists of 64 elements (128
LEKIDs) fabricated on a 100 mm diameter silicon wafer. The arrays are diced into squares
and designed to be tiled to fill the focal plane of a telescope.
the far infrared (FIR) [Baselmans et al., 2017], and deploying arrays for astrophysical obser-
vations [Adam et al., 2017a, 2014, Szypryt et al., 2014].
In this chapter we describe the design and measured performance of dual-polarization
LEKIDs optimized for cosmic microwave background (CMB) studies. CMB experiments
are being designed to search for the divergence-free component of the polarization signal,
often referred to as the B-mode signal, which would provide strong evidence for inflation
after the Big Bang [Knox and Song, 2002, Seljak and Zaldarriaga, 1997, Kamionkowski
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et al., 1997]. The anticipated primordial B-mode signal is faint when compared with the
unavoidable photon noise in the CMB itself, and current instruments already use photon-
noise limited detectors [Stebor et al., 2016, Henderson et al., 2016, Posada et al., 2016,
Harrington et al., 2016, Grayson et al., 2016]. Therefore, to increase instrument sensitivity
going forward, the number of detectors must be increased, so scalable detector technologies
with high multiplexing factors are needed for next-generation CMB experiments [Abitbol
et al., 2017]. LEKIDs could be an attractive option for these next-generation experiments, so
we conducted the laboratory study described in this chapter to investigate their suitability.
In particular, we focused on measuring the sensitivity and polarization selectivity of our
design to see if it is viable, and we tested a multiplexing factor of 128 that advances the
state-of-the-art for CMB experiments.
The chapter is organized as follows: In Sec. 7.2.1, we present the detector requirements
and subsequent design. In Sec. 7.2.2, we discuss the optical coupling and array design. In
Sec. 7.2.3, we describe the experimental system. In Sec. 7.3, we present the tests undertaken
to characterize the detectors including measurements of the resonator parameters, optical
response, dynamic range, noise, and polarization selectivity. In Sec.7.4, we discuss the
measurement results.
7.2 Methods
7.2.1 Detector requirements and design
The dual-polarization LEKIDs are laid out in an 8 × 8 square array with a 7.8 mm pitch
(see Fig. 7.1e). Each array element consists of two resonators for a total of 128 LEKIDs
per array. The array element design is shown in Fig. 7.1. The two resonators are sensitive
to orthogonal polarizations for observation in a single spectral band centered on 150 GHz.
Each resonator consists of an inductor connected in parallel with an interdigitated capacitor












Figure 7.2: a. Photograph of the array module with the horn apertures visible. Conical
horns are used to couple the incoming radiation to the detectors. b. Cross-sectional view
of the horn array. Each horn feeds a cylindrical waveguide. At the waveguide exit a choke
is used to optimize the coupling between the horn and the detector, as shown in (c). The
LEKIDs are front-side illuminated. The detectors are fabricated on a 160 µm thick silicon
wafer. The wafer thickness sets the λ/4 backshort distance and the back side of the wafer
is covered with 100 nm thick Al, which acts as a backshort and ground plane. There are
pockets between the waveguides into which the spring-loaded pins that press down on the
detector array are epoxied. c. Cross-sectional view of the coupling between the horn and
one LEKID array element.
capacitance and thus each resonator has a unique f0. Therefore the detectors naturally lend
themselves to frequency multiplexing.
The arrays are fabricated on high-resistivity (> 10 kΩcm) silicon wafers. After the
detector processing steps are completed, the silicon is thinned to 160 µm by grinding the
back side of the wafer. As the final step, the arrays are diced into squares, which are designed
to be tiled. The total number of detectors in each array is therefore determined by the choice
of pitch and the decision to use 100 mm diameter wafers as the substrate.
The resonators are capacitively coupled to a 50 Ω microstrip transmission line. We chose
to metalize the back side of the wafer with a 100 nm thick aluminum (Al) film to provide a
ground plane for both the microstrip and the resonators and to optimize the millimeter-wave
coupling (see Fig. 7.2 and Sec. 7.2.2). The detectors and transmission line are made out of
a single Al film that is 25 nm thick. Wirebonds connect the Al microstrip to the rest of
the readout chain (see Sec. 7.2.3.2). We measured the critical temperature of the film to be
1.4 K.
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The absorbing element of the detector is the inductor. In our design, the geometry of
one inductor is a single, long trace in the shape of a hairpin, while the orthogonal inductor
is composed of two hairpins. We chose this architecture so the array can be fabricated with
a single film without crossovers.
The detectors are designed for ground-based CMB experiments which have an expected
loading of 1 to 10 pW. We started with straight inductors [Bryan et al., 2015, McCarrick
et al., 2016a] but found for this absorber geometry the resonator quality factor degraded
too rapidly as a function of absorbed power P . To retain sufficiently high Q under ground
based loading conditions, we increased the volume VL of the inductor. Solely increasing the
film thickness would decrease the surface impedance of the absorber, causing poor coupling
to the incoming radiation. Therefore, VL was tuned by ‘wiggling’ the trace in alternating
semi-circles as shown in the photograph in Fig. 7.1b. Wiggling the inductors allows us to add
more volume by increasing both the length and film thickness while maintaining a similar
effective surface impedance to the millimeter-wave radiation. The wiggles increase the length
of the inductors as compared with a straight meander by a factor of pi/2. To maintain the
surface impedance needed for high optical coupling, we made the film thickness 25 nm. The
detector response dx/dP is defined as the ratio of the change in the fractional frequency
shift
x = (f − f0)/f0 (7.1)
to the change in absorbed power. As a result of the increased volume, we expect dx/dP to
decrease as compared with the straight inductor for a given P .
The inductors are naturally polarization sensitive, preferentially absorbing radiation with
the E-field aligned to the inductor trace. Electromagnetic simulations2 were used to optimize
the design so that the two polarizations have similar absorption spectra. The simulations in-
cluded the detector and array design starting from the waveguide (see Sec. 7.2.2) through the
2ANSYS Electronics Desktop 2016
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array backshort (see Fig. 7.2). We found it necessary to meander the end of the polarization-
1 inductor (see Fig. 7.1) to minimize absorption of the cross-polarization. The simulated
absorption spectra and cross-polarization spectra are shown in Fig. 7.3.
We have designed arrays with resonance frequencies in the 100–200 MHz or 800–1200 MHz
bands. The arrays are fabricated with a stepper. Each stepper field contains a 2×2 sub-array
of dual-polarization LEKIDs, so an array is comprised of 16 stepper fields. The stepper fields
are exposed in a 4×4 array across the wafer to make the full 8×8 array of dual-polarization
LEKIDs. Each stepper field is exposed in two steps. First, the fixed portion of the design,
including the inductors, coupling capacitors, transmission line segments, and half of each
IDC structure, is exposed identically for each stepper field. A second stepper field including
the second half of the IDC structures is then exposed with a relative offset that varies across
the wafer. The capacitor lengths set by this relative offset increase linearly across the wafer,
resulting in a weakly quadratic frequency spacing across the readout bandwidth. Within
each stepper field, the resonance frequencies of the detectors are spaced maximally far apart
over the array readout bandwidth to decrease the likelihood of adjacent resonators coupling
to one another in frequency space [Noroozian et al., 2012]. The resonance frequencies for the
two polarizations are separated into a high and low band within the readout bandwidth of
the array.
Our LEKID readout system provides a bandwidth of 250 MHz at baseband frequencies
(0–250 MHz) or 500 MHz when using an IQ mixer to target readout frequencies in the
range 0.5–4.0 GHz. Although we are demonstrating a multiplexing factor of 128 here, our
design goal is to read out 4 modules with a single readout system so we are designing for
a future multiplexing factor of 512. To avoid collisions between detectors, we choose a
resonance frequency spacing of 10 times the resonance width. This choice means the Q of
the resonators needs to be > 104. The resonator quality factor Q is determined as































Figure 7.3: Simulated absorption spectra of the detectors sensitive to orthogonal polariza-
tions. The shaded region shows the maximum spectral band the detectors could cover. The
dotted black line shows the measured spectrum of the filter that defines the bandpass for
the experiments described in this chapter. The bottom plot shows the cross polarization
absorption of the detectors.
where Qi is the internal quality factor and Qc is the coupling quality factor. We chose Qc to
be approximately 2× 104 which is set by the value of the coupling capacitor (see Fig. 7.1).
These fabricated devices have Qi ∼ 105 under an optical load, which is higher than we
expected, so the coupling quality factor Qc predominately sets the total Q as Qi  QC.
Ideally, Qi = Qc under the desired optical load [Zmuidzinas, 2012], so in future iterations of
the design the coupling capacitance will be decreased.
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7.2.2 Detector array design
The absorption band is defined by metal mesh filters mounted in front of the horn apertures.
The bandwidth is defined by a band-pass filter with a measured spectrum from 140–170 GHz
as plotted in Fig. 7.3. For future tests or observations, it would be advantageous to use a
wider bandpass filter which more closely matches the absorption spectra of the detectors.
Additional low-pass and high-pass filters suppress out-of-band spectral leaks.
The detectors are fed with conicals horns that have a 7.8 mm aperture and a 20o flare
angle (see Fig. 7.2). One horn feeds one array element (two LEKIDs) so the horns are
arranged an 8 × 8 square array with a 7.8 mm pitch. The horns are designed to couple to
an F/2.5 optical system, which means the aperture diameter is 1.6 Fλ at 150 GHz.
The horn flare feeds a cylindrical waveguide with a 1.6 mm diameter. This waveguide
diameter has a cut-on frequency below the low-frequency edge of the spectral band defined by
the band-pass filter. We chose this diameter because it works well with a profiled-horn design
we are developing. Future LEKID modules will use these profiled horns because simulations
show the horn beam is more circular. A choke at the waveguide output optimizes detector
coupling and minimizes the lateral leakage of fields that can produce crosstalk between
detectors. A vacuum gap of 30 µm then precedes the LEKIDs. The 160 µm wafer thickness
sets the λ/4 backshort distance. The metalized ground plane on the backside of the wafer
also acts as the backshort, increasing the absorption efficiency of each LEKID.
The LEKID array is mounted to the bottom part of a two-part aluminum package, the top
of which is the horn array. The detector array is edge aligned against dowel pins mounted
in the bottom of the package. The same pins are used to co-align the horn array in the
package lid with the LEKID array in the package bottom. The array is held in place by
three beryllium-copper clips positioned in corners of the LEKID array. Small spring-loaded
pins3 epoxied4 into the package lid press down on the LEKID array in ten positions when the
3Mill-Max Manufacturing Corp. ED9000-ND
43M Scotch-Weld Epoxy Adhesive DP420 Black
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module is assembled. These spring-loaded pins help suppress vibrations in the array, which
can produce features in the noise spectra (see Sec. 7.3.3). To improve the heat sinking of the
silicon substrate, gold bars were patterned on the edge of the detector array and wirebonds
connect these bars to the package bottom.
7.2.3 Experimental system
7.2.3.1 Cryogenics
The experimental system is schematically depicted in Fig. 7.4. The detectors are mounted
inside a cryostat5 that uses a two-stage adiabatic demagnetization refrigerator (ADR) backed
by a two-stage pulse tube cooler (PTC). The PTC provides 45 K and 2.7 K temperature
stages, while the ADR provides a 0.7 K stage and a variable 60–300 mK stage. The detectors
are mounted on the variable, sub-kelvin stage.
7.2.3.2 Readout
The readout system used for this study is based on the open-source ROACH-2 board, which
hosts a Xilinx Virtex-6 FPGA. The ROACH-2 board6 is combined with an ADC/DAC
daughter board7 that provides two 12-bit ADCs and two 16-bit DACs, each capable of
synthesizing and analyzing signals with 250 MHz of bandwidth.
We have designed two varieties of LEKID arrays. For one variety, the frequencies are
designed to be in the range 100–200 MHz and the other in the range 800–1200 MHz. The
signals used to read out the lower-frequency 100–200 MHz resonators can be directly syn-
thesized and analyzed using the ADC/DAC board. In this case, the only additional analog
signal conditioning hardware needed is a variable attenuator and a warm amplifier. For
the higher frequency 800–1200 MHz readout band, quadrature mixers are added to up and
down-convert the baseband signals [Johnson et al., 2016].





















































Figure 7.4: Schematic of the LEKID test system. The LEKID readout is based on the
ROACH-2 board. The 100–200 MHz resonance frequencies of the LEKIDs allow us to use the
ADC/DAC at the baseband frequencies. For arrays with higher resonance frequency KIDs,
we use IQ mixers which are not shown here [Johnson et al., 2016]. The entire array is read out
on a single pair of coaxial lines. The millimeter-wave (MMW) sources are also shown. A half-
wave plate (HWP) mounted at 2.7 K and rotated with a cryogenic stepper motor modulates
the MMW radiation that enters the cryostat through a WR6 waveguide. The radiation
(140–165 GHz) can either be single frequency (coherent) or broadband (incoherent) [Flanigan
et al., 2016]. Additionally, there is a blackbody source made from Eccosorb, the temperature
of which can be controlled via a heater resistor.
The LEKID readout system uses a heterogeneous architecture, where the real-time signal
processing is split between the ROACH-2 board and the readout computer attached to
it. This architecture provides flexibility, allowing us to save time series at full bandwidth
(>10 kHz) for diagnostic purposes, as well as low pass filtered signals appropriate for the
bandwidth of signals expected while observing with a continuously rotating half-wave plate
(HWP) (<200 Hz) in a deployed instrument.
7.2.3.3 Millimeter-wave sources
The system to optically characterize the LEKIDs consists of three main components: (i) a
variable blackbody source, (ii) an electronic millimeter-wave (MMW) source that can produce
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broadband or coherent radiation, and (iii) a stepped HWP. A diagram of the optical layout
is shown in Fig. 7.4.
The blackbody load is a beam-filling piece of Eccosorb absorber (13 mm thick), which
is anti-reflection (AR) coated with etched Teflon (380 µm thick). It is weakly thermally
coupled to the 2.7 K stage. The blackbody temperature Tbb can be adjusted from 3–9 K
using a resistive heater.
The MMW source is mounted outside the cryostat. A WR6 directional coupler splits
the source signal. Radiation from one port is routed into the cryostat via WR6 waveguide
and then launched from a conical horn through the HWP. Radiation from the second port is
used to continuously measure the power emitted by the source Ps using a calibrated zero-bias
detector (ZBD). The MMW source can be operated in broadband mode (140–165 GHz) or
continuous wave mode [Flanigan et al., 2016]. In continuous wave mode, the frequency of
the single tone can be swept.
The polarization orientation of the source signals can be rotated with the stepped HWP.
The HWP is sapphire (3.2 mm thick) with fused silica AR coatings (0.28 mm thick). The
HWP is rotated by a cryogenic motor mounted at 2.7 K controlled by an Arduino-based
system at room temperature. After the HWP, Eccosorb, which is mounted on an aluminum
thermal bus, acts as an 11 dB attenuator for the millimeter-radiation. The Eccosorb therefore
acts both as the blackbody source and as an attenuator in the path of the radiation from
the MMW source. The capabilities of this system allow us to measure the detector noise
spectra, responsivity, absorption spectra, and polarization selectivity.
7.3 Results
The experiments described in the following section refer to a single 128 resonator array with
resonance frequencies that fall between 110–170 MHz. We performed a sequence of cryogenic
cooldowns in the following configurations: (i) the horn array was removed and an aluminum
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Figure 7.5: a. Frequency sweep across the array. Each dip in transmission corresponds to
an individual resonator. The total resonator Q is dominated by Qc and is in the range of 10
4
across the array as designed. The internal quality factors Qi approach 1×106. b. Resonance
of a single LEKID responding to increasing optical power. The quasiparticle density nqp
increases with optical loading, causing a shift in f0 and Q.
plate closed the package, (ii) all horn apertures were illuminated by the sources, and (iii) all
but one horn aperture was covered.
7.3.1 Resonator characterization
For the first test, the detectors were enclosed in a sealed box and not illuminated by any of
the aforementioned sources. The temperature of the array was held at 120 mK. We measured
S21, the forward scattering parameter, across the array, as shown in Fig. 7.5 and identified
the resonance frequencies. This S21 measurement revealed 100 out of 128 resonators for a
78% yield.
Each resonance is fit to the equation







where Qc is the complex coupling quality factor, Q is the resonator quality factor, x is
the fractional frequency shift (Eq. 7.1), and we have omitted an overall phase term for
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clarity [Khalil et al., 2012]. The resonators have Qi approaching 10
6 and Qc in the range of
104 as designed.
We set the probe-tone power slightly below the bifurcation level to strike a balance
between suppressing the amplifier noise and ensuring the detectors remain in a linear regime.
To determine the bifurcation level of the detectors, we measured S21 and collected time-
ordered data (TOD) at different probe-tone attenuations. For the dark configuration, the
detectors bifurcate at approximately -105 dBm.
In a subsequent cryogenic cooldown, with the horn array installed, we measured the
resonator quality factors. The horn apertures faced a beam-filling 3.4 K blackbody load.
Under these loading conditions the median internal quality factor Qi is 3 × 105 and the
median resonator quality factor Q is 3 × 104. These quality factors meet the requirements
for a 512 multiplexing factor (see Sec. 7.2.1).
7.3.2 Blackbody response
We measured the responsivity of the detectors dx/dTbb with the blackbody load, where Tbb is
the blackbody temperature. The absorbed power P can be related to Tbb by integrating the
Planck equation over the spectral band. In the regime above 3 K the relationship between
P and Tbb is approximately linear. At low P the relationship between x and P is linear. At
high P , x ∝ P 1/2 [Flanigan et al., 2016] and therefore dx/dP ∝ P−1/2.
The fractional frequency shift x is plotted as a function of Tbb for both detectors in a single
array element in Fig. 7.6a. The blackbody temperature is stepped from 3.4–7.0 K. We find the
data for both polarizations is well fit by a line with a slope of approximately 2 ppm/K, which
is the responsivity. Across the array, the median responsivity is 2.7 ppm/K with a standard
deviation of 0.7 ppm/K as shown in Fig. 7.6c. Previous iterations of dual-polarization
detectors with straight inductors and smaller inductor volumes had responsivities between
12 and 16 ppm/K [McCarrick et al., 2016a]. The increase in inductor volume with the
wiggled design has effectively lowered the responsivity and increased the dynamic range
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(more in Sec. 7.3.6).
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(d)
Figure 7.6: a. Fractional frequency response (∆f/f0) for a pair of LEKIDs plotted as
function of the blackbody load temperature. The response of the two resonators sensitive
to orthogonal polarizations is approximately 2 ppm/K and linear. b. Noise spectra for
detectors sensitive to orthogonal polarizations under a 3.4 K blackbody load. The fits of the
noise spectra are plotted in solid black. The noise in both detectors is similar in shape with
the white noise rolling off at approximately 700 Hz. The device noise is plotted as the dashed
line and is used in combination with the response of the detectors to calculate the NET. The
NETs referenced to 3.4 K for polarization A and B are 68 and 69 µk
√
s respectively. c.
Histogram of the responsivity of the detectors across the array. The data is for 78 detectors
that were read out automatically using our readout software. When read out automatically,
the number of detectors with usable data is primarily defined by how many readout tones
land sufficiently close to the targeted resonance frequencies without further refinement. d.
Histogram of the device noise level for 78 detectors across the array.
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7.3.3 Noise spectra and NET
We measured the noise properties of the detectors by recording TOD with the probe-tone
frequencies fixed at the resonance frequencies determined by S21 measurements. The res-
onator model (Eq. 7.3) is used to transform the TOD into fluctuations in resonance frequency
and dissipation δQ−1. We then calculate the power spectral densities (PSD) for both the
fractional frequency and dissipation fluctuations, which we refer to as Sxx and Syy, respec-
tively. In practice we use the fractional frequency data because it is more responsive than








where Sw is the white-noise level, Samp is the amplifier noise level, fk is the low-frequency
noise knee, and fr corresponds to the high frequency roll off.
Typical measured detector noise spectra for both polarizations under a 3.4 K blackbody
load are shown in Fig. 7.6b. Thirty seconds of TOD were collected with the sub-kelvin stage
temperature regulated but the PTC off to eliminate mechanical vibrations. The module
temperature was stable during the measurement but the radiation environment in the cryo-
stat detectably changed. The noise spectra are therefore calculated from TOD detrended
with a 2nd degree polynomial. The white noise levels Sw for this detector pair are 5 and
9 × 10−20 Hz−1. We find that the noise spectra do not show detectable f−α dependence
in our measurements. TLS noise is expected to have a f−0.5 dependence [Noroozian et al.,
2009], so any TLS noise in our devices would have an fk below 0.5 Hz. At high frequen-
cies, the spectrum rolls off at approximately 700 Hz, which is consistent with the resonator
bandwidth br = f0(2Q)
−1.











where the device noise level is defined as Sd = Sw +Samp. The latter two terms are found by
fitting Eq. 7.4 to the measured noise spectra. The factor of 1/
√
2 comes from the Nyquist
sampling frequency. Taking the steps described in Sec. 7.3.2, we measure dx/dTbb. We find
that the NETs are 68 and 69 µK
√
s referenced to 3.4 K for the two polarizations as shown
in Fig. 7.6b.
The median white noise level Sw across the array is 6.5 × 10−20 Hz−1 and the median
device noise level Sd is 1.1×10−19 Hz−1 as shown in Fig. 7.6c. When fitting the noise spectra
across the array, we use the frequencies above 100 Hz due to spikes at low frequencies in
some resonators, which are caused by mechanical vibrations. To better understand how
mechanical vibrations couple to the detector array, we took x TOD from all of the detectors
and conducted a spectral coherence analysis. We calculate the coherence estimator as Cuv =
|Suv|2(Suu Svv)−1, where u and v represent different detectors, and Suv represents the cross
spectrum of the fractional frequency fluctuations from two detectors. We initially found
strong coherence in features across the bandwidth of the detectors. We hypothesized that the
thickness of silicon wafer (160 µm) in combination with the large surface area (65× 65 mm)
caused the array to be sensitive to mechanical vibrations. To test this hypothesis, we installed
the aforementioned spring-loaded pins in the module in an effort to suppress any vibrations
in the substrate. After the spring loaded pins were installed, we found a large decrease in
the coherence. However, there is still some detectable coherence below 100 Hz, which means
the vibration suppression technique works but still needs further development.
7.3.4 Quasiparticle lifetime
The quasiparticle lifetime τqp was measured by taking TOD at a higher-order resonance
(∼ 1 GHz) while the detectors were illuminated by a constant 3.4 K blackbody background
load and the external MMW source. It is necessary to use a higher-order resonance because
the resonator ring-down time is τr = (2pibr)
−1 = Q(pif0)−1, which is longer than τqp for
the 100 MHz resonances. For this test, the MMW source emits 148 GHz radiation, which
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Figure 7.7: a. Resonator response to a 122 Hz chopped signal. The TOD has been folded
and averaged. We use a higher mode resonance (∼ 1 GHz) of the LEKID to measure the
quasiparticle lifetime. We fit the tail of the falling edge to an exponential model to find the
quasiparticle lifetime τqp = 111 µs. The fit is the red line. b. Detector NEP as a function of
absorbed power. Plotted in the blue dashed line is the expected photon noise for coherent
radiation which is shot noise and GR noise in equal parts. The limiting NEP0, at the lowest
powers, is approximately 2× 10−17 W/√Hz. The devices are photon noise dominated above
approximately 1 pW of absorbed power.
transmits through the Eccosorb, and is switched on and off at 122 Hz with a PIN diode. The
switching time of the PIN diode is fast (10 ns) compared to the LEKID response time, so
any time constant associated with the MMW source is negligible. The TOD is then folded
and averaged, the results of which are plotted in Fig. 7.7. The tail end of the falling edge of
the averaged TOD is fit to an exponential model in order to estimate τqp [Baselmans et al.,
2017, 2008]. The fit yields τqp = 111 µs.
7.3.5 Crosstalk
We define crosstalk as the response of a detector to a mechanism other than the absorption of
radiation from its associated horn. The crosstalk is measured with all horns but one covered
with aluminum tape, leaving a single array element (one LEKID pair) illuminated. The
array is illuminated by the same chopped MMW source and background load as described
in Sec. 7.3.4. In practice, we quantify the crosstalk as the relative response of each dark
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detector to that of the illuminated pair. All the detectors, both illuminated and dark, are
simultaneously read out. At the highest incident power levels the MMW source can emit
(where P ∼ 10 pW) the optical crosstalk is below −20 dB, which suggests the RF choke
works well.
7.3.6 Dynamic range
We determined the dynamic range of the detectors. The detectors were illuminated with
both the blackbody source, from which we obtain x as a function of Tbb, and the MMW
source, from which we obtain x as a function of Ps, where Ps is the power emitted by the
MMW source. Thus, Ps can be related to Tbb, and we can find an equivalent brightness
temperature Ts for the MMW source. This is advantageous because the MMW source can
emit higher brightness temperatures than the blackbody, which starts to appreciably heat
the sub-kelvin stage for Tbb > 9 K.
The quality factor and noise of the detectors are measured as a function of brightness
temperature from the MMW source. Two metrics are used for the dynamic range: (i) the Q
remains sufficiently high for the multiplexing requirements and (ii) the detector noise remains
clearly elevated above the amplifier noise in the noise spectra. The detector noise remains
separated from the amplifier noise, up to the highest brightness temperature of the MMW
source, which is equivalent to approximately 90 K. Similarly, we find that Q > 1× 104, the
minimum required for the desired multiplexing factor, for all accessible Ts. For instance,
for one resonator, Q changes from 7.0 × 104 to 4.5 × 104, while Qi decreases from 9 × 105
to 1 × 105 over the entire Ts range. This puts a lower limit on the maximum brightness
temperature the detectors can observe at 90 K.
7.3.7 NEP
We measured the absorbed noise equivalent power (NEP) as a function of absorbed power
using the method from Flanigan et al. [2016]. The detectors were illuminated through the
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Figure 7.8: a. Normalized detector response as a function of HWP angle for a detector
pair with detectors that are sensitive to orthogonal polarizations. The blue points and
line correspond to polarization A and the green to polarization B. The data is for a single
incident frequency at 147 GHz. The plotted data points have been filtered to show only the
DC and fourth harmonic components. b. Detector response as a function of HWP angle
and MMW source frequency for the same two detectors. The responses of the polarization
A and B detectors are shown in the left and right panels, respectively. The response is
peak normalized for each frequency and the colorbar scale goes from blue to red. Fine-scale
frequency structure is assumed to be caused by multipath reflections in the experimental
setup. c. Polarization fraction and angle as a function of frequency for the two detectors.
The left panel shows the polarization fraction (PF) in blue and polarization angle (PA) in
gray for the polarization A detector. The right panel shows the PF in green and PA in gray
for the polarization B detector. The PF is computed by fitting the fourth harmonic and
DC components to the data in (b), as described in the text. The relative phase between the
HWP response of the two detectors is 179.8o, corresponding to 89.8o in polarization angle.
d. Spectral response of the two detectors at the HWP angle giving maximum response for
each detector. The rolloff above 160 GHz is due to a filter in the MMW source. Much of
the frequency structure is likely due to the MMW source and reflections in the experimental
setup. The frequency structure is very similar between the two detectors.
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Eccosorb by coherent radiation at 148 GHz from the MMW source. The source power
Ps was varied and at each power level we measured the detector noise and the fractional
frequency shift x. We numerically calculated dx/dPs to determine the desired responsivity.









where Sw is the white noise level obtained by fitting Eq. 7.4 to the measured noise spectrum.
The theoretical NEP in the photon-noise limited case is
NEP2t = 2hνP + 2hνP (ηno) + 4∆P/ηpb, (7.7)
where P is the absorbed power, ∆ is the superconducting energy gap, no is the photon
occupancy number and ηpb is the pair-breaking efficiency of the absorbed radiation. The
first two terms are inherently due to photons and are respectively called the shot noise and
the wave noise. Coherent radiation will produce only shot noise. The third term is due to
the quasiparticle recombination rate and is referred to as recombination noise. We rewrite
the theoretical NEP as referenced to the source as
NEP2s = 4hνPs/ηs + 2P
2
s /B + NEP
2
0, (7.8)
where ηs is the absorption efficiency of the detector as referenced to the MMW source power.
Here, we have made the substitutions ηpb = 2∆/hν [de Visser et al., 2015] and P = hνηnoB,
where B is the bandwidth of incident radiation. We have also added in a constant term
NEP0 which refers to the limiting NEP.
For one representative detector, we fit the coherent data as referenced to the source power
Ps to the expected NEPs model. Using ν = 148 GHz, we find ηs = 5.8 × 10−7. We use the
ηs parameter to calculate the absorbed NEP as a function of absorbed power P , which is
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plotted in Fig. 7.7. We see NEP ∝ P 1/2 when P > 1 pW, signifying that the detector
is photon-noise limited and detecting shot noise from the coherent radiation. The limiting
NEP level is approximately 2×10−17 W/√Hz, similar to the NEP expected from a 3 K load.
7.3.8 Polarization response
The polarization selectivity of the devices was characterized using a stepped HWP measure-
ment, as is schematically depicted in Fig. 7.4. Purely linearly polarized MMW radiation is
brought into the cryostat on a WR6 waveguide. This signal is then emitted from a conical
horn and the emitted beam passes through the HWP, which is mounted directly in front of
the horn aperture. The HWP is rotated in 3.6o steps through one full rotation. At each orien-
tation we measured the fractional frequency response x and found that the response showed
four cycles of a sinusoid for every rotation of the HWP as expected (see Fig. 7.8a) [Johnson











Here, I(nf) corresponds to the intensity of the nth harmonic and I˜(nf) corresponds to the
intensity of the nth harmonic as computed by the discrete Fourier transform (DFT). We are
able to calculate the intensity of the harmonics using a DFT as the measurements are taken
at evenly spaced intervals over a complete period. For a single frequency at 147 GHz, we find
the PF is approximately 89%. We expect this PF to be a lower bound on the polarization
selectivity as we do not correct for cross-polarization induced in the setup, such as from the
HWP or conical horns.
To measure the PF as a function of frequency, at each HWP orientation the incident
MMW radiation frequency is swept from 140–165 GHz in 195 MHz steps. The results are
plotted in Fig. 7.8b. We clearly see the two detectors are out of phase by approximately
180◦ across the spectral band, which is expected if the detectors are sensitive to orthogonal
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polarizations.
The response taken at the HWP angle that produced the maximum response is plotted at
a function of incident MMW frequency in Fig. 7.8c. The median polarization fraction is 82%
and 87% for polarizations A and B, respectively. The detectors are sensitive to orthogonal
polarizations and have median responses 179.8o out of phase corresponding to a polarization
angle of 89.9o.
The spectral response of a pair of detectors fed by the same horn is plotted in Fig. 7.8d.
The maximum response is taken at each incident MMW frequency. The response of both
polarizations is similar across the entire MMW band. It is likely that the small scale structure
in the spectral response is a systematic effect caused by the MMW source and reflections in
the experimental setup.
7.4 Discussion
Future CMB experiments will require additional spectral bands and this dual-polarization
LEKID design is directly scalable to other frequencies. While aluminum is sufficient for
frequencies of 100–300 GHz, other materials can be used with the same design for both
lower and higher spectral bands. For instance, materials such as aluminum manganese with
a gap energy suitable for photons with frequencies < 90 GHz are currently being demon-
strated [Jones et al., 2017]. For higher frequency bands, like FIR, materials such as TiN are
routinely used [Hailey-Dunsheath et al., 2016, Diener et al., 2012, Dober et al., 2016]. Arrays
of our design, scaled and fabricated with different materials, could be used to cover the en-
tire bandwidth necessary to fully characterize the CMB and galactic foregrounds. The same
design with small modifications could also be used for millimeter-wave observations from
space. We expect approximately 0.3 pW of loading in space as compared to approximately
10 pW at ground-based observatories [Johnson et al., 2015]. The lower loading conditions
would require only a change to the inductor volume to tune the response and dynamic range.
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In these tests we have demonstrated a multiplexing factor of 128, the number of detectors
that can fit on the 100 mm diameter substrate. When populating a focal plane, up to 4 arrays
can be tiled and connected so only a single pair of cables and one ROACH-based readout is
needed for a multiplexing factor of 512. For this multiplexing scheme, each array in the focal
plane would have detectors with unique resonance frequencies within the readout bandwidth.
We are working on a number of related projects. First, the number of detectors per
array is being increased. For the higher detector density, we have designed and fabricated
hex-packed arrays of dual-polarization LEKIDs fabricated on 100 mm silicon wafers with a
4.8 mm pitch. This detector density allows for 542 resonators per module. We are in the
early stages of testing these arrays. Second, we are developing dual-polarization LEKIDs,
which could be used for terrestrial imaging. The terrestrial imaging detectors are the same
design as presented in this chapter but with a larger absorbing volume achieved by increasing
the film thickness. Third, we are considering ways to use these detectors for other ground-
based, millimeter-wave astrophysical studies such as observations of star forming regions and
the Sunyaev-Zel’dovich effect [Svoboda et al., 2016, Abazajian et al., 2016].
Subsequent iterations of the dual-polarization modules will further optimize the optical
coupling scheme. The horns should either be profiled, the baseline design for these detectors
going forward, or corrugated. For expediency, conical horns were used in the tests outlined
in this chapter. The optical coupling will be improved with either of these horn designs.
Thermal contractions can cause optical misalignment in the array. HFSS simulations show
misalignment can reduce optical efficiency while also increasing cross-polarization. Although
we cannot probe the efficacy of the current alignment method (edge alignment) future it-
erations could use a pin and slot method which may better constrain the motion of the
array.
The detector yield and the uniformity of the resonance frequency spacing could be in-
creased. Currently, the detector yield is greater than 75%, however this should be able to
reach close to 100%. Non-uniformities in the device metal could cause resonance frequencies
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to shift or opens in the resonator circuits. Some of the 160 µm thick wafers have cracked
during cryogenic cycling, so we are developing ways to make the arrays more mechanically
robust by, for example, bonding them to thick handle wafers.
7.5 Conclusion
The dual-polarization LEKID array we have demonstrated in this study is the first for
millimeter wavelengths and the first optimized for ground-based CMB polarization studies.
In this chapter, we have presented the design and characterization of the dual-polarization
LEKIDs. The array of LEKIDs optimized to observe a 150 GHz spectral band is comprised
of detector pairs sensitive to two orthogonal polarizations. The detectors have high internal
quality factors which reach 1 × 106. The detectors are shown to have low-noise with an
NET < 100 µK
√
s under a 3.4 K load for the two polarizations. The detectors have uniform
response between polarizations. The detectors have a large dynamic range and were not
saturated up to a brightness temperature of 90 K. We demonstrate that the detectors have
low crosstalk, below −20 dB. We demonstrate that within a single element, the LEKIDs
sensitive to orthogonal polarizations have high polarization selectivity for millimeter-wave
radiation at 82% and 87% across the 140–165 GHz band. We show that the detectors are
photon-noise limited above 1 pW of absorbed power.
The entire array is read out on a single coaxial line and the 128 multiplexing factor is
higher than commonly used by current CMB experiments. The detectors and readout are
designed to be straightforwardly increased to a multiplexing factor of 512. Additionally, the
detectors are fabricated from a single layer of aluminum. The relatively simple fabrication
process is a crucial strength of these devices as the next generation of CMB experiments
will need a large increase in detector count. These results show that the dual-polarization
LEKIDs are ready for an on-sky demonstration in a ground-based CMB polarimeter.
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Appendices
Four appendices are relevant to this work. One, we present an example of an HFSS simulation
used to optimize the detector design in Appendix D. Two, we discuss the technical design
considerations that went into the focal plane modules in Appendix E. Three, we have included
a photograph of the testbed used in Appendix F for clarity. Four, we have been exploring




Data analysis of SZE observations
with NIKA2 on the IRAM 30m
telescope
In this chapter, I report on the initial analysis of NIKA2 observations of the galaxy cluster
Abell 2443. First, I describe the scientific motivation and the instrument used for the
observations (Sec. 8.1). Second, I present the initial analysis steps performed on each scan
(Sec. 8.2). Third, I present the different data reductions and present preliminary maps of
the galaxy cluster (Sec. 8.3). Fourth, I remark on our findings and future work (Sec. 8.4).
8.1 Introduction
Measurements of galaxy clusters can potentially yield both cosmological and galactic in-
formation. Typically, CMB survey experiments with relatively narrow beams can detect
many galaxy clusters [Hilton et al., 2018, de Haan et al., 2016] but cannot resolve them.
These statistical samples of the clusters tell us about the distribution of matter in the uni-
verse [Carlstrom et al., 2002] as the SZE is a tracer of galaxies. In particular, the SZE is
insensitive to redshift and thus the mass distribution in the universe at high-z can be mea-
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sured [Carlstrom et al., 2002]. Separate, resolved measurements of the galaxy clusters can
offer complementary and, at times, clarifying information. Resolved tSZE measurements
of a cluster can reveal the physical structure and dynamical state. The tSZE signal can
be boosted in colliding clusters; this can bias the mass-tSZ scaling ratio, which is used in
cluster cosmology. Thus, resolved measurements are important in that they can reveal if a
galaxy cluster is not in equilibrium. The resolved kSZE has been measured only recently
[Mroczkowski et al., 2012, Sayers et al., 2013]. kSZE measurements can uniquely measure
the peculiar velocities of the cluster and intracluster gas. These measurements can be used
to test other aspects of physics, such as providing constraints on dark energy and a check on
general relativity [Bhattacharya and Kosowsky, 2008, Kosowsky and Bhattacharya, 2009].
The galaxy cluster Abell 2443 was recently identified as a candidate colliding cluster
through X-Ray measurements [Clarke et al., 2013]. Abell 2443 is a low-z cluster with z =
0.108. Measurements of this cluster in the millimeter-wave regime could confirm the relative
velocities measured in the X-ray. If the kSZE is measured in the cluster, we will be able to
extract the peculiar cluster velocities. Ultimately, this could lead to a check that the cluster
properties are consistent with the ΛCDM model, like was done for the Bullet Cluster [Clowe
et al., 2006, Lee and Komatsu, 2010, Thompson et al., 2015].
Observations of Abell 2443 were taken with the NIKA2 instrument on the IRAM 30 m
telescope [Catalano et al., 2016], which is depicted in Fig. 8.1a. The NIKA2 focal plane uses
LEKIDs as detectors and one is shown in Fig. 8.1b. This is the only fielded millimeter-wave
KID instrument. The devices are designed to absorb two polarizations in a single spectral
band (i.e. are not inherently polarization sensitive). There are polarizers in the instrument,
which direct a single polarization to any one array. NIKA2 has two spectral bands centered
on 150 and 260 GHz. There is a single polarization sensitive array at 150 GHz (array 2),
and two arrays sensitive to orthogonal polarizations at 260 GHz (arrays 1 and 3). These
bands are well suited for SZE observations, as the signal appears as a decrement at 150 GHz
and an increase at 260 GHz relative to the CMB, as the photons gain energy through
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inverse Compton scattering. Measuring the kSZE signal requires not only observation of the
decrement at 150 GHz but also observations at the high frequency band at 260 GHz, in order
to disentangle it from the tSZE. The beam size of NIKA2 is 17.7” at 150 GHz and 11.2” at
260 GHz. The field of view (FOV) of NIKA2 is 6.5’. These properties – a wide FOV with
high angular resolution – are desirable for making resolved maps of the tSZE and kSZE.
8.2 Analysis
To check the quality of the data, we first analyze a single scan (20171025s261) with code
we developed. The scan is performed in a raster pattern. The scan size is approximately
10′ × 5′, where the dimensions respectively correspond to azimuth and elevation. We define
the scan size as the distance a single detector moves in azimuth and elevation. Each scan
consists of 35 subscans, which are a single line of the raster along azimuth. Each subscan
has a 20′′ increase in elevation as compared to the previous subscan. Between the subscans,
there is a turnaround time when the telescope is changing directions outside the 10′ target.
The timestream of a single detector is seen in Fig. 8.2a. Large scale structure and vari-
ations in loading are seen over this representative scan. The majority of this loading comes
from atmospheric emission and is mostly common to the detectors. Thus, it is necessary to
reduce the data to remove this correlated signal and recover the astronomical information.
8.2.1 Reduction steps
The steps in this section describe the data reduction. The steps are similar to those described
in Korngut et al. [2011]. The data reduction takes places after a preprocessing routine from
the consortium pipeline, which returns four structures called data, kidpar, info, and param.
The data structure contains the time-ordered information (TOI) or timestreams (see example
in Fig. 8.2a) of the detectors, which have been preprocessed. Specifically, the TOI have been




Figure 8.1: a. Cross-sectional view of the NIKA2 cryostat. There are three arrays: array 2
is sensitive to 2mm (150 GHz) radiation and arrays 1 and 3 are sensitive to 1 mm (260 GHz)
radiation. Figure from Catalano et al. [2016]. b. Photograph of a NIKA2 pixel. The NIKA2
detectors are LEKIDs and each pixel is polarization insensitive. The polarization is split
before the arrays. NIKA, the predecessor to NIKA2, and NIKA2 are the first millimeter-
wave instruments on-sky. The arrays are bare-arrays, as in without horn or lens coupling.
Figure adapted from Adam et al. [2017a]. c. Plot of SZE constraints from Adam et al.
[2017b] from a subcluster in the galaxy cluster MACSJ0717.5+3745. The observations for
these constraints were conducted with NIKA. The best fit tSZE is shown in blue and kSZE
in orange. The two together are plotted in grey, and the data points from NIKA are shown
as black dots. This is one of the few resolved measurements of the kSZE. NIKA2 has better
sensitivity than NIKA so similar measurements should be possible with NIKA2. NIKA2 will
attempt to measure the tSZE in 50 high red-shift clusters (z > 0.5) [Macias-Pe´rez et al.,
2017]. Figure from Adam et al. [2017b]. d. X-ray image of the galaxy cluster Abell 2443
from Chandra. Recent analysis of Abell 2443 using Chandra data has revealed a possible
merger [Clarke et al., 2013]. In this research, we are trying to verify and directly measure the
intracluster velocity via the tSZE in the millimeter-wave regime with NIKA2 observations.
We also hope to measure a similar kSZE signature as shown in panel c. Figure adapted
from Clarke et al. [2013].
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(a) (b)
Figure 8.2: a. Preprocessed timestream of a single detector shown over one scan, which is
approximately 400 s. b. Common mode timestreams from the three arrays. The common
mode is calculated here by taking the median of all the detectors in the array. As expected,
the 1 mm arrays (arrays 1 and 3) have a much greater range than the 2 mm array (array 2)
as atmospheric loading is higher at the shorter wavelength.
have been assigned, which reflect relatively straight-forward issues like glitches. Throughout
the reduction steps, we pay attention to flags, excluding detectors when necessary.
The reduction steps are as follow:
1. Common mode calculation
The common mode (CM) for each array is calculated as the average of the TOI from
detectors within each array (see Fig. 8.2b). We calculate the CM using both the mean
and median, and use the median for all subsequent calculations.
2. Linear correction to common mode
The detector TOI are each fit with a line to the CM of their respective array. An
example is shown in Fig. 8.3a. The coefficients of the fit show how well the initial flat-
field in the preprocessing calibrated the detectors. A histogram of the fit coefficients
are shown in Fig. 8.3b. The TOI are then corrected using the results of the fit, yielding
corrected TOIc, as shown in Fig. 8.3c. We check how well the array CM describes each




Figure 8.3: Plots illustrating the technical steps and results for reducing the data. a. A
detector timestream plotted against the array common mode. The timestream is fit to the
common mode, which is shown in blue. The coefficients of the fit reflect the accuracy of the
initial preprocessing flat-field. b. Histogram of the 1st order coefficient of the linear fit for
all the detectors in the arrays. c. Plot of a detector timestream before and after the linear
correction has been applied. d. Histogram the correlation between the common modes and
the detector timestreams after the linear correction has been applied.
3. Common mode subtraction
We subtract the CM from each of the corrected TOIc, which yields TOIs. Fig. 8.4a
shows a plot of CM, TOIc, and TOIs for a single detector. After the CM has been
subtracted from the timestream of each detector, the majority of the atmospheric
fluctuations have been removed.
4. Polynomial subtraction from subscans (detrending)
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We fit a 1st order polynomial to each subscan of each detector, excluding the turnaround
time, and subtract the polynomial from the detector timestream, yielding TOId. This is
plotted in Fig. 8.4b. The detrending accounts for variations between detectors, whereas
the CM accounts for atmospheric fluctuations that all the detectors observe. An ex-
ample for a detector timestream over the entire scan both before and after detrending
is plotted in Fig. 8.4c.
8.2.2 Data quality metrics
In order to quantify the quality of the data from each detector and overall, we use the
following metrics:
1. Noise spectral density
We calculate the amplitude spectral density, or the square root of the power spectral
density (PSD), of the detectors using a FFT. The detector noise spectra are expected to
be well described by two components. One, there is a low frequency (1/fk)
α component,
with a knee at fk. Two, there is white noise above fk.
The noise spectral density at various stages of the reduction are shown in Fig. 8.5a. The
PSD of TOIc, or the timestream without the CM subtracted, shows a 1/f component
with a high α that dominates the spectra. The PSD of TOIs, or the common mode
subtracted timestream, makes fk more apparent and results in a lower α. After a
polynomial is subtracted from the timestream of each subscan, the PSD of the entire
scan shows low frequency noise below the white noise level. In this case, we have
effectively high-pass filtered the data, removing information below the inverse of the
time of a subscan.
2. RMS
We calculate the standard deviation of each detector across the scan, excluding turnaround
times. This allows us to quantify the noise in each detector, which will propagate to
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(a) (b) (c)
Figure 8.4: a. Plot of the array common mode (red), the linearly corrected TOI (black), and
the common mode subtracted TOI (blue) across a scan. b. Plot of one subscan (black) that
has had the common mode subtracted. A first order polynomial is fit the subscan (red) and
then subtracted to produce a detrended subscan timestream (blue). This is done for each
subscan for each detector. c. Plot of a scan before (black) and after (blue) the subscans
have had a first order polynomial fit out.
the noise of the maps. The RMS of each detector is shown at different stages of the
reduction in Fig. 8.5b.
We find that array 2 at 2 mm has the lowest variance. The 1 mm arrays are appreciably
noisier, with array 1 more so than array 3. From this initial analysis, it appears that the
2 mm data should be fairly robust.
8.2.3 Comparison with consortium pipeline
We compare the noise spectra calculated with the steps above to that of the consortium
pipeline in Fig. 8.5c. We compare the RMS of the detectors after our reduction to that of
the consortium pipeline in Fig. 8.5d. The consortium pipeline correlates all the detectors
with one another and uses highly-correlated detectors to create common modes for specific
blocks of detectors. High correlation between detectors could be due to a number of factor,
including common readout electronics, crosstalk, or spatial proximity. This additional step




The purpose of the data reduction is to remove the atmospheric signal and to find the signal
due to the astronomical objects. The reduction steps each have an effect on the final maps.
The CM subtraction removes information on scales larger than the FOV. This includes
removal of any common astronomical signal as well. We expect this to be the case for this
analysis, as the cluster extends beyond the 6.5′ FOV. The subtraction of a polynomial from
each subscan also removes information larger than the subscan length divided by polynomial
order. In this case, we fit a first order polynomial to each timestream and thus we remove
information on the largest scale accessible in that subscan.
8.3 Multi-scan analysis and maps
The next steps are to reduce multiple scans and make preliminary maps. First, we use the
metrics described above to examine each scan. Second, we try a variety of reductions and
examine the maps they produce.
8.3.1 Multi-scan reductions
First, we use the reduction code we developed on all of the scans in order to check the
quality of the data. These scans are analyzed using the same steps as described in Sec. 8.2.1.
There are 70 scans in total from the NIKA2 observations from the October 2017 run. A
plot of the RMS of the detectors in the 70 scans is shown in Fig. 8.6. We use this data to
identify any scans that need individual treatment or to be excluded. We identify only one
scan, 20171024s282, which exhibits scattered RMS values and high noise. We note that the




Figure 8.5: a. Noise spectra corresponding to detector data without the CM subtracted
(black), with the CM subtracted (blue), and with the CM subtracted after detrending (red).
b. RMS of detectors within the three arrays both with (solid) and without (dotted) detrend-
ing after CM subtraction. c. Comparison of noise spectra from our data reduction (red) to
that of the consortium pipeline (black). d. Comparison of detector RMS for each of the
three arrays from our data reduction (dotted) to that of consortium pipeline (solid).
8.3.2 Reduction parameters and methods
Second, we primarily use the consortium pipeline to reduce the data from all scans and
produce maps. In the reductions, we vary a number of parameters including:
1. The number of detectors ncm used to calculate the common mode.
2. Subtracting a polynomial of order n from the subscan timestreams.
3. Calculating the common mode with or without a mask of a chosen radius rm.
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Figure 8.6: Histograms of the RMS of the detectors for each scan. We find the performance
of the arrays are consistent over all the scans except one (1st column, second row).
4. Iterating ni times over the reduction steps after subtracting out astronomical signal
in the maps defined by signal to noise ratio (SNR) below and above cutoffs given by
SNRd and SNRs, respectively. In this analysis, the SNR is defined as the relative map
signal divided by the noise map. Therefore a decrement, which we expect at 150 GHz,
will have a negative SNR.
The initial reductions we performed are listed in Table 8.1.
8.3.2.1 Number of detectors
The number of detectors used to calculate the common mode ncm is varied. The common
mode blocks are determined by creating a correlation matrix between all the detectors. The





Figure 8.7: SNR and signal maps for the three arrays from reduction 1. a. Initial SNR map
of array 2 (2 mm). b. Signal map of array 2 (2 mm). In this map we can see a decrement in
the center of the map as would be expected for the SZE at 150 GHz. c. Initial SNR map of
array 1 (1 mm). d. Signal map of array 1 (1 mm). e. Initial SNR map of array 3 (1 mm).
f. Signal map of array 3 (1 mm). There is no clear astrophysical signal in the 1 mm maps.
We explore more advanced reductions to see if it can be recovered.
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reduction ncm rm n ni SNRd SNRs
1 15 - - - - -
2 15 2’ - - - -
3 50 2’ - - - -
4 15 2’ 2 - - -
5 15 - - 6 -3 4
6 15 2’ 2 6 -4 4
Table 8.1: Parameters chosen for the reductions performed. ncm is the number of detectors
used to calculate the CM. rm is the radius of the mask used to exclude detectors when
calculating the CM. n is the order of the polynomial used to detrend each subscan. ni is the
number of reduction iterations. SNRd is the decrement SNR exclusion threshold when using
the iterative method. SNRs is the positive SNR exclusion threshold when using the iterative
method.
culated. While lower numbers of detectors will produce maps with less non-astronomical
structure, it can also create noisier maps, so a balance must be struck. There are approx-
imately 1100 detectors for which timestreams are collected in arrays 2 and 3, and 300 in
array 1. The default number of detectors to calculate the common mode with is 15. We
present a reduced signal to noise map for each array in Fig. 8.7. In Table 8.1, this is re-
duction 1 and uses 15 detectors to calculate CM, or ncm = 15. The correlation between all
detectors is calculated and the 15 most similar are averaged to find the common mode for
those. Histograms of the SNR in the maps are shown in Fig. 8.8.
8.3.2.2 Polynomial subtraction
To subtract the baseline from the subscan timestreams, we fit a polynomial of order n to
the TOI, which is then subtracted from the TOI. The order of the polynomial must be
sufficient to remove the fluctuations in the timestreams due to residual non-astronomical
signal. However, this must be balanced against removing astronomical signal and biasing




Figure 8.8: a. SNR distribution for array 1 (1 mm array). b. SNR distribution for array 3
(1 mm array). c. SNR distribution for array 2 (2 mm array). d. SNR distribution for array
2 within a 2’ radius of the center of the scan. The SNR distribution is skewed negative as
would be expected for the SZE at 150 GHz.
8.3.2.3 Radial mask
The detectors used to calculate the common mode can be chosen so as to exclude those
within a certain radius rm of the expected source. Including the detectors that observe
the expected source when calculating the common mode can lead to subtraction of the
astronomical signal. Conversely, excluding too many detectors can cause inaccuracies as well.
When rm approaches the radius of the FOV, there can be insufficient detectors remaining to
give a good estimate of the common mode while a scan approaches the source.
The mask we use has rm = 2
′ and discards the points within this radius from the center
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(a) (b)
Figure 8.9: SNR maps made with a 2′ radial mask for calculating the common mode for a.
array 2 (2 mm array) and b. array 3 (1 mm array). This approach appreciably increases
the magnitude of the SNR in the 2 mm array.
of the source. We compare the RMS of the detectors with and without the mask. The RMS
of the detectors with the mask changes as compared to the RMS without. The shift tends
towards higher RMS values although not uniformly. We suspect this is because the mask will
exclude points from the the common mode calculation to the point where a good estimate
cannot be made, as discussed above. In practice, using a radial mask results in appreciably
higher SNR in the point sources and lower SNR, as expected, in the decrement. SNR maps
at 1 and 2 mm are shown in Fig. 8.9.
8.3.2.4 Iterative signal subtraction
After an initial SNR map is made, we use an iterative method based on this SNR map. For
a 150 GHz map, we select pixels within a radius rd with SNR < SNRd, which corresponds
to the expected decrement and SZE signal. We also select pixels across the entire map
with SNR > SNRp, which should correspond to point sources. These are combined as
Ps = SNRp + SNRd. The signal Ps is subtracted from the original timestreams, TOI, in
the time domain as TOIi = TOI - TOIs, where i is the iteration number and TOIs is the
timestream domain equivalent of Ps. The TOIi is then reduced and returns TOI
r
i , where i is
again the iteration number. Before going to the map domain, the signal timestream TOIs is
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Figure 8.10: SNR maps of the 2 mm array produced with the iterative approach. For
convergence criteria, we look at the the minimum and maximum SNR to see if it is changing.
We find that the SNR does not improve significantly with the iterative approach.
added back in, giving TOIfi = TOIs + TOI
r
i. The reduction can then be iterated over again.
For convergence criteria, we look at the the minimum and maximum SNR to see if it is
changing. We find that the SNR does not improve significantly with the iterative approach.
In Fig. 8.10, we present maps at 150 GHz that are reduced with this iterative method.
8.4 Discussion
In this chapter, I discussed the initial reduction and analysis of the galaxy cluster Abell 2443,
which is possibly a merging cluster. We first analyzed the data by scan to check the quality
of the data. We found good performance in the 2 mm array. After verifying the data in each
scan appeared sensible, we analyzed all the data using the consortium pipeline. We explored
varying parameters in the reductions and from these, I presented preliminary maps of the
galaxy cluster. The initial data reduction demonstrates that we likely detect a decrement at
150 GHz as would be expected for the SZE. We found that masking the center of the maps,
to avoid removing astronomical structure, increases the SNR. We also found that limiting
the number of detectors used to calculate the common mode increases the decrement signal.
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However, iterating over multiple reductions does not appear to increase the SNR appreciably.
Future analysis work includes stepping over parameters space and possibly using an al-
ternative map-making algorithm. It will be necessary to better understand the analysis to
ensure that we are not introducing false structure into the maps. We will also need to calcu-
late the transfer function of the final reduction. Further observations are needed to increase
the SNR. In particular, high-quality data from the 1 mm arrays is necessary to measure
the kSZE. A measurement of the resolved kSZE would yield the peculiar velocities within
the galaxy cluster. These measurements could ultimately help further our understanding of
colliding clusters.
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In these final pages, I present a brief summary of the research presented in this thesis and
comment on future prospects.
The next-generation CMB experiments are being primarily designed to measure primor-
dial B-mode polarization. This detection would provide direct evidence for inflation, which
so far has only been postulated. CMB experiments have become increasingly precise and
accurate as the blackbody spectrum, temperature and E-mode polarization angular power
spectra have been measured. These measurements have revealed the evolution and make-up
of the universe. In order to do this, CMB experiments have also grown in every manner
of size - from collaboration size to the detector count - as increased sensitivity is needed.
Future CMB experiments - such as Simons Observatory [Simons Observatory Collaboration,
2018] and CMB-S4 [Abazajian et al., 2016] - will respectively need at least a 10 and 50
times increase in detector count, and this requires advances in device physics and detector
technologies. In the future, it will also be necessary to have a satellite to reach low-` and
re-ionization science; large aperture telescopes to measure galactic lensing; and a wide range
of frequencies covered - from a few gigahertz to a terahertz - in order to characterize fore-
grounds. Experimental CMB cosmology has a long and rich path ahead. KIDs appear to
be an attractive detector for these next-generation CMB experiments because of their high
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multiplexing factors, which are crucial for enabling the large number of detectors needed.
However, systematic studies did not exist to show their ability to achieve the performance
necessary for CMB survey experiments. In this research, I have broadly tried to advance
KIDs for the next-generation of CMB studies that will push our understanding of cosmology
further.
First, I presented the design and performance of single-polarization LEKIDs optimized
for a spectral band centered on 150 GHz (Ch. 4). With these devices, we demonstrated
that KIDs were capable of achieving the low-noise and high-sensitivity necessary for CMB
observations. Second, I presented a novel method to reduce crosstalk between KIDs, which is
necessary to tightly control instrument systematics (Ch. 5). With this method, we were able
to appreciably reduce crosstalk between detectors. Third, I presented the initial design and
development of dual-polarization LEKIDs for millimeter-wave lengths (Ch. 6). With dual-
polarization LEKIDs, the number of detectors per a focal plane area is doubled, increasing
the sensitivity of each array. Fourth, I presented the design and measured performance of an
array of dual-polarization LEKIDs, designed to be tiled into the focal plane of a telescope
(Ch. 7). These devices performed well and achieved photon-noise limited sensitivity, low
NETs, and high polarization efficiency; they should be able to go on-sky competitively.
Fifth, I discussed the initial analysis of observations of the galaxy cluster Abell 2443 to
measure the SZE and presented preliminary maps (Ch. 8). The overall project will require
more observations in the coming years and the initial results are promising.
The path forward for KIDs is multifaceted. The devices are being considered as a can-
didate technology for CMB-S4 [Abitbol et al., 2017]. Foremost, a pathfinder CMB survey
polarimeter with a focal plane of KIDs at millimeter-wave lengths is necessary in order to
prepare for CMB-S4 and beyond. Complementary efforts are currently underway and other
groups are paving the path as well. First, our collaboration is building an Office of Naval
Research (ONR) instrument, which will tile four of the dual-polarization arrays and modules
into the focal plane. Second, the TolTEC camera [Austermann et al., 2018] is being devel-
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oped for the Large Millimeter Telescope (LMT). TolTEC will use detectors fairly similar
to our millimeter-wave dual-polarization LEKIDs for observations of star-forming regions.
Third, the CCAT-prime telescope [Stacey et al., 2018] plans to use a focal plane of KIDs
at ∼ 800 GHz and will measure the SZE and CMB foregrounds. This should be an infor-
mative demonstration of KIDs observing the CMB. In addition, the advantages associated
with KIDs are partly leading to other new efforts. For instance, a new readout is being de-
veloped for TES bolometer arrays in CMB experiments [Dober et al., 2017]; the bolometers
are coupled to resonators and then read out in a similar manner to KIDs.
On the device physics side, there are interesting pathways forward. We are developing
multi-chroic devices as well; these are sensitive to two spectral bands and two polariza-
tions within each focal plane element, which increases the NET of the array [Johnson et al.,
2016, 2018]. Other groups have also more recently begun to develop KIDs for CMB ex-
periments [Barry et al., 2018, Steinbach et al., 2018], and it will be enlightening to see the
innovations there. There are many exciting developments underway with KIDs, particularly
in the millimeter-wave regime. This research should ultimately lead to more sensitive CMB
measurements and a better understanding of the early universe.
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f Microwave frequency (∼ 0.1–4 GHz)
ω Angular microwave frequency
∆ Superconducting gap energy












αk Kinetic inductance fraction
Q Resonator quality factor
Qi Internal quality factor
Qc Coupling quality factor
Table A.1: Frequently used symbols.
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Symbol Meaning
N0 Single-spin density of electrons at the Fermi energy
σ Complex conductivity
σ1 Real part of the complex conductivity
σ2 Imaginary part of the complex conductivity
σn Normal state conductivity
λ Penetration depth





Γ Rate of a process
δ Perturbation of a quantity
Table A.2: Symbols related to superconductors.
Symbol Meaning





VL Volume of the inductor
x Response in the frequency direction
Rx Responsivity (dx/dP ) in the frequency direction
Tbb Temperature of the blackbody
Ps Power from the millimeter-wave source
Ts Effective temperature of the millimeter-wave source
τr Resonator ring-down time
br Resonator bandwidth
Table A.3: Symbols related to detector performance and testing.
Symbol Meaning
fs Noise spectral density frequency
Sxx Noise spectral density in the frequency or phase direction
Syy Noise spectral density in the dissipation or amplitude direction
S Noise spectral density
fk Low-frequency noise knee in the noise spectral density
f−αs Low-frequency 1/fs noise in the noise spectral density
fr High-frequency roll off in the noise spectral density
NEP Noise equivalent power
NET Noise equivalent temperature












Table A.5: Subscript definitions. For example, NEPγ would be the NEP due to photon noise
and Γg would be the generation rate.
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Appendix B
Readout and analysis code
Below is a simple example of a data acquisition script:
#load modules from kid_readout
from kid_readout.interactive import *
#choose the ROACH -2, baseband signal conditioning box , and associated
firmware
ri = Roach2Baseband ()
#load the resonance frequencies from a file
initial_f0s = np.load(’/data/readout/resonances/resonances.npy’)/1e6
#set the attenuation , and thus power level , of the tones
dac_atten = 15
ri.set_dac_atten(dac_atten)
#create a new file to put the data in
ncf = new_nc_file(suffix=’%d_dB_dac ’ % dac_atten)
#run a frequency sweep and write it to the file
nsamp = 2**18
offsets = np.arange (-16,16) *512./ nsamp
swpa = acquire.run_sweep(ri , tone_banks=initial_f0s[None ,:] + offsets[:,
None], num_tone_samples=nsamp , length_seconds =0, verbose=True ,)
ncf.write(swpa)
#identify more accurate resonance frequencies from sweeps if possible
current_f0s = []
for sidx in range(initial_f0s.shape [0]):
swp = swpa.sweep(sidx)
res = swp.resonator










meas = ri.get_measurement(num_seconds =30., description=’compressor off’)
ncf.write(meas)
ncf.close()
We could then modify the script using the equipment module to control the millimeter-
wave source, blackbody temperature, etc. depending on the desired measurement.
The following is example code that demonstrates how to begin manipulating the data for
analysis.
from kid_readout.interactive import *
#open a data file
f = ’/data/readout /2017 -06 -05 _152412_mmw_broadband_source_off.nc’
ncf = NCFile(f)
#grab the sweep stream arrays
ssa = ncf.SweepStreamArray0
#and choose a sweep stream array for a particular detector
det_num = 3
ss = ssa.sweep_stream(det_num)





title(’%3.3f MHz’ % ((ss.resonator.f_0)/1e6))
#plot the frequency sweep data points , the model , and the readout
frequency tone for a single resonator
figure ()
fine_freqs = np.linspace(min(ss.sweep.frequency), max(ss.sweep.frequency),
1000)
model_s21 = ss.resonator.model.eval(params=ss.resonator.current_params ,f=
fine_freqs)
plot(fine_freqs /1e6 , dB(model_s21))
plot(ss.sweep.frequency_MHz ,dB(ss.sweep.s21_point), ’x’, color = ’k’)
plot(ss.stream.frequency_MHz , dB(ss.stream.s21_point), ’o’)
xlabel(’MHz’)
ylabel{’S_{21}, (dB)’}
title(’%3.3f MHz’ % ((ss.resonator.f_0)/1e6)).
Below is an example of a script using pandas DataFrames, which allows for easy manip-
ulation of multiple detectors and/or datasets at once.
from kid_readout.interactive import *
import pandas as pd
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import glob
#grab a file and then the sweep array
f = ’/data/readout /2017 -05 -16 _130207_10_dB_load_heater_0 .000_V.nc’
ncf = NCFile(f)
swa = ncf.SweepArray0
#send to function to turn into dataframe
df = swa.to_dataframe ()
#plot resonance frequency vs Q for all the resonators
figure ()






Sonnet is an electromagnetic simulation software that we use when designing LEKIDs. We
use it simulate the microwave properties of the resonators. This includes simulating the
inductor to find the geometric inductance Lg, the transmission line to check the impedance,
and the resonator to verify the resonance frequency is approximately as expected. In this
Appendix, I give an example of a Sonnet simulation.
While the IDC value can be calculated using the equation from Lim and Moore [1968],
there is no analogous equation for the inductor. Instead, we estimate the geometric induc-
tance Lg using Sonnet. A resonator inductor, similar to those discussed in Ch. 2, is given as
an example here.
The setup for a Sonnet simulation is shown in Fig. C.1a. Sonnet is a planar electromag-
netic simulator, however we can define the three-dimensional space around it. In this case,
we define the dielectric below to have the properties of silicon and the thickness of the wafer,
300 µm. Above, we define the space to be vacuum, which corresponds to the backshort gap.
We draw or import the geometry of the inductor. The material properties of the inductor
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Figure C.1: a. Example of a typical setup for a Sonnet simulation. The planar inductor
is surrounded by two dielectrics, which are defined to be silicon and vacuum, reflecting the
optical coupling scheme. Sonnet calculates the circuit parameters as a function of frequency.
b. Plot of the geometric inductance as a function of microwave frequency. After the pa-
rameters are calculated by Sonnet, we can plot the circuit parameters. In this instance, we
were interested in the inductance of the LEKID absorber, for which there is no analytical
expression. The low-frequency readout band we commonly design for is 0.1–0.2 GHz.
can be put in by the user. This is useful as the inductor or resonator can then simulated
with kinetic inductance when the surface inductance term is defined. In this example, we
are interested in only the geometric inductance so leave the kinetic inductance term as zero
and approximate the material as lossless.
Sonnet runs a simulation in which it calculates the circuit parameters, including the S
and Y parameters, as a function of frequency. We can then use the parameters to look at the
properties of interest. For instance, we use the predefined equation in Sonnet for inductance
L = −Im(1/Y21)(2pif), where f is the microwave frequency. In Fig. C.1b, the inductance as





HFSS is a 3-dimensional electromagnetic simulation software that we use when designing
the detectors. With HFSS, we can simulate the absorption properties of a detector including
the absorption spectrum, polarization selectivity, cross-polarization response and radiation
leakage. Here, I give an example of simulating a resonator absorber, which is also the LEKID
inductor, and the optical couping scheme. This example is similar to the design in Ch. 7.
To setup a simulation in HFSS, we do the following. First, we define the different parts in
the optical coupling scheme, as shown in Fig. D.1. This includes the waveguide, waveguide
choke, vacuum gap, silicon substrate and finally the metal backshort. We can assign the
appropriate material properties to each of these structures. Second, the geometry of the
LEKID absorbers are drawn at the interface of the silicon and vacuum. We are able assign
the absorber a surface impedance and, for 20 nm Al, we typically use a values between
1.2–4 Ω/. Third, we define the excitation at the top of the waveguide, from which the sky
signal would enter via the horn. We define the excitation as a single-moded wave with a























pol 2, crosspol absorption
(b)
Figure D.1: a. Example of a typical setup for a HFSS simulation. Starting from the top,
we define a single-moded, single polarization excitation. The optical coupling scheme is as
follows: the waveguide (vacuum) leads to the optical choke (lossless metal), the dielectric
(silicon), and finally the backshort (lossless metal). The LEKID inductor is defined as a
material with a sheet resistance of 1.2 Ω/ . HFSS calculates the electric field in the model
and at the boundaries as a function of incident millimeter-wave frequency. We can use the
simulations to find the absorption in each detector. b. Plot of the absorption (pol. 1) and
cross-polarization absorption (pol. 2) as a function of incident millimeter-wave frequency.
fields as a function of the frequency of the incident electromagnetic wave. We can then
calculate the absorption properties from the simulated electric fields and current densities.
We use these simulations in a number of ways. For instance, to find the absorption
properties of pol. 2, we would run the same simulation again with the polarization of incident
wave defined perpendicularly. When designing the device, we iterate over parameter space
(for example, the spacing of the inductor meander) to find the optimal design. We can also
use HFSS to model systematic errors, such as misalignment or deviations from the optimal




We design the detector/focal plane modules using Solidworks, a computer-aided design
(CAD) program, as shown in Fig. E.1. A detector module consists of a horn array, which
couples the radiation to the detectors, and a bottom, which holds the detector array (see
Figs. 4.4, 5.2, and 7.2). We have built both prototype and full-size modules, which are
designed to be tiled into the focal plane of a telescope. The overall optical couping design
is primarily determined by the HFSS simulations, as discussed in Secs. 4.2.1 and 7.2.1 and
shown in Appendix D. The design of the module reflects this optical coupling scheme, how-
ever many additional factors need to be considered. This includes alignment between the
detectors and horns, thermal contractions, and the interface of the module with the cold-
stage, filters, and temperature sensors. These considerations need to be balanced against the
achievable machining tolerances. In addition, these tolerances contribute to the systematics
















































Figure E.1: a. CAD model of a detector module. The module has two main parts: the
top, which is the horn array, and the bottom, which hosts the detector array. Beyond the
optical coupling scheme, there are a number of design considerations that must be taken
into account. Visible in this rendering are the holes for mounting the filters, which define
the bandpass. Also visible are the holes for mounting the low-temperature thermometers to
monitor the module temperature. There are additional holes for interfacing to the cryostat
cold stage. b. Model of the bottom of the module. The main recess is for the detector array,
and must be milled smooth to a tolerance of a few microns. There are mounts for the SMA
connectors, as well as for the clips, which hold the detector array against the dowel pins.
The dowel pins are the mechanical reference for the detector array and for the horn array to
the module bottom. The thermal contraction of them materials must be taken into account;
the module is designed so that when cold, the detectors and horns align. c. Model of the
underside of the horn array. d. Example of a drawing specifying tolerances for machining






















Figure F.1: For clarity, we present an additional figure that shows the testbed used in
Ch. 7 [McCarrick et al., 2018]. a. Photograph of the cryogenic testbed. The LEKID array is
in the module mounted vertically on the 0.1 K stage. The array is illuminated by millimeter-
wave radiation, which is routed into the cryostat on the WR6 waveguide. To illuminate the
detectors, the radiation is launched from a horn through an attenuator, which also acts as
a diffuse background source. A fast pin-switch allows the source to be chopped at 122 Hz
creating a square wave. b. Photograph of the LEKID array mounted in the aluminum
package bottom with the horn array removed. The array consists of 128 LEKIDs with
unique resonance frequencies. c. Photograph of the LEKID module with the horn apertures




Measurements of the change in the complex conductivity of KIDs have been previously
used to investigate quasiparticle lifetimes. These experiments typically employ one of two
methods to extract τqp. In the first, τqp is measured through the roll-off of the device noise
spectrum [de Visser et al., 2014]. In the second, the KID is illuminated by an optical pulse.
A simple exponential [Barends et al., 2008] is then fit to the response data of the resonator
in the time domain. However, the exponential model has been shown to not accurately
describe the response decay [Baselmans et al., 2017, McCarrick et al., 2018], so a more
complete expression is needed. In Flanigan [2018], the quasiparticle dynamics equation was
rewritten in terms of δnqp. The solution to this revised equation can be used to describe
the LEKID response to either an instantaneous increase or decrease in illumination. The
expression depends on τqp.
The equation describing quasiparticle dynamics is given as [Wang et al., 2014]
dnqp
dt
= −Rn2qp − Snqp + g. (G.1)
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Here, R is the recombination constant, S the single-quasiparticle decay constant, and g is
the generation rate. If the linear term is dominant, an exponential model describes nqp(t).
If the recombination term dominates, the exponential model is not sufficient. Assuming the
generation rate is constant, the differential equation can be rewritten in terms of the change
in quasiparticle density δnqp(t) as [Flanigan, 2018]
dδnqp
dt
= −Rδn2qp − τ−1qp δnqp. (G.2)
Solving this equation, the perturbations around the steady state quasiparticle density δnqp
can be written as
δnqp(t) =
δn0 exp(−t/τqp)
1 +Rτqpδn0[1− exp(−t/τqp)] . (G.3)








= −δn0, describes the rising edge and a negative initial perturbation. In
this case, δnqp(t) is
δnqp(t) =
δn0 exp(−t/τqp)
Rτqpδn0[1− exp(−t/τqp)]− 1 . (G.4)
Given that δnqp(t) = ξx(t) [Gao et al., 2008a], where ξ is a constant, the explicit equation
that we can fit the response of the detector to is
x(t) =
α exp(−(t− t0)/τqp)
±1 + βτqp[1− exp(−(t− t0)/τqp)]Θ(t− t0)
±αΘ(t0 − t) + x0.
(G.5)
Here t0 corresponds to the beginning of the decay, x0 is an offset parameter, and Θ is the step
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function. We have made the substitution β = Rδn0 and α = ξδn0. The fit yields τqp, β, α,
t0 and x0 where τqp, β, and α are the physically meaningful parameters. The functional form
appears to accurately describe the data. We find the fit can yield a negative β parameter
and we are exploring how to physically interpret this.
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