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Abstract -Co-registration between structural head images and functional MEG data is needed for 11
anatomically-informed MEG data analysis. Despite the efforts to minimize the co-registration error, 12
conventional landmark-and surface-based strategies for co-registering head and MEG device coordinates 13 achieve an accuracy of typically 5-10 mm. Recent advances in instrumentation and technical solutions, 14 such as the development of hybrid ultra-low-field (ULF) MRI-MEG devices or the use of 3D-printed 15 individualized foam head-casts, promise unprecedented co-registration accuracy, i.e., 2 mm or better. In 16 the present study, we assess through simulations the impact of such an improved co-registration on MEG 17 connectivity analysis. 18 We generated synthetic MEG recordings for pairs of connected cortical sources with variable locations. 19 We then assessed the capability to reconstruct source-level connectivity from these recordings for 0-15-20 mm co-registration error, three levels of head modeling detail (one-, three-and four-compartment 21 models), two source estimation techniques (linearly constrained minimum-variance beamforming and 22 minimum-norm estimation MNE) and five separate connectivity metrics (imaginary coherency, phase-23 locking value, amplitude-envelope correlation, phase-slope index and frequency-domain Granger causality). 24 We found that beamforming can better take advantage of an accurate co-registration than MNE. 25 Specifically, when the co-registration error was smaller than 3 mm, the relative error in connectivity 26
estimates was down to one-third of that observed with typical co-registration errors. MNE provided stable 27 results for a wide range of co-registration errors, while the performance of beamforming rapidly degraded 28 as the co-registration error increased. Furthermore, we found that even moderate co-registration errors (> 29 6 mm, on average) essentially decrease the difference of four-and three-or one-compartment models. 30 Hence, a precise co-registration is important if one wants to take full advantage of highly accurate head 31 models for connectivity analysis. 32 We conclude that an improved co-registration will be beneficial for reliable connectivity analysis and 33 effective use of highly accurate head models in future MEG connectivity studies. 34 35
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Introduction 38
Brain operation relies on the functional segregation and integration of several brain areas into networks 39 during task execution and during inactivity, the latter leading to the concept of resting-state networks 43 (Raichle, 2010) . 44
To investigate cross-areal coupling at behaviorally relevant temporal scales, e.g., in the 10-100 45 millisecond range, fMRI is inadequate due to its intrinsic poor temporal resolution. Electrophysiological 46 techniques, such as magnetoencephalography (MEG) or electroencephalography (EEG), offer a solution to 47 this problem thanks to their exquisite temporal resolution (Baillet, 2017; Hämäläinen et al., 1993) . The identification of neuronal generators from MEG signals requires one to solve an ill-posed inverse 57 problem. Besides the intrinsic non-uniqueness and the properties of the techniques used to render the 58 solution unique, the accuracy of the solution is limited by the knowledge of the conductivity geometry of 59 the head (described as the head model) as well as of MEG sensor positions relative to the head; this 60 M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT 5 simplified models from TM-4c. Specifically, the second TM consisted of three compartments (TM-3c): brain, 142 skull, and scalp; it was derived from TM-4c by considering the whole intracranial space, including CSF, as 143 the brain compartment. The third TM consisted of one homogeneous compartment (TM-1c) inside the 144 inner skull surface, coinciding with the innermost compartment of TM-3c. Tissue conductivities in RM and 145
TMs were set equal to σ brain = σ scalp = 0.33 S/m, σ skull = 0.0066 S/m, and σ CSF = 1.79 S/m. As MEG is rather 146 insensitive to compartment conductivities, we did not adjust the conductivity of the brain to compensate 147 for the omission of the CSF in TM-3c and TM-1c; such an adjustment would be advisable if EEG were 148 modeled (see Stenroos and Nummenmaa, 2016) . 149
The simulated sensor array comprised 102 magnetometers in the configuration of the 306-channel Elekta 150
Neuromag VectorView system (MEGIN, Helsinki, Finland). The magnetometer output was computed by 151 numerically integrating the field over four points per pick-up coil. 152 153 
Simulating co-registration errors 159
For the generation of the simulated MEG recordings, the head of the RM was almost centered within the 160 MEG helmet, with a minimum head-to-sensors distance of 2.9 cm. In conventional MEG devices, the dewar 161 walls of the MEG helmet are approximately 2 cm thick (as reported in, e.g., Iivanainen et al., 2017); thus the 162 head was reasonably close to the dewar surface, as recommended in real-world measurements. 163
Imperfect co-registration of TM-4c, TM-3c and TM-1c was then simulated by adding a random 164 translational and rotational error to the head position relative to MEG sensors. The translational error was 165 simulated by a shift to a random direction by distance chosen from a normal distribution with zero mean 166 and 5-mm standard deviation. The rotational error consisted of a rotation by an angle θ around a randomly 167 chosen axis (i.e., a randomly oriented axis passing through a randomly chosen point within the head 168 volume), with θ being randomly chosen from a normal distribution with zero mean and 3° standard 169 deviation. Translational and rotational errors were added simultaneously. A total of 250 erroneous co-170 registrations were generated. After adding the co-registration error, the head position with respect to 171 sensors was verified. In only 11 out of the 250 random repetitions of translations and rotations the 172 minimum head-to-sensors distance was lower than 2 cm; and of these 11 cases, only in one case the 173 minimum head-to-sensors was lower than 1.5 cm (specifically 1.1 cm); in all cases, the sensors were still 174 outside the head. 175
For each source in the RM, we calculated the source-level co-registration error (SCE) as the distance 176 between the actual source location in the RM and its corresponding misaligned location in the TMs, 177
i.e., 178
179 where ‖•‖ denotes the Euclidean norm, and runs over the sources in RM. Due to different cortical 180 sampling, does not correspond to any of the possible source locations in the TMs in these models; here, 181 is calculated by adding the co-registration error to . Based on the above definition, SCE quantifies the 182 error in the knowledge of the actual source location in the misaligned sensor space. 183
In addition, we defined the cortical co-registration error (CCE) as the average SCE across all sources, i.e. 184
185

BEM forward modeling 186
We built forward models for RM and TMs by using a linear collocation boundary-element method (LC-187 BEM) (de Munck, 1992; Stenroos et al., 2007) formulated with the isolated source approach (Hämäläinen 188 and Sarvas, 1989; Stenroos and Sarvas, 2012). The LC-BEM solver used in this study, called MEGBEM, was 189 verified and used earlier by Stenroos et al. (2014) and by Stenroos and Nummenmaa (2016) .
The forward-modeling process results in a lead-field matrix where the -th column represents the 191 magnetic field generated at the sensors by a unit-strength elementary source, in this case a normally-192 oriented current dipole, placed at the -th location of the source space. The lead field matrices for RM and 193 TMs are hereafter distinguished by using plain ( ) and 'hatted' ( ) symbols, respectively. The co-194 registration error contributes to the overall difference between the lead fields in the RM and TMs; we refer 195 the interested reader to the Supplementary Material for a detailed analysis of the effects of co-registration 196 errors on the forward models. In the following, we will focus on how this affects the results of source 197 identification and connectivity analysis. 198 199
Generation of synthetic MEG recordings 200
We simulated a 5-min MEG recording, sampled at 256 Hz, with brain sources and sensor noise. We 201 assumed two interacting sources with unidirectional coupling, i.e., one source is the sender and the other is 202 the receiver. The source time courses, ( ) and ! ( ), were generated by using a unidirectional 203 connectivity model in which the first source is a random process, while the second source is influenced, 204 with a delay, by the first source. This model has the form: 205 The generated time courses were assigned to two point-like dipolar sources randomly located in the 213 source space. MEG signals were then simulated by multiplying the source time courses with the topography 214 vectors (i.e., the columns of the lead field matrix) for sources at the chosen locations in the RM and adding 215 correlated sensor and biological noise, according to the following model: 216
where 217
is the signal component generated by the interacting sources and ! , 219 and , / ( ). For each two-source configuration, we set 2 and 2 ! in such a way that SbNR = 2 and SsNR = 10. 231
We also defined the biological-plus-sensor-noise covariance matrix ; as the covariance matrix of 232
In order to avoid bias from a particular source configuration or location, we generated 10,000 MEG data 234 sets by independently changing the locations of sources and ! randomly 100 times each ( Figure 2a Both the simulated data and lead fields from TMs were first pre-whitened with the matrix ; < /! . That is, 254
we assume that the noise covariance matrix is available, e.g., from a baseline period or a contrast 255 condition. In the following, all signals, topography vectors and lead field matrices are whitened, even 256 though we use the same symbols that we so far used for non-whitened signals and models. We then 257 The first two maxima of the TRAP-MUSIC localizer yielded an estimate of the location of the two 272 interacting sources. The accuracy of source localization was assessed by using a Source Localization Error 273 (SLE) of the form 274
where ̂ is the location of source estimated by TRAP-MUSIC, and is the actual location in the TM source 276 space as defined in the previous section. 277
Of note, MUSIC-type algorithms, including TRAP-MUSIC, do not provide the source time courses during 278 the localization process; they need to be estimated separately. 
where 1 is the P × 1 topography vector of source in the TM, (•) K and (•) < denote the transpose and 287 inverse operators, respectively, and L M is a regularized version of the P × P measurement covariance 288 matrix L. We use the regularization of the form L M = L + R;, where ; is the P × P noise covariance 289 matrix, and R is a Backus-Gilbert regularization parameter, in this study set to R = 10 ( 
where ; is the P × P noise covariance matrix, is the P × T lead-field matrix of the TMs, and W is the 299 T × T source covariance matrix that contains prior information on the source distribution. If no such prior 300 is used, W is set equal to the identity matrix. The regularization parameter X ! that sets the balance between 301 data reconstruction accuracy and source amplitude is commonly set with the help of (power) signal-to-302 noise ratio SNR ! (Lin et al., 2006): 303
For each simulated data set, SNR ! was estimated from the data as the ratio between the trace of the 304 whitened measurement covariance matrix and the trace of the whitened noise covariance matrix; in our 305 case, trace(;) = P, because our noise covariance matrix had full rank and did not need additional 306 regularization. The weight vector A B HUV of a given source is finally taken as the i-th row of the matrix 307 S T HUV . 308
As MNE aims to reconstruct the relevant part of the measurement data with a small overall source 309 amplitude, it favors source locations that produce strong signals. This leads to favoring of superficial 310 tangential sources. For a minimum-norm spatial filter this means strong response (cross-talk) from those 311 superficial sources. This property may be mitigated by so-called depth weighting, namely by multiplying the 312 elements of W corresponding to the -th source by 313
where d is a tunable depth-weighting parameter, whose optimal value depends on several factors, 314 including decimation of the source space, local anatomy features, and the regularization parameter. In this 315 study, we used d = 0.4 based on a preliminary quantitative analysis that we performed as suggested by Lin 316 and colleagues (2006) . Thus, we set W to a diagonal matrix, with values _ on the diagonal. 317
We assessed the accuracy of source activity estimates by using the Crosstalk-to-Signal Ratio (Cho et We assessed the accuracy of the obtained estimates for each connectivity metric (ImCohy, PLV, AEC, PSI, 355 or fGC) by using a Relative Error (RE) measure defined as 356
where R ! is the estimated value, i.e., obtained from the reconstructed source time courses, and R ! hMi7 is 357 the true value, i.e., obtained directly from source time courses used in the generation of simulated data. 358
The RE is a normalized difference between the estimated and the true value, with the normalization 359 ensuring RE to be bound between 0 and 1. In addition, to map relative errors onto the cortical surface, we 360 calculated a signed Relative Error (RE) by omitting the absolute value at the numerator of the above 361 formula, i.e., we kept the sign of the difference between the estimated value and the true value, in such a 362 way that a positive signed RE value indicates a locally inflated connectivity estimate, while a negative 363 signed RE value indicates a locally deflated connectivity estimate. 364
Statistical analysis for the contrast between RE distributions obtained by using the three different head 365 models in forward solution (TM-4c, TM-3c, or TM1-c) was carried out by using a non-parametric Friedman 366 test, followed by a Tukey post-hoc test. Correction for multiple comparison was performed using the false-367 discovery-rate (FDR) approach (Benjamini and Yekutieli, 2001 ). For pairwise comparisons between RE 368 distributions obtained by using two different head models, or by using the two different source 369 reconstruction techniques (beamforming or MNE), we relied on a non-parametric Wilcoxon signed-rank 370 test. We also calculated the effect size j associated to Wilcoxon z-value as j = z √m ⁄ , where m is the 371 number of samples (Fritz et al., 2012) . By convention, j-values of 0.1, 0.3, and 0.5 are considered 'small', 372 'medium', and 'large' effect sizes, respectively (Cohen, 1988) . 373 374
Data and code availability statement 375
The code used for synthetic data generation and analysis is available upon direct request. 376
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Results 377
Assessment of source reconstruction 378
SLE for TRAP-MUSIC source localization, as well as CSR and NAI for both beamforming and MNE source 379 activity reconstruction, were first evaluated for sources and ! separately, and for all simulation 380 repetitions obtained by randomizing source locations. CSR and NAI, which quantify relative amplitude and 381 power measures, respectively, were logarithmically transformed. We then averaged these indices across 382 sources and ! , and sorted the obtained values for increasing mean source co-registration error across 383 and ! in the range 0-15 mm, i.e., a range which matches expected and reported real co-registration errors 384 (Hillebrand and Barnes, 2011; Whalen et al., 2008) ; with this range selection, we retained roughly the 98% 385 of total cases generated in simulation. CSR values were also sorted as a function of the distance between 386 and ! . 387 Figure 3 shows the box plots of the distribution of SLE as a function of the mean source co-registration 388 error between sources and ! . We first note that SLE increases for an increasing co-registration error. In 389 particular, for a mean source co-registration errors ranging from 0 to 15 mm, the median SLE values range 390 from 1 to 3 mm, depending on the forward model accuracy, up to about 15 mm. Overall, head model 391 simplifications, i.e., the omission of CSF in TM-3c and the further exclusion of skull and scalp in TM-1c, 392
cause an increase of the SLE, but the differences between the TMs rapidly decrease for increasing co-393 registration error. 394 395 percentile of the distribution, respectively. Notice that these roughly correspond to the mean value and the ranges 399 between one or two standard deviations below and above the mean in case of Gaussian distribution. The abscissa is 400 divided into bins (i.e., intervals) of 1-mm width, and each box plot is displayed on the right-hand edge of the 401 corresponding bin -i.e., the box plot at 1 mm collects the data for mean source co-registration error between 0
402
(excluded) and 1 mm (included), the box plot at 2 mm collects the data for mean source co-registration error between 403 1 (excluded) and 2 mm (included), and so on; the box plot at 0 mm corresponds to the case of no co-registration error.
404
In blue: data obtained using the 4-compartment test model (TM-4c). In red: data obtained using the 3-compartment 405 test model (TM-3c). In green: data obtained using the 1-compartment test model (TM-1c).
406 Figure 4 shows the median logarithmic CSR as a function of the mean source co-registration error (x axis) 407 and of the distance between sources and ! (y axis). Of note, CSR is relevant only for nearby sources, and 408
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14 it rapidly decreases for increasing distance between sources. For instance, a log 10 (CSR) equal to -1 means 409 that the source contamination from cross-talk is one tenth of the true source signal, which at low co-410 registration errors (< 3 mm) occurs for -to-! distance lower than ∼10 mm (for TM-4c) or ∼20 mm (for 411 TM-3c and TM-1c) in beamforming, or lower than ∼50 mm in MNE. Interestingly, CSR shows a clear 412 dependence on co-registration errors only for sources reconstructed using beamforming, with the cross-413 talk decaying less rapidly with source distance for increasing co-registration errors. No noticeable effects 414 can be observed when using MNE, although it must be noted that the CSR decays less rapidly with source 415 distance than in beamforming, at least if the co-registration error is low. Analogously to SLE, small changes 416 in CSR due to the head model simplification can be observed only for beamforming-reconstructed sources 417
and if the co-registration error is small. 418 419 420 424 Figure 5 shows the box plots of the distribution of logarithmic NAI as a function of the mean source co-425 registration error. Analogously to CSR, NAI shows a dependence on co-registration error only for sources 426 reconstructed using beamforming, with NAI rapidly decreasing for increasing co-registration error. 427
Specifically, for mean source co-registration errors ranging from 0 up to 15 mm, the median NAI values 428 range from ∼1.5 (i.e., for TM-4c) or ∼1.3 (i.e., for TM-3c and TM-1c) to ∼0.9 (i.e., for all TMs). No noticeable 429 dependence of NAI values on co-registration error can be observed for sources reconstructed using MNE. (low mSCE), 3 mm < mSCE ≤ 7 mm (medium mSCE), and 7 mm < mSCE ≤ 15 mm (high mSCE). The obtained 462 results are listed in Table 2a -c. Here, we also list the ratio of mean RE values in high mSCE and medium 463 mSCE to low mSCE, which quantifies the factor that we expect to gain in the accuracy of connectivity 464
estimates by reducing the co-registration error below 3 mm. Notably, on average this factor is about 1.5 465 (for TM-4c) or 1.3 (for TM-3c and TM-1c) when switching from medium to low mSCE, and about 2.6 (for 466 TM-4c) or 1.9 (for TM-3c and TM-1c) when switching from high to low mSCE. this as an effect due to the large sample size, given by the number of simulated source pairs (minimum 489 sample size: 10,000 at mSCE = 0 mm; degrees of freedom for groups and error: 2; 19,998). This also means 490 that the large variability observed in the RE distributions is mainly due to the within-group variability, i.e., 491 across the different source pairs (our units-of-observation). We then performed pairwise contrastsM A N U S C R I P T
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18 between different TMs by using a non-parametric Wilcoxon signed-rank test, and we evaluated meaningful 493 differences by using the associated effect size j. Figures 7a-c shows the effect size as a function of the 494 mean source co-registration error for the difference TM-3c-TM-4c, TM-1c-TM-4c and TM-3c-TM-1c,  495 respectively. In this figure, conventional values for a small (0.1), medium (0.3), and large (0.5) effect size 496 have been marked by the horizontal grid lines. Notably, for PLV, ImCohy, AEC and fGC, the effect size 497 between TM-4c and TM-3c (Figure 7a ) or TM-1c (Figure 7b ) is large below a mean co-registration error 498 between 3 and 5 mm, or medium-to-large below a mean co-registration error between 5 and 7 mm, 499 depending on the connectivity measure. Above this limit, the effect size rapidly decays toward small values; 500 for PSI, the effect size is substantially smaller, being medium-to-large only below 4 mm. The effect size 501 between TM-3c and TM-1c (Figure 7c) is overall small or negligible in a wide range of co-registration errors, 502
i.e., 0-15 mm. 503
Regarding connectivity estimated from sources reconstructed using MNE ( Figure 6 , right panels), we note 504 that there are no noticeable effects of co-registration errors on RE for connectivity estimates. For a direct 505 comparison with the RE values obtained using beamforming, we compared the RE distributions obtained by 506 the two source reconstruction techniques by using a Wilcoxon signed-rank test with FDR correction. 507
Specifically, we will refer here only to the case when a 4-compartment head model (TM-4c) is used. 508
Similarly to the Friedman test, due to the large sample size, we assessed meaningful differences between 509 RE distributions by using Cohen's effect size j. Figure 7d shows the effect size for the difference RE MNE -510 RE beamforming as a function of the mean source co-registration error. We found that for directional measures 511 (fGC and PSI) the RE for MNE is larger than the RE for beamforming below a co-registration error of about 6 512 mm, but the effect size is small-to-medium only below 2 or 3 mm; above 3 mm, the RE for MNE is smaller 513 than the RE for beamforming, with the effect size rapidly increasing (in absolute value) for increasing co-514 registration error. For non-directional measure (PLV, ImCohy and AEC), we found small difference between 515 the RE distributions below a co-registration error of about 2 mm; whilst above this limit, the RE for 516 beamforming becomes substantially larger (negative effect size) than the RE for MNE. 
525
We finally investigated the spatial features of the effects of co-registration errors on connectivity 526
estimates by mapping the relative errors onto the cortical surface. As MNE did not show clear effects due 527 to co-registration error, we will only discuss the case in which LCMV beamforming is used for source 528 reconstruction. For the visualization of cortical maps, we considered an illustrative case in which source 529 is fixed at a given location in the middle frontal cortex (see Figure 2) , while the location of the source ! 530 varies across all the possible locations in the source space. We then evaluated relative errors for 531 connectivity measures and plotted these values at the location of source s 2 . 532
The cortical maps of signed RE were averaged on the basis of the cortical co-registration error (CCE) (i.e., 533 the mean source co-registration error over the cortex; see Eq. (2)) into three ranges: 0 mm ≤ CCE ≤ 3 mm 534 (low CCE), 3 mm < CCE ≤ 7 mm (medium CCE), and 7 mm < CCE ≤ 15 mm (high CCE). Figure 8 shows the 535 maps of the average signed RE in the low, medium and high CCE range, obtained from TM-4c. We observe 536 two main effects. First, there is an overall negative signed RE all over the brain, being largest at gyrus top 537 and deep regions, especially insula, which demonstrates a decrease of the estimated connectivity with 538 respect to the true value; such a decrease is enhanced by a larger co-registration error. Second, there is 539 substantial decrease in an area surrounding the location of s 1 ; also this effect is enhanced by a larger co-540 registration error, but is more marked for directional measures (PSI and fGC). A similar pattern for the 541 signed RE was observed for TM-3c and TM-1c (data not shown here). 
Discussion 551
In this study, we investigated the impact of improved MEG-MRI co-registration strategies, which promise 552 unprecedented accuracy, on MEG source-level connectivity estimates. The results were achieved using 553 extensive simulations in which synthetic MEG data sets were generated for pairs of connected brain 554 sources at variable locations. From these, the capability of estimating source connectivity, as measured by 555
ImCohy, PLV, AEC, PSI and fGC, was assessed for co-registration errors of 0 to 15 mm and for four-, three-556 and one-compartment volume-conductor models. This was tested for two widely used source-557 reconstruction techniques: LCMV beamforming and MNE. Overall, our findings suggest that the 558 beamforming approach (LCMV) can better take advantage of accurate co-registration than MNE. This was 559 the case of all the investigated connectivity methods. On the other hand, MNE provides more stable results 560 in a wide range of co-registration errors, i.e., from 0 to 15 mm, while the performance of beamforming 561 rapidly degrades for increasing co-registration errors. In particular, for beamforming-reconstructed sources, 562 our results suggest that the accuracy of connectivity estimates in routine MEG analysis can be increased by 563
a factor between 1.3 and 2.2 if the co-registration error is kept below 3 mm, or even by a factor between 564 1.5 and 3.1 if a detailed head model is available (see Table 2 ). 565
It is important to understand the two effects of co-registration errors on connectivity estimates obtained 566 from sources reconstructed by using beamforming. First, there is an overall decrease in the values of 567 connectivity metrics for increasing co-registration errors (Figures 6 and 8 ) due to source attenuation and 568 relative increase of noise contamination in reconstructed source activity ( Figure 5, left panel) . Such a 569 decrease was observed for all the investigated connectivity metrics, being largest for directional metrics 570 (i.e., PSI and fGC). This is conceivably due to a strict spatial constraint of the beamforming, namely if the 571 topographies of putative sources get far apart from the topographies of the actual sources, the amount of 572 projected source signal decreases, or even vanishes at large distances, while the projected noise amplitude 573 does not change significantly. This was confirmed by the fact that, as shown in Figure 8 , the decrease is 574 largest at the top of the gyrus. At these locations, sources are close to radial with respect to skull and thus 575 produce weak magnetic fields; in these conditions, already a small change in source orientation may cause 576 a large relative change in the field (see also Supplementary Material). In this respect, beamforming is 577 known to be highly sensitive to inaccurate lead-field modeling (van Veen et al., 1997), especially if the SNR 578 is high, i.e., when the noise does not cover the differences between the actual and modeled lead fields 579 Second, there is a substantial decrease in the estimated connectivity between nearby sources (Figure 8) . 584
This effect is most likely a result of the limited spatial resolution related to the so-called leakage or cross-585 talk problem in reconstructed source activity (see also Hauk and Stenroos, 2014) . This is confirmed by the 586 results in Figure 4 (left panel), which indeed show increasing cross-talk between nearby sources for 587 increasing co-registration errors. In this study, we compensated for spatial leakage using either connectivity 588 measures which are not biased by zero-phase-lag correlations or a signal orthogonalization procedure prior 589 to the estimation of connectivity. Such measures can reduce but not completely suppress the bias arising 590 from source leakage. This bias was found to be especially relevant for directional measures (PSI and fGC) 591 and it increased with the co-registration error. 592
The above effects were present even though beamformers reconstructed the source time courses at 593 locations which maximized the TRAP-MUSIC localizer. One reason for this is that the effects of co-594 M A N U S C R I P T A C C E P T E D ACCEPTED MANUSCRIPT 22 difference increases for increasing co-registration error (Fig. S1 of the Supplementary Material) and it 599 affects almost all the grid locations (Fig. S3 of the Supplementary Material) including those selected for 600 source time course estimation. As discussed above, this causes errors in beamformer source reconstruction 601 and related connectivity estimates, which, analogously to lead-field modeling errors and localization 602 accuracy (Figure 3) , increase for increasing co-registration error. 603
Our results show that, contrarily to beamforming, MNE provides time-course and connectivity estimates 604 that are not very sensitive to co-registration errors, at least in the error range investigated in the present 605 study. This is because MNE spatial filter has distributed and rather smooth spatial sensitivity profile, which 606 is a consequence of the o2-norm minimization employed in derivation of the solution. The spatial 607 smoothness of MNE makes it thus more tolerant to small displacements of head position relative to 608 sensors. In our simulations, the smoothness leads to overall larger cross-talk between sources compared to 609 typical beamforming solutions (Figure 4 , right panel). The interpretation of this observation is non-trivial. 610
Promoting smoothness to alleviate the effects of co-registration errors might favor sources which are far 611 from one another, whereas on the contrary, care should be taken if two sources are close to one another, 612 since residual signal-leakage effects would unavoidably affect the connectivity estimates. Our simulation 613 setting, however, favors beamforming, because we use two point-like dipoles for simulations and the LCMV 614 beamformer scans the source space with point-like dipoles and thus performs ideally with a data 615 comprising a small set of dipolar sources (van Veen et al., 1997), while the MNE spatial filter attempts to 616 reject cross-talk globally, not getting any advantage from the sparse nature of our simulated data (see Hauk  617 and Stenroos, 2014). Our use of different volume conductor models and slightly different source positions 618 and orientations for reference and test models alleviates this bias. 619
Our results suggest that, in our simulated conditions, if the co-registration error is below 3 mm, a 620 beamforming approach provides more accurate estimates of directional connectivity measures (PSI and 621 fGC), while a small difference was observed for non-directional connectivity measures (PLV, ImCohy, AEC) 622 (Figure 7d ). Above this limit, the performance of beamforming over inaccurately modeled sources becomes 623 worse than that of the minimum-norm estimate. 624
We simulated our data using a four-compartment model and estimated connectivity using a four-625 compartment, as well as a three-and one-shell models, and observed that simplifications of the volume-626 conductor model (i.e., the omission of CSF in TM-3c, with the exclusion of skull and scalp in TM-1c) 627 decreased the accuracy of connectivity estimates when beamforming was used. Such a decrease was, 628 however, relevant only if the co-registration error was lower than a value between 4 and 7 mm, depending 629 on the connectivity measure (Figures 7a-b) . Hence, the importance of precise co-registration increases if 630 one wants to take full advantage of highly accurate head models. Highly detailed head models are rarely 631 employed in MEG for practical reasons such as the time and effort required for such model construction 632 (e.g., extra MRI sequences, segmentation, uncertainties in modeling conductivity and anisotropy, etc.). 
