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In this paper we prove that if there exists an invariant torus with the rotation
number (1, |) in the pendulum-type equation x =Q0 x(t, x) for a given potential
Q0=Q0(t, x) # C(T2), and | is a Liouville number, then for any neighborhood
N(Q0) of Q0 in the C  topology, there exists a potential Q=Q(t, x) # N(Q0) such
that the system x =Qx(t, x) does not admit any invariant torus with the rotation
number (1, |). This confirms J. Moser’s suggestion in Bol. Soc. Brasil. Mat. 20
(1981), 2945.  1998 Academic Press
1. INTRODUCTION
In this paper, we consider the pendulum-type equations
x =Qx(t, x), (1.1)
where Q=Q(t, x) # C(T2). It is clear that these equations can be rewrit-
ten in Hamiltonian form
{ x* = yy* =Qx(t, x) (1.2)
with Hamiltonian
H(t, x, y)= 12 y
2&Q(t, x). (1.3)
In spite of the simple form, the dynamical behavior of these equations
is by no means trivial. In 1973, J. Moser [12] proposed the problem of
stability for the pendulum-type equation (1.1), that is, whether every
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solution x(t) of Eq. (1.1) is bounded in the phase space S1_R, i.e.,
sup[ |x* (t)| | t # R]<. Because of its subtlety, this question was not
answered until the late 1980s, when it was resolved affirmatively by
M. Levi [6], J. Moser [15], and J. You [17], independently. The proof is
related to the existence of invariant tori. To be precise, for any given poten-
tial Q=Q(t, x) and some |, which satisfies a Diophantine condition and
is sufficiently large, the system (1.2) possesses an invariant torus with rota-
tion number (1, |); moreover, such an invariant torus persists for all the
near-by potentials in the C topology. We refer to J. Moser [16], M. Levi
and E. Zehnder [7] for more discussions. However, less is known about
those invariant tori with rotation number (1, |) as | is a Liouville number.
Impressed by Mather’s result [9] for monotone twist maps, Moser suggested
in [15] that these invariant tori may lack stability. In other words, for
some near-by potentials, such an invariant torus may be expected to
collapse into a cantorus. In the following, we shall focus our attention on
the question of destruction of these invariant tori. In fact, we will prove
Theorem 1.1. Suppose that for given Q0=Q0(t, x) # C(T2) and some
Liouville number |, the corresponding system (1.2) possesses an invariant
torus with rotation number (1, |). Then for any neighborhood N(Q0) of Q0
in the C topology, there exists some Q=Q(t, x) # N(Q0) such that the
corresponding system (1.2) does not admit any invariant torus with rotation
number (1, |).
Such a result confirms Moser’s suggestion.
The proof is in the same framework as Mather’s work [9]. In brief, the
existence of rotational invariant curve for a twist map is related to the
identical vanishing of the so-called Peierls’ barrier. As a consequence, the
nonidentical vanishing of Peierls’ barrier under perturbations implies the
nonexistence of a rotational invariant curve. We refer to [11, Section 18]
for a concise survey. In our case, it is clear that the nonexistence of an
invariant torus with rotation number (1, |) of system (1.2) is equivalent to
the nonexistence of a rotational invariant curve with rotation number | of
the corresponding time-one map. Therefore, our main contribution is the
understanding of the influence of perturbations in potential upon the
Peierls’ barrier of time-one map associated to the corresponding system (1.2).
The paper is organized in the following way. First, in Section 2, we high-
light the applications of the AubryMather theory to the pendulum-type
equation (1.1), and the mutual connection between the continuous approach
and the discrete approach is emphasized. In addition, we briefly recall some
properties of Peierls’ barrier for our purposes. Then, in Section 3, we deal
with some estimates on the orbits of system (1.2). Actually, these estimates
are crucial for understanding the influence of perturbations in potential.
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Finally, in Section 4, we establish the influence of perturbations in poten-
tial on the Peierls’ barrier to guarantee the validity of our theorem.
2. PRELIMINARY
Clearly, the equivalent Hamiltonian system (1.2) of Eq. (1.1) is a typical
model in the generalized version of AubryMather theory for planar peri-
odic Hamiltonian systems due to J. Moser and J. Denzler [13, 4]. Here,
the corresponding Lagrangian associated to system (1.2) is
L=L(t, x, x* )= 12x*
2+Q(t, x); (2.1)
and the action is defined as
l=l(x)=|
t1
t0
L(t, x(t), x* (t)) dt (2.2)
for any x # H1[t0 , t1]. Then x(t) # H1[t0 , t1] is called minimal with respect
to fixed boundary conditions on [t0 , t1] iff l(x)<l(x$) for all x$(t) #
H1[t0 , t1] with boundary values x$(t0)=x(t0) and x$(t1)=x(t1). Further-
more, x(t) # H 1loc(R) is called minimal iff it is minimal on every interval.
We refer to [13] and [4] for discussion on properties of minimals. Hence-
forth, an orbit (x(t), y(t)) of system (1.2) is called a minimal orbit iff x(t)
is minimal.
On the other hand, it is not difficult to see that the time-one map of
system (1.2) can be expressed as finite compositions of monotone twist
maps, and thus, the extended version of the AubryMather theory for
finite compositions of monotone twist maps due to Mather [8, 10] is
available. For our purposes, let J;(0<;<?) denote the set of C 1 exact
area-preserving, orientation-preserving, positive monotone twist diffeo-
morphisms of the infinite cylinder that preserves the ends, twists each end
infinitely, and has ; as a uniform lower bound for the amount of twisting.
Then we have
Lemma 2.1. For any given Q0=Q0(t, x) # C(T2), there exists a suf-
ficiently large N0 # N such that for any Q=Q(t, x) # C(T2) with
&Q&Q0&C2<1 the corresponding time-one map of system (1.2) can be
decomposed as 810=8
1
(N&1)N b } } } b 8
1N
0 with 8
iN
(i&1)N # J; , i=1, 2, ..., N,
for all NN0 . Here, ;=;(N ) depends on N but does not depend on Q
Proof. Let 2=&Q0&C2+1. For any 0<$< 12 2&12, we give the
estimate on 8$0 .
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Suppose that (x(t), y(t)) and (x (t), y (t)) are two solutions of (1.2) with
initial conditions
x(0)=x0=x (0), y(0)= y0< y 0= y (0).
Then, for all t # [0, $], we have the estimate
t
2
( y 0& y0)x (t)&x(t)
3t
2
( y 0& y0) (2.3)
and
1
2 ( y 0& y0) y (t)& y(t)
3
2 ( y 0& y0). (2.4)
In fact, let u(t)=x (t)&x(t) and v(t)= y (t)& y(t), then
u(t)=|
t
0
v(s) ds
and
v(t)=v(0)+|
t
0
(Qx(s, x (s))&Qx(s, x(s))) ds.
Consequently, for any $ # [0, $] such that v(t)>0 for all t # [0, $ ], it
follows that
v(0)&|
t
0
2 $ v(s) dsv(t)v(0)+|
t
0
2 $ v(s) ds
for all t # [0, $ ]. By Gronwall’s inequality, it is easy to see that
v(t)v(0)e2$ t, t # [0, $ ]
and therefore
v(0)(2&e2$ t)v(t), t # [0, $ ].
From 0t$ $, it is clear that
e2$ te2$ 2e2$2e14 32 .
Thus
1
2 ( y 0& y0) y (t)& y(t)
3
2 ( y 0& y0), t # [0, $ ].
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Consequently, $ can be taken as $. This implies (2.4). As a consequence, we
have
t
2
( y 0& y0)x (t)&x(t)
3t
2
( y 0& y0), t # [0, $].
This verifies estimate (2.3).
From these observations, it is easy to see that 8$0 belongs to J; with
;=arctan($3). Therefore, our claim may be verified by setting N0=
[2212]+1. K
Let fi=8 iN(i&1)N and hi be the generating function of fi defined as
hi (x, x$)=|
iN
(i&1)N
( 12 y
2 (t)+Q(t, x(t))) dt,
where (x(t), y(t)) is the unique solution of (1.2) such that x((i&1)N )=x
and x(iN )=x$. Then, h=h1 V } } } V hN is the variational principle
associated to f =810 . Here, the conjunction h1 V h2 is defined as
h1 V h2 (x, x$)=min
!
(h1 (x, !)+h2 (!, x$)).
From these definitions, it is not difficult to see that
Lemma 2.2. For any given x, x$ # R, we have
h(x, x$)=l(x*), (2.5)
where x*=x*(t) is, by means of the action l, a minimal with respect to the
fixed boundary x*(0)=x and x*(1)=x$.
Proof. In fact, by setting !*i =x*(t i), it then follows from the definition
that
h(x, x$)h1 (!*0 , !*1)+ } } } +hN (!*N&1 , !*N)=l(x*).
On the other hand, suppose that the sequence !0 , ..., !N with !0=x and
!N=x$ satisfies
h(x, x$)=h1 V } } } V hN (x, x$)
=h1 (!0 , !1)+ } } } +hN (!N&1 , !N).
Notice that hi (!i&1 , !i)=l(xi) with x i=x i (t) # C2[(i&1)N, iN] being
the unique orbit of (1.1) such that x i ((i&1)N )=!i&1 and xi (iN )=!i ,
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i=1, ..., N. Therefore, by setting x=x(t) # H1[0, 1] with x(t)=x i (t) for
t # [(i&1)N, iN], it is clear that
h(x, x$)=l(x^)l(x*).
As a consequence, we must have the equality (2.5). The claim is therefore
proved. K
For any segment (xj , ..., xk), j<k, set h(x j , ..., xk)=ki= j+1 h(x i&1 , xi).
A configuration x=(..., xi , ...) is called minimal with respect to h if
h(xj , ..., xk)h(x*j , ..., x*k )
for any segment (x*j , ..., x*k ) with x*j =x j and x*k =xk . It has been proved
that, for a minimal configuration x, there exists
yi=&1h(xi , xi+1)=2h(x i&1 , x i)
for i # Z, and O=(..., (xi , y i), ...) is an orbit of f, i.e., f (xi , yi)=
(xi+1 , yi+1); O is then called a minimal orbit of f. For more details about
the definition and further propositions of minimal orbits, we refer to [10,
Section 2].
Actually, it is not difficult to verify that the minimal orbits defined by the
two ways above coincide. That is
Lemma 2.3. The minimal orbits (x, y)=(x(t), y(t)), with respect to l,
are in one-to-one correspondence with the minimal orbits O=(..., (xi , yi), ...),
with respect to h, by xi=x(i) and yi= y(i) for all i # Z.
Proof. In fact, suppose that x=x(t) is a minimal with respect to the
action l. Let x i=x(i), i # Z. Then it follows from Lemma 2.2 that
h(xj , ..., xk)h(x*j , ..., x*k )
for any segment (x*j , ..., x*k ) with x*j =xj and x*k =xk , since x=x(t) is a
minimal with respect to the fixed boundary conditions x( j)=xj and
x(k)=xk , j<k. Thus, by definition, this guarantees that the configuration
x=(..., xi , ...) defined by xi=x(i) is a minimal configuration with respect
to h.
On the other hand, suppose that x=(..., xi , ...) is a minimal configura-
tion with respect to h and O=(..., (xi , yi), ...) is the minimal orbit
associated to it. Then, we claim that there is a unique minimal x=x(t)
with respect to the action l such that x(i)=xi for all i # Z; moreover, such
a minimal must satisfy x* (i)= yi for all i # Z.
First, we consider the segment (x&1 , x0 , x1). Let x1 (t) be a minimal with
respect to the fixed boundary conditions x1 (&1)=x&1 and x1 (1)=x1
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on [&1, 1]. We claim that x1 (0)=x0 . Otherwise, we would have x1 (0){
x0 . Then we set another configuration x~ =(..., x~ i , ...) by x~ 0=x1 (0) and
x~ i=xi for all i{0. From Lemma 2.2 it is clear that h(x~ &1 , x~ 0 , x~ 1)=
h(x&1 , x0 , x1). Therefore
h(x~ j , ..., x~ k)=h(x j , ..., xk)
for any j<0<k. Consequently, for any segment (x j , ..., xk) ( j<k) and
(x*j , ..., x*k ) with x*j =x j and x*k =xk , we have
h(x~ j , ..., x~ k)&h(x*j , ..., x*k )
=h(x~ &n , ..., x~ j&1 , x~ j , ..., x~ k , x~ k+1 , ..., x~ n)
&h(x~ &n , ..., x~ j&1 , x~ *j , ..., x~ *k , x~ k+1 , ..., x~ n) (n>| j |+|k| )
=h(x&n , ..., xj&1 , xj , ..., xk , xk+1 , ..., xn)
&h(x~ &n , ..., x~ j&1 , x~ *j , ..., x~ *k , x~ k+1 , ..., x~ n)
0,
since x=(..., x j , ...) is a minimal configuration and x~ &n=x&n , x~ n=xn for
any n>0. This implies that x~ =(..., x~ i , ...) is also a minimal configuration.
But this contradicts the well known fact that two minimal configurations
may cross at most once. Therefore, we must have x1 (0)=x0 . Then this
guarantees that x1 (t) is the unique minimal with respect to the fixed
boundary conditions x1 (&1)=x&1 and x1 (1)=x1 on [&1, 1].
Similarly, it can be shown in general that for any j>1 there is always a
unique minimal x j (t) with respect to the fixed boundary conditions
x j (& j)=x& j and x j ( j)=x j on [&j, j]; moreover, such x j (t) must satisfy
x j (t)=x j&1 (t) on [&( j&1), j&1]. Thus, we may conclude that there is
a unique minimal x=x(t) with respect to the action l such that x(i)=xi for
all i # Z. Indeed, x(t)=x j (t) on [&j, j], j # N.
Now we are left to show that x* (i)= yi for all i # Z. In fact, from the dis-
cussion in [8, Section 5] and [10, Section 2], it is clear that
&yi=1h1 \x(i), x \i+ 1N++
for i # Z. Since h1 is the generating function of the monotone twist map f1 ,
it is clear that
&x* (i)=1h1 \x(i), x \i+ 1N++.
This gives the desired x* (i)= yi for all i # Z.
The proof is therefore complete. K
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Therefore, we may consider the destruction of rotational invariant curves
for time-one map f instead of the destruction of invariant torus. For
destruction of invariant curves, the most important concept in Aubry
Mather theory is the Peierls’s barrier. We refer to [8, Section 6], [9, Sec-
tion 2] and [11, Section 18] for the definition and discussions. In brief, for
any rotation symbol :, the Peierls’s barrier P:=P: (!) is a 1-periodic func-
tion defined on R and has the following properties:
Lemma 2.4 (cf. Mather [11, Lemma 18.1 and Theorem 18.2]). (1) For
any ! # R, P: (!)0. In particular, if | # R"Q, P| (!)#0 if and only if there
exists a rotational invariant curve of rotation number |.
(2) There exists a positive real number C such that for | # R"Q and
pq # Q, |P| (!)&Ppq+ (!)|C% |q|& p| in the case |>pq, and |P| (!)&
Ppq& (!)|C% |q|& p| in the case |<pq.
Here, %=cot ;>0.
3. ESTIMATES
From now on, we will always take the assumptions as in Theorem 1.1.
We recall that | is a Liouville number if and only if | # R"Q and for any
sufficiently large #>0, {>0, there exists some pq # Q such that |q|& p|<
#&1q&{. Let N r=(Q0) denote the C
r =-neighborhood of Q0 in C (T2) for
sufficiently small 0<=<<1 and r2. In the remaining, we take the
assumption that r2 is a given integer and | is a given Liouville number.
Let E(|) denote the set E(|)=[: # Q | ||&:|<1]. It is clear that for
those := pq  E(|) we have |q|& p|1. In the following, we will just
concern with : # E(|).
It follows from Lemma 2.1 that there is a sufficiently large number
N0 # N such that for all Q=Q(t, x) # C  (T2) with &Q&Q0&C 2<1 the
following fact holds: for any NN0 , the time-one map associated to
system (1.2) can be decomposed as f =810=8
1
(N&1)N b } } } b 8
1N
0 =
fN b } } } b f1 such that all the maps fi=8 iN(i&1)N belongs to J; with
;=;(N ). Let %=%(N )=cot ;.
The following estimates are valid uniformly for Q=Q(t, x) # N r=(Q0).
Lemma 3.1. For any n # N, there exists a constant Cn>0 such that for
any minimal orbit (x(t), y(t)) with rotation number : we have the estimate
|Dnt x(t)|Cn , t # R. (3.1)
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Proof. It is clear that |x(t+1)&x(t)&:|1 for any t # R. Notice that
x(t+1)&x(t)=|
t+1
t
x* (s) ds
=|
t+1
t \x* (t)+|
s
t
x ({) d{+ ds
=x* (t)+|
t+1
t
|
s
t
x ({) d{ ds.
Therefore, one obtains
|x* (t)&:|1+&Q&C2 .
This implies
|x* (t)|C1 :=&Q0&C2+|:|+3, t # R.
Secondly, it is easy to see that
|x (t)|=|Qx (t, x(t))|C2 :=&Q0 &C2+1
for t # R.
Finally, for n3, Dnt x(t) is a sum of terms
D \1t D
\2
x Qx (t, x(t))(D
j1
t x(t) } } } D
j\2
t x(t))
with 1\1+\2n&2 and \2i=1 ji=n&2&\1 . Inductively, the bounded-
ness of Dnt x(t) is inherent in the boundedness of D
n&2
t x(t), ..., D
1
t x(t).
Consequently, this implies that there exists a constant Cn>0 such that
|Dnt x(t)|Cn , t # R.
Therefore the claim is proved. K
Lemma 3.2. For any n # N, there exists a constant Ln>0 such that for
any (x1(t), y1(t)) and (x2(t), y2(t)) belonging to the same set M per: _ M
+
: or
M per: _ M
&
: and x1(0)<x2(0), we have the estimate
|Dnt x2(t)&D
n
t x1(t)|
x2(t)&x1(t)
Ln , t # R. (3.2)
Proof. It is clear that x1(t)<x2(t) for all t # R. Let u(t)=x2(t)&x1(t),
then u(t)>0 for t # R.
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Step 1. First, we show the estimate on |D1t x2(0)&D
1
t x1(0)|(x2(0)&
x1(0)), and the other cases for t # R can be treated similarly.
We consider the case y1(0) y2(0). Since
|u (t)||Qx (t, x2(t))&Qx (t, x1(t))|
&Q&C2 u(t),
one obtains
u* (t)=u* (0)+|
t
0
u (s) ds
u* (0)+&Q&C2 |
t
0
u(s) ds;
and this implies
u(t)=u(0)+|
t
0
u* (s) ds
u(0)+u* (0) t+&Q&C2 |
t
0
(t&s) u(s) ds.
For t # [0, 1], this gives
0<u(t)u(0)+u* (0) t+&Q&C2 |
t
0
u(s) ds,
and by Gronwall’s inequality
0<u(t)u(0)+u* (0)t+&Q&C2 |
t
0
(u(0)+u* (0)s)e(t&s) &Q&C2 ds.
Let t=1, then
0<
u(1)
u(0)

u* (0)
u(0)
(1+&Q&C2 |
1
0
se(1&s)&Q&C 2ds)+e&Q&C 2.
Consequently, it is easy to see that
&
1
10 e
&s &Q&C 2 ds

y2(0)& y1(0)
x2(0)&x1(0)
0.
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For the case y1(0) y2(0), it can be treated similarly as above by consider-
ing the time t goes from 0 to &1 instead of from 0 to 1. Then it can be
shown that
0
y2(0)& y1(0)
x2(0)&x1(0)

1
10 e
&s &Q&C 2 ds
.
This proves our claim.
Step 2. Secondly, it is easy to see that
|D2t x2 (t)&D
2
t x1 (t)|
x2 (t)&x1 (t)
=
|Qx (t, x2 (t))&Qx(t, x1 (t))|
x2 (t)&x1 (t)
&Q&C2
L2 :=&Q0 &C2+1.
Step 3. Finally, for n3, u&1 (t) Dnt u(t) is a sum of terms
u&1 (t)(D\1t D
\2
x Qx (t, x2 (t))&D
\1
t D
\2
x Qx (t, x1 (t)))(D
j1
t x1 (t) } } } D
j\2
t x1 (t))
and
u&1 (t) D\1t D
\2
x Qx(t, x2 (t)) \‘
\2
i=1
(D jit u(t)+D
ji
t x1(t))&D
j1
t x1 (t) } } } D
j\2
t x1 (t)+
with 1\1+\2n&2 and \2i=1 ji=n&2&\1 .
Inductively, the boundedness of u&1 (t) Dnt u(t) is inherent in the bounded-
ness of u&1 (t) Dn&2t u(t), ..., u
&1 (t) D1t u(t) by Lemma 3.1. Consequently, this
implies that there exists a constant Ln>0 such that
|Dnt x2 (t)&D
n
t x1 (t)|
x2 (t)&x1 (t)
Ln , t # R.
The proof is therefore complete. K
Corollary 3.3. Under the same assumptions as Lemma 3.2, there exists
a constant Bn>0 such that
(x2 (t)&x1 (t)) |Dnt (x2 (t)&x1 (t))
&1|Bn , t # R (3.3)
for any n # N.
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Proof. For u(t)=x2 (t)&x1 (t)>0, we have
u(t) } u&1 (t)#1.
Therefore, for any n # N,
u(t) } Dnt u
&1 (t)=& :
n&1
m=0 \
n
m+ (Dn&mt u(t))(Dmt u&1 (t))
=& :
n&1
m=0 \
n
m+ (u&1 (t) Dn&mt u(t))(u(t) Dmt u&1 (t)).
Inductively, the boundedness of u(t) Dnt u
&1 (t) is inherent in the bounded-
ness of u(t) Dn&1t u
&1 (t),..., u(t) D0t u
&1 (t)#1 by Lemma 3.2. Consequently,
this implies that there exists a constant Bn>0 such that
(x2 (t)&x1 (t)) |Dnt (x2 (t)&x1 (t))
&1|Bn , t # R.
The proof is therefore complete. K
Corollary 3.4. Under the above assumptions, we have the estimate
e&Lt
x2 (t)&x1 (t)
x2 (0)&x1 (0)
eLt, t0, (3.4)
with L=L1 .
Proof. In fact, for t0, it follows from
x* 2 (t)&x* 1 (t)= y2 (t)& y1 (t)
that
d
dt \
u(t)
u(0)+=
y2 (t)& y1 (t)
x2 (t)&x1 (t)
}
u(t)
u(0)
with u(t)=x2 (t)&x1 (t). Therefore, by Lemma 3.2, this gives
&L
u(t)
u(0)

d
dt \
u(t)
u(0)+L
u(t)
u(0)
.
It is easy to see that this implies our claim. K
Lemma 3.5. There exists a constant C$>0 such that the following holds:
if (x1 (t), y1 (t)) and (x2 (t), y2 (t)) belong to the same set M per: _ M
+
: or
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M per: _ M
&
: , and (x(t), y(t)) is an orbit of system (1.2) satisfying x1 (t)<
x(t)<x2 (t)x1 (t)+1 for t # [0, 1], then we have the estimate.
| y(t)|C$, t # [0, 1]. (3.5)
Proof. Notice that for t # [0, 1]
| y(t)& y(0)|&Q&C2
and
x(t)=x(0)+ y(0)t+|
t
0
( y(s)& y(0)) ds.
From the assumption x1 (1)<x(1)<x2 (1)x1 (1)+1 it is clear that
y1 (0)&2 &Q&C2&1 y(0) y2 (0)+2 &Q&C2+1.
This implies our claim since | y1 (t)| and | y2 (t)| is uniformly bounded by
Lemma 3.1. K
Lemma 3.6. There exists a constant L$>0 such that the following holds:
if (x1 (t), y1 (t)), (x2 (t), y2 (t)), and (x(t), y(t)) satisfy the assumptions in
Lemma 3.5, then for t # [0, 12 ] we have the estimate
y(t)& y1 (t)
x(t)&x1 (t)
&L$,
y2 (t)& y(t)
x2 (t)&x(t)
&L$. (3.6)
Proof. The proof is similar to that of Lemma 3.2. In fact, let u(t)=
x(t)&x1 (t), then u(t)>0 for t # [0, 1]. For any given t0 # [0, 12 ], we con-
cern with the estimate u* (t0)u(t0). Suppose u* (t0)<0, that is y1 (t0)> y(t0).
Then, it is easy to check that
0<u(t)u(t0)+u* (t0) t+&Q&C2 |
t
t0
(u(t0)+u* (t0)(s&t0))e(t&s) &Q&C 2 ds
for t # [t0 , 1]. Consequently
0<
u(1)
u(t0)

u* (t0)
u(t0)

u* (t0)
u(t0)
} |
1
t0
e(1&s) &Q&C2 ds+e(1&t0) &Q&C 2,
and therefore
&
1
1t0 e
(t0&s) &Q&C 2 ds

u* (t0)
u(t0)
<0.
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It is clear that
|
1
t0
e(t0&s) &Q&C 2 ds|
1
12
e(12 &s) &Q&C2 ds.
This implies the estimate on ( y(t)& y1 (t))(x(t)&x1 (t)) for t # [0, 12 ]. The
other estimate can be treated similarly. K
Corollary 3.7. Suppose that (x1 (t), y1 (t)), (x2 (t), y2 (t)) and (x(t), y(t))
satisfy the assumptions in Lemma 3.5, then we have the estimate
x(t)&x1 (t)
x(0)&x1 (0)
e&L$t,
x2 (t)&x(t)
x2 (0)&x(0)
e&L$t (3.7)
for t # [0, 12 ].
Proof. The proof is similar to that of Corollary 3.4. In fact, let u(t)=
x(t)&x1 (t), then u(t)>0 for t # [0, 1]; moreover, for t # [0, 12 ], it is clear
from Lemma 3.6 that
d
dt \
u(t)
u(0)+=
y(t)& y1 (t)
x(t)&x1 (t)
}
u(t)
u(0)
&L$ }
u(t)
u(0)
.
Therefore, this gives the estimate on (x(t)&x1 (t))(x(0)&x1 (0)). The
other estimate can be treated similarly. K
In the following, we let C denote the larger one between C1 in Lemma 3.1
and C$ in Lemma 3.5; let L denote the larger one between L1 in Lemma 3.2
and L$ in Lemma 3.6.
Lemma 3.8. There exists a sufficiently large N1>N0 such that the
following holds: for any NN1 , if (x1 (t), y1 (t)), (x2 (t), y2 (t)), and
(x(t), y(t)) satisfy the assumptions in Lemma 3.5, then we have the estimate
1
2

x2 (t)&x1 (t)
x2 (0)&x1 (0)
2, t # _0, 1N& . (3.8)
Moreover, if 49(x(0)&x1 (0))(x2 (0)&x1 (0))59, then we have the
estimate
1
9

x(t)&x1 (t)
x2 (t)&x1 (t)

8
9
, t # _0, 1N& . (3.9)
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Proof. For N1>max[N0 , [L ln 2]+1], the first estimate (3.8) follows
directly from Corollary 3.4 since eLN2 and e&LN12. For the second
estimate, we notice that, by Corollary 3.7,
x(t)&x1 (t)
x2 (t)&x1 (t)
=
x(t)&x1 (t)
x(0)&x1 (0)
}
x(0)&x1 (0)
x2 (0)&x1 (0)
}
x2 (0)&x1 (0)
x2 (t)&x1 (t)

1
2
}
4
9
}
1
2
=
1
9
for t # [0, 1N]. On the other hand, it is easy to check that
4
9

x2 (0)&x(0)
x2 (0)&x1 (0)

5
9
.
Therefore, we also have
x2 (t)&x(t)
x2 (t)&x1 (t)
=
x2 (t)&x(t)
x2 (0)&x(0)
}
x2 (0)&x(0)
x2 (0)&x1 (0)
}
x2 (0)&x1 (0)
x2 (t)&x1 (t)

1
2
}
4
9
}
1
2
=
1
9
.
This gives
1
9

x(t)&x1 (t)
x2 (t)&x1 (t)

8
9
for t # [0, 1N].
The proof is therefore complete. K
Now we fix an NN1 ; and therefore, ;=;(N ) and %=%(N ) are given.
Denote as: E (|)=[:= pq # E(|) | q>N]. It is clear that there exists a
sufficiently small c0>0 such that for any := pq # E(|)"E (|), we have
|q|& p|c0 since there are only finite numbers in E(|)"E (|), and | is an
irrational number. In the following, we are only concerned with
: # E (|)=E & (|)+E + (|), where : # E & (|) if :<| and : # E + (|) if
:>|.
4. PROOF OF THEOREM 1.1
Now, with the aid of the estimates in Section 3, we may prove an
analogous lemma to [11, Lemma 18.4], that is,
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Lemma 4.1. There exists a constant cr>0 such that the following holds:
For any := pq # E & (|), there exists some Q=Q(t, x) # N r= (Q0) such that
the corresponding Peierls's barrier satisfies
max
! # R
Ppq+ (!)Cr=r+1qr
2
. (4.1)
Similarly, for any := pq # E + (|), there exists some Q=Q(t, x) # N r= (Q0)
such that the corresponding Peierls's barrier satisfies
max
! # R
Ppq& (!)Cr=r+1qr
2
. (4.2)
Proof. We consider only the first case, that is, := pq # E & (|). The
other case can be treated similarly.
Choose a minimal pq-periodic orbit (x0 (t), y0 (t)) of system (1.2). Then
the set [x0 (i)+ j | i, j # [Z]] intersects each interval [a, a+1), a # R, in
exactly q points. Clearly, there exists a complementary interval J of length
1q to this set. Let (xl , xr) be such a set.
Now we take some U0=U0 (t, x) # C (T2) satisfying the following
conditions:
(i) For (t, x) # [0, 1]_[0, 1], 0U0 (t, x)1 and U0 (t, x)>0 if
and only if (t, x) # (0, 1N )_(0, 1N );
(ii) U0 (t, x)#1 for (t, x) # (19N, 89N)_(19N, 89N). Then we
take U1=U1 (t, x) # C (T2) which on the domain
[(t, x) # R2 | 0t1, x l (t)xx l (t)+1]
is defined as
U1 (t, x)={
$
=
2
q&r } U0 \t, 1N (x&xl (t))(xr (t)&xl (t))&1+ ,
xl (t)xxr (t)
0, otherwise.
Here 0<$<<1 is some constant chosen in the following. In fact, we will
show that the constant 0<$<<1 can be chosen uniformly for := pq #
E & (|) such that &U1&Cr<=2.
To begin, we notice that it is enough to show that &U1 &Cr<=2 on the
domain
{(t, x) # R2 } 0t 1N , xl (t)xxr (t)= .
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Therefore, let
U(!, ’)=U0 (!, ’), !(t, x)=t, ’(t, x)=
1
N
(x&xl (t))(xr (t)&xl (t))&1,
then we have
U1 (t, x)=$
=
2
q&r } U(!(t, x), ’(t, x)).
We have to show that ($(=2))&1 Dr1t D
r2
x U1 (t, x) is uniformly bounded with
0r1+r2r.
Clearly, ($(=2))&1 U1 (t, x)=q&r } U(!(t, x), ’(t, x)) is uniformly bounded
by &U0 &C 0=1. Furthermore, for any 1r1+r2r, ($(=2))&1 Dr1t D
r2
x U1 is
a sum of terms
q&rD\1! D
\2
’ U } (D
:1
t D
;1
x ! } } } D
:\1
t D
;\1
x !)(D
*1
t D
+1
x ’ } } } D
*\2
t D
+\2x ’)
with 1\1+\2r1+r2 , \1i=1 :i+
\2
i=1 * i=r1 and 
\1
i=1 ;i+
\2
i=1 + i=
r2 . It is clear that D:t D
;
x!=1 for :=1 and ;=0, and otherwise,
D:t D
;
x!=0 for :2 or ;1. Furthermore, D
*
t D
+
x’=0 for +2. Hence, to
verify our claim, we need to do estimates on D*t D
+
x’(t, x) for 1*++r
and +=0 or 1.
In fact, from Corollary 3.3 it follows that
(xr(t)&xl (t)) |D*t Dx’(t, x)|
=
1
N
(xr (t)&xl (t)) |D*t (xr (t)&xl (t))
&1|

1
N
B* .
Moreover, combining Lemma 3.1 with Corollary 3.3 we see that
(xr (t)&x l (t)) |D*t ’(t, x)|
=
1
N
(xr (t)&x l (t)) } :
*
+=0 \
*
++ D+t (x&xl (t)) D*&+t (xr (t)&x l (t))&1 }

1
N
:
*
+=0 \
*
++ |D+t (x&xl (t))| } (xr (t)&xl (t)) |D*&+t (xr (t)&xl (t))&1|

1
N \B*+ :
*
+=1 \
*
++ C+ } B*&++ .
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As a consequence of Corollary 3.4, it is easy to see that
q&r } (xr (t)&x l (t))&r2rq&r } (xr (0)&xl (0))&r2r
since xr (0)&x l (0)1q. Now, with the aid of these estimates it is evident
that
q&rD*1t D
+1
x ’ } } } } } D
*\2t D
+\2x ’
is uniformly bounded since 0\2r1+r2r. This implies that
q&rD\1! D
\2
’ U } (D
:1
t D
;1
x ! } } } } } D
:\1t D
;\1x !)(D
*1
t D
+1
x ’ } } } } } D
*\2t D
+\2x ’)
is uniformly bounded. Therefore we may conclude that ($(=2))&1 }
|Dr1t D
r2
x U1 (t, x)| is uniformly bounded with 0r1+r2r. This guarantees
that the constant 0<$<<1 can be chosen uniformly for := pq # E & (|)
such that &U1 &Cr<=2. This therefore proves our claim.
Now we consider the perturbed system corresponding to Q1=Q0 (t, x)+
U1 (t, x). From the definition of U1 (t, x), it is clear that (x0 (t), y0 (t))
remains a pq-periodic orbit for the perturbed system; moreover, since for
any x(t) # H1[0, q] with x(q)=x(0)+ p we have
|
q
0
( 12x*
2 (t)+Q1 (t, x(t))) dt>|
q
0
( 12 x*
2 (t)+Q0 (t, x(t))) dt
provided that x(t) is not a translate of x0 (t), it is clear that by this time
(x0 (t), y0 (t)) becomes the unique minimal pq-periodic orbit up to its
translates. Let
u1 (!)=P
Q1
pq (!)&P
Q0
pq (!). (4.3)
We claim that for ! # (xl , xr), u1 (!)>0; and moreover for ! # ((59) x l+
(49) xr , (49) x l+(59) xr), u1 (!)>(7$18N) =q&r. In fact, from Lemma
2.2, we see that for any ! # (xl , xr) and !$ # (xl (1), xr (1))
hQ1 (!, !$)=|
1
0
( 12x* *
2
(t)+Q1 (t, x*(t))) dt,
where x*=x*(t) is a minimal with respect to fixed boundary conditions
x*(0)=! and x*(1)=!$. Clearly,
xl (t)<x*(t)<xr (t)
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for all t # [0, 1]. Notice that
|
1
0
( 12x* *
2
(t)+Q0 (t, x*(t))) dthQ0 (!, !$).
Therefore, from the definition of Peierls’ barrier and the definition of
U1 (t, x), we have the estimate for any ! # ((59) xl+(49) xr , (49) x l+
(59) xr)
u1 (!) inf
xl (1)<!$<xr (1)
[hQ1 (!, !$)&hQ0 (!, !$)]
 inf
xl (1)<!$<xr (1)
|
1
0
U1 (t, x*(t)) dt
 inf
xl (1)<!$<xr (1)
|
(89) N
(19) N
U1 (t, x*(t)) dt

7$
18N
=q&r
by Lemma 3.8. This proves our claim.
Therefore, by following Mather’s discussion in [11, Lemma 18.4], it is
safe to say that there exists a minimal orbit (x+(t), y+(t)) with rotation
symbol pq+ such that
lim
t  &
(x+(t)&x l (t))=0+, lim
t  +
(x+(t)&xr (t))=0&,
and, moreover,
Ar } =q&rx+(q)& p&x+(0)xr&x l ,
where Ar>0 is a constant. We refer to [11, Lemma 18.4] for more details.
Now we take U2=U2 (t, x) # C (T2) which on the domain
[(t, x) # R2 | 0t1, x+(t)xx+(t)+1]
is defined as
U2 (t, x)={
$
=
2
(Ar =q&r)r } U0 \t, 1N (x&x+(t))(x+(t+q)& p&x+(t))&1+ ,
for x+(t)xx+(t+q)& p;
0, otherwise.
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Here, if necessary, we may choose a new constant 0<$<<1 and, similar
to the above discussion, it can be verified that &U2&Cr<=2 uniformly for
:= pq # E & (|).
Then we consider the perturbed system corresponding to Q2=Q1 (t, x)+
U2 (t, x). From the definition of U2 (t, x), it is clear that (x0 (t), y0 (t))
remains the unique minimal pq-periodic orbit up to its translates.
Moreover, we claim that by this time (x+(t), y+(t)) is the unique minimal
orbit with rotation symbol pq+ up to its translates. In fact, otherwise, we
may assume without loss of generality that (x~ +(t), y~ +(t)) is another mini-
mal orbit with rotation symbol pq+ such that
x+(t)<x~ +(t)<x+(t+q)& p
for all t # R. Then by AubryMather theory (cf. [11, Section 13]) it is clear that
:

&
(hQ1 (x~ +(i), x~ +(i+1))&hQ1 (x+(i), x+(i+1)))0
and
:

&
(hQ2 (x~ +(i), x~ +(i+1))&hQ2 (x+(i), x+(i+1)))=0.
From Lemma 2.2, it follows that
lim
n   |
n
&n
( 12 x~~
+2 (t)+Q1 (t, x~ +(t))& 12x*
+2 (t)&Q1 (t, x+(t))) dt0
and
lim
n   |
n
&n
( 12 x~~
+2 (t)+Q2 (t, x~ +(t))& 12x*
+2 (t)&Q2 (t, x+(t))) dt=0.
Notice that Q1 (t, x+(t))=Q2 (t, x+(t)) for all t # R. Therefore
0 lim
n   |
n
&n
(Q1 (t, x~ +(t))&Q2 (t, x~ +(t))) dt
=& lim
n   |
n
&n
U2 (t, x~ +(t)) dt
&|
1
&1
U2 (t, x~ +(t)) dt
<0.
This gives a contradiction.
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Let
u2 (!)=P
Q2
pq+ (!)&P
Q1
pq+ (!). (4.4)
We claim that for ! # (x+(0), x+(q)& p), u2 (!)>0; and moreover, for ! #
((59) x+(0)+(49)(x+(q)& p), (49) x+(0)+(59)(x+(q)& p)), u2 (!)>
(7$Ar18N) =r+1q&r
2
. This is a similar reasoning as in the estimate on
u1 (!). Briefly, for any ! # (x+(0), x+(q)& p), !$ # (x+(1), x+(q+1)& p),
and x*=x*(t) a minimal with respect to fixed boundary conditions
x*(0)=! and x*(1)=!$
u2 (!) inf
x+ (1)<!$<x+ (q+1)& p
[hQ2 (!, !$)&hQ1 (!, !$)]
 inf
x+ (1)<!$<x+ (q+1)& p |
1
0
U2 (t, x*(t)) dt
>0.
Moreover, from x+(t)<x*(t)<x+(t+q)& p and Lemma 3.8, it follows
that
u2 (!) inf
x+(1)<!$<x+ (q+1)& p |
(89) N
(19) N
U2 (t, x*(t)) dt

7$Ar
18N
=r+1q&r2
for any ! # ((59) x+(0)+(49)(x+(q)& p), (49) x+(0)+(59)(x+(q)& p)).
Therefore, by setting Q=Q(t, x)=Q0 (t, x)+U1 (t, x)+U2 (t, x), we get
the estimate (4.1). The estimate (4.2) can be verified in a similar way.
The proof is complete. K
At this stage, we may give the proof of Theorem 1.1. To be precise, we
prove
Theorem 1.1$. Suppose that for given Q0=Q0 (t, x) # C (T2) and some
Liouville number |, the corresponding system (1.2) possesses an invariant
torus with rotation number (1, |). Then for any r2 and =>0, there exists
some Q=Q(t, x) # C (T2) belonging to the neighborhood N r= (Q0) of Q0
such that the corresponding system (1.2) does not admit any invariant torus
with rotation number (1, |).
Proof. We argue by contradiction. Assume that there exists a neigh-
borhood N r= (Q0) of Q0 such that for any Q # N
r
= (Q0), the corresponding
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system (1.2) has an invariant torus with rotation number (1, |). That is,
the time-one map f =810 has a rotation invariant curve of rotation number |.
Therefore, we have
PQ| (!)#0.
By combining Lemma 2.4 with Lemma 4.1, we have the estimate
Cr=r+1q&r
2
C% |q|& p|
for all := pq # E (|). From the definition of E (|), it follows that there
exists a sufficiently small #>0 such that
|q|& p|#q&r2
for any := pq # Q. Thus, | satisfies a Diophantine condition. This gives
a contradiction with the fact that | is a Liouville number; and therefore
the result is achieved. K
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