T his is a response to an invitation from Lawrence Wein, editor of this anniversary issue of Operations Research, who invited me to tell the story of my 40+ years of collaboration with Abraham Charnes. The objective, as assigned, is to describe events leading up to the first industrial application of linear programming and the part this collaboration played in extending and spreading its uses. I begin as follows.
With support from the U.S. Air Force Project SCOOP (Scientific Computation of Optimum Programs), I undertook to organize a research center in the newly forming Graduate School of Industrial Administration at Carnegie Institute of Technology (now Carnegie Mellon University) in Pittsburgh. Under the title "Planning and Control of Industrial Operations," the center was supposed to contribute to the development of mathematical, statistical and econometric methods for use in managing industrial operations (see appendix). This was part of a strategy developed by Project SCOOP for complementing (or extending) methods like they were developing under the leadership of George Dantzig for use by the U.S. Air Force Comptroller's Office in its planning and control activities. Much of this work was to be computer oriented, as far as was possible at this nascent stage of developments in electronic computers.
Working with David Rosenblatt of "Carnegie Tech" and B. Mellon of Gulf Oil Company, we initiated our efforts at the Philadelphia Refinery of Gulf Oil Company (a multibillion dollar company subsequently absorbed by Chevron). This research occurred in the late 1940s, shortly after the termination of World War II. Management at Gulf was very interested in processes associated with the blending of aviation gasolines-for which this refinery was a major supplier. In this "pre-jet" plane age, such aviation grade (high-octane) gasolines represented major products for this refinery.
Members of the refinery staff (including Bob Mellon) were also very much concerned with the production of what they referred to as "octane giveaways." These "giveaways" took the form of blends with octane ratings that exceeded prescribed levels, sometimes substantially. It was hoped that our proposed mathematical approaches would eliminate, or at least ameliorate, this problem, whereas-as subsequent developments revealed-attempts to eliminate these "octane giveaways" would require extra constraints that would result in substantial profit reductions.
Developments in linear programming and related methods were still embryonic. No publications were available, so we relied mainly on unpublished papers intended for presentation at a Cowles Commission Conference to be held at the University of Chicago on June 20-24, 1949 . The title of the conference, "Activity Analysis of Production and Allocation," was subsequently carried over into the title of a book by this same name published by John Wiley and Sons, which was edited by Tjalling Koopmans (1951) of the University of Chicago, who was subsequently awarded the Nobel Prize in Economics for his work on this topic. These papers also included treatments of the then new interindustry (input-output) analysis approaches developed by Wassily Leontief of Harvard (also a subsequent Nobel Laureate). They also included a paper by George B. Dantzig under the title "Maximization of a Linear Function of Variables Subject to Linear Inequalities."
Possibly because of my background as an economist, the three of us (Rosenblatt, Mellon, and I) suffered from shortcomings-like those evidenced by successive Nobel committees-which caused us to fail to recognize the significance of this work by Dantzig. In any event, we focused our efforts on trying to adapt the activity analysis approach as formulated by Koopmans to the problem of blending aviation gasolines. This effort was fraught with difficulties, however, which prevented us from making the progress we urgently needed for this application.
At about this time I had a chance luncheon encounter with Abe Charnes, who was then a new appointee in the Mathematics Department at Carnegie Tech. Charnes showed interest in this application and offered to help when I described the lack of success in our attempts to use these activity analysis models.
I accepted this offer, and with alacrity I arranged a meeting for Charnes with Mellon, Rosenblatt, and myself. Instead of engaging in the discussion I had planned for, however, Charnes began responding to Mellon's descriptions by immediately incorporating them in the linear inequalities that he began to formulate. We kept interrupting the progress of this work by directing questions to Charnes, phrased in the terminology of the activity analysis literature, a literature with which he was not familiar. The experience became a memorable one (to me) when, in exasperation, Charnes asked "Which do you want me to do? Do you want me to read the literature or do you want me to solve the problem?" Needless to say, I opted for the latter course of action. At the end of this meeting, I gave Charnes copies of the Cowles Commission papers to read. Unlike us, he pretty well bypassed the papers on activity analysis and centered his attention on the above referenced paper by Dantzig. 1 With the problem thus formulated, our attention turned next to algorithms, where we discovered, alas, that the published literature in mathematics dealing with the solution of systems of linear inequalities had little to offer. This again brought us to this seminal paper by Dantzig (1951) , which contained a discussion of his yet-to-be named "simplex method."
There were, of course, open questions to be dealt with in this then (largely) untried method of solution. Chief among these troubling considerations was the issue of degeneracy, to which Charnes turned his attention because we wanted an unexceptional method of solution to give to refinery personnel.
2 Fortunately, our contacts with George Dantzig made it possible for me to secure some of the additional papers that he and members of his staff at the U.S. Air Force had prepared on this topic. None of these papers had completely solved the problem of degeneracy, so Charnes took a different approach based on "non-Archimedean" concepts taken from the "nonstandard" analysis that was then beginning to appear in the mathematics literature. and (2) "Optimality and Degeneracy in Linear Programming," by A. Charnes.
Publication of these articles opened a whole array of new opportunities for uses and developments of such mathematical modeling to address industrial problems in surprising ways. (This was surprising to us because, after all, Econometrica is a rather abstract journal directed to a special kind of academic audience.) In any event, I became the recipient of numerous inquiries as well as visits by personnel from industrial firms eager to learn more about these new methods for planning and control of their operations. This was not confined to inquiries from oil companies, although these papers, and the work they represented, started a trend in the development of new methods for managing refineries (and other oil company activities) which continues to this day. 5 Even the oil company responses, however, contained surprises such as inquiries I received from refineries located in countries on the other side of the (then present) "Iron Curtain."
My own guess is that this response was a reflection of the post-war climate in which these events occurred. Very much like the present, this was a climate that was being impacted by many new developments in methodologies. These developments now take the form of technological innovations such as PCs and cellular phones. In this earlier time, however, they took the form of new concepts and methods embodied in developments such as game theory, queuing theory, search theory, statistical decision theory, and information theory (as well as linear programming), which were bursting on the scene almost simultaneously. Subsequently, these kinds of development were collected, nurtured, and extended in the disciplines that we now know as operations research and management science. I might add that Charnes and I became active in both societies while they were forming. In fact, I became the first (founding) president of TIMS. Charnes became its vice president, then president and the editor of Management Science, the society's journal. In any case, we found that these societies provided opportunities for contacts with others involved in problems like those that were of interest to us. They were also a source of new ideas and new developments.
The activities and contacts provided by these professional societies provided additional opportunities for work in new directions. We also took advantage of the new outlets for publication these societies provided. In these early years, this took the form of publications in areas like "goal programming" and "chance constrained programming"-both of which were first published in Management Science when C. West Churchman was its editor. See Charnes et al. (1955 Charnes et al. ( , 1958 .
I mention these two topics (chance constrained and goal programming) because the way they were developed helps to explain why I found Charnes' remarks in our first meeting so memorable. Chance constrained programming was developed with Gifford Symonds of Esso-a subsidiary of the Standard Oil Company of New Jersey (now named Exxon-Mobil). The work we undertook with Symonds was conducted at the company's Bayway, New Jersey, refinery. It was focused on the scheduling of heating oil, for which the company was the world's largest supplier at that time. This work required us to take account of uncertainties in the weather-related demand for No. 2 heating oil-the product for which we were supposed to provide the production and inventory schedules. After several false starts, we were able to reformulate the problem in terms of constraints that were to be satisfied at specified minimal levels of probability in an approach which we were later to name "chance constrained programming." 6 Because the scheduling was to be conditional on developments yet to occur, we also introduced the use of "conditional decision rules." Uses at the refinery were confined to "linear decision rules"-a class of rules we developed and implemented for use in this application and which pretty much marks the boundary of what has been accomplished even to this day in the development and analysis of suitable decision rules for different chance constrained models.
Goal programming was developed with Bob Ferguson. A member of the staff of Methods Engineering Council (MEC), a Pittsburgh-based consulting firm, Bob was engaged in helping them to develop guides for determining the executive compensation plans for use by the Major Industrial Appliances Division of the General Electric Company. After completing very extensive (and expensive) surveys and interviews, 7 MEC began to try to develop the desired executive compensation scheme by applying these data to various types of statistical regressions. Difficulty was experienced by MEC, however, because these statistical regression approaches all gave unacceptable results. Coefficients with the wrong sign and failure to reflect GE's organization hierarchy in its salary estimates were some of the sources of trouble. 8 We pointed out to Ferguson that a reflection of these conditions would naturally lead to inequality rather than the equation formulations used in ordinary statistical regression estimating models.
Also important was our noting that uses of company salary records to obtain these regression estimates failed to respond to the problem that concerned the company-viz., to meet salary offers from competitors, designed to attract valuable company personnel away from GE. The objective of meeting such competitors was to be accomplished, however, while conforming to the company's organization constraints and policies. Access to the data associated with such competing offers was not available, of course, but we could at least obtain estimates of upper and lower bounds for their values. This, too, lent itself to the use of linear inequalities. However, the objective "meet competing offers as closely as possible" was given an absolute value function (nonlinear) formulation in the objectives of the models we formulated in the course of successive meetings with Ferguson. Algorithms for such objectives were not available. However, they were also not needed because we were able to show how such formulations could be reduced to equivalent linear programming problems for which, by this time, computer codes as well as algorithms were already available. To handle the problem of computations, we secured the services of Alex Ordon, who had left Dantzig's organization in the Air Force to join the Burroughs Corporation in its efforts to move from making mechanical adding machines into electronic computers.
This modeling effort, to estimate executive salaries for guidance to GE management, led to the development of a new approach to absolute value regressions (under constraints), which we referred to as "inequality constrained regressions." This helped to appeal to the statistics literature, for which we might cite the treatment of absolute value regressions in Bassett and . See also the appendix to Koenker and Bassett (1978) and the following quotation from Dielman and Pfaffenberger (1982, p. 32 This development of "inequality constrained regression," with its attendant relations to linear programming stimulated, in turn, a whole series of developments which included replacing earlier (calculus based) optimization methods and proofs with more general mathematical programming reformulations and extensions to statistics, many of which are represented-along with novel developments of their own-in the book by Arthanari and Dodge (1981) . These approaches also provided a new way of dealing with inconsistencies in linear programming that could be brought to bear on programming to meet "multiple objectives" "as closely as possible." This represented a new class of problems we were encountering with increasing frequency in our work, and this supplied the motivation for our choice of the name "goal programming," which made its initial appearance in Appendix B of Charnes and Cooper (1961) . In any event, we here learned a lesson on the need for careful attention to a choice of names for these new formulations and methods of analysis and computation. As it turned out, the choice of this name was of some importance. When the name "inequality constrained regressions" gave way to "goal programming," interest in the OR/MS community picked up in the form of further research and use by others. For instance, this name attracted attention from others in the OR/MS profession who were interested in multiple objective planning problems where the literature on goal programming now occupies a prominent position, and where work on its further development and use still continues. 9 We have mentioned some of the effects of this work on other literatures in operations research and statistics. It even had an effect on the literature of poetry, as in the following poem which the late Kenneth Boulding penned in response to his duties as a discussant. See Mesarovic (1964, p. 61) .
Drawing upon experiences like these, I am reminded of the implications of the remarks of A. Charnes in our first meeting. One way to summarize these remarks is to say that they led to the "applications driven theory" strategy for research that is described in Cooper and McAlister (1999) as follows: "First solve the problem being addressed-up to and including its successful application. Then be sure to turn to the literature in order to perfect, extend, and generalize these formulations. Finally, write up the thus "generalized" formulations for publication and also report results from the application as, inter alia, a way to move into still further applications, and so on."
There is another aspect of this strategy that needs to be observed. All this research was conducted in the form of team efforts. In each case, at least one of the team was a member of the company and was responsible (at least in part) for improving the processes or the operations being addressed. This was true of the initiating effort with Bob Mellon of Gulf Oil as a member of the team. It was also true of the efforts conducted with Gifford Symonds (of Esso) and Bob Ferguson of MEC-GE. In this way, we ensured that important factors were taken into account (sometimes involving very subtle company traditions), and we also ensured the presence of these persons to deal with problems to be encountered by these companies in continuing uses of the models and methods they had helped to develop.
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These approaches to research, which involved testing in actual use, followed by extension and refinement for publication, became a major component of our research strategy. But, of course, this was not the only course taken in our research. For example, our initiating formulations of "semi-infinite programming" represented a response to discussions with Richard Duffin, one of our colleagues at Carnegie Tech, while he was developing the ideas of infinite programming. 11 The objective of Duffin in this work was to better understand the capabilities of linear programming. See Duffin (1956) . Our efforts in semi-infinite programming, on the other hand, promised to open new ways of solving nonlinear programming problems with suitable degrees of approximation in finite systems. However, attempts by ourselves and others to develop suitable algorithms did not succeed. I therefore turned my interest to other topics, but almost to the time of his death on December 12, 1992, Dr. Charnes continued to try to develop and extend these initial formulations in different directions. I might add that this included the development of semi-infinite programming formulations that extended our more recently developed area of data envelopment analysis (DEA), which now has an extensive record of applications and publications that are documented in the book by Cooper et al. (1999) .
Treatment of more recent developments such as DEA, for instance, lies beyond the scope of the assignment from Lawrence Wein. We therefore conclude by noting that this early period of work, and the strategy we used, had effects that still go on in ever widening circles even though Dr. Charnes is no longer here to continue expanding the horizons and capabilities of these types of approaches.
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This work and this strategy have also been professionally and academically rewarding with, for instance, many contributions recorded in numerous publications-more than 460 articles and 22 books in my case, and a greater number in the case of Charnes. Among these rewards we may also note the satisfactions we have received from the friends we developed in this long and productive collaboration carried out with many persons in more than 100 companies and government agencies. Charnes and I both also believed that it enabled us to offer more to our students than we would have been able to do without these enriching experiences and relationships.
APPENDIX
The work in the center I had organized soon broke into two separate teams. One team consisted of Charnes and me and operated in the manner described in the preceding article. The other team consisted of Charles Holt, Franco Modigliani, John Muth, and Herbert Simon. This team, which operated under the leadership supplied by Holt, centered its attention on a single application at the Springdale, Pennsylvania, plant of the Pittsburgh Plate Glass Company (now PPG Industries). Although following a different strategy, this work was also directed toward developing analytically based methods of management that could be (and were) computer implemented. Using the knowledge of company personnel (but not incorporating these persons in the research), this team concentrated on planning for production, work forces, and inventory in the paint factory at Springdale. The objective was to develop analytically based, computer implemented methods that could improve the performances of this plant. This, of course, was also to be a prelude to the generalizations that the team was subsequently to publish.
The modeling effort of this team consisted of several components that were built around the uses of "linear decision rules" and "quadratic criterion functions." This novel approach to these problems proved highly successful and led to the pioneering book the team coauthored under the title Planning Production, Inventories and Work Forces (1961, Prentice Hall Inc., Englewood Cliffs, NJ). As might be expected, this book impacted both practice and further research in numerous ways. Indeed, one such impact was evidenced in operations research in the following manner. Possibly because of their background in military operations research, the referees of the original article prepared by these four persons caused the editor of the Journal of Operations Research Society of America (now Operations Research) to reject the article on the basis that it was "not operations research," and hence, did not belong in this journal. Subsequently, after the publication of the book, the same journal became a major outlet for numerous articles on scheduling and production in industry, and thus did an "about face" on what constituted "operations research."
It is of interest here to note that both Modigliani and Simon subsequently received the Nobel Prize in Economics, in part for this work. The "exponential smoothing" models and methods developed for this work by Holt now occupy prominent places in business forecasting practices. Muth, a PhD candidate at GSIA, formulated the ideas known as "rational expectations" in the course of this work, which Bob Lucas (then a member of the faculty at GSIA) subsequently extended and elaborated in research for which he also received the Nobel Prize in Economics.
As might be expected, the work of the center also provided opportunities (and support) for Ph.D. candidates. Many of these persons went on to positions in other schools where they could do research as well as teach, and in the process, further extended the scope and use of such methods. Muth provides one example who went on to a career in the Business School at the University of Indiana. Carl Lemke is another example. A student of A. Charnes, he worked in the center (with Charnes and me) in several of our efforts to develop algorithms. Subsequently, he went on Rensselaer, where he made important contributions to the programming literature such as the "dual (simplex) method" 13 for solving linear programming problems as well as in developing algorithms (based on complementarity) for solving quadratic and other types of nonlinear programming problems. 14 This work in developing analytically based, computer implemented methods for use in planning business operations thus impacted on practice in many ways. One of the most important of these is represented, I believe, by the influence that these activities had on the Graduate School of Industrial Administration where the center was housed. Here, too, time and place played a key role if only because this was (then) a newly founded school forming its programs under a strong dean (G.L. Bach) who could, and did, respond flexibly to promising opportunities. As has been documented in many studies, the programs and approaches adopted at GSIA impacted business education with great effect elsewhere in the world as well as in the USA in a movement that changed the narrow focus of pre-World War II approaches to management education. This included full complements of research along with a movement toward graduate education that also changed the previously organized (very narrow) undergraduate programs.
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Business education as well as business practice was thus affected in a multitude of ways by developments like we have been describing. Again, however, the conjunction of these developments with what was happening in the business world also needs to be taken into account. Business firms were not only accepting and adapting, but also initiating changes along lines like we have been describing and this continues, even today, in many different forms and in many different ways-nearly all of which have been affected by the electronic computer and its uses.
ENDNOTES
1 We subsequently located the source of our troubles in the rigidity of the activity analysis approach by showing that these models could be transformed into special types of linear programs. See Charnes and Cooper (1961, p. 299) .
2 The refinery engineers later designed a special purpose computer to take advantage of the special properties of these "blending models." For a discussion of these and other types of models, see Charnes and Cooper (1965) . See also the discussion of different "model types" and how they can be used in the synthesis and solution of other models as discussed in Charnes and Cooper (1961, Ch. 1) .
3 Due largely to A. Robinson. See Robinson (1966 , 1988 . See also the discussion and references in Arnold et al. (1998) . 4 This title was suggested by T. Koopmans, who was then serving as an acting editor of Econometrica.
5 For a discussion of some of these impacts on practice in the oil industry (not confined to refineries), see Garvin et al. (1952) . 6 This name made its first published appearance in Charnes and Cooper (1959) . 7 The idea was to determine "job factors" and "man factors" that could enter as weights in determining the compensation of individual executives and to do so in a manner that could provide incentives to each executive, which could help him improve his future capabilities for the company. This was a novel idea in job description approaches in that it recognized that executives (unlike factory workers) could change their job descriptions as well as their personal characteristics. We were later able to extend these ideas for work we did with R. Niehaus for use in the civilian manpower planning work we did for the U.S. Navy. These extensions allowed for interactions between changing personal characteristics and the job that could be performedas needed for planning changes in organization designs that could deal more adequately with improving the equal employment opportunities that could then be provided. See Charnes et al. (1972 Charnes et al. ( , 1978 . 8 Uses of ordinary (unconstrained) regressions, as had been done by MEC, led to anomalies like the ones reflected in the following comments by the president of this GE Division who is reported to have said, "I am willing to admit 40 / Cooper that the "office boy" is smarter than I am [as reflected in his "man-factor," "job-factor" weights] but I am not willing to give him a salary higher than mine [as your formulas might suggest]!" 9 See p. 187 in J. L. Cohon (1978) "Goal Programming is undoubtedly the most well known multiobjective method. For some it is multiobjective programming." See also Tamiz, Thomas and Romero (1998, p. 570 ) "It can be said that GP [Goal Programming] has been, and still is, the most widely used approach to multicriteria decision making." See also Romero (1991) . 10 It also made it easy for them to contact us when necessary.
11 I might note that the converse was also true. It was our work and the presentations at our research Center on uses and extensions of linear programming that attracted Duffin's attention to mathematical programming as a topic for research in mathematics. 12 The obituary by Fred Phillips (1993) describes some of the major contributions made by Professor Charnes.
13 A detailed discussion of this method may be found in Charnes and Cooper (1961, Ch. XI) .
14 See the discussion of the "Lemke Algorithm" in Nering and Tucker (1993, p. 480) .
15 See Gleeson (1994) .
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