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Abstract: Cryptography has attracted much attention of many researchers, especially in protecting signal information as a part of
an information security system. Several types of research have been done in developing too many approaches with the main focus
on confidentiality of the Cryptography framework. “Golden” Matrices Cryptography (GC) has demonstrated superior performance
compared to the state-of-the-art algorithms in terms of the computational time. However, it sometimes shows unsecured performance
due to easily guess the encryption key. In this paper, an approach to overcome the main limitation of GC by a combination of NBlocks Random Matrix ASCII Ciphers (NBRMAC), Hadamard product of Golden matrices and Hadamard Transform is proposed.
Message Authentication Code (MAC) will be considered in the process to provide authentication and integrity. The proposed scheme
is implemented out of the seven stages, starting with encoding plaintext by (NBRMAC) , applied HMAC, key generation, encryption
stage, decryption stage, matching HMAC, and finally the decoding to obtain the original data at the end of communication.
Keywords: Computer Security, Cryptography, Golden matrices, Fibonacci numbers, Hadamard Product, Hadamard Transform,
HMACs

1 Introduction
The transfer of information over the Internet has become
more prevalent than ever before in order to provide
Internet services over the world. But this leads to an
increase in the risks and the attacks became large than any
time. So we must protect transmitted information in order
to acquire preserving the integrity, authentication, and
confidentiality of information, including hardware,
applications, confidential information like e-commerce,
user-names, passwords, emails contents, banking,
corporate information, and online transaction processing
applications, and etc., which is exposed to unauthorized
access. In order to keep the information and prevent
unauthorized user from accessing the data, a variety of
techniques have been proposed. Steganography and
cryptography are the main methods of these techniques.
Steganography is the art of covered or hidden writing,
which hides the secret data into multimedia data such as
sounds, images or videos [1]. The art of covered or
hidden writing is called steganography which hides the
existence of the message. The Greek words steganos and
graphia are the radix of the word Steganography and it
means “hiding writing” [2,3,4,5,6,7,8]. On the other
∗ Corresponding

hand, Cryptography is defined in the Oxford Dictionary
as ”art and science of writing or solving codes”. This
process utilizes mathematical algorithms to protect data
based on keys, which encrypt the data (plaintext) into a
ciphertext using encryption algorithms, and no one can
decrypt the secret message and gets the original message
(plaintext) except the user who has the keys [9].
In essence, the primary objectives of cryptography is to
provide four fundamental information security services.
1.Confidentiality: “Assures that private or confidential
information is not made available or disclosed to
unauthorized individuals” [10].
2.Integrity: “Assures that information and programs are
changed only in a specified and authorized manner”
[10].
3.Non-repudiation: Assures that the sender actually
sent the message, and can’t deny creating or sending
the message. On the other hand, the recipient cannot
claim that he does not receive the message [2].
4.Authentication: is a service which provides the
identification of the sender and recipient. And also is
applied to both the entity and the message. Where
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used to identify the sender and ensure received the
message from the sender [11].
Cryptography is implemented into two kinds of
key-based algorithms: symmetric key encryption
(secret-key ciphers) and asymmetric key encryption
(public-key ciphers). Asymmetric key encryption is a
cryptography process that has two different keys (private
and public), use the public key in the encryption process
and private key in decryption process. Because users use
two keys, the public key is known to any one and private
key which is known only to the user. There is no need for
distributing them prior to transmission [12]. Symmetric
key encryption is an algorithm that uses the same key for
encrypting and decrypting data, so the key must be shared
over a secure channel before the communication [9] as
Shown in Fig.1.

Fig. 1: Encryption /Decryption process.

Symmetric key encryption is represented in two
forms: Block Cipher and Stream Cipher. A Block Cipher
is a method of encryption that divides the plaintext into
equal blocks, then encrypted each block individually and
collect these blocks which represent ciphertext at the
end[12]. Stream Cipher is a method of encryption that
encrypt the plaintext as a stream of bits individually. This
is achieved by encrypting the stream of bits sequentially
using some of the results from the previous bit until all
the bits in the data are encrypted as a whole using a
time-varying transformation. Id is deduced that
symmetric-key cipher algorithms are almost 1000 times
faster than asymmetric-key cipher algorithms [12].
The substitution cipher is one of the classical
encryption techniques which encode the letters of
plaintext according to a special mechanism. This method
can be done by replacing letters of the message with other
letters, numbers, or symbols. This message also can be
implemented by replacing single, or couple, or triplets of
letters, and so on. The original message can be obtained
by performing inverse substitution process [10].

Many algorithms have been demonstrated to utilize
the cryptography. The (GC) “Golden” cryptography is
one of the most important considerations of cryptography
algorithms. Several types of research have been focused
on increase improving the performance of the (GC)
method to be more secure.
A.P. Stakhov, deduced a new kind of cryptography
based on Fibonacci Q-matrix for continuous domain
called (GC) “Golden” cryptography and concluded that
the “Golden” cryptosystems is fast, simple for technical
realization and reliable cryptosystems for protection of
digital signals used in telecommunication and
measurement systems [13].
K.R. Sudha and A.Chandra S. and Prasad R. P V G D
examines the application of recurrence relations in the
continuous domain and a cryptographic method based on
the recurrence relations [14]. They use Bernoulli numbers
recurrence besides Fibonacci numbers, became the level
of security is more since it involves three parameters i.e.,
the permutation, the power of the matrix and type of
recurrence used.
Ayse N., did the generalization of Hadamard product
of Fibonacci Qn matrix and Fibonacci Q−n for continuous
domain [15].
Angel M. R. and Gerardo R. S., discovered that the
security of ”Golden” cryptography which is trivially
compromised as it does not pass one of the basic
cryptanalytic attacks: the chosen plaintext attack [16].
Shaligram P. and Amber J. and Ramjeevan S. T.,
Proposed a new approach for information security using
Fibonacci Q-Matrix and concluded that The GC
algorithms work faster than other symmetric algorithms
(including DES, 3DES, AES, and Blowfish) [17].
Background of the problem is shown in section 2.
Section 3 introduces our proposed algorithms. Section 4
discusses the experimental results and finally states the
conclusions in Section 5.

2 Background
2.1 Recurrence Relations:
Recurrence relation is defined in mathematics, as an
equation that recursively defines a sequence or
multidimensional array of values, once one or more initial
terms are given, each further term of the sequence or
array is defined as a function of the preceding terms. K.R.
Sudha, et al., presented three recurrence relation
Fibonacci, Lucas, and Bernoulli’s Numbers [14].
1.Fibonacci Numbers {Fn }∞
n=1 : are the sequence of
numbers (1, 1, 2, 3, 5, 8, 13, 21, 34, ...) defined by the
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square, the Hadamard product of A and B given by

linear recurrence equation
Fn+1 = Fn−1 + Fn , n ≥ 3

(2.1)

F1 = F2 = 1

(2.2)

[A ◦ B]i j = [A]i j [B]i j

with the initial
which the next number is found by adding up the two
numbers before it.
2.Lucas Numbers: are the sequence of numbers
(2, 1, 3, 4, 7, 11, ...) the Lucas numbers Lk is defined
by recurrence formula and initial terms as :
Lk+1 = Lk + Lk−1 , k ≥ 1

(2.3)

L0 = 2, L1 = 1.

(2.4)

with
3.Bernoulli’s Numbers: the Bernoulli numbers Bn are
a sequence of signed rational numbers that can be
defined by the exponential generating function.
∞
xn
x
B
=
, |x| < 2Π
n
∑
ex − 1 n=0 n!

with recursion formula is:


1 n−1 n + 1
Bn = −
Bk , n  1
k
n+1 ∑

(2.5)

(2.6)

k=0

where all numbers are zero with odd index n>1. The
even-indexed numbers alternate in sign. Taking B0 = 1,
B1 = - 12 , which successively yields the values
1
1
1
B2 = 16 , B4 = − 30
, B6 = 42
, B8 = − 30
, ....

2.2 Fibonacci Q-matrix
A.P. Stakhov in [13,18] introduced the following square
(2 × 2) matrix:


11
Q=
,
(2.7)
10
and proved the following property of the nth power of
the Q-matrix in [18]:


Fn+1 Fn
,
(2.8)
Qn =
Fn Fn−1
DetQn = Fn+1.Fn−1 − Fn2 = (−1)n ,

55

(2.9)

where n = 0, ±1, ±2, ±3, ..., Fn−1, Fn , Fn+1 are Fibonacci
numbers.
The Hadamard product is an entrywise multiplication
of two matrices of the same dimensions, and generates
matrix which inherits the same benefits of product [19].
For matrices A and B (m × n) matrices but not necessarily

(2.10)

The Hadamard product of Fibonacci Qn and Q−n
matrices are represented in following form:


Fn+1 Fn−1 −Fn2
Qn ◦ Q−n =
,
(2.11)
−Fn2 Fn+1 Fn−1
and the inverse of this matrix can be written as


2
2
1+Fn

Fn
1+2Fn2
1+Fn2
n
1+2Fn2 1+2Fn2
2

n
(Qn ◦ Q−n )−1 =  1+2F
F2

,

(2.12)

as described by [15,20].

2.3 Hadamard Matrices
A Hadamard matrix of order n is a matrix Hn with elements
±1 such that
HH T = nIn ,
(2.13)
where In is the (n × n) identity matrix and H T is the
transpose of H, that is for which the real inner product of
any pair of distinct rows is 0 [21]. For examples in the
case n = 1, 2, and 4 the Hadamard matrices are


1 1 1 1


 
1 1
1 −1 1 −1
H1 = 1 , H2 =
, H4 = 
. (2.14)
1 −1
1 1 −1 −1
1 −1 −1 1
The Hadamard transform is a symmetric orthogonal
matrix whose elements are real numbers 1 and -1 [22].
The normalized Hadamard matrices of order 2n , denoted
by Hn , is defined recursively in the following form:


1 1 1
H1 = √
,
(2.15)
2 1 −1


1 Hn Hn
Hn+1 = √
, n ≥ 1.
(2.16)
2 Hn −Hn

2.4 The Fibonacci P-Numbers
For an integer p = 0, 1, 2, ... and n ≥ p + 2, the nth
Fibonacci P-numbers is formed by the recurrence relation
[18,23].
Fp (n) = Fp (n − 1) + Fp(n − p − 1),

(2.17)

with initial terms:
Fp (1) = Fp (2) = ... = Fp (p) = Fp (p + 1) = 1.
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The Fibonacci p-numbers also extended to negative values
of n. By taking n = p + 1 in the recursion relation(13) we
have
Fp (p + 1) = Fp (p) + Fp(0).
The initial conditions are given by
Fp(p) = Fp (p + 1) = 1, then Fp(0) = 0.
As there are p + 1 initial conditions for (13), we can use
the same method to find the first p Fibonacci p-numbers
for n ≤ 0 :
Fp(0) = Fp (−1) = Fp(−2) = ... = Fp (−p + 1) = 0.
(2.18)
These are in essence the initial conditions for the
negative Fibonacci p-numbers. Now, rearranging the
recursion relation (13) gives Fp (n − p − 1) = Fp (n)
−Fp(n − 1). A shift by p + 1 terms gives the following
equivalent recursion relation:
Fp (n) = Fp(n + p + 1) − Fp(n + p), n ≤ −p.

(2.19)

This recursion relation and initial conditions (14) enable
to find that:
Fp (−p) = Fp (1) − Fp(0) = 1.

(2.20)

Continuing the sequence gives:
Fp (−p − 1) = Fp (−p − 2) = ... = Fp(−2p + 1) = 0.
(2.21)
and
Fp (−2p) = Fp (−p + 1) − Fp(−p) = −1.

(2.22)

The generalized Fibonacci Q p matrices were introduced in
[18,24] by the following form:


0 ...
0 ...
1 ...
.. ..
. .


00
0 0

0 0
.. .. 

. ..

0 . . . 1 0
0 . . . 0 1
1 0 0 0 ... 0 0

110
0 0 1

0 0 0
. . .
Qp = 
 .. .. ..

0 0 0
0 0 0

(2.23)

where p = 0, 1, 2, 3, ... and Q p is a (p + 1) × (p + 1)
square matrix as


 
110

11
1 , Q1 =
Q0 =
, Q2 =  0 0 1  ,
10
100




11000
1100
0 0 1 0 0


0 0 1 0 
, Q4 = 0 0 0 1 0 .
Q3 = 

0001
0 0 0 0 1
1000
10000

The nth Power of the QnP Matrix was introduced in [18,
24] as:

Fp (n + 1)
Fp (n) · · · Fp (n − p + 2) Fp(n − p + 1)
F
(n
−
p
+
1)
F
(n
−
p)
·
·
·
F
(n
−
2p
+
2)
F
(n
−
2p
+
1)
 p

p
p
p


..
..
..
..
..
,
QnP = 
.
.
.
.
.


 F (n − 1) F (n − 2) · · · F (n − p)
Fp(n − p − 1) 
p
p
p
Fp (n)
Fp (n − 1) · · · Fp (n − p + 1)
Fp (n − p)


(2.24)
where Fp (n) is Fibonacci p-number, n = 0 ± 1, ±2, ±3, ...,
and the matrix Qn3 can be written as:

F3 (n + 1) F3 (n) F3 (n − 1) F3 (n − 2)
F (n − 2) F3 (n − 3) F3 (n − 4) F3 (n − 5)
Qn3 =  3
,
F3 (n − 1) F3 (n − 2) F3 (n − 3) F3 (n − 4)
F3 (n) F3 (n − 1) F3 (n − 2) F3 (n − 3)
(2.25)
where n = 0 ± 1, ±2, ±3, ... the determinate of the matrix
Fp (n) can be calculated using equation (22).


2.5 Hash-based Message Authentication Code
HMAC
Message authentication code is the mechanism which is
used between sender and recipient, to prove the integrity
of a message which confirms that data received without
any modification as sent. MAC (Message Authentication
Code) is a technique which uses a secret key to generate a
small fixed-length block of data for MAC that is sent with
the message [25]. An HMAC (Hash-based Message
Authentication Code) is a message authentication code
that uses symmetric cryptographic key in involving with a
hash function.
In our proposed we applied an HMAC function, to
produce the MAC value by using Data Encryption
Standard (DES) algorithm consists of the secret key and
the message input, then send the MAC value to the
receiver with the message. At the recipient side,
computed the MAC value of the received message using
the same key and HMAC function. Finally, the two MAC
values are compared. In case of matching means, the
message has been received correctly and ensuring that the
sender who has shared the key.

3 The Proposed Schema
Data security algorithm is proposed. The key of
encryption is changed from session to session for
increasing the security, even if the cryptanalysis is getting
the key of any session, it would be impossible to get the
plaintext in next session.
The Golden cryptography algorithm is improved which
became the security of algorithm based on the automatic
key variability concept applied to the message based on
recurrence relation functions by encoding the plaintext
with generating N-Blocks Random ASCII Matrix Ciphers
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(NBRMAC), applied Hadamard product of Fibonacci Qn
matrix and Fibonacci Q−n matrix in first algorithm and
applied Hadamard transform on Qn matrix in the second
algorithm.

3.1 N-Blocks Random Matrix ASCII Ciphers
(NBRMAC) technique:
Assume the initial message is formed as a digital signal
which can be represented in a vector as P = {a1 ,
a2 , a3 , · · · , am }, where m is the length of the message. The
message is divided into blocks, each block include letters
from 1 to 216 . The NBRMAC technique induces three
stages key generation, coding the message, and decoding
the message.
1.Key Generation:
This stage is divided into two steps:
(a)Matrix Generation: A matrix of order (n × n)
blocks random matrices is generated, where n
depends
√ on the length of the block message ( n=
ceil( m, ceiling functions return a real number to
the smallest following integer [26] ). Each block
of the random matrix (BRM) as in (26) is
constructed in (16 × 16) matrix of unique random
ASCII. A very high range of key search space of
order ((N × N)! × 256!) is generated which makes
the matter more difficult to break the key.


A(0,0) A(0,1) A(0,2) · · · A(0,15)
 A(1,0) A(1,1) A(1,2) · · · A(1,15) 


BRM =  .
..
..
..
..  .
 ..
.
.
.
. 
A(15,0) A(15,1) A(15,2) · · · A(15,15)


BRM(0,0) BRM(1,0) BRM(0,2)
BRM(1,0) BRM(1,1) BRM(1,2)

NBRMAC = 
..
..
..

.
.
.
BRM(n,0) BRM(n,1) BRM(n,2)

(3.1)


· · · BRM(0,n)
· · · BRM(0,n) 

.
..
..

.
.
· · · BRM(n,n)

(3.2)
(b)Save the (n × n) blocks random matrices in the
secret file as in (27).
2.Coding the Message:
(a)All characters of plaintext are converted into
corresponding ASCII code, P′ = ASCII(P).
(b)The cipher vector C = {c1 , c2 , c3 , · · · , cn } is
created by replacing every element in vector P′
with its corresponding cell in selected matrix
(BRM). The process of substitution is done by
finding the cell value of intersection of the row
with column indexes in selected matrix (BRM),
whereas search for the first element of P′ in the
first matrix (BRM), the second element of P′ in
the second matrix (BRM), and so on, in the case
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of access to the last matrix (BRM) and with not
access the last element in P′ starting again from
the first matrix (BRM). The index of the row is
calculated by computing the result of dividing the
letter by the number sixteen, and the index of the
column is also calculated by computing the
remainder of dividing the letter by the number
sixteen.
for k = 1 to n
i = P′ (k)/16
j = P′ (k)%16
C(k) = BRM(k) (i, j)
3.Decoding the Message:
(a)Read the random ASCII file in (N × N) blocks
matrices, each matrix of order (16 × 16).
(b)Get the plaintext vector P by involves the inverse
process of substitution. This process during search
every element of ciphertext vector C in selected
matrix (BRM) as encoding process, and return the
row and columns indexes (I,J) and get the ASCII
code for every element by multiplying the row
index by number sixteen then add the column
index to the result.
(c)All ASCII of plaintext are converted into
corresponding characters, P = String(ASCII(P′)).

3.2 Algorithm 1:
Some steps will run at sender side:
1.Encoding Stage: By using N-Blocks Random Matrix
ASCII Ciphers (NBRMAC) technique.
2.Producing MAC Message:
(a)Generate key by using DES Algorithm to compute
an MAC over the encoding message and using
HMAC function as (MAC1).
3.Encryption Stage:
(a)Input an encryption key parameters, K=(n,p,r),
where (r is recurrence type, n represent recurrence
order,and P order of fibonacci p-numbers).
(b)Construct the corresponding encryption matrix key
E pn depending on the Hadamard product of Qnp and
Q−n
p matrices.
(c)Based on the value of (p), the encoding message
C is split into blocks (B), each block contains (p +
1) × (p + 1) elements and represents into a square
matrix.
(d)Compute the ciphertext Ci = Bi × E pn for each block
of (B).
(e)Collect all encrypted blocks Ci into single vector.
Also, other steps will be done at the receiver side for
decrypting a ciphertext, in addition to ensuring
authenticity and message integrity according to the
following stages:
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1.Decryption Stage:
(a)Load the ciphertext (C) into square matrices
depending on (p) like in the encryption stage.
(b)Compute the inverse of the Hadamard product of
n
Qnp and Q−n
p matrices in D p .
(c)For each block, compute Di = Ci × Dnp.
(d)Collect all decrypted blocks Di into single
vector(D).
2.Verification stage:
(a)Compute MAC value of the obtained decryption of
encoding message as (MAC2).
(b)Compare (MAC1)and (MAC2), if it’s matching, it
means that the message is not modified over
transmission.
3.Decoding Stage: by using N-Blocks Random Matrix
ASCII Ciphers (NBRMAC) technique to get the
plaintext.

3.3 Algorithm 2:
Some steps will run at sender side:
1.Encoding Stage: by using N-Blocks Random Matrix
ASCII Ciphers (NBRMAC) technique.
2.Producing MAC Message:
(a)Generate key by using DES Algorithm to compute
an MAC over the encoding message and using
HMAC function as(MAC1).
3.Encryption Stage:
(a)Input an encryption key parameters, K=(n,p,h,r),
where (r is recurrence type, n represent recurrence
order, p order of fibonacci p-numbers,and h is
Hadamard matrix order).
(b)Construct the corresponding encryption matrix key
E pn depending on the Hadamard transform of Qnp
matrix.
(c)Based on the value of (p), the encoding message
C is split into blocks (B), each block contains (p +
1) × (p + 1) elements and represents in a square
matrix.
(d)Compute the ciphertext Ci = Bi × E pn for each block
of (B).
(e)Collect all encrypted blocks Ci into single vector.
Also, other steps will be done at the receiver side for
decrypting a ciphertext, in addition to ensuring
authenticity and message integrity according to the
following stages:
1.Decryption Stage:
(a)Load the ciphertext (C) into square matrices
depending on (p) like in the encryption stage.
(b)Compute the inverse of the Hadamard transform of
Qnp matrix.
(c)For each block, compute Di = Ci × Dnp.
(d)Collect all decrypted blocks Di into single
vector(D).
2.Verification stage:

(a)Compute MAC value of the obtained decryption of
encoding message as (MAC2).
(b)Compare (MAC1)and (MAC2), if it’s matching, it
means that the message is not modified over
transmission.
3.Decoding Stage: by using N-Blocks Random Matrix
ASCII Ciphers (NBRMAC) technique to get the
plaintext.

4 Experimental Results
For evaluation of the effectiveness of the proposed
scheme. Twenty experiments were performed. These
experiments were performed to evaluate system security
by measuring the level of confusion and diffusion, by
comparing relationship between the original messages
and encryptions message using statistical methods.
Confusion and diffusion are two basic statistical
criterias for cryptography algorithms. Diffusion is the
process that tries to make the relationship between the
plaintext and ciphertext are very intricate issue to prevent
attempts to deduce the encryption key [10]. Confusion
seeks for making the relation between the encrypted
message and the key of encryption as complex as possible
used [10].
Statistical analysis methods that will be used in our
experiments are.
1.The Correlation: Used to measure the strength and
direction of the linear relationship between two
variables and is symbolized by a symbol (r) [27]. The
value of the correlation r is always between +1 and -1.
2.T-Test: Used to know whether the two groups of
numbers are statistically different from each other.
These factors used to test the proposed encryption
algorithm properties (Confusion and diffusion). The
correlation used between the pairs of values while paired
t-test is used to test for differences in the mean values of
each variable. If the value of Correlation equal:
1.1, this means the plaintext and the ciphertext are
identical.
2.0, this means the plaintext and the ciphertext are
different completely. It does mean encryption process
is good.
3.-1, this means the ciphertext is the negative of the
plaintext, which means the encryption process was
successful.
In these experiments, different keys value and
messages to prove the properties of the algorithms are
used. The results are compare with more related
algorithms like DES, TripleDES, Rijndael, Golden
Cryptography using generalized Q p (GCP), Golden
Cryptography using nth power of the Qnp matrix (GCPN),
Golden Cryptography using Hadamard product of Qnp and
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Q−n
p matrices (GCPNH), and (c1m1, c1m2) [28].
The following three messages are used to test the
proposed algorithms.
1.Msg1: cryptographist is the science of overt secret
writing.
2.Msg2: meet me after the party meet me after the party.
3.Msg3: meet me after party.
We applied our proposed in the following steps:
Fig. 2: Plaintext of Message 1.

1.Construct the plaintext vector for each message by
replacing each character from message with its ASCII
as follow:
Msg1 = {67, 114, 121, 112, 116, 111, 103, 114, 97,
112, 104, 105, 115, 116, 32, 105, 115, 32, 116, 104,
101, 32, 115, 99, 105, 101, 110, 99, 101, 32, 111, 102,
32, 111, 118, 101, 114, 116, 32, 115, 101, 99, 114,
101, 116, 32, 119, 114, 105, 116, 105, 110, 103, 46}
as shown in figure(2)
2.Encoding the message 1 by Algorithm (1)
Msg1 = {141, 137, 68, 220, 49, 179, 40, 242, 214,
230, 188, 200, 15, 204, 48, 148, 103, 3, 111, 181, 203,
148, 210, 20, 125, 73, 221, 5, 104, 58, 87, 163, 47,
165, 4, 74, 210, 71, 76, 126, 102, 177, 153, 233, 217,
127, 241, 209, 234, 61, 83, 145, 15, 31}
3.Ciphertext of message 1 by Algorithm (1), with key
parameters n=3, p=7, and r = fibonacci numbers
Msg1 = { 146, 167, 127, 141, 123, 27, 235, 245, 118,
154, 106, 214, 127, 25, 131, 191, 199, 77, 123, 103,
64, 48, 152, 175, 254, 119, 32, 125, 236, 214, 195,
230, 196, 249, 173, 47, 20, 70, 134, 174, 242, 40, 55,
102, 182, 11, 238, 71, 9, 234, 234, 234, 139, 226, 30 }

Fig. 3: Ciphertext of Message 1 Using Algorithm 1 in case of r =
Fibonacci recurrence, n= 3 and p=(1,3,7)

4.Encoding the message 1 by Algorithm (2) Msg1 =
{186, 126, 11, 182, 221, 208, 50, 111, 177, 222, 51,
231, 173, 105, 64, 119, 251, 124, 146, 63, 43, 69, 73,
107, 36, 25, 79, 35, 119, 127, 123, 211, 28, 90, 88, 14,
176, 75, 49, 232, 95, 38, 150, 199, 134, 172, 118, 43,
8, 186, 50, 237, 12, 5 }
5.Ciphertext vector of Message 1 by Algorithm (2),
with N=3, P=3, H=2, and r = fibonacci numbers
Msg1 = { 820.236, 1049.3364, 510.5262, 98.994,
1079.0346, 1196.4132, 554.3664, 431.331, 895.1886,
1595.2176, 428.5026, 301.2246, 914.9874, 782.0526,
398.8044, 128.6922, 1477.839, 704.2716, 503.4552,
261.627, 388.905, 595.3782, 18.3846, 43.8402,
376.1772, 205.059, -9.8994, 21.213, 852.7626,
1135.6026, 162.633, 60.8106, 367.692, 421.4316,
-45.2544, 234.7572, 885.2892, 974.3838, 428.5026,
-115.9644, 827.307, 724.0704, 56.568, -173.9466,
902.2596, 851.3484, 212.13, 425.6742, 175.3608,
1459.4544, -48.0828, 190.917, 50.9112, 21.213,
33.9408, 14.142 }

Fig. 4: Ciphertext of Message 1 Using Algorithm 2 in case of r =
Fibonacci recurrence, n=3, p=(1,3,7), and h= 1,2,3
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Table 2: Paried t-test from encryption messages
Paried t-test of Messages(Plaintext)
Algorithms
Message 1
Message 2 Message 3
DES
0.0044
0.0052
0.0381
TripleDES
0.2798
0.0812
0.0259
Rijndael
0.0291
0.5412
0.1467
GCP
0.0001
0.0001
0.0001
GCPN
0.0001
0.0001
0.0001
GCPNH
0.0001
0.0001
0.0001
C1m1
0.0001
0.0001
0.0001
C1m2
0.0001
0.0001
0.0001
Algorithm 1
0.0001
0.0001
0.0001
Algorithm 2
0.0001
0.0001
0.0001
Fig. 5: Distribution of character ’i’ of Message 1 Using
Algorithm 1 in case of r = Fibonacci recurrence, n= 3, and p=1

output message is nonlinear. And observe that it can
generate ciphertext with the different values in every time
with changing substitution technique if even using the
same parameters of the key.
We observed that, message 1 has some repeated
characters such as character ’i’ for example repeated ten
times, and every time the resulted cipher is different from
others as shown in figures(5, 6). Its clear that the
proposed model provides a high- level of diffusion.
Fig. 6: Distribution of character ’i’ of Message 1 Using
Algorithm 1 in case of r = Fibonacci recurrence, n= 3, p=1 and
h=1

Table 1: The Correlation from encryption messages
Correlation of Messages(Plaintext)
Algorithms
Message 1
Message 2 Message 3
DES
-0.0869411 0.0929350
0.1442248
TripleDES
-0.1731667 -0.1466628 0.2368577
Rijndael
0.2519883
-0.1193892 -0.1832509
GCP
0.1733070
0.3942284
0.0783463
GCPN
0.1296702
0.1031590
0.2267430
GCPNH
-0.1781493 -0.3144892 -0.3828152
C1m1
0.4011547
C1m2
0.2471558
Algorithm 1 -0.0465718 0.0666809
0.0391638
Algorithm 2 0.0487722
0.1163172
-0.0629608

From the resulted ciphertext we can clearly notice that
the contrast between plaintext and ciphertext of messages
1, which are demonstrated in figures(3, 4) for each
character on the plaintext message there is a different
value appeared in the ciphertext, and there is no direct
relationship between the plaintext and the ciphertext. This
indicates that the proposed model has a high confusion
because the relationship between the input key and the

The correlation coefficient values and paired t-test of
the proposed encryption algorithm and other algorithms
are shown in table 1 and table 2 respectively. In the case
of ciphertext the values of the correlation coefficient of
algorithm 1 range from (-0.0465718 to 0.0391638) and
algorithm 2 range from (-0.0629608 to 0.0961064), which
means that the plaintext and the ciphertext are different,
so our proposed has provided a high confusion. The
values of t-test shows that this difference is considered an
extremely statistically significant, this means that the
proposed encryption algorithm has a strong security.
Through the results, that were shown in the figures(3,
4, 5, 6) and values of correlation and t-test, The proposed
cryptosystem has a high confusion and diffusion
properties, which makes the cryptosystem of high key and
plaintext sensitivity. Golden cryptography represents in
the nonlinear equation, which makes the relationship
between the plaintext, encryption key, and ciphertext
nonlinear. This makes the possibility of retrieving any one
of them impossible even if the others were known.

5 Conclusion
This paper provides multi-service data security including
(confidentiality, authentication, and integrity). The
encoding of the message by N-Blocks Random Matrix
ASCII Ciphers (NBRMAC) technique provided a very
high range of key search space. By using the key of the
combination of (nth Power of the QnP matrix and discrete
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Hadamard transform of Hadamard product of Qnp × Qnp )
provides
Confusion
and
diffusion.
Message
authentication code (MAC) is employed for data
authentication and integrity which constructed the digital
signature of the scheme. The signed MAC and cipher are
used for communication over computer networks. At the
receiver end, after the decryption is done, the digital
signature for encoding plaintext can be used to verify the
integrity of the message, and the authentication of the
sender then decoding the data to get the original data. The
experimental results indicate that the proposed
cryptosystem has a high confusion and diffusion
properties, it has high security and it is suitable for secure
communications.
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