This paper presents a real-time lane change control framework of autonomous driving in dense traffic, which exploits cooperative behaviors of human drivers. This paper especially focuses on heavy traffic where vehicles cannot change lane without cooperating with other drivers. In this case, classical robust controls may not apply since there is no "safe" area to merge to. That said, modeling complex and interactive human behaviors is non-trivial from the perspective of control engineers. We propose a mathematical control framework based on Model Predictive Control (MPC) encompassing a stateof-the-art Recurrent Neural network (RNN) architecture. In particular, RNN predicts interactive motions of human drivers in response to potential actions of the autonomous vehicle, which are then be systematically evaluated in safety constraints. We also propose a real-time heuristic algorithm to find locally optimal control inputs. Finally, quantitative and qualitative analysis on simulation studies are presented, showing a strong potential of the proposed framework.
I. INTRODUCTION
An autonomous-driving vehicle is no longer a futuristic concept and extensive researches have been conducted in various aspects, spanning from localization, perceptions, and controls to implementations and validations. Particularly from the perspective of control engineers, designing a controller that secures safety, in various traffic conditions, such as driving on arterial-road/highway in free-flow/dense traffic with/without traffic lights, has been a principal research focus. Among all, this paper investigates a lane change in dense traffic.
With the importance of safety, many literature have focused on robust controls that guarantee collision avoidance. Unlike other autonomous robots, autonomous-driving vehicle can take advantage of a deliberate roadway on arterial road or highway. Exploiting a roadway as guidance, longitudinal controller designs have proven their effectiveness in maintaining a safety distance to a front vehicle, as well as securing driving comfort and energy efficiency [1] , [2] . A lane-changing control extends longitudinal controller without significant modifications in mathematical foundations, by recognizing additional lanes and vehicles [3] . Lane-changing controllers often utilize probabilistic models [4] , [5] or scenario-based models [6] , [7] to predict adjacent drivers' motions, which primarily seek for a safe area in a robust manner.
Unfortunately, those robust methods may not apply in a highly dense traffic where there is no "safe" area to seek for. In such dense traffic condition, interactions with human drivers are essential to successfully change a lane. That is, a human driver can potentially slow down to make a spacial interval so that the other vehicle can merge into. That being said, modeling interactive behaviors by formal statistical or scenario-based approaches is non-trivial, mainly due to its complex and stochastic nature as well as computational challenge. Consequently, it is yet an open question, with its importance in accomplishing fully autonomous vehicles [8] .
A few literature focused on human interactions in lane change or merging [9] - [12] . Especially, Reinforcement Learning (RL) techniques have been thoroughly investigated, appealing for their potentials in finding maneuvers under interactive or unknown traffic conditions [12] , [13] . However, issues on safety, reliability, or interpretability have yet to be resolved for RL for practical use. In addition to that, those proposed methods limited their focus on interactions between two vehicles at a time, in lane changing or lane keeping. In realistic case with highly dense traffic, each vehicle's motion is reactive to multiple vehicles simultaneously, where existing methods may not fit.
Apart from RL, an increasing number of literature has applied Deep Neural Network architecture in the scope of autonomous driving and Advanced Driving Assistance Systems (ADAS), and they have shown their usefulness in explaining complex environments [14] - [16] . Particularly in predicting motions of human (drivers), Recurrent Neural Network (RNN) architectures have met rapid technical advance, proving their accuracy [17] , [18] as well as computational efficiency [19] . Therefore, it would be natural to take advantage of those advances in regard to controller design, yet imposing upon formal mathematical foundations of autonomous driving control established with rigorous control theories [20] and well-formulated vehicle dynamics [21] . That is, a controller based on control theories eventually determines optimal control inputs for autonomous driving, while partially exploiting predictions by RNN. The incorporation thereby would remain the controller reliable, interpretable, and tunable, while having the controller responsive to delicate, interactive motions of human drivers. It is still challenging to mathematically incorporate RNN into formal controller design and to solve a control problem effectively and efficiently. We address these challenges in this paper.
We add two original contributions to the literature: (i) we propose a mathematical control framework that systematically evaluates several human drivers' interactive motions, in a highly dense traffic on the highway. The framework partially exploits Recurrent Neural networks (RNN) to predict (nonlinear) interactive motions, which are incorporated into safety constraints. Optimal control inputs are obtained eventually by Model Predictive Control (MPC) based on vehicle dynamics; (ii) we propose a real-time rollout-based heuristic algorithm that sequentially evaluates human driver's reactions and that finds locally optimal solutions. The idea of incorporating RNN as a prediction model into a MPC controller is straightforward, however, a problem with RNN becomes complex and highly nonlinear to solve using classical optimization algorithms. We show our heuristic algorithm finds locally optimal solutions effectively and efficiently.
The paper is organized in the following manner. Section II describes the mathematical formulation of the proposed control framework and the heuristic algorithm. Section III presents and analyzes simulation results to validate the proposed framework. Section IV summarizes the paper's contributions.
II. CONTROLLER DESIGN
We suppose that a target lane is known and is highly dense with other vehicles. To design a controller to change lane to the target lane, it is important to estimate how surrounding vehicles will react given controls. Predicting their behavior, however, is challenging because their behaviors are interactive with each other, and it is too complex to model either physically or statistically, using formal methods such as Markov chains. We therefore employ a Recurrent Neural network architecture (RNN), particularly Social Generative Adversarial Network (SGAN) that has been successful in predicting interactive human behaviors in crowded spaces [19] . Fig. 1 shows the block diagram on the control framework. The key intuition of the framework is the following. The controller takes Model Predictive Control (MPC) framework as a basis which takes current states (position, velocity, and heading) as input and provides a pair of acceleration and steering angle as output. In the MPC controller, the optimization problem is formulated where the objective function is to minimize divergences from a target lane and a desired speed as well as control efforts, while satisfying system dynamics and avoiding collisions. The solver, based on a heuristic algorithm, solves the optimization problem at each time step by exploiting a trained SGAN to predict the other vehicles' interactive motions that are reactive to controls. Note that the predicted motions are incorporated into the constraint of collision avoidance. The controller designs are detailed in the following sections.
A. System Dynamics
We exploit the nonlinear kinematic bicycle model in [21] to represent vehicle dynamics. For the completeness of the paper, the kinematics is re-written: where (x,y) is the coordinate of the center of vehicle in Cartesian coordinate, ψ is the inertial heading, v is the vehicle speed, a is the acceleration of the center of the car in the same direction as the velocity, and l f and l r indicate the distance from the center of the car to the front axles and and to the rear axles, respectively. The control inputs are: front steering angle δ and acceleration a. We use Euler methods to discretize the models and denote the discretized model by:
where z = x y ψ v and u = a δ .
B. Control Objective
The objective of the controller is to merge to target lane, while avoiding collisions to other vehicles. We assume that it is preferred to change lane sooner. We also assume that smooth accelerations and steering are preferred for drive comfort. For brevity of descriptions, we assume the road is eastbound, i.e., driving from West to East. The objective function is formulated:
where z( |t) and u( |t) are predicted states and input at time based on the measurements at time t, respectively. x end is the latitude coordinate of the road-end, y ref is the longitude coordinate of the vertical center of the target lane, v ref is the reference velocity. Each penalty is regularized with λ div , λ v , λ δ , λ a , λ ∆δ , and λ ∆a , respectively. We ensure the timely lane change with the dynamic weight λ div , written as a convex-function, λ div = 1 xend−x . The term (7) penalizes the divergence of the center of the vehicle from the vertical center of the target lane. The terms (9) and (10) penalize the control of front wheel angle and acceleration, respectively, for the energy efficiency. The term (11) and (12) penalize the steering rate and jerk, respectively, for drive comfort. Remind that the lateral divergence in (7) can be represented as a divergence in Frenet coordinate for practical use.
C. Constraints for Safety with Recurrent Neural Network
To quantify safety, we consider a distance interval between two vehicles as a metric. That is, if a distance interval between two vehicles is zero, it means they collide into each other. Mathematical calculation of a distance interval depends on how each vehicle is shaped.
1) Vehicle Shape Model: We aim to model a vehicle shape as a smooth function that is continuously differentiable, so that the control framework can also apply gradient-based algorithms. We model it with three circles which is illustrated in Fig. 2 . With the circle model, the safety constraint against vehicle i is written:
where:
and w and h are the distance from the center to the side and to the front of the vehicle, respectively.
2) Interactive Motion Prediction: Remind that drivers' motions are interactive to each other and their motions must be predicted simultaneously. We utilize social GAN (SGAN) in [19] which efficiently and effectively captures multimodal interactions between agents. SGAN is composed of a generator and discriminator that are adversarial to each other. That is, the generator generates a set of candidate trajectories, and the discriminator evaluates those trajectories to tell if each trajectory is either real or fake. Both the generator and discriminator are comprised of long-short term memory (LSTM) networks to account for the sequential nature of agents' motion. The encoder in the generator first learns temporal behavior of each agent and stores the hidden states through the LSTM. The following module pools the motion states of agents with each other to evaluate their interactions. This pooling process is essentially to share history of motion between agents, generating social interactions as a pooled tensor P i for each agent i. The decoder in the generator then predicts multiple trajectories that are socially interactive to each other. SGAN uses adversarial loss between the generator and discriminator, as well as L2 loss between fake and real trajectories. SGAN takes as input a sequence of positions of each agent over an observation time horizon T obs and as output a sequence of positions of each agent over an prediction time horizon T pred . Interested readers are referred to [19] for more details.
3) Incorporation of Recurrent Neural Network into Safety Constraints: A trained SGAN predicts coordinates of the center of vehicle i and the coordiates are incorporated in the safety constraints (13) . To formalize, we consider a trained SGAN as a function φ(t) that maps from observed trajectories to predicted trajectories:
for observation horizon T obs ∈ N and prediction horizon T pred ∈ N, where· indicates a predicted value. Given the observations until time t, the coordinates of vehicle i at time t + 1 is represented asx
D. Control Problem Formulation
The complete optimization problem for the receding horizon control is:
subject to:
where δ min and δ max are the minimum and maximum front wheel angle rate, respectively, and a min and a max are the minimum and maximum acceleration, respectively. The constraint (21) ensures that the ego vehicle changes the lane before the dead end x end . Note that the constraints (17) and (18) are non-linear and therefore the problem is non-convex.
E. Heuristic Algorithm
Remind that the inequality constraint (18) is not a convex set. We further suppose that we do not know of mathematical formulations of SGAN, i.e., black-box, and we can only evaluate its output given an input. Along with the nonlinear equality constraint (17), it is non-trivial to find a solution with canonical optimization algorithms, such as gradient descent or Newton methods. We propose a rolloutbased algorithm that finds locally optimal solutions in time efficient manner. The process is the following. From the current state at time t, the controller randomly generates a finite set of control sequences over the time horizon T . That is, 1|t) . Then the controller evaluates a cumulative cost (16) for each control sequence and chooses one that has a minimum cost over the time horizon T . The controller takes the first control input from the optimal sequence and discards the rest. Algorithm 1 formalizes the procedure.
The process of finding the optimal sequence (line 5 in Algorithm 1) is the following. At each time step and with j th candidate control sequence U j , the controller (i) runs SGAN to predict the motions of surrounding vehicles, (ii) propagates the ego vehicle through the dynamics (17) given the action a n ( ), (iii) checks the constraints (18)- (21) , and discards the candidate sequence if the constraints are violated, and (iv) updates the cumulative cost (16) . Note that evaluating each control sequence candidate can be separable, and therefore a parallel computation framework can be applied to improve computation efficiency.
Algorithm 1 is straightforward to implement, however, it may require a substantial computation power to find a solution real time depending on the time horizon T and the sample size N sim . That said, unlike other applications of motion planning algorithms, autonomous driving on road has specific patterns in terms actions in specific driving scenarios. Randomly generate a total of N sim control sequences over T while satisfying (19) , (20)
Find the optimal sequence that minimizes cumulative cost over T and that is feasible with
Propagate through dynamics (17) 
where α ∈ [0, 1], δ > 0 indicates steering to left, and δ < 0 indicates steering to right. Action space of changing lane to left (23) indicates that we only consider steering to left when turning left and the same logic is applied to the action space of changing lane to right (24) .
III. SIMULATION STUDY

A. Driver Model of Cooperativeness
For the simulation study, we have a driver model of which the longitudinal driving behavior is governed by intelligent driver model (IDM) in [22] and lane changing behavior is governed by the strategy of Minimizing Overall Braking Induced by Lane changes (MOBIL) in [23] . The driver model is also based on the bicycle kinematics in Section II-A. Additionally, we introduce a parameter for cooperativeness η coop ∈ [0, 1] to the driver model. If η coop = 1, a vehicle stops and waits until another vehicle within the selective yield zone (zone B in Fig. 3 ) overtakes, if η coop = 0, the vehicle ignores another and drives forward. If 0 < η coop < 1, the yield action is randomly sampled from the Bernoulli distribution with probability p = η coop .
B. Simulation Scenario Overview
In the simulation study, we consider a scene of highway in dense traffic, illustrated in Fig. 4 . In the scene, the 1) to the next lane (lane 2). However, the vehicles are driving with narrow distance intervals to each other, which are not enough for the ego vehicle to cut in without cooperating with other vehicles (in blue). Given the challenge, the controller finds a pair of acceleration and steering angle at each time step to induce the other vehicles to make a space for the ego vehicle to overtake.
Only the ego vehicle uses the controller designed in Section II and the other vehicles (in blue) are based on the driver model in the previous Section III-A with heterogeneous parameter settings. The controller design parameters are such that divergence from the target lane is more significantly penalized compared to the other penalty terms. The list of the controller design parameters is tabulated in Table I .
The parameters of the driver model are set in the following manner: (i) the minimum distance interval between vehicles is shorter than the vehicle length so that the traffic can be highly dense, (ii) other drivers drive realistically, e.g., physically feasible acceleration and steering angles, and (iii) other drivers' motions are noisy, e.g., oscillating center positions and noisy acceleration behaviors, to test robustness of the controller. The driver model parameters are tabulated in Table II . Note that parameters of each driver are sampled from uniform distributions, denoted by U(·, ·), to account for heterogeneous behaviors of drivers. Nonetheless, we assume that all vehicles are in the same size for brevity. We also assume that vehicles have perfect perceptions; that is, no offset in positions of vehicles.
The simulation study utilizes [24] and runs on a Linux machine (Intel(R) Xeon(R) CPU E5-2640 v4 @ 2.40GHz with NVIDIA GeForce GTX TITAN Black). which SGAN is not trained. Note that SGAN can provide a distribution of predicted motions, which then can be incorporated to the optimization problem as a chance constraint for robustness. Also, different methods for designing loss function for SGAN training can be applied, which remain for future work. Fig. 6 illustrates the simulated position trajectories. It is shown that the ego vehicle (in green) often stops and waits before merging (at t 1 and t 2 ), since otherwise the safety constraint (18) can be violated. As the ego vehicle gets closer to the target lane (the middle lane), the vehicle on the target lane reacts by slowing down the speed, to make a space for the ego vehicle to cut in (at t 3 ). As soon as an enough space is made, the ego vehicle merges into the target lane.
C. Training SGAN for Motion Prediction
D. Simulation Results and Analysis
These interactive behaviors of the ego vehicle can be also seen in Fig. 7 . While the ego vehicle is interacting with other vehicles to merge over 3.2∼18.6[s], both the acceleration and steering angle fluctuate significantly to quickly get closer to the while avoiding collisions. Over 18.6∼20[s], the ego vehicle changes lane and the acceleration still fluctuates. This is again because the ego vehicle needs to move quick, but We also quantitatively validate the controller, based on Monte Carlo simulations. We consider two comparative studies, (i) one with respect to different cooperation levels and (ii) the other with respect to different prediction models. In each simulation, all vehicles are randomly positioned, except for the stopped vehicle (dead-end of the road), and the driver model parameters in Table II are sampled from uniform distributions. The simulation results are summarized in Table IV. In the comparative study with respect to different cooperation levels, we consider three cases: when all drivers are cooperative (i.e., η i,coop = 1 for all driver i in the scene), when all drivers are aggressive (i.e., η i,coop = 0), and when they are mixed (i.e., η i,coop ∈ [0, 1]). It is important to highlight that the ego vehicle does not know how cooperative the other drivers are. We found that when the drivers are all cooperative, changing lane to the target lane within the time limit is more likely than when the drivers are either partially cooperative (i.e., mixed) or non-cooperative (i.e., aggressive). Still, it is possible that the ego vehicle cannot change the lane within the time limit (i.e., not 100% success) and ends up being stranded on the current lane. This is because the drivers may have short perception ranges, determined by η percept , which can result in the drivers not detecting the ego vehicle and keeping their speed, even though they are cooperative. Nonetheless, even when all drivers are aggressive, the controller can successfully change lane in most of the cases. One caveat is that the ego vehicle can get quite close to the other vehicles, especially when the other drivers are not being cooperative and pass the ego vehicle (mean min distance in Table IV ), although no collision was observed over the simulations.
We then compare the performance of the controller between with SGAN and with a simple motion prediction method: constant velocity model, which predicts that a vehicle will keep the same speed in the next time step. We also compare it with perfect predictions of other vehicles' motions. In general, we found that with a more accurate prediction model and with more cooperative drivers, the success rate increases. In fact, when all drivers are cooperative, all three prediction models can lead to a successful lane change. That is, the imprecision of predictions on drivers' interactive motions is not critical when the drivers are cooperative, since the drivers are easily imposed to cooperate with rough control inputs resulted by imprecise predictions. This, however, would be no longer valid if the drivers are aggressive. When they are aggressive, the ego vehicle needs a precise control that keenly imposes the other drivers' cooperation, which cannot be evaluated by the simple constant velocity model. Consequently, the success rate with SGAN is significantly higher (+33%) than that with the simple constant velocity model when the drivers are aggressive. We also found that the controller with more accurate predictions tends to change lane more quickly. That is, a prediction error of other vehicles' motions leads the ego vehicle to be positioned where it cannot impose the coming vehicle to slow down to make a room for the ego vehicle. In consequence, the ego vehicle must let the coming vehicle pass and waits for the vehicle coming next to cooperate. Finally, the minimum distances tend to be significantly larger with perfect predictions compared to that with SGAN. That is, more precise predictions help the controller secure a safer trajectory in lane change.
Finding a minimum distance between two vehicles analytically is computationally efficient, even though it is computed as the minimum distance among any pairs of circles. The circle model takes about 9 · 10 −6 [s] in average, to compute a minimum distance between two vehicles at a time. In consequence, finding one control input at each time step takes less than 0.2[s], which can be used for realtime control.
E. Limitations and Future Work
No collision is observed in the simulation studies, however, it is still possible that an inaccurate prediction could result in collision, i.e., not robust to safety. In fact, the controller cannot be robust to other drivers' behaviors as there is no such "safe" area that the ego vehicle can merge without cooperation of other drivers. Still, improved predictions can help the ego vehicle keeping the distance to the other vehicles, as shown in Table IV . Improving SGAN predictions by designing training set, loss functions, or network structures, remains for future work. In addition to improving the predictions, we can design a safety buffer that rules out aggressive merging behaviors when the ego vehicle is too close to another vehicle. One idea can be incorporating a statistical model in parallel with SGAN that tells whether a prediction from SGAN is very unlikely. This idea directly relates statistical model checking [25] , which also remains for future work. Another limitation is that the proposed algorithm (Algorithm 1) is heuristic. That is, even in an identical scenario, the controller may find a different solution. This might be acceptable in many cases unless the constraints are not violated, however, an advanced optimization algorithm can be further studied to find a locally optimal solution with a convergence guarantee.
IV. CONCLUSION
This paper formalizes a control framework of autonomous driving for lane changing in dense traffic. This paper particularly focuses on a heavy traffic where vehicles cannot merge into a lane without cooperating with other drivers. The control framework incorporates a Recurrent Neural Network (RNN) architecture, especially a state-of-the-art Social Generative Adversarial Network (SGAN), to predict interactive motions of multiple human drivers. The predicted motions are systematically evaluated in safety constraints to evaluate control inputs. A heuristic algorithm based on Monte Carlo simulation along with roll-out approach is developed to find locally optimal solutions in computationally efficient manner. The qualitative and quantitative analysis of simulation studies validate the strong potential of the proposed control framework in achieving automatic lane change by cooperating multiple human drivers, while avoiding collisions.
