Homomorphisms of two-dimensional linear groups over a ring of stable range one  by Bardini, Carla & Chen, Yu
Journal of Algebra 303 (2006) 30–41
www.elsevier.com/locate/jalgebra
Homomorphisms of two-dimensional linear groups over
a ring of stable range one
Carla Bardini a,∗, Yu Chen b
a Dipartimento di Matematica, Università di Milano, Italy
b Dipartimento di Matematica, Università di Torino, Italy
Received 30 July 2004
Communicated by Efim Zelmanov
Abstract
Let R be a commutative domain of stable range 1 with 2 a unit. In this paper we describe the homo-
morphisms between SL2(R) and GL2(K) where K is an algebraically closed field. We show that every
non-trivial homomorphism can be decomposed uniquely as a product of an inner automorphism and a
homomorphism induced by a morphism between R and K . We also describe the homomorphisms be-
tween GL2(R) and GL2(K). Those homomorphisms are found of either extensions of homomorphisms
from SL2(R) to GL2(K) or the products of inner automorphisms with certain group homomorphisms from
GL2(R) to K .
© 2006 Elsevier Inc. All rights reserved.
Keywords: Minimal stable range; Two-dimensional linear group; Homomorphism
Introduction
Let R be a commutative domain of stable range 1 and K an algebraically closed field. The
main purpose of this paper is to determinate the homomorphisms from SL2(R), as well as
GL2(R), to GL2(K) provided that 2 is a unit of R.
The study of homomorphisms between linear groups started by Schreier and van der Waerden
in [19] where they found that the automorphisms of a general linear group GLn over com-
plex number field have a “standard” form, which is the composition of an inner automorphism,
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mapping the group into its center. Ever since, the homomorphisms between linear groups over
various rings have been determined to a great extent, mostly for n 3. We refer to [11,12,16,10]
and Zelmanov’s work [21] for a historical as well as methodological view on this problem. For
n = 2 however, the study of the homomorphisms presents some substantial obstacles which do
not appear in the case when n  3. This is because the two-dimensional linear groups do not
have enough root subgroups for characterizing a homomorphism as it happens for n 3. In fact,
in contrast to the case when n  3, the automorphisms of GL2 over certain rings are not nec-
essarily of the form standard as exhibited by Reiner in [18]. So far people has to use different
approaches to solve this problem for different base rings, and most results are restricted on the
isomorphisms. Landin and Reiner [13] have studied the case when the base ring R is a euclid-
ean domain generated by its units and obtained that the automorphisms of GL2(R) are standard.
Cohn [5–7] obtained a similar result for R certain rings of integers. Dull [9] considered the auto-
morphisms also in projective case for R a GE2-ring with 2 a unit in R. Li and Ren [14] studied
the automorphisms of E2(R) and GE2(R) for commutative ring R provided 2, 3 and 5 being
units. Mac Donald [15] studied the case in which R has possibly many zero-divisors and many
units, but his method for GL2(R) cannot be applied to SL2(R).
Yet there have been few works on determination of the homomorphisms of two-dimensional
linear groups. Petechuk in [17] studied the homomorphisms from PEn(R) into PGL2(S) where
R and S are associative rings with 2, 3 and 5 being units in R. He found that every non-trivial
homomorphism is the composition of an inner automorphism and a homomorphism induced by a
homomorphism of additive groups from R to S satisfying certain particular condition. Chen [3,4]
generalized the works of Borel and Tits [2] as well as of Weisfeiler [20] on homomorphisms of
algebraic groups to the case of two-dimensional linear groups over some domains, and showed
that those homomorphisms are all standard.
1. Notations and main theorems
Let R be a commutative integral domain with unit. The multiplicative group of the units of R
is denoted by R∗ while R+ stands for the additive group of R. Throughout this paper we assume
that R has stable rang 1 (cf. [1] for the definition) with 2 a unit and characteristic different
from 3. It is known that in this case SL2(R) is generated by the elementary matrices and GL2(R)
coincides with GE2(R) (cf. [8]). For each r ∈ R we denote by t12(r) and t21(r) the elementary
matrices with r at (1,2)-entry and (2,1)-entry, respectively, and by diag(r1, r2) the diagonal
matrices with entries r1, r2 ∈ R∗. We also assume that each element in R∗ has a square root
unless otherwise pointed.
Let S be the subring of R generated by units in R∗ and K an algebraically closed field. Given
a homomorphism of ring φ :S → K , we call a map Φ :R → K a φ-homomorphism if
1. Φ is a homomorphism between additive groups R+ and K+;
2. Φ(sr) = φ(s)Φ(r) for r ∈ R, s ∈ S
and Φ|S = φ.
Moreover, let X = {t12(r), t21(r),diag(1, s) | r ∈ R, s ∈ R∗} which is a generating set of
GL2(R), then Φ induces a map Φ¯ :X → GL2(K) defined by
Φ¯
(
t12(r)
)= t12(Φ(r)), Φ¯(t21(r))= t21(Φ(r)) for r ∈ R
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Φ¯
(
diag(1, s)
)= diag(1,Φ(s)) for s ∈ R∗.
If Φ¯ can be extended to a group homomorphism from GL2(R) (respectively SL2(R)) to GL2(K),
we will denote this homomorphism still by Φ¯ without any confusion. In particular, when R is
generated by its units, a φ-homomorphism Φ becomes a ring homomorphism and obviously for
each element A = ( a bc d ) ∈ GL2(R) we have
Φ¯(A) =
(
Φ(a) Φ(b)
Φ(c) Φ(d)
)
.
For Y ∈ GL2(K), we denote by IntY the inner automorphism of GL2(K) induced by Y .
Theorem 1.1. Let α : SL2(R) → GL2(K) be a non-trivial homomorphism, then there exist a
Y ∈ GL2(K), a ring homomorphism φ :S → K and a φ-homomorphism Φ :R → K such that
α = IntY ◦ Φ¯.
Moreover, both IntY and Φ¯ are uniquely determined by α.
We denote by C(GL2(K)) the center of GL2(K).
Theorem 1.2. Let α : GL2(R) → GL2(K) be a non-trivial homomorphism such that SL2(R)
is not contained in kerα, then there exist an element Y ∈ GL2(K), a ring homomorphism
φ :S → K , a φ-homomorphism Φ :R → K and a central homomorphism χ : GL2(R) →
C(GL2(K)) such that for all g ∈ GL2(R)
α(g) = χ(g) · IntY ◦ Φ¯(g).
Moreover, both IntY and Φ¯ are uniquely determined by α.
Remark 1.1. We observe that the Reiner’s isomorphism in [13] is a particular case with respect
to our φ-homomorphism.
Remark 1.2. For homomorphism from GL2(R) to GL2(K) with SL2(R) in kernel, one can easily
describe them by using Jordan form as well as the two-dimensional representations for abelian
groups, since the quotient group GL2(R)/SL2(R) is isomorphic to the abelian group R∗.
2. The proof of Theorem 1.1
We first introduce some notations which will be used throughout the paper. Let r be a unit
in R, we denote by h(r) the diagonal matrix diag(r, r−1) and by sdiag(r,−r−1) the skew diag-
onal matrix with r and −r−1 at (1,2)-entry and (2,1)-entry, respectively. We let U(R) be the
subgroup of SL2(R) consisting of elementary matrices t12(r) and U¯(R) the subgroup consisting
of elementary matrices t21(r) for all r ∈ R. The subgroup consisting of all upper triangular ma-
trices in GL2(R) will be denoted by B(R) while B1(R) will stand for the group B(R)∩ SL2(R).
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of H in G where H is a subgroup of G.
Lemma 2.1. Let α : SL2(R) → GL2(K) be a homomorphism, then[
SL2(R),SL2(R)
]= [GL2(R),GL2(R)]= SL2(R)
and
α
(
SL2(R)
)⊆ SL2(K).
Proof. Obviously we have
[
SL2(R),SL2(R)
]⊆ [GL2(R),GL2(R)]⊆ SL2(R).
On the other hand, since the stable range of R is 1, it follows that SL2(R) is generated by
elementary matrices t12(r) and t21(r) for all r ∈ R. Let x be a unit in R such that x2 = 2 we have
t12(r) = h(x)t12(r)h(x)−1t−112 (r) ∈
[
SL2(R),SL2(R)
]
.
In a similar way we can show that t21(r) ∈ [SL2(R),SL2(R)]. Hence [SL2(R),SL2(R)] =
SL2(R). This implies the identities of the lemma. Moreover, given a homomorphism
α : SL2(R) → GL2(K), we have
α
(
SL2(R)
)= [α(SL2(R)), α(SL2(R))]⊆ [GL2(K),GL2(K)]= SL2(K). 
Lemma 2.2. Let α : SL2(R) → GL2(K) be a non-trivial homomorphism and I the 2 × 2 identity
matrix. Then α(−I ) = −I .
Proof. In general for a 2 × 2 matrix A ∈ Mat2(K), we have
A2 − tr(A)A + (detA)I = 0.
Now, let A = α(−I ). Then A2 = I and, by the previous lemma, detA = 1. Hence I − tr(A)A +
I = 0. This yields
tr(A)A = 2I, A = 2(tr(A)−1)I.
Then A = aI ∈ SL2(K) for some a ∈ K . Moreover, since a2 = 1, we have a = ±1. Hence
A = ±I .
We show that A cannot be I . In fact, if α(−I ) = I , then α(sdiag(1,−1))2 = I. This means
that
α
(
sdiag(1,−1))= ±I.
Note that we have
U¯(R) = sdiag(1,−1)U(R) sdiag(1,−1)−1.
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α
(
U¯(R)
)= α(sdiag(1,−1))α(U(R))α(sdiag(1,−1)−1)= α(U(R)).
Consequently, α(SL2(R)) = α(U(R)) since SL2(R) is generated by U(R) and U¯(R). This leads
to a contradiction since α(U(R)) is abelian while by Lemma 2.1
α
(
SL2(R)
)= α[SL2(R),SL2(R)]= [α(SL2(R)), α(SL2(R))].
Thus we have α(−I ) = −I as required. 
Lemma 2.3. Let α : SL2(R) → GL2(K) be a non-trivial homomorphism, then there exists an
element Y ∈ GL2(K) such that
Y−1α
(
U(R)
)
Y ⊆ B1(K) ⊂ SL2(K).
Proof. Since α(U(R)) is abelian which falls in SL2(K) by Lemma 2.1, it is triangulizable by a
matrix Y ∈ GL2(K). 
Lemma 2.4. Let α : SL2(R) → GL2(K) be a non-trivial homomorphism such that α(U(R)) ⊆
B(K), then there exists an element Y ∈ GL2(K) such that
Y−1α
(
sdiag(1,−1))Y = sdiag(1,−1)
and
Y−1α
(
U(R)
)
Y ⊆ B1(K).
Proof. Suppose that
α
(
sdiag(1,−1))= (m n
l p
)
∈ GL2(K).
It follows from Lemma 2.2 that
(
m n
l p
)2
= α(sdiag(1,−1))2 = α(−I ) = −I.
Comparing the above matrix entries, we have
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
m2 + ln = −1,
p2 + ln = −1,
(m + p)n = 0,
(m + p)l = 0.
We claim that l cannot be zero. In fact, if l = 0, then α(sdiag(1,−1)) belongs to B(K).
Hence both α(U(R)) and α(sdiag(1,−1)U(R) sdiag(1,−1)−1) fall into B(K). This implies that
C. Bardini, Y. Chen / Journal of Algebra 303 (2006) 30–41 35α(SL2(R)) ⊆ B(K) since SL2(R) is generated by U(R) and sdiag(1,−1)U(R) sdiag(1,−1)−1.
Then it follows from Lemma 2.1 that
α
(
SL2(R)
)= α([[SL2(R),SL2(R)], [SL2(R),SL2(R)]])⊆ [[B(K),B(K)], [B(K),B(K)]]
= I.
This is contrary to the hypothesis that α is non-trivial. Therefore we have l 	= 0 and the equations
implies that
α
(
sdiag(1,−1))= (m −l−1(1 + m2)
l −m
)
∈ GL2(K).
Now we set
Y =
(−l−1 ml−1
0 1
)
∈ GL2(K).
Then we have
Y−1α
(
sdiag(1,−1))Y = sdiag(1,−1).
Since Y ∈ GL2(K) is a triangular matrix, we also have
Y−1α
(
U(R)
)
Y ⊆ Y−1B1(K)Y ⊆ B1(K). 
Lemma 2.5. If α : SL2(R) → SL2(K) is a non-trivial homomorphism such that
α
(
U(R)
)⊂ B1(K), α(sdiag(1,−1))= sdiag(1,−1)
then α(t12(1)) = t12(1) and α(U(R)) ⊆ U(K).
Proof. Applying α on both sides of the following identity
sdiag(1,−1) = t12(1) sdiag(1,−1)t12(1) sdiag(1,−1)−1t12(1) ∈ SL2(R)
and suppose that for some m,n ∈ K ,
α
(
t12(1)
)= (m n0 m−1
)
,
we obtain that
sdiag(1,−1) =
(
m(1 − n2) n(1 − n2) + n
−n m−1n(1 − n2)
)
.
Comparing the matrix entries we have n = 1 and
α
(
t12(1)
)= (m 10 m−1
)
.
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following identity
sdiag(1,−1)h(2) sdiag(1,−1)−1 = h(2)−1,
and comparing the entries in the matrices, we obtain that b = c. Moreover, since h(2)t12(1)h(2)−1
belongs to U(R), its image under α must be an upper triangular matrix, that is
(
a b
b d
)(
m 1
0 m−1
)(
d −b
−b a
)
=
(
x y
0 x−1
)
for some x ∈ K∗ and y ∈ K . Comparing the (2,1)-entries in above matrices, we have b = 0.
Thus
α
(
h(2)
)= diag(a, a−1).
Again, applying α to both sides of the following identity in U(R),
t12(1)3 = h(2)t12(1)h(2)−1t12(1)−1,
we obtain (
m3 m2 + m−2 + 1
0 m−3
)
=
(
1 m(a2 − 1)
0 1
)
.
This yields immediately m3 = 1. Hence
(m − 1)(m2 + m−2 + 1)= m3 − 1 = 0.
Now if m2 +m−2 + 1 = 0, then the above identity of matrices implies that m(a2 − 1) = 0, hence
a ± 1. If a = 1, then h(2) ∈ kerα, which leads to a contradiction since there is no proper nor-
mal subgroup of SL2(R) containing h(2) by the classification theorem on normal subgroups. If
a = −1, then h(2)2 ∈ kerα, this also leads to a contradiction as above since R is not of charac-
teristic 3 and h(2)2 	= I . Thus m2 +m−2 + 1 cannot be zero, therefore m = 1 by above equation.
Consequently, α(t12(1)) = t12(1).
Now we come to prove the second part of the lemma. For an arbitrary r ∈ R, r 	= 0, consider
the element t12(r). Since it commutes with t12(1), its image under α has to commute with t12(1).
Hence it must be of form
( x y
0 x−1
)
for some x, y ∈ K . We have then
(
x y
0 x−1
)
t12(1) = t12(1)
(
x y
0 x−1
)
.
Comparing the above matrix entries we obtain that x = ±1. In particular, for s = r/2, α(t12(s))
must be also of form
(±1 z
0 ±1
)
for some z ∈ K . Thus
α
(
t12(r)
)= α(t12(s)2)= α(t12(s))2 ∈ U(K). 
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α
(
U(R)
)⊆ U(K), α(sdiag(1,−1))= sdiag(1,−1).
Let Φ :R → K be the map defined by
α
(
t12(r)
)= t12(Φ(r)) for r ∈ R
and let φ be the restriction of Φ onto the subring S of R generated by the units. Then φ is a ring
homomorphism and Φ is a φ-homomorphism.
Proof. Obviously Φ :R+ → K+ is a homomorphism of abelian groups. We show firstly that the
restriction map φ :S → K is a ring homomorphism. We start by considering the case for the units
of R. Let s be a unit in R. Note that
sdiag
(
s,−s−1)U(R) sdiag(s,−s−1)−1 = U¯(R).
We have
α
(
sdiag
(
s,−s−1))α(U(R))α(sdiag(s,−s−1))−1 ⊆ U¯(K)
and
α
(
sdiag
(
s,−s−1))α(U¯(R))α(sdiag(s,−s−1))−1 ⊆ U(K)
which means that
α
(
sdiag
(
s,−s−1))= sdiag(x,−x−1)
for some x ∈ K∗. On the other hand, note that
sdiag
(
s,−s−1)= t12(s) sdiag(1,−1)t12(s−1) sdiag(1,−1)t12(s).
Applying α to both sides of the above identity, we have
sdiag
(
x,−x−1)=
(
1 − φ(s)φ(s−1) −φ(s)(φ(s)φ(s−1) − 1) + φ(s)
−φ(s−1) 1 − φ(s)φ(s−1)
)
.
Hence x = φ(s) and φ(s)−1 = φ(s−1). Moreover, since
h(s) = sdiag(s,−s−1) sdiag(1,−1)−1
we have
α
(
h(s)
)= sdiag(φ(s),−φ(s)−1) sdiag(1,−1) = h(φ(s)).
Let s1, s2 be units in R. Since h(s1s2) = h(s1)h(s2), we have
h
(
φ(s1s2)
)= α(h(s1s2))= h(φ(s1)φ(s2)).
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i=1 s1i and s2 =
∑m
j=1 s2j where s1i , s2j belong to R∗ for 1 i  n,1 j m. Then
φ(s1s2) = φ
(
n,m∑
i,j
s1i s2j
)
=
n,m∑
i,j
φ(s1i s2j ) =
n,m∑
i,j
φ(s1i )φ(s2j )
=
n∑
i=1
φ(s1i )
m∑
j=1
φ(s2j ) = φ(s1)φ(s2).
Thus φ is a ring homomorphism.
Now we show that Φ(sr) = φ(s)Φ(r) for s ∈ S and r ∈ R. Suppose first s belongs to R∗.
Since each unit in R∗ has a square root, we write s = q2 for some q ∈ R∗. Applying α to both
sides of the following identity
t12(sr) = h(q)t12(r)h(q)−1 for r ∈ R
we have
t12
(
Φ(sr)
)= h(φ(q))t12(Φ(r))h(φ(q))−1 = t12(φ(q)2Φ(r))
which implies that Φ(sr) = φ(q)2Φ(r) = φ(s)Φ(r). In general for s = ∑ni=1 si ∈ S where
si ∈ R∗ for 1 i  n, we still have
Φ(sr) =
n∑
i=1
Φ(sir) =
n∑
i=1
φ(si)Φ(r) = φ(s)Φ(r).
Thus Φ is a φ-homomorphism. 
Now we come to prove Theorem 1.1. Given a non-trivial homomorphism α from SL2(R) to
GL2(K), we know by the previous lemmas that there exist a Y ∈ GL2(K), a ring homomorphism
φ :S → K and a φ-homomorphism Φ :R → K such that for any r ∈ R,
Y−1α
(
t12(r)
)
Y = t12
(
Φ(r)
)
, Y−1α
(
sdiag(1,−1))Y = sdiag(1,−1).
Since
t21(r) = sdiag(1,−1)t12(−r) sdiag(1,−1)−1,
we have
Y−1α
(
t21(r)
)
Y = sdiag(1,−1)t12
(−Φ(r)) sdiag(1,−1)−1 = t21(Φ(r)).
Hence α = IntY ◦ Φ¯ .
We show the uniqueness of IntY and Φ¯ . If there exist Y ′ ∈ GL2(K) and Φ¯ ′ :R → K such that
Y ′−1Φ¯ ′(g)Y ′ = Y−1Φ¯(g)Y for g ∈ SL2(R)
C. Bardini, Y. Chen / Journal of Algebra 303 (2006) 30–41 39then we have
Φ¯(g)′Y ′Y−1 = Y ′Y−1Φ¯(g).
This implies that Y ′Y−1 has to be a scalar matrix. Hence IntY = IntY ′ and, therefore, Φ¯ = Φ¯ ′.
Thus we complete the proof of Theorem 1.1.
3. The proof of Theorem 1.2
Lemma 3.1. Let α : GL2(R) → GL2(K) be a non-trivial homomorphism such that α(g) = Φ¯(g)
for g ∈ SL2(R), where φ :S → K is a ring homomorphism and Φ :R → K is a φ-homomorph-
ism. Then for each unit s ∈ R∗ there is an element xs ∈ K such that
α
(
diag(1, s)
)= diag(xs, xsφ(s)).
Proof. Let B¯(R) be the subgroup of GL2(R) consisting of all lower triangular matrices. We have
diag(1, s) ∈ NGL2(R)
(
U(R)
)∩ NGL2(R)(U¯(R))= B(R) ∩ B¯(R).
Note that
NGL2(K)
(
α
(
U(R)
))⊆ B(K), NGL2(K)(α(U¯(R)))⊆ B¯(K).
We obtain that α(diag(1, s)) ∈ B(K) ∩ B¯(K). This implies that
α
(
diag(1, s)
)= diag(xs, x′s)
for some xs, x′s ∈ K . Since
diag(1, s) = t21(s)t12
(−s−1)diag(1, s)t12(1)t21(−1)
by applying α to both sides, we obtain
diag
(
xs, x
′
s
)=
(
x′sΦ(s)−1 xs − x′sΦ(s)−1
0 −xsΦ(s)
)
.
Then x′s = xsΦ(s). 
Now we come to prove Theorem 1.2.
Let α : GL2(R) → GL2(K) be a non-trivial homomorphism such that SL2(R) ker(α). Then
the restriction α|SL2(R) of α to SL2(R) is non-trivial. Then by Lemma 2.1 and Theorem 1.1,
there exist an element Y ∈ GL2(K), a ring homomorphism φ :S → K and a φ-homomorphism
Φ :R → K such that
α|SL2(R) = IntY ◦ Φ¯.
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α(g) = α(g(diag(1,detg−1))) · α(diag(1,detg)).
By Lemma 3.1, we have however
α
(
diag(1,detg)
)= diag(xdetg, xdetgΦ(detg)).
Hence there exists a group homomorphism χ : GL2(R) → C(GL2(K)) defined by
χ(g) = xdetgI, g ∈ GL2(R).
Thus we obtain for all g ∈ GL2(R),
α(g) = χ(g) · Int X¯ ◦ Φ¯(g).
The proofs for the uniqueness of IntY and Φ¯ are similar to those of Theorem 1.1.
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