This paper presents a new approach to the software architecture of a high-fidelity multidisciplinary design framework that facilitates the reuse of existing components, the addition of new ones, and the scripting of MDO procedures. As a first step towards this goal, we implement the necessary components of a high-fidelity aero-structural design environment for complete aircraft configurations, and demonstrate them with two separate aero-structural analyses: a supersonic jet and a launch vehicle. At the core of the framework is an aero-structural solver that uses high-fidelity models for both disciplines as well as an accurate coupling procedure. The Euler or Navier-Stokes equations are solved for the aerodynamics and a detailed finite-element model is used for the primary structure. Rather than focusing on the actual design method and results, this paper emphasizes the role that sound software development environments can play in the creation of complex high-fidelity design optimization applications. In particular, we describe lessons learned during the course of this experience using the Python programming language, the development cost incurred in comparison with a traditional, Fortran 90/95, C, or C++ based development method, and the impact that this type of approach can have on both the establishment of high-and multi-fidelity design environments and in the productivity of research groups in academic settings.
Introduction
T HE engineering research and industrial communities often underestimate the importance of sound software design practices when developing large-scale integrated simulations. The underlying thought in many cases is that code efficiency and accuracy of the results are the most important, and therefore ease of use and maintainability are sacrificed. A lack of necessary resources is often quoted as the excuse to ignore well-established software development practices.
It has become clear that a large majority of the remaining challenges in aerospace engineering are such that they require the understanding of the complex interactions between multiple disciplines. The behavior of each of these disciplines is usually described using separate software modules which have been written by engineers and scientists with widely different back-terface -application program interface (API) -is a commonly used practice in software development. In fact, it is the only way in which such programs can be carried out simultaneously by a large number of programmers who are responsible for different portions of the project. It is this fundamental idea that is being pursued in this work: large-scale engineering projects require the same high-level thought given to the overall architecture of the system, and proper interfaces have to be defined so that additional flexibility is provided for the interaction of the various software modules. In addition, the choice of a suitable environment for integrating the modules can help achieve the proposed tasks by leveraging additional functionality that may have been developed for entirely different purposes.
New technologies have the potential to greatly increase the functionality of existing software and aid in the development of sophisticated computational algorithms. Grid computing, for example, is one of these technologies that provides an infrastructure for the steering and data exchange between a set of heterogeneous computer systems, some of which could be large parallel computers. 13 This enables the collaboration between different research institutions in disparate geographical locations. In collaborations with industry, where proprietary software might be involved, grid computing provides a way of running a simulation over the network in the company computer. The grid computing infrastructure also constitutes a good solution for steering a large simulation on parallel machines and visualizing the results from a desktop computer in a straightforward manner. This should not be understood as an endorsement of the current implementation of Grid ideas, but, rather, an agreement with some of the basic principles on which the Grid infrastructure is based. In our work we have made the conscious decision to avoid the use of the Globus Toolkit because we have found that it lacks functionality and performance, and it leads to an unnecessary level of overhead that can make some of our work impossible.
Our efforts so far have focused on a framework for high-fidelity aero-structural design. This framework combines a computational fluid dynamics (CFD) solver, a computational structural mechanics solver (CSM), and a geometry engine that comprise a package for high-fidelity aero-structural analysis. In addition to this, a method for coupled-sensitivity analysis was implemented and used in conjunction with a gradient-based optimizer to develop a framework for aero-structural design optimization of aircraft.
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Although the framework produced the desired results, successfully optimizing a supersonic business jet configuration, its monolithic program structure and the exclusive use of Fortran as the programming language proved to be cumbersome when the use of different solvers or packages was required, such as a CAD program to handle the geometry or a more sophisticated structural solver. 9 Moreover, new research ideas that we are interested in pursuing involve additional disciplines, multi-fidelity modeling, advanced response surface fitting techniques, that would require extensive modifications to the existing monolithic infrastructure.
The successful implementation of a multidisciplinary design environment depends not just on the algorithms for each component that comprises the aircraft or spacecraft analysis and design, but also on the ability to provide an interface between existing codes for straightforward coupling and scripting, making it easy to implement various multidisciplinary approaches.
The need to couple analyses of different disciplines revealed the additional inconvenience of "gluing" and scripting different codes that have been written in different programming languages (Fortran 77/95, C, C++, Java.) In addition to differing in the language, these codes also have unique interfaces and data structures. For example, an aeroelastic optimization code might utilize an existing CFD code written in Fortran 90/95 for the aerodynamic analysis, Nastran for the finite-element analysis of the structure, an optimization code written in Fortran 77, and a data visualization program written in C or C++ with its own API for displaying the results.
Thus in order to create a flexible framework for highfidelity aircraft design, we found it necessary to modularize the existing components and redesign the way these components are coupled. The objective is not to duplicate the efforts that produced existing analysis codes, but rather, to generate a common interface so that data can be exchanged between programs. With a consistent interface, we can treat the various CFD solvers, structural analysis, and optimization codes as modules which can be easily combined in various ways, rearranged, and exchanged.
In an academic setting, we find the development of such flexible frameworks to be of paramount importance to our mission, since high-fidelity multidisciplinary design environments are still in their infancy and fast progress in research can only be achieved if a number of different ideas can be tried in quick succession. With traditional software approaches it takes a long time to implement a new idea, resulting in very slow progress. In addition, contributions by graduate students in our programs can be much more effective if they can work on pieces of larger programs without the need for a deep understanding of the unimportant details of some of the software components. This has not been the case until recently, and has hindered our research programs.
In order to create such a modular, flexible, and easy to use environment, we decided to provide an objectoriented interface to our Fortran and C software by wrapping each of the disciplines with a higher-level programming language. For this purpose, we consid-ered a number of programming languages and selected Python.
7 The selection of Python and its advantages relative to other programming languages are discussed in the next section.
Since Python is an interpreted language, it can be used to generate interfaces between various different modules more easily than compiling a single executable out of a large number of libraries: the component modules themselves are compiled into shared objects and an interpreted Python script is used to join them.
This approach, however, still limits the ability of a non-expert user to use a large number of modules, since that would still require the knowledge of the unique interface and data structures for each module. In this way, using Python is no different from using Fortran 90/95 to couple all the component libraries together: it is simply a high-level "glue". With this in mind, MDO research would not be significantly easier because the process of rearranging the flow of information among disciplines would still be tedious. Fortunately, Python has the capability to solve this problem.
To accommodate the ability to utilize modules representing a wide range of disciplines (or multiple codes that attempt to simulate the same discipline with different methods) without overwhelming the user we abstract these modules and represent them with objects that are closely tied to what they simulate: flow solution objects, mesh objects, structural models, etc. Each code represented by a particular type of object has the same interface, although internally the Python interface to the lower level language is unique. For example, every flow solution object representing different flow solvers has the same interface for returning the surface pressure. In this way modules are interchangeable and the user only needs to know one interface for each discipline or task.
Although these are primarily computer science and information transfer and storage issues, they are equally important to the successful implementation of an MDO environment. The work presented in this paper is based on a CFD code written mainly in Fortran 90/95, with a few utility subroutines written in C, and MPI for parallel computing. This code was wrapped using a tool that automatically builds a Python module that can access Fortran subroutines and data. Similar procedures were carried out for the finite element code, FEAP, written in Fortran 77; SNOPT, an optimization code also written in Fortran 77; WARP-SOLID a mesh perturbation algorithm that uses Fortran 90/95 and incorporates FEAP, and CSM-CFD, a FORTRAN 90/95 module that handles the load and displacement transfers between structural and CFD models.
In the next section we discuss the selection of Python as the "glue" language for our framework, and describe this language and the Python tools that we use. We then describe the disciplinary modules that are part of the framework as well as the classes that were designed to wrap these modules. A separate section is dedicated to the aero-structural analysis module, which represents the first multidisciplinary module that uses the framework components. We then show results of aero-structural analysis for two different problems: the aero-structural analysis of a supersonic business jet at its cruise condition, and the load transfer for an aero-structural analysis of a launch vehicle. Finally we conclude with some remarks regarding the usability and effectiveness of this new environment, and with our view of the potential future use of this framework.
Why Python?
As mentioned in the introduction, most of our highfidelity analysis and optimization programs are written in Fortran. Large-scale scientific computing requires the use of a compiled language for acceptable floatingpoint performance, and for this reason, Fortran is the language of choice for many numerical applications.
While Fortran 90/95 features such as dynamic memory allocation and data structures are welcome additions (we use them extensively in our programs), Fortran lacks some of the features of other current languages, such as object-oriented programming.
C++ is a powerful, object-oriented language that can have similar floating-point performance to Fortran. It is possible to wrap Fortran routines with C++ and create an object-oriented interface, and we briefly experimented with this approach. However, it quickly became obvious that the interface would still be relatively difficult to learn and would not be as interactive as we would like.
We had a similar experience with Java, since it also required compilation, although only "halfway compilation" to machine independent bytecode. Java has experienced a tremendous growth, which can be attributed to its simpler syntax for object-oriented programming relative to C++, as well as its platform independence and web browser support to run applications on either the client or server sides.
Modern scripting languages such as Python and Perl provide a powerful and easy-to-use alternative to traditional compiled languages. Perl is one of the most popular scripting languages. Python is another scripting language that is becoming increasingly popular, with a significant following in the scientific computing community. Although Perl supports object-oriented programming, the syntax is rather convoluted, since Perl was designed before the advent of object-oriented programming.
Matlab was the only commercial alternative that we considered. It is in some ways similar to Python, but it is not as suitable for scripting and -at least in our opinion -has a particularly bad syntax for object-oriented programming. However, in principle, Matlab has many of the characteristics that have made us choose Python: a straightforward to use scripting language, the ability to run modules (through MEX files) that execute with high performance, and portability to a number of different platforms. Perhaps the biggest shortcomings of Matlab, at the moment, are the lack of commercial offerings for parallel computing and for distributed computing.
Python uses a concise syntax that results in programs that are easy to read and has all the features of a modern object-oriented language without the annoyances of a compiled language.
A variety of basic data types are available in Python: numbers (integers, floating point, complex, and unlimited-length long integers), strings (both ASCII and Unicode), and container objects (lists and dictionaries). Lists are similar to arrays, but more flexible since they do not have a fixed size and can be nested. A dictionary is a list whose elements are associated to a keyword, rather than indices.
Like Matlab, Python is interpreted and can be run in interactive mode. This mode makes it easy to test short snippets of code and learn by experience. Another feature that Python shares with Matlab is dynamic typing. Variables are not declared; an assignment statement associates a name to an object, and the object can be of any type. If a name is assigned to an object of one type, it may later be assigned to an object of a different type.
Python is also strongly typed, since data types are strictly enforced and there are no loopholes or unsafe casts. Mixing incompatible types (attempting to add a string and a number, for example) causes an exception to be raised. The language also supports user defined raising and catching of exceptions, resulting in cleaner error handling.
Python runs on many different computers and operating systems (Windows, Mac-OS, many brands of Unix, OS/2) and provides a large standard library that supports many common programming tasks such as connecting to web servers, regular expressions, and file handling.
Perhaps a more important feature of Python is good support for compiled libraries. One of the disadvantages of scripting languages is that they are slow compared to compiled programs. That is fine for small projects, but can be a problem for larger projects. Instead of moving the whole project to a compiled language like C++ or Fortran, one can re-write just the computationally intensive parts to compiled code. This approach results in much faster development than a compiled language alone: you get the robustness of a scripting language with the speed of a compiled program. This is also a good way to utilize existing Fortran subroutines without writing the whole program in Fortran. In a later section we discuss the existing tools for automatically wrapping codes written in Fortran, C, and C++. The existence of such tools is a welcome addition to Python as they enable the use, within the Python environment, of existing software. This, of course requires a small amount of development overhead to build proper interfaces and create the wrapping code.
Python Tools
In addition to the useful features we just described, Python also provides a number of tools that are very useful in our work. The scientific computing module, Numeric, the parallel computing module, pyMPI, and the automatic Fortran wrapper, f2py are the three essential tools that make Python even more attractive for our purposes.
Scientific Computing
Numeric is a popular and powerful compiled library for Python. It can provide math operations on large matrices at speeds close to those of the compiled languages. For many scientific users, Numeric will fill most of their needs without having to use Fortran or C. In fact, the power of the Numeric module is one of the reasons Python is rapidly gaining popularity in the scientific computing community. One can do operations on large arrays quickly, and with very simple program syntax. In addition, Numeric includes a large number of common matrix operations. In this sense it makes the use of Python very similar to Matlab.
Parallel Computing
The ability to introduce parallel computing codes into the pyMDO framework is essential to realize the vision of a high-fidelity, integrated design environment. pyMPI is an MPI enabled Python interpreter that provides parallel programming support on distributed parallel machines. 19 It allows the simultaneous execution of Python interpreters on multiple processors and provides an object-oriented MPI infrastructure that enables these instances of the Python interpreter to communicate with each other at the interpreter level, and by the compiled code that is used by the interpreter. In our work we use pyMPI, but most of the MPI communication calls are executed from within the Fortran or C programs that were using them in the first place, and that were wrapped to become Python modules.
Wrapping Fortran with Python
As mentioned in the previous section, Python provides good support for compiled libraries. Python itself is written in C, and extending Python to access code written in C and C++ is easy to do by hand and even easier with tools, such as SWIG, 10 that automate the process.
Since it is possible to wrap Fortran programs with C, we can also create libraries whose source code is written in Fortran, but that can be imported into the Python interpreter as a module. Doing this by hand is a laborious task that is prone to errors.
Fortunately, there are automatic interface generators for Fortran that require the programmer to have little or no knowledge of the coding details necessary to transfer data and to call functions between Python and Fortran. There are two such tools: Pyfort 12 and f2py.
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We decided to use f2py since its features are better suited to our efforts. Since f2py provides direct access to common block and module variables, there is no need to change the Fortran source, making the wrapping process even easier.
The way f2py works is summarized in Figure 1 . Given a set of Fortran source files, f2py generates a signature file with extension pyf that contains all information about the data, functions and their arguments in the Fortran source. This file can be edited by the user for better control, and f2py can be instructed to just read this file, rather than generate it automatically.
Given this signature file, f2py then creates the C code wrappers and compiles the final module (.so file) that can be directly imported into the Python interpreter.
We simplified the process of wrapping Fortran programs even further by developing pymdobuildutil, a utility that has a similar interface as Python's distutils. The developer of an extension module only needs to write a file which defines various aspects of the module and how to build it: the name or a signature file, locations of source code, and which libraries are necessary to link. Some knowledge of how f2py works is necessary but pymdobuildutil automates many of the routine tasks. This utility compiles the Fortran source, calls f2py to create the wrappers and then compiles the Python module, all with a single command.
Other tools
There are a few other Python tools that we currently do not use -but might be very useful in our future work -that have also influenced our decision to use Python as the integration language.
The PYthon REsearch environment (pyre) of Aivazis 8 allows for automation of complex tasks for large-scale parallel simulations, such as handling unit conversions, launching and monitoring jobs on clusters, and real time visualization of results. Recent efforts are geared to the addition of Python-based, distributed computing capability that would be very useful in our pyMDO framework.
There are several toolkits that aid the development of a graphics user interface (GUI). PyGTK is one of the most popular ones and is a wrapper for the GTK+ library for use in Python programs.
1 PyGTK handles many of the boring details such as managing memory and type casting. GTK+ is a GUI toolkit for developing graphical applications that run on systems such as Linux, Windows and Mac-OS X.
2
To produce scientific plots, we can use matplotlib, 3 a Python 2D plotting library which produces publication quality figures as files or in interactive GUI environments, including PyGTK. There are also many other Python interfaces to visualization tools, such as the Visualization Toolkit (VTK), and OpenDX.
Grid computing is an emerging technology that we believe will have a useful application in our framework. The Globus Toolkit 2.4 Grid Services environment has been wrapped into a Python module, the result of which is pyGlobus.
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Software Design of the Disciplinary Modules
After generating Python modules for each Fortran application by running pymdobuildutil, we can import these modules into a Python program and access the subroutines and data that we have chosen to wrap. This interface is not very user friendly, since it is similar in form to a Fortran call and is limited by the original source code.
To provide an object-oriented interface to our solvers that is as easy to use as possible, we designed the Python interfaces discussed in this section. The interfaces are conceived in such a way that each discipline can either be used on its own for single discipline analysis and optimization or be imported as a module by a higher-level class or script that performs a multidisciplinary task.
Since we are interested in performing analysis and optimization of aircraft we have created the following main modules: aerodynamics, structures, geometry and mesh perturbation, and optimization.
For each of these modules, the class definitions are specific to the discipline and are independent of the particular solver. This means that different solvers can be used for a given discipline without changing the higher-level Python interface.
Optimization
The optimization software that we usually use is SNOPT 14 a gradient-based optimizer that solves largescale nonlinear constrained optimization problems. SNOPT uses the sequential quadratic programming (SQP) approach, which obtains the search directions by solving a sequence of quadratic programming subproblems.
We wrapped the SNOPT Fortran source and created a module that we called snopt. This module is then imported in the Optimization class and hidden from the end user. This class is described in Figure 2 , which follows the convention for unified language model (UML) class diagrams: attributes (data) are shown in the box below the name of the class, and methods (functions) are listed in the box below that. The line with a diamond-shaped end means that the Optimization contains at least an object of type Objective, for example.
This class contains the elements that make an optimization problem: an objective, the design variables, and the linear and non-linear constraints. There are multiple instances of the design variables and constraints and they are stored in Python dictionaries. Each instance of DesignVariable represents a vector of variables. For any optimization problem we can then store all the design variables in one instance, but in many cases it might be convenient to separate the design variables into groups, especially in multidisciplinary problems. In aero-structural optimization, we could, for example, have one group in a member of the dictionary filed under the "aerodynamic" keyword, and another under "structural". The same concept applies for the dictionary of constraints.
Suppose you want to solve a simple optimization problem, such as
To solve this problem using the optimization class, you would write the program listed below. Since this is a very simple example, the two design variables are in one dictionary entry named coord and the constraint dictionary also has only one entry, circle, for the single constraint. The objective and constraint functions defined by funobj and funcon are in this case very simple, but they could just as easily call the aero-structural solver that we present herein.
At the moment we have only wrapped one optimizer but we plan to use others. For other optimizers, regardless of the type that is used, we will still be able to use the Optimization class as a base class that has the attributes and functions that are common to all optimization problems. The various optimizers will have different implementations for the functions, but the interface will be nearly identical. It would not be exactly the same because while basic functions such as the Optimize function would have the same form, there are always options specific to each optimizer. These options, however, can be handled automatically by Python as optional arguments that are implemented only for specific optimization software.
It might also be a good idea to have two other base classes that inherit from the optimization base class: one for gradient-based optimizers and another for gradient-free optimization algorithms. At the moment, this is work in progress.
Aerodynamics
For aerodynamic analysis we use TFLO2000. This solver has been recently developed at Stanford under the scope of the Department of Energy's (DoE) ASC (Advanced Simulation and Computing) program. TFLO2000 is a state-of-the-art flow solver that contains much of the functionality of our old, Fortran 77 multiblock flow solver, FLO107-MB.
22 TFLO2000 contains extensions for turbomachinery applications needed for the Stanford ASC project 6 and includes substantial new capabilities in the pre-processor, parallel implementation, turbulence models, and baseline algorithms. The numerical algorithm for the solution of the mean flow equations is very similar to that of FLO107-MB: it uses a finite-volume formulation, a modified Runge-Kutta scheme, a centraldifference discretization augmented with artificial dissipation terms, and the multigrid solution procedure to enhance convergence to a steady state. A number of improved numerical capabilities, such as better artificial dissipation schemes and low-speed preconditioning are also included in TFLO2000.
TFLO2000 incorporates a number of turbulence models including Spalart-Allmaras, k − ω, SST, and v 2 − f . The turbulence equations are solved using the quasi-linear form of the additional equations in a segregated fashion (from the mean flow). A DD-ADI (Diagonally-Dominant Alternating Direction Implicit) approach is used to converge the turbulence equations and no multigrid is used for these. TFLO2000 uses a vorticity-based production term, which is different from the standard production term in FLO107-MB. TFLO2000 also uses the CGNS standard for I/O purposes and can be run on a variety of parallel computers with demonstrated scalability up to thousands of processors.
The Python interface to TFLO2000 is provided by a class called FlowSolution. The class was designed as a base class that can wrap any type of CFD solver. A new class, TFLOSolution inherits all the data and methods from the superclass, but redefines and extends the class in order to specialize it for the specific case of TFLO2000. The flow solver and the additional class definitions are encapsulated in a module we call pytflo2000.
This is an important feature of our method for creating modules: base classes are defined such that different solvers can be interchanged for a given discipline without requiring a change in the master script.
The FlowSolution contains one object: the computational mesh that is an object of the Mesh class. A diagram representing this hierarchy, attributes and methods for this class is shown in Figure 3 .
Methods in the flow class include those used for the initialization of all the class components ( init functions, which are not shown in UML diagrams), as well as methods that write the current solution to a file. In addition, we have added methods to this class that allow us to retrieve surface loads, store deflected and perturbed surface shapes, and that can be used to advance the flow solution for a specified number of iterations. As new integrated applications are constructed, additional functionality is added to these classes (which may require modifications/enhancements to the baseline Fortran 90/95 code). At the time of this writing, a number of additional methods were already available for these classes.
Structures
The structural analysis program we use is the Finite Element Analysis Program (FEAP), written by Prof. Taylor at UC Berkeley, 25 and is a general purpose finite-element package for the analysis of complex structures. The program includes the capability to construct arbitrarily complex finite-element models using a library of one-, two-, and three-dimensional elements for linear and nonlinear deformations. In addition, a number of material models (such as isotropic, orthotropic, plasticity) are available to model the constitutive properties of the materials that are present in the structure. Once the model is assembled, a number of solution procedures are available for linear, nonlinear, and time-accurate problems. In addition, for very large nonlinear structural models, interfaces are available for external parallel sparse solvers that can greatly improve the calculation turnaround times. A number of advanced time-accurate integration algorithms are also included with FEAP, which are of interest in the computation of aeroelastic responses and constraints.
The general class that we created for structural analysis is Structure. As detailed in Figure 4 LoadCase objects. As we mentioned before, Python supports dictionaries, which are lists of objects of any type, each of which is associated with a keyword. This enables us to handle multiple load conditions, and refer to them as "cruise" or "maneuver", for example. For each load case, the displacement field, the stresses and the loads are stored in the LoadCase class. This is a capability that the underlying Fortran code does not have.
The functions provided by the Structure class are what one would expect from a structural analysis program: solve the displacements, compute the stresses, and set loads. There are also functions that are needed for aero-structural coupling, such as getting the surface of the finite-element mesh, and the transfer weights.
Other data and functions are design oriented. The main class contains design variables and provides a function that computes gradients with respect to those design variables using an adjoint method. Each load case contains the corresponding adjoint vector and sensitivity of stresses with respect to the design variables.
Geometry
The aircraft is surrounded by fluid which is separated from the structure by the fluid-structure interface. Therefore, there is a well-defined surface in three-dimensional space which constitutes the outermold line (OML). This surface is not only important for aero-structural analysis but for design optimization as well, since some of the design variables we use are perturbations to the OML.
Because of the importance of the OML, a separate utility, Aerosurf, is used to generate and manage it. Aerosurf was specifically created for the analysis and design of aircraft configurations 17, 23 The baseline geometry of an aircraft configuration is given to Aerosurf in the form of separate components, each one being described by a series of point-wise crosssections. These components can be fuselages, pylons, nacelles, and wing-like surfaces. An example of these surfaces for the Raytheon Premier I business jet is shown in Figure 5 .
After lofting the sections that define each component using a bi-cubic spline method, Aerosurf intersects these components and divides the resulting surface into a series of patches. At this stage, Aerosurf creates a parametric description of each patch and then distributes points on their surface, forming a fine structured watertight mesh. Thus, the set of points formed by the grids of all patches represents a watertight discretization of the OML within Aerosurf. The intersected geometry is shown in Figure 6 .
In addition to providing a high-fidelity description of the aircraft geometry, Aerosurf also has a role in the aero-structural analysis and design. During analysis, any information that needs to be exchanged through the fluid-structure interface -such as aerodynamic pressures and structural displacements -is interpolated onto the OML points. Changes in the OML shape can be due to either structural displace- Intersected components forming the outer-mold line (OML).
ments during aero-structural analysis or changes in shape design variables between design cycles. While the OML changes due to structural displacements are transferred directly to the OML points, changes due to shape design variables are applied to the unintersected components first and then these components are re-intersected, creating a new discretized representation of the OML.
The Geometry class provides the data and functionality of Aerosurf. It contains both the original unintersected surfaces each formed by a list of sections, as well as the parametric description of the aircraft surface. The main functions provided by this class are the generation of the patches and perturbation of the the geometry. The class that defines the OML design variables is a specialization of the DesignVariables class.
Note the dual role of Aerosurf: on the one hand it serves as the engine for the parametric modification of a baseline geometry (to be used for design purposes), while, on the other, it is a home-built CAD engine that takes care of constructing geometry from un-intersected components.
We are also exploring another option for the handling of the modifications to the OML using a true CAD-based geometry engine. A direct interface to a CAD package is not easy to accomplish. It also represents a large investment in a CAD package that may later turn out to not provide all of the design functionality that is required for MDO. For this reason, we decided to use the CAPRI interface of Haimes, 4 which allows for the development of CAD-neutral interfaces. Again, once we have this new geometry engine in place, we can use a specialization of the Geometry class to wrap this. In fact, the user does not need to know which underlying geometry engine (home-built or CAD-based) is being used at the time. Control over this choice is exercised by importing the appropriate geometry module into the Python class.
Although the interface to the user is identical, the underlying infrastructure is not. In particular, the way in which our traditional Aerosurf package and the CAD-based one handle their two roles (shape parameterization and geometry intersection) is quite different. Once again, this is one of the major advantages of constructing classes in Python that shield the user from the specific details of an implementation.
Visualization
For the visualization of our multidisciplinary analyses and design results we mostly use OpenDX, a powerful software package for the visualization of scientific and engineering data. 5, 24 OpenDX is the open source version of the former IBM product Visualization Data Explorer.
This software is very flexible because it can be easily programmed by connecting blocks in a GUI that show the processing of the data and images from the raw data file to the final image. The images shown in the results section are all produced with OpenDX. Although OpenDX can read any type of data file by using the right options and blocks, it reads data files in DX native format without need for translation.
To facilitate the writing of DX data files, we created a Python module that defines the classes shown in Figure 8 . The object-oriented design follows the structure of the DX format closely: a DX file may contain several fields, each of which has a number of positions, and might have data associated with positions or connections. The positions might be connected or not, and the connections might be regular or irregular.
Multi-block Mesh Perturbation
For both aero-structural analysis and design applications, the need arises to construct deformed meshes that conform to the actual shape of the OML at every point in a calculation. Given that our flow solver, TFLO2000, uses body-fitted multi-block meshes, and that these meshes have to be constructed by hand (with the aid of mesh generation software such as Pointwise's Gridgen), it becomes infeasible to regenerate these meshes from scratch every time that a surface perturbation is desired. For several years we have been working on an inexpensive yet robust mesh perturbation procedure that can generate, automatically, perturbed meshes given both a perturbed surface geometry (e.g the deformed shape of a wing) and a baseline mesh of reasonable quality for the undeformed geometry. In the past we have developed an algorithm called WARP-MB, 22, 23 that is based on fast algebraic methods. WARP-MB is a multi-block wrapper on the WARPBLK program that carries out the deformation of a single block in a multi-block mesh.
WARPBLK is quite robust ad produces high-quality meshes, even for very large perturbations of the initial geometry. WARPBLK has been used extensively in the past for both Euler and Navier-Stokes meshes. Given a structured, body-fitted block, WARPBLK requires as inputs the geometry of the initial block and the perturbations to the mesh points that lie on the external surfaces of the block. Some or all of these surface points can be provided to WARPBLK. If only some of the deformed surface points are provided, WARPBLK uses quasi-1D and quasi-2D versions of the warping algorithm to construct the deformed surface of the block. Then, the full three-dimensional version of WARPBLK perturbs the mesh in the interior of the block to achieve its final result.
WARPBLK is quite robust since it simplifies to a rigid body rotation/translation of the mesh in situations where rigid body motions are applied to the surface of the block. In addition, as the mesh deforms, the relative mesh spacings of the baseline mesh are preserved. This feature avoids problems with crossed edges in boundary layer meshes.
In a multi-block setting, the implementation of WARPBLK and WARP-MB has been named pywarp. It is a complete re-write of our old version and it only re-uses the WARPBLK procedure. There is a shortcoming of pywarp: we typically allow the surface of the object (a wing, for example) being modeled to move, while we fix the external boundaries of the mesh block that come in contact with the object. For this reason, if the displacements of the surface of the object exceed the physical dimensions of the block, WARP-MB is unable to produce a mesh without negative volumes. This has catastrophic consequences for an aero-structural simulation, since the flow solver will stop abruptly.
An alternative that has been advanced in the literature is the solution of a pseudo-structural problem for the mesh deformation problem. 16 In this approach, every cell in the mesh is replaced by a solid structural element. Displacements are applied, as required by the problem, to the appropriate nodes on the surface of this pseudo-structural mesh and then, through the solution of an elasticity problem, the motion of all of the nodes in the mesh can be computed. The stiffness of each of the elements in the mesh can be changed according to the distance from the moving surface in order to prevent the mesh from crossing. In principle, this is a generalization of the spring analogy that is often used for mesh deformation.
Although this is a very useful approach, the cost of mesh perturbation can become quite large as the number of cells in the mesh grows. This is particularly true of complete configuration viscous meshes with millions of cells, for which the mesh perturbation problem can become more expensive than the actual flow solution problem.
In order to avoid this high computational cost, we have re-written pywarp to introduce a hybrid, pseudostructural model concept. Instead of modeling each cell in the mesh as a solid structural model, we have chosen to model each block of a multiblock mesh as a solid element. After solving a small elasticity problem (with a number of elements that is equal to the number of blocks in the mesh (say, from 200 to 1000), rather than to the number of cells in the mesh (up to 10 6 ) we apply the WARPBLK procedure to each of the blocks in turn. In this way we can accommodate very large displacements, but, at the same time, we are able to produce perturbed meshes at very low computational cost. pywarp-solid, the new Python module that we have created is therefore used in our aero-structural work. Figures 18 and 19 below show the differences between the perturbed meshes produced by pywarp and pywarp-solid for an outboard section of the wing of a supersonic business jet. The addition of the pseudostructural elasticity problem can generate much higher quality meshes, especially for large displacements.
Aero-Structural Analysis and Optimization Framework
Having the long term goal of performing highfidelity aircraft design, we have been first focusing on aero-structural optimization of aircraft configurations. To this end we had developed a framework that was programmed solely in Fortran. This framework included not only analysis, but also design optimization, and featured a coupled-adjoint for computing gradients with respect to hundreds of variables very efficiently.
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We now aim to build the same type of capability, now using the disciplinary modules described in the previous section, and having the higher-level programs written in Python, such that the framework is more easily reconfigured and re-used.
In aero-structural analysis, there is a clear interdependence between the equilibrium state of the two systems: the flow solution depends on deflections calculated by the structures, and the structural solution depends on the loads calculated by the flow solver. There are three important aspects of the highfidelity coupling between the aerodynamic and structural analyses: the OML and the transfer of loads and displacements. We have already described Aerosurf, the geometry engine that handles the OML. We now detail the procedures for transferring of displacements and loads, which are based on work by Brown.
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Displacement Transfer
The displacements calculated by the structural solver are first transferred onto the OML grid, and then onto the CFD surface mesh. Each OML point is associated with a point on the surface of the finiteelement model in a pre-processing step, as shown in Figure 9 . The association is performed by locating the point on the structural model surface that is closest to each OML point. During aero-structural analyses, the displacement of each associated point is computed by interpolating the node displacements of the element containing that point. The displacement is then transferred onto the OML point using extrapolation functions that emulate a rigid link between the OML point and the associated point on the surface of the structural model. For small angular deflections we use the linear relationship ∆x = N u,
where N is a matrix of transfer weights and u is the vector of structural displacements. Unlike the structural nodes, the CFD surface mesh points are assumed to exist on the OML. Figure 10 shows a representation of both the OML and CFD meshes. The parametric coordinates of the CFD surface mesh points on the corresponding OML patches are calculated in a pre-processing step via closest point projection. Therefore the patch number and the parametric coordinates of the associated point uniquely define the transfer operator. The CFD points are assumed to be "tied" to these parametric locations and any displacement of the OML, due to either design variable perturbations or structural displacements, is transferred to the CFD surface mesh points by evaluating their parametric locations on the corresponding Aerosurf patches.
Once a perturbation is applied to the surface of the CFD mesh, it must be propagated throughout the whole multiblock mesh. This volume mesh perturbation is achieved very efficiently by using WARP-MB.
Load Transfer
The load transfer procedure is responsible for transferring the pressures calculated by the CFD algorithm to the structural nodes through the OML points.
In order to transfer the aerodynamic loads from the CFD surface mesh to the OML points, we first integrate the pressures in the CFD mesh to obtain a force vector for each CFD surface node. We then identify, in a pre-processing step, the appropriate "donor cell" and the parametric location of each OML point within this cell. The forces at the OML points are then calculated using bilinear interpolation. The underlying assumption that ensures the accuracy of this simple transfer is that the OML mesh is of comparable or higher fidelity than that of the CFD surface mesh, and that the two surface representations are consistent and contiguous.
In translating interpolated loads from the OML surface into finite-element forces, it is crucial that both consistency and conservation be maintained. The property of consistency specifies that the resultant forces and moments due to the forces on the CFD surface mesh, must be equal to the sum of the nodal forces and moments applied to the structural model. There are an infinite number of structural load vectors that satisfy this requirement. However, we also require that the load transfer be conservative. Conservation stipulates that the virtual work performed by the load vector, f S , undergoing a virtual displacement of the structural model, δu S , must be equal to the work performed by the CFD forces, undergoing the equivalent displacement of the OML mesh, δx. The virtual work Fig. 11 Transfer of the pressure on the OML points to the finite-element nodal forces in the finite-element model is given by the dot product
while the virtual work performed by the fluid acting on the surface of the OML mesh is given by
For a conservative scheme, δW A = δW S , and a consistent and conservative load vector then is given by
where we used the linear relationship (1) for the virtual displacements δx. In Figure 11 we can see how the pressure field (which has been interpolated from the CFD mesh to the points on the OML) is integrated over an OML patch to produce a force vector that is translated into the nodal forces of a finite element using equation (4). As previously, the transfer matrix N is calculated in a pre-processing step. This matrix plays a dual role: it provides the appropriate weighting factors for both the transfer of OML pressures to structural load vectors (4) and the transfer of the structural displacements to OML point displacement (1).
Both the displacement and load transfer procedures described in this section have been implemented into a Python module called pycfd-csm. The association between the CFD surface mesh and the OML is contained in this module; in our past work it used to be performed by a separate Fortran program called uvmap. The reconfigurability of the new Python modules allows for the reuse of code that is used for similar, though different, purposes. the convergence process. This coupling is greatly simplified by the fact that, in this work, we only consider static aero-structural solutions, and hence time accuracy is not an issue.
A diagram representing the aero-structural iteration is shown in Figure 12 . The first time the flow solver is called, the displacement field of the structure is initialized to zero. After N iterations of the flow solver, the surface pressures are translated into nodal forces and the structural solver is called.
We usually do not update the displacements based on the latest displacement field alone, since this often leads to oscillations of the structure which delay the convergence of the aero-structural system. To prevent this, we use under-relaxation, which uses both the latest displacements field and the previous one, and can be written as
where β is the under-relaxation factor. The new displacement field is then translated to a movement of the CFD mesh and N more flow solver iterations are performed. The process continues until the state of the flow and the structure have converged as determined by the norm of the flow solver and structural displacement residuals. In our case, N typically corresponds to 10 iterations.
Python Module
The aero-structural analysis module represents the first multidisciplinary application that uses the modules described in the previous section. This module does not wrap any Fortran code and is implemented purely in Python.
The Aerostructure class, whose diagram is shown in Figure 13 represents the aero-structural analysis and contains a Geometry, a FlowSolution and a Structure. In addition, the class defines all the functions that are necessary to translate aerodynamic loads to structural loads and structural displacements to geometry surface deformations.
One of the main methods of this class is the one that solves the aero-structural system. This method is called once for each iteration, several of which are needed to obtain an aero-structurally converged system. Within this method, self refers to an object of the Aerostructure class. This method is summarized below: This is a very readable script, thanks to the clean syntax of Python, and any high-level changes to the solution procedure can be easily implemented. The Aerostructure class also contains methods that export all the information of the current solution for visualization, examples of which are shown in the next section.
Aero-Structural Analysis Results
Supersonic Business Jet
One of the first test cases for our new framework is a supersonic business jet with cruise Mach number of M = 1.5. The wing is the only surface that deflects in this model. In Figure 22 we show the external geometry of the configuration and the structural box of the wing. The skin, spars and ribs of this structure are modeled with plate finite elements that include rotational degrees of freedom and the spar caps are modeled by frame elements.
The CFD grid, shown in Figure 14 , is a point-topoint matched mesh with 234 blocks and a total of approximately 2.1 million nodes. For our calculations, this fine mesh was coarsened to one eight of its size. Calculations are run for a target C L = 0.1 at an altitude of 55,000 ft. This can be run with TFLO on any number of processors. Figure 15 shows the association of the wing surface points with the structural surface. All links are Aerodynamic loads transferred to the structural nodes.
perpendicular to the structural surface since they represent the minimum distance between the two surfaces. As previously mentioned, these links will remain perpendicular to the structural surface and will undergo rigid body rotation in order to transfer the structural displacements to the aircraft surface.
The result of the force transfer is shown in Figure 16 . The forces at the leading and trailing edges are particularly high due to the large non-structural surfaces that lie ahead and behind the wing. At a given spanwise location, these large forces also produce a moment in the direction parallel to the front and rear of the wing box, again due to the aerodynamic loads on the non-structural surfaces.
To evaluate the consistency between the forces on the flow mesh and the loads on the structural nodes we computed the L 2 norms of the variations between the two for both the forces and the resulting moments. These L 2 norms were O 10 −9 and O 10 −7 , respectively. We also verified conservancy, noting that the work done by the flow forces matches the work done by the structural loads to 12 significant digits.
The density residual of the flow during the aerostructural solution is plotted in Figure 20 . The jumps in the residual correspond to the wing displacement updates. As expected, under-relaxation significantly accelerated the convergence of the aero-structural solution. For the under-relaxed case we used β = 0.25 in the update (5).
We also show the maximum displacement of the wing for each aero-structural update, which always occurred at the wing tip in Figure 21 . The benefit of using under-relaxation is obvious, as it eliminates any oscillations of the wing during the aero-structural iteration. The converged aero-structural solution of the supersonic business jet is shown in Figure 22 . The structure itself is not optimized and therefore exhibits a large range of stresses.
As is typical of swept-back wings, the tip twists down under aerodynamic load because these are predominantly positioned downstream of the flexural axis of the wing box.
Launch Vehicle
We now discuss the use of several of the modules presented in previous sections to aid in the design of a generic launch vehicle configuration. In the process of developing the tools described earlier, the opportunity arose to use them in order to compute flow and structural solutions and to provide load scenarios for a generic launch vehicle geometry. This test case not only provided an additional opportunity to test the versatility of the Python environment just described, but it also provided us with the opportunity to debug and refine our tools in a situation that is rather different from the usual aircraft test cases that we are used to dealing with.
In the design of launch vehicles (as is the case in the aircraft industry) it is common practice to transfer the distributed loads on the surface of the vehicle to a "stick" model which runs along the axis of symmetry of the vehicle and has the lumped mass and stiffness properties of the true vehicle. During this process, valuable information about the distribution of the surface loads is lost. Given that the use of relatively simple finite element models of the structure is also commonplace in the industry, we decided to transfer the distributed pressure load from a viscous CFD calculation to the nodes in the structural finite element model. The task was assigned to a student who had no previous experience in CFD, structural finite element modeling, or the Python language. In the short span of about a week, the student was able to generate structural models for the rocket, CFD solutions for the external flow, and a simple Python script (based on previous examples that existed in the lab) to transfer the distributed CFD surface loads conservatively and consistently to the surface of the CSM mesh. This exercise in managing complexity showcases the features of the pyMDO framework that we wanted to highlight: code/module reusability, quick turnaround for new applications, and the ability to contribute to large integration projects by taking off-the-shelf software components and adding new capabilities that can be reused by others. Figure 24 shows the structural model for the launch vehicle. The surface elements have been made semitransparent to show the internal structure of the half domes for the fuel and oxidizer tanks. This structural model is typical of the size that would be used in calculations. Figure 23 shows the result of a typical CFD calculation around the surface of the vehicle for a free stream Mach number of 1.365 and an angle of attack of 10 degrees. Finally, Figure 25 shows several views of the surface loads of the CFD computation acting on the structural mesh. These figures are simply representative of the kinds of results that can be obtained with a 20-line Python script.
Conclusions
The modularization of solvers and optimizer has already proven to be extremely useful even at the single discipline level. Wrapping the modules with Python was also invaluable as it enabled us to setup an aerostructural analysis with a short, readable script.
We presented results for aero-structural analysis and verified the consistency and conservancy of the load transfers. The new mesh warping procedure showed that it can handle wing tip displacements of up to 10% of the semi-span. Detail of the aerodynamic loads on the launch vehicle.
To achieve the goal of having the design optimization capability that we developed in the past in our new framework we are currently developing modules for sensitivity analysis and extending the Python main script to compute coupled-adjoint gradients.
The new framework facilitates the interchangeability of different solvers for the same discipline as well as the addition of new disciplines. It will be much easier to add other crucial modules such as mission analysis and aircraft weight estimates, and to try different MDO architectures.
We also plan to extend this framework to handle distributed computing environments, which we expect will drastically increase the complexity of the aircraft design problems that we can solve.
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