Abstract-This paper presents results on optimal similarity measures for biometric verification based on fixed-length feature vectors. First, we show that the verification of a single user is equivalent to the detection problem, which implies that for single-user verification the likelihood ratio is optimal. Second, we show that, under some general conditions, decisions based on posterior probabilities and likelihood ratios are equivalent and result in the same receiver operating curve. However, in a multi-user situation, these two methods lead to different average error rates. As a third result, we prove theoretically that, for multi-user verification, the use of the likelihood ratio is optimal in terms of average error rates. The superiority of this method is illustrated by experiments in fingerprint verification. It is shown that error rates below 10 3 can be achieved when using multiple fingerprints for template construction.
I. INTRODUCTION

B
IOMETRIC verification systems are used to verify the claimed identity of a user by measuring specific characteristics of the body, such as a fingerprint, face, hand geometry, iris, or pressure patterns. Given a test feature vector that is obtained from a user requesting access to a biometric system, and a class that represents the users claimed identity (represented by a template feature vector that has been recorded during the enrollment phase), the task of a biometric verification system is to decide whether the offered feature vector can be accepted as a member of the given class or not. For this purpose, the system determines a measure that represents the similarity between the test and the template measurements. If the similarity is larger than an acceptance threshold, the user is accepted; otherwise, the user is rejected.
The subject of this paper is the comparison of different similarity measures that can be used. This will be demonstrated in the context of fingerprint recognition. Most fingerprint matching systems use minutiae-based algorithms [1] , [2] , which are in general considered to be the most reliable. However, comparing two sets of minutiae is not a straightforward task. First, the number of minutiae that are extracted depends on the actual fingerprint. Second, it is not known beforehand which minutia in the template set corresponds to which one in the test set. Third, even if the first two problems are solved, the minutiae locations and associated characteristics cannot be compared directly due to translation, rotation, and scaling of the fingerprints. Instead, comparing two sets of minutiae requires special point-pattern matching algorithms. In contrast, this paper presents a fingerprint matching algorithm that uses fixed-length feature vectors, consisting of a number of measurements that are performed at some specific, fixed, locations in the fingerprint. The advantage of this approach is that, once the features are extracted (including the critical step of determining the accurate location of a reference point), the matching is very fast. This enables the search for a matching fingerprint in a large database.
This paper present results on optimal similarity measures for general biometric verification based on fixed-length feature vectors. In Section II, three similarity measures are reviewed: Euclidean distance, posterior probability, and likelihood ratio. In that section, the general expressions for biometric system errors are derived. Next, the optimality of likelihood ratio-based decisions is proved in Section III. Then, Section IV presents experimental results on fingerprint verification, confirming the theory that using likelihood ratios instead of posterior-probability densities decreases the error rates, even though the feature vectors are the same for both decision methods.
II. SIMILARITY MEASURES
Various similarity measures for fixed-length feature vectors have been proposed in the literature. First, we give an overview of the three most widely used measures, being Euclidean distance, posterior probabilities, and likelihood ratios. Next, expressions for the biometric system errors are given.
A. Euclidean Distance
In [3] , FingerCode is used as a feature vector for fingerprint verification. This feature vector contains the standard deviation of the responses of Gabor filters in specified locations in the fingerprint. For comparison of these feature vectors, the Euclidean distance is used. It is calculated by (1) where is the test vector and is the template vector corresponding to class . The Euclidean distance treats all elements of the feature vector as equally important and uncorrelated. Although this is not a realistic assumption in practice, the authors present experiments with relatively good recognition performance.
B. Posterior Probability
In [4] , biometric verification systems that are based on hand geometry and face recognition are presented. In that paper, it is claimed that decisions that are based on the posterior probability densities are optimal, where optimality means minimal 1051-8215/04$20.00 © 2004 IEEE error rates as defined in Section III. The posterior probability density of class given observed feature vector is given by (2) where is the probability density of the feature vectors given class , is the probability density of the class , and is the prior probability density of the feature vectors. The feature vector is accepted as member of the template class if its posterior probability density exceeds a threshold .
C. Likelihood Ratio
On the other hand, in detection theory it has long since been known that the use of likelihood ratios is asymptotically optimal [5] . In detection, a given feature vector has to be classified as originating from a predefined situation (the presence of some object to be detected) or not. Since the detection problem is in some sense equivalent to the verification problem that is considered here, it is to be expected that using likelihood ratios for biometric verification is optimal as well. The likelihood ratio is given by (3) where is the probability of , given that is not a member of class . Since we assume infinitely many classes, exclusion of a single class does not change the distribution of the feature vector . Therefore, the distribution of , given that is not a member of , equals the prior distribution of as (4) and the likelihood ratio is given by (5) In this framework, a test feature vector is accepted as member of the template class if its likelihood ratio exceeds a threshold . The acceptance region and rejection region can be defined in the feature space as (6) (7) The probability density functions in (2) and (5) are in practice usually modeled by multidimensional Gaussian distributions. More details of that case are given in Appendix A.
D. Biometric System Errors
In this section, we derive expressions for the system errors, using likelihood ratio-based decisions, as a function of the probability density functions of the feature vectors.
1) False Rejection Rate:
The false rejection rate (FRR) measures the probability that a feature vector is rejected as a member of some class, although it does originate from that class. For a specific class and a given threshold , is given by (8) Since , this can also be written as (9) The (average) overall false rejection rate is found by integrating over all classes as (10) where is the space of all classes. The summation over all (discrete) classes is represented by a (continuous) integral to indicate the infinite number of classes.
2) False Acceptance Rate: The false acceptance rate (FAR) measures the probability that a feature vector is accepted as a member of some class, although it does not originate from that class. For a specific class and a given a threshold , is given by (11) where again is used. Then, the (average) global false acceptance rate is found by integrating over all classes to yield (12) 3) Receiver Operating Characteristic: The dependence of both error rates on the threshold can be visualized in a plot of FRR against FAR for varying threshold values, which is called the receiver operating characteristic (ROC). Using a procedure similar to the work in [4] on posterior probabilities, an expression that describes the tradeoff between FAR and FRR for a likelihood-ratio-based verification system can be derived as (13) The same expression has been derived in [5] using other methods.
III. OPTIMALITY OF LIKELIHOOD RATIOS
In this section, we prove that, for verification based on fixedlength feature vectors, the use of the likelihood ratio is optimal in terms of average overall error rates. In this context, optimality is defined as the lowest FAR for a given FRR or alternatively the lowest FRR for a given FAR. First, we consider the less complex case of single-user verification, where the system has to decide whether or not an input feature vector originates from the only user that is known to the system.
A. Single-User Verification
For single-user verification, there is one fixed distribution of feature vectors from the genuine user and one fixed distribution of feature vectors from impostors. This situation is equivalent to the detection problem, which implies that the likelihood ratio is optimal for single-user verification [5] .
The relation between the likelihood ratio and the posterior probability, which is derived from (2) and (5), is given by (14) Since there is only one user in the system, is a constant, and both methods provide the same error rates if the thresholds for posterior probability density and for likelihood ratio are set to . This means that, for single-user verification, both methods provide the same ROC, with a different threshold parameterization along the curve. This is shown in Fig. 1 , for instance by observing the leftmost curve, with the associated threshold values for both methods.
Please note that the ROCs are different for each of the users. Although the within-class variations are equal, the users with more common biometric characteristics are more difficult to identify than users with uncommon or rare characteristics, leading to higher biometric error rates. In other words, the error rate specifications of a biometric verification system only give average numbers. The error rates are higher for some of the users, while they are lower for others.
B. Multiuser Verification
In a multiuser situation, the two methods lead to different average error rates. The difference between averaging with the two methods is illustrated in Fig. 1 , which shows three ROCs for frequently, average, and infrequently occurring classes in a synthetic data set. At some specific positions at the ROCs, the threshold values for both methods are indicated. It can be seen that combining individual ROCs with a constant posterior probability threshold will take the average of different points on the individual ROCs than combining individual ROCs with a constant likelihood ratio threshold . The question that is answered in the rest of this section is which of all possible averaging paths will lead to the minimum overall error rates.
It can be explained intuitively that the use of likelihood ratios will lead to better overall matching performance than the use of posterior probabilities. A fixed posterior-probability threshold requires equal similarity values for feature vectors from each individual, under the condition that the distribution of the feature vectors from the entire population is much wider than the distribution within one class. This means that a feature vector is relatively close to its associated class center, such that [see (2) ]. This condition is easily satisfied in practice. The effect is an equal FRR and a lower FAR for less frequently occurring classes.
On the other hand, a fixed likelihood-ratio threshold requires lower similarity values for less frequently occurring feature vectors [see (14) ]. As a consequence, the acceptance region for less frequently occurring classes is larger, which has two effects. The reduction in FAR is smaller, but at the same time, FRR is reduced. The overall recognition performance can be optimized by choosing the right tradeoff between these two effects.
Next, we prove that using likelihood ratios in multiuser verification is optimal. First, define as the probability density function of the likelihood ratio of an observation vector that is taken from the true class . Also, define as the probability density function of the likelihood ratio of an observation vector that is not taken from the true class . For these probability density functions, the following well-known relation holds [5] :
The error rates FRR and FAR for class , as a function of the threshold , are given by For optimal verification performance, the question is how to choose the threshold as a function of , such that the resulting ROC is minimal. This is solved by Lagrange optimization (see, for instance, [6] ). The objective is to minimize FRR, subject to the condition of a constant FAR. The threshold is chosen as , where is the optimal threshold, is some function of , is a small constant, and some specific value for FAR is chosen as additional condition. Then (20) has to be minimized by setting the derivative with respect to to zero as (21) By realizing that this expression must hold for any , the integrals over all can be omitted. Furthermore, since is optimal, is equal to zero, which further simplifies the expression to Since is a constant, the optimal threshold is constant too, independent of . Therefore, using a constant likelihood ratio threshold when averaging over the classes gives the optimal verification results.
IV. MATCHING EXPERIMENTS
In this section, results of fingerprint-matching experiments are presented. The proposed similarity measures, which are Euclidean distance, posterior probabilities, and likelihood ratios, have been evaluated by applying them to Database 2 of FVC2000 [7] . This FVC2000 database consists of 880 8-b grayscale fingerprints, 8 prints of each of 110 different fingers. The images are captured with a capacitive sensor at 500 dpi, resulting in image sizes of 364 by 256 pixels.
A. Feature Vectors
We use two types of feature vectors that have been extracted from the grayscale fingerprint images. The first feature vector is the squared directional field that is defined in [8] , which is calculated at a regular grid of 11 11 points with spacings of 8 pixels and is centered at the core point (see [8] ). At each position in the grid, the squared directional field is coded in a vector of two elements. The resulting feature vector of length 242 is reduced to dimension 100 by principal component analysis (PCA) over the entire population. This method linearly projects each feature vector to a lower dimensional subspace that is optimized to maintain the largest variations that are present in the population. The directional field of an example fingerprint is shown in Fig. 2 . For approximately 10% of the fingerprints, the automatic core-point extraction failed and for those fingerprints, the location of the core point was adjusted manually. The automatic core-point extraction errors could be resolved by two related methods. First, feature vectors could be extracted at many regularly spaced locations from the fingerprint. That one feature vector that results in the highest matching score is used. This solution is inspired by the feature space correlation method that is described in [9] . Second, feature vectors could be extracted at each location where a (possibly false) core is detected. Again the best matching feature vector is used. This would save a lot of processing time compared to the first method.
The second feature vector is the Gabor response of the fingerprint, which is discussed in [10] . After substraction of the local mean, the fingerprint image is filtered by a set of four complex Gabor filters, which are given by (25)
The orientations are set to 0, , , and , the spatial frequency is set to , which corresponds to a ridgevalley period of 8 pixels, and the width of the filter is set to . The absolute values of the output images are taken, which are subsequently filtered by a Gaussian window with . The resulting images are shown in Fig. 3 . Next, samples are taken at a regular grid of 11 11 points with spacings of 8 pixels and centered at the core point. The resulting feature vector of length 484 is reduced to dimension 200 by PCA of the entire population. This feature vector is inspired by FingerCode [3] , but it can be calculated more efficiently since a rectangular grid is used rather than a circular one (see also [11] ), and it performs slightly better.
B. Matching Algorithm
To enable calculation of the posterior-probability density and likelihood ratio, we assume a Gaussian probability density function (pdf) for the overall feature-vector distribution and Gaussian pdfs with unequal means but equal covariance matrices for the feature vectors from all individual classes. The use of equal within-class covariance matrices for all users is motivated by the fact that in a biometric system in practice, only one or a few feature vectors are available as template. Therefore, no user-dependent covariance matrix can be determined reliably, and the best approximation possible is to use the average covariance matrix for all users.
There are a few motivations for using Gaussian distributions for the feature vectors. In general, measurements of natural features tend to a Gaussian distribution. Furthermore, as the dimension of the feature vectors is reduced by PCA, the feature vector elements are weighted sums of measured features, which approximate a Gaussian distribution even better, as dictated by the central limit theorem. Appendix A provides expressions for the verification errors for Gaussian feature vectors.
The within-class covariance matrix represents the differences between multiple prints of the same finger, like noise, partial impressions, and elastic deformations. The between-class covariance matrix represents the differences between the templates of the different fingers, and the total covariance matrix represents the variations of the feature vectors over the entire population, representing the differences between individual fingerprints. For both types of feature vectors, the three covariance matrices have been determined from the fingerprints in our database.
Next, the matching scores of 3080 genuine attempts and 5995 impostor attempts have been recorded using three similarity measures: the Euclidean distance , the posterior probability density , and the log-likelihood ratio . By incorporating the values of the constants into the threshold, and by using if is close to , the expressions to be tested are simplified to (26) (27) (28)
C. Matching Results
The resulting average ROC's of the matching experiment, using Euclidean distance, posterior probability, and likelihood ratios, are shown in Figs. 4 and 5 . Both the directional field and the Gabor response perform at an equal-error rate (EER) of approximately 5% when using likelihood ratios. The figures show that the use of posterior probabilities results in a higher EER of 8%, while the Euclidean distance performs at an even worse EER of 15%. Fig. 5 shows that posterior probabilities perform better than likelihood ratios for FAR . For that setting, the acceptance region is very large, and the criterion is no longer satisfied. Combined with possibly unequal withinclass covariance matrices, this may explain the results.
Next, a new feature vector has been constructed by concatenating the directional field and Gabor response into one large feature vector of dimension 300, and new interclass and intraclass covariance matrices have been determined. For this combined feature vector, the performance differences are even more significant. Likelihood ratios perform at EER 0.5%, posterior probability at EER 7%, and Euclidean distance at EER 12%, as shown in Fig. 6 . The matching algorithm takes less than 1 ms in Matlab on a 1-GHz P-III (optimized feature extraction takes 350 ms), compared to approximately 100 ms for a fast optimized minutiae matching algorithm (optimized feature extraction takes 450 ms); see, for instance, [1] . Using appropriate preprocessing such as simultaneous diagonalization which makes identity and diagonal [12] , consecutive matches of a single test fingerprint to a database of templates take less than 25 s per template, which enables the search through a database that contains 40 000 entries in 1 s.
D. Unknown Versus Known Class Centers
For a biometric system in practice, the feature vectors that correspond to the true class centers are not known. More generally speaking, only one biometric measurement is available as template, and this is not necessarily a good representative of the class. As a solution, it has been shown in a number of papers that the use of multiple measurements from the same user for the construction of a template may improve the recognition rates. The combination approaches range from simply storing and comparing multiple templates per user [13] to the more complex combination of fingerprint images or minutiae sets [14] . The combination of fixed-length feature vectors that is presented here (averaging the feature vectors) is very simple, but at the same time very effective since it provides the optimum estimate of the class center.
In the context of likelihood ratios, the availability of only one template means that all elements of the intraclass covariance matrix are twice as large, compared to the situation with known class centers. As a result, the acceptance region has to be times as large (with the dimension of the feature vector) for a specific FRR. If the interclass feature vector distribution is much wider than the intraclass distribution, the impostor distribution can be assumed constant for thresholds that correspond to a relatively high likelihood ratio. Consequently, FAR is also times as large as it would be with known class centers. This is confirmed in experiments with low-dimensional synthetic data sets.
The combined feature vector has dimension . This means that, at least theoretically, FAR can be reduced by a factor of when using class centers as templates. To validate this effect, experiments have been set up where multiple fingerprints have been used for construction of the template. The template is taken as the average of multiple individual feature vectors, while only one of the remaining fingerprint is used as test vector. For this experiment, 6160 genuine attempts and 5995 impostor attempts have been carried out. The ROCs for the three similarity measures, using two fingerprints to construct the template, are shown in Fig. 7 , and the equal error rates for likelihood ratios with one to five fingerprints for template construction are shown in Table I . The table shows that the performance gain in practice is not as large as it is in theory. But still, the matching performance can be increased enormously by using multiple fingerprints for template construction.
Two more remarks have to be made on this subject. First, the performance is evaluated in a database of 880 fingerprints, using approximately 6000 genuine and 6000 impostor attempts. In this evaluation set, error rates smaller than 0.1% cannot be estimated reliably. Therefore, the 0% in Table I does not mean that we have implemented the perfect biometric system, but only that it made no errors on our database. Second, the practical performance gain of using multiple feature vectors for template construction is smaller than the theoretic gain since the interclass covariance matrix is not much wider than the intraclass covariance matrix Fig. 7 . Results of the matching algorithm that is based on both features and uses two fingerprints for template construction. for most of the elements of the feature vector. Therefore, the assumption of a constant is not true in practice, and the performance gain is smaller than predicted.
V. CONCLUSION
In this paper, we have shown that the verification of a single user is equivalent to the detection problem, which implies that, for single-user verification, the likelihood ratio is optimal. We have also shown that, in single-user verification, decisions based on posterior probability and likelihood ratio are equivalent, and result in the same ROC. However, in a multiuser situation, the two methods lead to different average error rates. As a third result, we have proven theoretically that, for multi-user verification, the use of the likelihood ratio is optimal in terms of average error rates.
The superiority of the likelihood-based similarity measure is illustrated by experiments in fingerprint verification. It is shown that error rates below can be achieved when using multiple fingerprints for template construction. Since the algorithm is extremely fast, it can be used to search through large fingerprint databases. For automatic application of the algorithm, improvements have to be made in the automatic extraction of the core point. This could be circumvented by trying all detected cores, but that would slow down a database search.
Future research will address more reliable reference point detection and the reliability of high-dimensional covariance matrix estimates, with the purpose of minimizing the differences between estimates for the training set and the test set.
APPENDIX GAUSSIAN APPROXIMATION OF ERROR RATES
Assume that the different observed feature vectors that are generated by class , have a multi-dimensional Gaussian distribution with dimension , mean and within-class covariance matrix , independent of the class. Then, the conditional probability density is given by (29)
Furthermore, assume that the centers of classes have a Gaussian distribution with zero mean (which can be guaranteed by subtraction of the mean) and between-class covariance matrix . Then, is given by
The prior probability density function of all patterns is given by (33) which has a total covariance matrix . Under the condition that the distribution over the entire population is much wider than the distribution within one class 
Using the acceptance condition , and (5) for , an expression for the acceptance region can be derived as
By substituting the Gaussian probability density functions (30) and (36), we obtain For threshold values that correspond to a relatively high likelihood ratio, is relatively close to , and can be replaced with in (42). Then, is independent of , and is an ellipsoid region with a Mahalanobis distance less than from the class center . Now, the error rates can be calculated by substituting (41) into (9) and (11) . To transform the multidimensional integrals into one-dimensional integrals, we use the volume of a ellipsoid that is defined by covariance matrix and Mahalanobis distance , which is given by [4] (43) where is a constant that depends on the dimension of the space . and (9) , the false rejection rate is given by (46) which corresponds to a distribution with degrees of freedom.
Using (11) and assuming that is constant within class , the false acceptance rate is given by (47) These expressions for the theoretic error rates can be calculated relatively easily. Experiments show that they provide a very accurate estimate of the error rates for low dimensions , while the experimental results deviate from the predicted values for higher dimensions. This can be explained by the fact that cannot be assumed to be constant within class anymore.
