This paper deals with the bias correction of the cross-validation (CV ) criterion for a choice of models. The bias correction is based on the predictive Kullback-Leibler information, which measures the discrepancy between the distributions of an observation for a candidate model and the true model.
Introduction
Let y i (i = 1, . . . , n) be a p × 1 observation vector, where n is the sample size. Suppose that each y is an independent random sample from an unknown distribution having a density function ϕ(y i ), that is, the true model is This paper is organized in the following way. In Section 2, we describe the risk based on the K-L information and usual information criteria. In Section 3, we state the derivation of our proposed criterion and its asymptotic property. In Section 4, by conducting numerical experiments, we verify that our criterion has smaller bias than other criteria, namely, the AIC, T IC, EIC and CV criterion.
Risk and Usual Information Criteria
Let L(θ|Y , d) be a weighted log-likelihood function on f (y i |θ) given by 
Here, g(y i |θ) and H(y i |θ) are a q × 1 vector and a q × q matrix, respectively, which are based on the partial derivatives up to the second order, that is,
Takeuchi (1976) showed that T IC is an asymptotic unbiased estimator for the risk (2.
3) in any model if the distribution of y i is i.i.d., i.e.,
On the other hand, Stone (1974) proposed the CV criterion for a choice of models (1.2) in the following way. Letθ [−i] be an estimator of θ obtained by maximizing
where e i is an n × 1 vector whose i-th element is 1 and the other elements are 0. Usingθ [−i] (2.10), the CV criterion is given by
Stone (1977) pointed out that the T IC (2.6) and CV criteria (2.11) are asymptotically equivalent, i.e., CV = T IC + O p (n −1 ). Therefore, from (2.9), the bias of the CV criterion is given by
By comparing (2.9) and (2.12), we can see that the orders of B CV and B T IC are the same. However, Yanagihara (2004a) showed that the CV criterion for selecting variables in normal regression models has smaller bias than T IC. This is caused by the necessity to estimate higher-order cumulants, because an ordinary estimator of higher-order cumulants tends to underestimate too much, even if the sample size n is moderate. Needless to say, we can obtain the CV criterion without estimating higher-order cumulants. Therefore, even if a calculation is troublesome, we support using the CV criterion for model selection rather than T IC.
Bias Correction of the CV Criterion

Asymptotic Expansion of the Bias of the CV Criterion
In this section, we propose a bias-corrected CV (Corrected CV ; CCV ) criterion by replacingθ [−i] (2.10) in the CV criterion (2.11) with an estimator which is obtained by maximizing another weighted log-likelihood function.
First, in order to correct the bias of the CV criterion, we derive an asymptotic expansion of its bias up to the order n −1 . Let θ 0 be a q × 1 vector which satisfies the following equation.
Note that the MLEθ (2.2) converges to θ 0 when n is large, i.e., lim n→∞θ = θ 0 . Then, we obtain an asymptotic expansion of the bias of the CV criterion up to the order n −1 in the following theorem.
Theorem 1. Under a regularity condition, the bias of the CV criterion is expanded as
where
(Proof) We define a q × q 2 matrix based on the partial derivatives up to the third order aŝ
Using the Taylor expansion, we obtain the perturbation expansion ofθ
Here, g(y i |θ) and H(y i |θ) are given by (2.8), andĴ (θ) is given by (2.7).
Since the distributions of y i and u i are the same, the commutative equation
is held. Therefore, using the Taylor expansion and the equation (3.3), the expectation of the CV criterion is expanded as
Note that
On the other hand, by using the equationθ → θ 0 (n → ∞), R 2 is expanded as
From (3.1), the first term on the right side of the above equation disappears.
Moreover, using equationĴ (θ) → J (θ 0 ) andÎ(θ) → I(θ 0 ) (n → ∞), we derive the following equation.
Therefore, we can see that
Substituting R 1 (3.5) and R 2 (3.6) into (3.4) yields
Consequently, the result (3.2) in Theorem 1 is obtained.
Corrected CV Criterion
Next, we propose a new criterion, a corrected CV criterion, which always corrects the bias for the risk (2. 
Definition. Letθ i be an estimator of θ by maximizing a weighted loglikelihood function asθ
From the definition of CCV , we can see that any estimators of higherorder cumulants are not necessary for obtaining CCV . However, CCV always corrects the bias to O(n −2 ), even though there is no term based on tr(Ĵ (θ) −1Î (θ)) in the formula (3.9). The order of bias of the CCV criterion is obtained in the following theorem.
Theorem 2. Under a regularity condition, the order of a bias of the CCV criterion is given by
(Proof) From the definition ofθ i (3.8) and the Taylor expansion, we expand
Thus, the perturbation expansion of CCV is given by
Therefore, we calculate the expectation of CCV as
Substituting equation (3.7) into the above equation yields the equation (3.10) in Theorem 2.
Numerical Examination
In this section, we examine the numerical studies for average biases and Then, the EIC for the selected model (1.2) is given by
(see e.g., Konishi, 1999) . Through the simulation, we compare the biases and frequencies of the selected model in our proposed CCV criterion (3.9), and also the AIC (2.4), T IC (2.6), EIC (4.2) and CV criteria (2.11).
In this paper, we deal with the selection of the best model of the candidate models (1.2) having an elliptical distribution, i.e.,
where g(r) is a known non-negative function and c p is a positive constant depending on the dimension p (see e.g., Fang, Kotz & Ng, 1990). We choose the best g(r) and c p in the candidate models by minimizing the information criteria. The candidate models considered are as follows.
Model 1: Multivariate Normal Distribution,
c p = (2π) −p/2 , g(r) = e −r/2 .
Model 2: Multivariate Logistic Distribution,
Model 3: Multivariate Cauchy Distribution,
where Γ(·) is the gamma function.
Choosing the best model is equivalent to determining the best weight function in the M-estimation. Therefore, we will judge whether or not the robust estimation should be performed through minimizing an information criterion, Insert Table 1 around here Next, we compared several methods for correcting the bias in the CV criterion. We prepared the following two different bias-corrected CV criteria from the CCV criterion (3.9), which were obtained by adding some bias correction terms.
Note that the CCV and CCV criteria correct the biases to O(n −2 ) as well as the CCV criterion. Table 2 shows the biases of the CV , CCV , CCV and CCV criteria. From the table, we can see that CCV and CCV did not reduce the bias fully when the bias is large. Therefore, the methods for reducing the bias by adding correction terms should not be used for bias correction. We have studied several other models and have obtained similar results.
Insert Table 2 around here The smallest bias in all the criteria is in bold.
