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ChemCamThe ChemCam instrument package on the Mars Science Laboratory rover, Curiosity, is the ﬁrst planetary sci-
ence instrument to employ laser-induced breakdown spectroscopy (LIBS) to determine the compositions of
geological samples on another planet. Pre-processing of the spectra involves subtracting the ambient light
background, removing noise, removing the electron continuum, calibrating for the wavelength, correcting
for the variable distance to the target, and applying a wavelength-dependent correction for the instrument
response. Further processing of the data uses multivariate and univariate comparisons with a LIBS spectral
library developed prior to launch as well as comparisons with several on-board standards post-landing.
The level-2 data products include semi-quantitative abundances derived from partial least squares
regression.
A LIBS spectral library was developed using 69 rock standards in the form of pressed powder disks, glasses, and
ceramics to minimize heterogeneity on the scale of the observation (350–550 μm dia.). The standards covered
typical compositional ranges of igneous materials and also included sulfates, carbonates, and phyllosilicates.
The provenance and elemental and mineralogical compositions of these standards are described. Spectral char-
acteristics of this data set are presented, including the size distribution and integrated irradiances of the plasmas,
and a proxy for plasma temperature as a function of distance from the instrument. Two laboratory-based clones
of ChemCam reside in Los Alamos and Toulouse for the purpose of adding new spectra to the database as the
need arises. Sensitivity to differences in wavelength correlation to spectral channels and spectral resolution
has been investigated, indicating that spectral registration needs to be within half a pixel and resolution needs
to match within 1.5 to 2.6 pixels. Absolute errors are tabulated for derived compositions of each major element
in each standard using PLS regression. Sources of errors are investigated and discussed, andmethods for improv-
ing the analytical accuracy of compositions derived from ChemCam spectra are discussed.
Published by Elsevier B.V. Open access under CC BY-NC-ND license.1. Introduction
The ChemCam instrument suite was selected to be the remote
sensing composition facility for the Mars Science Laboratory (MSL)
rover. ChemCam consists of a remote micro-imager (RMI), capableC BY-NC-ND license.of ~50 mrad resolution, and the ﬁrst remote laser-induced break-
down spectrometer (LIBS) to be sent to another planet, capable of
determining elemental compositions of rocks and soils within 7 m
of the instrument [1,2]. The ChemCam LIBS instrument was selected
for its ability to actively remove dust and coatings or weathering
rinds from rocks to determine their underlying composition, and
also for its ability to analyze potential coatings and rinds themselves.
Another advantage of LIBS is its ability to rapidly detect many ele-
ments, including the light elements H, Li, Be, B, C, N, and O.
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the advent of miniaturized ﬁber-optic spectrometers and lasers
(e.g., [3,4]). LIBS involves focusing a pulsed laser beam with an
irradiance of at least 10 MW/mm2 onto a solid, liquid, or gaseous
target. The intense photon ﬂux breaks down the target material
resulting in a plasma. The excited electronic states in the plasma emit
light at characteristic wavelengths, resulting in a strong glow that lasts
several microseconds [5]. Collection and spectral dispersion of the
light allow detection and calibration of the elemental abundances of
the target. On solid targets each laser pulse excavates a small distance
into the target. Multiple laser pulses at the same location can be used
to depth proﬁle into a sample; in the case of ChemCam, depths of
0.5 mm into rock targets have been achieved with 500 laser shots [1].
LIBS spectral line intensities are affected by the atmosphere in which
the plasma is produced. Knight et al. [6] showed that at the reduced
pressure corresponding to theMars atmosphere LIBS spectral line inten-
sities are stronger than at terrestrial surface pressures, and the continu-
um background, line broadening, and self-absorption are all reduced,
facilitating simpler LIBS analyses for Mars conditions. For example, the
precise time-gating of the detector that is often used to reduce these
features in LIBS spectra under terrestrial conditions is not necessary in
the Mars environment.
Quantitative LIBS analyses of complex matrices such as geological
samples have been hampered by chemical matrix effects, in which the
presence of some element, even aminor or trace element, affects the re-
lationship between concentration and emission line intensity of other
elements. Matrix effects can be related to differences in coupling efﬁ-
ciency of the laser to thematerial, or they can be caused by phenomena
in the plasma phase, such as the quenching of electronic states and
temperature-affecting phenomena [7]. Several approaches have been
taken to reduce this problem. One approach, called calibration-free
(CF) LIBS, e.g., [8–10], assumes a local thermodynamic equilibrium in
the plasma and attempts to solve the Saha equation for all prominent
lines of the elements present. CF LIBS has been studied quite extensively
and is relatively successful in that quantitative abundanceswith relative
accuracies averaging ±15–20% are achieved on somematrices with no
calibration standardswhatsoever. The CF LIBSmethod requires that the
plasma temperature be accurately determined, which requires that the
electron density be closely estimated, and that a large fraction of all
emission lines be observed for each element. The ChemCam spectrom-
eter was not designed to be comprehensive in observing all emission
lines from enough elements to make this a feasible approach.
Another approach to chemical matrix effects involves using calibra-
tion standards covering the possible range of compositions of the sam-
ples of interest and relying on multivariate analysis to correct for the
matrix effects. Multivariate analyses can utilize all available spectral
channels, rather than one or two emission lines, to produce a correla-
tion model ﬁtting the multi-channel data with a number of standards.
The correlation model for a given element commonly has both positive
and negative correlations. Channels that have signiﬁcant correlation
factors but do not correspond to an emission line of the element in
question represent corrections for a chemical matrix effect as well as
geochemical afﬁnities in which the abundance of one element trends
with that of another. The latter effect can aid in determining the abun-
dance of the element in question, but caremust be taken that themodel
does not over-emphasize the inﬂuence of elements with strong geo-
chemical afﬁnities over emission from the element in question, as corre-
lations based on geochemical afﬁnities can be far from exact in unusual
samples. Moreover, trace element abundances predicted purely by geo-
chemical afﬁnities based on abundances in terrestrial standards may
not be relevant forMars. A number of studies using partial least squares
(PLS) of principal components have shown the success of this method
for major and strongly emitting minor and trace elements in geological
samples [11–17]. However, less complex methods such as univariate
analyses still have their place, particularly in quantifying elements
characterized by weak spectral peaks that would be overlooked, andmight have negligible inﬂuence relative to the stronger peaks of other
elements.
In addition to chemical matrix effects, another factor that must be
considered for ChemCam is that of sample-to-instrument distance. As
a near-range remote-sensing instrument, the conditions of the laser
beam vary, with the focused beam spreading farther at longer dis-
tances, leading to differential plasma conditions. Eventually, at great
enough distances, the energy density becomes too weak to produce
detectable plasma. A signiﬁcant effort is being made to understand
how to produce distance corrections to the signal so that calibrations
at one distance will sufﬁce for a sample at a different distance.
This paper provides a comprehensive viewof the pre-delivery calibra-
tions undertaken with the ChemCam LIBS instrument and outlines the
strategy determining elemental compositions from LIBS spectra. We
ﬁrst give a short description of the instrument and the experimental con-
ditions under which the calibrations were done. A comprehensive de-
scription of the standard set is provided. The LIBS plasma size at Mars
pressure is presented, alongwith emission line irradiances and detection
limits for emission lines observed by ChemCamunder various conditions.
Following this, the data treatmentmethods are described for quantitative
calibration using PLS. Finally, the discussion concludes with a short sum-
mary of strategies for analyses on Mars and an initial univariate view of
the ﬁrst data taken on Mars of the onboard calibration targets.
An overview of the general multivariate calibration plan is shown in
Fig. 1. Standards of known compositionwere selected during the instru-
ment development time period. LIBS spectra were acquired prior to de-
livery of the instrument to the rover. These spectra were pre-processed
through a number of steps to produce a database fromwhichmultivar-
iate training models can be made. Spectra obtained on Mars, indicated
in the bottom row, are also pre-processed using exactly the same rou-
tines. The team must consider any potential changes to the instrument
response onMars, andmust also normalize the spectra to correct for the
effects of variable distance. Themultivariate trainingmodel built on the
pre-delivery spectra mentioned above is applied to the Mars spectra to
determine their elemental abundances and uncertainties, and to classify
the spectra. Classiﬁcation can also be done purely amongMars samples
without referring back to terrestrial standards, and this is useful, for
example, in determining differences in regional soil compositions or
other changes in Mars samples. Classiﬁcation can also be done in com-
parison to terrestrial rock samples for which precise elemental compo-
sition is unknown. This can be beneﬁcial in observing the spread in
spectral phase space.
A drawback of the model described so far is the limitations of the
standards available prior to instrument delivery. It was impossible to
accurately anticipate the composition of the Gale Crater samples prior
to landing there. For this reason, it is important to have the capability
to analyze additional standards using laboratory instruments that are
sufﬁciently similar to ChemCam. This is represented in the middle
row of Fig. 1. Before accepting standards from laboratory instruments
into the ChemCammultivariate training database, a rigorous compar-
ison must be done between spectra taken by ChemCam on standards
that were available prior to delivery, with spectra of the same stan-
dards taken with laboratory instruments, to ensure that these new
spectra match those from ChemCam in terms of resolution, wave-
length, spectral range, and plasma temperature (ratios of peak
heights for a given composition). The discussion of data processing
will follow the different elements in the ﬁgure. The accuracy of the
model is quantiﬁed by performing leave-one-out analyses on the
pre-delivery spectral database.
2. Experimental
2.1. Instrument and experimental layout
The ChemCam instrument is described in detail in two separate
papers [1,2]. Brieﬂy, it utilizes a passively-cooled diode-pumped Nd:
Fig. 1.Multivariate calibration scheme for ChemCam LIBS. The top row represents calibration done on the ﬂight instrument prior to delivery and launch; the bottom row represents
input of Mars spectra, which uses a multivariate training model to determine elemental abundances and their uncertainties, and to classify the samples. The middle row indicates
the injection of additional training spectra using laboratory-based instruments.
3R.C. Wiens et al. / Spectrochimica Acta Part B 82 (2013) 1–27KGW laser with two ampliﬁer slabs to produce 5 ns pulses of
1067 nm photons with energies up to 35 mJ at the laser. The laser
system, designed and built by CNES and Thales Optronics, generates
a beam that is expanded through a 110 mm diameter Schmidt–
Cassegrain telescope to produce a focused spot on targets. The maxi-
mum beam energy depends on the temperature of the laser, which
was optimized for cool conditions. Between −10 and +10 °C it can
reach 14 mJ on target, while at room temperature the maximum is
~10 mJ. The laser energy can be reduced by decreasing the current
to the ampliﬁer diode stack below the nominal value of 95 A. For ex-
ample, at 60 A, the maximum laser energy, when cooled, is ~9 mJ,
and at 40 A it is ~6.5 mJ. The same telescope is used to send the
laser beam and also collect the plasma light, launching it into an
optical ﬁber leading to a demultiplexer and three spectrometers cov-
ering 240–850 nm except for a gap from 340–385 nm. The spectrom-
eters, referred to as UV, violet (VIO), and visible and near-infrared
(VNIR) are relatively simple crossed Czerny–Turner designs using
spherical mirrors that produce a spread of up to 2 mm in the spatial
direction but that have a resolution of 2.5–5 pixels full-width half-
maximum (FWHM) spectrally. The detectors are three e2v 42-10
back illuminated CCDs operated in advanced inverted mode, each
having 2048×512 pixels, each 13.5 μm square.. For LIBS the spectra
are collapsed to 1D on chip, typically integrating 200 pixels in the
spatial dimension to cover the beam spread. Integration times are
approximately 10 ms, which is long compared to the duration of the
plasma, on the order of 10 μs.
A number of different experimental arrangements [1] were used
to obtain the data reported here. Table 1 gives an overview of theTable 1
Conditions for ChemCam experiments reported here.
# Test Distance (m) Laser currenta #
1 Thermal, distance calibration 1.6, 3, 5, 7 95 A 1
2 Thermal, laser energy calibration 3.0 95, 80, 60 A 1
3 Thermal, depth proﬁle 3.0, 7.0 95 A 2
4 Thermal, long distance 8.7 95 A 2
5 Thermal, warm 3.0 95 A 6
6 Calibration, large grp stds 3.0 95 A 6
7 Distance calibration 1.8–5.3, 0.5 m intervals 95 A 2
8 Laser energy calibration 3.0 40, 50, 60, 80, 95 A 2
9 Dust removal 3.5 95 A 1
10 Dust removal 2.9 60, 95 A 1
11 Loose soil 2.9 95 A 1
12 Shot stats 2.6 95 A 1
a Ampliﬁer diode current controls laser energy; 95 A corresponds to 14 mJ on target at 0various conditions for the different experiments. The conditions that
were varied include sample distance (1.58, 3.0, 5.0, 7.0, 8.7 m), laser
ampliﬁer diode stack current, which controls the output energy, the
number of laser shots and depth into the sample, temperature of
the instrument, surface obscuration by dust, soil vs. solid samples,
and sample composition. Most tests were performed in a chamber
containing 930±130 Pa of CO2, however, some tests were carried
out at either terrestrial atmospheric pressure or at Mars pressure
(930 Pa) using terrestrial air composition. The main portion of this
paper will deal with Test #6 in Table 1, during which spectra were
obtained from 69 geological standards at a distance of 3.0 m. In this
and several other tests, 40–50 spectra were obtained from each of
the four observation points per standard at a sampling rate of 3 Hz.
The data processing applied to these spectra is described below.
Data on plasma diameters were taken using laboratory equip-
ment. These measurements were made during the design phase of
ChemCam to determine the ﬁeld of view needed to capture all of
the available LIBS light. This portion of the experiment used a
Spectra-Physics Indi Nd:YAG laser operating at 1064 nm with a
10 ns pulse with 17±1 mJ energy measured outside the sample
chamber, as described in Clegg et al. [12]. A basalt and an iron target
were placed inside a sample chamber ﬁlled with 930 Pa of CO2 to
simulate the Mars atmosphere. The plasma light was collected at nor-
mal incidence and nearly coincident with the in-going laser beam
using a Questar Field Model telescope with an 89 mm aperture. The
telescope's Schmidt window was replaced with a fused silica window
so that UV light down to ~220 nm was also transmitted. A Spiricon
Scor-20 camera, typically used to measure laser beam diameters,of Stds. Short description
8 Standards in 930 Pa CO2. Fifty spectra, 4 analysis points each.
0 Standards in 930 Pa CO2. Fifty spectra, 4 analysis points each.
Standards in 930 Pa air. Five hundred or one thousand shots, each point.
Iron pyrite and titanium in air. Comparison of multiple collects and single
exposure of multiple laser shots.
Standards in 930 Pa CO2
9 Standards in 930 Pa CO2. Forty spectra, 4 analysis points each.
Standards in air. Fifty spectra, 1 point each.
Standards in air. Fifty spectra, 1 point each.
Inclined slab with>1 mm dust, 930 Pa CO2
Surface normal to beam, microns of dust, 930 Pa air
50 and 100 shots in deep powder, 930 Pa air
Si wafer in air; to determine multi-shot statistics
°C and ~10 mJ at room temperature; see text.
Table 2
Standards used in experiments listed in Table 1.
Name Geologic name Reference/source Test
AGV2 Andesite USGS 1,2,5,6
BCR2 Basalt USGS 6
BEN Basalt (foidite) GIT-IWG 1,2,5,6
BHVO2 Basalt USGS 1,6
BIR1 Basalt USGS 1,6
BK2 Trachyandesite U. Mass. (M. Rhodes) 1,6
BT2 Trachybasalt Collected by P. King, UNM 1,6
BWQC1 Basalt U. Mass. (M. Rhodes) 6
CADILLAC Rhyolite U. Mass. (M. Rhodes) 6
DH4912 Olivine Brammer 6
GBW07104 Andesite Brammer/NRCCRM 6
GBW07105 Basalt Brammer/NRCCRM 1,6,9
GBW07108 Limestone Brammer/NRCCRM 6
GBW07110 Andesite Brammer/NRCCRM 6
GBW07113 Rhyolite Brammer/NRCCRM 6
GBW07313 Deep-sea sediment NRCCRM 6
GBW07316 Deep-sea sediment NRCCRM 6
Granodike Trachybasalt U. Mass. (M. Rhodes) 6
GSR2 Andesite (hornblende) NRCCRM 6
GUWGNA Granite (greisen) Brammer 6
GYPA Gypsum Brammer 6
GYPB Gypsum Brammer 6
GYPC Gypsum Brammer 6
GYPD Gypsum Brammer 6
JA1 Andesite Brammer 6,7,8
JA2 Andesite Brammer 1,2,5,6
JA3 Andesite Brammer 1,2,5,6
JB2 Basalt Brammer/GSJ 1,2,5,6
JB3 Basalt Brammer/GSJ 1,2,5,6
JDO1 Dolomite Brammer 1,2,6,9,10,11
JR1 Rhyolite/obsidian Brammer 6
KGA-MED-S Kaolinite+gypsum+basalt Vaniman et al. [22] 1,2,6
M6-HAGGERTY Basalt (kimberlite) S.E. Haggerty collection, FIU 6
Macusanite Volcanic glass Fabre et al. [21] 6
MHC1356 Jarosite MHC (Dyar et al. [14]) 6
MHC2319 Melanterite MHC (Dyar et al. [14]) 6
MHC3828 Gypsum MHC (Dyar et al. [14]) 6
MO12 Basalt (andesitic) Brammer 6
MO14 Basalt (olivine) Brammer/RAS 6
MO7 Gabbro (orthoclase/foidite) Brammer/RAS 6
MOPPIN Basalt (amphibolite) U. Mass. (M. Rhodes) 6
MSHA Dacite/andesite U. Mass. (M. Rhodes) 6
NAU2 Nontronite (smectite) Vaniman et al. [22] 6
NAU2-HI-S Nontronite+gypsum+basalt Vaniman et al. [22] 1,6
NAU2-LO-S Nontronite+gypsum+basalt Vaniman et al. [22] 1,6
NAU2-MED-S Nontronite+gypsum+basalt Vaniman et al. [22] 1,6
Norite Basalt Fabre et al. [21] 6
Picrite Basalt Fabre et al. [21] 6
SARM51 Stream sediment+quartz Brammer/MINTEK 6
SGR1 Sediments (kerogen, carbonate) Brammer 1,2,6
Shergottite Basalt Fabre et al. [21] 6
SRM688 Basalt NBS/NIST 6
SRM88B Limestone (dolomitic) NBS/NIST 6
SRM97A Kaolinite NBS/NIST 6
SRM98A Kaolinite+quartz NBS/NIST 6
STSD1 Stream sediment Brammer 1,6
STSD3 Stream sediment Brammer 6
STSD4 Stream sediment Brammer 6
SWY1 Na-montmorillonite (smectite) CMS 6
Trond Dacite (trondjhemite) U. Mass. (M. Rhodes) 6
Ultramaﬁc Basalt U. Mass. (M. Rhodes) 6
UMPH Syenite U. Mass. (M. Rhodes) 6
UNSAK Aragonite Brammer 6
UNSZK Feldspar Brammer 6
VH1 Rhyolite U. Mass. (M. Rhodes) 6
VH49 Basalt U. Mass. (M. Rhodes) 6
VZO106 Ferrinatrite MHC (Dyar et al. [14]) 6
VZO114 Metavoltine MHC (Dyar et al. [14]) 6
WM Gabbro U. Mass. (M. Rhodes) 6,7,8
Ti Ti alloy LANL 1,2,4,5,6,7,8
Graphite Graphite rod LANL 1,2
Pyrite Large pyrite crystal D. Vaniman, LANL 4
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was installed to remove any reﬂected laser light so that only the plas-
ma light was seen.
2.2. Description of standards
Many natural rock samples are heterogeneous at the scale of the
LIBS beam (350–550 μm diameter at distances from 2–7 m; [2]) due
to variations in modal mineralogy, mineral composition, and grain
size. Standards in the training model used to determine elemental
abundances via PLS must be homogeneous at the beam scale size so
that the certiﬁed composition corresponds to that observed by LIBS;
because of this requirement, these standards were either pressed
powders, glasses, or ceramics.
Table 2 presents the designations, geologic descriptions, and refer-
ence sources for each of the standards used in the experiments in
Table 1. (Many of these standards are designated with slight varia-
tions in the literature. Here we use essentially all capitals and have re-
moved most of the dashes). Most of the standards were obtained
from Brammer Standard Company, Inc., which distributes standards
developed by various standards institutes in countries around the
world. Most of these have undergone multiple analyses for conﬁrma-
tion. The accepted compositions of all the Brammer standards were
either taken from the certiﬁed data accompanying the standards or
from Govindaraju [18] and Jochum et al. [19] (see also [20]). The com-
positions were veriﬁed with the original publications when available.
Other standards included sulfate-bearing rocks obtained from M.D.
Dyar at Mount Holyoke College and a variety of igneous rocks from
the collections of J. Michael Rhodes at the University of Massachu-
setts. Chemical analysis protocols used for these sulfate and igneous
samples are the same as those described in Dyar et al. [14] and Tucker
et al. [13], respectively. As described further below, some of the stan-
dards for which a sulfate description is given, such as ferrinatrite,
metavoltine, jarosite, and melanterite, consist of only small amounts
of those minerals in larger fractions of accessory phases. In addition
to standards from Brammer, Dyar, and Rhodes, some of the standards
are splits of materials sent up on the onboard ChemCam calibration
target assembly (hereafter CCCT [21,22]). Table 3 presents the accept-
ed major oxide abundances along with selected minor and trace ele-
ments that might be detected by LIBS. Abundances of additional
minor and trace elements in these standards are given in Table S1
in the supporting online material. The totals given at the right side
of Table 3 include contributions from all measured elements, not
just the ones shown in Table 3.
Sample grain sizes were generally less than 20–60 μm. Statistics
were not available on the grain sizes of all standards. However, certiﬁca-
tion papers provided by Brammer report that plagioclase feldspar stan-
dard UNSZK has a particle size distribution by mass of 1.7%>90 μm,
1.9% between 90 and 71 μm, 2% between 71 and 63 μm, and the
remainder (94.5%)b63 μm; greisen standard GUWGNA contains 4.3%
between 90 and 63 μm, 30.8% between 63 and 20 μm, 29% is between
20 and 6.3 μm, and the rest (35.9%)b6.3 μm; aragonite standardNotes to Table 2
Brammer: Brammer Standard Company, Inc., USA.
CMS: Clay Mineral Society, USA.
FIU: Florida International University, USA.
GIT-IWG: Groupe International de Travail-International Working Group, France.
GSJ: Geological Society of Japan.
LANL: Los Alamos National Laboratory, USA.
MHC: Mount Holyoke College, USA.
MINTEK: Council for Mineral Technology, South Africa.
NBS/NIST: National Bureau of Standards/National Institute of Standards and Technology, USA.
NRCCRM: National Research Centre for Certiﬁed Reference Materials, China.
U. Mass: University of Massachusetts, USA.
UNM: University of New Mexico, USA.
USGS: United States Geological Survey.UNSAK had 2.6%>90 μm, 2.1% between 90 and 71 μm, 3.8% between
71 and 40 μm, and the rest (91.5%)b40 μm; and sediment sample
SARM51 had 97%b75 μm. A separate analysis was performed at the
lab of R.V. Morris showing that dolomite standard JDO1 has a particle
size distribution of 1.4% between 150 and 90 μm, 10.8% between 90
and 45 μm, 14.4% between 45 and 20 μm, and the majority
(73.3%)b20 μm. Flight protocol dictated that on-board CCCT standards
could not be powders, and instead were either natural or synthetic
glasses for igneous standards [21], and ceramic discs as Martian sedi-
mentary standards [22].
Overall the standards consisted of three types: silicates, carbon-
ates, and sulfur-rich, described in the sections below.
2.2.1. Silicate standards
The silicate standards are of three types: igneous rock standards,
some with various degrees of weathering; clastic quartzofeldspathic
sediments; and some silicate minerals. Igneous standards are shown
on a total alkali–silica plot in Fig. 2. The standards consist of a number
of basalts and andesites, along with some more silica-rich samples. At
the high-silica end are a few rhyolites and a macusanite volcanic glass
which is one of the on-board CCCT [21,23,24]. Along with these are
several standards added to increase the range of certain trace ele-
ments. A weathered granitic (greisen) standard, GUWGNA, was
added to increase the Li and Rb range but additionally its F content
is very high (2280, 2020 and 33,200 ppm, respectively; Table S1,
supporting online material). A feldspar standard, UNSZK, was also
added for its relatively high Li (279 ppm) and total alkali contents
(4.5% Na2O, 4.06% K2O). Gabbro MO7 was added as a slightly
sulfur-enriched (0.18% S) igneous sample. Several standards were
added to increase the number of iron-rich compositions, given the
iron-rich nature of Mars samples measured to date, e.g., FeO typically
≥15% (e.g., [25]). However, these turned out to be rather unusual
terrestrial materials. WM is a gabbro from Woolen Mill, near
Elizabethtown, New York, USA [26]. It is a clinopyroxene–garnet–
oligoclase granulite with opaque oxides, apatite, and minor K feld-
spar and quartz. This standard has abundant magnetite and ilmenite,
reﬂected in its high Fe and Ti contents (20.2% Fe2O3T; 5.81% TiO2),
and it is rich in phosphorous (1.36% P2O5). This WM gabbro standard
should not be confused with the gabbro standard by the same acro-
nym from theWellgreen Complex, Yukon Territory, Canada. Another
standard that was added to increase some of the minor element rep-
resentations was a kimberlite (M6 Haggerty; S. Haggerty, personal
communication), which contains 2.19% P2O5, 978 ppm Cr, 1288 ppm
Ni, and high but not (so far) LIBS-detectable abundances of lanthanides
(150 ppm La, 382 ppm Ce, 212 ppm Nd; Table S1, supporting online
material).
A few stream and marine silicate sediments were added, in part to
provide more weathered materials and to also include some organic
material. Among the stream sediments, SARM51 was added, which
includes a small amount of siderite and is S-enriched (0.24% S), and
high in Cr (509 ppm), Pb (5200 ppm), and Zn (2200 ppm; Table 3
and Table S1 in the supporting online material).
Table 3
Major (in wt.% oxide) and relevant minor and trace (in ppm wt.) element compositions for geological standards in Tables 1 and 2.
Name SiO2 TiO2 Al2O3 Fe2O3T MnO MgO CaO Na2O K2O P2O5
AGV2 59.30 1.05 16.91 6.69 0.10 1.79 5.20 4.19 2.88 0.48
BCR2 54.10 2.26 13.50 13.80 0.20 3.59 7.12 3.16 1.79 0.35
BEN 38.20 2.61 10.07 12.90 0.20 13.2 13.9 3.18 1.39 1.05
BHVO2 49.90 2.73 13.50 12.30 0.17 7.23 11.4 2.22 0.52 0.27
BIR1 47.70 0.97 15.40 11.33 0.18 9.70 13.4 1.81 0.03 0.03
BK2 58.83 1.94 14.77 8.78 0.19 2.82 4.64 3.35 3.99 0.71
BT2 48.57 1.52 16.46 11.09 0.15 6.42 7.92 4.48 1.28 0.44
BWQC1 52.82 1.76 12.07 17.41 0.26 3.22 6.72 4.17 0.93 0.20
CADILLAC 72.20 0.32 13.07 3.57 0.10 0.21 0.96 4.91 3.95 0.05
DH4912 41.60 0.002 0.43 7.25 0.07 49.2 0.08 0.01
GBW07104 60.62 0.52 16.17 4.90 0.08 1.72 5.20 3.86 1.89 0.24
GBW07105 44.64 2.37 13.83 13.40 0.17 7.77 8.81 3.38 2.32 0.95
GBW07108 15.60 0.33 5.03 2.52 0.06 5.19 35.7 0.08 0.78 0.05
GBW07110 63.06 0.80 16.10 4.72 0.09 0.84 2.47 3.06 5.17 0.36
GBW07113 72.78 0.30 12.96 3.21 0.14 0.16 0.59 2.57 5.43 0.05
GBW07313 53.86 0.67 13.75 6.58 0.43 3.38 1.71 4.81 2.95 0.45
GBW07316 31.60 0.39 7.70 4.07 0.40 2.04 22.6 3.76 1.61 0.33
Granodike 48.08 3.58 12.93 15.56 0.25 6.21 6.93 4.51 0.93 0.41
GSR2 60.62 0.52 16.17 4.90 0.08 1.72 5.20 3.86 1.89 0.24
GUWGNA 71.47 0.02 14.70 5.92 0.17 0.03 0.62 0.08 2.63
GYPA 0.45 0.10 0.05 0.00 0.18 32.9 0.01 0.02 0.01
GYPB 1.05 0.01 0.17 0.07 0.001 1.80 32.8 0.02 0.05 0.01
GYPC 3.50 0.04 0.79 0.40 0.01 5.35 30.4 0.02 0.36 0.02
GYPD 8.70 0.08 2.03 1.08 0.03 1.73 28.2 0.07 0.54 0.03
JA1 63.97 0.85 15.22 7.01 0.16 1.57 5.70 3.84 0.76 0.17
JA2 56.42 0.66 15.41 6.26 0.11 7.60 6.29 3.11 1.80 0.15
JA3 62.26 0.68 15.57 6.59 0.11 3.65 6.28 3.17 1.41 0.11
JB2 53.20 1.19 14.64 14.34 0.20 4.66 9.89 2.03 0.42 0.10
JB3 51.04 1.45 16.89 11.88 0.16 5.20 9.86 2.82 0.78 0.29
JDO1 0.20 0.001 0.01 0.10 0.01 18.4 34.1 0.01 0.002 0.03
JR1 75.41 0.10 12.89 0.89 0.10 0.09 0.63 4.10 4.41 0.02
KGA-MED-S 35.64 1.47 23.71 3.18 0.05 1.68 11.5 0.72 0.26 0.10
M6-HAGGERTY 41.37 5.90 2.75 10.65 0.20 31.2 3.01 0.29 1.35 2.19
Macusanite 73.75 0.04 16.35 0.58 0.06 0.01 0.24 4.07 3.99 0.46
MHC1356 52.66 0.08 0.55 40.28 0.01 0.10 0.20 0.02 0.60 0.17
MHC2319 68.84 0.01 0.87 17.71 0.01 0.01 0.08 0.01 0.04 0.41
MHC3828 9.44 0.11 2.25 0.44 2.67 27.4 0.12 0.93 0.04
MO12 49.87 1.61 16.74 10.54 0.14 7.38 8.73 3.85 1.12 0.45
MO14 46.85 1.62 17.06 10.85 0.15 8.05 9.60 3 0.46 0.37
MO7 40.79 3.39 17.60 12.35 0.15 6.46 14.6 2.05 0.75 1.08
MOPPIN 50.78 1.67 15.63 14.61 0.36 4.82 8.30 2.41 0.39 0.53
MSHA 63.94 0.59 17.46 4.70 0.08 1.97 5.03 4.78 1.32 0.14
NAU2 48.70 0.60 4.53 31.76 0.02 0.77 1.96 0.70 0.08 0.21
NAU2-HI-S 30.90 0.39 3.69 17.51 0.03 1.14 16.3 0.67 0.16 0.06
NAU2-LO-S 43.78 0.78 7.63 20.32 0.07 2.97 8.26 1.44 0.40 0.14
NAU2-MED-S 37.48 0.57 5.72 18.95 0.05 2.05 12.3 1.11 0.29 0.10
Norite 47.88 0.70 14.66 17.44 0.001 9.62 12.8 1.53 0.06 0.01
Picrite 43.59 0.44 12.39 22.77 0.003 11.2 8.95 3.07 0.10 0.01
SARM51 33.81 0.82 11.87 18.36 0.21 0.92 0.86 0.07 0.33 0.21
SGR1 28.24 0.26 6.52 3.03 0.03 4.44 8.38 2.99 1.66 0.33
Shergottite 48.42 0.43 10.83 19.40 0.00 6.39 14.3 1.57 0.11 0.01
SRM688 48.35 1.17 17.35 10.34 0.17 8.46 12.2 2.16 0.19 0.13
SRM88B 1.13 0.02 0.34 0.28 0.02 21.0 30.0 0.03 0.10 0.004
SRM97A 43.67 1.90 38.79 0.45 0.15 0.11 0.04 0.50 0.36
SRM98A 48.94 1.61 33.19 1.34 0.42 0.31 0.08 1.04 0.11
STSD1 42.50 0.75 9 6.50 0.50 2.21 3.60 1.75 1.25 0.38
STSD3 48.60 0.70 10.90 6.20 0.30 2.20 3.30 1.50 1.80 0.40
STSD4 58.90 0.80 12.10 5.70 0.20 2.10 4 2.70 1.60 0.20
SWY1 62.90 0.09 19.60 3.71 0.01 3.05 1.68 1.53 0.53 0.05
Trond 70.87 0.26 17.03 1.37 0.02 0.47 2.99 5.91 1.24 0.05
Ultramaﬁc 45.75 0.27 4.04 11.94 0.20 29.2 6.12 0.85 1.06 0.14
UMPH 62.19 0.91 17.77 4.06 0.08 0.97 1.88 5.51 6.41 0.26
UNSAK 0.64 0.11 0.13 0.11 54.9 0.05 0.04 0.03
UNSZK 74.38 0.04 14.19 1.75 0.03 0.07 0.43 4.50 4.06
VH1 73.61 0.34 13.68 2.01 0.04 0.36 1.13 3.40 5.60 0.07
VH49 47.50 0.82 17.83 9.02 0.15 11.0 10.8 2.55 0.18 0.09
VZO106 69.08 0.49 0.57 7.39 0.01 0.02 0.42 2.72 0.73 0.03
VZO114 43.65 0.27 3.67 0.19 0.00 0.05 16.2 0.71 0.22
WM 43.29 5.81 12.04 20.24 0.26 4.44 9.01 2.32 0.45 1.36
SO3T H2O+ CO2 As B Ba Cu Li Sr Zn Totala
a Totals include additional trace elements given in the supporting online material.
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Because ChemCam can observe carbon emission peaks, and as car-
bon is an important element for the goals of the MSL mission, and alsoconsidering that APXS cannot detect carbon directly, it was important
to analyze standards that contain C. The carbonate standards were
selected mostly out of convenience and consist of six limestone and
Table 3 (continued)
SO3T H2O+ CO2 As B Ba Cu Li Sr Zn Totala
1130 53 11 661 86 98.97
0.04 677 21 9 340 127 100.26
0.07 2.24 0.74 2 1025 72 13 1370 120 100.40
0.20 131 127 5 396 103 100.75
0 0 7 119 3 109 72 100.71
1.38 1001 487 210 101.72
480 50 559 28 98.53
3.26 122 161 133 102.96
0.69 711 49 106 100.23
0.05 99.24
0.05 1.50 3.47 2 5 1020 55 18 790 71 100.58
0.02 2.86 0.19 1 4 498 49 10 1100 150 101.23
0.09 2.12 32.40 5 16 120 23 20 913 52 100.21
0.06 1.79 1.03 6 11 1053 9 18 318 164 99.99
0.02 1.18 0.52 1 4 506 11 13 43 86 100.24
5.50 6 125 4400 424 60 267 160 98.93
4 17.30 5 84 2500 231 35 667 142 99.94
212 264 58 99.56
0.05 1.54 3.46 2 5 1020 55 18 790 71 100.61
7 51 2276 78 99.65
46.20 19.40 0.47 0 28 930 5 99.99
41 17.80 5 0 22 118 5 99.81
33 14.37 11.20 3 53 10 296 17 99.55
36.70 16.39 3.60 3 107 152 18 99.25
0.01 0.72 3 24 303 41 10 264 91 100.14
1.12 1 23 315 28 29 250 65 99.16
0.20 5 25 318 45 14 294 68 100.27
0.005 0.25 3 30 208 227 8 178 110 101.18
0.002 0.18 2 15 251 198 7 395 106 100.85
0.02 0.40 46.50 0 1 6 1.41 0.4 119 34 99.87
0.003 1.18 16 133 40 1.40 62 30 30 100.11
13.40 3 23,107 140 30 7433 152 50 94.89
1909 1282 77 99.76
1573 1.30 2.40 3528 1.30 109 100.13
3.03 1 294 15 51 7 97.79
36.18 965 455 284 1931 58 124.92
35.61 15 1 79 7 2053 59 94.48
0.01 0.18 9.30 311 54 9 865 130 101.04
0.01 1.73 8.70 172 66 8 468 108 100.06
0.45 0.70 0.03 4.50 7480 59 5 1745 65 101.81
2.32 273 405 153 102.05
0.99 367 483 51 101.18
11.69 46 134 130 101.02
21.07 1 23,107 56 10 7433 144 60 95.05
5.33 1 23,107 162 30 7433 236 90 94.39
13.54 1 23,107 107 20 7433 185 70 95.32
11 355 6 44 284 9 104.76
12 1283 7 1481 103.17
0.60 97 335 268 44 2200 69.29
3.82 39.58 67 54 290 66 147 420 74 99.71
9 1158 43 8 654 7 101.77
2 1 200 96 169 58 100.69
46.67 64 99.57
13.32 670 510 1500 99.77
12.44 11 270 325 330 99.63
0.45 45.07 23 89 630 36 11 170 178 114.31
0.35 30.78 28 82 1490 39 23 230 204 107.46
0.22 15.02 15 46 2000 65 14 350 107 103.97
0.12 1.33 94.71
1.11 347 668 32 101.51
7.45 434 283 90 107.50
0.63 2980 382 77 101.20
0.11 43 2800 99.88
5 12 279 19 99.49
0.45 277 50 27 100.80
1.53 37 234 57 101.61
12.46 6.02 27 482 643 120 2012 101.09
23.62 11.22 24 63 13 160 5 99.90
351 400 272 99.46
7R.C. Wiens et al. / Spectrochimica Acta Part B 82 (2013) 1–27dolomitic limestone standards, one containing aragonite (UNSAK),
which was added to increase the represented range of Sr (2800 ppm
in this standard). There were several other standards with appreciablecarbon: SGR-1, which is a very organic-rich shale containing 28% total
C (24.8% organic carbon); stream sediment STSD-1, containing 12.8%
C (apparently all organic, as X-ray diffraction at LANL indicated no
Fig. 2. Total alkali–silica plot of the igneous standards used in the large group calibration performed at 3 m (#6 in Table 1).
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with 17.3% and 3.6% CO2, respectively; gypsum standard MHC2319
with 1.5% C, stream sediments GBW07305 and 07306 with 3.6 and
2.0% CO2, respectively; hornblende andesite standard GSR-2 with 3.5%
CO2; and andesite GBW07104 with 3.47% CO2. In these samples the C
may be present either as carbonate phases or as organic carbon.
Carbon-bearing minerals most likely to be found by MSL, such as sider-
ite, thought to comprise a signiﬁcant fraction of the Comanche rock an-
alyzed by the Spirit MER rover [27], were not among the carbonate
standards used. In general, samples with high iron content result in
poorer carbon detection limits due to emission line interferences.
No nitrate, carbide, or nitride standards were analyzed prior to launch;
however, the CCCTs include a graphite disk, in part to ensure the iden-
tiﬁcation of carbon emission lines on Mars.
2.2.3. Sulfur-rich standards
Gypsum is the only sulfur mineral to be represented in relatively
pure form (GYPA). Several other gypsum samples with varying de-
grees of purity were analyzed (GYPB, GYPC, GYPD, MHC3828). The
remaining sulfur-rich standards represent relatively impure mixtures
consisting of the host rock with coatings of jarosite (MHC1356; 52.7%
SiO2), ferrinatrite (VZO106; 69.1% SiO2), metavoltine (VZO114; 43.7%
SiO2), and melanterite (MHC2319; 68.8% SiO2). These standards were
not analyzed by X-ray diffraction (XRD), so the accessoryminerals are
not known. In addition to these standards, four anhydrite-bearing ce-
ramic discs have been synthesized and mounted as standards on Cu-
riosity. Sulfur content in these standards ranges from 2.1 to 8.4 wt.%.
A detailed description of these standards is in Vaniman et al. [22].
2.2.4. XRD characterization of selected standards
Mineral identiﬁcations and abundances for several samples (igne-
ous standards AGV2, BCR2, BEN) are reported by Campbell et al. [28];
other information on mineralogy of samples is provided by Brammer
(igneous standards GUWGNA, VS MO7), by UNS (aragonite UNSAK),
and for the Canadian gypsum-rich standards GYPA, GYPB, GYPC, and
GYPD by Domtar, Inc. Because mineralogy may play a part in eventual
fundamental treatments of plasma generation and spectral analysis,
several other standards that lacked mineralogical information were
selected for XRD analysis at Los Alamos National Laboratory (LANL).
The XRD analyses were performed using a Siemens D500 diffractom-
eter with a monochrometer and Cu Kα radiation. All samples wereanalyzed at 2–70° 2θ at steps of 0.02° with 12 s counting time per
step. Diffraction patterns were analyzed using JADE software. Results
are listed in Table 4 along with the mineral abundances reported from
other sources. The standards are listed in alphabetical order but they
can be considered as representative of several lithologic or mineral-
ogic types, as described below.
2.2.4.1. Stream sediments. Stream sediment geostandards analyzed
were SARM51, STSD1, STSD3, and STSD4. SARM51 contains signiﬁ-
cant amounts of smectite and kaolinite, but the STSD samples have
no detectable smectite or kaolinite. The STSD stream sediments con-
tain signiﬁcant amounts of mica, chlorite, and amphibole that are
not found in SARM51.
2.2.4.2. Marine sediments. Marine sediment geostandards analyzed
were GBW07313 and GBW07316. These sediments contain poorly
crystalline smectite (or illite/smectite) and halite. Quartz abundance
is lower (b20%) than in the stream sediments; the sample lowest in
quartz contains kaolinite as well as smectite. GBW07314 contains no
calcite, while the calcite content of GBW07316 is 53%; this calcite-rich
sample lacks feldspar. In GBW07313 the feldspar is best ﬁt as sodic to
intermediate plagioclase. Chlorite observed in GBW07313 could alter-
natively be glauconite.
2.2.4.3. Carbonate sediments, aragonite, and gypsiferous samples. A
range of carbonate sediments and gypsiferous samples are in the stan-
dard suite, including dolomite (SRM88B, JDO1) and dolomitic limestone
(GBW07108), and the Canadian Certiﬁed Reference Materials (CCRM)
gypsiferous samples GYPA, GYPB, GYPC, and GYPD. Dolomite SRM88B
is essentially pure dolomite whereas dolomite JDO1 contains about 7%
calcite. The dolomitic limestone GBW07108 is mostly calcite (54%)
with lesser dolomite (23%) plus quartz, mica, and kaolinite. The arago-
nite sampleUNSAK is amixture of sub-equal amounts of calcite and ara-
gonite. The CCRM gypsiferous samples range from almost pure gypsum
(GYPA, 97.4%) to more complex mixtures (GYPC has only 70.4%
gypsum). Diluent phases in these samples include quartz, feldspar, do-
lomite, calcite, anhydrite, mica, and kaolinite. The mineral components
in the gypsiferous sampleswere determined byDomitar, Inc. using XRD
and thermal analyses along with phase separation and concentration.
The higher precision of these combined methods is reﬂected in the ac-
curacies reported in Table 4.
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range from basalt (BCR-2) or gabbro (VSMO7) to andesite (AGV2) and
granite (GUWGNA). GUWGNA is ﬂuorine rich, containing topaz and
ﬂuorite. A zeolitized benmorite (BEN) is also in the standard suite, as is
a chloritized olivine (DH4912).
2.2.4.5. Clay minerals. Clay minerals, or materials rich in clay minerals,
include Clay Minerals Society (CMS) source clays NAU2 and SWY1 as
well as kaolinite-rich geochemical reference materials SRM97A and
SRM98A. It should be noted that the CMS source clays aremineralogical
reference materials and are not accepted geochemical standards; the
analyses listed here are published results of representative splits but
do not represent precise analysis of the splits used with our LIBS exper-
iments. These data are for comparison only. The SRM kaolinites are
accepted geochemical reference materials but are not pure kaolinite;
SRM98A in particular is only 40% kaolinite, the rest being mica, quartz,
and anatase. SRM97A also contains anatase.
2.2.4.6. Kerogen-rich sediment. Standard SGR1 is an organic-richmaterial
with a kerogen component containing a signiﬁcant amount of kerogen.
Kerogen is X-ray amorphous andwas not quantiﬁed by XRD. Themineral
abundances of quartz, feldspar, dolomite, calcite, and mica reported in
Table 4 are corrected from the values determined by XRD assuming
~30% kerogen content. The estimate of kerogen content is based on
24.8% total organic carbon reported in the USGS certiﬁcate of analysis,
allowing that ~80% of the kerogen is organic carbon.
2.3. Data treatment
The information of interest in LIBS data is principally contained
in the emission lines. Processing of ChemCam data is done in two
general steps. The ﬁrst step, to achieve Level 1 products, is shown
in the middle boxes in Fig. 1, and consists of removing the
non-laser-induced background (“Dark Subtract”), de-noising the
spectrum, removing the electron continuum, and calibrating for
wavelength and instrument response for a sample at a given distance.
The result is emission peak spectra in units of photons emitted per
pulse in radiance units (photons/pulse/mm2/sr/nm). Processing of
data to Level 1 is also called pre-processing. Level 2 processing in-
volves using multivariate training models based on spectral libraries
to obtain elemental abundances and to classify the sample relative
to other spectra. Particularly for minor or trace elements Level 2 pro-
cessing involves univariate analyses of the strongest and most stable
emission peaks of the given element. This section describes each of
the preprocessing (Level 1) steps in detail. The Level 2 processing
and results are presented later in the paper. For the Level 1 processing
an example spectrum is shown with its component contributions in
the VNIR range in Fig. 3. This particular spectrum was selected to il-
lustrate the effectiveness of the processing in the worst case in
terms of signal to noise. It is the spectrum of a basalt (BIR1) observed
at a relatively long distance (7 m), hence its signal is relatively low.
2.3.1. Non-laser dark subtraction and de-noise
A non-laser “dark” spectrum is taken in close temporal proximity
to the LIBS spectra. During pre-delivery calibrations a dark spectrum
was taken for every two samples analyzed. The dark spectrum typi-
cally consists of ﬁfty collects using the same spectrometer settings
as the active, but without the laser pulses. With no need to wait for
the laser, the dark spectra are taken in rapid succession. The dark
subtraction routine ﬁnds the non-laser data ﬁle nearest in time to
the active spectrum of interest and obtains the difference. Prior to
subtraction, the routine performs a ‘leveling’, which uses the means
of the 50 non-exposed pixels on either side of the active ones to ad-
just the non-laser dark spectrum to the appropriate level to subtract
from the active spectrum. The leveling is needed when the CCDs are
b−10 °C, because the longer operation time of taking spectra warmsthe CCDs and induces higher noise levels than in the dark spectra
which are taken as rapidly as possible. In all cases the dark spectra are
averaged before subtraction. The dark subtraction also removes an off-
set of 300–500 DNs that is added in the analog-to-digital conversion
of data from each spectrometer to ensure that the conversion does not
produce negative values.
To remove white noise, the spectrum is expanded at different
wavelet scales. Wavelet analysis involves a convolution of the signal
with a kernel (the wavelet) of speciﬁc mathematical properties.
These properties deﬁne an orthogonal basis, which conserves energy
and guarantees the existence of an inverse to the wavelet transform
[29].
The principle behind the wavelet transform is to hierarchically de-
compose the input signal into a series of consecutively lower resolu-
tion reference signals and their associated detail signals. At each
decomposition level, L, the reference signal has a resolution reduced
by a factor of 2L with respect to the original signal. Together with its
respective detail signal, each scale contains the information needed
to reconstruct the original signal at the next higher resolution level.
Wavelet analysis can therefore be considered as a series of bandpass
ﬁlters and be viewed as the decomposition of the signal into a set of
independent, spatially oriented frequency channels. Hence, a function
in this decomposition can be completely characterized by the wavelet
basis and the wavelet coefﬁcients of the decomposition.
The decomposition is performed by an iterative application of a
pair of quadrature mirror ﬁlters (QMF). A scaling function and a
wavelet function are associated with this analysis ﬁlter bank. The con-
tinuous scaling function ϕ(x) satisﬁes the following equation:
ϕ xð Þ ¼
ﬃﬃﬃ
2
p
∑
n
h nð Þϕ 2x−nð Þ ð1Þ
where h(n) is the low-pass QMF. The continuous wavelet ψ(x) is de-
ﬁned in terms of the scaling function and the high-pass g(n) QMF
through:
ψ xð Þ ¼
ﬃﬃﬃ
2
p
∑
n
g nð Þϕ 2x−nð Þ: ð2Þ
In our particular application, we used a “stationary” or redundant
transform, i.e., decimation is not carried out which is more appropri-
ate when ﬁltering of a signal is considered. In this case the wavelet
coefﬁcients are derived from the difference between two successive
scaling passes. The scaling function we use is a B3-spline and the asso-
ciated QMF h is deﬁned in terms of its Laurent polynomial as:
h zð Þ ¼ 1
16
z−2 þ 4z−1 þ 6z0 þ 4z1 þ z2
 
: ð3Þ
The algorithm we implemented for this undecimated cubic spline
wavelet transform is described in [30] and the spectrum is mirrored at
both edges so as to avoid the discontinuities there during the process.
At each scale, the noise standard deviation is iteratively computed,
assuming a white Gaussian noise. Only the wavelet coefﬁcients with
values greater than a deﬁned threshold, typically three times the
noise standard deviation, are returned. Finally, the de-noised spectrum
is obtained by summing all modiﬁedwavelet scales. The noise removed
by this routine is shown in Fig. 3b for the VNIR range. For this example,
the amplitudes rarely exceed one count, or digital number (DN). By
comparison with the processed spectrum (Fig. 3a), the denoise algo-
rithm tends to ignore the wavelengths corresponding to strong peaks.
2.3.2. Continuum removal
LIBS spectral emission contains a background continuum due to
Bremsstrahlung and ion-electron recombination processes, which
contains non-relevant spectral information. It is removed from each
spectrum applying the following procedure: similar to the de-noise
algorithm, the spectrum is decomposed into a set of cubic spline
Table 4
Measured mineral compositions, in percent.
Name Description Smectite Kaolinite Mica Chlorite Amphibole Quartz Feldspar Olivine Calcite Aragonite Dolomite Halite Clinopyroxene Gypsum Anhydrite Source
AGV2 Andesite 11 77 12 1
BCR2 Basalt 69 31 1
BENa Altered basalt 1 12 49 1
DH 4912b Altered olivine b1 14 b1 85 2
GBW 07108 Limestone 4 6 12 54 23 2
GBW 07313 Marine sediment ~6 20 22 20 22 10 2
GBW 07316 Marine sediment ~5 10 16 9 53 7 2
GUWGNAc Granite 5 38 50 3
GYPA Gypsum 0.4 0.2 97.4 2 4
GYPB Gypsiferous 0.5 2.4 8 87.1 2 4
GYPCd Gypsiferous 1.6 1.5 25 70.4 1.5 4
GYPDd Gypsiferous b1 b1 8 2 9 81 4
JDO1 Dolomite 7 93 2
MO7e Gabbro 11 33 8 38 3
NAU2 Nontronite ~95 ~5 2
SARM 51f Stream sediment ~25 35 b1 36 2
SGR1g Kerogen sediment b1 10 27 1 32 2
SRM 88B Dolomitic limestone 0.2 0.8 99 2
SRM 97Ah Kaolinite 94 2
SRM 98Ai Kaolinite-mic–quartz 40 25 25 2
STSD1j Stream sediment 6 14 14 34 32 2
STSD3 Stream sediment 6 17 5 31 41 2
STSD4 Stream sediment 2 6 6 41 45 2
SWY1 Na-montmorillonite ~90 ~3 ~6 b1 2
UNSAK Aragonite 54 45 5
Data sources: 1=Campbell et al. [28], 2=LANL X-ray diffraction measurement, 3=Brammer certiﬁcate, 4=Domtar certiﬁcate, 5=UNS certiﬁcate.
a BE-N also has 6% magnetite, 2% apatite, 11% zeolite (gonnardite), and 19% nepheline.
b DH 4912: minor talc may be present.
c GUW GNA also has 1% ﬂuorite and 5% topaz.
d Feldspar in GYP-C and GYP-D is reported as microcline.
e MO7 (Brammer VS MO7) also has 2% periclase.
f SARM 51 also has 4% siderite.
g SGR-1 also has 24.8% total organic carbon (~30% kerogen).
h SRM-97A also has 6% anatase.
i SRM-98A also has 10% anatase.
j STSD-1 also has 1% zeolite.
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11R.C. Wiens et al. / Spectrochimica Acta Part B 82 (2013) 1–27undecimated wavelet scales. In this space the local minima or convex
hulls are found. The search for these minima starts from the larger
scales and proceeds to the smallest. It is stopped at a scale which is
ﬁxed by the user. At the end, a spline function is interpolated through
the different minima. The default parameters are six (value of L) for
the UV and VIO spectral ranges, and ﬁve for the VNIR. Increasing
this parameter produces a smoother continuum; on the other hand,
a lower number gives a continuum that follows the spectrum more
closely. This procedure does not ﬁt the VNIR range well in the region
where the instrument transmission has a large drop between 850 and
905 nm [1]. To improve this region, the continuum removal is re-done
over the VNIR pixel range from channels 1801 to 2048 using a parame-
ter value of three.
The continuum that is removed by this procedure is shown in
Fig. 3c for the VNIR portion of the spectrum. This is the spectral
range which has by far the strongest relative contribution of the con-
tinuum. It is ampliﬁed in this spectral range relative to the other two
ChemCam spectral ranges, as the VNIR resolution is between four and
ﬁve times poorer than the UV and VIO ranges. Because the emission
peaks are spectrally narrow, their per-channel amplitudes are not re-
duced by increased pixel resolution in the UV and VIO; however, the
per-channel continuum contribution decreases. The continuum con-
tribution shown in Fig. 3c has an irregular shape because it is not
corrected for the instrument optical response. Various spectra have
been examined with the continuum removal either before or after
correcting for instrument response, and the removal works slightly
better when performed prior to instrument response correction.
Looking at Fig. 3a, one can see that the continuum removal was not
perfect in this case, leaving perhaps one to two DNs, or approximately
10% of the original continuum in some areas. This is true near the so-
dium line at 589 nm, where the instrument response contains a fea-
ture from one of the spectrometer's dielectric mirrors [1]. Other
areas exist where the continuum was not perfectly removed, includ-
ing at wavelengths longer than 860 nm. As shown in Fig. 3c, continu-
um was actually added rather than subtracted in this region due to
the difﬁculty of ﬁtting a very large absorption feature in the optical
system in this range [1]. For this reason, Level 2 LIBS processing
masks the region beyond 849 nm.
2.3.3. Wavelength calibration
We start with a baseline calibration for each spectrometer, pro-
duced from a LIBS spectrum taken during the rover system thermal
testing onMarch 22, 2011 using as a target a Ti plate at 2.8 m distance
and at approximately Mars atmospheric pressure. This spectrum was
selected because it was obtained late in the rover testing period, and
therefore was assumed to be close to ﬂight-like, and the spectrome-
ters were at 25 °C, approximately the temperatures expected in the
body of the rover during operation on Mars (a thermo-electric cooler
reduces the temperatures of the CCDs, but has much less effect on the
temperature of the overall spectrometer structures). The spectrum of
titanium was used as our internal standard because Ti provides mul-
tiple emission peaks in all three of the spectral ranges, facilitating ac-
curate wavelength calibration. This spectrum was used to provide a
baseline channel-to-wavelength calibration. All other spectra are ad-
justed to match this wavelength-channel map. As Mars pressure is
approximately 1% of standard terrestrial pressure, we calibrated to
vacuum wavelengths [31], the difference between Mars pressure
and vacuum being well within the uncertainty.
An adjustment of other spectra to this map is carried out using
partial matched ﬁlters on the spectra. This is ideally done by compar-
ing Ti spectra taken at regular intervals during pre-launch calibrations
against the above-mentioned reference spectrum. The technique also
works with some success matching the LIBS spectra of other materials
to the Ti baseline wavelength-pixel map or another similar and
well-calibrated spectrum. The partial matched-ﬁlter technique splits
the given spectral ranges (2048 channels for each spectrometer)into several windows of a given channel length, l. Each single window
is matched against the baseline Ti spectrum, and a channel shift giv-
ing the best correlation between the two spectral windows is deﬁned
for this window. In practice, the wavelength drift is essentially a func-
tion of spectrometer temperature. Based on thermal characterization
of the ChemCam spectrometers, the maximum expected shift is about
three channels for a ~20 °C operational temperature range. In some
cases where the temperature varies more than expected, a higher
maximum shift can be speciﬁed, and the time required for the calcu-
lations varies linearly with this value. Typically eight windows are
used (l=256 for 2048 channels in the spectral range), which give
eight channel shift values over the spectral range. This function of
eight values is then interpolated over the spectral range by a
third-degree polynomial. The channel shift function is then applied
to the wavelength values to match each channel to the baseline Ti
wavelength-channel map. Using a single window of 2048 channels
gives the average shift of the whole spectral range with the best cor-
relation between the default and the new spectrum.
As the above procedure alters the distance in wavelength space
covered by each channel, re-sampling of the intensities must be car-
ried out to adjust the spectrum by fractions of a channel and re-plot
it on the baseline channel-to-wavelength map. The re-sampling
uses a spline ﬁt to all peaks using the INTERPOL function in IDL.
2.3.4. Instrument response measurement, normalization, and distance
correction
To make comparisons between different instruments and also to
correct for optical response changes that take place over time on a
given instrument, spectra must be corrected for optical response.
The instrument response (IR) measurements and corrections are de-
scribed in Wiens et al. [1]. A brief description of the IR function as ap-
plied to the ChemCam calibration and distance correction is included
here. The IR function is written as:
DN ¼ L AΩ Δλ Δt  σ þ Off ð4Þ
where DN is the digital number (intensity in counts), L is the photon
spectral radiance in photons/second/cm2/sr/μm wavelength, A is the
source area imaged, in cm2, Ω is the solid viewing angle in sr, Δλ is
the detector wavelength bin width in μm, Δt is the integration time
in seconds, σ is the ampliﬁed conversion gain in DN/photon, and Off
is the offset provided in the analog-to-digital conversion electronics
[1]. In Eq. (4), L and Ω are inversely dependent upon the distance
from the ChemCam telescope to the target while A is increasingly de-
pendent on distance. ChemCam level 1 data are provided in two
forms: Level 1A data are given in DN, without correction for IR or
distance. Level 1B data have the IR applied and are given in photon
radiance.
Data used for both classiﬁcation and quantitative elemental com-
positions, done under Level 2 processing, are mean centered and var-
iance normalized (MCVN) as follows. The mean intensity (m) and
standard deviation (s) for each spectral range (UV, VIO, VNIR) are cal-
culated. The MCVN intensity is calculated as:
I MCVNð Þλ ¼ DNλ–mð Þ=s ð5Þ
such that the average intensity for each spectral range is 0, the mini-
mum value is a negative number, and the standard deviation is 1.
Signiﬁcant efforts were made to characterize the spectral response
as a function of distance. Several observables change as the distance
from the ChemCam telescope to the target changes including image
source area (A), solid viewing angle (Ω), source radiance (L) as well
as the laser spot size [2]. While the laser spot size increases as the dis-
tance to target increases and the laser energy remains constant, the
irradiance (W/cm2) decreases with increasing target distance. This
reduction in ﬂux with increasing distance results in a reduction in
Fig. 3. Contributions of various processing steps to the total signal for the VNIR portion
of the spectrum for standard BIR1 at 7 m during TVAC distance tests (#1 in Table 1).
Part (a) shows the spectrum after the noise (b) and continuum (c) were removed.
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the continuum emission. The distance dependence of the continuum
emission is the primary reason for its removal, described in
Section 2.3.2. above. The ﬂux dependence on distance was expected
to reduce the number of emission lines observed especially at the
7 m maximum stand-off distance. However, this was not ultimately
observed in the calibration data discussed in this paper. Investigations
into the distance dependence on the speciﬁc elemental lines determined
that distance had little to no impact. In fact, the laser-to-samplecoupling, described below, has a far greater impact on the emission
line intensity variations than any distance dependence up to the maxi-
mum 7 m stand-off distance. Consequently, it was determined that ap-
plying Eqs. (4) and (5) effectively correct for the stand-off distance.
3. Results and discussion
3.1. LIBS plasma size
An important parameter for the design of ChemCamwas the phys-
ical and angular sizes of the portion of the plasma containing emis-
sion lines. Generally, the plasma size is reported as a cross section
observed orthogonal to the laser beam (e.g., [5]), while the geometry
relevant for ChemCam is with a viewing angle coincident with the
beam. Previously it was reported (e.g., [4,32]) that plasmas created
under reduced-pressure environments were not only brighter but
also signiﬁcantly larger in diameter.
We measured the diameter of the emission line portion of the LIBS
plasmas when viewed at approximately normal incidence to the tar-
get with a laser energy of 17±1 mJ. An iron target was measured at
two different distances under conditions nearly equivalent to
ChemCam's laser on Mars. At 4 m the FWHM of the emitting portion
was found to be 380 μm and the diameter at 1/e2 (13%) of the maxi-
mum was 565 μm±10% (Fig. 4) as measured by the Spiricon camera.
A basalt target at this distance gave similar readings but with a
narrower peak, at 270 μm FWHM and a diameter at 13% of maximum
at 608 μm. At 9 m the diameter of the plasma produced on the Fe tar-
get was slightly larger than at closer distances, at 420 μm FWHM and
700 μm at 1/e2 of maximum. Using the Spiricon camera, the size of
the emission plasma from the Fe target at 4 m distance was tracked
with laser energy between 12 and 20 mJ. The FWHM increased from
330 to 430 μm and 1/e2 of maximum increased from 530 to 610 μm.
In addition to taking images of the total emission, a trifurcated
ﬁber and spectrometer were also used to check the extent of the por-
tion of the plasma providing emission lines. The ﬁbers, each 200 μm
in diameter, were positioned at the focal point of the telescope,
with a target positioned in a chamber with 930 Pa of CO2 at a distance
of 6.5 m. The telescope system had an effective magniﬁcation of 4.75
so that each ﬁber imaged an area of 950 μm in diameter FWHM. The
centers of the areas imaged by the ﬁber were 1.23 mm apart at the
target. This arrangement was used to conﬁrm that the emission line
portion of the plasma was smaller than the image space of the differ-
ent ﬁbers. With the emission line signal on one ﬁber, continuum was
observed in another and nothing in the third.
These results differ from earlier reports [6,32] that the emission
line portion of the plasmawas severalmm in diameter atMars pressure.
Instead, the emission-line portion of the plasma is approximately the
same size as the laser beam itself, which was measured on ChemCam
using the diameter of the bare Al exposed on a black anodized Al
plate, observed to range from 350 to 550 μm between 2 and 7 m [2].
The ﬁeld of view of the optical ﬁber at the back of ChemCam's telescope
is approximately 0.6 μrad FWHM [2]. If the LIBS laser and the optical
ﬁber are perfectly aligned, the ﬁber should collect essentially all of the
emission lightwithin its FWHMacceptance irrespective of the distances
of interest to ChemCam. Tests with ChemCam showed that the plasma
signal increased strongly with decreasing distance to as close as 1.5 m,
which was the closest distance tested, in agreement with the above
plasma size results and with alignment tests made by backlighting the
ﬁber [2].
3.2. Plasma temperatures
Laser-induced plasmas are complex, inhomogeneous structures
that form and decay quickly, and are characterized by their tempera-
ture and electron number density (e.g., [33]). The Boltzmann equa-
tion can be used to determine the plasma temperature, with the
Fig. 4. Image of the visible emission from a plasma generated with a 17 mJ laboratory laser pulse incident on an iron plate in 930 Pa of CO2 at 4 m distance, intended to determine
the size distribution of the plasma.
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(LTE) and is optically thin [34]. To be in LTE, the electron density
must be high enough for the rate of collisions in the plasma to exceed
the radiative rate [34]. For a single species, the Boltzmann equation
can be used to ﬁnd this temperature from the slope of the linear rela-
tionship between the upper energy level of the transition Ek and
ln(I∙λ /(gk·Aki)), where I is the spectrally integrated line intensity, λ
is the wavelength of the transition, gk is the upper level statistical
weight and Aki is the atomic transition probability [35]. The slope is
equal to −1/(kT), where k is the Boltzmann constant and T is the
plasma excitation temperature. In this study, we sought to determine
the relationship between plasma temperature with stand-off dis-
tances of 3, 5, and 7 m to understand how the stand-off distance in-
ﬂuences plasma properties using spectra from Test #1 in Table 1.
While numerous studies have stressed the importance of LTE as a
prerequisite to the calculation of plasma temperatures and recom-
mend selecting the observational gate width to exclude the initial
and ﬁnal parts of the plasma, ChemCam cannot be modiﬁed in such
a manner and each plasma is observed over its entire duration.Fig. 5. Boltzmann plots of selected Ti II lines (Table S2, supporting online material)
from standard BHVO2 positioned 3, 5, and 7 m from the instrument. The temperature
ranges listed are based on the upper and lower bounds from the standard error of the
slope. Error bars (not shown) for the y-axis are based on the standard deviation be-
tween the 3 replicate peak areas and are approximately the same size as or smaller
than the data points.Therefore it is likely that no ChemCam observation can be assumed
to be in LTE. To test for LTE, Cristoforetti et al. [36] outlines three re-
quirements for LTE in inhomogeneous and transient plasmas: (1)
the electron number density exceeds a certain level at a particular tem-
perature for a particular energy difference, referred to as theMcWhirter
criterion, (2) there is sufﬁcient time for excitation and ionization equi-
libria to be achieved and this time is less than the variation rate of ther-
modynamic parameters, and lastly (3) the diffusion length of atoms and
ions is less than the variation length of temperature and electron densi-
ty. None of these criteria can be checked with the currently available
ChemCam data set and it is assumed that the spatially and temporally
averaged observations are not in LTE, and as a result, the absolute
temperatures may not have physical meaning. However, the relative
differences between values obtained at different distances may provide
useful information.
Prior to the construction of ChemCam, several studies were
conducted under Mars-like conditions with equipment anticipated
to approximate ChemCam. Plasma temperatures in one such experi-
ment were determined by Sallé et al. [37] using a gated echelle spec-
trometer. They found excitation temperatures on six rocks to be
between 9000 and 11,000 K using the suite of neutral Fe lines be-
tween 350 and 400 nm at a single stand-off distance of 3 m. Howev-
er, the majority of these lines are at wavelengths that fall outside the
range covered by ChemCam's spectrometers, and therefore another
set of lines is required. Due to the resolution of ChemCam (0.15 nm
FWHM between 240 and 342 nm, 0.20 nm between 382 and 69 nm,
and 0.65 nm between 474 and 906 nm) and possibly due to line
broadening from the inclusion of the entire plasma emission in the
ﬁnal observation, ﬁnding relatively isolated lines that are present in
spectra at 3, 5, and 7 m distances was difﬁcult. Attempts were made
to ﬁnd a sufﬁcient number (>10) of neutral or singly ionized lines
of Fe, Ca, Mg, Ti and Si to use in the Boltzmann plot. Finally, 29 Ti II
lines (Table S2, supporting online material) between 307 and
457 nm were chosen as they are resolvable and are strong enough
to be observed at 7 m.
Fig. 5 shows an example of the Boltzmann plots at each distance for
BHVO2, a basalt. The peak areas used are the means of the peak areas
from 3 spectra that are themselves averaged from 45 individual-shot
spectra. Each group of 45 spectra was selected to be distributed
between the 4 analysis points on each sample pellet, thus reducing
heterogeneity from either the sample or the sampling parameters.
Uncertainties in the y-axis direction of the Boltzmann plot are based
on the standard deviation of the 3 peak areas and are not shown as
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Ti II lines were not checked for self-absorption but are believed to not
suffer from it due to the decreased atmospheric pressure (930 Pa) and
the relatively low concentration of Ti (maximum of 2.73% TiO2)
although it is recognized that, in the absence of a low-pressure environ-
ment, self-absorption can occur at concentrations as low as 0.1% [9]. The
29 Ti II lines were typically ﬁt with Voigt proﬁles, although occasionally
Gaussian proﬁles were used and a linear background was subtracted
locally over a small wavelength range. The PeakFit software from Systat
Software, Inc. was used for background removal and peak ﬁtting. To
determine the suitability of each peak for inclusion in the analysis,
peak ratios of adjacent peaks were found at each distance. The standard
deviations between the ratios at each distance were inspected and one
ratiowas found to change considerablywith distance and had a standard
deviation exceeding 1.0 in 2 of the 3 samples. However, each peak in this
ratio had low standard deviations in ratios with other nearby peaks and
neither peak was overly inﬂuential in the Boltzmann plots; therefore,
both peaks were kept in the ﬁnal analysis.
To our knowledge no studies of plasma temperatures have been
conducted at comparable stand-off distances. However, several studies
have been done at various energieswith distance held constant. This re-
sults in a change in on-target ﬂuences that can be compared to the
ﬂuences seen by ChemCamwhich have a constant energy and a varying
spot sizes (radius of ~120 μmat 3 mand 200 μmat 7 m).With the laser
at−10 °C, the ChemCam laser operates at 15 mJ per pulse, resulting in
on-target ﬂuences for the given spot sizes of 34 J/cm2 at 3 m, 19 at 5 m
and 12 at 7 m. Sabsabi and Cielo [35] found that at various time delays
for energies of 60 mJ, 100 mJ and 170 mJ, plasma temperatures of an Al
alloy increased with increasing energy by ~500–1000 K. However,
Yalcin et al. [34] studied aerosolized metals at ﬁve energies between
41 and 150 mJ at various time delays and found plasma temperatures
to be not signiﬁcantly different.
Temperatures for three powdered and pressed basalt geochemical
reference materials (BEN, BHVO2, and GBW07105) were calculated
using the Boltzmann plot method with 29 Ti II lines at 3, 5, and 7 m.
Temperatures ranged from 13,900–14,400 K at 3 m, 13,800–14,400 K
at 5 m, and 14,400–15,000 K at 7 m (Fig. 6); error bars are determined
from the standard error of the Boltzmann plot slope. Results from the
ChemCam data show no correlation with distance. For each sample,
we ﬁnd that the plasma temperatures at 3, 5, and 7 m are the same to
within ~5%. Given the difﬁculty in calculating the temperature using
ChemCamdata, within the uncertainty of ourmeasurementswe cannot
conclude that there is a relationship between plasma temperature andFig. 6. Plasma temperature as a function of distance. Error bars are the calculated upper
and lower bounds on the temperature based on the standard error of the Boltzmann
plot slope. These results conﬁrm that the relative ratios of peaks of the same element
are statistically independent of distance.distance. Additional work is needed using a higher resolution gated
spectrometer to reduce line overlap before any conclusions should be
made.3.3. Coupling efﬁciency
Different materials and different surface textures yield differing
ﬂuences of LIBS photons produced by the same laser beam. We refer
to this as coupling efﬁciency. The standards used in this study coupled
to the laser to varying degrees, with the strongest coupling material–
the Ti plate used on the rover calibration target assembly for diagnos-
tic purposes–providing about a factor of thirty more photons than the
weakest coupling standard. Fig. 7a shows the relative coupling efﬁ-
ciencies in terms of total emission from peaks, obtained on Level 1
data (after dark subtraction, continuum removal, and instrument re-
sponse correction) from the cleanroom 3 m data set (Test #6 in
Table 1). Fig. 7b compares overall total emission including continu-
um, taken from the raw data. Titanium was not included in these
plots, but was a factor of 3 higher than the strongest coupling geolog-
ical standard. Anderson et al. [16] noted that the samples with the
highest overall emission tended to be iron-rich samples. The overall
concept is that optically dark minerals give excellent coupling,
while low-iron, high-silica and high-alumina minerals such as quartz
and kaolinite, which have high albedo, tend to couple poorly. Howev-
er, the results in Fig. 7 indicate that some calcium and magnesium
carbonates are also excellent LIBS emitters, and in fact, a dolomite
(JDO1) is the strongest emitter with the continuum included and
the aragonite (UNSAK) standard is third. The correlation between Fe
abundance and overall emission is relatively weak. When considering
only the total emission from atomic transitions, the iron and titanium-
rich standard WM has the highest total radiance, at 3.2×1015 induced
by each laser pulse, over the spectral range observed by ChemCam. A
number of other iron-rich standards are nearly as strong in overall
emission. However, some of the carbonate standards are still nearly as
strong in overall coupling.
Another way to consider the coupling efﬁciency of a sample is to
compare the signal strength of an emission line of an element that oc-
curs in every sample observed in this environment: oxygen. There is a
triplet that is not resolved by the ChemCam spectrometers at 777 nm.
Fig. 7c shows the radiance in the highest channel for this peak (con-
stitutes 24% of the radiance in the entire peak) for the standards in
the cleanroom data set. The aragonite-rich standard (UNSAK) is 25%
higher than the next highest standards, a basalt (SR688) and an oliv-
ine (DH4912) standard. Note that these differences represent chemi-
cal matrix effects, because aragonite does not have a higher oxygen
fraction than other carbonates.
At the low end of each of the plots in Fig. 7 are three glasses
(norite, shergottite, macusanite), while the picrite glass tends to cou-
ple better. The macusanite couples so poorly that it was omitted from
several of the plots (see discussion below). The purest gypsum stan-
dard (GYPA) is also one of the poorest couplers. From a chemical
composition point of view there is no rationale for why gypsum stan-
dards do not couple well: They are rich in calcium, similar to carbon-
ates, and some sulfur-rich standards couple very well. However, poor
coupling is consistently observed for relatively pure gypsum. For both
the gypsum and the poor-coupling glass standards, in some cases the
coupling degrades signiﬁcantly over the course of successive laser
shots. This was true both for the gypsum and for the natural glass
standard, macusanite. For the latter standard, the ﬁrst laser shot
yielded a typical signal, but the second shot yielded only 15% of the
intensity in the ﬁrst, and by the ~20th shot there was less than 1%
of the signal in each shot (Fig. 8). For this reason, the data for this
standard were not processed. The overall emission level for the pure
gypsum powder standard GYPA did not drop initially, but between
shots 20 and 40 it dropped by about a factor of two. By comparison,
Fig. 7. Comparison of the emission from all peaks (a), total emission including continuum (b), and the peak channel of the oxygen 777 nm triplet (c) in the spectra collected by
ChemCam during observations of the large group of standards at 3 m (#6 in Table 1). Macusanite was only included in the plot of total emission including continuum (b) due
to the difﬁculty in coupling.
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ﬁled into the material.
Among the four different locations probed for each standard, the
standard deviation of the total emission was ~5% of the mean. There
was no signiﬁcant trend toward larger standard deviations with
weaker overall emission with the possible exception of the standards
with the very weakest emission (e.g., macusanite). Standard devia-
tion is revisited later in the context of compositions obtained by
LIBS, and the causes of the variations are determined in a few cases.3.4. Emission line irradiances and detection limits
The unresolved oxygen triplet used in Fig. 7c constitutes the stron-
gest peak in the spectrum of most samples observed in a simulated
Mars atmosphere. Based on the discussion above, this triplet together
can yield a radiance up to ~6.0×1012 photons/pulse/mm2/sr/nm. On
the low end of the range, ChemCam is sensitive to as few as 2000 pho-
tons entering its aperture, or a little over 107 total photons per pulse
emitted at a distance of 3 m (the solid angle fraction of the ChemCam
Fig. 8. Comparison of trends in total emission intensity in DNs (counts) over successive
laser pulses on the same location of three targets displaying relatively weak coupling
(e.g., Fig. 7).
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near the center of the respective spectral ranges.
There are several ways in which ChemCam can be useful in terms
of the elemental make-up of samples. One is to determine quantita-
tive elemental abundances of major elements and of those minor
and trace elements for which the signal is sufﬁcient to do so. A second
way is to determine the presence of elements for which the signal is
low, but which can still be detected. To that end it is useful to under-
stand the limits of detection (LOD) of a number of these elements. For
this study we will follow the methods of Lasue et al. [38], who pro-
posed three different criteria for detection limits:
1. Theminimum abundance of a given element for which an emission
peak can be clearly and systematically (for all replicates) identiﬁed
above the white noise. This will be referred to as LOD 1. Note that
for an ensemble of relatively few standards, this LOD may be rela-
tively inaccurate and may be a conservative upper limit.
This deﬁnition also lacks a rigorous criterion to tell what “signiﬁ-
cantly above the white noise” means. In this case we have taken a
3-sigma threshold above the white noise of a spectral region close
to the peak of interest. A proper deﬁnition of a LOD should state
what level of false negatives and false positives are accepted, and
should be based on some estimate of the dispersion of blank mea-
surements and on the dispersion obtained from measurementsTable 5
Limits of detection for selected minor and trace element emission lines.
Element λ (nm) LOD1 LOD2 LOD3 Correlation
coefﬁcient
Standard ppm (ppm) (ppm)
H 656 Ultramaﬁc 503 320 4966 0.75
Li 671 BHVO2 5 0.3 25 0.98
Cl 838 GBW07316 35,000
K 766 JDO1 16 13 12,401 0.95
K 770 JDO1 16 12 12,195 0.95
Cr 425 BEN 360 9.7 445 0.58
Mn 403 NAU2MED-S 303 63 1330 0.90
Mn 294 SGR1 267 65 1465 0.88
Cu 327 GBW07313 424
As 447 MCH2319 960
Rb 780 STSD1 30 11 42 0.94
Sr 408 NAU2MED-S 95 15 358 0.95
Ba 455 JB2 208 46 973 0.82
Pb 406 MCH2319 300with concentrations being close to the LOD [39]. If only a probabil-
ity of false positives is stated, it actually corresponds to a detection
threshold.
2. In the case where a sufﬁcient number of samples show a peak,
i.e., are above the detection threshold estimated from LOD1, it is
possible to determine a linear regression for the relationship be-
tween signal and elemental abundance. LOD 2 is determined from
the slope and the standard deviation of the minimum detected com-
position. This can bewritten as (LOD2)=ksmwhere k is a factor that
determines the probability of reporting false positives, s is the stan-
dard deviation of the measurements made at the lowest detected
concentration, and m is the slope of the regression line. Again, this
is really a detection threshold rather than a detection limit per se,
because false negatives are not considered. A value of k=2 is used
in Table 2, corresponding to a two-sigma case, i.e., a conﬁdence inter-
val of 95% [5].While this follows examples in recent literature [38,5],
themethod laid out by Currie [39] would use k=1.64 to determine
a detection threshold with a risk of 5% chance of false positives.
This assumes no intercept in the regression line and no associated un-
certainty, and no uncertainty associated with the slope of the regres-
sion line. It also assumes that the standard deviation of blank
measurements can be obtained from repeatedmeasurements of a tar-
get with low concentration. For LIBS measurements, where the con-
tinuum itself depends on the composition of the target and on some
matrix effects, it is indeed difﬁcult to achieve the conditions of a prop-
er blank, as it should ideally give rise to the same continuum, but
without the peaks of interest.
3. A ﬁnal method taking into account all sources of variation involves
calculating the slope and intercept values of the linear regression
used in LOD 2, and using the uncertainties of these, projecting
onto the y-axis the 95% conﬁdence level curves deﬁning the linear
regression [40]. LOD 3 gives more rigorous detection limits than
LODs 1 and 2, as it includes constraints on the probability of false
negatives. This is particularly true for LIBS results in which the un-
certainty of the linear regression is relatively high, as is the case in
the data examined here.
The data set used in this study is Test #1 in Table 1, with a distance
of 3.0 m. This test gives slightly better results in terms of signal to
noise than Test #6 in Table 1 due to the higher laser energy of
~14 mJ resulting from the cooler laser temperature, for which this
unit was optimized. By contrast, the laser energy in test series #6
was ~10 mJ. A disadvantage was that Test series #1 involved fewer
standards, which may have resulted in decreased regression line
quality than an analysis using a larger number of standards. Table 5
gives the results for several relevant elements. For some of the
peaks listed in this table only the lower abundances were used in
the regressions: Lib151, Crb500, Rbb170, and Srb1800 ppm. Addi-
tionally, the K peak regressions were ﬁtted with a polynomial to
give slightly better ﬁts. This is appropriate from a physical perspec-
tive, for example, if self-adsorption limits the emitted intensity from
standards with the highest K contents. One outlier was removed
from the Ba regression, which is most likely due to an interfering Ti
emission line. One can see that LOD 3 is substantially higher than
LOD 2 by factors between four and one thousand.
To complement the study done on the limited data set taken dur-
ing thermal vacuum tests (Test #1 in Table 1), some minor peaks
were identiﬁed in the spectra taken at room temperature on the larg-
er group of standards, as some of these had higher minor and trace
element abundances. For example, Cl was observed in samples with
3.5–4% abundances, Cu was observed in standards with 420 ppm or
more of that element, Pb and As were observed at 300 and 960 ppm,
respectively in the melanterite-bearing standard, and S was seen in a
number of standards. These were added to Table 4, but only as LOD 1.
A few of the minor element peaks are shown in their contexts in
Fig. 9. These peaks were taken from the spectral library corresponding
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highest abundances of the elements in question. Boron is an impor-
tant constituent of evaporite deposits, particularly in areas such as
the southwestern U.S. where pegmatite weathering has contributed
to the chemistry of the evaporites. The ﬁrst panel of Fig. 9 shows
the strongest B peak, at 249.85 nm, in this case at an abundance
level of 23,107 ppm in KGA-MED-S, which, like the other ceramics,
was made with lithium tetraborate to promote sintering.
Sulfur analysis with LIBS has been the focus of a number of papers
that studied this element either under a simulated Mars atmosphere
[41,14] or in other ambient gases (e.g., [42,43]). Detection of S
seems quite strongly affected by the laser energy, which is lower for
ChemCam than for many other applications. At energies of ~10 mJ
we observe that the strongest S peaks in the ChemCam spectral
range (240–850 nm) are in the 542–550 nm range, shown in Fig. 9b
for gypsum standards GYPB and GYPA (SO3=41 and 46.2%, respec-
tively). The presence of multiple unresolved emission lines results
in broad peaks at 543.02/543.43 and 547.51/547.65/547.97 nm,
while a single peak exists at 545.53 nm.
The strongest Cl peak is shown at 837.82 nm for GBW07316
(35,000 ppm) and GBW07313 (40,700 ppm), in contrast to SRM88B,
which as a limestone, has essentially no Cl (Fig. 9c). Fig. 9d shows Cr
peaks at 425.56 and 427.60 nm observed in the synthetic picrite
glass standard (2588 ppm Cr). Copper is shown in Fig. 9e; at an
abundance of 643 ppm in VZO106 only the peak at 327.49 nm is
seen. Another strong Cu line is usually observed at 324.85 nm, but it
is partially masked by an interfering Ti emission line. On Earth a
common occurrence of Cu is in sulfate minerals. Due to the higher
abundance of S on the Mars surface, it is possible that elements typi-
cally combining with sulfur might be found. Another such element is
As. Peaks of As II are shown in Fig. 9f at 445.97, 446.23, 446.76,
447.57 and 449.55 nm, observed in the melanterite-bearing standard
MHC2319, where its abundance is 965 ppm.
Rubidium peaks are observed in a number of standards high in sil-
ica and alkalis. The example shown in Fig. 9g, GUWGNA, has
2020 ppm of Rb. The Rb peak at 794.98 nm has an oxygen interfer-
ence centered directly under it; the Rb peak at 780.24 nm supposedly
has an Si I interference centered at 780.22 nm, but one can see from
the AGV2 trace that it is quite a minor interference. For reference,
AGV2 has only 66 ppm Rb.
LIBS is relatively sensitive to Ba, the strongest peak for which is
shown at 455.53 nm in Fig. 9h as observed in GBW07313, which con-
tains 4400 ppm of Ba. For comparison, basalt BIR1 has only 7 ppm of
Ba, but shows that Ti emission peaks at 455.10, 455.37, and
455.68 nm can interfere with the Ba peak. The ﬁnal panel of Fig. 9
shows a Pb I peak at 405.90 nm as observed in SARM51, which con-
tains 5200 ppm of Pb. The Pb peak is surrounded by Fe peaks; howev-
er, these should be resolvable from Pb.
Carbon presents a different challenge because of its presence in
the Mars atmosphere. The LIBS sparks ionize some of the atmospheric
species, and hence carbon is observed in all of the standards analyzed
in the simulated Mars atmosphere of 930 Pa of CO2, as pointed out in
an extensive study of carbon peaks from these spectral libraries [44].
Simply performing a linear regression, as done for the rest of the peaks
in Table 5, gives a LOD 2 of nearly 20 wt.%. However, by plotting the car-
bon peak intensity against that of the oxygen peak, one can see that
standards with sufﬁcient carbon depart from the trend produced by
samples with no inherent carbon. By taking the deviations of
carbon-bearing standards from the non-carbon trend, an LOD 2 of
2.4 wt.% and an LOD 3 of 6.0 wt.% can be obtained.
3.5. Quantitative abundance determinations using multivariate analysis
The Level 1 processed data described in Section 2 were used to
build a multivariate analysis training set using the standards in Test
#6 in Table 1. An IDL-based partial least squares (PLS) algorithm [45]was applied to yield compositional abundances (e.g., Fig. 1). The spe-
ciﬁc algorithm used here is known as PLS2, which ﬁts all elements si-
multaneously rather than each element separately (PLS1). For use
with Mars data the edges of the spectral ranges were masked so
that regions with the lowest signal-to-noise were not used. Masked
regions included λb246.8 nm and λ>338.5 nm in the UV (163 pixels
masked), λb387.9 nm in the VIO region (120 pixels masked), and
λb492.5 nm and λ>849.2 nm in the VNIR region (373 pixels
masked). However, for the results presented here the masking was
not used. It did not make much difference for the current analysis
using data taken at 3 m; however, it improved the results once the
Martian instrument response was applied and for longer distance
measurements. The results were obtained using eleven principal
components, which was selected because this number gave the best
overall results averaged across all major elements. This is clearly a
compromise, as some elements are ﬁt better with fewer principal
components while other elements with more emission lines are ﬁt
better with more components. A strong argument for using PLS1 in
future analysis is the ability to optimize each element separately,
which in some cases signiﬁcantly improves the accuracy at the ex-
pense of longer overall run times.
The quality of the abundance determinations was assessed using a
leave-one-out cross-validation, in which the model is successively
built with one standard missing each time, then used to estimate
the composition of the missing standard, and ﬁnally comparing it
against the known composition. This was done for all of the stan-
dards. Note that four spectra exist for each standard, and so all four
were left out. The predicted compositions for all four spectral obser-
vations of that standard were then averaged. The differences from
the known compositions are given in Table 6, and the standard devi-
ations of the four predicted abundances for each standard are given in
Table 7.
The uncertainty of any sample lying in the compositional range
covered by the standards is estimated from the root mean square
error product (RMSEP), which describes the accuracy of the measure-
ments, and the standard deviation, which measures precision. These
two quantities can be quite different for LIBS analyses, as shown by
the overall differences between Table 6 (representing accuracy) and
Table 7 (precision). The mean precision for SiO2 in these standards,
given by the mean of the ﬁrst data column in Table 7, is ±1.2 wt.%,
however, the accuracy is not as good, as shown by Table 6. The
RMSEP has been described and used in a number of recent works
on LIBS quantiﬁcation [11,13,15–17,38,46]. It is calculated by the fol-
lowing expression:
RMSEP ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
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n
Xn
i¼1
yip−yi
 2
vuut ð6Þ
where n is the number of samples, yip is the estimated abundance of
sample i and yi is its actual composition. The RMSEP is given in the
same units as the estimated quantity, in this case weight percent
(wt.%). The RMSEP values for the major elements in the training set
derived from the large-group analysis (Table 1, Test 6) are given at
the bottom of Table 6. Overall, many of the errors of the individual
standards are large, leading to a higher than desired RMSEP. In the
next section we will investigate sources of error and will then discuss
methods for signiﬁcantly reducing the errors.
3.5.1. Repeatability of composition estimates
By examining the results of the standard deviations (Table 7) and
the leave-one-out calculations themselves (Table 6) in detail, we can
understand some of the reasons for the errors. We look ﬁrst at the re-
peatability of the estimated abundances of each standard over the
four observation points per standard. We will refer to this as preci-
sion. Then we will investigate high-precision, low-accuracy results.
Fig. 9. Spectral regions showing selected minor and trace element peaks respectively for B (KGA-MED-S=23,107 ppm), S (GYPA=46.2, GYPB=41 wt.% SO3), Cl (GBW07316=35,000, GBW07313=40,700 ppm), Cr (picrite=2590 ppm),
Cu (VZO106=640 ppm), As (MHC2319=970 ppm), Rb (GUWGNA=2020 ppm), Ba (GBW07313=4400 ppm), and Pb (SARM51=5200 ppm). In each case one or two standards rich in the given element is/are plotted, in most cases along
with one or more standards poor in the same element so the trace peak can be distinguished from the surrounding peaks.
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dard deviations, respectively. The mean standard deviations are fac-
tors of ﬁve to twenty below the RMSEPs given for each element at
the bottom of Table 6. This conﬁrms that the measurements yield rel-
atively repeatable results and that precision does not contribute sig-
niﬁcantly to the overall errors. We will still brieﬂy investigate the
standards with the poorest precision.
The standard with the largest standard deviation is MHC3828
(Table 7), whose third point differs signiﬁcantly from the other two.
Further inspection of these indicates that the intensities of the spectra
from all observations but the one in question drop signiﬁcantly over
the course of the 40 laser shots. This standard is an impure gypsum,
and it appears that there is heterogeneity in the pressed powder. As
described above, pure gypsum does not couple well with the laser.
The interrogation in question appears to have hit an area with a
higher abundance of impurities; its composition differed slightly
and the LIBS intensity did not drop signiﬁcantly over the course of
the 40 spectra. The same phenomenon was observed in GYPD, anoth-
er impure gypsum standard, in which the overall intensity of the
fourth point did not drop in intensity nearly as much as the rest of
the points; in addition to having an overall stronger intensity, it clear-
ly maintained stronger iron peaks throughout the course of the 40
laser shots. Three other gypsum standards, GYPA, GYPB, and GYPC,
are more pure and did not display unusually high spectral standard
deviations (Table 7). It is possible that the impure gypsum standards
exhibit a fractionation between material which couples well with the
laser and the pure gypsum which does not couple well.
In addition to the gypsum standards, the rhyolite standard VH1
was found to have an unusually high standard deviation between
the four observations. Comparing all 40 spectra of the third observa-
tion point shows a bimodal distribution in which Si decreased and
Fe increased during the course of the observation. Several other stan-
dards appear to display more subtle variations: BK2 appears to have a
slight compositional difference in its ﬁrst analysis point relative to the
others; in VZO114 the signal appears to decrease at a slightly different
rate for Si than for the other elements.
We make two preliminary conclusions here: One is that the
precision of LIBS on a single homogeneous material–that is, the preci-
sion of the technique itself–is many times better than the RMSEP,
which is a measure of the accuracy. The instrumental precision is at
least on the order of the mean standard deviations in Table 7, and
likely somewhat better when the above standard heterogeneities
are taken into account. This means that within a given rock ChemCam
will be able to search for minute chemical variations far below the
level of the RMSEP, for example, in observing different layers in a
stratiﬁed sandstone or mudstone outcrop. A second preliminary con-
clusion is that heterogeneity of the standard powders is, in just a few
cases, a signiﬁcant source of spectral heterogeneity and hence, con-
tributes to a higher RMSEP. The observation of spectral heterogeneity
stemming from compositional variations in rock powder standards,
many with quantiﬁed grain sizes less than 20–60 μm, seems some-
what surprising at ﬁrst. After all, the laser beam typically bores
roughly on the order of 1 mm into the pellets during the 40 shots,
which is tens to hundreds of grain diameters deep, i.e., each laser
shot tends to remove several grains in depth, and the beam diameter
of ~350 μm, which is tens to hundreds of grains in cross section. How-
ever, a recent study [47] indicated that in rock samples, LIBS tends to
be sensitive to mineral grains at a scale somewhat smaller than the
beam diameter.
3.5.2. Contributors to PLS inaccuracy
Now we will look at the errors not attributable to precision issues.
In general, samples that have signiﬁcantly above-average abundance
of a given element will be under-predicted and samples that are deﬁ-
cient in an element will be over-predicted. This is shown most clearly
for low-abundance elements such as TiO2 and MnO, for which the PLSmodel relies heavily on emission lines other than those from the ele-
ment of interest (Fig. 10). However, the PLS model for all elements re-
lies to some extent on emission lines from elements other than the
one being predicted, and the trend of increasing error with composi-
tions farther from the mean is apparent to some degree for most of
the major elements. This is affected by the distribution of elemental
abundances, which is not constant in the training set. The model
will be biased toward optimal predictions for samples with composi-
tions in a range that is well represented in the training set. Samples
that are outliers have less weight in the overall model, and are thus
less well predicted.
There are a number of examples in which the reason for inaccura-
cy can be deduced from studying the loadings to see howmuch emis-
sion lines attributable to other elements play a role in the abundance
determinations of a given element. These cases are typically drawn
from compositional outliers, where loadings of other element emis-
sion lines that might make sense for the bulk of the training set do
not apply correctly to the more extreme compositions.
The olivine sample DH4912 prediction overestimates the amount
of Fe2O3, CaO, and TiO2 in the sample, while underestimating Al2O3
and MnO. DH4912 has the highest MgO content in the data set, and
the PLS models for Fe2O3, TiO2, and CaO all have positive regression
coefﬁcients that correspond to Mg emission lines. The predicted
Al2O3 content is actually negative for this target, likely because of
the negative regression coefﬁcients corresponding to the Si emission
line at 288 nm and the K lines at 766 and 770 nm. These lines are rel-
atively weak in the DH4912 spectrum, but the spectrum also lacks
most of the lines with positive regression coefﬁcients in the Al2O3
model, leading to a net negative prediction.
The sample BEN is a low-SiO2 basalt containing feldspathoid min-
erals. The PLS model overestimates the SiO2 content of BEN by
~9.5 wt. %. This overestimate is not unexpected: the model is trained
primarily on igneous rocks containing feldspar minerals. Feldspathoid
minerals are chemically similar to feldspars but have lower SiO2 con-
tents. Because the PLS model responds to emission lines other than
SiO2, it overestimates the SiO2 content of BEN.
Granodike is a low-SiO2 trachybasalt with a Na2O content of
4.51 wt.%. For comparison, the highest Na2O content in the cleanroom
data set is 5.91%. The PLS model underestimates the Na2O content of
Granodike, likely because the sample's spectrum shows relatively
weak Na emission compared to the Na2O content, as shown in
Fig. 11. A similar example, but in the opposite sense, is found in the
K2O abundance of GUWGNA. In this case the K is signiﬁcantly
overestimated based on anomalously high peak heights for this K
abundance. These are examples of chemical matrix effects, where
some feature of the sample chemistry apparently prevents the
expected Na transition intensity, or boosts the K transition intensity,
relative to that expected for the respective abundances. In these
cases, compositional estimates using peak area ratios would also not
give the correct result. However, a PLS training set that included
other similar standards displaying this same effect would presumably
yield an accurate result. Further analysis of the PLS results are given in
the supporting online material.
3.5.3. Steps to improve PLS accuracy
There are a number of steps that can be carried out to improve the
accuracy of composition estimates derived from the training set
obtained in this study. These include culling standards that are far
from the compositional range of the Mars samples and from the
bulk of the standards. Most of the standards were selected in anticipa-
tion of the Mars compositional range, but prior to landing this range
was not known. On the other hand, it is relatively easy to determine
which standards are outliers relative to the main body of standards.
This will be discussed in the next section. Additional gains are certain
to be made by increasing the number of standards used in the data-
base. This will involve using instruments designed to mimic the
Table 6
ChemCam LIBS errors in wt.% for oxides of major elements, from data set #6 in Table 1. Negative values indicate overestimation; positive values are underestimates relative to the
actual values given in Table 3.
Mean errors Error sum Mean sum
LIBS
Sum actual
SiO2 TiO2 Al2O3 Fe2O3T MnO MgO CaO Na2O K2O
AGV2 0.84 −0.38 3.30 −2.44 −0.09 −0.18 −0.03 0.00 0.47 7.74 96.62 98.11
BCR2 3.79 −0.09 0.52 0.51 0.01 −1.62 −0.85 −0.20 0.16 7.77 97.28 99.52
BEN −9.46 0.48 −0.46 −0.88 0.02 5.01 3.53 −0.10 −0.07 20.01 97.50 95.57
BHVO2 2.92 1.01 −0.93 2.53 0.00 1.54 1.86 −0.14 0.05 10.99 91.12 99.97
BIR1 4.82 −0.11 2.20 −2.11 0.07 0.07 2.95 −0.76 0.03 13.12 93.37 100.51
BK2 2.81 0.01 5.34 4.09 −0.02 −5.31 −2.44 −0.10 −0.14 20.26 95.08 99.31
BT2 −0.83 −0.44 2.80 −1.26 −0.02 −2.08 −0.13 0.93 −0.08 8.58 99.01 97.89
BWQC1 4.11 0.42 −0.90 2.80 0.12 −1.61 −1.76 1.89 0.35 13.96 93.93 99.36
CADILLAC 1.71 0.01 −0.87 −4.11 −0.03 2.32 −0.36 0.74 0.94 11.08 98.93 99.29
DH4912 7.76 −3.20 7.18 −16.63 0.38 −0.92 −12.22 1.31 0.53 50.12 114.44 98.63
GBW07104 12.41 0.03 3.42 −2.96 −0.07 −1.27 −3.34 0.92 0.61 25.04 85.20 94.95
GBW07105 −6.04 0.45 0.94 3.56 −0.02 1.21 1.05 0.65 0.91 14.82 93.98 96.69
GBW07108 −0.98 0.06 0.20 0.38 −0.02 2.03 5.71 −0.16 0.38 9.93 57.65 65.25
GBW07110 −3.80 −0.13 2.22 −0.50 −0.09 1.70 0.64 −0.28 1.73 11.08 94.82 96.31
GBW07113 −7.24 −0.04 −4.29 1.34 0.04 3.41 2.78 −1.37 0.93 21.43 102.58 98.14
GBW07313 −4.71 0.50 −2.54 2.58 0.36 −0.84 2.32 −0.07 −0.79 14.71 91.31 88.14
GBW07316 −4.27 0.24 1.24 1.98 0.29 0.83 2.98 0.66 −0.13 12.61 70.35 74.17
Granodike 1.61 1.18 −0.27 1.09 0.09 −1.86 −0.80 2.14 0.09 9.13 95.70 98.98
GSR2 9.54 −0.13 3.29 −3.72 −0.08 −1.79 −3.64 0.80 0.45 23.45 90.25 94.96
GUWGNA 17.17 −0.12 −0.36 −1.72 0.20 4.40 −2.28 0.22 −1.46 27.93 79.60 95.64
GYPA 2.52 0.18 1.93 1.47 0.06 −0.13 −11.33 0.38 0.06 18.07 38.57 33.71
GYPB 6.57 0.18 −2.89 0.14 −0.06 −4.66 −0.27 0.03 0.02 14.84 36.92 35.97
GYPC 0.37 0.13 −3.97 0.65 −0.09 −1.92 0.94 −0.05 0.24 8.38 44.56 40.87
GYPD −16.59 −0.28 −2.80 −2.74 −0.08 −1.34 5.68 −0.46 −0.59 30.55 61.65 42.46
JA1 3.55 0.02 −0.86 −1.67 0.02 0.48 −0.58 0.16 −0.53 7.87 98.48 99.08
JA2 5.11 −0.38 2.51 1.29 −0.07 −3.37 −0.84 −0.08 −0.26 13.90 93.75 97.66
JA3 2.92 0.32 2.10 1.19 −0.04 0.20 0.28 −0.48 −0.84 8.35 94.08 99.72
JB2 −0.43 0.03 0.93 2.14 0.07 1.64 0.52 −0.35 −0.08 6.18 96.11 100.57
JB3 0.48 −0.09 2.93 0.15 0.02 −0.29 0.30 0.47 0.18 4.91 95.94 100.08
JDO1 2.55 −0.10 −4.37 −3.40 −0.08 7.06 2.94 0.13 0.74 21.37 47.38 52.85
JR1 0.34 0.24 −5.35 −1.00 0.07 1.16 1.94 0.28 1.04 11.43 99.90 98.62
KGA-MED-S 6.52 0.13 6.71 −1.84 −0.06 −3.62 −4.51 0.04 0.71 24.13 74.10 78.17
M6-HAGGERTY 0.59 3.40 −10.20 5.92 −0.01 12.73 −5.94 −1.61 −0.41 40.82 92.23 96.70
MHC1356 −3.03 0.30 2.99 15.48 −0.08 −1.03 −0.79 0.56 −0.05 24.31 80.16 94.50
MHC2319 29.13 −0.41 2.08 −24.74 −0.02 −1.36 −6.07 0.32 −0.32 64.45 88.96 87.58
MHC3828 −9.46 −0.46 −3.62 −0.65 −0.14 −5.20 3.98 −0.53 −0.65 24.68 60.11 43.39
MO12 −0.95 −0.54 3.19 −2.56 −0.02 −2.26 −0.24 0.93 0.10 10.78 102.32 99.98
MO14 −0.69 −0.22 3.53 −2.20 0.01 −3.64 −0.96 0.63 −0.03 11.91 101.21 97.64
MO7 −7.67 1.39 5.62 2.79 −0.02 0.13 4.73 −0.15 −0.38 22.88 91.73 98.16
MOPPIN 1.50 −0.21 −15.04 −1.15 0.23 −1.27 −2.22 0.14 −0.06 21.83 101.43 98.97
MSHA 6.02 −0.72 1.55 −7.72 −0.06 −2.07 −1.00 1.37 0.17 20.68 102.33 99.87
NAU2 −12.51 0.63 −2.77 14.34 −0.09 0.78 0.04 −1.33 −1.00 33.49 91.08 89.16
NAU2-HI-S −9.75 −0.09 −1.82 −5.28 −0.09 −0.92 7.70 0.38 0.70 26.73 79.94 70.77
NAU2-LO-S 6.14 0.22 0.86 1.55 −0.05 −0.20 −2.13 0.48 0.39 12.01 78.39 85.65
NAU2-MED-S −1.30 −0.02 −0.53 −1.42 −0.07 −0.33 2.06 0.40 0.57 6.70 79.12 78.49
Norite 2.22 0.56 −0.81 3.30 −0.04 1.80 −4.41 −1.75 −0.04 14.92 103.81 104.65
Picrite −10.06 −0.07 1.32 7.18 −0.10 0.01 −0.08 −0.05 −0.27 19.14 104.60 102.47
SARM51 −21.11 0.29 −0.92 2.34 0.12 1.76 −1.08 −0.52 −0.46 28.61 86.84 67.25
SGR1 −7.79 −0.50 −0.47 −2.77 −0.21 2.67 −1.75 0.15 −0.35 16.66 66.58 55.56
Shergottite 0.87 0.24 −1.51 6.78 −0.06 1.65 −2.59 −1.86 −0.54 16.11 98.46 101.44
SRM688 1.72 −0.21 3.44 −0.89 0.03 −2.21 0.98 −0.09 0.01 9.61 97.57 100.36
SRM88B −7.63 −0.31 −4.64 −4.02 −0.08 8.02 3.64 −0.19 0.20 28.72 57.90 52.89
SRM97A −4.81 0.03 0.80 −2.57 −0.04 −1.30 2.42 −0.08 −0.07 12.11 91.23 85.61
SRM98A 0.70 −0.27 1.35 0.69 −0.10 −0.05 −0.40 −1.00 −1.12 5.68 87.13 86.93
STSD1 −0.47 0.09 0.40 −5.08 0.36 0.07 −3.11 0.06 0.01 9.65 75.72 68.06
STSD3 3.40 −0.08 1.13 −2.72 0.14 0.07 −1.79 −0.22 −0.06 9.62 75.63 75.50
STSD1 11.36 0.00 2.09 3.76 0.32 −0.88 −7.11 −1.37 −0.80 27.70 60.68 68.06
STSD4 11.07 −0.26 1.05 −3.47 0.03 −0.66 −2.99 0.22 −0.17 19.92 83.29 88.10
Trond 3.66 0.02 0.22 1.11 −0.11 −0.23 −0.96 1.42 −2.29 10.01 97.33 100.16
UMPH −7.42 −0.14 5.73 −3.67 −0.10 −0.10 −0.33 1.53 2.93 21.97 101.36 99.78
UNSAK 1.48 0.15 12.83 2.60 0.20 −0.57 9.12 1.12 −0.72 28.79 29.77 55.97
UNSZK −9.32 0.25 −2.59 −1.53 −0.02 3.13 2.74 0.75 −0.20 20.53 106.23 99.44
VH1 8.42 −0.63 0.84 0.85 −0.14 −4.57 0.76 0.37 0.81 17.39 93.46 100.17
VH49 −1.52 −0.43 6.05 −2.64 0.02 −2.66 0.42 0.14 −0.35 14.24 100.84 99.86
VZO106 −5.03 −0.43 −11.59 −9.92 −0.20 0.22 4.85 −2.99 −2.17 37.40 108.69 81.43
VZO114 4.39 −0.95 −9.27 1.84 −0.09 −0.02 −7.48 −1.80 −0.72 26.55 79.08 64.97
WM −5.23 −2.75 −6.87 4.35 −0.03 3.78 7.01 −2.25 −0.58 32.85 96.68 97.86
RMSEP 7.73 0.79 4.44 5.76 0.13 3.03 3.97 0.97 0.79
20 R.C. Wiens et al. / Spectrochimica Acta Part B 82 (2013) 1–27output of ChemCam, as will be discussed later. Improvements might
be realized by removing the standards mentioned above which have
large standard deviations.3.5.3.1. Removing outliers using independent component analysis. We
determine outliers in the PLS training model by calculating the dis-
tance between the spectra in the training set and an unknown sample
Table 7
Standard deviations of abundance estimates from the four analysis points for each standard, in wt.%.
Standard deviations (N=4) Std. dev. of sum pred.
SiO2 TiO2 Al2O3 Fe2O3T MnO MgO CaO Na2O K2O
AGV2 0.500 0.108 0.252 0.496 0.006 0.282 0.247 0.102 0.135 1.156
BCR2 0.547 0.084 0.127 0.325 0.002 0.289 0.098 0.060 0.056 0.314
BEN 0.257 0.059 0.167 0.397 0.003 0.478 0.196 0.074 0.041 0.487
BHVO2 0.165 0.129 0.166 0.510 0.002 0.355 0.186 0.038 0.032 0.330
BIR1 1.035 0.151 0.360 0.393 0.007 0.791 0.601 0.019 0.029 1.490
BK2 0.597 0.545 1.785 0.685 0.025 1.858 0.317 0.253 0.808 0.893
BT2 0.834 0.282 1.177 0.550 0.009 1.423 0.479 0.151 0.153 0.748
BWQC1 1.251 0.265 0.716 0.394 0.006 0.842 0.806 0.261 0.172 1.429
CADILLAC 1.392 0.129 0.687 1.216 0.013 0.319 0.507 0.148 0.166 0.791
DH4912 1.126 0.070 0.187 0.492 0.004 0.577 0.177 0.036 0.028 2.437
GBW07104 0.459 0.051 0.289 0.131 0.002 0.143 0.185 0.011 0.016 0.672
GBW07105 0.487 0.034 0.166 0.170 0.004 0.458 0.126 0.052 0.040 0.648
GBW07108 1.476 0.035 0.259 0.905 0.005 0.295 1.034 0.017 0.108 1.114
GBW07110 1.393 0.107 0.303 2.047 0.006 0.177 0.317 0.196 0.319 0.176
GBW07113 1.889 0.147 0.320 0.779 0.009 0.228 0.150 0.067 0.168 1.044
GBW07313 1.346 0.031 0.098 0.078 0.002 0.172 0.288 0.395 0.045 1.437
GBW07316 0.483 0.024 0.152 0.049 0.003 0.125 0.390 0.166 0.040 0.332
Granodike 2.560 0.425 0.364 1.348 0.008 1.047 0.405 0.324 0.116 1.756
GSR2 0.622 0.069 0.234 0.401 0.007 0.208 0.294 0.075 0.070 0.891
GUWGNA 0.559 0.030 0.394 0.330 0.010 0.205 0.101 0.039 0.073 0.611
GYPA 0.668 0.044 0.310 0.401 0.005 0.121 0.662 0.028 0.011 0.634
GYPB 0.839 0.022 0.286 0.245 0.002 0.470 0.703 0.071 0.025 1.005
GYPC 0.435 0.038 0.161 0.113 0.003 0.429 0.484 0.016 0.039 0.624
GYPD 6.892 0.079 0.759 4.451 0.014 1.583 3.465 0.066 0.206 6.375
JA1 0.537 0.094 0.204 0.473 0.004 0.190 0.359 0.078 0.059 0.375
JA2 0.370 0.052 0.119 0.128 0.002 0.208 0.177 0.064 0.075 0.467
JA3 0.843 0.135 0.246 0.914 0.005 0.324 0.191 0.134 0.120 0.743
JB2 0.472 0.083 0.162 0.500 0.004 0.293 0.329 0.048 0.013 0.610
JB3 0.985 0.158 0.395 0.367 0.011 0.332 0.937 0.056 0.058 1.008
JDO1 0.152 0.005 0.020 0.058 0.001 0.050 0.100 0.006 0.006 0.239
JR1 2.414 0.192 0.937 0.806 0.014 0.252 0.617 0.170 0.179 2.344
KGA-MED-S 0.741 0.023 0.341 0.271 0.003 0.228 0.304 0.035 0.038 0.608
M6-HAGGERTY 0.410 0.179 0.763 0.524 0.006 1.876 0.310 0.108 0.063 1.738
MHC1356 1.846 0.100 0.326 0.774 0.003 0.082 0.812 0.044 0.172 0.741
MHC2319 0.878 0.076 0.131 0.486 0.003 0.197 0.284 0.014 0.047 0.940
MHC3828 11.143 0.416 1.766 0.408 0.057 3.017 6.371 0.338 0.942 11.230
MO12 1.202 0.284 0.809 1.537 0.008 0.693 0.418 0.250 0.079 0.977
MO14 0.758 0.322 0.133 0.806 0.010 0.478 0.864 0.065 0.059 0.752
MO7 0.962 0.185 0.579 0.930 0.002 0.322 1.442 0.083 0.088 1.015
MOPPIN 0.551 0.106 0.219 0.459 0.001 0.098 0.538 0.089 0.028 0.635
MSHA 0.934 0.211 0.400 0.863 0.010 0.740 0.431 0.115 0.078 0.561
NAU2 0.606 0.072 0.170 0.221 0.002 0.178 0.252 0.029 0.028 0.999
NAU2-HI-S 0.703 0.061 0.130 0.480 0.001 0.064 0.404 0.022 0.011 0.182
NAU2-LO-S 0.514 0.023 0.107 0.449 0.002 0.131 0.242 0.031 0.031 0.294
NAU2-MED-S 0.563 0.035 0.158 0.293 0.002 0.131 0.245 0.026 0.038 0.686
Norite 0.901 0.040 0.430 0.169 0.004 0.090 0.307 0.054 0.080 1.187
Picrite 0.417 0.054 0.375 0.401 0.006 0.500 0.557 0.216 0.106 0.980
SARM51 0.412 0.115 0.171 0.161 0.004 0.396 0.173 0.047 0.060 0.757
SGR1 2.722 0.023 0.406 2.182 0.011 0.426 0.810 0.103 0.144 3.398
Shergottite 0.444 0.021 0.221 0.111 0.002 0.040 0.114 0.018 0.016 0.445
SRM688 1.093 0.329 0.670 0.495 0.014 2.246 1.049 0.182 0.105 0.865
SRM88B 0.219 0.012 0.043 0.173 0.003 0.101 0.312 0.022 0.033 0.691
SRM97A 0.471 0.081 0.112 0.255 0.003 0.210 0.200 0.022 0.054 0.591
SRM98A 0.623 0.073 0.562 0.478 0.006 0.250 0.061 0.039 0.065 1.006
STSD1 0.445 0.046 0.176 0.105 0.001 0.170 0.212 0.027 0.046 0.794
STSD3 0.737 0.077 0.388 0.137 0.004 0.066 0.150 0.094 0.098 1.152
STSD1 1.238 0.036 0.255 0.521 0.004 0.337 0.778 0.126 0.143 0.468
STSD4 0.600 0.096 0.187 0.445 0.005 0.085 0.581 0.055 0.028 0.661
Trond 0.544 0.082 0.286 0.231 0.010 0.452 0.284 0.062 0.212 0.399
UMPH 0.709 0.262 0.759 0.300 0.007 0.139 0.142 0.074 0.232 0.723
UNSAK 0.139 0.010 0.236 0.111 0.003 0.051 0.291 0.006 0.035 0.084
UNSZK 1.454 0.186 0.547 0.427 0.011 0.162 0.142 0.056 0.100 0.872
VH1 4.983 0.730 1.536 1.087 0.038 2.795 1.383 0.503 0.547 1.356
VH49 1.113 0.254 0.832 0.660 0.005 1.158 0.759 0.031 0.056 1.028
VZO106 0.354 0.081 0.261 0.582 0.006 0.476 0.173 0.227 0.024 0.576
VZO114 4.487 0.160 2.232 0.189 0.013 0.210 3.279 0.293 0.129 3.914
WM 0.863 0.118 0.241 0.282 0.003 0.237 0.128 0.058 0.053 0.545
Mean 1.201 0.129 0.430 0.568 0.007 0.498 0.595 0.101 0.112 1.151
Median 0.709 0.082 0.286 0.427 0.005 0.282 0.312 0.064 0.060 0.752
21R.C. Wiens et al. / Spectrochimica Acta Part B 82 (2013) 1–27(one of the standards). We remove the standards that are the least
similar to the unknown sample one by one to check the effect of out-
liers on the PLS predictions. Each time a standard is removed, a PLSmodel is re-calculated, optimized, and its prediction accuracy is
checked; it is assumed that the training model is adequate to predict
the unknown standard. We used independent component analysis
Fig. 10. Error in the predicted TiO2 content plotted against the actual TiO2 content of
standards.
22 R.C. Wiens et al. / Spectrochimica Acta Part B 82 (2013) 1–27(ICA) [48–51] to determine the distance in spectral phase space in
three different ways:
1. Euclidean distance calculated in the original 6144-dimensional
spectral space.
2. Euclidean distance calculated in an ICA reduced 10-dimensional
space.
3. Mahalanobis distance calculated in an ICA reduced 4-dimensional
space. Four is the maximum number of dimensions in this case be-
cause we have only four spectra per standard.
Standards are successively removed, largest distance ﬁrst, up to
the 56th one, leaving only ten. No more were removed because PLS
models clearly yield worse results when only ten standards remain
in a training set used to predict all of the major elements. The results
of Case 1 (Euclidean distance in 6144-dimensional space) are described
in detail, and thenwe provide qualitative comparisons to Cases 2 and 3.
Fig. 12 shows the distribution of spectral distances between a rep-
resentative standard, AGV2, and the rest of the spectra in the training
set. As expected, most spectra group in packets of four which all cor-
respond to the same standard. The groups of spectra with distances
above 80 correspond to DH4912 (nearly pure olivine), MHC2319,
and MHC1356 (sulfate standards). Other standards that are distantFig. 11. A plot of the Na emission line intensity at 589.16 nm versus the actual Na2O
content of the standards. Note that Granodike has a relatively low intensity for its
Na2O content, consistent with the underestimate by PLS.include gypsums and sediments, while the closest standards include
andesites and basalts, as expected.
As the outlying spectra are successively removed from the training
set, the number of PLS components that corresponds to the optimal
RMSEP decreases, as shown in Fig. 13. The initial optimum number
of components is large, as this calculation employed a leave-one-
spectrum-out rather than the leave-one-standard-out strategy that
resulted in the eleven components used to obtain the results in
Table 6. The accuracy of the PLS model was calculated after each suc-
cessive standard removal, and these accuracies are shown in Fig. 14
using two different metrics: the mean of the absolute accuracy and
the mean of the relative accuracy of the major elements computed. The
absolute accuracy weights the most abundant elements, particularly Si,
most heavily, while the relative accuracy weights most heavily the
least abundant elements computed, which tend to have the largest rela-
tive errors.
The initial part of the curves in both panels in Fig. 14 corresponds
to a signiﬁcant improvement of the PLS model prediction accuracy.
Typically, removing 5 to 7 samples improves the prediction accuracy
of the PLS model by a factor of about 2. The improvement is better for
the absolute accuracy, indicating that the accuracies of the most
abundant elements are improved more signiﬁcantly than the rest.
After that improvement, the PLS model prediction errors increase al-
most monotonously for each sample that is removed from the model,
showing, as expected, that a large number of samples is required to
provide an adequate model for elemental composition quantitative
predictions. The relative accuracy is not optimized for the same num-
ber of removed standards for each element. Typically CaO performs
better when more standards are removed than for the other ele-
ments, preferring the removal of at least 9–12 standards. It is possible
that this is due to the very large compositional difference between ig-
neous standards like AGV2 and carbonates, in which CaO comprises a
large fraction of the total.
For comparison, the standard-removal test was carried out in re-
verse, by removing the standards closest to AGV2 in Euclidean space
ﬁrst. In this case, there was essentially no improvement in prediction
accuracy, and instead, the general trend was towards steadily increas-
ing errors from the beginning.
Distances from AGV2 were determined by ICA in reduced 10-D
space. The same three standards were found to be outliers and the
overall distance distribution was very similar to the one obtained by
Euclidean calculations in the original space. The optimal number of
components once again decreased as the number of samples removed
increased. The accuracy of the PLS model as a function of samples re-
moved and the relative accuracy for each element followed similar
patterns to those shown in Fig. 14. The same analysis carried out
using the Mahalanobis distance in ICA again showed similar results.
The Mahalanobis distance appears to be slightly more sensitive to
the outliers and the reduction in the optimum number of components
as a function of the number of standards removed is somewhat
steeper.
A comparison was then made selecting as an unknown the spec-
trum of a clay standard, SRM97A, which is relatively far from the
bulk of the standards, for which basalts and andesites predominate.
In this case the only standard in close proximity in Euclidean space
was SRM98A, a relatively similar clay standard. In this situation the
absolute accuracy of the PLS model does not show any improvement
when outlier standards are removed unless about twenty are taken
out. The relative accuracy, on the other hand, does show a dip when
removing the ﬁrst few outliers. However, the relative accuracy starts
out high in this case because a number of the major elements are near
zero wt.% to start with.
Overall, this study shows that removing a few outliers signiﬁcantly
helps the accuracy of those spectra which are near the middle of the
distribution of spectra in phase space. However, the current training
set is not very large, and removing more than a small number of
Fig. 12. Histogram showing the number of spectra as a function of Euclidean spectral distance, in arbitrary units, from an AGV2 spectrum, using the full 6144-dimesional space.
Each standard is represented by four spectra taken at different points on the powder disks.
23R.C. Wiens et al. / Spectrochimica Acta Part B 82 (2013) 1–27outliers results in poorer accuracy and less generalizability to
unknown samples.
3.5.3.2. Adding new spectra to the database. As indicated above, a key
aspect of the ChemCam spectral database is the ability to remove
spectra that are not useful in covering the compositional ranges
and, more importantly, to add spectra which more closely represent
the range of data from Mars. The original database was built on spec-
tra taken by the ﬂight instrument prior to launch. There are two pos-
sibilities for adding new spectra of known compositions after launch
and landing. One is to cross-calibrate with the APXS instrument on
Mars. This can be done on homogeneous samples for which the differ-
ence in sampling size does not matter and for elements for which
APXS obtains accurate results, e.g., for Na, Mg, Al, Si, P, S, Cl, K, Ca,
Ti, Cr, Mn, Fe, Ni, and Zn [52]. Conversely, APXS cross calibration is
not feasible in areas of heterogeneous samples and, more important-
ly, for elements such as H, Li, Be, B, C, Rb, Sr, Ba that are not generally
analyzed by APXS. Although these are not analyzed by PLS, abun-
dances of these elements can be determined by univariate analyses
of ChemCam LIBS spectra, when present in sufﬁcient abundances.
Another method of adding spectra to the database is to make LIBS
observations on new standards using a surrogate instrument on Earth
that matches ChemCam's laser in energy and optical characteristics,
and with spectrometers that match the wavelengths and resolutions of
ChemCam's. Such instruments were built using ﬂight spare parts and
have been installed in laboratories at Los Alamos and Toulouse. It may
also be possible to add spectra using slightly less ChemCam-like instru-
ments. To add spectra to the database using any of these instruments
one needs to know how accurately each of the instrumental parameters
must be matched to ChemCam's. Experience with ChemCam suggestsFig. 13. The number of PLS components that yields the optimal accuracy (lowest
RMSEP) as a function of the number of standards removed from the training set.that the spectra are relatively insensitive to the laser energy.We explore
the requirements for matching thewavelength and ChemCam's spectral
resolution in the next several paragraphs.
To determine the sensitivity of PLS results to the wavelength cali-
bration of the training and test sets, we randomly selected ﬁve sam-
ples from the cleanroom database to be used as an “unknown” test
set. The remaining samples were used to train a PLS model for each
of the major elements, with the number of principal components
ﬁxed at 15. These models were used to predict the composition of
the test set after applying a shift in the wavelength calibration of
the test set spectra by up to ±3 pixels. This shift was applied in incre-
ments of 0.05 pixels up to ±0.25 pixels, after which the shift incre-
ment was increased to 0.25 pixels.Fig. 14. Accuracy of the composition of AGV2 estimated by PLS as a function of the
number of standards removed from the training set. Accuracy is presented both as
the mean of the absolute accuracy of the major elements computed (a) and as the
mean of the relative accuracy (b), where 0.1 corresponds to 10%.
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samples held out to serve as the test set. The result of these
repeated calculations was a set of ten RMSE curves varying with the
magnitude of the wavelength offset for each major element. For
each shift increment, we averaged together the ten RMSE values
and calculated the standard deviation, resulting in a curve of RMSE
values for each element with associated uncertainties (Fig. 15).
The curves showminima at or near zero shift in the wavelength cal-
ibration of the test spectra, and the RMSE increases as the offset be-
tween the training and test spectra increases. We deﬁne acceptable
performance as the range of shift values for which the RMSE of the pre-
dictions increases by less than 10% relative to the minimum value. By
thismetric, themaximum absolutemismatch inwavelength calibration
that still gave acceptable results was on average ~0.5 pixels.
The asymmetry observed in the average RMSE values in Fig. 15 is
likely related to asymmetry of the relevant emission lines. For example,
Ti shows a greater increase in error for a negative shift than a positive
shift. The most prominent Ti emission lines are in the range of
334 nm to 340 nm, and are broader on the long-wavelength side, con-
sistent with lower errors for positive shifts. The asymmetry in Mn ap-
pears to be caused by positive regression coefﬁcients corresponding to
the 279.6 nmMg II emission line in the PLS model. At ChemCam spec-
tral resolution, this line blends with the Mg II line at 279.9 nm, leading
to little change in RMSEP for spectra with positive shifts.
We conducted a similar set of calculations to assess the effect of
spectral resolution on PLS results, using the same method of selecting
a random set of ﬁve samples to serve as the test set, and generating
PLS models for each element with the number of principal compo-
nents ﬁxed at 15. In this case, no offset was applied to the wavelength
calibration, but the training set spectra were degraded by convolving
with a Gaussian with a FWHM of up to 10 pixels. The FWHM was
incremented by 0.2 pixels up to a FWHM of 2 pixels, after which it
was incremented by 0.5 pixels. Fig. 16 shows the averaged results of
ten different test sets.Fig. 15. Average RMSEP for nine major rock-forming elements as the wavelength calibratio
ation of multiple results using randomly selected test sets.Again we deﬁne acceptable performance as any model for which
the RMSEP increases by less than 10% of the original RMSEP. In gener-
al, performance is acceptable until the FWHM of the convolved
Gaussian is between 1.5 and 2.6 pixels. Al is the most sensitive ele-
ment to degradation of the training spectra, and this may be caused
by the close proximity of the Al I 396.26 nm and Ca II 396.96 lines
in the visible portion of the spectra.
3.6. Initial univariate calibrations on Mars
We include here the ﬁrst results on univariate calibrations on Mars.
The rover-mounted CCCTs [21,22] were analyzed periodically during
the ﬁrst 90 days of the MSL mission, in order to check i) the stability
of the spectrometers against possible shifts in wavelength-to-channel
mapping over a long period or as a function of the spectrometer tem-
perature, and ii) to obtain good statistics on the target compositions.
As discussed up to this point, there are two overall methods for deter-
mining elemental compositions from the ChemCam spectral data. One
method uses multivariate techniques, speciﬁcally partial least squares
(PLS), to interpolate compositions from a set of standards analyzed by
ChemCam prior to launch (see Section 3.5). The PLS results have been
used to provide rapid preliminary compositions on the tactical timeline,
and rely on the CCCTs for sanity checks. Another method, discussed
in Section 3.4, uses calibration of individual peaks to determine
abundances. This univariate analysis can take advantage not only of
pre-ﬂight calibrations, but can also re-calibrate on Mars using the
CCCTs to infer element ratios by ratioing the areas under the appropri-
ate peaks. As discussed extensively in the LIBS literature, each method
has advantages and disadvantages. An advantage of the univariate anal-
ysis is that it is simpler to implement.
As the ChemCam instrument allows acquisition of LIBS emission
spectra on three spectrometers, for most elements there a number
of emission lines available to use. The most stable emission lines for
major and some trace elements have been selected in order to usen of the test spectra is shifted by +/−3 pixels. Error bars represent the standard devi-
Fig. 16. Average RMSEP for nine major rock-forming elements as the spectral resolution of the training spectra is degraded by convolving with a Gaussian of increasing full-width at
half maximum. Error bars represent the standard deviation of multiple results using randomly selected test sets.
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of each spectrum. As noted in Section 3.3, emission is more efﬁcient in
the ceramic CCCTs than in the silicate ones, due to a better laser cou-
pling for the ceramics. The results presented here are based on averages
of 30 LIBS shots on each observation point on the CCCTs. We have used
three sets of CCCT observations performed 27, 76 and 112Martian days
after landing. The selected emission lines are the following (but not all
are presented here): 589 and 818 nm for Na, 318 and 422 nm for Ca,
288 and 390 nm for Si, 766 and 770 nm for K, 285 and 448 nm for
Mg, 309 nm for Al, and 438 and 404 nm for Fe.
A ﬁrst approach is to compare emission peak areas versus the
known compositions of the CCCTs for all of the major elements.
Fig. 17 presents the calibration curve obtained for the Mg peak area.
As each CCCT has been observed several times, several points are
reported for each set of analyses. Thus, the homogeneity of the CCCTFig. 17. Univariate calibration curve obtained on Mars data for Mg using the 448 nm
emission line, using CCCT observations from three different days.observations is seen in the plot. The results for some of the targets
known to be the most homogeneous cluster tightly (i.e., norite, picrite,
with a relative standard deviation less than 10%), but scattered points
are more typical of heterogeneous targets, as seen for KGA-MED-S
and NAU2-LO-S (Fig. 17). However, all of the tested calibration
curves present fairly good correlation coefﬁcients, even for those
with the highest heterogeneity in the CCCT. Thus, for each element
peak area it is possible to obtain an estimate of the elemental content
for each LIBS analysis.
As geologists frequently use element ratios for comparisons, uni-
variate analyses were also tested for this speciﬁc aspect. This element
ratio approach is also classically used by the LIBS community because
their use avoids the problem of differences in overall signal intensity
between samples. Fig. 18 shows that for Al/Si, all of the CCCTs plot
close to the regression line, giving an R2 of 0.92. In all cases, theFig. 18. Univariate calibration of Al/Si ratios using the 309 nm Al and 288 nm Si emis-
sion lines observed on the CCCTs on three different days on Mars.
26 R.C. Wiens et al. / Spectrochimica Acta Part B 82 (2013) 1–27element ratio curves present better correlation coefﬁcients than those
obtained for direct peak area curves.
Using three sets of CCCT analyses, we have obtained the ﬁrst uni-
variate calibration curves from Mars. Using these data avoids the use
of instrument response correction on Mars and is not subject to in-
strument transmission changes between Earth and on Mars. To im-
prove calibration curve correlation coefﬁcients we must acquire
more LIBS analyses of the CCCTs. It is clear that both univariate and
multivariate analyses will be used to determine compositions of sam-
ples on Mars.4. Conclusions
The ChemCam instrument on the Curiosity Mars rover represents
a signiﬁcant effort to develop a highly efﬁcient tool for assessing Mars
surface compositions at stand-off distances and with the capability to
proﬁle into rocks and soils. The work described here on ChemCam
LIBS calibration is the largest effort to date to investigate quantitative
applications of remote LIBS for geological ﬁeld work. A set of 69 rock
powder standards was used to characterize the instrument perfor-
mance. The standards are described in terms of physical characteris-
tics, elemental abundances, and in most cases, mineral composition.
We give an overview on the strategy for overall analysis of the
ChemCam data. This strategy focuses on using univariate analyses
for trace element detection and quantiﬁcation, and multivariate anal-
yses, supported by univariate analyses, for the major elements. We
describe the data processing steps to produce Level-1 LIBS data prod-
ucts. The coupling efﬁciency of potential targets varies by a factor of
nearly 30, and the relative coupling efﬁciencies are described. ChemCam
detection limits are investigated, showing, for example, that lithium can
be not only detected, but quantiﬁed with as little as 25 ppm.
The ChemCam LIBS calibration training set was developed and built
before the ﬁeld site (Gale crater on Mars) was selected, so it had to be
quite general to start with, but the methods needed to be adaptable to
the initial ﬁndings. We have shown that such a training set can be
built, and that the training set can be later adapted both by culling out-
liers that turn out to not be needed and, in the near future, by adding to
additional standards as initial ﬁndings dictate. It is shown that a larger
training set is strongly desirable, and it is shown that samples near
the center of the compositional phase space could be trained with a
smaller set than samples near the edge of the phase space. In anticipa-
tion of adding standards to the training set by using spectra obtained
on laboratory instruments nearly identical to ChemCam, requirements
are determined for matching the wavelength at each channel and for
matching ChemCam's spectral resolution. It is shown that errors associ-
ated with precision are only a small fraction of the overall uncertainties.
We have also shown that, preliminarily andwithin current uncertainties,
the plasma temperature does not appear to change as a function of the
distance to the target. Overall, the calibration database obtained with
the ChemCam instrument prior to launch has supported theMars analy-
ses moderately well, but will be enlarged and further optimized for the
Mars data that are currently being obtained.Acknowledgments
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