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9Resumo
0  objetivo deste trabalho é investigar a  existência de invariantes racionais para 
sistem as Ham iltonianos unidimensionais não-autônomos, istoé , com potenciais de­
pendentes do tem po. Discutimos resnltados recentemente pablicadce por LewÍ3s 
Leach e Goedert [10,36,37], onde estes autores consideram uma forma racional para 
o invariante, baseada em denominadores em ressonância. Apesar de proporem um 
método para o cálculo de invariantes racionais, tais autores não conseguiram obter 
nenhum invariante genuinamente racional. Através do ansatz por nós desenvolvido, 
que considera o invariante como sendo um a razão de dois polinómios em p de grau 
três, obtemos os resultados apresentados por Goedert e Lewis e um invariante mais 
geral que contém estes dois resultados como casos particulares. Nosso método, com­
parado ao método desenvolvido por Goedert e Lewis, é bem mais simples, tanto  na 
teoria quanto principalmente na aplicação. A obtenção de invariantes verdadeira­
mente racionais permanece um problema em aberto.
111
Abstract
The purpose of th is work is to  investigate the existence of rational invariants in 
one-dimensional autonomous Ham iltonian system s, th a t is one-dimensional Ham il­
tonians not depending explicitly on tim e. We discuss results recently published 
by Lewis, Leach and Goedert (10,36,37), where these authors consider a  rational 
form based on resonant denom inators for the invariant. Although they propose 
a  method to  calculate rational invariants, the mentioned authors were unable to  
obtain a genuine rational invariant. By introducing a proper Ansatz which consi­
ders the invariant as a ratio  of two polynomials of degree three in the momentum 
p , we obtain a more general invariant which contains those of Goedert and Lewis 
as particular cases. When compared wiht the  method of Goedert and Lewis, our 
approach is more simple to  apply. The determ ination of a truly rational invariant 
remains an open problem.
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1I. Introdução
1.1 M o tiv ação :
^  0  propósito principal na busca por invariantes para sistem as Hamiltonianos 
é simplificar a  solução do problem a matemático associado à  dinâm ica do sistema. 
Elm outras palavras, sim plificara obtenção de soluções das equações de movimento^
0  conhecimento de quantidades que se conservam durante a evolução tem poral do 
sistem a perm ite-nosfazer algum as afirmações e suposições a respeito do sistem a em 
estudo antes mesmo de resolver as equações de movimento para o problema. Estas 
quantidades que se conservam são, em geral, funções das variáveis dependentes 
do sistem a e têm recebido na literatura diversos nomes, entre eles, “constantes 
de movimento” , “integral do movimento” , “segundo invariante” ou simplesmente 
“invariante” . ___
Quando se estuda um problema físico específico, em geral, representamos o 
modelo por equações diferenciais nem sempre possíveis de serem resolvidas analiti­
camente. Nestes casos é im portante se te r conhecimento se um sistem a é integrável 
ou não e, se ele o for, conhecer-se tantos invariantes quantos forem possíveis, pois^  
como mencionamos, isto é de grande ajuda na solução do problema.
0  estudo de invariantes para sistem as dinâmicos tem despertado atualm ente 
bastante interesse. Tal interesse pode ser avaliado citando-se alguns trabalhos re­
centes publicados na á rea :[l-ll} . Um dos principais motivos deste interesse é a 
possibilidade de aplicar esses conhecimentos em outras áreas da física, ta l como 
física de plasma, física quântica e astronom ia [12,13,14].
A procura por invariantes tem  uma longa história. E sta  história está inti­
mamente relacionada ao próprio desenvolvimento da física clássica. Por exemplo,
o problema de três corpos, de fundam ental importância no estudo do movimento 
de corpos celestes, foi assunto de livros já  no século XIX (12,15,16j. E ste  problema 
pode ser resumido da seguinte form a: Três partículas se atraem  m utuam ente, sendo 
que entre cada par delas existe um a força atrativa proporcional ao produto de suas
massas e inversamente proporcional ao quadrado da distância que as separa. Elas 
são livres para mover-se no espaço e possuem um movimento inicial qualquer. A 
questão que se deseja responder é, uma vez conhecido seu movimento inicial, qual 
será seu movimento subseqüente?
A equação diferencial associada ao problema de três corpos não pode ser resolvi­
da de forma exata através de qualquer método analítico conhecido. Em 1887, Bruns 
mostrou que as dez integrais clássicas conhecidas para o problema * são os únicos 
invariantes independentes que são funções algébricas das coordenadas, momenta e 
tem po, que existem para o problema [17].
Através destes invariantes se pode reduzir a ordem do sistem a de equações ori­
ginal do problema, 18, para um sistem a de ordem 8, lembrando que a  ordem de um 
sistem a de equações diferenciais é a  soma das ordens de cada equação que form a o 
sistema.
Outro caso bastante conhecido, é o problema “restrito” de três corpos, isto 
é, dois corpos giram em torno do seu centro de gravidade, em órbitas circulares, 
sofrendo interações m útuas. Um terceiro corpo que não influencia o movimento dos 
dois primeiros, mas sofre influência destes, move-se no mesmo plano que os outros 
dois. Qual será o movimento deste terceiro corpo?
Em 1889,Poincaré mostrou existir um invariante para este problema, conhecido 
como “energia Jacobiana” , com a  característica de ser o único invariante explicita­
mente independente do tem po periódico nas coordenadas [17].
Nos nossos dias, uma im portante aplicação de invariantes explicitamente de­
pendentes do tempo para potenciais que também dependem do tempo é a teoria do 
plasma sem colisão [13]. Quando há uma única dimensão espacial, as equações de 
Vlasov-Poisson, que governam o movimento, descrevem um contínuo de partículas 
que movem-se no campo elétrico gerado pelas próprias partículas. A função dis-
* Esta6 integrais clássicas são os seis invariantes associados ao movimento do centro de gravidade 
(que move-se em uma linha reta com velocidade constante), os três invariantes associados ao 
momentum angular dos três corpos (o momentum angular em relação aos eixos coordenados 
permanece constante durante o movimento) e a energia (constante para o problema)
triboição do espaço-fase para as partículas, que é uma solução da equação de Vlasov, 
é um a função de invariantes do movimento de um a única partícula no campo 
elétrico. Neste caso, um invariante exato ou aproximado é útil, juntam ente com 
as equações de Vlasov-Poisson, para a  solução de ta is  equações.
Um outro exemplo da aplicabilidade da teoria de invariantes é a  solução da 
equação do oscilador harmônico com freqüência dependente do tempo:
ir +  =  0. ( / . l . l )
A obtenção de soluções para este oscilador harmônico bem como eventuais constan­
tes de movimento tem sido estudado por muitos autores, tan to  na área da mecânica 
clássica [18-21] quanto na área da mecânica quântica [22-27].
Um invariante para este sistem a físico foi obtido, já  em 1880, por Ermakov [28]. 
Posteriormente, em 1968, Lewis [14-19] obteve uma derivação mais geral envolven­
do este resultado, que ficou conhecido na literatu ra  como invariante de Ermakov- 
Lewis. Lewis mostrou que um invariante para o oscilador harmônico com freqüência 
dependente do tempo é dado por:
desde quex(í) satisfaça a equação (1.1.1) e p{t) seja um a solução da equação auxiliar:
^ +  w2( / ) / » = ^ .  (/.1.3)
/
f  Têm sido feito muitos esforços para encontrar modelos Hamiltonianos in­
tegráveis, onde o oscilador harmônico dependente do tem po é apenas um exemplo, 
dada a grande importância que adquiriram  atualm ente. P ara encontrar ta is  mo­
delos é preciso resolver a  equação diferencial parcial resultante da condição que a 
derivada to tal do invariante com respeito ao tem po deve anular-se. Contudo não
I  há um método geral para resolver a equação diferencial parcial que resulta desta 
condição. Então se deve fazer uma suposição mais provável para a forma do in­
variante, introduzi-la nesta equação diferencial e obter certas condições sobre os
parâm etros arbitrários do modelo de invariante escolhido. Este é o “método direto” 
de busca de invariantes, ou seja, o uso direto da conhecida condição:
“  =  m  + { i h )  =  0i ( / 1 4 )
onde { / , # }  é o colchete de Poisson entre o H am iltonianoe o invariante, definido 
por:
( A  m -  d A  d B  d Á  d B  
8xi dpi dpi dxi
Existem outros métodos de procura de invariantes, entre eles podemos citar 
o método das transformações canônicas, que consiste em uma maneira de sim pli­
ficar as equações de movimento através de uma transformação das coordenadas 
e momenta para outro conjunto de variáveis, sendo que nestas novas variáveis as 
equações de movimento ainda estão na forma canônica. Outro método bastante 
utilizado é o Teorema de Noether [20,30,31]. Segundo este teorema se o funcional:
•ti
J = í  £(?,?>*)<**>
Jto
onde L  é o Lagrangeano, permanece invariante sob um a transformação infinitesimal 
gerada por:
+ ? (» ,< )£ ■
então existe um invariante para este sistem a Lagrangeano do tipo:
/(*»?.<) = í^ + /(í.O-
As funções £, ç e /  são soluções da equação diferencial parcial:
t dL ÕL , 7- \ d L  ? r , 
í ã F  +  ’, 9 Í + ( ?  í ? ) 9 f +  í i  =  / -
N esta equação, o símbolo -  sobre uma letra representa o operador q^
Qualquer destes métodos têm como objetivo encontrar uma forma explícita 
para os invariantes de um determ inado sistem a dinâmico ou dar a  base para algum 
procedimento com putacional ou ambos. Dependendo do Hamiltoniano considerado 
e do modelo escolhido para o invariante, um ou outro método é mais eficiente, ou 
seja, poderá levar a  um resultado mais ou menos geral. A escolha é baseada então 
na experiência do pesquisador.
Veremos, a  seguir, alguns trabalhos que usam o método direto para a busca de 
invariantes, dando um rápido apanhado do que se tem feito na área.
0  caso de sistemas H am iltanianos bi-dimensionaisfoi tra tado  de maneira de­
talhada por H ietarinta [32]. O Ham iltoniano por ele considerado é bi-dimensional 
e independente do tem po, sendo que a discussão pode ser extendida a sistemas 
de dimensão mais alta . Em bora não seja objetivo do nosso trabalho tra ta r  de 
sistemas bi-dimensionais, a  discussão sobre integrabilidade e invariantes feita no 
review de Hietarinta é bastante interessante. Neste review, H ietarinta aborda o 
problema através da solução d ire ta das equações diferenciais obtidas do colchete de 
Poisson. Seu propósito é  listar um a coleção de sistem as Hamiltonianos integráveis 
e apresentar vário3 métodos de busca por invariantes para sistemas integráveis. 
Seu estudo está restrito a  sistem as Hamiltonianos bi-dimensionaise independentes 
do tem po, onde a abordagem é feita  pelo tipo  de invariante: seja ele polinomial, 
racional ou transcendental.
Invariantes que podem ser expressos através de um polinómio, para sistem as 
Hamiltonianos unidimensionais com potenciais dependentes do tempo, foram estu­
dados, por exemplo, por Leach et al. [33], Lewis and Leach [34] e Feix et al. [35]. 
0  método utilizado nestes trabalhos é o método direto mencionado anteriormente, 
com exceção de [33], onde foi empregado o método das transformações canônicas. 
Todos os potenciais que adm item  um invariante linear ou quadrático em p com 
seus respectivos invariantes foram encontrados por Lewis e Leach em [34]. Porém 
invariantes que são polinómios de grau superior a  dois não puderam ser calculados 
explicitamente.
Em |10j, Lewis e Leach apresentam nm ansatz interessante onde a  dependên­
cia do invariante no momentum é representada por denominadores com termos 
em “ressonância"* . D este modo eles conseguem unificar a  derivação de alguns 
resultados obtidos por outros métodos. Em [36-37], uma estru tu ra  é apresentada 
por Goedert e Lewis complementando a formulação envolvendo ressonâncias. No 
capítulo II, apresentam os e discutimos a  teoria desenvolvida nestes dois artigos, 
onde o problema é tra ta d o  de maneira análoga a  nossa.
Em nosso trabalho , estam os interessados em encontrar invariantes para o movi­
mento de uma partícula em um potencial unidimensional dependente do tempo ou 
não. Isto é, estam os interessados em invariantes para Ham iltonianos unidimensio­
nais do tipo:
Nesta expressão, o potencial V ( q }t) pode ou não depender explicitamente da coor­
denada q e do tem po t. Hamiltonianos deste tipo têm  bastante im portância teórica 
e prática e têm sido assunto de muitos trabalhos. Como exemplo, citam os algumas 
referências:[30,33-36,38-43].
Uma característica interessante do Hamiltoniano (1.1.5) é sua depêndencia em 
p,  que aparece apenas na prim eira parcela, ou seja, o potencial V ( f ,/)  não depende 
da velocidade. Segundo Lewis e Leach [10] “em casos onde um invariante é conhecido 
analiticamente para um Ham iltoniano desta forma, o invariante pode ser expresso 
em term os de um a função cuja dependência no momentum é simples e explícita”. 
Então podemos apresentar uma forma para o invariante que envolva funções em q 
e / acompanhando potências distintas de p.
A forma que escolhemos para o invariante é uma razão de polinómios com 
potências no momentum de ordem três, ou seja, um invariante racional. O método 
utilizado é o “método direto” , citado anteriormente.
Numa primeira reflexão, a existência de invariantes racionais pode parecer um
* Veja na secção II .l, página 11, o qne significa ‘ressonância*.
7tanto  qnanto artificial. E n tre tan to  é fácil convencer-se que ta l form a é de se esperar 
já  para sistemas físicos simples. P ara  tan to  desejamos agora, seguindo Lewis e 
Leach J7J, considerar o cálculo de invariantes para um oscilador harmônico simples, 
com freqüência igual a unidade, definido pelo Hamiltoniano:
ff = !(? ’ + ?')• C/-1.6)
As equações de movimento são dadas por:
í l = .dJ L  à±  = - dJ L
dí d p e dl dq 
Destas duas expressões obtemos:
%  =  ( /.1 .M )
Eliminando/» nas equações (I.1.7.a) e (I.1.7.b) obtemos a equação diferencial:
g +  f  =  0.
A solução desta equação em term os dos valores iniciais da coordenada e do momen- 
tum , qo e po, é bem conhecida:
q = p0sen(í) +  fo<w«(f), (J.1.8.a)
p = pocos(t) -  90«ea(<), (J .1 .8 Í)
Estas equações podem ser facilmente invertidas para dar os “invariantes* qo e po 
em função de ( í , />,/):
qo =  —p 8en[t) + (/.1 .9 .a)
po =  pcos(t) +  í«en(/). (/.1.9.6)
8Em bora o H am iltonianoif bem como ço e po sejam invariantes que não se encontram 
na form a racional, seus recíprocos podem ser facilmente colocados nesta forma:
H  p ~ \ q  P + t q ’ '
1  V - Ü r - m v  (/ -u o i )ío [ p -  qco8[t){senil))’ '
— = — (/ . l . i o. c)
*> (r  +
Um a outra form a para a solução das equações de movimento é:
g =  4sen(f -  #>), ( / . l . l l . a )
p — Aco8[t — <p). (1.1.11.6)
Neste caso podemos isolar as constantes ( “invariantes”) A e<p e obter seus valores 
em função de qyp e f:
À* = q * + p t = 2Hi (/.1.12.a)
<p = t - ê r c 8en— — ^ — m . (/.1.12.6)
(?* +  r ) '
O invariante <p não está na form a racional , mas tan<p pode ser obviamente posta 
na form a de denominadores em ressonância:
g g f -  « /“ f w  ( / . í .13)
Po C0«(/) p + qsen[t)fco8[t)
Em resumo, temos um exemplo de um sistem a físico im portante, o oscilador 
harmônico simples, cujos invariantes podem ser representados por funções depen­
dentes do tempo na forma de razões com denominadores em forma de ressonância.
A discussão deste capítulo serviu de m othação para o nosso trabalho. A seguir, 
definiremos aspectos im portantes a respeito de invariantes.
91.2 D efin ição  d e  In v a ria n te :
A determinação do movimento de nm sistem a dinâmico com um número finito 
de graus de liberdade, n, depende da solução de 2n equações diferenciais de primeira 
ordem *, conhecidas como “equações H am iltonianas” ou “canônicas” do movimento. 
P ara  achá-las em termos das coordenadas e dos momenta introduzimos o Hamilto- 
niano do sistem a que fisicamente representa a  energia to ta l. Uma vez determinado o 
Ham iltoniano, a evolução tem poral das coordenadas é dada em função das equações 
hamiltonianas:
*  =  f f .
com k = 1 ,2 , . . . ,» ,  onde n é o número de graus de liberdade do sistema. 0  
Hamiltoniano H  é uma função das coordenadas g* e dos momenta pt ,  podendo 
ou não depender explicitamente do tem po /. A solução do conjunto de equações 
diferenciais (1.2.1) levará a  um número de constantes arbitrárias de integração. 
Temos um conjunto de 2« equações de prim eira ordem, a  solução de cada uma destas 
equações levará a  uma constante de integração, logo o número to ta l de constantes 
arbitrárias para o sistem a será 2n. Como já  havíamos falado na secção precedente, 
podemos fazer algumas afirmações a respeito do sistem a dinâmico em estudo usando 
estas constantes.
Daremos agora uma definição formal do que se entende por invariante.
Uma determ inada função /(y ,p ,í)  será um invariante para um Hamiltoniano 
H (q,p,t) se satisfizer a  condição:
d i _ d i  d H d i  d H d i  _ d i  m _  . .
* = ã + * T í í ~  í T * " * l  + { I ' H ) - ° -  ( í2 1 )
Por exemplo, I{g,p,  í) poderá ser o valor inicial de q = g{0) ouj> =  ^(0) expresso 
em termos de ç (*),/>({) e t. Para um Ham iltoniano independente do tempo, um 
invariante é obviamente o próprio Hamiltoniano.
* A ordem da equaçlo é igual ao grau da maior derivada que aparece na equação.
0  conceito de invariante é útil porque nos permite usar /(<?,/>,*) para diminuir 
a ordem do sistem a de equações diferenciais do problema, onde a ordem de um 
sistema de equações diferenciais é a  soma das ordens de cada equação que formam 
o sistema. Num sistem a arbitrário  de equações diferenciais um invariante diminui 
a  ordem do sistema em uma unidade. Em sistem as Hamiltonianos a  ordem pode 
ser reduzida até duas unidades através de um único invariante. Quando existirem 
exatam ente«  invariantes para um sistem a com n graus de liberdade, dizemos que 
o sistem aé “integrável” , desde que estes n invariantes satisfaçam a condição:
~  1) 2, ■ • • >», í^-2-2)
ou seja, estejam em “involução” . Em princípio, de acordo com Hietarinta [32j, 
podem haver mais que n invariantes funcionalmente independentes, mas eles não 
estarão todos em involução. 0  número máximo de constantes de movimento é 2n. 
Um sistem a com N  graus de liberdade é chamado de superintegrável se se conhecer 
para ele mais que N  constantes de movimento. Cabe aqui fazer uma observação, 
tirada de H ietarinta, Phys. Rep. (1987) 89, sobre uma relação existente entre 
sistemas autônomos e não-autônomos. Um sistem a D-dimensional não-autônomo é 
equivalente a um sistem a D +l-dim ensional autônomo, onde / e p são as variáveis 
canônicas adicionais e:
$novo =  ^vt tko  "t" Pt•
No capítulo H nós, como já dissemos, apresentamos e discutimos a teoria de­
senvolvida por Go^edert e Lewis em [10,36,37]. O método por nós desenvolvido é 
formalizado nos capítulos Hl e W . Também no capítulo IV, através do Ansúlz  por 
nós desenvolvido, obtemos os resultados de Goedert e Lewis estudados no capítulo H 
e um invariante mais geral que contém estes dois resultados como casos particulares.
II. O Método de Goedert e Lewis.
I I . 1 0  M é to d o  de  G o e d e r t  e  Lew is:
0  método de Goedert e Lewis foi desenvolvido a  partir de um trabalho anterior, 
publicado por Lewis e Leach (8j , cuja teoria pode ser entendida com base numa série 
de três artigos:[10,36,37].
Nestes artigos os autores investigam a  possibilidade de existirem sistemas 
dinâmicos que possuam invariantes “racionais” dependentes do tempo, isto é, en­
volvendo a razão de dois polinómios, como mencionamos no capítulo anterior. A 
motivação que levou os autores a procurarem tais invariantes é que um grande 
número deles pode ser representado como funções racionais. Além disso, como uma 
função de um invariante é também um invariante, segundo eles, a forma escolhida 
é suficiente para considerar uma boa quantidade de invariantes.
No primeiro artigo [10], Lewis e Leach propõe invariantes através de um Am at z  
que possui uma dependência no momentum p em forma de denominadores com 
ressonância do tipo *:
/ ( f l M ) =  « ( , , , ) +  ( / / .  1.1)
onde os e v n são funções da coordenada q e tem po /, para um sistem a Hamilto- 
niano unidimensional dependente do tempo:
B =  j ? s +  V (} ,/). {II.  1-2)
Para que a expressão em form a de ressonância (II. 1.1) seja um invariante é 
necessário que a sua derirada to ta l com respeito ao tem po seja nula, ou seja, que:
dl  d l  fr d l  d l d H  d l  d H  A ( tt i o\
w  = w + { ! 'H )  = w + r q J i ~ r P J i = 0 ' ( / í -1-3»
* Note-se que, em [10], Lewis e Leach usaram n =  0 nas suas equações (1.8), (2.1) e (2.S) e não 
definiram os limites do somatório em (2.4), (2.7), (2.10), (2.S2) e (2.48), o que torna difícil 
o entendimento destas expressões. Outro aspecto que deve ser salientado é que para obter a 
expressão (3.1) é óbvio que, em (2.49), eles precisam tom ar a soma de s  =  1 até AT, o que não 
está explícito em seu trabalho.
=  0, (77.1.4.«)
onde H  refere-se ao Ham iltoniano dado pela expressão (D.1.2) e { í tH }  è o colchete 
de Poisson entre o invariante e o Ham iltoniano. Este requisito gera um sistema de 
equações que impõe condições sobre as funções da posição e tempo, e (í,f), v» (í,í)  
e «„.(ç,/), que aparecem na expressão (H .l.l) .  Substituindo (II. 1.1) e (H.1.2) em 
(H.1.3), obtemos um polinómio em p. P ara  que este polinómio se anule para qual­
quer valor de />, como é requerido pela expressão (II.1.3), é necessário que os coefi­
cientes que acompanham cada potência de/> se anulem. Isto gera o seguinte conjunto
de equações diferenciais parciais que envolve o potencial:
dc 
dq
f í + E ^  =  0. ( "■ !■ « )%-1 3
^ + M  =  o, (II .IA.C)
du% d u n d V  /rr
i r + v ' - § i  = ~ W  l n ± i J )
A seguir mostraremos como se obtém  este sistem a de equações. Levando-se em 
conta a  expressão (H.1.2), a condição (H.1.3) dada anteriormente pode ser escrita 
como:
dl  d l  d l  d V d l  n
i í  =  W  f d f  ~  7 > f d p = (/ Í  I 6>
Substituindo I  por sua form a (H .l.l)  e definindo X  = p -  «*,, teremos após 
rearranjo de alguns termos:
41 í t  , J( , 1 , 9o» ,
J 7 = ã í + Í ,ã ?  +  E x < i r + Í ,ã 7 >3 n— 1 1
A i 1 , dita d u n d V .
+  ív* - d f  + p v ' - ~ d i  + ~  ' 1 ^
A primeira soma de dois term os entre parênteses em (H.1.6) pode ser substi­
tu ída por outra de três termos:
dV* _  dvn ( _   ^dvn , d v n
e, no segundo parênteses, somando e subtraindo a quantia teremos:
3«» dun d V
v*~dT + pv ' - d i  + W Vr =
dun , , d u n dtin dV
' • " ã r + ^ _  + " • " • ' » r + ã í " " ~
dun dvn dun 31a /rr<  ...+  (J/.1 .8)
Com isto podemos reescrever a equação (II.1.6) como:
âí _ d c  t 3c ( ^  1 t 3t/* t 3t»M
*  ~ 3 í + í?3Ç + a > j t  3* + tt* 3 í  + dt *
P  1 , v  d u n d u n dun d V
+  g  +  * * - * -  +
3c 3c d v % 1 . dv% dun dvn .
= ã í + í  ã ? +  E  +  E  x  + " - i f +  i r )
tfE l  { dxin d V  OVn\ fTT , «v
J f ( « » v » - ^ — +  v a - ^ -  + v f t - g r ) .  ( J / . 1 .9 )
» = i  1 ’
Observando-se que:
dv% 3u» 3tt»t/«. , , ,  t in »
“ " ã r + ,” - ã í- = - 9r '  ( í / u o )
a expressão ( H l .9) pode ser reescrita como:
N dv N 
dt y dq ' ^  dq +  ^  X v dq ' dt* U :  1 3 I 2
NT> 1 t ^tí*.
+  ( v , i t < t t “ 3 7  +  V n  3 7  +  “
<f/ 3c , 3c , r  3 » , r  1 ,3v*uR 3t>^
—  + L  3 7   L  x h ^ ~  + i r >
B=1
Para  que esta igualdade seja identicamente nula para variações arbitrarias de p , 
todos os coeficientes de p - 2 ,/»-1  ,/>° e /> devem ser nulos. Deste modo obtemos o
sistem a formado pelas quatro  equações diferenciais definidas anteriorm ente pelas 
equações (II.1.4.a-d).
Obtivemos assim quatro  equações diferenciais parciais que implicam numa 
condição necessária e suficiente cujas funções un e V  devem satisfazer para 
que a expressão racional dada pela equação (D.1.1) seja um invariante. P ara  um 
dado potencial V,  será possível encontrar invariantes na forma (11.1.1) se o sistem a 
(n.1.4) for solúvel para um dado N .
No segundo artigo [36], Goedert e Lewis apresentam uma formulação que em ­
prega um conjunto de “momentos discretos* que, segundo eles, é bastante ú til no 
cálculo dos invariantes. Em vez de determ inar os v» e os v n diretamente, eles in­
troduzem novas incógnitas j* , funções dos t/B e de modo a obter um sistem a 
de equações algébricas lineares, mais conveniente de se trabalhar do que o sistem a 
de equações (E .1.4), além de um a única condição necessária e suficiente sobre o 
potencial para este adm itir um invariante do tipo (II. 1.1).
A definição dos N  momentos discretos g^ introduzidos por eles é:
(JJ.1.11)
n — 1
Segundo os autores, se, para fixos q e t ,  considerarmos as quantidades vR(ç, f) sendo 
os valores de uma função v(qip i í) que é definida em um conjunto de valores discretos 
de p } dados por p — tf»(<?,/) para 1 < n < N f então £ * (í,í)  é o k-ésime momente 
de v{q,p,t)  naquele espaço discreto de valores de p.
Através de manipulação do sistem a de equações (D.1.4) é possível encontrar-se 
duas relações de recorrência para os gt.  Uma delas perm ite calcular os momentos 
discretos gt a partir do potencial V^ç,*), sem resolver (ü .l.4c-d). A ou tra  é uma 
relação de recorrência adicional algébrica, complem entandoa relação de recorrência 
diferencial anterior, que relaciona os gj- aos coeficientes de um polinómio em p 
cujas raízes são os un .
Para encontrarmos ta is  relações de recorrência, consideraremos as equações 
(ü .l.4 .c )e  (II.1.4.d). M ultiplicando a  prim eirapor , a  segunda por ( k -  l)tfJi-2
vamos ter:
k-xÕUnV* _  l(dvn_ dtín_ à v ^ .  _  »
dt  * a? R ' df ô f  dq*  ’ (/ / 1 1 2 -a )
( * - l)« S -! ^  +  (* -  =  - ( * -  1)“ S"2^ -  (« .1 .12 .»)
Agora, se adicionarm os as dnas expressões acima e tom arm os o somatório em 
n de 1 até N, temos:
N  a  ■ N  a  N  a
2 ^ “ ^ 5/ z ^ Uji ’ * a ç + 2-> » a ?
t t r  1 71= 1 1 r*.= 1 ’
+ £ ( * -  i r - ^ - , + £ > - 1 « - 1- . ^
ft= 1 »=1 v
=  - ( * - i ) f ; « í - s % ^ .  ( / / . i . i 3 )
n~ 1 ’
qne, rearranjando os term os, torna-se:
» = i
n= 1 ?
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Como jfc =  J2n=i  “ s-1'*- (expressão (11.1.11)), os momentos discretos g t - 2 e g t - i  
serão:
JV
Sk- 2 =  ^ « j r 2vRl (//.1 .15 .c)
»=  1
f * - i  =  (J/.1.15.&)
«.= 1
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e a derivada parcial em relação ao tem po de g t - i  (H.1.15.b) será:
» = i
Logo a  equação (E .1.14) vai ficar, se substituirm os os valores $k- i  e ^ f 1 :
% i + £ > ^ + * - , . £ )  -  =
«.= i 1 1 «.= i 1
- ( * -  (I/.1 .16)
^ 71- 1  ’
Se derivarmos a  expressão para y* (11.1.11) com respeito a ç, vamos ter:
% T = S ( ( / í l l 7 >
que é igual ao primeiro somatório em (11.1.16). Considerando isto, a  expressão 
(n.1.16) pode ser escrita como:
T i  - - a j s r  -  < * -  • * * '  </ / u 8 >
P ara  k  =  0 devemos considerar as expressões (13.1.4.b) e ( H l .11):
N
* = £  t’*, ( /J . l . lô .a )
Se substituirm os (13.1.19) em (D.1.4.b):
| £ + ^  =  0 ,  ( / / . 1 . 2 0 )
integrando ambos os term os da equação acim a em relação a  g:
§o =  +  a o(0» (J/.1.21)
onde or0(f) representa uma função em / arb itrária. Como c(g,f) é apenas função de 
/, por (II. 1.20), podemos escrever esta expressão como:
ío =  + a o(0- (//.1 .22)
Asexpres3Ões ( I í . l . l8 )e  (D. 1.22) formam a primeira relação de recorrência para 
os gic definidos na equação (II.1.11). Com esta relação de recorrência diferencial 
obtemos os momentos discretos gk em função do potencial V (g ,í) e dos próprios 
momentos discretos f*.
Uma segunda relação de recorrência algébrica fornece os coeficientes a% a partir 
dos momentos discretos g*. P ara  se chegar a  esta segunda relação de recorrência 
lembremos que as quantidades an são coeficientes de um polinómio em p cujas raízes 
são as funções u*:
N
f l W = T T  ( ? - « » ) •  { / / .1 .2 8 )
k - 1
Efetuando este produto temos:
JV 
£  
t = i
Uma vez que os são raízes de £(/>),então jD(«n.) =  0:
Ar
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D ( t )  = f K + Y i t a N- t . (/J.1.24)
ttg +  ^  í i« »  * = 0 onde 1 <  n < N .  (//.1.2S)
h-i
Usando a  definição (II. 1.11) dos momentos discretos f*, podemos escrever:
N
í í  -  2 - f  * * *
18
N  N
k=ln=l
N  N
{II.  1.26)
desde qne / >  N ,  para evitar potências negativas para os ou índices negativos 
para os momentos discretos.
Então, os momentos gi podem ser escritos como:
N
Si = 00111 1 ^  (JJ.1.27)
n= 1
Esta é a segunda relação de recorrência, a qual, juntam ente com (E .1.18), 
fornece os valores para as funções e os coeficientes an. Os momentos discretos ge 
podem ser calculados a  partir do potencial através de (II. 1.18). Os resultados são 
usados em n das equações de recorrência dadas pela expressão (II.1.27) para obter 
um sistem a de equações algébricas lineares que determ inam  os coeficients a w.
Até aqui o que fizemos foi mudar as funções desconhecidas da forma inicial do 
invariante, os e «w, para os gt e c*. Agora temos que reescrever a  equação para 
o invariante racional (E. 1.1) em termos destas novas variáveis. P ara  tanto , primeiro 
mostraremos que o polinómio D(p)  pode ser escrito como:
N k
Efetuando o produto do primeiro fator em (D. 1.28) temos:
N k
N k
{II.  1.29)
k = 1 5=1
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Agora fazemos a mudança de índices para k = k  — 1 t a  = 8 — l e  reescrevemos 
(EL 1.29) como:
•d «  =  ! > " "  ÈK-0 <7 = 0
N  k
" „ N - k  V a  „  «>s 
rp  k~ s n '
k— 1 5=1
Através de manipulação direta é fácil m ostrar que esta igualdade pode ser escrita 
como:
N - i  N
D{p) = £  PN~ K<iK -  Y  * *-***-  (//.1 .80)
K=0 S = l
Se somarmos e subtrairm os nesta expressão a  quantidade , podemos
escrever:
D{p) = Y , P N ~ ba* ~ Y , a N ~  8U*'  (//.1 .31)
k=0 s=0
E sta  expressão pode ser escrita como:
D { p ) =  Y P N ~ kat - J 2 astl* ~ S- (//.1 .32)
k=0 í=0
0  segundo som atório identifica-se como que é igual a  zero, logo:
N  
£
k=0
o[p)  = ' £ r K- i H .  ( l i .  i.33)
E sta  definição é a expressão (11.1.24) do polinómio D[p),  portanto (D.1.28) está 
provado.
Podemos reescrever a  form a racional para o invariante (II. 1.1) multiplicando e 
dividindo esta expressão por D(p):
/ ( , , , , / )  =  «(») +  5 ^  f » .  (//.1 .34)
Substituindo D{p)  pela sua expressão equivalente (H.1.28),temos:
k= 1 s=i
Lembrando que a  definição de g^ é dada pela expressão (U .l .l l)  e a  definição 
de D{p) é (II.1.33), teremos:
/ ( « , ? , ( ) =* w + ( " - U 6 >
lembrando que ôo — 1-
P ara o caso N  =  1 tem os o invariante (E .1.36) como:
% P , ' )  =  <(') +  ^ r ,  (//.1 .87)P +  «1
sendo que as relações de recorrência (13.1.18), (II. 1.22) e (E .1.27) fornecem as 
seguintes equações:
?° = +  
dgo
s t  -  í 1 _  _ ô í? 0 )
dg t d V  
Í 2 - - - ^ - - Í 0 - ^ - ,  Si ® í í i  •
Quando N  =  2 o invariante será:
e as relações de recorrência levam a:
ío = - ^ J  +  ao(f), =
20
/(«,?,<) = d o + n ç j E * '
Í 2 -  ~  Í 2 -  - ( « l í l  +  <»2Í o ) ,
21
$& ~  ~ ~ § f  ~  í » _ _ (a iÍ2 +  «2Íl), 
o  d V  ( _L >
Í4 =  ~ Í H ~ S i l>q'  í 4 =  “ (fll*s +  fl2f 2)>
E finalmente, se iV =  3, terem os:
/(* ,* ,< ) =  (/J.1.39); w  />3 + «ij>2 + a2p + cs 1 1 7
e o seguinte sistem a de equações para os gt  e aR:
dc . . ôgo dg\ d V
í o  d t g ° ° ( ' ’ s ' - ~ ~ d t : H ~ ~ ~ W ~ S o T i '
S n  „ d v  ,  .
Í3  -  í s  ~  "“ l®1^ 2 +  fl2ífl +  fl3í° )>
f y s  * à V  , x
z ~ d q '  Í 4  -  - ( « 1 Í 3  +  « 2 Í2  +
dg4 À d V  , ,
Í5  ~  ~ ~ $ f ~  Í5  “  +  f l2 ÍS  +  « 3 Í 2 J ,
06 — ~  +  fl2^ 4 +  flâí â )>
A igualdade (EL 1.36), acim a, nos fornece o valor do invariante em função dos 
momentos discretos gk e dos coeficientes an. P ara encontrarmos o invariante usamos 
as duas relações de recorrência (II.1.18) e (II.1.27). A primeira fornece os gk em 
função do potencialV^Çjf) e a  segunda os valores dos &n a partir dos g%. Se V (g,f) 
adm itir um invariante com N ressonâncias, então este invariante pode ser escrito na 
forma (II. 1.36) em term os dos momentos gt e dos coeficientes an. Os g* podem ser 
calculados de (II.1.18) em função do potencial e 2N  + 2 funções desconhecidas de 
t ( “constantes de integração ”). Os a*, são as soluções do sistem a de N  equações 
algébricas lineares (II. 1.27).
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Goedert e Lewis complementam a teoria por eles desenvolvida apresentando 
um teorem a por eles chamado de Teorema da Linearização, isto é, d erram  nma 
condição necessária e suficiente para um invariante com N  ressonâncias existir. 
Definem m atrizes quadradas A* por:
A i =
/ 9o 91 
9 1 Í2
\ 9 k  9 k + 1
9h \  
9 k +1
02* )
( I Í . 1A 0)
e matrizes colunas, X t  e Y*, por:
/ « i  \
-X* =
V « * /
n  =
í  9k  \  
9 k + l
Ví h —i y
As prim eirasN das equações de recorrência (H.1.27) podem ser escritas a  partir
i
destas matrizes, através da equação :
( / / .  1.43)
Para o caso N  =  3 teríamos:
A 2X3 — —Ys .
A condição necessária e suficiente para (II.1.43) acima adm itir solução é que 
d e t A at- j  7  ^ 0 .
Um potencial Vfg,*) adm itira um invariante se as condições impostas pelo 
seguinte teorema forem satisfeitas:
T eorem a: Um invariante com N ressonâncias existiiá para o Hamiltoniano 
(H.1.2) com potencial V(q, t )  {dVjdq  ^  0) se e somente se existirem momentos 
ífc(íiO , 1 < k <  2N ,  ta l que:
detkN = 0 ,  { I I .1.44)
onde A/v é a  m atriz definida por (II. 1.40). Então:
d l ,= 0 *— > detkff =  0. (//.1.45)
Para provar (II.1.45) fazemos nma expansão nos índices de g\- e &h definindo: 
g-k -  a -k  =  &N+k =  0, com k >  0. (Í7.1.46)
Definimos também um conjunto de funções auxiliares:
As = Y j  a n - i 9 s - n -  (//.1 .47)
R = 0
Com estas definições poderemos rearranjar os somatórios que aparecem na expressão 
do invariante (11.1.36) e usar a condição (II. 1.3) para provar (D.1.45). Isto será o 
que faremos a seguir.
Observâ-se que (II.1.44) e (E .1.47) implicam:
i40 = A - k  = 0, para £ > 0 ,  
enquanto que (E .1.46) e (E .1.27) implicam:
AN+k — 0, para 1 < k < N.
Considerando (II.1.46) e (E.1.47), A 2a*+i pode ser escrito como:
N
^ 2 f f + l  =  Í2 t f  +  ^
1
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E sta equação juntam ente com as N equações dadas por (11.1.43) formam um 
sistema de N + l equações tendo como incógnitas A z n +i e as N quantidades a R:
N
f>N,kA2N +i -  ^ &n9N + k - n  = ÇN + k, COm 0 < k < N .
n=  1
onde ÒM,k é o delta de Kronecker.
A solução para é, de acordo com a regra de Gramer para a  solução de
um sistema de equações lineares:
áelA ftr_ i
Em termos de e Ak o invariante (II.1.36) é:
I { h P , t )  = c ( 0 +  J ^ j y N~*Á k ' (/J.1.49)
onde D{p) está definido em (II. 1.33).
A condição necessária e suficiente para I  ser invariante pode ser expressa a 
partir de (II.1.5), multiplicando-a por D^lp):
D , £ + D , ' s r f l , ? r 3 r 0 - ■ ( m '50)
Para satisfazer a  condição (II.1.50), que é uma equação polinomial, é preciso 
que o coeficiente de cada potência distinta de p anule-se. Calculando-se as derivadas 
parciais presentes em (E .1.50) a partir de (E .1.49) chega-se a:
AT N
E I
5=0 fc=0
+  (£  — 8 +  ljfi^s- l À k
E  -  + « s + i^ í  -  A t h - í o ‘‘s<‘t
- ]  d q 1
+ E f ' , - * ( t - i í - i w J i - 1 .
i = 0  ’
+  Ê ? w - * i í + . =  0. (//.1 .51)
k—0
onde foi definido j s = f s + 1 -f- j s  para qualquer função /* que depende de q e (, a 
linha representa a  derivada espacial e o o ponto, a derivada temporal.
A equação (II.1.51) pode ser organizada em potências crescentes de p usando 
a identidade :
N N Ar N N - l  6
=  ( / / . i . 5 2 )
^=0 fc = 0 •s=0c = <s s = 0  k=Q
onde Q  =  Q Sjk é uma m atriz quadrada arbitrária.
Então a  equação (II.1.51) fica:
Ar N
y ^ p h - s  [cAr+6_ fci jfc -  Akàií+s- t  
s = 0 k = s - í
d V
+  (2 /^ - s -  N  +  l)«A '+,s-jfc-l^i;-^- -
+  Y  PZN~S -  Alcàs-k
s = 0 k = 0
d V
(2k -  6 +  l ) a s - k - i A k - ^ ~  íóflfcflí-i:] =  0.
Pode-se in iciara  prim eira soma em k  em zero até N e  o mesmo para a  segunda 
soma sobre k , um a vez que estas mudanças só adicionarão zeros aos somatórios . 
Para a primeira soma sobre s pode-se mudar o índice para a = 8 +  iV, com isto 
obtemos o somatório :
■ 2 N  N
y ^ 2 A - c r  y ^ [ flg_ i. i jL. -  Akàcr - k
<7=0 k= 0
dV
+ ( 2 k  -  o  +  l j f f a - k - i A k - j ^ -  -  
Fazendo uma nova mudnça no índice k,K = a — voamos ter:
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+ ( a  -  2 k  +  =
2 N
£ y * - < T f f = 0 ,  ( / / .  1.53)
<7=0
válida para 0 <  o < 2N .
Notamos que o lim item ais baixo da segunda soma em (11.1.53) pode ser definido 
zero sempre que <7^0 .  Isto é verdadeiro porque ou o <  0, fazendo com que todos 
os ê t , a t  e sejam nulos, ou a > N ,  onde todos os Âa- k , A a- k  e «cr— jb são 
nulos. Quando o =  2N  , haverá um term o não nulo que deve ser eliminado da 
soma. Então escreve-se IV como:
(7
F<7 — ^  ' \&kAa — k ~  À a —k ^ k  ~  j fo&b&o-k
k~:Q
dV
-h(ff — 2k — •^ 2At+ 1 ^ 2AT,cr- (//.1 .54)
(//.1 .55)
A primeira relação de recorrência ,equação (II.1.18), é usada para transform ar 
o termo com § u- k- s  em um term o proporcional a ga- k - s- i -  Transformamos então 
o primeiro termo em (II.1.55) usando a relação algébrica:
m m — k m m-s
=  E  E  B «■*k=zO £=0 S-0 t - ü
m m-s
( / / .1 . 6 6 )
6=0 k=0
A
A soma que envolve AQ- k  pode ser escrita como:
Y ^ * k A a - k  =
fc=o
a a - k
E ^ i E f * ' - * - ^ -  1 +  fli-lla-ifc-s) +  tfff-fcíój-
Usando (D.1.56) e (II. 1.46), transform am os (II.1.55) em:
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k - 0
u o—s
'y  ^ ^(Cjfc— \f}o-k—s&s~  flfcfls- iÇa-h-s—1{& ~  k — á ) ■]. (//.1.57)
,s=0J; = 0 *
Notando que o primeiro termo no lado direito de (II.1.57) contém Á ff_*, pode­
mos escrever:
<7
^ ( í f c i ff_jfc -  ficr-i-difc/o) = 
fc = 0
a-K
^2 \Áa-kâk ~  k  -  *) 0-1* (//.1.58)
k = 0 5=0 *
Substituindo (D.1.58) em (II. 1.54), obtemos a seguinte igualdade:
a a—k
IV +  ^  ^  ô5-l[(<7 — 2^ + l}ak-iÇa- k - £
k =0 5 = 0
d V
- { o  -  k -  8) * k f a - k - s - l \ j j -  (JJ.1.59)
Fazemos uma mudança de índice k  para k  +  1 no segundo somatório do lado 
direito de (13.1.59). Com o uso de (II.1.46) podemos reajustar os limites da soma 
para obter:
<7 O — h
r<7 +Ssw,<rj*jjv+I ~  y :  1gib— I (g ~  ^)?g-t-5~g~- (//.1.60)
jb=0 5= 0  ^
onde foi usada a relação (II. 1.56).
Como já. foi dito, IV é nulo exceto para o = 2N.  As equações (13.1.56) e 
(II. 1.48) implicam:
n « d l  _  d  f  d e f k t f  ^
W  =  ~ d q { d r t I J Z 7 * '
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Como detKif- t  í  O, sempre teremos i l f i t  =  O quando detkn  -  0. Por ontro 
lado, se d l fd t  = 0 então { i i i x y-  =  *sto *mP = %{t)detkpi- i , onde 
$ (f) é uma função arb itrária  do tem po. Expandindo-se o determ inante de À/y em 
suas matrizes menores, ao longo da últim a linha ou coluna, observa-se que o termo 
acom panhando^2Af é exatam ente d e tk N - i -  Uma vez que já  contém umafunção 
ad iti\a  arb itrária  do tempo, $(<) pode ser escolhida zero sem perda de generalidade. 
Isto é t d l  jdt = 0 implica que podemos escolher g w  ta l que detktf  =  0. Como a 
escolha de g^N determ ina a  escolha dos outros g*, essa possibilidade de escolha, ta l 
que detkif  -  0 é uma condição necessária e suficiente para que dl  jd t — 0. Assim 
está completa a prova do T eorem a d a  L in earização , dado em (II. 1.45).
E sta  é a  teoria desenvolvida nos quatro artigos citados no início desta secção. A 
seguir rediscutimosem detalhe dois exemplos de invariantes para potenciais obtidos 
por Goedert e Lewis através desta teoria.
II.2  E xem plos do  m é to d o  de  G o e d e r t  e Lewis:
Goedert e Lewis apresentam dois exemplos de invariantes com três ressonâncias 
e os respectivos potenciais, a  saber:
1) O potencial V(q , t)  = Atq*/2 possui o invariante:
= p* +  ZAptqW -  2A f i *  +  1/2j42/3 -  SB  (//-2 .1 .«)
2) O p o te n c ia l^ ( í , /)  = - A f 2 ±  [A* +  4C + éBq}1!* possui o invariante:
= p& ±  + 4c  + 4Bf)»/* +  6Bt  (Í7.2.1.&)
Para encontrar tais resultados eles partem da seguinte particularização: Con­
sideram N  = 3 e valores específicos para alguns momentos discretos gk'- 9o -  9\ = 
gs. =  0 t  gt =  l. Estes valores para os momentos discretos estão de acordo com 
a primeira relação de recorrência dada por (II.1.18). Todos os demais gjc, ou seja, 
04,05 e g%, podem ser calculados a partir da relação:
=  1 ~  ( * -  * > 1 .
dgkÕq dt  v" dq ’
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Então vamos te r  para
dg4 _  dg& _  dV  
dq dl 9i dq  ’
d f 4 = %dV  
dq d q '
Após integrar esta  expressão segundo a variável q, tem os para g4 o seguinte
valor:
( j j . 2.2)
onde -3 /2 V i ( f )  é constante de integração.
Analogamente obterem os os seguintes Yalores para g5 e ge :
í5 = 3^ / ' V'M J x + Í ^ ? + V!(')' (//.2 .3 )
d 2 f q f x 
96==~ S d F j  dx j  V ^ ^ i j
3 dWi
4 dl2
dV.j 
dl
onde F2(í) e Vs(í) são funções desconhecidas do tem po *.
A condição (II.1.44), ou seja, o determinante da m atriz A# reduz-sea :
As -
(90 g 1 gz g& \
Í 1 Í 2 ?4
g% gs g4 gs
V ÍS H  Í5 Í 6 J
0 0 1 0 \
0 1 0 g4
1 0 g4 is 
0 U  Í5 06 J
Considerando-se os valores dos momentos discretos que foram definidos, obtém- 
se a seguinte equação:
Í 6 -  Ú  =  0,
* Observamos aqui que, no artigo [37], há um erro: a fórmula acima para §§ ao invés de conter 
- 3 / 4  no segundo termo depois do 6Ínal de igual, contém -3 .
qne, ao se substitu ir os valores ãe f t  e g& dados nas expressões (n.2.2) e (II.2.4) , 
fornece a  seguinte e q u a ç ão  in te g ro  d ife ren c ia l para o po tencia l:
onde:
^ M  + M <F(í,0 + 2 ^  p  j ’ v i x , t )M ,  = - n f ,t), (ii. 2.5)
, ,  . l P V i  2 3 dVi 2 t . 3 t ,2
 ^ ~  2 d t * q +  2 ( f í í + 3 s + 2 1 ’ ( )
A procura por soluções para a equação integrodiferencial (II.2.5) é simplificada 
considerando a  seguinte equação:
J 2V  w *  , v ^  = - d- ^ L  Í//2  7Í
dt* dq* 1 dq* rfí* ’ ' '
obtida tomando-se a  segunda derivada parcial espacial da expressão (II.2.5).
Qualquer solução de (II.2.7) é também solução de (H.2.5), sendo que {11.2.7} é 
mais simples de resolver.
É fácil checar que duas soluções para (II.2.5) e (II.2.7) são:
V{qíl) = Atq1!2 , Vi =  0, Vi = \ a H& + B  e 1^ =  0, ( / / . 2.8)
V { q j )  = - A / 2 ± { A * - l - 4 C  + I B q ) 1!*,
Vl =  A, V« = - 6B t  +  D  e V& =  27/84* -6 (7 . (J/.2.9)
Usando estas soluções em (II.2.2) ,(11.2.3) e (E .2.4) podemos obter 04,05 e g& e 
calcular os coeficientes através da expressão:
N
Çl = ~  ãn§t-n, i N . (//.2 .10)
Uma vez conhecidos todos os g^ e «n. podemos construir os invariantes corres­
pondentes aos potenciais (II.2.8) e (II.2.9) usando (E .1.39).
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P ara o potencial explicitam ente dependente do tem po V (q , l ) =  At y/q encon­
tram os deste modo o invariante:
Estes dois invariantes são explicitam ente dependentes do tempo, sendo qne
estritam ente racionais como seria de se esperar, já  qne o método foi proposto com 
o objetivo de determ inar invariantes racionais, e sim, são apenas o recíproco de 
invariantes polinomiais.
I I . 3 Generalização dos resultados de G oedert e Lewis:
O objetivo desta secção é m ostrar que as duas soluções encontradas por Goedert 
e Lewis, apresentadas na secção anterior são, na realidade, casos particulares de 
uma solução, mais geral, por nós obtida, que contém as duas anteriores. Não nos 
preocuparemos aqui em obter ta l invariante, apenas o apresentaremos. No capítulo 
seguinte discutiremos os cálculos que levam a ta l invariante.
A solução mais geral é encontrada para um po tencial:
e para V(q,t)  =  - A j 2 ±  {A1 +  4(7 +  4B q ) 1!* , potencial que é explicitamente inde­
pendente do tempo, temos:
o primeiro potencial está  relacionado a  um sistem a não-autônomo e o segundo a 
um sistema autónomo. É im portante observar que ambos os invariantes não são
onde Vi e r j são constantes. 0 invariante mais geral associado a este potencial é:
(//.3 .2 )
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onde os valores dos coeficientes A -  A{qt t) e B  =  # ( ? , / ) ,  são:
A = 3t>iN/gf +  Zvty/q e 
B  ~  - 2viqs/q  +  l / 2v*/â +  3/2vivgí* +  3 /2 v jí -f Ao,
onde do• e Ao são c o n s ta n te .
Se considerarmos vj =  0 em (II.3.2), teremos o invariante encontrado na secção
anterior (II.2.11), com sen potencial correspondente. Analogamente quando t/i =  0
obtemos o segundo resultado apresentado por Goedert e Lewis, com a restrição que-
A = C = 0 em (II.2.12). 
t
E im portante observar que , através do método desenvolvido na secção an te­
rior, o potencial (13.3.1) não é uma solução fácil de ser encontrada para a  equação 
integrodiferencial (II.2.5). Ainda se pode notar que tan to  os invariantes (II.2.11) e 
(II.2.12), calculados por Goedert e Lewis, como o invariante apresentado aqui não 
são racionais, mas apenas funções de invariantes polinom iais, o que está de 
acordo com o fato  de um a função de um invariante ser também um invariante.
0 assunto do próxim o capítulo será um método extrem am ente simples e direto 
para o cálculo do invariante (13.3.2) apresentado aqui através do método direto, já  
apresentado na introdução deste trabalho.
III. O Método Direto.
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I I I .  1 Desenvolvimento:
Neste capítulo utilizaremos um método mais simples e direto, ou seja, a 
condição à l jd t  = 0, para a  procura de invariantes racionais com potenciais as­
sociados a sistemas Hamiltonianos unidimensionais dependentes do tempo:
H  = + ( / / / . í . i )
Este método consiste em assum ir uma forma funcional para o invariante / ,  depen­
dente de funções a serem determinadas, e usar a condição:
^ = | í  + { /,H >  = 0, ( / / ; .  1.2)
para obter um sistem a de equações diferenciais parciais acopladas relacionando as 
funções A ,B ,C . . .H ,  com o potencial V (f,f)  (vejaas equações (HI.1.5.a-h) abaixo).* 
Quando for possível resolver o sistem a de equações (III. 1.5) teremos encontrado um 
potencial V (ç,/) que adm ite, por construção, o invariante / (g ,p ,/) .
A forma que escolhemos para o invariante racional é uma razão entre dois 
polinómios de grau três:
n  ■ _  A P - í- B x * -\-Cx  + D u t i  . 
/(* ,* ,< ) e &  + F x ' + G x  + H '
Nesta expressão, A , B , C . . . H  são funções da coordenada x e do tempo l que 
desejamos determ inar. Representamos o momentum como i ,  a derivada tem poral 
da coordenada. As funções A,B,C...H não dependem do momentum pois isto 
implicaria simplesmente em redefinir os coeficientes das potências dos momenta.
* Usamos, neste trabalho, a letra E  para- identificar o Hamiltoniano e também para o termo 
independente de i  na expressão (III.1.3). Como o Hamiltoniano não é muito citado aqui, 
acreditamos que as duas definições não causarão confusão. Entretanto, sempre que quisermos 
nos referir a B  como Hamiltoniano, deixaremos claro esta intenção. Nas outras vezes E  deverá 
ser tratado como a função de cr e t que aparece em (III. 1.3).
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Nossa escolha particular de / ( x , i , / ) ,  dada pela equação (E L I.3), é motivada 
pelo desejo de obter invariantes realm ente racionais, conforme discutimos no final 
do capítulo anterior. Relembramos ao leitor que o método proposto por Goedert 
e Lewis resultou numa formulação integrodiferencial-parcial, equação (11.2.5), mas 
não produziu nenhum invariante verdadeiram ente racional, apenas recíprocos de 
invariantes polinomiais.
No seu caso mais geral, o invariante na equação (III. 1.3), acima, pode conter 
até três ressonâncias, perm itindo estudar, inclusive, ressonâncias múltiplas.
A condição necessária e suficiente para que / ( * , i , f )  seja um invariante, como 
já  foi apresentado nos capítulos precedentes, é dada por, conforme equação (13.1.3):
d l  d l  . 3 1  d V  d l  n / r r r i
dl ~  dt + * d x  dx  d x  ’
onde V(;r,í) é o potencial correspondente a  este invariante.
Para simplificar a notação, a partir daqui denotaremos as derivadas parciais
em relação a x  e a  í de uma função através de um sub-índice na letra que representa
a  função e a derivada to ta l em relação ao tem po com um ponto. Ou seja: Et = 
. fP — ÒE . fi — &E . e.ir
Introduzindo (131.1.3) em (Hl.1.4), obtemos uma equação nas variáveis x , x , x  
e í. Substituindo-se nesta equação x  por — Lei de Newton, e fatorando todas 
as potências do momentum, obtemos uma equação polinomial no momentum de 
grau 7. Para que esta equação se anule para valores arbitrários de x  é necessário 
que cada um dos coeficientes que acom panha cada grau desta variável também se 
anule. Desta forma obtemos oito equações que devem ser satisfeitas pelas funções 
A ,B ,C . . .H  e F j r , / )  para que o potencial adm ita um invariante na form a (111.1.3). 
Estas equações são:
A E x - E A s = 0, (i7 /.1 .5 .a)
A {Et +  Fx) +  B E X -  E { A t +  B x ) -  F A X = 0, {I ll . l .b .b)
^ ( í ,i + ^ )  + 5 ( £ i - f ^ )  +  C '£I -£ ? (F i  +  (7I ) - JP ( ^ i - f ^ ) - ^ I  =  0, ( ///.1 .5 .c )
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A (-2  FVX +  G t +  ff*) +  F ( - 3 £ V i  +  Ft +  <?,) +  <?(£*
+ /'* ) +  D E X — E { —2BVX +  Ci  +  Dx ) — ■FT(—341® +  Bt
+(7*) -  <2(4* +  B x -  H A X) = 0, (/J/.1.5.rf)
A { -G V X + Ht)  +  B { G t +  H x ) +  C { - Z E V X +  Ft +  Gx ) 
+ D { E t +  Fx) -  E { —CVX +  D t ) -  F{Ct +  Dx) 
- G { - Z A V X +  B t +  Gx ) -  H ( A t + B x ) = 0, ( / / / . l.ò.e) 
B { - G V X +  H t) +  C { - 2FVX + G t + H x ) +  D [-Z E V X 
+Ft +  G s ) -  F {~ C V X +  D t) -  G ( - 2BVX + Gt + Dx ) 
- H { - Z A V X +  B t +  Gx) = 0, [ I I I  . l .h.f)  
G H t  +  D { - 2FVX 4- Gt  +  H x) -  GDt -  H { - 2B V X +  Ct +  Dx ) = 0, {IIL l .b .g)
D { - G V X +  Ht) -  H { - C V X +  Dt) = 0. (/J/.1.5.A )
Note que este sistema contém equações que não envolvem o potencial (equações 
(n i.l.5 .a-c)) e outras que o envolvem (equações (DI.1.5.d-h)).
Agora a procura por um invariante correspondendo a um potencial V ^x,/) resu­
me-se simplesmente em procurar valores para as funções A ,B ,G . . .H  que satisfaçam 
o sistem a de equações (DL 1.5). Ou seja, assumimos uma dependência analítica 
e m â r e í  para algumas destas funções e tentam os resolver o sistema de equações 
que resulta da substituirão destas funções em (OI. 1.5). Em geral, se a  escolha 
inicial para as funções A ,B ,G . . .H  for simples, terem os um sistema a ser resolvido 
também simples, onde podemos “m anipular” a  forma das funções até obter um 
resultado ou descartarmos a possibilidade de obtê-lo. Começa-se com as equações 
não envolvendo K(j*,í), obtendo-se então o máximo de informações a respeito de 
4 , 5 , 0 , etc, independente do valor do potencial. Entra-se com estes valores nas 
equações restantes, resolvendo o sistem a daí resultante.
Na próxima secção consideramos alguns exemplos, que nos darão uma visão de 
como é o processo da procura de invariantes através deste método.
I I I . 2 A lguns casos estudados:
Faremos aqui algumas aplicações do método descrito na secção anterior. Encon­
trarem os alguns casos já  discutidos na litera tu ra  e obteremos para os dois potenciais 
de Goedert e Lewis, estudados na secção (II.2) do capítulo anterior, os respectivos 
invariantes, sendo que um deles corresponde ao invariante por eles encontrado e o 
outro é verdadeiramente racional. Encontrarem os também o invariante geral (H.4.2) 
envolvendo (II.2.1.a) e (II.2.1.b), invariantes calculados no capítulo anterior. 
Prim eiro vamos supor um invariante geral da forma:
u  .  ^ Ax^ + Bx* +  m r o i \
/(* ,* ,< ) =  ------------- ^ , { I I I .2.1)
onde p é uma potência arb itrária . Introduzimos este invariante na expressão
(III.1.4), condição necessária e suficiente para q u e /(# ,# ,/ )  seja invariante. Obtemos 
assim uma equação polinomial em i ,  sendo que cada potência de i  é acompanhada 
de uma função de x  e f. Cada coeficiente de x  deverá se anular, para que a equação 
seja nula. Com isso obtemos o seguinte sistem a de equações:
A$ — 0, (Í7/.2 .2 .«)
At  +  B s  = 0, { I I I . 2.2.b)
B t  +  Cx +  {p — 3) >4 =  0, { I I I . 2.2.c)
Ct + D s  + i f -  2)BVX = 0, { I I I .2.2.d)
D t + { p -  1 )CVS = 0, { I I I .  2.2.c)
d
 II 
»—* «■< { I I I . 2.2.f)
Agora supomos valores para p e vemos se é possível encontrar-se soluções. 
Prim eiro supomos /) >  4, para que as igualdades em (III.2.2) sejam satisfeitas 
devemos ter A -  B  =  C  =  D = 0, uma vez que não desejamos ter Vx =  0. Então 
concluímos que não existe invariante do tipo (IH.2.1) com p > 4, para um potencial 
V{x ,t )  qualquer.
0  invariante
/  =  A? . - * B ? + C i + P  { m  2 3 )
é obtido tomando-se p = 3, na expressão do invariante geral (HL2.1).
Neste caso o sistem a de equações diferenciais (111.2.2) se reduz a  seis eqnações 
qne devêm ser satisfeitas pelas funções cujos valores permanecem ainda arbitrários:
Ax =  0, {III .2A.a)
A t + B x = 0, {III.2A.h}
B t + Cx = 0, {III.2A.C)
BVx + Ct + Dx = 0, { I I I .2 A J )
2 GVX + A  =  0, { I I I . 2A.e)
ZDVX = Q. { I l l . 2 A . f )
Analisando estas equações vemos que, como o caso tr iv ia lVx =  0 não é interes­
sante, a equação (ÜI.2.4.Í) implica term os necessariamente D  =  0, Se D  =  0, pela 
equação (III.2.4.e) vamos te r  C = 0. Pelo mesmo motivo, na equação (IIL2.4.d) 
somos obrigados a  escolher B  = 0. Finalmente em (III.2.4.b),j4 =  0. Neste caso o 
invariante (III.2.3) é identicamente nulo. Oonclui-se então que não existe invariante 
na forma (III.2.3), qualquer que seja o potencial considerado, para p — 3.
Considerando agora:
/  =  A** + Bx^  + C x  + D ' { I I I . 2.h)
onde definimosp =  2 em (ILL.2.1).
O sistema de equações (III.2.2) assume a forma:
Ax = 0, ( / / / . 2.6 .fl)
A t + B s  = 0, ( / / / . 2.6J )
AVx - B t - C x = 0, ( ///.2 .6 .c )
Ct + Dx = 0, { I I I . 2.§.d)
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CVx + D t = 0, 
2 DVX = 0.
( / / / .  2.6.e) 
( / / / .  2.6./)
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Pelo mesmo raciocínio que tivemos no caso anterior, Yemos que se Vx í  0, temos 
que te r necessariamente D  = 0 na equação (III.2.6.f). O que leva, em (III.2.6.C), 
definirmos (7 =  0. D esta maneira o invariante (1H.2.5) se reduz a:
/  =  = Ax  + B .  { I I I .  2.7)
e temos o sistem a de equações diferenciais:
A x =  0, (7//.2.8.U)
At + B x = 0, (Z // .2.8.6)
=  0. ( / / / . 2.8.c)
Este invariante polinomial linear foi discutido em detalhe em [8] e (39). Concluímos 
então que não existem  invariantes racionais na forma (HI.2.5). Como o objetivo 
deste trabalho é tra ta r  invariantes racionais abstemo-nos de discutir (III.2.7) aqui.
Um outro invariante que podemos considerar e ten tar encontrar o potencial 
correspondente é:
/  =  + ( / / / .  2.9)
P ara  obter este invariante de ( Iü .2.1) fazemos p = 1.
0  sistema de equações diferenciais (IH.2.2) pára este caso torna-se:
Ax = 0, ( / / / . 2.10.a)
^ + £ „  = 0, ( / / / . 2.10.&)
2AVX - B t - C x = 0, ( / / / . 2.10.c)
BVX - C t - D x = 0 i (I I I .2 . í0 .d )
Dt = 0, ( / / / . 2.10.e)
DVX =  0. { I I I . 2.10.f)
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Novamente aqni tem os D  =  0, já  que, caso contrário Vs  =  0 , o qne não é interes­
sante. Este requisito le\a a  uma nova form a para o invariante (DI.2.9):
[ = A *  .+ =  A i 1 +  B x  + G. ( / / / . 2.11)
x
Este é um invariante polinomial de grau 2, que também já  foi discutido em [39J. 
Concluimos que não existe invariante racional na forma (Hl.2.7). Com isto fica 
demonstrado a inexistência de invariantes racionais da forma geral (III.2.1), qual­
quer que seja o valor de p. O sistem a de equações (131.2.10) se reduz a:
A g =  0, ( / / / . 2.12.fl)
A t + B x = 0, ( / / I .2 .1 2 Í )
2AVX -  B t -  Cx = 0, ( / / / . 2.12.c)
B V x - C t =  0. ( / / / . 2.12.<í)
Este sistema foi resolvido em [8], onde foi encontrado o potencial correspondente.
Na próxima secção vamos ver dois casos de invariantes que a  primeira vista 
parecem ser racionais, mas que na realidade não o são .
I I I . 3 Invariantes Pseudo-racionais:
Vamos considerar aqui nm a ou tra  form a para o invariante, ou seja, perm itire­
mos para o numerador uma dependência no momentum i  e consideraremos uma 
forma específica para o potencial. Isto  é, para um potencial determinado veremos se 
pode existir um invariante de form a definida, mantendo a  flexibilidade das funções 
que acompanham os momenta.
Consideremos o invariante do tipo:
I  = — f r 2+- $ .— {I II .  3.1)
x5 +  Fx* +  G x  +  H  ’ 1 '
e o potencial:
V { x }t) = v x 112. { I I I .  3.2)
Na forma (Hl. 1.3), tem os A = C  = 0 t E = l ,  então as equações (Hl. 1.5) 
reduzem-se à:
£ s =  0, ( // / .3 .3 .a )
B F S -  Bt = 0 , (Z//.3.3.6) 
-  BVX +  B F t +  B G X - D x -  F B t =  0, ( IJ / .3  .3.c) 
B G t +  B H X +  D FX - D t -  F D X -  G B t = 0, {III .2 .ZJ)  
VX{BG -  3D)  +  B H t +  D F t +  D G X -  F D t -  G D X -  H B t = 0 (///.3 .3 .e ) 
2VX{ B H - D F )  +  D G t +  D H X -  G D t -  H D X = 0, ( / / / .3 .3 . / )  
DGVX -  D H t -  H D t =  0. (///.3 .3 .* )
De acordo com a equação (Iü.3.3.a) devemos ter:
B ( x , t )  = 6(1), (/X/.3.4)
ou seja, a função J9(x,f) é apenas função de (. Consideraremos somente o caso 
mais simples dado por i(f) ee onde bç> ê uma constante. Conforme a equação 
(III.3,3.b), F{x ,i )  é apenas função de f se è(f) =  b0■
F[x,  !) =  / ( ( ) .  J ///.3 .6 )
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Escolhemos a  forma para G  (x , /):
<?(*,/) = 3K(x,/). (///.3.6)
E sta escolha é feita com base na form a de <3(x,í) encontrada para os invariantes na 
secção anterior e nos exemplos de G oedert e Lewis.
A equação (III.3.3.c) dá a forma para a função jD(x,<):
D x = - B V X +  B F t +  B G S -  F B t .
Considerando as funções V , B , F  e G  nesta equação e integrando em relação à 
variável x, obtemos a  seguinte expressão para D(x,():
D (x, 0  =  2b0v x ll i +  boj{t)x +  «*(<), ( / / / •  3.7)
A equação (III.3.3.d),fornece H ( x ,( ):
B H X = - B G t -  D F X +  D t +  F D S +  G B t)
H ,  = - G t  -  + Ç d ,  + ~ -G .
Substituindo nesta equação as funções B , D , G  e F  e integrando a respeito da 
variável x ambos os lados, teremos:
H (x ,/)  =  J /( f )x *  +  ^ - x  + 2/ ( í) t/x 1/*
+ / ( 0 / ( 0 * + M 0 -  (Z//.3.8)
As equações que restaram em (III.3.3), são agora usadas para determ inaras 
funções que ainda não foram definidas nas formas de D { x ft ) e H { x , t ) .
Através da equação (IH.3.3.e),obtem os:
^ t/x -^ jS & ot/x1/* -  3(260i'x1/ 2 +  6o /(< )x +  ^(í))]
+/(0(2& owr‘/ f + &o/(<)* +  ^(0)
+  | t * ~ 1' 1(2 io t* , / * +  W ( 0 *  +  ■'(<))
-/(«)(»<,/(«)*+<*(«))
-S t/# 1/* (6o ^ -1 *^ +  60/ ( 0 )  =  0. (Í7J.3.9)
Efetuando alguns cálculos nesta expressão teremos:
-y-froVj +  +  M O  +  + 2&o/(f)2)* +  h / ( 0 v x ^ S 
+ boÍ{t)vxx^  + Íok(f) + / ( t ) i ( t )  -  / ( f ) i ( t )  = 0. (JJJ.3.10)
Cada coeficiente d e i  e í  deve separadam ente se anular, logo teremos:
£ / ( < )  =0, ( / / / .S .ll.o )
J(<) = 0 , ( //Í .3 .1 1 .J )
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i t 2 
i t£ /(< )  =0. ( UI - « H e )
Logo daí vemos que:
m  = /o , ( / / / . 8.12.«)
J(f) =<!,( + io , (///.3 .12 .S )
com a equação restante:
-|ò0v2 + M (<) - /(0<*(0 = 0, (J//.3.13)
Consideremos agora a  equação (IIL3.3.f):
2VX(B H  -  DF)  +  D G < +  D H X -  G D t -  H D X = 0
E sta equação fica, ao se substitu ir as funções de V , B , D , F , G  e H:
v*- l 2^(<í(/)x +  2b0f 0vx1^  +  h0h(t) -  2bofovxlt2 -  foi{t})
+ (2Òqvx^ “ +  ^ (O í"!“^  + ,;/ox  X^ )  ~  
vo
m .
b
+ 2fovxlf* + /i(í))(òotw-1 ^2) = 0, ( I I I . 3.14)
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qne, efetuando alguns cálculos, torna-se:
2 v d t x 1!* +  h - Z d t v x ' ! *  = 0. (//J .3 .15)
Desta equação vemos que dt =  0, logo:
*(<) = do, ( I I I . 3.16)
com <f0'u m a  constante.
Voltando à equação (Iü.3.13), vamos ter:
o
~ ^ b o v i +  boh(t) = 0.
Portanto podemos ver que:
A(f) =  i v U  + ho. . ( ///.3 .1 7 )
A equação (IH.3.3.g) é anulada com as condições já  impostas pelas equações 
anteriores para os coeficientes:
2?(x,f) =òo, (i7J.3.18.a)
D (x ,f) =2bovxi f i + do, (///.3 .1 8 .6 )
**(*>0 = /o , (///.3 .18.C )
<7(x,f) =3 v x ll \  (II/.3 .18 .4)
H (x ,í)  = 2fovx íf i +  ?t;*í +  Ào. (JJ/.3 .18.e)
A forma do invariante (III.3.1) se reduz a:
/  _  ___________Òpi’2 +  2bpVXlli + ___________ j r r r  o 1Q)
i s +  /o #2 +  dvxi l 2x  + 2/oVX1/2 -f |w 2í -t- A0 ’
para o potencial V (x ,/) =  v x 1^ .
Poder-se-ia pensar que o invariante (ID.3.19) fosse um invariante verdadeira­
mente racional. No entanto , a expressão no numerador de (131.3.19) é apenas a
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energia do sistem a l/2x* +  v x l l * m ultiplicada pela constante 26o. No denominador 
também temos um term o associado a  energia, on seja, o term o / 0x* + 2/ovx 1^ 1. 
portanto o invariante para o potencial V ( x yt) =  vx1/1 é dado pela forma:
/  =  io ------ (J//.3 .20)
x5 +  S v x ^ x -f-  | v 2í +  Â0 '
já  discutido por Goedert e Lewis no capítulo II e que nâo é racional.
Procuramos, agora, um invariante racional com uma ressonância, ou seja, o 
invariante de forma:
/  =  ( / / / .  3.21)
x  + H  v ;
Este invariante é obtido da form a (III. 1.3) definindo-se as funções A tB , E  e F  como 
iguais a zero e G igual a  unidade. Levando-se em conta estes valores, o sistema
(III.1.5) se reduz à:
Cs = 0, ( ///.3 .2 2 .a )
G H X - C t - D x  =0, (///.3 .22 .6 )
C H t +  D H X - D t -  H D X -  H C t = 0, (J//.3 .22 .c)
DVX -  D H t -  HCVS + H D t  = 0. (///.3.22.<í)
Observamos que apenas a equação (IH.3-22.d) possui uma dependência no potencial 
dada por As três prim eiras equações formam um sistema que nos perm ite encon­
tra r a forma das funções desconhecidas C ,D  e H y independentemente do potencial. 
Uma vez encontrada a form a das funções C ,D  t H } podemos usar (HI.3.22.d) para 
obtermos o potencial que corresponde ao invariante (III.3.21).
Começamos analisando a  primeira equação em (III.3.22). De acordo com esta, 
C deve ser função apenas de t. Vamos representar esta dependência como uma série 
de potências:
(7(x,í) =  Co +  Cit +  Cíf2 +  C3ÍS. (/Í7.3.23)
Da mesma m aneira escolhemos para D  e H ,  agora fnnções de x e / , uma forma 
em série de potências nestas duas variáveis:
D  "+■ +  doit ~h áoo +  ^ 10*
<^ 20^ * "f~ *^30^ + 1JTÍ + d%\X*t + d ^ X Í * ,  (///.3.24.tf)
•ff =ho$t& +  hozt* 4- h0 i t +  Àoo +  hioX
h2o xz +  hzox^ -t- h n x t  +  /i2ix !< + A ux /2, (//J.3 .24.6)
Estas formas são sugeridas porque, em princípio, qualquer função pode ser 
representada como uma série de potências. A seguir, entramos com estas formas de 
C^D  e H  nas três prim eiras equações (DI.3.22). Com isto obtemos três equações 
polinomiaisem x e í .  Como cada uma destas equações deve ser igual a zero, cada 
coeficiente de cada potência de x  e í (ou seja, funções que irão envolver as constantes 
cl t c2, . . . ,  dç&, <*02, • • • i Ao3, A02, . . . )  deverá se anular. P ara efetuar estes cálculos 
usamos um programa Redvce (ver apêndice). Este programa:
a) considera C yD  e H  como uma série de potências em x e f,
b) fatora x e í ,  indicando o coeficiente correspondente a cada grau destas 
variáveis.
0 sistema de equações formado pela condição de que os coeficientes de cada 
potência de x e t devem ser nulos determ ina os valores das constantes presentes nas 
funções C ,D  t H .  Ou seja, as funções:
G = cit +  co, (///.3 .2 5 .a )
2 1 
D = -Ào2 c i*3 +  (^ 02 co +  2 0^1 Cí^ ‘ 0^1 ^°° ~  {I II .Z .2h.h}
H  — Âo212 +  Aoi f +  hoo • (///.3 .2 5 .c )
satisfazem as equações (III.3.22.a-c). P ara  encontrar o potencial correspondente a 
este in v a r ia n te ,  devemos considerar a equação diferencial (III.3.22.d), esta equação 
fornece para F (x ,í)  o valor:
T,  _ D H t - H D t  
D - H C  '
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cnja solução é, a  menos de am a função em f , constante de integração, arb itra ria ­
mente tom ada como sendo nula:
V ^x,/) =  (Â02Í +  Aoi)«f- (Z//.3.26)
E ntão temos o potencial e seu respectivo invariante.
Pode-se notar que o potencial (III.3.26) é dependente do tempo, portanto cor­
respondente a um sistem a não-autônomo.
0  invariante (Cx  +  D ) f ( x  +  H ), com os valores das funções C , D  e H  dados 
pelas equações (III.3.26), é uma razão de dois outros invariantes para o mesmo 
potencial (III.3.26). Isto é:
I x = C i  + D
2 1 
=(cil  +  co)x +  gAo2Ci/s +  (A02C0 +  y h o í d ) ^
+  hoi cot +  doo ~  ciXy (17/.3.27.a)
I 2 —x +  H  — x  +  hoi 1^  +  hoit +  hoo 1 ( ///.3 .2 7 .J)
são também invariantes para o potencial (UI.3.26).
0  invariante x +  H  é triv ial e dá a equação de movimento para x. Ou seja, 
podemos escrever:
x  — I  M  = I  A02 ^  — A01 f — Aoo-
Integrando esta expressão nós tem os a  evolução tem poral da coordenada x, ou 
x =  x(f).
0 invariante (7x+D  é um invariante polinomial de grau 1 em x e já  foi discutido 
na literatura [34].
Em resum o,até aqui, obtivemos dois invariantes que, a primeira vista, pareciam 
ser racionais, mas não eram. Num caso o invariante continha apenas um term o 
relacionado com a energia e, no outro caso, era apenas a  razão entre um invariante 
triv ial por um outro não trivial já estudado na literatura.
I I I .4  O btenção de Invariantes U sando  C om putador:
Nesta secção mostramos como se pode obter o sistem a de eqnações (H l.1.5) 
através de um programa de com putador usando a  linguagem REDUGE.  E ste pro­
gram a perm ite gerar analiticam ente as equações (III.1.5) para o invariante (H l.1.3) e 
também, qualquer outro sistem a de equações para formas de invariantes que tenham 
sido originadas de (III.1.3).
Este programa além de fornecer o sistem a de equações desejado, partindo da 
forma do invariante previamente considerado, é de grande ajuda na análise das 
equações resultantes, uma Yez escolhidas as formas para as funções
Embora todos os cálculos deste capítulo tenham  sido feitos sem ajuda de com­
putador, isto  só possível porque o sistem a de equações não foram complicados, 
cálculos que exijam um desenvolvimento m atem ático mais sofisticado podem ser 
efetuados através de programas em REDUGE.
0 programa por nós usado é dado a  seguir.
P R O G R A M A :
OFF NAT$ 
LINELENGHT 70$ 
COMMENT - PROGRAMA PARA GERAR EQUACOES - (TEM PO=A) $ 
OPERATOR INV,AS,B,C,D,ES,F,G,H;
DEPEND AS,X,A; 
DEPEND C,X,A; 
DEPEND ES,X,A; 
DEPEND G,X,A;
D EPEN D  B,X,A 
DEPEN D  D,X,A 
D EPEN D  F,X , A 
D EPEN D  H,X, A
COMMENT - FORMA PARA 0  INVARIANTE INV$ 
IN V :=(A S*P**3+B *P**2+C *P+D )/(E S*P"3+F*P**2+G *P+H )$
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COMMENT - DERIVADAS PARCIAIS DO INVARIANTE A RESPEITO  DE X,T,P 
INA;INP;INX;
INA:=DF(INV,A);
IN P:=D F(IN V ,P);
INX:=DF(INV,X);
COMMENT - DEFINICOES$
AT:=DF(AS,A)$ ET:=D F(ES,A )$
AX:=DF(AS,X)$ EX :=D F(ES,X )$
BT:=DF(B,A)$ FT:=D F(F ,A )$
BX:=DF(B,X)S FX :=D F(F,X )$
CT:=DF(C,A)$ G T:=D F(G ,A )$
CX:=DF(C,X)$ GX:=DF(G ,X)$
DT:=DF(D,A )$ H T:=D F(H ,A )$
DX:=DF(D,X)$ HX:=DF(H,X)$
COMMENT - DERIVADA TOTAL COM RESPEITO AO TEMPOS 
FACTOR P;
DINT:=INA+P*INX-VX*INP;
END$
Este é o program a que gera o sistem a de equações (III. 1.5).
No próximo capítulo obtemos através de nosso método um caso curioso de 
invariante racional.
IV. O Caso Geral.
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IV .1 O Invariante:
Neste capítulo encontraremos os resultados obtidos por Goedert e Lewis no 
capítulo II, secção (EL2) e o caso geral contendo estes resultados, apresentado na 
secção (II.3).
Para tan to , consideramos um invariante do tipo:
/  =  ________ - ________  (IV. 1 1)
i^  + F i 2 + G x  + H '  1 ;
para uma forma de potencial dada por:
V{x , t )  =  v i x mt* +  vtx*tr.  {IV. 1.2)
Ne3ta  equação vj e v2 são constantes. E sta  forma geral de K (x,f) contém, como caso 
particular, os dois exemplos discutidos por Goedert e Lewis no início da secção (D.2) 
do capítulo anterior. 0  potencial (Ü.2.I.a) é obtido de (IV. 1.2) fazendo A =  Vi + t/2, 
m = n = 1/2 e q = p = 1 , enquanto que (H.2.1 .b) é obtido tomando-se A = C = 0 , 
+  Vi = 2B ll t ,tn = n = 1/2 e q = p = 0.
Para o invariante (IV .1 .1), o sistem a de equações diferenciais (EEL1.5) se reduz
à:
Dx = 0, (/F.1.3.fl)
D FX - D t - F D X = 0, {IV.l.Z.h) 
ZDVX -  D F t -  D G X H- F D t =  0, (IV.lÃ.c)  
2DFVx - D G t - D H x + G D t = 0 > ' (IV.l.Z.â) 
GDVs -  D H t  +  H D t = 0. (/F.1.3.e)
De acordo com (IV.1.3.a), # ( # , í )  é apenas função de /. Começamos escolhendo 
D (x ,í)  = Jo, onde é uma constante. Com isto, a  equação (IV.1.3.b) se reduz à 
Fz = 0, o que im p lic a ^ (x ,/)  -  / ( / ) .
A equação (IV.1.3.c), torna*se: ZVX -  F t - G x = 0. Temos, então, para C?(x,f) 
a  seguinte função:
O (x ,0  =  3 V M - / W *  +  fW - (/V .1.4)
A equação (IV.1.3.d) conduz a  seguinte form a para H (x ,/):
H {x , t )  = 2 /( í ) (v ,x Tn/* +  vt x*tr)  -  3 (— ^ v , í m+1/ í“ 1>71 + 1
+ ^ r TrIx”+1í,'-‘) + /(O y  -  j(0* + MO- (-ÍV-1.6)
50
Por outro lado, a equação (IV .l.S.e) dá o seguinte íf (x ,/) :
f f  (x,f) = 3 - ^  v]x 2fri- lt ^ +1 +  3 m +  w 
v ' 2ç -f- 1 Í+ P  + 1
+  3 . R * v \ x in~ l t i?+1 — m v jxm í  f h ) $ f d$f 
lp-Y 1 J
- n v t x *  j  + m v ix Tn_I j  í(jr)jrg<íjf
-i-nv2X*'~1 J  $(y)y?dy-h Â(x). (IV. 1.6)
Obviamente estas duas formas de f f (x,f) devem ser equivalentes.
Vamos, agora, especificar explicitam ente alguns valores para m, n,p  e q. Desta 
forma definimos o potencial (UI.2.15) e simplificamos as equações (IV.1.4), (IV.1.5) 
e (IV. 1 .6), encontrando o invariante correspondente.
A) Para m = n = 1/2 e q = p = l  tem o3 o potencial:
F (x ,/)  =  v x 1l 2t, [IV. 1.7)
onde denotamos v = vi +  v$.
Neste caso, a forma (IV. 1.4) torna-se:
C?(x,/) =  3VX1/2 — / ( í ) x  + y(/). (/F . 1.8)
As duas formas que tínham os para a função f f  (x,í) são:
ff(x ,f) =  2 /(f)v x 1/ 2í -  2vx3/2 +  -  #({)* +  A(0» (iV.1.9.«)
£j
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#(*.<) = f o1** -  \ vxllí I  f b W s
+ ^ - ,/ ’ r# (» )»< ljr+ *(*)■ (/K 1 .9 J)
as quais devera ser iguais. Igualando estas duas equações teremos uma expressão 
em x  e t , sendo que os coeficientes de cada potência de x  e / devem anular-se para 
que a igualdade seja verdadeira:
. 2f ( t ) v x ' l u  -  + / ( l ) y  -  *(«)* +  *(<) -
jtwI/! f  H f W í  - \ vx l/! I  í(»)»</-*(*) = 0. (/Kl. 10)
Então devemos ter:
í ( l)  =0, (IV.l.U .a)
m  = 0 , ( /y . i .n . í)
h{x ) =  — 2vx&t* +  ho, (y y .i .n .c )
h{t) = | v 2rs -H Ào. {ÍV .l.ll.d )
Com estes valores para as funções arbitrárias:
P (s ,/)  =d0y (/y .l.l2 .a )
F ( x , t ) = f ( t ) ,  (iY.1.12.6)
G{x,t)  =3»a 1/ 2/, [IV.l .U.c)
H ( x )l) =  -  2vx*ls +  l- v H & +  h0 . ( J V . l .U J )  
o invariante (IV .1.1) assumirá a forma:
i 3 -f- 3v x í l*tx  -  2-vx3/ 2 + i f 2/3 -f ho ^  -1-13)a
Este invariante corresponde exatam ente àquele discutido no capítulo anterior, 
na secção (Et.2),caso (II.2.1.a).
B )Para m = n =  l / 2 e ç  =  ; = 0 ,  tem os para o potencial o seguinte valor:
V {x , t )  = v x í l i , (iV.1.14)
onde definimos v =  Vj + t>j.
Neste caso, o potencial correspondente da secção (II.2) é o caso (II.2.1.b), 
V ( q , t ) = - y  ±  ( i 2 + 4C -j- ABq)l l 2, desde que tenham os A = 0 ,G = 0 e AB = v. 
Este potencial está associado a um sistem a autônomo.
P ara  as funções em (IV. 1.1), temos:
D (jr,0 = rfo , ( /K l .15.«)
F (*>/ ) = / ( / ) ,  (/V.1.15.*)
<2(x,í) = 3 v x 1^  -  f { ( )x  -f- íf(í), (iV.1.15.c)
e duas formas para /? (# ,():
tf (*,f) =  2vxll* f{ t )  +  / ( O y  -  í ( / ) x +  A(í), (/V.1.16.«)
H {x, t )  = -  ^vx*/2/ ( 0  + j í ( y ) ^  +  Mx )- (iV.1.16.6)
Estas expressões , quando igualadas, fornecem:
2vx1/ 2/ ( í )  +  / ( f ) y -<?(<)* + MO -  | v 2/+
I v x 1^ 2/{() -  ~ v x ~ ^ 2 J  ff(jr)áy -  h{x) =  0. (/V.1.17)
Cada coeficiente correspondendo as diferentes potências de x  e ( te rá  que anular-se 
para que a expressão acima seja iguai a. zero. Isto nos levará, aos seguintes valores 
para as variáveis arbitrárias:
í( í)  =0, (iY .l.lS.fl)
/(O  = /o, (JV.1.18.*)
h ( x ) = ^ v x l/ t / 0 + h0t (/V.1.18.C)
éí
h(t) = | v 2/ +  h0. { i v . i . n .d )
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0  invariante que corresponde a estes valores, derivado da expressão (IV.1.1), com 
os valores para as funções:
I > M = 4 o ,  (ZKl.19.fl) 
F { x %t) = / 0> (/K l.19.6) 
<?(#,*) = 3vxI/ í , (TV.l.lô.c)
i /(x ,f )  = 2 f o v x llí +  ^ v 2/ -f h0) (/V.1.19.<f)
*
terá a forma:
/ - ___________________ —___________________  (JV i 20)
f 3 +  / o i 2 +  ZvX  1/ 2i  +  2 /oV X 1/ 2 +  ft>2/  +  k0 '
Este invariante difere daquele apresentado na secção (II.2) por apresentar uma 
potência quadrada no momentum e o term o 2 /o w 1/ 2, que o invariante do caso 
(ü.2.1.b) em (II.3) não contém. Contudo, estes dois termos adicionais estão asso­
ciados à energia do sistem a, ou seja:
• E =  i i 2-f t/ar1/2,
2
logo não representa um resultado novo.
C) Vamos supor agora os seguintes valores: m =  n =  } ,}  =  1 e / i  =  0. Isto 
leva a um potencial da forma:
V'Jx,/) =  v ix i l i í +  V2X1/ 2. ( /K l .21)
que é o potencial apresentado na secção (II.3) do capítulo anterior, relacionado com 
o invariante geral (II.3.2), o qual contém as duas formas invariantes apresentadas 
em (n.2). Veremos aqui que não é possível encontrar um invariante mais geral que 
contenha as formas (IV .1.13) e (IV.1.20).
Com os valores acim a definidos de m, n ,ç  e p, temos:
G (x ,t) = S v t x ^ t  +  3v2X1^  -  f ( t ) x +  f ( t ) ,  (IV. 1.22)
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e duas formas para a  função i í (x ,f ) :
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=2/(0(»i*'l*t + -  2v,x3/! + /(í)^-
ài
- j(<)x+À(0. (JK.1.23.«)
^v iv t i*  + I  /( jr ) jfá jr -  ^t»2« 1/2 j  /(y )íjf
+ 2^V|X 1/8 j  í(jf)jf<ty +  ^ v 2x + Ã(x). (ÍY .1.23Í)
Como estas duas form as devem ser iguais, teremos a equação:
2/(f)(v1x 1/2f +  t^x1/2) -  2vjX3/2 +  /(f)-ir ~  ? (0X +  MO
1 2,3 _  3 ----- ,2 _  3.,*# j. It/íX 1/ 2 1  /(jf)yrfy +  j  / ( í R f
“ 2^ '  2WlV*f “  2V*< + 2
-^ W iX ~ 1/S I  f(í)y<*y ~ | ,J2* ~ 1/2 J  g {n )d í i -h (x )  = 0 . ( I V . l . 24)
Novamente aqui tem os que cada coeficiente em x e f deve ser identicamente 
n u lo . Para tan to  as funções /(í),Ã(x),Â(í) e *(í) devem assumir os seguintes valores:
í ( 0  =0, (JV.1.25.«)
/(O  =0, (/K 1.25.Í)
Ã(x) =  -  2vixs/ 2 +  ho, (iY.1.25.c)
h(t) + | t ) iv 2f2. (iV.1.25.<f)
O invariante ( I \M .l)  assumirá a forma correspondente aos valores das funções:
£>(x,0=<*o, {IV. 1.26.ô)
F(x,í)  =0,  (/Kl.26.6)
(?(x,f) =3vIx I/2f 4- StJgx1/2, (ÍY.1.26.C)
íf(x,f) = -  2vix3/2 + \v\t& + ^viv2í2 + j\t + ho■ (JV.1.26.rf)
L L L
55
Então o invariante será:
T _  _______________________________ d_0 ______________________________
x5 + (3vi x i l i t +  SvíX1/ 2)^ — 2vi x3/* +  j v \ t s +  |v it» 2f* +  f  v\t  +  Ao
(iV.1.27)
Em resumo, para o potencial F (x ,í )  =  t^ x 1/ 2/ +  t^ x 1/ 2, soma dos dois po­
tenciais Vi = v ix íf 2t e V2 =  t»2x 1/ 2, para os quais já  conhecíamos os invariantes, 
encontramos um invariante mais geral (IV .1.27). E ste  invariante mais geral contém 
os dois exemplos de Goedert e Lewis, como discutido na secção (EL3).
Podemos notar tam bém  que nenhum dos três invariantes apresentados agora, 
nem os dois exemplos de Goedert e Lewis na secção (II.2), são verdadeiramente 
racionais . Eles são apenas os recíprocos de invariantes polinomiais.
A forma de £>(x,f), que deve ser apenas função de t, foi modificada para uma 
função de até potência dois em t, porém, em todos os casos, U (x ,f) sempre se 
reduziu ao seu caso mais simples, ou seja, igual a uma constante. Isto nos leva a  
pensar que não existe uma form a para D (x ,/)  dependente de ( nesta escolha de 
invariante (IV. 1.1).
Conclusões
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O objetivo deste trabalho foi investigar a  existência de invariantes racionais 
para sistem asH am iltonianos unidimensionais dependentes on não do tempo, istoé, 
Ham iltonianos da form a H(p,q , t )  = |j>2 +  V{q,l ).
P ara  iniciar este trabalho começamos discutindo uma série de três artigos pu-
* blicados por Lewis, Leach e Goedert [10,36,37]. Em seu trabalho, os três autores 
citados acima se propuseram a encontrar invariantes racionais partindo de uma 
form a para o invariante que é uma razão de dois polinómios. Após desenvolverem 
uma teoria bastante elaborada, eles chegam a uma série de equações integrodi- 
ferenciais, (II.2.5-6), que precisam ser resolvidas para se obter o invariante para 
um determ inado potencial (veja, por exemplo, o sistem a de equações gerado para 
os invariantes do tipo  (II.1.37-39)). Estes sistem as de equações não são triviais 
de serem resolvidos. Isto  pode ser observado de um exemplo apresentado pelos 
autores e que foi discutido na secção (EL2) do capítulo II deste trabalho. Os autores 
tentam  chegar a  um invariante racional com potências em p de ordem três, para dois 
potenciais, um dependente do tem po e o outro não, não obtendo ao final nenhum 
invariante verdadeiram ente racional, mas apenas recíprocos de invariantes polino­
miais.
No capítulo Dl discutimos a  aplicação do método direto, apresentamos um 
invariante que é razão de um polinómio de grau 3 por um outro de grau p, neste 
caso chegamos a conclusão que não existem invariantes do tipo (EU.2.1) para p > 4. 
Ainda neste capítulo, calculamos e discutimos dois invariantes que a  primeira vista 
parecem ser racionais, mas que na realidade não são.
No capítulo IV, através do método direto, obtemos os resultados apresentados 
no capítulo II e uma form a mais geral de invariante contendo estes resultados, que, 
a  princípio, não é uma solução trivial.
0  sistema de equações gerado a partir de nossa forma de invariante é bastante 
simples se com parado com o sistem a de equações que precisa ser resolvido dado no 
capítulo II. A teoria desenvolvida no capítulo III é bastante direta e não envolve 
cálculos matemáticos elaborados. No capítulo IV encontramos um invariante mais 
geral, que contém como casos particulares os resultados (ü.2.1.a-b) dados na litera­
tu ra . Este invariante foi obtido para um potencial que é uma soma dos potenciais 
correspondendo aos invariantes (IL2.1.a-b).
Como contribuição, este trabalho trouxe um novo resultado de invariante para 
um sistem aHam iltonianonnidim ensional definido na equação (IV.1.27). A obtenção 
de invariantes verdadeiramente racionais permanece um problema aberto.
Apêndice
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Neste apêndice apresentam os o programa que foi utilizado para chegarmos aos 
coeficientes de x  e / das equações (IV. 1.2), eles foram gerados em um com putador 
IBM 4341 usando a  linguagem de manipulação algébrica REDUCE 3.2 . 0  programa 
é dado a seguir:
P rograma:
OFF NAT$ LINELENGTH 70$
COMMENT PROGRAMA %
COMMENT ESTUDO DE INVARIANTES RACIONAIS - TEM PO=A$ 
ARRAY CO FX(10) ,COFA (10)$
PROCEDURE EQUACOES(INVAR)$ BEGIN SCALAR KONT$ 
NXM AX:=COEFF(INVAR(X(COFX)$
FOR JJ := 0:NXMAX DO 
BEGIN
N W A X  := CO EFF( COFX(JJ),A,COFA)$
FOR LL := 0:NYMAX DO 
IFCOFA(LL) NEQ O THEN 
BEGIN KONT := KONT + 1$
CFT(KONT) := COFA(LL)$
ENDS
END$
FOR m  := 10KONT do W RITE CFT( ,12, )=  ,CFT(m)$
RETURN KONT $
ENDÍ
OPERATOR CC,DD,HH,EQN,CFT$
( M X  := 3$ C:=D :=H :=0$
FOR J := 0:GMAX DO 0 :=  C+CC(J)*A**J$
FOR I := 0:GMAX DO
FOR J :=  0:GMAX DO IF I+ J  LEQ GMAX THEN 
BEGIN
D := D+DD(I,J)*X**I*A**J$
H := H+HH(I,J)*X**I*A**J$
ENDS
C;D;H;
' HX := DF(H,X)$
HT := D F(H ,T)$
DX := DF(D,X)$
DT := D F(D ,T)$
CX := DF(C,X)$
CT := D F(C,T)$
FACTOR X,A$
EQ N (l) :=  CX;
EQN(2) := C*HX-CT-DX;
EQUACOES( EQN(2) );
EQN(3) := C*HT+D*HX-DT-H*DX-H*CT; 
EQUACOES( EQN(3) );
COMMENT -  VALOR DO POTENCIALS 
VX := (H*DT-D*HT)/(H*C-D)$
V := INT(VX,X);
ENDS
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