Attitude Determination (AD) constitutes an important navigation component for vehicles that require orientation information, such as spacecraft or ships. Global Navigation Satellite Systems (GNSS) enable resolving the orientation of a vehicle in a precise and absolute manner, by employing a setup of multiple GNSS antennas rigidly mounted onboard the tracked vehicle. To achieve high-precision attitude estimation based on GNSS, the use of carrier phase observations becomes indispensable, with the consequent added complexity of resolving the integer ambiguities. The use of inertial aiding has been extensively exploited for AD, since it enables tracking fast rotation variations and bridging short periods of GNSS outage. In this work, the fusion of inertial and GNSS information is exploited within the recursive Bayesian estimation framework, applying an Error State Kalman Filter (ESKF). Unlike common Kalman Filters, ESKF tracks the error or variations in the state estimate, posing meaningful advantages for AD. On the one hand, ESKF represents attitude using a minimal state representation, in form of rotation vector, avoiding attitude constraints and singularity risks on the covariance matrix estimates. On the other hand, second-order products on the derivation of the Jacobian matrices can be neglected, since the errorstate operates always close to zero. This work details the procedure of recursively estimating the attitude based on the fusion of GNSS and inertial sensing. The GNSS attitude model is parametrized in terms of quaternion rotation, and the overall three-steps AD procedure (float estimation, ambiguity resolution and solution fixing) is presented. The method performance is assessed on a Monte Carlo simulation, where different noise levels, number of satellites and baseline lengths are tested. The results show that the inertial aiding, along with a constrained attitude model for the float estimation, significantly improve the performance of attitude determination compared to classical unaided baseline tracking.
INTRODUCTION
With the growing interest towards autonomous vehicles, it is of great importance to guarantee the accuracy and reliability of navigation estimates provided by Global Navigation Satellite Systems (GNSS). Other than providing the absolute localization and timing, GNSS signals can be used to compute the orientation of a platform when multiple antennas are used [1] . Attitude determination is the process of estimating the orientation of a rigid body with respect to a reference frame and it constitutes a fundamental task for the navigation of vehicles that require directional guidance. GNSS represents an appealing alternative to magnetomers, gyroscopes or other means of orientation tracking, providing a drift-less absolute attitude solution while posing a fair compromise in terms of cost, weight and precision. Employing a setup of multiple GNSS antennas rigidly mounted on a vehicle, one seeks to find the rotation which relates the local and global navigation frames. Accurate attitude estimation based on GNSS requires the use of carrier phase observations. These are characterized by a noise two orders of magnitude lower than code pseudorange observations, but they are ambiguous by an unknown number of integer ambiguities. Ambiguity Resolution (AR) is the process of resolving the unknown cycle ambiguities of the carrier phase as integers [2] . The sole purpose of AR is to use the integer ambiguity constraints as a means of significantly improving on the navigation solution. The GNSS attitude model is generally expressed as a Least-squares (LS) adjustment, for which closed-form solution is not known. Thus, its minimization is resolved applying a three-steps decomposition. The first step float estimation constitutes a LS procedure where the integer constraint on the ambiguities is dropped. Then, the AR estimates the integer ambiguities based on the float solution. This stage is commonly solved applying the Least-squares AMBiguity Decorrelation Adjustment (LAMBDA) method [3] [4] [5] . Finally, solution fixing consists on improving the attitude solution based on the estimated integer ambiguities.
QUATERNION PARAMETRIZATION FOR THE ATTITUDE PROBLEM
Attitude determination is the process of finding the relative orientation between two orthogonal frames. In R 3 , the rotation group SO (3) denotes the group of rotations under the operation of composition [27] . Rotations are linear operations preserving vector length and the relative vector orientation. Thus, the rotation group SO (3) can be defined as SO (3) := {r :
The rotation operation can be represented in multiple forms, although the most well known correspond to Euler angles, rotation matrix and quaternion. Euler angles describe orientation as three consecutive elemental rotations. Although they are conceptually easy to understand, they pose a singularity problem, commonly referred to as "gimbal lock", when a degree of freedom is loss due a parallel configuration of two axes. Rotation matrices are characterized as orthonormal matrices with determination 1. Rotation matrices represents attitude without incurring in any singularity. However, rotation matrices result in difficult renormalization and computational inefficiency (rotation matrices have 9 elements to describe a 3D attitude). Finally, the quaternion is a four dimensional hyper-complex number, introduced by Hamilton in 1843 [28] , which is often used to represent the orientation of a rigid body in a 3D space, under the unit-norm constraint. Although attitude quaternion might not be intuitive and difficult to be visualized, it has been widely adopted, especially in robotics and computer graphics [29, 30] . In this work, the quaternion parametrization has been chosen for two practical reasons: the kinematic model of the prediction equations are linear and the quaternion rotation is free from singularities (e.g., the gimbal-lock is eluded).
This paper adopts the Hamilton convention, scalar part first and local-to-global rotation (body to Earth-Centered Earth-Fixed ECEF). For more details on the different quaternion conventions and a comprehensive explanation on quaternion algebra, the reader is referred to [27, 31, 32] . Thus, the quaternion is defined as:
with q 0 = cos (θ/2)
where e is the unit Euler axis and θ is the rotation angle. In Eq. (3), the quaternion relation to the rotation vector is appreciated. This will be of fundamental importance for the later description of the Error-State Kalman Filter formulation. The most general motion of a rigid body with respect to a fixed point is a rotation by an angle θ about an axis specified by the unit vector e [24] . Thus, given a rotation vector θ θ ≡ θe (4) a quaternion q{θ} can be derived as
A quaternion only describes a proper rotation under the unit-norm constraint of its components:
Quaternions obeying this constraint can be said to belong to the unit-quaternion group, denoted as H * . The transformation quaternion to rotation matrix R is given by the following homogeneous quadratic function:
where I 3 ∈ R 3 is the identity matrix and the skew operator [v×] defines the cross-product matrix
which is a skew-symmetric matrix, i.e., [v×] = −[v×], equivalent to the matrix form of the cross product [v×] w = v × w. The quaternion product 1 • is non-commutative, associative and distributive over the sum:
The composition of quaternions is bilinear and can be expressed as two matrix products:
with [q] L and [q] R are the left and right quaternion product matrices, respectively. These product matrices are given by:
The rotation operator over a vector r(v) using quaternion parametrization is expressed as:
where q * is the inverse quaternion operation
The quaternion kinematics equation is given bẏ
where ω is the three-component angular rate vector, observed at the local frame.
GNSS ATTITUDE MODELS
Let us consider n + 1 GNSS satellites tracked on a single frequency simultaneously at N + 1 antennas installed on a vehicle. At a particular time, the phase and code observations at receiver j of the tracked satellite i is expressed as follows:
where ρ i j , Φ i j are the code and phase observations [m], p i , p j are the positions of the i th satellite and the j th GNSS antenna respectively, N i is unknown number of cycles between the receiver and the satellite, 1 The quaternion product is generally denoted as ⊗. However, this work reserves ⊗ for the representation of the Kronecker product.
ε i , i are the remaining unmodelled errors -multipath effects, instrumental delays, phase biases, etc.-for the code and phase observations respectively.
Among the N + 1 antennas on the vehicle, one is chosen as master (from here denoted with the subscript m). Single-differencing the observations, e.g., subtracting the observations received at the master antenna from the other antennas, removes the atmospheric and satellite-related errors. Then, the process of double-differencing, or removing the single-difference observations with respect to a pivot or reference satellite (hereafter referred with the superscript r), eliminates the clock offsets of the receivers on board of the tracked vehicle. Fig. 1 illustrates the aforementioned process and the notations. 
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where u i is satellite-to-antenna unit line-of-sight vector (due to the relatively small inter-antenna separation, the line-of-sight vectors can be considered the same among the N + 1 antennas) and a i j is the double difference ambiguity between j and master antenna. The baseline vector between two antennas, expressed in the global frame, is denoted by b j = p j − p m .
The system of double-difference phase and code observations can be expressed as
where E(·) and D(·) are, respectively, the expectation and dispersion operators. The vector of observables y are defined as
where y ∈ R 2nN and DDΦ j , DDρ j ∈ R n is the vector of carrier and code double differences for each of the N baselines. The vector of double difference phase ambiguities a ∈ Z nN stacks the ambiguities across the baselines. Matriz A relates the observations to the vector of ambiguities as
where O nM is the square null matrix of size nM . The variance-covariance matrix of the observations Q yy is defined as
To account for the noise cross-correlation introduced due to double-differencing the observations, matrices P N and D are defined as follows:
where 1 n is the ones vector of size n. The diagonal matrices of the expected uncertainty of each of the n + 1 phase and code observations, Q Φ andQ ρ respectively, are:
This work considers noise stochastic modelling based on satellite elevation el:
where a = 2mm, b = 2mm, as suggested in [33] . Finally, b and B represent the remaining state estimate and its associated design matrix, whose definition is discussed next. Although the GNSS attitude problem is generally solved applying a LS adjustment, the underlying model can be expressed in different ways. Thus, the classical LAMBDA approach estimates the baseline vectors between the antennas, without incorporating the a priori knowledge on baseline length and relative orientation, as:
where G ∈ R 3×nN is the geometry matrix of the double-difference line-of-sight vectors. Then, C-LAMBDA performs a similar adjustment, enhanced by the addition of the the constraint over the baseline length to the search-space [11] [12] [13] as
Besides not incorporating the information on the relative orientation between the antennas, classical LAMBDA and C-LAMBDA pose the disadvantage of not directly tracking the attitude. Therefore, an additional step for the AD using the estimated baseline vectors is required. Finally, MC-LAMBDA estimates the rotation matrix to relate the set of baselines in the local frame F = l 1 , . . . , l N to the global frame. Hence, the prior knowledge on the configuration of the antennas is fully exploited [14] [15] [16] [17] [18] . Besides, MC-LAMBDA extends the formulation to account for the rank q of matrix F , dealing with rank-deficient attitude problems. Thus, the minimization problem becomes:
MC-LAMBDA has been shown to be the most promising GNSS attitude model so far [14] [15] [16] . Nonetheless, tracking the rotation matrix implies the estimation of nine parameters (for configurations of non-coplanar antennas) which pose only three degrees of freedom due to the orthonormality constraint. This work proposes a GNSS attitude model based on the quaternion parametrization of the rotation. Then, the functional model for double-difference observations becomes
The estimation of the attitude based on quaternion rotation is performed also based on a LS adjustment as
The minimization posed in Eq. (31) constitutes an overdetermined system of nonlinear equations, whose resolution can be solved applying Lagrange multipliers or a Gauss-Newton method. Thus, the design matrix B defines the Jacobian of the nonlinear model h (q) as follows
where J q (l j ) is the Jacobian matrix of the baseline l j with respect to the quaternion rotation, whose derivation is provided in Appendix A. The procedure to resolve this minimization problem is detailed on the following section.
SENSOR FUSION ARCHITECTURE FOR ATTITUDE DETERMINATION
Similarly to the minimization problems in Eqs. (26 27, 28) , a closed-form solution for Eq. (31) does not exist, due to the integer nature of the ambiguities. Minimization problems of such type are generally referred to as integer least-squares estimation, for which [3] derived a three-step solution based on the decomposition of the problem. This work adopts the same decomposition
where the first term e 2 Qyy corresponds to a LS where the integer constraints on the ambiguities are dropped. The output of this estimation is referred to as float solution and its realized applying a KF (in the recursive case) or a Gauss-Newton procedure (in the snapshot or memoryless case). The second term corresponds to the AR process, estimated applying a Integer Least Squares [1, 3, 34] . Finally, the computed integer ambiguities are used to improve the solution for the orientation q. Such estimate is realized, once again in a least-squares sense, to obtain the fixed solution. Fig. 2 illustrates the workflow of the estimation previously described. This work exploits the fusion from GNSS observations with inertial aiding, and thus a recursive KF is applied for the estimation of the float solution.
The workflow applied in this work is based on the same decomposition, and it is illustrated in Fig. 2 . The first stage is the computation of a least-squares where the integer constraint of the ambiguities is dropped. The output of this estimation is referred to as float solution. Then, the estimated float ambiguities and the corresponding variancecovariance matrix are used for the AR process. Finally, the computed integer ambiguities are used to improve the solution for the orientation q. Such estimate is realized, once again in a least-squares sense, to obtain the fixed solution. Next, it is detailed the estimation for three steps aforementioned. ⋰ ⋰ Figure 2 : Workflow of the sensor fusion architecture for the inertial-aided GNSS carrier phase-based attitude determination problem.
ESKF -Float Estimation
The use of quaternion as the attitude state presents certain difficulties in the application of the classical Kalman filter equations, due to the lack of independence of the four quaternion elements, related by the unit norm constraint [24, 31, 35, 36] . In this work, we focus on the Error-State Kalman Filter (ESKF), also found under the name of Indirect Kalman Filter [23, 25] . [32, 37] reviews the application of ESKF for AD and highlights its advantages as: i) the error-state uses a minimal parametrization, in form of rotation vector, for the rotation. Thus, redundancy issues related to the unit-norm constraint is avoided, preventing also possible singularity risks during the covariance matrix estimation. ii) Since the error-state operates close to the origin, second-order products can be neglected. Thus, the Jacobian computation becomes easier to pose and estimate. In his work [32] , Solà provides a comprehensive explanation of the ESKF operation. The ESKF applies the concept of total -, nominal -and error -state values, with the total-state expressed with the composition of the nominal-and the error-states. The rationale behind the ESKF is to consider the nominal-state as the regular state estimate of a KF (whose prediction and correction models are applied using the original nonlinear functions) and the errorstate as a small-signal gathering the noises and perturbances of the system (linearly integrable and compatible with linear KF). During the prediction step, driven by the high-update rate of the IMU, the nominal statex integrates the inertial data disregarding possible noise terms -therefore accumulating errors. Such errors are represented within the error-state δx, which incorporates the system noises and perturbations. Since the error-state is conformed by small magnitudes, its evolution function can be expressed as a linear dynamic system. Thus, during the prediction step, the ESKF predicts a Gaussian estimate of the error-state. Upon the reception of GNSS data and the performance of the correction step, the filter estimates the errors observable. This correction provides a posterior Gaussian estimate of the error-state which is then injected to the nominal-state and then reset to zero.
In this work, the state estimate is conformed by the following total and error states:
and the composition operation ⊕ defines the total state as
where b ω represents the gyroscope biases. The total quaternion is defined by the rotation of the estimated and the error state quaternions q and δq. The error quaternion is obtained from the rotation vector δθ. Since the rotation associated with the error quaternion can be considered small, the small angle approximation can be used to define the attitude error as a rotation vector δθ, as seen in Eqs. (2 -4) . The uncertainty of the system is gathered in the covariance matrix P ∈ R 3+3+nN , representing the uncertainty of the attitude estimation (of three dimensions, as of the rotation vector δθ), the gyroscope bias and the carrier phase ambiguities. The prediction and correction steps are described next.
Prediction Step
During the prediction step, the total state kinematics corresponds to the dynamical model without any noises or perturbations, while the covariance is updated based on the simpler kinematics of the error-state as follows:
where the subscript k references the update time and u is the input for the prediction step, in this case the measured angular rate ω. F x and F q are the Jacobian matrices of the error-state kinematics with respect to the state and the control noise Q u respectively. Thus, the total state kinematics are as next
where the quaternion integrating the angular rate δq is defined using Eq. (5). The dynamics for the error-state are as follows δθ k = R{δq} δθ k−1 − δb ω,k−1 ∆t + η ω ∆t δb ω,k = δb ω,k−1 + η bω ∆t
where the rotation matrix relation to the inertial integration R{δq} is obtained applying Eq. (7) . The control noises η bω , η ω , η a , corresponding to the gyroscope bias, the angular rate observations and the phase ambiguities are follow a normal distribution of zero mean and variance σ bω , σ ω , σ ω respectively. Thus, Q u gets defined as
From Eq. 38, the derivation of the Jacobian matrices F x and F q becomes straightforward
Correction
Step
Integrating the GNSS double-difference observations within the ESKF highly resembles the optimization problem introduced in Eq. (31), with the addition of the gyroscope biases and the special handling of the error-state rotation vector. Considering that the observations relates to the total state as
where h (·) is the nonlinear observation model of the system state and η ∼ N (0, Q yy ). Since ESKF estimates on the covariance matrix relates to the error-state, the innovation vector of the KF correction constitutes the error-state:
thus requiring the Jacobian matrix H to be defined with respect to the error-state . Applying the chain rule to the total-state, the design matrix H is obtained as
where H x is the conventional Jacobian with respect to the nominal-state:
and H δx is defined as follows: 
Ambiguity Resolution
Following the estimation of the float solution, AR is the process of determining the optimal set of integer ambiguities minimizing the second term in Eq. (31) . Such minimization problem defines an ILS whose ellipsoidal search space lays in a multidimensional space, centered at the estimated float ambiguities. ILS is typically resolved applying the LAMBDA method. For GNSS attitude problems, C-and MC-LAMBDA propose the joint minimization of the ILS and the solution fixing procedure. Since the problem of solution fixing is affected by the code observations, its associated weighting matrix results much larger than the ILS one. Thus, C-and MC-LAMBDA estimates the set of integer ambiguities which minimizes the baseline length and multivariate constraints respectively. In this work, the ILS minimization (second term in Eq. (33)) is solved separately of the solution fixing process (third term in Eq. (33)). Hence, this work solves the ILS problem applying the classical LAMBDA approach. The reasoning for such decision is that, since the integration of IMU data significantly improves the float solution estimation, the ILS ellipsoidal search space becomes reduced and finding the optimal set of integer ambiguities uncomplicated.
State Reconstruction
After the AR, the estimate of the remaining state parameters (quaternion rotation and gyroscope biases) can be enhanced upon the ambiguities integer constraint. Thus, estimated integer ambiguities behave as observations, whose influence in the state estimate is determined by the difference with the float ambiguities and the associated covariance matrices as
where δx(a) refers to the error state -or innovation vector-conditioned on the estimated integer ambiguities.
Similarly to the correction of the ESKF, after the injection of the error state in the nominal state, it is reset back to zero. Finally, the decomposition is defined as follows
SIMULATION RESULTS
The testing of the proposed methodology comprises two parts. First, a GNSS static scenario is simulated, with a varying number of satellites in view, baseline lengths and precision of the code observations. This allows for the characterization of the quaternion-based GNSS attitude model against the standard unconstrained-baseline GNSS attitude model, in terms of success rate (i.e., ratio of correctly ambiguity fixing) and accuracy of attitude determination. Secondly, the performance of the proposed multisensor recursive attitude determination method is addressed for a synthetic dynamical scenario. The experimentation consists of a Monte Carlo experiment, where the inertial and satellite measurements are simulated for a dynamical scenario, using GNSS frequencies L1, L2 E1 and E5a. The performance characterization is realized in terms of estimated accuracy and the ratio of successful ambiguity fixing.
Quaternion-based GNSS Attitude Model Performance
As discussed during Section 3, there are different GNSS attitude models, based on how the double-difference observations relate to the orientation. This work proposes the use of quaternions for the parametrization of the attitude, this incorporating the knowledge on the separation and relative orientation between the antennas. The LS adjustment presented in Eq. (31) constitutes a constrained nonlinear system of equations, whose solution can be estimated in different ways. For a profound discussion on methods to solve this kind of attitude problems, the reader is referred to [35] . In this work, a Gauss-Newton method is used for its solution.
The performance characterization is realized on a Monte Carlo simulation, where the GNSS observations are simulated according to the position of the satellites as illustrated in Fig. 3 , across three antennas. The antennas are assumed to be placed in a non-coplanar configuration, and different baseline lengths are tested. The noise on the observations follow a Gaussian distribution with a fixed variance of three mm for the phase observations, while for the code observations different noise variances are tested. An overview on the simulation setup is shown is The performance characterization is summarized in Table 2 , illustrating the success rate for ambiguity resolution (the percentage of experiments where the correct set of integer ambiguities was found). Experiments for which only a set of satellites is used (n satellites < 10), the discarded satellites are randomly selected in every Monte Carlo iteration. The first major difference between classical baseline and quaternion tracking is that the performance of the latter depends on the baseline length. Unlike baseline tracking, where the system of equations is linear, quaternion tracking requires solving a nonlinear problem whose resolution depends both on the baseline length and the initialization of the search space. In this experiment, the initial attitude is derived from the estimation of the three antennas using a simple code-based Single Point Positioning method [1] . Thus, when the baseline length is small and the code noise is elevated, the performance of quaternion tracking rapidly decays. A better attitude initialization could by realized by deriving the attitude from the float estimation of the baseline tracking, since the atmospheric-related errors would be removed. Besides the problem related to a poor attitude initialization in small baselines, the quaternion-based attitude model certainly overperforms classical baseline tracking. Fig. 4 illustrates the performance comparison, for different number of satellites and a variance for the code observations of 30 cm, which can be considered a relatively challenging scenario. One can see that, for a high number of satellites, regular unconstrained baseline tracking success rate is always below 60%. The constraints incorporated for quaternion tracking significantly enhances the performance, especially for large inter-antenna separation. 
IMU/GNSS Attitude Determination Performance
This simulation scenario aims at addressing the performance of the multisensor recursive attitude, based on the ESKF for the estimation of the float solution and employing the quaternion GNSS attitude model as observation model. The number of satellites tracked is derived based on actual data recorded during an actual measurement campaign [26] , with often drops in the number of satellites tracked due to the challenging environment. Satellite observability and the configuration of the antennas and the IMU on the body frame of the vehicle is as illustrated in Fig. 5 . The experiment consists of a Monte Carlo simulation of 10 3 samples . For the simulation of the code and phase observations, random normal noise is added, following the elevation-based stochastic model from Eq. (25), with a, b = 4 mm. The angular rate observations are derived from the simulated rotation over time. For the initial rotation simulation, the roll, pitch and yaw are represented as sinusoidal functions of different frequencies and amplitudes, replicating the original dynamics of the vessel (for instance, the pitch is influenced by the small waves of the river, creating a sinusoidal function of a frequency of around one second of a couple of degrees of amplitude). The noise characteristics of the simulated gyroscope are done according to the IMU model actually used for the actual measurement campaign, the Sensonor STIM300 [38] . The kinematics of the gyroscope biases is modelled as random walk. In Fig. 6 , the bias estimation over time for the ESKF and the fixed solutions is shown. Only after approximately twenty seconds, the first fix solutions are reached, managing to converge to the right gyroscope biases from that moment. Such fast convergence to the right gyroscope biases is only possible due to the fast rate attitude change along the three rotation axis. On a real scenario, this estimation becomes far more challenging, due to the small misalignment between the IMU and the vehicle local frame axes, as well as the steady change in the roll and pitch (e.g., land vehicles barely experiment any change on their roll and pitch). Table 3 shows the attitude performance, in terms of success rate, for classical baseline tracking against the proposed ESKF for a variety for multi-GNSS, multi-frequency scenarios. In general, AD improves with the addition of a second frequency rather than with a second constellation. In general, baseline tracking provides a much poorer GNSS antennae Figure 5 : On the left, vessel whose antenna distribution is used for the simulation of the observations. On the top right, spatial distribution of the sensors within the body frame. On the bottom right, the number of tracked satellites over GPS and Galileo constellations on L1 and E1 frequencies.
performance than ESKF, whose success ratio is only relatively high for the case that GPS and Galileo are used along multiple frequencies. Except for the short convergence time in the estimation of the inertial biases, ESKF successfully estimates the integer ambiguities for the complete duration of the scenario. 
CONCLUSION
This paper presents a comprehensive description for applying the quaternion rotation parametrization to the GNSSbased attitude determination problem. The recursive estimation of the attitude and the additional fusion of angular rate observations motivate the proposal of an Error State Kalman Filter (ESKF), which bypasses the major challenges related to attitude filtering: on the one side, the gimbal lock singularity is completely avoided, while the attitude state representation remains minimal and away from possible numerical instabilities when estimating the covariance of the system. While extensive research has been carried out with regards to ambiguity resolution and attitude determination, especially within the work series of Teunissen and Giorgi [12, [39] [40] [41] , recursive estimation of GNSS carrier phase-based attitude has been not fully exploited within the navigation community. This paper is intended to serve as basic guide for the implementation of ESKF for the GNSS+IMU attitude finding. The performance of the proposed method has been assessed in a twofold manner: i) a static and memoryless GNSS scenario is simulated via a Monte Carlo experimentation via different baseline lengths, number of observations and code noise. This experiment compares the performance of constraint float finding, in form of quaternion rotation estimation, against classical baseline tracking in the global frame. It becomes evident that, given that the quaternion rotation preserves the baseline length and relative orientation among baselines, its float estimation would be better than its state-of-art adversary. Figure 6 : Estimation of the gyroscope biases over time for a particular Monte Carlo simulation (GPS L1+L2). Around twenty seconds after the movement is started, the filter converges to the right estimation for these and a fix attitude solution is also found.
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APPENDIX I: JACOBIAN WITH RESPECT TO THE QUATERNION
Given a rotation of the vector v with the quaternion rotation q, the Jacobian J q (v) of such operation with respect to the quaternion is given as follows:
For convenience, we will use a simplified notation for the quaternion, q = [q 0 , q u ] . A short reminder on quaternion multiplication:
Proceeding with the Jacobian derivation, we can expand the rotation operator as:
from here, let us pay attention solely to the imaginary part:
Considering the vectorial product properties:
we can group q 0 q u × v − q 0 v × q u = −2q 0 v × q u . Substituting the vectorial product for the skew operator [•×], to facilitate the matrix formulation, and applying Eq. 60, we can reformulate the quaternion operator as:
From here, deriving the partial derivatives of the quaternion results uncomplicated:
obtaining finally
