Brigham Young University

BYU ScholarsArchive
Theses and Dissertations
2019-10-10

Exploration of Sputtered Thin Films—E.g., in Sample Preparation
and Material Characterization
Tuhin Roychowdhury
Brigham Young University

Follow this and additional works at: https://scholarsarchive.byu.edu/etd
Part of the Physical Sciences and Mathematics Commons

BYU ScholarsArchive Citation
Roychowdhury, Tuhin, "Exploration of Sputtered Thin Films—E.g., in Sample Preparation and Material
Characterization" (2019). Theses and Dissertations. 9276.
https://scholarsarchive.byu.edu/etd/9276

This Dissertation is brought to you for free and open access by BYU ScholarsArchive. It has been accepted for
inclusion in Theses and Dissertations by an authorized administrator of BYU ScholarsArchive. For more
information, please contact ellen_amatangelo@byu.edu.

Exploration of Sputtered Thin Films—E.g., in Sample Preparation
and Material Characterization

Tuhin Roychowdhury

A dissertation submitted to the faculty of
Brigham Young University
in partial fulfillment of the requirements for the degree of
Doctor of Philosophy

Matthew R. Linford, Chair
Daniel E. Austin
Robert C. Davis
David V. Dearden

Department of Chemistry and Biochemistry
Brigham Young University

Copyright © 2019 Tuhin Roychowdhury
All Rights Reserved

ABSTRACT
Exploration of Sputtered Thin Films—E.g., in Sample Preparation
and Material Characterization
Tuhin Roychowdhury
Department of Chemistry and Biochemistry, BYU
Doctor of Philosophy
My dissertation focuses on (i) the development sputtered films for solid phase
microextraction (SPME) and (ii) the comprehensive characterization of materials using a suite of
analytical techniques. Chapter 1 reviews the basics of SPME. This chapter also contains (i) a
discussion of various sputtering techniques, (ii) a discussion of two techniques I focused on most
of my work: spectroscopic ellipsometry (SE) and X-ray photoelectron spectroscopy (XPS).
Chapter 2 focuses the major part of my work, which is to prepare new solid phases/adsorbents
for SPME via silicon sputtering followed by thermal deposition of a polymer,
polydimethylsiloxane (PDMS). PDMS was deposited by a simple gas phase technique which has
never before been applied to prepare SPME stationary phases. The coatings were characterized
by time-of-flight mass spectrometry (ToF-SIMS), XPS, scanning electron microscopy (SEM),
SE, and contact angle goniometry. The extraction efficiencies of ca. 1.8 µm sputtered, PDMScoated fibers were compared to a commercial fiber (7 µm PDMS) for a series of polycyclic
hydrocarbons (PAHs). Large carry-over and phase bleed peaks are observed in case of
commercial PDMS-based SPME coatings, which decrease the lifetime and usefulness of these
fibers. It is of great significance that our sputtered fibers exhibit very small or negligible carryover peaks and phase bleed peaks under the same conditions. Chapter 3 focuses on the multiinstrument characterization of copper and tungsten films sputtered by direct current magnetron
sputtering (DCMS) and high-power impulse magnetron sputtering (HiPIMS) using a modern
sputter source. The resulting films were characterized by energy dispersive X-ray spectroscopy
(EDX), XPS, SEM, atomic force microscopy (AFM), SE, and X-ray diffraction (XRD). By EDX
and XPS, all the sputtered films only showed the expected metal peaks. By XPS, the surfaces
sputtered by DCMS were richer in oxygen than those produced by HiPIMS. By AFM, both
surfaces were quite smooth. By SEM, the HiPIMS films exhibited smaller grain sizes, which was
further confirmed by XRD. The crystallite sizes estimated by XRD are as follows: 18.2 nm (W,
HiPIMS), 27.3 nm (W, DCMS), 40.2 nm (Cu, HiPIMS), and 58.9 nm (Cu, DCMS). By SE, the
HiPIMS surfaces showed higher refractive indices, which suggested that they were denser and
less oxidized than the DCMS surfaces. Chapter 4 reports characterization of liquid PDMS via
SE, which required some experimental adaptations. The transmission measurements were
obtained via a dual cuvette approach that eliminated the effects of the cuvettes and their
interfaces. Only the reflection measurements were modeled with a Sellmeier function which
produced decent fits. Chapters 5 consists of contributions to Surface Science Spectra (SSS) of
near-ambient XPS spectra of various unconventional materials including cheese, kidney stone,
sesame seeds, clamshell, and calcite. This dissertation also contains appendices of tutorial
articles I wrote on ellipsometry and vacuum equipment.
Keywords: SPME, PDMS, carry-over, phase bleed, DCMS, HiPIMS, multi-instrument
characterization, SE, XPS, NAP-XPS
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CHAPTER 1: Introduction to Sample Preparation, Sputtering, and Surface
Characterization of Materials

1.1 Introduction
The field of material deposition is extremely broad and encompasses a wide variety of
technologies. Some of the material deposition processes include physical vapor deposition (PVD),
chemical vapor deposition (CVD), electroplating, pulsed laser deposition, spin coating, sol-gel
processes, and the protocols by which self-assembled monolayers (SAM) and layer-by-layer
assemblies (LBL) are created.1-2 The characterization of a material can be as important as its
deposition. Material characterization refers to the extensive procedures by which the structure and
properties of a sample are investigated and evaluated. When this characterization involves only
the top few nanometers of a material, it is surface characterization. Over the past few decades,
significant advances have taken place in the equipment used for surface and material
characterization, including improvements in analysis speed, resolution, automation, and data
processing.3
The Linford group at BYU works in three areas: material synthesis, material
characterization, and data analysis. This skill set has allowed us to make materials for data storage,4
separation science,5 and for applications that require various thin films and coatings.6 Some of the
analytical tools that are extensively used in the Linford group include X-ray photoelectron
spectroscopy (XPS), time-of-flight secondary ion mass spectrometry (ToF-SIMS), spectroscopic
ellipsometry (SE), water contact angle goniometry, atomic force microscopy (AFM), scanning
electron microscopy (SEM), transmission electron microscopy (TEM), and diffuse reflectance
infrared Fourier transform spectroscopy (DRIFT).
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I have worked on four projects in which I have developed and characterized surfaces for various
applications. These projects include (i) preparation of sputtered thin films for solid phase
microextraction (SPME), (ii) multi-instrument characterization of copper and tungsten films
sputtered by two techniques: direct current magnetron sputtering (DCMS) and high-power impulse
magnetron sputtering (HiPIMS), (iii) characterization of liquid and solid samples by spectroscopic
ellipsometry (SE), and (iv) characterization of unconventional materials by near ambient pressure
X-ray photoelectron spectroscopy (NAP-XPS). My major contribution as a graduate student has
been in the first project. The common aspects of all of these projects were the fabrication of
sputtered thin films, and their multi-instrument characterization. In the remainder of this
Introduction, I will discuss SPME and sputtering in detail. This will be followed by a discussion
of the multi-instrument characterization of materials with a focus on SE and XPS and NAP-XPS.

1.2 Exploration of Sputtered Thin Films for Sample Preparation
1.2.1 Importance of Sample Preparation
An analytical procedure for identifying the components in complex samples consists of
multiple steps that typically include sample preparation, separation, quantification, statistical
evaluation, and decision making (see Figure 1.1).7 In sample preparation, compounds of interest
are isolated from complex matrices, which arguably makes this step the most important analytical
step, because even the most advanced instruments struggle to handle many matrices directly.
Sample preparation combines both analyte extraction from a matrix and enrichment of target
compounds. The sampling step involves where to obtain the samples that define the problem being
investigated and the choice of a simple, effective method to extract the samples.
Isolation/Extraction is a clean-up procedure for isolating the compounds of interest from a matrix.
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This should also bring the amounts of analytes to suitable concentration levels for accurate
detection, which is called preconcentration. During the separation step, the complex sample is
separated into its constituents by chromatographic methods like gas chromatography (GC) and
liquid chromatography (LC). Individual components can be identified and detected in
chromatography based on their retention times and mass spectra. Quantification determines the
amounts of the identified compounds present. Statistical evaluation of these results provides an
estimate of the target’s concentration in the sample. Taking account of all this information, a
decision can be made as to whether a sample needs further investigation or not. As shown in Figure
1.1, these steps in this type of analysis follow one another and a subsequent step can only start
after the completion of the previous step. Hence, the overall speed of the analytical procedure is
governed by the slowest step. It is important to note that improving a single step may not
significantly reduce the overall analysis time, rather all the steps need to be considered in order for
there to be an increase in throughput.
Advances in instrumentation and automation have resulted in more accurate, precise and
faster analytical data. Today’s sophisticated machines, e.g., mass-spectrometers coupled with gas
and liquid chromatographs (GC-MS and LC-MS), can isolate and quantify trace amounts of
compounds from a sample matrix and apply data analysis (chemometrics) tools. However, sample
pre-treatment and isolation are still necessary and often difficult to combine with other sample
preparation/analysis steps. Many surveys have indicated that analytical chemists typically spend
around two-thirds of analysis time on sample preparation.8 One of the reasons for slow progress
in this field, is that the fundamentals of extraction for complex samples are not yet fully developed.
Obviously, faster sample preparation is needed, which will reduce analysis time and improve
sample throughput.
3

1.2.2 Classification of Extraction Techniques
In an exhaustive sampling technique, the analytes are completely removed from a sample
matrix and transferred to the extraction phase, often by employing overwhelming volumes of it.
To reduce the amount of solvents and time required to accomplish exhaustive removal, flowthrough techniques (for example, sorbent extraction) are generally preferred over the batch
equilibrium techniques (for example, liquid-liquid extraction). Liquid-liquid extraction (LLE) is
widely used for extracting organic compounds from liquid sample matrices. LLE consumes large
amounts of organic solvents and requires tedious and multiple clean-up steps, which result in
increased cost.9 Accordingly, it is often the rate determining step in sample analysis. In addition,
because it is a multi-step process, there is the persistent risk of analyte loss, analyte deterioration,
and/or user error. Also, the chlorinated organic solvents that are often used can be toxic and/or
carcinogenic, and the appropriate disposal of large quantities of such solvents is always a concern.
In addition to LLE, there are other techniques that use lesser/negligible amounts of solvents. They
are classified based on their extraction medium9-10 and include gas-phase membrane and sorbent
extraction. The pros and cons of each of them are discussed below:
(i)

Gas-phase extraction

Static headspace sampling, purge-and-trap extraction, and supercritical fluid extraction
(SFE) are commonly used gas-phase extraction techniques. Each has its drawbacks. For example,
in the latter two techniques sophisticated instrumentation is employed that is somewhat difficult
to use, and no preconcentration is achieved in the static headspace method.7, 9
(ii)

Membrane extraction

A polymeric membrane is used to extract analytes from a sample matrix and a stripping
phase (for example nitrogen) transfers those analytes to an analytical instrument. This method
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suffers from system carryover effects because of the membrane’s slow response to concentration
changes. In addition, the necessary instrumentation is not commercially available.7, 9
(iii)

Sorbent extraction

Two fairly recently introduced methods, solid phase extraction (SPE) and solid phase
microextraction (SPME) are classified as sorbent extraction techniques in which either a liquid or
a solid sorbent coated on a solid support is used to extract either hydrophobic or hydrophilic
compounds from various matrices.7, 9 SPE has been widely used for sample enrichment and preconcentration. Here, a sample is passed through an SPE cartridge containing a stationary phase
that retains the analytes. The analytes are later eluted using small volumes of one or more solvents.
In spite of these advantages (ability to extract different types of compounds and using little
solvent), SPE suffers from various limitations. These often include easy fouling of the stationary
phase, high carryover, and inconsistent batch-to-batch reproducibility of the stationary phases.
Also very precise measurement of flow rate is necessary. Relatively few phases are commercially
available, especially for higher polarity compounds.

1.2.3 Solid Phase Microextraction (SPME)
In 1990, Arthur and Pawliszyn introduced solid-phase microextraction (SPME) as a fast,
easy, and solvent-free technique that has been widely used for extracting volatile and semi-volatile
compounds.11 It is a ‘one step sample preparation method’ because it integrates sampling, isolation
and concentration of analytes in a single step. This helps reduce analysis times and allows SPME
to be used for high throughput analysis. Also, only a few milliliters of sample are enough for a
complete analysis. Absorption is the dominant mechanism for liquid polymeric SPME phases, e.g.,
polydimethylsiloxane (PDMS), because the analytes diffuse into this liquid-like (low Tg) material.
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In this fashion, SPME is a non-competitive process and hence produces linear absorption isotherms
over wide concentration ranges of analytes, making quantification straightforward (see Figure
1.2).12-13 The only disadvantage here is that it involves complete attainment of equilibrium, which
usually takes a significant amount of time. On the other hand, for solid polymeric phases, e.g.,
Carbowax-DVB, adsorption dominates, which is a fast process. Here, analytes stick to specific
adsorption sites on a porous coating, making this process highly competitive, especially at higher
analyte concentrations. Hence, the resulting isotherms are non-linear. Nevertheless, solid sorbents
have better selectivity, shorter extraction times, and are useful for high molecular weight
compounds.
An extensive theoretical analysis of SPME is given by Pawliszyn,14-15 where one analysis
in particular involves a sorbent material coated on a support that is exposed to a sample matrix for
a specific period of time. This model describes the partitioning of analytes between the sample
matrix and the SPME phase during extraction until equilibrium is established between them. Here,
the amount of analyte extracted does not depend on the sample volume, rather it is proportional to
the analyte concentration. This makes SPME the preferred technique for in-vivo analysis of
biologicals and for portable field sampling of ambient air, water sources, etc. Other applications
include monitoring of chemical changes, partition equilibria, and field sampling applications.
Extraction with SPME is a “non-exhaustive” process, which means that the extraction
process is considered complete with the attainment of analyte equilibrium between the extraction
phase and the sample matrix, which usually involves long extraction times. Under these conditions,
the amount of analyte extracted is independent of the presence of convection/agitation. Once
equilibrium has been achieved, there will be no change in the amount of analyte extracted even if
the extraction is continued. In the case of solid sorbents, the adsorption process becomes
6

competitive, i.e., analytes of interest are displaced by other high affinity interfering molecules. To
avoid long extraction times, pre-equilibrium extractions can be performed. In these, the extraction
does not proceed to equilibrium. Instead the extraction is terminated after a pre-determined period
of time. In this case, the amount of analyte extracted is dependent on the presence of
convection/agitation. Accordingly, by keeping the convection conditions constant, quantification
can be performed using timed accumulation of analytes in the fiber.
Current designs for SPME include open bed and in-tube approaches. Coated fibers,
agitation disks, particles, and vessels are examples of the open-bed approach, whereas a hollow
capillary with coated internal walls is typical of the in-tube design. Out of these approaches, coated
fibers are widely accepted and have been the center of SPME research for many years.

1.2.4 Modes of SPME
SPME fibers are used to extract analytes in three different ways, which include:
(i)

Direct immersion (DI), in which the fiber is dipped in the sample solution for a

specified period of time. The fiber is directly introduced into the analyte sample.
(ii)

Headspace extraction (HS), in which the fiber is kept in the headspace of a sample

vial. Volatile analytes from the matrix partition into the headspace and then into the fiber coating.
HS-SPME protects the fiber from the adverse effects of pH and/or dirty sample matrices, which
improves the lifetime of the fiber.15-16
(iii)

Membrane extraction, in which the SPME fiber is shielded by a membrane to

prevent deposition of high molecular weight interferences, e.g., humic acids or proteins, which
could easily foul the fibers. This approach helps in the extraction of nonvolatile analytes from
complex matrices and also protects the stationary phase from deterioration.15
7

1.2.5 Basic Principles of SPME1
Pawliszyn’s group has put forward an extensive theory of SPME15, 17 which involves a
small amount of sorbent material coated on a support that is exposed to a sample matrix for a
definite time interval. This involves partitioning of the analyte from the sample matrix to the
extraction phase until there is a concentration equilibrium established between them. This usually
involves long extraction times, where the amount of analyte extracted by the extraction phase
(usually for liquid sorbents) at equilibrium is given by the following equation:

𝑛=

𝐶𝑜 𝐾𝑓𝑠 𝑉𝑠 𝑉𝑓
𝐾𝑓𝑠 𝑉𝑓 +𝑉𝑠

(1.1)

where 𝐶𝑜 is the initial concentration of the analyte in the sample, 𝑉𝑓 and 𝑉𝑠 are the volumes of the
fiber coating and the sample, respectively, and 𝐾𝑓𝑠 is the distribution coefficient of the analyte
between the fiber coating and the sample matrix.
If the sample volume (𝑉𝑠 ) is very large, i.e., 𝑉𝑠 ≫ 𝐾𝑓𝑠 𝑉𝑓 , Eq. (11) gets simplified to
𝑛 = 𝐶𝑜 𝐾𝑓𝑠 𝑉𝑓

(1.2)

In Eq. 1.2, the amount of extracted analyte does not depend on the sample volume, rather
it is proportional to the analyte concentration. This makes SPME the preferred technique for invivo analysis of biologicals and for portable field sampling of ambient air, water sources, etc.
Equations 1.1 and 1.2 were derived for a two-phase system consisting of an extraction phase
(SPME fiber) and the sample matrix. During headspace extraction, the analytes first partition into

1

The equations in this section came from Pawliszyn’s theory/analysis of SPME.15, 17
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the headspace from the sample matrix, and then from the headspace into the extraction phase.
Therefore, for a three-phase system, the amount of analyte extracted at equilibrium is given by:

𝑛=

𝐾𝑓ℎ 𝐾ℎ𝑠 𝑉𝑓 𝐶𝑜 𝑉𝑠
𝐾𝑓ℎ 𝐾ℎ 𝑠 𝑉𝑓 +𝐾ℎ𝑠 𝑉ℎ +𝑉𝑠

Also, 𝐾𝑓𝑠 = 𝐾𝑓ℎ 𝐾ℎ𝑠 ,

(1.3)

(1.4)

So, Eq. 1.3 can be rewritten as:

𝑛=

𝐾𝑓𝑠 𝑉𝑓 𝐶𝑜 𝑉𝑠
𝐾𝑓𝑠 𝑉𝑓 +𝐾ℎ𝑠 𝑉ℎ +𝑉𝑠

(1.5)

It becomes clear from Eq. 1.5 that the amount of analyte extracted remains constant,
irrespective of whether the fiber is immersed in the sample matrix or sitting in the headspace,
provided the volume of the fiber, sample and headspace are kept the same. The above equations
hold for liquid polymeric phases such as PDMS. The same equations could be used for solid
sorbents, such as Carbowax-Divinylbenzene (CW-DVB), if the concentrations of analytes are
small, because at higher concentrations, adsorption becomes competitive.
Pawliszyn’s group used Langmuir adsorption isotherms to describe analyte extraction into
porous solid sorbents. Gorecki et al. put forward this theory using model extraction phases such as
PDMS-DVB, and CW-DVB.18-19 Their proposed Langmuir model has the following assumptions:
(i)

The adsorbing molecule is immobile, i.e., it is not free to move on the surface

(ii)

Each adsorbing site harbors only one molecule and hence only a monolayer of

analyte is possible on the surface
(iii)

The adsorbing sites on the surface are all equivalent
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(iv)

There is no interaction between the adjacent analyte molecules adsorbed on a

surface
Using the assumptions of a Langmuir adsorption isotherm, the amount of analyte adsorbed
on a fiber at equilibrium is given by the following equation:

𝑛=

∞
𝐾𝐴 𝐶𝑜𝐴 𝑉𝑠 𝑉𝑓 (𝐶𝑓𝑚𝑎𝑥 −𝐶𝑓𝐴
)
∞)
𝑉𝑠 +𝐾𝐴 𝑉𝑓 (𝐶𝑓𝑚𝑎𝑥 −𝐶𝑓𝐴

(1.6)

where 𝐾𝐴 is the adsorption equilibrium constant, 𝐶𝑜𝐴 is the initial concentration of the analyte in
∞
the sample matrix, 𝐶𝑓𝐴
is the equilibrium analyte concentration on the solid sorbent phase, 𝐶𝑓𝑚𝑎𝑥

refers to the maximum concentration of adsorption sites on the sorbent surface, and 𝑉𝑠 and 𝑉𝑓 are
the volumes of sample matrix and sorbent phase respectively.
∞
The equilibrium concentration of the analyte on the fiber (𝐶𝑓𝐴
) can be given by:

𝑛=

∞
𝐶𝑓𝑚𝑎𝑥 𝐾𝐴 𝐶𝑠𝐴
∞
1+𝐾𝐴 𝐶𝑠𝐴

(1.7)

∞
∞
where, 𝐶𝑠𝐴
is the equilibrium concentration of the analyte in the sample solution. 𝐶𝑓𝐴
is always a
∞
non-linear function of equilibrium analyte concentration in the sample (𝐶𝑠𝐴
). It only becomes
∞
∞
∞
linear when 𝐾𝐴 𝐶𝑠𝐴
is much smaller than 1, and therefore 𝐶𝑠𝐴
=𝐶𝑓𝐴
. This is possible only if the

concentration of the analyte in the sample is very low or its affinity to the adsorbent phase is low.
When extracting analytes into the extraction phase from the sample matrix, one must
consider the presence of a boundary layer around the SPME fiber. There is an inverse correlation
between the boundary layer thickness and the rate at which a specific analyte attains equilibrium.
The thickness of the boundary layer depends on the agitation conditions of the sample and sample
matrix viscosity. The analyte molecules are transported to the SPME fiber via diffusion through
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the boundary layer. In the case of sampling air for short durations of time, the adsorption is almost
instantaneous and the extraction phase is not saturated. Under these conditions, the mass of analyte
extracted can be determined by:

𝑛(𝑡) =

2𝜋𝐷𝑔 𝐿𝐶𝑔 𝑡

(1.8)

𝑏+𝛿
)
𝑏

ln(

where n is the mass of analyte extracted during a pre-determined amount of time t, 𝐷𝑔 is the
molecular gas diffusion coefficient (cm2/s), b is the outer diameter of the extraction phase (SPME
fiber), 𝐶𝑔 is the analyte concentration in the bulk sample, 𝛿 is the thickness of the boundary layer,
and L is the length of the SPME fiber.

1.2.6 Shortcomings of Commercial SPME Fibers
Commercial SPME fibers have gained widespread acceptability/applications in various
fields. They have been successfully employed for the analysis of a wide and diverse range of
samples including food,20-22 biologicals,23-24 drugs,25-26 environmental materials,27-28 and indoor
air.29-30 The analytes studied include volatile organic compounds,29,

31

substituted benzene

compounds,32 pesticides,33-34 herbicides,28, 35 insecticides,36 fatty acids,37-38 polycyclic aromatic
hydrocarbons,39 phenols,40 various metals, organometallic species, etc.41-42 Despite these
significant successes, the commercial fibers used for these extractions have major drawbacks,
including being expensive, their tendency to break, low operating temperature range, swelling of
their coatings in organic solvents, applicability to limited classes of compounds, stripping of the
coatings during use, and relatively short life time (only 50-100 analyses).43 Furthermore, the
thermal instability and swelling of these fibers in organic phases limit their application in gas and
liquid chromatography. All of these drawbacks can be attributed to the following reasons:
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1)

Use of fragile silica fibers as supports, which limits their application and lifetime

2)

Relatively high thicknesses of commercial coatings, which causes them to be

relatively slow to reach equilibrium
3)

Lack of strong adhesion between the coatings and the fiber substrate, which restricts

them to 100-150 extractions
4)

Limited range of extraction phases (especially for more polar compounds)

The deficiencies of commercial SPME fibers listed above have stimulated other researchers
to create alternative materials for SPME, including, but not limited to functionalized silica, 44-46
carbon based nanomaterials,47-49 metals,50-51 SnO2 nanorods,52 ZrO2 nanoparticles,53 TiO2,54 ZnO
nanorods,55 Al2O3,56 PbO2,45

gold nanoparticles,57 graphene,58 polymeric ionic liquids,59

conducting polymers,60 etc. Various approaches have been used to immobilize these materials onto
solid substrates (metal or silica fibers), which have included sol-gel chemistry,61-62 physical
deposition,63 electro-deposition,64 and thermally stable glue.65 Adsorbent (solid) SPME stationary
phases have attracted considerable attention because of their high thermal and mechanical stability,
higher extraction capacities, shorter analysis times, high sensitivity, and longer life.66-67 For
example, multiple research groups have explored the incorporation of nanoporous materials such
MCM (Mobil Composition of Matter)-41, 48, and 5068 and SBA (Santa Barbara Amorphous)-3
and 15 into SPME sorbent coatings,69-70 which were expected to provide very high surface areas,
and hence considerably higher extraction efficiencies. Other related nanomaterials explored for
SPME include CMK (ordered mesoporous carbon)-1,71 CMK (ordered mesoporous carbon)-3,72
LUS (Laval University Silica)-1,73 etc. However, in spite of the obvious promise of these materials,
all of the coatings produced using the methods listed above are tedious and cumbersome to make.
For example, it takes more than 24 hours to prepare fibers via a conventional sol-gel procedure.56
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Considering all the points above, there is a need to develop new coatings for SPME that
will:
1)

Be highly porous and provide a very large surface area for fast extraction and higher

analyte signal
2)

Be thin to improve the mass transfer of analytes

3)

Be robust and have high mechanical strength

4)

Operate over a wide temperature range, i.e., be thermally stable

5)

Show strong attachment to their respective fiber surfaces to increase their durability

6)

Not swell in organic solvents/phases, which is a problem with commercial coatings

7)

Be stable over a wide range of working conditions and hence show longer life

8)

Be able to extract a wide array of compounds

9)

Be easy to manufacture

10)

Be compatible with current commercial SPME holders and GC/HPLC injection

ports
In consideration of these points, there is a need for a robust coating for SPME that will be
highly porous, operate over a wide temperature range, be relatively thin, be strongly bonded to its
fiber surface, be created in a straightforward and reproducible manner, not swell in organic
solvents, and be stable under diverse working conditions and therefore enjoy a long life.
Sputtering, a physical vapor deposition (PVD) technique that is widely used in industry, can, under
appropriate conditions, create coatings that meet all of these qualifications.
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1.3 Introduction to Sputtering
For decades, physical vapor deposition (PVD) has been widely used for depositing thin
films.74 In PVD, a target can be vaporized with a plasma, arc-discharge, ions, a laser, etc.
Sputtering is an important PVD method. It is reproducible, economical, reliable, and industrially
viable.75 Sputtering works by ejecting atoms from a solid target (often a disk) that is bombarded
with the highly energetic particles in a plasma adjacent to it (see Figure 1.3). The particles ejected
in sputtering often have very high energies, which results in them being strongly anchored/bonded
to the substrates they strike.63, 76 Sputtering is widely used industrially. However, it tends to be less
popular among university researchers, especially chemists. Less expensive vapor deposition
approaches, e.g., thermal and electron beam deposition, are often adequate for small academic
projects. In general, thermal and electron beam vapor deposition techniques have lower deposition
rates and are quite easily influenced by variations in the temperature of the material being
deposited vis-a-vis its vapor pressure. These drawbacks make thermal and electron beam
deposition less than ideal candidates for most industrial applications. Sputtering is extensively
used in the semiconductor industry to make diffusion barriers, adhesion or seed layers, primary
conductors, antireflection coatings, and etch stops.77 Sputtered films have also been used as
reflective and dielectric layers, and read/write films in the preparation of optical discs (CD, DVD,
and Blu-ray).4, 78-79

1.3.1 Sputtering and SPME
It would be advantageous to prepare advanced SPME coatings in a cost-effective and
industrially viable way. However, almost no papers have connected SPME and sputtering. In one
of these, Liu and coworkers used sputtering to deposit an adhesion layer onto a stainless steel fiber
14

onto which their SPME bonded phase of multi-walled carbon nanotubes was deposited.63 Here,
the authors stated that their sputtered adhesion layer had not influenced the extraction performance
of their SPME device. Accordingly, we are the first to prepare an actual stationary phase (active
absorbing/adsorbing layer) via sputtering (oblique angle deposition, OAD) for SPME.80
The morphology of sputtered films can be influenced by various deposition parameters.
For example, if the substrate is cold enough that the atoms that strike it have little or no mobility
after they impinge on the surface (limited adatom diffusion),81-82 and if the flux of atoms strikes
the material at an oblique angle, a porous, typically columnar, structure is obtained due to
shadowing effects.83-84 Shadowing is the phenomenon by which nuclei of adsorbed atoms and
growing features/columns shield their neighbors from an incoming vapor flux. Features that are
not shadowed grow in the direction of the incoming flux, and porous films are created. Shadowing
and film porosity increase as the angle of incidence of the flux becomes larger (more oblique) (see
Figure 1.4).81, 85-87 Of course other factors can play a role here as well. For example, the ultimate
porosity of the microstructures depends on adatom diffusion, where limited adatom diffusion
favors isolated microstructures. OAD has been successfully applied to catalysis,88 optical
devices,89 biochip arrays,87 and sensing devices,90 but (again) it had never been used to make
SPME coatings. In 2016, we illustrated that a porous, high surface area, columnar structure can be
obtained via a shadowed sputter deposition.80 This coating was deposited on silica fibers. These
sputtered fibers were functionalized with a C18 silane. The resulting 1 or 2 µm thick sputtered,
silanized fibers outperformed a commercial SPME fiber (7 µm PDMS) in the analysis of simple,
low molecular mass compounds including some alkanes, aldehydes, amines, and esters. Based on
this work, we are convinced that deposition of stationary phases by sputtering can lead to
significant improvements in extraction efficiency and selectivity.
15

1.3.2 Types of Magnetron Sputtering
While DC sputtering is a useful deposition technique, it has various limitations, including
low deposition rates, low ionization efficiencies in the plasma, and substrate heating.91 These
issues were successfully addressed in the invention of magnetron sputtering in the early
seventies.92-93 Magnets are used in this type of sputtering to trap the electrons near the target
surface, which substantially increases the ionization efficiency so that a dense plasma is produced
in the target region.91 Accordingly, magnetron sputtering increases the probability of ions
bombarding the target, resulting in higher sputter and deposition rates. Furthermore, in magnetron
sputtering a plasma can be generated at lower operating pressures (typically, 10−3 mbar, compared
to 10−2 mbar in normal sputtering), which leads to higher porosity films.91 The most commonly
used modes of magnetron sputtering are direct current magnetron sputtering (DCMS), radio
frequency (RF) magnetron sputtering, and high-power impulse magnetron sputtering (HiPIMS).
Among these three, this work primarily focuses on DCMS and HiPIMS.

1.3.3 DCMS and HiPIMS2
Advances in modern technology lead to and are based on the fabrication of new materials,
including high aspect-ratio structures and integrated circuits with smaller dimensions. However,
these are difficult to coat via conventional magnetron sputtering. This growing demand for unique
coatings and materials has opened new opportunities in sputtering and coating. Generally, in a
plasma-based technique like magnetron sputtering, ions of the sputtered material are rarely
available to the deposition process and the flux is mostly neutrals.94-95 This drawback is addressed

2

Some of the texts in this section are taken from Chapter 3. See the chapter in this dissertation
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by a process referred to as ionized PVD or IPVD, where the deposition flux mostly consists of ions
rather than neutrals.96
The motion of ions can be controlled with electric fields. For example, collimated ions can
reach the bottom of deep trenches of a high aspect-ratio structures. On the other hand, a neutral
vapor flux appears to coat only the upper sidewalls of deep trenches with limited coverage at their
bases. Therefore, ionizing the vapor flux provide advantages including more directionality of the
flux,96 improved adhesion,97 and increased density of the sputtered film.98 For decades, much
research has been devoted to IPVD techniques such as high-power impulse magnetron sputtering
(HiPIMS), which was introduced in 1999 by Kouznetsov and co-workers.99
HiPIMS or high-power pulsed magnetron sputtering (HPPMS) is a form of magnetron
sputtering involving pulsed plasma discharges with a low duty cycle (less than 10%),100 which
tends to generate a high power density (a few kilowatts per square centimeter) on the target
material without damaging the target assembly and with negligible target overheating. Therefore,
a high degree of ionization of the vapor flux can be achieved leading to the formation of dense and
smooth sputtered films.101-103 This has paved the way to grow smooth and uniform films on
complex-shaped substrates, which would be challenging to achieve via conventional sputtering
techniques.104-105
In the case of a typical HiPIMS discharge, the electron density in the ionization region is
on the order of 1019 m-3 and the ionization mean free path of the sputtered atom is about 1 cm.106
In contrast, in a DCMS discharge, an electron density of 1017 m-3 is commonly observed with ca.
50 cm of ionization mean free path.107 Hence, unlike a DCMS discharge where the degree of
ionization is 5% or less,108 a substantial fraction of the sputtered material is ionized in a HiPIMS
discharge. Accordingly, a typical DCMS grown film exhibits inhomogeneity, porous columnar
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structures, and poor coverage on substrates, which may be attributed to an anisotropic deposition
flux.109 With increased directionality, HiPIMS can successfully deposit uniform films on complexshaped substrates. Another important aspect of HiPIMS is that it yields dense film morphologies
with increased hardness, low friction coefficients, and improved corrosion resistance, as compared
to films deposited by DCMS.110
In spite of the positive attributes mentioned above, HiPIMS exhibits lower deposition rates
as compared to DCMS for the same average power. For example, Samuelsson et al. illustrated that
sputter rates in HiPIMS are typically 30-80 % lower than in DCMS.101 A possible explanation of
these reduced rates is back-attraction of ions to the target followed by self-sputtering, which limits
the amount of sputtered particles that reach the substrate.111 However, the deposition rate in
HiPIMS can be increased by changing some of the sputtering parameters. For example, Mishra et
al. proposed that a decrease in the magnetic field strength at the target surface would improve the
deposition rate at the substrate.112 Nevertheless, Emmerlich et al. illustrated that the deposition
rates of HiPIMS and DCMS should not be compared for the same average power due to the nonlinear energy dependence of the sputtering yield.113

1.4 Material Characterization Techniques
In many cases, the surface of a material is at least as important as its bulk. Accordingly,
understanding a surface can be critical for interpreting and improving device and material
performance. In materials science, characterization refers to the extensive procedures by which
structure and properties of a sample are investigated and evaluated. If this characterization is
surface sensitive, i.e., it only involves the top few monolayers of a material, it is called surface
characterization. Over the past few decades, significant advances have taken place in the
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equipment used for surface and material characterization, including improvements in analysis
speed, resolution, automation, and data processing.114 The beams used for surface characterization
are typically composed of X-rays, photons, electrons, or heavy particles, e.g., ions. Sometimes
more exotic probe species like neutrons and even positrons are also used. In most cases, the energy
or mass of the particles emitted from a surface reveals the composition of the surface, while the
intensity of the signal corresponds to the concentration of the species in question.115 Among all the
available surface techniques, I was mostly involved with spectroscopic ellipsometry (SE) and Xray photoelectron spectroscopy (XPS) which are discussed below.

1.4.1 Spectroscopic Ellipsometry (SE)3
Spectroscopic ellipsometry (SE) is one of the most important tools for characterizing
surfaces and materials.116-117 It is fast and convenient. Under appropriate conditions, SE can
measure thin film thicknesses and also the optical functions of substrates, films, and interfaces. It
is also sensitive to the presence of film interfaces, film roughnesses, gradients in films, and material
anisotropies. A typical ellipsometer consists of a light source, polarization generator or polarizer,
sample, polarization analyzer, and a detector (see Figure 1.5).
The light source generates unpolarized light that passes through a polarization generator or
polarizer. The polarizer only allows light of a preferred electric field orientation to pass. For
example, the light that strikes the sample is often linearly polarized, i.e., the polarizer axis is
oriented between the p- (in the plane of incidence) and s- (perpendicular to the plane of incidence)
planes. The reflected light from the sample surface is generally elliptically polarized, and travels
through a continuously rotating polarization analyzer. The analyzer will allow only a certain

3

Some of the texts in this section are taken from Chapter 4 and J.A. Woollam website. See the chapter in this
dissertation
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amount of light to pass, which depends on the polarizer orientation relative to the electric field
“ellipse” coming from the sample. The detector converts light to an electronic signal to determine
the reflected polarization. The change in polarization between the input and output signals provides
information about the optical properties of the sample, such as film thicknesses and surface
roughness, optical functions etc.
Ellipsometric analysis theory is based on the Fresnel equations for polarized light
interacting with multi-layered planar substrates118 and ellipsometric measurements are often
expressed using Psi (ψ) and Delta (Δ):
𝑟𝑝
𝑟𝑠

= tan ψ𝑒 𝑖∆

(1.9)

where 𝑟𝑝 and 𝑟𝑠 are the complex Frensel reflection coefficients of the sample for p- (in the plane
of incidence) and s- (perpendicular to the plane of incidence) polarized light. The angle ψ provides
information about the ratio of two amplitudes, and Δ is the phase shift between the two
components.
Spectroscopic ellipsometry measures the ratio of the two light components as a function of
wavelength. So-called variable angle spectroscopic ellipsometry (VASE) increases the
information content of measurements due to different optical path lengths traversed, and the fact
that a material can be probed at and around its Brewster angle. After the reflection and transmission
data are measured, a model is constructed based on the sample, which often describes each material
with thickness and optical constants. The model is used to calculate the predicted response (ψ and
Δ). The calculated values are compared to the experimental data through regression analysis.
Parameters in the model can be varied to improve the match between the experimental data and
model calculations. The number of unknown parameters should not exceed the amount of
information contained in the experimental data. To find the best match between a model and the
20

experiment, an estimator, like the Mean Squared Error (MSE) is employed. The unknown
parameters can be varied until the minimum MSE is reached. Note, a minimum MSE does not
guarantee an optimum fit –the lowest MSE should fall into a ‘global’ minimum.

1.4.2 X-ray Photoelectron Spectroscopy (XPS) and Near-Ambient X-ray Photoelectron
Spectroscopy (NAP-XPS)
Surface engineering and modification play an important role in improving the performance
of materials. X-ray photoelectron spectroscopy (XPS) is the most important method of chemically
analyzing surfaces. The maximum depth that XPS can probe is ca. three mean free paths, which is
generally 5 – 10 nm. The popularity of this technique is evident from the fact that it receives in
excess of 10,000 citations annually.119
XPS, also referred as electron spectroscopy for chemical analysis (ESCA), is a surfacesensitive technique that can measure the elemental composition, empirical formula, chemical state,
and electronic state of the elements within a material.120-122 A typical XPS system comprises of an
electron source (often a tungsten filament), a metal anode (usually Al or Mg), a monochromator
that allow only a specific wavelength of X-rays to pass, a flood gun for charge compensation of
insulating samples, and a concentric hemispherical analyzer (see Figure 1.6). When a beam of Xrays strikes a sample, the core-level electrons from elements near the surface of the material are
ejected via the photoelectric effect. The kinetic energies of these photoelectrons are measured by
the analyzer and are converted to their corresponding binding energies. A typical XPS spectrum is
plotted as the number of counts obtained at each binding energy. Peaks appear in the spectrum
from elements emitting core electrons at a particular characteristic binding energy, which helps to
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identify and quantify almost all the elements present on the surface of a material (only hydrogen
and helium cannot be detected by XPS).123
The fundamental equation of XPS is as follows:

ℎ𝜈 = 𝐸𝐾.𝐸. + 𝐸𝐵.𝐸. + 𝜙

(1.10)

𝐸𝐵.𝐸. = ℎ𝜈 − 𝐸𝐾.𝐸. − 𝜙

(1.11)

which can be rearranged as

where ℎ𝜈 is the energy of the X-rays, 𝐸𝐾.𝐸. and 𝐸𝐵.𝐸. are the kinetic and binding energies of the
electrons, respectively, and ϕ is the work function of the spectrophotometer. The most commonly
used photon energy in conventional XPS is from an Al source: The Al Kα line at 1486.6 eV.
XPS is usually performed under ultrahigh vacuum (UHV) to allow transport of
photoelectrons to the detector and limit surface contamination, which causes photoemission
attenuation and may decrease detection accuracy. However, there are numerous important samples
that can only be analysed at moderate pressures. These include most polymers, gases at moderate
to higher pressures, most biological specimens, most liquid samples, most consumer goods, e.g.,
foods, cosmetics, etc., and, in general, materials that outgas significantly.
Near-ambient pressure X-ray photoelectron spectroscopy (NAP-XPS) was developed to
analyze non-traditional materials with little vacuum compatibility. NAP-XPS works at 2500 Pa or
greater.124-125 Differential pumping is employed to gradually decrease the pressure in the XPS
system from the sample to the detector. Some of the advantages of NAP-XPS include reduced
sample preparation (often none is needed) and pump down times. For example, unlike
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conventional XPS, both sample loading and analysis in NAP-XPS can often be achieved in a few
minutes.
A unique attribute of NAP-XPS is its intrinsic ability to neutralize charge on a sample
irradiated with X-rays (see Figure 1.7), which is often referred to as Environmental Charge
Compensation. When X-rays collide with the gas molecules around a sample, both electrons and
cations are generated, which compensate for any charge on a sample. The pressure of the gas
molecules dictates the degree of this charge compensation. Thus insulating samples can usually be
analysed by NAP-XPS without any external charge compensation. In conventional XPS, a flood
gun is often employed (see Figure 1.6) for charge compensation.
Data analysis is an integral part of any technique. There have been many previous reports
on XPS data analysis, including peak fitting of the XPS peak envelope,126-129 the Fourier
transform,130 taking the derivative of the spectra,131 uniqueness plots,132 the equivalent width,133134

and chemometrics analysis (PCA, MCR, and PRE).135 Among these, the most commonly used

approach is XPS peak fitting. Peak fitting in XPS helps to determine the chemical states of the
elements. For example, in general, a carbon (C 1s) peak can be peak fitted to four different
chemical sates which are attributed to C-C/C-H (C(0)), C-O (C(I)), C=O (C(II)), and O-C=O
(C(III)).126,

128

In the case of aromatic groups, shake-up peaks (-*) will be present.136 The

information gained from peak fitting is important for understanding the chemistry of a surface, and
is therefore useful for various applications. Good practices for XPS peak fitting has been discussed
in the literature.137 These include: i) choose an appropriate background, ii) constrain one’s fit
parameters reasonably, and also limit the number of fit parameters, iii) show the sum of your fit
components with your original data, iv) show the residuals, v) estimate the fit-parameter
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uncertainties, vi) consider information from other techniques, and also other narrow scans within
ones’ analysis, vii) Use chi squared, viii) use the Abbe criterion, and ix) use common sense.
Identification of a suitable background is an essential first step in analysis of a XPS
spectrum. The basic linear, Shirley, and Tougaard are the most common background shapes. A
simple XPS spectrum (polymers and other materials with large band-gaps) can be usually wellfitted by a linear background.138 However, background shapes can be complex due to attenuation
of photoelectrons, which can be addressed by Shirley139 and Tougaard140 backgrounds. The Shirley
background is often appropriate for peak fitting signals from metals.141 Tougaard backgraound is
a more universal background approximation. None of these backgrounds is perfect. Hence,
selection of one background type over another is essentially based on which one is least wrong
rather than most right.
Once a background has been chosen, one needs to specify the number of constituent peaks
in the overall spectrum along with well-informed contraints on their positions, areas, widths,
assymteries (especially for conducting samples),142 and peak shapes. For decades, a vareity of
functions or peak shapes have been employed in XPS peak fitting. For example, pure Lorentzians
model the fundamental line shape of the technique and pure Gaussians are generally used to model
amorphous materials (polymers and glasses).129 Some other examples of complex functions
include Gaussian-Lorentzian sum and product functions (sums or products of Gaussians and
Lorentzians),143-144 Voigt functions (convolutions of Gaussian and Lorentzian functions), and the
Doniach-Sunjic line shape.145 It is useful to have a prior knowledge about the sample being probed,
as this helps to apply reasonable constraints on the above-mentioned parameters. Based on the
constraints, software optimizes the fit parameters to produce the best possible fit. The quality of
the fit can be determined by comparing the experimental and fit envelopes. The inability of the fit
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enevlope to match the experimental data is determined as a fit error, which may be quantified by
chi-squared (χ2) values, the Abbe criterion, and/or the peak residuals.

1.5 Conclusions
Sample preparation is arguably the most important step in an analytical procedure for
identifying the components in complex samples. SPME, a sample preparation technique, combines
isolation, and preconcentration in one single step. For decades, there have been various SPME
phases/coatings available on the market. However, they have different drawbacks including being
expensive, their tendency to break, low operating temperature range, swelling of their coatings in
organic solvents, applicability to limited classes of compounds, stripping of the coatings during
use, relatively short life time, significant carry over, and presence of phase bleed peaks. In my
graduate work, I developed a new method for preparing porous SPME coatings via sputtering of
silicon and vapor phase deposition of PDMS onto silicon-sputtered fibers. This approach appears
to overcome the drawbacks associated with commercial fibers that are listed above. For example,
groups of fibers could be simultaneously sputtered, which should reduce cost. The coating is
shown to be robust and the coated fiber extracts a wide range of polycyclic aromatic hydrocarbons
(PAHs). There is no carryover between runs. The coating is not lost during use; it has a rather long
lifetime. Chapter 2 of this thesis demonstrates the preparation of these SPME fibers. This chapter
includes a detailed characterization of the coatings, their evaluation, and comparison with the best
commercial SPME fiber.
Sputtering, an industrial PVD technique, is widely used in various applications due to its
high deposition rate, ease of scaling, and the overall quality of the films. For example, as described
above, it can be used to prepare silicon films for SPME, and it is also capable in preparing thin
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films of metals and alloys. Sputtering works in three modes: DCMS, HiPIMS, and RF. Among
these, HiPIMS is a relatively new technique that is not yet fully explored. In this study, I have
prepared and compared DCMS and HiPIMS metal surfaces (copper and tungsten). Chapter 3 of
this thesis describes a problem associated with a relatively new commercial sputter assembly. This
chapter also includes a detailed multi-instrument characterization of Cu and W films sputtered by
DCMS and HiPIMS.
A surface can be critical for interpreting and improving device and material performance,
which can be achieved by extensive material characterization. Throughout my graduate research,
I have implemented various material characterization tools to characterize different conventional
and unconventional materials. Some of the characterization tools include SE, XPS, NAP-XPS,
SEM, ToF-SIMS etc. Among these techniques, I was mostly involved with SE, XPS, and NAPXPS. SE can measure thin film thicknesses and also the optical functions of substrates, films, and
interfaces via accurate data modelling. It can also probe film roughnesses, gradients in films, and
material anisotropies. On the other hand, XPS and NAP-XPS are extensively used for determining
chemical compositions of surfaces, which can be evaluated by precise peak fitting. XPS peak
fitting and modelling in SE are the integral part of data analysis and material characterization.
Chapter 4 of this thesis describes the various experimental adaptations required to analyse
a liquid via SE. This chapter talks about how to accurately measure the optical functions of a liquid
or fluid.
Chapter 5 of this thesis includes detailed analysis of unconventional materials via NAPXPS, which would be a challenge for conventional XPS because in general these materials outgas
significantly. These materials demonstrate the wide range of samples that can now be analyzed
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with the first, standalone NAP-XPS instrument, which include a hard Italian cheese, sesame seeds,
a kidney stone, a clamshell, and a calcite (CaCO3) crystal.
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1.6 Figures

Figure 1.1. Steps involved in complex sample analysis.
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Figure 1.2. Adsorption and absorption of analyte molecules in solid and liquid SPME coatings respectively.
Adapted with permission from Górecki, T.; Yu, X.; Pawliszyn, J., Theory of analyte extraction by selected
porous polymer SPME fibers. Analyst 1999, 124 (5), 643-649.12
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Figure 1.3. Schematic of a magnetron sputtering process.
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Figure 1.4. Shadowing at oblique angles of vapor flux, leading to inclined, porous micro-structures.
Adapted with permission from Robbie, K.; Brett, M. J., Sculptured thin films and glancing angle deposition:
Growth mechanics and applications. Journal of Vacuum Science & Technology A 1997, 15 (3), 14601465.80
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Figure 1.5. Schematic of a spectroscopic ellipsometry (SE) instrument.
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Figure 1.6. Schematic of a typical X-ray photoelectron spectrometer (XPS).
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Figure 1.7. Intrinsic charge compensation of a near ambient X-ray photoelectron spectroscopy (NAP-XPS)
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CHAPTER 2: SPME Fibers with Negligible Carry-Over and Phase Bleed

2.1 Statement of Attribution
This article was originally submitted as Roychowdhury, T.; Patel, D. I.; Shah, D.; Diwan,
A.; Kaykhaii, M.; Herrington, J. S.; Bell, D. S.; Linford, M. R. SPME Fibers with Negligible
Carry-Over and Phase Bleed. ACS Appl. Polym. Mater., (Submitted).1

2.2 Abstract
We report the preparation of a high performance, sputtered, polydimethylsiloxane (PDMS)-coated
solid phase microextraction (SPME) fiber that shows negligible carry-over and phase bleed. This
process involves sputtering silicon onto silica fibers, and functionalizing the resulting porous
nanostructures with ultrathin films of vapor-deposited PDMS. Different thicknesses of silicon
(0.25, 0.8, and 1.8 µm) and PDMS (8, 16, and 36 nm) were produced and their extraction
efficiencies evaluated. The deposition of PDMS was confirmed by time-of-fight secondary ion
mass spectrometry (ToF-SIMS), X-ray photoelectron spectroscopy (XPS), spectroscopic
ellipsometry (SE), and contact angle goniometry on model, planar silicon substrates. These fibers
were investigated using a direct immersion SPME analysis of a series of polycyclic aromatic
hydrocarbons (PAHs), which are carcinogenic pollutants. The 1.8 µm thick silicon coating with
16 nm of PDMS (Si (1.8 µm)/PDMS (16 nm)) produced the best response among the combinations
tested. Conditions for the extraction of PAHs with this fiber were optimized and its extraction
performance was compared to that of a commercial 7 μm PDMS fiber. The linearity, repeatability
(RSD%, n=3), and minimum detection limits of the sputtered fibers were determined and found to
be superior to the commercial 7µm PDMS fiber in many aspects. Carry-over and phase bleed from
53

commercial PDMS-based SPME fibers are two of their major drawbacks, which decrease their
lifetimes and usefulness. Minimal carry-over and phase bleed were observed for our sputtered
PDMS-coated fibers. In addition, our fibers could be used for at least 300 injections without any
significant loss of performance.

Keywords: solid phase microextraction (SPME); sputtering; polydimethylsiloxane (PDMS);
polycyclic hydrocarbons (PAHs); carry-over; phase bleed.
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2.3 Introduction
Solid phase microextraction (SPME) is a solvent-free, fast, and straightforward technique
that integrates sampling, isolation, and concentration of analytes in a single step. SPME has been
widely used to extract numerous volatile and semi-volatile organic compounds since its inception
by Arthur and Pawliszyn in 1990.2 Owing to its advantages, it is often preferred over other
available extraction methods such as liquid-liquid extraction and gas-phase extraction.3 SPME is
an important sampling tool that is routinely combined with separation techniques such as gas
chromatography (GC) and high performance liquid chromatography (HPLC).4 SPME works by
placing a stationary phase, either solid or liquid, which is deposited on a fiber substrate, above a
sample (headspace mode) or in a liquid (direct immersion) such that molecules of interest (target
analytes) can be selectively extracted and concentrated.5 The captured species are then released
into a GC or HPLC column for separation and identification. SPME is a ‘green’ method because
no additional solvent is used in this process.6-7 Fiber coatings play a vital role in the extraction and
desorption of analytes in SPME. For example, liquid coatings like polydimethylsiloxane (PDMS),
and solid coatings like carboxen-PDMS interact with analytes via absorption/partioning8 and
adsorption,9 respectively. Various commercial SPME coatings are available on the market that
have been succesfully employed for the extraction of a wide range of toxic analytes including
polycyclic aromatic hydrocarbons (PAHs), pesticides, phenols, and various organometallic
species.8,

10

In spite of their increasing popularity, commercial coatings suffer from various

drawbacks such as their relatively low operating temperatures (generally in the range of 240-280
℃), significant carry-over between runs, their instability, swelling in organic solvents (especially
in HPLC or in direct immersion in GC), phase bleed from the fiber, and/or the stripping of coatings
(often during direct immersion extractions).11-13
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To address the issues regarding commercial coatings, numerous SPME stationary phases
with different selectivities have been developed. These include bonded phases with ZnO nanorods,
ZrO2 nanoparticles, functionalized silica, mesoporous silica nanoparticles (MSNs), Al2O3, carbonbased nanoparticles, graphene, and conducting polymers.14-18 Methods used to attach these new
materials onto SPME fibers have included sol-gel chemistry,19 dip coating,20 and electrolytic
coating.21 These SPME phases provide several advantages over commercial coatings including
shorter analysis times, higher thermal and mechanical stabilities, longer lifetimes, and higher
extraction efficiencies.16, 18, 22-23 However, in spite of these advantages, these approaches have
some limitations, often because of their complicated syntheses/preparations.12 For example, one
conventional sol-gel approach requires more than 24 h to prepare a SPME coating using porous
nanomaterials.24
Sputtering is the most widely used thin film deposition technique in industry.25 It works by
ejection of atoms from a target by collisions with energetic ions generated in a plasma. These
ejected atoms are deposited on a substrate, and in general, strongly adhere to it.26 For decades,
sputtering has been extensively employed to develop materials for optical devices, bioarrays,
catalysis, and sensors.27-28 Our previous SPME paper reported the fabrication of highly porous,
thin, robust SPME fibers via sputtering of silicon.12 The microstructure of these sputtered films
could be altered by changing the sputtering parameters. For example, we illustrated that a porous,
high surface area, columnar structure could be obtained via a shadowed deposition, i.e., when the
vapor flux of ejected atoms strikes the fiber substrate at an oblique angle.12 Our porous, sputtered
fibers were functionalized with a C18 silane. The resulting 1 or 2 µm thick sputtered, silanized
fibers outperfomed a commercial fiber (7 µm PDMS) in the analysis of low molecular mass model
compounds that included some alkanes, aldehydes, amines, and esters. However, the bonded C18
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phase did not work as well for PAHs. Accordingly, the importance of these analytes has led us to
develop a new SPME phase for our porous silicon coatings. The availability of, properties of, and
prior use in SPME make PDMS an ideal candidate as a stationary phase on our sputtered fibers.29
That is, PDMS has a low glass transition temperature,30 flexibility,31 hydrophobicity,32 and a high
sorption enrichment factor.29, 33 Extraction into PDMS occurs by partitioning of organic analytes
into the inert, liquid polymer.34 Accordingly, PDMS is used in various analytical techniques,
including solid phase microextraction (SPME),2 stir bar sorptive extraction (SBSE),35 thin film
microextraction (TFME),36 and other sampling methods.34, 37 For decades, thin films of PDMS
have been created by diverse approaches including sol-gel deposition,38 spin coating,39 plasma
discharge,40 and spray deposition.41 However, hazardous solvents, and/or complex and timeconsuming steps are involved in these methods. For example, it typically takes approximately 12
h to put down a PDMS film by a sol-gel deposition. Thin films of PDMS have also been deposited
by a cleaner, simpler gas phase technique.42-43 For the first time, we now use this approach to
prepare SPME stationary phases. Our sputtered, PDMS-coated SPME fibers combine the
advantages of a nanoporous, high surface area material obtained through sputtering and an
ultrathin layer of PDMS.
Since the inception of SPME in 1990, much research has been devoted to the detection and
analysis of PAHs using commercially-available PDMS fibers.44 PAHs, which are hydrocarbons
with single or multiple fused aromatic rings, are ubiquitous contaminants. They are introduced into
the environment through the incomplete combustion of fossil fuels, in automobile exhaust, and in
food preparation.45-48 This pervasive group of compounds can interfere with cellular functions,
causing carcinogenic and mutagenic effects. They are considered to be among the most dangerous
environmental pollutants.49-52 The amount of PAHs entering the environment has ballooned due to
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global industrialization and increased use of hydrocarbon fuels.53-54 Microbial degradation of these
toxic compounds is very slow, not significantly reducing their concentrations in the environment.55
Accordingly, it is necessary to detect and monitor even trace levels of PAHs in environmental
matrices. Conventional techniques like liquid-liquid extraction (LLE),56 solid-phase extraction
(SPE),57-58 and supercritical fluid extraction (SFE)59 are widely used to extract and isolate PAHs
from aquatic systems. However, there are some limitations associated with these techniques. They
can be tedious, time-consuming, expensive, involve large volumes of solvent, and require
preconcentration.60 Hence, SPME coupled with GC or HPLC is a preferred method for detection
and quantification of these pollutants.60-61
In this work, we report the preparation, application, and optimization of porous, PDMScoated SPME fibers. Thin films of PDMS were deposited onto sputtered silicon fibers via a gas
phase approach. Our Si (1.8 µm)/PDMS (16 nm) fibers consistently show similar direct immersion
extraction efficiences to 7 µm PDMS commercial fibers for the moderately large to heavier PAHs.
However, the significant carry-over and phase bleed of the commercial fiber are not observed with
our PDMS-coated, sputtered fibers. Carry-over and phase bleed signals may interfere with signals
from other analytes, and cause quantification errors. Our new fibers can be used in excess of 300
times without any noticeable decrease in performance.
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2.4 Experimental Section
2.4.1 Instrumentation
The deposition and surface analytical instrumentation employed in this study are listed in
Table 2.1, and the conditions/parameters of the SPME-GC-MS analyses reported herein are
summarized in Table 2.2.

Table 2.1. Specifications of our surface and deposition equipment.

Instrument

Company

Sputter system

PVD75, Kurt J. Lesker Company, Jefferson Hills,
PA, USA

Furnace

Model No. FB1415M,
Ashville, NC, USA

Scanning Electron Microscope

FEI Helios NanoLabTM 600 DualBeam
(FIB/SEM), ThermoFisher Scientific, Waltham,
MA, USA

Contact Angle Goniometry

Model No. 100-00, ramé-hart instrument co.,
Mountain Lakes, NJ, USA

Spectroscopic Ellipsometer

M-2000DI, J. A. Woollam Company, Lincoln,
Nebraska, USA

X-ray Photoelectron Spectrometer

SSX-100, Service Physics Inc., Bend, OR, USA

Thermo

Time-of-Flight Secondary Ion Mass
IONTOF GmbH, Münster, Germany
Spectrometer
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Scientific,

Table 2.2. SPME-GC-MS parameters.
a

CTC RTC Parameters

b

c

DI-SPME

Inlet

Tool
Agitator Speed
Agitator Temperature
Incubation Time
Heatex Stirrer Speed
Heatex Stirrer
Temperature
Extraction Time
Vial Penetration Depth
Injector Penetration
Depth
Desorption Time
Pre Conditioning
Post Conditioning
Conditioning Time
Conditioning
Temperature

Agilent 7890B/5977A GC-MS Parameters

SPME
250 rpm
30 °C
120 s
1000 rpm

300 °C
Split 5:1

30 °C

Rxi-5 Sil MS, 20 m, 0.15 mm ID, 0.15 µm (Restek cat.# 43816)

480 s
35 mm

Oven

50 mm
60 s
True
False
60 s
300 °C

d

Topaz 0.75 mm ID Straight/SPME Liner (Restek cat.# 23434)

d

Column

70 °C to 115 °C at 95 °C/min, to 175 °C at 65 °C/min, to 225 °C at 45
°C/min
to 300 °C at 10 °C/min (hold 1.0 min)
d

GC Accelerator Oven Insert Kit (Restek cat.# 23849)

Carrier Gas
Type

Helium

Mode
Flow Rate

Constant Flow
1.20 mL/min

b

Detector

Type
Mode
Transfer Line Temp.
Source Temp.
Quad Temp.
Electron Energy
Tune Type
Ionization Ode

Single Quadrupole MS
Scan (100 to 280 amu)
280 °C
300 °C
200 °C
70 eV
DFTPP
EI

a

SPME autosampler: PAL System (CTC Analytics AG), Zwingen, Switzerland
Gas chromatograph - Agilent 7890B, Mass selective detector (MSD) – Agilent 5977A: Agilent
Technologies, Inc., Santa Clara, CA, USA
c
SPME in direct immersion mode
d
Restek Corporation, Bellefonte, PA, USA
b

2.4.2 Preparation of Sputtered Silicon Surfaces
Silicon was deposited onto optical fiber substrates via an oblique angle magnetron
sputtering approach that produces porous, columnar structures (see Figure 2.2). The fibers were
positioned perpendicular to the vapor flux and sputtered at 5 mTorr and 200 W DC power. Argon
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was the sputtering gas. Sputtered silicon fibers were treated with piranha solution (H2SO4 (95 – 98
%) and H2O2 (30 %)) to introduce silanol groups onto their surfaces, which may facilitate the
attachment of silanes and other reagents. (Note that although it is widely used, piranha solution is
a dangerous reagent that should be handled with great care.) Sputtered coatings were produced
in various thicknesses by controlling the durations of the depositions.

2.4.3 PDMS Deposition onto Sputtered Silicon Surfaces
Silicon-sputtered fibers were placed over freshly mixed (both components mixed in their
recommended ratio), fluidic PDMS (Sylgard 184, Dow Corning, Midland, Michigan, USA) in a
ceramic vessel, which was subsequently heated in an oven at 300 °C (see Appendix 1 Figure A1.1).
This resulted in a thin, hydrophobic film on the sputtered silicon surface of the fiber. The thickness
of the PDMS coating could be easily controlled by changing the duration of the deposition.
Sputtered silicon-PDMS fibers were attached to SPME assemblies with an epoxy cement and
evaluated/analysed by SPME- gas-chromatography mass spectrometry (GC-MS). Coatings in this
work were characterized by spectroscopic ellipsometry (SE), time-of-flight secondary ion mass
spectrometry (ToF-SIMS), X-ray photoelectron spectroscopy (XPS), scanning electron
microscopy (SEM), and contact angle goniometry.

2.5 Results and Discussion
2.5.1 Comparison to our Previous C18 Fiber
The inadequacy of our previous C18 fibers for PAH analysis (see Appendix 1 Figure A1.2)
led us to develop new PDMS-based SPME fibers. Interestingly, an increase in the thickness of the
coating of the previous generation of fibers had no significant effect on PAH extraction. However,
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as shown below, the thickness of PDMS plays an important role in the extraction efficiency of
PAHs.

2.5.2 Characterization of Sputtered, PDMS-Coated Fibers
2.5.2.1 SEM
As explored in our previous work,12 the porosity of our sputtered silicon surfaces is
dependent on the fiber orientation during deposition. That is, previous SEM images demonstrated
that our fibers, positioned perpendicular to the sputter target, produce porous, high surface area
nanostructures, while a closed morphology is obtained for fibers oriented parallel to the target. In
this latest study, fibers were sputtered with silicon under the same conditions that generated the
porous morphology. SEM images of fibers sputtered with 1.8 µm of silicon (measured at the fiber
base) are shown in Appendix 1 Figure A1.3. As before, a cauliflower-like morphology is observed
in the top view of side of the fiber (see Figure 2.3a), and the cross-sectional SEM shows porous,
columnar features that provide a high surface area for the extraction of analytes.

2.5.2.2 Contact Angle Goniometry and SE
Thermal deposition of PDMS was also performed on planar, piranha-treated, witness
silicon wafers, which allowed spectroscopic ellipsometry and contact angle goniometry to be
performed. These PDMS films showed advancing and receding water contact angles (WCAs) of
101° and 90°, respectively (see Figure 2.4), which are typical for a flat PDMS surface.62-63 To
understand the effects of porosity/roughness on wettability of this hydrophobic film, PDMS was
deposited on a silicon wafer sputtered with silicon at an oblique angle. As expected, both bare and
sputtered surfaces (neither coated with PDMS) showed low WCAs (< 10°). However, the
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advancing and receding WCAs of the PDMS-coated (16 nm), sputtered surfaces were 128° and
95°, respectively (see Figure 2.4). A reasonable explanation of this high WCA is the roughness of
the porous, sputtered silicon with a hydrophobic PDMS layer on top of it.64 As expected, sputtered
surfaces with 36 nm of PDMS show a decrease in WCAs, which suggests a surface with reduced
roughness.
Ellipsometric models of our PDMS films were created using two approaches: (i) a simple
Si/SiO2 model, which used the optical constant of Si and SiO2 in the instrument software, and (ii)
a Sellmeier function.65 Both of these approaches yielded similar thicknesses. The stability and
adhesion of the PDMS films were tested by Soxhlet extraction (overnight with toluene). No change
in the water contact angle or thickness of the films was observed after this test.

2.5.2.3 XPS and ToF-SIMS
Both bare, silicon-sputtered and also PDMS-coated, silicon-sputtered surfaces were first
analyzed by XPS.66 As expected, XPS shows a large O 1s signal, noticeable Si 2p and Si 2s signals,
and small C 1s signals in both materials (see Figure 2.5a). Accompanying O Auger (KLL) and O
2s signals are also present. The small carbon signal on the silicon-sputtered surface is presumably
adventitious.67 As expected, the carbon signal on the PDMS-coated surface is larger than on the
bare surface.68
As a second confirmation of deposition, the PDMS-coated surface was analyzed by ToFSIMS, which is an ideal tool for polymers.69 The resulting spectrum showed characteristic
fragment peaks at mass-charge ratios (m/z) of 73, 147, 207, and 221, which is strong evidence for
the presence of PDMS.70 Indeed, the obvious peaks at m/z 73 (CH3Si+(CH3)2), 147
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(CH3Si(CH3)2OSi+(CH3)2),

207

(see

Figure

2.5b

for

its

structure),

and

221

(CH3Si(CH3)2OSi(CH3)2OSi+(CH3)2) make it clear that a fairly significant amount of PDMS has
been transferred to the surfaces after exposure to heated Sylgard 184.

2.5.3 Optimization of the Thicknesses of Sputtered Silicon and PDMS on SPME Fibers
In order to investigate the capacity of the fibers generated in this study, different
thicknesses of sputtered silicon (0.25 µm, 0.8 µm, and 1.8 µm) were evaluated using SPME-GCMS extraction/analysis of a series of PAHs (Cat. # 32470, Restek Corporation, Bellefonte, PA,
USA). These silicon surfaces were deposited with equal amounts of PDMS (16 nm). As expected,
thicker silica layers provided better responses (see Figure 2.6a). That is, the 1.8 µm thick fiber
outperformed the other coatings and was selected for further experimentation.
In a traditional SPME process, the amount of analyte extracted by the stationary phase at
equilibrium is directly proportional to the volume of the fiber coating.71-72 We believed that the
polymer (PDMS) on the surface of our fibers acts as the extraction phase, and that its thickness
should determine the extraction capacity of our fiber. Accordingly, different PDMS thicknesses (8
nm, 16 nm, and 36 nm) on 1.8 µm sputtered-silicon fibers were prepared, where the thickest SPME
phase (36 nm) was expected to capture the most analyte. However, our sputtered fiber with 16 nm
of PDMS outperformed the fibers coated with 8 nm and 36 nm of the polymer (see Figure 2.6b).
The reason for this behavior may be connected to the SEM images and water contact angles of the
bare, 8 nm, 16 nm, and 36 nm coated fibers. That is, in general, the cauliflower-like structure of
the material remained apparent after coating with 8 nm and 16 nm of PDMS (see Figures 2.3b and
2.3c). However, it was lost with the 36 nm coating (see Figure 2.3d). These results suggest that for
thinner PDMS coatings, e.g., 8 nm vs. 16 nm, increasing the polymer thickness increases the
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extraction capacity of the fiber. However, an overly thick coating appears to block the pores of the
fiber and limits its performance. Therefore, 16 nm of PDMS with 1.8 µm of sputtered silicon (Si
(1.8 µm)/PDMS (16 nm)) proved to be the best fiber we tested and was selected for further
experimentation.

2.5.4 Optimization of Extraction Conditions
2.5.4.1 Extraction Time
Direct immersion time profiles were investigated for a series of PAHs at 60, 120, 240, 480,
1920, 3840 s using the Si (1.8 µm)/PDMS (16 nm) fiber, which showed an increase in the analyte
peak areas with time up to 1920 s (see Appendix 1 Figure A1.4a). After 1920 s of extraction, the
peak areas of most of the PAHs showed no change or a slight decrease, which suggests complete
adsorption.73 However, the increase from 480 s to 1920 s is not large enough to warrant an
extraction time beyond 480 s, so 480 s was selected as the best extraction time for subsequent
extractions.

2.5.4.2 Extraction Temperature
Temperature plays an important role in SPME. Higher temperatures facilitate the diffusion
of analytes from the solvent to the SPME phase (fiber coating), thereby increasing the availability
of the analytes to the fiber. However, higher extraction temperature also results in greater analyte
loss when the fiber is transferred from the extraction vial to the GC inlet.73 This trend was observed
in the extraction profiles generated with the Si (1.8 µm)/PDMS (16 nm) fiber from 30 ℃ to 90 ℃
(see Appendix 1 Figure A1.4b). For this work, the optimal extraction temperature appeared to be
30 ℃.
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2.5.4.3 Linearity, Minimum Detection Limit (MDL), and Fiber Lifetime
The linear range for the series of 16 PAHs analyzed with our fiber, which has a thin SPME
phase (ca. 1.8 µm and 16 nm), is 1 - 110 µgL-1 (see Appendix 1 Figure A1.5). The minimum
detection limits (MDL) are calculated by probing a low PAH concentrated (1 µgL-1) solution using
our fiber. Linearity, MDL, and relative standard deviation (RSD%, n=3) are summarized in Table
2.3. Finally, with reference to their lifetimes, our fibers can be reused at least 300 times without
loss of performance.

Table 2.3. Linear range, correlation coefficients, MDL, and RSD% for our Si (1.8 µm)/PDMS
(16 nm) fiber.

Compound

Naphthalene

128.17

1.3-108

0.985

0.877

6

Acenaphthylene

152.19

1.3-108

0.995

0.598

5

Acenaphthene

154.20

1.3-108

0.998

0.752

5

Fluorene

166.22

1.3-108

0.989

0.698

9

Phenanthrene

178.23

1.3-108

0.944

0.601

20

Anthracene

178.23

1.3-108

0.967

0.639

21

Fluoranthene

202.26

1.3-108

0.971

1.147

21

Structure
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Linear
Range
(µgL-1)

Correlation MDL
Coefficients (µgL1)
(R2)

RSD
%
(n=3
)

Molecular
Weight
(gmol-1)

Pyrene

202.25

1.3-108

0.994

1.102

19

Benz[a]anthracene

228.29

1.3-108

0.996

0.902

20

Chrysene

228.29

1.3-108

0.996

1.289

17

Benzo[b]fluoranthen
e

252.31

1.3-108

0.994

0.972

24

Benzo[k]fluoranthen
e

252.32

1.3-108

0.997

1.266

20

Benzo[a]pyrene

252.31

1.3-108

0.991

1.186

22

Indeno[1, 2, 3cd]pyrene

276.33

1.3-108

0.976

1.261

25

Dibenz[a,h]anthrace
ne

278.35

1.3-108

0.989

1.505

23

Benzo[ghi]perylene

276.34

1.3-108

0.987

1.058

20
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2.5.5 Comparison of our Si (1.8 µm)/PDMS (16 nm) Fiber to a Commercial 7 µm PDMS
Fiber
2.5.5.1 Extraction Efficiencies
The performance of our Si (1.8 µm)/PDMS (16 nm) fibers was directly compared to a
commercial 7 µm PDMS fiber using a series of polycyclic aromatic hydrocarbons (PAHs). Since
the higher molecular weight PAHs in this series have limited volatilities, all extractions were
performed in direct immersion mode. Obviously, both the commercial PDMS fiber and our
sputtered fibers have the same extraction phase, PDMS, which suggests that their selectivities will
be similar. In addition, the commercial fiber coating is ca. 4 times thicker than that of our 1.8 µm
fiber.
Figure 2.7a shows a typical total ion chromatogram of a series of PAHs: naphthalene,
acenaphthylene, acenaphthene, fluorene, phenanthrene, anthracene, fluoranthene, pyrene,
benz[a]anthracene, chrysene, benzo[b]fluoranthene, benzo[k]fluoranthene, benzo[a]pyrene,
indeno[1, 2, 3-cd]pyrene, dibenz[a,h]anthracene, and benzo[ghi]perylene extracted from water
using our Si (1.8 µm)/PDMS (16 nm) fiber. A comparison of the peak areas generated with the
commercial fiber and our fiber is shown in Figure 2.7b. Our Si (1.8 µm)/PDMS (16 nm) fiber
showed similar signals to the commercial PDMS fiber for the heavier PAHs, i.e., for analytes with
molecular weight greater than benz[a]anthracene. We previously demonstrated that our sputtered
fibers have higher affinity towards higher molecular weight compounds.12 Indeed, higher mass
PAHs are an important group of analytes due to their lower volatility, and direct immersion is
specifically used for these compounds. Lower molecular weight compounds (naphthalene to
pyrene) can be easily extracted in headspace mode, i.e., direct immersion is not usually the best
approach for their analysis. It is noteworthy that while our fibers have a thinner PDMS phase, they
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show nearly the same performance as the commercial fiber for this important set of analytes. We
attribute the improved performance of our fibers to the combination of the porosity of the material
and the PDMS extraction phase on it.

2.5.5.2 Carry-over Effects
Carry-over peaks from previous injections are a frequent problem in chromatography.74-75
The presence of carry-over peaks reduces the linearity of a response and worsens the limit of
detection of an experiment. Small carry-over peaks can be minimized/eliminated in SPME by
applying higher desorption temperatures or longer desorption times. However, higher desorption
temperatures may damage both the fiber and its assembly,76 and increase coating degradation.
Longer desorption times decrease fiber lifetime. In this study, carry-over was addressed by probing
a high concentration PAH sample (500 µgL-1 or ppb) followed by a blank analysis. Figure 2.8
shows the results for our fiber and the commercial fiber for this sample. In both cases the initial
signals are very large and in some occasions show detector saturation. After this analysis, both
fibers were reintroduced into the GC inlet for a second run without performing any fiber
preconditioning or fiber bake. The commercial fiber showed a relatively large amount of carryover (see Figure 2.8b). Even an increase in desorption time did not have any noticeable effect on
the carry-over peaks obtained with the commercial coatings. In contrast, our sputtered fibers
exhibited very small or negligible carry-over peaks under the same conditions (see Figure 2.8d).
That is, we show here essentially complete desorption of PAHs from our SPME fiber after
exposure to a high concentration sample. We hypothesize that our porous and thinner PDMS
coating allows faster and more complete analyte desorption.75
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2.5.5.3 Phase Bleed
Phase bleed peaks from an SPME fiber can be a major source of contamination. 77 These
unwanted signals may interfere or overlap with analyte peaks, which makes it difficult to quantify
target analytes. During desorption, fibers are often repeatedly exposed to a high temperature GC
inlet (e.g., 300 ℃), which may lead to phase bleed. Hence, short desorption times are always
recommended to minimize bleed and increase the longevity of SPME fibers.78 Previously, there
has been a quite bit of research regarding phase bleed from commercial fibers. For example,
Veuthey et al. demonstrated that a commercial 100 µm PDMS fiber exhibits more phase bleed
peaks compared to a commercial 7 µm fiber bonded with the same PDMS polymer, thus showing
a shorter lifetime.77 In this study, chromatograms were obtained using brand new fibers: (i) our
freshly made Si (1.8 µm)/PDMS (16 nm) fiber and (ii) a commercial 7 µm PDMS fiber, where
both fibers were inserted into the injection port without any prior exposure to analytes. Large phase
bleed peaks were identified in the commercial fiber (see Figure 2.9). On the other hand, our Si (1.8
µm)/PDMS (16 nm) fiber generated a cleaner chromatogram, which suggests that our fibers will
have a longer lifetime than the commercial fibers. The mass selective detector (MSD) confirmed
that the source of these phase bleed peaks was from the SPME phase of both the fibers i.e., PDMS,
at m/z = 147, 207, and 221. Hence with respect to the phase bleed from the SPME fibers, our Si
(1.8 µm)/PDMS (16 nm) fiber is considerably better than the 7 µm PDMS fiber, which
outperformed the 100 µm PDMS fiber (results not shown).
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2.6 Conclusions
We have demonstrated a new method for fabricating porous SPME coatings via vapor
phase deposition of polydimethylsiloxane (PDMS) onto silicon sputtered fibers. The thicknesses
of both the sputtered silicon and PDMS coatings were varied by changing the sputter/deposition
times. The gas phase technique used here to deposit PDMS has not yet been explored to prepare
SPME stationary phases. Depositions of sputtered silicon and PDMS were confirmed by ToFSIMS, XPS, SE, SEM, and wetting. Extraction times and temperature profiles of a series of
polycyclic aromatic hydrocarbons (PAHs) were evaluated for our fibers. The extraction
efficiencies, carry-over, and bleeding of our Si (1.8 µm)/PDMS (16 nm) fibers were compared to
that of a commercial 7 µm PDMS fiber. Our thin Si (1.8 µm)/PDMS (16 nm) fiber and the
commercial 7 µm PDMS fibers consistently produce similar responses for the heavier PAHs. The
commercial SPME fiber suffers from carry-over and bleed peaks. Our sputtered PDMS fiber
exhibits minimal carry-over between runs, negligible bleeding, and have a longer lifetime (over
300 injections).
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2.9 Figures

Figure 2.1. Graphical abstract.
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Figure 2.2. Schematic of fiber fabrication. (a) Sputtering of silicon. (b) SEM image of the sputtered fiber.
(c) Thermal deposition of polydimethylsiloxane (PDMS). (d) SEM image of sputtered, PDMS-coated fiber.
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Figure 2.3. SEM images of fibers coated with sputtered silicon and (a) no PDMS, (b) 8 nm of PDMS, (c)
16 nm of PDMS, and (d) 36 nm of PDMS. All the surfaces are deposited with a thin conducting layer of
Au/Pd to reduce/avoid charging.
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Figure 2.4. Advancing, static, and receding water contact angles (WCAs) of planar surfaces: bare silicon
wafer with no PDMS, silicon surface with sputtered silicon but no PDMS, bare silicon with 16 nm of
PDMS, silicon surface sputtered with silicon and coated with 16 nm of PDMS, bare silicon with 36 nm of
PDMS, and silicon surface sputtered with silicon and coated with 36 nm of PDMS. The two droplets shown
here are advancing WCAs. The two images are SEM micrographs of a silicon-sputtered surface with 16 nm
of PDMS and a silicon-sputtered surface with 36 nm of PDMS.
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Figure 2.5. (a) XPS spectra of a bare silicon-sputtered surface (blue, Si/SiO2, bottom), and a PDMS-coated
silicon-sputtered (red, Si/SiO2/PDMS, top). (b) Positive ion ToF-SIMS spectrum of a PDMS film on a
planar silicon substrate. Major peaks are labelled.
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Figure 2.6. Extraction efficiencies as a function of (a) sputtered silicon thickness, and (b) PDMS thickness
for fibers in direct immersion SPME-GC-MS analyses of PAH analytes. These results (averages and
standard deviations) were obtained from at least three different fibers.
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Figure 2.7. (a) A typical chromatogram of PAHs obtained with our Si (1.8 µm)/PDMS (16 nm) fiber. (b)
Comparison of the signals from our Si (1.8 µm)/PDMS (16 nm) fiber (red) with a commercial 7 µm PDMS
fiber (blue) in a direct immersion SPME-GC-MS analysis of PAH analytes (50 ppb) in water.
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Figure 2.8. Comparison of carry-over effects in our Si (1.8 µm)/PDMS (16 nm) fiber and a 7 µm PDMS
commercial fiber using SPME GC-MS analysis of a 500 ppb PAH sample, and a clean blank vial without
any fiber bake. (a) 7µm PDMS fiber (500 ppb) (green). (b) Carry-over in 7µm PDMS fiber (blue). (c) Si
(1.8 µm)/PDMS (16 nm) fiber (500 ppb) (black). (d) Carry-over in Si (1.8 µm)/PDMS (16 nm) fiber (red).
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.

Figure 2.9. Comparison of phase bleeding in SPME-GC-MS chromatograms. Both the fibers (top/blue: 7
µm PDMS commercial fiber, bottom/red: Si (1.8 µm)/PDMS (16 nm) fiber) were new (unused) and inserted
into the injection port of a GC without any prior exposure to analyte. Large phase bleed peaks were observed
in case of 7 µm PDMS commercial fiber, which are assigned to PDMS at m/z 147, 207, and 221.
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CHAPTER 3: Multi-Instrument Characterization of HiPIMS and DC Magnetron
Sputtered Tungsten and Copper Films

3.1 Statement of Attribution
This article was originally submitted as Roychowdhury, T.; Jain, Varun; Patel, D. I.; Shah,
D.; Dodson, B.; Hilfiker, J. N.; Smith, S. J.; Linford, M. R. Multi-Instrument Characterization of
HiPIMS and DC Magnetron Sputtered Tungsten and Copper Films. Surf. Interface Anal.,
(Submitted).1

3.2 Abstract
In this work, copper and tungsten were sputtered onto silicon wafers by direct current magnetron
sputtering (DCMS) and high-power impulse magnetron sputtering (HiPIMS) using a modern
sputter source. The resulting films were characterized by energy dispersive X-ray spectroscopy
(EDX), X-ray photoelectron spectroscopy (XPS), scanning electron microscopy (SEM), atomic
force microscopy (AFM), spectroscopic ellipsometry (SE), and X-ray diffraction (XRD). By EDX
and XPS, all the sputtered films only showed the expected metal peaks. By XPS, the surfaces
sputtered by DCMS were richer in oxygen than those produced by HiPIMS. By AFM, both
surfaces were quite smooth. The RMS roughness values are as follows: 0.83 nm (W, HiPIMS),
1.10 nm (W, DCMS), 0.85 nm (Cu, HiPIMS), and 1.78 nm (Cu, DCMS). By SEM, the HiPIMS
films exhibited smaller grain sizes, which was further confirmed by XRD. The crystallite sizes
estimated by XRD are as follows: 18.2 nm (W, HiPIMS), 27.3 nm (W, DCMS), 40.2 nm (Cu,
HiPIMS), and 58.9 nm (Cu, DCMS). By SE, the HiPIMS surfaces showed higher refractive
indices, which suggested that they were denser and less oxidized than the DCMS surfaces.
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microscopy (AFM), spectroscopic ellipsometry (SE), and X-ray diffraction (XRD).
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3.3 Introduction
Thin films of metals and alloys, from single atomic layers to millimeters of material, are
of central importance in many industrial and academic efforts. Some of the common examples of
such films include copper in printed circuit boards, magnetic thin films for electronic data storage,
transparent layers for solar cells, and multilayer read/write heads.2-4 For decades, there have been
numerous reports describing the deposition of metals, including via physical vapor deposition
(PVD),5-6 chemical vapor deposition (CVD),7-8 atomic layer deposition (ALD),9 spray
deposition,10 and electrochemical deposition.2 Among these approaches, magnetron sputtering, a
PVD technique, is widely used due to its high deposition rate, ease of scaling, and the overall
quality of the films.11 In general, sputtered films are formed by ejecting atoms from a solid target
(often a disk) that is bombarded with the highly energetic particles in a plasma adjacent to it.
Magnets are often used in this type of sputtering to trap the electrons near the target surface and
increase their effective path lengths, which substantially increases their ionization efficiencies.12
In spite of its widespread use, magnetron sputtering has some drawbacks that may include
a low degree of ionization, i.e., long ionization path,11, 13 and inhomogenous deposition.14 Indeed,
a typical magnetron sputtered film can be chracterized by a broad angular distribution profile for
the sputtered atoms, which often leads to poor step coverage on high aspect ratio features.11 As the
dimensions of integrated circuits have shrunk, and the need to coat high aspect ratio structures has
increased, there has been increased demand for improved deposition methods. Thus, various
researchers have investigated improved methods for sputtering metal films. For example,
Rossnagel and co-workers showed that the presence of collimating tubes increase the directionality
of the sputtered flux, thereby reducing the broad angular spread of a typical sputter deposition.15
High substrate bias or high substrate temperature have also been used to improve the step coverage
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of sputtered atoms.11,

16

However, these approaches have some limitations, including low

deposition rates, the inability to coat high aspect ratio structures, and/or damage to heat- or chargesensitive samples.11 These needs have led to the development of ionized PVD or IPVD in which
the deposition flux consists of a larger fraction of ions compared to neutrals.17 The greater degree
of collimation in this approach allows sputtered material to reach the bottom of deep trenches of
high aspect-ratio structures.17 Furthermore, ionizing the vapor flux provides greater directionality
to the flux,17 improved film adhesion,18 and increased density of the sputtered film.19
High-power impulse magnetron sputtering (HiPIMS) or high-power pulsed magnetron
sputtering (HPPMS), an IPVD technique, combines magnetron sputtering and pulsed plasma
discharges with a low duty cycle (less than 10%).20 In HiPIMS, a high power density can be
generated (a few kilowatts per square centimeter) on the target material without damaging the
target assembly and with negligible target overheating. This leads to a high degree of ionization of
the vapor flux and formation of dense and smooth sputtered films, often on complex-shaped
substrates.21-25 In contrast, a film deposited by DCMS often exhibits inhomogeneities, porous
columnar structures, and in some cases poor coverage, which may be attributed to an anisotropic
deposition flux.14, 26-27 Thus, HiPIMS yields dense film morphologies with increased hardness,
lower coefficients of friction, and improved corrosion resistance.28
In most cases, an extensive, multi-instrument characterization of surfaces and materials is
necessary to understand the performance of the device that contains it.29-30 Accordingly, we have
employed an array of analytical tools to characterize copper (Cu) and tungsten (W) films sputtered
by DCMS and HiPIMS. We believe that this study can be viewed as an example of
characterization of sputtered metal films. In addition, we believe that this characterization is
relevant/current because of the relative newness of the HiPIMS approach. In this study, films were
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characterized by multiple analytical techniques including energy dispersive X-ray spectroscopy
(EDX), X-ray photoelectron spectroscopy (XPS), scanning electron microscopy (SEM), atomic
force microscopy (AFM), spectroscopic ellipsometry (SE), and X-ray diffraction (XRD). Overall,
we found that the HiPIMS films produced in this work are consistently less grainy, denser, and
less subject to oxidation than the DCMS films.

3.4 Experimental Section
3.4.1 Sample Preparation
Copper and tungsten films of different thicknesses (100 and 500 nm) were sputtered by
DCMS and HiPIMS onto 4’’ silicon wafers (Si(100)) (UniversityWafer, Inc., South Boston, MA,
USA ). Sputtering was performed with the TORUS® Mag KeeperTM source, a recent innovation of
the Kurt J. Lesker Company. The base pressures for all the sputter depositions here were less than
1 * 10-6 Torr to limit contamination, e.g., from oxygen and/or water. Argon was the sputtering
gas. Both DCMS and HiPIMS were performed at the same working pressure (3.5 * 10-3 Torr) but
different powers (300 W for DCMS and 125 W for HiPIMS), which are the recommended values
from the manufacturer.
Sputter targets were obtained from the Kurt J. Lesker Company. Specifications of the
tungsten target (lot# GWM180808-34/VPU202134) were: 99.95% purity, 3.00’’ diameter, and
0.250’’ thickness. Specifications of the copper target (lot# 17588/VPU159227) were: 99.99%
purity, 3.00’’ diameter, and 0.250’’ thickness.
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3.4.2 Instrumentation
The deposition equipment and analytical instrumentation used in this study are described
in Table 3.1.

Table 3.2. Descriptions of the deposition and analytical equipment employed in this work.

Instrument

Company

Sputter system

PVD75, Kurt J. Lesker Company, Jefferson Hills,
PA, USA

Energy
Dispersive
Spectrometer (EDX)

X-ray Apreo C Low-Vacuum SEM, Thermo Fisher
Scientific, Watham, MA, USA

X-ray Photoelectron Spectrometer
SSX-100, Service Physics Inc., Bend, OR, USA
(XPS)

Spectroscopic Ellipsometer (SE)

M-2000DI, J. A. Woollam Company, Lincoln,
Nebraska, USA

FEI Helios NanoLabTM 600 DualBeam
Scanning Electron Microscope (SEM) (FIB/SEM), ThermoFisher Scientific, Waltham,
MA, USA
Atomic Force Microscopy (AFM)

Model No. DimensionTM 3100,
Instruments, Santa Barbara, CA, USA

X-ray Diffractometer (XRD)

X’Pert Pro, PANanalytical, Westborough, MA,
USA

Digital

The chemical compositions of the sputtered coatings were determined by energy dispersive
X-ray spectroscopy (EDX) and X-ray photoelectron spectroscopy (XPS). EDX was performed
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with a Thermo Scientific (Watham, MA) Apreo C Low Vacuum system. These measurements
were done in a low-vacuum and field-free mode due to the possibility of magnetic elements (Ni,
Fe, and Cr) in the sputtered films.
XPS spectra were collected using a Surface Science SSX-100 X-ray photoelectron
spectrometer (serviced by Service Physics, Bend, OR) with a monochromatic Al Kα source (1486.7
eV) and a hemispherical analyzer. No flood gun was employed in this study. Survey scans were
recorded as follows: spot size 800 × 800 μm2, resolution 4 (nominal pass energy 150 eV), number
of scans 20, and step size 1 eV. Narrow scans were recorded as follows: spot size 800 × 800 μm2,
resolution 4 (nominal pass energy 150 eV), number of scans 40, and step size 0.065 eV.
XPS peak fitting was performed with CasaXPS (Casa Software Ltd., Version
2.3.23rev1.0J). All of the XPS narrow scan peak fitting reported herein was with asymmetric
(generalized) Lorentzians (the LA line shape in CasaXPS)31-32 or symmetric Gaussian-Lorentzian
sum (GLS) synthetic peaks.33 Asymmetry seems to exist only on the conducting metal peaks,
which are modelled with LA line shapes. On the flip side, the oxide signals are well fitted with
symmetric GLS peak shapes. The peak positions and relative areas, per spin-orbit effects, were
constrained. However, they were allowed to have unequal widths. The parameters of the LA line
function (α, β, and m) were optimized to obtain the best fits. Also, the degree of Lorentzian
character in the GLS synthetic peaks was varied from 0 – 100 % to obtain the best possible fits, as
determined by the minimum value of the standard deviation of the residuals to the fits. Shirley
backgrounds were used in all the fits.34
Grain sizes of the metal films were estimated using the ImageJ software (ImageJ 1.52a,
National Institutes of Health).
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AFM step height measurements were used to measure the Cu and W film thicknesses.
These step heights were created using a felt pen, which was then removed after a deposition with
an organic solvent.35-36
XRD data were collected using a PANalytical X’Pert Pro diffractometer with a Cu X-ray
source (λ = 1.54 Å) and an X’Celerator detector. All data were collected in two steps 10° to 68°
and 71° to 140° 2θ to avoid detector saturation due to the intense XRD peak of Si(100) at ca. 69°
2θ. A step size of 0.017° 2θ with a 400 s/step collection time were used for all analysis. Automatic
diffraction slits were employed throughout the spectral range to fulfil constant volume requirement
for quantitative analysis. To characterize the instrumental peak broadening, a Si powder (Standard
Reference Material® 640d, NIST) sample was also analysed under the same experimental
conditions. The PANalytical Highscore Plus software was used to profile fit all data. Peak areas
and breadths calculated from these profile fits (corrected for instrumental peak broadening) were
used to estimate crystallite size and microstrain for each sample via Williamson-Hall plots which
combine the Scherrer formula for size broadening and the Stokes and Wilson equation for strain
broadening.

3.5 Results and Discussion
EDX of the Cu and W films showed only the expected metal peaks, which suggests high
purity layers (see Appendix 2).37 Similarly, XPS, a surface sensitive technique, showed only the
expected elements for metal (see Appendix 2).38-39 In addition to the expected metal signals, the
presence of O 1s, O KLL Auger, and C 1s signals indicate a small amount of oxidation of the
metals and adventitious hydrocarbon contamination,40 respectively. Hence, to the detection limits
of both analytical instruments (ca. 0.1 %), the films sputtered in this study are pure metal or metal
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oxide with negligible contamination. Note that some of the targets used in this study had exposed
stainless steel nuts and/or bolts that were necessary to hold the backing plates in place (see
Appendix 2 for details). These results indicate that material from the nuts and bolts are not
incorporated into the sputtered films.
DCMS and HiPIMS are substantially different ways of depositing metal films.
Accordingly, they may yield materials that undergo oxidation to differing degrees, which was
investigated by XPS narrow scans. For example, Figure 3.1 shows the W 4f signals from DCMS
and HiPIMS tungsten films. These narrow scans appeared to be composed of two spin-orbit
doublets (W 4f5/2 and W 4f7/2), each pair of which could be well fit to the expected, theoretical 3:4
area ratio with a separation of 2.18 eV.41 The lower binding energy pair of these peaks was
assigned to the metallic (fully reduced) material, and the other to W in a higher oxidation state.
The results from this analysis (see Table A2.1) suggest that the HiPIMS W film is less oxidized
(23.0% oxidized) than the DCMS film (29.2% oxidized).
Figure 3.2 shows the Cu 2p narrow scans obtained from the DCMS and HiPIMS films. As
expected, they contain spin-orbit doublets from Cu 2p1/2 and Cu 2p3/2 attributable to reduced copper
(Cu, larger signals) and oxidized copper (Cu2+ smaller signals), along with weaker satellite peaks
(note arrows) attributable to Cu2+.42 Both the spin-orbit, chemically shifted Cu2+ peaks and
accompanying satellite peaks have larger areas in the case of the DCMS sample, which suggests a
higher concentration of oxidized copper. Each spin-orbit doublet could be well fit to the expected,
theoretical 2:1 area ratio with a separation of 19.8 eV.43 Integration of these peaks indicates that
the DCMS copper surface is somewhat more oxidized (27.6% oxidized) than the HiPIMS surface
(21.4% oxidized) (see Table A2.1). The standard deviations of the residuals for the W and Cu
narrow scan fits are moderately high (see Figures 3.1 and 3.2). However, a decent fit was obtained
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in each case, cf., the sum of the fit components to the raw data. Overall, we believe that our
approach was reasonably restrained and that it captures the fundamental chemistry of these
surfaces.
The surface morphologies/features of the DCMS and HiPIMS Cu and W films were
evaluated with scanning electron microscopy (SEM) and atomic force microscopy (AFM). All the
metal films produced in this study are quite smooth by SEM. SEM also allowed an estimation of
the grain sizes in the films. As expected, the grain sizes in both the W and Cu DCMS films are
noticeably larger than those of the comparable HiPIMS films (see Table 3.2 and Figure A2.1). A
possible explanation for the smaller grain size in HiPIMS is additional ion bombardment, which
interferes with crystal growth and limits the formation of larger grains.44 AFM also illustrated that
all the surfaces were quite smooth, as measured over 10 x 10 μm2 areas (see Figure A2.2).
However, the HiPIMS films were consistently smoother than the DCMS ones (see Table 3.2).45

Table 3.2. Grain sizes from SEM images and roughnesses from AFM measurements.

Sputtering
Technique

Element

Grain Size
(nm)

Average Root
Mean Square
(RMS)
Roughness (nm)

W

53.4 ± 8.43

0.83 ± 0.073

Cu

28.7 ± 4.20

0.85 ± 0.019

W

69.8 ± 8.86

1.10 ± 0.067

Cu

42.4 ± 6.76

1.78 ± 0.106

HiPIMS

DCMS
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SE was used to measure the optical functions of the DCMS and HiPIMS Cu and W
(absorbing metal) films deposited in this study.46-49 Here, SE data were obtained as dynamic
reflection measurements, i.e., repeated in situ measurements for the 800 min immediately
following deposition. The resulting multi-sample analysis (MSA) consisted of analyzing twenty
psi and delta spectra that were evenly spaced in time across the set of measurements. Because the
sputtered metal films are optically thick/opaque, i.e., they were ca. 100 nm or thicker, they were
modeled as two layers: a metal layer and a metal oxide layer. The optical functions of the metals
were then modeled using B-spline (‘B’ stands for ‘basis’) functions, which have previously been
applied to represent the optical functions of semiconductors and metals.50 The oxide layers were
modeled using the optical functions for WO3 or CuO in the instrument software. For ease of
analysis, we assumed negligible oxidation of the metal films during transfer of the samples from
the deposition chamber to the SE (our ellipsometer is next to our deposition chamber), i.e., the
oxide thickness was fixed at 0 nm and the remaining thicknesses were allowed to vary from this
point. Roughness was not included in these models because it is, in general, difficult to model both
very thin oxide and roughness layers – they will have similar, low optical functions. That is, we
would expect fit parameter correlation between the thicknesses of thin oxide and roughness layers.
This approach produced good fits, as evidenced by quite low mean squared error (MSE) values of
4.26 (W, HiPIMS), 1.82 (W, DCMS), 2.69 (Cu, HiPIMS), and 2.80 (Cu, DCMS).
Figure 3.3 shows the ellipsometric thicknesses of the tungsten oxide (Figure 3.3a) and
copper oxide (Figure 3.3b) layers as a function of time after DCMS and HiPIMS deposition. From
these results, it appears that (i) the oxide growth increases in a monotonic, but decelerating, fashion
(Figure 3.3), (ii) as expected from XPS analysis, the oxide layer of copper on the DCMS surface
appears to be somewhat thicker than that on the HiPIMS surface (Figure 3.3b), and (iii) the
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thicknesses of the oxide layer tend to be higher in the tungsten films sputtered by HiPIMS (Figure
3.3a). This difference in oxidation between DCMS and HiPIMS W and Cu films may be due to
factors that include (i) higher ionization of gaseous species in HiPIMS and (ii) the slower
deposition rate of HiPIMS. These results indicate that to avoid oxidation these sputtered surfaces
should be passivated immediately after deposition (probably in situ).
The optical functions of Cu and W obtained by SE are presented in Figures 3.4 and 3.5.
The values of the refractive index, n, and extinction coefficient, k, of the Cu and W films produced
by HiPIMS and DCMS are similar to reference optical functions of Cu and W.51-52 Indeed, Cu and
W films sputtered by HiPIMS showed higher n and k values compared to the DCMS films for
most of the wavelength range (see Table A2.2, Figures 3.4 and 3.5).53 This suggests that films
deposited by HiPIMS are more dense and metallic, which may be attributed to more intense
bombardment of ions.54-55
We note a discrepancy in the results here. XPS suggests that the DCMS W film is more
oxidized (Figure 3.1), but SE suggests that the HiPIMS W film is more oxidized (Figure 3.3a).
Possible reasons for this disagreement could be that: (i) the two techniques probe surfaces at
different depths (this possibility will be explored below), or (ii) the assumption we made of no
oxide on the W films at the start of the in situ SE analyses may not be valid. We favor the second
explanation. Unfortunately, a less constrained approach to the SE data work-up was not possible
– when the in situ SE data were modeled as a simple two-layer film-substrate model with no
constraints on the initial film thicknesses, unphysical results were obtained (negative oxide
thicknesses). Accordingly, we believe that XPS did a better job of estimating the degrees of surface
oxidation of these sputtered films. However, we still believe that the optical functions for our W
and Cu films have some validity. In the case of W, the penetration depth, dp, of light is ca. 5 nm at
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200 nm rising to ca. 20 nm at 700 nm and then ca. 25 nm at 1400 nm. In general, SE can probe
about 5 dp into materials.46 Accordingly, our SE measurement probed significantly deeper than our
XPS measurement, so the optical functions we obtained in this work are probably a moderately
good estimate of the true optical functions of the materials.
XRD was employed to gain insight into the crystal structure of the Cu and W films
deposited by DCMS and HiPIMS.56-58 Figures 3.6a and 3.6b show the XRD patterns of the 100
nm thick Cu and W films, respectively. A standard pattern from the ICDD database for each
metallic phase is included for comparison with each sample, as is the pattern collected for a Si(100)
substrate. Some small and unidentified peaks around 30°-33° (just before the Si(100) peak) were
present in all of the samples and may represent some contamination during or after deposition or
possibly some change in the Si wafer. But in Figure 3.6a, all other peaks can be identified as either
Cu or Si, suggesting both the DCMS and HiPIMS Cu films consist of a single phase of pure copper.
All peaks in the Cu pattern are present, meaning grains in all orientations are present in both Cu
films. However, the relative size of the peak at 43° 2θ associated with the (111) planes is large in
both patterns indicating that both films are somewhat textured, or prefer the 111 orientation, with
the preference more marked in the DCMS film.
As with Cu, the two deposition techniques result in textured W films, but in contrast to the
Cu films in Figure 3.6a, the W films in Figure 3.6b consist of two phases: body-centered cubic
(bcc) and primitive cubic. With both techniques, the 110 orientation (40° 2θ) is preferred in the
bcc phase, but in the DCMS films, nearly all other bcc orientations are also present whereas only
the bcc 211 orientation (73° 2θ) is also present in significant amounts in the HiPIMS film.
Similarly, the DCMS films exhibit most of the orientations of the primitive cubic phase whereas
the HiPIMS films exhibit only two orientations (the 210 and 200 orientations associated with the
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peaks at 35 and 39° 2θ, respectively). Thus, the HiPIMS method results in more preferred
orientation when depositing W whereas the DCMS method results in more preferred orientation
in Cu films.
Table 3.3 presents the size and strain contributions to the peak broadening for the 100 nm
Cu and W films, as quantified by Williamson-Hall plots. For both Cu and W, the films deposited
by HiPIMS tend to have smaller crystallite sizes and larger microstrains compared to the DCMS
films, as evidenced by the broader and shorter XRD peaks of the HiPIMS films (see Figure 3.6
insets). This result was consistent for both the 100 nm and 500 nm films. It is also consistent with
the trends seen in SEM analyses, though the average sizes determined via SEM and XRD are
notably somewhat different (compare Tables 3.2 and 3.3). One potential reason for the difference
is that the films are polycrystalline and textured, so different regions of the sputtered wafer may
actually have different average sizes. While it is possible that the SEM analyses focused on a
different region of the films than the XRD analyses, it is more likely that the XRD analyses simply
sampled a much larger volume of material (10 mm x 10 mm x film thickness) compared to SEM
(ca. 1-100 nm)59 and so captured a more representative variety of grain sizes. Accordingly, we
conjecture that the sizes found via XRD analyses represent a more accurate average, particularly
for the Cu samples. Analysis of the W samples were less certain, as discussed next.
Quantitative analysis of the W films was particularly challenging for several reasons. First,
the proximity of the peaks from the two phases and silicon often resulted in overlapping peaks
which were difficult to partition between the two W phases in the films. This was especially true
for the HiPIMS samples, which had the most broad and therefore overlapped peaks. Second, the
peak shapes in the DCMS samples were unusual, displaying broader bases than would normally
accompany the relatively sharp peaks. Switching the peak shape model from pseudo-Voigt
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functions (combinations of Gaussian and Lorentzian functions) to Pearson VII functions improved
the fit but was still insufficient to model the peak shapes. We surmised that the complex peak
shapes could be due to a bimodal distribution of crystallite sizes, i.e., each peak consisted of
contributions from a group of smaller particles (creating a broad base at each peak) and a group of
larger particles (creating the sharp peak).58 Accordingly, we modeled the diffraction peaks from
the bcc phase as a combination of one tall/sharp peak and one short/broad peak constrained to be
centered at the same angle. SEM analysis (shown above) confirmed the bimodal size distribution
of the samples, validating this method of XRD analysis.

Table 3.3. Size and strain contributions of all the sputtered samples determined via XRD with
the uncertainty in the last significant digit given in parentheses.

Sputtering
Technique

HiPIMS

DCMS

Element

Size (nm)

Strain (%)

W (bcc)

18.2 (15.7)

1.00 (2)

W (cubic)

16.6 (11.5)

1.00 (1)

Cu

40.2 (1.89)

0.10 (1)

W (bcc)

27.3 (15.3)

0.30 (3)

W (cubic)

18.4 (10.0)

0.20 (5)

Cu

58.9 (23.3)

0.07 (6)
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3.6 Conclusions
Two types of metal surfaces (Cu and W) were sputtered using a modern source (TORUS®
Mag KeeperTM) by DCMS and HiPIMS. A suit of analytical tools was employed to perform a
detailed characterization of these sputtered metal films. In this study, HiPIMS films consistently
exhibit smaller grain sizes, higher density, and are less subject to oxidation than the DCMS films.
We believe that this detailed characterization is relevant/current because of the relative newness
of the HiPIMS approach.
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3.8 Figures

Figure 3.1. XPS W 4f narrow scans from surfaces sputtered by (a) HiPIMS and (b) DCMS.
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Figure 3.2. XPS Cu 2p narrow scans from surfaces sputtered by (a) HiPIMS and (b) DCMS.
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Figure 3.3. Thicknesses of tungsten (a) and copper (b) oxides as a function of time (measurements began
immediately after the films were removed from the deposition chamber). The results shown here are
averages obtained from multiple films. The standard deviations are, in general, smaller than the sizes of the
symbols.
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Figure 3.4. (a) Refractive index, n, and (b) extinction coefficient, k, of copper metal sputtered by DCMS
(blue) and HiPIMS (red) as a function of wavelength. Shown also are are the n and k values of Cu, from a
reference sample (black) that are included in the instrument software.
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Figure 3.5. (a) Refractive index, n, and (b) extinction coefficient, k, of tungsten metal sputtered by DCMS
(blue) and HiPIMS (red) as a function of wavelength. Shown also are the n and k values of W from a
reference sample (black) that are included in the instrument software.
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Figure 3.6. XRD patterns of (a) Cu and (b) W films of 100 nm thickness sputtered by DCMS (blue) and
HiPIMS (red). Plotted with the films are patterns from the silicon wafer substrate (gray) and standard
patterns of the metallic phases from the ICDD database for comparison. In (a), the Cu phase (PDF No. 00004-0836) appears in green while in (b) the body-centered cubic W phase (PDF No. 00-004-0806) appears
in green and the primitive cubic W phase (PDF No. 00-047-1319) appears in black. Patterns were scaled
for readability.
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CHAPTER 4: Polydimethylsiloxane (PDMS): Optical Properties from 191 – 1688 nm (0.735
– 6.491 eV) of the Liquid Material by Spectroscopic Ellipsometry

4.1 Statement of Attribution
This article was originally published as Roychowdhury, T.; Cushman, C. V.; Synowicki,
R. A.; Linford, M. R. Polydimethylsiloxane: Optical properties from 191 to 1688 nm (0.735–
6.491 eV) of the liquid material by spectroscopic ellipsometry. Surface Science Spectra 2018 25,
026001.1
Surface Science Spectra is a peer-reviewed spectra data base. Accordingly, we have
omitted some information fields from this document to improve its readability in this format. We
refer readers to the original document for complete sample and instrument information. We have
also presented some information in paragraph format instead of tabular format as in the original
publication.

4.2 Abstract
Polydimethylsiloxane (PDMS) is an important polymer with numerous applications.
Herein, the authors report the optical function(s) of PDMS from 191 to 1688 nm as determined
from reflection spectroscopic ellipsometry (SE) and transmission ultraviolet-visible data. Two
commercial samples of liquid PDMS (PDMS700 and PDMS2000) with molecular weights of 700–
1500 g/mol and 2000– 3500 g/mol, respectively, were analyzed. Both samples were linear
polymers terminated with silanol groups. The optical functions determined from the two materials
were essentially identical. Both the reflection and transmission measurements obtained from these
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materials required special experimental considerations. For the reflection SE measurements, these
included roughening (frosting) the inside of the vessel that held PDMS and the need to level the
instrument instead of the samples. The transmission measurements were obtained via a dual
cuvette approach that eliminated the effects of the cuvettes and their interfaces. In addition to
analyzing the data from the individual samples, the SE data from the samples were considered
together in a multisample analysis (MSA). Because both samples of PDMS were transparent over
the measured wavelength range, and because of the relatively wide wavelength range considered,
the optical functions here were fit with Sellmeier models. This produced a good fit for the MSA
with a mean squared error value of 1.68. The optical functions obtained in this work agreed well
with previously reported values. For example, for the MSA, the authors obtained the following nx
values, where x is the wavelength in nanometers: n300 = 1.443, n500 = 1.407, and n1000 = 1.393.

Keywords: polydimethylsiloxane (PDMS), spectroscopic ellipsometry, optical function, optical
properties, transmission, Sellmeier
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4.3 Introduction
Polydimethylsiloxane (PDMS) is an organic-inorganic polymer. It is arguably the simplest
of the silicone polymers. It contains silicon, oxygen, carbon, and hydrogen, where its organic
component consists solely of methyl (CH3) groups and its inorganic portion of siloxane (Si-O-Si)
linkages. Its degree of crosslinking and molecular weight dictate whether it will have the form of
a hard solid, elastomer, or liquid. Some of its properties include a low glass transition temperature,2
flexibility,3 a low refractive index,4 optical transparency,5 a high sorption enrichment factor,6-7 and
hydrophobicity.8 PDMS films can be deposited by diverse techniques that include spincoating,9
sol-gel deposition,10 and thermal deposition.11 Each approach produces a material with a slightly
different composition and/or microstructure. The uses and applications of PDMS are widespread;
a keyword search under “polydimethylsiloxane” in Google Scholar produced nearly 164,000 hits.
Specifically, it is used in semiconductor manufacturing,12 the life sciences,9 and analytical
chemistry.13-16
Spectroscopic ellipsometry (SE) is one of the most important tools for characterizing
surfaces and materials.17-18 It is fast and convenient. Under appropriate conditions, SE can measure
thin film thicknesses and also the optical functions of substrates, films, and interfaces. It is also
sensitive to the presence of film interfaces, film roughnesses, gradients in films, and material
anisotropies. In this study, we determined the optical functions of two commercially available
liquid PDMS samples using spectroscopic ellipsometry (SE). The data from the two samples were
analyzed individually and also in combined form in a multi-sample analysis (MSA). The resulting
optical functions were very similar to each other. In this work, k, the extinction coefficient, was
obtained from transmission ultraviolet-visible spectroscopy measurements and n, the index of
refraction, from reflection SE data, where n was modeled with a Sellmeier function. A Bruggeman
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effective medium approximation (BEMA) layer accounted for surface roughness by modeling it
as 50% void and 50% PDMS.19 The BEMA layer introduced a ca. 0.66 nm roughness film into the
MSA model, which reduced the MSE from 2.26 (no roughness layer) to 1.68.
The vast majority of the samples that are analyzed by SE are planar solids with surfaces
that are smooth compared to the wavelengths of light that probe them. A classic example here is a
coated silicon wafer. However, in this work we probed a liquid sample, which required various
experimental adaptations. First, the liquid polymer was poured into a sand blasted glass petri dish
(4.5 cm in diameter), which was frosted on its inside to reduce backside reflections from the liquiddish interface.20-21 In this way, the ellipsometric information was obtained from the reflection at
the air-polymer interface, so the liquid could be modeled as having infinite depth. While meniscus
effects can be important for some liquids, they were not taken into account in our measurements
because no meniscus was apparent in our samples and the measurements were made at the center
of the dish. The second experimental challenge was the alignment of the sample. A solid sample
can be aligned with respect to a light beam and/or instrument by adjusting the stage it is on.
However, the alignment of a stage beneath a liquid sample does not change the level of its surface,
which is dictated by gravity. Thus, it is the instrument and not the sample that must be aligned
when a liquid sample is analyzed. A third technical challenge associated with this work concerned
the transmission measurements. It is not fully correct to use an empty cuvette as the blank for a
liquid-filled cuvette because the interfaces are different in each case, e.g., the internal fused silicaair vs. fused silica-PDMS interfaces). Accordingly, a thinner cuvette filled with PDMS was used
as the blank for a thicker cuvette filled with the same liquid. Using these experimental approaches,
reflection and transmission data were obtained. The transmission data confirmed the lack of
absorbances in the material. A final consideration here concerns the possibility of a surface tension
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layer, i.e., some sort of ordering or orientation of the polymer at the polymer-air interface. Because
PDMS is a hydrophobic, homopolymer with short repeat units, we do not believe that there will
be a significant amount of rearrangement/reorientation of the polymer, i.e., we do not believe that
there is a chemical/structural basis for including a surface tension layer in our modeling.

4.4 Specimen Description
Polydimethylsiloxane (PDMS) is an extremely important polymer with a wide range of
applications. Two liquid PDMS samples were obtained from a commercial supplier (Gelest
Incorprated, PA). These samples are as follows: a) silanol-terminated PDMS (Gelest catalogue
number: DMS-S14), molecular weight: 700-1500 g/mol: PDMS700, b) silanol-terminated PDMS
(Gelest catalogue number: DMS-S15), molecular weight: 2000-3500 g/mol: PDMS2000. The
samples were shipped from the supplier in plastic bottles and stored in a desiccator to prevent
contamination and/or chemical reaction
Reflection ellipsometry and transmission data were collected with our ellipsometer on
liquid PDMS samples from 191 to 1688 nm. The material is transparent over the entire wavelength.
In order to achieve accurate reflection ellipsometric measurements of transparent samples, it is
wise to suppress unwanted reflections from container surfaces. This was done here by sandblasting
the inner surface of a glass petri dish. The particle contamination that was thus created was
removed with a jet of dry nitrogen. The blasted petri dish was washed with soap and water, rinsed
with isopropyl alcohol, and dried with nitrogen. Liquid PDMS was then poured into the petri dish,
which was mounted on the ellipsometer stage.
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4.5 Instrument Description
Data were recorded using an M2000DI ellipsometer (J.A. Woollam, Inc., Lincoln, NE), a
variable angle spectroscopic ellipsometer equipped with a CCD array detector, a rotating analyzer,
and near IR extension to allow data collection out to 1688 nm.
Data were recorded at 55°, 56°, 57°, 58°, 59°, 60°. Transmission data were also obtained
at normal incidence to the sample surface with the ellipsometer. For the analyses where
transmission data was considered, two replicate transmission measurements were taken for each
sample to confirm reproducibility, but only one transmission data set was included in the fit.

4.6 Data Analysis
There are two main issues associated with the ellipsometric analysis of liquid samples:
(i) Leveling the liquid sample. In this work, the heights of the legs of the ellipsometer were
adjusted to align the instrument with respect to the liquid surface.
(ii) Collection of a blank for transmission ellipsometry. Fused silica cuvettes were used to
obtain transmission ultraviolet-visible data with our ellipsometer. Here, two cuvettes with different
path lengths, 5 mm and 10 mm, were used as the blank and sample, respectively. This arrangement
eliminated the less-than-optimal use of an empty cuvette as a blank. That is, an empty cuvette
would have different interfaces at its internal surfaces (glass-air) compared to a PDMS-filled
cuvette (glass-PDMS), which would not be expected to cancel in the measurement.
The mathematical approach used to obtain k(λ) is now discussed. The Beer-LambertBouguer law expresses intensity in a material as a function of path length, z, as follows:

𝐼(𝑧) = 𝐼0 ∗ 𝑒 −(𝛼∗𝑧) ,
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(4.1)

where 𝐼0 is the intensity of the beam before it reaches the cuvette or sample and 𝛼 is the
absorption coefficient. Intensity is related to transmission, T, as follows: 𝑇 =

𝐼(𝑧)
𝐼0

, where

transmission should have a value between zero and unity. For example, suppose that T1 and T2 are
the transmission values from our two cuvettes that correspond to path lengths z1 and z2,
respectively. This gives us two Beer-Lambert-Bouguer equations, each with a different
transmission value for each of the two path lengths. The ratio of these two transmission values
cancels out the effects of reflections from the fused silica surfaces of the cuvettes. Mathematically,
this results in:
𝑇1
𝑇2

=

𝑒 −(𝛼∗𝑧1 )
𝑒 −(𝛼∗𝑧2 )

= 𝑒 −𝛼(𝑧1 −𝑧2)

(4.2)

Taking the natural logarithm of both sides and solving for the absorption coefficient (α)
yields:

𝛼=

𝑇
ln 1
𝑇2

(4.3)

𝑧2 −𝑧1

This equation gives the absorption coefficient, α, for a material from two transmission
measurements (T1 and T2) obtained at two different path lengths (z1 and z2). These values of α can
be directly converted to values of k through the equation: 𝛼 =

4𝜋𝑘
𝜆

, where λ is the wavelength of

light measured in the same units as the path lengths. Substituting for α in the equation above and
solving for k gives us:

𝑘=

𝑇
ln 1

𝜆
4𝜋

∗ (𝑧

𝑇2

2 −𝑧1 )

(4.4)

This equation tells us how the extinction coefficient changes with wavelength. Figure 4.1
shows the values of k(λ) obtained for both of the polymers examined in this work. All the values
of k(λ) here are generally positive except from 1100 – 1400 nm where some are negative. Since
127

𝑇

these k(λ) values are calculated from the logarithm of the ratio of two transmission data (ln 𝑇1), it
2

is mathematically possible for some negative transmission values to be generated, i.e. when T 1 <
T2. Obviously, any values of k < 0 are artifacts of this theory/measurements – they are unphysical.
Note also that all the values of k(λ) obtained here are very small (less than 10-4). Accordingly, we
will take k(λ) = 0 over the wavelength range considered in this study, i.e., the materials are assumed
to be fully transparent.
All of the ellipsometric analysis in this study was performed with the CompleteEase®
software package from the J.A. Woollam Company. Reflection measurements from the liquid were
taken at various angles of incidence, ranging from 55˚ to 60˚, to bracket the Brewster angle of
PDMS.22 Ellipsometric analysis theory is based on the Fresnel equations for polarized light
interacting with multi-layered planar substrates,23 where ellipsometric measurements are often
expressed using Psi (ψ) and Delta (Δ):
𝑟𝑝
𝑟𝑠

= tan ψ𝑒 𝑖∆

(4.5)

where 𝑟𝑝 and 𝑟𝑠 are the complex Frensel reflection coefficients of the sample for p- (in the
plane of incidence) and s- (perpendicular to the plane of incidence) polarized light. The angle ψ
provides information about the ratio of two amplitudes, and Δ is the phase shift between the two
components. Spectroscopic ellipsometry measures the ratio of the two light components as a
function of wavelength. So-called variable angle spectroscopic ellipsometry (VASE) increases the
sensitivity of measurements due to different optical path lengths traversed, and the fact that a
material can be probed at and around its Brewster angle. The reflection measurements were plotted
as a function of wavelength and angle of incidence (Figure 4.2). In general, the ψ values increase
with increasing wavelength to different levels. However, for the angle of incidences of 55˚, 56˚
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and 57˚, ψ initially decreases to a minimum value of about zero at the Brewster angle, i.e.,

𝑟𝑝
𝑟𝑠

=0

at these points. On the flip side, the values of Δ are generally either 0˚ or 180˚ over the entire
wavelength range, which is consistent with the assignment of PDMS as a transparent dielectric.24
Accordingly, it seems appropriate to model these materials with Sellmeier functions, which
yielded reasonable fits to the data (see Figure 4.3).
For the analysis of reflection data only, the Sellmeier model consisted of two poles. Both
the position and amplitude of the UV pole were varied, while only the amplitude of the IR pole
was varied. Fourier-transform infrared spectroscopy (FTIR) of pristine PDMS shows a
characteristic absorbance at 1015 cm-1 (ca. 0.125 eV) which is due to the siloxane (Si-O-Si)
linkage.25 Therefore, the position of the IR pole was fixed at 0.125 eV for all the analyses reported
herein. In addition, a constant additive term was used to fit the real part of the dielectric function.
It was fixed at the default value for this parameter in our software, i.e., unity. The Sellmeier with
the IR pole at 0.125 eV and a BEMA layer produced a decent fit to the data (see Tables 4.1-4.3).
In case of PDMS700 data analysis, the Sellmeier model generated a negative IR amplitude which
is unphysical. Hence, its IR amplitude was fixed at zero and it did not affect the MSE of the fit. In
particular, unweighted mean squared error (MSE) values of 1.53, 1.59, and 1.68 were obtained for
PDMS700, PDMS2000, and their MSA, respectively.
The indices of refraction (n) and the real part of the complex dielectric function (𝜀 1) were
extracted from the Sellmeier fit for both individual polymers and an MSA analysis of them. Figure
4.3 shows these results over the full measured spectral range considered in this work. These values
agree with each other and with previously reported values in the literature.22, 26 Key spectral
features and also summarized in Table 4.4.
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4.7 Oscillator Equations
Sellmeier expressions are often used to model the optical properties of non-absorbing
materials. Mathematically, the Sellmeier can be described as Eq. (4.6)

𝜀(𝐸) =

𝐴
(𝐸𝑛2 −𝐸 2 )

,

(4.6)

where 𝐴 is the amplitude and 𝐸𝑛 represents the resonant energy.27
The Bruggeman effective medium approximation is given in Eq. (4.7) as

𝑓𝑎

𝜀𝑎 −𝜀
𝜀𝑎 +2𝜀

+ 𝑓𝑏

𝜀𝑏 −𝜀
𝜀𝑏 +2𝜀

= 0,

(4.7)

where 𝑓𝑎 and 𝑓𝑏 are the volume fractions of materials 𝑎 and b, respectively, 𝜀𝑎 and 𝜀𝑏 are
the dielectric functions of materials 𝑎 and b, and 𝜀 is the dielectric function of the composite
material obtained from the above dielectric functions 𝜀𝑎 and 𝜀𝑏 . (This text on the Bruggeman
effective medium approximation was taken from a paper some of us recently published in Surface
Science Spectra on the optical properties of Eagle XG glass.28)
The MSE for the fits was calculated using Eq. (4.8)

𝑀𝑆𝐸 = √

1
3𝑛−𝑚

∑𝑛𝑖=1 [(

𝑁𝐸𝑖 −𝑁𝐺𝑖 2
0.001

𝐶𝐸𝑖 −𝐶𝐺𝑖 2

) +(

0.001

) +(

𝑆𝐸𝑖 −𝑆𝐺𝑖 2
0.001

) ],

(4.8)

where 𝑁 = cos(2Ψ), 𝐶 = sin(2Ψ) cos(∆) , S = sin(2Ψ) sin(∆). 𝑛 represents the
number of wavelengths, and 𝑚 represents the number of fit parameters used to fit the data. Here,
terms superscripted with an 𝐸 denote the experimentally measured values at a given data point 𝑖,
and terms superscripted with a 𝐺 indicate the data generated by the model at the data point 𝑖. 28
Note here we have three sets of ellipsometry data whereas no transmission measurements were
included in the calculation of the MSE. In this study, transmission was analysed by a separate
approach called dual cuvette method. The weighing factor was automatically allocated by the
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instrument software based in the number of data sets in the model. Each parameter is normalized
by some factors (0.001 for N, C, and S) which reflect the typical errors in these values for the M2000 ellipsometer. This is an “unweighted” MSE which means that the standard deviation of the
measurements has no effect on its weight in the fit i.e., noisier data would generate a higher MSE.
(This portion of the text on MSE was also taken from our recently published paper on the optical
properties of Eagle XG glass.28)
Table 4.1. Fit parameters for the PDMS700 (reflection ellipsometry data only, Sellmeier model).
Errors were provided by the instrument software.
Parameter

Value

Error

Roughness (nm)

0.650

0.0100

𝐴𝑈𝑉 (unitless)

114.78

0.1362

𝐸𝑈𝑉 (eV)

11.1180

0.0062

𝐴𝐼𝑅 (unitless)

0.0000

0.0000

MSE

1.530

Table 4.2. Fit parameters for the PDMS2000 (reflection ellipsometry data only, Sellmeier
model). Errors were provided by the instrument software.
Parameter

Value

Error

Roughness (nm)

0.6600

0.0100

𝑨𝑼𝑽 (unitless)

115.03

0.17

𝑬𝑼𝑽 (eV)

11.0980

0.0074

𝑨𝑰𝑹 (unitless)

0.0008

0.0002

MSE

1.586
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Table 4.3. Fit parameters for the MSA (reflection ellipsometry data only, Sellmeier model).
Errors were provided by the instrument software.
Parameter

Value

Error

Roughness (nm)

0.6600

0.0110

𝑨𝑼𝑽 (unitless)

114.8756

0.1287

𝑬𝑼𝑽 (eV)

11.1070

0.0056

𝑨𝑰𝑹 (unitless)

0.0003

0.0002

MSE

1.676

Table 4.4. Spectral features of interest (n, 𝜀 1 (MSA) and k (PDMS700))
Spectru
m ID #

Identit
y

Compositi
on

Layer
0

PDMS

Feature Photo Waveleng
or
n
th (nm)
location Energ
in
y
Range
(eV)
Range 0.734
1688.2
Minimu
m
Range 6.484
191.2
Maximu
m

n

k

ε1
ε2
(real (imaginar
)
y)

1.3
9

2.94
E-5

1.93

---

1.5
5

3.87
E-7

2.41

---

4.8 Fit Parameters Fixed in the Model
All the parameters are shown in Table 4.1-4.3. The position and amplitude of the UV
pole were allowed to vary, as well as the amplitude, but not position, of the IR pole. The
thickness if BEMA layer was also varied. The energy of the IR pole was fixed at 0.125 eV.
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4.9 Information Gained from Other Techniques Used to Fix Parameters in the Analysis
Both reflectance and transmission data were collected with our ellipsometer. Transmission
was calculated by a dual-cuvette technique as described herein.29
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4.10 Figures

Figure 4.1. Extinction coefficient, k(λ), for the two samples of liquid PDMS considered in this work:
PDMS700 (blue) and PDMS2000 (red).
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Figure 4.2. Experimental results (ψ and Δ) modeled using a Sellmeier function for PDMS700 (top),
PDMS2000 (middle), and their MSA (bottom).
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Figure 4.3. Optical functions of two samples of PDMS and their MSA obtained from a Sellmeier model.
(Left) Refractive index (n) as a function of wavelength. (Right) The real portion (ε1) of the complex
dielectric function as a function of photon energy.
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CHAPTER 5: Applications of Near-Ambient Pressure XPS (NAP-XPS) and XPS Peak
Fitting in Material Characterization

5.1 Introduction
X-ray photoelectron Spectroscopy or XPS is a surface-sensitive technique that can measure
the elemental composition, empirical formula, chemical states, and electronic states of the
elements within a material.1-2 It is a widely used technique for surface analysis of materials in both
academic and industrial applications.3-4 XPS is usually performed under ultrahigh vacuum (UHV)
to allow transport of photoelectrons to the detector and to limit surface contamination, which cause
photoemission attenuation and may decrease detection accuracy. This requires fairly long times to
analyze samples due to pumping.5 However, there are numerous important samples that can only
be analysed at moderate pressures as they are affected to different extents by degassing or charging
due to their vacuum incompatibility and/or insulating nature. These include most polymers, gases
at moderate to higher pressures, most biological specimens, most liquid samples, most consumer
goods, e.g., foods, cosmetics, etc., and, in general, materials that outgas significantly.
Near-ambient pressure X-ray photoelectron spectroscopy (NAP-XPS) was developed to
analyze non-traditional materials with little vacuum compatibility.6-8 Differential pumping is
employed in NAP-XPS to gradually decrease the pressure in the XPS system from the sample to
the detector. Some of the advantages of NAP-XPS include reduced sample preparation (often none
is needed) and pump down times. For example, unlike conventional XPS, both sample loading and
analysis in NAP-XPS can often be achieved in a few minutes. A unique attribute of NAP-XPS is
its intrinsic ability to neutralize charge on a sample irradiated with X-rays, which is often referred
to as Environmental Charge Compensation. When X-rays collide with the gas molecules around
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a sample, both electrons and cations are generated, which compensate for any charge on a sample.
The pressure of the gas molecules dictates the degree of this charge compensation. Thus insulating
samples can usually be analysed by NAP-XPS without any external charge compensation. In
conventional XPS, a flood gun must often be employed for charge compensation.
The first, stand-alone, dedicated NAP-XPS instrument (the EnviroESCA instrument) was
very recently introduced by SPECS Surface Nano Analysis GmbH, Berlin, Germany.3, 5, 9 Chapter
5 focuses on the characterization and analysis of various materials using this new SPECS
instrument, which would be challenging to achieve via conventional XPS. These materials
demonstrate the wide range of samples that can now be analyzed with the instrument, and include
a hard Italian cheese, sesame seeds, a kidney stone, a clamshell, and a calcite (CaCO 3) crystal. I
analyzed the data sets we received from SPECS to better understand the surface chemical
compositions of these materials.
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Section 5.1.1 Hard Italian Cheese, by Near-Ambient Pressure XPS

5.1.1.1 Statement of Attribution
This document was originally published as Roychowdhury, T.; Bahr, S.; Dietrich, P.;
Meyer, M.; Thißen, A.; Linford, M. R. Hard Italian cheese, by near-ambient pressure XPS. Surface
Science Spectra 2019, 26 (1), 014015.10 Here, the texts and figures are reproduced with the
permission from AIP publishing. Before that, some portions of this article were published in
Vacuum Technology & Coating.5
Some information fields are omitted from this document to improve its readability in this
format. We refer readers to the original document for complete sample, instrument information,
and spectral features.

5.1.1.2 Abstract
Near-ambient pressure X-ray photoelectron spectroscopy (NAP-XPS) is a less traditional
form of XPS that allows samples to be analyzed at relatively high pressures, i.e., greater than 2500
Pa. With NAP-XPS, XPS can analyze moderately volatile liquids, biological samples, porous
materials, and/or polymeric materials that outgas significantly. In this submission we show survey,
O 1s, and C 1s spectra from a hard Italian cheese, a material that could not be analyzed by
conventional approaches without special preparation. The C 1s spectrum is fit under the
assumption that the surface of the cheese is primarily fat (triglyceride), which is expected to be the
lowest free energy component of the material. The O 1s envelope corresponding to the cheese was
well fit to two components of equal area.
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5.1.1.3 Introduction
The analysis of food to assure its quality and safety is of great importance to consumers
and governmental regulators.11-12 Accordingly, we present here the near ambient pressure – X-ray
photoelectron spectroscopy (NAP-XPS) characterization of a hard Italian cheese. This document
is part of a series of submissions on NAP-XPS that is being submitted to Surface Science Spectra.
This set of articles and the NAP-XPS technique have previously been introduced in this journal.6
Data were collected with the SPECS EnviroESCA instrument,13-16 and the material was analyzed
directly without any sample preparation.
In general, cheese consists mostly of fat and protein. As expected, the survey spectrum of
the Italian cheese (see Figure 5.1.1.1) showed carbon and oxygen as its major constituents with a
contribution from nitrogen at 404.4 eV, which is attributed to this element in its gaseous state (N2).
Additional insight into the surface/material chemistry of the cheese was provided by peak fitting
the O 1s and C 1s narrow scans. The O 1s envelope could be fit to two major peaks with equal
areas (O-1 and O-2) at 532.2 eV and 533.6 eV, respectively (see Figure 5.1.1.2). These components
were assigned to oxygen in C=O (O-1) and C-O (O-2) moieties, respectively. Their area ratio and
positions are consistent with the two types of oxygen atoms in the ester groups of a triglyceride.17
The synthetic peaks used in this fit were 90:10 Gaussian-Lorentzian sum functions with equal
widths.18 The XPS O 1s narrow scan also shows a pair of relatively small signals at ca. 538.3 eV
and 539.4 eV. These peaks are attributed to molecular oxygen (O2) – the two peaks here result
from oxygen’s paramagnetism.19-20

144

The dominant peak in the C 1s envelope at 284.9 eV was attributed to carbon bonded to
carbon and hydrogen (C-C/C-H, C-1) (see Figure 5.1.1.3). The strength of this signal is consistent
with the long hydrocarbon chains that would be in the fat/oil (triglyceride) expected at the surface
of the cheese. Furthermore, if the surface of this material consists of a layer of triglyceride, one
would expect to have equal numbers of carbon atoms bonded once to oxygen (C-O, C-3, 286.1
eV), carboxyl carbons (C(=O)-O, C-5, 289.2 eV), and carbon atoms bonded to carboxyl carbons
and secondarily shifted by them (C-C(=O)-O, C-2, 285.5 eV). These three components were
constrained to have the same areas in the fit. An additional component was included in the fit that
accounted for carbonyl, acetal, and/or amide carbon (C=O, O-C-O, and/or C(=O)-N, C-4, 287.1
eV). Its presence suggests a small amount of protein within the analysis depth of the technique.2122

The synthetic peaks used to fit the C 1s envelope were 90:10 Gaussian-Lorentzian sum functions

with equal widths.18 The fraction of Lorentzian character in these synthetic peaks was varied from
0 – 50 % to obtain the best fit, as determined by the minimum value of the residual standard
deviation of the fit. The C-2 peak and C-3 peaks were constrained to be +0.6 and +1.2 eV from the
C-1 peak. Both the O 1s and C 1s peak fits reported here have Tougaard (universal polymer)
backgrounds, which were not subtracted from the data in the fitting shown, i.e., the original data
are presented in this submission. In order to check for correlation between the fit parameters, a
uniqueness plot for the C 1s peak fit was generated (see Figure 5.1.1.4).23 In this plot, the residual
standard deviation of the fit was plotted as a function of the width of the C-2 synthetic peak, which
was constrained to have different values, while the remaining parameters in the model were
allowed to vary as they had in the original fit. The rise in error on both sides of the resulting plot
indicates that the fit parameters are unique (have statistical validity). The uniqueness plot would
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have shown a horizontal line had there been significant fit parameter correlation. Table 5.1.1.1
summarized all the peaks shown herein.

Table 5.1.1.1. Spectral features of interest

Figure
number

Element/
Transition

Peak Energy
(eV)

Peak Width
FWHM (eV)

Peak Area
(eV x cts/s)

Peak
Assignment

5.1.1.1

O 2s

28.4

2.4

218.4

---

5.1.1.1

C 1s

284.4

2.52

9456.3

---

5.1.1.1

N 1s

404.4

2.34

1995.4

Nitrogen
from ambient
air

5.1.1.1

O 1s

532.4

2.94

4371.6

---

5.1.1.1

O KLL

510.2*

---

32308.3

---

5.1.1.2

O 1s

532.2

1.37

270.2

O-C=O

5.1.1.2

O 1s

533.6

1.37

273.7

O-C=O

5.1.1.3

C 1s

284.9

1

1488.4

C-C/C-H

5.1.1.3

C 1s

285.5

1

102.9

C-C(=O)O

5.1.1.3

C 1s

286.1

1

102.9

C-O

5.1.1.3

C 1s

287.1

1

82.6

(C=O, O-CO, and/or
C(=O)-N)
groups

5.1.1.3

C 1s

289.2

1

102.9

O-C=O

* Auger signals are expressed in kinetic energy.
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5.1.1.4 Specimen Description
a.

Host Material: Hard Italian cheese

b.

Host Material Characteristics: homogeneous; solid; amorphous; biological material

c.

Chemical Name: N/A

d.

Source: Supermarket in Berlin

e.

Host Composition: Primarily protein and fat

f.

Form: Solid

g.

History & Significance: Cheese has historical importance because it keeps longer

than milk, while preserving much of milk’s nutritional value. Cheese is an important part
of many cooked dishes and is also enjoyed in its raw form.
h.

As Received Condition: Inside a standard, transparent, plastic food wrap (probably

polyethylene)
i.

Analyzed Region: The cheese had an oily appearance. It also appeared

homogeneous. A region from a slice of it was selected at random for analysis.
j.

Ex Situ Preparation/Mounting: A thin slice of the cheese was put in a petri dish,

which was placed on the sample plate in the instrument.
k.

In Situ Preparation: N/A

l.

Charge Control: Residual gas. This form of charge control depends on the residual

gas pressure – higher gas pressures lead to greater charge compensation.
m.

Temp. During Analysis: 300K

n.

Pressure During Analysis: 100 Pa

o.

Pre-analysis Beam Exposure: 30 s
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5.1.1.5 Instrument Setting
a.

Manufacturer and Model: SPECS EnviroESCA

b.

Analyzer Type: spherical sector

c.

Detector: other 1D delay line detector (1D-DLD)

d.

Number of Detector Elements: 25

e.

Analyzer Mode: constant pass energy

f.

Analyzer Pass Energy: 100 eV (survey spectrum) and 20 eV (narrow spectra)

g.

Throughput (T=EN): N=0

h.

Excitation Source Window: silicon nitride

i.

Excitation Source: Al Kα monochromatic

j.

Source Energy: 1486.6 eV

k.

Source Strength: 42 W

l.

Source Beam Size: 250 µm x 250 µm

m.

Signal Mode: multichannel direct

n.

Incident Angle: 55°

o.

Source-to-Analyzer Angle: 55°

p.

Emission Angle: 0°

q.

Specimen Azimuthal Angle: 0°

r.

Acceptance Angle from Analyzer Axis: 0°

s.

Analyzer Angular Acceptance Width: 44°

t.

Ion Gun: No ion gun was used
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5.1.1.6 Data Analysis
a.

Energy Scale Correction: No correction

b.

Recommended Energy Scale Shift: 0

c.

Peak Shape and Background Method: The peak fits shown in this submission are

with Tougaard (universal polymer) backgrounds. Other peak areas listed here were
obtained with Shirley backgrounds.24
d.

Quantitation Method: N/A

5.1.1.7 Acknowledgement
The survey spectrum in this document was previously published in Vacuum Technology
& Coating (VT&C) magazine (https://www.vtcmag.com).5 It is gratefully used here with VT&C’s
permission.
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Section 5.1.2 Sesame Seeds, by Near-Ambient Pressure XPS

5.1.2.1 Statement of Attribution
This document was originally published as Roychowdhury, T.; Bahr, S.; Dietrich, P.;
Meyer, M.; Thißen, A.; Linford, M. R., Sesame seeds, by near-ambient pressure XPS. Surface
Science Spectra 2019, 26 (1), 014018.25 Here, the texts and figures are reproduced with the
permission from AIP publishing. Before that, some portions of this article were published in
Vacuum Technology & Coating.5
Some information fields are omitted from this document to improve its readability in this
format. We refer readers to the original document for complete sample, instrument information,
and spectral features.

5.1.2.2 Abstract
Near-ambient pressure x-ray photoelectron spectroscopy (NAP-XPS) is a less traditional
form of XPS that allows samples to be analyzed at relatively high pressures, i.e., greater than ca.
2500 Pa. With NAP-XPS, XPS can probe moderately volatile liquids, biological samples, porous
materials, and/or polymeric materials that outgas significantly. In this submission, we show NAPXPS of sesame seeds, a food sample that could not be analyzed at moderate pressures by
conventional approaches. Survey spectra from three separate seeds are shown. In addition to the
expected C 1s and O 1s signals, seeds show calcium. The C 1s narrow scans from the three seeds
are well fit by four components. The largest of these is attributed to carbon singly bonded to oxygen
(C—O), which suggests carbohydrates or cellulose in the material. A small N 1s peak is observed
in all the survey spectra.
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5.1.2.3 Introduction
Analysis of food and other natural products is important for consumer safety, assurance,
and satisfaction.11 Conventional XPS has previously been performed on various foodstuffs, e.g.,
wheat flour-based cakes and dairy powders, where the resulting spectra reflect the materials’
compositions and/or the surface chemistry of these materials can be directly related to their process
ability and storage stability.11-12 However, outgassing from these materials generally makes them
difficult to probe by conventional XPS methods – special preparation and/or long pump downs are
typically required.
Sesame seeds are one of the world’s most well-known and oldest oilseed crops.26 Its oil
and other extracts are rich in vitamins and minerals, and are believed to have antibacterial and antiinflammatory properties.27 Herein, sesame seeds are characterized by near-ambient pressure – Xray photoelectron spectroscopy (NAP-XPS). This document is part of a series of submissions on
NAP-XPS that is being submitted to Surface Science Spectra. This set of articles and the NAPXPS technique have previously been introduced in this journal.6 Data were collected with the
SPECS EnviroESCA instrument.13-16
Sample preparation for the sesame seeds analyzed in this work simply consisted of placing
several of them in a watch glass, which was in turn placed on the sample plate of the instrument.
Three of these seeds were then analyzed directly, where a survey scan from each seed was acquired
within three minutes from the start of pump down. As expected, the resulting survey spectra were
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dominated by signals from carbon and oxygen.28 It was noted that the O 1s signals in these spectra
were at ca. 532 eV, which are similar to the O 1s signals in natural occurring sugars, e.g.,
cellulose.29 In addition to carbon and oxygen, sesame seeds are calcium-rich biomaterials which
is evident from the presence of calcium all the seeds.30 Although the Ca 2p signal is present in all
the survey spectra, it is only intense enough to be quantified in Seeds 2 and 3; the Ca 2p peak in
Seed 1 is almost as weak as the baseline noise (see Figures 5.1.2.1, 5.1.2.2, and 5.1.2.3). Small N
1s signals are observed in all the survey spectra. At least part of this signal is attributable to residual
air in the system and/or the N2 gas used to vent it.
The C 1s narrow scans of the three seeds were peak fit in the same way to four synthetic
peaks (see Figures 5.1.2.4, 5.1.2.7, and 5.1.2.10). A small hydrocarbon signal (CC/CH, C-1) is
present at 285.0 eV in all the narrow scans. This peak may be the result of oil from the seed at its
surface and/or adventitious hydrocarbon. The largest component in the C 1s envelopes is then
found at 286.6 eV. It is assigned to carbon bonded to oxygen by a single bond (C-O, C-2), which
suggests a cellulosic material.29 The final two components in these fits correspond to: (i) carbon
bonded to oxygen through two bonds (C=O and/or O-C-O at 288.3 eV, C-3) and (ii) carboxyl
moieties (C(=O)-O at 290.2 eV, C-4). The four synthetic peaks used in these fits were 90:10
Gaussian-Lorentzian sum functions with equal widths.18 The Tougaard (universal polymer)
backgrounds used for these fits were not subtracted from the experimental data prior to fitting—
the original data are shown here. To address the issue of fit parameter correlation, uniqueness plots
were generated by plotting the residual standard deviation of the fit as a function of the width of
the C-4 synthetic peak, which was constrained to vary.23 Figure 5.1.2.13 shows the uniqueness plot
for Seed 1. Its ‘U’ shape suggests that the fit parameters are not correlated, i.e., that there is
statistical validity to our approach. The uniqueness plot would have consisted of a horizontal line
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had there been significant fit parameter correlation. Similar uniqueness plots were obtained from
the fits of the C 1s spectra of Seeds 2 and 3. Table 5.1.2.1 summarizes the XPS parameters used
herein.

Table 5.1.2.1. Spectral features of interest.

Figure
Numbe
r

Element/
Transitio
n

Peak
Energ
y (eV)

Peak
Width
FWH
M (eV)

Peak
Area
(eV x
cts/s)

Sensitivit
y Factor

5.1.2.1

O 2s

26.0

3.99

401.6

---

---

---

5.1.2.1

C 1s

285.0

2.95

13654.1

1

79.48 ± 0.3

---

5.1.2.1

Ca 2p

351.0

3.99

1038.5

---

---

Ca2+

5.1.2.1

N 1s

401.0

3.84

2278.7

1.67

3.02 ± 0.24

---

5.1.2.1

O 1s

532.0

3.33

9225.7

2.47

17.49 ± 0.23

---

5.1.2.1

O KLL

502.2*
*

---

43740.0
*

---

---

---

5.1.2.2

O 2s

27.0

3.85

806.9

---

---

---

5.1.2.2

C 1s

285.0

3.35

16971.2

1

75.49 ± 0.7

---

5.1.2.2

Ca 2p

349.0

3.41

1126.6

4.88

0.77 ± 0.17

Ca2+

5.1.2.2

N 1s

401.0

2.03

886.6

1.67

5.23 ± 0.63

---
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Peak
Concentratio
Assignmen
n (at. %)
t

5.1.2.2

O 1s

533.0

3.73

6660.9

2.47

18.52 ± 0.48

---

5.1.2.2

O KLL

508.2*
*

---

47734.0
*

---

---

---

5.1.2.3

O 2s

26.0

4.69

1042.8

---

---

---

5.1.2.3

C 1s

285.0

3.65

18415.4

1

67.75 ± 0.58

---

5.1.2.3

Ca 2p

349.0

4.96

2365

4.88

0.95 ± 0.16

Ca2+

5.1.2.3

N 1s

401.0

3.89

2845.6

1.67

4.95 ± 0.54

---

5.1.2.3

O 1s

533.0

3.22

13329.2

2.47

26.34 ± 0.43

---

5.1.2.3

O KLL

502.0*
*

---

80693.5
*

---

---

---

5.1.2.4

C 1s

285.0

1.61

38.8

---

---

C-C/C-H

5.1.2.4

C 1s

286.6

1.61

734.4

---

---

C-O

5.1.2.4

C 1s

288.3

1.61

124.8

---

---

C=O/O-CO

5.1.2.4

C 1s

290.2

1.61

64.3

---

---

O-C=O

5.1.2.5

N 1s

400.6

2.13

535.6

---

---

---

5.1.2.6

O1s

532.6

2.93

2519.7

---

---

---

5.1.2.7

C 1s

285.0

1.71

367.4

---

---

C-C/C-H

5.1.2.7

C 1s

286.6

1.71

2456.9

---

---

C-O

5.1.2.7

C 1s

288.3

1.71

515.6

---

---

C=O/O-CO

5.1.2.7

C 1s

290.2

1.71

249.4

---

---

O-C=O

5.1.2.8

N 1s

400.8

2.71

492.8

---

---

---
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5.1.2.9

O1s

533.0

2.77

2170.4

---

---

---

5.1.2.10

C 1s

285.0

1.76

164.1

---

---

C-C/C-H

5.1.2.10

C 1s

286.6

1.76

2476.6

---

---

C-O

5.1.2.10

C 1s

288.3

1.76

1104.5

---

---

C=O/O-CO

5.1.2.10

C 1s

290.2

1.76

350.4

---

---

O-C=O

5.1.2.11

N 1s

403.6

2.64

667.9

---

---

---

5.1.2.12

O 1s

535.9

2.49

3801.9

---

---

---

*A Shirley background from 950 – 1050 eV was used to determine the area of the O KLL signal
as calculated by the CasaXPS software package.
**Auger signals are expressed in kinetic energy.

5.1.2.4 Specimen Description
a. Host Material: Sesame Seeds; Seed 1, Seed 2, and Seed 3
b. Host Material Characteristics: inhomogeneous; solid; amorphous; biological material
c. Source: The sesame seeds were obtained at a local grocery store
d. Host Composition: Fat/oil, cellulose, and protein
e. Form: Solid
f. Structure: N/A
g. History & Significance: Sesame seeds are a source of oil, sugars, polyphenols,
minerals, and proteins.31
h. As Received Condition: The sesame seeds were obtained at an organic grocery store in
Berlin, Germany and were used directly without any pre-treatment.
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i. Analyzed Region: Random region.
j. Ex Situ Preparation/Mounting: A small number of seeds was poured into a dish, which
was placed on the sample plate for analysis.
k. In Situ Preparation: None
l. Charge Control: Residual gas. This form of charge control depends on the residual gas
pressure – higher gas pressures lead to greater charge compensation.
m. Temp. During Analysis: 300 K
n. Pressure During Analysis: 100 Pa
o. Pre-analysis Beam Exposure: 30 s.

5.1.2.5 Instrument Setting
a.

Manufacturer and Model: SPECS EnviroESCA

b.

Analyzer Type: spherical sector

c.

Detector: other 1D delay line detector (1D-DLD)

d.

Number of Detector Elements: 25

e.

Analyzer Mode: constant pass energy

f.

Analyzer Pass Energy: 100 eV (survey spectrum) and 10 eV, 30 eV (narrow

spectra)
g.

Throughput (T=EN): N=0

h.

Excitation Source Window: silicon nitride

i.

Excitation Source: Al Kα monochromatic

j.

Source Energy: 1486.6 eV

k.

Source Strength: 42 W
156

l.

Source Beam Size: 250 µm x 250 µm

m.

Signal Mode: multichannel direct

n.

Incident Angle: 55°

o.

Source-to-Analyzer Angle: 55°

p.

Emission Angle: 0°

q.

Specimen Azimuthal Angle: 0°

r.

Acceptance Angle from Analyzer Axis: 0°

s.

Analyzer Angular Acceptance Width: 44°

t.

Ion Gun: No ion gun was used

5.1.2.6 Data Analysis
a.

Energy Scale Correction: The survey spectra and narrow scans were shifted −13.6

eV. This positioned the adventitious/ reduced hydrocarbon signal in the C 1s envelopes at
285.0 eV and similarly placed the C 1s signal in the survey spectra close to 285.0 eV.
b.

Recommended Energy Scale Shift: The spectra reported herein were shifted −13.6

eV.
c.

Peak Shape and Background Method: All peak fitting was with GLS functions and

Tougaard (universal polymer) backgrounds. The degree of Lorentzian character in the
synthetic GLS peaks was adjusted from 0% to 50% to optimize the fits.
d.

Quantitation Method: Elemental compositions were calculated using the SPECS

instrument software.
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Section 5.1.3 Kidney Stone, by Near-Ambient Pressure XPS

5.1.3.1 Statement of Attribution
This document was originally published as Roychowdhury, T.; Bahr, S.; Dietrich,
P.; Meyer, M.; Thißen, A.; Linford, M. R. Kidney stone, by near-ambient pressure XPS. Surface
Science Spectra 2019, 26 (1), 014017.25 Here, the texts and figures are reproduced with the
permission from AIP publishing.
Some information fields are omitted from this document to improve its readability in this
format. We refer readers to the original document for complete sample, instrument information,
and spectral features.

5.1.3.2 Abstract
Near ambient pressure X-ray photoelectron spectroscopy (NAP-XPS) is a less traditional
form of XPS that allows samples to be analyzed at relatively high pressures, i.e., at ca. 1000 mbar.
With NAP-XPS, XPS can be used to probe moderately volatile liquids, biological samples, porous
materials, and/or polymeric materials that outgas significantly. In this submission we show O 1s,
C 1s, Ca 2p narrow scans, and a survey NAP-XPS spectrum from a human urolith, i.e., a kidney
stone, which is a biomaterial that could not be analyzed at moderate pressures by conventional
approaches.

Keywords: Near-ambient pressure X-ray photoelectron spectroscopy, NAP-XPS, XPS, Kidney
stone
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5.1.3.3 Introduction
In this submission, near-ambient pressure X-ray photoelectron spectroscopy (NAP-XPS)
characterization of a human kidney stone is presented. This document belongs to a series of
submissions on NAP-XPS that is being submitted to Surface Science Spectra. This set of articles
and the NAP-XPS technique have previously been introduced in this Journal.6 Here, a kidney stone
(urinary stone) sample was obtained from an adult male and was analyzed directly with the SPECS
EnviroESCA instrument.14-15, 32 Urolithiasis, i.e., kidney stone disease, is a major health problem
that afflicts an increasing number of people. A 2005 survey showed that about 5% of American
women and 12% of American men will develop a kidney stone at some time during their lives. 3334

A kidney stone is often the first manifestation of numerous pathological and metabolic disorders.

Complete analysis of kidney stones will help biomedical researchers better understand stone
formation and growth.35 Approximately 80% of all kidney stones are composed of calcium oxalate
(CaC2O4) and calcium phosphate (Ca3(PO4)2).36 Based on their chemical properties, urinary stones
can be of three types: acidic, e.g., uric acid, neutral, e.g., calcium oxalate, and alkaline, e.g.,
magnesium ammonium phosphate.37 Significant dietary changes that include high consumption of
proteins, salt, and fructose-rich carbonated beverages are the main causes of the increased
occurrence of calcium oxalate kidney stones.35, 38
In this contribution, a kidney stone was probed using NAP-XPS. Insights into the surface
chemistry of the kidney stone were provided from C 1s, P 2p, and O 1s narrow scans (see Table
5.1.3.1). A survey spectrum of the material was also acquired (see Figure 5.1.3.1). The C 1s peak
envelope is dominated by a hydrocarbon component (C-C/C-H, C-1), which is situated at 285.0
eV (see Figure 5.1.3.2). A higher oxidation state component (C-O, C-2) is then located at 286.2
eV. Two other smaller components attributable to carbon bonded to oxygen through two bonds
160

(C=O and/or O-C-O, C-3) and carboxyl (O-C=O, C-4) moieties are then observed at 287.4 eV and
288.6 eV, respectively. The four synthetic peaks used to fit the C 1s envelope were 80:20 GaussianLorentzian sum functions that were constrained to have equal widths. A uniqueness plot of our C
1s peak fit is also presented (see Figure 5.1.3.3).23 In this plot, the width of the C-2 synthetic peak
was constrained to have different designated values, while the rest of the parameters were allowed
to vary as they had in the original fit. The residual standard deviation of the fit was then plotted as
a function of the width of the C-2 synthetic peak. The increase in the standard deviation on both
sides of the plot indicates statistical validity for the fit, although the middle part of the plot
(between ca. 1.5 and 2.5 eV) indicates that the fit is only moderately unique here. A fit without
any uniqueness (statistical validity) would produce a horizontal line. The O 1s spectrum of the
kidney stone appears to be due to two components: O-C=O (O-1) at 531.7 eV, and O-C=O (O-2)
at 532.8 eV (see Figure 5.1.3.4). The fact that the O 1s peak envelope here can be fit to two peaks
(O-1 and O-2) of close to equal area, suggests that the oxygen in this peak envelope is largely due
to carboxyl groups. However, when the background of this spectrum is changed from a Shirley to
a Tougaard type, this ratio changes significantly.
The synthetic peaks used in this O 1s fit were 90:10 Gaussian-Lorentzian sum functions
with equal widths.18 The Ca 2p peak envelope consists of two signals arising from spin-orbit
splitting: Ca 2p1/2 at 351.8 eV and Ca 2p3/2 at 348.2 eV (see Figure 5.1.3.5). The presence of
nitrogen in the survey spectrum was attributed to the nitrogen gas used to vent the chamber, i.e.,
nitrogen from the air, etc. Phosphorus (P 2p) is present in the survey and narrow scan of the kidney
stone shown herein (see Figure 5.1.3.6). The type of kidney stone analyzed herein is reported to
have a small amount of phosphorus at its surface.38 All of the peak fits in this submission have
Tougaard backgrounds, except the O 1s spectrum, which was fit with both Tougaard and Shirley
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(shown) backgrounds. The amount of Lorentzian character in the synthetic peaks was varied from
0-50 % in the Gaussian-Lorentzian sum functions to obtain the best fit, as determined by the
minimum value of the residual standard deviation to the fit.

Table 5.1.3.1. Spectral features of interest.

Figure
numbe
r

Element/
Transitio
n

Peak
Energ
y (eV)

Peak
Width
FWH
M (eV)

Peak
Area
(eV x
cts/s)

Sensitivit
y Factor

Concentratio
n (at. %)

Peak
Assignmen
t

5.1.3.1

O 2s

26.0

4.42

513.2

---

---

---

5.1.3.1

P 2p

134.0

3.67

447.6

1.31

0.74 ± 0.16

Ca3(PO4)2

5.1.3.1

C 1s

285.0

3.49

15462.
3

1

70.27 ± 0.51

---

5.1.3.1

Ca 2p

349.0

4.61

1140

4.88

0.61 ± 0.12

CaC2O4
and
Ca3(PO4)2

5.1.3.1

N 1s

401.0

5.71

4345.9

1.67

10.75 ± 0.44

Nitrogen
from
ambient air

5.1.3.1

O 1s

533.0

3.34

8125.3

2.47

17.63 ± 0.38

---

5.1.3.1

O KLL*

507.2*
*

---

34238.
2

---

---

---

5.1.3.2

C 1s

285

1.59

1047.9

---

---

C-C/C-H

5.1.3.2

C 1s

286.2

1.59

338.2

---

---

C-O

5.1.3.2

C 1s

287.4

1.59

118.9

---

---

C=O/O-CO

5.1.3.2

C 1s

288.6

1.59

164.1

---

---

O-C=O
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5.1.3.4

O 1s

531.7

2.29

497.6

---

---

O-C=O

5.1.3.4

O 1s

532.8

2.29

589.2

---

---

O-C=O

5.1.3.5

Ca 2p3/2

348.2

2.31

428.1

---

---

5.1.3.5

Ca 2p1/2

351.8

2.31

214

---

---

5.1.3.6

P 2p

134.1

2.47

130.2

---

---

CaC2O4
and
Ca3(PO4)2
CaC2O4
and
Ca3(PO4)2
Ca3(PO4)2

*A Shirley background was used for the O KLL peak and the area was calculated with the
CasaXPS software package.
**Auger signals are expressed in kinetic energy

5.1.3.4 Specimen Description
a.

Host Material: Kidney stone

b.

Host Material Characteristics: inhomogeneous; solid; amorphous; biological

material
c.

Chemical Name: Kidney stone

d.

Source: Adult human male

e.

Host Composition: Primarily calcium oxalate and calcium phosphate

f.

Form: Solid

g.

Structure: Small, rough, hard, uniform object with a diameter of ca. 3 mm.

h.

History & Significance: Kidney stones are a major health problem throughout the

world.
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i.

As Received Condition: The urinary stone sample was obtained from an adult male

and investigated with the SPECS EnviroESCA instrument without any pretreatment.
j.

Analyzed Region: Random region

k.

Ex Situ Preparation/Mounting: The kidney stone was placed on a stage, it was

moved/translated until it was illuminated by the X-ray beam, and a random region of it was
analyzed.
l.

Charge Control: Residual gas. This form of charge control depends on the residual

gas pressure – higher gas pressures lead to greater charge compensation.
m.

Temp. During Analysis: 300 K

n.

Pressure During Analysis: 100 Pa

o.

Pre-analysis Beam Exposure: 30 s

5.1.3.5 Instrument Setting
a.

Manufacturer and Model: SPECS EnviroESCA

b.

Analyzer Type: spherical sector

c.

Detector: other 1D delay line detector (1D-DLD)

d.

Number of Detector Elements: 25

e.

Analyzer Mode: constant pass energy

f.

Analyzer Pass Energy: 100 eV (survey spectrum) and 20 eV (narrow spectra)

g.

Throughput (T=EN): N=0

h.

Excitation Source Window: silicon nitride

i.

Excitation Source: Al Kα monochromatic

j.

Source Energy: 1486.6 eV
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k.

Source Strength: 42 W

l.

Source Beam Size: 250 µm x 250 µm

m.

Signal Mode: multichannel direct

n.

Incident Angle: 55°

o.

Source-to-Analyzer Angle: 55°

p.

Emission Angle: 0°

q.

Specimen Azimuthal Angle: 0°

r.

Acceptance Angle from Analyzer Axis: 0°

s.

Analyzer Angular Acceptance Width: 44°

t.

Ion Gun: No ion gun was used

5.1.3.6 Data Analysis
a.

Energy Scale Correction: All of the survey and narrow scans were shifted by -6.5

eV. This placed the position of the C 1s signal at 285.0 eV, and similarly positioned the C
1s signal in the survey spectrum close to 285.0 eV.
b.

Recommended Energy Scale Shift: The spectra shown herein were shifted by -6.5

eV.
c.

Peak Shape and Background Method: All peak fitting was with Gaussian-

Lorentzian sum (GLS) functions and Shirley or Tougaard backgrounds.39 The degree of
Lorentzian character in the synthetic GLS peaks was adjusted from 0 – 50% to optimize
the fits.
d.

Quantitation Method: The elemental composition in the Spectral Features Table

was calculated using the SPECS instrument software.
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Section 5.1.4 Clamshell, by Near-Ambient Pressure XPS

5.1.4.1 Statement of Attribution
This document was originally published as Roychowdhury, T.; Bahr, S.; Dietrich,
P.; Meyer, M.; Thißen, A.; Linford, M. R. Clamshell, by near-ambient pressure XPS. Surface
Science Spectra 2019, 26 (1), 014019.40 Here, the texts and figures are reproduced with the
permission from AIP publishing.
Some information fields are omitted from this document to improve its readability in this
format. We refer readers to the original document for complete sample, instrument information,
and spectral features.

5.1.4.2 Abstract
Near ambient pressure X-ray photoelectron spectroscopy (NAP-XPS) is a less traditional
form of XPS that allows samples to be analyzed at relatively high pressures, i.e., at ca. 2500 mbar.
With NAP-XPS, XPS can probe moderately volatile liquids, biological samples, porous materials,
and/or polymeric materials that outgas significantly. In this submission, we show NAP-XPS
survey, Ca (3p, 2p, 2s), O 1s, C 1s, and N 1s narrow, and valence band spectra from a clamshell,
a material of biological origin that would be challenging to analyze by conventional approaches.
Like most shells of biological origin, clamshells are primarily composed of calcium carbonate.
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Keywords: Near-ambient pressure X-ray photoelectron spectroscopy, calcium carbonate, NAPXPS, XPS, clamshell
5.1.4.3 Introduction
Here, we report the near ambient pressure X-ray photoelectron spectroscopy (NAP-XPS)
characterization of a clamshell. This article is part of a series of submissions on NAP-XPS that we
are submitting to Surface Science Spectra. This set of articles and also a brief introduction to NAPXPS have previously been presented in this journal.6 Data were collected with the SPECS
EnviroESCA instrument.13-15, 32 This work follows that of other researchers who have studied
marine organisms/materials by XPS.41-43 For example, Zhou et. al. used XPS to investigate marine
antibiofouling.43 However, the analysis of biological materials, including marine organisms, by
conventional XPS is challenging because of outgassing and surface charging. In contrast, the
clamshell studied in this work was analyzed without any pretreatment, i.e., no drying, cleaning,
gluing, electrical contact, or coating for charge compensation was necessary. As expected, the
survey spectrum 4 of the clamshell shows O 1s, Ca (3p, 3s, 2p, 2s) and C 1s signals (see Figure
5.1.4.1).
Calcium carbonate (CaCO3) in a protein matrix is the main component of the shells of
marine organisms, as well as the shells of snails and birds.44 The Ca 2p signal of clamshell consists
(see Figure 5.1.4.3) of two spin-orbit split peaks at 351.4 eV (Ca 2p1/2) and 347.5 eV (Ca 2p3/2)
(separation of 3.9 eV) that can be well fit at the theoretical 1:2 area ratio, which is a characteristic
of CaCO3.45-46 The best fit here was obtained with a 50:50 Gaussian-Lorentzian sum (GLS)
synthetic peak for the higher energy signal (Ca 2p1/2) and a 90:10 GLS synthetic peak for the lower
binding energy signal (Ca 2p3/2), where these peaks were allowed to have with unequal widths.18
The degree of Lorentzian character in these GLS synthetic peaks was varied from 0 – 50 % to
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obtain the best possible fits, as determined by the minimum value of the standard deviation of the
residuals to the fits. In this fitting, a Tougaard background (shown) produced a better fit than a
Shirley background. The C 1s spectrum (see Figure 5.1.4.4) consists primarily of two signals: a
lower energy peak attributable to adventitious hydrocarbon/reduced carbon (C-C/C-H) at 285.0
eV and carbonate carbon in CaCO3 at 290.3 eV. These peak positions agree with literature
values.45, 47 The small N 1s signal (at 399.3 eV in Figure 5.1.4.2) in the spectra is primarily
attributed to protein at the surface of the clamshell. The spectra were shifted to higher binding
energies due to sample charging. To some degree, NAP-XPS automatically takes care of these
charging problems via the residual gas in the chamber. Indeed, even though the energy shifts due
to charging on this sample are moderately large (+7.6 eV for the survey scans and +11.6 eV for
the narrow scans), the technique still produced high quality spectra that could be easily corrected
(energy shifted). That is, all the signals in the spectra are energy shifted/corrected to position the
C 1s adventitious hydrocarbon signal at 285.0 eV. All the parameters used here are summarized in
Table 5.1.4.1.
This document is related to our recent Surface Science Spectra submission on the NAPXPS of calcite (CaCO3).48 The Ca 2p signals of both samples (clamshell and calcite) were similar,
the expected spin-orbit splitting was observed and the calcium was assigned to a +2 oxidation
state. Also as expected, the C 1s narrow scans of both samples are mainly composed of two signals
from carbon in a low and a high oxidation state: adventitious hydrocarbon and carbonate.49 The
only major difference between the spectra was in the positions of the N 1s signals (at 402.0 eV for
calcite and at 399.3 eV for the clamshell). As noted, the clamshell is expected to be primarily
calcium carbonate in a protein binder. This should not be the case for our calcite crystal, which is,
nominally, a pure inorganic material. The atomic percentages for CaCO3 in these materials were
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calculated from the Ca 2p, carbonate C 1s, and O 1s signals/narrow scans. Calcite more closely
matched the theoretical Ca : C : O ratio of 1 : 1 : 3 (1 : 0.9 : 2.8) than clamshell (1 : 0.9 : 3.8). This
result was not unexpected because of the more heterogeneous and complex nature of the clamshell.

Table 5.1.4.1. Spectral features of interest.
Peak
Peak
Figure
Element/
Width Peak Area Sensitivity Concentration
Peak
Energy
number Transition
FWHM (eV x cts/s)
Factor
(at. %)
Assignment
(eV)
(eV)
5.1.4.1

Ca 3p

20.5

3.22

4938.2

---

---

---

5.1.4.1

Ca 3s

39.0

2.89

1765.6

---

---

---

5.1.4.1

C 1s

285.0

6.89

9693.3

---

---

---

5.1.4.1

Ca 2p

342.5

2.69

22897.7

---

---

---

5.1.4.1

N 1s

396.0

3.45

1994.2

---

---

---

5.1.4.1

Ca 2s

434.5

4.3

8257.8

---

---

---

5.1.4.1

O 1s

526.5

2.97

38085.3

---

---

---

5.1.4.1

O KLL

505.3*

---

130503.2**

---

---

---

5.1.4.2

N 1s

399.3

0.85

713.6

---

---

-NH2

5.1.4.2

Ca 2s

438.0

3.28

1841.2

---

---

CaCO3

5.1.4.3

Ca 2p3/2

347.5

2.44

3320.2

4.88***

15.69 ±
0.21****

CaCO3

5.1.4.3

Ca 2p1/2

351.4

2.01

1660.1

---

---

CaCO3

5.1.4.4

C 1s

285.0

0.61

320.2

1

13.63 ± 0.47

Adventitious
carbon
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5.1.4.4

C 1s

290.3

1.87

653.9

1

11.29 ± 0.43

CaCO3

5.1.4.5

valence
band

---

---

242.4

---

---

Valence
band

5.1.4.5

Ca 3p

26.2

2.85

923.7

---

---

CaCO3

5.1.4.6

O 1s

530.6

2.35

7644.8

2.48

59.38 ± 0.5

CaCO3

*Auger signal was expressed in kinetic energy.
**A Shirley background from 950 – 1050 eV was used to determine the area of the O KLL signal
as calculated by the CasaXPS software package.
***This is the sensitivity factor for the entire Ca 2p doublet.
****This concentration was calculated based on the narrow scan of Ca 2p before peak fitting.

5.1.4.4 Specimen Description
a.

Host Material: Clamshell

b.

Host Material Characteristics: heterogeneous; solid; unknown crystallinity;

biological material
c.

Source: Maritime (exact origin unknown)

d.

Host Composition: Primarily calcium carbonate (CaCO3)

e.

Form: Solid

f.

Structure: Solid, rough, hard, uniform object

g.

History & Significance: Clams are common marine organisms. They are regularly

consumed by humans and other creatures. Biomaterials like clamshells are challenging to
analyze by conventional XPS. They can be analyzed directly by NAP-XPS.
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h.

As Received Condition: The clamshell was investigated with the EnviroESCA in

its as-received condition without any pretreatment, including drying, cleaning, addition of
electrical contacts, or gluing.
i.

Analyzed Region: Random region

j.

Ex Situ Preparation/Mounting: The clamshell was simply placed on the stage of the

instrument in the analytical chamber.
k.

In Situ Preparation: None.

l.

Charge Control: Residual gas. This form of charge control depends on the residual

gas pressure – higher gas pressures lead to greater compensation of electrostatic charging.
m.

Temp. During Analysis: 300K

n.

Pressure During Analysis: 100 Pa

o.

Pre-analysis Beam Exposure: 30 s.

5.1.4.5 Instrument Setting
a.

Manufacturer and Model: SPECS EnviroESCA

b.

Analyzer Type: spherical sector

c.

Detector: other 1D delay line detector (1D-DLD)

d.

Number of Detector Elements: 25

e.

Analyzer Mode: constant pass energy

f.

Analyzer Pass Energy: 100 eV (survey spectrum) and 30 eV (narrow spectra)

g.

Throughput (T=EN): N=0

h.

Excitation Source Window: silicon nitride

i.

Excitation Source: Al Kα monochromatic
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j.

Source Energy: 1486.6 eV

k.

Source Strength: 42 W

l.

Source Beam Size: 250 µm x 250 µm

m.

Signal Mode: multichannel direct

n.

Incident Angle: 55°

o.

Source-to-Analyzer Angle: 55°

p.

Emission Angle: 0°

q.

Specimen Azimuthal Angle: 0°

r.

Acceptance Angle from Analyzer Axis: 0°

s.

Analyzer Angular Acceptance Width: 44°

t.

Ion Gun: No ion gun was used

5.1.4.6 Data Analysis
a.

Energy Scale Correction: The survey spectrum was shifted by -7.6 eV, which

placed the C 1s signal at 285.0 eV. This is the traditional position for this peak. However,
the C 1s narrow scan below indicates that the carbonate carbon peak makes the largest
contribution to the C 1s envelope, i.e., this shift of -7.6 eV to the survey spectrum may not
be entirely correct. Nevertheless, it appears to be adequate for representing the information
in the survey spectrum. All of the narrow scans were shifted by -11.6 eV, which positioned
the C 1s and carbonate signals at 285.0 and 290.3 eV, respectively. These shifts align these
signals with literature values.45
b.

Recommended Energy Scale Shift: The energy shifts reported herein were -7.6 eV

and -11.6 eV for the survey and narrow spectra, respectively.
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c.

Peak Shape and Background Method: All peak fitting was with Gaussian-

Lorentzian sum (GLS) functions and Shirley backgrounds,24 except for the Ca 2p peak fit,
which employed a Tougaard background.50 The degree of Lorentzian character in the
synthetic GLS peaks was adjusted from 0 – 50% to optimize the fits. All peak fitting
performed in this work was with CasaXPS (Casa Software Ltd., Version 2.3.18PR1.0).
d.

Quantitation Method: The elemental compositions were calculated using the

standard SPECS software.
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Section 5.1.5 Calcite (CaCO3), by Near-Ambient Pressure XPS

5.1.5.1 Statement of Attribution
This document was originally published as Roychowdhury, T.; Bahr, S.; Dietrich,
P.; Meyer, M.; Thißen, A.; Linford, M. R. Calcite (CaCO3), by near-ambient pressure XPS.
Surface Science Spectra 2019, 26 (1), 014025.48 Here, the texts and figures are reproduced with
the permission from AIP publishing.
Some information fields are omitted from this document to improve its readability in this
format. We refer readers to the original document for complete sample, instrument information,
and spectral features.

5.1.5.2 Abstract
Near ambient pressure X-ray photoelectron spectroscopy (NAP-XPS) is a less traditional
form of XPS that allows samples to be analyzed at relatively high pressures, i.e., at greater than
2500 mbar. With NAP-XPS, XPS can be used to probe moderately volatile liquids, biological
samples, porous materials, and/or polymeric materials that outgas significantly. In this submission,
we show NAP-XPS survey and Ca 2p, O 1s, and C 1s narrow scans from calcite, which was
analyzed here without external charge compensation. Quantitation of the peaks in the narrow scan
gives a ratio that is very close to the theoretical 1:1:3 ratio expected for Ca:C:O in the material.
The small N 1s signal in the survey spectrum is attributed to residual nitrogen gas in the analysis
chamber.
Keywords: Near-ambient pressure X-ray photoelectron spectroscopy, NAP-XPS, XPS, CaCO3
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5.1.5.3 Introduction
XPS is an important analytical tool in minerology and geochemistry.51 For example, a
calcite fracture surface has been studied by XPS and low energy electron diffraction (LEED). 52
High resolution conventional UHV XPS spectra of calcite have also been reported/archived in
Surface Science Spectra.45 XPS has also been used to understand lead distributions53 and zinc
precipitation54 on calcium carbonate/calcite. Here, the near ambient pressure – X-ray photoelectron
spectroscopy (NAP-XPS) characterization of calcite is reported. This document belongs to the
series of submissions on NAP-XPS that is being submitted to Surface Science Spectra. This set of
articles and the NAP-XPS technique have been previously introduced in the journal.6 Data were
collected with the SPECS EnviroESCA instrument.9, 22, 55
In this submission, NAP-XPS was used to probe the surface of a calcite crystal, which is
expected to be calcium carbonate (CaCO3) chemically.45 As expected, the survey spectrum of this
material showed mostly Ca (3p, 3s, 2p, 2s), O 1s, and C 1s signals (see Figure 5.1.5.1). The C 1s
signals in these spectra were at ca. 296.6 eV, i.e., all the spectra were shifted to higher binding
energies by about +11.6 eV compared to the C 1s adventitious hydrocarbon signal in calcite.45 An
intrinsic feature of NAP-XPS is to automatically perform charge compensation via the residual
gas in the chamber. And although the energy shifts due to charging on this sample is moderately
large, the technique still yielded high quality spectra. Per convention, the signals in the spectra
were energy shifted to place the C 1s adventitious hydrocarbon signal at 285.0 eV.
The Ca 2p peak envelope consists of a spin-orbit doublet: Ca 2p1/2 at 351.1 eV and Ca 2p3/2
at 347.5 eV in a 1:2 area ratio separated by ca. 3.6 eV, which is characteristic of CaCO3 (see Figure
5.1.5.2).45-46 The synthetic peaks used in this fit were 90:10 Gaussian-Lorentzian sum (GLS)
functions with unequal widths.18 The percentage of Lorentzian character in the GLS synthetic
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peaks was varied from 0 – 50 % to obtain the best fit, as determined by the minimum standard
deviation of the residuals. A Tougaard background (shown) produced a somewhat better fit as
compared to a Shirley background. The C 1s narrow scan shows two well separated peaks
attributable to adventitious/reduced hydrocarbon (C-C/C-H) at 285.1 eV and carbonate at 289.8
eV, which agrees with Literature values (see Figure 5.1.5.4).45,

47

Atomic percentages were

calculated from the narrow scans, where only the carbonate C 1s signal was included in these
calculations. The resulting values showed very good agreement with the expected 1:1:3 :: Ca:C:O
ratio for the material. Accordingly, the sample does not appear to be degrading during the analysis.
The small N 1s signal in the survey spectrum with poor signal-to-noise ratio is attributed to
nitrogen from the air. All the parameters used here are summarized in Table 5.1.5.1.
Table 5.1.5.1. Spectral features of interest.

Figure
Numbe
r

Element/
Transitio
n

Peak
Energ
y (eV)

Peak
Width
FWH
M (eV)

Peak
Area
(eV x
cts/s)

5.1.5.1

Ca 3p

25.0

2.95

3189.9

---

---

---

5.1.5.1

Ca 3s

44.0

3.31

1612.5

---

---

---

5.1.5.1

C 1s

285.0

2.97

11012

---

---

---

5.1.5.1

Ca 2p

348.0

3.17

15848

---

---

---

5.1.5.1

N 1s

402.0

6.13

1308.6

---

---

---

5.1.5.1

Ca 2s

439.0

4.43

5665.8

---

---

---

5.1.5.1

O 1s

532.0

2.93

18965

---

---

---

5.1.5.1

O KLL

509.7*

---

77424.4*
*

---

---

---
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Peak
Sensitivit Concentratio
Assignmen
y Factor
n (at. %)
t

5.1.5.2

Ca 2p3/2

347.5

1.52

515.2

4.88***

21.46 ±
0.25****

CaCO3

5.1.5.2

Ca 2p1/2

351.1

1.58

257.6

---

---

CaCO3

5.1.5.3

O 1s

531.9

1.62

1008.2

2.47

59.23 ± 0.38

CaCO3

5.1.5.4

C 1s

285.1

1.58

364

---

---

Adventitio
us carbon

5.1.5.4

C 1s

289.8

1.48

162.8

1

19.31 ± 0.33

CaCO3

*Auger signals are expressed in kinetic energy
**A Shirley background from 950 – 1050 eV was used to determine the area of the O KLL signal
as calculated by the CasaXPS software package.
***This sensitivity factor is for the entire Ca 2p doublet.
****This concentration was calculated based on the narrow scan of Ca 2p before peak fitting.

5.1.5.4 Specimen Description
a.

Host Material: Calcite

b.

CAS Registry #: N/A

c.

Host Material Characteristics: homogeneous; solid; single crystal; inorganic

compound; Other
d.

Chemical Name: Calcium carbonate

e.

Source: Unknown

f.

Host Composition: CaCO3

g.

Form: Single crystal

h.

Structure: Solid, hard, uniform single crystal
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i.

History & Significance: Calcite is a well-known mineral.

j.

As Received Condition: A large, colorless crystal of calcite was analyzed directly

by NAP-XPS in its as-received condition.
k.

Analyzed Region: Random region

l.

Ex Situ Preparation/Mounting: None. The crystal was placed on the sample holder

and probed in its as-received state. No special mounting or tape was used.
m.

In Situ Preparation: N/A

n.

Charge Control: Residual gas

o.

Temp. During Analysis: 300K

p.

Pressure During Analysis: 100 Pa

q.

Pre-analysis Beam Exposure: 30 s.

5.1.5.5 Instrument Setting
a.

Manufacturer and Model: SPECS EnviroESCA

b.

Analyzer Type: spherical sector

c.

Detector: other 1D delay line detector (1D-DLD)

d.

Number of Detector Elements: 25

e.

Analyzer Mode: constant pass energy

f.

Analyzer Pass Energy: 100 eV (survey spectrum) and 10 eV (narrow spectra)

g.

Throughput (T=EN): N=0

h.

Excitation Source Window: silicon nitride

i.

Excitation Source: Al Kα monochromatic

j.

Source Energy: 1486.6 eV
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k.

Source Strength: 42 W

l.

Source Beam Size: 250 µm x 250 µm

m.

Signal Mode: multichannel direct

n.

Incident Angle: 54.7°

o.

Source-to-Analyzer Angle: 54.7°

p.

Emission Angle: 0°

q.

Specimen Azimuthal Angle: 0°

r.

Acceptance Angle from Analyzer Axis: 0°

s.

Analyzer Angular Acceptance Width: 44°

t.

Ion Gun: No ion gun was used

5.1.5.6 Data Analysis
a.

Energy Scale Correction: The survey spectra and narrow scans were shifted -11.6

eV. This positioned the adventitious/reduced hydrocarbon signal in the C 1s envelope to
285.1 eV, and similarly placed the C 1s signal in the survey spectrum close to 285.0 eV.
b.

Recommended Energy Scale Shift: -11.6 eV.

c.

Peak Shape and Background Method: All peak fitting was with Gaussian-

Lorentzian sum (GLS) functions and Shirley backgrounds, except for the Ca 2p fit, which
employed a Tougaard background. The degree of Lorentzian character in the synthetic GLS
peaks was adjusted from 0 – 50% to optimize the fits.
d.

Quantitation Method: The elemental compositions were calculated using the

standard SPECS software.
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5.2 Figures

Figure 5.1.1.1. NAP-XPS survey spectrum of a cheese.

180

Figure 5.1.1.2. NAP-XPS O 1s peak fitting of a cheese.

181

Figure 5.1.1.3. NAP-XPS C 1s peak fitting of a cheese.

182

Figure 5.1.1.4. Uniqueness plot of the C 1s fit in the cheese submission.

183

Figure 5.1.2.1. NAP-XPS survey spectrum of a sesame seed (Seed 1).

184

Figure 5.1.2.2. NAP-XPS survey spectrum of a sesame seed (Seed 2).

185

Figure 5.1.2.3. NAP-XPS survey spectrum of a sesame seed (Seed 3).

186

Figure 5.1.2.4. NAP-XPS C 1s peak fit of Seed 1.

187

Figure 5.1.2.5. NAP-XPS N 1s spectrum of Seed 1.

188

Figure 5.1.2.6. NAP-XPS O 1s spectrum of Seed 1.

189

Figure 5.1.2.7. NAP-XPS C 1s peak fit of Seed 2.

190

Figure 5.1.2.8. NAP-XPS N 1s peak of Seed 2.

191

Figure 5.1.2.9. NAP-XPS O 1s peak of Seed 2.

192

Figure 5.1.2.10. NAP-XPS C 1s peak fit of Seed 3.

193

Figure 5.1.2.11. NAP-XPS N 1s spectrum of Seed 3.

194

Figure 5.1.2.12. NAP-XPS O 1s spectrum of Seed 3.

195

Figure 5.1.2.13. Uniqueness plot of the C 1s fit of Seed 1 in the sesame seed submission.

196

Figure 5.1.3.1. NAP-XPS survey spectrum of a kidney stone.

197

Figure 5.1.3.2. NAP-XPS C 1s peak fitting of a kidney stone.

198

Figure 5.1.3.3. Uniqueness plot of the C 1s fit in the kidney stone submission.

199

Figure 5.1.3.4. NAP-XPS O 1s peak fitting of a kidney stone.

200

Figure 5.1.3.5. NAP-XPS Ca 2p peak fitting of a kidney stone.

201

Figure 5.1.3.6. NAP-XPS P 2p spectrum of a kidney stone.

202

Figure 5.1.4.1. NAP-XPS survey spectrum of a clamshell.

203

Figure 5.1.4.2. NAP-XPS Ca 2s spectrum of a clamshell.

204

Figure 5.1.4.3. NAP-XPS Ca 2p spectrum of a clamshell.

205

Figure 5.1.4.4. NAP-XPS C 1s spectrum of a clamshell.

206

Figure 5.1.4.5. NAP-XPS Ca 3p spectrum of a clamshell.

207

Figure 5.1.4.6. NAP-XPS O 1s spectrum of a clamshell.

208

Figure 5.1.5.1. NAP-XPS survey spectrum of a CaCO3 crystal.

209

Figure 5.1.5.2. NAP-XPS Ca 2p spectrum of a CaCO3 crystal.

210

Figure 5.1.5.3. NAP-XPS O 1s spectrum of a CaCO3 crystal.

211

Figure 5.1.5.4. NAP-XPS C 1s spectrum of a CaCO3 crystal.

212

5.3 References

1.

Swingle, R. S., Quantitative surface analysis by x-ray photoelectron spectroscopy (ESCA).

Analytical Chemistry 1975, 47 (1), 21-24.
2.

Fadley, C. S.; Baird, R. J.; Siekhaus, W.; Novakov, T.; Bergström, S. Å. L., Surface

analysis and angular distributions in x-ray photoelectron spectroscopy. Journal of Electron
Spectroscopy and Related Phenomena 1974, 4 (2), 93-137.
3.

Dietrich, P. M.; Bahr, S.; Yamamoto, T.; Meyer, M.; Thissen, A., Chemical surface

analysis on materials and devices under functional conditions – Environmental photoelectron
spectroscopy as non-destructive tool for routine characterization. Journal of Electron
Spectroscopy and Related Phenomena 2019, 231, 118-126.
4.

Shah, D.; Patel, D. I.; Roychowdhury, T.; Rayner, G. B.; O’Toole, N.; Baer, D. R.; Linford,

M. R., Tutorial on interpreting x-ray photoelectron spectroscopy survey spectra: Questions and
answers on spectra from the atomic layer deposition of Al2O3 on silicon. Journal of Vacuum
Science & Technology B 2018, 36 (6), 062902.
5.

Linford, M. R.; Roychowdhury, T.; Shah, D., Near Ambient Pressure XPS (NAP-XPS). A

New Paradigm for the Technique. Vacuum Technology & Coating August 2018, pp 26-28.
6.

Patel, D. I.; Roychowdhury, T.; Jain, V.; Shah, D.; Avval, T. G.; Chatterjee, S.; Bahr, S.;

Dietrich, P.; Meyer, M.; Thißen, A.; Linford, M. R., Introduction to near-ambient pressure x-ray
photoelectron spectroscopy characterization of various materials. Surface Science Spectra 2019,
26 (1), 016801.
7.

Olivieri, G.; Giorgi, J. B.; Green, R. G.; Brown, M. A., 5 years of ambient pressure

photoelectron spectroscopy (APPES) at the Swiss Light Source (SLS). Journal of Electron
Spectroscopy and Related Phenomena 2017, 216, 1-16.
213

8.

Salmeron, M.; Schlögl, R., Ambient pressure photoelectron spectroscopy: A new tool for

surface science and nanotechnology. Surface Science Reports 2008, 63 (4), 169-199.
9.

Rodriguez, C.; Dietrich, P.; Torres-Costa, V.; Cebrián, V.; Gómez-Abad, C.; Díaz, A.;

Ahumada, O.; Silván, M. M., Near ambient pressure X-ray photoelectron spectroscopy monitoring
of the surface immobilization cascade on a porous silicon-gold nanoparticle FET biosensor.
Applied Surface Science 2019.
10.

Roychowdhury, T.; Bahr, S.; Dietrich, P.; Meyer, M.; Thißen, A.; Linford, M. R., Hard

Italian cheese, by near-ambient pressure XPS. Surface Science Spectra 2019, 26 (1), 014015.
11.

Rouxhet, P. G.; Misselyn-Bauduin, A. M.; Ahimou, F.; Genet, M. J.; Adriaensen, Y.;

Desille, T.; Bodson, P.; Deroanne, C., XPS analysis of food products: toward chemical functions
and molecular compounds. Surface and Interface Analysis 2008, 40 (3‐4), 718-724.
12.

Nikolova, Y.; Petit, J.; Sanders, C.; Gianfrancesco, A.; Scher, J.; Gaiani, C., Toward a

better determination of dairy powders surface composition through XPS matrices development.
Colloids and Surfaces B: Biointerfaces 2015, 125, 12-20.
13.

Jürgensen, A.; Esser, N.; Hergenröder, R., Near ambient pressure XPS with a conventional

X-ray source. Surface and Interface Analysis 2012, 44 (8), 1100-1103.
14.

Jeong, C.; Yun, H.; Lee, H.; Muller, S.; Lee, J.; Mun, B. S., Performance test of new near-

ambient-pressure XPS at Korean Basic Science Institute and its application to CO oxidation study
on Pt3Ti polycrystalline surface. Current Applied Physics 2016, 16 (1), 73-78.
15.

Ogletree, D. F.; Bluhm, H.; Hebenstreit, E. D.; Salmeron, M., Photoelectron spectroscopy

under ambient pressure and temperature conditions. Nuclear Instruments and Methods in Physics
Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment 2009, 601
(1), 151-160.

214

16.

Weatherup, R. S.; Eren, B.; Hao, Y.; Bluhm, H.; Salmeron, M. B., Graphene Membranes

for Atmospheric Pressure Photoelectron Spectroscopy. The Journal of Physical Chemistry Letters
2016, 7 (9), 1622-1627.
17.

Beamson, G.; Briggs, D., High resolution XPS of organic polymers : the Scienta ESCA300

database. Wiley: Chichester [England]; New York, 1992.
18.

Jain, V.; Biesinger, M. C.; Linford, M. R., The Gaussian-Lorentzian Sum, Product, and

Convolution (Voigt) functions in the context of peak fitting X-ray photoelectron spectroscopy
(XPS) narrow scans. Applied Surface Science 2018, 447, 548-553.
19.

Puglia, C.; Nilsson, A.; Hernnäs, B.; Karis, O.; Bennich, P.; Mårtensson, N., Physisorbed,

chemisorbed and dissociated O2 on Pt(111) studied by different core level spectroscopy methods.
Surface Science 1995, 342 (1), 119-133.
20.

Larsson, M.; Baltzer, P.; Svensson, S.; Wannberg, B.; Martensson, N.; NavesdeBrito, A.;

Correia, N.; Keane, M. P.; Carlsson-Gothe, M.; Karlsson, L., X-ray photoelectron, Auger electron
and ion fragment spectra of O 2 and potential curves of O 2 2+. Journal of Physics B: Atomic,
Molecular and Optical Physics 1990, 23 (7), 1175.
21.

Wagner, M. S.; McArthur, S. L.; Shen, M.; Horbett, T. A.; Castner, D. G., Limits of

detection for time of flight secondary ion mass spectrometry (ToF-SIMS) and X-ray photoelectron
spectroscopy (XPS): detection of low amounts of adsorbed protein. Journal of Biomaterials
Science, Polymer Edition 2002, 13 (4), 407-428.
22.

Kjærvik, M.; Schwibbert, K.; Dietrich, P.; Thißen, A.; Unger, W. E. S., Surface

characterisation of Escherichia coli under various conditions by near-ambient pressure XPS.
Surface and Interface Analysis 2018, 50 (11), 996-1000.

215

23.

Singh, B.; Diwan, A.; Jain, V.; Herrera-Gomez, A.; Terry, J.; Linford, M. R., Uniqueness

plots: A simple graphical tool for identifying poor peak fits in X-ray photoelectron spectroscopy.
Applied Surface Science 2016, 387, 155-162.
24.

Shirley, D. A., High-Resolution X-Ray Photoemission Spectrum of the Valence Bands of

Gold. Physical Review B 1972, 5 (12), 4709-4714.
25.

Roychowdhury, T.; Bahr, S.; Dietrich, P.; Meyer, M.; Thißen, A.; Linford, M. R., Sesame

seeds, by near-ambient pressure XPS. Surface Science Spectra 2019, 26 (1), 014018.
26.

Zebib, H.; Bultosa, G.; Abera, S., Physico-chemical Properties of Sesame

(&lt;i&gt;Sesamum indicum&lt;/i&gt; L.) Varieties Grown in Northern Area, Ethiopia.
Agricultural Sciences 2015, Vol.06No.02, 9.
27.

Hsu, D.-Z.; Chu, P.-Y.; Liu, M.-Y., Sesame Seed (Sesamum indicum L.) Extracts and Their

Anti-Inflammatory Effect. In Emerging Trends in Dietary Components for Preventing and
Combating Disease, American Chemical Society: 2012; Vol. 1093, pp 335-341.
28.

Shimoda, M.; Shiratsuchi, H.; Nakada, Y.; Wu, Y.; Osajima, Y., Identification and Sensory

Characterization of Volatile Flavor Compounds in Sesame Seed Oil. Journal of Agricultural and
Food Chemistry 1996, 44 (12), 3909-3912.
29.

Watts, J. F., High resolution XPS of organic polymers: The Scienta ESCA 300 database.

G. Beamson and D. Briggs. 280pp., £65. John Wiley & Sons, Chichester, ISBN 0471 935921,
(1992). Surface and Interface Analysis 1993, 20 (3), 267-267.
30.

Bedigian, D., Introduction: History of the Cultivation and Use of Sesame. In Sesame The

genus Sesamum, 1 ed.; CRC Press: Boca Raton, 2010; Vol. 1, p 7.
31.

Elleuch, M.; Besbes, S.; Roiseux, O.; Blecker, C.; Attia, H., Quality characteristics of

sesame seeds and by-products. Food Chemistry 2007, 103 (2), 641-650.

216

32.

Eriksson, S. K.; Hahlin, M.; Kahk, J. M.; Villar-Garcia, I. J.; Webb, M. J.; Grennberg, H.;

Yakimova, R.; Rensmo, H.; Edström, K.; Hagfeldt, A.; Siegbahn, H.; Edwards, M. O. M.;
Karlsson, P. G.; Backlund, K.; Åhlund, J.; Payne, D. J., A versatile photoelectron spectrometer for
pressures up to 30 mbar. Review of Scientific Instruments 2014, 85 (7), 075119.
33.

Coe, F. L.; Evan, A.; Worcester, E., Kidney stone disease. The Journal of Clinical

Investigation 2005, 115 (10), 2598-2608.
34.

Tasian, G. E.; Kabarriti, A. E.; Kalmus, A.; Furth, S. L., Kidney Stone Recurrence among

Children and Adolescents. The Journal of Urology 2017, 197 (1), 246-252.
35.

Cloutier, J.; Villa, L.; Traxer, O.; Daudon, M., Kidney stone analysis: “Give me your stone,

I will tell you who you are!”. World Journal of Urology 2015, 33 (2), 157-169.
36.

Moe, O. W., Kidney stones: pathophysiology and medical management. The Lancet 2006,

367 (9507), 333-344.
37.

Sun, X.-Y.; Ouyang, J.-M.; Wang, F.-X.; Xie, Y.-S., Formation Mechanism of Magnesium

Ammonium Phosphate Stones: A Component Analysis of Urinary Nanocrystallites. Journal of
Nanomaterials 2015, 2015, 9.
38.

Ouyang, J. M., Identification of Urinary Stone Components by X‐Ray Photoelectron

Spectroscopy. Spectroscopy Letters 2004, 37 (6), 633-641.
39.

Végh, J., The Shirley background revised. Journal of Electron Spectroscopy and Related

Phenomena 2006, 151 (3), 159-164.
40.

Roychowdhury, T.; Bahr, S.; Dietrich, P.; Meyer, M.; Thißen, A.; Linford, M. R.,

Clamshell, by near-ambient pressure XPS. Surface Science Spectra 2019, 26 (1), 014019.

217

41.

Cao, X.; Pettit, M. E.; Conlan, S. L.; Wagner, W.; Ho, A. D.; Clare, A. S.; Callow, J. A.;

Callow, M. E.; Grunze, M.; Rosenhahn, A., Resistance of Polysaccharide Coatings to Proteins,
Hematopoietic Cells, and Marine Organisms. Biomacromolecules 2009, 10 (4), 907-915.
42.

Chakravarthy, S. G.; Greenlief, C. M.; Johnson, J. A.; Prayongpan, P.; Wooley, K. L.,

Hyperbranched fluoropolymer and linear poly(ethylene glycol) based amphiphilic crosslinked
networks as efficient antifouling coatings: An insight into the surface compositions, topographies,
and morphologies. Journal of Polymer Science Part A: Polymer Chemistry 2004, 42 (24), 61936208.
43.

Wan, F.; Ye, Q.; Yu, B.; Pei, X.; Zhou, F., Multiscale hairy surfaces for nearly perfect

marine antibiofouling. Journal of Materials Chemistry B 2013, 1 (29), 3599-3606.
44.

Islam, K. N.; Bakar, M. Z. B. A.; Ali, M. E.; Hussein, M. Z. B.; Noordin, M. M.; Loqman,

M. Y.; Miah, G.; Wahid, H.; Hashim, U., A novel method for the synthesis of calcium carbonate
(aragonite) nanoparticles from cockle shells. Powder Technology 2013, 235, 70-75.
45.

Baer, D. R.; Moulder, J. F., High Resolution XPS Spectrum of Calcite (CaCO3). Surface

Science Spectra 1993, 2 (1), 1-7.
46.

Ni, M.; Ratner, B. D., Differentiation of Calcium Carbonate Polymorphs by Surface

Analysis Techniques – An XPS and TOF-SIMS study. Surface and interface analysis : SIA 2008,
40 (10), 1356-1361.
47.

Baer, D. R.; Blanchard, D. L.; Engelhard, M. H.; Zachara, J. M., The interaction of water

and Mn with surfaces of CaCO3: An XPS study. Surface and Interface Analysis 1991, 17 (1), 2530.
48.

Roychowdhury, T.; Bahr, S.; Dietrich, P.; Meyer, M.; Thißen, A.; Linford, M. R., Calcite

(CaCO3), by near-ambient pressure XPS. Surface Science Spectra 2019, 26 (1), 014025.

218

49.

Gupta, V.; Ganegoda, H.; Engelhard, M. H.; Terry, J.; Linford, M. R., Assigning Oxidation

States to Organic Compounds via Predictions from X-ray Photoelectron Spectroscopy: A
Discussion of Approaches and Recommended Improvements. Journal of Chemical Education
2014, 91 (2), 232-238.
50.

Seah, M. P., Background subtraction: I. General behaviour of Tougaard-style backgrounds

in AES and XPS. Surface Science 1999, 420 (2), 285-294.
51.

Bancroft, G. M.; Brown, J. R.; Fyfe, W. S., Advances in, and applications of, X-ray

photoelectron spectroscopy (ESCA) in mineralogy and geochemistry. Chemical Geology 1979, 25
(3), 227-243.
52.

Stipp, S. L.; Hochella, M. F., Structure and bonding environments at the calcite surface as

observed with X-ray photoelectron spectroscopy (XPS) and low energy electron diffraction
(LEED). Geochimica et Cosmochimica Acta 1991, 55 (6), 1723-1736.
53.

Fulghum, J. E.; Bryan, S. R.; Linton, R. W.; Bauer, C. F.; Griffis, D. P., Discrimination

between adsorption and coprecipitation in aquatic particle standards by surface analysis
techniques: lead distributions in calcium carbonates. Environmental Science & Technology 1988,
22 (4), 463-467.
54.

Zachara, J. M.; Kittrick, J. A.; Dake, L. S.; Harsh, J. B., Solubility and surface spectroscopy

of zinc precipitates on calcite. Geochimica et Cosmochimica Acta 1989, 53 (1), 9-19.
55.

Kjærvik, M.; Hermanns, A.; Dietrich, P.; Thissen, A.; Bahr, S.; Ritter, B.; Kemnitz, E.;

Unger, W. E. S., Detection of suspended nanoparticles with near-ambient pressure x-ray
photoelectron spectroscopy. Journal of Physics: Condensed Matter 2017, 29 (47), 474002.

219

CHAPTER 6: Conclusions and Future Work
During my graduate work, I have been involved with four projects including (i) preparation
of sputtered thin films for SPME, (ii) investigation of thin metal films sputtered by two techniques:
DCMS and HiPIMS using a suite of analytical tools, (iii) characterization of liquid and solid
samples by SE, and (iv) characterization of unconventional materials by NAP-XPS. My major
contribution as a graduate student has been in the first project. The common aspects of all of these
projects were the fabrication of sputtered thin films, and their multi-instrument characterization.
The key findings from each chapter are discussed in the following section.

6.1 Key Findings from Each Chapter
In chapter 2, I have successfully demonstrated a new method for fabricating porous SPME
coatings via vapor phase deposition of PDMS onto silicon sputtered fibers. The thicknesses of both
the sputtered silicon and PDMS coatings were varied by changing the sputter/deposition times.
The gas phase technique used here to deposit PDMS has not yet been explored to prepare SPME
stationary phases. Depositions of sputtered silicon and PDMS were confirmed by ToF-SIMS, XPS,
SE, SEM, and wetting. Extraction times and temperature profiles of a series of PAHs were
evaluated for the prepared fibers. The extraction efficiencies, carry-over, and bleeding of
fabricated Si (1.8 µm)/PDMS (16 nm) fibers were compared to that of a commercial 7 µm PDMS
fiber. Thin Si (1.8 µm)/PDMS (16 nm) fiber and the commercial 7 µm PDMS fibers consistently
produce similar responses for the heavier PAHs. The commercial 7 µm PDMS SPME fiber suffers
from carry-over and bleed peaks. Sputtered PDMS fiber exhibits minimal carry-over between runs
and negligible bleeding; hence they have a longer lifetime (over 300 injections).
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In Chapter 2, two types of metal surfaces (Cu and W) were sputtered using a modern source
(TORUS® Mag KeeperTM) by DCMS and HiPIMS. A suit of analytical tools was employed to
perform a detailed characterization of these sputtered metal films. In this study, HiPIMS films
consistently exhibit smaller grain sizes, higher density, and are less subject to oxidation than the
DCMS films. We believe that this study can be viewed as an example of characterization of
sputtered metal films. In addition, we think that this detailed characterization is relevant/current
because of the relative newness of the HiPIMS approach.
Chapter 4 of this thesis focuses on the determination of the optical function of liquid
PDMS, an important polymer with numerous applications. Herein I report the optical function(s)
of PDMS from 191 to 1688 nm as determined from reflection SE and transmission ultravioletvisible data. Two commercial samples of liquid PDMS (PDMS700 and PDMS2000) with
molecular weights of 700-1500 g/mol and 2000-3500 g/mol, respectively, were analyzed. Both
samples were linear polymers terminated with silanol groups. The optical functions determined
from the two materials were essentially identical. Both the reflection and transmission
measurements obtained from these materials required special experimental considerations. For the
reflection SE measurements, these included roughening (frosting) the inside of the vessel that held
the PDMS and the need to level the instrument instead of the samples. The transmission
measurements were obtained via a dual cuvette approach that eliminated the effects of the cuvettes
and their interfaces. In addition to analyzing the data from the individual samples, the SE data
from the samples were considered together in an MSA. Because both samples of PDMS were
transparent over the measured wavelength range, and because of the relatively wide wavelength
range considered, the optical functions here were fit with Sellmeier models. This produced a good
fit for the MSA with a mean squared error, MSE, value of 1.68. The optical functions obtained in
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this work agreed well with previously reported values. For example, for the MSA, I obtained the
following nx values, where x is the wavelength in nanometers: n300 = 1.443, n500 = 1.407, and n1000
= 1.393
Chapter 5 of this thesis includes detailed analysis of unconventional materials via NAPXPS, which would be a challenge for conventional XPS as in general, these materials outgas
significantly. These materials represent the wide range of samples that can now be analyzed with
the first, standalone NAP-XPS instrument, and include a hard Italian cheese, sesame seeds, a
kidney stone, a clamshell, and a calcite (CaCO3) crystal.
In general, cheese consists mostly of fat and protein. The survey spectrum of the Italian
cheese showed carbon and oxygen as its major constituents with a contribution from nitrogen at
404.4 eV, which is attributed to this element in its gaseous state (N2). The O 1s envelope could be
fit to two major peaks with equal areas (C=O and C-O) at 532.2 eV and 533.6 eV, respectively,
which appear to be from oxygen atoms in ester groups of a triglyceride. There are also relatively
small signals at ca. 538.3 eV and 539.4 eV, which are attributed to molecular oxygen (O 2) – the
two peaks here result from oxygen’s paramagnetism. The C 1s narrow scans can be well modeled
with five synthetic peaks: (i) C-C/C-H, 284.9 eV, (ii) C-C(=O)-O, 285.5 eV, (iii) C-O, 286.1 eV,
(iv) C=O, O-C-O, and/or C(=O)-N, 287.1 eV, and (v) C(=O)-O, 289.2 eV. It suggests a small
amount of protein within the analysis depth of the technique. Also, uniqueness plots have shown
that the fits have statistical validity with no fit parameter correlation.
Sesame seeds are one of the world’s oldest and well-known oilseed crops. As expected, the
resulting survey spectra of the sesame seeds were dominated by signals from carbon and oxygen.
In addition to the expected C 1s and O 1s signals, seeds show calcium. The C 1s narrow scans
from the three seeds are well fit by four components: (i) C-C/C-H, 285.0 eV, (ii) C-O, 286.6 eV,
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(iii) C=O and/or O-C-O, 288.3 eV, and (iv) C(=O)-O, 290.2 eV. The largest of these is attributed
to carbon singly bonded to oxygen (C—O), which suggests carbohydrates or cellulose in the
material. In addition, uniqueness plots showed that the fits have statistical validity with no
parameter correlation. A small N 1s peak is observed in all the survey spectra.
Kidney stones are composed of calcium oxalate (CaC2O4) and calcium phosphate
(Ca3(PO4)2). As expected, survey spectrum of a kidney stone show P 2p, C 1s, Ca 2p, N 1s, and O
1s. The C 1s peak envelope is dominated by a hydrocarbon component (C-C/C-H, 285.0 eV). The
other C 1s synthetic peaks are C-O, 286.2 eV, C=O and/or O-C-O, 287.4 eV, and C(=O)-O, 288.6
eV. Also, uniqueness plots have shown that the fits have statistical validity with no fit parameter
correlation. The Ca 2p peak envelope consists of two signals arising from spin-orbit splitting: Ca
2p1/2 at 351.8 eV and Ca 2p3/2 at 348.2 eV.
CaCO3 in a protein matrix is the main component of the clamshells. As expected, the survey
spectrum of the clamshell shows O 1s, Ca (3p, 3s, 2p, 2s) and C 1s signals. The Ca 2p signal of
clamshell consists of two spin-orbit split peaks at 351.4 eV (Ca 2p1/2) and 347.5 eV (Ca 2p3/2)
(separation of 3.9 eV) that can be well fit at the theoretical 1:2 area ratio, which is a characteristic
of CaCO3. In this fitting, a Tougaard background (shown) produced a better fit than a Shirley
background. The C 1s spectrum consists primarily of two signals: a lower energy peak attributable
to adventitious hydrocarbon/reduced carbon (C-C/C-H) at 285.0 eV and carbonate carbon in
CaCO3 at 290.3 eV. The atomic percentages for CaCO3 in these materials were calculated from
the Ca 2p, carbonate C 1s, and O 1s signals/narrow scans. Calcite more closely matched the
theoretical Ca : C : O ratio of 1 : 1 : 3 (1 : 0.9 : 2.8) than clamshell (1 : 0.9 : 3.8). This result was
not unexpected because of the more heterogeneous and complex nature of the clamshell. The small
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N 1s signal (at 399.3 eV) in the spectra is primarily attributed to protein at the surface of the
clamshell.
As expected, the survey spectrum of a CaCO3 crystal showed mostly Ca (3p, 3s, 2p, 2s), O
1s, and C 1s signals. The C 1s narrow scan shows two well separated peaks attributable to
adventitious/reduced hydrocarbon (C-C/C-H) at 285.1 eV and carbonate at 289.8 eV. The Ca 2p
peak envelope consists of a spin-orbit doublet: Ca 2p1/2 at 351.1 eV and Ca 2p3/2 at 347.5 eV in a
1:2 area ratio separated by ca. 3.6 eV. Atomic percentages were calculated from the narrow scans,
where only the carbonate C 1s signal was included in these calculations. The resulting values
showed very good agreement with the expected 1:1:3 ::

Ca:C:O ratio for the material.

Accordingly, the sample does not appear to be degrading during the analysis. The small N 1s signal
in the survey spectrum with poor signal-to-noise ratio is attributed to nitrogen from the air.

6.2 Future Work
In chapter 2, I have presented the preparation of porous SPME coatings via vapor phase
deposition of PDMS onto silicon sputtered fibers, which are evaluated against a commercial 7 µm
PDMS fiber. It is apparent that the sputtered, PDMS-coated fibers have shown similar responses
as compared to the commercial one. Furthermore, the commercial 7 µm PDMS SPME fiber suffers
from carry-over and bleed peaks. Sputtered PDMS fiber exhibits minimal carry-over between runs
and negligible bleeding. Based on my work, I believe this is not the end of what is possible and
there are more things to explore. The porosity of the silicon can be altered by changing deposition
parameters including pressure, voltage etc. As porosity plays an important role in chromatography,
it will be interesting to see how changes in porosity affect device performance. In addition, I
worked on preparing porous structures using various refractory materials. Future work will be
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devoted to depositing new SPME phases onto porous fiber substrates to extract a wide variety of
complex compounds like pesticides, cannabinoids etc.
In chapter 3, I demonstrated that there was no incorporation of screw holder material from
a modern sputter source on the Cu and W films sputtered by DCMS and HiPIMS. Also, I illustrated
the differences between these films via a multi-instrument characterization. Indeed, HiPIMS is a
relatively new technique that needs to be explored due to its capability to produce films with unique
properties. For example, the parameters of HiPIMS deposition can be changed to tune the
properties of materials. Accordingly, more transition metals could be sputtered by DCMS and
HiPIMS with multi-instrument characterization to further understand the differences between
these two techniques.
Furthermore, I was involved with various material characterization techniques, with a focus
of SE, XPS, and SE modelling/XPS peak fitting. I reported the determination of optical functions
of liquid PDMS by SE, which required various experimental adaptations. Analysis of liquid
samples are not often performed as compared to planar solids, and hence most researchers are not
aware of it. Accordingly, more liquids need to be analysed by SE to make this technique more
available to the scientific community, which would be beneficial to future readers.
Unfortunately, there are many examples of poor XPS peak fitting in literature, which lead
to inaccurate/poor characterization of materials. Therefore, some effort should be devoted to
improving XPS peak fitting in the literature in order to obtain more accurate characterization of
materials, which would allow future readers to have a basic idea how to perform XPS peak fitting.
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Appendix 1: Supporting Information for Chapter 2

A1.1 Figures

Figure A1.1. Process for preparing PDMS coated fibers.
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Figure A1.2. Comparison of signals from Si (1.8 µm)/PDMS (8 nm) fiber (black) with Si (1.8 µm)/C18 (5
nm) (green) in a direct immersion SPME-GC-MS analysis of PAH analytes (50 ppb) in water.
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Figure A1.3. Top (a) and profile (b) SEM images of ca. 1.8 µm sputtered silicon coatings on silica fibers
that had been positioned and deposited perpendicular to the sputter target.
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Figure A1.4. (a) Direct immersion extraction time profile of our Si (1.8 µm)/PDMS (16 nm) fiber for a
series of PAHs at an extraction temperature of 30 ℃. (b) Direct immersion extraction temperature profile
of our Si (1.8 µm)/PDMS (16 nm) fiber for the same series of PAHs at an extraction time of 480 s.
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Figure A1.5. (a) Calibration curves of the PAHs considered in this study using our Si (1.8 µm)/PDMS (16
nm) fiber. (b) Calibration curves of a subset of the PAHs considered in this study using our Si (1.8
µm)/PDMS (16 nm) fiber.
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Appendix 2: Supporting Information for Chapter 3

A2.1 Statement of Attribution
Some of the targets used in this study had exposed stainless steel nuts and/or bolts that
were necessary to hold the backing plates in place. The next section of this supporting information
for Chapter 3 addresses the issue whether the material from nuts and/or bolts gets incorporated
into the sputtered films. This following section has been organized in the format of a manuscript.
The article was originally submitted as Roychowdhury, T.; Jain, Varun; Patel, D. I.; Shah,
D.; Dodson, B.; Hilfiker, J. N.; Smith, S. J.; Linford, M. R. Multi-Instrument Characterization of
HiPIMS and DC Magnetron Sputtered Tungsten and Copper Films. Surf. Interface Anal.,
(Submitted).1

A2.2 Abstract
The recently introduced TORUS® Mag KeeperTM sputter source sometimes uses targets with
exposed stainless steel bolts and/or nuts, which are necessary to hold their backing plates. For the
first time, we study whether the material from these stainless steel nuts or bolts is incorporated
into the sputtered films. To test this, copper and tungsten targets with an exposed stainless steel
bolt and/or nut were sputtered onto silicon wafers via direct current magnetron sputtering (DCMS)
and high-power impulse magnetron sputtering (HiPIMS). The films produced in this study (ca.
100 nm and 500 nm) were characterized by energy dispersive X-ray spectroscopy (EDX) and Xray photoelectron spectroscopy (XPS). The results of this characterization showed no traces of
bolt/nut material on any of the sputtered films – to the detection limits of these techniques (ca.
0.1%), no material from the nut or bolt is incorporated into the films.
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Keywords: TORUS® Mag KeeperTM, stainless steel, direct current magnetron sputtering (DCMS),
high-power impulse magnetron sputtering (HiPIMS), energy dispersive X-ray spectroscopy
(EDX), X-ray photoelectron spectroscopy (XPS)

A2.3 Introduction
The Kurt J. Lesker Company (KJLC) recently introduced a new ultra-high vacuum (UHV)
compatible magnetron sputtering source: the TORUS® Mag KeeperTM (Figure A2.3).2 This source
does not require O-rings and uses ceramic insulators, thereby making it UHV- and high
temperature-compatible. It is designed to operate at high powers because of an enhanced cooling
mechanism. A unique feature of the Mag KeeperTM is its easy mounting mechanism for targets,
which provides ease and reproducibility in installing and uninstalling them. In the case of targets
that can be tapped and that will support a bolt or screw, the necessary backing plate is attached to
the sputter target with bolts/screws that do not pass through the targets (Figure A2.4). However,
for more brittle targets, a hole must be drilled through them, which ultimately exposes the bolt/nut
at the center of the front of the target (Figure A2.4). Accordingly, this work addresses a
fundamental issue: Is the stainless steel bolt/nut on the face of some targets partially sputtered and
thereby incorporated into growing films? To the best of our knowledge, we are the first to address
this issue. To perform this evaluation, copper and tungsten targets with exposed stainless steel
nuts/bolts were sputtered by both direct current magnetron sputtering (DCMS) and high-power
impulse magnetron sputtering (HiPIMS). Stainless steels are complex multi-component alloys
made of iron, carbon, chromium, nickel, molybdenum, etc.3-4 Accordingly, if a stainless steel nut
is being sputtered, one would expect that some of these elements would be incorporated into the
sputtered film. Two analytical instruments were employed in this study to evaluate the sputtered
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films: one that probes deeply into the films (energy dispersive X-ray spectroscopy, EDX) and
another that only samples their outermost surfaces (X-ray photoelectron spectroscopy, XPS). To
the limits of detection of these analytical instruments (down to ca. 0.1%), no elements from the
stainless steel bolt/nut were detected in the sputtered films.

A2.4 Materials and Methods
A2.4.1 Sample Preparation
Copper and tungsten films of different thicknesses (100 and 500 nm) were sputtered by
DCMS and HiPIMS onto planar, smooth, 4‘’ silicon wafers, Si(100), with ca. 1.5 nm of native
oxide (UniversityWafer, Inc., South Boston, MA, USA ). All the depositions were carried out
using a PVD75 system from the Kurt J. Lesker Company (Jefferson Hills, PA, USA). The base
pressures for all the depositions were less than 1 x 10-6 Torr to limit contamination, e.g., from
oxygen, water, hydrocarbons, etc. Argon was the sputtering gas. Both DCMS and HiPIMS were
performed at the same working pressure (3.5 x 10-3 Torr) but different powers (300 W for DCMS
and 125 W for HiPIMS), as recommended by the manufacturer.
Sputter targets (Figure A2.4) were obtained from the Kurt J. Lesker Company.
Specifications of the tungsten target (lot# GWM180808-34/VPU202134) were: 99.95% purity,
3.00’’ diameter, and 0.250’’ thickness. This target had a through hole. Specifications of the copper
targets (lot# 17588/VPU159227) were: 99.99% purity, 3.00’’ diameter, and 0.250’’ thickness. One
of these targets had a through hole and the other did not.
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A2.4.2 Film Characterization
The chemical compositions of the sputtered coatings and a stainless steel bolt were
determined by energy dispersive X-ray spectroscopy (EDX) and X-ray photoelectron spectroscopy
(XPS). EDX was performed with a Thermo Scientific (Watham, MA) Apreo C Low Vacuum
system. These measurements were done in a low-vacuum and field-free mode due to the possibility
of magnetic elements (Ni, Fe, and Cr) in the sputtered films.
XPS spectra were collected using a Surface Science SSX-100 X-ray photoelectron
spectrometer (serviced by Service Physics, Bend, OR) with a monochromatic Al Kα source (1486.7
eV) and a hemispherical analyzer. No flood gun was employed in this study. Survey scans were
recorded as follows: spot size 800 × 800 μm2, resolution 4 (nominal pass energy 150 eV), number
of scans 20, and step size 1 eV. Narrow scans were recorded as follows: spot size 800 × 800 μm2,
resolution 4 (nominal pass energy 150 eV), number of scans 40, and step size 0.065 eV.

A2.5 Results and Discussion
A2.5.1 EDX Analysis
EDX is a rapid and qualitative technique that probes fairly deeply into materials. 5 Figure
A2.5 shows the EDX spectra of the ca. 500 nm Cu and W films deposited for this study by DCMS,
and also of the stainless steel bolts/nuts used to hold the Mag KeeperTM backing plate in place. As
expected, EDX of the Cu film showed Cu signals, EDX of the W film showed W signals, and EDX
of the stainless steel bolt showed significant iron, chromium, and nickel peaks.4, 6 EDX of the Cu
and W films suggests high quality, high purity layers – there are no signals in these spectra from
Fe, Cr, or Ni. Our ca. 500 nm HiPIMS Cu and W films were also analyzed by EDX, which yielded
essentially identical results (they are not shown for this reason). EDX spectra were similarly
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collected of our thinner (ca. 100 nm) DCMS and HiPIMS Cu and W films. Essentially the same
results were obtained – the expected metal was present and there was no sign of the stainless steel
nut or bolt, with the exception that signals from the silicon substrate were present in these spectra,
presumably because these films are thinner. The typically cited detection limit for EDX is ca. 0.1
wt.%.7 Accordingly, we conclude that the concentrations of Fe, Cr, and Ni in our sputtered Cu and
W films are below this value.

A2.5.2 XPS Analysis
XPS has similar detection limits to EDX (0.1 – 1 at.%), but it probes only 5 – 10 nm into
materials.8-10 XPS survey (wide) scans are important because every element, except the two that
cannot be detected by XPS (H and He), show one or more peaks in them.11-12 Figure A2.6 shows
the survey scans of ca. 500 nm films of tungsten deposited by HiPIMS from a target with an
exposed nut and bolt (Figure A2.6a), tungsten deposited by DCMS from a target with an exposed
nut and bolt (Figure A2.6b), copper deposited by HiPIMS from a target with an exposed bolt
(Figure A2.6c), copper deposited by DCMS from a target with an exposed bolt (Figure A2.6d),
copper deposited by DCMS from a target without an exposed nut or bolt (Figure A2.6e), and a
bare stainless steel bolt (Figure A2.6f). Only the expected elements are present in each spectrum
– each of the metal films shows the peaks expected for that metal. In addition, all of the sputtered
films show O 1s, O KLL Auger, and C 1s signals, which indicate a small amount of oxidation of
the metals and adventitious hydrocarbon contamination,13 respectively. The presence of oxygen
and carbon seems reasonable because the films were exposed to the air prior to analysis. Peaks
that are directly attributable to the stainless steel include the Fe 2p and Cr 2p signals,6 and also
calcium, which is a known contaminant of stainless steel (note the Ca 2p signal).4 Carbon and
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calcium were not detected by EDX which may be a result of their lighter masses, low
concentrations in the bulk of the material, and/or presence only, or primarily, at the surface of the
material.
Sven Tougaard has noted that a direct, visual inspection of an XPS survey spectrum can
provide important clues regarding the positions/locations of the elements at or near a surface. 14
Using this qualitative analysis, we note a significantly rising background (to higher binding
energy) on the Fe 2p signal from the stainless steel bolt, which suggests that the iron in this material
is buried beneath a few nanometers of other elements. The Cr 2p and O KLL backgrounds also
rise, but not to the extent that the Fe 2p signal does, i.e., the chromium and oxygen in the material
also appear to have something over them. In contrast, the decreasing backgrounds on the C 1s and
Ca 2p peaks suggest that they are at the top of the material and are contaminants.
Additional evidence for the absence of bolt material in the Cu and W films is provided by
the narrow scans in Figure A2.7. This figure shows high resolution Fe 2p3/2 and 2p1/2, Cr 2p3/2 and
2p1/2, and Ca 2p3/2 and 2p1/2 signals of a stainless steel bolt and the same regions in spectra obtained
from the Cu and W films produced from targets with or without protruding bolts. It is clear here
that there is no evidence by XPS for Fe, Cr, or Ca in the Cu and W films. That is, to the detection
limits of XPS no incorporation of the stainless steel bolt occurs in the sputtered Cu and W films.
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A2.6 Conclusions
In some cases, targets for the KJLC TORUS® Mag KeeperTM source require exposed nuts
and/or bolts to hold a backing plate in place. We have shown for the first time that these nuts and
bolts are not sputtered/incorporated into growing films. That is, no bolt material was detected in
Cu or W films sputtered by either DCMS or HiPIMS to the detection limits (ca. 0.1%) of the EDX
and XPS analyses we employed.
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A2.7 Figures and Tables
Table A2.1. Spectral features/details from XPS peak fitting.

Sputtering
Technique

HiPIMS

DCMS

HiPIMS

DCMS

Peak
Peak
Element/
Width
Energy
Transition
FWHM
(eV)
(eV)

Peak Area
(eV x cts/s)

W 4f7/2
(oxide)

35.8

W 4f5/2
(oxide)

38.0

2.37

10900.8

W 4f7/2
(metal)

31.6

2.04

48906.3

W 4f5/2
(metal)

33.8

1.86

36679.7

W 4f7/2
(oxide)

35.9

2.38

14037.4

W 4f5/2
(oxide)

38.1

2.41

10528.0

W 4f7/2
(metal)

31.7

1.93

34131.0

W 4f5/2
(metal)

33.9

1.78

25598.2

Cu 2p3/2
(oxide)

934.8

2.51

19448.0

Cu 2p1/2
(oxide)

954.5

3.51

9724.0

Cu 2p3/2
(metal)

932.4

2.05

71556.0

Cu 2p1/2
(metal)

952.2

2.61

35778.1

Cu 2p3/2
(oxide)

934.7

2.36

30780.7

Cu 2p1/2
(oxide)

954.5

2.86

15390.4

Cu 2p3/2
(metal)

932.4

2.09

80894.1

Cu 2p1/2
(metal)

952.2

2.67

40447.0

2.24

Concentration
(at. %)

14534.3
23.0 ± 0.5

77.1 ± 0.7

29.2 ± 0.4

70.8 ± 0.6

21.4 ± 0.5

78.6 ± 0.7

27.6 ± 0.5

72.4 ± 0.7
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Figure A2.1. SEM images of silicon wafers sputtered with (a) Cu by DCMS, (b) Cu by HiPIMS, (c) W by
DCMS, and (d) W by HiPIMS.
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Figure A2.2. 2D or top view of the surfaces sputtered with (a) Cu by DCMS, (b) Cu by HiPIMS, (c) W by
DCMS, and (d) W by HiPIMS.
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Table A2.2. Spectral features obtained by spectroscopic ellipsometry
Sputtering
Technique

HiPIMS

DCMS

HiPIMS

DCMS

Element

W

W

Cu

Cu

Wavelength
(nm)

Photon
Energy (eV)

n

k

1688.2

0.734

3.20

6.88

633.1

1.958

3.82

3.36

588.7

2.106

3.74

3.29

405.9

3.055

2.94

3.37

256.4

4.836

191.2

6.484

2.82
1.31

2.95
3.07

1688.2

0.734

2.63

6.45

633.1

1.958

3.69

3.26

588.7

2.106

3.59

3.19

405.9

3.055

3.26

2.87

256.4

4.836

191.2

6.484

2.76
1.14

2.86
2.85

1688.2

0.734

0.49

11.30

633.1

1.958

0.25

3.37

588.7

2.106

0.41

2.78

405.9

3.055

1.12

2.11

256.4

4.836

1.43

1.71

191.2

6.484

0.82

1.41

1688.2

0.734

0.35

11.36

633.1

1.958

0.17

3.37

588.7

2.106

0.32

2.74

405.9

3.055

1.12

2.06

256.4

4.836

1.45

1.73

191.2

6.484

0.81

1.43
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Figure A2.3. Images of a TORUS® Mag KeeperTM sputter source: with the shutter (a) closed, and (b) open.
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Figure A2.4. Tungsten, (a) and (d), and copper, (b), (c), (e), and (f), sputter targets with exposed stainless
steel nut and/or bolt, (d) and (e), and with no exposed nut or bolt, (f). The top and bottom rows here show
the bottom side and top side of the targets, respectively. These targets have been used – note the ‘racetracks’
on the top sides of the targets.
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Figure A2.5. EDX spectra of (a) a tungsten film deposited by DCMS from a target with a protruding
stainless steel nut and bolt, (b) a copper film deposited by DCMS from a target with no protruding nut or
bolt, (c) a copper film deposited by DCMS from a target with a protruding stainless steel bolt, and (d) a
bare stainless steel bolt. See Figure A2.4 for pictures of targets.
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Figure A2.6. XPS survey spectra of (a) a tungsten film deposited by HiPIMS from a target with a protruding
nut and bolt, (b) a tungsten film deposited by DCMS from a target with a protruding nut and bolt, (c) a
copper film deposited by HiPIMS from a target with a protruding bolt, (d) a copper film deposited by
DCMS from a target with a protruding bolt, (e) a copper film deposited by DCMS from a target with no
protruding stainless steel bolt, and (f) a bare stainless steel bolt. For readability, the survey scan from the
bolt (f) was multiplied by a factor of five.
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Figure A2.7. XPS narrow scans of Fe 2p (top), Cr 2p (middle), and Ca 2p (bottom) from (a) a tungsten
film deposited by HiPIMS from a target with a protruding nut and bolt, (b) a tungsten film deposited by
DCMS from a target with a protruding nut and bolt, (c) a copper film deposited by HiPIMS from a target
with a protruding bolt, (d) a copper film deposited by DCMS from a target with a protruding bolt, (e) a
copper film deposited by DCMS from a target with no protruding stainless steel bolt, and (f) a bare stainless
steel bolt. The narrow scans from the bolt were multiplied by a factor of five.
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Appendix 3: The Surface Analytical Chemistry (XPS) and Polymer Chemistry of the
Acrylates and Methacrylates, an Introduction

A3.1 Statement of Attribution
This document was originally published as Roychowdhury, T.; Cushman, C. V.; Major,
G.; Linford, M. R., The Surface Analytical Chemistry (XPS) and Polymer Chemistry of the
Acrylates and Methacrylates, an Introduction. Vaccum Technology & Coating August 2015, pp
25-30.1

A3.2 Abstract
Acrylates and methacrylates act as molecular building blocks for various applications.
Hence, it is necessary to know them and analyse them via common surface techniques like X-ray
photoelectron spectroscopy (XPS). I will discuss about numerous examples of acrylates and
methacrylates and how to analyse them by XPS.

A3.3 Introduction
Technological innovation happens at the microscale, nanoscale, and molecular level. In the
Linford lab at BYU, we specialize in developing materials for specific applications, such as
separation science,2-4 coatings,5 and data storage,6 and in characterizing/modeling these
materials.7-10 Developing a material can be a daunting task. In the course of such an endeavor, we
have to determine the desired chemical and structural properties of the material, and balance those
against the available manufacturing methods. While much of our work has relied on thin film
deposition methods such as sputtering,11 chemical vapor deposition,12 and atomic layer
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deposition,13 we also design materials from a molecular perspective using what might be called
‘molecular building blocks’. These building block molecules allow a materials scientist to
incorporate desired chemical properties and functionality into a material using a relatively small
number of relatively straightforward bonding chemistries. In this article, we will discuss the
acrylates and methacrylates, which are versatile and diverse building block molecules.
Specifically, we will discuss their structures, possible side groups they may have, their
polymerization, and an example of their characterization by X-ray photoelectron spectroscopy
(XPS).

A3.4 Acrylates and Methacrylates
The acrylates, also known as propenoates, are derivatives of acrylic acid. As shown in
Figure A3.1a, acrylic acid contains a carbon-carbon double bond (C=C group) and a carboxyl (–
COOH) group. Carboxyl groups are among the most versatile functional groups in organic
chemistry, and without too much effort they can be converted into other important functional
groups, including esters. In general, we get an ester when we replace the hydrogen in the –OH
group of a carboxyl group with another organic moiety, i.e., we make an O-C bond in the place of
the O-H bond. There are a variety of specific synthetic approaches for doing this. We will designate
the carbon-containing organic side groups on esters as ‘R groups’, which is the convention in
organic chemistry (see Figure A3.1b). The number of possible side groups, or R groups, here is
absolutely enormous, almost limitless. Thus, you can make or buy acrylates with all sorts of side
chains. These chains can be hydrophilic (see Figure A3.1c; note the terminal –OH group on the
side group) or hydrophobic (see Figure A3.1d; it looks like it has a little piece of Teflon on it).
They can be short (see Figure A3.1e; the side chain here is just a methyl (one carbon) group) or
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long (see Figure A3.1f; the side chain here is an octadecyl (18 carbon) group). They can have
interesting functionality, or very little functionality. Again, the point here is that you can esterify
an acrylate (put an R group on it) with any of a myriad of possible molecular fragments. As we
will see, acrylate molecules can be polymerized (linked together). Thus, we have a way of
designing materials with desired functionality by choosing the nature of the R groups on the
acrylates we use. We should also mention here the structures of the very closely related
methacrylates, which are another important class of monomer. As you might guess from their
name, they differ from the acrylates in the presence of a methyl group. For example, compare the
structures of a generic acrylate (Figure A3.1b) and generic methacrylate (Figure A3.1g). Figure
A3.1h shows the structure of a particular methacrylate: methyl methacrylate, which is a very
important monomer (its polymer will be mentioned below). We can esterify a methacrylate in the
same way we esterify an acrylate (compare Figures A3.1e and A3.1h). Finally, note that in this
article we will draw our organic structures in one of two different ways. In the first, we will draw
out all of the atoms of the molecules, e.g., see Figure A3.1. We do this for the benefit of those that
have not taken organic chemistry. In the second, we will use bond-line structures. These are
abbreviated drawings that represent carbon atoms as vertices between lines and that omit the
hydrogen atoms that are bonded to carbon. They are faster to draw, but more importantly, they
often allow the organic chemist to better focus on chemical transformations that are occurring.
The acrylates and methacrylates are among the most important monomers for
polymerizations. Plastics/polymers that incorporate these monomers surround us. An important
example is poly(methyl methacrylate) (PMMA), which is sold under the name Plexiglas®.
Another is poly(acrylic acid), which is the absorbent material in diapers. One of the most important
ways of polymerizing acrylates and methacrylates is via free radical processes. In general, radical
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polymerizations require an initiator. In a number of cases, initiators are small molecules that are
relatively stable at room temperature, but that will decompose to form radicals when heated. By
radical, we essentially mean a molecule or atom containing an unpaired electron. Radical reactions,
i.e., reactions in which unpaired electrons play a central role, are an important class of organic
reactions. (A large number of organic reactions also take place under acidic or basic conditions via
two-electron chemistry. These are known as polar reactions.) Figure A3.2 shows two common
initiators: benzoyl peroxide and 2,2′-azobis(2-methylpropionitrile) (mercifully abbreviated AIBN,
which is short for azoisobutyronitrile), and their decomposition into radicals. The ‘Δ’ symbols
above the arrows indicates heating. Notice that in Figure A3.2, the evolution of a gas (N 2) from
AIBN will be a driving force for this reaction. That is, in ΔG = ΔH – TΔS for this reaction, the
positive entropy associated with the creation of a gas molecule becomes a stronger and stronger
contributor to ΔG as temperature increases. In the case of benzoyl peroxide, a weak O-O bond is
broken. In both cases, the initiators form two identical radicals that can then react with a monomer.
There are other initiators that might also be used. For example, if one wished to perform a radical
polymerization in water, and neither benzoyl peroxide nor AIBN has good water solubility, one
might use a water-soluble initiator like potassium persulfate (see Figure A3.2c). Like benzoyl
peroxide, it will decompose via the cleavage of a weak O-O bond.
Figure A3.3a shows the process by which a radical produced by an initiator, represented
by R1•, reacts with an acrylate molecule. In organic chemistry, half arrows (we might refer to them
as ‘fish hooks’), represent the ovement of a single electron in a reaction mechanism. As you might
expect, a full arrow (→) represents the movement of two electrons. In any case, in Figure A3.3 we
see one of the electrons in the carbon-carbon double bond of an acrylate molecule combine with
the unpaired electron on R1• to form a new bond. The other electron from the bond then ends up
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on the carbon atom that did not react with the initiator. The important point here is that we still
have a radical. It just got transferred to the end of the acrylate molecule. The process can now
repeat itself, where this new radical can react with another molecule of monomer, again
transferring the radical to the end of the acrylate molecule it reacts with (see Figure A3.3b).
Obviously if this process repeated itself many times a polymer would be formed. Polymers have
radically different properties than the monomers they are made from. Consider that ethylene
(CH2=CH2) is a gas, but that polymerized ethylene (polyethylene) is the plastic wrap (Saran wrap)
you put over your food. Also recall that we drink out of polystyrene cups, but that styrene itself is
a rather toxic small molecule. It is generally true that polymers have lower toxicities than the
monomers they are made from, but this is only a rule of thumb, and you should, of course, consult
and follow the safety data sheet for any new chemical you work with.
Finally, a polymer chain can’t grow forever. Obviously, you will eventually run out of
monomer. However, another important possibility is that the polymer chain will terminate in some
way. One way that this may happen is through the simple combination of two radicals from two
growing polymer chains to form a new bond, which will result in the two growing molecules
become one. This is represented in Figure A3.4. From the perspective of molecular orbital theory,
the result of bringing together two half-filled orbitals from two different atoms or molecules, e.g.,
two hydrogen radicals: 2H• → H2, is a filled bonding orbital and an unfilled antibonding orbital,
which is very energetically favorable (like falling off a log). Another possible way by which
growing polymer chains may terminate is through a process known as disproportionation in which
the radical from a growing polymer chain abstracts a hydrogen atom next to the radical center of
another growing polymer chain. In this process, the first polymer is terminated with hydrogen, and
the second one is left with a carbon-carbon double bond.
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A3.5 Surface Characterization of Acrylates and Methacrylates
Figure A3.5 shows the X-ray photoelectron spectroscopy (XPS) C 1s and O 1s narrow
scans of PMMA and the structure of one unit of the polymer. These beautiful spectra come from
a paper by Tsougeni et al.14 From the structure of the polymer, it is clear that the most reduced
(electron rich) carbons are the –CH3 and –CH2- carbons that are labeled ‘1’ in the structure. These
carbon atoms correspond to the large signal in the C 1s narrow scan with the same label. They
might be identified with their oxidation states as: C(0).15 The most oxidized (electron poor) carbon
atom in the structure is in the carboxyl group: C(IV). It is bonded through three bonds to two
oxygens. Oxygen is quite a bit more electronegative than carbon, so carbon will lose electron
density to oxygen when these atoms bind together. Accordingly, the electrons remaining in the
carbon atom will ‘feel’ the nuclear charge to a greater extent, which means that their binding
energy will increase. Thus, the carboxyl carbon, labeled ‘4’, shows the highest binding energy in
the spectrum. A rule of thumb for XPS C 1s narrow scans is that each carbon-oxygen bond
increases the binding energy of a carbon 1s electron (chemically shifts it) by 1.2 – 1.5 eV. (For all
the chemists out there who don’t think in terms of eV, 4 eV corresponds to about 90 kcal/mol or
390 kJ/mol, which is the strength of a good covalent bond, i.e., the ca. 285 and 530 eV binding
energies of the C 1s and O 1s electrons greatly exceed the energy of a covalent bond.) Interestingly,
the carboxyl carbon is so starved of electrons that, to a fairly significant extent, it withdraws
electrons from the carbon atom next to it. In particular, it chemically shifts a neighboring carbon
atom by ca. 0.7 eV. This explains the signal and corresponding carbon atom labeled ‘2’ in Figure
A3.5. Finally, the methyl (-CH3) group bonded to oxygen shows a moderately large chemical shift
and is accounted for by the signal labeled ‘3’: C(I).
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The O 1s narrow scan in Figure A3.5 shows two peaks, and there are two types of oxygen
atoms in PMMA. Identifying which oxygen atom corresponds to which signal can be aided by
referring to the resonance structure for an ester in Figure A3.6. Here we see the electrons from the
C-O-R oxygen atom forming a double bond with the carbonyl carbon, giving this oxygen atom a
formal charge of +1, and two of the electrons in the C=O bond moving up onto the oxygen atom,
giving it a formal charge of -1. Of course the resonance structure with the +1 and -1 formal charges
will not contribute nearly as much to the electronic structure of the molecule as the other resonance
structure. An important reason for this is the charge separation in this structure – a spontaneous
separation in charge is not generally spontaneous. Nevertheless, it is often the case in organic
chemistry that the second most important resonance structure for a molecule best explains its
chemical reactivity. (This is certainly the case for the second most important resonance structure
for a ketone, which puts a positive formal charge on the carbonyl carbon.) In any case, based on
the resonance structure on the right in Figure A3.6, we would expect the oxygen atom that is
positively charged to have a higher 1s binding energy than the oxygen atom with a negative charge
(it’s harder to pull an electron off of a positively charged atom than a negatively charged one).
Thus, there is good agreement between this second resonance structure and the two oxygen signals
in Figure A3.5.

A3.6 Conclusions
In summary, the acrylates and methacrylates are useful and diverse molecular building
blocks, and XPS C 1s and O 1s narrow scans can be an effective tool for the analysis of these
materials because the chemical shifts in these spectra can be related back to the chemical structures
of the materials.
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A3.7 Figures

Figure A3.1. Structures of (a) acrylic acid, (b) an ester of acrylic acid, (c) 2-hydroxyethyl acrylate, (d)
3,3,4,4,5,5,6,6,7,7,8,8,8-tridecafluorooctyl acrylate, (e) methyl acrylate, (f) octadecyl acrylate, (g) an ester
of methacrylic acid, (h) methyl methacrylate.
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Figure A3.2. Thermal decompositions of (a) benzoyl peroxide, (b) AIBN, and (c) potassium persulfate.
The K+ ions are not shown in the structure of potassium persulfate (there would be two of them).

257

Figure A3.3. (a) Addition of a radical, R1•, to an acrylate molecule. (b) Addition of the adduct formed in
(a) to another identical acrylate molecule.
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Figure A3.4. Combination (termination) of two growing polymer molecules into one molecule.
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Figure A3.5. Top. C 1s narrow scan of PMMA. Middle. O 1s arrow scan of PMMA. Bottom. Structure of
a monomer unit of PMMA. Reprinted/adapted with permission from Tsougeni, K.; Vourdas, N.; Tserepi,
A.; Gogolides, E.; Cardinaud, C., Mechanisms of Oxygen Plasma Nanotexturing of Organic Polymer
Surfaces: From Stable Super Hydrophilic to Super Hydrophobic Surfaces. Langmuir 2009, 25 (19), 1174811759.14
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Figure A3.6. Left. Typical, lowest energy, depiction of an ester. Right. Higher energy resonance structure
of the structure on the left showing charge separation.
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Appendix 4: Good Surface Characterization Starts with Good Sample Preparation - Poor
Equipment Maintenance Leads to Poor Sample Quality

A4.1 Statement of Attribution
This document was originally published as Roychowdhury, T.; Jain, V.; Shah, D.; Sudy, J.
E.; Bingaman, D.; Linford, M. R., Good Surface Characterization Starts with Good Sample
Preparation - Poor Equipment Maintenance Leads to Poor Sample Quality. Vacuum Coating &
Technology July 2017, pp 24-28.1

A4.2 Abstract
In this work, I will discuss about some practices that need to be done to maintain a piece
of vacuum equipment.

A4.3 Introduction
In many cases, the surface of a material is at least as important as its bulk. Accordingly,
understanding a surface can be critical for interpreting and improving device and material
performance. In materials science, characterization refers to the extensive procedures by which
structure and properties of a sample are investigated and evaluated. If this characterization is
surface sensitive, i.e., it only involves the top few monolayers of a material, it is called surface
characterization. Over the past few decades, significant advances have taken place in the
equipment used for surface and material characterization, including improvements in analysis
speed, resolution, automation, and data processing.2 The beams used for surface characterization
are typically composed of X-rays, photons, electrons, or heavy particles, e.g., ions, sometimes
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more exotic probe species like neutrons and even positrons are also used. In most cases, the energy
or mass of the particles emitted from a surface reveals the composition of the surface, while the
intensity of the signal corresponds to the concentration of the species in question.3
At BYU we work in three areas: material synthesis, material characterization, and data
analysis. This skill set has allowed us to make materials for data storage,4 separation science,5 and
for applications that require various thin films and coatings.6 Our material characterization work
has provided opportunities to get involved with and also to publish our data in Surface Science
Spectra (SSS). We encourage the reader to think about doing this with his/her X-ray photoelectron
spectroscopy (XPS),7 time-of-flight secondary ion mass spectrometry (ToF-SIMS),8 and/or or
spectroscopic ellipsometry (SE) data.9,

10

Publishing in SSS is a great way to archive one’s

information while making a contribution to the surface community. Finally, we do
chemometrics/mathematical modeling of our data and materials.11, 12 Admittedly this is a lot to
think about. However, we have found that if we want to make good materials it is important for us
to understand what they are (characterize them) and to interpret the data we get when they are
characterized (do chemometrics/statistical analysis). The analytical tools we use are primarily SE,
XPS, ToF-SIMS, and wetting, with AFM, SEM, and TEM as needed. We make materials in
different ways: atomic layer deposition (ALD), sputtering, and chemical vapor deposition (CVD),
where our CVD is primarily of silanes, which are small molecules that are derivatives of silane,
SiH4. We also use wet chemical methods, i.e., deposition of polymers organic reactions to modify
surfaces.
All of the surface characterization, methods of deposition, and modeling efforts mentioned
above matter. Today, however, we want to focus on what is arguably the linchpin in the whole
process, and that is sample preparation. That is, little of what we do vis-à-vis surface
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characterization or data analysis matters if we start with a bad sample. Of course we can
characterize a bad sample and come to understand that it is of poor quality, but this will be a
disappointing result. Accordingly, we would like to discuss herein the roles good equipment
maintenance and good laboratory procedures play in preparing good materials so that the
subsequent surface characterization will be as meaningful and useful as possible. And while there
are some upfront costs associated with it, it is, in general, easier to maintain a piece of equipment
and keep it in good working order than to deal with bad samples and repairs.

A4.4 Suggestion #1. Use shields in your deposition chambers, e.g., sputter systems, and
clean them regularly
We have a PVD 75 sputter system from the Kurt J. Lesker company in our laboratory
(Figure A4.1 shows a PVD 75 system).13 Sputtering is a powerful and important deposition
process. It is reproducible and very widely used industrially. However, along with most of the
other PVD processes out there - thermal evaporation, e-beam evaporation, CVD, (plasma enhanced
CVD) PECVD, ALD, etc., it can be wasteful. That is, when we sputter we typically spray material
from a target all over a chamber. Ideally we would only deposit material onto our substrate. Of
course people have thought about solutions to this problem. A good option would be to decrease
the distance between one’s target and substrate, which will, in general, also increase deposition
rates. Nevertheless, it is rather common in sputtering for one’s chamber to be repeatedly coated
with films of the various materials being sputtered. This can have economic repercussions - a
significant fraction of the material from a target may be wasted, where highest purity targets are
at least moderately expensive. But there is another issue, and that is that the system components,
and chamber walls and windows can be coated with an unwanted film. Accordingly, many sputter
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systems contain internal shields to protect their walls, windows, etc. from being repeatedly coated.
This use of shields is a great idea. However, with time the shields themselves become coated and
therefore become the problem. One first begins to observe rainbow-like interference patterns on
them, and with time these unwanted layers get thicker and thicker until they start to crack, peel,
and flake. Figure A4.2 shows such thick films on the shields of the PVD 75. For a variety of
reasons, this process of film buildup and flaking can affect process parameters like power levels.
Indeed, the flakes from such a dirty shield can end up all over a vacuum chamber. The process of
film-buildup or flaking can affect process parameters like power levels. They can short circuit
electrical components and lead to arcing during sputtering. Arc generation in sputtering generally
occur near the surface of the target. It can cause local melting of the target.14 This molten material
can be explosively ejected. Consequences of this ejected material include: (i) Contamination of
the target holder, which may lead to cross contamination in subsequent runs, (ii) Roughening of
the surface of the target, which may affect the sputter rate and uniformity and therefore the ultimate
film thickness and uniformity, (iii) Reduction of target life, and (iv) Deposition of particles on the
substrate, which can be particularly problematic because particles can be many times larger
(microns) than the thickness of the desired film (often nanometers). Clearly none of this is good
for thin film deposition.
Another important impact of cracked and peeling films on shields is that additional surface
area is created in the chamber. Water, gases, and other molecules can adsorb to this material, which
can (i) increase pump down times, (ii) limit the ultimate pressure that can be obtained with the
system, and (iii) create a source of unwanted molecules that can contaminate a growing film. In
essence, the adsorbed molecules can act as a virtual leak of material that can react with the highly
reactive atoms, films, and exposed target area created during sputtering. This is a good example of

268

poor equipment maintenance altering a thin film in an undesirable way. The solution here is simple.
One should keep an eye on one’s system and regularly clean its shields. This can be done by hand
with vacuum detergent, water, and an abrasive cleaning pad. However, one should be careful here
- some abrasive pads have oils. It is also best to use new pads instead of risking contamination
from whatever an old pad has on it - they’re pretty inexpensive so it’s not worth saving a few
pennies and taking the risk. Sandpaper should be avoided because of the adhesives in it. We
typically clean our shields in a fume hood with proper protective gear. One should be careful here
not to be exposed to toxic materials that may have been sputtered. One should also obey all relevant
regulations regarding waste disposal, chemical handling, etc. After cleaning, the shields are rinsed
with water, rinsed with an organic solvent that will not leave a residue (isopropanol is often a good
choice), and allowed to air dry. Remember again safety - observe all health and safety regulations
when using organic solvents, e.g., work in a fume hood and wear appropriate protective gear to
minimize exposure. Alternatively, the shields can be cleaned by some sort of abrasive, sand, or
bead blasting, after which the particles left behind should be removed. Figure A4.3 shows pictures
of the shields originally shown in Figure A4.2 after cleaning. Finally, clean stainless steel foil can
be used to keep chamber walls clean and reduce preventative maintenance time. Never use store
bought aluminum foil as it contains oils.

A4.5 Suggestion #2. Remove unnecessary components from your system
Within a vacuum system, one may find measurement, transfer, beam generation (guns),
and/or deposition tools. However, as time passes, the needs of a laboratory change and certain
parts of a system may become unnecessary or obsolete. When this occurs, it is often best to remove
these unneeded components. They provide additional surface area for adsorption of unwanted
species, which can lead to sample contamination (vide supra). In addition, they can be a source of
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leaks through their seals and feedthroughs, which is also bad for sample preparation. Finally, their
presence may crowd the other components in the system - there isn’t a lot of real estate in most
vacuum systems, which can lead to broken, damaged, or dropped samples and/or vacuum
components.

A4.6 Suggestion #3. Clean/maintain other vacuum components
Our PVD 75 system has a window on its main chamber. This is a useful feature - one can
confirm through it that a plasma has lit and that it is operating steadily. However, this window is
another surface that can be coated, and coating of this window can have serious consequences.
One will no longer be able to see into the system, and if the coating becomes too thick one risks
the problems listed above. Accordingly, a nice design feature of our equipment is a slot that allows
a protective piece of Mylar to be inserted in front of the window. We can also use a piece of
sacrificial glass for this purpose. While it is certainly not necessary to replace this transparent
material before or after every run, it is advisable to keep an eye on the window to make sure that
it does not become heavily coated and/or approach opacity. The sputter guns, chimneys around the
guns, and lid over the target also require maintenance. It is probably best to clean them with
vacuum detergent, water, and an abrasive pad, as soon as one sees optical interference patterns on
them. When they are wiped off, lint free wipes should be used. The sputter targets also require
some upkeep - particles often form/deposit on them with use. These should be removed with a
vacuum - not with any type of wipe.
Here are a few final items. Vacuum baking of chambers and/or components helps keep
moisture levels down and may help remove other contaminants if present. Cryopumps need regular
regeneration. If not, the trapped moisture/gases in them can begin to migrate back into the process
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chamber when their elements become saturated. When flowing lots of argon, as is done in sputtering, this can happen fairly quickly. The traps and/or mist eliminators of oil-based mechanical
pumps need to be maintained and changed out to avoid back streaming. Even scroll pumps may
require periodic maintenance to remove water buildup.

A4.7 Suggestion #4. Clean and maintain O-ring seals
To avoid leaks and the contamination they can introduce into films, one should maintain
the seals on one’s system. The door to the main chamber of our PVD 75 is O-ring sealed. O-ring
seals are common on high vacuum system doors that need to be regularly opened and closed. One
should watch for nicks and scratches on them. Vacuum baking of O-rings can improve vacuum
performance. A vacuum bake removes contamination in the O-ring from the manufacturing
process, air, and/or moisture. However, once you vent your system or otherwise expose your Oring to the atmosphere, it will begin to reabsorb air and moisture. Nevertheless, it should remain
relatively free from other contaminants. O-rings seals should be changed periodically. When they
are replaced they should be very lightly greased. It is generally advisable to avoid silicone
(polydimethylsiloxane, PDMS) greases and to use hydrocarbon-based vacuum greases instead.
Apiezon L® grease works quite well on vacuum O-rings. Silicones (PDMS) have very low Tg
values, are quite mobile, and can readily contaminate samples and chambers. ToF-SIMS is
probably the best way to identify PDMS at surfaces. This analysis yields a series of highly
characteristic peaks in the resulting positive ion spectra.15
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A4.8 Suggestion #5. Wear gloves when handling samples and cleaning the system
It’s sort of an old joke, or at least an irony, that people who work with chemicals wear
gloves and other forms of protective gear to protect them from the chemicals. People that work
with surface analytical equipment wear gloves to protect the samples and equipment from them!
To be more specific, a fingerprint will ruin a sample for surface analysis and it additionally has the
ability to limit or ruin a vacuum in a UHV system. For example, we recently measured a sample
by spectroscopic ellipsometry and then measured it again after pressing a bare thumb into it. The
changes in psi and delta were dramatic.16 Thus, it is poor equipment maintenance to touch the
internal surfaces of a vacuum system with one’s bare hands, and it is similarly poor sample
handling to touch a sample or a sample holder. That is, it cannot be good for pristine samples to
undergo longer pump down times and be exposed to additional sources of contamination because
of fingerprints (schmutz) in a high vacuum chamber
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A4.9 Figures

Figure A4.1. The PVD 75 sputter system.
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Figure A4.2. Shields from a PVD 75 system before cleaning.
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Figure A4.3. Shields from a PVD 75 system after cleaning.
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Appendix 5: Special Considerations for Analyzing Liquids by Spectroscopic Ellipsometry

A5.1 Statement of Attribution
This document was originally published as Roychowdhury, T.; Jain, V.; Synowicki, R. A.;
Linford, M. R., Special Considerations for Analyzing Liquids by Spectroscopic Ellipsometry.
Vacuum Coating & Technology December 2018, pp 30-33.1

A5.2 Abstract
Vast majority of the samples that are analyzed by spectroscopic ellipsometry (SE) are
planar, smooth solids, e.g., a coated silicon wafer. However, to probe a liquid sample, various
experimental adaptations are needed in order to achieve accurate data acquisition which are
discussed in details in this article.

A5.3 Introduction
In the Linford lab at Brigham Young University, we deposit thin films by various methods,
including atomic layer deposition (ALD)2 and chemical vapor deposition (CVD),3-4 and we
characterize these surfaces by techniques that include X-ray photoelectron spectroscopy (XPS),
time-of-flight secondary ion mass spectrometry (ToF-SIMS), low energy ion scattering (LEIS),
spectroscopic ellipsometry (SE), wetting, atomic force microscopy (AFM), scanning electron
microscopy (SEM), and transmission electron microscopy (TEM). As suggested by this list,
surface characterization generally requires multiple analytical methods – for the most part, there
is no single analysis method that can fully characterize a surface or material. Surface
characterization shows up everywhere. It is essential to many industries, technologies and
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processes, including adhesion, thin film growth, corrosion, tribology, adsorption, catalysis,
wetting, and semiconductor manufacturing, to name only a few. Our interest in surface
characterization, which goes back a number of years, led to our involvement in Surface Science
Spectra (SSS), to which we have regularly contributed over the years.5-6 SSS is a well-curated
database of surface spectra that now contains thousands of spectra from thousands of different
samples/materials.
Recently, SSS started to accept spectroscopic ellipsometry (SE) submissions that report the
optical functions of materials. We have contributed to this growing database by determining and
submitting the optical functions of sputtered silica7 and Eagle XG® glass.8 Our friend Nik Podraza
at the University of Toledo has also submitted the optical functions of some materials to SSS,
including those of silicon nitride9 and soda lime glass.10
Spectroscopic ellipsometry (SE) is a fast and convenient technique for characterizing
surfaces and materials.11-12 It is regularly used to measure thin film optical functions and
thicknesses. Measurements are most often made in the air, which adds to its convenience.
Compared to high vacuum techniques like XPS, ToF-SIMS, and LEIS, SE instruments are rather
inexpensive. Very good equipment can be obtained for about $100,000, which is one-fifth to onetenth the cost of the high vacuum analytical instruments. Most industrial and academic surface
labs have a spectroscopic ellipsometer. Generally, most of the samples that are probed by SE are
smooth planar solids, e.g., coated silicon wafers.
Recently, we published another article in SSS that reports the optical function of liquid
polydimethylsiloxane (PDMS), as determined by SE.13 PDMS is a well-known polymer with
important properties. It has a low refractive index,14 and it enjoys good optical transparency.15 It
also has a low glass transition temperature (Tg) – linear PDMS is a liquid at room temperature with
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a viscosity that depends on its molecular weight. Indeed, the low Tg of PDMS allows it to spread
on surfaces. Accordingly, it is a common contaminant on many surfaces. Fortunately, it has a wellknown and unique ToF-SIMS signature so it can be easily identified.16 Because of its many
desirable properties, PDMS is used in various consumer goods and also in the laboratory. In our
optical analysis of PDMS, we opted to use the liquid polymer because we believed it would
constitute an accessible, relatively pure sample of the material. That is, while cross-linked PDMS
rubbers and hard solids can be created, and the resulting surfaces could be probed by SE, the
catalysts and functional groups necessary to make these materials, e.g., to cross link the PDMS
chains, end up being incorporated into it, are not PDMS per se.
While, a priori, one might assume that it is as easy to analyze a liquid as it is a solid by SE,
there are some key differences in how these analyses are approached.17 In this article, we discuss
procedures for analyzing liquids by spectroscopic ellipsometry.

A5.4 Analyzing Liquids by Spectroscopic Ellipsometry
Both reflection and transmission measurements were obtained from liquid PDMS from
which the optical function of the material was determined. Both types of measurements required
special experimental considerations. That is, obtaining reflection and transmission measurements
from a liquid material is not the same as obtaining them from a solid, planar sample.
Our first experimental challenge in this work was to align the liquid sample with respect to
the ellipsometer. Solid, planar samples are easy to align. One places them on a stage on the
instrument and levels it such that the beam of incident light is reflected into the detector of the
instrument. That’s it. Liquids are different because the surface of a liquid is dictated by gravity,
and not by a stage it may be on. That is, ‘leveling’ the stage of the instrument does nothing to
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change the level of a liquid on it. Accordingly, to insure that the beam of light from the ellipsometer
is reflected into the detector, one must level the entire instrument about the sample. In particular,
the heights of the legs of our ellipsometer needed to be adjusted to do this (see Figure A5.1).
To obtain reflection SE measurements in this work, samples of the liquid polymer were
poured into a sandblasted glass Petri dish (4.5 cm in diameter) and reflection measurements were
made from the liquid at the center of the dish. Thus, the second experimental challenge we faced
was to make sure that any reflections from the Petri dish that held the liquid PDMS were
suppressed and/or would not reach the detector. Accordingly, the inner surface of the dish was
sandblasted to suppress (scatter) reflections of the light at the PDMS-glass interface. Note that it
is the internal surface of the Petri dish, and not the external one, that needs to be sandblasted.
Indeed, any reflections from the PDMS-glass interface would be incoherent with the light reflected
from the surface of the PDMS and complicate the measurement – it is better to eliminate them than
to try to correct for them experimentally.18-19 Figure A5.2 shows exemplary Ψ and Δ measurements
that were taken of a PDMS sample using this approach.
In general, it is advantageous to include transmission measurements of one’s
sample/material in the determination of its optical function. There are two good reasons for doing
this. First, transmission measurements are more sensitive to absorptions of light in a material than
reflection experiments because, in general, the path length of the light is longer in the transmission
measurement. In other words, transmission measurements generally make it easier to identify and
model absorptions in a material, especially if those absorptions are weak. A second reason for
including transmission measurements in an ellipsometric analysis is because they add additional
information to the analysis that helps eliminate fit parameter correlation. In other words, more
parameters can be modeled in a meaningful fashion when this additional information is considered.
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Our third experimental challenge was to find an appropriate way to measure the
transmission ultraviolet-visible (UV-VIS) spectrum of liquid PDMS. These transmission
measurements were taken with our ellipsometer using fused silica cuvettes filled with PDMS (see
Figure A5.3). However, for these measurements, it is necessary to use a blank
sample/measurement to remove the effects of everything except the sample of interest. A priori,
one might think that an appropriate blank for these measurements would be the empty cuvette.
However, this approach is flawed. In a filled cuvette, the light passing through it encounters the
following interfaces: air/fused silica, fused silica/PDMS, PDMS/fused silica, and fused silica/air.
But in an empty cuvette, the light encounters air/fused silica, fused silica/air, air/fused silica, and
fused silica/air interfaces. In other words, the interfaces do not cancel when an empty cuvette is
used as the blank. A solution to this problem is to use two cuvettes of the same composition (fused
silica), but with different path lengths. In our case we used cuvettes with 5 mm and 10 mm path
lengths (see Figure A5.3). In this manner, we were able to use the 5 mm cuvette as the blank for
the 10 mm cuvette to cancel the effects of the interfaces, as well as 5 mm of the liquid.

A5.5 Conclusions
This article has focused on three experimental challenges associated with measuring liquid
samples by spectroscopic ellipsometry: leveling the instrument, suppressing backside reflections
from the vessel holding the liquid, and use an appropriate blank for the transmission
measurements. These hints should be helpful if you need to make optical measurements of liquids.
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A5.6 Figures

Figure A5.1. The spectroscopic ellipsometer in the Linford lab. The red arrows point to the adjustable legs
of the ellipsometer that were turned to align the instrument with the level of the liquid PDMS.
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Figure A5.2. Raw Ψ and Δ ellipsometric data obtained from a liquid sample of polydimethylsiloxane
(PDMS).
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Figures A5.3. Pictures of the two fused silica cuvettes (10 mm and 5 mm pathlengths) used in this study.
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