This paper analyzes the coding efficiency of distributed video coding (DVC) schemes that perform motion-compensated interpolation at the decoder. The decoder has access only to the key frames when generating the side information for intermediate frames. This fact introduces a displacement estimation error that depends on several factors: 1) the overall motion complexity; 2) the temporal coherence of the motion field; 3) the temporal distance between successive key frames. Adopting a state-space model and a Kalman filtering framework, we obtain an estimate of the displacement error variance. This is used to determine the rate-distortion function of the overall coding scheme, that takes into account both intra-coded key frames and DVC-coded frames. The proposed model shows that motion-compensated interpolation is unable to achieve the coding efficiency of conventional motion-compensated predictive coding.
INTRODUCTION
Distributed Video Coding (DVC) is a recent video coding paradigm whose main idea is to perform intra-frame encoding and inter-frame decoding. Results obtained on test video sequences reveal that DVC coding schemes generally improve the coding efficiency with respect to intra-frame coding, but, so far, they have been unable to achieve the coding efficiency of conventional motion-compensated predictive codecs, at least for the case of noise free transmission [1] .
The goal of this paper is to introduce a model that allows to study the coding efficiency of DVC-based coding schemes. We restrict our analysis to schemes that compute the side information at the decoder by performing motion-compensated interpolation, starting from two intra-coded key frames [1] . Specifically, we focus only on the generation of the side information, neglecting other factors related to the channel coding tools that are typically used to replace conventional entropy coding. We elaborate our model in two steps. First, for each Wyner-Ziv coded frame, we estimate the displacement error variance introduced by motion-compensated interpolation. In fact, the true motion field is not directly available at the decoder, and it must be estimated introducing displacement estimation errors. Then, we estimate the power spectral density of the motion-compensated prediction error to obtain the rate-distortion curves by inverse water-filling [2] . Armed with the proposed model, we investigate the trade-offs between motion-compensated interpolation accuracy and GOP size, in order to find the optimal GOP size for a target distortion. This paper extends our previous work in [3] in two ways: arbitrary GOP lengths are considered and the analysis is not restricted to high rates, thus including the effect of lossy key frames. In addition, experimental results on real video sequences are presented to corroborate the validity of the proposed model. A similar work appeared in [4] , where the model explicitly addresses only the case of motion-extrapolation.
RATE-DISTORTION MODEL
Consider a GOP of size N frames, encoded either using a conventional motion-compensated predictive codec or a DVC-based scheme as in [1] . These schemes differ in the way the motion-compensated prediction (side information) s(t) of the current frame s(t) is generated:
* Motion estimation at the encoder: s (t) = sp (t) is obtained by exploiting data from the current frame s(t) and from the previously encoded frames s'(t -1) (s' is the quantized version of s). An I-P --. .. -I GOP structure is assumed. * Motion-compensated interpolation at the decoder: s(t) = Swz(t) is generated at the decoder side. The current frame is not available. The decoder performs motion interpolation using lossy coded key frames s'(Ti) and S'(T2) only (Ti < t < T2) [5] [6] . An I -WZ -WZ -... -I GOP is adopted, where the decoding of any Wyner-Ziv (WZ) frame requires both the previous and the next I frames to be decoded first. If we constrain the distortion D to be constant along the GOP, the average rate R per frame can be computed as: (1) where RI (D) is the contribution of the intra-coded frame and R WZ} (D) that of the ith inter-coded frame (for the case of motion-compensated prediction at the encoder or motioncompensated interpolation at the decoder).
The rate-distortion curve RI (D) is given by the following parametric set of equations [7] : (3) where 0, (A) (A = (w, wy)) is the spatial power spectral density (PSD) of the source and 0 > 0 is a real-valued parameter that allows to move along the rate-distortion curve. The latter is proportional to the amount of distortion introduced by quantization.
In the following, we derive the curves R{P,Wz}(D) adopting the framework introduced in [2] . To this end, let us denote the residual frame after motion-compensated prediction as e(t) = s(t) -s(t) and define the spatial power spectral density of e(t) as ,ee (A) Let us consider a video signal that is described by a constant, translatory displacement (dx, dy), and neglect any other effect like rotation, zoom, occlusions, illumination changes, etc. The approximate expression of ,ee (A) is given by [2] { (4) where aAd, denotes the variance of the displacement error Adc dc-dc (c = x, y), which is assumed to be zero mean and Gaussian distributed. The error is strictly connected to the way motion is estimated and represented, as it will be detailed shortly.
In [2] , an approximation of the rate-distortion function is given by (5) R{PWz} ( We can observe that, in order to compute equation (1) o(t) = d(t) +d(t -1) +d(t -2) +. . +d(t -N+ 1) +w(t) (8) where w(t) is a white noise WN(O, 42) that takes into account the finite accuracy of displacements (2 M2/12), as already ex plained for P frames in the previous section.
The state-space model described by equation (7) and (8) For the sake of simplicity, consider a GOP of N = 3 frames (see Figure 1) . At time T the intra-frames s(T) and S(T-1) are used to compute the displacement O(T). WZ frames are defined at intermediate fractional times T -1 + k1 and T-1 + k2 (ki = iIN).
Exploiting the autoregressive model (7) and denoting di (T) d(T -1 + ki) andZi (T) = Z(T -1 + ki) we obtain the subsequent model:
that can be written in the canonical form prescribed by Kalman filtering:
( 1 1) where
pzJ (T) + Z2(T), p2Z (T) + pZ2(T) + Z(T)] , V2(T) = W(T).
For a GOP of size N, we can generalize the previous discussion and we obtain the following matrices: 
P(T + 1) = FP(T)F + V-K(T)(HP(T)HT + V2)KT (16) where P(T) = E[Ad(TIT -)AdT(T T -1)] and the Kalman gain K(T) is defined as K(T) = (FP(T)HT + V12)(HP(T)HT

Pfilt(T) = P(T)-P(T)[HT[ HP(T)HT] + V2]-1HP(T)
In (16), upon convergence, P(T + 1) = P(T) = P. Substituting Pfilt correspond to the variances of the displacement errors a2d of the WZ frames into the GOP. Intuitively, each ,di value represents the displacement error between the true motion and the estimated motion for the ith frame, which is needed to compute equation (4) . Then, the average rate can be computed according to equation (1).
EXPERIMENTAL RESULTS
In order to run the simulations with the proposed model, we need to obtain realistic values of p and aJ for some test sequences. We performed motion estimation with 1/4 pixel accuracy and we obtained the parameters of the AR(1) model (7) that best fits the estimated motion vectors along the motion trajectories. -Compute the rate-distortion point corresponding to 0 using equations (6) and (5) * Compute the average rate-distortion point according to equation (1) .
Figure 2a-c shows that, based on the proposed model, motioncompensated prediction at the encoder outperforms motion-compensated interpolation at the decoder for the studied sequences. In fact, the lack of the original frame when generating the side information introduces a coding efficiency loss.
In addition, the optimal GOP size might depend on the target distortion. At high bit-rates, shorter GOP sizes are usually preferred. In fact, high frequencies are preserved, and accurate displacement estimation is needed to reduce the energy of the prediction error. In fact, as GOP size increases the displacement error variance also increases, thus impairing the accuracy of displacement estimation. Nevertheless, at low bit-rates, quantization filters out high frequencies, therefore a higher displacement error variance can be tolerated. This implies that the GOP size can be increased to reduce the number of intra-coded key frames.
We can conclude that the optimal GOP size depends on the underlying motion statistics. For sequences characterized by simple and temporally coherent motion like Salesman, the proposed model suggests that the optimal GOP size is between 4 and 8 frames. As the motion complexity increases (ad increases), and the motion temporal coherence vanishes (p decreases), the optimal GOP size can be as little as 2 frames (see Figure 2c ). For sequences characterized by very complex motion, it can also happen that pure intra-frame coding (i.e. GOP size equal to 1) outperforms Wyner-Ziv coding.
In order to validate the proposed model, we obtained the ratedistortion functions for the first 64 frames of some test sequences (Salesman, Mother and Foreman) at QCIF resolution and 15fps (see Figure 2d -f). The INTRA and INTER curves refer respectively to H.263+ intra (I-I-I) and H.263+ inter (I-P-P, GOP size 32). For the other curves, we adopted the motion-compensated interpolation algorithm described in [8] , where the minimum block size is set equal to 16 x 16.
In order to isolate the impact of the generation of the side information alone, we replaced Turbo coding with conventional DCTbased intra-frame entropy coding of the prediction residuals as in H.263+. Therefore, we are providing results for a pseudo DVCbased coding architecture, where other design parameters that might affect the coding efficiency (i.e. correlation channel estimation, stopping criteria for Turbo decoding, encoder side rate-control) are explicitly singled out. In other words, the results provided can be interpreted as upper bounds that can be achieved if channel coding tools match the same performance of conventional entropy coding, when the formers are used for source coding.
By comparing the top and the bottom rows of Figure 2 we notice that coding efficiency of motion-compensated interpolation at the decoder falls in-between intra and inter-frame coding. Sometimes, it also falls below the intra-frame coding curve for long GOP sizes and sequences characterized by complex motion. Nevertheless, the coding efficiency of inter-frame coding is never achieved, suggesting that the lack of the current frame when generating the side information introduces a significant coding efficiency loss with 
CONCLUSIONS
In this paper we propose a model that describes the rate-distortion characteristic of DVC-based coding schemes that perform motioncompensated interpolation at the decoder. Both the model simulations and the experiments on real video sequences show that the coding efficiency of inter-frame coding is not achieved. In addition, the optimal GOP size depends on the sequence motion complexity, typically ranging between 2 and 8 for the tested sequences. 
