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ABSTRACT
Digital Signal Processing Algorithms Implemented on Graphics Processing Units and Software
Development for Phased Array Receiver Systems
Mark William Ruzindana
Department of Electrical and Computer Engineering, BYU
Doctor of Philosophy
Phased array receivers are a set of antenna elements that are capable of forming multiple
simultaneous beams over a field of view. In radio astronomy, the study of deep space radio sources,
a phased array feed (PAF) is placed at the focus of a large dish telescope that spatially samples the
focal plane. PAFs provide an increase in the field of view as compared to the traditional single
pixel horn feed, thereby increasing survey speed while maintaining low sensitivity. Phased arrays
are also capable of radio frequency interference (RFI) mitigation which is useful in both radio
astronomy and wireless communications when detecting signals in the presence of interferers such
as satellites.
Digital signal processing algorithms are used to process and analyze data provided by
phased array receivers. During the commissioning of the Focal-plane L-band Array feed for the
Green Bank telescope (FLAG), sensitivity consistent with an equivalent system temperature below
18 K was measured. To demonstrate the astronomical capability of the receiver, a pulsar (PSR
B2011+38) was detected, and an HI source (NGC4258) was mapped with the real-time beamformer and fine channel correlator, respectively. This work also details improvements made to the
software of the FLAG digital backend such as the design and implementation of an algorithm to
remove scalloping ripple from the spectrum of two cascading polyphase filter banks (PFB). This
work will also provide a brief introduction to a model-based beam interpolation algorithm capable
of increasing spatial resolution of radio source maps as well as reducing time spent performing
calibration.
The development of a phased array receiver digital back end for the Office of Naval Research (ONR) is also detailed. This broadband system will be capable of communication in hostile
RFI-rich environments with the aid of a real-time RFI mitigation algorithm currently implemented
in software. This algorithm will be compatible with other PAF receiver systems and will enable
RFI mitigation in other applications such as radio astronomy. This work will provide details on
the implementation of this algorithm, the development and modification of other system software
as well as full system tests of the 150 MHz bandwidth receiver have been conducted and will be
shown in this document.

Keywords: phased array feed, signal processing, beamformer, polyphase filter bank
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CHAPTER 1.

1.1

INTRODUCTION

Motivation
A phased array feed (PAF) receiver is primarily used to form multiple simultaneous beams

within a field of view. Unlike bare aperture arrays, PAFs operate in conjunction with a large
reflector dish which for an on-axis far-field point source, focuses a tight Airy spot of energy at the
array. The combined dish and PAF can be viewed as a dense array of small but high gain, and
highly directive elements [1]. These receivers are currently being developed for radio astronomy,
the study of deep space radio sources such as pulsars, HI galaxies, and fast radio bursts (FRBs).
Observatories such as the Green Bank Observatory (GBO) are deploying PAFs on radio telescopes
to increase the field of view in comparison to that of a traditionally used single pixel horn feed, and
there by increasing survey speed. Examples of a standard single pixel horn antenna and phased
array are shown in Figure 1.1.
Significant progress has been made in recent years in improving the sensitivity of PAF receivers through optimizing the design of the antenna array, cryogenic cooling of the front end, and
implementation of real-time correlation and beamforming in digital signal processing. The Focal
L-band Array feed for the Green Bank telescope (FLAG) is a PAF receiver with broadband signal processing and science observational capability. The system was developed in collaboration
with Brigham Young University (BYU), West Virginia University (WVU) and GBO. It is currently the most sensitive PAF receiver with a measured system noise temperature of below 18 K (a
measurement recorded with the L-band single pixel horn feed on the GBT) [2]. The receiver system is capable of real-time correlation and beamforming with the aid of graphics processing units
(GPUs) and has shown astronomical capability by detecting pulsars [3] such as PSR B2011+38
and HI sources [4] such as NGC4258.
Phased arrays can be transmitters or receivers in communication systems. As receivers,
they can provide real-time pattern control, sidelobe suppression, and deep-null radio frequency
1

Figure 1.1: An example of a standard horn antenna (left) that could be placed on the feed of a radio
telescope, and the phased array used for FLAG, deployed on the Green Bank telescope at GBO
(right).

interference (RFI) cancellation from which communication systems can benefit. A phased array
receiver is currently being developed by the radio astronomy systems (RAS) group at BYU for
the Office of Naval Research (ONR). This system will be capable of real-time deep-null interference mitigation during communication in hostile RFI rich environments and is called the adaptive
beamforming array for wideband communications. This dissertation describes the development
and testing of the FLAG and ONR beamforming system back ends as well as a brief introduction
to a model-based beam interpolation algorithm for phased arrays.

1.2

Related Work
Currently, at Brigham Young University (BYU), in collaboration with Cornell University,

is developing the Advanced Cryogenic L-band Phased Array Camera for Astronomy (ALPACA)
as a user provided facility instrument on the GBO radio telescope. This instrument will consist of
a fully cryogenic 69-element PAF and real-time digital beamformer back end capable of producing
40 simultaneous dual polarized beams with approximately 305 MHz of instantaneous bandwidth
at 1.4 GHz. The target design goal is to operate with a system noise temperature of 25 K.

2

Also at Brigham Young University, the x64 DAQ digital receiver system, a 20 MHz digital signal processing (DSP) module for data acquisition, was developed for a 64 element PAF [5].
The system FPGA firmware was developed using the Collaboration for Astronomy Signal Processing and Electronics Research (CASPER) Reconfigurable Open-Architecture Hardware (ROACH)
environment [6], [7].
All 64 elements were frequency channelized to DFT lengths of 256, 512, and 1024. With a
512-length DFT, up to 59 frequency channels across all 64 ADC inputs were streamed to disk on a
server PC. This system was deployed at the Arecibo observatory and was tested with a 19-element
dual-polarized PAF built by Cornell University. The team was able to measure critical performance
parameters of the Cornell feed, such as sensitivity, system noise temperature, and beamwidths.
Prior to the x64 system, a group of graduate students from BYU, Vikas Asthana, Taylor
Webb, and Mike Elmer, developed two PAF digital back ends both supporting an analog bandwidth of 450 KHz [8]–[10]. Initially, a 20-input back end was developed for a 19-element singlepolarization thickened dipole PAF by Asthana and Elmer. This back end was then modified to 40
inputs when the group completed their first 19-element dual-polarization array. This back end was
developed by Webb and Elmer.
Both systems were deployed at the Arecibo Observatory, and while accurate and stable
results were obtained, data could be acquired for approximately 60 seconds at most. The 450 KHz
bandwidth was also too small to be useful to astronomers.
The x64 and 450 KHz systems were the predecessors of the digital back end designed for
FLAG. The development of these systems enabled the design of a 150 MHz back end capable of
acquiring data over long periods of time.
PAFs have been developed for multiple radio telescopes around the world including the
Five-Hundred-Meter Aperture Spherical Telescope (FAST) and the Australian Square Kilometer
Array Pathfinder (ASKAP). FAST is the largest single dish radio telescope with a diameter of 500
meters and it is located in China. A broadband and low cost PAF using cross dipoles at L-band has
been designed for FAST [11], [12]. ASKAP consists of 36 identical parabolic dishes, each with
a diameter of 12 meters. Each telescope is equipped with a prime focus PAF comprised of 188
linearly polarized elements sensitive to frequencies between 0.7 and 1.8 GHz [13], [14]. Both of
these examples utilize PAFs to achieve the benefits mentioned in the previous section.
3

An additional benefit provided by FLAG and ALPACA (currently in development) is cryogenic cooling to bring the receiver noise to low levels comparable to that of the single pixel
feed [15], [16]. This has enabled FLAG to become the most sensitive PAF receiver, achieving
a system noise temperature of 18 K as previously mentioned [2], [17], [18].

1.3

Contributions
The contributions that the author has made are summarized in the list below:
• Conducted experiments at the Green Bank Observatory (GBO) that enabled a system noise
temperature measurement below 18 K which is comparable to that of the single pixel horn
feed. This was the lowest system noise temperature and the highest sensitivity array feed
demonstration around the world and still remains so to date. With the comparable system
noise temperature, a larger field of view as well as greater control of beam patterns provided
by FLAG, these experiments show that PAFs can be viable replacements of the traditionally
used single pixel horn feeds on radio telescopes. Developed, and implemented software used
during data acquisition as well as post-processing and analysis responsible for system noise
temperature measurement.
• The experiments conducted at GBO also enabled the detection of pulsars such as PSR
B2011+38 and HI galaxies such as NGC4258 [19]. The detection of radio sources such
as pulsars shows that FLAG is capable of discovering more transients with periods that
are milliseconds apart. As previously mentioned, during these experiments, the author was
responsible for running and developing software used for real-time data acquisition and processing.
• Developed software capable of real-time correlation and beamforming as well as a RFI mitigation algorithm implemented on GPUs for a phased array communication system which
is the first of its kind. This system will perform these operations at a wider bandwidth and
lower cost than most that currently exist. It will also enable simultaneous reception from
multiple transmitters (at least two) which is rare for communication systems.

4

• The same RFI mitigation algorithm will also be implemented in the software of other radio
astronomy systems, namely, ALPACA which was previously discussed. With SNR as low as
-30 to -50 dB in radio astronomy, RFI is capable of interfering with the desired signal even
below the noise floor. This algorithm will mitigate the RFI while maintaining reasonable
sensitivity.

1.4

Dissertation Outline
Chapter 2 introduces the theoretical background of phased arrays and the processing algo-

rithms implemented in software. It will provide details on the signal model, beamformer calibration techniques, and interference mitigation techniques such as subspace projection.
Chapter 3 provides details on the FLAG system, including an overview of the system, algorithm implementation, as well as software development and modification. It also briefly discusses
the development of a model based beam interpolation algorithm. This algorithm will provide an
increase in spatial resolution and reduce time spent performing calibrations.
Chapter 4 presents the commissioning results of FLAG and shows measurements such as
system noise temperature, sensitivity maps, beam patterns, element patterns, and plots showing the
detection of the transient and HI radio sources, pulsar PSR B2011+38 and HI galaxy NGC4258,
respectively.
Chapter 5 describes the development of the adaptive beamforming array for wideband communications for ONR. This chapter will provide an overview of the system, details on the development of the software to allow communication in hostile RFI rich environments. The chapter also
discusses the implementation of a real-time RFI mitigation algorithm using subspace projection on
GPUs. This software will be compatible with other phased array receiver systems such as PAFs
used in radio astronomy.
Chapter 6 provides details on the system analysis and experiments carried out with the
adaptive beamforming array for wideband communications developed for ONR. The chapter discusses the figures of merit of the system as well as the responses of the real-time operational modes
developed for the digital back end given different numbers of transmitters and levels of power. The
conducted experiments also led to the discovery of system issues and the chapter provides solutions
to each.
5

Chapter 7 offers a summary on the results obtained and work that could be done in the
future.

6

CHAPTER 2.

BACKGROUND

This chapter will provide the theory and mathematical background necessary to understand
the work in this dissertation. It will provide details on the general signal model for phased arrays,
beamformer weight calculation, calibration procedures, and RFI mitigation techniques focusing on
subspace projection.
The details in this chapter will provide enough information to understand the rest of this
document. But if the reader would like to know more, an introduction to radio astronomy practices and theory can be found here [20], [21]. For more details on beamforming and array signal
processing, refer to [22]–[25].

2.1

Phased Array Signal Model
Given an array with M elements, the array sample voltage, x[n], an M×1 vector for a

narrowband frequency k, is complex baseband shifted and modeled as
L

xk [n] = ak (θs )sk [n] + ∑ vk (θl )zk,l [n] + η k [n],

(2.1)

l=1

where ak (θs ) and sk [n] are the array response vector in the direction θs and the random process that
models the baseband voltage of the signal of interest (SOI), respectively. vk,l (θl ) and zk,l [n] are
the array response vector and random process that models the the lth interferer, respectively. And
η k [n] is the complex random vector representing the noise.
Equation 2.1 can be modeled to take multiple point sources into consideration. In this case,
the equation becomes
J

xk [n] =

L

∑ ak (θ j )sk, j [n] + ∑ vk (θl )zk,l [n] + η k [n],

j=1

l=1
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(2.2)

where ak (θ j ) and sk, j [n] are the array response vector in the direction θ j and the random process
that models the baseband voltage of the jth signal of interest, respectively. With the rest of the
variables remaining as the were in Equation 2.1.
Equation 2.2 can also be written in matrix notation as follows

xk [n] = Ak sk [n] + Vk zk [n] + η k [n],

(2.3)

where Ak = [ak (θ1 ), ak (θ1 ), · · · , ak (θJ )], sk = [sk,1 , sk,2 , · · · , sk,J ]T , and the interferer components,
Vk and zk , have the same structures, respectively.
With this signal model, the spatial array covariance matrix can be calculated and is given
by
Rx,k = E{xk [n]xH
k [n]},
H
H
H
η k [n]η
ηH
= Ak E{sk [n]sH
k [n]}Ak + Vk E{zk [n]zk [n]}Vk + E{η
k [n]},
H
= Ak Ds,k AH
k + Vk Dz,k Vk + Rη,k ,

= Rs,k + Rz,k + Rη,k ,

(2.4)

where Rs,k , Rz,k and Rη,k are the covariance matrices of the SOI, RFI, and noise, respectively, E{}
represents the expectation, H is the conjugate transpose of the corresponding matrix or vector, and
ergodicity is assumed.
Given the statistical moments in Equation 2.4, weights can be calculated and applied to the
vector, xk [n] to form beams in desired directions as shown,
bk [n] = wH
k xk [n],

(2.5)

where w is the statistically optimal weight vector of a narrowband frequency channel, k. Figure
2.1 shows the structure of a beamformer with a PAF.
With these weights and the spatial array covariance matrices the time averaged power can also be
calculated and is given by
Pk, j [n] = wH
k Rx,k wk ,
8

(2.6)

Figure 2.1: The structure of a beamformer with an M-element PAF that is capable of forming
multiple simultaneous beams within the field of view.

where Rx,k was computed in Equation 2.4. The beamformer techniques considered and used in the
following chapters are discussed in the next section. To simplify notation in the rest of this chapter,
wk = w, Rx,k = Rx and ak (θs ) = a(θs ). Therefore, the assumptions are made of a narrowband
frequency channel, k, over a specified bandwidth, and a single point source in the direction θs , or
in the case of an interferer, θi .

2.2

Sensitivity Calculation
With the weights calculated, if we let Px = wH Rx w, the signal power, and Pη = wH Rη w,

the noise power, we can calculate the SNR using the following equation,

SNR =

Px − Pη
.
Pη

(2.7)

The sensitivity can then be calculated by
10−26 21 Fs Ae B
SNR =
,
kB Tsys B
9

(2.8)

2kB
Ae
= −26 SNR,
Tsys 10 Fs

(2.9)

where Ae is the effective aperture area which is the physical aperture area, A p , multiplied by
the antenna efficiency, η (the fraction of power incident on the array). Tsys is the system noise
temperature and the ratio between them is the sensitivity, kB is Boltzmann’s constant (∼ 1.38 ×
10−23 m2 kgs−2 K−1 ), B is the receiver bandwidth, and Fs (in W/m2 ) is the signal flux density in one
polarization of a source in Jansky (Jy) [22]–[24].
Equation 2.9 shows that the sensitivity depends on the physical aperture area. This also
applies to another figure of merit, Tsys /η (the system noise temperature normalized by the antenna
efficiency), which can be expressed as the physical aperture area multiplied by the inverse of the
sensitivity as shown
Tsys A p 10−26 Fs
=
.
η
2kB SNR

(2.10)

Both of these measurements are used to characterize the performance of the array and depend on
the physical aperture area.

2.3

Beamformer Weights and Calibration
There are multiple techniques used to generate beamformer weights such as the maximum

gain beamformer which maximizes the gain in the direction of the signal of interest. The maximum
signal to noise ratio (SNR) beamformer which does as its name suggests in the direction of the
signal of interest. The linear constraint minimum variance (LCMV) beamformer which places
constraints on the beam pattern response in a given direction providing stability. And the multiple
sidelobe canceller (MSC) which uses primary and auxiliary antennas to cancel RFI at the sidelobes
of the main beam response.
During the research done for this dissertation, only one technique was used, namely, the
maximum SNR beamformer [22], [25]. However, the maximum gain beamformer will be discussed as well since it provides a better understanding of the maximum SNR beamformer and
would be utilized given an environment with no noise.
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2.3.1

Maximum Gain Beamformer
Using this technique, gain can be maximized in the direction of the signal of interest.

Assuming an environment with low or no noise, the beamformer weights can be calculated as
follows
wmax-gain = argmax wH Rs w such that kwk = 1,
w

wmax-gain = argmax
w

wH Rs w
.
wH w

(2.11)

Through differentiation and use of the quotient rule,
∂
∂ wH



wH Rs w
wH w



(wH w)Rs w − (wH Rs w)w
=
.
(wH w)2

(2.12)

By setting the equation equal to zero, the weight vector can be calculated as follows
(wH w)Rs w − (wH Rs w)w
= 0,
(wH w)2
(wH w)Rs w (wH Rs w)w
=
,
(wH w)2
(wH w)2
(wH Rs w)w
.
Rs w =
wH w

(2.13)

Since Rs = σs2 a(θs )aH (θs ), where σs2 is the variance of the point source, this yields
wH a(θs )aH (θs )ww
,
wH w
a(θs )aH (θs )w wH a(θs )(aH (θs )w)w
=
,
aH (θs )w
(aH (θs )w)wH w
a(θs )aH (θs )w =

(2.14)

By switching the left and right hands sides, this provides the solution to the weight vector,
w=

wH w
a(θs ),
wH a(θs )

w = αa(θs ),
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(2.15)

where α can be chosen to constrain the beam response. For example, to achieve a unit beam
response, α =

1
aH (θs )a(θs )

when applied to Equation 2.5. The maximum gain beamformer weights

are equivalent to the conjugate field match (CFM) when the correlation matrix is approximately a
scaled identity. For the rest of this document, they are assumed to be equivalent.

2.3.2

Maximum SNR Beamformer
This is the technique used to calculate the beamformer weights used for the processing in

this dissertation. In order to generate these weights, an “on” and “off” source covariance matrix are
calculated. The “on” source covariance matrix is calculated by steering the array on or across the
source (in the case of a PAF), and the “off” by steering away from the source to acquire an estimate
of the noise. This process is called calibration and Figure 2.2 shows an example of a grid, called a
raster scan, used to calculate these covariance matrices. The weights from such a calibration grid
are calculated in the steps below.

Figure 2.2: An example of a 6x6 calibration grid with 36 on-pointings and 6 off-pointings. This
calibration grid is typically referred to as a raster scan in radio astronomy.

The steering vectors corresponding to each point on the grid were estimated using the
following equation,

12

−1
−1
R−1
η R̂x Rη â(θ j ) = λ Rη â(θ j ),

(2.16)

where â(θ j ) is the estimated steering vector and R̂x is the estimated spatial array covariance matrix.
Let ã(θ j ) = R−1
η â(θ j ), then
R−1
η R̂x ã(θ j ) = λ ã(θ j ).

(2.17)

Using eigen decomposition, ã(θ j ) is found to be the dominant eigen vector. Therefore, the
estimated steering vector is

â(θ j ) = Rη ã(θ j ).

(2.18)

After estimating the steering vectors, the max-SNR beamformer weights can be calculated by
w j = R−1
η â(θ j ).

2.4

(2.19)

RFI Mitigation
In radio astronomy as well as wireless communications, methods used to mitigate man-

made interfering signals such as satellite communication downlinks, broadcasting towers etc., have
been developed and are currently being implemented in the bare aperture array and PAF community. These methods mitigate RFI by exploiting the spatial structure of the interferers and placing
nulls in their direction. Phased arrays are uniquely capable of placing these spatial nulls while
other receivers may use different techniques such as prevention through prior knowledge of the
RFI direction, or frequency masking/blanking.
Some of the methods utilized by phased arrays include the LCMV, minimum variance
distortionless response (MVDR), generailized sidelobe canceller (GSC), subspace projection and
several other beamformers [26]–[28]. While the methods such as the LCMV, MVDR, or GSC
beamformers mitigate the level of RFI in a given direction, they are only capable of attenuating
it close to the noise floor. This is not sufficient for applications such as radio astronomy where
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the signal of interest is -20 to -50 dB below the noise floor. Subspace projection is a method that
attenuates the RFI far below the noise floor, effectively zero-forcing it.

2.4.1

Subspace Projection
In order to perform this method of RFI mitigation, an estimate of the interference subspace,

U, must be acquired. The goal is to project the signal vector, x[n], onto the orthogonal subspace of
the interferer, U. The projection matrix is given by
P = I − UUH .

(2.20)

P is then multiplied by the signal vector, x[n], to project the RFI onto its orthogonal subspace as
shown,
η [n],
Px[n] = s[n]Pa(θs ) + z[n]Pv(θi ) + Pη
≈ s[n]a(θs ) + η [n].

(2.21)

However, the RFI subspace is not known a priori and must be estimated. By performing
the eigen decomposition from Equations 2.16 and 2.17 and acquiring an estimate of the dominant
eigenvector, â(θi ), where θi is the angle corresponding to the interferer, the projection matrix can
be calculated and is given by
P = I − â(θi )âH (θi ).

(2.22)

After generating the projection matrix, P and applying it to the beamformer weight vector,
w, the signal vector is projected onto the orthogonal subspace of the RFI with the beamformer
equation,
b[n] = (Pw)H x[n],
= w̃H x[n].
The implementation of this method will be discussed later in this document.
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(2.23)

2.5

Summary
In this chapter, details were provided on the phased array signal model, sensitivity and

beamformer weight calculation (specifically Max-gain and Max-SNR beamformer weights), and
subspace projection which is a technique used for RFI mitigation. The subspace projection technique was implemented on GPUs for real-time RFI mitigation as well as in post-processing analysis
of sample voltage output. Further discussion of the use and implementation of these details will be
provided in the following chapters.
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CHAPTER 3.

FOCAL L-BAND ARRAY FEED FOR THE GREEN BANK TELESCOPE

The Focal-plane L-band Array feed for the Green Bank Telescope (FLAG) is a 19 element,
dual-polarization, cryogenic PAF with direct digitization of RF signals at the front end, digital
signal transport over fiber, and a real-time signal processing back end with up to 150 MHz bandwidth. With a measured equivalent system temperature below 18 K, FLAG is currently capable of
detecting pulsars such as PSR B2011+38 and neutral hydrogen (HI) sources such as NGC4258, as
well as searching for FRBs. For over 50 years, extensive surveys have been performed to search
for radio transients such as pulsars, which are rapidly pulsating neutron stars, and FRBs which are
millisecond duration, bright radio flashes that occur over the entire sky [19], [29].
According to population studies in recent years, the number of active radio pulsars is estimated to be of order 105 [30], of which approximately 3000 have been found. This is a very
small fraction of the estimated number of pulsars and there are only about 64 FRBs that have been
found [19]. FLAG will enable the discovery of new pulsars and FRBs given the increased survey
speed and field of view. The PAF receiver can be seen in Figure 3.1 and a block diagram of the full
receiver system is shown in Figure 3.2.
This chapter provides an overview of the FLAG back end where all of the work discussed
took place. It provides details on the real-time algorithms and software used for data acquisition
and processing. It also discusses software optimizations, additions and tests, and provides a brief
introduction to a beam interpolation algorithm that will increase spatial resolution and reduce time
spent performing calibration.

3.1

FLAG Back End Overview
The FLAG back end is designed to process and store the data of a 19 element dual-

polarization receiver in real-time. In this case, the receiver is the GBT2 dipole array [31]. The
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Figure 3.1: The GBT2 dipole array receiver in the outdoor test facility (OTF) at the Green Bank
Observatory. During testing, the receiver is rotated 90 degrees and pointed at the sky. The roof can
be closed or opened providing hot or cold data respectively.

back end provides computation speeds fast enough to capture images of millisecond pulsars and
FRBs, and it also provides resolution high enough to generate maps of HI galaxies.
The digitized signals from the front end of the system are serialized and sent over 40 optical
fibers to the digital back end which consists of five digital optical receiver cards, five ROACH II
FPGA boards, a Mellanox SX 1012 12-port 40 GbE Ethernet switch, and five Mercury GPU408
4U GPU Server High Performance Computers (HPCs). These parts are all connected in the order
listed as seen in Figure 3.2. Figure 3.3 and 3.4 show the ROACH II boards and HPCs, respectively,
in the Jansky lab at the Green Bank observatory.
The ROACH II boards, also referred to as F-engines, channelize the approximately 150
MHz bandwidth into 512 channels each with a bandwidth of 303 kHz. The data is then reduced
to 500 frequency channels by removing six from each transition band of the full bandwidth, and
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Figure 3.2: A high level block diagram showing details of the front end and back end of the FLAG
receiver system.

it is packetized into 10 user-datagram protocol (UDP) packets each containing 50 frequency bins
for eight antennas across 20 time windows. In the rest of the of this chapter, these time windows
will be referred to as time samples since there is a second integration over time that occurs in all
modes and this will also be referred to as a time window. These packets are streamed over 10GbE/40-GbE breakout cables into a 12-port 40-GbE network switch, which redirects packets into
the HPCs such that each one receives 100 frequency bins for all 40 antennas. The work done in this
dissertation focuses on software developed in the HPCs. Specifications for the HPCs are shown in
Table 3.1.
Each HPC then takes these 100 frequency bins and divides them evenly between two
NVIDIA GeForce Titan X GPUs, which contain real-time beamformer and coarse/fine channel
correlator algorithms. To process and store the data, each HPC uses a real-time operating system
(RTOS) called the high availability shared pipeline engine (HASHPIPE) [32] used for thread management and pipelining, and a user interface called dealer/player [33]. There are 4 HASHPIPE
instances that are run on a single HPC (one per 10 GbE port). And data from two 10 GbE ports
is processed by one of the two GPUs per HPC. Each HPC is able to process data from all of the
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Figure 3.3: The five ROACH II FPGA boards in the Jansky lab at GBO. The four 10 Gbe cables
seen on the board combine into a 40 Gbe cable which is connected to the Ethernet switch.

ROACH II boards using an m-count index available in the header of the packet. An m-count aggregates the inputs of the five ROACH II boards and enables the back end to process all of them
simultaneously.
All of this enables the operation of the beamformer and fine/coarse channel correlator algorithms used for real-time data processing which were the focus of the author along with postprocessing. More details on these algorithms will be provided in the following sections. The author also developed and optimized the software that utilized HASHPIPE, and controlled the HPCs
during tests and commissioning runs which will be discussed in the next chapter. The following
section provides details on HASHPIPE and the data processing pipeline.

3.2

The High Availability Shared Pipeline Engine
The HASHPIPE code is a derivative of the Green Bank pulsar processing instrument (GUPPI),

a software developed by the National Radio Astronomy Observatory (NRAO) for FPGA/GPU pul19

Figure 3.4: The five high performance computers in the Jansky lab at GBO.

Table 3.1: FLAG HPC specifications.
Feature
Processors
Memory
Hard Drives
Drive Bays
PCI-E Slots

Network
Power Supply
Height
Rack Mountable

Description
2x Intel Xeon E5-2630 v2 2.60 GHz six-core 80 W processors
32 GB DDR3 ECC
2x 500 GB SATA 7200 RPM disks in RAID 1 configuration
8x hot-swappable 3.5 inch drive bays (unpopulated)
4x PCI-E 3.0 x16 slots (double width, two per processor)
2x PCI-E 3.0 x8 slots (one per processor)
1x PCI-E 2.0 x4 slot
Integrated Intel i350 dual port GbE LAN
1620 W platinum level efficiency redundant power supply
4U
Yes

sar instrumentation [34]. GUPPI was then adapted by UC Berkeley for the Green Bank Versatile
GBT Astronomical Spectrometer (VEGAS) multibeam spectrometer [35], [36]. This code was
further modified by David Macmahon from UC Berkeley for use in an FPGA/GPU correlator under the name HASHPIPE. More recently, it has been utilized by the BYU RAS group to include
a real-time beamformer, and a fine channel correlator. An adaptive beamformer capable of RFI
mitigation has also been included, but this was done for a different project and will be discussed in
a later chapter.
As previously mentioned, HASHPIPE is a RTOS that pipelines tasks into separate threads
with semaphore-controlled shared memory buffers in between each thread [32]. The buffers are
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circular and consist of the number of blocks of data required by the net thread which is used for
packet capture. Each buffer is controlled by semaphores that signal threads when data is available/unavailable. The semaphore value is set to one when the buffer is filled, and set to zero when
it is free. If the block’s semaphore is set to zero, any thread that requests the block’s data will hang
until the semaphore is set to one. The structure of HASHPIPE can be seen in Figure 3.5.

Figure 3.5: An example of the structure of HASHPIPE. Between each thread is a semaphore
controlled buffer that transfers data when the buffer is full. After processing the data is stored in
the Lustre file system at GBO.

Various HASHPIPE threads have a shared object that defines the thread and shared memory
buffer parameters. These shared objects are called HASHPIPE plugins and provide the threads with
functionality. The plugins use multiple threads to perform a task and align the threads accordingly.
The threads of importance to this dissertation are the net, transpose, correlator, and beamform
thread. This requires two HASHPIPE plugins; a correlator and beamformer plugin. Both correlator
and beamformer plugins comprise of a net, transpose and an operational mode thread (correlator
and beamformer respectively). The thread layout of a single HASHPIPE instance can be seen in
Figure 3.6.
The net thread is a network sniffing thread which listens for UDP packets from the ROACH
boards. The transpose thread reformats the data so that the time samples are aligned correctly in
memory. And the operational mode thread correlates or beamforms the data depending on the
chosen mode. The data is then written to flexible image transport (FITS) files using a FITS writer
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Figure 3.6: A single HASHPIPE instance with a FITS writer and Lustre file system. The net thread
captures the data, the transpose thread restructures the data, the beamformer or coarse/fine channel
correlator thread processes the data which is then sent to the FITS writer which stores it in FITS
files.

(this was developed by students at West Virginia University) and saved to a Lustre disk array [37].
The files are then used in post-processing for calibration and data analysis which will be discussed
further in the commissioning chapter.
The coarse/fine channel correlator and beamformer algorithms were implemented on GPUs
to perform real-time computation. Figure 3.7 shows the structure of the algorithms implemented
in the GPUs. More details on these algorithms will be provided in the following sections.

3.3

Coarse Channel Correlator
The coarse channel correlator produces correlation matrices for each coarse channel (303

kHz wide) with a user-specified integration length where 303 samples correspond to 1 ms. This
correlator is primarily used for calibration on a bright source. The calibration is performed by
steering the telescope on source along a chosen grid and periodically steering off source. The
correlation matrices are shown in Equation 2.4, where Rx is the “on” source correlation matrix
(the sample spatial correlation matrix for both signal and noise components), and Rη is the “off”
source correlation matrix (noise correlation matrix) [22].
The correlator algorithm was implemented on GPUs by M. A. Clark et al. and along
with HASHPIPE developed by David Macmahon et al., a real-time coarse channel correlator was
created [32], [38]–[40]. The algorithm was named xGPU and will be referred to as such at times in
this document. The generated correlation matrices were used to compute max SNR weights which
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Figure 3.7: An HPC functional block diagram showing the algorithms used per HASHPIPE instance. Currently, the beamformer or coarse or fine channel correlator is run depending on the kind
of observation. The real-time beamformer is used for transient radio source observation, the coarse
channel correlator is used for calibration, and the fine channel correlator is primarily used for HI
source observation.

were then used to calculate sensitivity and system noise temperature. These parameters were used
to diagnose the system and compare performance with the single pixel feed as well as other PAF
systems. The weights were also used in the real-time beamformer after generating correlation
matrices from a calibration on a known bright source such as 3C295 [20].
Plots of the sensitivity, system temperature as well as the element and beam patterns are
shown in the commissioning results section.

3.4

Fine Channel Correlator
The fine channel correlator produces further channelized correlation matrices of a selected

five coarse channels from the 25 generated by the polyphase filter bank (PFB) implemented in the
ROACH II boards.
The PFB is an analysis filter bank that has the advantages of windowed filter design e.g.
mitigates spectral leakage, and has computational efficiency close to the fast Fourier transform
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(FFT). The FFT has computational complexity O(C) = M log2 (M), and the PFB has O(C) = PM +
M log2 (M) as well as the advantage of less spectral leakage. More details on the PFB and multirate
signal processing can be found here [41], [42].
The fine channel correlator further channelizes the data by using a second PFB prior to
the xGPU. The five coarse frequency bins are channelized further producing 160 fine channel
correlation matrices (9.5 kHz each). As previously mentioned in section 3.1, packetized data from
the ROACH II boards is processed by four HASHPIPE instances. Each of which processes 25
frequency bins. Because the second PFB selects five coarse channels to further channelize, they
are split across all five HPCs (500 frequency bins) in chunks of five in order to remain contiguous.
This structure can be seen in Figure 3.8.

Figure 3.8: Structure of frequency bins at each HASHPIPE instance.This structure is maintained
for all modes in order for the output of the fine channel correlator to remain contiguous. Each
instance is also referred to as a ‘bank’ and indexed with letters ‘A’ to ‘T’.

To simplify development, the structure is the same for all modes (coarse/fine channel correlator and beamformer) and was taken into account when performing post-processing. The fine
channelization is necessary for the analysis of HI sources, one of which will be shown in the chapter on commissioning results. Further discussion of the development of the GPU-based PFB can
be found here [41], and in the section of this chapter discussing the redesign of the cascading PFBs
of which the author partly implemented and tested.
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3.5

Beamformer
The real-time beamformer is used when scanning for transient radio sources such as pulsars

and FRBs. This is possible due to an increase in computation speed as well as shorter time integration windows compared to the coarse correlator (0.13 ms windows). Using weights computed after
the calibration procedure detailed in section 3.3 and Chapter 2, the beamformer output is given by
bk, j [n] = wH
k, j x[n],

(3.1)

where wk, j is the vector of complex weights, k is the coarse channel index, j is the beam index,
and H is the conjugate transpose of the vector.
The max-SNR weights are computed in post-processing after acquiring the “on” and “off”
correlation matrices from a calibration on a known bright source [22], [25]. The weights are
computed by

wk, j = argmax
wk, j

wH
k, j Rx wk, j
wH
k, j Rη wk, j

,

(3.2)

with more details on the weight calculation found in Chapter 2.
Sample correlations are then formed with the beamformer output and integrated over a
window of samples referred to as a short time integration (STI). The integrated spectra is given by
c
Sk,
j=

1 N−1
∑ bk, j [n]b∗k, j [n],
N n=0

(3.3)

where N is the number of samples.
The specifications for the real-time beamformer were as follows; a data vector with 4000
time samples, 40 elements (2 of which are not connected since there are 38 elements in the array
and 40 ports in total) and 25 frequency bins, and a weight vector with seven dual polarization
beams, 40 elements, and 25 frequency bins. These 25 frequency bins are not contiguous due to the
requirements of the fine channel correlator/PFB.
After beamforming, the beamformer output would then need to be reduced (or integrated)
in order to obtain sample correlations or integrated spectra per STI window of which there are 100
with 40 samples each. These values are adjustable, but were otherwise chosen because 40 time
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samples correspond to 0.13 ms which is short enough to capture millisecond pulsars [3] and other
transient radio sources, the length of the time window allows real-time to be achieved, and 40 is
divisible by the 4000 time samples specified.
A plot of a known pulsar, PSR B2011+38, acquired with the use of the real-time beamformer in 2018 will be shown in the commissioning results chapter.

3.6
3.6.1

FLAG Software Optimization and Additions
Cascading PFB Redesign
For HI analysis, a second PFB is used to further channelize the data received from the

ROACH II FPGA boards. In the initial design of this two stage PFB, scalloping ripple at the -3 dB
level of the finer spectrum as well as aliasing of tones in the coarse transition band were not taken
into account. Figure 3.9 and 3.10 show the amplitude scalloping in the data acquired with the fine
channel correlator in the outdoor test facility (OTF) at GBO.

Figure 3.9: A plot of an HI spectrum showing scalloping ripple while the PAF receiver was in the
outdoor test facility (OTF). The peak at approximately 1420 MHz is HI and RFI can be seen at
approximately 1428 MHz.
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Figure 3.10: Zoomed in plot of Figure 3.9 showing the scalloping ripple in the spectrum.

The scalloping traces out the normal passband of the coarse channelizing bandpass filters,
and the aliasing is caused by the usual sample rate decimation in that stage to match the sample
rate to the coarse channel bandwidth.
There were two solutions considered for this problem. Only the chosen solution will be
discussed here in detail for convenience. The chosen solution was to double the output sample rate
from the first stage PFB without changing the number of frequency channels. And since the coarse
bandpass filter is doubled, the adjacent channels overlap by 50%. The number of time samples
per instance in the second stage of the PFB would be doubled from 32 to 64 producing 64 fine
channels per coarse channel. Half of the fine channels overlap and are discarded while the center
32 are kept and match the original design. An illustration of this procedure can be seen in Figure
3.11.
The discarded channels contain the scalloping and aliasing components. To provide a better
understanding of the spectral responses, Figure 3.12 and 3.13 show the estimates of the power
spectral density (PSD) of a two stage PFB with and without the scalloping solution as well as
the spectra from an averaged periodogram. In the simulated data analysis shown in these figures,
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Figure 3.11: An illustration of the 64-point PFB responses with the discard of the transition bands
and an FFT shift to form the passband of 2 coarse channels.

there were 32 coarse channels and 16 fine channels produced from the first and second stage PFB
respectively.
The modifications to the CUDA code (second stage PFB) have been tested independent
of the ROACH II FPGA board and they have been successful with additional analysis required.
Modification and independent testing of the first stage PFB is in development by GBO staff. Once
this is complete, integration of the two PFB stages will be tested.
The second solution was to reduce the number of channels produced by the ROACH II
FPGA boards from 512 to 32, followed by a 512 channel PFB in the GPUs. This would require
significant changes to the CUDA code, and involve a process called channel binding which would
have required more time to modify and add than the first solution.
Given the time available, full tests were not performed with the cascading PFB design, and
the decision was made to acquire data with the scalloping still present. Since the implementation
of this design, other procedures have been developed to prevent amplitude scalloping and spectral
aliasing in digital back ends such as the oversampled PFB method that is currently being developed
for ALPACA and the adaptive beamforming array for wideband communications [43]. Future work
on the cascading PFB design is to be determined.
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Figure 3.12: Estimates of the power spectral densities of the 2 stage PFB with and without the
redesign as well as the averaged periodogram for comparison.

3.6.2

CUDA Optimization
As an attempt to fix a hanging issue seen when running HASHPIPE, optimization of CUDA

code was implemented as a solution. Unfortunately, the code optimization did not solve the issue,
but reduced computation time by approximately seven times. The solution to the hanging issue
will be provided in the next section.
This increase in computation speed was achieved by using pinned rather than non-pinned
memory (also know as pageable memory) for allocation on the CPU [44]–[46]. Allocating pinned
memory means that it is not-swappable, and not-movable (locked or pinned).
Since host (CPU) data allocations are pageable by default, the GPU cannot access data
directly from pageable host memory, so when a data transfer from pageable host memory to device
memory is invoked, the CUDA driver must first allocate a temporary page-locked, or “pinned”, host
array, copy the host data to the pinned array, and then transfer the data from the pinned array to
device memory. Figure 3.14 shows a simple illustration of accessing pinned vs. pageable memory.
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Figure 3.13: Zoomed in plot of Figure 3.12 showing the aliased tone and a clear comparison
between the spectra.

As seen in the figure, transfer speed can be greatly improved by directly allocating host
arrays in pinned memory.
The slowest processes in the real-time beamformer CUDA code are the cudaMemcpy()
functions copying data from host to device. Table 3.2 shows the data transfer and computation
time with pinned and pageable memory in the real-time beamformer respectively.
Table 3.2: Data transfer and computation time of pinned vs pageable memory as seen from the
NVIDIA profiler. The difference in computation time is seen in the host to device data transfer.
Process
CUDA memcpy HtoD
data restructure kernel
CgemmBatched function
sti reduction kernel
CUDA memcpy DtoH

Pinned memory
Time % Time (ms)
88.1
6.3
5.6
0.4
4.6
0.3
1.4
0.1
0.3
0.02
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Pageable memory
Time % Time (ms)
97.4
32.1
1.2
0.3
1.0
0.3
0.3
0.1
0.07
0.02

Figure 3.14: A simple illustration of pinned vs. pageable memory. By skipping the extra step from
pageable to pinned memory, transfer speed from host to device can be increased.

Using pageable memory, the copy from host to device took approximately 32 ms to perform
a transfer with the next slowest function finishing computation in approximately 0.3 ms. While using pinned memory, the copy from host to device took approximately 6.3 ms to perform a transfer.
This is why using pinned memory greatly improved processing time in the GPU. The main difference in implementation was using a cudaMallocHost() which allocates pinned memory rather
than a cudaMalloc().
An attempt to further optimize the real-time processing was to utilize concurrency in GPUs
(the ability to perform multiple CUDA operations simultaneously) to reduce data transfer and
computation time. A process called CUDA streams was implemented to achieve this [45], [46]. A
stream is a sequence of operations that execute in issue-order on a GPU. The data being processed
is split across streams which run asynchronously to reduce computation time. This is done by
using asynchronous memory copies which only work with the allocation of pinned memory.
Unfortunately, after testing multiple numbers of streams, computation speed did not improve as seen in Table 3.3, which shows the measurements taken of the computation time for two
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vs. four CUDA streams. The measurements in this table can also be compared to Table 3.2 which
by default utilized one stream.
Table 3.3: Data transfer and computation time of two vs. four CUDA streams as seen from the
NVIDIA profiler. Approximately the same computation time between different numbers of
streams.
Process
CUDA memcpy HtoD
data restructure kernel
CgemmBatched function
sti reduction kernel
CUDA memcpy DtoH

Two streams
Time % Time (ms)
88.0
6.3
5.6
0.4
4.6
0.3
1.4
0.1
0.3
0.03

Four streams
Time % Time (ms)
88.0
6.3
5.6
0.4
4.6
0.3
1.4
0.1
0.4
0.03

As previously mentioned, all of these computation times are approximately the same and
this could be because the data being processed is not large enough to take advantage of streams.
The kernels being executed complete computation in fractions of a millisecond so the asynchronous
model of CUDA streams does little to improve processing time. It is also possible that CUDA
streams improve computation speed when only GPU kernels (rather than a combination of kernels
and CUDA library functions) are used to develop code. More testing will need to be done to learn
how to better utilize this technique.
The following section provides more detail on the hanging seen when running the HASHPIPE code as well as the solution to the issue.

3.6.3

HASHPIPE Stalling/Hanging
The frequency bandwidth from the ROACH II boards is split between the five HPCs and

split further among the four 10 GbE ports per HPC. Data from each of these ports is processed by
an instance of HASHPIPE. So there are four HASHPIPE instances running at the same time per
HPC. When receiving and processing data with HASHPIPE, depending on the computation speed
of the process and length of a scan, one or multiple instances hung. Hanging/stalling occurred
when HASHPIPE received packets too late or out of order causing data acquisition and processing
to stop. This happened because the thread responsible for receiving and transferring data to the
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processing threads (known as the net thread) was incapable of handling the late or out of order
packets from the ROACH II boards.
The real-time beamformer mode was seen to get the most hangs (two to four out of 20
instances of HASHPIPE) because it was (and still is) the fastest process run with HASHPIPE
compared to the coarse and fine channel correlator. The increased computation speed demanded
that the net thread should process and transfer data much faster than it was capable of doing. So
the net thread was more likely to receive late or out of order packets which the code at the time
was not capable of handling.
A former student was pointed to code that was not updated to handle these problems, and
they had been resolved in a more recent version found here [40]. This updated code contained
algorithms used to compensate for late and out of order packets. It was then incorporated into the
net thread and after running a number of tests, it was shown to completely resolve the hangs. Data
was acquired and processed with all modes for an hour or more to ensure that the problem was
resolved.
While the hangs were resolved, there was still a problem of dropped packets due to system
optimization issues. This is currently being resolved and will be discussed in Chapter 5.

3.7

Beam Interpolation
Work was done to write an algorithm capable of interpolating beams used for beamforming

to increase spatial resolution as well as reduce time spent performing calibration (used to generate
weights). Given limited time, currently, simple code has been written to interpolate with functions
in MATLAB e.g. interp() and interp1() in order to have a basis/foundation for the algorithm.
These two functions were used to compare which one produced the best estimate.
Code was written to simulate a 16 element phased array feed with a rectangular grid, wavelength of 0.6λ , hertzian dipole antenna elements, focal length/diameter (f/D) of 0.4 and a reflector
diameter of 20 m. These parameters among others were chosen to simulate a rectangular array
placed on the feed of a 20 m reflector dish at the Green Bank Observatory.
Array response vectors (steering vectors) are generated and using the two interpolation
functions mentioned above in MATLAB, the plots seen in Figure 3.15, 3.16, and 3.17 are generated. The interpolation functions are used to estimate array responses between elements in the
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steering vectors. Figure 3.15 and 3.16 show the sensitivity and beam pattern of beams that are
fractions of a half power beam width (HPBW) apart. They show the sensitivity and beam pattern
of beams HPBW/24 apart. Figure 3.17 shows the estimation error as the separation between the
beams increases.

Figure 3.15: True sensitivity vs. interpolated grid sensitivity with beams HPBW/24 apart. All of
this data was simulated in MATLAB. The red curve was generated with the interp() function,
and the yellow curve was generated with the interp1() function.

The plot in Figure 3.17 shows that, as would be expected, the closer the beams, the better
the estimate of the interpolated points. Unfortunately, using these functions, a good estimate is
produced when the beams are too close for the interpolation to be useful as seen in Figure 3.17.
Moving forward, the idea is to write an estimation algorithm that is capable of interpolating
the beams far enough apart that the increased spatial resolution is useful. One way could be to
use a single calibration data set with fine spatial resolution as well as an interpolation algorithm
to generate a better estimate of the interpolated beam (a model based interpolation algorithm).
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Figure 3.16: True vs. estimated beam pattern with beams HPBW/24 apart. The red dashed curve
was generated with the interp() function, and the black curve was generated with the interp1()
function.

More research will need to be done to find/discover a viable estimation algorithm to perform the
interpolation.

3.8

Summary
This chapter provided details on the specifications and software development of the FLAG

digital back end. Details on the development and optimization of CUDA code, improvement of
software that utilized HASHPIPE (the real-time operating system used for real-time data processing), and work done on a beam interpolation algorithm have been provided. The goal of the work
discussed in this chapter was to enable the measurement of the lowest recorded system noise temperature for a PAF to date, the detection of pulsars, and the mapping of HI galaxies. This will be
discussed in the following chapter on the results from the FLAG commissioning runs at GBO.
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Figure 3.17: Mean square estimation error vs. beam separation in radians. The blue curve was
generated with the interp() function, and the red curve was generated with the interp1() function.
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CHAPTER 4.

FLAG COMMISSIONING RESULTS

The PAF was placed on the feed of the Green Bank Telescope (GBT) for one and a half
to two weeks in both February 2018 and March 2019 (these were called commissioning runs).
Multiple scientific observing sessions (a period of time allotted to perform experiments on the
GBT) were provided to acquire HI data with the fine channel correlator, pulsar/FRB data with
the real-time beamformer, and the coarse channel correlator was used for calibration to generate
weights.
Data from the coarse channel correlator was used to measure; sensitivity by mapping across
the field of view, system noise temperature across both the analog and digital back end bandwidths,
beam patterns, and element patterns. These measurements will be discussed in the following sections along with pulsar detection and HI mapping. The measurements used for analysis (sensitivity
to element patterns) shown in this chapter are from a single observing session of the February 2018
commissioning run. The focus is given to this session due to the fact that during this run, the lowest
recorded Tsys /η to date with a PAF was measured.
While the measurements from other runs are important, they do not add to the information
provided in this dissertation other than to show the amount of time and effort spent observing and
processing data. The rest of the results from both commissioning runs as well as prior ones can be
found here [47]. And the procedure used during the observing sessions is provided in Appendix
A. Table 4.1 shows the February 2018 commissioning run schedule and highlights the session
when the measurements discussed in this chapter were acquired. This is an example of the typical
commissioning run schedule.

4.1

System Measurements
The measurements discussed here were taken to diagnose the system, determine whether it

is capable of radio source detection, and compare to the traditional single pixel horn feed as well
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as other PAFs. As previously mentioned, these measurements were taken from a single observing
session (session ID, AGBT17B 360 06) in the February 2018 commissioning run. Sensitivity
maps, system noise temperature, beam and element patterns of both the x and y-polarizations are
shown and discussed in this section. Plots in the y-polarization show distortion because three of
the PAF elements (Y3, Y15, and Y16 dipole elements) were malfunctioned during these observing
sessions as seen in Table 4.2. The source used for calibration during this session in the February
2018 commissioning run was 3C48, a quasar discovered in 1960 typically used for calibration. It
is a bright source that has a flux density of approximately 20 Jy. More information on 3C48 as
well as other calibrator sources can be found here [48], [49].
A raster/sweeping scan otherwise known as a grid scan was used to generate the sensitivity
map where the x and y axes are the cross-elevation and elevation offsets respectively (rotation
on the vertical and horizontal axes perpendicular to the boresight) [50]. The scan is performed
by moving the telescope back and forth across a source in a rectangular/square pattern as seen in
Chapter 2. In this case, an approximately 30×30 grid was generated with beams three arcminutes
wide (1 arcminute =

1
60

degree). Sensitivity at each point in the grid was calculated by
S(θ , k) =

2kB B
SN̂R(θ , k),
−26
10 Fs (k)

(4.1)

where
wH (θ , k)(R̂on (θ , k) − R̂off (k))w(θ , k)
,
SN̂R(θ , k) =
wH (θ , k)R̂off (k)w(θ , k)

(4.2)

the estimated signal to noise ratio at a given position, θ , along the grid, and at frequency bin, k.
wH (θ , k), and R̂on (θ , k) are the max-SNR beamformer weights, and estimated correlation matrix
at a location, θ , along the grid and on the the radio source. R̂off (k) is the estimated correlation
matrix at a location off the radio source to provide a measurement of the noise. kB is Boltzmann’s
constant (∼ 1.38 × 10−23 m2 kgs−2 K −1 ), B is the receiver bandwidth, and Fs (k) (in W/m2 ) is the
signal flux density of a source at a given position and frequency bin in Jansky (Jy). Figures 4.1 and
4.2 show sensitivity maps at 1404.74 MHz in the x and y-polarizations respectively.
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Figure 4.1: A sensitivity map of a calibrator source known as 3C48 in the x-polarization at 1404.74
MHz. This map was generated with approximately 900 beams.

Figure 4.3 shows an overlay plot of the system noise temperature over the full bandwidth
of the PAF. The system noise temperature was calculated by
Ae
,
S(θ , k)
A pη
=
,
S(θ , k)
Tsys (θ , k)
Ap
=
,
η
S(θ , k)
Tsys (θ , k) =

(4.3)
(4.4)
(4.5)

where A p is the physical area of the aperture, η is the antenna efficiency, and S(θ , k) is the previously calculated sensitivity.
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Figure 4.2: A sensitivity map of a calibrator source known as 3C48 in the y-polarization at 1404.74
MHz. This map was generated with approximately 900 beams. The distortion seen in the ypolarization is due to malfunctioned elements.

The overlay plot was generated by performing a series of frequency sweeps centered at
1075, 1250, 1350, 1450, 1550, 1650, and 1750 MHz. Recall that the digital back end processes 150
MHz of bandwidth. By processing data centered at each of the mentioned frequencies, the system
noise temperature over the analog bandwidth of the PAF can be measured. For comparison, the
results were plotted against models generated by both BYU and GBO. Tsys /η was calculated at each
frequency listed and the curves were concatenated while also removing/masking high powered
RFI and the edges at each band to provide a clearer image (each band consists of the 150 MHz
bandwidth of the digital back end).
The masking of the RFI and edges at each band are the reasons for the blank portions of
each curve. The curves represent the Tsys /η from May 2017 to February 2018 as well as the GBO
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and GBT2 array models of the PAF receiver. Details on the GBO and GBT2 array models can be
found here [2], [31]. The lowest Tsys /η shown in Figure 4.3 was approximately 24 K measured in
February 2018. And assuming an antenna efficiency (η) of 0.7, the Tsys was approximately 16.8
K. As previously mentioned, this is the lowest recorded Tsys of a PAF to date.

Figure 4.3: Overlay plot of the system temperature over the full bandwidth of the GBT2 dipole
PAF receiver on the GBT. The GBT2 and GBO simulated models are also included for comparison
with the real data.

The element and beam patterns in Figure 4.4 to 4.7 were generated in the same session.
Recall, the distortion seen in the y-polarization is due to some malfunctioned elements. The element patterns provide a measurement of the peak response of each dipole in the antenna array over
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the field of view as shown in the figures. These patterns were calculated by
2
Ielement (θ , k) = |dH
m â(θ , k)| ,

(4.6)

where dm is an M × 1 vector of zeros except in the mth element with a one, and â(θ , k) is the
estimated array response vector.
Similarly, the measured peak responses of each beam over the field of view are provided
by Figure 4.6 and 4.7 of the x and y-polarizations respectively. The contours represent levels of -3
and -10 dB. Max-SNR weights were generated to form the beam patterns and were calculated by
−1

w(θ j , k) = R̂off (k)â(θ j , k),

(4.7)

where R̂off (k) is the estimated correlation matrix from data captured by pointing the telescope off
of the radio source, at frequency bin, k, as previously mentioned. And â(θ j , k) is the estimated
steering vector at a given position, θ j , corresponding to the location of the jth beam, and at frequency bin, k. The responses of the beams were calculated by
Ibeam (θ j , k) = |wH (θ j , k)â(θ , k)|2 ,

(4.8)

where w(θ j , k) is the max-SNR beamformer weight vector in the direction θ j .
After verifying that the sensitivity as well as the responses of the beams, and elements were
as expected, the weights were used in the real-time beamformer to process data captured to detect
pulsars. And along with generating the sensitivity map, the weights from the calibration grid were
also used to map HI sources in post-processing. The next section provides details on the detection
and mapping of a pulsar and HI galaxy respectively, during the same commissioning run.

4.2

Pulsar Detection and HI Mapping
The results discussed in this section were acquired to demonstrate the capability of FLAG.

More specifically, to ensure that the beamformer weight calibration was correct, and with respect
to the pulsar detection, the weights were being applied in the real-time beamformer correctly.
The experiments conducted during this commissioning were a collaborative effort with GBO and
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Figure 4.4: Element patterns generated during the same session in the x-polarization at 1404.74
MHz. The x and y axes are the cross-elevation and elevation offsets respectively.

WVU. As such, after capturing and processing data in real-time meant for pulsar detection and HI
mapping, astronomers from WVU had the responsibility of analyzing the data further. The figures
shown in this section were provided by Kaustubh Rajwade and Nicholas Pingel, astronomers from
WVU. A more detailed analysis of the results as well as other figures can be found here [19], [51].
While other pulsars were detected during this observing session, the focus will be given to
one named, B2011+38. It is a test pulsar used to ensure that correct measurements are taken and
data is being processed correctly. During the observing session, an effort was made to discover new
pulsars and FRBs. Unfortunately, there were non that were detected, but this was not unexpected
as stated here [19].
Figure 4.8, 4.9 and 4.10 show plots of sources detected during the February 2018 commissioning. Figure 4.8 is a profile of 7 beams for pulsar B2011+38 centered on beam 3. This is made
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Figure 4.5: Element patterns generated during the same session in the y-polarization at 1404.74
MHz. The x and y axes are the cross-elevation and elevation offsets respectively. The distortion
seen in the y-polarization is due to malfunctioned elements.

clear by the high level of power in beam 3 (labeled ’BF 3.profile’ in the figure) relative to the rest
of the beams. Figure 4.9 shows a bandpass of the same pulsar. The spike at approximately 1420
MHz is radiation from an HI source. This plot was generated to characterize the bandpass of each
beam and ensure accuracy from the real-time beamformer. As previously mentioned, a detailed
analysis of this pulsar is provided here [19].
Both of these plots were generated by acquiring data with the real-time beamformer after
a 7-point calibration on a bright source known as 3C295. A 7-point calibration is one where
the telescope is pointed at seven different positions with the boresight of each beam on the radio
source. The data from the calibration was acquired with the coarse channel correlator and maxSNR weights were generated in post-processing with MATLAB as shown in Equation 4.7.
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Figure 4.6: Beam patterns of seven beams chosen from a grid scan of 3C48 in the x-polarization
at 1404.74 MHz. The x and y axes are the cross-elevation and elevation offsets respectively.

Figure 4.10 is a map of the HI emission from a galaxy known as NGC4258 which resides
in the Canes Venatici II Group [52]. This galaxy was mapped in order to compare the results with
those of the single pixel horn feed as well as ensure that the fine channel correlator was operational.
The plot was generated after data acquisition and processing with the fine channel correlator. With
weights generated from a calibration grid scan of the source 3C295, a map was generated in postprocessing of NGC4258 as seen in the figure. The detection of HI from this galaxy as well as
others demonstrates the capability of FLAG to provide equivalent and accurate maps relative to
the traditionally used single pixel horn feed on the GBT.
More details on Figure 4.8 to 4.10 can be found here [19], [51]. These plots show the operation of the three different modes used for FLAG data processing, the real-time beamformer, coarse,
and fine channel correlators. These results also show the capability of FLAG as a viable replace45

Figure 4.7: Beam patterns of seven beams chosen from a grid scan of 3C48 in the y-polarization
at 1404.74 MHz. The x and y axes are the cross-elevation and elevation offsets respectively. The
distortion seen in the y-polarization is due to malfunctioned elements.

ment for the single pixel horn feed given the accuracy in measurement along with the advantages
of a larger field of view and increased survey speed.

4.3

SNR Experiments
During the second session of the February 2018 commissioning run (session ID, AGBT17B

360 02), a small amount of time was provided for experiments to determine FLAG’s capability of
detecting weak sources relative to other radio telescopes. The focus of this commissioning run was
to acquire pulsar, FRB, and HI data, and since these experiments were not expected to take much
time, about 10 minutes were provided to capture weak sources with flux densities of 10, 0.1, 0.05,
and two with 0.01 Jy. To capture the data, a cut was performed in cross-elevation with a length of
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Figure 4.8: A profile of 7 beams for pulsar B2011+38 centered on beam 3. The y-axis is power in
arbitrary units and the x-axis is the pulse phase as this is a folded profile of the pulsar.

1.5167 degrees that places the weak source at the center. Each scan was 91 seconds in duration to
achieve a scan rate of 1 arcmin/sec. And assuming a beamwidth of 9.1 arcmin (similar in size to
the L-band single pixel beam), the source would be in the main lobe for 9.1 seconds.
These flux densities were chosen as initial tests to further characterize FLAG. The most
sensitive radio telescopes are capable of detecting sources with flux densities as low as 1 µJy [53],
[54]. So depending on the outcome of these experiments, sources with lower flux densities would
be captured for analysis in future commissioning runs.
Unfortunately, only the 10 Jy source was detected in the center element beam (the uncalibrated beam consisting of the signal from the center element) of the array as seen in Figure 4.11.
Sources with flux densities lower than 10 Jy were not visible in the center element beam as shown
in Figure 4.12 due to a change in the bit/byte lock procedure.
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Figure 4.9: Bandpass of the same pulsar B2011+38 with x-axis representing the frequency in MHz.
A spike can be seen at approximately 1420 MHz showing the presence of HI.

Most of the time in this commissioning run was spent acquiring data or performing calibration. Unfortunately, there was no time to analyze the weak source data in post-processing during
the commissioning run. Because of this, it was determined that the sources with flux densities
lower than 10 Jy could not be detected in the center element beam after the run. This was because
during the SNR experiments, the bit/byte lock procedure was performed manually rather than using the automated scripts. These procedures are shown in Appendix A. Automated bit/byte lock
was introduced in session 4 (session ID, AGBT17B 360 04) which is when an increase in the overall stability of the system was observed. The system noise temperature decreased and stayed low
from session 4 until the end of the commissioning run as seen in Table 4.3. This pattern was recognized after the commissioning run, but during, it was believed that bit/byte lock, with both manual
operation and automated scripts, was achieved in each session so there was no need to repeat the
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Figure 4.10: A map of the HI source NGC4258 at 1418.466 MHz. The x-axis and y-axis represent
the right ascension and declination coordinates respectively.

experiments. This issue should have been recognized after the development of the firmware, and
the instability caused by the manual operation will need to be investigated if it is to be used again
in the future.
As previously mentioned, there was no time to analyze the data during the commissioning
run, therefore, no further SNR experiments involving weak sources were performed with the automated bit/byte lock scripts. These are experiments that will need to take precedence in future
observations with FLAG as well as other PAFs to further characterize the PAF receiver system.
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Figure 4.11: A 1D cut of the power as the telescope moves across the 10 Jy source. The source is
clearly seen the center of the cut.

4.4

Summary
In this chapter, the results from the February 2018 commissioning were discussed and show

the capability of FLAG as a viable replacement for the traditionally used single pixel horn feed.
The low system noise temperature along with other measurements such as sensitivity, element, and
beam responses, as well as the increased field of view show the instrument’s capability. This is
made more evident by the detection of multiple radio sources, namely, pulsar B2011+38 and the
galaxy NGC4258 discussed in the chapter.
More tests will need to be performed in order to ensure that the transition from single pixel
horn feeds to PAFs is smooth. As discussed in the previous chapter, improvements need to be made
to the software and firmware in order for PAFs to be considered as the next standard instrument in
radio astronomy.
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Figure 4.12: A 1D cut of the power as the telescope moves across the 0.1 Jy source. The source is
not visible in this plot which is the same for the 0.05 and 0.01 Jy sources. This is due to a change
in the bit/byte lock procedure.
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Table 4.1: The schedule of the February 2018 commissioning run provides details of each observing session. The measurements discussed in this chapter were acquired during the highlighted
observing session with the ID, AGBT17B 360 06.
Session ID
AGBT17B 360 01
AGBT17B 360 02

AGBT17B 360 03

AGBT17B 221 01

AGBT17B 360 04

AGBT17B 360 05

AGBT17B 221 02

AGBT17B 360 06

AGBT17B 221 03

AGBT17B 455 01

AGBT17B 360 07

AGBT17B 443 01

Scan Types
7-point calibration
30×30 grid calibration
7-point calibration
30×30 grid calibration
7-point calibration
HI map
SNR experiment
7-point calibration
30×30 grid calibration
HI map
7-point calibration
7-point calibration
Pulsar detection
Pulsar detection
30×30 grid calibration
7-point calibration
HI map
7-point calibration
7-point calibration
HI map
7-point calibration
Pulsar detection
Pulsar detection
Frequency sweep
30×30 grid calibration
HI map
7-point calibration
Pulsar detection
Pulsar survey
7-point calibration
7-point calibration
HI map
30×30 grid calibration
7-point calibration
HI map
7-point calibration
7-point calibration
HI map

Radio Sources
3C295

Mode
Coarse correlator

Approx. Time
3 hours

3C147

Coarse correlator

3 hours

M81
0.01 - 10 Jy
3C295

Fine correlator
Coarse correlator

3 hours

NGC4258
3C295

Fine correlator
Coarse correlator

8 hours

B1933
B2011
3C295

Real-time beamformer
Real-time beamformer
Coarse correlator

4 hours

NGC4258
3C295

Fine correlator
Coarse correlator

1 hour

NGC4258
3C295
B1933
B2011+38
3C48

Fine correlator
Coarse correlator
Real-time beamformer

2 hours

Coarse correlator

6 hours

M31
3C295
B1933

Fine correlator

3C48

Coarse correlator

G353-4.0
3C295

Fine correlator
Coarse correlator

4 hours

NGC4258
3C295

Fine correlator
Coarse correlator

6 hours

W49B

Fine correlator
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Table 4.2: During the February 2018 commissioning run blade channels A8, E7, and E8 were
not connected to dipole elements (highlighted yellow). And dipoles Y3, Y15 and Y16 were
malfunctioned (highlighted gray). X8 replaced Y16 on blade channel E3.
Blade
Chan.
A1
A2
A3
A4
A5
A6
A7
A8

Dipole
X1
X2
X3
X4
X5
X6
X7
NC

Blade
Chan.
B1
B2
B3
B4
B5
B6
B7
B8

Dipole
X9
X10
X11
X12
X13
X14
X15
X16

Blade
Chan.
C1
C2
C3
C4
C5
C6
C7
C8

Dipole
X17
X18
X19
Y1
Y2
Y3
Y4
Y5

Blade
Chan.
D1
D2
D3
D4
D5
D6
D7
D8

Dipole
Y6
Y7
Y8
Y9
Y10
Y11
Y12
Y13

Blade
Chan.
E1
E2
E3
E4
E5
E6
E7
E8

Dipole
Y14
Y15
X8
Y17
Y18
Y19
NC
NC

Table 4.3: During the February 2018 commissioning, Tsys /η decreased in session 4
(AGBT 360 04) and stayed low until the end of the run (highlighted yellow) due to a change
from manual to automated bit/byte lock.
Session ID
AGBT17B
AGBT17B
AGBT17B
AGBT17B
AGBT17B
AGBT17B
AGBT17B
AGBT17B
AGBT17B
AGBT17B
AGBT17B
AGBT17B
AGBT17B
AGBT17B
AGBT17B
AGBT17B
AGBT17B
AGBT17B

360
360
360
360
360
360
360
360
360
360
360
360
360
455
455
360
360
443

01
01
01
02
02
02
03
03
04
04
05
05
06
01
01
07
07
01

Scan Type
30×30 grid calibration
1st 7-point calibration
2nd 7-point calibration
30×30 grid calibration
1st 7-point calibration
2nd 7-point calibration
30×30 grid calibration
7-point calibration
30×30 grid calibration
7-point calibration
1st 7-point calibration
2nd 7-point calibration
30×30 grid calibration
1st 7-point calibration
2nd 7-point calibration
30×30 grid calibration
7-point calibration
7-point calibration
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Tsys /η
30 K
30 K
30 K
36.28 K
36.62 K
34.05 K
41.15 K
42.08.15 K
25.18 K
24.92 K
24.26 K
28.66 K
23.75 K
27.02 K
27.78 K
26.67 K
28.27 K
27.89 K

CHAPTER 5.
CATIONS

ADAPTIVE BEAMFORMING ARRAY FOR WIDEBAND COMMUNI-

A wireless communication system is currently being developed for the Office of Naval
Research for communication in hostile RFI-rich environments. The system will be a broadband
signal processing platform based on FLAG, and will be capable of real-time interference mitigation through adaptive beamforming. Thus the name, the adaptive beamforming array for wideband
communications. It will also be capable of receiving data from multiple transmitters simultaneously with a single phased array. The system is currently capable of real-time beamforming,
correlation, RFI mitigation using subspace projection, and raw voltage capturing, all with an easy
to use python interface that controls these processes across multiple HPCs. As with FLAG, each of
these real-time signal processing techniques will be referred to as modes in the rest of the chapter.
This chapter will discuss the development of the phased array receiver, more specifically,
the software used for signal processing, system tests, diagnosis and improvements. The following
sections provide an overview of the system, details on the software development such as HASHPIPE implementation and real-time signal processing techniques. A system analysis and experimental tests will be discussed in the next chapter.
Out of all of the modes discussed, focus will be placed on the development of the real-time
RFI mitigation algorithm since it is currently the first of its kind implemented on GPUs. There are
others in development such as this approach [55] for GBO which finds the RFI and replaces it with
data from a random Gaussian distribution. There are none published, however, that are capable
of real-time RFI mitigation using GPUs while retaining desired signal information. The ONR
beamforming system is currently capable of mitigating RFI at any channel within the bandwidth.
Since this is a receiver designed for communication, data loss within the system is unacceptable. The previous implementation of HASHPIPE, on FLAG, was known to drop packets
during data capture so solutions to this issue were implemented and are presented here. Future
improvements and additions to the system will also be provided in this chapter.
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5.1

System Overview
The system consists of a 16 element phased array and receiver boards which form the front

end as well as FPGAs, an Ethernet switch, HPCs, and solid state drives (SSDs) which form the
back end. A block diagram of the system architecture is shown in Figure 5.1.

Figure 5.1: A block diagram of the ONR beamforming system. The main focus in this chapter will
be on the software development in the HPCs.

This section provides details on the phased array receiver system front end and back end
of the wideband adaptive array. More details will be provided on the back end than the front end
since this is mainly where the work presented in this document takes place.
The front end has an instantaneous bandwidth of 400 MHz and consists of a 16 element
patch antenna array with each element connected to an analog down converter card (also called a
receiver board) mainly consisting of a low noise amplifier (LNA), and bandpass filter. The receiver
board was designed by Jakob Kunzler, currently a PhD candidate, and built by Kayla Lyman and
Kyle Evans, currently undergraduate students in the research group.
The receiver board has a local oscillator (LO) port that is fed a 10.5 GHz signal which mixes
the 10.2 GHz radio frequency (RF) signal down to 300 MHz. The intermediate frequency (IF) sig55

nal is then filtered with a 300 MHz bandpass filter that has a bandwidth of 150 MHz (the frequency
range is between 225 and 375 MHz). This receiver board has a total gain of approximately 66 dB,
and will be discussed further in Jakob Kunzler’s dissertation.
Figure 5.2 and 5.3 show the current receiver board and patch array used for data acquisition
and processing with the phased array receiver system. Measurements performed with the receiver
board will be discussed in a later chapter with details on full system tests.

Figure 5.2: The analog down converter cards mainly consisting of an LNA and a band pass filter.
The port on left is the input (RF), on the bottom is the LO, and the output is on the right (IF).

Figure 5.3: The 16 element patch arrays used for testing the receiver system. The square patch
array was used for the experiments discussed in this chapter.
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The digital back end is based on that of FLAG which was discussed in the previous chapter.
It consists of four Tyan HPCs each containing two GeForce RTX 2080 Ti GPUs and two 10 GbE
network interface cards (NIC), three CASPER Smart Network ADC Processor (SNAP) boards
each containing three HMCAD1511 ADC analog devices and two 10 GbE cores as well as a
Xilinx Kintex7 FPGA (XC7K160T-2FFG676C). The back end also has an Arista DCS-7050QX32-R data center switch to transfer data from the SNAP boards to the HPCs.

Figure 5.4: One of three SNAP boards used for channelization and packetization of the data from
the receiver boards. From here, the bandwidth is split across three HPCs using an Ethernet switch.

Firmware was developed to break a wideband signal into narrow subbands for frequency
domain beamforming [56]. The wideband signal is sampled by ADCs at 400 MHz. The digital
signal is then passed to a 256-point FFT. Out of the 128 positive frequency bins, 32 are thrown away
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(a) Tyan B7102T76V12HR-2T-G 2U Server DP Xeon

(b) NVIDIA GeForce RTX 2080 Ti GPUs

Figure 5.5: The HPC (left image) and GPU (right image) used for signal processing in the back
end of the phased array receiver system.

Table 5.1: ONR beamforming system HPC specifications. All four HPCs have the same specifications except for the number of SSDs. There are four SSDs in the three HPCs used for
real-time processing while the forth is used to control the rest and only has two.
Feature
Processors
Memory
Hard Drives
Drive Bays
PCI-E Slots

Network
Power Supply
Height
Rack Mountable
Additional SSDs

Description
2x Intel Xeon Scalable 205 W processors
Up to 768 GB RDIMM/ 1,536 GB LRDIMM/ 3,072 GB RDIMM
3DS/LRDIMM 3DS * Intel DDR4 Memory
12x SATA 6Gb/s
12x Hot-Swappable 3.5”/2.5” SSD/HDD
1x PCI-E Gen3 x8 OCP 2.0 slot (conn.A+conn.C)
2x PCI-E Gen3 x16 slots (Full-height, 10.5” length, Double-width)
4x PCI-E Gen3 x8 slots (Full-height, 10.5” length, Single-width) * split by
Mux.
1x PCI-E Gen3 x8 storage mezz. slot
Intel X550-AT2 2x 10GbE ports LAN
1200 W 80 plus platinum level efficiency redundant power supply
2U
Yes
4x Samsung SSD 860 EVO 1TB 2.5 Inch SATA III Internal SSD

to remove the transition band. This results in 96 bins, 1.5625 MHz wide for a total bandwidth of
150 MHz. These 96 bins are then split up into 12 packets containing 8 frequency bins each. Each
packet also contains data from each signal input (six per SNAP board in this configuration), 85
time windows, and they are then transferred from the SNAP boards to a port on each HPC and all
12 are processed at the same time.
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Currently, there are six receiver boards connected to each SNAP board except for one
which is connected to four with this 16 element array configuration. The packets are transferred
from the 10 GbE cores of the SNAP boards to the network switch which then transfers the data to
the appropriate HPC i.e. the bandwidth is split across the three HPCs.
Similar to FLAG, the data from the network switch is captured and processed in the HPC
with software that utilizes HASHPIPE, but rather than save data to FITS files, the data is saved to
binary files. Therefore, instead of the FITS writer used in FLAG, a save thread is used to write the
data to binary files that are saved to a redundant array of inexpensive or independent disks (RAID)
consisting of SSDs as shown in Appendix B. A RAID 0 array was chosen because of the increase
in performance, specifically write speed [57].
In order to ensure that all of these specifications can be implemented in the firmware and
software, the data rates must be determined for each significant transfer stage of the back end.
Table 5.2 shows the data rates at each stage of the back end, and Figure 5.6 further illustrates
these calculations with a block diagram of the hardware with the raw voltage data mode. The only
difference between modes in Figure 5.6 would be the data rate at the SSDs which is shown in Table
5.2. The next section provides details on the software development for the phased array receiver
system.

5.2

ONR Beamforming System Software Development
The development of the real-time signal processing software for the ONR adaptive beam-

forming array is similar to that of FLAG, but modified for a communication system, with different
array dimensions, and a different interface to control real-time data acquisition and processing.
There are also two additional modes developed for this system that will also be used by future
phased array and PAF receiver systems. These modes include; real-time raw voltage data acquisition, and RFI mitigation which will sometimes be referred to as the XRFI mode in this document.
As previously mentioned, the real-time RFI mitigation mode is the first of its kind developed on a
GPU.
The development of all the modes as well as the updates and modifications to the software
utilizing the same RTOS as FLAG, will be discussed in more detail in this section.
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Table 5.2: This table shows the ONR beamforming system back end specifications and calculated
data rates at each significant data transfer stage.
F-engine Firmware
Specifications

SNAP board output
bit rate
HPC input data
rate per port
Total HPC
input data rate
ONR system HPC
Processing
Specifications

Data rate to
SSDs relative
to input port
Total data rate
written to RAID 0

5.2.1

ADC Sample Rate
No. of bits per I/Q sample
FPGA Clock Rate
No. of FFT points
Coarse channel bandwidth
No. of discarded points
No. of FFT point processed
Back end processing bandwidth
No. of bins per port
Bandwidth per port
No. of inputs per SNAP
No. of F-engines (SNAP boards)
Total no. of inputs
No. of bits per I/Q sample
× No. of inputs per SNAP
× Back end processing bandwidth
No. of bits per I/Q sample
× Total no. of inputs
× Bandwidth per port
No. of ports per HPC
× HPC input data rate per port
No. of bits per I/Q sample of of GPU

400 MHz
8 bits real/8 bits imaginary
(16 bits per complex sample)
200 MHz
256
1.5625 MHz
160
96
96 × 1.5625 MHz = 150 MHz
8
8 × 1.5625 MHz = 12.5 MHz
6
3
6 × 3 = 18
16 × 6 × 150 = 14.4 Gbps

16 × 8 × 12.5 = 3.6 Gbps

4 × 3.6 = 14.4 Gbps

No. of beams
No. of polarizations
No. of SSDs per server
SSD write speed

32 bits real/32 bits imaginary
(64 bits per complex sample)
2
2
4
∼4.16 Gbps (520 MBps)

No. of SSDs.
× Data rate to SSDs

4 × 4.16 Gbps
= 16.64 Gbps

Real-time Raw Voltage, Correlator, and Beamformer
All of the modes operate similarly to those previously discussed in Chapter 3 with a few

exceptions. The real-time correlator and beamformer modes operate with the same threads as
they did for FLAG. The correlator utilizes a net thread for data capture, a transpose thread for
restructuring, a processing thread to perform the correlation and a save thread to write the data
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Figure 5.6: A block diagram illustrating the data rates at each stage of the back end with the raw
voltage data mode. The stages shown are the SNAP boards, Ethernet switch, HPCs, and SSDs
within the HPCs. The data rate at the SSDs is approximately the same for each mode.

to binary files for post-processing and analysis. The beamformer operates with the same threads
except for the transpose thread and the processing involves beamforming. The transpose feature
was included in the beamformer CUDA code to improve computational efficiency and to reduce
the number of CPU cores simultaneously working on a server. The same could have been done
for the correlator, but it was developed by David Macmahon et al. to work optimally with the
transpose thread [40].
As previously mentioned, parameters were also changed in the code to accommodate the
ONR beamforming system specifications. The specifications are as follows; 18 total inputs from all
three F-engines, 8 frequency bins, and 4250 time windows processed by each HASHPIPE instance
of which there are 4 per HPC. Three packets, each with 85 time windows, aggregate to form an
m-count which was described in more detail in Chapter 3. 50 m-counts form a single block (85
time windows×50 m-counts = 4250 time windows) of data which is processed by an instance.
This parameter was arbitrarily chosen for now, as it was close to the FLAG specification (4250 vs
4000 time windows for FLAG) and a multiple of the 85 time windows in a packet, but should be
optimized later in the project.
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Another departure from FLAG is that the real-time beamformer does not integrate over
the time windows of the response since this receiver is part of a communication system rather
than a radio telescope. The previously discussed STI reduction kernel was removed to ensure
that all of the time samples are demodulated and interpreted correctly. The real-time correlator
mode discussed here is also a coarse channel correlator similar to FLAG. There is no real-time fine
channel correlator mode developed for this project since there is no need for one in this particular
wireless communication system.
The real-time raw voltage mode uses a net, transpose, and save thread with no processing
done to the data hence its name. The transpose feature aligns the packets so the time samples are
aligned in memory as it did with FLAG. The raw voltage mode was developed for system analysis
and measurement as well as comparison with the output of the other modes in post-processing.
With this mode, figures of merit such as system noise temperature, and noise figure were measured
(discussed in the next chapter) as well as quick assessment of issues with the system such as faulty
receiver boards rather than reliance on individual testing with a spectrum analyzer. These system
measurements will be detailed in the next chapter while a more in depth discussion on the real-time
RFI mitigation mode will be provided in the following sub-section. This mode is the main purpose
for the development of the ONR adaptive beamforming array and will benefit other instruments
such as radio telescopes in the future.

Figure 5.7: A single HASHPIPE instance with a thread writing to a RAID 0 array of SSDs in the
HPC. The net thread captures the data, the transpose thread restructures the data, the beamformer,
XRFI or coarse channel correlator thread processes the data, and the data is sent to the save thread
which stores it in binary files. The raw voltage mode does not have a processing thread.
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5.2.2

Real-time RFI Mitigation
RFI is a predominant issue for radio telescopes and broadband wireless communication

systems around the world. This real-time processing mode aims to mitigate interference in hostile
RFI rich environments by placing a null in the direction of the aforementioned interference. The
first step of this mode is computation of a correlation matrix. An eigenvalue decomposition is then
performed on the matrix to find the dominant eigenvector, assumed to be the RFI (or eigenvectors
in the case of multiple RFI sources). The dominant eigenvector is used to compute a projection
matrix which is then multiplied by the already chosen and generated weights (Max-SNR, CFM,
equal weights etc.). These weights applied to the data, project the RFI onto its orthogonal subspace
producing a null in the direction of the RFI with little to no effect on the signal of interest as shown
Pk xk [n] = sk [n]Pk ak (θs ) + zk [n]Pk uk (θi ) + Pk η k [n],
≈ sk [n]ak (θs ) + η k [n],

(5.1)

where Pk = I − uk (θi )uH
k (θi ), uk (θi ) is the dominant eigenvector corresponding to the RFI or its
array response vector in the direction θi , zk [n] is the baseband voltage of the RFI, sk [n] and ak (θi )
are the baseband voltage and array response vectors of the signal of interest, respectively, and η k [n]
is the random noise vector at frequency bin index, k. A functional block diagram of the real-time
RFI mitigation algorithm as it is implemented on the HPCs is shown in Figure 5.8.
This mode is capable of RFI mitigation in any or all frequency bins throughout the bandwidth. As with the real-time beamformer mode, all of the frequency bins are processed simultaneously. This simultaneous processing is achieved with the parallel computation ability of GPUs,
more specifically, the CUDA basic linear algebra subroutines (CUBLAS) and CUDA based collection of dense and sparse direct solvers (cuSOLVER) libraries [58]. The CUBLAS and cuSOLVER
libraries provided functions that enable computationally efficient parallel multiplication and eigenvalue decomposition, respectively. A few kernels were also written for data restructure as well as
eigenvector selection.
The structure of this mode is similar to that of the real-time beamformer excluding the correlation and subspace projection. Recall that an m-count constitutes data from all of the F-engines,
and needs to be aggregated in software. In both modes, a kernel (a function executed on a GPU)
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Figure 5.8: A functional block diagram showing the RFI mitigation algorithm per HASHPIPE
instance with a save thread that writes to disk. The data of each frequency bin, k, is correlated, then
an eigenvalue decomposition is performed on the correlation matrix. The dominant eigenvector is
selected and used to compute the projection matrix which is then multiplied by the pre-computed
weights, and finally, applied to the beamformer.

is used to restructure the data received from each F-engine into a single m-count which constitutes all of the inputs from all of the F-engines. This kernel is called the data restructure()
kernel, and it performs the transpose done by the thread of the same name in the real-time raw voltage and correlator modes. It also restructures the data for the parallel computation performed with
cublasCgemmBatched() and cusolverDnCheevjBatched() functions provided by the CUBLAS
and cuSOLVER libraries. These functions perform simultaneous operations on multiple arrays of
data called batches. In the case of the real-time RFI mitigation and beamformer modes, for computational efficiency, each batch is a frequency bin. Because of this, the data restructure()
compute kernel ensures that the frequency bin is the last dimension of the array with the first and
second dimensions being the total number of inputs and time samples, respectively. The data is
transposed and placed in column-major order (a requirement for the previously mentioned func-
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tions) as shown
input idx = i + Ni*c+ + Nc*Ni*t + Nt*Nc*Ni*f + Nf*Nt*Nc*Ni*m,

(5.2)

transpose idx = i + Ni*f + Nf*Ni*t + Nt*Nf*Ni*m + Nm*Nt*Nf*Ni*c,

(5.3)

where Ni is the number of inputs per F-engine/ROACH with i as the input indices, Nc is the
number of frequency channels with c as the channel indices, Nt are the number of time samples
with t as the sample indices, Nf are the number of F-engines/ROACHES with f as the F-engine
indices, and Nm are the total number of m-counts with m as the m-count indices.
After the data is restructured, a correlation is then performed with the cublasCgemmBatched()
function. This function has 15 parameters; a handle to the CUBLAS library context, six correspond
to the dimensions of each array (the two involved in the operation and the output array), two represent operations on the two input arrays, two are scalars multiplied by the input and output, one
is the total number of batches, and the last three are pointers to each of the arrays. Table 5.3 shows
each parameter along with its purpose. More information can be found here [58].
Table 5.3: This table shows the parameters of the cublasCgemmBatched() function. A and B are
the left and right array pointers used in the multiplication and C is the output. A matrix in this
case refers to a single batch which is indexed by k.
Parameter
handle
transa
transb
m
n
k
alpha
A
lda
B
ldb
beta
C
ldc
batchCount

Purpose
Handle to the CUBLAS library context.
Operation on A[k] (conjugate transpose or none).
Operation on A[k] (conjugate transpose or none).
Number of rows of matrix A[k] and C[k].
Number of columns of matrix B[k] and C[k].
Number of columns of A[k] and rows of B[k].
Scalar used for multiplication by input matrices.
Array of pointers or batches in left input array.
Leading dimension of two-dimensional array used to store each matrix A[k].
Array of pointers or batches in right input array.
Leading dimension of two-dimensional array used to store each matrix B[k].
Scalar used for multiplication by output matrix.
Array of pointers or batches in output array.
Leading dimension of two-dimensional array used to store each matrix C[k].
Number of pointers contained in A, B, and C.
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The output of this function is a correlation matrix which is then decomposed into its eigenvalues and eigenvectors with the cusolverDnCheevjBatched() function. This cuSOLVER function uses the Jacobi method to solve for the eigenvalues and eigenvectors. It is an iterative method
that diagonalizes the matrix and approximates the eigenvalues. This method is well suited for parallel computation compared to other iterative algorithms. Information on the Jacobi method and
other iterative algorithms used for eigenvalue decomposition can be found here [59].
Table 5.4 shows all of the parameters of the cusolverDnCheevjBatched() function and
their purposes. After computation, the eigenvalues are placed in array W as shown in the table
while the eigenvectors replace the columns of the correlation matrix input array. The eigenvalues
and eigenvectors generated by this function are in ascending or non-sorting order which is convenient for the next step, projection matrix calculation. Preceding the eigenvalue decomposition function is another that calculates the sizes needed for pre-allocated buffers called cusolverDnCheevj
-Batched bufferSize().
Table 5.4: This table shows the parameters of the cusolverDnCheevjBatched() function. Array
A serves as both an input and output array for the purposes of this algorithm. Similar to Table
5.3, a matrix in this case refers to a single batch indexed by k.
Parameter
handle
jobz
uplo
n
A
lda
W
work
lwork
info
params
batchSize

Purpose
Handle to the cuSolverDN library context.
Specifies options to either compute eigenvalue only or compute eigen-pair.
Specifies which part of A is stored, upper or lower triangle.
Number of rows (or columns) of matrix A[k].
Array of dimension, lda×n×batchSize. Initially input matrix, then stores
eigenvectors after operation.
Leading dimension of two-dimensional array used to store matrix A.
A real array of dimension n×batchSize. It stores the eigenvalues of A in ascending
order or non-sorting order.
Array of size lwork, workspace.
Size of the workspace returned by cusolverDnCheevjBatched bufferSize().
An integer array of dimension batchSize.
Structure filled with parameters of Jacobi algorithm.
Number of matrices.

The projection matrix is calculated with the dominant eigenvector from the eigenvalue
decomposition which is assumed to be the RFI array response vector. Recall that the eigenvectors
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are in ascending order. So the dominant eigenvector is the last column of the matrix. A compute
kernel, called maxEigVec per bin(), was written to search and store the dominant eigenvector of
each frequency bin in an array.
With the projection matrix initialized as the identity matrix, the cublasCgemmBatched()
function was used for the calculation. In this case, the full operation of this function is utilized.
The operation of the function is as follows
C[k] = αop(A[k])op(B[k]) + β C[k],

(5.4)

where C[k] is the output array of batch/frequency bin index, k. A[k] and B[k] are the input arrays
used in the multiplication. op() is the operation on the matrix. Either no operation or conjugate
transpose. α and β are scalars are multiplied by the input and output arrays, respectively. In
the case of projection matrix calculation, α is set to -1, β is 1, C[k] is the projection matrix, Pk ,
corresponding to a batch/frequency bin, k, and initialized as an identity matrix. A[k] is the dominant
eigenvector with no operation on it while B[k] is the same vector with the conjugate transpose
operation. Recall that these are all of the necessary elements for projection matrix computation as
follows
Pk = I − uk uH
k .

(5.5)

The same function, cublasCgemmBatched(), is used to multiply the projection matrix by
the weights, and also for the inner product of the data and the weights. Similar to the correlation
matrix calculation, α is set to 1 and β is set to 0. There are no operations on the arrays used for
the projection matrix and weight multiplication. But since the beamformer operation is an inner
product, the weights are the first input array with a conjugate transpose, and the data is the second
array with no operation. This inner product operation is the same used in the real-time beamformer
mode. Finally, a simple kernel, called iq output(), is written to interleave the real and imaginary
samples of data. The data is then written to a binary file which is analyzed in post-processing.
In order to properly test this mode, simulated data containing both a signal of interest
and RFI was generated in MATLAB. To show the full beam response, the signal of interest was
simulated moving across the array while the RFI was stationary and placed in a sidelobe of the
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beam at approximately 42 degrees as seen in Figure 5.9. For comparison with the real-time RFI
mitigation, the response seen in Figure 5.9 was generated with the real-time beamformer.

Figure 5.9: The beamformer response of a single bin with the real-time beamformer mode given
RFI in a sidelobe of the beam. This was the initial test with simulated data at the input of the
real-time beamformer to compare against the XRFI mode given the same location of RFI in the
sidelobe of the beam (at approximately 42 degrees).

The two beams formed by the weights were separated by approximately 2.5 degrees with
one at 80 degrees and the other at 82.5 degrees. In the case of the simulated data and weights,
the specifications were set for two dual polarization beams, X and Y, which was valuable for
simulation, but not relevant to system tests since patch antennas were used. Therefore, there were
four total beams used for simulation tests. Only a single beam is necessary for demonstration
purposes as shown in Figure 5.9 and 5.10.
Figure 5.10 shows the beam response of the real-time RFI mitigation mode with a null
placed in the position of the RFI previously seen in Figure 5.9. The RFI was successfully cancelled
with minimal effect to the beam pattern, and more specifically, no effect on the main lobe. Fully
simulated RFI mitigation tests with higher numbers of interferers at the same frequency showed
progressive instability in the beam pattern as a result of the subspace projection technique. For

68

now, this technique will be used assuming a single stationary interferer to ensure a stable beam
response as seen in Figure 5.10.

Figure 5.10: The beamformer response of a single bin with the XRFI mode given RFI in a sidelobe
of the beam. This was the initial test of the XRFI mode and as expected, a null is formed at
approximately 42 degrees where the RFI was located as seen in Figure 5.9 in the output of the
real-time beamformer.

5.2.3

Timing Analysis
All of the processing or GPU accelerator threads in each mode (except for the raw voltage

mode with no GPU accelerator thread) were timed to determine whether they could be bottlenecks
in performance. A monotonic clock was used to measure the time that each GPU accelerator thread
took processing data. To meet real-time requirements, the data needs to be processed within
Time samples
,
Coarse Channel Bandwidth
4250 samples
=
,
1.5625 MHz

Real-time =

= 2.7 ms.
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As previously mentioned, more testing will need to be done to find an optimal number of
time samples for computational efficiency. 4250 samples was an arbitrary number chosen for initial
tests that was a multiple of 85 (the number of time samples in a packet of data), and close to the
total number of samples in a block for FLAG, the project discussed earlier in this document. Table
5.5 shows the measured processing time of each GPU accelerator thread given a 4250 sample block
of data. To achieve this computation time with the beamformer and RFI mitigation modes, pinned
memory was implemented as well as the use of the functions from the CUBLAS and cuSOLVER
libraries.
Table 5.5: This table shows the computation time of each GPU accelerator thread. These are
the average times seen throughout a scan, however, some of the blocks of in the real-time
beamformer and RFI mitigation modes are processed slower.
GPU Accelerator Thread
Beamformer
RFI mitigation
Correlator

Average Time
1.4 ms
2.3 ms
8.5 ms

For most of the blocks processed with the beamformer and RFI mitigation modes, the
computation time is within 2.7 ms. While on average, these computation times are low, some of
the block processing exceeds 2.7 ms which means there is still further optimization to be done.
The RFI mitigation mode in particular sometimes exceeds the real-time constraint by about 1 to 2
ms. This could be improved by splitting the processes of the GPU accelerator thread across CPU
cores. It could also be improved by rewriting the code with GPU kernels that take advantage of
CUDA streams or any other computational efficiency enhancing libraries or algorithms.
The xGPU mode on the other hand, far exceeds the real-time constraint by approximately
5.8 ms. This is largely due to the fact that the mode was developed externally, and an old version of
the code [38] was used during the test. An update to the code may drastically decrease computation
time, however, if this is not the case, a considerable amount of work will need to be done to evaluate
the computational efficiency of the correlator. The use of libraries such as CUBLAS may prove
useful in this endeavor. Since calibration was not performed during these tests, focus was not given
to optimization of the correlator.
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However, the data throughput issue requires more work than just CUDA code optimization.
The raw voltage mode still drops a small percentage of packets despite not having a GPU accelerator thread. This shows that there are bottlenecks within the system that still need to be resolved.
This will be discussed in more detail in the next chapter.

5.2.4

Software Improvements and Additions
The software improvements detailed here were done to increase data throughput to 100%,

an issue discussed in Chapter 3. It was discovered that multiple optimizations would need to be
made in order to eliminate the dropped packet issue completely. Some of these optimizations
include the implementation of pinned memory, experimentation with the shared memory buffers
between threads, network experimentation, and optimization of the save thread which writes the
output data to disk. Other optimizations to be made will also be discussed such as data storage
upgrades, and additional software and network improvements.
As discussed in Chapter 3, pinned memory improved the host to device memory copy speed
by approximately seven times. The details of the pinned memory implementation were discussed
in Chapter 3 and the improvements were still made evident when applied to the real-time RFI
mitigation mode as well as the other modes in this system similar to FLAG. Unfortunately, this
was not the only optimization that would need to be made in order to improve the data throughput.
The number of blocks in the shared memory buffers between threads was increased to
observe the effect that the change would have on the data throughput. Figure 5.11 shows the
percentage of dropped packets vs. the number of blocks in a shared memory buffer. The percentage
drops as the number of blocks increase, but only until approximately 100. The percentage of
dropped packets does not decrease below approximately 0.5% despite an increase in the number
of blocks from 100 to 150. The threshold for the number of blocks in a buffer that decrease the
number of dropped packets is approximately 100. This shows that there are other optimizations
that need to be made in the system to eliminate this dropped packet issue.
Among a few changes made to the methods of packet capture, two are worth detailing here.
For packet capture, a change was made from the standard to packet sockets. It was discovered
after implementation and testing of packet sockets that the input data rates at the 10 GbE ports of
the servers were too low for this change to improve data throughput. Recall that in Section 5.1,
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Figure 5.11: A bar graph showing the percentage of dropped packets given an increasing number of
input blocks within the shared memory buffer. The percentage of dropped packets decreases as the
number of input blocks increases. This percentage remains constant after 100 input blocks. There
are other system optimizations that must be performed in order to receive 100% of the packets
throughout an entire scan.

the input data rate at the 10 GbE port of each server is 3.6 Gbps which is 36% of the maximum.
Packet sockets bypass the kernel’s Transmission Control Protocol/Internet Protocol (TCP/IP) stack
and directly capture the packets eliminating any latency when moving through the Open System
Interconnection (OSI) layers [60], [61]. This method is useful when the input data rate approaches
the maximum of 10 Gbps and the latency caused by data transfer through all of the OSI layers is
an issue. In the current configuration, with an input data rate of 3.6 Gbps, packet transfer through
the TCP/IP stack does not generate latency that causes packets to drop before being received by a
socket. This means that both the standard and packet sockets can be used for data capture. In future
systems with higher throughput, the packet socket implementation or others such as InfiniBand
(IB) verbs should be considered [62]. The implementation of packet sockets in HASHPIPE can be
found here [32]. Adding this feature to the net thread took quite a bit of effort since root privileges
as well as a good understanding of network configuration was required.
After detailed tests on the net thread to determine it was not the bottle neck, the focus was
placed on the GPU accelerator and save threads. Since the raw voltage mode does not have a GPU
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accelerator thread, it was used to diagnose and optimize the save thread. When testing the save
thread in the other modes, the size of the block of data changes and the computation time of the
GPU accelerator thread is taken into account. Initially, a single block of data (17.408 Mb in the
raw voltage mode) was written to disk at a time which is inefficient considering the write speed of
the RAID 0 array of SSDs for a single HASHPIPE instance is 4.16 Gbps. The update to the save
thread was to store the blocks of data in an array until a selected number as shown in Figure 5.12.

Figure 5.12: A visual representation of the optimized save thread. The blocks from the shared
memory buffer are copied to an array in the save thread and stored until a selected number. The
data in the array is then written to disk and the process is repeated until the end of the scan.

The array can also be viewed as an additional buffer in the save thread. The data in the
array is then written to disk which makes the process significantly more efficient and reduces the
amount of time spent in the save thread per block of data. This led to the best improvement in
data throughput with the number of dropped packets reducing to between 0 and 80 on average in a
five minute scan consisting of approximately 16 million packets. Improvements were observed in
the other three modes, but not to the same degree except for the real-time beamformer which had
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approximately the same reduction in the number of dropped packets. The real-time RFI mitigation
and correlator mode did not have the same level of improvement which indicates more optimization
in both GPU accelerator threads is needed. Besides optimization of the GPU accelerator thread,
operation of the save thread for the XRFI mode could be improved by decreasing the number of
beams which in turn reduces the size of the data being written to disk.
Optimization of the GPU accelerator threads would be different for the XRFI and correlator mode. As previously mentioned, the XRFI mode could be improved by separating the GPU
accelerator thread into two, each operating on its own CPU core, thereby reducing the computation
time since each thread would be working simultaneously, but with a fraction of the operations. The
CUDA code of the GPU accelerator thread for the correlator mode was developed by M.A. Clark
et al [38], and would need to be updated with changes from the most recent commit of the code
repository. Or more computationally efficient code than that currently in use could be written to
improve the time spent in the GPU accelerator thread.
Time spent in the save thread could also be improved by increasing the write to disk speed.
This could be done by increasing the number of SATA SSDs per server, using an array of Nonvolatile memory express (NVMe) SSDs, or a clustered file system. A performance analysis of
NVMe SSDs and a description as well as examples of cluster file systems can be found here [63],
[64]. The addition of a hardware RAID controller might also improve performance rather than
relying on the software RAID that is currently implemented.
Additional features will be implemented in the software which include other RFI mitigation
techniques such as the broad null algorithm used to cancel RFI in motion with limited distortion
of the beam pattern [65] as well as a model-based technique capable of identifying the RFI and
mitigating it without input from the user. Another feature will be the ability for the user to select
the frequency bins that require RFI mitigation. This is an addition that will need to be incorporated
into the user-controlled python interface.
A python interface that allows the user to control HASHPIPE on multiple servers was
developed to simplify operation of the system. This interface enables the user to select the operational mode, input parameters depending on the mode as well as start and stop scans. It also cleans
shared memory before HASHPIPE is run, and easily transitions from the standard to the packet
socket implementation with the help of a configuration file. This configuration file also simplifies
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user specific changes such as HPC name, IP address (or interface name in the case of packet sockets), UDP port, weight file, and the paths used by the code. Additional details on how to control
HASHPIPE with this interface can be found in Appendix B.

5.3

Summary
This chapter presented an overview of the ONR adaptive beamforming array as well as the

software development of the digital back end. Details were provided on the operational modes
used for real-time signal processing with more focus given to the real-time RFI mitigation mode
that was first developed for this project.
The chapter also discusses the optimizations that were, and will be made to improve data
throughput and enable 100% packet reception throughout entire scans of all operational modes.
The full data throughput analysis is also provided for other developers looking to implement similar
software. It also provides information on the other features added to the software such as the
python interface that allows users to easily control HASHPIPE, and enable simpler development
of a graphical user interface (GUI).
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CHAPTER 6.

ADAPTIVE BEAMFORMING ARRAY EXPERIMENTAL TESTS

In order to evaluate the performance of the system (both the front end and back end), a
number of tests and measurements were carried out. Tests with all four operational modes were
done to ensure that the data was being processed in real-time correctly, and different figures of
merit were measured to ensure the system was performing well and as expected. During these
tests, a number of discoveries were made that led to adjustments throughout the system. These
adjustments enabled better output responses from all modes, and accurate measurements of the
figures of merit.

6.1

Experiment Overview
The 16 element square patch array seen on the left of Figure 5.3 was used for the entirety of

these tests. Therefore, 16 receiver boards seen in Figure 5.2 and 16 out of the 18 inputs to all three
SNAP boards were used. For the operational mode tests, one or two patch antennas (depending on
whether the tests were one or two tone), one or two 4 GHz signal generators (Agilent 8648D signal
generator) producing the RF signal, and a 20 GHz signal generator (Agilent MXG N5183A analog
signal generator) providing the LO were connected via frequency mixers and used to transmit over
air.
The LO, used for the transmitters, was set to 10 GHz to mix the RF signal up to X-band
since the receiver is within the 10 and 10.5 GHz range. The two 4 GHz signal generators were
used to transmit the RF signal because only one 20 GHz generator was available during these
tests. These generators were also capable of producing signals significantly lower than the 20
GHz instrument which provided a wider range of amplitudes to conduct tests. The 4 GHz signal
generator can produce a signal with a power as low as -136 dBm while the 20 GHz generator has a
minimum power of -20 dBm. Although the minimum was not used, it is important that low power
can be generated by the transmitters because of the constraints of the channelizer in the F-engine
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as well as the limited space in the lab used for tests (reduces the range between the transmitter and
receiver). These will be discussed further in the sections that follow. The transmitter setup can be
seen in Figure 6.1 showing the signal generators and patch antennas used as well as the spectrum
analyzer used for analysis of the receiver board output.

Figure 6.1: These were the instruments used during live tests. The HP 8592L spectrum analyzer
(top left) was used to analyze the output of the receiver boards before the data is processed by the
back end. The Agilent MXG N5183A analog signal generator (top right) was used as the LO while
the two Agilent 8648D signal generators (bottom two) were the RF signals for the transmitters.
Frequency mixers were used to mix the RF signals up to X-band.

If a second 20 GHz generator was available and it was necessary to decrease the power
levels, another method would be to use attenuators that provide different levels of loss at the output
of both generators. The attenuators would then be connected to the patch antennas used for transmission. This method was used initially when performing single tone tests that required a single
signal generator. The disadvantage of this method is that the different levels of loss depend on the
attenuators available. Using the 4 GHz generators provides a more continuous rather than discrete
variation between power levels that can easily be changed by the turn of a knob, but present a more
complicated setup for signal transmission at X-band.

77

The figures of merit were measured with the help of an excess noise ratio (ENR) noise
source that converts a DC input into white noise. These measurements will be discussed further in
the next section.

6.2

Figures of Merit
Figures of merit are quantities used to characterize the performance of an instrument or

system. The raw voltage mode was used to capture the data that provided these measurements calculated in post-processing. The figures of merit discussed here include system noise temperature,
and noise figure. A hot and cold source are needed to measure these figures of merit. A 15.6 dB
ENR noise source was connected to the input of a receiver board and when turned on, it was used
for the hot source, and when off, it was used for the cold source. It is important that the noise
source was connected directly to the receiver board with no cable placed in between them because
it would produce loss and if unaccounted for, would render the measurements inaccurate.
It is also important that the LO ports of the receiver boards were provided with enough
power to mix the signal down to IF frequencies. The receiver boards were designed for a minimum
power of 13 dBm to drive the LOs. This value was important when measuring the noise figure
because it was observed that a LO driven with low power shifts a fraction of it down to the intended
frequency, which in this case is 300 MHz. Therefore, at low enough power, the difference between
the hot and cold source PSD would be small, and produce inaccurate noise figures.
Measurements were taken at two stages of the system; the output of the front end (the
receiver boards), and at the output of the digital back end (output of the real-time raw voltage
mode). At both stages, the Y-factor method was used to calculate the noise figure and system noise
temperature. The Y-factor is calculated as follows,
Y=

Nhot
,
Ncold

(6.1)

where Nhot and Ncold are the noise powers of the hot and cold sources respectively. The noise figure
is calculated with the Y-factor by,
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ENR
,
Y −1

(6.2)

FdB = 10 log F,

(6.3)

F=

where ENR is the linear to dB conversion of ENRdB which in this case is 15.6 dB with the noise
source used for these measurements. And the system noise temperature is calculate as shown
below,
Tsys = To (F − 1),

(6.4)

where To is room temperature which is equal to 290 K. Using these equations, the measurements
shown in Table 6.1 were made and taken at the center of the band.
Table 6.1: This table shows the figures of merit of three out of 16 receiver boards that were measured by acquiring data with a hot source (powered 15.6 dB ENR noise source) and a cold
source (15.6 dB ENR noise source turned off) directly connected to each. Noise PSDs
measured from a spectrum analyzer were used to calculate these figures of merit
with the Y-factor method. Theses measurements were taken at the center of the
band.
Receiver
Board
Board 1
Board 2
Board 3

Cold Source
PSD
-105.6 dBm/Hz
-95.8 dBm/Hz
-102.4 dBm/Hz

Hot Source
PSD
-93.6 dBm/Hz
-87.4 dBm/Hz
-93.8 dBm/Hz

Noise
Figure
3.8 dB
8.0 dB
7.7 dB

System Noise
Temperature
413.9 K
1523.0 K
1405.2 K

For the front end measurements, a spectrum analyzer (HP 8592L spectrum analyzer) was
connected to the output of a receiver board and a PSD measurement was taken with the noise
source turned on, and off. The Y-factor method was used to calculate the noise figures and system
noise temperatures of the three boards shown in Table 6.1. The expected noise figure from the
link budget was approximately 4 dB. Only one board out of the three met this estimation with
the others producing noise figures approximately 4 dB higher than expected. This variability is
currently under investigation, but for now, the noise figures of the receiver boards are acceptable.
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The full system measurements were taken using the output of the raw voltage mode. Similar
to the previously discussed measurements, the data was acquired with the noise source turned on
and off. Then, by taking the absolute value squared, and averaging over the time windows, a time
average power was calculated for each frequency bin. Figure 6.2 shows the spectra of receiver
board 1 connected to the 15.6 dB ENR noise source with measurements seen in Table 6.1 and 6.2.
This serves as an example of the spectra observed from each receiver board.

Figure 6.2: A plot showing the hot (blue curve) and cold (red curve) spectra of a single element in
the phased array (receiver board 1 from Table 6.2). The hot source measurement was taken with
a 15.6 dB ENR noise source while the cold source measurement was taken with no noise source
connected. The fluctuation in power is passband ripple from the receiver board filter response.

The red curve represents the spectra of the hot source (the noise source turned on), and the
blue curve represents the cold source (the noise source turned off). The fluctuation observed in
the spectra is passband ripple from the receiver board filter response. With these measurements,
the noise figure of receiver board 1 was calculated to be 5.8 dB, and the system noise temperature
was 814.2 K as seen in Table 6.2 which also shows the results of the other two boards. These
measurements were taken at the center of the band as they were in the front end.
While there was an small increase in noise figure at the output of the system with board 1,
the other two appeared to slightly decrease. The change in noise figure at the output of the board
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Table 6.2: This table shows the figures of merit of three out of 16 receiver boards that were measured by acquiring data with a hot source (powered 15.6 dB ENR noise source) and a cold
source (15.6 dB ENR noise source turned off) directly connected to a board. Noise PSDs
were calculated with the output of the raw voltage mode which were then used to
approximate these figures of merit with the Y-factor method. Theses measurements were taken at the center of the band (10.2 GHz), the same frequency
as those in Table 6.1.
Receiver
Board
Board 1
Board 2
Board 3

Noise
Figure
5.8 dB
6.2 dB
7.6 dB

System Noise
Temperature
814.2 K
908.0 K
1384.9 K

compared to that of the system appears to be negligible due to the fact that these measurements
were approximations. Therefore, there was little to no added noise observed in the output of the
system with board 2 and 3. And this means that there was little or negligible noise added to the
system from the digital back end.
It is also worth noting that with the power at the LO set to 13 dBm (estimated power to
drive them), there were occasionally periodic spurs seen at 10.15 and 10.25 GHz which indicated
artifacts produced by the FPGAs. The source of the artifacts was believed to be the FPGAs since
the spurs were not seen in the output of the receiver boards and no additional processing occurred in
the HPCs in the raw voltage mode. The spurs are possibly due to incorrect ADC gain settings, but
since there was inconsistency in when they appeared, this could not be concluded until further tests
were performed with the SNAP boards. These tests are currently in progress, and until the issue
is resolved, when performing other experiments that do not involve noise figure measurement, it
is recommended that the system operates with low LO power to prevent the possibility of these
spurs. This will be discussed further in the next section.

6.3

Full System Experiments
A number of experiments were carried out to test the full system and all of the operational

modes previously discussed. These experiments were carried out by transmitting one or two signals
over the air to the receiver with the use of signal generators and patch antennas detailed earlier in
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this chapter and shown in Figure 6.1. The receiver setup is shown in Figure 6.3, and was used
throughout these experiments.

Figure 6.3: The rack containing all of the components of the system. There are two power supplies,
a synchronizer providing a 1 PPS and an ADC sample clock, three SNAP boards, a power board, 16
receiver boards, a signal generator providing the LO, two Ethernet switches, a 16 element square
patch array, and four HPCs.

In regards to the receiver boards, it is important to note that while driving the LO with
13 dBm of power was important when measuring the noise figure, this was not the case when
processing data containing a signal of interest. Due to the implementation of the FFT as the
channelizer as well as under tested ADC gain settings on the SNAP boards, the signal would
need to be relatively low in order to prevent spectral leakage and possibly clipping (the previously
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discussed artifacts). The LO was therefore provided -1 dBm of power during these experiments
as a short term solution to the aforementioned mentioned issues. With a low power at the LO,
the signal was still detected at the correct frequency within the band with no spectral leakage
or clipping issues, and different beamforming techniques could still successfully be performed.
However, this is a short term solution since it puts unnecessary constraints on the level of power
accepted by the receiver. The long term solutions will be provided after further discussion on the
effects of the FFT implementation in firmware.
The experiments discussed here determined the functionality of each operational mode as
well as that of the firmware implemented in the SNAP boards. Various tests were performed with
each mode with one or two transmitted signals for RFI mitigation experimentation. The realtime beamformer and RFI mitigation modes were primarily tested with two signals to compare
responses with and without subspace projection. The xGPU mode was only tested with one transmitted signal as well as none in order to ensure that it was functioning as expected. The raw voltage
mode was tested with both one and two transmitted signals with the output providing multiple avenues for experimentation in post-processing. The raw voltage output was also used to measure
the figures of merit as discussed in the previous section. Further analysis of the raw voltage data
enabled the discovery of the error in implementing the FFT for channelization in the SNAP boards.
With a single transmitted narrowband signal at 10.22 GHz and no additional channelization,
the output of the raw voltage mode was as expected with a tone at the appropriate frequency as
shown in Figure 6.4. The transmitter was placed in the far field (with the square array having a
length of 6 cm, the transmitter would need to be at least

2D2
λ

=

2×(6 cm)2
3 cm

= 24 cm away from the

receiver), two to three feet away from the receiver, and the previously discussed 20 GHz signal
generator at the lowest amplitude setting (-20 dBm) along with a -20 dBm attenuator were used for
transmission. An FFT was implemented in the firmware of the SNAP board for channelization.
When a second FFT is applied in post-processing to increase resolution, distortion is seen
around the 10.22 GHz signal. This frequency, 10.22 GHz, was not completely arbitrarily chosen
as it is off the center of the coarse frequency bin, 10.21875 GHz. When the signal is placed at
the center of the bin, there is no distortion because of the structure of the FFT. This distortion is
known as spectral leakage or more specifically, aliasing. The aliasing is due to the rectangular
window finite impulse response (FIR) filter which is a poor anti-aliasing filter in the Discrete
83

Figure 6.4: Full bandwidth coarse spectrum of each element in the array in post processing. The
narrowband signal is transmitted at 10.22 GHz (at the black vertical dashed line) with a power of
approximately -40 dBm two to three feet away from the receiver and is seen in the plot with no
distortion in the spectrum.

Fourier Transform (DFT) used in the FFT [66]. If the signal is off the center of the coarse bin the
effects of the rectangular window are observed. The DFT is computed as follows
M−1

Xk =

2π

∑ x[n]e− jk M n.

(6.5)

n=0

This can be written as
∞

2π

Xk = ∑ wR [n]x[n]e− jk M n ,

(6.6)

−∞

where wR [n] is the rectangular window defined as




0, if n < 0



wR [n] = 1, if 0 ≤ n ≤ M − 1





0, otherwise.
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(6.7)

Therefore, the DFT can be computed by taking the Fourier transform of the product of a rectangular
window and an infinite signal as shown
Xk = F {wR [n]x[n]},
= sinc(k) ∗ F {x[n]}.

(6.8)
(6.9)

where F {} is the Fourier transform. The aliasing in the spectrum of Figures 6.5 and 6.6 is a
result of the convolution of the Fourier transform of the narrowband signal with the sinc function.
More specifically, the aliased tones are a result of the convolution of the narrowband signal with
the sidelobes of the sinc function. The effective rectangle window FIR filter cannot attenuate the
signal rapidly enough as frequency separation from the narrowband signal increases, and energy
of the tone spreads to adjacent bins as seen in Figures 6.5 and 6.6. Recall, that these effects are
only observed when a second channelizer in the processing pipeline is used to increase resolution.

Figure 6.5: Full bandwidth fine spectrum of each element in the array after a second FFT in post
processing. The narrowband tone is at 10.22 GHz with a high enough amplitude (approximately
-40 dBm from the transmitter two to three feet away from the receiver) that the aliasing is seen in
the adjacent bins. Any other spikes in the spectrum are RFI or spurs from some receiver boards
used during testing.

85

Figure 6.6: Zoomed in fine spectrum of each element in the array after a second FFT in post
processing. The narrowband tone is at 10.22 GHz with the amplitude high enough that the aliasing
is seen in the adjacent bins. The distorted spectrum and tone are much clearer here than in Figure
6.5

Therefore, given high enough transmit power, the aliases surpass the noise floor and are
visible. A possible solution would be to transmit all of the signals at the center of a coarse bin, but
that is an unnecessary constraint to place on the system given other long term solutions that would
enable analysis and communication at any frequency within the bandwidth. The long term solution
that is currently being developed for the system is the use of an oversampled PFB as the first of the
cascaded frequency channelizers implemented in firmware rather than the FFT. The oversampled
PFB eliminates the aliased tones and unlike the PFB which is critically sampled, has no spectral
scalloping which is a term discussed in Chapter 3. Although the FFT is more computationally
efficient, the advantages of the oversampled PFB far out weigh the higher order of computation
which is negligible considering the hardware resources that currently exist. Further discussion
of the oversampled PFB can be found here [67], [68], and details on the implementation will be
provided in future literature from the RAS group at BYU.
Before the implementation of the FFT in the firmware was discovered to be the reason for
the spectral leakage, the output of the front end (output of the receiver boards) was observed with
a spectrum analyzer to determine whether it could have been the source. The idea was that there
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could have been clipping in the receiver boards which would lead to similar distortion. There was
no sign of this given the transmit power that was used so then the source of the distortion would
indeed be found in the firmware since there was no additional processing in the HPCs with the raw
voltage mode.
The source of the distortion was initially thought to be one of two possibilities; the dynamic
range was exceeded or implementation of the FFT rather than other techniques for channelization.
The dynamic range is the range of input that can be detected by the device (in this case the SNAP
boards) without appreciable distortion. It can be approximated by assuming the 8 bit quantization
(the number of bits that represent a real or imaginary sample) of a sine wave [69] which is the
signal used during testing,
DRdB = 1.76 + 6.02m,

(6.10)

where m is the number of quantization bits which in this case is eight. This results in a dynamic
range of approximately 49.9 dB which is significantly higher than any value observed at the input
of the SNAP boards. Therefore, this can be ruled out as the source of the spectral leakage.
This would lead to the implementation of the FFT rather than a different technique for
channelization as the source of the distortion. In order to verify that this was the case, a simulation
was generated. A sinusoidal tone with an amplitude high enough to induce aliasing plus noise
were generated in MATLAB. A 64-point FFT followed by a 128-point FFT were applied to the
signal with the sinusoidal tone frequency off a coarse bin center (a 64-point FFT bin center). As
previously mentioned, with the tone frequency at the center of the bin, no aliasing was observed.
With the tone frequency offset from the center of the bin, aliasing is observed after the 128-point
FFT as seen in Figure 6.7. This is the same effect seen when a second FFT is applied to the output
of the receiver system. The simulation solidifies that a different technique, known to eliminate
spectral leakage, should be implemented for channelization in the firmware rather than the FFT.
Implementation of another channelization technique would take quite a bit of time for those
currently working on it so a short term solution to the spectral leakage issue would need to be
employed in order to further test the rest of the system. A few tests were carried out with the
simulated data to find such a solution, the most promising of which was the application of different
windows to the data before the FFT. This minimized aliasing, but it did not eliminate it entirely
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Figure 6.7: The output of the second FFT with no window showing the aliasing given a simulated
tone with high amplitude and added noise. The primary tone is seen at the red vertical line.

as seen in Figure 6.8 with a Hamming window applied to the data. Since the application of a
window did not eliminate the distortion entirely, implementation in the firmware would still be a
time constraint, and the added operations would increase the order of computation, another simpler
solution would need to be employed.
The chosen short term solution was to decrease the transmit power so the aliased tones were
no longer in the spectrum. Multiple tests were carried out with available attenuators applied to the
signal generator used for transmission. Recall that the 20 GHz signal generator has a minimum
power of -20 dBm. This does not eliminate the spectral leakage issue. Therefore, an attenuator
would need to be placed on the signal generator before the patch antenna. Singular or cascaded
attenuators with losses of -20, -27, -32, and -40 dBm were used to determine how low the power
of the signal being transmitted would need to be from two to three feet away from the receiver in
order to eliminate the distortion.
The -40 dBm attenuator proved to be the most effective in eliminating the aliasing as seen in
Figures 6.9 and 6.10. Any additional spurs seen on the curves of individual elements in Figure 6.9
are from two faulty receiver boards. The attenuator reduced the transmit power to approximately
-60 dBm, and as seen in Figure 6.10 there is no spectral leakage. Until a new channelizer is
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Figure 6.8: The output of the second FFT with a hamming window applied showing significantly
reduced aliasing given the same simulated tone with high amplitude and added noise as in Figure
6.7. The primary tone is seen at the red vertical line. Using a window is one possible solution to
the aliasing issue given cascaded standard FFTs. The issue is not completely eliminated.

implemented in the firmware, the current solution is to ensure that the transmit power is low enough
to eliminate distortion.
After a short term solution for spectral leakage was established, multiple experiments were
carried out in the raw voltage mode with a single transmitter as well as two. The experiments
were primarily performed to ensure the phased array receiver was working as expected. More
specifically, they were done to test various beamforming techniques with the receiver, and for some,
to serve as a comparison with their real-time counterpart i.e. a comparison between beamformer
output in post-processing and in real-time.
The beamforming techniques used in these experiments included; equal or unity weights,
CFM, and subspace projection beamformers [22]. A calibration that generates beams in multiple
directions is yet to be performed. Scripts have been written and tested in simulation to generate
multiple beams with CFM and max-SNR beamformers, but calibration has not been performed
given the current stage of development of the receiver. Future experiments will involve calibration
with a powerful transmitter in an anechoic chamber to form multiple beams.
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Figure 6.9: Full bandwidth fine spectrum of each element in the array after a second FFT in post
processing. The narrowband tone is at 10.22 GHz with a low enough amplitude (approximately
-60 dBm from the transmitter two to three feet away from the receiver) that no aliasing is seen in
the adjacent bins. Any other spikes in the spectrum are RFI or spurs from some receiver boards
used during testing.

The equal weights beamformer is a technique where all of the elements in the weight vector
contain the same value. In this case, one, which makes them unity weights as shown
wq,k = 1, for all q and k,

(6.11)

where q is the index of an element in the weight vector and k is the frequency bin index. With the
same value in all of the elements of the weight vector, a single beam is formed in the broadside
direction of the array. The response of this technique was used as a basis to compare with the other
beamformer outputs that manipulate the beam pattern.
Recall that in Chapter 2, the CFM beamformer was equivalent to the maximum gain beamformer when the correlation matrix is approximately a scaled identity. Therefore, the calculation
of the weight vector is equivalent and is as follows
w = αa(θs ),
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(6.12)

Figure 6.10: Zoomed in fine spectrum of each element in the array after a second FFT in post
processing. The narrowband tone is at 10.22 GHz with a low enough amplitude that no aliasing
is seen in the adjacent bins. The non-distorted spectrum and tone are much clearer here than in
Figure 6.9.

where α can be chosen to constrain the beam response as seen in Chapter 2, and a(θs ) is the array
response vector in the direction of the signal of interest, θs . In the case of a two tone experiment
with the more powerful signal assumed to be the RFI, the second dominant eigenvector corresponds
to the array response vector of the signal of interest. This is the eigenvector used to form the
weights of the CFM beamformer.
For RFI mitigation, the subspace projection technique is used as discussed in Chapter 2.
The experiments were carried out with one and two transmitted signals. In both cases, the dominant
eigenvalue was assumed to be the RFI, and its corresponding eigenvector was an estimate of the
array response vector. In another experiment, both transmitted signals were assumed to be RFI so
the two dominant eigenvectors were used to form the projection matrix. Equation 2.20 is used to
form the projection matrix as shown below
Pk = I − Ud,k UH
d,k ,
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(6.13)

where Ud,k contains the normalized dominant eigenvectors at frequency bin index, k, such that
Uk = [Ud,k |Us+n,k ], and Us+n,k contains the eigenvectors of the signal of interest plus noise. Or in
the case of the two tone experiments where both are considered to be RFI, Us+n,k becomes Un,k ,
and only contains eigenvectors that correspond to the noise. Of course, in most applications, there
would be a signal of interest, unless the goal was to smooth the spectrum and eliminate all RFI
within the bandwidth or at a specific frequency. For RFI mitigation of a single transmitted signal,
Pk = I − u1,k uH
1,k ,

(6.14)

where u1,k is the dominant eigenvector of the eigenspace, and is an estimate of the array response
vector of the unwanted signal. And for RFI mitigation of two transmitted signals with Equation
6.13,
Ud,k = [u1,k u2,k ],

(6.15)

where u1,k and u2,k are the two dominant eigenvectors of the eigenspace, and correspond to estimates of the array response vectors of the unwanted signals. The projection matrix, Pk , is then
applied to the weights as seen in Chapter 2, and the beamformer response does not contain any
RFI as long as the dominant eigenvalues correspond to those signals.
Although experiments were performed with both one and two transmitted signals, only
the latter are discussed here because they provide all of the necessary information pertaining to
the data analysis. For the two tone experiments, the transmitters were placed approximately 45
degrees apart relative to the receiver and about four feet away. The 45 degree separation was done
to ensure spatial diversity and that the signals would be distinguishable despite being transmitted
within the same coarse frequency channel. The signals were transmitted within the same coarse
channel to simulate the same situation in applications such as wireless communications or radio
astronomy. The signals were also transmitted at low enough power to prevent the aliasing that was
discussed earlier.
Two different 2 tone experiments are detailed here that were performed in the raw voltage
mode. The first experiment was with narrowband signals transmitted at 10.2184 GHz and 10.2185
GHz as shown in Figure 6.11. The signal transmitted at 10.2185 GHz was the larger of the two,
and it was assumed to be the RFI in all cases. Figure 6.11 shows the responses of the previously
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discussed beamforming techniques. The equal weights beamformer does not manipulate either
signal and shows that the 10.2185 GHz tone is the larger of the two. It serves as a basis for all
of the responses. The CFM beamformer is seen to increase the power of the signal of interest
(lower power signal) while retaining the same level for the RFI as expected. And both subspace
projections mitigate the signals accordingly. The subspace projection with a matrix, Pk , formed
from the dominant eigenvector only mitigates the 10.2185 GHz signal. While the other technique
with a matrix, Pk , formed from the two dominant eigenvectors mitigates both signals as expected.
These tests were a success and proved the effectiveness of subspace projection for RFI mitigation
of narrowband signals. However, RFI in most applications is frequency modulated and wider band.

Figure 6.11: Raw voltage mode output applied to various beamformers in post-processing. The
black vertical lines indicate the two tones transmitted to the receiver. The blue curve is the conjugate field match (CFM), the red curve is equal weights, the yellow curve has subspace projection
(SP) applied to equal weights mitigating the dominant signal (RFI), and the purple curve has subspace projection (SP) applied to equal weights mitigating the two most dominant signals (both RFI
and signal of interest).

The second experiment involved transmission of a FM signal assumed to be the RFI. The
signal generator used to transmit this RFI tone was set to 200 kHz FM which was the maximum
bandwidth. The FM signal overlapped with the 10.2184 GHz narrowband tone and can be seen in
Figure 6.12.
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Figure 6.12: Raw voltage mode output applied to various beamformers in post-processing. The
black vertical lines indicate the two tones transmitted to the receiver. The blue curve is the conjugate field match (CFM), the red curve is equal weights, the yellow curve has subspace projection
(SP) applied to equal weights mitigating the dominant signal (RFI), and the purple curve has subspace projection (SP) applied to equal weights mitigating the two most dominant signals (both RFI
and signal of interest).

All of the responses shown in the figure are from the same techniques used in the previous
experiment. The equal weights beamformer response shows the FM signal with an approximately
200 kHz bandwidth. The FM signal power was constrained to prevent aliasing as previously discussed. Otherwise, with a higher signal power, the FM signal is significantly more visible, but
causes spectral leakage. The CFM beamformer uses the second dominant eigenvector to maximize
the power of the signal of interest and minimize that of the RFI since they are linearly independent vectors. The subspace projection beamformer response corresponding to a projection matrix
formed with the dominant eigenvector shows sufficient mitigation of the FM signal and maintains
the narrowband tone. And the response corresponding to the projection matrix formed with the
two dominant eigenvectors shows mitigation of both signals as expected.
The experiments conducted with the raw voltage mode led to the discovery of channelizer
issues with currently in development solutions, verified that the system is capable of real-time data
capture and storage, provided data that ensured proposed beamforming techniques performed as
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expected, and proved to be useful for future analysis in post-processing. The subspace projection
technique used for experimentation with this mode served as a valid comparison with the response
from the real-time RFI mitigation. Similar experiments were conducted with the other three operational modes except for the xGPU which was only tested with a single transmitter as well as none
(noise input) to verify that it was functional.
The output of the xGPU mode would only be important when performing calibration and
generating weights which were not done during these tests as previously discussed. A single beam
was used for beamforming (unity weights) so no calibration was necessary. Correlation matrices
of eight frequency bins (one bank) were generated with no transmitted signal and only noise at the
input as shown in Figure 6.13. The matrices have strong diagonals indicating correct computation,
and also show the variability in gain between receiver boards. Additional tests were carried out
with transmitted signals and observations were made on the spectra of each input corresponding to
the diagonals of the matrix. In these experiments, the spectra looked as expected given low power
in the frequency banks with large numbers of dropped packets due to the previously discussed data
throughput issues. The xGPU mode will be further investigated after the dropped packet issue is
resolved and the receiver boards have less variability. Despite the issues, the results show that
the real-time algorithm is processing the data correctly, and with the data throughput resolved,
calibration can be performed with the correlator output.
The real-time beamformer and RFI mitigation modes were tested with the same number
and position of transmitters in order to observe the interference cancellation capabilities of the
latter mode. Although tests were also conducted with a single transmitter, those performed with
two are discussed here. The experiments detailed here were also the same as those conducted with
the raw voltage mode which showed the successful operation of the subspace projection technique.
These tests show the successful operation of the real-time RFI mitigation mode which utilizes the
subspace projection technique.
Two patch antennas, separated by approximately 45 degrees relative to the receiver and
about 4 feet away, transmitted narrowband signals at 10.2184 GHz and 10.2185 GHz. The signal
transmitted at 10.2184 GHz was the larger of the two, and assumed to be the RFI. This test was
conducted with the same setup for both the real-time beamformer and RFI mitigation modes. Recall that both signals were contained within the same coarse channel so in order to resolve them,
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Figure 6.13: An example of the correlation matrices generated with real data. These are correlation
matrices of the first eight frequency bins (bank A) given noise as the input.

an additional FFT was performed in post-processing. The transmitter signal power was also minimized to eliminate aliasing caused by the use of an FFT for channelization in the SNAP boards.
Figure 6.14 shows both the real-time beamformer and RFI mitigation responses.
The signal at 10.2184 GHz which is the larger of the two is non-existent in the RFI mitigation response while it is clearly seen in the output of the real-time beamformer. While there is still
optimization to be done, both modes are performing correct real-time computation. And currently,
this is the first functioning real-time RFI mitigation mode implemented on GPUs.

6.4

Summary
The goal of this project is to develop a phased array receiver capable of wireless com-

munication in hostile-RFI rich environments. Though real-time RFI mitigation has been proven,
additional work needs to be done to fully test the communication capabilities as well as additional
optimizations to improve data throughput.
Solutions were also presented for issues discovered while conducting these tests. An oversampled PFB is currently being implemented and tested to replace the FFT as the channelizer in
the F-engine to eliminate spectral leakage. And the short term solution of reducing transmitter
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Figure 6.14: The output of the real-time beamformer (RTBF, the blue curve), and the RFI mitigation algorithm (XRFI, the red curve) both with equal weights. The black vertical lines indicate the
two tones transmitted to the receiver. The RTBF output still has both tones present while the XRFI
mode cancels the most dominant signal (RFI) as expected.

power proved to be effective in removing the aliased tones from the spectra. The responses also
showed the variability in receiver board gain as well as distortion in some of them. Additional tests
will be carried out on the receiver boards in order to ensure that the gain and distortion issues are
resolved.
Despite a few system issues, the responses from each mode show that the real-time computation is correct and reliably processes data. The real-time RFI mitigation mode is shown to
adequately cancel interference, the beamformer forms a single beam and clearly shows the received signals, the correlator generates correctly computed matrices, but wasn’t fully tested in a
calibration procedure, and the raw voltage mode produces accurate sample voltages that were used
for further experimentation. Although additional software optimization is required, the real-time
signal processing with the ONR adaptive beamforming array was successful.
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CHAPTER 7.

CONCLUSION AND FUTURE WORK

In February 2018 and March 2019, FLAG was deployed on the feed of the Green Bank telescope at GBO for commissioning. Experiments were conducted that provided a Tsys measurement
below 18 K which is comparable to that of a single pixel horn feed. These experiments as well
as the development of the real-time signal processing code enabled the detection of radio sources.
The real-time beamformer provided high computation speed and the ability to increase the field
of view by simultaneously scanning multiple points in the sky enabling the detection of transient
sources such as PSR B2011+38, a pulsar discussed in Chapter 4. The fine channel correlator provided increased frequency resolution which enabled the mapping of HI galaxies such as NGC4258
also shown in Chapter 4. FLAG should be able to discover more radio sources including FRBs and
enable additional analysis of known sources given more time on the Green Bank telescope.
The GPU code responsible for the second stage of the cascading PFBs was redesigned
to deal with the PFB scalloping ripple. While the changes made to the second stage PFB were
successfully implemented, tests with the coarse channel PFB (the first stage) would need to be
carried out in order to eliminate the scalloping ripple. This was disregarded due to time constraints
and also because the intention was for full integration tests to be carried out soon after the second
stage redesign, but complications with first stage implementation halted these tests.
The hangs seen in the HPCs during data acquisition have been fixed by adding code to
enable the net thread (packet sniffer) to keep up with the data received from the ROACH II boards.
This has been tested with each mode by performing one hour scans of which there were no hangs.
This solution also enabled the operation of a GUI, designed by Mitchell Burnett, to simplify operation of the FLAG system. The hangs would cause the GUI to become inoperable, but with the
implemented solution, after performing multiple tests with each mode, it can now be used to perform data acquisition and processing during observations. Additional optimizations and changes
were made during the development of the ONR beamforming system.
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The beam interpolation algorithm is in the early stages of development. It is currently being
performed by interpolating the amplitude and phase independently with functions provided by
MATLAB. The functions used were interp() and interp1() which perform a linear and cubic
interpolation respectively. Both functions provided similar results and only made good estimates
when the beams were fractions of HPBW apart.
Full system tests have been carried out with the ONR adaptive beamforming array. The
system is being developed for wireless communication in hostile RFI rich environments. There
are currently four working operational modes; real-time coarse channel correlator, raw voltage,
beamformer, and RFI mitigation. Of the four modes, the correlator proved to be functional, but
was not utilized for calibration as it typically would since a single beam was sufficient for testing
in this document. Calibration post-processing code that uses the correlator output has been written,
and will be utilized for testing in an anechoic chamber.
The raw voltage mode provided data for various measurements and system output analysis.
It enabled the measurement of the noise figure and system noise temperature using the Y-factor
method. And it also led to the discovery of system issues such as spectral leakage due to the use of
a FFT as the frequency channelizer, and variability in power and distortion in receiver board output. The two remaining faulty receiver boards containing spurs in the output are currently being
replaced, and the gain variability is being investigated with a possible redesign in the future. Multiple beamformer techniques were also successfully tested with the raw voltage mode output including the subspace projection technique used for interference cancellation and was implemented
in the real-time RFI mitigation mode.
The real-time beamformer and RFI mitigation modes operated accordingly given various
input. The tests discussed in this document involve transmission of two signals far enough apart for
spatial diversity and far enough from the receiver to use the far-field approximation. Both signals
were visible in the beamformer mode, but the larger of the two was cancelled with RFI mitigation
proving its functionality. Both modes utilized a single beam and were able to perform as expected.
And this is the first successful implementation of a real-time RFI mitigation algorithm on GPUs.
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7.1

Future Work
The cascaded PFB redesign is a procedure worth looking into in the future, however, cur-

rent implementations of a first stage oversampled PFB shows more promise in eliminating spectral
leakage, increasing resolution, and maintaining the same bandwidth. It also only requires modification of the first stage PFB. This channelization technique is currently being developed for
ALPACA as well as the ONR adaptive beamforming array.
More work needs to be done to develop an estimation algorithm capable of interpolating
beams far enough apart that the increased spatial resolution is useful. As mentioned in chapter
3, one idea could be to use a single calibration data set with fine spatial resolution as well as an
interpolation algorithm to generate a better estimate of the interpolated beam.
Currently, the RFI mitigation mode performs subspace projection at all frequency bins. Or
the bank containing the RFI when a user selects the frequency as seen in Appendix B. The ability
to perform RFI mitigation on a selected frequency bin needs to be included and is currently in
development. For now, the RFI mitigation algorithm has been proven to work on any number of
frequency bins within the bandwidth in real-time. Other RFI mitigation and beamforming techniques such as the broad null algorithm should be implemented in order to take advantage of their
capabilities in beam pattern manipulation.
All of the operational modes need to be further optimized computationally in order to
improve data throughput and enable 100% packet reception. In order to accomplish this, the modes
can be re-written to implement CUDA streams, the GPU accelerator threads can also be split across
CPU cores in order to reduce the computation that needs to occur on a single one, and the write
to disk method also needs to be upgraded to improve data throughput as well. As previously
discussed, methods utilizing NVMe SSDs or Cluster file systems need to be investigated. And
in order to further simplify user control of the real-time software, a GUI needs to be developed
utilizing the python interface that was also previously discussed. While the python interface greatly
simplifies user control, a GUI would add another layer of abstraction, removing the need to learn
or type in commands.
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APPENDIX A.

A.1

FLAG USER MANUAL

Introduction
This document provides details on how to run the FLAG backend. It will mostly go through

the procedure used to run the system rather than the complexity behind how everything works. In
order to run the backend, you will need to clone the repo called flag gpu on Github to your account
on the FLAG HPCs (acquiring account described in next section), and you will also need access to
the python directories on the HPCs. If you have an account and have access to the FLAG HPCs,
skip section 2 and 3.

A.2

Acquiring an account
In order to get an account, contact the IT support at the Green Bank observatory (GBO)

(Email: helpdesk-gb@nrao.edu). Inform them that you are working with or for one of the appropriate research groups e.g. The BYU radio astronomy systems group. After this, support should
give you an account that will give you access to the machines at GBO.

A.3

Accessing FLAG HPCs
For an extensive procedure on how to access the machines at GBO, go to: https://

science.nrao.edu/facilities/gbt/observing/remote-observing-with-the-gbt.

A.3.1

Troubleshooting
There have been times when a local port is taken by another user or another VNC session.

In these rare cases, the recommended port forwarding won’t work. To determine if a port is used,
the terminal command,
netstat -a | grep :59
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will list all used ports (they may be a delay of a few seconds before this list appears).
In these cases, the tunnel has to be changed to 590m:stargate.gb.nrao.edu:590n where 590m
is some unused port numbered somewhere above 5900. And wherever localhost:n occurs in the
above instructions, substitute localhost:m.
If you would like to check if you are already running a VNC server (really, there should
only be one), use any terminal that is logged into an NRAO computer and type:
ls ~YOURLOGIN/.vnc | grep .pid

A.4

Running system during observation
In order to run the system, the user should have a basic understanding of operational modes,

dealer/player, and bit/byte/word lock. With this understanding, the user can run the system and
acquire/process data accordingly. After going over the details in section 4, the next section provides
a good overview of how to run the system. Please go over both section 5 and 6 because these are
essential to full operation.

A.4.1

Operational modes
There are 4 operational modes that are of importance. 3 of them are functional and 1 is still

in development. The operational modes are; the coarse channel correlator, fine channel correlator,
the real-time beamformer, and the concurrent mode. The coarse channel correlator mode generates
covariance matrices for 500 frequency bins (303 kHz wide).
The fine channel correlator has the same structure as the coarse correlator mode except that
it includes a fine PFB module for further channelization prior to the correlator. This mode channelizes five coarse frequency channels (303 kHz each, totaling 1.51 MHz) into 160 finer channels
(9.5 kHz each, totaling 1.51 MHz). The real-time beamforming mode uses weights developed in
post-processing (formed from the coarse channel correlations) and beamforms the data.

A.4.2

Operating dealer/player
The Dealer/Player system is a Python-based code suite that manages ROACH boards and

HPC processes and provides mechanisms to issue user commands and control shared memory.
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Dealer/Player Interfaces

*See fifo.c
+See Backend.py

Version 0.1

Dealer
ZMQ/Socket

Player

Richard Black
March 17, 2016

+hpc_cmd()

+fits_writer_cmd()

stdin

stdin

*chk_cmd()

ROACH Packets

Net RX

Reformat

Correlate/
Beamform

Data Payload

Shared Memory
Segment

*chk_cmd()

FITS
Writer

Lustre File
System

Metadata
Shared Memory
Segment

“hashpipe” subprocess

dibas.conf

“fits_writer” subprocess

specifies subprocess names
specifies backend as BeamformerBackend

Figure A.1: A single dealer/player interface.

Detailed documentation for the Dealer/Player system can be found at [?]. In summary, a “Dealer”
acts as a server, issuing commands to its “Players” or clients via zero-MQ socket protocols.
The FLAG back end system has a single Dealer that communicates with 20 Players that
each manage a single instance of our HASHPIPE code and FITS writer. A single Player is shown
in Figure 1. Here the Dealer issues commands to the Player, which in turn translates that command
into messages that are then fed into the stdin of the HASHPIPE and FITS writer processes.

A.4.3

Bit/byte lock (provided by Luke Hawkins)
In order to do bit/byte lock, you will need the PAF monitor and control GUI. Talk to Luke

Hawkins and IT support in Green Bank to gain access to this GUI. You will also need to get an
account on one of the machines at Green Bank called albacore. This will be where you use the
PAF monitor and control GUI. The following 2 sections show the procedure of manual bit/byte
lock and automated bit/byte lock.
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Manual bit/byte lock
1. Open from [E:/For Mark/Testing/PAF - Monitor and Control (application)
2. Run Labview (white arrow, top left). Before running, deselect any ROACHs that you don’t
want to communicate with (“Enable ROACH COM”, Config tab).
3. Turn on the netburner & load attenuation settings (under netburner tab, select “Power On”,
wait until it is deselected, then click “LOAD” at for the attenuator values - these should be
approximately 9, you can put “9” in the “Array Set Value” field, then “Populate Array”, then
“LOAD” if you want to make sure the arrays are being written to correctly.
4. Under the Config tab, click “Noise Source” under the “RF Switch” field (bottom, center-left).
5. Under “Balancing/Align” tab, click “Align Bit”. When done, you should see green dots (dots
are not expected to be green for A8 & E8).
6. Under “Calibration Files”, select the ’choose path’ icon for the “Old Style Folder Path”
field, and select E:/For Mark/ftp.cv.nrao.edu/NRAO-staff/jcastro/PAF. Then click “Populate
Cal Array” for that same field. Then select the correct LO freq under “Sideband Cal LO Freq
(MHz” fild, and hit “OK”. Green lights should light up under “Load Cal Success Blade”.
When selecting for the LO freq, feel free to choose whatever available freq point is closest
to what you’re using. The coefficients don’t change too much with LO Frequency.
7. Under the “Config” tab, under the “RF Switch”, click “Test Tone”. You can then set the
desired power level and frequency under the “Test Tone Controls” field - then click “Set Test
Tone” to implement your changes (typically, I’ve been setting Test Tone Power to 10dBm
to see the tone well for the next step).
8. Now, byte alignment. First, go to the “Balancing/Align” tab, set the “Image Rejection
Threshold” field to 10, and click “Align Byte”. Currently, this method hasn’t had 100“SBS
Data” tab, and using the “Channel Controls” on the left, swap bytes on any channels where
there is a tone on both sides of the center of the bandpass. For this step, it helps if the Test
Tone is 30-50MHz offset from the LO.
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9. Now, if you want to use the dipoles to observe, click “OFF” on the “RF Switch” field under
the “Config” tab.
General - Keep an eye on the blade temps - I think they shut down at 30 degrees - if they
get too warm, turn the blades off for awhile (“Power OFF”, under Netburner tab), or ask me to put
more ice in the bucket. Don’t forget to turn the blades off when you’re done for the night. Also,
use the “STOP” button (red letters) to stop the Labview, then close the Labview.

Automated bit/byte lock
Here’s the link to the PAF health-monitor site: http://paf2015.gb.nrao.edu/INDEX.
HTM

Here’s the instructions (assuming starting from nothing):
1. Reset the netburner with the ‘reboot paf’ batch file (must be done from windows computer).
Change the last 3 digits of the IP to 208 and click update.
2. From Ipython, enter the following (to bring in the libraries, etc...) under
/home/groups/flag/dibas/lib/python/f engine config where the configuration scripts
(f engine config lo....py) are found or refer to the path when running the script:
import corr, time, struct, sys, logging, socket, os
from numpy import genfromtxt
import numpy as np
import nb_util as nb

nb.connect()
nb.set_rf_switch(‘NS’)

3. From Ipython enter the following (to turn on blades and set attenuation):
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nb.send_recv(‘PS0’)
nb.set_all_blades(‘9’)

4. Turn on GUI (only using white arrow in top left corner) for real-time analysis of time domain
data and SBS data.
5. From ipython enter the following (to set bit-lock - wait for outputs from the scripts to finish):
os.system("python f_engine_config.py flagr2-1

-n -f 0

-b 1 -i

-n -f 1

-b 1 -i

-n -f 2

-b 1 -i

-n -f 3

-b 1 -i

-n -f 4

-b 1 -i

0xaaaaaaaa")
os.system("python f_engine_config.py flagr2-2
0xaaaaaaaa")
os.system("python f_engine_config.py flagr2-3
0xaaaaaaaa")
os.system("python f_engine_config.py flagr2-4
0xaaaaaaaa")
os.system("python f_engine_config.py flagr2-5
0xaaaaaaaa")

6. The script expects TT +950MHz off of LO. From Ipython enter the following (to set RF
switch to TT):
nb.set_rf_switch(‘TT’)

7. Byte Lock (also loads coefficients for 1450MHz LO):
(a) Run scripts:
"python f_engine_config.py flagr2-1 -n -f 0 -c 1450 -B 2"
"python f_engine_config.py flagr2-2 -n -f 1 -c 1450 -B 2"
"python f_engine_config.py flagr2-3 -n -f 2 -c 1450 -B 2"
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"python f_engine_config.py flagr2-4 -n -f 3 -c 1450 -B 2"
"python f_engine_config.py flagr2-5 -n -f 4 -c 1450 -B 2"

(b) This will output two plots (both pre-alignment). The first is the full bandwidth (upper and lower sideband), the second is the difference (upper-lower) sideband. I could
change this to print the before and after byte-alignment full bandwidth plots if you
want.
(c) Using the +950MHz TT offset, a byte-aligned channel should have a nice filter shape
in the upper sideband, and a smooth lower sideband.
(d) Bytes should be aligned now.
8. From ipython enter the following (to turn RF switch off):
nb.set_rf_switch(‘OFF’)

9. In ipython enter the following (to turn blades off and disconnect the netburner from python):
nb.send_recv(‘PS1’)
nb.NB.close()

A.4.4

Word lock
After bit and byte lock, samples need to be aligned and this is called word lock. This

is done with 2 files in MATLAB; snoop lock.m and compare lock.m in /home/groups/flag/
scripts/matFlag/word lock. Follow the procedure below to word lock:
• Use snoop lock.m to word lock by running a 1 second scan and typing the generated file
name into the “.m” file and record the reference element.
• Then, change the time stamp in the file, set delays.py in the python directory (/home/groups
/flag/dibas/lib/python) and run it.
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• Run another 1 second scan, type the file name into the file, compare lock.m, and type the
current reference element (a variable located at the bottom of the script). This final procedure
will verify word lock. Word lock is verified when the values printed in the command line are
mostly 0 meaning there is 0 sample offset between elements.
Now you can run dealer/player with the relevant operational mode. If the result at the end
isn’t mostly zeros, then redo word lock or a quick check is to make sure that the set delays.py file
was run with the correct time stamp.

A.4.5

System operation
This section will provide details on system operation. It will also provide solutions to

errors that might be encountered. The steps will be presented with the coarse correlator mode and
additional/modified steps for the other operational modes will be provided.
On a side note, to simplify/speed up the typing in commands, you can get the correct
commands in ipython (after running them once) via a minimum match and then pressing the up
arrow.
In order to run the system, follow these steps shown with 1 or 2 terminals rather than the
20 that should be opened:
• Go to the python directory on the HPCs.
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• Start the players on the appropriate HPCs. The following line is to be entered in each linux
terminal (20 terminals, 4 on each HPC):
– ipython player.py "bank name in capital letters e.g.
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BANKA"

• Open another terminal for the dealer (this can be on any HPC) open ipython and in the python
directory and enter the following lines to set the mode and other parameters:
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– import dealer
– d = dealer.Dealer()
– d.add active player(*d.list available players())
∗ Or d.add active players(‘BANKA’, ‘BANKB’) if you’re trying to start particular players.
– d.set mode(‘FLAG CALCORR MODE’)
∗ Or d.set mode(‘FLAG RTBF MODE’), d.set mode(‘FLAG PFBCORR MODE’) if
you’re trying to set the real-time beamformer or fine channel correlator modes.
– d.set param(int length = 0.5) which is typically 0.5 unless performing word
lock when it is set to 1 second (discussed in more detail in the next section).
∗ Or d.set param(weight file = ‘weight file name (Bank added automatically)’)
if you’re trying to set the weight file for the beamformer.
– If you are running a scan without the scan coordinator:
∗ d.startin(‘sleep time’, ‘scan length’) where both parameters are set in
seconds.
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– If you are running a scan with the scan coordinator:
∗ from scanOverlord.scanOverlord import scanOverlord
∗ sc = scanOverlord()
∗ sc.addDealer(d)
∗ sc.goLive()
∗ sc.start overlord()

A.5
A.5.1

Putting things together
Initial tasks
There are currently two ‘stable’ versions that we are using for production and testing of the

backend. They are sim instance and instances4. The version sim instance is compatible
with both the slow data rate packet gen.m (used for simulated data testing) and full data rate roach
simulator. There is still work remaining to be done to understand the BRAM structure of the
data added to the roach for the roach simulator to be useful however, the framework is present.
Therefore full data rate testing has been typically done on the production version of the code
since they yield the same result. The simulator version is also compatible with the fits writer and
‘thread save’ methods in hashpipe.
All configurations of the backend system are handled through a configuration file interface
found on the dibas directory path at ‘etc/config’. For convenience there are 2 predefined versions
of dibas.conf to help setup the system for the various versions. dibas.conf.main is the production version of the configuration and will provide all functionality for stable observations. Then
there is dibas.conf.pkt gen. This contains an extra flag in the default section of the config file
for the backend to read in. This is the pkt gen flag. With the flag enabled it will not arm the
roaches and not interferer with pkt gen.m With the flag disabled the roaches will be armed and
whatever is in the roach simulator BRAMS will be sent. Interfacing either with the fits writer still
requires updates to the conf file to either enable or disable dummy fits writer as well as applying
the hashpipe save threads in BeamformerBackend.py.

117

To set a version of the backend system:
• Go to dibas directory: /home/groups/flag/dibas
• ./setVersion "version name" (sim instance or instances4)
Update to the corresponding dibas.conf:
• cd etc/config
• cp dibas.conf."dersired conf" dibas.conf
After this, make sure to use a shell that has the change to the dibas or go to the python
directory again as the setVersion command doesn’t update the environment and symbolic link.
If running the simulator, determine whether to dump files using the fits writer or save threads
(Default behavior is to use the fits writer): In the newly applied conf file and using a text editor
make changes under the section for the desired modes that will be tested.
At this point if running pkt gen.m change the variables N INPUT BLOCKS to 4 in flag databuf.h
and WINDOW SIZE to 2 in flag net thread.c

A.5.2

Running the system
Copy Mark Ruzindana’s .bash profile or just the aliases. It is located in /users/mruzinda/.

This allows you to go to the correct directory with “gotopython” and start the banks with “startA”,
... etc. Your .bash profile is located in your home directory (/users/“your username”/).
Make sure that you set your files to be writable by the flag group with “umask 0002”
in your .bash profile as it is in Mark Ruzindana’s. This is particularly important when trying to
overwrite “.mat” files during post-processing among other things.
Also all users should get ssh keys set up so that they don’t have to type in their password
every time they ssh into a machine. It will also be a necessity when the dealer/player GUI is
working. Do this by entering the following line into a terminal on any of the flag machines:
ssh-copy-id -i

/.ssh/id rsa.pub username@flagmachine

For example, if I was on flag1 this would be:
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ssh-copy-id -i

/.ssh/id rsa.pub mruzinda@flag1

You don’t have to do this without the dealer/player GUI (coming soon), but it helps not
having to type your password every time you need to ssh into a different machine.
And when using MATLAB, as of right now (03/19/2019), GBO lost their MATLAB license
so I have an alias in my .bash profile for the BYU licensed MATLAB, matlabpktgen. Just type
this into your terminal and it should open MATLAB. In the event that GBO’s MATLAB license
is renewed, the command is simply matlab. MATLAB should be opened on which ever machine
you are operating with a VNC. In the case of the 2019 observations, it is flag1.
Dealer/player general notes: Bank A has the job of configuring the roaches. Therefore it
uses the python module RoachDoctor to configure the roaches when setting a mode e.g d.set mode
(FLAG CALCORR MODE). RoachDoctor reads in a text file on the dibas python library path (/home/
groups/flag/dibas/lib/python) ‘RC.txt’. This text file contains the flag representing the variable
‘isConfigured’. As such, RC.txt with a 1 is interpreted as “The roaches are configured. Don’t
program.” And a file with 0 will result in the Roaches being programmed. If the roaches are reprogrammed, bit/byte/word lock is lost and has to be redone. So after programming the roaches, set
RC.txt to 1. Follow the instructions below and you will know exactly when to this and everything
else. Side note, When running packet gen.m don’t forget to program the roaches as well. Then
change RC.txt to 1 after programming them.

DO NOT BIT/BYTE/WORD LOCK UNTIL THE INSTRUCTIONS TELL YOU TO DO SO.
Explanation above.

AND READ THE ABOVE PARAGRAPHS BEFORE CONTINUING.

NOTE: Make sure that you record the scan numbers corresponding to a scan and corresponding to whether it is on source or off source during calibration. So you should have records of
scan numbers that are on source and scan numbers that are off source. These will be used in the
sensitivity map.m shown later in the section.
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NOTE: Run a script in MATLAB by clicking on the green arrow around the top center of the
MATLAB GUI.

Figure A.2: Button to push to run a MATLAB script.

Observation preparation: (1-7) Can be done prior to control of the LOs.
1. In the unlikely situation that there are many bad blocks on any player, reboot the flag machines.
2. Set RC.txt to 0. RC.txt is located in the dibas python library path
3. Start all 20 players, 4 per HPC. Go to dibas python library path
(/home/groups/flag/dibas/lib/python) and:
• If needed ssh into the machine (for example: ssh flag2)
• When there, go to the dibas python library path (/home/groups/flag/dibas/lib/python)
• Enter: ipython player.py "bank name in capital letters e.g.

BANKA" in

the command line or use aliases from .bash profile as suggested earlier in this section
e.g. startA, startB, ...
(/home/groups/flag/dibas/lib/python).
4. In a different terminal, go to the dibas python library path (/home/groups/flag/dibas/lib/python),
start the dealer, and add all players to the dealer.
• import dealer
• d = dealer.Dealer()
• d.add active player(*d.list available players())
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– Or d.add active players(‘BANKA’, ‘BANKB’) if you’re trying to start particular players.
5. Set the mode to CALCORR for calibration or any other relevant mode.
• d.set mode(‘FLAG CALCORR MODE’)
– Or d.set mode(‘FLAG RTBF MODE’), d.set mode(‘FLAG PFBCORR MODE’) if
you’re trying to set the real-time beamformer or fine channel correlator modes
respectively.
6. Change RC.txt to 1. RC.txt is located in the dibas python library path
(/home/groups/flag/dibas/lib/python).
7. (If HPCs are rebooted) Set the mode to CALCORR (or other mode) again since there are
CUDA errors after rebooting HPC.
At this point we are waiting for the LO to be put into Astrid/Scan Coordinator. As soon as it
is, we can bit/byte/word lock.
8. Getting ready for bit/byte/word lock. Reboot the PAF.
• Reset the netburner with the ‘reboot paf’ batch file (must be done from windows computer with netburner software e.g. halibut). Access halibut using: rdesktop halibut
from any FLAG machine. Change the username path from HALIBUT/‘username’
to ad/‘username’ before you type in your password. The batch file is located in the
nb kickoff folder provided by Luke Hawkins. Double click on the batch file and change
the last 3 digits of the IP to 208 and click update.
9. Connect to the netburner, turn on the noise source and turn on the blades.
• From ipython, enter the following under /home/groups/flag/dibas/lib/python/f engine config
where the configuration scripts (f engine config lo....py) are found or refer to the path
when running the script:
import corr, time, struct, sys, logging, socket, os
from numpy import genfromtxt
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import numpy as np
import nb_util as nb

nb.connect()
nb.set_rf_switch(‘NS’)

• From ipython enter the following (to turn on blades and set attenuation levels):
nb.send_recv(‘PS0’)
nb.set_all_blades(‘9’)

10. With noise source turned on, do bit lock.
• Open Labview GUI located in PAF/LabView/PAF - Monitor and Control provided by
Luke Hawkins. Turn the GUI on using white arrow in top left corner for real-time
analysis of time domain data and SBS data. Go to Time-domain tab for bit lock plots
or SBS data for byte lock plots.
• From ipython enter the following (to set bit-lock - wait for outputs from the scripts to
finish):
os.system("python f_engine_config.py flagr2-1

-n -f 0

-b 1 -i

-n -f 1

-b 1 -i

-n -f 2

-b 1 -i

-n -f 3

-b 1 -i

-n -f 4

-b 1 -i

0xaaaaaaaa")
os.system("python f_engine_config.py flagr2-2
0xaaaaaaaa")
os.system("python f_engine_config.py flagr2-3
0xaaaaaaaa")
os.system("python f_engine_config.py flagr2-4
0xaaaaaaaa")
os.system("python f_engine_config.py flagr2-5
0xaaaaaaaa")
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11. Have Scan coordinator command the Test tone (LO 1B) to -10 bBm.
12. Turn test tone on and byte lock.
• From Ipython enter the following (to set RF switch to TT (Test Tone)):
nb.set_rf_switch(‘TT’)

• Byte Lock: Set the Test Tone to be in one of the sidebands - the chosen default is between 10 & 50MHz above the LO (for example: LO=1450MHz, TT=1460MHz). The
test tone can be set in the scan coordinator. The following script (called the accelerator
script) can be found in
/home/groups/flag/dibas/lib/python/f engine config and can be run in ipython with these
commands:
– Run scripts:
os.system("twc_byte lock.py A4 A6 --commit")
os.system("twc_byte lock.py B5 B6 B7 --commit")
os.system("twc_byte lock.py C5 --commit")
os.system("twc_byte lock.py D1 D3 D4 D6 D8 --commit")
os.system("twc_byte lock.py E1 E4 E6 --commit")

– The channels specified above (e.g A4, A6, B5, B6, etc) are ones that were not byte
locked and need to be byte locked.
– So if the plots in the SBS data tab of the LabView GUI have spikes on both sides
of the spectrum, add the channel to the argument of the command. The command
is run for each blade as seen above. So one command per blade of which there are
5 (A, B, C, D, and E).
– Bytes should be aligned now with one spike on the appropriate side of the spectrum. For example, if the LO=1450 MHz and the TT=1460 MHz, there should be
one tone 10 MHz to the right of the center.
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– If the channels selected aren’t byte locked, you can manually byte lock by selecting
the appropriate channel and clicking swap bytes on the left of the LabView GUI
under the SBS data tab. Or contact Luke Hawkins for help.
13. Have Scan coordinator command the test tone to -60 dBm. Effectively turning it off.
14. If word lock is going to be done, follow 15 - 20 (‘WORD LOCK’ placed at the beginning
of the instruction for easy identification), otherwise, turn off the noise source and go to
instruction 21 onward:
nb.set_rf_switch(‘OFF’)

15. WORD LOCK - (Word lock is optional depending on time constraints and whether calibrated
weights will be used for multiple observations) If word lock is being done, turn noise source
on:
nb.set_rf_switch(‘NS’)

16. WORD LOCK - Set int length to 1s perform 1s scan for word lock: d.set param(int length=1)
then d.startin(5,1) and record the time stamp of the FITS file.
17. WORD LOCK - Open MATLAB and use snoop lock.m located in /home/groups/flag/ scripts/
matFlag/word lock to word lock and record the reference element shown in the command
window after the script is run.
• Change the time stamp variable (tstamp) to the time stamp from the FITS file in the 1s
scan.
• Record the reference element shown in the command window.
• Make sure the plots have data. If they don’t, then either you typed the time stamp in
snoop lock.m wrong or the fits files weren’t generated.

124

• Make sure the test tone is not in the plots and that the phase (bottom plot of sub plot)
is somewhat linear across most of the elements. This maybe harder to tell if you are
inexperienced so skip this step and continue or ask a more experienced person.

Figure A.3: An example of the plot and output of the command window from the snoop lock.m
file. And the time stamp needs to be changed on line 16 of snoop lock.m.

18. WORD LOCK - Apply timestamp to set delays.py located in the dibas python library path
(/home/groups/flag/dibas/lib/python) by changing/modifying the delay src variable and
run.
19. WORD LOCK - Run another 1s scan (d.startin(5,1)), record the time stamp of the FITS
file, and in MATLAB, verify word lock with compare lock.m using the reference element
from snoop lock.m.
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• Change the time stamp variable (tstamp) to the time stamp from the fits file in the
second 1s scan after changing and running set delays.py.
• Change the reference element to the recorded one by changing the ref el variable at
the bottom of the file.
• If the result in the command window is all zeros, then you have perfect word lock. If
there are a few (2 or so) offsets by 1 or -1 it should be okay. But if there are a variety
of different integers, then you have to reprogram the roaches and do bit/byte/word lock
again.

Figure A.4: An example of the plot and output of the command window from the compare lock.m
file. And the time stamp needs to be changed on line 14 of compare lock.m.
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Figure A.5: An example of the line of code you need to change for the reference element which is
line 47 in compare lock.m.

20. WORD LOCK - If word lock is done, close MATLAB and turn the noise source off.
nb.set_rf_switch(‘OFF’)

21. Set the quantization gain to ensure that it is set correctly (20 for CALCORR and RTBF & 10
for PFBCORR). In the python library path (/home/groups/flag/dibas/lib/python), do this by:
• Checking the set quantgain.py file to see/change the setting of the quant gain variable.
• Set it appropriately then run the set quantgain.py file by: python set quantgain.py.
22. Set parameters for the dealer as to prepare it to be handed over to the scan overlord. Go
to next subsection for specific instructions on different modes (5.2.1 - CHECKLIST FOR
EACH MODE). 22 - 24 provide you with general instructions for all modes if you are familiar enough with the system so go to section 5.2.1 if you want more precise ones.
• d.set param(int length = 0.5) which is typically 0.5 unless performing word
lock when it is set to 1 second (discussed in more detail in the next section).
– Or d.set param(weight file=‘weight file name with " .bin"’) if you’re
trying to set the weight file for the beamformer. Bank is added to the file name automatically.
– Or d.set param(channel select=1) when running PFBCORR mode to select
bins containing HI.
23. Import overlord module: from scanOverlord.scanOverlord import scanOverlord.
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24. Create overlord and connect:
• sc = scanOverlord()
• sc.addDealer(d)
• sc.goLive()
• sc.start overlord()
At this point we are ready for commands to come through Scan Coordinator and observe!
After observations, turn off the blades and disconnect the netburner:
nb.send_recv(‘PS1’)
nb.NB.close()

CHECKLIST FOR EACH MODE
CALCORR mode:
Quick reference checklist for CALCORR mode starting with setting the mode so you already set
the dealer and added the players. The first set of commands are used when the receiver is on telescope (on the GBT) and the second set of commands are used when the receiver is in the OTF (in
the OTF).

On the GBT:
• d.set mode(‘FLAG CALCORR MODE’)
• d.set param(int length=0.5)
• from scanOverlord.scanOverlord import scanOverlord
• sc = scanOverlord()
• sc.addDealer(d)
• sc.goLive()
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• sc.start overlord()
In the OTF:
• d.set mode(‘FLAG CALCORR MODE’)
• d.set param(int length=0.5)
• d.startin(5,10) Sleep time and scan time can be set to whatever the user wants. (5,10)
are just examples.
PFBCORR mode:
Set the integration length to 0.5s and the quantization gain to 10. For HI observations the channel
select needs to be set to 1.

Quick reference checklist for PFBCORR mode starting with setting the mode so you already set
the dealer and added the players. The first set of commands are used when the receiver is on telescope (on the GBT) and the second set of commands are used when the receiver is in the OTF (in
the OTF).

On the GBT:
• d.set mode(‘FLAG PFBCORR MODE’)
• d.set param(channel select=1)
• d.set param(int length=0.5)
• Run set quantgain.py in another terminal under ‘/home/groups/flag/dibas/lib/python’ by typing ‘python set quantgain.py’. Make sure the quant gain is set to 10 in the file.
• from scanOverlord.scanOverlord import scanOverlord
• sc = scanOverlord()
• sc.addDealer(d)
• sc.goLive()
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• sc.start overlord()
In the OTF:
• d.set mode(‘FLAG PFBCORR MODE’)
• d.set param(channel select=1)
• d.set param(int length=0.5)
• Run set quantgain.py in another terminal under ‘/home/groups/flag/dibas/lib/python’ by typing ‘python set quantgain.py’. Make sure the quant gain is set to 10 in the file.
• d.startin(5,10) Sleep time and scan time can be set to whatever the user wants. (5,10)
are just examples.
RTBF mode (Pulsar/transient scan):
Run CALCORR mode first with telescope on bright calibrator to generate beams. Then generate
the weights with the instructions in the post processing section below.

In short, open MATLAB and open files sensitivity map.m, scan table.m, and plot beam patterns.m
found in \home\groups\flag\scripts\matFlag under \sensitivity maps\, \kernel\, and \patterns\
respectively.

Make the changes shown in the post-processing section below in each file and run sensitivity map.m
to generate ‘.mat’ weight files, then run plot beam patterns.m to plot the beam patterns and generate ‘.bin’ files used by RTBF mode. These files are saved in \home\groups\flag\weight files\.

BEFORE WEIGHT GENERATION (POST-PROCESSING STAGE), if MATLAB scripts don’t
create folders for you:
• Create a directory called ‘mat’ under /lustre/flag/“session name”/BF/ e.g. /lustre/flag
/AGBT19A 407 05/BF/mat.
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• And also create a directory with the session name for saving beam pattern figures with
plot beam patterns.m under /home/groups/flag/scripts/matFlag/patterns/pattern plots/ e.g.
/home/groups/flag/scripts/matFlag/patterns/pattern plots/AGBT19A 407 05/.
Quick reference checklist for RTBF mode starting with setting the mode so you already set the
dealer and added the players. The first set of commands are used when the receiver is on telescope
(on the GBT) and the second set of commands are used when the receiver is in the OTF (in the
OTF).

On the GBT:
• d.set mode(‘FLAG RTBF MODE’)
• d.set param(weight file=‘weight file name with " .bin"’)
• from scanOverlord.scanOverlord import scanOverlord
• sc = scanOverlord()
• sc.addDealer(d)
• sc.goLive()
• sc.start overlord()
In the OTF:
• d.set mode(‘FLAG RTBF MODE’)
• d.set param(weight file=‘weight file name with " .bin"’)
• d.startin(5,10) Sleep time and scan time can be set to whatever the user wants. (5,10)
are just examples.
TURNING OFF BLADES AND DISCONNECTING NETBURNER:
After observations, turn off the blades and disconnect the netburner:
nb.send_recv(‘PS1’)
nb.NB.close()
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DEBUGGING IN CASE OF STALLS OR TOO MANY BAD BLOCKS
• If you see stalls in the terminals with the print statement, “NET: HANGING HERE!!!” abort
the scan. Then you will need to kill that terminal (Ctrl+c and/or Ctrl+Z). If you still see the
statement scrolling down then close that terminal and reopen it.
• Make sure you ssh to the right machine. The desktops are in order of flag machine in case
you didn’t see that.
• Then type ‘ps aux | grep hashpipe’ to see whether that hashpipe process is still running. And do the same with ipython, ‘ps aux | grep ipython’.
• Then kill the process by typing ’kill -9 "hashpipe process id" ’ and/or ‘kill -9
"ipython process id" ’.
• Then restart the player and reset the mode and run a couple of 10 minute dummy scans with
“d.startin(5,10)”.
• After this, you can do all of the scan overlord stuff.
• If there are too many banks stalling (without the above net hanging here statement) or too
many terminals with bad blocks then abort the scan and restart those players.
• Notes on operation:
While the scan overlord is running, in the event of many hanging banks or another reason to abort a scan wait for the abort to propagate through the system. Then, a SIGINT
(Ctrl+c) can be issued at anytime to recover the dealer and again be able to issue commands
to the players. This will typically fix any issues in the system. If the hangs or problems are
persistent issue another abort through the Scan Coordinator, wait for the banks to end, interrupt the overlord and issue a SIGINT to all 20 banks and restart them. Run a dummy scan
(d.startin(5,10)) for the desired mode and then re-initialize the scan overlord, connect
the dealer and start listening. This had fixed all issues in the first session from the July/Aug
commissioning to get on track quickly.
In the event of a loss of bit/byte lock that leads to a new word lock solution, it’s important to
remember that the delays from the previous word lock solution are still active. Therefore, the
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delays have to be reset to 0. Reprogramming the roach is sufficient or the set delays python
file can be extended to reset the delays.
Helpful files:
set delays.py: run to update word lock file. Edit timestamp on the third line.
set quantgain.py: run to update the desired quant gain. Change the desired value on the third line.
The default value when the roaches are configured is ’20’ This will be helpful when changing
between CALCORR where we are to operate at 20 and PFBCORR where we are to operate at 10.

A.6

Post-processing
The post-processing code is all done in MATLAB and it is currently being written in

python as well. This section will be detailed in important files and provide a brief description
of some of the other files. There are 3 important files used during observations. These files are;
sensitivity map.m, scan table.m, and plot beam patterns.m found in \home\groups\flag
\scripts\matFlag under \sensitivity maps\, \kernel\, and \patterns\ respectively.
\sensitivity maps\sensitivity map.m uses the covariance matrices obtained from a scan
using the coarse correlator operational mode, and calculates and plots the sensitivity over the field
of view and also plots the system temperature over antenna efficiency. It is typically used after a
calibration scan to analyze the data and generate weights. It stores these weights as well as steering
vectors as “.mat” files. To use this sensitivity map.m file, the user will need to add a few things.
The user will need to add the session, the scan numbers, the source, a variable that integrates over
the samples in the data, and the type of observation/grid e.g. full grid or seven-point grid. The
figure below shows an example of the lines of code that would need to be added.
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Figure A.6: An example of the lines of code that would need to be added.

In Figure 2, you can see that recording the scans is important (On source vs. Off source
and scan number). The user must look at the file \kernel\source table.m to make sure that the
source being scanned is in the table. This source is used to calculate the source flux density which
is used to calculate the sensitivity. There are 5 parameters associated with each source and these
parameters are/were acquired from the astronomers in the project. The Nint variable is the number
of samples that are integrated over. If it is set to -1, then all of the samples are integrated. The note
variable labels the relevant files so that the user knows what kind of calibration the file belongs.
\kernel\scan table.m has all of the parameters associated with a particular session. The
figure below shows the lines of code that would need to be added to scan table.m for each
session. So just copy the previous sessions lines and modify what needs to be changed.
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Figure A.7: An example of the lines of code that would need to be added to scan table.m for
each session.

meta root array{1} and proj id{5} are the directory \home\gbtdata\, and the project
ID (for example AGBT18A 443) respectively. The project id is set close to the top of the file. Just
add the ID to the array in the figure below. Then take note of the index in the array and use it in
the log filename string.

Figure A.8: The array of the project IDs in the scan table file. Just add the new project ID to this
array.
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The X and Y variables are the X and Y polarization elements. Xdims and Ydims are the
minimum and maximum values on the sensitivity map plot. The last important variables to take
note of are the beam el and beam az variable. They are the elevation and cross-elevation coordinates of the seven beams that are used in the weights files for the real-time beamformer. These are
measured in arc-minutes and the offsets must be acquired from the astronomer/user that wrote the
astrid scripts used to control the telescopes movement during a calibration scan.
The final important file used during a scan is the \patterns\plot beam patterns.m. This
file plots the beam patterns and more importantly generates the binary weight file used in the realtime beamformer. The figure below shows the lines of code that would need to be modified in this
file. The name of the weight file should NOT exceed 8 characters so modify and uncomment line
19 in the figure (so comment line 17 & 18).

Figure A.9: An example of the lines of code that would need to be modified in the
plot beam patterns.m file.

This file uses a function called create weight file to generate the binary weight files.
These weight files are generated for each bank (A to T). One variable that might need to be modified
in the sensitivity map.m and plot beam patterns.m as well as other files is the LO frequency
variable, LO freq. This variable is in megahertz so typically it is set to 1450, but the observer and
FLAG backend user will need to coordinate to set this parameter.
The final important file used for analysis of weak sources is SNR experiment correct.m.
This file was used to plot 1D cuts of the power as telescope moves across the source among other
plots. Other scripts within the same folder provide other plots for further analysis of weak sources,
but SNR experiment correct.m currently provides the most relevant ones. Similar changes
would be made to the script as with sensitivity map.m.
136

There are plenty of other files that are used during scans, but these are the files used during
observations. Other files can be investigated by the user. A brief summary of some of the rest of
the post-processing code are listed below:
• extract covariances.m - This is a function that extracts covariances from the FITS files
generated by HASHPIPE when using the correlator operational mode.
• get antenna positions.m - A function used to calculate the elevation and cross-elevation
offsets. These help determine the position of the beams on the grid.
• get steering vectors.m - A function used to generate steering vectors.
• get grid weights.m - A function used in plot beam patterns.m that selects 7 beams from
the weights generated by sensitivity map.m. The total number of beams correspond to the
total number of on-pointings on the grid.
• get element patterns.m - A file that plots the element patterns using the steering vectors
generated by sensitivity map.m
• RTBF data analysis.m - A file that plots output of the real-time beamformer. Provides
intensity plots for short time integration (STI) windows vs. frequency bins. It also plots the
power over the STI windows.
• bf tf power.m - Also plots output of the real-time beamformer operational mode. Plots
power over the frequency bins
• extract bf output.m - Extracts the data from the FITS files generated by the real-time
beamformer. These files were too large to be read by the fitsread() function in MATLAB.
Low-level functions were used to interact directly with CFITSIO library functions. These
functions allow the user to read a fraction of the data from the fits files rather than the entire
file.
• covariance test.m - This file plots the spectra generated with the covariance matrices
from the coarse correlator operational mode. This is done to analyze the data over the bandwidth.
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APPENDIX B.

ONR HPC SETUP

There are 4 HPCs with the following names and IP addresses:
• clyde.ee.byu.edu - 10.2.117.88 (referred to as clyde in the rest of the doc)
• blinky.ee.byu.edu - 10.2.117.87 (referred to as blinky in the rest of the doc)
• pinky.ee.byu.edu - 10.2.117.86 (referred to as inky in the rest of the doc)
• inky.ee.byu.edu - 10.2.117.85 (referred to as pinky in the rest of the doc)
As of right now, all machines can be accessed through an ssh tunnel. This was accomplished with
an NFS server configuration and by copying user and group information from clyde onto the other
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3 machines. These procedures will be detailed in the following sections. Some of the procedures
could have been executed better so we will provide both the used and better/more secure procedures
when necessary.

B.1

NFS (Network File Service) server configuration

The NFS server will allow users to access and/or run their content on any machine e.g. if a user
makes a change under /home, then that will propagate across all the machines under /home. With
NFS already installed on all of the machines, an NFS server and client needed to be configured in
order to share the clyde /home and /opt directories (which contain user data, packages, libraries,
etc.) with the other 3 machines.
NOTE: Before sharing/exporting any other directories except for /home and /opt, consult more
experienced IT personnel on whether or not it will negatively affect the system.
The following procedures were performed with clyde as the server and the other 3 machines as the
clients. For simplicity, clyde and blinky will be used, and the same actions done on blinky will
need to be done on pinky and inky. In order to gain some experience exporting a directory with an
nfs server, we will first use an arbitrary directory then show another example with the /home and
imply that the same can be done with /opt.

B.1.1

Basic NFS Configuration

In this config will guide you trough a quick and basic configuration of NFS server on RHEL7 Linux
system. We do not take any security concerns into the consideration, nor we will be concerned with
fine tuning and access control. In our scenario we define two hosts:
• NFS Server, IP 10.2.117.88
• NFS Client, IP 10.2.117.87
Assuming your already have a running Redhat 7 Linux system in order to setup NFS server you
will need to install a few additional packages:
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B.1.2

NFS Server configuration

Run the below commands to begin the NFS Server installation:
[nfs-server ]# yum install nfs-utils rpcbind
Next we export some arbitrary directory called /opt/nfs. Create /opt/nfs directory:
[nfs-server ]# mkdir -p /opt/nfs
and edit /etc/exports NFS exports file to add the below line while replacing the IP address 10.2.117.87
with the IP address of your client: /opt/nfs 10.2.117.87(no root squash,rw,sync) Next make sure
to enable 2049 port on your firewall to allow clients requests:
[nfs-server ]# firewall-cmd --zone=public --add-port=2049/tcp --permanent
[nfs-server ]# firewall-cmd --reload
If you experience some issues, then just restart the firewall by:
[nfs-server ]# systemctl restart firewall-cmd
or
[nfs-server ]# systemctl start firewall-cmd
[nfs-server ]# systemctl stop firewall-cmd
Start rpcbind daemon and NFS server in this order:
[nfs-server ]# service rpcbind start; service nfs start
Check the NFS server status:
[nfs-server ]# service nfs status
nfs-server.service - NFS Server
Loaded:

loaded (/usr/lib/systemd/system/nfs-server.service; disabled)

Active:

active (exited) since Thu 2014-12-11 08:12:46 EST; 23s ago Process:

2780

ExecStart=/usr/sbin/rpc.nfsd RPCNFSDARGSRPCNFSDCOUNT (code=exited, status=0/SUCCESS)
Process:

2775 ExecStartPre=/usr/sbin/exportfs -r (code=exited, status=0/SUCCESS)

Process:

2773 ExecStartPre=/usr/libexec/nfs-utils/scripts/nfs-server.preconfig

(code=exited, status=0/SUCCESS)
Main PID: 2780 (code=exited, status=0/SUCCESS) CGroup:
.service
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/system.slice/nfs-server

B.1.3

NFS Client configuration

To be able to mount NFS exported directories on your client the following packages needs to be
installed. Depending on your client’s Linux distribution the installation procedure may be different.
On Redhat 7 Linux the installation steps are as follows:
[nfs-client ]# yum install nfs-utils rpcbind
[nfs-client ]# service rpcbind start
What remains is to create a mount point directory eg. /mnt/nfs and mount previously NFS exported
/opt/nfs directory:
[nfs-client ]# mkdir -p /mnt/nfs
[nfs-client ]# mount 10.2.117.88:/opt/nfs /mnt/nfs/
Test correctness of our setup between NFS Server and NFS client. Create an arbitrary file within
NFS mounted directory on the client side:
[nfs-client ]# cd /mnt/nfs/
[nfs-client ]# touch NFS.test
[nfs-client ]# ls -l
total 0
-rw-r--r--.

1 root root 0 Dec 11 08:13 NFS.test

Move the the server side and check whether our newly NFS.test file exists:
[nfs-server ]# cd /opt/nfs/
[nfs-server ]# ls -l
total 0
-rw-r--r--.

B.1.4

1 root root 0 Dec 11 08:13 NFS.test

Configuring permanent NFS mount

Now that we have a basic NFS configuration on RHEL7 Linux system done, next we can add
additional settings such as server persistence and permanent client mount using /etc/fstab. In order
to have our NFS exports permanently available after the NFS server system reboot we need to
make sure that nfs service starts after reboot:
[nfs-server ]# systemctl enable nfs-server
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ln -s ’/usr/lib/systemd/system/nfs-server.service’ ’/etc/systemd/system/nfs.
target.wants/nfs-server.service’
To allow client to mount NFS exported directory permanently after reboot we need to define a
mount procedure within /etc/fstab config file. Open /etc/fstab file and add the following line:
10.2.117.88:/opt/nfs /mnt/nfs nfs defaults 0 0

B.1.5

Mount Home Directory

In the following steps we will export a home directory /home and the same as done with the /opt.
We will bind /home to a new directory:
[nfs-server ]# mkdir -p /exports/.home
[nfs-server ]# mount --bind /home/ /exports/home/
To make the above permanent add the following line into your /etc/fstab file:
/home /exports/.home none bind 0 0
Next, add another export line into /etc/exports file:
/exports/.home 10.2.117.87(no root squash,rw,sync)
Re-export all NFS directories:
[nfs-server ]# exportfs -ra
What is left is to mount the above user directory using our client host:
[nfs-client ]# mount 10.2.117.88:/exports/.home /home
[nfs-client ]# cd /home
[nfs-client ]# ls
And you should see the same content that is on clyde under /home. To allow client to mount NFS
exported directory permanently after reboot we need to define a mount procedure within /etc/fstab
config file. Open /etc/fstab file and add the following line:
10.2.117.88:/exports/.home /home nfs defaults 0 0
Source of procedure can be found here:
https://linuxconfig.org/quick-nfs-server-configuration-on-redhat-7-linux
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B.1.6

Sharing User accounts

In order to share user accounts across all of the servers, the following procedures are what we
should have used, but didn’t. The procedure that we performed will be detailed after the more secure procedure. Before performing either of the procedures, disable selinux. It is a security protocol that doesn’t need to be enabled for our purposes, and slows down processes and slows down the
account sharing procedure. This was done by setting SELINUX=disabled in /etc/selinux/config.
Secure procedure (Not what was done) This procedure is not what was done, but appears to be the
more secure procedure according to us. The following files/dirs are required for traditional Linux
user management:
• /etc/passwd – contains various pieces of information for each user account.
• /etc/shadow – contains the encrypted password information for user’s accounts and optional
the password aging information.
• /etc/group – defines the groups to which users belong.
You need to backup all of the above files and directories from old server (clyde) to new Linux
server (blinky, pinky, and inky). Commands to type on old Linux system First create a tar ball of
old uses (old Linux system/clyde). Create a directory:
# mkdir /root/move/
Setup UID filter limit:
# export UGIDLIMIT=500
Now copy /etc/passwd accounts to /root/move/passwd.mig using awk to filter out system account
(i.e. only copy user accounts)
# awk -v LIMIT=$UGIDLIMIT -F: ’($3>=LIMIT) && ($3!=65534)’ /etc/passwd > /root
/move/passwd.mig
Copy /etc/group file:
# awk -v LIMIT=$UGIDLIMIT -F: ’($3>=LIMIT) && ($3!=65534)’ /etc/group > /root
/move/group.mig
Copy /etc/shadow file:
# awk -v LIMIT=$UGIDLIMIT -F: ’($3>=LIMIT) && ($3!=65534) {print $1}’ /etc/passwd
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| tee - |egrep -f - /etc/shadow > /root/move/shadow.mig
Copy /etc/gshadow (rarely used):
# cp /etc/gshadow /root/move/gshadow.mig
Where, Users that are added to the Linux system always start with UID and GID values of as
specified by Linux distribution or set by admin. Limits according to different Linux distro:
• RHEL/CentOS/Fedora Core : Default is 500 and upper limit is 65534 (/etc/libuser.conf).
• Debian and Ubuntu Linux : Default is 1000 and upper limit is 29999 (/etc/adduser.conf).
You should never ever create any new system user accounts on the newly installed Cent OS Linux.
So above
awk command filter out UID according to Linux distro.
export UGIDLIMIT=500 – setup UID start limit for normal user account. Set this value as per
your Linux distro.
awk -v LIMIT=$UGIDLIMIT -F: ‘($3>=LIMIT) && ($3!=65534)’ /etc/passwd > /root
/move/passwd.mig – You need to pass UGIDLIMIT variable to awk using -v option (it assigns
value of shell variable UGIDLIMIT to awk program variable LIMIT). Option -F: sets the field separator to : . Finally awk read each line from /etc/passwd, filter out system accounts and generates
new file /root/move/passwd.mig. Same logic is applies to rest of awk command. Use scp or usb
pen or tape to copy /root/move to a new Linux system.
# scp -r /root/move/* user@new.linuxserver.com:/path/to/location
Commands to type on new Linux system (blinky, pinky and inky) First, make a backup of current
users and passwords:
# mkdir /root/newsusers.bak
# cp /etc/passwd /etc/shadow /etc/group /etc/gshadow /root/newsusers.bak
Now restore passwd and other files in /etc/
# cd /path/to/location
# cat passwd.mig >> /etc/passwd
# cat group.mig >> /etc/group
# cat shadow.mig >> /etc/shadow
# /bin/cp gshadow.mig /etc/gshadow
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Please note that you must use ¿¿ (append) and not ¿ (create) shell redirection. Now reboot system;
when the Linux comes back, your user accounts will work as they did before on old system:
# reboot
Please note that if you are new to Linux perform above commands in a sandbox environment.
Above technique can be used to UNIX to UNIX OR UNIX to Linux account migration. You need
to make couple of changes but overall the concept remains the same.
Source of procedure can also be found here:
https://www.cyberciti.biz/faq/howto-move-migrate-user-accounts-old-to-new-server/

B.1.7

Performed procedure

This procedure might not be as secure and this is being written from memory so a few steps might
be missing. The following files were copied over from clyde to blinky, pinky and inky:
• /etc/passwd
• /etc/shadow
• /etc/groups
These files will be explained in more detail later on. After copying the files from clyde to the
other machines with scp, and rebooting them, we were unable to login to the 3 machines because
we copied over system accounts, not only user accounts. To fix this issue, we needed to disable
selinux (a security protocol that doesn’t need to be enabled for our purposes). This was done by
setting SELINUX=disabled in /etc/selinux/config. We also needed to remove all of the ssh ... key
files in /etc/ssh and run ssh-keygen to regenerate those files. More research needs to be done as to
why this was done and worked (as Dr. Warnick would say, an enthusiastic student can look a little
more into it).

B.1.8

NVIDIA Driver installation

We installed the NVIDIA drivers using the CUDA toolkit documentation located here: https://
docs.nvidia.com/cuda/cuda-installation-guide-linux/index.html#pre-installation-actions.
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Chapters 1 to 4 are the ones necessary for CUDA and NVIDIA driver installation. When downloading the toolkit and/or installing cuda, remember to download/install to /opt/local not /usr/..
which is used in the document and is also the default location. This document should be a lot more
helpful for the user than a summary provided by the writer.

B.2

RAID setup

The SSDs used were:
• Samsung SSD 860 EVO 1TB 2.5 Inch SATA III Internal SSD (MZ-76E1T0B/AM)
There are 14 total with 4 in inky, pinky, and blinky and 2 in clyde. The arrays on inky, pinky, and
blinky are being shared with clyde through an NFS share. The data from the 3 HPCs can be found
on clyde under /raid arrays. For information on how to perform an NFS share, see the NFS server
and client configuration sections in HPC setup also found on the wiki page.
ONE MAJOR DIFFERENCE: Because clyde is the server in another NFS share established with
the other 3 machines, additional options have to be put in the /etc/fstab file to enable start up for
the second share where clyde is the client. Along with that, the arrays on the other machines will
need to be manually mounted when clyde is rebooted. The additional options added in the fstab
are ’no auto’ which means do not look for this directory on the NFS on boot and ’users’ which
allows any user to mount the directory. The lines are as follows in /etc/fstab:
10.2.117.85:/exports inky/ssd /raid arrays/ssd inky nfs defaults,no auto,users
0 0
10.2.117.86:/exports pinky/ssd /raid arrays/ssd pinky nfs defaults,no auto,users
0 0
10.2.117.87:/exports blinky/ssd /raid arrays/ssd blinky nfs defaults,no auto,users
0 0
And to manually mount the directories enter sudo mount -a to go through the fstab and mount what
isn’t or mount /raid arrays/ssd inky for each directory if you don’t have sudo privileges.
NOTE: As of right now, sudo mount -a isn’t mounting the directories so mount each raid array
partition separately with mount /raid arrays/ssd inky for each machine so pinky and blinky as well.
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B.2.1

Setting up RAID array on HPCs

This is a software RAID array set up and it should all be done as root. If you are not experienced
enough, please find someone that can help you before attempting anything.
Both inky and pinky had previous array set ups that were experimentally carried out by David
Marsh so typing in lsblk into the command line showed that they were still associated with a
previous array.
So the first thing to be done is to remove the partition created with the old set up.
It should be mentioned that the SSDs were put in different positions than David Marsh had them
in. So the SSD configuration is different.

B.2.2

Removing a previous array

To remove the previous partitions of the SSDs, type in:
• parted /dev/sdc where sdc is an example of an SSD whose partition we are attempting to
remove. It could be sdc to sdf on these HPCs.
• Then type in p and hit enter to see the partition. h for help.
• Then rm ’partition number’ to remove the partition.
• And quit to quit the parted program.
You might also need to remove any lines associated with this array in /etc/fstab and /etc/mdadm.conf.
Reboot the machine to establish the removed partitions. Check to see that the partitions are gone.
Now, you can start creating the new RAID array. In this case, RAID 0 array.

B.2.3

Creating RAID 0 array

This is how the arrays were set up on inky, pinky, blinky and clyde. To create the array, type and
enter the following command:
• mdadm --create --verbose /dev/md128 --level=0 --raid-devices=4 /dev/sdc /dev/sdd
/dev/sde /dev/sdf where ’/dev/md128’ is the RAID array partition, ’level’ is the RAID
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level, and ’raid-devices’ is the number of devices that are in the array. Followed by the list
of the devices i.e. SSDs in this case.
Make a file system for the array with the following command:
• mkfs.xfs /dev/md128 where ’xfs’ is a file system type that works well with high data
rates.
Now, we must make sure that all of these changes remain when rebooted. Make a new directory to
mount the devices on to. I used a directory called ’/ssd’:
• mkdir /ssd
• mount /dev/md128 /ssd
Add the arrays to /etc/mdadm.conf and /etc/fstab to retain all changes on reboot.
READ THIS ENTIRE BULLET. Type in: mdadm –detail –scan — sudo tee -a /etc/mdadm.conf
Make sure that the line with the raid array e.g. md128 is at the end of /etc/mdadm.conf. No
additional lines should be there. Delete them if there are any others. Only have the line associated
with the SSDs. This is VERY IMPORTANT because you will get a ’No controller found’ error on
boot. If this happens follow the instructions and remove the line from the mdadm.conf file.
Then add the line:
/dev/md128 /ssd xfs defaults 0 0 to the /etc/fstab.
Finally, change the permissions of ’/ssd’ appropriately e.g. in our case chown -R mruzinda:ras
/ssd then chmod g+w /ssd. Then reboot the machine and make sure all of the changes that you
made remained. You can also change the permissions after rebooting. Additional documentation
This is the documentation used to set up the software RAID:
https://www.digitalocean.com/community/tutorials/how-to-create-raid-arrayswith-mdadm-on-ubuntu-16-04
OR
https://www.thegeekdiary.com/redhat-centos-managing-software-raid-with-mdadm/
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B.3

Using The Python Interface to Control HASHPIPE
In order to run HASHPIPE with the python interface, one must first compile HASHPIPE as

well as all of the necessary code to run the threads, and install all of the executables/plugins. Currently, there are four servers; Clyde, Inky, Pinky, and Blinky. Clyde is used to control HASHPIPE
on the other three servers. The interface uses the following scripts to run HASHPIPE on the three
servers; instance control.py, command instances.py, start mode socket.py or start mode pktsock.py
depending on standard or packet socket implementation, respectively, and kill ipcs.sh. A configuration script called dibas.conf is also used to simplify parameter changes for the user in the python
scripts. To run HASHPIPE on the machines, use the following commands:
• Open a terminal on Clyde, and run the following command when in the python interface
directory where all of the scripts are located:
– If you are running a mode with no specified parameters or HPCs:
python instance control.py ’mode e.g.

CORR or RTBF’ SCANLEN ’value e.g.

300’
– If you are running a mode with specified parameters but no HPCs or instances:
python instance control.py ’mode e.g.
300’ ’param e.g.

CORR or RTBF’ SCANLEN ’value e.g.

REQSTI or BWEIFILE’ ’value e.g.

0.02 or dummy w

respectively’
– If you are running a mode with specified parameters and HPCs but no instances:
python instance control.py ’mode e.g.
300’ ’param e.g.

CORR or RTBF’ SCANLEN ’value e.g.

REQSTI or BWEIFILE’ ’value e.g.

respectively’ ’HPC e.g.

0.02 or dummy w

inky, pinky or blinky’

– If you are running a mode with specified parameters, HPCs and instances:
python instance control.py ’mode e.g.
300’ ’param e.g.

CORR or RTBF’ SCANLEN ’value e.g.

REQSTI or BWEIFILE’ ’value e.g.

respectively’ ’HPC e.g.

0.02 or dummy w

inky, pinky or blinky’ ’instances e.g.

– With XRFI specifically, if no weight file is specified:
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0,1,2’

python instance control.py XRFI SCANLEN ’value e.g.
in GHz e.g.

10.2184 GHz would be 10.2184’ ’HPC e.g.

or blinky’ ’instances e.g.

300’ RFI FREQ ’value
inky, pinky

0,1,2’

– With XRFI, and weight file included:
python instance control.py XRFI SCANLEN ’value e.g.
name e.g.

dummy w ’ RFI FREQ ’value in GHz e.g.

be 10.2184’ ’HPC e.g.

300’ BWEIFILE ’file

10.2184 GHz would

inky, pinky or blinky’ ’instances e.g.

0,1,2’

• Open a second terminal and after the executables have been setup with the previous commands, run the following commands to start a scan:
– To start a scan:
python command instances.py START
– To stop a scan:
python command instances.py STOP
– To quit HASHPIPE and stop the executables from running:
python command instances.py QUIT
• After quitting, all of the shared memory created by the executables will need to be cleared
before running it again. This can easily be done by running bash kill ipcs.sh on the
corresponding server in the ONR directory. This script should only clear the memory created
by the user that run HASHPIPE.
All of the code and scripts used for processing can be found within this repository; https:
//gitlab.ras.byu.edu/ras-devel/onr. It also contains all of the post-processing scripts used
for data analysis in the onr post processing/matFlag/new onr onr processing directory.
The following are important scripts used to process the data in each mode. Others can be
investigated by the user in the directory above:
• datasave analysis append chunks.m - Processes the raw voltage data from all of the banks,
aggregate them, take the first few hundred time windows, and write the data to a binary file.
The binary file was meant to provide data with the entire bandwidth and no dropped packets.
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• run me analysis.m - Uses the binary file generated from datasave analysis append chunks.m,
and further processes the data when only one signal is transmitted.
• run me analysis rfi soi.m - Uses the binary file generated from datasave analysis append chunks.m,
and further processes the data when two signals are transmitted.
• y factor measurement.m - Uses the binary file generated from datasave analysis append chunks.m,
and further processes the data to generate figures of merit (noise figure and system noise temperature) with hot and cold data.
• onr system gain analysis.m - Uses the binary file generated from datasave analysis append chunks.m,
and further processes the data to analyze full system gain.
• rtbf iq output append chunks.m - Processes the output data of the real-time beamformer
or real-time RFI mitigation.
• xrfi rtbf iq output append.m - Processes the output data of the real-time beamformer.
• corr sim output analysis.m - Processes the output data of the real-time correlator.
• xrfi rtbf output append.m - Processes the output data of the real-time beamformer.
• xrfi v rtbf analysis.m - Processes the output data of the real-time beamformer and RFI
mitigation modes and produces and overlay plot with both responses.
• onr weight calibration.m - Processes the output data of the real-time correlator having
acquired hot and cold data to generate weights that can be used in the real-time beamformer,
RFI mitigation modes, or further post-processing.
• simulated data n weights.m - Generates simulated data and weights for the real-time beamformer and real-time RFI mitigation modes.
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