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Abstract
We develop Yano’s extrapolation theory for sublinear operators bounded on the cone of positive
decreasing functions in L p(0,∞). Applications in the setting of bounded operators on this cone are
presented.
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1. Introduction
In 1951, Yano (see [22]) proved that for every sublinear operator T satisfying that, for every
1 < p ≤ p0 (p0 fixed),
N
|T f (x)|p dν(x)
1/p
≤ C
p − 1

M
| f (x)|p dµ(x)
1/p
,
with C independent of p and where (N , ν) and (M, µ) are two finite measure spaces, it holds
that
T : L log L(µ) −→ L1(ν)
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is bounded. If the measures involved are not finite, then an easy modification of the above result
shows that T : L log L(µ) −→ L1loc(ν) and, in fact, T : L log L(µ) −→ L1(ν)+ L∞(ν).
More recently, it has been proved (see [5]) that under a weaker condition on the operator T ,
namely that
T : L p,1 −→ Γ p,∞
is bounded for every 1 < p ≤ p0, with constant C/(p − 1), where
∥ f ∥Γ p,∞ = sup
t>0
f ∗∗(t)t1/p,
it holds that
T : L log L(µ) −→ M(ϕ),
is bounded, where M(ϕ) is the maximal Lorentz space associated with the function ϕ(t) =
t/(1+ log+ t); that is,
∥ f ∥M(ϕ) = sup
t>0
t f ∗∗ν (t)
1+ log+ t ·
It turns out that this space M(ϕ) is strictly embedded in L1(ν) + L∞(ν) and therefore, Yano’s
theorem was improved.
On the other hand, the theory of bounded operators on the cone of decreasing functions
L pdec =

f ≥ 0; f ↓ and f ∈ L p
has become very active in the last two decades. A starting point of this theory was the
characterization of the boundedness of the Hardy–Littlewood maximal operator
M f (x) = sup
x∈Q
1
|Q|

Q
| f (y)|dy,
in weighted Lorentz spaces Λp(w) defined by the condition
∥ f ∥Λp(w) =
 ∞
0
f ∗(t)pw(t)dt
1/p
<∞.
In fact, it was proved, in [1] (see also [16]), that for every f positive and decreasing and every
p > 1, ∞
0

1
t
 t
0
f (s)ds
p
w(t)dt
1/p
≤ A
 ∞
0
f (t)pw(t)dt
1/p
(1)
if and only if w ∈ Bp; that is,
∥w∥Bp := sup
r>0
 r
0 w(t)dt + r p
∞
r
w(t)
t p dt r
0 w(t)dt
<∞.
Now, since
(M f )∗(t) ≈ 1
t
 t
0
f ∗(s)ds = f ∗∗(t),
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it was obtained as a consequence that
M : Λp(w) −→ Λp(w)
is bounded if and only if w ∈ Bp.
Moreover, this result remains true for every p > 0 and in this case (see also [11,7]), if p ≤ 1,
the constant A in (1) satisfies that A = ∥w∥1/pBp while if p > 1, the best result known up to
now (see [17]) is ∥w∥1/pBp ≤ A ≤ ∥w∥Bp . Consequently, if S f (t) = 1t
 t
0 f (s)ds is the Hardy
operator, we have that
∥S∥L pdec(w)→L p(w) ≤ ∥w∥
max(1,1/p)
Bp
. (2)
On the other hand, Muckenhoupt proved (see [15]) that inequality (1) holds, for every positive
function f and p ≥ 1, if and only if w ∈ Mp, Mp being defined by the condition ∞
r
w(t)
t p
dt
 r
0
w(x)−p′/pdx
p/p′
<∞,
and hence, there are many weights in Bp which are not in Mp (see [1]). In particular, if d is a
decreasing weight and
u(x) =

d(x)xq−1 if x ∉ (a, b)
0 if x ∈ (a, b)
we have that u ∈ Bp \ Mp for p > q. Moreover, it is easy to check that
∥u∥Bp . 1+
1
p − q ·
Then, for every q < p < p0 (p0 fixed),
S : L pdec(u) −→ L p(u)
is bounded with constant less than or equal to C(p−q)−1, while the result is false if we consider
L p instead of L pdec. Moreover, taking d appropriately we may have that u ∉ Bq and hence S is
not bounded on Lqdec(u). But, can we give some estimate at the end point p = q?
This simple example explains easily the motivation of this work in which the goal is to develop
an extrapolation theory for operators acting on decreasing functions, that allows us to obtain
end-point estimates, as in the classical case. As we shall see in Section 3, there are many other
situations where this theory has interesting applications.
As usual, the symbol f ≈ g will indicate the existence of a universal positive constant C
(independent of all parameters involved) such that (1/C) f ≤ g ≤ C f , while the symbol f . g
means that f ≤ Cg.
We shall work in the measure space (R+, v) with R+ = (0,∞) and v a positive and locally
integrable function in R+ called the weight. We write λvg(y) =

{x∈R+; |g(x)|>y} v(x)dx , the
distribution function of g with respect to the weight v, g∗v (t) = inf{s > 0; λvg(s) ≤ t} is
the decreasing rearrangement and g∗∗v (t) = (1/t)
 t
0 g
∗
v (s) ds (see [2]). The cone of decreasing
functions on R+ is the set of positive and decreasing functions on R+.
Also, for a measurable set E in R+, we shall denote by |E | the Lebesgue measure of the set,
and whenever it is not specified, the underlying measure in R+ will be this one. Finally, given a
weight v in R+, we shall represent with the capital letter V its primitive V (t) =
 t
0 v(s)ds.
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Given a decreasing function f , it is clear that
f (t) =
 ∞
0
χ{z; f (t)>z}(y)dy =
 ∞
0
χ(0,λ f (y))(t)dy
and in this paper, all our examples deal with operators satisfying that
|T f (t)| ≤
 ∞
0
|T (χ(0,λ f (y)))(t)|dy (3)
and hence, contrary to what happens in the classical case, the extrapolation theory of bounded
operators on L p,1dec and with values in a normed space is not really of interest since
T : L p,1dec −→ X, ∥T ∥ ≤ K p ⇐⇒ ∥Tχ(0,r)∥X ≤ K pr1/p;
that is, it is completely characterized by its behavior on characteristic functions. To illustrate
what we refer to, let us give a direct proof of the following extrapolation result without using
extrapolation techniques.
Theorem 1.1. Let p0 > 1 be fixed and let T be an operator satisfying (3) such that, for every
1 < p ≤ p0, T : L p,1dec → Γ p,∞ is bounded with constant less than or equal to 1(p−1)m , where
m > 0 and L p,1dec is the set of decreasing functions such that
∥ f ∥
L p,1dec
=
 ∞
0
f (t)t1/p
dt
t
<∞.
Then we have that
T : L(log L)mdec → Γ 1,∞(vm)
is bounded, where
∥ f ∥Γ 1,∞(vm ) = sup
t>0
Vm(t) f
∗∗(t),
with
Vm(t) =
 t
0
vm(s)ds ≈ t
(1+ log+ t)m
and
L(log L)mdec =

f ↓; ∥ f ∥L(log L)mdec =
 ∞
0
f (t)

1+ log+ 1
t
m
dt <∞

.
Proof. By hypothesis, for every 1 < p ≤ p0,
(Tχ(0,r))
∗∗(t) ≤ 1
(p − 1)m
r
t
1/p
and hence, taking the infimum in p we get
(Tχ(0,r))
∗∗(t) . r
t

1+ log+ t
r
m
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and consequently
∥Tχ(0,r)∥Γ 1,∞(vm ) ≈ sup
t>0
t (Tχ(0,r))∗∗(t)
(1+ log+ t)m . Dm(r)
where Dm(t) = t

1+ log+ 1t
m
and hence, using (3), we have that, for every decreasing
function,
∥T f ∥Γ 1,∞(vm ) .
 ∞
0
Dm(λ f (y))dy ≈ ∥ f ∥L(log L)mdec . 
The paper is organized as follows. In Section 2, we present the main results of the theory that
deal with the following non-trivial cases:
(A) T is defined on L p,1dec but it takes values in a space which is not a normed space, and
(B) T satisfies a strong boundedness condition of the type T : L pdec −→ L p with the right
behavior of the constant.
In Section 3 we present several applications in the setting of bounded operators on the cone
of decreasing functions in L p(u).
2. Preliminaries and main results
Let us start this section by recalling the definition of several weighted Lorentz spaces which
will be fundamental for our purposes.
Definition 2.1. Given two weights u and v in R+, the Lorentz spaces Γ p,∞u (v), Λp,∞u (v) and
Λpu (v) are defined as the sets of measurable functions f satisfying that
∥ f ∥Γ p,∞u (v) = sup
t>0
V (t)1/p f ∗∗u (t) <∞,
∥ f ∥Λp,∞u (v) = sup
t>0
V (t)1/p f ∗u (t) <∞,
and
∥ f ∥Λpu (v) =
 ∞
0
f ∗u (t)pv(t)dt
1/p
<∞,
respectively.
It is trivially seen that, for every 1 ≤ p < ∞, the spaces Γ p,∞u (v) are Banach spaces, while
the Banach property for the spaces Λp,∞(v) and Λp(v) depends on the properties of the weight
v. In particular, if p ≥ 1, Λp,∞(v) is a Banach space if and only if v ∈ Bp [20]. This condition
is also equivalent to Λp(v) being Banach if p > 1 [19].
The following lemma, proved in [12], will be fundamental for our purposes.
Lemma 2.2. Let f, g, h be three decreasing functions such that f ≤ g + h. Then, there exists a
decomposition f = f0 + f1 with f j decreasing functions and such that f0 ≤ g and f1 ≤ h.
Let us start with the weak type version of our extrapolation results. We want to emphasize
here that although the space Λp,∞ is normable and it coincides with the space Γ p,∞ appearing
in the previous theorem if p > 1, the behavior of the constant is very important for these kinds of
extrapolation results and, hence, we cannot renorm a space without taking into account whether
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this renorming affects the behavior of the constant. Namely, if 1 < p ≤ p0 with p0 <∞ fixed,
∥ f ∥Λp,∞ ≤ ∥ f ∥Γ p,∞ . 1p − 1∥ f ∥Λp,∞ .
Therefore, if T : L p,1dec → Λp,∞ is bounded, for every 1 < p ≤ p0, with constant less than or
equal to 1
(p−1)m , then T : L p,1dec → Γ p,∞ will also be bounded, for every 1 < p ≤ p0, but with
constant less than or equal to C
(p−1)m+1 .
Theorem 2.3. Let p0 > 1, m > 0 and let u, v, w be three weights such that W (s)/s is a
decreasing function. If T is a sublinear operator such that
T : L p,1(u)dec → Λp,∞v (w)
is bounded for every 1 < p ≤ p0 with constant less than or equal to 1(p−1)m , then
T : L(log L)m(log log log L)dec(u)→ Λ1,∞v (wm)
is bounded with wm such that
Wm(t) = W (t)
1+ log+ W (t)m ,
and
∥ f ∥
L(log L)m (log log log L)

dec
(u)
=
 ∞
0
f (t)

1+ log+ 1
U (t)
m
×

1+ log+ log+ log+ 1
U (t)

u(t)dt.
Proof. Let us take first f decreasing with ∥ f ∥∞ ≤ 2. Then we have that
(T f )∗v(t)W (t)
1
p ≤ 1
(p − 1)m ∥ f ∥L p,1(u) =
p
(p − 1)m
 2
0
λuf (y)
1
p dy
. 1
(p − 1)m
 ∞
0
λuf (y)dy
 1
p = 1
(p − 1)m ∥ f ∥
1
p
L1(u)
, (4)
and thus
(T f )∗v(t) .
1
(p − 1)m
∥ f ∥L1(u)
W (t)
 1
p
for all 1 < p ≤ p0.
Taking the infimum over all 1 < p ≤ p0 we obtain that
(T f )∗v(t) .
∥ f ∥L1(u)
W (t)

1+ log+ 1∥ f ∥L1(u)
m
(1+ log+ W (t))m .
It follows that
∥T f ∥
Λ1,∞v (wm ) = supt>0
W (t)(T f )∗v(t)
(1+ log+ W (t))m . Dm(∥ f ∥L1(u)), (5)
where Dm(x) = x

1+ log+ 1x
m
, x > 0.
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Now, for a decreasing and bounded function with | f | ≥ 2 whenever f ≠ 0, we can
decompose f =n∈N∪{0} f χEn , where En = {22n < f ≤ 22n+1}. Hence, if we define
f˜n =

22
n+1
,

i≥n+1
Ei
f, En
0,
n−1
i=0
Ei ,
we have that f ≤ n f˜n with f˜n decreasing for every n ∈ N ∪ {0}, and using Lemma 2.2, we
obtain that there exist decreasing functions {gn}n such that f = n gn and gn ≤ f˜n for all n.
Let φn = 2−2n+1 gn and let (cn)n be a sequence of positive numbers such thatn cn = 1. Using
Theorem 2.1 from [8], we have that
T

n
gn
∗
v
(3t) .

n

(T gn)
∗
v(t)+
1
t
 t
cn t
(T gn)
∗
v(s)ds

and since W (3t) ≈ W (t), we obtain that
∥T f ∥
Λ1,∞
v(wm )
= sup
t>0
W (t)(T f )∗v(t)
(1+ log+ W (t))m = supt>0
W (t)

T

n
gn
∗
v
(t)
(1+ log+ W (t))m
. sup
t>0
W (t)

n

(T gn)∗v(t)+ 1t
 t
cn t
(T gn)∗v(s)ds

(1+ log+ W (t))m
≈ sup
t>0
W (t)

n
22
n+1
(Tφn)∗v(t)
(1+ log+ W (t))m +
W (t)
t

n
22
n+1  t
cn t
(Tφn)∗v(s)ds
(1+ log+ W (t))m
 .
Since φn is decreasing and ∥φn∥∞ ≤ 1, we have that
(Tφn)
∗
v(s) .
(1+ log+ W (s))m
W (s)
Dm(∥φn∥L1(u)),
and taking cn ≈ 1/n2, t
cn t
(Tφn)
∗
v(s)ds . Dm(∥φn∥L1(u))(1+ log+ W (t))m
 t
cn t
s
W (s)
ds
s
. Dm(∥φn∥L1(u))
t (1+ log+ W (t))m
W (t)
log(n + 2)
and thus
∥T f ∥
Λ1,∞v (wm ) .

n≥0
22
n+1
log(n + 2) · Dm(∥φn∥L1(u)).
Since ∥φn∥L1(u) ≤ λuf (22
n
) and the function Dm is equivalent to a concave function, it follows,
using the same computation than in [9, Theorem 2.2, 3], that
∥T f ∥
Λ1,∞v (wm ) .
 ∞
1
Dm

λuf (y)

(1+ log+ log+ log+ y)dy
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.
 ∞
0
f ∗u (t)

1+ log+ 1
t
m 
1+ log+ log+ log+ 1
t

dt.
Now, for a general decreasing function g and a general weight u,
λug(y) =

{x;|g(x)|>y}
u(s)ds =
 λg(y)
0
u(s)ds = U (λg(y)),
and hence, for every weight h in R+ and every f decreasing, ∞
0
f ∗u (t)h(t)dt =
 ∞
0
H(λug(y))dy =
 ∞
0
H(U (λg(y)))dy
=
 ∞
0
f (t)h(U (t))u(t)dt,
and consequently ∞
0
f ∗u (t)

1+ log+ 1
t
m 
1+ log+ log+ log+ 1
t

dt
=
 ∞
0
f (t)

1+ log+ 1
U (t)
m 
1+ log+ log+ log+ 1
U (t)

u(t)dt.
as we wanted to see. 
If the operator T satisfies a stronger condition than in the previous theorem such as that
T : L pdec(u) → L p(v) is bounded with the same behavior of the constant, then we can say
more, but to this end we need to adapt the technique on [10] to the cone of decreasing functions.
Let us start with a technical lemma (if the reader is not familiar with the theory of interpolation
and the K -functional, we recommend just reading the statement and skipping the proof for the
present).
Lemma 2.4. Let q ≥ 1, u a weight in R+ and g a positive decreasing function. Let G be a
concave function such that
G(t) ≈
 tq
0
g∗u(s)qds
1/q
.
Set, for every i ∈ Z,
Ei = {s ∈ (0,∞); G ′(s) > 2i }.
Then there exist (gi )i∈Z positive and decreasing functions such that g =i 2i gi and tq
0
(gi )
∗
u(s)
qds
1/q
. min(t, |Ei |).
Proof. Let us first mention that since the function
H(t) =
 tq
0
g∗u(s)qds
1/q
is increasing and H(s)/s is decreasing, H is quasi-concave and hence equivalent to a concave
function; so the existence of G is clear. Since G ′ is a decreasing function we have that
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G ′(s) .

i 2
iχEi (s) and G(t) .

i 2
i min(t, |Ei |). On the other hand, it is known that
H(t) ≈ K (g, t; Lq(u), L∞), but since g is decreasing and the cone of decreasing functions
is a Marcinkiewicz cone for the couple (Lq(u), L∞) [6], we have that
H(t) ≈ K dec(g, t; Lq(u), L∞),
where
K dec(g, t; Lq(u), L∞) = inf{∥g0∥Lq (u) + t∥g1∥L∞; g = g0 + g1, g j is decreasing}.
Now, it was proved in [6] that
K dec(g, t; Lq(u), L∞) = K (t, g; Lq(u)D, L∞D ),
where for a Banach space X, X D = { f ; D f ∈ X} with ∥ f ∥X D = ∥D f ∥X , with D f being the
least decreasing majorant of f . Therefore,
G(t) ≈ K (t, g; Lq(u)D, L∞D )
and thus we can use the K -divisibility theorem of interpolation theory [4, p. 325] to prove that
there exists ( fi )i such that g =i 2i fi and
K (t, fi ; Lq(u)D, L∞D ) . min(t, |Ei |).
Now, since g ≤ i 2i D fi and D fi is decreasing we can use Lemma 2.2 to conclude that
there exist decreasing functions gi such that g =i 2i gi and gi ≤ D fi . Then
K (t, gi ; Lq(u), L∞) ≤ K (t, D fi ; Lq(u), L∞) ≈ K (t, fi ; Lq(u)D, L∞D )
. min(t, |Ei |)
and the result follows. 
Theorem 2.5. Let p0 > 1, q ≥ 1 and let T be a sublinear operator such that, for every
q < p ≤ p0, T : L pdec(u) → L p(v) is bounded with constant less than or equal to 1(p−q)m ;
then for every decreasing function f ,
sup
t>0
 t
0 [(T f )∗v(s)]qds
1/q
(1+ log+ t)m . ∥ f ∥Lq (u) +
 1
0
 t
0 f (s)
qu(s)ds
1/q
U (t)
×

log+ 1
U (t)
m−1
u(t)dt.
Proof. By the previous lemma, we can proceed exactly as in the proof of Theorem 2.4 in [10] to
obtain that
sup
t>0
 t
0 [(T f )∗v(s)]qds
1/q
(1+ log+ t)m . ∥ f ∥Lq (u) +
 1
0
 t
0 f
∗
u (s)
qds
1/q
t

log
1
t
m−1
dt := I.
Now, without loss of generality we can assume that U is strictly increasing and since f is
decreasing, we have that, if 0 < t < ∥u∥1, t
0
f ∗u (s)qds =
 t
0
f (U−1(s))qds =
 U−1(t)
0
f (y)qu(y)dy
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and hence,
I = ∥ f ∥Lq (u) +
 1
0
 U−1(t)
0 f (s)
qu(s)ds
1/q
t

log
1
t
m−1
dt
. ∥ f ∥Lq (u) +
 1
0
 t
0 f (s)
qu(s)ds
1/q
U (t)

log
1
U (t)
m−1
u(t)dt
and the result follows. 
3. Examples and applications
I. Let us start by solving the motivation example given in the introduction.
Corollary 3.1. Let p0 > 1, q ≥ 1 and let u ∈ Bp \ Bq for every p > q and such that, if
q < p ≤ p0,
∥u∥Bp .
1
p − q .
Then, for every decreasing function,
sup
0<t
 t
0 [(S f )(s)]qu(s)ds
1/q
(1+ log+ U (t)) . ∥ f ∥Lq (u) +
 1
0
 t
0 f (s)
qu(s)ds
1/q
U (t)
u(t)dt.
Proof. By hypothesis, we already know that, for every q < p ≤ p0,
S : L pdec(u) −→ L p(u)
is bounded with constant less than or equal to C/(p − q). Then, by Theorem 2.5,
sup
t>0
 t
0 (S f )
∗
u(s)
qds
1/q
(1+ log+ t) . ∥ f ∥Lq (u) +
 1
0
 t
0 f (s)
qu(s)ds
1/q
U (t)
u(t)dt.
Now, since S f is decreasing, we can rewrite the term on the left hand side as
sup
0<t≤∥u∥1
 U−1(t)
0 [(S f )(s)]qu(s)ds
1/q
(1+ log+ t)
and the result follows. 
II. Integral operators
An important class of operators in this setting of the cone of decreasing functions are the
integral operators with positive kernels k; that is
T f (x) =
 ∞
0
k(x, t) f (t)dt,
since this class includes many interesting operators such as generalized Hardy operators
Su,v f (x) = 1u(x)
 x
0
f (s)v(s)ds,
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generalized conjugate Hardy operators
S˜u,v f (x) = v(x)
 ∞
x
f (s)
u(s)
ds,
the fractional Riemann–Liouville operator
Rλ f (x) = x−λ
 x
0
(x − t)λ−1 f (t)dt,
with λ > 0, the Laplace operator, Hardy operator with variable limits, etc.
In many cases, these operators satisfy that T f is decreasing if f is decreasing.
In order to give examples of operators satisfying the hypothesis of Theorem 2.5 we need to
start by computing the norm of several integral operators
T : L pdec(w)→ L p(w),
and this is the aim of the following three results. We shall present the results for p > 0 since the
proof is the same as for the case p ≥ 1.
Theorem 3.2. Let T be an integral operator with positive kernel and such that T f is decreasing
for every f decreasing and let p > 0. If
K = sup
r,s>0
 r
0
 s
0 k(x, t)dtdx
min(r, s)
<∞, (6)
then
∥T ∥L pdec(w)→L p(w) ≤ K∥w∥
max(1/p,1)
Bp
.
Proof. Let f be a positive decreasing function. Then, u
0
T f (x)dx =
 u
0
 ∞
0
k(x, t) f (t)dtdx =
 u
0
 ∞
0
 λ f (y)
0
k(x, t)dtdydx
=
 ∞
0
 u
0
 λ f (y)
0
k(x, t)dtdxdy ≤ K
 ∞
0
min(u, λ f (y))dy
= K
 u
0
f (t)dt
and hence
S(T f )(t) ≤ K S f (t), ∀ t > 0.
Consequently, since T f ≤ S(T f ), we obtain by (2) that
∥T f ∥L p(w) ≤ ∥S(T f )∥L p(w) ≤ K∥S f ∥L p(w) ≤ K∥w∥max(1/p,1)Bp ∥ f ∥L p(w). 
Using the same idea, we can also prove the following result.
Theorem 3.3. Let T be an integral operator with positive kernel and such that T f is decreasing
for every f decreasing. If, for some α > −1,
Kα = sup
r,s>0
 r
0
 s
0 k(x, t)x
αdtdx
min(r, s)α+1
<∞, (7)
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then
∥T ∥L pdec(w)→L p(w) ≤ Kα∥w∥
max(1/p,1)
Bp(1+α) .
Proof. Let f be a positive decreasing function. Then, as in the previous theorem, it is easy to see
that
Sα(T f )(u) := 1+ α
u1+α
 u
0
T f (x)xαdx ≤ Kα 1+ α
u1+α
 ∞
0
min(u, λ f (y))1+αdy
= Kα(1+ α)Sα f (u)
and hence since T f ≤ Sα(T f ), we obtain by (2) that
∥T f ∥L p(w) ≤ ∥Sα(T f )∥L p(w) ≤ Kα(1+ α)∥Sα f ∥L p(w)
≤ Kα(1+ α)∥w∥max(1/p,1)Bp(1+α) ∥ f ∥L p(w),
where the last inequality follows on changing variables and applying (2). 
Corollary 3.4. Let T and Kα be as in the previous theorem and let us assume that for every
−1 < α < 0, Kα <∞. Then, for every w ∈ Bp,
T : L pdec(w) −→ L p(w)
is bounded and
∥T ∥L pdec(w)→L p(w) ≤ inf−1<α<0 Kα∥w∥
max(1/p,1)
Bp(1+α) .
Proof. This is an immediate consequence of the previous theorem and the fact that if w ∈ Bp,
there exists ε > 0 such that w ∈ Bp−ε and hence
inf−1<α<0 Kα∥w∥
max(1/p,1)
Bp(1+α) <∞. 
Examples:
I. A generalized Hardy operator
There are many operators in the literature under the name of generalized Hardy operator. The
one that we refer to here is given by
Sv f (t) = 1V (t)
 t
0
f (s)v(s)ds,
with v an arbitrary weight. Boundedness properties of these operators have been considered in
several papers which can be found in the book of Kufner and Persson [13].
Using Theorem 3.2, we immediately see that the following result holds:
Proposition 3.5. If a weight v satisfies that ∞
r
1
V (x)
dx . r
V (r)
,
then, for every w ∈ Bp with p > 0,
∥Sv∥L pdec(w)→L p(w) . ∥w∥
max(1/p,1)
Bp
.
Remark 3.6. As a consequence, Sv satisfies the same inequality as S in Corollary 3.1.
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II. The Riemann–Liouville fractional operator
The boundedness properties of the Riemann–Liouville operator
Rλ f (x) = x−λ
 x
0
(x − t)λ−1 f (t)dt,
with λ > 0 have been studied in several papers such as [3,14,18,21], among many others. Also
in [7] it was proved that if 0 < λ ≤ 1,
Rλ : L pdec(w) −→ L p(w)
is bounded for every w ∈ Bp, but the norm of this operator was not explicitly computed there.
Let us see now that the kernel satisfies the condition of Corollary 3.4. In this case
k(x, t) = (x − t)
λ−1
xλ
χ(0,x)(t)
and hence s
0
k(x, t)dt = 1
λ
1
xλ

xλ − (x −min(s, x))λ
and  r
0
 s
0
k(x, t)dtxαdx =
 r
0
1
λ
1
xλ

xλ − (x −min(s, x))λxαdx
= 1
λ(1+ α) min(r, s)
1+α + 1
λ
 r
s

1− 1− s
x
λ xαdx
+
= I+ II.
To estimate II, we proceed by a change of variables assuming that s < r (the contrary case
trivially gives 0):
II = 1
λ

r1+α
1+ α −
s1+α
1+ α

− 1
λ
 r
s

1− s
x
λ
xαdx

= 1
λ

r1+α
1+ α −
s1+α
1+ α

− s
1+α
λ
 1
s/r
(1− u)λ du
u2+α
.
Therefore to have the above term controlled by a constant Kαs1+α , we need only to see that
sup
0<s<r<∞

1
λ

r1+α
s1+α(1+ α)

− 1
λ
 1
s/r
(1− u)λ du
u2+α

= Kα <∞.
That is,
sup
0<µ<1

1
λ

1
µ1+α(1+ α)

− 1
λ
 1
µ
(1− u)λ du
u2+α

= Kα <∞.
Now, it is easy to see that
Kα = 1
λ(1+ α) +
1
λ
 1
0
(1− (1− u)λ)
u
du
u1+α
. 1
λ(1+ α) +
1
λ
 1
0
du
u1+α
= −1
λα(1+ α)∞.
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By Corollary 3.4, we obtain the following result.
Corollary 3.7. If 0 < λ < 1,
∥Rλ∥L pdec(w)→L p(w) . inf0<µ<1
1
µ(1− µ)∥w∥
max(1/p,1)
Bpµ
.
And, as a consequence, we can prove our last corollary.
Corollary 3.8. Let p0 > 1, q ≥ 1 and let u ∈ Bp \ Bq for every p > q and such that if
q < p ≤ p0,
∥u∥Bp .

1
p − q
m
.
Then, for every decreasing function f ,
sup
0<t
 t
0 [(Rλ f )(s)]qu(s)ds
1/q
(1+ log+ U (t))1+m . ∥ f ∥Lq (u) +
 1
0
 t
0 f (s)
qu(s)ds
1/q
U (t)
×

1+ log+ 1
U (t)
m
u(t)dt.
Proof. By hypothesis and the previous corollary, we have to compute
K = inf
q
p<µ<1
1
µ(1− µ)

1
pµ− q
m
,
for which simple computations lead us to K .

1
p−q
1+m
and the result follows by Theorem 2.5
and the fact that Rλ f is decreasing. 
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