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Abstract: We consider the spectral problem{ −∆uε = λ(ε)ρεuε in Ω
∂uε
∂ν
= 0 on ∂Ω
in a smooth bounded domain Ω of R2. The factor ρε which appears in the first
equation plays the role of a mass density and it is equal to a constant of order
ε−1 in an ε-neighborhood of the boundary and to a constant of order ε in the
rest of Ω. We study the asymptotic behavior of the eigenvalues λ(ε) and the
eigenfunctions uε as ε tends to zero. We obtain explicit formulas for the first
and second terms of the corresponding asymptotic expansions by exploiting the
solutions of certain auxiliary boundary value problems.
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1 Introduction
We fix once for all a real number M > 0 and a bounded connected open set Ω
in R2 of class C3. Then, for ε > 0 small, we consider the Neumann eigenvalue
problem { −∆uε = λ(ε)ρεuε in Ω,
∂uε
∂ν
= 0 on ∂Ω,
(1.1)
in the unknowns λ(ε) (the eigenvalue) and uε (the eigenfunction). The factor ρε
is defined by
ρε(x) :=
{
ε in Ω \ ωε,
M−ε|Ω\ωε|
|ωε| in ωε,
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where
ωε := {x ∈ Ω : dist (x, ∂Ω) < ε}
is the strip of width ε near the boundary ∂Ω of Ω (see Figure 1). Here and in the
sequel ν denotes the outer unit normal to ∂Ω.
It is well-known that the eigenvalues of (1.1) have finite multiplicity and form
an increasing sequence
λ0(ε) < λ1(ε) ≤ λ2(ε) ≤ · · · ≤ λj(ε) ≤ · · · ↗ +∞.
In addition λ0(ε) = 0 and the eigenfunctions corresponding to λ0(ε) are the
constant functions on Ω. We will agree to repeat the eigenvalues according to
their multiplicity.
Problem (1.1) arises in the study of the transverse vibrations of a thin elastic
membrane which occupies at rest the planar domain Ω (see e.g., [5]). The mass of
the membrane is distributed accordingly to the density ρε. Thus the total mass
is given by ∫
Ω
ρεdx = M
and it is constant for all ε > 0. In particular, most of the mass is concentrated in
a ε-neighborhood of the boundary ∂Ω, while the remaining is distributed in the
rest of Ω with a density proportional to ε. The eigenvalues λj(ε) are the squares
of the natural frequencies of vibration when the boundary of the membrane is
left free. The corresponding eigenfunctions represent the profiles of vibration.
Then, we introduce the classical Steklov eigenvalue problem{
∆u = 0, in Ω,
∂u
∂ν
= M|∂Ω|µu, on ∂Ω,
(1.2)
in the unknowns µ (the eigenvalue) and u (the eigenfunction). The spectrum
of (1.2) consists of an increasing sequence of non-negative eigenvalues of finite
multiplicity, which we denote by
µ0 < µ1 ≤ µ2 ≤ · · · ≤ µj ≤ · · · ↗ +∞.
One easily verifies that µ0 = 0 and that the corresponding eigenfunctions are the
constants functions on Ω. In addition, one can prove that for all j ∈ N we have
λj(ε)→ µj as ε→ 0
2
(see, e.g., Arrieta et al. [3], see also Buoso and Provenzano [4] and Theorem 2.17
here below). Accordingly, one may think to the µj’s as to the squares of the
natural frequencies of vibration of a free elastic membrane with total mass M
concentrated on the 1-dimensional boundary ∂Ω with constant density M/|∂Ω|.
A classical reference for the study of problem (1.2) is the paper [22] by Steklov.
We refer to Girouard and Polterovich [7] for a recent survey paper and to the
recent works of Lamberti and Provenzano [14] and of Lamberti [15] for related
problems. We also refer to Buoso and Provenzano [4] for a detailed analysis of
the analogous problem for the biharmonic operator.
The aim of the present paper is to study the asymptotic behavior of the
eigenvalues λj(ε) of problem (1.1) and the corresponding eigenfunctions uj,ε as ε
goes to zero, i.e., when the thin strip ωε shrinks to the boundary of Ω. To do so,
we show the validity of an asymptotic expansion for λj(ε) and uj,ε as ε goes to
zero. In addition, we provide explicit expressions for the first two coefficients in
the expansions in terms of solutions of suitable auxiliary problems. In particular,
we establish a closed formula for the derivative of λj(ε) at ε = 0. We observe
that such a derivative may be seen as the topological derivative of λj for the
domain perturbation considered in this paper. We will confine our-selfs to the
case when λj(ε) converges to a simple eigenvalue µj of (1.2). We observe that
such a restriction is justified by the fact that Steklov eigenvalues are generically
simple (see e.g., Albert [2] and Uhlenbeck [24]).
As we have written here above, problems (1.1) and (1.2) concern the elastic
behavior of a membrane with mass distributed in a very thin region near the
boundary. In view of such a physical interpretation, one may wish to know
whether the normal modes of vibration are decreasing or increasing when ε > 0
approaches 0.
To answer to this question one can compute the value of the derivative of
λj(ε) at ε = 0 by exploiting the closed formula that we will obtain. When Ω
is a ball, we can find explicit expressions for the eigenvalues λj(ε) and for the
corresponding eigenvectors (in this case every eigenvalue is double). In Appendix
B we have verified that in such special case the eigenvalues are locally decreasing
when ε approaches 0 from above. Accordingly the Steklov eigenvalues of the ball
are local minimizers of the λj(ε). This result is in agreement with the value of
the derivative of λj(ε) at ε = 0 that one may compute from our closed formula
obtained for a general domain Ω of class C3.
We observe here that asymptotics for vibrating systems (membranes or bod-
ies) containing masses along curves or masses concentrated at certain points have
been considered by several authors in the last decades (see, e.g., Golovaty et
al. [8], Lobo and Pe´rez [19] and Tchatat [23]). We also refer to Lobo and Pe´rez
[17, 18] where the authors consider the vibration of membranes and bodies carry-
ing concentrated masses near the boundary, and to Golovaty et al. [9, 10], where
the authors consider spectral stiff problems in domains surrounded by thin bands.
Let us recall that these problems have been addressed also for vibrating plates
(see Golovaty et al. [11, 12] and the references therein). We also mention the
alternative approach based on potential theory and functional analysis proposed
in Musolino and Dalla Riva [6] and Lanza de Cristoforis [16].
The paper is organized as follows. In Section 2 we introduce the notation and
certain preliminary tools that are used through the paper. In Section 3 we state
our main Theorems 3.1 and 3.5, which concern the asymptotic expansions of the
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eigenvalues and of the eigenfunctions of (1.1), respectively. In Theorem 3.1 we
also provide the explicit formula for the topological derivative of the eigenvalues
of (1.1). The proof of Theorems 3.1 and 3.5 is presented in Sections 4 and 5. In
Section 4 we justify the asymptotic expansions of Theorems 3.1 and 3.5 up to the
zero order terms. Then in Section 5 we justify the asymptotic expansions up to
the first order terms and, as a byproduct, we prove the validity of the formula
for the topological derivative. At the end of the paper we have included two
Appendices. In the Appendix A we consider an auxiliary problem and prove its
well-posedness. In the last Appendix B we consider the case when Ω is the unit
ball and prove that the Steklov eigenvalues are local minimizers of the Neumann
eigenvalues for ε small enough.
2 Preliminaries
2.1 A convenient change of variables
Since Ω is of class C3, it is well-known that there exists ε′Ω > 0 such that the map
x 7→ x−εν(x) is a diffeomorphism of class C2 from ∂Ω to ∂ωε∩Ω for all ε ∈ (0, ε′Ω).
We will exploit this fact to introduce curvilinear coordinates in the strip ωε. To
do so, we denote by γ : [0, |∂Ω|) → ∂Ω the arc length parametrization of the
boundary ∂Ω. Then, one verifies that the map ψ : [0, |∂Ω|)× (0, ε)→ ωε defined
by ψ(s, t) := γ(s)− tν(γ(s)), for all (s, t) ∈ [0, |∂Ω|)× (0, ε), is a diffeomorphism
and we can use the curvilinear coordinates (s, t) in the strip ωε. We denote by
κ(s) the signed curvature of ∂Ω, namely we set κ(s) = γ′1(s)γ
′′
2 (s) − γ′2(s)γ′′1 (s)
for all s ∈ [0, |∂Ω|).
In order to study problem (1.1) it is also convenient to introduce a change
of variables by setting ξ = t/ε. Accordingly, we denote by ψε the function from
[0, |∂Ω|) × (0, 1) to ωε defined by ψε(s, ξ) := γ(s) − εξν(γ(s)) for all (s, ξ) ∈
[0, |∂Ω|) × (0, 1). The variable ξ is usually called ‘rapid variable’. We observe
that in this new system of coordinates (s, ξ), the strip ωε is transformed into a
band of length |∂Ω| and width 1 (see Figures 2 and 3). Moreover, we note that
if ε < (sups∈[0,|∂Ω|) |κ(s)|)−1, then we have
inf
(s,ξ)∈[0,|∂Ω|)×(0,1)
(
1− εξκ(s)) > 0 , (2.1)
so that | detDψε| = ε(1− εξκ(s)) for all (s, ξ) ∈ [0, |∂Ω|)× (0, 1).
We will also need to write the gradient of a function u on ωε with respect to
the coordinates (s, ξ). To do so we take
ε′′Ω := min
{
ε′Ω ,
(
sup
s∈[0,|∂Ω|)
|κ(s)|
)−1}
.
and we consider ε ∈ (0, ε′′Ω). Then we have
(∇u ◦ ψε) (s, ξ) =
(
γ′1(s)
1−εξκ(s)∂s(u ◦ ψε(s, ξ))− γ
′
2(s)+εξγ
′′
1 (s)
ε(1−εξκ(s)) ∂ξ(u ◦ ψε(s, ξ))
γ′2(s)
1−εξκ(s)∂s(u ◦ ψε(s, ξ)) + γ
′
1(s)−εξγ′′2 (s)
ε(1−εξκ(s)) ∂ξ(u ◦ ψε(s, ξ))
)
and therefore
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(∇u ◦ ψε · ∇v ◦ ψε) (s, ξ)
=
1
ε2
∂ξ(u ◦ ψε(s, ξ))∂ξ(v ◦ ψε(s, ξ)) + ∂s(u ◦ ψε(s, ξ))∂s(v ◦ ψε(s, ξ))
(1− εξκ(s))2
(2.2)
for all (s, ξ) ∈ [0, |∂Ω|)× (0, 1).
γ(s)-ϵξν(γ(s))ωϵ
γ(s)
Figure 2
s
ξ
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2.2 Some remarks about ρε
We can write ρε = ε+
1
ε
ρ˜εχωε , where χωε is the characteristic function of ωε and
ρ˜ε := ε
(
M − ε|Ω \ ωε|
|ωε|
)
− ε2. (2.3)
Then we observe that for ε ∈ (0, ε′′Ω) we have
|ωε| = ε|∂Ω| − ε
2
2
K , (2.4)
where K is defined by
K :=
∫ |∂Ω|
0
κ(s)ds. (2.5)
By (2.1) it follows that |∂Ω| − ε
2
K > 0. Then by (2.3) and (2.4) one verifies that
there exists a real analytic map R˜ from (−ε′′Ω, ε′′Ω) to R such that
ρ˜ε =
M
|∂Ω| +
1
2
KM − |Ω||∂Ω|
|∂Ω|2 ε+ ε
2R˜(ε) ∀ε ∈ (0, ε′′Ω) . (2.6)
We are now legitimate to fix once for all a real number
εΩ ∈ (0, ε′′Ω) such that inf
ε∈(0,εΩ)
ρ˜ε > 0. (2.7)
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2.3 Weak formulation of problem (1.1) and the resolvent
operator Aε
For all ε ∈ (0, εΩ), we denote by Hε(Ω) the Hilbert space consisting of the func-
tions in the standard Sobolev space H1(Ω) endowed with the bilinear form
〈u, v〉ε :=
∫
Ω
∇u · ∇vdx+
∫
Ω
ρεuvdx ∀u, v ∈ Hε(Ω). (2.8)
The bilinear form (2.8) induces on H1(Ω) a norm which is equivalent to the
standard one. We denote such a norm by ‖ · ‖ε.
We note that the weak formulation of problem (1.1) can be stated as follows:
a pair (λ(ε), uε) ∈ R×H1(Ω) is a solution of (1.1) in the weak sense if and only
if ∫
Ω
∇uε · ∇ϕdx = λ(ε)
∫
Ω
ρεuεϕdx ∀ϕ ∈ H1(Ω).
Then, for all ε ∈ (0, εΩ) we introduce the linear operator Aε from Hε(Ω) to itself
which maps a function f ∈ Hε(Ω) to the function u ∈ Hε such that∫
Ω
∇u · ∇ϕdx+
∫
Ω
ρεuϕdx =
∫
Ω
ρεfϕdx ∀ϕ ∈ Hε(Ω). (2.9)
We note that such a function u ∈ Hε(Ω) exists by the Riesz representation
theorem and it is unique because
∫
Ω
∇u ·∇ϕdx+∫
Ω
ρεuϕdx = 0 for all ϕ ∈ Hε(Ω)
implies that ‖u‖ε = 0.
In the sequel we will heavily exploit the following lemma. We refer to Ole˘ınik
et al. [20, III.1] for its proof.
Lemma 2.10. Let A be a compact, self-adjoint and positive linear operator from a
separable Hilbert space H to itself. Let u ∈ H, with ‖u‖H = 1. Let η, r > 0 be such
that ‖Au−ηu‖H ≤ r. Then, there exists an eigenvalue η∗ of the operator A which
satisfies the inequality |η− η∗| ≤ r. Moreover, for any r∗ > r there exists u∗ ∈ H
with ‖u∗‖H = 1, u∗ belonging to the space generated by all the eigenfunctions
associated with an eigenvalue of the operator A lying on the segment [η−r∗, η+r∗],
and such that
‖u− u∗‖H ≤ 2r
r∗
.
We observe that the operator Aε is a good candidate for the application of
Lemma 2.10. Indeed, we have the following Proposition 2.11.
Proposition 2.11. For all ε ∈ (0, εΩ) the map Aε is a compact, self-adjoint and
positive linear operator from Hε to itself.
Proof. The proof that Aε is self-adjoint and positive can be effected by noting
that 〈Aεf, g〉ε =
∫
Ω
ρεfg dx for all f, g ∈ Hε(Ω). To prove that Aε is compact
we denote by A˜ε the linear operator from L2(Ω) to Hε(Ω) which takes a function
f ∈ L2(Ω) to the unique element u ∈ Hε(Ω) which satisfies the condition in
(2.9). By the Riesz representation theorem one verifies that A˜ε is well defined.
In addition, we can prove that A˜ε is bounded. Indeed, we have
‖A˜εf‖2ε = 〈A˜εf, A˜εf〉ε =
∫
Ω
ρεfA˜εf dx
6
and by a computation based on the Ho¨lder inequality one verifies that∫
Ω
ρεfA˜εf dx =
∫
Ω
ρ
1
2
ε fρ
1
2
ε A˜εf dx ≤
(∫
Ω
ρεf
2dx
) 1
2
(∫
Ω
ρε(A˜εf)2dx
) 1
2
,
which implies that ‖A˜εf‖ε ≤ (supx∈Ω ρε(x)
1
2 ) ‖f‖L2(Ω) for all f ∈ L2(Ω). Then
we denote by Eε the embedding map from Hε(Ω) to L2(Ω). Via the natural
isomorphism from Hε(Ω) to H1(Ω), one deduces that Eε is compact. Since Aε =
A˜ε ◦ Eε, we conclude that also Aε is compact.
We conclude this subsection by observing that the L2(Ω) norm of a function
in H1(Ω) is uniformly bounded by its ‖ ·‖ε norm for all ε ∈ (0, εΩ). We will prove
such a result in Proposition 2.15 below by exploiting the following Lemma 2.12.
Lemma 2.12. There exists CΩ > 0 such that∥∥∥∥u− 1M
∫
Ω
ρεudx
∥∥∥∥
L2(Ω)
≤ CΩ‖∇u‖L2(Ω),
for all u ∈ H1(Ω) and for all ε ∈ (0, εΩ).
Proof. We argue by contradiction and we assume that there exist a sequence
{τk}k∈N ⊂ (0, εΩ) and a sequence {wk}k∈N ⊂ H1(Ω) such that∥∥∥∥wk − 1M
∫
Ω
ρτkwkdx
∥∥∥∥
L2(Ω)
> k‖∇wk‖L2(Ω) (2.13)
for all k ∈ N. Since {τk}k∈N is bounded there exist τ ∈ [0, εΩ] and a subsequence
of {τk}k∈N, which we still denote by {τk}k∈N, such that τk → τ as k →∞. Then
we set
vk :=
∥∥∥∥wk − 1M
∫
Ω
ρτkwkdx
∥∥∥∥−1
L2(Ω)
(
wk − 1
M
∫
Ω
ρτkwkdx
)
for all k ∈ N. We verify that ∫
Ω
ρτkvkdx = 0 and ‖vk‖L2(Ω) = 1 for all k ∈ N,
and from (2.13), ‖∇vk‖ < 1k . Then vk is bounded in H1(Ω) and we can extract
a subsequence, which we still denote by {vk}k∈N, such that vk ⇀ v weakly in
H1(Ω) and vk → v strongly in L2(Ω), for some v ∈ H1(Ω). Moreover, since
‖∇vk‖L2(Ω) < 1k one can verify that ∇v = 0 a.e. in Ω, and thus v is constant on
Ω. In addition,
‖v‖L2(Ω) = lim
k→∞
‖vk‖L2(Ω) = 1. (2.14)
We now prove that (2.14) leads to a contradiction. Indeed, we can prove that
v = 0. We consider separately the case when τ > 0 and the case when τ = 0.
For τ > 0 we verify that limk→∞
∫
Ω
ρτkvkdx =
∫
Ω
ρτvdx. Then
∫
Ω
ρτvdx = 0,
because
∫
Ω
ρτkvkdx = 0. Since ρτ > 0 and v is constant, it follows that v = 0.
If instead τ = 0, then, by an argument based on [21, Lemmas 3.1.22, 3.1.28]
we have limk→∞
∫
Ω
ρτkvkdx =
M
|∂Ω|
∫
∂Ω
vdσ. Since
∫
Ω
ρτkvkdx = 0, it follows that∫
∂Ω
vdσ = 0. Since v is constant on Ω, we deduce that v = 0.
We are now ready to prove Proposition 2.15.
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Proposition 2.15. If ε ∈ (0, εΩ) and v ∈ H1(Ω), then
‖v‖L2(Ω) ≤ max
{
CΩ,
√
|Ω|
M
}
‖v‖ε,
where CΩ is the constant which appears in Lemma 2.12.
Proof. First we observe that∫
Ω
ρεvdx =
∫
Ω
ρ
1
2
ε ρ
1
2
ε vdx ≤
(∫
Ω
ρεdx
) 1
2
(∫
Ω
ρεv
2dx
) 1
2
= M
1
2
(∫
Ω
ρεv
2dx
) 1
2
.
(2.16)
Then, by Lemma 2.12 and by (2.16) we deduce that
‖v‖L2(Ω) =
∥∥∥∥v − 1M
∫
Ω
ρεvdx+
1
M
∫
Ω
ρεvdx
∥∥∥∥
L2(Ω)
≤
∥∥∥∥v − 1M
∫
Ω
ρεvdx
∥∥∥∥
L2(Ω)
+
∥∥∥∥ 1M
∫
Ω
ρεvdx
∥∥∥∥
L2(Ω)
≤ CΩ‖∇v‖L2(Ω) +
√
|Ω|
M
(∫
Ω
ρεv
2dx
) 1
2
.
Now the validity of the proposition follows by a straightforward computation.
2.4 Known results on the limit behavior of λj(ε)
In the following Theorem 2.17 we recall some results on the limit behavior of the
eigenelements of problem (1.1).
Theorem 2.17. The following statements hold.
(i) For all j ∈ N it holds
lim
ε→0
λj(ε) = µj.
(ii) Let µj be a simple eigenvalue of problem (1.2) and let λj(ε) be such that
limε→0 λj(ε) = µj. Then there exists εj > 0 such that λj(ε) is simple for all
ε ∈ (0, εj).
The proof of Theorem 2.17 can be carried out by using the notion of compact
convergence for the resolvent operators, and can also be obtained as a conse-
quence of the more general results proved in Arrieta et al. [3] (see also Buoso and
Provenzano [4]).
From Theorem 2.17, it follows that the function λj(·) which takes ε > 0 to
λj(ε) can be extended with continuity at ε = 0 by setting λj(0) := µj for all
j ∈ N.
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3 Description of the main results
In this section we state our main Theorems 3.1 and 3.5 which will be proved in
Sections 4 and 5 below. We will use the following notation: if j ∈ N and µj is a
simple eigenvalue of problem (1.2), then we take
εΩ,j := min{εj , εΩ}
with εj as in Theorem 2.17 and εΩ as in (2.7), so that λj(ε) is a simple eigenvalue
of (1.1) for all ε ∈ (0, εΩ,j). If f is an invertible function, than f (−1) denotes
the inverse of f , as opposed to r−1 and f−1 which denote the reciprocal of a real
non-zero number or of a non-vanishing function.
In the following Theorem 3.1 we provide an asymptotic expansion of the eigen-
value λj(ε) up to a remainder of order ε
2.
Theorem 3.1. Let j ∈ N. Assume that µj is a simple eigenvalue of problem
(1.2). Then
λj(ε) = µj + εµ
1
j +O(ε
2) as ε→ 0 (3.2)
where
µ1j =
|Ω|µj
M
− |∂Ω|µj
M
∫
Ω
u2jdx+
2Mµ2j
3|∂Ω| +
µj
2
∫
∂Ω
u2jκ◦γ(−1)dσ −
Kµj
2|∂Ω| . (3.3)
The constant K is given by (2.5) and uj ∈ H1(Ω) is the unique eigenfunction
of problem (1.2) associated with the eigenvalue µj which satisfies the additional
condition ∫
∂Ω
u2jdσ = 1. (3.4)
In Theorem 3.5 here below we show an asymptotic expansion for the eigen-
function uj,ε associated to λj(ε).
Theorem 3.5. Let j ∈ N and assume that µj is a simple eigenvalue of problem
(1.2). Let 0 < εΩ,j < εΩ be such that λj(ε) is a simple eigenvalue of problem (1.1)
for all ε ∈ (0, εΩ,j). Let uj be the unique eigenfunction of problem (1.2) associated
with µj which satisfies the additional condition (3.4). For all ε ∈ (0, εΩ,j), let uj,ε
be the unique eigenfunction of problem (1.1) corresponding to λj(ε) which satisfies
the additional condition |∂Ω|
M
∫
Ω
ρεu
2
j,εdx = 1 . (3.6)
Then there exist u1j ∈ H1(Ω) and wj ∈ H1([0, |∂Ω|)× (0, 1)) such that
uj,ε = uj + εu
1
j + εvj,ε +O(ε
2) in L2(Ω) as ε→ 0, (3.7)
where the function vj,ε ∈ H1(Ω) is the extension by 0 of wj ◦ ψ(−1)ε to Ω.
We shall present explicit formulas for wj in terms of µj and uj (see formula
(4.4)) and we shall identify u1j as the solution to a certain boundary value problem
(see problem (5.1)). We also note that ‖vj,ε‖L2(Ω) ∈ O(
√
ε), so that the third term
in (3.7) is in O(ε
3
2 ) in L2(Ω) (cf. Proposition 4.6).
The proof of Theorems 3.1 and 3.5 consists of two steps. In the first step
(Section 4) we show that the quantity λj(ε)− µj is of order ε as ε tends to zero.
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Moreover, we introduce the function wj and we show that ‖uj,ε − uj‖L2(Ω) is of
order ε as ε tends to zero. In the second step (Section 5) we complete the proof of
Theorems 3.1 and 3.5 by proving the validity of (3.2) and (3.7) and we introduce
the boundary value problem which identifies u1j .
4 First step
We begin here the proof of Theorems 3.1 and 3.5. Accordingly, we fix j ∈ N and
we take µj, uj, εΩ,j, λj(ε), and uj,ε as in the statements of Theorems 3.1 and 3.5.
The aim of this section is to prove the following intermediate result.
Proposition 4.1. We have
λj(ε) = µj +O(ε) as ε→ 0 (4.2)
and
uj,ε = uj +O(ε) in L
2(Ω) as ε→ 0. (4.3)
In other words, we wish to justify the expansions (3.2) and (3.7) up to a
remainder of order ε. (We observe here that Theorem 2.17 states the convergence
of λj(ε) to µj, but it does not provide any information on the rate of convergence.)
We introduce the following notation. We denote by wj the function from
[0, |∂Ω|)× [0, 1] to R defined by
wj(s, ξ) := −Mµj
2|∂Ω|(uj ◦ γ(s)) (ξ − 1)
2 ∀(s, ξ) ∈ [0, |∂Ω|)× [0, 1] . (4.4)
By a straightforward computation one verifies that wj solves the following prob-
lem 
−∂2ξwj(s, ξ) = Mµj|∂Ω| (uj ◦ γ(s)), (s, ξ) ∈ [0, |∂Ω|)× (0, 1),
∂ξwj(s, 0) =
Mµj
|∂Ω| (uj ◦ γ(s)), s ∈ [0, |∂Ω|),
wj(s, 1) = ∂ξwj(s, 1) = 0, s ∈ [0, |∂Ω|).
(4.5)
Then for all ε ∈ (0, εΩ,j) we denote by vj,ε ∈ H1(Ω) the extensions by 0 of
wj ◦ ψ(−1)ε to Ω. We note that by construction vj,ε ∈ H1(Ω). We also observe
that the L2(Ω) norm of vj,ε is in O(
√
ε) as ε→ 0. Indeed, we have the following
proposition.
Proposition 4.6. There is a constant C > 0 such that ‖vj,ε‖L2(Ω) ≤ C
√
ε for all
ε ∈ (0, εΩ,j).
Proof. Since vj,ε is the extensions by 0 of wj ◦ ψ(−1)ε to Ω, by the rule of change
of variables in integrals we have∫
ωε
v2j,εdx = ε
∫ |∂Ω|
0
∫ 1
0
w2j (s, ξ)(1− εξκ(s)) dξds
≤
(
‖wj‖L2([0,∂Ω)×(0,1)) sup
(s,ξ)∈[0,∂Ω)×(0,ε)
|1− εξκ(s)|
)
ε .
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We also observe that
√
ε ‖vj,ε‖ε is uniformly bounded for ε ∈ (0, εΩ,j). Namely,
we have the following proposition.
Proposition 4.7. There is a constant C > 0 such that
√
ε ‖vj,ε‖ε ≤ C for all
ε ∈ (0, εΩ,j).
Proof. We have
‖vj,ε‖ε =
∫
ωε
ρε v
2
j,εdx+
∫
ωε
|∇vj,ε|2dx . (4.8)
Since ρε = ε+
1
ε
ρ˜ε on ωε we have∫
ωε
ρε v
2
j,εdx =
(
ε+
1
ε
ρ˜(ε)
)
‖vj,ε‖2L2(Ω) .
Thus, by Proposition 4.6 and by (2.6) we deduce that∫
ωε
ρε v
2
j,εdx ≤ C ∀ε ∈ (0, εΩ,j) (4.9)
for some C > 0. By (2.2) and by the rule of change of variables in integrals we
have∫
ωε
|∇vj,ε|2dx
=
∫ |∂Ω|
0
∫ 1
0
(
1
ε2
(∂ξwj(s, ξ))
2 +
(∂swj(s, ξ))
2
(1− εξκ(s))2
)
ε(1− εξκ(s)) dξds
=
1
ε
∫ |∂Ω|
0
∫ 1
0
(∂ξwj(s, ξ))
2(1− εξκ(s)) dξds+ ε
∫ |∂Ω|
0
∫ 1
0
(∂swj(s, ξ))
2
1− εξκ(s) dξds.
From (4.4) we observe that
|∂ξwj(s, ξ)| = Mµj|∂Ω| (1− ξ)|uj ◦ γ(s)| (4.10)
and
|∂swj(s, ξ)| = Mµj
2|∂Ω|(ξ − 1)
2|∂s(uj ◦ γ)(s)|. (4.11)
Since Ω is assumed to be of class C3, a classical elliptic regularity argument shows
that uj ∈ C2(Ω) (see e.g., Agmon et al. [1]). In addition, by the regularity of Ω,
we have that γ is of class C3 from [0, |∂Ω|) to R2. Thus, from (4.10) and (4.11)
it follows that |∂ξwj(s, ξ)|, |∂swj(s, ξ)| ≤ C‖uj‖C1(Ω). Then by condition (2.1) we
verify that ∫
ωε
|∇vj,ε|2dx ≤ C 1
ε
∀ε ∈ (0, εΩ,j) (4.12)
Now, by (4.8), (4.9), and (4.12) we deduce the validity of the proposition.
We now consider the operator Aε introduced in Section 2. We recall that Aε
is a compact self-adjoint operator from Hε(Ω) to itself. In addition, λj(ε) is an
eigenvalue of (1.1) if and only if 1
1+λj(ε)
is an eigenvalue of Aε and Theorem 2.17
implies that
lim
ε→0
1
1 + λj(ε)
=
1
1 + µj
.
Since µj is a simple eigenvalue of (1.1), we can prove that
1
1+λj(ε)
is also simple
for ε small enough and we have the following Lemma 4.13.
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Lemma 4.13. There exist δj ∈ (0, εΩ,j) and r∗j > 0 such that, for all ε ∈ (0, δj)
the only eigenvalue of Aε in the interval[
1
1 + µj
− r∗j ,
1
1 + µj
+ r∗j
]
is 1
1+λj(ε)
.
Proof. Since µj and λj(ε) are simple we have µj 6= µj−1, µj 6= µj+1, λj(ε) 6=
λj−1(ε) and λj(ε) 6= λj+1(ε) for all ε ∈ (0, εΩ,j). Then, by Theorem 2.17 (i) and
by a standard continuity argument we can find δj ∈ (0, εΩ,j) and r∗j > 0 such that∣∣∣∣ 11 + µj − 11 + λj−1(ε)
∣∣∣∣ > r∗j , ∣∣∣∣ 11 + µj − 11 + λj+1(ε)
∣∣∣∣ > r∗j ,
and ∣∣∣∣ 11 + µj − 11 + λj(ε)
∣∣∣∣ ≤ r∗j
for all ε ∈ (0, δj).
To prove Proposition 4.1 we plan to apply Lemma 2.10 toAε with H = Hε(Ω),
η = 1
1+µj
, u =
uj+εvj,ε
‖uj+εvj,ε‖ε , and r = Cε < r
∗
j , where C > 0 is a constant which does
not depend on ε. Accordingly, we have to verify that the assumptions of Lemma
2.10 are satisfied.
As a first step, we prove the following
Lemma 4.14. There exists a constant C1 > 0 such that∣∣∣∣〈Aε(uj + εvj,ε)− 11 + µj (uj + εvj,ε), ϕ
〉
ε
∣∣∣∣ ≤ C1ε‖ϕ‖ε (4.15)
for all ϕ ∈ Hε(Ω) and for all ε ∈ (0, εΩ,j).
Proof. By (2.8) and (2.9) we have∣∣∣∣〈Aε(uj + εvj,ε)− 11 + µj (uj + εvj,ε), ϕ
〉
ε
∣∣∣∣
=
∣∣∣∣∫
Ω
ρεujϕdx+
∫
ωε
ερεvj,εϕdx− 1
1 + µj
(∫
Ω
∇uj · ∇ϕdx+
∫
Ω
ρεujϕdx
+
∫
ωε
ε∇vj,ε · ∇ϕdx+
∫
ωε
ερεvj,εϕdx
)∣∣∣∣
=
µj
1 + µj
∣∣∣∣ε∫
Ω
ujϕdx+
∫
ωε
1
ε
ρ˜εujϕdx− M|∂Ω|
∫
∂Ω
ujϕdσ
+ε
∫
ωε
ρεvj,εϕdx− ε
µj
∫
ωε
∇vj,ε · ∇ϕdx
∣∣∣∣
(4.16)
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(see also (2.3) for the definition of ρ˜ε). We observe that by the rule of change of
variables in integrals we have∫
ωε
1
ε
ρ˜εujϕdx =
∫ |∂Ω|
0
∫ 1
0
ρ˜ε(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))(1− εξκ(s))dξds
=
∫ |∂Ω|
0
∫ 1
0
ρ˜ε(uj ◦ ψε)(ϕ ◦ ψε)dξds
−
∫ |∂Ω|
0
∫ 1
0
ρ˜ε(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))εξκ(s)dξds
(4.17)
and
ε
µj
∫
ωε
∇vj,ε · ∇ϕdx
=
ε2
µj
∫ |∂Ω|
0
∫ 1
0
(
1
ε2
∂ξwj(s, ξ)∂ξ(ϕ ◦ ψε)(s, ξ) + ∂swj(s, ξ)∂s(ϕ ◦ ψε)(s, ξ)
+εξκ(s)ξ
+∞∑
j=1
(j + 1)(εξκ(s))j−1∂swj(s, ξ)∂s(ϕ ◦ ψε)(s, ξ)
)
(1− εξκ(s))dξds
=
1
µj
∫ |∂Ω|
0
∫ 1
0
∂ξwj(s, ξ)∂ξ(ϕ ◦ ψε)(s, ξ)dξ ds
+
1
µj
∫ |∂Ω|
0
∫ 1
0
∂ξwj(s, ξ)∂ξ(ϕ ◦ ψε)εξκ(s)dξds
+
ε2
µj
∫ |∂Ω|
0
∫ 1
0
(
∂swj(s, ξ)∂s(ϕ ◦ ψε)(s, ξ)
+ εξκ(s)ξ
+∞∑
j=1
(j + 1)(εξκ(s))j−1∂swj(s, ξ)∂s(ϕ ◦ ψε)(s, ξ)
)
(1− εξκ(s))dξds
(4.18)
(see also (2.2)). In addition, by integrating by parts and by (4.5) one verifies that
1
µj
∫ |∂Ω|
0
∫ 1
0
∂ξwj(s, ξ)∂ξ(ϕ ◦ ψε)(s, ξ)dξ ds
= − M|∂Ω|
∫
∂Ω
ujϕdσ +
M
|∂Ω|
∫ |∂Ω|
0
∫ 1
0
(uj ◦ ψε(s, 0))(ϕ ◦ ψε(s, ξ))dξds .
(4.19)
Then by (4.17), (4.18), and (4.19) one deduces that the right hand side of the
equality in (4.16) equals
µj
1 + µj
|J1,ε + J2,ε + J3,ε + J4,ε + J5,ε + J6,ε|
with
J1,ε := ε
∫
Ω
ujϕdx,
J2,ε := −
∫ |∂Ω|
0
∫ 1
0
ρ˜ε(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))εξκ(s)dξds,
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J3,ε := ε
∫
ωε
ρεvj,εϕdx,
J4,ε := − 1
µj
∫ |∂Ω|
0
∫ 1
0
∂ξwj(s, ξ)∂ξ(ϕ ◦ ψε)(s, ξ)εξκ(s)dξds
J5,ε := − ε
2
µj
∫ |∂Ω|
0
∫ 1
0
(
∂swj(s, ξ)∂s(ϕ ◦ ψε)(s, ξ)
−εξκ(s)ξ
+∞∑
j=1
(j + 1)(εξκ(s))j−1∂swj(s, ξ)∂s(ϕ ◦ ψε)(s, ξ)
)
(1− εξκ(s))dξds,
J6,ε :=
∫ |∂Ω|
0
∫ 1
0
ρ˜ε(uj ◦ ψε)(ϕ ◦ ψε)dξds− M|∂Ω|
∫ |∂Ω|
0
∫ 1
0
(uj ◦ γ)(ϕ ◦ ψε)dξds.
To prove the validity of the lemma we will show that there exists C > 0
|Jk,ε| ≤ Cε‖ϕ‖ε ∀ε ∈ (0, εΩ,j) , ϕ ∈ Hε(Ω) (4.20)
for all k ∈ {1, . . . , 6}. In the sequel we find convenient to adopt the following
convention: we will denote by C a positive constant which does not depend on ε
and ϕ and which may be re-defined line by line.
We begin with J1,ε. We observe that there exists C > 0 such that
‖uj‖ε ≤ C (4.21)
for all ε ∈ (0, εΩ,j). The proof of (4.21) can be effected by noting that
lim
ε→0
∫
Ω
ρεu
2
jdx =
M
|∂Ω|
∫
∂Ω
u2jdσ =
M
|∂Ω| . (4.22)
and by a standard continuity argument. Then, by the Ho¨lder inequality and by
Proposition 2.15 we deduce that
|J1,ε| = ε
∫
Ω
|ujϕ| dx ≤ ε‖uj‖L2(Ω)‖ϕ‖L2(Ω) ≤ Cε‖uj‖ε‖ϕ‖ε ≤ Cε‖ϕ‖ε
for all ε ∈ (0, εΩ,j). Accordingly (4.20) holds with k = 1.
Now we consider J2,ε. We write
J2,ε = −
∫ |∂Ω|
0
∫ 1
0
ρ˜ε(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ)) ξκ(s)
1− εξκ(s)ε(1− εξκ(s))dξds .
Then we observe that by (2.1) there exists a constant C such that
ξκ(s)
1− εξκ(s) < C ∀ε ∈ (0, εΩ,j) , (s, ξ) ∈ [0, |∂Ω|)× (0, 1) . (4.23)
Hence, by the Cauchy-Schwarz inequality and by (4.21) we have
|J2,ε| ≤ Cε
∫
ωε
ρ˜ε
ε
|ujϕ|dx
≤ Cε
∫
Ω
ρε|ujϕ|dx ≤ Cε ‖uj‖ε ‖ϕ‖ε ≤ Cε ‖ϕ‖ε ∀ε ∈ (0, εΩ,j)
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and the validity of (4.20) with k = 2 is proved.
We now pass to consider J3,ε. By the Ho¨lder inequality we have
|J3,ε| = ε
∫
ωε
ρ
1
2
ε vj,ε ρ
1
2
ε ϕdx ≤ ε
(∫
ωε
ρεv
2
j,ε dx
) 1
2
(∫
ωε
ρεϕ
2 dx
) 1
2
.
Then (4.20) with k = 3 follows by (4.9).
For J4,ε we observe that we can write
J4,ε = − 1
µj
∫ |∂Ω|
0
∫ 1
0
∂ξwj(s, ξ)∂ξ(ϕ ◦ ψε)(s, ξ) ξκ(s)
1− εξκ(s)ε(1− εξκ(s))dξds .
Then by (4.23), by the rule of change of variables in integrals, and by the Ho¨lder
inequality we have
|J4,ε| ≤ Cε‖∇ϕ‖L2(Ω) ∀ε ∈ (0, εΩ,j) .
Thus (4.20) with k = 4 follows by the definition of ‖ · ‖ε (cf. (2.8)).
Similarly, by the rule of change of variables in integrals, and by the Ho¨lder
inequality one deduces that
|J5,ε| ≤ Cε‖∇ϕ‖L2(Ω) ∀ε ∈ (0, εΩ,j)
and (4.20) with k = 5 follows by the definition of ‖ · ‖ε.
Finally we consider J6,ε. By a straightforward computation one verifies that
J6,ε = J7,ε + J8,ε (4.24)
with
J7,ε :=
∫ |∂Ω|
0
∫ 1
0
(
ρ˜ε − M|∂Ω|
)
(uj ◦ γ)(ϕ ◦ ψε)dξds ,
J8,ε :=
∫ |∂Ω|
0
∫ 1
0
ρ˜ε
(
uj ◦ ψε(s, ξ))− (uj ◦ ψε(s, 0))
)
(ϕ ◦ ψε(s, ξ))dξds .
We first study J7,ε. By (2.6) it follows that
|J7,ε| =
∣∣∣∣∣
∫ |∂Ω|
0
∫ 1
0
( 1
2
KM − |Ω||∂Ω|
|∂Ω|2 ε+ ε
2R˜(ε)
)
(uj ◦ γ)(ϕ ◦ ψε)dξds
∣∣∣∣∣
≤ Cε
∫ |∂Ω|
0
∫ 1
0
|(uj ◦ γ)(ϕ ◦ ψε)|dξds
(4.25)
Hence, by the Ho¨lder inequality, by the rule of change of variables in integrals,
by condition (3.4), and by (2.1) we have
|J7,ε| ≤ Cε
(∫
∂Ω
u2jdσ
) 1
2
(∫ |∂Ω|
0
∫ 1
0
(ϕ ◦ ψε(s, ξ))2 ε(1− εξκ(s))
ε(1− εξκ(s))dξds
) 1
2
≤ Cε
(∫
ωε
1
ε
ϕ2dx
) 1
2
≤ Cε ‖ϕ‖ε .
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We now turn to J8,ε. Since Ω is assumed to be of class C
3 and uj is a solution
of (1.2), a classical elliptic regularity argument shows that uj ∈ C2(Ω) (see e.g.,
[1]). In addition, by the regularity of Ω we also have that ψε is of class C
2 from
[0, |∂Ω|)× (0, 1) to R2. Thus uj ◦ψε is of class C2 from [0, |∂Ω|)× (0, 1) to R and
we can prove that for all ε ∈ (0, εΩ,j) and (s, ξ) ∈ [0, |∂Ω|)× (0, 1) there exists ξ∗
such that
(uj ◦ ψε(s, ξ))− (uj ◦ ψε(s, 0)) = ξ∂ξ(uj ◦ ψε)(s, ξ∗).
Then, by taking t∗ := εξ∗ we have
J8,ε = ρ˜ε
∫ |∂Ω|
0
∫ 1
0
ξ∂ξ(uj ◦ ψε)(s, ξ∗)(ϕ ◦ ψε(s, ξ))dξds
= ρ˜ε
∫ |∂Ω|
0
∫ ε
0
t∂t(uj ◦ ψ)(s, t∗)(ϕ ◦ ψ(s, t))dt
ε
ds . (4.26)
Hence, by the Ho¨lder inequality we deduce that
|J8,ε| ≤ C‖uj‖C1(Ω)
∫ |∂Ω|
0
∫ ε
0
t
ε
1
2
|ϕ ◦ ψ|
ε
1
2
dtds
≤ C‖uj‖C1(Ω)
(∫ |∂Ω|
0
∫ ε
0
t2
ε
dtds
) 1
2
(∫ |∂Ω|
0
∫ ε
0
(ϕ ◦ ψ)2
ε
dtds
) 1
2
= C‖uj‖C1(Ω)
|∂Ω| 12√
3
ε
(∫ |∂Ω|
0
∫ ε
0
(ϕ ◦ ψ)2
ε
dtds
) 1
2
. (4.27)
We now observe that we have |Dψ(s, t)| = 1− tκ(s) for all (s, t) ∈ [0, |∂Ω|)×
(0, ε) and
inf
(s,t)∈[0,|∂Ω|)×(0,ε)
(1− tκ(s)) > 0
for all ε ∈ (0, εΩ,j) (cf. (2.1)). Thus, by the rule of change of variables in integrals
we compute
|J8,ε| ≤ Cε
(∫ |∂Ω|
0
∫ ε
0
(ϕ ◦ ψ)2
ε
1− tκ(s)
1− tκ(s)dtds
) 1
2
≤ Cε‖φ‖ε . (4.28)
Finally, by (4.24), (4.25), and (4.28) one deduces that (4.20) holds also for k = 6.
Our proof is now complete.
Our next step is to verify that ‖uj + εvj,ε‖2ε− M|∂Ω|(1+µj) is in O(ε) for ε→ 0.
To do so, we prove the following lemma.
Lemma 4.29. There exists a constant C > 0 such that∣∣∣∣‖uj + εvj,ε‖2ε − M|∂Ω|(1 + µj)
∣∣∣∣ ≤ Cε ∀ε ∈ (0, εΩ,j) .
Proof. A straightforward computation shows that
‖uj + εvj,ε‖2ε −
M
|∂Ω|(1 + µj)
= 〈uj + εvj,ε , uj + εvj,ε〉ε − M|∂Ω|(1 + µj) =
5∑
k=1
Lk,ε,
16
with
L1,ε :=
∫
Ω
ρεu
2
jdx−
M
|∂Ω| ,
L2,ε :=
∫
Ω
|∇uj |2dx− Mµj|∂Ω| ,
L3,ε := 2ε
∫
ωε
ρεujvj,εdx,
L4,ε := 2ε
∫
ωε
∇uj · ∇vj,εdx,
L5,ε := ε
2
∫
ωε
ρεv
2
j,εdx+ ε
2
∫
ωε
|∇vj,ε|2dx .
To prove the validity of the lemma we will show that there exists C > 0 such that
|Lk,ε| ≤ Cε ∀ε ∈ (0, εΩ,j) , (4.30)
for all k ∈ {1, . . . , 5}. In the sequel we will denote by C a positive constant which
does not depend on ε and which may be re-defined line by line.
We begin with L1,ε. We observe that by condition (3.4) we have
L1,ε =
1
ε
∫
ωε
ρ˜εu
2
jdx−
M
|∂Ω|
∫
∂Ω
u2jdσ + ε
∫
Ω
u2jdx .
Hence, by (2.6) we deduce that
L1,ε =
M
|∂Ω|
(
1
ε
∫
ωε
u2jdx−
∫
∂Ω
u2jdσ
)
+
( 1
2
KM − |Ω||∂Ω|
|∂Ω|2 + εR˜(ε)
)∫
ωε
u2jdx+ ε
∫
Ω
u2jdx.
(4.31)
Since Ω is assumed to be of class C3 and uj is a solution of (1.2), a classical elliptic
regularity argument shows that uj ∈ C2(Ω) (see e.g., [1]). Then one verifies that∫
ωε
u2jdx ≤ C|∂Ω| ‖uj‖2C(Ω) ε and ε
∫
Ω
u2jdx ≤ |Ω| ‖uj‖2C(Ω) ε . (4.32)
In addition, the map which takes (s, t) ∈ [0, |∂Ω|) × (0, ε) to u˜j(s, t) := (uj ◦
ψ(s, t))2(1− tκ(s)) is of class C2. It follows that∣∣∣∣1ε
∫
ωε
u2jdx−
∫
∂Ω
u2jdσ
∣∣∣∣
≤
∫ |∂Ω|
0
1
ε
∫ ε
0
∣∣(uj ◦ ψ(s, t))2(1− tκ(s))− (uj ◦ ψ(s, 0))2∣∣ dtds
≤
∫ |∂Ω|
0
1
ε
(∫ ε
0
‖u˜j‖C1([0,|∂Ω|]×[0,ε]) tdt
)
ds ≤ Cε.
(4.33)
Then the validity of (4.30) with k = 1 follows by (4.31), (4.32), and (4.33).
We now consider L2,ε. Since uj is an eigenfunction of (1.2) a standard argu-
ment based on the divergence theorem shows that∫
Ω
|∇uj|2dx = Mµj|∂Ω|
∫
∂Ω
u2jdσ .
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Then, by condition (3.4) we have
L2,ε = 0,
which readily implies that (4.30) holds with k = 2.
To prove (4.30) for k = 3 we observe that ρε = ε +
1
ε
ρ˜ε on ωε. Thus by a
computation based on rule of change of variables in integrals we have
L3,ε = 2ε
(
ε+
1
ε
ρ˜(ε)
)∫
ωε
ujvj,εdx
= 2ε2
(
ε+
1
ε
ρ˜(ε)
)∫ |∂Ω|
0
∫ 1
0
uj ◦ ψε(s, ξ)wj(s, ξ)(1− εξκ(s)) dξds .
Hence,
|L3,ε| ≤ 2ε2
∣∣∣∣ε+ 1ε ρ˜(ε)
∣∣∣∣
(
1 + εΩ,j sup
s∈[0,|∂Ω|)
|κ(s)|
)
‖uj‖L∞(Ω)
∫ |∂Ω|
0
∫ 1
0
wjdξds
and the validity of (4.30) with k = 3 follows by (2.6).
We now consider the case when k = 4. By (2.2) and by the rule of change of
variables in integrals we have
L4,ε
= −2ε
∫ |∂Ω|
0
∫ 1
0
(
1
ε2
∂ξ(uj ◦ ψε(s, ξ))∂ξwj(s, ξ) + ∂s(u ◦ ψε(s, ξ))∂swj(s, ξ)
(1− εξκ(s))2
)
× ε(1− εξκ(s)) dξds
Now, by equality ψε(s, ξ) = γ(s) + ξν(γ(s)) and by membership of uj in C
2(Ω),
we verify that
|∂ξ(uj ◦ ψε(s, ξ))| = ε |ν(γ(s)) · ∇uj(ψε(s, ξ))| ≤ ε‖uj‖C1(Ω)
for all ε ∈ (0, εΩ,j) and for all (s, ξ) ∈ [0, |∂Ω|)× (0, 1). Hence, by (2.1) and by a
straightforward computation, we deduce that (4.30) holds with k = 4.
Finally, the validity of (4.30) for k = 5 is a consequence of Proposition 4.7
and of equality L5,ε = ε
2 ‖vj,ε‖2ε.
We are now ready to prove Proposition 4.1 by Lemma 2.10.
Proof of Proposition 4.1. We first prove (4.2). By Lemma 4.29 there exists
ε∗j ∈ (0, εΩ,j) such that
‖uj + εvj,ε‖ε > 1
2
√
M
|∂Ω|(1 + µj)
1
2 ∀ε ∈ (0, ε∗j) .
Hence, by multiplying both sides of (4.15) by ‖uj + εvj,ε‖−1ε we deduce that∣∣∣∣〈Aε( uj + εvj,ε‖uj + εvj,ε‖ε
)
− 1
1 + µj
(
uj + εvj,ε
‖uj + εvj,ε‖ε
)
, ϕ
〉
ε
∣∣∣∣ ≤ C2 ε ‖ϕ‖ε (4.34)
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for all ϕ ∈ H1(Ω) and ε ∈ (0, ε∗j), with C2 := 2
√
|∂Ω|
M
(1 + µj)
− 1
2C1. By taking
ϕ = Aε
(
uj+εvj,ε
‖uj+εvj,ε‖ε
)
− 1
1+µj
(
uj+εvj,ε
‖uj+εvj,ε‖ε
)
in (4.34), we obtain∥∥∥∥Aε( uj + εvj,ε‖uj + εvj,ε‖ε
)
− 1
1 + µj
(
uj + εvj,ε
‖uj + εvj,ε‖ε
)∥∥∥∥
ε
≤ C2 ε ∀ε ∈ (0, ε∗j) .
As a consequence, one can verify that the assumptions of Lemma 2.10 hold with
A = Aε, H = Hε(Ω), η = 11+µj , u =
uj+εvj,ε
‖uj+εvj,ε‖ε , and r = C2 ε with ε ∈ (0, ε∗j) (see
also Proposition 2.11). Accordingly, for all ε ∈ (0, ε∗j) there exists an eigenvalue
η∗ε of Aε such that ∣∣∣∣ 11 + µj − η∗ε
∣∣∣∣ ≤ C2ε. (4.35)
Now we take ε#Ω,j := min{ε∗j , δj , C−12 r∗j} with δj and r∗j as in Lemma 4.13. By
(4.35) and Lemma 4.13, the eigenvalue η∗ε has to coincide with
1
1+λj(ε)
for all
ε ∈ (0, ε#Ω,j). It follows that
|µj − λj(ε)| ≤ C2 |(1 + µj)(1 + λj(ε))| ε ∀ε ∈ (0, ε#Ω,j).
Then the validity of (4.2) follows by Theorem 2.17 (i) and by a straightforward
computation.
We now consider (4.3). By Lemma 2.10 with r∗ = r∗j it follows that for all
ε ∈ (0, ε#Ω,j) there exists a function u∗ε ∈ Hε(Ω) with ‖u∗ε‖ε = 1 which belongs to
the space generated by all the eigenfunctions ofAε associated with the eigenvalues
contained in the segment
[
1
1+µj
− r∗j , 11+µj + r∗j
]
and such that∥∥∥∥u∗ε − uj + εvj,ε‖uj + εvj,ε‖ε
∥∥∥∥
ε
≤ 2C2
r∗j
ε. (4.36)
Since ε ∈ (0, ε#Ω,j), Lemma 4.13 implies that 11+λj(ε) is the only eigenvalue of Aε
which belongs to the segment
[
1
1+µj
− r∗j , 11+µj + r∗j
]
. In addition λj(ε) is simple
for ε < ε#Ω,j (because ε
#
Ω,j ≤ εΩ,j). It follows that u∗ε coincides with the only
eigenfunction with norm one corresponding to λj(ε), namely u
∗
ε =
uj,ε
‖uj,ε‖ε . Thus
by (4.36) we have∥∥∥∥ uj,ε‖uj,ε‖ε − uj + εvj,ε‖uj + εvj,ε‖ε
∥∥∥∥
ε
≤ 2C2
r∗j
ε ∀ε ∈ (0, ε#Ω,j). (4.37)
We plan to prove that (4.37) implies that
‖uj,ε − uj − εvj,ε‖L2(Ω) ≤ C3ε ∀ε ∈ (0, ε#j ) (4.38)
for some C3 > 0. Then the validity of (4.3) will follow by Proposition 4.6. To do
so, we observe that by (3.6) we have
‖uj,ε‖ε =
√
M
|∂Ω|(1 + λj(ε))
1
2 ∀ε ∈ (0, ε#Ω,j). (4.39)
It follows that
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‖uj,ε‖ε − ‖uj + εvj,ε‖ε
=
(√
M
|∂Ω|(1 + λj(ε))
1
2 −
√
M
|∂Ω|(1 + µj)
1
2
)
+
(√
M
|∂Ω|(1 + µj)
1
2 − ‖uj + εvj,ε‖ε
)
(4.40)
Then a computation based on (4.2) and on Lemma 4.29 shows that
‖uj,ε‖ε − ‖uj + εvj,ε‖ε < C4 ε ∀ε ∈ (0, ε#Ω,j) (4.41)
for some C4 > 0. Now we note that
‖uj,ε − uj − εvj,ε‖ε =
∥∥∥∥‖uj,ε‖ε uj,ε‖uj,ε‖ε − ‖uj + εvj,ε‖ε uj + εvj,ε‖uj + εvj,ε‖ε
∥∥∥∥
ε
≤ ‖uj,ε‖ε
∥∥∥∥ uj,ε‖uj,ε‖ε − uj + εvj,ε‖uj + εvj,ε‖ε
∥∥∥∥
ε
+
∣∣‖uj,ε‖ε − ‖uj + εvj,ε‖ε∣∣ (4.42)
Hence, by (4.37), (4.39), and (4.41) we deduce that
‖uj,ε − uj − εvj,ε‖ε ≤ C5 ε ∀ε ∈ (0, ε#j )
for some C5 > 0. Now the validity of (4.38) follows by Proposition 2.15.
5 Second Step
In this section we complete the proof of Theorems 3.1 and 3.5. Accordingly, we
fix j ∈ N and we take µj, µ1j , uj, εΩ,j, λj(ε), and uj,ε as in the statements of
Theorems 3.1 and 3.5.
We denote by u1j the unique solution in H
1(Ω) of the boundary value problem{−∆u1j = µjuj, in Ω,
∂νu
1
j − Mµj|∂Ω| u1j =
(
Mµj
2|∂Ω|2 (K − |∂Ω|κ◦γ(−1))−
2M2µ2j
3|∂Ω|2 − |Ω|µj|∂Ω|
)
uj +
Mµ1j
|∂Ω| uj, on ∂Ω,
(5.1)
which satisfies the additional condition∫
∂Ω
u1jujdσ =
(
µ1j
2µj
+
Mµj
3|∂Ω|
)
. (5.2)
The existence and uniqueness of u1j is a consequence of Proposition A.3 in the
Appendix. Then we introduce the auxiliary function w1j (s, ξ) from [0, |∂Ω|)×[0, 1]
to R defined by
w1j (s, ξ) := −
κ(s)Mµj
6|∂Ω| (uj ◦ ψε(s, 0))(ξ − 1)
3
+
M2µ2j
24|∂Ω|2 (uj ◦ ψε(s, 0))(ξ
2 + 2ξ + 9)(ξ − 1)2
+
( |Ω|µj
2|∂Ω|(uj ◦ ψε(s, 0))−
M
2|∂Ω|(µj(u
1
j ◦ ψε(s, 0))
+µ1j(uj ◦ ψε(s, 0)))−
KMµj
4|∂Ω|2 (uj ◦ ψε(s, 0))
)
(ξ − 1)2,
(5.3)
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for all (s, ξ) ∈ [0, |∂Ω|)×[0, 1] (see (2.5) for the definition of K). A straightforward
computation shows that
− ∂2ξw1j (s, ξ)
= −κ(s)∂ξwj(s, ξ) + M|∂Ω|
(
µj(u
1
j ◦ ψε(s, 0)) + µjwj(s, ξ) + µ1j(uj ◦ ψε(s, 0))
− ξMµ
2
j
|∂Ω| (uj ◦ ψε(s, 0))−
|Ω|µj
M
(uj ◦ ψε(s, 0)) + Kµj
2|∂Ω|(uj ◦ ψε(s, 0))
)
for all (s, ξ) ∈ [0, ∂Ω)× (0, 1). Moreover, w1j satisfies
w1j (s, 1) = ∂ξw
1
j (s, 1) = 0
for all s ∈ [0, |∂Ω|). Then, for all ε ∈ (0, εΩ,j) we denote by v1j,ε ∈ H1(Ω) the
extension by 0 of w1j ◦ ψ(−1)ε to Ω. We note that by construction v1j,ε ∈ H1(Ω).
We also observe that the L2(Ω) norm of v1j,ε is in O(
√
ε) as ε → 0. Indeed, we
have the following proposition.
Proposition 5.4. There is a constant C > 0 such that ‖v1j,ε‖L2(Ω) ≤ C
√
ε for all
ε ∈ (0, εΩ,j).
The proof is similar to that of Proposition 4.6 and it is accordingly omitted.
We also observe that
√
ε‖v1j,ε‖ε is uniformly bounded for ε ∈ (0, εΩ,j), as it is
stated in the following proposition.
Proposition 5.5. There is a constant C > 0 such that
√
ε
∥∥v1j,ε∥∥ε ≤ C for all
ε ∈ (0, εΩ,j).
The proof of Proposition 5.5 can be effected by following the footsteps of the
proof of Proposition 4.7 and it is accordingly omitted.
Possibly choosing smaller values for r∗j and δj, we have the following Lemma
5.6, which is the analogue of Lemma 4.13.
Lemma 5.6. There exist δj ∈ (0, εΩ,j) and r∗j > 0 such that, for all ε ∈ (0, δj)
the only eigenvalue of Aε in the interval[
1
1 + µj + εµ1j
− r∗j ,
1
1 + µj + εµ1j
+ r∗j
]
is 1
1+λj(ε)
.
The proof of Lemma 5.6 is similar to that of Lemma 4.13 and accordingly it
is omitted.
We now consider the operatorAε introduced in Section 2. In order to complete
the proof of Theorems 3.1 and 3.5 we plan to apply Lemma 2.10 to Aε with
H = Hε(Ω), η = 1
1 + µj + εµ1j
, u =
uj + εvj,ε + εu
1
j + ε
2v1j,ε
uj + εvj,ε + εu1j + ε
2v1j,ε
, and r = Cε2 < r∗j ,
where C > 0 is a constant which does not depend on ε. As we did in Section 4, we
have to verify that the assumptions of Lemma 2.10 are satisfied. We observe here
that, due to Proposition (5.4), the L2 the norm of ε2v1j,ε is in o(ε
2) and accordingly
the term ε2v1j,ε is negligible from the approximation (3.7). However, since we will
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deduce (3.7) from a suitable approximation in ‖ · ‖ε norm (cf. inequality (5.42)
below), we have to take into account also the contribution of ε2v1j,ε (see also
Proposition 5.5).
We begin with the following lemma.
Lemma 5.7. There exists a constant C6 > 0 such that∣∣∣∣∣
〈
Aε(uj + εvj,ε + εu1j + ε2v1j,ε)−
1
1 + µj + εµ1j
(uj + εvj,ε + εu
1
j + ε
2v1j,ε), ϕ
〉
ε
∣∣∣∣∣ ≤ C6ε2‖ϕ‖ε,
(5.8)
for all ϕ ∈ Hε(Ω) and for all ε ∈ (0, εΩ,j).
Proof. By (2.8) and (2.9) we have∣∣∣∣∣
〈
Aε(uj + εvj,ε + εu1j + ε2v1j,ε)−
1
1 + µj + εµ1j
(uj + εvj,ε + εu
1
j + ε
2v1j,ε), ϕ
〉
ε
∣∣∣∣∣
=
1
|1 + µj + εµ1j |
∣∣∣∣(µj + εµ1j)∫
Ω
ρε(uj + εvj,ε + εu
1
j + ε
2v1j,ε)ϕdx
−
∫
Ω
∇(uj + εvj,ε + εu1j + ε2v1j,ε) · ∇ϕdx
∣∣∣∣ .
(5.9)
We consider the summands appearing in the absolute value on the right-hand
side of equality (5.9) separately and we re-organize them in a more suitable way.
We start with the terms involving uj and u
1
j . We have
µj
∫
Ω
ρεujϕdx = εµj
∫
Ω
ujϕdx+ µj
∫
ωε
ρ˜ε
ε
ujϕdx. (5.10)
By using (2.6) we observe that
µj
∫
ωε
ρ˜ε
ε
ujϕdx = µj
∫
ωε
M
ε|∂Ω|ujϕdx+ µj
∫
ωε
KM
2|∂Ω|2ujϕdx
− µj
∫
ωε
|Ω|
|∂Ω|ujϕdx+ µj ε R˜(ε)
∫
ωε
ujϕdx. (5.11)
By the rule of change of variables in integrals we have for the first term in the
right-hand side of (5.11)
µj
∫
ωε
M
ε|∂Ω|ujϕdx = µj
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|(uj ◦ ψε)(ϕ ◦ ψε)dξds
− µjε
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|ξκ(s)(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))dξds, (5.12)
while for the second term in the right-hand side of (5.11) we have
µj
∫
ωε
KM
2|∂Ω|2ujϕdx = µjε
∫ |∂Ω|
0
∫ 1
0
KM
2|∂Ω|2 (uj ◦ ψε)(ϕ ◦ ψε)dξds
− µjε2
∫ |∂Ω|
0
∫ 1
0
KM
2|∂Ω|2 ξκ(s)(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))dξds. (5.13)
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For the third term in the right-hand side of (5.11) we have
− µj
∫
ωε
|Ω|
|∂Ω|ujϕdx = −µjε
∫ |∂Ω|
0
∫ 1
0
|Ω|
|∂Ω|(uj ◦ ψε)(ϕ ◦ ψε)dξds
− µjε2
∫ |∂Ω|
0
∫ 1
0
|Ω|
|∂Ω|ξκ(s)(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))dξds. (5.14)
We set
R1(ε) := µj ε R˜(ε)
∫
ωε
ujϕdx
− µjε2
∫ |∂Ω|
0
∫ 1
0
KM
2|∂Ω|2 ξκ(s)(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))dξds
− µjε2
∫ |∂Ω|
0
∫ 1
0
|Ω|
|∂Ω|ξκ(s)(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))dξds.
(5.15)
Then, by (5.10)-(5.15), we have
µj
∫
Ω
ρεujϕdx = εµj
∫
Ω
ujϕdx+ µj
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|(uj ◦ ψε)(ϕ ◦ ψε)dξds
− µjε
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|ξκ(s)(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))dξds
+ µjε
∫ |∂Ω|
0
∫ 1
0
KM
2|∂Ω|2 (uj ◦ ψε)(ϕ ◦ ψε)dξds
− µjε
∫ |∂Ω|
0
∫ 1
0
|Ω|
|∂Ω|(uj ◦ ψε)(ϕ ◦ ψε)dξds+R1(ε).
(5.16)
In a similar way we observe that
εµj
∫
Ω
ρεu
1
jϕdx = εµj
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|(u
1
j ◦ ψε)(ϕ ◦ ψε)dξds+R2(ε), (5.17)
where
R2(ε) := ε
2µj
∫
Ω
u1jϕdx+ µjε
∫
ωε
(
KM
2|∂Ω| −
|Ω|
|∂Ω| + εR˜(ε)
)
u1jϕdx
− ε2µj
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|(u
1
j ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))ξκ(s)dξds.
(5.18)
We also observe that
εµ1j
∫
Ω
ρεujϕdx = εµ
1
j
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))dξds+R3(ε),
(5.19)
where
R3(ε) := ε
2µ1j
∫
Ω
ujϕdx+ µ
1
jε
∫
ωε
(
KM
2|∂Ω| −
|Ω|
|∂Ω| + εR˜(ε)
)
ujϕdx
− ε2µ1j
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))ξκ(s)dξds.
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We also find convenient to set
R4(ε) := ε
2µ1j
∫
Ω
u1jϕdx. (5.20)
Since uj is an eigenfunction of (1.2) associated with the eigenvalue µj, a
standard argument based on the divergence theorem shows that∫
Ω
∇uj · ∇ϕdx =
∫
∂Ω
Mµj
|∂Ω| ujϕdσ. (5.21)
Moreover, u1j , µ
1
j are solutions to problem (5.1) and therefore
ε
∫
Ω
∇u1j · ∇ϕdx
= ε
∫
Ω
µjujϕdx
+ ε
∫
∂Ω
(
Mµj
2|∂Ω|2 (K − |∂Ω|κ(s))−
2M2µ2j
3|∂Ω|2 +
Mµ1j − |Ω|µj
|∂Ω|
)
ujϕdσ
+ ε
∫
∂Ω
Mµj
|∂Ω| u
1
jϕdσ.
(5.22)
Now we consider the terms involving vj,ε and v
1
j,ε. We have
εµj
∫
Ω
ρεvj,εϕdx = ε
2µj
∫
ωε
vj,εϕdx+ µj
∫
ωε
ρ˜εvj,εϕdx (5.23)
By the rule of change of variables in integrals and by (2.6) we observe that for
the second summand in the right-hand side of (5.23) it holds
µj
∫
ωε
ρ˜εvj,εϕdx
= εµj
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|wj(ϕ ◦ ψε)dξds
− ε2µj
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|κ(s)ξwj(s, ξ)(ϕ ◦ ψε(s, ξ))dξds
+ ε2
∫ |∂Ω|
0
∫ 1
0
(
KM
2|∂Ω|2 −
|Ω|
|∂Ω| + εR˜(ε)
)
wj(s, ξ)(ϕ ◦ ψε(s, ξ))(1− εξκ(s))dξds.
Hence, by (4.4) we write
εµj
∫
Ω
ρεvj,εϕdx
= −εµj
∫ |∂Ω|
0
∫ 1
0
M2
2|∂Ω|2 (ξ − 1)
2(uj ◦ ψε(s, 0))(ϕ ◦ ψε(s, ξ))dξds+R5(ε),
(5.24)
where
R5(ε) := ε
2µj
∫
ωε
vj,εϕdx− ε2µj
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|κ(s)ξwj(s, ξ)(ϕ ◦ ψε(s, ξ))dξds
+ ε2
∫ |∂Ω|
0
∫ 1
0
(
KM
2|∂Ω|2 −
|Ω|
|∂Ω| + εR˜(ε)
)
wj(s, ξ)(ϕ ◦ ψε(s, ξ))(1− εξκ(s))dξds.
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We also find convenient to set
R6(ε) := ε
2
∫
Ω
ρε(µjv
1
j,ε + µ
1
jvj,ε + εµ
1
jv
1
j,ε)ϕdx. (5.25)
Now, by (2.2) and (4.4), by the theorem on change of variables in integrals,
and by integrating by parts with respect to the variable ξ we have that
ε
∫
Ω
∇vj,ε · ∇ϕdx = ε
∫
ωε
∇vj,ε · ∇ϕdx
= ε2
∫ |∂Ω|
0
∫ 1
0
( 1
ε2
∂ξwj(s, ξ)∂ξ(ϕ ◦ ψε)(s, ξ)
+
∂swj(s, ξ)∂s(ϕ ◦ ψε)(s, ξ)
(1− εξκ(s))2
)
(1− εξκ(s))dξds
=
∫ |∂Ω|
0
∫ 1
0
Mµj
|∂Ω| (uj ◦ ψε(s, 0))(ϕ ◦ ψε(s, ξ))dξds−
∫
∂Ω
Mµj
|∂Ω| ujϕdσ
− ε
∫ |∂Ω|
0
∫ 1
0
µjM
|∂Ω| κ(s) (2ξ − 1) (uj ◦ ψε(s, 0))(ϕ ◦ ψε(s, ξ))dξds
+ ε2
∫ |∂Ω|
0
∫ 1
0
(
∂swj(s, ξ)∂s(ϕ ◦ ψε)(s, ξ)
(1− εξκ(s))2
)
(1− εξκ(s))dξds.
We write
ε
∫
Ω
∇vj,ε · ∇ϕdx
=
∫ |∂Ω|
0
∫ 1
0
Mµj
|∂Ω| (uj ◦ ψε(s, 0))(ϕ ◦ ψε(s, ξ))dξds−
∫
∂Ω
Mµj
|∂Ω| ujϕdσ
− ε
∫ |∂Ω|
0
∫ 1
0
µjM
|∂Ω| κ(s) (2ξ − 1) (uj ◦ ψε(s, 0))(ϕ ◦ ψε(s, ξ))dξds+R7(ε),
(5.26)
where
R7(ε) := ε
2
∫ |∂Ω|
0
∫ 1
0
(
∂swj(s, ξ)∂s(ϕ ◦ ψε)(s, ξ)
(1− εξκ(s))2
)
(1− εξκ(s))dξds.
Analogously, from (2.2), (5.3), by a change of variables in the integrals and inte-
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grating by parts with respect to the variable ξ, we see that
ε2
∫
Ω
∇v1j,ε · ∇ϕdx = ε2
∫
ωε
∇v1j,ε · ∇ϕdx
= −ε
∫
∂Ω
(
Mµj(K − |∂Ω|κ)
2|∂Ω|2 −
2M2µ2j
3|∂Ω|2 +
Mµ1j − |Ω|µj
|∂Ω|
)
ujϕdσ
− ε
∫
∂Ω
Mµj
|∂Ω| u
1
jϕdσ
+ ε
∫ |∂Ω|
0
∫ 1
0
Mµjκ(s)
|∂Ω| (ξ − 1)(uj ◦ ψε(s, 0))(ϕ ◦ ψε(s, ξ))dξds
+ ε
∫ |∂Ω|
0
∫ 1
0
M
|∂Ω|
(
µj(u
1
j ◦ ψε(s, 0))−
Mµ2j
2|∂Ω|(ξ − 1)
2(uj ◦ ψε(s, 0))
+ µ1j(uj ◦ ψε(s, 0))−
Mµ2j
|∂Ω| ξ(uj ◦ ψε(s, 0))−
|Ω|µj
M
(uj ◦ ψε(s, 0))
+
Kµj
2|∂Ω|(uj ◦ ψε(s, 0))
)
(ϕ ◦ ψε(s, ξ))dξds+R8(ε),
(5.27)
where
R8(ε) := ε
3
∫ |∂Ω|
0
∫ 1
0
(
∂sw
1
j (s, ξ)∂s(ϕ ◦ ψε)(s, ξ)
(1− εξκ(s))2
)
(1− εξκ(s))dξds
− ε2
∫ |∂Ω|
0
∫ 1
0
ξκ(s)∂ξw
1
j (s, ξ)∂ξ(ϕ ◦ ψε)(s, ξ)dξds.
From (5.16), (5.17), (5.19), (5.20), (5.21), (5.22), (5.24), (5.25), (5.26) and
(5.27), and by a standard computation, it follows that the right-hand side of the
equality in (5.9) equals
1
|1 + µj + εµ1j |
|I1,ε + I2,ε + I3,ε + I4,ε + I5,ε + I6,ε + I7,ε|
with
I1,ε =
Mµj
|∂Ω|
∫ |∂Ω|
0
∫ 1
0
(
(uj ◦ ψε(s, ξ))− (uj ◦ ψε(s, 0))
+ε
Mµj
|∂Ω| ξ(uj ◦ ψε(s, 0))
)
(ϕ ◦ ψε(s, ξ))dξds (5.28)
I2,ε = −εMµj|∂Ω|
∫ |∂Ω|
0
∫ 1
0
((uj ◦ ψε(s, ξ))
−(uj ◦ ψε(s, 0))) (ϕ ◦ ψε(s, ξ))ξκ(s)dξds (5.29)
I3,ε = ε
µ1jM
|∂Ω|
∫ |∂Ω|
0
∫ 1
0
((uj ◦ ψε(s, ξ))− (uj ◦ ψε(s, 0))) (ϕ ◦ ψε(s, ξ))dξds (5.30)
I4,ε = ε
Mµj
|∂Ω|
∫ |∂Ω|
0
∫ 1
0
(
(u1j ◦ ψε(s, ξ))− (u1j ◦ ψε(s, 0))
)
(ϕ ◦ ψε(s, ξ))dξds (5.31)
I5,ε = −εµj |Ω||∂Ω|
∫ |∂Ω|
0
∫ 1
0
((uj ◦ ψε(s, ξ))− (uj ◦ ψε(s, 0))) (ϕ ◦ ψε(s, ξ))dξds (5.32)
I6,ε = ε
µjKM
2|∂Ω|2
∫ |∂Ω|
0
∫ 1
0
((uj ◦ ψε(s, ξ))− (uj ◦ ψε(s, 0))) (ϕ ◦ ψε(s, ξ))dξds. (5.33)
I7,ε =
8∑
k=1
Rk(ε). (5.34)
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To prove the validity of the lemma we will show that there exists C > 0 such
that
|Ik,ε| ≤ Cε2‖ϕ‖ε ∀ε ∈ (0, εΩ,j) , ϕ ∈ Hε(Ω) (5.35)
for all k ∈ {1, ..., 7}. Through the rest of the proof we find convenient to denote
by C a positive constant which does not depend on ε and ϕ and which may be
re-defined line by line.
Since Ω is assumed to be of class C3, uj is a solution of (1.2) and u
1
j is a solution
of (5.1), a classical elliptic regularity argument shows that uj, u
1
j ∈ C2(Ω) (see
e.g., [1]). Thus we conclude that the terms (5.29)-(5.33) can be bounded from
above by Cε2‖ϕ‖ε by the same argument used to study J8,ε in the proof of Lemma
4.14 (cf. (4.26)-(4.28)). Hence (5.35) holds for k ∈ {2, ..., 6}.
Now we estimate I1,ε (cf. (5.28)). It is convenient to pass to the coordinates
(s, t) by the change of variables x = ψ(s, t). From the regularity assumptions on
Ω we have that ψ is of class C2 from [0, |∂Ω|)× (0, ε) to R2, for all ε ∈ (0, εΩ,j).
Thus uj◦ψ is of class C2 from [0, |∂Ω|)×(0, ε) to R, for all ε ∈ (0, εΩ,j). Therefore,
for each (s, t) ∈ [0, ∂Ω)× (0, ε), there exist t∗ ∈ (0, t) and t∗∗ ∈ (0, t∗) such that
(uj ◦ ψ)(s, t)− (uj ◦ ψ)(s, 0) = t∂t(uj ◦ ψ)(s, t∗)
and
∂t(uj ◦ ψ)(s, t∗)− ∂t(uj ◦ ψ)(s, 0) = t∗∂2t (uj ◦ ψ)(s, t∗∗).
Moreover we note that ∂tuj(ψ(s, 0)) = −∂νuj(γ(s)) = −µjM|∂Ω| uj(ψ(s, 0)). Then by
(5.28) we have
I1,ε =
Mµj
|∂Ω|
∫ |∂Ω|
0
1
ε
∫ ε
0
t
(
∂t(uj ◦ ψ)(s, t∗)− ∂t(uj ◦ ψ)(s, 0)
)
(ϕ ◦ ψ(s, t))dtds
=
Mµj
|∂Ω|
∫ |∂Ω|
0
1
ε
∫ ε
0
t t∗∂2t (uj ◦ ψ)(s, t∗∗)(ϕ ◦ ψ(s, t))dtds.
Then, by a computation based on the Ho¨lder inequality, we verify that
|I1,ε| ≤ Mµj|∂Ω|
1
ε
∫ |∂Ω|
0
∫ ε
0
t2
∣∣∂2t (uj ◦ ψ)(s, t∗∗)∣∣ |ϕ ◦ ψ(s, t)| dtds
≤ Mµj|∂Ω| ‖uj‖C2(Ω)
∫ |∂Ω|
0
∫ ε
0
t2
ε
1
2
|ϕ ◦ ψ(s, t)|
ε
1
2
dtds
≤ Mµj|∂Ω| ‖uj‖C2(Ω)
(∫ |∂Ω|
0
∫ ε
0
t4
ε
dtds
) 1
2
(∫ |∂Ω|
0
∫ ε
0
(ϕ ◦ ψ(s, t))2
ε
dtds
) 1
2
,
≤ MµjC|∂Ω|√5ε
2‖ϕ‖ε
where in the latter inequality we have use the argument of (4.28). We conclude
that (5.35) holds with k = 1.
In order to complete the proof we have to estimate (5.34). Since I7,ε =∑8
k=1Rk(ε), we consider separately each Rk(ε) and we start with R1(ε). By
the Ho¨lder’s inequality we can prove the following estimates for the first term in
the definition (5.15) of R1(ε),∣∣∣∣µjεR˜(ε)∫
ωε
ujϕdx
∣∣∣∣ ≤ µjεR˜(ε)ρ˜ε
∫
ωε
ρ˜ε |ujϕ| dx ≤ µjεR˜(ε)
ρ˜ε
‖uj‖ε‖ϕ‖ε ≤ Cε2‖ϕ‖ε.
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For the second summand in the right-hand side of (5.15), a computation based
on the rule of change of variables in integrals and on Ho¨lder’s inequality shows
that∣∣∣∣∣µjε2
∫ |∂Ω|
0
∫ 1
0
KM
2|∂Ω|2 ξκ(s)(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))dξds
∣∣∣∣∣
≤ ε2C
ρ˜ε
∫
ωε
ρ˜ε
ε
|ujϕ| dx ≤ Cε2‖uj‖ε‖ϕ‖ε. (5.36)
Analogously, for the third summand in the right-hand side of (5.15) we have∣∣∣∣∣µjε2
∫ |∂Ω|
0
∫ 1
0
|Ω|
|∂Ω|ξκ(s)(uj ◦ ψε(s, ξ))(ϕ ◦ ψε(s, ξ))dξds
∣∣∣∣∣ ≤ Cε2‖uj‖ε‖ϕ‖ε.
This proves that |R1(ε)| ≤ Cε2‖ϕ‖ε. Let us now consider R2(ε). By Ho¨lder’s
inequality and by Proposition 2.15, one deduces the following inequality for the
first term in the definition (5.18) of R2(ε),∣∣∣∣ε2µj ∫
Ω
u1jϕdx
∣∣∣∣ ≤ Cε2‖u1j‖L2(Ω)‖ϕ‖L2(Ω) ≤ Cε2‖ϕ‖ε.
For the second summand in the right-hand side of (5.18) we observe that, by an
argument based on the Ho¨lder inequality, we have∣∣∣∣µjε ∫
ωε
(
KM
2|∂Ω| −
|Ω|
|∂Ω| + εR˜(ε)
)
u1jϕdx
∣∣∣∣
≤ Cµj ε
2
ρ˜ε
∫
ωε
ρ˜ε
ε
∣∣u1jϕ∣∣ dx ≤ Cε2‖u1j‖ε‖ϕ‖ε ≤ Cε2‖ϕ‖ε,
where in the latter inequality we have used the fact that
‖u1j‖ε ≤ C ∀ε ∈ (0, εΩ,j)
for some C > 0, a fact that can be proved by arguing as in (4.21), (4.22).
By a similar argument, we can also prove that the third summand in the
right-hand side of (5.18) is smaller than Cε2‖ϕ‖ε. Hence, we deduce that
|R2(ε)| ≤ Cε2‖ϕ‖ε.
The proof that |Rk(ε)| ≤ Cε2‖ϕ‖ε for k ∈ {3, ..., 6} can be effected by a
straightforward modification of the prove that |Rk(ε)| ≤ Cε2‖ϕ‖ε for k ∈ {1, 2}
and by exploiting Lemmas 4.6 and 5.4.
We now consider R7(ε). By integrating by parts with respect to the variable
s, we have
R7(ε) = ε
2
∫ |∂Ω|
0
∫ 1
0
∂swj(s, ξ)∂s(ϕ ◦ ψε)(s, ξ)
(1− εξκ(s)) dξds
= −ε2
∫ |∂Ω|
0
∫ 1
0
(
(1− εξκ(s))∂2swj(s, ξ) + εξκ′(s)∂swj(s, ξ)
(1− εξκ(s))2
)
(ϕ ◦ ψε(s, ξ))dξds.
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Then, by (2.1) and since κ and κ′ are bounded on (0, |∂Ω|) (because Ω is of class
C3) we deduce that
|R7(ε)| ≤ Cε2
∫ |∂Ω|
0
∫ 1
0
(∣∣∂2swj∣∣+ |∂swj|) |ϕ| dξds.
Hence, by the definition of wj in (4.4) and by a computation based on the Ho¨lder
inequality (see also (5.36)) we find that
|R7(ε)| ≤ Cε2‖uj‖C2(Ω)‖ϕ‖ε .
We conclude that |R7(ε)| ≤ Cε2‖ϕ‖ε. In a similar way one can show that
|R8(ε)| ≤ Cε2‖ϕ‖ε. The proof of the lemma is now complete.
In the next step we verify that ‖uj +εvj,ε+εu1j +ε2v1j,ε‖2ε− M|∂Ω|
(
1 + µj + εµ
1
j
)
is in O(ε2) for ε→ 0.
Lemma 5.37. There exists a constant C > 0 such that∣∣∣∣‖uj + εvj,ε + εu1j + ε2v1j,ε‖2ε − M|∂Ω| (1 + µj + εµ1j)
∣∣∣∣ ≤ Cε2, ∀ε ∈ (0, εΩ,j).
Proof. A straightforward computation shows that
‖uj + εvj,ε + εu1j + ε2v1j,ε‖2ε =
8∑
k=1
Nk,ε,
where
N1,ε := ε
∫
Ω
2εuju
1
j + ε
2
(
u1j
)2
dx+
∫
Ω
ε2|∇u1j |2dx
+ ε
∫
ωε
(
ε2v2j,ε + ε
4
(
v1j,ε
)2
+ 2εujvj,ε + 2ε
2u1jvj,ε + 2ε
3u1jv
1
j,ε + 2ε
2ujv
1
j,ε + 2ε
3vj,εv
1
j,ε
)
dx
+
∫
ωε
ρ˜ε
ε
(
ε2
(
u1j
)2
+ ε2v2j,ε + ε
4
(
v1j,ε
)2
+ 2ε2u1jvj,ε + 2ε
3u1jv
1
j,ε + 2ε
2ujv
1
j,ε + 2ε
3vj,εv
1
j,ε
)
dx
+
∫
ωε
ε4|∇v1j,ε|2 + 2ε2∇uj · ∇v1j,ε + 2ε2∇vj,ε∇u1j + 2ε3∇vj,ε · ∇v1j,ε + 2ε3∇u1j · ∇v1j,εdx,
N2,ε := ε
∫
Ω
u2jdx,
N3,ε :=
∫
ωε
ρ˜ε
ε
u2jdx,
N4,ε := 2
∫
ωε
ρ˜εuju
1
jdx,
N5,ε := 2
∫
ωε
ρ˜εujvj,εdx,
N6,ε :=
∫
Ω
|∇uj |2 + 2ε∇uj · ∇u1j dx,
N7,ε := ε
2
∫
ωε
|∇vj,ε|2dx,
N8,ε := 2ε
∫
ωε
∇uj · ∇vj,εdx.
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We begin by considering N1,ε. By standard elliptic regularity (see [1]) the func-
tions uj and u
1
j are of class C
2 on Ω. Then, by Propositions 4.6, 4.7, 5.4, and 5.5,
and by a standard computation one shows that
|N1,ε| ≤ Cε2
for some C > 0.
We now re-write the Nk,ε’s with k ∈ {3, ..., 8}, in a more suitable way. We
start with N3,ε. By the membership of uj in C
2(Ω) and by the definition of the
change of variable ψ, we deduce that the map from [0, ε] to R which takes t to
uj ◦ ψ(s, t) is of class C2. Then, by the Taylor formula we have
(uj◦ψ(s, t))2 = (uj◦ψ(s, 0))2+2tuj(ψ(s, 0))∂t(uj◦ψ)(s, 0)+F (t)t2 ∀t ∈ [0, ε] ,
where F (t) ∈ C([0, ε]). Since uj is a solution of (1.2) it follows that
(uj ◦ ψ(s, t))2 = (uj ◦ ψ(s, 0))2 + 2tMµj|∂Ω| (uj ◦ ψ(s, 0))
2 + F (t)t2. (5.38)
Then, by the definition of N3,ε, by (5.38), and by the expansion (2.6) of ρ˜ε, we
deduce that
N3,ε =
∫ |∂Ω|
0
∫ ε
0
(
M
ε|∂Ω| +
1
2
KM − |Ω||∂Ω|
|∂Ω|2 + εR˜(ε)
)
×
(
(uj ◦ ψ(s, 0))2 + 2tMµj|∂Ω| (uj ◦ ψ(s, 0))
2 + C(t)t2
)
(1− tκ(s))dtds
From standard computations and recalling that
∫
∂Ω
u2jdσ = 1, it follows that
N3,ε =
M
|∂Ω| + ε
( 1
2
KM − |Ω||∂Ω|
|∂Ω|2
)
− εM
2µ
|∂Ω|2 − ε
M
2|∂Ω|
∫
∂Ω
u2jκ◦γ(−1)dσ +Q3,ε,
where Q3,ε satisfies the inequality
|Q3,ε| ≤ Cε2
By a similar computation and by exploiting (4.4) and (5.2), one can also verify
that
N4,ε = ε
2M
|∂Ω|
(
µ1j
2µj
+
Mµj
3|∂Ω|
)
+Q4,ε
with
|Q4,ε| ≤ Cε2
and that
N5,ε = −ε M
2µj
3|∂Ω|2 +Q5,ε,
with
|Q5,ε| ≤ Cε2.
Now we turn to consider N6,ε. By a computation based on the divergence
theorem and on equality ∂νuj =
Mµj
|∂Ω| uj, we find that
N6,ε =
Mµj
|∂Ω|
∫
∂Ω
u2jdσ + 2ε
Mµj
|∂Ω|
∫
∂Ω
uju
1
jdσ +Q6,ε
=
Mµj
|∂Ω| + ε
(
Mµ1j
|∂Ω| +
2M2µ2j
3|∂Ω|2
)
+Q6,ε,
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with
Q6,ε := ε
2
∫
Ω
|∇u1j |2dx.
Since u1j ∈ C2(Ω), we deduce that
|Q6,ε| ≤ Cε2.
Next we consider N7,ε. By passing to coordinates (s, ξ) in the definition of
N7,ε, and by using formulas (2.2) and (4.4), one shows that
N7,ε = ε
M2µ2j
3|∂Ω|2 +Q7,ε
with
|Q7,ε| ≤ Cε2.
Finally we consider N8,ε. By the membership of uj in C
2(Ω) and by equality
∂νuj =
Mµj
|∂Ω| uj we have
∂ξuj ◦ ψε(s, ξ) = ε(∂νuj) ◦ ψ(s, 0) + 2U˜(s, ξ) = εMµj|∂Ω| uj ◦ ψ(s, 0) + 
2U˜(s, ξ),
where U˜ is a continuous function on [0, |∂Ω|] × [0, 1]. Then, by passing to coor-
dinates (s, ξ) in the definition of N8,ε, and by using formulas (2.2) and (4.4), one
verifies that
N8,ε = −ε
M2µ2j
|∂Ω|2 +Q8,ε,
with
|Q8,ε| ≤ Cε2.
Now we set Qε := N1,ε +
∑8
k=3Qk,ε. A straightforward computation shows
that
‖uj + εvj,ε + εu1j + ε2v1j,ε‖2ε −
M
|∂Ω|
(
1 + µj + εµ
1
j
)
=
M
|∂Ω|
[
1 + µj + ε
(
|∂Ω|
M
∫
Ω
u2jdx
− |Ω|
M
− 2Mµj
3|∂Ω| +
K
2|∂Ω| −
1
2
∫
∂Ω
u2jκ◦γ(−1)dσ +
µ1j
µj
+ µ1j
)]
− M|∂Ω|
(
1 + µj + εµ
1
j
)
+Qε.
We note that by (3.3) we have
µ1j
µj
= −|∂Ω|
M
∫
Ω
u2jdx+
|Ω|
M
− 2Mµj
3|∂Ω| −
K
2|∂Ω| +
1
2
∫
∂Ω
u2jκ ◦ γ(−1)dσ,
therefore
‖uj + εvj,ε + εu1j + ε2v1j,ε‖2ε −
M
|∂Ω|
(
1 + µj + εµ
1
j
)
= Qε.
The conclusion of the proof of the lemma follows by observing that |Qε| ≤ Cε2
for all ε ∈ (0, εΩ,j).
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We are now ready to prove Theorems 3.1 and 3.5 by Lemma 2.10.
Proof of Theorems 3.1 and 3.5. We first prove (3.2). By a standard continuity
argument it follows that there exists εµ1j ∈ (0, εΩ,j) such that
1 + µj + εµ
1
j > 1
for all ε ∈ (0, εµ1j ). By Lemma 5.37 there exists ε∗j ∈ (0, εµ1j ) such that
‖uj + εvj,ε + εu1j + ε2v1j,ε‖ε >
1
2
√
M
|∂Ω|
(
1 + µj + εµ
1
j
) 1
2 ∀ε ∈ (0, ε∗j).
By multiplying both sides of (5.8) by ‖uj + εvj,ε + εu1j + ε2v1j,ε‖−1ε we deduce that
∣∣∣∣〈Aε( uj + εvj,ε + εu1j + ε2v1j,ε‖uj + εvj,ε + εu1j + ε2v1j,ε‖ε
)
− 1
1 + µj + εµ1j
(
uj + εvj,ε + εu
1
j + ε
2v1j,ε
‖uj + εvj,ε + εu1j + ε2v1j,ε‖ε
)
, ϕ
〉
ε
∣∣∣∣∣ ≤ C7ε2‖ϕ‖ε,
(5.39)
for all ϕ ∈ H1(Ω) and ε ∈ (0, ε∗j) with C7 := 2
√
|∂Ω|
M
(1 + µj + εµ
1
j)
− 1
2C6. By
taking
ϕ = Aε
(
uj + εvj,ε + εu
1
j + ε
2v1j,ε
‖uj + εvj,ε + εu1j + ε2v1j,ε‖ε
)
− 1
1 + µj + εµ1j
(
uj + εvj,ε + εu
1
j + ε
2v1j,ε
‖uj + εvj,ε + εu1j + ε2v1j,ε‖ε
)
in (5.39), we obtain∥∥∥∥Aε( uj + εvj,ε + εu1j + ε2v1j,ε‖uj + εvj,ε + εu1j + ε2v1j,ε‖ε
)
− 1
1 + µj + εµ1j
(
uj + εvj,ε + εu
1
j + ε
2v1j,ε
‖uj + εvj,ε + εu1j + ε2v1j,ε‖ε
)∥∥∥∥
ε
≤ C7ε2.
As a consequence, we see that the assumptions of Lemma 2.10 hold with A = Aε,
H = Hε(Ω), η = 11+µj+εµ1j , u =
uj+εvj,ε+εu
1
j+ε
2v1j,ε
‖uj+εvj,ε+εu1j+ε2v1j,ε‖ε
, r = C7ε
2 with ε ∈ (0, ε∗j).
Accordingly, for all ε ∈ (0, ε∗j) there exists an eigenvalue η∗ of Aε such that∣∣∣∣ 11 + µj + εµ1j − η∗
∣∣∣∣ ≤ C7ε2. (5.40)
Now we take ε]Ω,j := min
{
ε∗j , δj, C
−1
7 r
∗
j
}
with δj and r
∗
j as in Lemma 5.6. By (5.40)
and Lemma 5.6, the eigenvalue η∗ε has to coincide with
1
1+λj(ε)
for all ε ∈ (0, ε]Ω,j).
It follows that
|λj(ε)− µj − εµ1j | ≤ C7|(1 + µj + µ1jε)(1 + λj(ε))|ε2 ∀ε ∈ (0, ε]Ω,j).
The validity of (3.2) follows from Theorem 2.17 and by a straightforward com-
putation.
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We now consider (3.7). By Lemma 2.10 with r = r∗j it follows that for all
ε ∈ (0, ε]Ω,j), there exists a function u∗ε ∈ Hε(Ω) with ‖u∗ε‖ε = 1 which belongs to
the space generated by all the eigenfunctions of Aε associated with eigenvalues
contained in the segment
[
1
1+µj+εµ1j
− r∗j , 11+µj+εµ1j + r
∗
j
]
and such that∥∥∥∥uε∗ − uj + εvj,ε + εu1j + ε2v1j,ε‖uj + εvj,ε + εu1j + ε2v1j,ε‖ε
∥∥∥∥
ε
≤ 2C7
r∗j
ε2. (5.41)
Since ε ∈ (0, ε]Ω,j), Lemma 5.6 implies that 11+λj(ε) is the only eigenvalue of Aε
which belongs to the segment
[
1
1+µj+εµ1j
− r∗j , 11+µj+εµ1j + r
∗
j
]
. In addition λj(ε) is
simple for ε < ε]Ω,j (because ε
]
Ω,j ≤ εΩ,j). It follows that u∗ε coincides with the
only eigenfunction with norm one corresponding to λj(ε), namely u
∗
ε =
uj,ε
‖uj,ε‖ε .
Thus by (5.41)
∥∥∥∥ uj,ε‖uj,ε‖ε − uj + εvj,ε + εu
1
j + ε
2v1j,ε
‖uj + εvj,ε + εu1j + ε2v1j,ε‖ε
∥∥∥∥
ε
≤ 2C7
r∗j
ε2 ∀ε ∈ (0, ε]j). (5.42)
By exploiting (3.2) and (5.42) and by arguing as in the proof of (4.38) (cf. (4.39)-
(4.42)), one can prove that
‖uj,ε − uj − εvj,ε − εu1j − ε2v1j,ε‖L2(Ω) ≤ C8ε2,
for some C8 > 0. Then the validity of (3.7) follows by Proposition 5.4. This
concludes the proof of Theorems 3.1 and 3.5.
Appendix A
Let uj be the unique eigenfunction associated with a simple eigenvalue µj of
problem (1.2) such that
∫
∂Ω
u2jdσ = 1. We consider the following problem{
−∆u = f, in Ω,
∂νu− Mµj|∂Ω| u = g1 + λg2, on ∂Ω,
(A.1)
where f ∈ L2(Ω), g1, g2 ∈ L2(∂Ω) are given data which satisfy the condition∫
∂Ω
g2ujdσ 6= 0, and where the unknowns are the scalar λ and the function u.
The weak formulation of problem (A.1) reads: find (λ, u) ∈ R×H1(Ω) such that∫
Ω
∇u · ∇ϕdx− Mµj|∂Ω|
∫
∂Ω
uϕdσ =
∫
Ω
fϕdx+
∫
∂Ω
g1ϕdσ + λ
∫
∂Ω
g2ϕdσ, (A.2)
for all ϕ ∈ H1(Ω). We have the following proposition.
Proposition A.3. Problem (A.1) admits a weak solution (u, λ) ∈ H1(Ω)× R if
and only if
λ = −
(∫
Ω
fujdx+
∫
∂Ω
g1ujdσ
)(∫
∂Ω
g2ujdσ
)−1
. (A.4)
Moreover, if u is a solution of (A.1), then any other solution of (A.1) is given
by u+ αuj for some α ∈ R.
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Proof. Let A1 be the operator from H1(Ω) to H1(Ω)′ which takes u ∈ H1(Ω) to
the functional A1[u] defined by
A1[u][ϕ] :=
∫
Ω
∇u · ∇ϕdx+
∫
∂Ω
uϕdσ , ϕ ∈ H1(Ω).
As is well-known, A1 is a homeomorphism from H1(Ω) to H1(Ω)′. Then we
consider the trace operator Tr from H1(Ω) to L2(∂Ω), and the operator J from
L2(∂Ω) to H1(Ω)′ defined by
J [u][ϕ] :=
∫
∂Ω
uTr[ϕ]dσ , ∀ϕ ∈ H1(Ω).
We define the operator A2 from H1(Ω) to H1(Ω)′ as
A2 := −
(
1 +
Mµj
|∂Ω|
)
J ◦ Tr.
Since Tr is compact and J is bounded, A2 is also compact. It follows that the
operator A := A1 + A2 from H1(Ω) to H1(Ω)′ is Fredholm of index zero, being
the compact perturbation of an invertible operator. Now we denote by B(λ) the
element of H1(Ω)′ defined by
B(λ)[ϕ] :=
∫
Ω
fϕdx+
∫
∂Ω
g1 Tr[ϕ]dσ + λ
∫
∂Ω
g2 Tr[ϕ]dσ , ϕ ∈ H1(Ω).
Problem (A.2) is recast into: find (λ, u) ∈ R×H1(Ω) such that
A[u] = B(λ).
The kernel of A is finite dimensional and it is the space of those u∗ such that∫
Ω
∇u∗ · ∇ϕdx− Mµj|∂Ω|
∫
∂Ω
u∗Tr[ϕ]dσ = 0 ∀ϕ ∈ H1(Ω).
Since we have assumed that µj is a simple eigenvalue associated with the eigen-
function uj, it follows that the kernel of A coincides with the one dimensional
subspace of H1(Ω) generated by uj. Therefore, problem (A.1) has solution if and
only if B(λ) satisfies the equality
B(λ)[uj] =
∫
Ω
fujdx+
∫
∂Ω
g1ujdσ + λ
∫
∂Ω
g2ujdσ = 0.
Since we have also assumed that
∫
∂Ω
g2ujdσ 6= 0, it follows that problem (A.2)
has solution if and only if λ is given by (A.4). To prove the last statement of the
theorem we observe that the solution u of problem (A.2) is defined up to elements
in the kernel of A, which is generated by uj.
Appendix B
In this section we consider the case when Ω coincides with the unit ball B of R2.
In this specific case the eigenvalues of problem (1.2) are given by
µ2j−1 = µ2j =
2pij
M
, j ∈ N \ {0},
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while µ0 = 0 and, due to the symmetry of the problem, all the positive eigenvalues
have multiplicity two (see, e.g., Girouard and Polterovich [7]). To investigate
the problem, it is convenient to use polar coordinates (r, θ) ∈ [0,+∞) × [0, 2pi)
in R2 and to introduce the corresponding change of variables x = φs(r, θ) =
(r cos(θ), r sin(θ)). The eigenfunctions associated with the eigenvalue µ2j−1 = µ2j
are the two-dimensional harmonic polynomials uj,1, uj,2 of degree j, which can be
written in polar coordinates as
uj,1(r, θ) = r
j cos(jθ),
uj,2(r, θ) = r
j sin(jθ).
Problem (1.1) for Ω = B has been considered in Lamberti and Provenzano [13,
14]. In such works it has been proved that all the eigenvalues of problem (1.1)
on B have multiplicity which is an integer multiple of two, except the first one
which is equal to zero and has multiplicity one. Moreover, for a fixed j ∈ N\{0},
there exists εj > 0 such that λj(ε) has multiplicity two for all ε ∈ (0, εj) (see
also Theorem 2.17). The positive eigenvalues of (1.1) on B can be labelled with
two indexes k and l and denoted by λ2k−1,l(ε) = λ2k,l(ε), for k, l ∈ N \ {0}. The
corresponding eigenfunctions, which we denote by u0,l,ε, uk,l,ε,1 and uk,l,ε,2 can be
written in the following form
u0,l,ε = R0,l(r),
uk,l,ε,1 = Rk,l(r) cos(kθ),
uk,l,ε,2 = Rk,l(r) sin(kθ),
where Rk,l(r) are suitable linear combinations of Bessel Functions of the first and
second species and order k. Moreover, it has been proved that λ2k−1,1(ε)→ µ2k−1,
λ2k,1(ε) → µ2k, λ2k−1,l(ε) → +∞, λ2k,l(ε) → +∞ for l ≥ 2, uk,1,ε,1 → uk,1 and
uε,k,1,2 → uk,2 in the L2(Ω) sense, as ε→ 0.
We note that, in principle, Theorem 3.1 could not be applied to this case
since all the eigenvalues are multiple. Nevertheless, we have the following result
concerning the derivative of the eigenvalues of (1.1) at ε = 0 when Ω = B.
Theorem B.1 (Lamberti and Provenzano [13, 14]). For the eigenvalues of prob-
lem (1.1) on the unit ball B we have the following asymptotic expansion
λ2j−1,1(ε) = µ2j−1 +
(
2jµ2j−1
3
+
µ22j−1
2(j + 1)
)
ε+O(ε2)
=
2pij
M
+
2j2pi
M
(
2
3
+
pi
M(1 + j)
)
ε+O(ε2),
(B.2)
as ε → 0. The same formula holds if we substitute λ2j−1,1(ε) and µ2j−1 with
λ2j,1(ε) and µ2j respectively.
The proof of Theorem B.1 is strictly related to the fact that Ω is a ball and
relies on the use of Bessel functions which allow to recast problem (1.1) in the
form of an equation F(λ, ε) = 0 in the unknowns λ, ε ∈ R. The method used
in [13] requires standard but lengthy computations, suitable Taylor’s expansions
and estimates on the corresponding remainders, as well as recursive formulas for
the cross-products of Bessel functions and their derivatives.
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We note that the first term in the asymptotic expansion of all the eigenvalues
of (1.1) on B is positive, therefore locally, near the limiting problem (1.2), the
eigenvalues are decreasing. Hence, we can say that the Steklov eigenvalues µj
minimize the Neumann eigenvalues λj(ε) for ε small enough. We note that this
does not prove global monotonicity of λj(ε), which in fact does not hold for any
j; see Figures 4 and 5.
We now observe that, if we plug uj = pi
− 1
2 (rj cos(jθ))◦φ(−1)s into formula (3.3)
and we recall that the mean curvature κ of ∂B is constant end equals 1, then we
re-obtain equality (B.2). So we can say that, in a sense, Theorem 3.1 continues
to hold also in the case when Ω is a ball, despite of the fact that the eigenvalues
are in such case multiple. This is not surprising. In fact, we could have replaced
through all the paper the space H1(Ω) with the space H1j (Ω) of those functions
u in H1(Ω) which are orthogonal to (rj cos(jθ))◦φ(−1)s with respect to the H1(Ω)
scalar product. In this way the eigenvalue µ2j−1 becomes simple and an argument
based on Theorem 3.1 could be applied to study the asymptotic behavior.
We also remark that formula (B.2) for the derivatives of the eigenvalues when
Ω = B has been generalized to dimension N > 2 in [13]. Again, the proof relies
on the use of Bessel functions and explicit computations.
The method used in the present paper is more general and allows to find a
formula for the derivative of the eigenvalues λ(ε) of problem (1.1) for a quite wide
class of domains in R2. A generalization of such formula for domains in RN for
N > 2, the boundary of which can be globally parametrized with the unit sphere
SN−1 ⊂ RN , will be part of a future work.
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Figure 4: λ2k−1,l with M = pi in the range (ε, λ) ∈ (0, 1)× (0, 150). In particular
blue (k = 0, l = 1, 2, 3, 4), red (k = 1, l = 1, 2, 3, 4), green (k = 2, l = 1, 2, 3),
purple (k = 3, l = 1, 2, 3), orange (k = 4, l = 1, 2).
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Figure 5: λ2k−1,l with M = pi in the range (ε, λ) ∈ (0, 1) × (0, 50). In particular
blue (k = 0, l = 1, 2), red (k = 1, l = 1, 2), green (k = 2, l = 1, 2), purple
(k = 3, l = 1), orange (k = 4, l = 1), blue (k = 5, l = 1), pink (k = 6, l = 1) .
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