Abstractane of the main heritage tools used in scientific and engineering data spectrum analysis is the Fourier integral Transform and its high performance digital equivalent -the Fast Fourier Transform (FFT). The Fourier view of nonlinear mechanics that had existed for a long time, and the associated FFT (fairly recent development), carry strong a-priori assumptions about the source data, such as linearity and of being stationary. Natural phenomena measurements are essentially nonlinear and nonstationary. [15] , the HHT allows spectrum analysis of nonlinear and nonstationary data by using an engineering aposteriori data processing, based on the EMD algorithm. This results in a non-constrained decomposition of a source real value data vector into a finite set of Intrinsic Mode Functions (IMF) that can be further analyzed for spectrum interpretation by the classical Hilbert Transform. This paper describes phase one of the development of a new engineering tool, the HHT Data Processing System (HHTDPS). The HHTDPS allows applying the HHT to a data vector in a fashion similar to the heritage FFT. It is a generic, low cost, high performance personal computer (PC) based system that implements the HHT computational algorithms in a user friendly, file driven environment. This paper also presents a quantitative analysis for a composite waveform data sample, a summary of technology commercialization efforts and the lessons learned from this new technology development.
Abstractane of the main heritage tools used in scientific and engineering data spectrum analysis is the Fourier integral Transform and its high performance digital equivalent -the Fast Fourier Transform (FFT). The Fourier view of nonlinear mechanics that had existed for a long time, and the associated FFT (fairly recent development), carry strong a-priori assumptions about the source data, such as linearity and of being stationary. Natural phenomena measurements are essentially nonlinear and nonstationary. A very recent development at the National Aeronautics and Space Administration (NASA) Goddard Space Flight Center (GSFC), known as the Hilbert-Huang Transform (HHT) proposes a novel approach to the solution for the nonlinear class of spectrum analysis problems. Using the Empirical Mode Decomposition (EMD) followed by the Hilbert Transform of the empirical decomposition data (HT) [l], [2] , [3] , [15], the HHT allows spectrum analysis of nonlinear and nonstationary data by using an engineering aposteriori data processing, based on the EMD algorithm. This results in a non-constrained decomposition of a source real value data vector into a finite set of Intrinsic Mode Functions (IMF) that can be further analyzed for spectrum interpretation by the classical Hilbert Transform. This paper describes phase one of the development of a new engineering tool, the HHT Data Processing System (HHTDPS). The HHTDPS allows applying the HHT to a data vector in a fashion similar to the heritage FFT. It is a generic, low cost, high performance personal computer (PC) based system that implements the HHT computational algorithms in a user friendly, file driven environment. This paper also presents a quantitative analysis for a composite waveform data sample, a summary of technology commercialization efforts and the lessons learned from this new technology development. 
INTRODUCTION
Oscillatory phenomena are omnipresent and the desire to leam ahout the oscillatory behavior of a signal is both natural and practically useful. Signal characteristics, the study of a signal by its decomposition into simpler components, the heritage signal processing method for linear systems and data, and the novel method that is applicable to non-linear and non-stationary data are presented in this introduction.
The characteristic parameters of an oscillatory signal are period P O , oscillation fundamental J?equencyf& amplitude a, phase s(), phase shifi C within e(), polarization, as well as signal average value, energy and power. These are described in detail in Section 1.5.
When dealing with a signal that is not susceptible to a brute force study of its oscillatory behavior, it is tempting to decompose the signal into simpler oscillatory behavior components (analysis) and in such a way that allows straightforward reconstruction of the source signal from the decomposition components (synthesis). The signal synthesis from a subset of components yields the source signal approximation. The decomposition, in tum, can use some set of basic functions (basis) for component representation, such as polynomials or trigonometric sine and cosine functions, or periodic exponential functions of a complex variable. Any complete set of functions can be used to represent arbitrary functions. There are also multitudes of ways to decompose anything, be to a simple signal with a constant amplitude or a non-linear function. For example, a signal with a constant amplitude in time x(t)=3/2 can he represented as a sum of squared trigonometric cosine functions of time (components), namely 312 = x(t) = cos2(t -a) + cos2(t) + cos2(t + a)
(1) for a = 2*pi/3 and all t (in radians).
However, there is very little knowledge about this signal oscillatory behavior (or absence of it) available from such arbitrary decomposition into non-linear cosine-based components.
The heritage spectrum analysis method is based on the Fourier theoretics, a linear decomposition that is especially convenient when a signal originates within a linear and stationary oscillatory process. The Fourier series for periodic signals with a finite period P O or the Fourier Integral Transform (also called the Fourier Transform) for spectrum analysis of non-periodic linear and stationary functions is implemented for signals that satisfy the Dirichlet criteria which is described in Section 1.5. A signal with period T=O is a signal with a constant amplitude in time. It has no nonzero frequency oscillatory components and is also fully covered by the Fourier series. This linear decomposition into sine and cosine components, employed by Fourier series and the Fourier Transform, is of obvious advantage since it provides a direct solution for a linear and stationary signal that satisfies the Dirichlet criteria, where it is proven to be applicable. For example, the Fourier Series for signal x(t) = 312 that satisfies these conditions for period T=O (number of discontinuities is 0, number of extrema points is 0 and the integral over period T is finite and equals 0), returns the constant component 312 only, which contains all knowledge about the signal oscillatory behavior, namely its absence. The exclusive heritage use of the Fourier series functions, the trigonometric functions of sine and cosine, also has the following three reasons [16] . Given that we want a time invariant representation of signals, since there is usually no natural origin of time, leads to trigonometric functions that are the eigenfunctions of time translation. Linear systems also have the same eigenhctions -the complex variable exponentials that are equivalent to the real trigonometric functions. The third good reason for the Fourier functions is that the synthesis of the band limited physical signal from equally spaced samples taken at a rate of at least twice higher than the signal's highest frequency is simple to understand as a consequence of the Nyquist sampling theorem.
Most natural phenomena are non-linear and non-statiunary, and direct application of the Fourier spectrum analysis may lead to undesirable affects and unrelated physical interpretation. There is presently no engineering tool for systematic spectrum analysis and synthesis of nonlinear and nonstationary data. Nonlinear and nonstationary processes are processes that evolve in time, such as speech or music and their properties are statistically non-invariant over time. A theoretical attempt in this endeavor was proposed by Dennis Gabor in 1946 in his "Theory of Communication" as depicted in the book on Gabor analysis and Gaborframes [14] . However, an effective computational method using Gahor frames is yet to be developed.
Dr. Norden E. Huang recently proposed a novel Empirical Mode Decomposition (EMD) computational method for non-linear and non-stationary signal analysis. The EMD output basis functions, the Intrinsic Mode Functions (IMFs), are derived fiom the data and are susceptible to the Hilbert Transform for spectrum analysis, the Hilbert-Huang Transform (HHT) [I] , [2] , [3] . The Implementation of the Digital Hilbert Transform is using the FFT, hut can also he done without it. This paper describes the development of a novel engineering tool, the HHT Data Processing System that implements the HHT and allows a user to make use of HHT similar to the FFT for spectrum analysis of nonlinear and nonstationary data. The theoretical foundations of the HHT and the heritage FFT methods used in HHTDPS are discussed below.
THEORETICAL FOUNDATION
The theoretical foundation of HHTDPS comprises those of the HHT and the heritage Fourier Transform (only used in HHTDPS to evaluate the Hilbert Transform), as well as the discrete equivalents of these transforms, the Discrete Hilbert Transform (DHT) and the FFT. The FFT is only used to implement the DHT. The theoretical foundations of the HHT method are related to nonlinear and non-stationary data analysis and synthesis and also comprise the relation between the heritage Fourier Transform and the Hilbert Transform [I], [2] . Because nonlinear and non-stationary systems are complex systems we will give a brief overview of the nature of complex systems that facilitates insights into the HHT method.
On Complex Systems
The HHT method and its implementation, the HHTDPS, are applicable to non-linear and non-stationary systems and data that originate in such systems. These are complex systems and we discuss in brief the contemporary approach in studying them via empirical engineering and reduction as well as the view of their nature.
In empirical engineering, where observation is fundamental, the complexities of a phenomenon can be partially understood by repeated observations of a whole system under a wide range of circumstances; all the variables are retained and as many as possible are examined. By contrast in the reducfionist approach, traditionally found in physics and engineering, experiments are specifically designed to simplify the study of a natural phenomenon by the elimination of all but a few variables and linear model explanation.
. I . l HHTand Complexity
Most phenomena are complicated. A swirling vortex in a turbulent ocean cannot be expressed in terms of individual water molecules. All this waits for a model that will reveal the complexity and time-dependent interaction of known and unknown variables. For nonlinear systems the whole is greater than the sum of the parts, and they can only be understood by examining "global" behaviors in addition to a detailed examination of the individual features of which they are comprised. The continued study of complexity as promulgated by the HHT and HHTDPS is based on the premise that even if it does not provide exact solutions, so is the case with other methodologies, and we are aware that no matter how many details are uncovered there will always be unknowns beyond the sum of current knowledge. This paper describes a novel empirical approach of the HHT to the solution of spectrum analysis problems for nonlinear and nonstationary data that originate in complex systems. However, the HHT is also based on established theories of complex systems and signal processing.
Complexity Ingredients
For complexity to emerge, two ingredients are necessary. The first, and foremost, is an irreversible medium [SI in which things can happen: this medium, for example, is time. The reason for stating the apparently obvious is that the laws of motion on the microscopic level do not distinguish one direction of time kom another. Yet we know from the tendency of snowballs to melt that a preferred direction of time is singled out at the macroscopic level. Time is the irreversible medium of our problem's comp1exiQ. The second essential ingredient is nonlinearity [XI. Nonlinear systems do not obey the simple rules of addition. In general, nonlinearity of time-dependent processes produces complicated and frequently unexpected results. Irreversibility and nonlinearity characterize phenomena in every field of science and engineering. Examples in medicine include the palpitations of a heart and the human brain, which in particular, is an extreme example of complexity achieved by biological evolution. Analysis of complexity affords a holistic perspective and with it insights into many difficult concepts, such as life, consciousness, and intelligence, that have consistently eluded science. It is our hope that the HHT and HHTDPS-based study and empirical spectrum analysis and synthesis of nonlinear and nonstationar7iphenomena are steps towards progress in this domain.
The Language of Complexity
Sizing up the degree of complexity of a given problem is the mission of mathematical complexity theory. Because problems of significant complexity lie beyond the scope of pen, paper, and analytical mathematics and because of their immense power, computers provide the only means for solving them. To tackle complexity with a computer involves a combination of subtlety and brute force. Both are characteristics of the HHT and HHTDPS.
Theoretical Foundations of Signal Spectrum Analysis and Signal Synthesis
Like with many other cases in human endeavor we know some and desire to know more. For example, in trigonometry we are concerned with the problem of "solving a triangle" -finding all the sides and angles of a triangle, when some of these are known. In spectrum analysis we are concerned with a given set of samples (measurements) of a complicated phenomenon and are interested in deriving knowledge of its oscillatory behavior from these measurements. How much do we have to know about the data, and what is the minimal amount of information we must know to derive the spectrum? To approach this question we consider a few following basic issues related to oscillatory behavior.
I Signal Oscillatow Behavior
Intuitively a signal oscillatory behavior comprises:
-a point of outmost instability or a local maximaextrema, or -a zero-crossing point followed by -a point of outmost stability or a local minima extrema or a waveform throw or point of equilibrium -a repetition of the above which determines the time scale of an oscillatory behavior. a waveform crest point followed by
Is it possible to derive an oscillatory behavior's time scale from a composite waveform using the input physical signal maxima and minima extrema points? In a linear system, all data measurements are used. In a complicated nonlinear set of data measurements, more general information (extrema points) may be used, in addition to the whole data set, in order to derive the nonlinear and nonstationary features.
, [3] propose to use the upper and lower extrema envelopes for this purpose in a process of successive median determination and its subtraction from signal (sifting process) until the absolute value of the difference between the total number of extrema points and 3 zero-crossings in the subtraction result of sifting is less or equal to 1. This process results in an oscillatory behavior's rime scale or Intrinsic Mode Function (IMF).
The Fourier approach of finding a large number of harmonics bas been replaced in the HHT by a multi-step sifting process of finding an oscillatory behavior time scale basis function, an IMF. An IMF satisfies the oscillatory behavior criteria and is close to being a symmetricfirnciion. The symmetry will then contribute to the IMF base orthogonality. It is intuitively not obvious that such a process will separate the finest time scale from a composite waveform first. But it does. An example of such a separation of a complicated signal x(t) into its time scale components xl(t) (constant 1) and x2(t) (a sine function) is as follows:
where 0 <= t <= 10 and the time increment step is 0.1 seconds. Figure 1 . Separation of Oscillatory Scales by Sifting, cyan signal is xl(t)=l, blue signal is x2 = sin(t), green signal is x(t) = sin(t) + 1
Frequency Spectrum
Frequency spectrum determination and interpretation are performed in a few heritage ways such as Fourier, Wavelets and Hilbert. We will consider in this paper the Fourier and Hilbert spectrum analysis and physical signal synthesis, and their relationship. 
I Fourier Spectrum Analysis

I . 4 Oscillation Characteristic Parameters
We will describe the waveform oscillation characteristic parameters on the example of a plane waveform being a basic sinusoid and described by a counterclockwise circular motion x(t) @we oscillation or "tone") with angular argument at and beginning at angle C (phase shift). Once the sinusoidal (circular) motion has been completely described with respect to time as time function x(t), where
a new descripiion of the signal with respect io kequency andphase shift can be obtained. This can be done in a threedimensional coordinate system with amplitude, time and frequency axes. This coordinate system comprises the amplitude-time plane (Oat) and the amplitude-frequency plane (OaQ The sinusoid is passing through point fO=l/T on the frequency axis in a plane parallel to the amplitude-time plane. The projection of the sinusoid on the amplitude-time plane gives the time history of the sinusoid and its projection on the frequency plane takes the form of an impulse, a pulse of instantaneous rise and fall, with amplitude equal to the sinusoid's time plane amplitude a.
Some additional information -the phase shift C is needed, however, to fix the sinusoid's position relative to the coordinate system zero time reference 0 [I I], [12] .
For a hasic sinusoidal waveform the constant term of the phase offset, called phase shift C, provides the additional information needed to fix the waveform position in time in relation to coordinate frame origin 0. The phase shift C for a sinusoid that was obtained from measurements rather than from a formula, where it may he given explicitly, can be determined by looking at the positive peak closest to time point of reference 0, the zero time origin. Peak at zero is conventionally taken as phase shil? 0. When peak occurs after zero the sinusoid is delayed and having negative phase, because it was expected before time 0. For any electromagnetic wave the fourth (polarization)
parameter that describes its electric field vector is needed to fully characterize the wave in 3-dimensional space.
The signal period T, frequency fa, its amplitude a, phase shift C are the sinusoid oscillation characteristic parameters for a plain waveform of one independent variable t. The hasic sinusoid parameters fn, a, C in the frequency and phase domain can be then used to synthesize the waveform back into the time domain.
Angular Phase and Frequency Relationship
The basic waveform function's time-dependent variable argument (cot + C ) is also called angular phase. It comprises two parts. The time-variable part cot provides all information needed to determine the fundamental frequency fa. Namely,
It is obvious that if we denote the angular phase as e(t) = w*t + c (4) e'@) = w.
(5)
then the phase derivative is the angular frequency o
In other words, in the simplest case the oscillation angular frequency o can be determined as the derivative of angular phase, or phase change rate of a basic sinusoid waveform. The phase shift can then be expressed as c = e(t) -te'(t). (6) This derivation of the oscillation characteristic parameters from phase is strongly intuitive for a sinusoid because the phase is the total advancement of the waveform in time and a higher phase rate speeds up its amplitude zero-crossing points and giving a direct correlation between phase and frequency.
It is reasonable from this insight of frequency as phase derivative for the basic waveform to attempt this frequency determination approach to waveforms with more complicated forms of theoretical phase or phase data obtained from measurements. For example, when phase shift is not a constant, but itself is some function of time, even the above sine function becomes a complicated waveform with a very general phase function of time e(t). Indeed, even for this general case, if e(t) is a phase description, then consider the phase change rate at two successive time points t,, t2:
This average angular phase rate in time interval At = [t,, t2], when At approaches 0 becomes e'(t) or instantaneous frequency [4] - [5] . This representation of angular phase was given in the polar coordinate system. In a rectangular Coordinate system (Oxy) a function X(t) may be represented as a function of a complex variable:
The amplitude and phase can correspondently be expressed
Nonsinusoidal waveforms, for example, even one generated by a circular motion with a more complicated structure than a basic sinusoid for the angle phase, require a new look on angular phase and its susceptibility to yield information on motion frequency.
The cardinal problem is how to recover the phase of a composite waveform. The controversy is caused by different methods of phase recovery, and did not escape from the phase recovery provided by the Hilbert Transform. Phase recovety from hnction values is an inversion problem, and like many inversion problems, is extremely difficult to solve. The HHT theory alleviates this controversy and yields powerful spectrum results for complicated waveforms [I]- [3] . Although it does not assume data linearity or stationarity, it does use fundamental knowledge that the measurements data originated from an oscillatory 5 phenomenon, that its spectrum exists, and that the zerocrossings are more fundamental to spectrum determination than amplitude. The normalized HHT satisfies the limitations set by the Bedrosian theorem [6] and provides a sharper local measure of error formulated by Nuttall [7] .
Heritage Fourier Spectrum Analysis Tools
Nonsinusoidal periodic waveforms can be composed out of simple sinusoids and described by its component sinusoids of frequencies fa, 2h, ... ,kfa, .. in the amplitude, time and frequency space, as was a single sinusoid. Thus a nonsinusoidal periodic waveform has a spectrum, although it is not obvious what this spectrum may be, without looking at its frequency domain. To derive the spectrum of a composite waveform requires spectrum analysis tools.
The two traditional tools of Fourier Spectrum analyses are I) Hardware spectrum analyzer 2) Fourier spectrum analysis -a mathematical technique that allows describing a time domain waveform in terms of both frequency-domain amplitude and phase.
The hardware spectrum analyzer is based on the Fourier spectrum analysis performed in hardware. It has a very fine tuned oscillator and precise time interval generator -Giga Hertz frequencies and pico-seconds time interval resolution. The better the frequency analyzer the more expensive it is, costing as high as a hundred thousands of dollars. By fme sampling of a high oscillatory signal and coarse resolution it obtains a few thousands of data samples in a fraction of a second and performs a FFT to yield spectrum with that resolution.
Fourier Spectrum Analysis
Fourier spectrum analysis (Fourier analysis) offers the option of spectrum results in rectangular form, which consists of real and imaginary part of the complex variable domain. This domain is a rectangular coordinate system comprised of the real and imaginary axes and was briefly described above.
The Fourier spectrum analysis is comprised of Fourier Series and the Fourier Integral. Unfortunately this classic mathematical apparatus is frustrating for all but the simplest waveforms. However, if a waveform can he sampled and digitized with a waveform digitizer, the Discrete Fourier Transform and its computationally effective implementation, the FFT, can he used to perform the Fourier spectrum analysis for the digitized waveform. Since its general introduction in 1965, the FFT has been the commonly used algorithm for evaluating the DFT. The FFT algorithm can be implemented in sojtware, firmware or hardware. The heritage and the Hilbert Transform's discrete methods are based on the Fourier spectrum analysis as described below, although the FFT is used only to evaluate the HT. This is the method used in the HHT.
Frequency Domain Definition by Fourier Series
The general form of the Fourier Series for a function x(t) with period T is x(t)=~+ ( 
and where fl) is the fundamental frequency. The Fourier Series yields a discrete spectra. For example a Fourier series can easily represent a square wave with period T. Textbooks contain the Fourier series terms for many useful waveforms. Sometimes a seemingly periodic waveform can be approximated with waveforms for which the series is known. As long as a periodic waveform can he mathematically described as a function of time x(t), that meets Dirichlet conditions, its Fourier series can he written. However, this may not always be easy in practice, say with pulse functions that have discontinuities. If we approximate such practical function with a continuous "ideal" to the actual function and fmd the Fourier series for the "ideal", it may yield good estimates for the practical frequency spectrum.
Fourier Transform
The Fourier series is a useful tool for investigating the spectrum of periodic waveforms, but the world is not made up exclusively of periodic waveforms. More complicated waveforms do have a spectrum as we can hear the lightning bolt's electromagnetic spectrum on a common radio receiver. For nonperiodic functions, the Fourier Integral is used for treating it as a function with period T approaching infiniv. The Fourier Integral can he derived from the Fourier series and yields a continuous spectrum caused by infinite T. The integral is only applicable for nonperiodic waveforms. Phase seems to approach a continuous function of frequency too. The Fourier Integral is also called the Fourier Transform (F), as opposed to the Fourier Series that is only applicable for periodic firnctions. Because the integral is taken from minus to plus infinity (-=, +-) "negative frequencies" appear for non-periodic waveforms spectrum derived from the Fourier Integral that have a noncomplicated interpretation in the OATF plane. The Fourier Series (similar to Fourier Transform) can also be expressed in exponential form, which will yield a negative frequency domain.
The Fourier Transform yield the 6equency spectrum in rectangular form or as a vector of complex variablef
Results can also be obtained in polar form (phasor form). The amplitude and phase of the frequency components can be derived from X(f) as described below.
Signal Synthesisfrom Fourier Spectrum
The original signal's time component, #k, can be synthesized from the Fourier spectrum amplitude and phase for each frequency f. Fourier spectrumfrequency component amplitude A@
Fourier spectrum frequency component phase @jl
Digital Fourier Transform
The Given a phenomenon, if you can acquire and sample it, you can apply the FFT to it. The FFT assumes periodicity in all cases. It also assumes that the windowed data repeats with the period equal to the window length in time and beyond both sides of the physical window. The FFT gives exact results for the digital data set. However, the continuous phenomena function was windowed and sampled and these operations that are used to digitize the continuous analog function, introduce issues that require careful interpretation of the FFT result if we are to apply the result to understanding the spectrum of the original continuous function. For example, the window length and shape may affect the so-called leakage of power to adjacent frequencies. Because of these problematic issues some techniques are used for improving the FFT results, such as filtering and smoothing among others. Similarly, improving actions will be required for the spectrum results 60m a Hilbert Transform. 
I . 5.6.2 Any-Period-T Definition
The original picture P, in the window was originally placed over the signal, say the left edge, coincides with time value t. However, once the window is placed at time t, sliding it on either end of this window will yield the same picture as in the original window P, for a periodic signal with period T.
For example, two windows of the same length T placed at different origins ( E O and t=0.05) depict different curves, but each will repeat itself when shifted to left or right by T. The following Figure 4 and Figure 5 demonstrate this example. The number of discontinuities isfinife in any period The number of atremapoints isfinite in any period The integral of the signal absolute value isfinite in any period or over [I, t+TJ for any f in -_ < f < C q
SignalAverage Value
For a periodic signal the average value of the signal equals the area hounded by one cycle of the signal function divided by T. For a random signal the period T is infinite. However, the average value can be obtained by integrating the signal over [-T, TI, dividing it by T and making T approach infinity. This yields the mean value of the random signal. For a transient signal, "average value" is not meaningful because if we follow the random signal definition of average, the area under a transient signal is fmite and because T moves to infinity the average becomes 0 and that is not meaningful. This is why transient signals or intermittency artifacts must be taking out in the beginning of an EMD siflingprocess.
Signal Energy andpower
The characteristics of signal energy and power are far more useful than the average value for signal characterization.
Signal Energy
The signal energy for an arbitrary signal x(t) in time T is defined as the integral of x2(t)dt over T, with no scaling factors. It is evident that the energy of a non-transient signal over the entire timeline is infinite and converges for a transient signal to a finite value. The HHTDPS Hilbert Spectrum is using IMFs energy for spectrum demonstration in different colors. The square root of energv may also be used for better spectrum visualization.
1.5.6.7SignalPower
Instantaneous power is the true rate of change of energy in a system. In most cases, however, power refers to average power or signal energy over time T divided by time T. This is also called the mean squared value of the signal and the square root of it is called root mean squared value. Signal power may also be useful in the HHTDPS Hilbert Spectrum interpretation.
Harmonic Series
The fundamental frequency fa of a sinusoid with period T is UT. A harmonic series is a set of sinusoids whose frequencies are harmonically related, meaning that frequency f of each sinusoid is an integer multiple of the fundamental frequency fa. Fourier developed the theory for obtaining the harmonic series that provides the hest fit to a given periodic function. Finding the amplitude values of the harmonic components f giving the closest approximation to the original signal is termed Fourier analysis.
Waveform Synthesis and Gibb's Phenomenon
It is advisable to verify a spectrum analysis by synthesizing the original waveform from its constituent spectral components. For example, when the Fourier harmonic series is derived for a square wave, the exact square wave is not regained (synthesized) for two reasons. First, the total number of kequency components is not added in. Even adding 20 components shows that the deviation from the square wave is obvious. This is due to the second reason, the Gibb's Phenomenon for signals with instantaneous transitions (discontinuities), such as in the square signal pulse edges or at boundary points for any signal in discrete analysis. The Gihb's phenomenon is always equal to 8.95% overshoot of the discontinuity amplitude. Adding more terms will take out more ringing at the end but the Gibb's phenomenon still occurs. There are methods of reducing the Gibb's phenomenon as much as by a factor of 7 [ 161. ... The Nyquist frequency is the highest frequency sinusoid that can be defined at a given sampling rate. For equally spaced samples Vt the Nyquist fiequency is 1/2Vt. In our example the Nyquist frequency is 1/2*0.01=50 Hz. The FFT standard output arrangement (DFT) is as follows:
... ..
x(t) = a0 + cos(2*pi*t) = dcM + cos(2*pi*t) = 32/32+ cos(2*pi*t)
where x(t) is the exact input signal of I+ cos(2*pi*t)
Another two illustrative examples would be a square pulse and a constant time signal analysis and synthesis.
Hilbert Transform Spectrum
The Hilbert Transform is known for a long time. However, it is not easily interpretable when used for spectrum analysis. To arrive at a meaningful Hilbert Transform spectrum interpretation we will fmt examine the Hilbert Transform itself and its application to a simple sinusoid function, followed by the definition of the Hilbert Spectrum as derived from IMFs [ 11. The IMF generation is described below in Section 1.7.
Hilbert Transfonn Interpretation
In 1930 Denis Gabor defined a generalization of the Euler's formula in the form of an analytic signal, namely:
" (1) is unique and it is an analytic signal by definition.
The Hilbert Transform is just another integral transform with kernel equal to l/(n (t-q)). It is a Cauchy Principal (P) integral and is denoted by symbolic notation letter P in front of the integral
The Cauchy Principal integral is an integration technique that was proposed by Cauchy and solves the singularity problem at point t=q. Point q is surrounded by a small interval [ q -~, q +~] .The integral is taken from the left to TJ-E and from the right to q -~. In the vicinity of point TJ the integral is taken along a positive semi-circle of radius E around point q. The integration is completed by allowing E to approach 0.
Gabor used the analytic signal to introduce the Hilbert Transform (H) to signal processing for one-dimensional waveform ~( t ) . When the Hilbert transform is applied to a general waveform function u(t), we obtain another function of time fit). The complex variable conjugate pair of functions {u(t), gt)} then comprises the above analytical signal Y(t) that can then also be expressed as
This analytic signal form is similar to the Fourier frequency component expression in terms of amplitude and phase, which were used in above examples for component synthesis and they are fixed for each f. In the Hilbert
Transform the amplitude, phase and frequency are time variables. The frequency is the instantaneousfrequency
There is considerable controversy in using the Hilbert Transform for spectrum analysis [5] , [6] , [7] . For example, [5] lists five paradoxes associated with the Hilbert Transform based spectrum analysis.
To avoid these paradoxes, the concept of an Intrinsic Mode Function (IMF) was developed [I] . UMFs are signals with well-defined instantaneous frequency. Symmetrical by nature, with riding waves eliminated, these data sets can be processed by the Hilbert Transform to obtain meaningful spectrum results. For a signal to be considered an IMF, it must fulfill the following conditions: "(I) in the whole dataset, the number of extrema and the number of zeros crossings must either equal or differ at most by one; and (2) at any points, the mean value of the envelope defined by the local maxima and the envelope defmed by the local minima is zero" [l] . To obtain IMFs from a typical dataset, the EMD method was developed by Dr. Norden E. Huang and others to filter and break down the data. When the Hilbert
Transform is applied to a normalized and symmetric IMF, it yields powerful spectrum results and meaningful interpretation of physical oscillatory phenomena. Following is a brief description of the Hilbert Transform and its application for IMF spectrum analysis. The IMF represents a generalized Fourier expansion.
I . 6.2 Hilhert Spectrum Definition and Interpretation
In 1743 Leonard Euler introduced the identity
This identity was used 100 years later by Fourier in the Fourier Transform. 150 years after that Charles P. Steinmetz would use this identity to describe the harmonic waveforms in electrical engineering expowt) =cos(wt) + jsin(ot) ( w 2 n f )
These are the bases for the Fourier Transform. Gabor's generalization of the Euler formula and analytic signal
are the bases for the Hilbert Transform.
While the Fourier Transform of u(t) yields the spectrum of Figure 7 depicts the graph of the input file data being sampled at daily basis or at 86400-second interval for 3224 days. It is followed by the graph of the first 2 IMFs and the residue generated for this example. 
Hilbert-Huang Transjom Synthesis
The waveform synthesis in the HHT is a direct summation of physical signal's IMFs generated by EMD. Presently there is no other way to synthesize the physical signal waveform 601x1 its Hilbert Spectrum.
Empirical Mode Decomposition Algorithm
The Empirical Mode Decomposition or EMD is, in simplest terms, a filter that sifts through data and breaks it down into simpler components, the IMFs. IMFs retain the features of their parent data set and can uncover oscillatory trends that are not easily visible in the original. This break down is not haphazard; summation of the IMFs will retum the parent dataset. This allows the IMFs themselves to he used for data analysis and manipulation without use of the Hilbert Transform. The EMD algorithm is relatively straightforward. A set of x(t) values, the original dataset, is inputted for evaluation. From here begins the sift process. The data are then examined for local maximum and minimum extrema; those values are set aside. Using the extrema points, an upper envelope, with the maximum values, and a lower envelope, with the minimum values, is created via cubic spline interpolation. These envelopes are then linearly averaged together to create a mean envelope. This mean envelope represents the general trend of the data. This envelope is then subtracted from the parent data to create an IMF candidate. The lMF candidate signal is then tested if it passes the definition of an IMF, i.e., the number of extrema differs from the number of zero crossings by no more than one. If the IMF candidate set meets the criteria, a counter is incremented; otherwise the counter is set to zero. A check is then done on the counter -if it meets a userdefined value the IMF candidate is returned as an IMF. If not, the sifting process is executed again on the candidate, regardless if it passes the criteria or not.
Data returned as lMFs are stored and then subtracted fiom the parent data. The difference is used as a parent dataset for a new sifting process. This is repeated until a dataset contains only two extrema. This data set is considered the "residual" and is returned with the IMFs. 
HHTDPS DESIGN AND METHODOLOGY
The implementation of the HHTDPS design and methodology is described in detail in Sections 3-9. We were compelled to show in this paper how the HHTDPS engineering effort was done.
The engineering methodology used in the HHTDPS design was to develop a generic, low cost, high performance PC based computer system that implements the HHT computational algorithms in a user fiiendly, file driven environment. The HHTDPS will then be tested using data provided by a number of appropriate application teams, and 12 the data analysts from the respective provider organizations will evaluate the results.
The implementation will port and optimize Dr. Huang's existing preliminary C-language and Matlab code to the PC system, and baseline its functional performance. We will then run a series of simulations and benchmarks to measure system speed and identify processing bottlenecks. This information will be used to target specific tinctions for hardware acceleration. Computationally intensive routines will be implemented as Field Programmable Gate Array (FPGA) and Digital Signal Processing (DSP) hardware functions, and integrated into the baseline system to produce the final high performance system. Finally, we will test the new system on a few commercially viable applications and deliver a complete HHT tool and its documentation.
The PC / FPGA / DSP hybrid system leverages state-of-theart commercial data processing hardware, and the significant experience of the HHTDPS development engineering team with this technology. This project also benefits from a significant cost savings through the sharing of advanced design tools that already exist within the development infrastructure.
The HHTDPS design was based on a study by the authors of numerous potential NASA and commercial applications of the HHT. Representative results in using the HHT were reported, for example, in [17].
Goal and Objectives
The goal was to develop a novel engineering tool for spectrum analysis of nonlinear and nonstationary data. In addition, it must have a user friendly, operational quality HHT data processing system that supports a wide range of applications, and ready for commercialization. The objectives are as follows: Port and optimize existing HHT software to a PC platform. Simulate and benchmark the HHT algorithms and identify bottlenecks. Implement the bottlenecks in Reconfigurable Computing (RC) hardware and deliver a low cost, high performance HHT implementation.
In the development process it was expected to demonstrate: 1) That the published results [I], [Z] , [3] can be reproduced by a computer code 2) That the code works and yielding similar results as given in [I] on the same input 3) Determine the HHT method capabilities and limitations by testing against different data sources at different data rates, volumes and magnitudes.
CARDINAL POINTS OF THE HHTDPS DESIGN AND IMPLEMENTATION
There were a few cardinal points that affected the HHTDPS Phase 1 development. These points stem from the intention to use HHT on-board a spacecraft whilst the necessity of having all HHTDPS components very compact and computationally fast, and considerations typical to the development of a project on schedule and within a tight budget. These points are described below.
Implementation in C-Language
The heritage Matlab functions are used for spectrum analysis. However, Matlab is a large general-purpose system and because it is an interpreted language it will always be slower than compiled code. It would be difficult to fly a Matlab program it in a "flight box" configuration since it would require the overhead of running Matlab to interpret the code. Therefore there is a need to convert basic spectrum analysis Matlab scripts to C-Language a cost of losing the mathematically inclined Matlab programming environment. This conversion to compiled code will also permit the integration of the spectrum analysis functionality into the HHTDPS, as well as remove the dependence for users of the system to have Matlab.
In addition, EMD's code must be constructed from publicly available patents' descriptions and published papers and developed in plain C rather than C++. This makes it more susceptible to future implementation in hardware, since many systems currently do not fully support C++.
Algorithmic Definitions
In addition to language definition, it was necessary to provide precise defmitions of many of the elements required to create the EMD. Although it is easy at a top level to use terms such as "extrema", "envelope", and "intermittency" and make perfect sense, a different level of detail is required to implement these item in a programming language. Particularly in C, which contains little beyond basic mathematical constructs, does this become evident as even the most intuitive of concepts must be broken down to a most basic level.
I Extrema Points Definitions
The extrema points' definitions must be systematic throughout the HHTDPS code. Although this may seem simple to define as a maxima extrema point is defined as an internal data set point xi, such that yi., < yi > yiil and minima extrema point is defined by yi.l > yi < yi+] this will not account for two of the following situations and may cause serious problems in creation of the envelope. The fxst is that an extrema may actually resemble a plateau, that is, there may be two or more points equal to each other prior to changing direction. If these are not identified, the envelope will not be correctly created which can cause severe problems in the generation of the IMFs. The second situation comes directly from with the methods used to deals with the fust. That is, one could try to compensate by defining yi., < yi >= yrl as the maxima and minima extrema point is defined by yi. 1 > yi <= yi . 1. However, this can cause detection' of "false extrema", i.e.
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plateaus that do not change direction after the level section. Therefore a better definition for fmdmg an extrema is:
where j > i and no point between j and i contains a value of Y ' Yi Minima:
where j > i and no point between j and i contains a value of Y Yi .
Although it may seem trivial to defme this to such an extent, it is something that can be easily overlooked if considering a classical definition of extrema.
Upper and Lower Envelopes Definitions
The upper envelope is created by connecting the maxima extrema points of a data set. The lower envelope is created by connecting the minima extrema points. For the connection, a piecewise cubic spline is used which provides a smooth curve between extrema points that is continuous in the second derivative. Although a cubic spline may not most accurately reflect the trends of the data such as a piecewise hermite spline, the IMFs created with it prove to be more symmetrical than with other methods.
Prediction
A problem with the creation of the envelopes is that they must cover the entire dataset, however it is rare, if ever, that extremas will be found precisely at the ends of the dataset. For this we need a pair of maxima and minima extrema points that lies to the right and to the left of the end points of the data set. These four extrema points must be predicted. The prediction of the four points, like any prediction, is difficult to do. This is attested to by multitudes of prediction algorithms and not a single one has been accepted as a rule. Envelopes' extensions to cover data set window by prediction of a set of points and find one maxima and minima outside envelopes is followed by truncation of the mean data set to bring it back into the signal envelope. The HHT processes are very sensitive to end points' selection. This is why three prediction options are available in the HHTDPS: pattern, linear, and mean. Pattern prediction statistically analyzes the extremas at the borders of the dataset and estimates the distances and amplitudes of the predicted extrema based on those results.
Linear prediction originally involved using the linear predictive coding algorithm; however this was found to he processor intensive and could occasionally cause data degradation. It was replaced with an algorithm that simply copies the extrema points closest to the data borders. Finally, mean prediction uses the average distances and heights of the extrema points to generate predictions. All these algorithms have their respective advantages and disadvantages. Problems with prediction can result in an extrema point at a far distance *om the last extrema point which may cause waves in the cubic spline that connects these two points. This becomes problematic even in the sifting for the first few IMFs and may lead to data corruption or degradation.
The Intermittency, Definition, Detection and Removal
Intermittent or "riding waves" affect the outcome of the IMF generation. In general, riding waves are defined as transient signals that are interrupting the predominant pattern of the wave. Particular to intermittency detection, intermittency is defined as any set of a maximum and minimum extrema such that the distance between the adjacent extrema points is less than the designated threshold,q. In EMD during the process of removing intermittency from an IMF, a search is made in the signal for all maximum and minimum extrema which the distance between any two extrema is greater than or equal to q.
In order to separate the intermittency artifacts into a different IMF, those points found during the process are removed, and all values that are less than the threshold are retained, and the EMD calculation is continued. There is currently no automatic heuristics for selection of threshold values, due to the difficulty of such analysis. It is important to note that with this process all properties of the EMD will be retained, including that all IMFs generated will sum together to provide the original signal. Intermittency checking does not remove waves from the dataset, but reserves them for calculation in the next generation of IMF.
Other Cardinal Points
There were other cardinal points which were considered in the HHTDPS Phase 1 implementation and which we will only list without further elaboration: -Instantaneous Frequency Definition [4] -HHTDPS Qualitative Spectrum Analysis -Gibbs phenomenon and its resolution [9] .
-Hardware implementation of bottleneck functions [lo] .
the IMF is close to 0) and zero value is ideal. trigonometric functions.
DEVELOPMENT PLAN
The development plan for the HHTDPS was stated first and then rigorously followed. The plan was for three phases of the HHTDPS development. However, this paper describes only the Phase 1 activities of the development plan. The 14 second and third phases include hardware implementation of HHTDPS bottleneck functions and user remote access.
Phase I
Develop a complete, PC-based, user-friendly software version of the HHTDPS. Users supply data files on CD, floppy disk, ZIP disk or via electronic file transfer, perform their processing at the local PC, and take their processed data away with them on CD, floppy disk, ZIP disk or via electronic file transfer.
A complete "user's guide" documentation is provided. This baseline system will serve as the functional benchmark during Phase 2. An Activity Plan was developed for all three implementation phases including: Purchase PC hardware, Obtain and analyze existing code, List basic algorithms, Collect user requirements, including IO data types and formats, Develop modular system architecture, Develop functional specifications for system elements such as Input-Output formatdUser Interface Processing modules, Write code, Test, Benchmark and Document the HHTDPS.
TOP LEVEL ARCHITECTURE
The HHTDPS was designed as a modular system comprising the Empirical Mode Decomposition module (EMD), the Instantaneous Frequency and Hilbert Spectrum module (IFS and Data Analysis Tools) and the Graphical User Interface module (CUI) as shown in Figure 9 . 
EMPIRICAL MODE DECOMPOSITION MODULE ARCHITECTURE
The EMD module architecture generally follows the block diagram presented in [3] for a I-dimensional input case. The input physical signal is loaded and stored as a physical signal array. The user can then perform the EMD process on the signal, and extract the IMFs. From there, the user has the options of obtaining additional information about the IMFs or using one of several means to convert them into the Hilbert Spectrum. All data generated by the program can be saved or exported to disk.
INSTANTANEOUS FREQUENCY AND HILBERT SPECTRUM MODULE ARCHITECTURE
The IFS module comprises the Hilbert Transform of the IMF components, phase formulation and differentiation that yields the instantaneous frequency. The instantaneous frequency for all IMFs is then further aggregated into frequency bands for a chosen band resolution that is chosen by the user. The aggregated instantaneous frequency energy is displayed as a 2-dimensional frequency-time color-coded image. This is the signal Hilbert Spectrum. The Marginal Hilbert Spectrum Option [I] is generated by summation of energy values in the Hilbert Spectrum across the time line. This produces a typical 2-dimensional frequency-amplitude plot.
GRAPHICAL USER INTERFACE ARCHITECTURE
The Graphical User Interface is a method to integrate EMD, IFS modules and provide User with typical graphical means to run the HHTDPS functions. The CUI utilizes Visual
Basic to provide a robust interface. It was designed to be intuitive to use, but does not abstract the user from control of the various functions.
SYSTEM OPERATIONS AND TEST RESULTS
The following section demonstrates results obtained using the completed system. This includes generation of IMFs using the EMD, as well as the display of the nominal and marginal Hilbert spectrum.
Empirical Mode Decomposition Results
Consider a waveform comprised of two pure sinusoids. It is expected that there will be two IMFs generated by EMD and a small amplitude residual. For k sinusoids, the EMD is expected to generate k IMFs for any small or large k. For example, if k=200 the EMD is expected to produce around 200 IMFs. The two modes IMF01 and IMF02 are the input signal main modes, as observed from the IMFs significant amplitudes. The remaining IMFs are small residue components that can be attributed to algorithm computational traces, resulting from spline processes.
The magnitudes of the function y in Figure 10 are from 4 . 6 to 1.0 for IO seconds at 0.01 seconds resolution. The following Figure 11 depicts the results produced by the EMD. The IMFs magnitudes on all 3 graphs are from -0.5 to 0.5 for the I O seconds of data and 1001 data points.
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are as follows within the HHTDPS are:
1)
In HHTDPS, the Hilbert Spectrum is derived from the IMFs -the output of the Empirical Mode Decomposition of the physical signal.
2) The IMFs, in order to be used as input to the Hilbert Transform, must be normalized in order to satisfy the Bedrosian [6] and Nutall [7] requirements. Even a sinusoid function A*cos(t) must be normalized to yield a meaningful for spectrum interpretation Hilbert Transform by a factor of 1/A. Some signal data is already normalized naturally -any signal with small amplitudes, including length of day deviation from 24 hours in microseconds or voice data as recorded on a standard PC sound card as a wave file has magnitudes between 0 and 1.
3) Like all discrete transforms, the Hilbert Transform is an approximation and the Gibhs phenomenon end affects must be taken into consideration for the Hilbert Transform to be usable for Hilbert Spectrum derivation and interpretation. This requires preprocessing of the IMFs before using them as input to the Hilbert Transform. Namely, in order to get a "good" Hilbert Transform each IMF must have equal values at end points, as well as the same slope. In any other case of IMF the end-affect (the Gihhs phenomena) propagates into the spectrum and may result in a broken line. Preconditioning the IMF to meet these two requirements may result in IMFs of different size and some shorter than original IMF produced by EMD. This is not a problem for the derivation of the Nominal and Marginal Hilbert Spectrum. 4) There are two types of interpretable Hilbert Spectrum data produced by the HHTDPS. The first is called "The Nominal Hilbert Spectrum'' and the second type is called "The Marginal Hilbert Spectrum".
Nominal Hilbert Spectrum
The Nominal Hilbert Spectrum depicts IMF components instantaneous &equencies' amplitudes in time as color on a 2-D graph {Oft}. The qualitative meaning of the Hilbert Spectrum in Figure 13 Following Figure 12 is the nominal Hilbert Spectrum in Figure 13 for the above example of lMFs with expected result being two instantaneous frequency functions, their medians being correspondently for IMF1 and IMF2 around Figure 10 . Input Physical Signal y = (cos(2*pi*t)+cos(2*2*pi*t))/Z, t=[OO.Ol :IO1
The EMD process was ran with the configuration parameter vector {3,0,3,500,1) namely specifying the first parameter that is the Sifting Criteria as 3, Intermittency test as 0, Maximum lMFs 2, the Maximum Number of Sifts in converging to an IMF as 500 and the Endpoint Prediction method as 1 (Pattern Prediction). The details of the configuration vector can be found in the HHTDPS internal documentation. Figure 11 . IMFs generated, in order from top to the bottom. Last signal is the residual.
The resulting IMFs must be saved and used for signal synthesis. A copy of the IMFs may be thenpreprocessed as required to obtain a better Hilbert Transform for spectrum analysis.
I Decomposition Interpretation
We begin the interpretation with the observation of the last decomposition component -the Residue in Figure 11 . This is the data long-term trend. The oscillatoly behavior components are the IMF02 and IMFOI, where IMF01 is the fmest oscillatory scale followed by the next scale M 0 2 . These base functions can be further analyzed using the HHTDPS Hilbert Spectrum module as described below. The fact that the HHT instantaneous frequencies match the known 1 Hz and 2 Hz frequencies in Figure 13 is important in general for understanding the Hilbert Spectrum.
Hilbert Spectrum Analysis
The pre-conditions to get an interpretable Hilbert Spectrum
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fl=l Hz and i2=2 Hz. The Spectral Analysis was using the Legacy Hilbert tools' option -the Hilbert Spectrum process
E m , Hilbert Spectrum andphysical sienl synthesis
The waveform synthesis from using Hilbert Spectrum is not presently feasible. However, the synthesis can he achieved directly by using the lMFs generated by the HHTDPS EMDl module. applications. The HHTDPS can bk applied in a variety of fields to study phenomena such as basic nonlinear mechanics, climate cycles, solar neutrinos variations, earthquake engineering, geophysical exploration, submarine design, structural damage detection, satellite data analysis, nonlinear wave evolution, turbulence flow, speech technology commercialization is to collaborate with industly and academia to get people using the method. A hela version is available for university research, while the final version of HHTDPS is available for licensing. 
CONCLUSIONS
We have accomplished the goal we set out in the introduction and developed the fmt engineering tool based on the Empirical Mode Decomposition. We have developed a new ground system configuration for this specific project spacecraft on-hoard data processing. We have developed a methodology that widens the field of digital signal 
