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Résumé, Abstract
Sur la factorisation des fonctions zêta des hypersurfaces de Dwork
Cette thèse s’intéresse à la factorisation des fonctions zêta des hypersurfaces de
Dwork. Candelas, de la Ossa et Rodriguez-Villegas ont mis en évidence, dans le cas de
la quintique, un facteur provenant de la symétrie miroir et deux facteurs provenant
de courbes de type hypergéométrique. Wan a établit le lien avec la symétrie miroir
dans le cas général, mais les facteurs complémentaires n’ont pas été étudiés avec le
même niveau de détail que dans le cas de la quintique, et c’est sur eux que se concentre
cette thèse. Après un premier chapitre de rappels sur les hypersurfaces de Dwork, on
détermine, dans le chapitre 2, une factorisation explicite des fonctions zêta en terme de
facteurs provenant d’hypersurfaces de type hypergéométrique. Dans le chapitre 3, on
déduit une factorisation à partir d’une décomposition isotypique de la cohomologie des
hypersurfaces de Dwork. Finalement, dans le chapitre 4, on relie les deux factorisations
précédentes.
Mots clefs : hypersurfaces de Dwork, factorisation de fonctions zêta, hypersurfaces
hypergéométriques, décomposition isotypique de la cohomologie étale, sommes de Gauss
et de Jacobi, formule des traces de Lefschetz.
On the factorisation of the zeta functions of Dwork hypersurfaces
This thesis deals with the factorisation of the zeta functions of the Dwork hypersur-
faces. Candelas, de la Ossa and Rodriguez-Villegas found, in the case of the quintic,
a factor coming from mirror symmetry and two factors coming from hypergeometric
curves. Wan established the link with mirror symmetry in the general case, but the
remaining factors have not been studied with the same level of detail as for the quintic,
and it is on them that this thesis focuses. After a first chapter recalling the properties
of the Dwork hypersurfaces, we establish, in chapter 2, an explicit factorisation of the
zeta functions in terms of factors coming from hypersurfaces of hypergeometric type. In
chapter 3, we deduce a factorisation of the zeta function from the isotypic decomposition
of the cohomology of the Dwork hypersurfaces. Finally, in chapter 4, we link the two
preceding factorisations.
Key-words : dwork hypersurfaces, zeta function factorisation, hypergeometric hy-
persurfaces, isotypic decomposition of the etale cohomology, Gauss and Jacobi sums,
Lefschetz trace formula.
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Introduction
Soit Fq un corps fini de caractéristique p. Si X est une variété projective définie sur
Fq, la fonction zêta de X est définie par
ZX/Fq(t) = exp
(+∞∑
r=1
|X(Fqr)| t
r
r
)
,
où Fqr désigne une extension de degré r de Fq et X(Fqr) l’ensemble des points de X
rationnels sur Fqr .
Soit ψ ∈ Fq un paramètre non nul. NotonsMψ l’hypersurface de P4 d’équation
x51 + x52 + x53 + x54 + x55 − 5ψx1x2x3x4x5 = 0.
Supposons-là non singulière, c’est-à-dire ψ5 6= 1. Dans deux articles [CdlORV00,
CdlORV03], Rodriguez-Villegas et les deux physiciens Candelas et de la Ossa ont
mis en évidence, de manière expérimentale, le fait que la fonction zêta se factorise sous
la forme suivante, lorsque p 6= 2 et q ≡ 1 mod 5,
ZMψ/Fq(t) =
R0(t, ψ)RAψ(qt, ψ)20RBψ(qt, ψ)30
(1− t)(1− qt)(1− q2t)(1− q3t) ,
où R0, RAψ et RBψ sont des polynômes appartenant à 1 + tZ[t]. Le facteur R0 provient
de la « variété miroir » Wψ deMψ (on renvoie à [CdlORV03] pour la définition et la
construction de cette variété) dans le sens où
ZWψ/Fq(t) =
R0(t, ψ)
(1− t)(1− qt)101(1− q2t)101(1− q3t) .
Les facteurs RAψ et RBψ proviennent, eux, de courbes hypergéométriques dont des
équations affines sont
Aψ : y5 = x2(1− x)3(1− 1ψ5x)2 et Bψ : y5 = x2(1− x)4(1− 1ψ5x),
dans le sens où
ZAψ/Fq(t) =
RAψ(t, ψ)
1− qt et ZBψ/Fq(t) =
RBψ(t, ψ)
1− qt .
De plus (voir [CdlORV03]), ils ont démontré que RAψ et RBψ sont des carrés dans
Z[t] (l’argument est que les courbes projectives lisses birationnelles à Aψ et Bψ sont
hyperelliptiques et que l’existence d’un automorphisme particulier de ces courbes perm
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et de montrer que leur jacobienne est isogène à un carré). Ils ont également constaté
numériquement que les facteurs sont scindés sur le corps Q(
√
5).
L’existence dans la fonction zêta d’un facteur provenant de son miroir a été généralisé
par Wan [Wan06] au cas des hypersurfaces de Dwork Xψ d’équation
xn1 + · · ·+ xnn − nψx1 . . . xn = 0.
Plus précisément, Wan démontre [Wan06, § 7, éq. (14), p. 173], lorsque q ≡ 1 mod n,
que la fonction zêta de Xψ s’écrit sous la forme
ZXψ/Fq(t) =
(
Q(t, ψ)R(qt, ψ)
)(−1)n−1
(1− t)(1− qt) . . . (1− qn−2t) ,
où Q(t, ψ) est un polynôme à coefficients entiers de degré n− 1 et R(t, ψ) un polynôme
à coefficients entiers de degré (n−1)
n+(−1)n(n−1)
n
− (n− 1) dont les racines ont pour valeur
absolue q−(n−4)/2. Le polynôme Q(t, ψ) provient de la symétrie miroir dans le sens
suivant : désignons par A le groupe {(ζ1, . . . , ζn) ∈ Fnq | ζni = 1, ζ1 . . . ζn = 1} et par Yψ
l’hypersurface quotient Xψ/A ; c’est, selon la terminologie de Wan, un « miroir singulier »
de Xψ (ce miroir n’est pas tout à fait le même que celui considéré dans [CdlORV03]
lorsque n = 5). Une équation simple de Yψ est (y1 + · · ·+ yn)n = (nψ)ny1 . . . yn et sa
fonction zêta est donnée par
ZYψ/Fq(t) =
Q(t, ψ)(−1)n−1
(1− t)(1− qt) . . . (1− qn−2t) .
Wan mentionne dans [Wan06, § 7, p. 175] que le problème de déterminer l’origine de R
a été résolu pour n = 3, n = 4 (Dwork) et n = 5 (Candelas, de la Ossa et Rodriguez-
Villegas) mais reste ouvert pour les autres valeurs de n. L’un des résultats de la présente
thèse (voir chapitre 2) décrit l’origine de ce facteur R : c’est un produit de facteurs
provenant de fonctions zêta d’hypersurfaces de type hypergéométrique de dimension
impaire. La méthode est la suivante : on calcule séparément le nombre de points de Xψ
et de certaines hypersurfaces de type hypergéométrique à l’aide de sommes de Gauss
en suivant les techniques exposées dans [Kob83] puis on les compare en utilisant des
formules sur les sommes de Gauss (telles que la formule des compléments ou la formule
de multiplication de Hasse-Davenport).
Dans l’exemple de la quintique considéré par [CdlORV03], la fonction zêta est hau-
tement factorisée. Parallèlement à la question d’identifier les facteurs que l’on vient
de considérer, on peut s’intéresser à la question de prédire a priori l’existence d’une
factorisation du polynôme précédent R. Dans [HKS06], une méthode cohomologique
pour obtenir un tel résultat est esquissée ; elle a été menée à bien dans [Klo07] pour une
famille de variétés englobant les hypersurfaces de Dwork. Le principe est le suivant : la
fonction zêta s’exprime comme produit et quotient des polynômes caractéristiques du
Frobenius sur les espaces de cohomologie ; si on décompose les espaces de cohomologie en
somme directe de sous-espaces stables par le Frobenius, cela conduit à une factorisation
de la fonction zêta. Kloosterman a utilisé cette méthode en exhibant une base explicite
de la cohomologie de Monsky-Washnitzer puis en étudiant l’action du Frobenius sur
cette base. Une autre méthode est de considérer la décomposition de la cohomologie
étale en composants isotypiques sur Q` (où ` est un nombre premier 6= p) sous l’action
du groupe G = AoSn ; puisque l’action du groupe G commute à celle du Frobenius
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(du moins lorsque q ≡ 1 mod n), cette décomposition permet de factoriser le polynôme
caractéristique du Frobenius. Le chapitre 3 de la thèse est consacré à la mise en oeuvre
de cette méthode ; la factorisation qu’on obtient s’avère légèrement plus fine que celle
obtenue par Kloosterman et permet aussi d’expliquer l’observation de [CdlORV03] à
propos de la décomposition des facteurs dans une certaine extension de degré fini de
Q. Nous commençons par décomposer Hn−2et (Xψ,Q`). Les résultats que nous obtenons
étendent ceux de Brünjes [Brü04] qui traitait le cas ψ = 0 (hypersurfaces de Fermat).
Une fois cette décomposition obtenue, il faut en déduire la décomposition de Hn−2et (Xψ,
Q`) (ce qui nécessite de construire explicitement des représentations irréductibles sur
Q` qui, après extension des scalaires, redonnent celles qui interviennent sur Q`) puis
montrer que la factorisation ainsi obtenue est indépendante de `.
Finalement, le chapitre 4 consiste à relier les deux factorisations obtenues précédem-
ment (la factorisation explicite et la factorisation cohomologique) à l’aide de techniques
de fonctions L de représentations, en s’inspirant d’un calcul effectué par Katz [Kat81]
dans le cas des courbes d’Artin-Schreier.
Mentionnons pour finir que, de manière indépendante, certaines des questions précé-
dentes ont été abordées sous un angle différent par Katz dans [Kat09]. Nous renvoyons
le lecteur aux introductions des chapitres 2 et 3 pour des précisions supplémentaires.
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Chapitre 1
Hypersurfaces de Dwork
Dwork a consacré une part importante de son œuvre à l’étude des hypersurfaces qui
portent aujourd’hui son nom, que ce soit en relation avec la méthode de déformation (voir
[Dwo62a, Dwo62b, Dwo64, Dwo66b, Dwo69]) ou avec les fonctions hypergéométriques
généralisées (voir [Dwo66a]). Le lecteur intéressé par plus de précisions historiques
pourra consulter l’introduction de l’article [Kat09].
Ces dernières années, les hypersurfaces de Dwork sont revenues sur le devant de la
scène, notamment en relation avec la symétrie miroir (dont la quintique de Dwork est
un exemple emblématique, voir [CdlOGP91]) ou avec la conjecture de Sato-Tate (voir
[HSBT07] et les articles connexes [CHT08, Tay08]).
1.1 Définition et propriétés algébriques
Définition 1.1.1. — Soit n un entier ≥ 1 et k un corps. On considère l’hypersurface Xψ
de Pnk d’équation xn1 +· · ·+xnn−nψx1 . . . xn = 0 où ψ ∈ k est un paramètre. L’hypersurface
Xψ est appelée hypersurface de Dwork. Lorsque ψ = 0, on parle d’hypersurface de Fermat.
Dans ce chapitre, on ne fait pas d’hypothèse particulière sur le corps k, mais dans les
chapitres suivants, on prendra k = Fq où q est une puissance d’un nombre premier ne
divisant pas n.
Proposition 1.1.2. — Supposons que n soit premier à la caractéristique de k. L’hy-
persurface Xψ est singulière si et seulement si ψn = 1.
Démonstration. — Posons f = xn1 + · · · + xnn − nψx1 . . . xn de sorte que Xψ n’est
autre que l’hypersurface d’équation f = 0. Il s’agit de déterminer pour quelles valeurs
de ψ les polynômes f , ∂f
∂x1
, ..., ∂f
∂xn
ont des zéros en commun. Or :
∂f
∂x1
= 0
. . .
∂f
∂xn
= 0
⇐⇒

nxn−11 = nψx2 . . . xn
. . .
nxn−1n = nψx1 . . . xn−1
=⇒ nxn1 = · · · = nxnn = nψx1 . . . xn
Puisque n est premier à la caractéristique de k, on en déduit que xn1 = · · · = xnn =
ψx1 . . . xn. Lorsque ψ = 0, on obtient x1 = · · · = xn = 0. Lorsque ψ 6= 0, on obtient
(nψx1 . . . xn)n = (nψ)nxn1 . . . xnn = (nψ)n(ψx1 . . . xn)n d’où (x1 . . . xn)n = ψn(x1 . . . xn)n ;
or, si l’un des xi est nul, ils le sont tous, donc, si on suppose au moins l’un des xi non
nul, on en déduit que ψn = 1.
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Réciproquement, si ψn = 1, le point [1 :ψ : . . . :ψ] est un zéro commun à f et à ses
dérivées partielles.
Corollaire 1.1.3. — Supposons que n soit ≥ 3 et premier à la caractéristique de k.
L’hypersurface Xψ est absolument irréductible si et seulement si ψn 6= 1.
Démonstration. — Il suffit d’utilsier le fait que, si n ≥ 3, alors une hypersurface non
singulière est irréductible.
Remarques 1.1.4.
a) Lorsque n = 1, l’équation est (1− ψ)x1 = 0 donc se réduit à x1 = 0 si ψ 6= 1 et à
P0 si ψ = 1.
b) Lorsque n = 2, l’hypersurface Xψ n’est pas absolument irréductible :
x21 + x22 − 2ψx1x2 = (x1 − ψx2 +
√
ψ2 − 1x2)(x1 − ψx2 −
√
ψ2 − 1x2).
1.2 Cohomologie étale, fonction zêta
Soit f ∈ Fq[x1, . . . , xn] un polynôme de degré d tel que l’hypersurface X de Pn−1Fq
d’équation f = 0 soit non singulière. La dimension de X est n−2 et on note j l’inclusion
canonique X→ Pn−1 et X l’hypersurface X⊗Fq Fq de Pn−1Fq .
Théorème 1.2.1 (Lefschetz faible). — Soit i un entier ≤ n−2 ; l’injection canonique
j induit une application j∗ de Hiet(Pn−1Fq ,Q`) dans Hiet(X,Q`) qui est bijective si i 6= n−2
et injective si i = n− 2.
Démonstration. — On renvoie à [FK88, cor. 9.4 p. 106].
Rappelons que, lorsque 0 ≤ i ≤ 2n− 4, la dimension δi de Hiet(Pn−1Fq ,Q`) est égale à 1
si i est pair et à 0 si i est impair.
Corollaire 1.2.2. — Lorsque i < n− 2, on a
dim Hiet(X,Q`) = δi,
et le même résultat vaut pour n− 2 < i ≤ 2(n− 2) par dualité de Poincaré.
Nous définissons maintenant la partie primitive de la cohomologie.
Définition 1.2.3. — Notons Hn−2et (X,Q`)inprim l’image de Hn−2et (Pn−1Fq ,Q`) par j∗ et
Hn−2et (X,Q`)prim = Hn−2et (X,Q`)/Hn−2et (X,Q`)inprim.
Si n est pair, Hn−2et (X,Q`)inprim est de dimension 1 et si n est impair, Hn−2et (X,Q`)prim =
Hn−2et (X,Q`).
Théorème 1.2.4 (Formule d’Hirzebruch). — Soit n un entier ≥ 1 et f ∈ Fp[x1, . . . ,
xn] un polynôme homogène de degré d tel que f , ∂f∂x1 , ...,
∂f
∂xn
n’aient pas de zéros
communs différents de (0, . . . , 0) dans Fnp . Alors l’hypersurface X de Pn−1Fp définie par
l’équation f = 0 est non singulière (et irréductible si n ≥ 3) et sa caractéristique
d’Euler-Poincaré est donnée par
χ(X) = (n− 1) + (1− d)
n + (d− 1)
d
.
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Démonstration. — Si n ≥ 3, on utilise le cor. 7.5.(iii) de [Gro66, exp. VII] : en effet,
le sous-schéma X de Pn−1Fp est lisse, connexe et de dimension n− 2 ; sa caractéristique
d’Euler-Poincaré est donc donnée par :
χ(X) = d
n−2∑
i=0
(−1)n−iCindn−2−i =
1
d
n−2∑
i=0
(−1)n−iCindn−i =
(1− d)n + nd− 1
d
,
ce qui est la formule annoncée. Si n = 2, l’hypersurface X de P1Fp se compose de d points
distincts donc χ(X) = d, qui est égal à (2− 1) + 1
d
[(1− d)2 + (d− 1)]. Finalement, si
n = 1, X = ∅ et donc χ(X) = 0, ce qui montre le résultat dans ce cas.
Corollaire 1.2.5. — La dimension de Hn−2et (X,Q`)prim est égale à (d−1)
n+(−1)n(d−1)
d
.
Démonstration. — C’est une conséquence immédiate de la formule de Hirzebruch et
du théorème de Lefschetz faible ci-dessus.
Corollaire 1.2.6. — Posons P = det(1− tFrob∗|Hn−2et (X,Q`)prim) ; c’est un polynôme
de degré (d−1)
n+(−1)n(d−1)
d
et on a :
ZX/Fq(t) =
P(t)(−1)n−1
(1− t)(1− qt) . . . (1− qn−2t) .
Démonstration. — Le Frobenius agit par multiplication par q(n−2)/2 sur Hn−2et (Xψ,
Q`)inprim et par multiplication par qi sur les H2iet(Xψ,Q`), d’où le résultat.
1.3 Automorphismes, variété quotient
Désignons toujours par k un corps quelconque. On considère le groupe
A = {(ζ1, . . . , ζn) ∈ µn(k) | ζ1 . . . ζn = 1}/{(ζ, . . . , ζ)}.
On notera [ζ1, . . . , ζn] la classe de (ζ1, . . . , ζn) dans A. Le groupe A agit sur Xψ par
multiplication des coordonnées :
[ζ1, . . . , ζn] · [x1 : . . . :xn] = [ζ1x1 : . . . : ζnxn].
Le groupe Sn agit à droite sur Xψ par permutation des coordonnées :
[x1 : . . . :xn]σ = [xσ(1) : . . . :xσ(n)]
et à gauche sur A par permutation des coordonnées :
σ[ζ1 : . . . : ζn] = [ζσ−1(1) : . . . : ζσ−1(n)].
Le produit semi-direct G = AoSn de Sn par A agit à droite sur Xψ.
Dans toute la suite de ce no 1.3, k désignera un corps tel que |µn(k)| = n (par exemple,
k = Fq avec q ≡ 1 mod n).
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Proposition 1.3.1. — La variété Yψ = Xψ/A peut se réaliser comme l’hypersurface
singulière de Pn−1 d’équation
(y1 + · · ·+ yn)n = (nψ)ny1 . . . yn.
Démonstration. — On renvoie à [BGK08] qui traite le cas n = 5 et dont la démons-
tration s’étend à toutes les valeurs de n.
Remarque 1.3.2. — La variété Yψ est reliée à la notion de symétrie miroir ; c’est, selon
la terminologie de Wan [Wan06], le « miroir singulier » de Xψ et, lorsqu’on en prend
une résolution crépante, on obtient une variété de Calabi-Yau Wψ dont les nombres de
hodge sont symétriques de ceux de Xψ (vis-à-vis de la diagonale) :
p+ q = n =⇒ hp,q(Wψ) = hn−p,q(Xψ).
On renvoie au livre [CK99] pour plus de précisions concernant les nombres de Hodge
des variétés miroir (notamment théorème 4.1.5 p. 57 ainsi que p. 60).
Chapitre 2
Factorisation explicite
Le but de ce chapitre est de donner une décomposition explicite de la fonction zêta
de Xψ (lorsque ψn 6= 1) en terme de facteurs provenant de certaines variétés affines de
dimension impaire ≤ n− 4 qui sont de type hypergéométrique. Comme on l’a dit dans
l’introduction, la méthode utilisée consiste à compter séparément le nombre de points
de Xψ et de certaines variétés du type précédent puis à les comparer. Ceci permet de
répondre, au moins dans le cas où n est premier, à une question posée par Wan dans
son article [Wan06].
2.1 Introduction
Dans tout ce chapitre, n désignera un entier ≥ 3 et Fq un corps fini de caractéristique
p - n. On considère la famille Xψ :xn1 + · · · + xnn − nψx1 . . . xn = 0 sur le corps Fq et
on prend le paramètre ψ ∈ Fq de la famille non nul ; on supposera de plus, dans cette
introduction, que ψn 6= 1 (comme on le verra, la plupart des résultats du chapitre
seront valables sans cette hypothèse ; il sera clairement indiqué quand elle deviendra
nécessaire).
Lorsque q ≡ 1 mod n (voir [Wan06, th. 7.2, p. 174]) ou lorsque n est premier (voir
[Hae06, th. 9.5 p. 179]), il est possible de montrer que la fonction zêta de Xψ s’écrit
ZXψ/Fq(t) =
(
Q(t, ψ)R(qρtρ, ψ)
)(−1)n−1
(1− t)(1− qt) . . . (1− qn−2t) ,
où ρ est l’ordre de q dans (Z/nZ)×.
Dans cette expression, Q(t, ψ) est un polynôme à coefficients entiers de degré n− 1.
Son origine est connue, puisque Wan a montré (voir [Wan06, § 7, éq. (14), p. 173])
que ce facteur provient de la fonction zêta du quotient Yψ de Xψ ⊗ Fqρ par le groupe
{(ζ1, . . . , ζn) ∈ Fnqρ | ζni = 1, ζ1 . . . ζn = 1} (en reprenant la terminologie de Wan
introduite dans la remarque 1.3.2, Yψ est un « miroir singulier » de Xψ) :
ZYψ/Fq(t) =
Q(t, ψ)(−1)n−1
(1− t) . . . (1− qn−2t) .
Comme on l’a vu dans la proposition 1.3.1, une équation simple de Yψ est (y1+· · ·+yn)n =
(nψ)ny1 . . . yn.
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Le facteur R(t, ψ), quant à lui, est un polynôme à coefficients entiers de degré
(n− 1)n + (−1)n(n− 1)
n
− (n− 1)
dont les racines ont pour valeur absolue q−(n−4)/2. Le problème auquel on s’intéresse est
la description de la factorisation du polynôme R ; deux approches sont possibles : soit
prédire théoriquement l’existence d’une factorisation de R, soit chercher des variétés
explicites dont certains facteurs de la fonction zêta interviennent dans la factorisation
de R. Concernant la première approche, on renvoie à [Klo07] et au chapitre 3. La
deuxième approche est soulevée par Wan dans [Wan06, § 7, p. 175] qui mentionne
qu’elle a déjà été résolue pour n = 3, n = 4 (Dwork) et n = 5 (Candelas, de la Ossa
et Rodriguez-Villegas) ; un article récent de Katz [Kat09] aborde aussi le sujet sous un
angle différent (1).
Le but de ce chapitre est de traiter le cas où n est un nombre premier ≥ 5, en utilisant
uniquement des propriétés des sommes de Gauss ; le fait que n soit premier permet de
se restreindre au cas où q ≡ 1 mod n vu que Haessig [Hae06, th. 9.5, p. 179] a montré
que, lorsque n est premier,
R(qt, ψ) = RXψ/Fqρ (q
ρtρ, ψ)1/ρ, où ρ est l’ordre de q dans (Z/nZ)×.
De manière précise, si on définit NR(qr) par la formule R(t, ψ) = exp
(∑+∞
r=1 NR(qr) t
r
r
)
,
on démontre dans ce chapitre le résultat suivant (th. 2.5.10, p. 33).
Théorème. — Supposons n premier ≥ 5 et q ≡ 1 mod n. On peut écrire :
NR(qr) = q
n−5
2 N1(qr) + q
n−7
2 N3(qr) + · · ·+ Nn−4(qr), (2.1)
où chaque Nd est une somme (sur i) de quantités du type |Hd,i(qr)|− (q− 1)l−1qd+1−l où
les Hd,i sont des variétés de type hypergéométrique de Ad+2Fq de dimension impaire égale
à d avec 1 ≤ d ≤ n− 4 dont les équations explicites seront données dans le no 2.5.3.
Cette égalité en terme de nombre de points se traduit par une factorisation du poly-
nôme R en terme des fonctions zêta des variétés de type hypergéométrique précédentes.
Le présent chapitre est organisé de la manière suivante. Dans le § 2.2, on rappelle les
formules sur les sommes de Gauss et de Jacobi dont on aura besoin par la suite. Dans
le § 2.3, on calcule le nombre de points de certaines variétés de type hypergéométrique
à l’aide de sommes de Gauss grâce à une méthode semblable à celle exposée par Koblitz
dans [Kob83, § 5]. Dans le § 2.4, on rappelle les formules pour le nombre de points de
la variété projective Xψ. Dans le § 2.5, on compare les formules obtenues aux § 2.3 et
2.4. Finalement, dans le § 2.6, on explicite les cas n = 5 (déjà traité par Candelas, de la
Ossa et Rodriguez-Villegas dans [CdlORV03]) et n = 7. L’hypothèse que n est premier
n’est utilisée qu’à partir du § 2.5 ; l’hypothèse q ≡ 1 mod n est, elle, utilisée à partir du
no 2.4.2.
1. Ses résultats sont en terme de traces du Frobenius des hypersurfaces toriques x1 . . . xn = λy1 . . . ym
sur un faisceau hypergéométrique.
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2.2 Formulaire sur les sommes de Gauss et de Ja-
cobi
Dans tout ce § 2.2, Fq désigne un corps fini de cardinal q.
Soient Ω un corps algébriquement clos de caractéristique nulle, G un groupe fini
commutatif et Ĝ = Hom(G,Ω∗) son groupe des caractères. Rappelons la formule
d’orthogonalité :
1
|G|
∑
ϕ∈Ĝ
ϕ(g) =
{
1 si g = e,
0 si g 6= e, (2.2)
où e est l’élément neutre de G. Dans la suite, on appliquera cette formule à G = Fq ou
G = F∗q .
Fixons désormais un caractère additif ϕ :Fq → Ω∗ non trivial.
Proposition 2.2.1 (Formule d’orthogonalité). — On a :
1
q
∑
a∈Fq
ϕ(ax) =
{
1 si x = 0,
0 si x 6= 0. (2.3)
Démonstration. — Cela résulte du fait que tout caractère additif est de la forme
x 7→ ϕ(ax) pour un certain a ∈ Fq et de la formule d’orthogonalité (2.2) précédente.
Définition 2.2.2 (Sommes de Gauss). — Pour tout caractère multiplicatif χ :F∗q →Ω∗, notons G(ϕ, χ) la somme de Gauss
G(ϕ, χ) =
∑
x∈F∗q
ϕ(x)χ(x).
Si 1 désigne le caractère trivial de F∗q , on a G(ϕ,1) = −1.
Proposition 2.2.3 (Formule des compléments). — Si χ est un caractère non
trivial de F∗q , on a :
G(ϕ, χ)G(ϕ, χ−1) = χ(−1)q. (2.4)
Démonstration. — Rappelons la démonstration très simple de cette propriété (voir
aussi [BEW98, th. 1.1.4 (a), p. 10]). Un calcul direct montre que
G(ϕ, χ)G(ϕ, χ−1) =
∑
x,y∈F∗q
ϕ(x+ y)χ(x
y
).
En faisant le changement de variable x = yz, on obtient
G(ϕ, χ)G(ϕ, χ−1) =
∑
y,z∈F∗q
ϕ(y(1 + z))χ(z)
= χ(−1)(q − 1) +
∑
z∈F∗q ,z 6=−1
(∑
y∈F∗q
ϕ(y(1 + z))
)
χ(z).
On fait maintenant le changement de variable y′ = y(1 + z) ; en utilisant une formule
d’orthogonalité, on en déduit le résultat annoncé.
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Proposition 2.2.4 (Formule de multiplication). — Soit d ≥ 1 un diviseur de
q − 1. Si η est un caractère quelconque de F∗q , alors
G(ϕ, ηd)∏
χd=1 G(ϕ, ηχ)
= η(d)
d∏
χd=1
χ 6=1
G(ϕ, χ) . (2.5)
Démonstration. — Cette formule, d’apparence simple, ne semble pas admettre de
démonstration élémentaire ; on renvoie le lecteur à [BEW98, th. 11.3.5 p. 355] pour plus
de détail.
Définition 2.2.5 (Sommes de Jacobi). — Si (χ1, . . . , χr) est une suite finie de
caractères de F∗q , on pose :
J(χ1, . . . , χr) =
∑
x1,...,xr∈F∗q
x1+···+xr=1
χ1(x1) . . . χr(xr).
Proposition 2.2.6 (Lien avec les sommes de Gauss). — Si χ1, ...,χr sont des
caractères de F∗q non tous triviaux,
J(χ1, . . . , χr) =

1
q
G(ϕ, χ1) . . .G(ϕ, χr)
G(ϕ, χ1 . . . χr)
si χ1 . . . χr = 1,
G(ϕ, χ1) . . .G(ϕ, χr)
G(ϕ, χ1 . . . χr)
si χ1 . . . χr 6= 1.
(2.6)
Démonstration. — Rappelons brièvement la démonstration (voir aussi celle donnée
dans [BEW98, th. 10.3.1, p. 302]). La convolée additive des fonctions χ1, ..., χr est
définie par
(χ1 ∗ · · · ∗ χr)(a) =
∑
x1+···+xr=a
xi∈F∗q
χ1(x1) . . . χr(xr).
Lorsque a 6= 0, elle est égale à (χ1 . . . χr)(a)J(χ1, . . . , χr). Pour calculer la valeur lorsque
a = 0, on remarque que la somme de ces valeurs, pour a ∈ Fq, est nulle car l’un des χi est
non trivial. Par suite, (χ1 . . . χr)(0) est égal à 0 si χ1 . . . χr 6= 1 et à −(q−1)J(χ1, . . . , χr)
si χ1 . . . χr = 1. Par ailleurs, on a
r∏
i=1
G(ϕ, χi) =
∑
a∈Fq
ϕ(a)(χ1 ∗ · · · ∗ χr)(a),
d’où
r∏
i=1
G(ϕ, χi) = J(χ1, . . . , χr)×
{
G(ϕ, χ1 . . . χn) si χ1 . . . χr 6= 1,
G(ϕ,1)− (q − 1) si χ1 . . . χr = 1,
ce qui montre le résultat voulu.
Proposition 2.2.7 (Formule d’inversion de Fourier). — Si f :F∗q → Ω est une
application, alors
∀x ∈ F∗q , f(x) =
1
q − 1
∑
η∈F̂∗q
(∑
y∈F∗q
f(y)η−1(y)
)
η(x). (2.7)
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Démonstration. — C’est une conséquence directe des relations d’orthogonalité pour
les caractères du groupe abélien F∗q .
Corollaire 2.2.8. — On a, pour x ∈ F∗q ,
ϕ(x) = 1
q − 1
∑
η∈F̂∗q
G(ϕ, η−1)η(x). (2.8)
2.3 Nombre de points de certaines variétés de type
hypergéométriques
Dans tout ce § 2.3, n désigne un entier ≥ 2 et Fq un corps fini de cardinal q.
2.3.1 Calcul du nombre de points
On considère ici certaines variétés affines de type hypergéométrique dont on exprime
le nombre de points à l’aide de sommes de Gauss en suivant une méthode proche de
celle utilisée par Koblitz dans [Kob83, § 5].
Théorème 2.3.1. — Soient k ≥ l ≥ 2 deux entiers et λ ∈ F∗q un paramètre ; on désigne
par Hλ la variété affine d’équation{
yn = xα11 . . . x
αk
k (1− x1)β1 . . . (1− xl−1)βl−1(1− xl − · · · − xk)βl
λx1 . . . xl = 1
où les αi et βi sont des entiers ≥ 1. Le nombre de points de Hλ dans Fk+1q est
|Hλ(Fq)| = (q − 1)l−1qk−l +
∑
χn=1
χ 6=1
1
q − 1
∑
η
Nλ,χ,η η(λ),
où
Nλ,χ,η =
1
qν
G(ϕ, χα1η) . . .G(ϕ, χαlη) G(ϕ, χβ1) . . .G(ϕ, χβl)G(ϕ, χαl+1) . . .G(ϕ, χαk)
G(ϕ, χα1+β1η) . . .G(ϕ, χαl−1+βl−1η)G(ϕ, χαl+···+αk+βlη) ,
l’entier ν désignant le nombre de caractères triviaux parmi ceux apparaissant au déno-
minateur (à savoir les χαj+βjη pour 1 ≤ j ≤ l − 1 et χαl+···+αk+βlη).
Démonstration. — Pour simplifier, écrivons yn = Q(x1, . . . , xk) pour la première
équation. On a :
|Hλ(Fq)| =
∑
x∈(Fq)k, y∈Fq
yn=Q(x)
λx1...xl=1
1 =
∑
x∈(Fq)k
λx1...xl=1
∑
y∈Fq
yn=Q(x)
1,
avec
|{y ∈ Fq | yn = z}| =
{
1 si z = 0,
1 +
∑
χn=1
χ 6=1
χ(z) si z 6= 0,
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donc :
|Hλ(Fq)| =
∑
x∈(Fq)k
λx1...xl=1
Q(x)=0
1 +
∑
x∈(Fq)k
λx1...xl=1
Q(x)6=0
(
1 +
∑
χn=1
χ 6=1
χ(Q(x))
)
=
∑
x∈(Fq)k
λx1...xl=1
1 +
∑
x∈(Fq)k
λx1...xl=1
Q(x)6=0
∑
χn=1
χ 6=1
χ(Q(x))
= (q − 1)l−1qk−l +
∑
χn=1
χ 6=1
∑
x∈(Fq)k
λx1...xl=1
Q(x)6=0
χ(Q(x))
= (q − 1)l−1qk−l +
∑
χn=1
χ 6=1
∑
x∈(Fq)k
Q(x) 6=0
χ(Q(x))δλx1...xl,1,
où δz,z′ est le symbole de Kronecker (égal à 1 si z = z′ et nul sinon). Or, on a :
∀z, z′ ∈ F∗q , δz,z′ =
1
q − 1
∑
η∈F̂∗q
η( z
z′ ),
et donc :
|Hλ(Fq)| = (q − 1)l−1qk−l +
∑
χn=1
χ 6=1
1
q − 1
∑
η∈F̂∗q
( ∑
x∈(Fq)k
Q(x)6=0
χ(Q(x))η(x1 . . . xl)
)
η(λ).
Calculons Nλ,χ,η =
∑
x∈(Fq)k
Q(x)6=0
χ(Q(x))η(x1 . . . xl). Puisque les αi et βi sont > 0 :
Nλ,χ,η =
∑
(x1,...,xk)∈(F∗q )k
∀i≤l−1, xi 6=1
xl+···+xk 6=1
(χα1η)(x1)χβ1(1− x1) . . . (χαl−1η)(xl−1)χβl−1(1− xl−1)
(χαlη)(xl)χαl+1(xl+1) . . . χαk(xk)χβl(1 − xl − · · · − xk).
On reconnaît un produit de sommes de Jacobi :
Nλ,χ,η = J(χα1η, χβ1) . . . J(χαl−1η, χβl−1)J(χαlη, χαl+1 , . . . , χαk , χβl).
En utilisant la formule (2.6) page 20, on en déduit que
Nλ,χ,η =
1
qν
G(ϕ, χα1η) . . .G(ϕ, χαlη)G(ϕ, χαl+1) . . .G(ϕ, χαk)G(ϕ, χβ1) . . .G(ϕ, χβl)
G(ϕ, χα1+β1η) . . .G(ϕ, χαl−1+βl−1η)G(ϕ, χαl+···+αk+βlη) ,
l’entier ν désignant le nombre de caractères triviaux apparaissant au dénominateur.
Notations. — Soit Nλ,χ,η comme défini dans le théorème précédent ; on pose :
Nλ,χ =
1
q − 1
∑
η∈F̂∗q
Nλ,χ,η η(λ) ;
Nλ =
∑
χn=1
χ 6=1
Nλ,χ,η.
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Corollaire 2.3.2. — Supposons que n soit impair, que les éléments de la suite (β1, . . . ,
βl, αl+1, . . . , αk) soient tous non multiples de n et que, pour 1 ≤ b ≤ n− 1, le nombre de
termes de la suite ≡ b mod n soit égal à celui des termes ≡ −b mod n (ce qui implique
que k est pair). Dans ces conditions, on parle d’appariement total et on a :
Nλ,χ,η = q
k
2−ν G(ϕ, χ
α1η) . . .G(ϕ, χαlη)
G(ϕ, χα1+β1η) . . .G(ϕ, χαl−1+βl−1η)G(ϕ, χαl+···+αk+βlη) ,
l’entier ν désignant le nombre de caractères triviaux parmi ceux apparaissant au déno-
minateur.
Démonstration. — C’est une conséquence immédiate de la formule des complé-
ments (2.4) :
G(ϕ, χβ1) . . .G(ϕ, χβl)G(ϕ, χαl+1) . . .G(ϕ, χαk) = q k2 .
(On notera que puisque χ 6= 1 et que les αi et βj sont 6≡ 0 mod n, les caractères
qui interviennent sont non triviaux, donc la formule des compléments s’applique avec
χ(−1) = 1 vu que n est impair.)
2.3.2 Lien avec des hypersurfaces de type hypergéométrique
Supposons n impair et que α1 + β1 ≡ 0 mod n.
Dans ce cas, Hλ a le même nombre de points que l’hypersurface de l’espace affine de
dimension k d’équation
yn = xα22 . . . x
αk
k (1− x2)β2 . . . (1− xl−1)βl−1(1− xl − · · · − xk)βl+1(1− λx2 . . . xl)β1
privée des points où x2 . . . xl = 0. On retrouve ainsi une hypersurface de type hypergéo-
métrique, de la même forme que celles mises à jour dans [CdlORV00, CdlORV03] pour
le cas n = 5.
2.4 Nombre de points de Xψ
Dans tout ce § 2.4, n désigne un entier ≥ 3. Le but est de calculer le nombre de
points de Xψ puis de l’organiser sous une forme appropriée pour relier ce nombre de
points à celui des variétés de type hypergéométrique considérées dans le § 2.3.
Pour calculer le nombre de points de Xψ en terme de sommes de Gauss, il est possible
d’utiliser une méthode proche de celle employée par Weil dans [Wei49] pour le cas
diagonal ψ = 0 ; voir par exemple [Kob83, th. 2, p. 13] ou [Wan06, § 3]. Après avoir
rappelé ce calcul dans le no 2.4.2, on organise les termes selon le schéma employé par
Candelas, de la Ossa et Rodriguez-Villegas pour le cas n = 5 (voir [CdlORV00, § 9] et
[CdlORV03, § 11]), à savoir une formule du type (cf. th. 2.4.10) :
|Xψ(Fq)| = 1 + q + · · ·+ qn−2 + Nmiroir +
∑
Ns.
Dans le § 2.5, on expliquera comment chaque facteur Ns est relié à un facteur Nλ =
|Hλ(Fq)| − (q − 1)l−1qk−l considéré dans le § 2.3 (avec λ = 1ψn ).
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2.4.1 Préliminaires
Le but de ce numéro est de fixer certaines notations utiles par la suite. Les groupes
Z/nZ, (Z/nZ)× et Sn agissent sur les (s1, . . . , sn) ∈ (Z/nZ)n vérifiant s1 + · · ·+ sn = 0
de la manière suivante :
∀j ∈ Z/nZ, j · (s1, . . . , sn) = (s1 + j, . . . , sn + j) ;
∀k ∈ (Z/nZ)×, k × (s1, . . . , sn) = (ks1, . . . , ksn) ;
∀σ ∈ Sn, σ(s1, . . . , sn) = (sσ−1(1), . . . , sσ−1(n)).
Définition 2.4.1. — Soit s = (s1, . . . , sn) ∈ (Z/nZ)n tel que s1 + · · ·+ sn = 0.
a) On note [s] = [s1, . . . , sn] la classe de (s1, . . . , sn) modulo l’action de Z/nZ.
b) On note 〈s〉 = 〈s1, . . . , sn〉 la classe de (s1, . . . , sn) modulo l’action conjointe de
Z/nZ et Sn.
c) On note s la classe de (s1, . . . , sn) modulo l’action conjointe de Z/nZ et (Z/nZ)×.
d) On note s la classe de (s1, . . . , sn) modulo l’action conjointe de Z/nZ, Sn et
(Z/nZ)×.
e) Finalement, on note γs le nombre de permutés de (s1, . . . , sn).
Remarques 2.4.2.
a) Le nombre γs ne dépend que de s, pas de [s] ou de s.
b) Si tous les si sont égaux, on a γs = 1.
c) Si 〈s〉 = 〈0, 1, 2, . . . , n− 1〉, alors γs = n! mais le nombre de permutés de [s] est
n!
n
= (n − 1)! (il faut diviser par n car ajouter un même nombre à toutes les
coordonnées revient à en faire une permutation circulaire).
Le lemme suivant, qui ne nous servira que plus tard (dans le lemme 2.5.2), montre
que, lorsque n est premier, le calcul du nombre γs de permutés de (s1, . . . , sn) se ramène
dans la plupart des cas à celui du nombre de permutés de [s1, . . . , sn].
Lemme 2.4.3. — Supposons que n soit premier. Si 〈s1, . . . , sn〉 6= 〈0, 1, 2, . . . , n− 1〉,
alors γs est égal au nombre de permutés de (s1, . . . , sn).
Démonstration. — S’il existe j ∈ Z/nZ non nul tel que (s1 + j, . . . , sn + j) soit
un permuté de (s1, . . . , sn), alors l’ensemble {s1, . . . , sn} est une partie non vide de
Z/nZ stable par x 7→ x+ j donc égale à Z/nZ puisque n est premier. Par conséquent,
〈s〉 = 〈0, 1, 2, . . . , n− 1〉.
Remarque 2.4.4. — Cette démonstration montre que, lorsque 〈s〉 6= 〈0, 1, . . . , n− 1〉,
tout j ∈ Z/nZ tel qu’il existe σ ∈ Sn vérifiant σs = s+ j est nul.
2.4.2 Formule pour le nombre de points de Xψ
Le but de ce numéro est de démontrer le théorème suivant, énoncé sous une forme
légèrement différente par Koblitz dans [Kob83, § 3]. Nous reprenons les notations et
hypothèses du § 2.1 : Fq est un corps fini, n est un entier ≥ 3 tel que q ≡ 1 mod n, ψ ∈ Fq
est un paramètre non nul (on ne suppose pas ici que ψn 6= 1) et Xψ est l’hypersurface
de Pn−1Fq d’équation x
n
1 + · · ·+ xnn − nψx1 . . . xn = 0.
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Théorème 2.4.5 (Koblitz). — On a
|Xψ(Fq)| = 1+q+· · ·+qn−2+ 1
q − 1
∑
[s]
∑
η∈F̂∗q
1
qδ
( n∏
i=1
G(ϕ, χ−siη−1)
)
G(ϕ, ηn)η( 1(−nψ)n ),
où δ = 0 si l’un des χsiη est trivial et δ = 1 sinon.
Démonstration. — Par soucis d’être complet, et puisque déduire les formules ci-
dessus de celles données par Koblitz serait tout aussi long, on rappelle la démonstration
de Koblitz.
Posons f(x) = xn1 + · · ·+ xnn − nψx1 . . . xn et définissons
νq(Xψ) = |{x ∈ (Fq)n | f(x) = 0}| et ν∗q (Xψ) = |{x ∈ (F∗q )n | f(x) = 0}|.
Puisque le produit x1 . . . xn est nul dès que l’un des xi est nul, on a νq(Xψ)− ν∗q (Xψ) =
νq(X0)− ν∗q (X0), c’est-à-dire :
νq(Xψ) = νq(X0) + ν∗q (Xψ)− ν∗q (X0).
Le calcul de νq(X0) est classique et remonte à Weil [Wei49], aussi ne le rappelle-t-on
pas (voir par exemple [BEW98, th. 10.4.2, p. 304]). En utilisant la formule (2.6) pour
tout exprimer en terme de sommes de Gauss et en faisant le changement de variable
χi 7→ χ−1i , voici ce que l’on trouve :
νq(X0) = qn−1 +
q − 1
q
∑
χni =1, χi 6=1
χ1...χn=1
( n∏
i=1
G(ϕ, χ−1i )
)
. (2.9)
Il nous reste donc à calculer ν∗q (Xψ) et ν∗q (X0). Ces deux quantités se calculent chacune
par la même méthode ; la seule différence est que lorsque ψ = 0, le polynôme f(x) a
n monômes au lieu de n + 1 ce qui change légèrement le résultat. Nous donnons les
détails pour ν∗q (Xψ) lorsque ψ 6= 0.
La formule d’orthogonalité (2.3) page 19 pour les caractères additifs montre que :
ν∗q (Xψ) =
1
q
∑
a∈Fq
∑
x∈(F∗q )n
ϕ(af(x))
= (q − 1)
n
q
+ 1
q
∑
a∈F∗q
∑
x∈(F∗q )n
( n∏
i=1
ϕ(axni )
)
ϕ(−nψax1 . . . xn).
On utilise maintenant la formule exprimant un caractère additif en terme de sommes
de Gauss (formule (2.8) page 21) :
ν∗q (Xψ) =
(q − 1)n
q
+ 1
q
∑
η1,...,ηn+1∈F̂∗q
(n+1∏
i=1
G(ϕ, η−1i )
)(
1
q − 1
∑
a∈F∗q
(η1 . . . ηn+1)(a)
)
n∏
i=1
(
1
q − 1
∑
xi∈F∗q
(ηni ηn+1)(xi)
)
ηn+1(−nψ).
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D’après les relations d’orthogonalité, les sommes sur a et les xi sont toutes non nulles
(égales à q − 1) si et seulement si :
{
η1 . . . ηnηn+1 = 1
∀i ∈ J1 ;nK, ηni ηn+1 = 1 c’est-à-dire ∃η ∈ F̂∗q ,

ηi = χiη
χni = 1 et χ1 . . . χn = 1
ηn+1 = η−n
Le caractère η ainsi défini n’est pas unique ; en effet, si η′ et χ′i sont aussi solutions du
système, il existe χ vérifiant χn = 1 tel que η′ = χ−1η et χ′i = χχi pour tout i. Cela
signifie que si R est un système de représentants des n-uplets (χ1, . . . , χn) de caractères
vérifiant χni = 1 et χ1 . . . χn = 1 modulo les (χ, . . . , χ) avec χn = 1, l’application
(χ1, . . . , χn, η) 7→ (χ1η, . . . , χnη, η−n) est une bijection de R × F̂∗q sur l’ensemble des
(n+ 1)-uplets (η1, . . . , ηn+1) vérifiant les conditions précédentes. De cela, il résulte que,
si χ est un caractère multiplicatif d’ordre n :
ν∗q (Xψ) =
(q − 1)n
q
+ 1
q
∑
[s]
∑
η∈F̂∗q
( n∏
i=1
G(ϕ, χ−siη−1)
)
G(ϕ, ηn)η( 1(−nψ)n ). (2.10)
Ceci achève le calcul de ν∗q (Xψ). Par une méthode analogue, on trouve :
ν∗q (X0) =
(q − 1)n
q
+ q − 1
q
∑
χni =1
χ1...χn=1
( n∏
i=1
G(ϕ, χ−1i )
)
. (2.11)
En comparant (2.9) et (2.11), on peut donc écrire :
νq(X0)− ν∗q (X0) = qn−1 −
(q − 1)n
q
− q − 1
q
∑
χni =1
χ1...χn=1
∃i, χi=1
( n∏
i=1
G(ϕ, χ−1i )
)
,
d’où :
νq(X0)−ν∗q (X0) = qn−1−
(q − 1)n
q
−q − 1
q
∑
χni =1 et ∃i, χi=1
χ1...χn=1
(χ1,...,χn) mod {(χ,...,χ)}
∑
η∈F̂∗q
ηn=1
( n∏
i=1
G(ϕ, (χiη)−1)
)
,
Toujours en notant χ un caractère d’ordre n et en écrivant χi = χsi , on ramène la
première somme à une somme sur les [s] tels que ∃i, si = 0 ; finalement, on combine les
termes de cette somme aux termes vérifiant ηn = 1 dans la formule (2.10) pour ν∗q (Xψ).
Vu que G(ϕ,1) = −1, on a alors, avec δ comme dans l’énoncé du théorème :
νq(Xψ) = ν∗q (Xψ) + νq(X0)− ν∗q (X0)
= qn−1 +
∑
[s]
∑
η∈F̂∗q
1
qδ
( n∏
i=1
G(ϕ, χ−siη−1)
)
G(ϕ, ηn)η( 1(−nψ)n ).
En comptant le nombre de points dans l’espace projectif au lieu de l’espace affine, on
obtient exactement la formule souhaitée.
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2.4.3 Réorganisation des termes
Conservons les hypothèses et notations du no 2.4.2 et supposons que n soit impair. Le
but de ce numéro est de récrire la formule obtenue pour |Xψ(Fq)| dans le théorème 2.4.5
en terme de certains coefficients β(s1,...,sn),χ,η qu’on définit maintenant.
Définition 2.4.6. — Considérons (s1, . . . , sn) ∈ (Z/nZ)n tel que s1 + · · ·+ sn = 0. Si
χ est un caractère multiplicatif de F∗q d’ordre n et si η est un caractère multiplicatif
quelconque de F∗q , on pose :
β(s1,...,sn),χ,η = q
n+1
2 −z−δ G(ϕ, η)G(ϕ, χη) . . .G(ϕ, χ
n−1η)
G(ϕ, χs1η) . . .G(ϕ, χsnη) , (2.12)
où z désigne le nombre de caractères triviaux dans la suite finie (χs1η, . . . , χsnη) et où
δ = 0 si z 6= 0 et δ = 1 si z = 0.
Proposition 2.4.7. — On a :
1
qδ
( n∏
i=1
G(ϕ, χ−siη−1)
)
G(ϕ, ηn)η( 1(−nψ)n ) = β(s1,...,sn),χ,η η(
1
ψn
).
Démonstration. — D’après la formule des compléments (2.4), on a
n∏
i=1
G(ϕ, χ−siη−1) = qn−z η(−1)
n
G(ϕ, χs1η) . . .G(ϕ, χsnη) ,
et, d’après la formule de multiplication (2.5), vu que n est impair, on a :
G(ϕ, ηn) = η(n)
n
q
n−1
2
G(ϕ, η)G(ϕ, χη) . . .G(ϕ, χn−1η).
Ces deux formules donnent exactement le résultat voulu.
Les coefficients β ainsi définis vérifient les trois propriétés suivantes de compatibilité
avec les actions des groupes Z/nZ, Sn et (Z/nZ)×.
Lemme 2.4.8. — Avec les mêmes notations et hypothèses que la définition précédente :
∀σ ∈ Sn, β(sσ(1),...,sσ(n)),χ,η = β(s1,...,sn),χ,η ; (2.13)
∀j ∈ Z, β(s1+j,...,sn+j),χ,η = β(s1,...,sn),χ,χjη ; (2.14)
∀k ∈ (Z/nZ)×, β(ks1,...,ksn),χ,η = β(s1,...,sn),χk,η. (2.15)
Démonstration. — La première formule résulte immédiatement de la définition
des coefficients β. Pour la deuxième et la troisième, on remarque que le produit
G(ϕ, η)G(ϕ, χη) . . .G(ϕ, χn−1η) dans la formule (2.12) est invariant si on change η
en χjη ou si on change χ en χk avec k premier à n.
Proposition 2.4.9. — Sous les mêmes hypothèses que précédemment, les quantités
suivantes ne dépendent que de 〈s〉 (ainsi que du choix de χ) et de s respectivement et
non du représentant (s1, . . . , sn) choisi :
N〈s〉,χ =
1
q − 1
∑
η∈F̂∗q
β(s1,...,sn),χ,η η( 1ψn ) ;
Ns = γs
∑
〈s′〉∈s
N〈s′〉,χ.
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Démonstration. — Pour N[s],χ il suffit d’utiliser la formule (2.14) et le fait que
η 7→ χjη est une bijection de F̂∗q sur lui-même si j ∈ Z/nZ. Pour Ns, il suffit d’utiliser
la formule (2.15) et le fait que χ 7→ χk est une bijection de {χ ∈ F̂∗q | χn = 1} sur
lui-même si k ∈ (Z/nZ)×.
On en déduit le résultat suivant.
Théorème 2.4.10. — L’entier n étant impair, on peut écrire :
|Xψ(Fq)| = 1 + q + · · ·+ qn−2 +
∑
s
Ns.
Remarque 2.4.11. — Comme on va le voir dans le numéro suivant, N0 = Nmiroir et,
lorsque Xψ est non singulière (c’est-à-dire lorsque ψn 6= 1), N(0,1,2,...,n−1) = 0.
2.4.4 Identification de certains facteurs
Le but de ce numéro est de préciser la nature de certains des termes du théorème 2.4.10
précédent. On reprend les hypothèses et notations du numéro précédent.
Rappelons que la notation Yψ désigne le « miroir singulier » de Xψ, ainsi qu’évoqué
dans le § 2.1. On pose Nmiroir = |Yψ(Fq)| − (1 + q + · · ·+ qn−2).
Théorème 2.4.12 (Wan). — On a N0 = Nmiroir.
Démonstration. — Voir [Wan06, § 4] ; la démonstration utilise de manière essentielle
l’hypothèse q ≡ 1 mod n et le résultat n’est pas connu dans le cas général (hormis si n
est premier, voir [Hae06]).
Rappelons que, dans ce § 2.4, la seule hypothèse qu’on fait sur ψ est que ψ 6= 0.
Lemme 2.4.13. — On a
N〈0,1,2,...,n−1〉,χ =
{
0 si ψn 6= 1,
q
n−1
2 si ψn = 1,
et donc le terme N(0,1,2,...,n−1) = (n − 1)! N〈0,1,2,...,n−1〉,χ ne contribue pas à la fonction
zêta ZXψ/Fq(t) lorsque ψn 6= 1 et contribue à hauteur de (1 − q(n−1)/2t)−(n−1)! lorsque
ψn = 1.
Démonstration. — Lorsque (s1, . . . , sn) = (0, 1, . . . , n−1), on a G(ϕ, χs1η) . . .G(ϕ, χsnη) =
G(ϕ, η)G(ϕ, χη) . . .G(ϕ, χn−1η). Par ailleurs, le nombre z de caractères triviaux dans
la suite (η, χη, . . . , χn−1η) est égal à 1− δ avec les notations de la définition 2.4.6, d’où
β(0,1,...,n−1),χ,η = q
n−1
2 .
Ainsi :
N〈0,1,2,...,n−2,n−1〉,χ =
q
n−1
2
q − 1
∑
η∈F̂∗q
η( 1
ψn
),
d’où la conclusion grâce aux formules d’orthogonalité.
Remarque 2.4.14. — Un résultat similaire avait été constaté lorsque q = p dans le
cas n = 5 par Candelas, de la Ossa et Rodriguez-Villegas (voir [CdlORV00, § 9.3]).
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2.5 Liens entre les nombres de points
Dans tout ce § 2.5, l’entier n sera supposé premier ≥ 5 et l’entier q sera supposé ≡ 1
mod n. On ajoutera l’hypothèse ψn 6= 1 uniquement dans le théorème 2.5.10.
Le but de ce paragraphe est de montrer (voir no 2.5.4) la formule (2.1) du § 2.1.
Plus explicitement, on montre, dans le théorème 2.5.7, que chaque Ns (avec s 6= 0) (2)
intervenant dans le théorème 2.4.10 est égal, à un facteur multiplicatif entier près et à
une puissance de q près, à un terme du type :
Nλ =
∑
χn=1
χ 6=1
Nλ,χ =
∑
χn=1
χ 6=1
1
q − 1
∑
η∈F̂∗q
Nλ,χ,η η(λ), (2.16)
où λ = 1
ψn
et Nλ,χ,η est donné par le corollaire 2.3.2 page 23.
Le point essentiel est, à partir d’un s donné, de trouver les entiers αi et βj qui
interviennent. Pour cela, on définit dans le no 2.5.2 des entiers vi et wi à partir desquels
on définit ensuite les entiers αi et βj dans le no 2.5.3. On commence par un résultat de
divisibilité utile pour le théorème 2.5.7.
2.5.1 Un résultat de divisibilité
Le but de ce no 2.5.1 est de montrer que l’entier γs (voir déf. 2.4.1) est divisible par
Ks = |{k ∈ (Z/nZ)× | [ks1, . . . , ksn] est un permuté de [s1, . . . , sn]}|.
Ce résultat est crucial dans le théorème 2.5.7 pour s’assurer que le quotient γs/Ks qui
apparaît est entier. Notons que Ks ne dépend que de s, pas du choix de s.
Définition 2.5.1. — Étant donné s ∈ (Z/nZ)n tel que s1 + · · ·+ sn = 0, on considère
les sous-groupes suivants de Sn :
S′s = {σ ∈ Sn | s = σ · s} ;
Ss = {σ ∈ Sn | [σs] = [s]} ;
Ss = {σ ∈ Sn | ∃k ∈ (Z/nZ)×, [σs] = [ks]}.
Notons qu’avec ces notations, le nombre γs (notation de la définition 2.4.1) de permutés
de (s1, . . . , sn) est égal à [Sn : S′s] tandis que [Sn : Ss] est le nombre de permutés de
[s1, . . . , sn].
Lemme 2.5.2. — Lorsque s 6= 0, l’entier Ks divise [Sn : Ss]. Par conséquent, lorsque
〈s〉 6= 〈0, 1, 2, . . . , n− 1〉, Ks divise γs = [Sn : S′s].
Démonstration. — Notons que :
Ks =
|Ss|
|Ss| · |{k ∈ (Z/nZ)
× | [ks] = [s]}|.
Puisque [s] 6= [0, . . . , 0], on a |{k ∈ (Z/nZ)× | [ks] = [s]}| = 1 et donc :
[Sn : Ss] = [Sn : Ss] ·Ks.
Lorsque de plus 〈s〉 6= 〈0, 1, 2, . . . , n − 1〉, on a γs = [Sn : Ss] d’après le lemme 2.4.3
page 24, d’où le résultat.
2. Notons qu’il n’existe pas de s 6= 0 lorsque n = 3 ; c’est pourquoi on fait l’hypothèse n ≥ 5.
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2.5.2 Transformation des coefficients β
Pour pouvoir relier les Ns à certains N1/ψn dans le no 2.5.3, on doit avant cela
légèrement modifier la formule donnant les coefficients β(s1,...,sn),χ,η.
Notations. — Soit (s1, . . . , sn) ∈ (Z/nZ)n tel que s1+· · ·+sn = 0. Pour tout b ∈ Z/nZ,
posons k(b) = |{i | si = b}| ; on a les relations :∑
b∈Z/nZ
k(b)b = 0 et
∑
b∈Z/nZ
k(b) = n,
et on pose n′ = |{b ∈ Z/nZ | k(b) 6= 0}| et m = n− n′.
Remarques 2.5.3.
a) L’entier n′ vérifie 1 ≤ n′ ≤ n.
b) On a n′ = 1 si et seulement si [s] = [0, . . . , 0].
c) On a n′ = n si et seulement si 〈s〉 = 〈0, 1, . . . , n− 1〉.
d) Puisque n est premier, l’entier n′ est 6= 2. En effet, si k1b1 +k2b2 = 0 avec k1, k2 ≥ 1
et k1 + k2 = n, on a k1 6≡ 0 mod n et k1(b1 − b2) = 0 d’où b1 = b2.
e) Puisque n est impair, l’entier n′ est 6= n−1. En effet, soient s1, ..., sn−1 des éléments
distincts de Z/nZ ; notons sn l’élément de Z/nZ qui n’apparaît pas dans cette liste ;
puisque n est impair, on a s1 + · · ·+ sn = 0, et donc 2s1 + · · ·+ sn−1 = s1− sn 6= 0.
f) Ainsi, si 〈s〉 6= 〈0, 1, . . . , n − 1〉, alors m ≥ 2 et si de plus [s] 6= [0], alors
2 ≤ m ≤ n− 3.
Théorème 2.5.4. — Avec les notations précédentes :
β(s1,...,sn),χ,η = q
n−1
2 −ν
∏
b | k(b)=0
G(ϕ, χbη)∏
b | k(b)6=0
G(ϕ, χbη)k(b)−1 ,
où ν = 0 sauf s’il existe un b tel que χbη = 1 et k(b) 6= 0, auquel cas ν = k(b)− 1.
Démonstration. — Par définition même de β(s1,...,sn),χ,η (déf. 2.4.6 p. 27), on a
β(s1,...,sn),χ,η = q
n+1
2 −z−δ
∏
b∈Z/nZ
G(ϕ, χbη)∏
b∈Z/nZ
G(ϕ, χbη)k(b) = q
n+1
2 −z−δ
∏
b | k(b)=0
G(ϕ, χbη)∏
b | k(b) 6=0
G(ϕ, χbη)k(b)−1 .
Il reste à montrer que z + δ = 1 + ν. Rappelons que z est le nombre de caractères
triviaux dans la suite finie (χs1η, . . . , χsnη) et que δ = 0 si z 6= 0 et δ = 1 si z = 0. Si
z = 0, alors δ = 1 et ν = 0 et donc z+ δ = 1 + ν ; si z 6= 0, il existe un unique b ∈ Z/nZ
tel que η = χ−b. On a alors z = k(b), δ = 0 et ν = k(b)− 1, d’où z + δ = 1 + ν.
Remarque 2.5.5. — Soit (v1, . . . , vm) une énumération des b ∈ Z/nZ tels que k(b) = 0
et soit (w1, . . . , wm) une énumération des b ∈ Z/nZ tels que k(b) ≥ 2, chacun répétés
avec multiplicité k(b)− 1. La formule du théorème 2.5.4 se récrit
β(s1,...,sn),χ,η = q
n−1
2 −ν G(ϕ, χ
v1η) . . .G(ϕ, χvmη)
G(ϕ, χw1η) . . .G(ϕ, χwmη) , (2.17)
où ν est le nombre de caractères triviaux apparaissant au dénominateur.
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Lemme 2.5.6. — Avec les notations de la remarque précédente,
v1 + · · ·+ vm ≡ w1 + · · ·+ wm mod n.
Démonstration. — Avec les notations précédentes, cette identité se récrit∑
b | k(b)=0
b =
∑
b | k(b)≥1
(k(b)− 1)b c’est-à-dire
∑
b
b =
∑
b
k(b)b.
Or on a
∑
b∈Z/nZ k(b)b = 0 et, puisque n est impair,
∑
b∈Z/nZ b = 0.
2.5.3 Lien avec les variétés hypergéométriques
Théorème 2.5.7. — Soit s une classe distincte de celle de (0, 1, . . . , n − 1) et de
(0, . . . , 0). Si s est un représentant de s, supposons qu’il existe des suites (v1, . . . , vm) et
(w1, . . . , wm) d’éléments de Z/nZ satisfaisant les hypothèses de la remarque 2.5.5 et un
entier pair m′ ≤ m− 2 tel que :
∀i ∈ J1 ; m′2 K, w2i−1 − v2i−1 ≡ −(w2i − v2i) mod n.
On considère la variété affine de dimension 2m−m′ − 3 d’équations
yn = xv11 . . . xvmm x
vm′+1−wm′+1
m+1 . . . x
vm−2−wm−2
2m−m′−2 (1− x1)w1−v1 . . . (1− xm−1)wm−1−vm−1
(1− xm − · · · − x2m−m′−2)vm−1−wm−1
x1 . . . xm = ψn
(Dans cette écriture, on remplace les exposants par leurs représentants dans J1 ;nK.)
C’est une variété du type considéré dans le corollaire 2.3.2 et on a
Ns =
γs
Ks
q
n+1
2 − 2m−m
′
2 N1/ψn, où γs/Ks ∈ N d’après le lemme 2.5.2.
Démonstration. — Puisque s est une classe distincte de celle de (0, 1, . . . , n − 1),
on a m ≥ 2 (voir rem. 2.5.3.f p. 30). La variété considérée est celle introduite dans le
théorème 2.3.1 page 21 où l’on prend l = m, k = 2m−m′ − 2 et :
α1 = v1, . . . , αm = vm ;
αm+1 = vm′+1 − wm′+1, . . . , α2m−m′−2 = vm−2 − wm−2 ;
β1 = w1 − v1, . . . , βm−1 = wm−1 − vm−1, βm = vm−1 − wm−1.
D’après l’hypothèse d’appariement sur les vi et wi et le lemme 2.5.6 page 31, on a
vm′+1 + · · ·+ vm = wm′+1 + · · ·+ wm dans Z/nZ.
Autrement dit : αm + αm+1 + · · ·+ α2m−m′−2 + βm ≡ wm mod n. De plus :
α1 + β1 ≡ w1 mod n, . . . , αm−1 + βm−1 ≡ wm−1 mod n ;
β1 + β2 ≡ 0 mod n, . . . , βm′−1 + βm′ ≡ 0 mod n ;
αm+1 + βm′+1 ≡ 0 mod n, . . . , α2m−m′−2 + βm−2 ≡ 0 mod n ;
βm−1 + βm ≡ 0 mod n.
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Les trois dernières lignes permettent de dire qu’il y a appariement total au sens du
corollaire 2.3.2 page 23 de la suite (β1, . . . , βm, αm+1, . . . , α2m−m′−2) (ces éléments sont
6≡ 0 mod n car vi 6≡ wi mod n), et donc :
N1/ψn,χ,η = q
2m−m′−2
2 −ν G(ϕ, χ
v1η) . . .G(ϕ, χvmη)
G(ϕ, χw1η) . . .G(ϕ, χwmη) ,
d’où, en comparant avec la formule (2.17) page 30 :
β(s1,...,sn),χ,η = q
n+1
2 − 2m−m
′
2 N1/ψn,χ,η.
En multipliant l’égalité précédente par 1
q−1η(
1
ψn
) et en sommant sur η ∈ F̂∗q , on obtient
la relation
N〈s〉,χ = q
n+1
2 − 2m−m
′
2 N1/ψn,χ.
Sommons désormais, pour 1 ≤ k ≤ n− 1, la relation précédente où χ est remplacée par
χk. En remarquant que N〈s〉,χk = N〈ks〉,χ (voir formule (2.15) p. 27), on obtient :
n−1∑
k=1
N〈ks〉,χ = q
n+1
2 − 2m−m
′
2 N1/ψn .
Le membre de gauche est égal à Ks
∑
〈s′〉∈s N〈s′〉,χ c’est-à-dire à Ksγs Ns. Puisque [s] 6= [0],
le lemme 2.5.2 page 29 montre que γsKs est un entier. Le théorème est donc démontré.
Remarque 2.5.8. — Lorsque m′ = m− 2, on a vm−1 − wm−1 = wm − vm d’après le
lemme 2.5.6 page 31 et l’équation de la variété se simplifie grandement :{
yn = xv11 . . . xvmm (1− x1)w1−v1 . . . (1− xm)wm−vm
x1 . . . xm = ψn
2.5.4 Conclusion
On est maintenant en mesure de démontrer la formule (2.1) du § 2.1. On commence
par un résultat qui permet de compter le nombre d’appariements. Ceci permettra de
montrer que la dimension des variétés hypergéométriques est toujours ≤ n− 4.
Proposition 2.5.9. — Soit s une classe distincte de celle de (0, 1, . . . , n − 1) et
de (0, . . . , 0) et s un représentant de s. On peut choisir des suites (v1, . . . , vm) et
(w1, . . . , wm) vérifiant les hypothèses de la remarque 2.5.5 telles que :
∀i ∈ J1 ; 2m−n+12 K, w2i−1 − v2i−1 ≡ −(w2i − v2i) mod n.
Démonstration. — Soient (v1, . . . , vm) et (w1, . . . , wm) des suites satisfaisant les
conditions de la remarque 2.5.5 page 30. D’après le théorème 1.2 de [Alo00, p. 126], il
est possible de permuter (w1, . . . , wm) de telle sorte que les vi − wi soient deux à deux
distincts. Notons alors V l’ensemble des vi−wi (c’est une partie à m éléments de Z/nZ)
et µ le nombre de paires d’éléments opposés contenus dans V ; on a
2µ = |V ∩ (−V)| = 2m− |V ∪ (−V)| ≥ 2m− (n− 1).
Puisque 2µ est le nombre d’appariement maximal on en déduit le résultat voulu.
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Théorème 2.5.10. — Si ψn 6= 1, alors on peut écrire :
|Xψ(Fq)| = 1 + q + · · ·+ qn−2 + Nmiroir + q n−32 N1 + q n−52 N3 + · · ·+ qNn−4,
où chaque Nd est une somme de quantités du type |Hλ(Fq)| − (q − 1)l−1qk−l où les αi et
βj sont obtenus à partir de chacun des s de la façon décrite dans le no 2.5.3 et où Hλ
est une variété de type hypergéométrique de dimension impaire égale à d avec d ≤ n− 4
(ici, λ = 1/ψn).
Démonstration. — On a vu dans le théorème 2.4.10 page 28 que, si ψ 6= 0 et q ≡ 1
mod n, on peut écrire :
|Xψ(Fq)| = 1 + q + · · ·+ qn−2 + N0 +
∑
s 6=0
Ns.
Le terme N0 a été identifié par Wan (voir th. 2.4.12 p. 28) et dans le lemme 2.4.13, on
a montré que le terme correspondant à la classe de (0, 1, 2, . . . , n− 1) était nul lorsque
ψn 6= 1.
Considérons donc une classe s distincte de 0 et de la classe de (0, 1, 2, . . . , n − 1).
Soit m′ le plus grand entier pair ≤ m − 2 tel qu’il existe deux suites (v1, . . . , vm) et
(w1, . . . , wm) satisfaisant les hypothèses de la remarque 2.5.5 et vérifiant :
∀i ∈ J1 ; m′2 K, w2i−1 − v2i−1 ≡ −(w2i − v2i) mod n.
D’après la proposition 2.5.9, on am′ ≥ 2m−n+1 (notons que, d’après la remarque 2.5.3.f
page 30, on a m + 3 ≤ n, d’où m − 2 ≥ 2m − n + 1). La dimension d de la variété
hypergéométrique correspondante considérée dans le théorème 2.5.7 page 31 vérifie donc
1 ≤ d = 2m−m′ − 3 ≤ n− 4.
De plus, on a q n+12 − 2m−m
′
2 = q n−d−22 , et donc, lorsque d varie entre 1 et n − 4, ces
puissances de q prennent les valeurs q n−32 , ..., q respectivement et toutes ces valeurs sont
prises ; en effet, si on se donne un entier m vérifiant 2 ≤ m = d+ 1 ≤ n− 3 et qu’on
prend s = (0, . . . , 0, 1, n− 1, 2, n− 2, . . . , n−m−12 , n− n−m−12 ), on a alors w = (0, . . . , 0)
et v = (n−m+12 , n − n−m+12 , . . . , n−12 , n+12 ) ; ces deux suites sont de cardinal m et on a
m′ = m− 2 avec les notations du théorème 2.5.7.
2.6 Exemples
Pour illustrer la méthode que l’on vient d’exposer, traitons explicitement les cas n = 5
et n = 7. Ces exemples sont rédigés en terme des hypersurfaces de type hypergéométrique
considérées dans le no 2.3.2.
Exemple 2.6.1 (cas n = 5). — Retrouvons les résultats annoncés dans [CdlORV03].
On cherche la factorisation de la fonction zêta deMψ :x51 + · · ·+ x55 − 5ψx1 . . . x5 = 0
lorsque ψ 6= 0 et ψ5 6= 1. Pour cela, on dresse la liste des classes (s1, . . . , s5) 6=
(0, 0, 0, 0, 0) et 6= (0, 1, 2, 3, 4) (notations des no 2.4.1, 2.5.1, 2.5.2 et 2.5.3) :
s γs Ks m m′ d
(0, 0, 0, 1, 4) 20 2 2 0 1
(0, 0, 1, 1, 3) 30 2 2 0 1
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En utilisant la méthode décrite précédemment, on obtient le tableau suivant (les
hypersurfaces hypergéométriques intervenant sont toutes du type y5 = xv1(1− x)v2(1−
1
ψ5x)
5−v2).
s v1 v2 w1 w2 équation
(0, 0, 0, 1, 4) 2 3 0 0 y5 = x2(1− x)3(1− 1
ψ5x)
2
(0, 0, 1, 1, 3) 2 4 0 1 y5 = x2(1− x)4(1− 1
ψ5x)
On trouve les mêmes équations que celles données par Candelas, de la Ossa et Rodriguez-
Villegas dans [CdlORV03, § 11.1] :
Aψ : y5 = x2(1− x)3(1− 1ψ5x)2 et Bψ : y5 = x2(1− x)4(1− 1ψ5x).
Posons NAψ = |Aψ(Fq)| − q et NBψ = |Bψ(Fq)| − q (ces nombres de points sont affines).
On a, lorsque ψ 6= 0, ψ5 6= 1 et q ≡ 1 mod 5 :
|Mψ(Fq)| = 1 + q + q2 + q3 + Nmiroir + 10qNAψ + 15qNBψ .
Exemple 2.6.2 (cas n = 7). — On utilise les résultats précédents pour déterminer
explicitement la factorisation de la fonction zêta de Sψ :x71 + · · ·+ x77 − 7ψx1 . . . x7 = 0.
On dresse le tableau des (s1, . . . , s7) 6= (0, . . . , 0) et 6= (0, 1, 2, 3, 4, 5, 6) (notations des
no 2.4.1, 2.5.1, 2.5.2 et 2.5.3) :
s γs Ks m m′ d
(0, 0, 0, 1, 2, 5, 6) 840 2 2 0 1
(0, 0, 1, 1, 3, 4, 5) 1260 2 2 0 1
(0, 0, 1, 1, 2, 4, 6) 1260 2 2 0 1
(0, 0, 0, 0, 1, 2, 4) 210 3 3 0 3
(0, 0, 0, 1, 1, 2, 3) 420 1 3 0 3
(0, 0, 1, 1, 3, 3, 6) 630 3 3 0 3
(0, 0, 0, 0, 0, 1, 6) 42 2 4 2 3
(0, 0, 0, 0, 1, 1, 5) 105 1 4 2 3
(0, 0, 0, 1, 1, 1, 4) 140 2 4 2 3
(0, 0, 0, 1, 1, 6, 6) 210 2 4 2 3
Le résultat est que, lorsque ψ 6= 0, ψ7 6= 1 et q ≡ 1 mod 7, le nombre de points est de
la forme :
|Sψ(Fq)| = 1 + q + q2 + q3 + q4 + q5 + Nmiroir + q2N1 + qN3,
où les facteurs correspondant à des courbes de A2 s’écrivent sous la forme :
N1 = 420Nc1 + 630Nc2 + 630Nc3 ,
et ceux correspondant à des hypersurfaces de A4 de dimension 3 s’écrivent sous la forme :
N3 = 70Ne1 + 420Ne2 + 210Ne3 + 21Ne′1 + 105Ne′2 + 70Ne′3 + 105Ne′4 ,
avec les différents termes définis dans le tableau suivant (les nombres de points corres-
pondants sont affines).
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équation de l’hypersurface nombre de points
y7 = x3(1− x)4(1− 1
ψ7x)
3 q + Nc1
y7 = x2(1− x)6(1− 1
ψ7x) q + Nc2
y7 = x3(1− x)5(1− 1
ψ7x)
2 q + Nc3
y7 = x31x52x33(1− x1)4(1− x2 − x3)6(1− 1ψ7x1x2) q3 + Ne1
y7 = x41x52x43(1− x1)3(1− x2 − x3)6(1− 1ψ7x1x2) q3 + Ne2
y7 = x21x42x43(1− x1)6(1− x2 − x3)5(1− 1ψ7x1x2)2 q3 + Ne3
y7 = x21x52x33(1− x1)5(1− x2)2(1− x3)4(1− 1ψ7x1x2x3)3 q3 + Ne′1
y7 = x31x32x23(1− x1)4(1− x2)4(1− x3)6(1− 1ψ7x1x2x3) q3 + Ne′2
y7 = x31x52x23(1− x1)4(1− x2)3(1− x3)6(1− 1ψ7x1x2x3) q3 + Ne′3
y7 = x31x52x23(1− x1)4(1− x2)3(1− x3)4(1− 1ψ7x1x2x3)3 q3 + Ne′4
Justifions par exemple l’équation de l’hypersurface hypergéométrique correspondant
à [0, 0, 0, 0, 0, 1, 6]. On a {v1, v2, v3, v4} = {2, 3, 4, 5} et w1 = w2 = w3 = w4 = 0. On
prend par exemple v1 = 2, v2 = 5, v3 = 3 et v4 = 4 de sorte que w1 − v1 = −(w2 − v2)
et w3 − v3 = −(w4 − v4). Pour ce choix, on a m = 4, m′ = m − 2 = 2 et l’équation
correspondante est
y7 = x21x52x33(1− x1)5(1− x2)2(1− x3)4(1− 1ψ7x1x2x3)3.
C’est la première équation de la troisième partie du tableau précédent. Les autres
équations s’obtiennent de la même manière.
Remarque 2.6.3. — On peut traiter de même les cas n = 11, n = 13, etc. La seule
difficulté est pratique, le nombre de classes (s1, . . . , sn) grandissant rapidement avec
l’entier n.
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Chapitre 3
Factorisation cohomologique
Le but de ce chapitre est de montrer comment la décomposition en composants
isotypiques pour le groupe G de la cohomologie étale des hypersurfaces de Dwork
permet de déduire l’existence d’une factorisation de leur fonction zêta.
3.1 Introduction
Dans tout ce chapitre, n désignera un entier ≥ 3 et Fq un corps fini de caractéristique
p 6= 2 ne divisant pas n ; pour simplifier les résultats, on supposera aussi que q ≡ 1
mod n. On considère l’hypersurface Xψ :xn1 + · · · + xnn − nψx1 . . . xn = 0 sur Fq et on
suppose que le paramètre ψ est non nul et vérifie ψn 6= 1 de sorte que Xψ = Xψ ⊗Fq Fq
est non singulière.
Puisque Xψ est une hypersurface non singulière de Pn−1Fq , on connaît (voir § 1.2) la
dimension des espaces de cohomologie étale `-adique Hiet(Xψ,Q`) ; ils sont nuls pour
i > 2n− 4 ou i < 0 et, pour 0 ≤ i ≤ 2n− 4 :
dim Hiet(Xψ,Q`) =
{
δi si i 6= n− 2,
δi + (n−1)
n+(−1)n(n−1)
n
si i = n− 2,
où δi = 0 si i est impair et δi = 1 si i est pair (voir § 1.2). De plus, la fonction zêta de
Xψ est reliée à la façon dont le Frobenius agit sur Hn−2et (Xψ,Q`).
On reprend les notations du § 1.3 et on pose
Aˆ = {(a1, . . . , an) ∈ (Z/nZ)n | a1 + · · ·+ an = 0}/{(a, . . . , a)}.
On notera [a1, . . . , an] la classe de (a1, . . . , an) dans Aˆ. Le groupe Aˆ s’identifie au groupe
des caractères de A à valeurs dans F∗q . Rappelons que le groupe A agit sur Xψ par
multiplication des coordonnées et que le groupe symétrique Sn agit à droite sur Xψ par
permutation des coordonnées :
[x1 : . . . :xn]σ = [xσ(1) : . . . :xσ(n)],
et à gauche sur A, ainsi que sur Aˆ, par permutation des coordonnées :
σ[ζ1, . . . , ζn] = [ζσ−1(1), . . . , ζσ−1(n)] et σ[a1, . . . , an] = [aσ−1(1), . . . , aσ−1(n)].
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Rappelons finalement que le produit semi-direct G = AoSn de Sn par A agit à droite
sur Xψ, donc à gauche sur Hn−2et (Xψ,Q`) vu que le foncteur g 7→ g∗ est contravariant.
Le but de ce chapitre est de décrire la structure de Hn−2et (Xψ,Q`) comme Q`[G]-
module pour en déduire une factorisation de la fonction zêta de Xψ. Plus précisément,
on montrera que la partie primitive de Hn−2et (Xψ,Q`) (définie dans le § 1.2) admet une
décomposition de la forme
Hn−2et (Xψ,Q`)prim '
⊕
a∈(Sn×(Z/nZ)×)\Aˆ
Wa,ω ⊗Da Va,ω,
où Wa,ω est un Q[G]-module simple indépendant de `, Da le corps EndQ[G](Wa,ω)opp
et Va,ω un certain Da ⊗Q Q`-module libre dont le rang, que nous déterminons, est
indépendant de `. Chaque espace intervenant dans cette décomposition est stable par
le Frobenius donc le polynôme caractéristique de celui-ci se décompose en autant de
facteur (l’idée de recourir à cette méthode s’inspire d’un argument donné dans [HKS06,
no 6.2]).
On commence par décomposer Hn−2et (Xψ,Q`)prim en généralisant les résultats de
Brünjes [Brü04] concernant le cas ψ = 0 (hypersurfaces de Fermat) ; la méthode
est basée sur l’utilisation d’une formule des traces de Lefschetz pour déterminer les
valeurs des caractères des représentations en jeu. Notons qu’au lieu de procéder par
récurrence comme dans [Brü04, prop. 11.5], on utilise avantageusement une formule
des traces plus puissante. On décompose ensuite Hn−2et (Xψ,Q`)prim puis on s’assure que
la décomposition obtenue est indépendante de `. Nos méthodes sont généralisables à
d’autres familles et les factorisations que nous obtenons sont légèrement plus fines que
celles de Kloosterman dans [Klo07] (qui utilise la cohomologie p-adique de Monsky-
Washnitzer). Elles permettent d’obtenir une expression de chacun des facteurs comme
la norme d’un polynôme à coefficient dans une certaine extension de degré fini de Q,
expliquant ainsi une observation numérique de Candelas, de la Ossa et Rodriguez-
Villegas dans le cas n = 5 où cette extension est Q(
√
5) (voir [CdlORV03, tab. 12.1,
p. 133]) (3). Notons aussi qu’un article récent de Katz [Kat09] étudie l’action du groupe
A (mais pas de AoSn) sur la cohomologie de Xψ et établit un lien motivique entre Xψ
et des objets de type hypergéométriques.
Le présent chapitre est organisé de la façon suivante. Après des préliminaires (§ 3.2),
on commence par déterminer la structure de Hn−2et (Xψ,Q`) en tant que Q`[A]-module
(§ 3.3), puis en tant que Q`[G]-module (§ 3.4). On en déduit alors la structure de
Q`[G]-module de Hn−2et (Xψ,Q`) (§ 3.5) puis on explique le lien entre cette structure et
l’existence d’une factorisation de la fonction zêta de Xψ (§ 3.6). Ce chapitre introduit
de nombreuses notations que le lecteur trouvera récapitulées dans l’annexe (page 83)
avec un formulaire.
3.2 Préliminaires
On rappelle tout d’abord une formule des traces de type Lefschetz, due à Deligne
et Lusztig, qui permet d’exprimer la somme alternée des traces d’un automorphisme
sur les espaces de cohomologie `-adique comme la caractéristique d’Euler-Poincaré du
3. Leur observation concerne le cas ψ = 0, mais les données de la table du § 13.3 suggère que le
même phénomène se produit lorsque ψ 6= 0 et q ≡ 1 mod 5.
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schéma des points fixes de cet automorphisme. On renvoie à la formule de Hirzebruch
donnée au § 1.2 pour la valeur de cette caractéristique d’Euler-Poincaré dans les cas
qui interviendront par la suite (hypersurfaces lisses d’espaces projectifs). Enfin, on relie
la trace d’un élément de G à une caractéristique d’Euler-Poincaré d’un sous-schéma de
points fixes.
3.2.1 Formule des traces de Lefschetz
Rappelons que la caractéristique d’Euler-Poincaré d’un schéma propre X sur Fp est
donnée par :
χ(X) =
2 dim X∑
i=0
(−1)i dim Hiet(X,Q`),
où ` est un nombre premier 6= p. Elle est indépendante de `.
Théorème 3.2.1. — Soit X un schéma propre sur Fp. Si f est un automorphisme de
X d’ordre fini premier à p et si Xf désigne le sous-schéma de X des points fixes de f ,
alors
2 dim X∑
i=0
(−1)i tr(f ∗|Hiet(X,Q`)) = χ(Xf ),
où χ(Xf ) désigne la caractéristique d’Euler-Poincaré de Xf .
Démonstration. — Voir [DL76, th. 3.2, p. 119].
Remarque 3.2.2. — Pour le calcul de χ(Xf ) lorsque Xf est une hypersurface projective,
on renvoie à la formule de Hirzebruch (théorème 1.2.4 page 14).
3.2.2 Étude du caractère de G opérant dans Hn−2et (Xψ,Q`)prim
La classe d’isomorphisme d’un Q`[G]-module est complètement déterminée par son
caractère. Dans ce numéro, nous donnerons une expression en terme de caractéristiques
d’Euler-Poincaré de la valeur du caractère du Q`[G]-module Hn−2et (Xψ,Q`)prim sur les
éléments g ∈ G d’ordre premier à p.
Lemme 3.2.3. — Tout élément g de G opère comme l’identité sur Hn−2et (Xψ,Q`)inprim
ainsi que sur Hiet(Xψ,Q`) lorsque i 6= n− 2.
Démonstration. — Comme g est la restriction d’un automorphisme de Pn−1Fq , cela
résulte des considérations du § 1.2 et du lemme suivant.
Lemme 3.2.4. — Si h est un automorphisme de Pn−1Fq , alors h∗ opère comme l’identité
sur Hiet(Pn−1Fq ,Q`) pour tout i.
Démonstration. — Le groupe PGLn(Fq) opère à droite sur Hiet(Pn−1Fq ,Q`) par u 7→ u∗ ;
puisque Hiet(Pn−1Fq ,Q`) est de dimension 0 ou 1, cette action se fait par homothéties, donc
se factorise par un quotient abélien de PGLn(Fq). Or, puisque Fq est algébriquement
clos, PGLn(Fq) est égal à son groupe dérivé donc n’a pas de quotient abélien non nul.
Ainsi, pour tout u ∈ PGLn(Fq), u∗ = Id.
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Théorème 3.2.5. — Si g est un élément de G d’ordre premier à p, alors :
tr(g∗|Hn−2et (Xψ,Q`)prim) = (−1)n−1
(
(n− 1)− χ(Xgψ)
)
. (3.1)
Démonstration. — D’après la formule des traces du théorème 3.2.1, on peut écrire :
2 dim X∑
i=0
(−1)i tr(g∗|Hiet(Xψ,Q`)) = χ(X
g
ψ).
D’après le lemme 3.2.3, on a (avec, comme dans le § 3.1, δi = 0 si i est impair et δi = 1
si i est pair) :
tr(g∗|Hiet(Xψ,Q`)) =
{
δi si i 6= n− 2,
δi + tr(g∗|Hiet(Xψ,Q`)prim) si i = n− 2,
et donc :
χ(Xgψ) = (n− 1) + (−1)n−2 tr(g∗|Hn−2et (Xψ,Q`)prim),
ce qui est exactement la formule voulue.
3.3 Action de A sur Hn−2et (Xψ,Q`)prim
Les représentations irréductibles sur Q` du groupe abélien fini A sont ses caractères (de
degré 1). Trouver la structure du Q`[A]-module Hn−2et (Xψ,Q`) revient donc à déterminer
la multiplicité des caractères de A intervenant dans la représentation g 7→ g∗ de A
dans Hn−2et (Xψ,Q`) ; c’est le but de ce paragraphe. Le choix, dans le no 3.3.1, d’un
isomorphisme de µn(Fq) sur µn(Q`) permet d’identifier Aˆ au groupe des caractères de A
à valeurs dans Q`. Après avoir déterminé dans le no 3.3.2 le caractère du Q`[A]-module
Hn−2et (Xψ,Q`)prim, nous démontrerons dans le no 3.3.3 que la multiplicité de a ∈ Aˆ est
ma = |Z/nZ {a1, . . . , an}|.
3.3.1 Caractères de A à valeurs dans Q`
Puisqu’on s’est placé dans le cas où q ≡ 1 mod n, le groupe µn(Fq) des racines
n-ièmes de l’unité de Fq est isomorphe au groupe des racines n-ièmes de l’unité de Q` ;
notons θ un isomorphisme de µn(Fq) sur µn(Q`). Le groupe Aˆ s’identifie alors au groupe
des caractères de A à valeurs dans Q` par l’isomorphisme [a1, . . . , an] 7→ ([ζ1, . . . , ζn] 7→
θ(ζ1)a1 · · · θ(ζn)an).
3.3.2 Valeurs du caractère du Q`[A]-module Hn−2et (Xψ,Q`)prim
Comme p est premier à n par hypothèse, les éléments de A sont d’ordre premier à p.
Par application de la formule (3.1), on obtient les valeurs du caractère du Q`[A]-module
Hn−2et (Xψ,Q`)prim.
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Théorème 3.3.1. — Soit (ζ1, . . . , ζn) ∈ µn(Fq)n tel que ζ1 . . . ζn = 1 et soit g l’élément
[ζ1, . . . , ζn] de A correspondant. Pour tout ζ ∈ µn(Fq), notons k(ζ) le nombre d’indices
i tels que ζi = ζ. On a :
tr(g∗|Hn−2et (Xψ,Q`)prim) =
(−1)n
n
∑
ζ∈µn(Fq)
(1− n)k(ζ). (3.2)
Démonstration. — Pour qu’un point de Xψ de coordonnées homogènes [x1 : . . . :xn]
soit un point fixe de g, il faut et il suffit que (x1, . . . , xn) soit proportionnel à (ζ1x1, . . . ,
ζnxn). Le coefficient de proportionnalité est nécessairement une racine de l’unité ζ ∈µn(Fq), et l’on doit avoir xi = 0 si ζi 6= ζ. Ainsi, le sous-schéma des points de Xψ fixés
par g est la réunion disjointe, pour ζ ∈ µn(Fq), des sous-variétés
Yζ = {x ∈ Xψ | xi = 0 si ζi 6= ζ}.
Si k(ζ) = n, on a Yζ = Xψ. Si 2 ≤ k(ζ) ≤ n− 1, Yζ est isomorphe à l’hypersurface de
Pk(ζ)−1 d’équation yn1 + yn2 + · · ·+ ynk(ζ) = 0. Finalement, si k(ζ) = 0 ou 1, Yζ est vide.
Dans chacun de ces cas, d’après le théorème 1.2.4 :
χ(Yζ) = k(ζ)− 1 + (1− n)
k(ζ) + n− 1
n
= k(ζ)− 1
n
+ (1− n)
k(ζ)
n
.
Par suite, on a :
χ(Xgψ) =
∑
ζ∈µn(Fq)
χ(Yζ) = n− 1 +
∑
ζ∈µn(Fq)
(1− n)k(ζ)
n
car
∑
ζ∈µn(Fq) k(ζ) = n et
∑
ζ∈µn(Fq)
1
n
= 1. En utilisant la formule des traces (3.1) du
no 3.2.2, on en déduit le résultat annoncé.
Remarque 3.3.2. — Une prépublication très récente (juin 2009) établit dans un
cadre général des formules du type donné dans le théorème 3.3.1 précédent et dans le
théorème 3.4.12 page 47 ; on renvoie à [Chê09, cor. 2.5].
3.3.3 Décomposition en représentations irréductibles
Le théorème suivant donne une expression simple de la multiplicité ma d’un caractère
a ∈ Aˆ dans le Q`[A]-module Hn−2et (Xψ,Q`)prim.
Théorème 3.3.3. — La multiplicité du caractère irréductible a = [a1, . . . , an] de A
dans le Q`[A]-module Hn−2et (Xψ,Q`)prim est :
ma = |Z/nZ {a1, . . . , an}| = n− (nombre de ai distincts).
Démonstration. — Soit (ζ1, . . . , ζn) ∈ µn(Fq)n tel que ζ1 . . . ζn = 1 et g l’élément
[ζ1, . . . , ζn] de A correspondant. Par définition même :
tr(g∗|Hn−2et (Xψ,Q`)prim) =
∑
a∈Aˆ
maζ
a1
1 . . . ζ
an
n
= 1
n
∑
(a1,...,an)∈(Z/nZ)n
a1+···+an=0
maζ
a1
1 . . . ζ
an
n .
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On va montrer que si on remplace ma par le cardinal de Z/nZ {a1, . . . , an} dans le
membre de droite de la formule précédente, on retrouve la relation (3.2) du numéro
précédent, ce qui démontrera le résultat voulu. On écrit :
1
n
∑
(a1,...,an)∈(Z/nZ)n
a1+···+an=0
|Z/nZ {a1, . . . , an}|ζa11 . . . ζann
= 1
n
∑
(a1,...,an)∈(Z/nZ)n
a1+···+an=0
( ∑
k∈Z/nZ
∀i, ai 6=k
1
)
ζa11 . . . ζ
an
n
= 1
n
∑
k∈Z/nZ
∑
(a1,...,an)∈(Z/nZ)n
a1+···+an=0∀i, ai 6=k
ζa11 . . . ζ
an
n
= 1
n
∑
k∈Z/nZ
∑
(a1,...,an)∈(Z/nZ)n
a1+···+an=0∀i, ai 6=0
ζa11 . . . ζ
an
n
=
∑
(a1,...,an)∈(Z/nZ)n
a1+···+an=0∀i, ai 6=0
ζa11 . . . ζ
an
n
=
∑
a1,...,an∈((Z/nZ)×) {0}
a1+···+an=0
ζa11 . . . ζ
an
n .
On conclut alors par le lemme suivant.
Lemme 3.3.4. — Soit r un entier ≥ 1 et soit ζ1, ..., ζr des éléments de µn(Fq). Si
k(ζ) = k(ζ1,...,ζr)(ζ) désigne le nombre d’indices i tels que ζi = ζ, alors :∑
a1,...,ar∈((Z/nZ)×) {0}
a1+···+ar=0
ζa11 . . . ζ
ar
r =
(−1)r
n
∑
ζ∈µn(Fq)
(1− n)k(ζ).
Démonstration. — On procède par récurrence sur r. Pour r = 1, l’égalité est juste
la relation :
0 = − 1
n
[
(1− n)1 + (n− 1)(1− n)0
]
.
Supposons donc r ≥ 2 et le résultat démontré pour r − 1. On écrit :∑
a1,...,ar∈((Z/nZ)×) {0}
a1+···+ar=0
ζa11 . . . ζ
ar
r =
∑
a1,...,ar−1∈((Z/nZ)×) {0}
a1+···+ar−1 6=0
ζa11 . . . ζ
ar−1
r−1 ζ
−a1−···−ar−1
r
=
∑
a1,...,ar−1∈((Z/nZ)×) {0}
(
ζ1
ζr
)a1
. . .
(
ζr−1
ζr
)ar−1
−
∑
a1,...,ar−1∈((Z/nZ)×) {0}
a1+···+ar−1=0
ζa11 . . . ζ
ar−1
r−1 .
Étant donné un élément ζ ∈ µn(Fq), on a :∑
a∈((Z/nZ)×) {0}
ζa =
{
−1 si ζ 6= 1,
n− 1 si ζ = 1.
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Cette remarque permet de calculer la première somme précédente :∑
a1,...,ar−1∈((Z/nZ)×) {0}
(
ζ1
ζr
)a1
. . .
(
ζr−1
ζr
)ar−1
= (−1)r−k(ζr)(n− 1)k(ζr)−1,
où k(ζ) = k(ζ1,...,ζr)(ζ) ; par ailleurs, il résulte de l’hypothèse de récurrence que :∑
a1,...,ar−1∈((Z/nZ)×) {0}
a1+···+ar−1=0
ζa11 . . . ζ
ar−1
r−1 =
(−1)r−1
n
(∑
ζ 6=ζr
(1− n)k(ζ) + (1− n)k(ζr)−1
)
,
On conclut en notant que :
(−1)r−k(ζr)(n− 1)k(ζr)−1 − (−1)
r−1
n
(1− n)k(ζr)−1
= − (−1)
rn(1− n)k(ζr)−1
n
+ (−1)
r
n
(1− n)k(ζr)−1 = (−1)
r
n
(1− n)k(ζr).
Remarque 3.3.5. — Il résulte du théorème 3.3.3 que la multiplicité ma du caractère
a ∈ Aˆ est non nulle sauf lorsque a appartient à l’orbite de [0, 1, . . . , n− 1] sous Sn (ce
qui impose à n d’être impair, sinon 1 + 2 + · · ·+ (n− 1) n’est pas divisible par n).
3.4 Action de G sur Hn−2et (Xψ,Q`)prim
3.4.1 Une décomposition du Q`[G]-module Hn−2et (Xψ,Q`)prim
Pour tout a ∈ Aˆ, identifié au groupe des caractères de A à valeurs dans Q`, notons
Ha le composant isotypique du Q`[A]-module Hn−2et (Xψ,Q`)prim de type a (voir [Bou58,
§ 3, no 4]). C’est un Q`-espace vectoriel de dimension ma, où ma est la multiplicité
déterminée au no 3.3.3, et l’on a
Hn−2et (Xψ,Q`)prim =
⊕
a∈Aˆ
Ha.
Le groupe G opère à gauche par automorphismes intérieurs sur A, et, par suite, opère
à gauche par transport de structure sur Aˆ : si g ∈ Aσ, avec σ ∈ Sn, et si a = [a1, . . . , an],
on a ga = σa = [aσ−1(1), . . . , aσ−1(n)].
Soit a ∈ Aˆ. Le stabilisateur Ga de a dans G est égal à AoSa, où Sa = {σ ∈ Sn | σa =
a}. On a gHa = Hga pour tout g ∈ G. L’espace Ha est stable par Ga. Le sous-espace⊕
a′∈〈a〉Ha′ de H
n−2
et (Xψ,Q`)prim est stable par G (rappelons que 〈a〉 désigne l’orbite de
a sous Sn) ; c’est un Q`[G]-module canoniquement isomorphe à IndGGa Ha. On en déduit
le résultat suivant.
Théorème 3.4.1. — Le Q`[G]-module Hn−2et (Xψ,Q`)prim est isomorphe à
⊕
a∈R Ind
G
Ga Ha,
où R est un système de représentants dans Aˆ des éléments de Sn\Aˆ.
Le but du reste de ce § 3.4 est de déterminer la façon dont le groupe Sa opère sur
Ha. La stratégie est la suivante : après avoir montré que Sa est un produit semi-direct
S′a o Σa (no 3.4.2), on calcule tr(σ∗|Hn−2et (Xψ,Q`)prim) pour σ générateur de S′a et on
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compare à la trace de l’identité (no 3.4.4) pour en déduire que l’action de S′a se fait
par ε(σ) IdHa sur Ha (voir no 3.4.5). On démontre ensuite, par une méthode analogue à
celle du § 3.3, que le facteur Σa opère par un multiple de la représentation régulière
(no 3.4.6-3.4.8).
La stratégie pour l’étude de l’action de S′a est la même que celle que Brünjes a employé
dans [Brü04, prop. 11.5, p. 197] pour le cas ψ = 0 à ceci près que notre formule des
traces nous évite d’avoir à effectuer une fastidieuse démonstration par récurrence.
3.4.2 Détermination de la structure des Sa
Soit a = [a1, . . . , an] ∈ Aˆ, où (a1, . . . , an) est un élément de (Z/nZ)n tel que a1 +
· · ·+ an = 0. Considérons l’ensemble des éléments j ∈ Z/nZ tels que (a1 + j, . . . , an + j)
soit un permuté de (a1, . . . , an). C’est un sous-groupe de Z/nZ. Il est donc de la forme
n′aZ/nZ pour un entier n′a ≥ 1 divisant n ; notons da = n/n′a l’ordre de ce groupe. Ces
deux entiers ne dépendent que de a et non du choix des ai.
Remarque 3.4.2. — Pour tout b ∈ Z/nZ, notons I(b) l’ensemble des indices i ∈
{1, . . . , n} tels que ai = b. L’ensemble n′aZ/nZ est l’ensemble des j ∈ Z/nZ tel que
I(b+ j) a même cardinal que I(b) pour tout b ∈ Z/nZ.
Lemme 3.4.3. — Il existe une permutation σ ∈ Sn possédant les deux propriétés
suivantes :
a) si 1 ≤ i ≤ n, on a aσ(i) = ai + n′a ;
b) σ est le produit de n′a cycles de longueur da à supports disjoints.
Démonstration. — Notons que la condition a) précédente est équivalente au fait
que σ(I(b)) = I(b + n′a). Pour tout b ∈ Z/nZ tel que I(b) 6= ∅, choisissons donc une
numérotation i1(b), ..., i|I(b)|(b) des éléments de I(b) et notons σ l’élément de Sn qui
applique il(b) sur il(b+ n′a) pour tout b ∈ Z/nZ et 1 ≤ l ≤ |I(b)|.
Par définition même, on a aσ(i) = ai + n′a et, en regardant les orbites de l’un ai
sous b 7→ b+ n′a, on voit que σ est un produit de n′a cycles de longueur da à supports
disjoints.
Le fixateur S′a de l’élément (a1, . . . , an) de (Z/nZ)n dans Sn est un groupe qui
s’identifie à
∏
b∈Z/nZSI(b) (donc est engendré par des transpositions) et on a γa =
[Sn : S′a]. Considérons une permutation σ ∈ Sn qui vérifie les conditions du lemme
précédent et notons Σa = 〈σ〉 le sous-groupe cyclique d’ordre da de Sn engendré par la
permutation σ.
Proposition 3.4.4. — Le fixateur Sa de l’élément a = [a1, . . . , an] de Aˆ peut s’écrire
comme le produit semi-direct
Sa = S′a o Σa.
Démonstration. — Si s ∈ Sa, il existe un unique j ∈ n′aZ/nZ tel que s(a1, . . . , an) =
(a1+j, . . . , an+j). Cet élément ne dépend que de a et non du choix des ai ; notons-le ja(s).
L’application ja : Sa → n′aZ/nZ ainsi définie est un homomorphisme de groupes. Cet
homomorphisme est surjectif et son noyau n’est autre que le fixateur S′a de (a1, . . . , an) ∈
(Z/nZ)n dans Sn.
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Par ailleurs, ja(σ) = −n′a par construction et donc ja induit un isomorphisme de
Σa = 〈σ〉 sur l’image n′aZ/nZ de ja, ce qui montre que
Sa = S′a o Σa.
Remarques 3.4.5.
a) En particulier, le groupe S′a est distingué dans Sa et le groupe quotient Sa/S′a est
isomorphe à n′aZ/nZ donc cyclique d’ordre da.
b) Insistons sur le fait que n′a, da, S′a et ja ne dépendent que de a et non du
représentant (a1, . . . , an) ∈ Z/nZ choisi. Le groupe Σa ne dépend lui aussi que de
a, mais n’est de toute façon pas canonique étant donné que sa construction est
subordonnée à un choix arbitraire de numérotation.
c) Notons pour finir que si k ∈ (Z/nZ)×, on a dka = da, n′ka = n′a, S′ka = S′a et
Ska = Sa. Par contre, jka = kja.
3.4.3 Valeurs du caractère sur une transposition τ
Théorème 3.4.6. — Pour toute transposition τ ∈ Sn, on a
tr(τ ∗|Hn−2et (Xψ,Q`)prim) = (−1)n
(
(1− n)n−1 + (n− 1)
n
− δn
)
, (3.3)
où δn = 0 si n est impair et δn = 1 si n est pair.
Démonstration. — Il n’est pas restrictif de supposer que notre transposition τ est
(1, 2). Cherchons les points fixes de τ , c’est-à-dire l’ensemble des points [x1 : . . . :xn] tels
que [x1 :x2 :x3 : . . . :xn] = [x2 :x1 :x3 : . . . :xn] et xn1 + · · ·+ xnn − nψx1 . . . xn = 0. Pour
un tel point, on a x21 = x22, de sorte que l’on est dans l’un des deux cas suivants.
(a) On a x1 = x2 et 2xn2 + xn3 + · · ·+ xnn − nψx22x3 . . . xn = 0. L’hypersurface de Pn−2
définie par cette équation est lisse car ψn 6= 1 et sa caractéristique d’Euler-Poincaré
est (n− 2) + [(1− n)n−1 + (n− 1)]/n (théorème 1.2.4).
(b) On a x1 = −x2 6= 0 ; dans ce cas, x3 = · · · = xn = 0 et xn1 + xn2 = 0. Ce cas ne se
produit donc que si n est impair et [x1 : . . . :xn] = [1 :− 1 : 0 : . . . : 0].
La caractéristique d’Euler-Poincaré de la sous-variété des points de Xψ fixés par τ
est donc :
χ(Xτψ) = (n− 2) +
(1− n)n−1 + (n− 1)
n
+ 1− δn
= (n− 1) + (1− n)
n−1 + (n− 1)
n
− δn,
et par conséquent, puisque τ est d’ordre 2 et que par hypothèse Fq est de caractéristique
6= 2, le théorème 3.2.5 s’applique :
tr(τ ∗|Hn−2et (Xψ,Q`)prim) = (−1)n−1
(
(n− 1)− χ(Xτψ)
)
= (−1)n
(
(1− n)n−1 + (n− 1)
n
− δn
)
.
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3.4.4 Somme des dimensions des espaces Ha pour a ∈ Aˆτ
Proposition 3.4.7. — Soit τ ∈ Sn une transposition. Notons Aˆτ l’ensemble des
éléments de Aˆ fixés par τ . On a :∑
a∈Aˆτ
ma = (−1)n−1
(
(1− n)n−1 + (n− 1)
n
− δn
)
,
où δn = 0 si n impair et δn = 1 si n pair.
Démonstration. — Nous pouvons supposer que τ est la transposition (1, 2). Notons B
l’ensemble des éléments (b1, . . . , bn) ∈ (Z/nZ {0})n tels que b1 = b2 et b1 + · · ·+bn = 0.
L’application (b1, . . . , bn) 7→ [b1, . . . , bn] de B dans Aˆτ est surjective et chaque élément a
de Aˆτ a exactement ma antécédents par cette application. On a donc
∑
a∈Aˆτ ma = |B|.
On conclut par le lemme suivant.
Lemme 3.4.8. — Soit r un entier ≥ 2. Le nombre de r-uplets (b1, . . . , br) appartenant
à (Z/nZ {0})r tels que b1 = b2 et b1 + · · ·+ br = 0 est (−1)r−1
( (1−n)r−1+(n−1)
n
− δn
)
.
Démonstration. — Notons ur ce nombre. On a u2 = δn et ur +ur+1 est le nombre de
(r+1)-uplets (b1, . . . , br, br+1) ∈ (Z/nZ {0})r×Z/nZ tels que b1 = b2 et b1+· · ·+br+1 =
0, c’est-à-dire (n− 1)r−1. Le lemme en résulte par récurrence sur r.
3.4.5 Action de S′a sur Ha
On commence par un résultat général sur les automorphismes d’ordre fini dont la
trace est la dimension de l’espace.
Lemme 3.4.9. — Soit k un corps de caractéristique nulle, soit V un espace vectoriel
de dimension finie sur k et soit u un automorphisme d’ordre fini de V. Si tru = dim V,
alors u = IdV.
Démonstration. — Soit M la matrice de u dans une base de V sur k. Le sous-corps
k′ de k engendré par les coefficients de la matrice M se plonge dans C. Il suffit donc de
démontrer le lemme lorsque k = C.
Soient λ1, ..., λm les valeurs propres (complexes) de M, répétées un nombre de fois
égal à leur multiplicité, où m = dim V. Ce sont des racines de l’unité. Comme on a, par
hypothèse,
|λ1 + · · ·+ λm| = |tru| = m = |λ1|+ · · ·+ |λm|,
les λi sont positivement proportionnels, donc égaux. Puisque leur somme est m, ils sont
égaux à 1. L’endomorphisme u de V est donc unipotent. Puisqu’il est d’ordre fini, il est
égal à IdV.
Remarque 3.4.10. — Soient k un corps de caractéristique nulle et (Vi)i∈I une famille
finie d’espaces vectoriels de dimension finie sur k. Pour chaque i ∈ I, soit ui un automor-
phisme d’ordre fini de Vi. Si
∑
i∈I trui est égal à
∑
i∈I dim Vi (resp. à −
∑
i∈I dim Vi),
on a ui = IdVi (resp. ui = − IdVi) pour tout i ∈ I. Cela résulte du lemme 3.4.9 appliqué
à l’automorphisme u de V =
⊕
i∈I Vi qui coïncide avec ui (resp. avec −ui) dans Vi pour
tout i ∈ I.
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Soit τ ∈ Sn une transposition. Comme Hn−2et (Xψ,Q`)prim =
⊕
a∈Aˆ Ha et que τ ∗
applique Ha dans Hτa, on a :
tr(τ ∗|Hn−2et (Xψ,Q`)prim) =
∑
a∈Aˆτ
tr(τ ∗|Ha).
Par ailleurs, il résulte du théorème 3.4.6 et de la proposition 3.4.7 que l’on a :
tr(τ ∗|Hn−2et (Xψ,Q`)prim) = −
∑
a∈Aˆτ
dim Ha.
On déduit donc de la remarque 3.4.10 que, pour tout a ∈ Aˆτ , τ ∗ opère sur Ha par
− IdHa .
Théorème 3.4.11. — Soit a ∈ Aˆ et soit σ un élément de S′a. Si on note ε(σ) la
signature de σ, on a :
σ∗|Ha = ε(σ) IdHa.
Démonstration. — Le sous-groupe S′a de Sn est engendré par des transpositions τ
telles que τa = a (voir no 3.4.2) et l’on a τ ∗|Ha = − IdHa = ε(τ) IdHa d’après ce que l’on
vient de voir.
3.4.6 Valeurs du caractère sur Aσ où σ est un produit de n′
cycles de longueur d à supports disjoints
Soient n′ et d des entiers ≥ 1 tels que n′d = n et soit σ ∈ Sn un produit de n′ cycles
de longueur d à supports disjoints. Soient ζ1, ..., ζn des éléments de µn(Fq) tels que
ζ1 . . . ζn = 1. Notons g l’élément [ζ1, . . . , ζn]σ de G = AoSn. Notons O1, ..., On′ les n′
orbites de σ dans {1, . . . , n}. Pour chaque ζ ∈ µn(Fq), notons k(ζ) le nombre d’indices
j ∈ {1, . . . , n′} tels que ∏i∈Oj ζi = ζ. Le théorème suivant généralise le théorème 3.3.1
(que l’on retrouve en prenant d = 1 et n′ = n).
Théorème 3.4.12. — Sous les hypothèses précédentes, on a :
tr(g∗|Hn−2et (Xψ,Q`)prim) =
(−1)n
n′
∑
ζ∈µn′ (Fq)
(1− n)k(ζ).
Démonstration. — On peut supposer que σ est le produit des cycles ((j − 1)d +
1, . . . , jd) pour 1 ≤ j ≤ n′ et que Oj = {(j− 1)d+ 1, . . . , jd}. Les points fixes de g dans
Xψ(Fq) sont les points [x1 : . . . :xn] de Xψ(Fq) tels que :
[ζσ−1(1)xσ−1(1) : . . . : ζσ−1(n)xσ−1(n)] = [x1 : . . . :xn]
c’est-à-dire
[ζ1x1 : . . . : ζnxn] = [xσ(1) : . . . :xσ(n)].
Le sous-schéma Xgψ de ces points fixes est donc la réunion disjointe, pour λ ∈ F
∗
q , des
sous-schémas fermés Yλ de Xψ définis par les équations
(Yλ)
{
xn1 + · · ·+ xnn − nψx1 . . . xn = 0,
xσ(i) = λζixi pour 1 ≤ i ≤ n.
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Soit j ∈ {1, . . . , n′}. Si ∏i∈Oj ζi 6= λ−d, il résulte de la seconde relation que xi = 0 pour
tout i ∈ Oj . Si
∏
i∈Oj ζi = λ
−d, on a λ ∈ µnd(Fq) et il résulte de la seconde relation que∑
i∈Oj
xni = xnjd
( d∑
i=1
(λn)i
)
=
{
dxnjd si λ ∈ µn(Fq),
0 si λ /∈ µn(Fq).
Considérons λ ∈ F∗q et posons ζ = λ−d (puisque n = n′d, on a donc ζn′ = 1 ⇐⇒
λn = 1). Notons J l’ensemble des indices j ∈ {1, . . . , n′} tels que ∏i∈Oj ζi = ζ et posons
yj = xjd pour j ∈ J. Si ζ /∈ µn(Fq), J est vide et donc Yλ est vide. Supposons que
ζ ∈ µn(Fq). Le cardinal de J est k(ζ). Distinguons deux cas.
(a) Premier cas. — On a ζ ∈ µn′(Fq). D’après ce qui précède, le schéma Yλ est
isomorphe à l’hypersurface de Pk(ζ)−1Fq d’équation
d
(∑
j∈J
ynj
)
= 0 si J 6= {1, . . . , n′},
d(yn1 + · · ·+ ynn′)− nψ′yd1 . . . ydn′ = 0 si J = {1, . . . , n′},
où ψ′ est le produit de ψ par un élément de µn(Fq). Cette hypersurface est lisse
(car, dans le second cas, on a (ψ′)n = ψn 6= 1 et donc (ψ′)n′ 6= 1). D’après le
théorème 1.2.4 page 14, on a :
χ(Yλ) = k(ζ)− 1 + (1− n)
k(ζ) + (n− 1)
n
= k(ζ) + (1− n)
k(ζ) − 1
n
.
(b) Second cas. — On a ζ ∈ µn(Fq) µn′(Fq). D’après ce qui précède, le schéma Yλ
est isomorphe à Pk(ζ)−1Fq si J 6= {1, . . . , n′} et à l’hypersurface de Pn
′−1
Fq d’équation
(y1 . . . yn′)d = 0 si J = {1, . . . , n′}. Dans le premier cas, on a χ(Yλ) = k(ζ). Dans le
second cas, on a nécessairement n′ ≥ 2 et la caractéristique d’Euler-Poincaré de Yλ
est égale à celle de Yredλ , qui est la réunion dans Pn
′−1
Fq des hyperplans d’équation
yj = 0. On a donc dans ce cas :
χ(Yλ) =
∑
L⊂{1,...,n′}
L6=∅
(−1)|L|−1(n′ − |L|) =
n′∑
l=1
(−1)l−1Cln′(n′ − l)
= n′
n′−1∑
l=1
(−1)l−1Cln′−1 = n′(1− (1 + (−1))n
′−1) = n′ = k(ζ).
Pour chaque ζ ∈ µn(Fq), il existe exactement d valeurs de λ telles que λ−d = ζ. On a
donc :
χ(Xgψ) =
∑
λ∈F∗q
χ(Yλ) = d
∑
ζ∈µn(Fq)
k(ζ) + d
∑
ζ∈µn′ (Fq)
(1− n)k(ζ) − 1
n
= dn′ +
∑
ζ∈µn′ (Fq)
(1− n)k(ζ) − 1
n′
= n− 1 +
∑
ζ∈µn′ (Fq)
(1− n)k(ζ)
n′
.
L’ordre de g divise nd donc est premier à q ; ainsi, d’après le théorème 3.2.5,
tr(g∗|Hn−2et (Xψ,Q`)prim) = (−1)n−1
(
(n− 1)− χ(Xgψ)
)
= (−1)
n
n′
∑
ζ∈µn′ (Fq)
(1− n)k(ζ).
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3.4.7 Trace d’un produit σ de n′ cycles de longueur d à sup-
ports disjoints opérant sur Ha lorsque a ∈ Aˆσ
Reprenons les notations du numéro précédent.
Lemme 3.4.13. — Si σ ∈ Sn est un produit de n′ cycles de longueur d à supports
disjoints,
∑
a∈Aˆ tq σ∈Sa′
a(ζ1, . . . , ζn)ma =
(−1)n′
n′
∑
ζ∈µn′ (Fq)
(1− n)k(ζ).
Démonstration. — Notons B l’ensemble des éléments (b1, . . . , bn) de (((Z/nZ)×)
{0})n tels que b1+· · ·+bn = 0 et σ(b1, . . . , bn) = (b1, . . . , bn). L’application (b1, . . . , bn) 7→
[b1, . . . , bn] de B dans Aˆ a pour image l’ensemble des éléments a ∈ Aˆ tels que σ ∈ S′a ;
un tel élément a possède exactement ma antécédents par cette application. La somme à
calculer peut donc s’écrire∑
(b1,...,bn)∈B
ζb11 . . . ζ
bn
n .
Si (b1, . . . , bn) appartient à B, tous les éléments bi, pour i appartenant à une orbite Oj
de σ, sont égaux à un même élément cj de ((Z/nZ)×) {0} et l’on a d(c1 + . . . cn′) = 0
dans Z/nZ c’est-à-dire c1 + · · ·+ cn′ ∈ n′Z/nZ. Notre somme peut donc se récrire∑
c1,...,cn′∈((Z/nZ)×) {0}
c1+···+cn′∈n′Z/nZ
µc11 . . . µ
cn′
n′ ,
où l’on a posé µj =
∏
i∈Oj ζi. On conclut donc par la généralisation suivante du
lemme 3.3.4 (que l’on retrouve en prenant d = 1 et n′ = n).
Lemme 3.4.14. — Soient r un entier ≥ 1 et µ1, ..., µr des éléments de µn(Fq). Pour
tout ζ ∈ µn(Fq), notons k(ζ) le nombre d’indices j tels que µj = ζ. On a alors :
∑
c1,...,cr∈((Z/nZ)×) {0}
c1+···+cr∈n′Z/nZ
µc11 . . . µ
cr
r =
(−1)r
n′
∑
ζ∈µn′ (Fq)
(1− n)k(ζ).
Démonstration. — On procède par récurrence sur r. Pour r = 1, on a
∑
c1∈n′Z/nZ {0}
µc11 =
{
d− 1 = −1
n′ ((1− n)1 + (n′ − 1)(1− n)0) si µ1 ∈ µn′(Fq),
−1 = −1
n′ (n
′(1− n)0) si µ1 /∈ µn′(Fq),
d’où le résultat dans ce cas. Supposons désormais r ≥ 2 et le résultat démontré pour
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r − 1. On écrit :∑
c1,...,cr∈((Z/nZ)×) {0}
c1+···+cr∈n′Z/nZ
µc11 . . . µ
cr
r +
∑
c1,...,cr−1∈((Z/nZ)×) {0}
c1+···+cr−1∈n′Z/nZ
µc11 . . . µ
cr−1
r−1
=
∑
c1,...,cr−1∈((Z/nZ)×) {0}
cr∈Z/nZ
c1+···+cr∈n′Z/nZ
µc11 . . . µ
cr
r
=
∑
c1,...,cr−1∈((Z/nZ)×) {0}
l∈n′Z/nZ
µc11 . . . µ
cr−1
r−1 µ
l−c1−···−cr−1
r
=
∑
c1,...,cr−1∈((Z/nZ)×) {0}
(
µ1
µr
)c1
. . .
(
µr−1
µr
)cr−1 ∑
l∈n′Z/nZ
µlr.
La somme
∑
l∈n′Z/nZ µ
l
r est égale à d si µr ∈ µn′(Fq) et à 0 sinon tandis que la somme∑
ci∈((Z/nZ)×) {0} (
µi
µr
)ci est égale à n− 1 si µi = µr et à −1 sinon. Le produit de toutes
ces sommes est donc égal à (−1)r−1d(1− n)k(µr)−1 si µr ∈ µn′(Fq) et à 0 sinon.
Compte tenu de l’hypothèse de récurrence, on a donc :∑
c1,...,cr∈((Z/nZ)×) {0}
c1+···+cr∈n′Z/nZ
µc11 . . . µ
cr
r
=
∑
ζ∈µn′ (Fq)
ζ 6=µr
(−1)r (1− n)
k(ζ)
n′
+
∑
ζ∈µn′ (Fq)
ζ=µr
(
(−1)r (1− n)
k(ζ)−1
n′
− d(−1)r(1− n)k(ζ)−1
)
= (−1)
r
n′
∑
ζ∈µn′ (Fq)
(1− n)k(ζ).
Théorème 3.4.15. — Si σ est un produit de n′ cycles de longueur d à supports disjoints
et si a ∈ Aˆσ, alors :
tr(σ∗|Ha) =
{
(−1)n−n′ma si σ ∈ S′a,
0 si σ ∈ Sa S′a.
Démonstration. — Comme Hn−2et (Xψ,Q`)prim =
⊕
a∈Aˆ Ha et que σ∗ applique Ha dans
Hσa, on a, pour tout (ζ1, . . . , ζn) ∈ µn(Fq)n tel que ζ1 . . . ζn = 1 :
tr(([ζ1, . . . , ζn]σ)∗|Hn−2et (Xψ,Q`)prim) =
∑
a∈Aˆσ
a(ζ1, . . . , ζn) tr(σ∗|Ha).
Par ailleurs, d’après le théorème 3.4.12 et le lemme 3.4.13 :∑
a∈Aˆ tq σ∈S′a
(−1)n−n′ma a(ζ1, . . . , ζn) =
∑
a∈Aˆσ
tr(σ∗|Ha) a(ζ1, . . . , ζn)
Ceci étant valable pour tout (ζ1, . . . , ζn) ∈ µn(Fq)n tels que ζ1 . . . ζn = 1, on peut
identifier les coefficients, ce qui donne le résultat voulu.
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3.4.8 Action de Sa sur Ha
Récapitulons les résultats des no 3.4.3 à 3.4.7. On reprend les notations du no 3.4.2 :
soient a = [a1, . . . , an] ∈ Aˆ, n′aZ/nZ l’ensemble des j ∈ Z/nZ tels que (a1 +j, . . . , an+j)
est un permuté de (a1, . . . , an) et da = n/n′a ; le fixateur Sa de a dans Sn s’écrit
Sa = S′a o Σa où S′a est le fixateur de (a1, . . . , an) dans Sn,
et Σa = 〈σ〉 est un groupe cyclique d’ordre da,
avec σ un produit de n′a cycles de longueur da à supports disjoints.
La dimension ma de Ha est, d’après le théorème 3.3.3, égale à |Z/nZ {a1, . . . , an}|.
Cette dimension est un multiple de da vu que {a1, . . . , an} est stable par translations
par les éléments de n′aZ/nZ. Elle s’écrit donc ma = dam′a.
Théorème 3.4.16. — L’action de Sa sur Ha est donnée de la manière suivante :
– un élément s ∈ S′a agit par ε(s) IdHa ;
– un élément s ∈ Σa agit par m′a copies de la représentation régulière de Σa.
Démonstration. — La première affirmation résulte du théorème 3.4.11 et la deuxième
du théorème 3.4.15 : la trace de σi opérant sur Ha est nulle pour 1 ≤ i ≤ n− 1 et égale
à ma = dim Ha pour i = 0 donc l’action de Σa se fait par m′a = ma/da copies de la
représentation régulière.
Ceci détermine complètement la structure du Q`[Sa]-module Ha. D’après les consi-
dérations du no 3.4.1, on en déduit la structure du Q`[G]-module Hn−2et (Xψ,Q`)prim :
Hn−2et (Xψ,Q`)prim '
⊕
a∈R
IndGAoSa (a⊗ ε⊗ regm
′
a
Sa/S′a
), (3.4)
où regSa/S′a désigne la représentation régulière de Sa/S
′
a (rappelons que R est un système
de représentants dans Aˆ des éléments de Sn\Aˆ).
3.5 Action de G sur Hn−2et (Xψ,Q`)prim
On commence par donner une construction intrinsèque du corps cyclotomique et du
caractère associé à un groupe cyclique.
3.5.1 Le corps cyclotomique associé à un groupe cyclique
Soit C un groupe cyclique d’ordre m ≥ 1. Notons Q[C] l’algèbre du groupe C sur
Q et notons mC l’idéal de Q[C] engendré par les éléments
∑
x∈C′ [x], où C′ parcourt
l’ensemble des sous-groupes de C distincts de {1}.
Théorème 3.5.1. — L’idéal mC de Q[C] est maximal et le corps KC = Q[C]/mC est
isomorphe au corps cyclotomique Q(µm) des racines m-ièmes de l’unité.
52 Chapitre 3. Factorisation cohomologique
Démonstration. — Nous pouvons supposer que C = Z/mZ. L’algèbre Q[C] s’identifie
alors à Q[X]/(Xm−1)Q[X]. On a Xm−1 = ∏d|m Φd, où Φd est le polynôme cyclotomique
d’indice d. Les polynômes Φd sont deux à deux étrangers dans Q[X]. D’après le théorème
chinois, on en déduit queQ[X]/(Xm−1)Q[X] est isomorphe à∏d|mQ[X]/ΦdQ[X]. Il s’agit
de montrer que mC est le noyau de la projection ϕ :Q[X]/(Xm−1)Q[X]→ Q[X]/ΦmQ[X].
Soit d un diviseur de m distinct de m et Cd = dZ/mZ l’unique sous-groupe d’indice d
de C ; l’élément
∑
x∈Cd [x] de Q[C] a pour projection 0 sur le facteur Q[X]/ΦmQ[X] et
une projection 6= 0 (égale à m
d
) sur le facteur Q[X]/ΦdQ[X], d’où le résultat.
Le corps KC est appelé le corps cyclotomique associé au groupe cyclique C. L’applica-
tion composée
C −→ Q[C] −→ KC = Q[C]/mC
est un caractère canonique χC de C à valeurs dans KC. Celui-ci induit un isomorphisme
de C sur le groupe des racines m-ième de l’unité de KC.
Proposition 3.5.2. — Le corps KC est un Q[C]-module simple de commutant KC.
Si C1 et C2 sont deux groupes cycliques de même ordre m et ϕ : C1 → C2 un
isomorphisme de C1 sur C2, l’homomorphisme Q[C1]→ Q[C2] qui prolonge ϕ définit
par passage aux quotients un isomorphisme Kϕ :KC1 → KC2 et on a Kϕ ◦χC1 = χC2 ◦ϕ.
Autrement dit, le diagramme suivant est commutatif
C1
ϕ−−−→ C2
χC1
y yχC2
KC1
Kϕ−−−→ KC2
3.5.2 Le Q[A]-module simple associé à un élément de (Z/nZ)×\Aˆ
Le groupe (Z/nZ)× opère sur les éléments de Aˆ par k · [a1, . . . , an] = [ka1, . . . , kan]
pour k ∈ (Z/nZ)× et [a1, . . . , an] ∈ Aˆ. Si a ∈ Aˆ, rappelons que a désigne la classe de a
modulo (Z/nZ)×. Notons que les entiers da et n′a définis au no 3.4.2 ne dépendent que
de a et non de a (voir rem. 3.4.5.c).
Notons na l’ordre de l’élément a dans le groupe Aˆ ; il ne dépend que de a et non de a.
Si m est un entier, on a ma = 0 si et seulement si tous les mai sont égaux c’est-à-dire
si et seulement si m(ai − ai′) = 0 pour tous i et i′ compris entre 1 et n. Le sous-groupe
de Z/nZ engendré par les différences ai − ai′ ne dépend que de a et non de a ou du
choix des ai ; il est de la forme faZ/nZ où fa est un diviseur de n et son ordre est na,
donc n = nafa. L’entier fa ne dépend que de a, pas de a.
En suivant le no 3.3.1, on identifie le groupe Aˆ au groupe des caractères de A à valeurs
dans Fq, l’élément a ∈ Aˆ correspondant au caractère [ζ1, . . . , ζn] 7→ θ(ζ1)a1 · · · θ(ζn)an .
Si Na et Ea désignent le noyau et l’image de ce caractère, Ea ' A/Na est un groupe
cyclique de cardinal na. Remarquons que Ea ne dépend que de a et Na ne dépend que
de a, pas de a.
Notons Ka le corps cyclotomique associé au groupe cyclique Ea (voir no précédent) et
χa le caractère composé
A − A/Na ∼−→ Ea ↪−→ Ka,
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où la troisième flèche est le caractère canonique de Ea construit au no précédent.
Remarques 3.5.3.
a) Soit k ∈ (Z/nZ)×. On a ka = a si et seulement si k ≡ 1 mod naZ.
b) Le corps cyclotomique Ka ne dépend que de a et non de a, mais χka = χka.
Proposition 3.5.4. — Le caractère χa définit sur Ka une structure de Q[A]-module
simple dont le commutant est canoniquement isomorphe au corps Ka.
3.5.3 Le stabilisateur Sa dansSn d’un élément a ∈ (Z/nZ)×\Aˆ
Le groupe Sn opère sur Aˆ par σ[a1, . . . , an] = [aσ−1(1), . . . , aσ−1(n)]. Cette action com-
mute à celle de (Z/nZ)× ; par passage aux quotients, le groupe Sn agit sur (Z/nZ)×\Aˆ.
Notons Sa le fixateur de a dans Sn.
Si σ ∈ Sa, il existe un unique élément k ∈ (Z/naZ)× tel que σa = ka ; notons-le ka(σ).
L’application ka : Sa → (Z/naZ)× ainsi définie est un homomorphisme de groupes, non
surjectif en général (4). Son noyau n’est autre que le groupe Sa du no 3.4.2 ; en particulier,
Sa est distingué dans Sa. Notons que l’application ka ne dépend que a et non de a.
Par définition de n′a, il existe i tel que a1 = ai + n′a, c’est-à-dire que n′a = a1 − ai ∈
faZ/nZ. Par suite, il existe ea tel que n′a = eafa ; on en déduit que n = daeafa et
na = daea. L’entier ea ne dépend que de a et non de a.
Théorème 3.5.5. — L’image de l’homomorphisme ka : Sa → (Z/naZ)× contient les
éléments de (Z/naZ)× congrus à 1 modulo ea et par suite est l’image réciproque par la
surjection canonique (Z/naZ)× → (Z/eaZ)× d’un sous-groupe de (Z/eaZ)×.
Démonstration. — Étant donné k ∈ (Z/nZ)× congru à 1 modulo ea, il s’agit de
construire une permutation σ ∈ Sn telle que σa = ka. Pour cela, il suffit de montrer
qu’il existe j tel que, pour tout b ∈ Z/nZ, les ensembles I(kb + j) et I(b) ont même
cardinal. Le lemme suivant montre que l’on peut prendre j = −ka1 + a1.
Lemme 3.5.6. — Si k ≡ 1 mod ea, alors, pour tout b ∈ Z/nZ, I(kb − ka1 + a1) a
même cardinal que I(b).
Démonstration. — Soit b ∈ Z/nZ. Supposons que b ≡ a1 mod fa, de sorte que
(kb− ka1 + a1)− b = (k− 1)(b− a1) est multiple de eafa = n′a et donc kb− ka1 + a1 ≡ b
mod n′a ; d’après la remarque 3.4.2, cela implique que I(kb− ka1 + a1) a même cardinal
que I(b).
Supposons maintenant que b 6≡ a1 mod fa (et donc I(b) = ∅) ; dans ce cas, kb− ka1
n’est pas nul modulo fa et donc, par définition de fa, kb − ka1 + a1 n’apparaît pas
parmi les ai, ce qui montre que I(kb− ka1 + a1) est vide.
Déterminons désormais la structure de Sa. Rappelons (voir rem. 3.4.5.c) que S′a et Sa
ne dépendent que de a, pas de a.
Théorème 3.5.7. — Le groupe S′a est distingué dans Sa et l’extension suivante est
scindée :
1 −→ S′a −→ Sa −→ Sa/S′a −→ 1.
4. Prendre n = 5 et a = [0, 0, 1, 1, 3] : on a na = 5, mais il n’existe pas σ ∈ S5 tel que σa = 2a.
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Démonstration. — Par définition de fa, il est possible de choisir le représentant
(a1, . . . , an) de a dans (Z/nZ)n tel que tous les ai soient multiples de fa ; puisque
fana = n, les éléments wai et wfa où w ∈ (Z/naZ)× sont bien définis dans Z/nZ. Si
σ ∈ Sa, il existe un unique couple (uσ, vσ) ∈ Z/naZ× (Z/naZ)× tel que, pour tout i, on
ait aσ(i) = vσai + uσfa. L’unicité de vσ provient du fait que l’on a déjà vu (rem. 3.5.3)
qu’un k tel que ka = σa était défini modulo na et l’unicité de uσ résulte du fait que
uσfa est unique modulo n.
L’application ϕ :σ 7→ (uσ, vσ) est un homomorphisme de Sa dans le groupe Z/naZ o
(Z/naZ)× (muni la loi de composition définie par (u, v)(u′, v′) = (u + vu′, vv′)) ; son
noyau est S′a qui est donc un sous-groupe distingué de Sa.
Pour tout b ∈ Z/nZ, choisissons une numérotation i1(b), ..., i|I(b)|(b) des éléments de
l’ensemble I(b). Étant donné (u, v) ∈ ϕ(Sa), si I(b) est non vide, alors b est un multiple
de fa (par hypothèse) et I(b) a même cardinal que I(vb+ ufa) vu que aσ(i) = vai + ufa
pour tout σ ∈ Sa vérifiant ϕ(σ) = (u, v). Il existe donc une permutation σu,v ∈ Sn qui
applique il(b) sur il(vb+ ufa) pour tout b ∈ Z/nZ et 1 ≤ l ≤ |I(b)|. Cette permutation
est dans Sa par définition même et son image par ϕ est (u, v). De plus, l’application
(u, v) 7→ σu,v ainsi définie est un homomorphisme de groupe vu que :
v′(vb+ ufa) + u′fa = (v′v)b+ (u′ + v′u)fa.
Ceci démontre que (u, v) 7→ σu,v est une section de ϕ et donc que l’extension 1→ S′a →
Sa → Sa/S′a → 1 est scindée.
Remarques 3.5.8.
a) Bien que Sa soit distingué dans Sa, l’extension 1→ Sa → Sa → Sa/Sa → 1 n’est
pas toujours scindée. En effet, considérons le cas n = 24 et la suite (a1, . . . , a24)
qui comporte quatre fois chacun des termes 0, 2, 12, 14 et deux fois chacun des
termes 1, 7, 13, 19 ; on a na = 24 mais bien que 5 soit un élément d’ordre 2 de
(Z/24Z)×, les seuls éléments (u, v) de l’image de ϕ tels que v = 5 sont (2, 5) et
(14, 5) qui sont d’ordre 4.
b) Lorsque σ ∈ Sa, on a vσ = 1 et uσ ∈ eaZ/naZ ; en effet, si σ ∈ Sa, alors vσ = 1
et donc aσ(i) − ai = uσfa et donc, par définition de n′a, uσfa est un multiple de
n′a = eafa et donc uσ est un multiple de ea.
c) Avec les notations du no 3.4.2, on a, pour tout s ∈ Sa, ja(s) = faus. Plus pré-
cisément, ja : Sa → n′aZ/nZ est le composé de l’homomorphisme σ 7→ us de
Sa dans eaZ/naZ et de l’isomorphisme de eaZ/naZ dans n′aZ/nZ déduit de la
multiplication par fa.
3.5.4 Construction de Q[G]-modules et étude de leur exten-
sion des scalaires à Q`
Le but de ce numéro est de construire des Q[G]-modules qui, après extension des
scalaires à Q`, redonnent les représentations considérées dans le § 3.4.
Avant de commencer, rappelons (voir rem. 3.5.3) que le corps Ka ne dépend que de a
et non de a, mais que χka = χka. De plus, si v ∈ (Z/naZ)×, notons θv l’automorphisme
du corps Ka qui envoie chaque racine na-ième de l’unité sur sa puissance v-ième.
Soit a ∈ Aˆ ; on choisit un représentant (a1, . . . , an) de a dans (Z/nZ)n tels que les ai
soient tous multiples de fa et on reprend les notations du no précédent concernant les
entiers uσ et vσ.
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Proposition 3.5.9. — Si ω est une racine na-ième de l’unité de Ka, l’application
suivante définit une représentation de Ao Sa dans Ka :
µa,ω : Ao Sa −→ EndQ(Ka)
(ζ, σ) 7−→ χa(ζ)ε(σ)ωuσθvσ
Notons Ma,ω le Q[Ao Sa]-module Ka ainsi défini. Son rang est φ(na) (où φ désigne la
fonction indicatrice d’Euler) et, à isomorphisme près, il est indépendant du choix du
représentant (a1, . . . , an) de a tels que les ai soient divisibles par fa.
Démonstration. — Vérifions tout d’abord que µa,ω est bien un homomorphisme de
groupe. On a :
µa,ω(ζ, σ)µa,ω(ζ ′, σ′) = χa(ζ)ε(σ)ωuσθvσχa(ζ ′)ε(σ′)ωuσ′θvσ′
= χa(ζ)χa(ζ ′)vσε(σ)ε(σ′)ωuσ+uσ′vσθvσvσ′ ,
et :
µa,ω((ζ, σ)(ζ ′, σ′)) = µa,ω(ζ σζ ′, σσ′) = χa(ζ σζ ′)ε(σσ′)ωuσ+vσuσ′θvσvσ′
= χa(ζ)χa(σζ ′)ε(σ)ε(σ′)ωuσ+vσuσ′θvσvσ′ .
Il reste à montrer que χa(σζ ′) = χa(ζ ′)vσ :
χa(σζ ′) = χσ−1a(ζ
′) = χvσa(ζ ′) = χa(ζ ′)vσ .
Ainsi, µa,ω(ζ, σ)µa,ω(ζ ′, σ′) = µa,ω((ζ, σ)(ζ ′, σ′)), ce qui montre que µa,ω est bien une
représentation de Ao Sa dans Ka.
Montrons maintenant que µa,ω ne dépend pas, à isomorphisme près, du choix du
représentant (a1, . . . , an) de a tel que les ai soient des multiples de fa. Si (a′1, . . . , a′n)
est un autre représentant, il existe j tel que a′i = ai + jfa pour tout i, et donc :
a′σ(i) = aσ(i) + jfa = vσai + uσfa + jfa = vσa′i + (uσ + j(1− vσ))fa.
Ainsi, v′σ = vσ et u′σ = uσ + j(1− vσ), d’où l’on déduit que :
µ′a,ω(ζ, σ) = χa(ζ)ε(σ)ωuσ+j(1−vσ)θvσ = ωjµa,ω(ζ, σ)ω−j.
On étudie maintenant l’extension des scalaires Ma,ω⊗QQ`. Reprenons l’isomorphisme
θ du no 3.3.1 entre µn(Fq) et µn(Q`) ; il existe un unique plongement ιa de Ka dans Q`
tel que le diagramme suivant soit commutatif :
Ea ↪−−→ µn(Fq) θ↪−−→ µn(Q`)∥∥ ↪−−→
Ea ↪−−→ Ka ↪−−→
ιa
Q` .
Ce plongement ne dépend que de a et non de a. De plus, si on identifie a ∈ Aˆ à un
caractère A→ µn(Fq), le diagramme suivant est commutatif :
A a↪−−→ µn(Fq) θ↪−−→ µn(Q`)∥∥ ↪−−→
A ↪−−→
χa
Ka ↪−−→
ιa
Q` .
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Dans le reste de ce numéro, on identifie Ka au sous-corps ιa(Ka) de Q` au moyen de ιa.
En faisant cette identification, on a un isomorphisme :
δ :Ka ⊗Q Q` ∼−→ Q(Z/naZ)
×
`
k ⊗ λ 7−→ (θv(k)λ)v∈(Z/naZ)×
Puisque
k⊗ λ
µa,ω(ζ,σ)⊗IdQ`7−−−−−−−−−→ χa(ζ)ε(σ)ωuσθvσ(k)⊗ λ δ7−→ (χa(ζ)vε(σ)ωvuσθvvσ(k)λ)v∈(Z/naZ)× ,
l’endomorphisme de Q(Z/naZ)
×
` déduit de µa,ω(ζ, σ)⊗ IdQ` par l’isomorphisme δ est donné
par
(xv)v∈(Z/naZ)× 7→ (χva(ζ)ε(σ)ωvuσxvvσ)v∈(Z/naZ)× . (3.5)
Proposition 3.5.10. — Notons ua l’homomorphisme σ 7→ uσ de Sa dans eaZ/naZ.
Il ne dépend pas du représentant (a1, . . . , an) de a choisi et on a uka = kua pour tout
k ∈ (Z/naZ)× (voir rem. 3.5.8.c et 3.4.5.c). Le Q`[A o Sa]-module Ma,ω ⊗Q Q` est
isomorphe à⊕
k∈(Z/naZ)×/Im ka
IndAoSaAoSa(ka⊗ ε⊗ ωuka).
Démonstration. — La formule (3.5) précédente montre que les composants isoty-
piques du Q`[A]-module Ma,ω ⊗Q Q` sont de type ka pour k ∈ (Z/naZ)× (comme dans
le no 3.3.1, on identifie ici a à un caractère à valeurs dans Q`) ; chacun de ces composants
isotypiques est somme directe de représentations de dimension 1 isomorphes à ka.
Déterminons maintenant l’action de Sa. Puisque Ska = Sa pour tout k ∈ (Z/nZ)×, le
groupe Sa laisse stable chaque facteur de dimension 1 isomorphe à ka du Q`[A]-module
Ma,ω ⊗Q Q` et, d’après la formule (3.5), l’action de Sa sur un facteur isomorphe à ka se
fait par multiplication par ε(σ)ωkuσ = ε(σ)ωuka .
Ceci montre que le Q`[Ao Sa]-module Ma,ω ⊗Q Q` est isomorphe à⊕
k∈(Z/naZ)×
(ka⊗ ε⊗ ωuka). (3.6)
Au vu de la formule (3.5) et du fait que Sa/Sa = Im ka = {vσ | σ ∈ Sa}, on a
l’isomorphisme de Q`[Ao Sa]-modules :⊕
k∈Im ka
(ka⊗ ε⊗ ωuka) ' IndAoSaAoSa (a⊗ ε⊗ ωua).
On en déduit le résultat annoncé.
On en déduit les trois corollaires suivants.
Corollaire 3.5.11. — À isomorphisme près, Ma,ω ne dépend que de la racine da-ième
de l’unité ωea. Plus précisément :
Ma,ω ' Ma′,ω′ ⇐⇒ a′ ∈ (Z/nZ)×a et ωea = ω′ea .
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Démonstration. — Puisque deux représentations isomorphes après extension des
scalaires le sont également avant (voir [CR62, th. 29.7, p. 200]), il suffit de montrer ce
résultat pour Ma,ω ⊗Q Q`. Or, d’après la formule (3.6), on a :
Ma,ω ⊗Q Q`|A'
⊕
k∈(Z/naZ)×
ka,
ce qui montre que si Ma,ω ⊗Q Q` ' Ma′,ω′ ⊗Q Q`, alors, nécessairement, a′ ∈ (Z/nZ)×a.
Supposons donc que a′ ∈ (Z/nZ)×a de sorte que ea = ea′ . Rappelons (voir la re-
marque 3.5.8.b ainsi que la démonstration de la proposition 3.4.4) que ua est une
surjection de Sa sur eaZ/naZ avec uka = kua. D’après la formule (3.6), on a :
Ma,ω ⊗Q Q`|Sa' ε⊗
⊕
k∈(Z/naZ)×
ωkua ,
et donc, si Ma,ω ⊗Q Q` ' Ma′,ω′ ⊗Q Q`, on a nécessairement {ωkua | k ∈ (Z/naZ)×} =
{ω′kua | k ∈ (Z/naZ)×} et donc l’existence de κ ∈ (Z/naZ)× tel que ωea = ω′κea .
Réciproquement, supposons que a′ ∈ (Z/nZ)×a et qu’il existe κ ∈ (Z/naZ)× tel
que ωea = ω′κea et montrons que Ma,ω ⊗Q Q` ' Ma′,ω′ ⊗Q Q` si et seulement si κ = 1.
Écrivons a′ = k′a de sorte que l’on a un isomorphisme de Q`[Ao Sa]-modules
Ma′,ω′ ⊗Q Q` '
⊕
k∈(Z/naZ)×
(kk′a⊗ ε⊗ ω′ukk′a) =
⊕
k∈(Z/naZ)×
(κka⊗ ε⊗ ω′uκka)
=
⊕
k∈(Z/naZ)×
(κka⊗ ε⊗ ωuka),
ce qui montre que Ma′,ω′ ⊗Q Q` ' Ma,ω ⊗Q Q` implique que κ = 1. Réciproquement, si
κ = 1, l’isomorphisme de la proposition 3.5.10 montre que :
Ma′,ω′ ⊗Q Q` '
⊕
k∈(Z/naZ)×/Im ka
IndAoSaAoSa(kk
′a⊗ ε⊗ ωukk′a)
'
⊕
k∈(Z/naZ)×/Im ka
IndAoSaAoSa(ka⊗ ε⊗ ωuka)
' Ma,ω ⊗Q Q`.
Corollaire 3.5.12. — Pour toute racine da-ième de l’unité η de Ka, notons ω(η)
une racine na-ième de l’unité de Ka vérifiant ω(η)ea = η. On a un isomorphisme de
Q`[Ao Sa]-modules⊕
η∈µda (Ka)
Ma,ω(η) ⊗Q Q` '
⊕
k∈(Z/naZ)×/Im ka
IndAoSaAoSa(ka⊗ ε⊗ regSa/S′a).
Démonstration. — Vu la proposition précédente, il s’agit de vérifier que, pour tout
k ∈ (Z/naZ)×,⊕
η∈µda (Ka)
ω(η)uka = regSa/S′a .
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D’après la remarque 3.5.8.b, on peut écrire ua = eau′a où u′a est un homomorphisme
de Sa dans Z/daZ. On a u′a(σ) = 0 ⇐⇒ ua(σ) = 0 ⇐⇒ σ ∈ S′a vu que ja = −faua
(rem. 3.5.8.c). Par suite, si σ ∈ Sa :∑
η∈µda (Ka)
ω(η)uka(σ) =
∑
η∈µda (Ka)
ω(η)kua(σ) =
∑
η∈µda (Ka)
ηku
′
a(σ) =
{
da si σ ∈ S′a,
0 sinon,
d’où le résultat.
Corollaire 3.5.13. — Gardons les notations du corollaire précédent. On a un isomor-
phisme de Q`[G]-modules
Hn−2et (Xψ,Q`)prim '
⊕
a∈(Z/nZ)××Sn\Aˆ
m′a IndGAoSa
( ⊕
η∈µda (Ka)
Ma,ω(η)
)
⊗Q Q`.
Démonstration. — Comme conséquence du corollaire précédent et des résultats du
no 3.4.8, on obtient :
Hn−2et (Xψ,Q`)prim '
⊕
a∈(Z/nZ)××Sn\Aˆ
m′a IndGAoSa
( ⊕
η∈µda (Ka)
Ma,ω(η)
)
⊗Q Q`.
On en déduit le résultat correspondant sur Q` par le même argument que dans le
corollaire 3.5.11 : deux représentations isomorphes après extension des scalaires le sont
également avant.
3.5.5 Commutant des représentations
Notons Wa,ω le Q[G]-module IndGAoSa Ma,ω ; le but de ce numéro est de montrer qu’il
est simple et d’identifier son commutant.
Théorème 3.5.14. — Le Q[G]-module Wa,ω est simple. De plus, si on identifie
Gal(Ka/Q) à (Z/naZ)×, le commutant de Wa,ω s’identifie à l’unique sous-corps Da de
Ka tel que Gal(Ka/Da) = Im ka. Autrement dit, Da est le sous-corps de Ka formé des
éléments fixes par tous les θvσ pour σ ∈ Sa. (En particulier, Da est commutatif.)
Démonstration. — Notons que puisqu’un Q[G]-module est simple si et seulement si
son commutant est un corps, il suffit de montrer la deuxième assertion.
On a Wa,ω = IndGAoSa Ma,ω où Ma,ω n’est autre que Ka muni de la structure de Q[Ao
Sa]-module donnée par la représentation µa,ω. On peut écrire Wa,ω =
⊕
s∈Sn/Sa sMa,ω.
Par définition de Sa, les sMa,ω sont stables par A et les supports des Q[A]-modules
sMa,ω sont deux à deux disjoints. Par conséquent, le commutant de Wa,ω stabilise Ma,ω
et u 7→ u|Ma,ω définit un isomorphisme du commutant de Wa,ω sur le commutant du
Q[Ao Sa]-module Ma,ω.
Il nous reste donc à montrer que le commutant du Q[A o Sa]-module Ma,ω est le
sous-corps de Ka fixé par tous les θvσ pour σ ∈ Sa. Le commutant du Q[A]-module
Ma,ω est canoniquement isomorphe à Ka via x 7→ (λ 7→ xλ) car le Q[A]-module Ma,ω
n’est autre que Ka. On en déduit que le commutant du Q[A o Sa]-module Ma,ω est
le sous-corps des éléments x de Ka tels que λ 7→ xλ commute avec tous les µa,ω(ζ, σ)
c’est-à-dire avec tous les θvσ . Or λ 7→ xλ commute avec θvσ si et seulement si θvσ(x) = x,
donc Da est le sous-corps de Ka fixé par tous les θvσ pour σ ∈ Sa.
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Remarques 3.5.15.
a) Le corps Da est indépendant du choix de ω.
b) Le corps Da est de dimension φ(na)|Im ka| sur Q. Lorsque (Z/naZ)
× est cyclique (par
exemple si n est premier et na = n), cette dimension caractérise Da.
c) Puisque (Z/eaZ)× ⊂ Im ka, le corps Da est inclus dans le sous-corps K′a de Ka
engendré par les racines ea-ièmes de l’unité. En général, Da 6= K′a comme le montre
l’exemple n = 5 et a = [0, 0, 1, 1, 3] : on a na = ea = 5 donc Ka = K′a = Q(µ5)
alors que Da = Q(
√
5) (ceci est le même exemple que celui de la note du bas de
la page 53).
Exemples 3.5.16.
a) Lorsque a = [0, . . . , 0], on a Da = Ka = Q.
b) Lorsque n = 5 et a est la classe de [0, 0, 0, 1, 4] ou [0, 0, 1, 1, 3], on a Da = Q(
√
5).
c) Lorsque n = 7, on a les possibilités suivantes pour Da.
classe de a Da
[0, 0, 0, 0, 0, 0, 0], [0, 1, 2, 3, 4, 5, 6] Q
[0, 0, 0, 0, 1, 2, 4], [0, 0, 1, 1, 3, 3, 6] Q(
√−7)
[0, 0, 0, 0, 0, 1, 6], [0, 0, 0, 1, 1, 1, 4]
[0, 0, 0, 1, 1, 6, 6], [0, 0, 0, 1, 2, 5, 6] Q(µ7)+
[0, 0, 1, 1, 3, 4, 5], [0, 0, 1, 1, 2, 4, 6]
[0, 0, 0, 0, 1, 1, 5], [0, 0, 0, 1, 1, 2, 3] Q(µ7)
Théorème 3.5.17. — On a :
Wa,ω 'Wa′,ω′ ⇐⇒ a ∈ ((Z/nZ)× ×Sn)a′ et ωea = ω′ea .
Démonstration. — Puisque deux représentations isomorphes après extension des
scalaires le sont également avant (voir [CR62, th. 29.7, p. 200]), il suffit de montrer le
résultat pour Wa,ω ⊗Q Q` qui s’écrit, d’après la proposition 3.5.10 :
Wa,ω ⊗Q Q` =
⊕
s∈Sn/Sa
sMa,ω ⊗ Q` '
⊕
s∈Sn/Sa
s
( ⊕
k∈(Z/naZ)×
(ka⊗ ε⊗ ωuka)
)
.
Si a et a′ ne sont pas les mêmes modulo l’action de (Z/nZ)× ×Sn, cette formule
montre que Wa,ω ⊗ Q` et Wa′,ω′ ⊗ Q` ne sont pas isomorphes.
Si a ∈ ((Z/nZ)× ×Sn)a′, comme l’action de Ao Sa laisse stable chaque copie sMa,ω
donc en particulier Ma,ω, on en déduit, grâce au corollaire 3.5.11, que si ωea 6= ω′ea ,
alors Wa,ω ⊗ Q` et Wa′,ω′ ⊗ Q` ne sont pas isomorphes.
Finalement, si a ∈ ((Z/nZ)× × Sn)a′ et ωea = ω′ea , alors la formule précédente
montre que Wa,ω ⊗ Q` 'Wa′,ω′ ⊗ Q`.
3.6 Application à la factorisation de la fonction zêta
Le but de ce § 3.6 est de montrer que Hn−2et (Xψ,Q`)prim est somme directe de sous-
espaces stables par le Frobenius et d’en déduire une factorisation de la fonction zêta de
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Xψ. L’idée de recourir à cette méthode provient d’un argument donné dans [HKS06,
§ 6.2].
Les sous-espaces stables en question sont les composants isotypiques du Q[G]-module
Hn−2et (Xψ,Q`)prim ; après les avoir décrit dans le no 3.6.1, on regarde dans le no 3.6.2
comment le Frobenius agit sur eux et on en déduit que le polynôme caractéristique
du Frobenius restreint à ces espaces est la puissance entière Qγa/daa,ω d’un polynôme
Qa,ω dont on montre dans le no 3.6.3 qu’il est à coefficients dans Q et indépendant de
`. Finalement, dans le no 3.6.4, on en déduit que la partie de la fonction zêta de Xψ
correspondant à Hn−2et (Xψ,Q`)prim est le produit indexé par les a ∈ Aˆ et η ∈ µda(Ka)
des polynômes Qγa/daa,ω(η) (ω(η) étant défini dans le cor. 3.5.12) et on montre que chaque
Qa,ω(η) se factorise sur le corps Da défini au no 3.5.5. On termine par des exemples dans
no 3.6.5 en explicitant les résultat obtenus dans les cas n = 3, 4, 5 et 7.
3.6.1 Décomposition isotypique du Q`[G]-module Hn−2et (Xψ,
Q`)prim
Le but de ce numéro est de construire, en terme des représentations Wa,ω considé-
rées précédemment, les composants isotypiques du Q[G]-module Hn−2et (Xψ,Q`)prim. On
reprend les notations du no 3.5.5.
Proposition 3.6.1. — Soit ω une racine na-ième de l’unité. Le Da ⊗Q Q`-module
Va,ω = HomQ[G](Wa,ω,Hn−2et (Xψ,Q`)prim) est libre de rang m′a.
Démonstration. — D’après le corollaire 3.5.13, on a :
Hn−2et (Xψ,Q`)prim '
⊕
a∈(Z/nZ)××Sn\Aˆ
( ⊕
η∈µda (Ka)
Wm
′
a
a,ω(η) ⊗Q Q`
)
,
d’où les isomorphismes suivants de Da ⊗Q Q`-modules :
Va,ω = HomQ[G](Wa,ω,Hn−2et (Xψ,Q`)prim)
'
⊕
a′∈(Z/nZ)××Sn\Aˆ
( ⊕
η′∈µda (Ka)
HomQ[G](Wa,ω,W
m′
a′
a′,ω(η′) ⊗Q Q`)
)
' HomQ[G](Wa,ω,Wm′aa,ω ⊗Q Q`)
' (EndQ[G](Wa,ω)⊗Q Q`)m′a
' (Da ⊗Q Q`)m′a .
Ceci montre que Va,ω est libre de rang m′a sur Da ⊗Q Q`.
Corollaire 3.6.2. — L’application w ⊗ v 7→ v(w) de Wa,ω ⊗Da Va,ω dans Hn−2et (Xψ,
Q`)prim est Q`[G]-linéaire et injective ; son image est le composant isotypique Ha,ω de
type Wa,ω du Q[G]-module Hn−2et (Xψ,Q`)prim.
Démonstration. — On renvoie à [Bou58, § 3, no 4, prop. 9, p. 33] et [Bou58, § 1, no 5,
th. 1.b, p. 15].
Remarque 3.6.3. — (Ne sert pas dans la suite.) Le lien entre les Hα du no 3.4.1 et les
composants isotypiques Ha,ω du corollaire précédent est donné par la formule :⊕
η∈µda (Ka)
Ha,ω(η) ⊗Q` Q` '
⊕
α∈(Z/naZ)×/Im ka
IndGAoSa Hα.
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3.6.2 Action du Frobenius sur chaque composant isotypique
Lemme 3.6.4. — Les Q`[G]-modules Wa,ω ⊗Da Va,ω sont stables par le Frobenius.
Démonstration. — Puisque tous les éléments de G sont des automorphismes de la
variété Xψ définis sur Fq, l’endomorphisme de Frobenius sur Hn−2et (Xψ,Q`) commute avec
l’action du groupe G ; il laisse donc stable les composants isotypiques du Q[G]-module
Hn−2et (Xψ,Q`)prim, à savoir les Wa,ω ⊗Da Va,ω (corollaire 3.6.2).
Proposition 3.6.5. — Le Frobenius agit sur Wa,ω ⊗Da Va,ω par Id⊗ va,ω où va,ω est
l’endomorphisme v 7→ Frob∗ ◦ v du Da ⊗Q Q`-module Va,ω.
Démonstration. — L’action du Frobenius sur Wa,ω ⊗Da Va,ω est donnée par :
Frob∗(w ⊗ v) = Frob∗(v(w)) = (Frob∗ ◦ v)(w) = va,ω(v)(w) = w ⊗ va,ω(v)
= (Id⊗ va,ω)(w ⊗ v).
La structure de Da⊗QQ`-module de Va,ω = HomQ[G](Wa,ω,Hn−2et (Xψ,Q`)prim) est définie
par (d⊗ λ)v = λ(v ◦ d). Puisque
Frob∗ ◦ (λ(v ◦ d)) = λ(Frob∗ ◦ v) ◦ d,
l’application va,ω est donc un endomorphisme du Da ⊗Q Q`-module Va,ω.
On en déduit le résultat suivant, qui décrit le polynôme réciproque du polynôme
caractéristique du Frobenius sur chaque composant isotypique.
Proposition 3.6.6. — Soit ω une racine na-ième de l’unité, et
Pa,ω(t) = det(1− tva,ω|Va,ω/Da ⊗Q Q`) ∈ Da ⊗Q Q`[t] ;
Qa,ω(t) = NDa⊗Q`[t]/Q`[t](Pa,ω(t)) ∈ Q`[t].
On a deg Pa,ω = m′a et deg Qa,ω =
φ(na)
|Im ka|m
′
a. Le polynôme réciproque du polynôme
caractéristique du Frobenius agissant sur Wa,ω ⊗Da Va,ω est donnée par
det(1− tFrob∗|Wa,ω ⊗Da Va,ω) = Qa,ω(t)γa/da,
où γa est le nombre de permutés de (a1, . . . , an) et da l’entier défini au no 3.4.2.
Démonstration. — Vu que Frob∗ opère sur Wa,ω⊗Da Va,ω par Id⊗ va,ω, on a, d’après
[Bou70, § 8, no 6, ex. 3, p. 101] :
det(1− tFrob∗|Wa,ω ⊗Da Va,ω/Q`) = det(1− tva,ω|Va,ω/Q`)dimDa Wa,ω
= det(1− tva,ω|Va,ω/Q`)(dimQWa,ω)/[Da:Q],
avec, d’après [Bou70, § 9, no 4, prop. 6, p. 112] :
det(1− tva,ω|Va,ω/Q`) = NDa⊗QQ`[t]/Q`[t](det(1− tva,ω|Va,ω/Da ⊗Q Q`)),
ce qui montre la formule souhaitée compte tenu des remarques suivantes :
a) le degré du polynôme Pa,ω(t) est m′a = dimDa⊗QQ` Va,ω ;
b) le degré du polynôme Qa,ω(t) est [Da : Q] · deg Pa,ω = φ(na)|Im ka|m′a ;
c) la dimension de Wa,ω sur Q est φ(na)[Sn : Sa] = φ(na)γa|Im ka|da =
γa
da
[Da : Q], et donc
(dimQ Wa,ω)/[Da : Q] = γada .
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3.6.3 Rationalité et indépendance de ` des polynômes carac-
téristiques
Le but de ce numéro est de montrer que les polynômes Qa,ω définis dans la proposi-
tion 3.6.6 sont à coefficients rationnels et indépendants de `. On commence par le petit
lemme suivant, utile plusieurs fois dans la suite.
Lemme 3.6.7. — Soit E un espace vectoriel de dimension finie sur Q` et u un
endomorphisme de E. Le polynôme det(1− tu) est un élément de Q[t] indépendant de `
si et seulement si, pour tout r ≥ 1, tr(ur) est un élément de Q indépendant de `.
Démonstration. — C’est une conséquence immédiate des relations entre les coeffi-
cients et les racines d’un polynôme ainsi que des formules de Newton.
Le lemme suivant permet de ramener l’étude de l’indépendance de ` de Qa,ω à celle
de Qa,ω(t)γa/da .
Lemme 3.6.8. — Soit P ∈ 1 + tQ[t] un polynôme non constant et γ un entier naturel
non nul. Si, pour tout `, il existe Q` ∈ 1+ tQ`[t] tel que Qγ` = P, alors Q` est un élément
de 1 + tQ[t] indépendant de `.
Démonstration. — Notons γ
√
P l’unique élément de 1 + tQ[[t]] tel que ( γ
√
P)γ = P.
On a alors Qγ` = (
γ
√
P)γ = P avec Q` ∈ 1 + tQ`[[t]], ce qui montre, par unicité de γ
√
P
dans 1 + tQ`[[t]], que Q` = γ
√
P. Par suite, Q` est dans 1 + tQ[t] et indépendant de `.
On s’attaque maintenant à l’indépendance de ` de Qa,ω(t)γa/da grâce à un argument
de projecteur.
Proposition 3.6.9. — Pour tout a ∈ Aˆ, le polynôme Qa,ω(t)γa/da est à coefficients
rationnels et indépendant de `.
Démonstration. — Notons ξa : g ∈ G 7→ tr(g∗|Wa,ω/Q) le caractère du Q[G]-module
simple Wa,ω. Il existe un projecteur pia de Hn−2et (Xψ,Q`)prim sur Wa,ω ⊗Da Va,ω de la
forme
pia =
λ
|G|
∑
g∈G
ξa(g−1)g∗, avec λ ∈ Q,
où λ se détermine en prenant la trace des deux membres :
dimQ Wa,ω =
λ
|G|
∑
g∈G
ξa(g−1)ξa(g) = λ[Da : Q].
(En effet, sur Q`, ξa est somme directe de [Da : Q] représentations irréductibles comme
on l’a vu dans le § précédent.) On a donc λ = dimDa Wa,ω.
Puisque l’image du projecteur pia est Wa,ω ⊗Da Va,ω, on a :
Qa,ω(t)γa/da = det(1− t(pia ◦ Frob∗)|Hn−2et (Xψ,Q`)prim).
D’après le lemme 3.6.7, il nous suffit de montrer que les puissances de pia ◦Frob∗ ont une
trace dans Q indépendante de `. Cela résulte du fait que ces puissances peuvent s’écrire
comme des combinaisons linéaires à coefficients dans Q de quantités de la forme f ∗ où
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f est un endomorphisme de la variété Xψ qui se prolonge à Pn−1 et du lemme suivant,
qui est une adaptation de [KM74, th. 2.2), p. 76] au cas de traces sur la partie primitive
de la cohomologie d’une hypersurface. (Notons que, puisque n ≥ 3, l’hypersurface Xψ
est irréductible.)
Lemme 3.6.10. — Soit X une hypersurface non singulière et irréductible de Pn−1. Si
f : X→ X est un endomorphisme de X qui se prolonge en un endomorphisme de Pn−1,
alors tr(f ∗|Hn−2et (X,Q`)prim) est un entier indépendant de `.
Démonstration. — On a Hn−2et (X,Q`) ' Hn−2et (X,Q`)prim ⊕ Hn−2et (X,Q`)inprim avec
tr(f ∗|Hn−2et (X,Q`)) et tr(f ∗|Hn−2et (X,Q`)inprim) = tr(f ∗|Hn−2et (Pn−1Fq ,Q`)) deux entiers
indépendants de ` d’après [KM74, th. 2.2), p. 76] (5).
En combinant le lemme 3.6.8 et la proposition 3.6.9, on obtient le résultat voulu.
Théorème 3.6.11. — Les polynômes Qa,ω(t) sont à coefficients rationnels et indépen-
dants de `.
Dans le numéro suivant, on verra un résultat plus fort, à savoir l’indépendance de `
des polynômes Pa,ω.
3.6.4 Factorisation de la fonction zêta
Ce qui précède permet de déduire une factorisation de la fonction zêta sur Q ainsi
que l’existence d’une décomposition de certains des facteurs sur des extensions finies
de Q.
Théorème 3.6.12. — La fonction zêta de l’hypersurface Xψ de Pn−1Fq d’équation xn1 +
· · · + xnn − nψx1 . . . xn = 0 (avec ψ ∈ F∗q vérifiant ψn 6= 1) se factorise sur Q sous la
forme
ZXψ/Fq(t) =
(∏
a∈(Z/nZ)××Sn\Aˆ, η∈µda (Ka)
Qa,ω(η)(t)γa/da
)(−1)n−1
(1− t)(1− qt) . . . (1− qn−2t) .
(Les notations sont celles du corollaire 3.5.12 et de la proposition 3.6.6.)
Démonstration. — C’est juste une reformulation des résultats des no 3.6.1, 3.6.2 et
3.6.3.
Remarques 3.6.13.
a) Rappelons que le facteur correspondant à [0, 1, 2, . . . , n− 1] n’intervient pas (voir
rem. 3.3.5 p. 43).
b) En général, les polynômes Qa,ω dépendent de ωea . Voir à ce sujet l’exemple 3.6.20
page 3.6.20.
c) Lorsque n est un nombre premier (impair, car n ≥ 3), on a da = 1 quand
a 6= [0, 1, 2, . . . , n− 1], et donc ω(η) = 1 ; les nombres ω(η) n’interviennent donc
pas dans ce cas.
5. Sur le même sujet, voir aussi [DL76, p. 119] et [Ill06, no 3.5 p. 112-113].
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d) Comme on l’a déjà mentionné dans le § 3.1, un résultat de factorisation similaire
a été montré par Kloosterman dans un cadre légèrement différent, voir [Klo07,
cor. 6.10 p. 448]. La factorisation qu’il obtient est légèrement moins fine car
elle fait intervenir les polynômes Ra(t) =
∏
η∈µda (Ka) Qa,ω(η)(t) ; on renvoie à
l’exemple 3.6.20 pour une illustration de ce point.
On s’intéresse maintenant au comportement des polynômes Qa,ω sur Da.
Proposition 3.6.14. — Les facteurs Qa,ω se factorisent sur le corps Da sous la forme
d’un produit de [Da : Q] polynômes de degré m′a.
Démonstration. — Puisque Qa,ω(t) = NDa⊗Q`[t]/Q`[t](Pa,ω(t)), le polynôme Qa,ω est
le produit des conjugués du polynôme Pa,ω.
Le théorème suivant montre que cette factorisation est indépendante de `.
Théorème 3.6.15. — Les Pa,ω sont des polynômes à coefficients dans Da indépendants
de `.
Démonstration. — Rappelons que Pa,ω(t) = det(1 − tva,ω|Va,ω/Da ⊗Q Q`). Par le
même argument que celui du lemme 3.6.7, il suffit de montrer l’indépendance de ` de
tr(vra,ω|Va,ω/Da ⊗Q Q`) pour tout r ∈ N.
Puisque (x, y) 7→ TrDa⊗QQ`/Q`(xy) est une forme bilinéaire non dégénérée, l’indépen-
dance de ` de tr(va,ω|Va,ω/Da ⊗Q Q`) se ramène à celle, pour tout d ∈ Da, de l’élément
tr(dva,ω|Va,ω/Q`) de Q`, vu que :
TrDa⊗QQ`/Q` (d tr(vra,ω|Va,ω/Da ⊗Q Q`)) = TrDa⊗QQ`/Q` (tr(dvra,ω|Va,ω/Da ⊗Q Q`))
= tr(dvra,ω|Va,ω/Q`).
Puisque dvra,ω n’est autre que l’application v 7→ (Frob∗)r ◦ v ◦ d, on est ramené, compte
tenu de la remarque 3.6.18 ci-dessous, à la proposition suivante.
Proposition 3.6.16. — Soit X une variété projective lisse sur Fq. Soit G un sous-
groupe fini de AutFq(X/Fq), W un Q[G]-module simple, D (l’opposé de) son commutant
et i un entier ≥ 0. Notons V le D⊗Q Q`-module HomQ[G](W,Hiet(X,Q`)) et, d ∈ D et
r ≥ 1 étant fixés, notons α l’endomorphisme v 7→ (Frob∗)r ◦ v ◦ d du Q`-espace vectoriel
V. La trace de α est un élément de Q indépendant de `.
Démonstration. — Notons E le Q`-espace vectoriel HomQ(W,Hiet(X,Q`)), l’action
de G sur E étant donnée par g · v = g∗ ◦ v ◦ g−1W où gW désigne l’endomorphisme du
Q-espace vectoriel W induit par g. Soit pi l’application Q`-linéaire de E dans lui-même
définie par
pi(v) = 1|G|
∑
g∈G
g∗ ◦ v ◦ g−1W .
C’est un projecteur d’image EG = V. L’application β : v 7→ (Frob∗)r ◦ v ◦ d est un
endomorphisme du Q`-espace vectoriel E qui laisse V stable ; l’endomorphisme de V
que β induit n’est autre que α et puisque pi est un projecteur de E sur V, on a
tr(α) = tr(pi ◦ β),
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où l’endomorphisme pi ◦ β peut s’écrire sous la forme
v 7→
∑
i∈I
(Frob∗)r ◦ g∗i ◦ v ◦ fi,
avec I un ensemble fini, les gi des éléments de G et les fi des endomorphismes du
Q-espace vectoriel W, tous indépendants de `. On est ainsi ramené à montrer le lemme
suivant.
Lemme 3.6.17. — Reprenons les notations de la proposition précédente. Si g ∈ G,
f ∈ EndQ(W) et r est un entier ≥ 1, alors la trace de l’endomorphisme
v 7→ (Frob∗)r ◦ g∗ ◦ v ◦ f
de V est un élément de Q indépendant de `.
Démonstration. — Soit (e1, . . . , ek) une base de W sur Q ; l’application
v 7→ (v(e1), . . . , v(ek))
est un isomorphisme du Q`-espace vectoriel V sur le Q`-espace vectoriel Hiet(X,Q`)k.
Cet isomorphisme fait correspondre l’endomorphisme
v 7→ (Frob∗)r ◦ g∗ ◦ v ◦ f
de V à l’endomorphisme
(h1, . . . , hk) 7→
( k∑
i=1
ai,j((Frob∗)r ◦ g∗)(hi)
)
1≤j≤k
de Hiet(X,Q`)k, où (ai,j)1≤i,j≤k est la matrice de f dans la base (ei)1≤i≤k. Sa trace est
donc égale à( k∑
i=1
ai,i
)
tr((Frob∗)r ◦ g∗|Hiet(X,Q`)).
D’après [KM74, th. 2.2), p. 76], elle est indépendante de `.
Remarque 3.6.18. — Dans la proposition et le lemme précédents, il est possible,
lorsque X est une hypersurface, de remplacer Hn−2et (X,Q`) par Hn−2et (X,Q`)prim en
utilisant le lemme 3.6.10 à la place de [KM74, th. 2.2), p. 76] (en effet, Frob∗ et les g∗
pour g ∈ G se prolongent à Pn−1).
3.6.5 Exemples
Dans ce numéro, on explicite les calculs précédents dans un certains nombre de cas.
Dans tous ces exemples, on utilise le fait que lorsque n est premier, on a da = 1 pour
tout a 6= [0, 1, 2, . . . , n− 1] et donc m′a = ma et γa/da = γa. Rappelons que le degré de
Qa,ω est égal à (deg Pa,ω)[Da : Q] = m′a
φ(na)
|Im ka| . Les données des tableaux sont organisées
par valeurs de ma décroissantes.
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Exemple 3.6.19 (Cas n = 3). — C’est le cas le plus simple qui ne soit pas com-
plètement trivial. Les éléments de Aˆ sont, à permutation près, [0, 0, 0] et [0, 1, 2]. La
multiplicité du deuxième est nulle donc seul [0, 0, 0] donne naissance à un facteur dans la
fonction zêta. Ce facteur est de degré m′a = 2 et affecté d’une puissance γa/da = γa = 1,
donc :
Z/Fq(t) =
Q[0,0,0],1(t)
(1− t)(1− qt) , avec deg Q[0,0,0],1(t) = 2.
En fait, Xψ est dans ce cas une courbe elliptique, donc le résultat n’apprend rien de
nouveau.
Exemple 3.6.20 (Cas n = 4). — Voici une liste des éléments de Aˆ modulo les
actions conjointes de Sn et (Z/nZ)× :
classe de a deg Qa,ω γa/da Da ω
[0, 0, 0, 0] 3 1 Q 1
[0, 0, 2, 2] 1 3 Q ±1
[0, 0, 1, 3] 1 12 Q 1
Par conséquent, on a la factorisation suivante de la fonction zêta :
Z/Fq(t) =
1
(1− t)(1− qt)(1− q2t)
1
Q[0,0,0,0],1(t)Q[0,0,2,2],1(t)3Q[0,0,2,2],−1(t)3Q[0,0,1,3],1(t)12
.
Ce résultat est en adéquation avec les observations numériques de Kadir [Kad04, § 6.1.1,
p. 112-116] ; notons que selon ses tables, concernant les cas q = p = 13, 17, 29, 37, 41 (6)
et ψ = 2, 3, 2, 2 et 2 respectivement, on a {Q[0,0,2,2],1(t),Q[0,0,2,2],−1(t)} = {1−pt, 1+pt} ;
les deux polynômes Q[0,0,2,2],1 et Q[0,0,2,2],−1 ne sont donc pas égaux en général.
Cet exemple illustre également que notre méthode fournit une factorisation plus fine
que celle de Kloosterman [Klo07] : au lieu de trouver pour [0, 0, 2, 2] un facteur R3[0,0,2,2]
avec R[0,0,2,2] de degré 2, on trouve un facteur Q[0,0,2,2],1(t)3Q[0,0,2,2],−1(t)3 avec Q[0,0,2,2],1
et Q[0,0,2,2],−1 de degré égal à 1 ; le polynôme R[0,0,2,2] se factorise donc sur Q en un
produit de deux polynômes de degré 1.
Exemple 3.6.21 (Cas n = 5). — Voici les éléments de Aˆ modulo les actions
conjointes de Sn et (Z/nZ)× qui interviennent dans la fonction zêta :
classe de a deg Qa,1 γa/da Da
[0, 0, 0, 0, 0] 4 1 Q
[0, 0, 0, 1, 4] 4 20 Q(
√
5)
[0, 0, 1, 1, 3] 4 30 Q(
√
5)
On peut donc écrire :
Z/Fq(t) =
Q[0,0,0,0,0],1(t)Q[0,0,0,1,4],1(t)20Q[0,0,1,1,3],1(t)30
(1− t)(1− qt)(1− q2t)(1− q3t) .
De plus, les facteurs Q[0,0,0,1,4],1 et Q[0,0,1,1,2],1 se factorisent sur Da = Q(
√
5) en produit
de deux facteurs de degré 2 (à savoir le Pa,1 correspondant et son conjugué sur Q(
√
5)).
6. Rappelons que seuls les q ≡ 1 mod 4 rentrent dans le cadre de notre étude.
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On retrouve ainsi (en la démontrant et en l’expliquant) l’observation de Candelas,
de la Ossa et Rodriguez-Villegas faite pour le cas ψ = 0 dans [CdlORV03, tab. 12.1,
p. 133] (7).
Exemple 3.6.22 (Cas n = 7). — Les éléments de Aˆ modulo les actions conjointes
de Sn et (Z/nZ)× sont ceux donnés dans l’exemple 3.5.16.c. Complétons cette liste
avec les informations utiles pour trouver la factorisation de la fonction zêta.
classe de a deg Qa,1 γa/da Da
[0, 0, 0, 0, 0, 0, 0] 6 1 Q
[0, 0, 0, 0, 0, 1, 6] 12 42 Q(µ7)+
[0, 0, 0, 0, 1, 1, 5] 24 105 Q(µ7)
[0, 0, 0, 1, 1, 1, 4] 12 140 Q(µ7)+
[0, 0, 0, 1, 1, 6, 6] 12 210 Q(µ7)+
[0, 0, 0, 0, 1, 2, 4] 6 210 Q(
√−7)
[0, 0, 0, 1, 1, 2, 3] 18 420 Q(µ7)
[0, 0, 1, 1, 3, 3, 6] 6 630 Q(
√−7)
[0, 0, 0, 1, 2, 5, 6] 6 840 Q(µ7)+
[0, 0, 1, 1, 3, 4, 5] 6 1260 Q(µ7)+
[0, 0, 1, 1, 2, 4, 6] 6 1260 Q(µ7)+
Comme dans les cas précédents, on peut facilement écrire la factorisation de la fonction
zêta dans le cas n = 7 à partir de ce tableau.
7. Comme on l’a dit dans l’introduction de ce chapitre, les tables de données suggèrent que la même
observation est valable lorsque ψ 6= 0 et q ≡ 1 mod 5.
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Chapitre 4
Liens entre les factorisations
Le but de ce chapitre est de relier les deux factorisations de la fonction zêta des hyper-
surfaces de Dwork obtenues dans les chapitres 2 et 3, à savoir une factorisation explicite
en terme de numérateurs de fonctions zêta d’hypersurfaces de type hypergéométrique
et une factorisation provenant d’une décomposition isotypique de la cohomologie. Le
moyen qu’on utilise pour relier ces deux factorisations est une technique de fonction L
de représentations.
4.1 Introduction
Dans tout ce chapitre, Fq désignera un corps fini à q éléments de caractéristique p et
n un nombre premier ≥ 5 tel que q ≡ 1 mod n.
Dans [Wan06, th. 7.2 p. 174], Wan a montré que la fonction zêta de l’hypersurface
Xψ d’équation xn1 + · · ·+ xnn − nψx1 . . . xn = 0 (où ψ ∈ F∗q est un paramètre vérifiant
ψn 6= 1 afin que Xψ soit non singulière) s’écrivait sous la forme :
ZXψ/Fq(t) =
(
Q(t, ψ)R(qt, ψ)
)(−1)n−1
(1− t)(1− qt) . . . (1− qn−2t) ,
où Q est un certain polynôme à coefficients entiers de degré n − 1 provenant de la
symétrie miroir et R un polynôme à coefficients entiers de degré (n−1)
n+(−1)n(n−1)
n
−(n−1)
dont les racines ont pour valeur absolue q−(n−4)/2.
Avant de rappeler les factorisations obtenues dans les deux chapitres précédents,
faisons des rappels sur les notations utilisées. On considère les groupes
A = {(ζ1, . . . , ζn) ∈ Fnq | ζni = 1, ζ1 . . . ζn = 1}/{(ζ, . . . , ζ)} ;
Aˆ = {(a1, . . . , an) ∈ (Z/nZ)n | a1 + · · ·+ an = 0}/{(a, . . . , a)}.
Le groupe A agit sur Xψ par multiplication des coordonnées. Puisque q ≡ 1 mod n, le
groupe µn(Fq) des racines n-ièmes de l’unité de Fq est isomorphe au groupe µn(Q`) ;
notons θ un tel isomorphisme. On identifie le groupe des caractères de A à valeurs dansQ`
au groupe Aˆ par l’isomorphisme [a1, . . . , an] 7→ ([ζ1, . . . , ζn] 7→ θ(ζ1)a1 . . . θ(ζn)an). Par
abus, on identifiera a ∈ Aˆ et le caractère à valeurs dans Q` correspondant et on notera
a([ζ]) = a1(ζ1) . . . an(ζn). Considérons maintenant a = [a1, . . . , an] ∈ Aˆ∗ = Aˆ {[0]} et
rappelons les notations suivantes :
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– ma = |Z/nZ {a1, . . . , an}| ; c’est la multiplicité (voir no 3.3.3) du caractère a
dans le Q`[A]-module Hn−2et (Xψ,Q`) (où Xψ = Xψ ⊗Fq Fq) ;
– γa le nombre de permutés de (a1, . . . , an) ;
– Sa = {σ ∈ Sn | ∃k ∈ (Z/nZ)×, σa = ka} ; puisque n est premier, si σ ∈ Sa, il
existe un unique k ∈ (Z/nZ)× tel que σa = ka ;
– ka est l’application Sa → (Z/nZ)×, σ 7→ k ainsi définie.
Dans le chapitre 2, on a montré que le polynôme R peut se mettre sous la forme :
R(t) =
∏
a∈(Z/nZ)××Sn\Aˆ∗
Ra(t)γa/|Im ka|,
où les Ra sont les polynômes apparaissant (à une homothétie près de leur variable) au
numérateur de la fonction zêta d’une hypersurface de type hypergéométrique dont on
peut donner des équations explicites (voir no 2.5.3, p. 31 ainsi que le no 2.3.2 p. 23).
Les hypersurfaces intervenant n’étant pas lisses, le degré des facteurs Ra n’est pas
automatiquement connu.
D’autre part, dans le chapitre 3, on a montré (les formules du chapitre cité se
simplifient grâce à l’hypothèse que n est premier) que R est de la forme :
R(t) =
∏
a∈(Z/nZ)××Sn\Aˆ∗
Qa(t)γa ,
où les facteurs Qa = Qa,1 sont de degré ma n−1|Im ka| et vérifient :
Qa(t)γa = det(1− tFrob∗|Hn−2et (Xψ,Q`)Wa),
avec Hn−2et (Xψ,Q`)Wa le composant isotypique de type Wa du Q[G]-module Hn−2et (Xψ,
Q`) où (voir no 3.5.5, p. 58) Wa = Wa,1 est une certaine représentation irréductible sur
Q du groupe d’automorphismes G = AoSn de Xψ.
On va, dans ce chapitre, relier ces deux factorisations ; on utilise pour cela la méthode
suivante. Premièrement, on calcule, pour a ∈ Aˆ, les sommes suivantes, qui sont des
éléments de Q`,
SXψ/Fq ,a,r =
1
|A|
∑
[ζ]∈A
a([ζ]) |Fix(Frobr ◦ [ζ]−1)|.
(Ici, Frob désigne l’endomorphisme de Frobenius induit par x 7→ xq et Fix(f) = Xfψ
désigne l’ensemble des éléments de Xψ fixés par l’endomorphisme f de Xψ.) On forme
ensuite la fonction L correspondant à ces sommes :
LX/Fq ,a(t) = exp
(+∞∑
r=1
S(X/Fq, a, r)
tr
r
)
,
et le calcul précédent des SX/Fq ,a,r permettra de relier Ra(t) et LX/Fq ,a(t). Par ailleurs,
une formule des traces et le fait que le groupe A agit trivialement sur les Hiet(Xψ,Q`)
pour i 6= n− 2 (voir § 4.4) montre que, lorsque a 6= [0],
LX/Fq ,a(t) = det(1− tFrob∗|(Hn−2et (Xψ,Q`))a),
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où (Hn−2et (Xψ,Q`))a est le composant isotypique de type a du Q`[A]-module Hn−2et (Xψ,
Q`). Cette propriété nous permettra de relier Qa à LX/Fq ,a(t) et donc à Ra(t). Le résultat
final est que :
Ra(t) = Qa(t)|Im ka|.
Le présent chapitre est organisé comme suit. Pour calculer les sommes SX/Fq ,a,r pour
les hypersurfaces de Dwork dans le § 4.3, on a besoin avant cela de les déterminer pour
les hypersurfaces de Fermat (voir § 4.2). Après des rappels sur les fonctions LX/Fq ,a(t)
dans le § 4.4, on établit dans le § 4.5 le lien entre les polynômes Ra et les polynômes Qa.
4.2 Calcul des sommes SX/Fq,a,r pour les hypersur-
faces de Fermat
Avant de commencer, notons qu’il suffit de traiter le cas r = 1, c’est-à-dire calculer
SX/Fq ,a = SX/Fq ,a,1. On se restreindra à ce cas dans la suite.
Soit d ≥ 1 un entier tel que q ≡ 1 mod d. On considère l’hypersurface D de Pn−1
d’équation xd1 + . . .+ xdn = 0 et on note D∗ l’hypersurface correspondante considérée
dans le tore (c’est-à-dire lorsque toutes les coordonnées sont non nulles).
On adapte les notations du § 4.1 aux hypersurfaces de Fermat (qui correspondent,
lorsque d = n, au cas ψ = 0) en posant :
A = {(ζ1, . . . , ζn) ∈ Fnq | ζdi = 1, ζ1 . . . ζn = 1}/{(ζ, . . . , ζ)} ;
Aˆ = {(a1, . . . , an) ∈ (Z/dZ)n | a1 + · · ·+ an = 0}/{(a, . . . , a)},
et on identifie Aˆ aux caractères de A à valeurs dans Q` grâce à un isomorphisme fixé
entre µd(Fq) et µd(Q`).
L’application de Hom(µd(Fq),Q`) dans {χ ∈ F̂∗q | χd = 1} qui à b associe bˇ :x 7→
b(x(q−1)/d) est un isomorphisme de groupes ; notons χ 7→ χˆ l’isomorphisme réciproque.
Pour finir, fixons les notations suivantes : Frob désigne l’endomorphisme de D induit
par x 7→ xq, et, pour a ∈ Aˆ, on pose :
SD/Fq ,a =
1
|A|
∑
[ζ]∈A
a([ζ]) |FixD(Frob ◦ [ζ]−1)| ;
SD∗/Fq ,a =
1
|A|
∑
[ζ]∈A
a([ζ]) |FixD∗(Frob ◦ [ζ]−1)|.
La technique qu’on va utiliser pour calculer SD/Fq ,a et SD∗/Fq ,a est une adaptation
de la méthode utilisée par Katz pour les courbes d’Artin-Schreier dans [Kat81] ; elle
revient à adapter le calcul classique du nombre de points de D et D∗ sur Fq (voir par
exemple [Del51]).
4.2.1 Résultats préliminaires
Commençons par quelques petites remarques évidentes dont on aura un usage constant
par la suite.
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Remarques 4.2.1.
a) Si xq−1 = ξ avec ξd = 1, alors xd ∈ Fq. En effet, (xd)q−1 = (xq−1)d = ξd = 1.
b) Si ξd = 1, alors tout y ∈ Fq vérifiant y(q−1)/d = ξ est un élément de Fq. En effet,
yq−1 = (y(q−1)/d)d = ξd = 1.
c) Si ξd = 1 et χd = 1, alors χ(y) est indépendant du choix de y tel que y(q−1)/d = ξ.
En effet, avec les notations précédentes, χ(y) = χˆ(y(q−1)/d) = χˆ(ξ).
Lemme 4.2.2. — Supposons toujours que q ≡ 1 mod d et considérons ξ ∈ Fq tel que
ξd = 1. On a, avec les notations précédentes :
∀η ∈ F̂∗q ,
∑
xq−1=ξ
η(xd) =
{
(q − 1)ηˆ(ξ) si ηd = 1,
0 si ηd 6= 1.
Démonstration. — Soit y ∈ Fq tel que y(q−1)/d = ξ. Prolongeons η en un caractère
η de F∗q et choisissons ξ′ ∈ Fq tel que ξ′d = y. En faisant le changement de variable
x = ξ′z, on obtient :
∑
xq−1=ξ
η(xd) = η(ξ′d)
∑
zq−1=1
ηd(z) = η(y)×
{
q − 1 si ηd = 1,
0 si ηd 6= 1,
avec η(y) = ηˆ(ξ) d’après la remarque 4.2.1.c.
4.2.2 Calcul de SD/Fq,a
Proposition 4.2.3. — Soit ϕ un caractère additif non trivial fixé de Fq. Si [ζ] =
[ζ1, . . . , ζn] ∈ A, on a, avec les notations du début du § 4.2, la formule suivante :
|FixD(Frob ◦ [ζ]−1)| = 1 + q + · · ·+ qn−2
+ 1
q
∑
χdi=1, χi 6=1
χ1...χn=1
G(ϕ, χ−11 ) . . .G(ϕ, χ−1n )χˆ1(ζ1) . . . χˆn(ζn).
Démonstration. — On calcule d’abord le fixateur affine, puis on en déduit le fixateur
projectif grâce à la formule :
|FixprojD (Frob ◦ [ζ]−1)| =
|FixaffD (Frob ◦ ζ−1)| − 1
q − 1 .
(Justifions rapidement cette formule : si [xq1 : . . . :xqn] = [ζ1x1 : . . . : ζnxn] avec les xi non
tous nuls, alors (xq1, . . . , xqn) = λ(ζ1x1, . . . , ζnxn) où λ ∈ F
∗
q ; ainsi, pour i tel que xi 6= 0,
xqi = λζixi ; par suite, si µ ∈ F
∗
q , on a (µxi)q = λζi(µxi) ⇐⇒ µq−1 = λ, équation qui a
q − 1 solutions dans Fq.)
Posons f(x) = xd1 + · · · + xdn de sorte que D est l’hypersurface d’équation f = 0.
Comme on l’a déjà dit, on s’inspire du calcul classique pour |D(Fq)| (voir [Del51]). Soit
(x1, . . . , xn) ∈ Fnq vérifiant xqi = ζixi. On a soit xi = 0, soit xq−1i = ζi, donc, dans tous les
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cas, xdi ∈ Fq d’après la remarque 4.2.1.a ; en particulier, f(x) ∈ Fq. D’après les formules
d’orthogonalité :
|FixaffD (Frob ◦ ζ−1)| =
1
q
∑
a∈Fq
∑
xqi=ζixi
ϕ(af(x)).
La première étape, en vue d’utiliser une inversion de Fourier, est de se ramener à des
sommes sur des éléments non nuls :
|FixaffD (Frob ◦ ζ−1)| = qn−1 +
1
q
∑
a∈F∗q
∑
xqi=ζixi
ϕ(axd1) . . . ϕ(axdn)
= qn−1 + 1
q
∑
a∈F∗q
(
1 +
∑
xq−11 =ζ1
ϕ(axd1)
)
. . .
(
1 +
∑
xq−1n =ζn
ϕ(axdn)
)
.
Puisque les axdi sont non nuls, on peut utiliser la formule d’inversion de Fourier pour
ϕ|F∗q :
|FixaffD (Frob ◦ ζ−1)| = qn−1 +
1
q
∑
a∈F∗q
(
1 + 1
q − 1
∑
η1∈F̂∗q
∑
xq−11 =ζ1
G(ϕ, η−11 )η1(axd1)
)
. . .
. . .
(
1 + 1
q − 1
∑
ηn∈F̂∗q
∑
xq−1n =ζn
G(ϕ, η−1n )ηn(axdn)
)
.
Puisque G(ϕ,1) = −1, cette quantité est égale à
qn−1 + 1
q
1
(q − 1)n
∑
∀i, ηi 6=1
G(ϕ, η−11 ) . . .G(ϕ, η−1n )
(∑
a∈F∗q
(η1 . . . ηn)(a)
)
×
( ∑
xq−11 =ζ1
η1(xd1)
)
. . .
( ∑
xq−1n =ζn
ηn(xdn)
)
.
La somme sur a se calcule immédiatement grâce à une formule d’orthogonalité et les
sommes sur les xi se calculent grâce au lemme 4.2.2 :
∑
a∈F∗q
(η1 . . . ηn)(a) =
{
q − 1 si η1 . . . ηn = 1,
0 si η1 . . . ηn 6= 1 ;∑
xq−1i =ζi
ηi(xdi ) =
{
(q − 1)ηˆi(ζi) si ηdi = 1,
0 si ηdi 6= 1.
Ainsi, on obtient :
|FixaffD (Frob ◦ ζ−1)| = qn−1
+ (q − 1)
q
∑
χdi=1, χi 6=1
χ1...χn=1
G(ϕ, χ−11 ) . . .G(ϕ, χ−1n )χˆ1(ζ1) . . . χˆn(ζn).
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On a donc, en terme de fixateur projectif :
|FixprojD (Frob ◦ [ζ]−1)| = 1 + q + · · ·+ qn−2
+ 1
q
∑
χdi=1, χi 6=1
χ1...χn=1
G(ϕ, χ−11 ) . . .G(ϕ, χ−1n )χˆ1(ζ1) . . . χˆn(ζn).
Avant d’énoncer le théorème suivant, introduisons une notation dont on se servira
dans toute la suite : δP ∈ {0, 1} vaut 1 si et seulement si la propriété P est vraie ; par
exemple, δa=[0] vaut 1 si et seulement si a = [0] et vaut 0 si a 6= [0].
Théorème 4.2.4. — Considérons toujours un caractère additif ϕ non trivial fixé de
Fq et reprenons les notations du début du § 4.2. Si a ∈ Aˆ, on a :
SD/Fq ,a = (1 + q + · · ·+ qn−2)δa=[0] +
1
q
∑
χd=1, χ 6=aˇi
G(ϕ, χ−1aˇ1) . . .G(ϕ, χ−1aˇn).
Démonstration. — D’après la proposition précédente, il s’agit de calculer :
1
|A|
∑
[ζ]∈A
a([ζ])(1 + q + · · ·+ qn−2)
+ 1
q
∑
χdi=1, χi 6=1
χ1...χn=1
G(ϕ, χ−11 ) . . .G(ϕ, χ−1n )
1
|A|
∑
[ζ]∈A
a([ζ])χˆ1(ζ1) . . . χˆn(ζn).
La valeur de la première somme se calcule immédiatement grâce aux formules d’ortho-
gonalité :
1
|A|
∑
[ζ]∈A
a([ζ]) = δa=[0].
Concernant la deuxième somme, on remarque que :
1
|A|
∑
[ζ]∈A
a([ζ])χˆ1(ζ1) . . . χˆn(ζn) =
1
|A|
∑
[ζ]∈A
(a1χˆ1)(ζ1) . . . (anχˆn)(ζn)
=
{
1 si a1χˆ1 = · · · = anχˆn,
0 sinon.
Dans le premier cas, on pose χˆ = a1χˆ1 = · · · = anχˆn et on a χ = aˇiχi pour tout i et
donc χ−1i = aˇiχ−1. On en déduit le résultat voulu car aˇiχ−1 6= 1 ⇐⇒ χ 6= aˇi.
4.2.3 Calcul des SD∗/Fq,a
Proposition 4.2.5. — Considérons toujours un caractère additif ϕ non trivial fixé
de Fq. Si [ζ] = [ζ1, . . . , ζn] ∈ A, on a, avec les notations du début du § 4.2, la formule
suivante :
|FixD∗(Frob ◦ [ζ]−1)| = (q − 1)
n−1
q
+ 1
q
∑
χdi=1
χ1...χn=1
G(ϕ, χ−11 ) . . .G(ϕ, χ−1n )χˆ1(ζ1) . . . χˆn(ζn).
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Démonstration. — La méthode est la même que dans le no précédent. On calcule
d’abord le fixateur affine, puis on en déduit le fixateur projectif grâce à la formule :
|FixprojD∗ (Frob ◦ [ζ]−1)| =
|FixaffD∗(Frob ◦ ζ−1)|
q − 1 . (4.1)
Comme pour D, ϕ(axdi ) a un sens lorsque x
q
i = ζixi. On se ramène d’abord à des sommes
sur des éléments non nuls :
|FixaffD∗(Frob ◦ ζ−1)| =
(q − 1)n
q
+ 1
q
∑
a∈F∗q
( ∑
xq−11 =ζ1
ϕ(axd1)
)
. . .
( ∑
xq−1n =ζn
ϕ(axdn)
)
.
Comme précédemment, en utilisant la formule d’inversion de Fourier et les formules
d’orthogonalité, on obtient :
|FixaffD∗(Frob◦ζ−1)| =
(q − 1)n
q
+(q − 1)
q
∑
χdi=1
χ1...χn=1
G(ϕ, χ−11 ) . . .G(ϕ, χ−1n )χˆ1(ζ1) . . . χˆn(ζn),
ce qui fournit le résultat en utilisant (4.1).
Théorème 4.2.6. — Considérons toujours un caractère additif ϕ non trivial fixé de
Fq et reprenons les notations du début du § 4.2. Si a ∈ Aˆ, on a :
SD∗/Fq ,a =
(q − 1)n−1
q
δa=[0] +
1
q
∑
χd=1
G(ϕ, χ−1aˇ1) . . .G(ϕ, χ−1aˇn).
Démonstration. — La démonstration se déroule de la même manière que pour le
théorème 4.2.4.
4.2.4 Calcul des SD′/Fq,a
Posons SD′/Fq ,a = SD/Fq ,a − SD∗/Fq ,a (c’est la somme où au moins un des xi est nul).
On a le résultat suivant.
Théorème 4.2.7. — Considérons toujours un caractère additif ϕ non trivial fixé de
Fq et reprenons les notations du début du § 4.2. Si a ∈ Aˆ, on a :
SD′/Fq ,a =
(
1 + q+ · · ·+ qn−2− (q−1)n−1
q
)
δa=[0]− 1
q
∑
χd=1
∃i, χ=aˇi
G(ϕ, χ−1aˇ1) . . .G(ϕ, χ−1aˇn).
Démonstration. — C’est une conséquence immédiate des théorèmes 4.2.4 et 4.2.6 et
de la relation SD′/Fq ,a = SD/Fq ,a − SD∗/Fq ,a.
4.3 Calcul des sommes SX/Fq,a,r pour les hypersur-
faces de Dwork
Comme pour le cas des hypersurface de Fermat, on peut sans perte de généralité se
restreindre au calcul des SX/Fq ,a = SX/Fq ,a,1 (notations du § 4.1). Notons que le calcul de
tout ce § 4.3 est valable lorsque n est un nombre entier ≥ 1 vérifiant q ≡ 1 mod n.
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On reprend les notations et hypothèses du § 4.1. De plus, on note X∗ψ l’hypersurface
d’équation xn1 + · · ·+ xnn − nψx1 . . . xn = 0 considérée dans le tore (c’est-à-dire lorsque
tous les xi sont non nuls).
Si Frob désigne toujours l’endomorphisme de Frobenius associé à x 7→ xq, on pose,
pour tout a ∈ Aˆ :
SX∗ψ/Fq ,a =
1
|A|
∑
[ζ]∈A
a([ζ]) |FixX∗ψ(Frob ◦ [ζ]−1)|.
La méthode pour calculer cette somme est la même que pour l’hypersurface de Fermat.
Par contre, on ne peut calculer directement SXψ/Fq ,a : on va utiliser pour cela le fait que
SXψ/Fq ,a − SX∗ψ/Fq ,a = SD/Fq ,a − SD∗/Fq ,a (lorsque d = n).
Les remarques 4.2.1 page 72 restent valables (avec d = n) ; on aura aussi besoin de la
remarque suivante.
Remarque 4.3.1. — Soit (xi)1≤i≤n une suite finie d’éléments de Fq. Si, pour tout
i ∈ J1 ;nK, on peut écrire xq−1i = ζi avec ζ1 . . . ζn = 1, alors x1 . . . xn ∈ Fq. En effet,
(x1 . . . xn)q−1 = ζ1 . . . ζn = 1.
4.3.1 Calcul des SX∗ψ/Fq,a
Dans la démonstration de la proposition suivante, en plus de la remarque précédente,
on utilisera le lemme 4.2.2 page 72 (lorsque d = n).
Proposition 4.3.2. — Considérons toujours un caractère additif ϕ non trivial fixé de
Fq. Si [ζ] = [ζ1, . . . , ζn] ∈ A, on a, avec les notations du début du § 4.2 (lorsque d = n),
la formule suivante :
|FixX∗ψ(Frob ◦ [ζ]−1)| =
(q − 1)n−1
q
+
∑
χni =1
χ1...χn=1
mod (χ,...,χ)
Nχ1,...,χn,η(ψ) χˆ1(ζ1) . . . χˆn(ζn),
où Nχ1,...,χn,η(ψ) =
1
q − 1
∑
η∈F̂∗q
1
q
G(ϕ, χ−11 η−1) . . .G(ϕ, χ−1n η−1)G(ϕ, ηn)η( 1(−nψ)n ).
Démonstration. — Posons f(x) = xn1 + · · ·+ xnn − nψx1 . . . xn = 0 où ψ ∈ F∗q est un
paramètre. La méthode est la même que pour l’hypersurface de Fermat (notamment,
on calcule d’abord en affine, puis en projectif). Notons que, d’après la remarque 4.2.1.a,
cela a un sens de considérer ϕ(axni ) lorsque x
q
i = ζixi ; de même pour ϕ(−nψax1 . . . xn)
d’après la remarque 4.3.1. On écrit :
|FixaffX∗ψ(Frob ◦ ζ
−1)| = 1
q
∑
a∈Fq
∑
xi∈F∗q , xqi=ζixi
ϕ(af(x))
= (q − 1)
n
q
+ 1
q
∑
a∈F∗q
∑
xq−1i =ζi
ϕ(axn1 ) . . . ϕ(axnn)ϕ(−nψax1 . . . xn).
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On utilise maintenant la formule d’inversion de Fourier pour ϕ|F∗q :
|FixaffX∗ψ(Frob ◦ ζ
−1)| = (q − 1)
n
q
+ 1
q
1
(q − 1)n+1
∑
a∈F∗q
η1,...,ηn+1∈F̂∗q
xq−1i =ζi
G(ϕ, η−11 ) . . .G(ϕ, η−1n+1)η1(axn1 ) . . . ηn(axnn)
ηn+1(−nψax1 . . . xn).
On prolonge les caractères ηi en des caractères ηi de Fq. La somme précédente se récrit
alors :
|FixaffX∗ψ(Frob ◦ ζ
−1)| = (q − 1)
n
q
+ 1
q
1
(q − 1)n+1
∑
η1,...,ηn+1
G(ϕ, η−11 ) . . .G(ϕ, η−1n+1)
(∑
a∈F∗q
(η1 . . . ηn+1)(a)
)
( ∑
xq−11 =ζ1
(ηn1ηn+1)(x1)
)
. . .
( ∑
xq−1n =ζn
(ηnnηn+1)(xn)
)
ηn+1(−nψ).
La somme sur a se calcule immédiatement grâce à une formule d’orthogonalité :
∑
a∈F∗q
(η1 . . . ηn+1)(a) =
{
q − 1 si η1 . . . ηn+1 = 1,
0 si η1 . . . ηn+1 6= 1,
et les sommes sur les xi se calculent grâce à un simple changement de variable et aux
formules d’orthogonalité ; plus précisément, si ξq−1i = ζi, on a :
∑
xq−1i =ζi
(ηni ηn+1)(xi) =
{
(q − 1)(ηn1ηn+1)(ξi) si ηni ηn+1 = 1,
0 si ηni ηn+1 6= 1.
Ceci montre que, dans la somme précédente, on peut enlever tous les termes de la
somme portant sur les caractères ηi ne vérifiant pas η1 . . . ηn+1 = 1 et ηni ηn+1 = 1.
Comme lorsqu’on calcule le cardinal de Xψ(Fq) (comme on l’a fait dans le no 2.4.2), on
considère η tel que ηn = η−1n+1, et on obtient :{
ηni ηn+1 = 1
η1 . . . ηn+1 = 1 ⇐⇒
{
ηi = χiη
χ1 . . . χn = 1 où les χi vérifient χ
n
i = 1.
(On choisit aussi les prolongements des caractères de manière compatible avec ce
système.) Le caractère η n’est pas unique ; en effet, si η′ et χ′i sont aussi solutions du
système, il existe χ vérifiant χn = 1 tel que η′ = χ−1η et χ′i = χχi pour tout i. Cela
signifie que si R est un système de représentants des n-uplets (χ1, . . . , χn) de caractères
vérifiant χni = 1 et χ1 . . . χn = 1 modulo les (χ, . . . , χ) avec χn = 1, l’application
(χ1, . . . , χn, η) 7→ (χ1η, . . . , χnη, η−n) est une bijection de R × F̂∗q sur l’ensemble des
(n + 1)-uplets (η1, . . . , ηn+1) vérifiant les conditions précédentes. Ainsi, la somme de
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départ se récrit :
|FixaffX∗ψ(Frob ◦ ζ
−1)| = (q − 1)
n
q
+ 1
q
1
(q − 1)n
∑
χni =1
χ1...χn=1
mod (χ,...,χ)
∑
η∈F̂∗q
∑
xq−1i =ζi
G(ϕ, (χ1η)−1) . . .G(ϕ, (χnη)−1)G(ϕ, ηn) ·
· χ1(xn1 ) . . . χn(xnn)η( 1(−nψ)n ).
(On a utilisé le fait que χni (xi) = χi(xni ).) Finalement, on utilise le lemme 4.2.2 page 72,
et on obtient :
|FixaffX∗ψ(Frob ◦ ζ
−1)| = (q − 1)
n
q
+1
q
∑
χni =1
χ1...χn=1
mod (χ,...,χ)
∑
η∈F̂∗q
G(ϕ, χ−11 η−1) . . .G(ϕ, χ−1n η−1)G(ϕ, ηn)η( 1(−nψ)n )χˆ1(ζ1) . . . χˆn(ζn).
En passant en projectif (c’est-à-dire en divisant par q − 1), on obtient le résultat
voulu.
Théorème 4.3.3. — Considérons toujours un caractère additif ϕ non trivial fixé de
Fq et reprenons les notations du début du § 4.2 (lorsque d = n). Si a ∈ Aˆ, on a :
SX∗ψ/Fq ,a =
(q − 1)n−1
q
δa=[0]
+ 1
q − 1
∑
η
1
q
G(ϕ, aˇ1η−1) . . .G(ϕ, aˇnη−1)G(ϕ, ηn)η( 1(−nψ)n ).
Démonstration. — Le principe est le même que pour l’hypersurface de Fermat
(théorème 4.2.4), à savoir l’utilisation des formules d’orthogonalité. Détaillons un peu le
calcul. La somme sur les χi vérifiant χni = 1 et χ1 . . . χn = 1 modulo les (χ, . . . , χ) est
égale à 1
n
fois la somme sur les χi vérifiant χni = 1 et χ1 . . . χn = 1. En appliquant les
formules d’orthogonalité, on obtient alors
1
n
∑
χd=1
∑
η∈F̂∗q
G(ϕ, aˇ1χ−1η−1) . . .G(ϕ, aˇnχ−1η−1)G(ϕ, ηn)χ( 1(−nψ)n ).
Le changement de variable χη → η permet d’obtenir la formule souhaitée.
4.3.2 Calcul des SXψ/Fq,a
Théorème 4.3.4. — Considérons toujours un caractère additif ϕ non trivial fixé de
Fq et reprenons les notations du début du § 4.2 (lorsque d = n). Si a ∈ Aˆ, on a :
SXψ/Fq ,a = (1 + q + · · ·+ qn−2)δa=[0]
+ 1
q − 1
∑
η
1
qδ∀i, η 6=aˇi
G(ϕ, aˇ1η−1) . . .G(ϕ, aˇnη−1)G(ϕ, ηn)η( 1(−nψ)n ).
4.4. Fonction L des sommes SX/Fq ,ρ 79
Démonstration. — Posons SX′ψ/Fq ,a = SXψ/Fq ,a − SX∗ψ/Fq ,a. Lorsqu’au moins un des xi
est nul, on a x1 . . . xn = 0 et donc SX′ψ/Fq ,a = SD′/Fq ,a (lorsque d = n). On a donc :
SXψ/Fq ,a = SX∗ψ/Fq ,a + SD′/Fq ,a,
où SX∗ψ/Fq ,a est donné par le théorème 4.3.3 et SD′/Fq ,a par le théorème 4.2.7. Or, on peut
écrire (puisque, lorsque ηn = 1, G(ϕ, ηn) = G(ϕ,1) = −1 et η( 1(−nψ)n ) = 1) :
SX′ψ/Fq ,a =
(
1 + q + · · ·+ qn−2 − (q − 1)
n−1
q
)
δa=[0]
+ 1
q − 1
∑
ηn=1
∃i, η=aˇi
q − 1
q
( n∏
i=1
G(ϕ, χ−1aˇi)
)
G(ϕ, ηn)η( 1(−nψ)n ).
Cette quantité s’incorpore naturellement dans SX∗ψ/Fq ,a pour donner le résultat voulu.
4.4 Fonction L des sommes SX/Fq,ρ
Définition 4.4.1. — Soit X une variété (lisse) sur Fq, G un groupe fini d’automor-
phismes agissant algébriquement sur X et ρ une représentation de G irréductible sur
Q`. On pose :
SX/Fq ,ρ,r =
1
|G|
∑
g∈G
tr ρ(g) |Fix(Frobr ◦ g−1)| ;
LX/Fq ,ρ(t) = exp
(+∞∑
r=1
SX/Fq ,ρ,r
tr
r
)
.
C’est la fonction L associée à la représentation de ρ dans la cohomologie de X.
Théorème 4.4.2. — Soit X un schéma sur Fq projectif, lisse et de dimension m. On a :
2m∑
i=0
(−1)i tr((Frobr ◦ g−1)∗|Hiet(X,Q`)) = |Fix(Frobr ◦ g−1)|.
Démonstration. — Voir [DL76, § 3 p. 119] qui renvoie à [Gro64] et [Gro66].
Proposition 4.4.3. — Reprenons les notations précédentes. Désignons par Hiet(X,Q`)ρ
le composant isotypique de type ρ de Hiet(X,Q`) et posons Pi,ρ(t) = det(1−tFrob∗|Hiet(X,
Q`)ρ). Avec ces notations, on peut écrire :
LX/Fq ,ρ(t)
dim ρ =
2m∏
i=0
Pi,ρ(t)(−1)
i+1
.
Démonstration. — Ce théorème provient de [Kat81, p. 170-172] ; pour le démontrer,
il suffit de remplacer le cardinal du fixateur par sa valeur en terme de somme alternée
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dans la définition de la fonction L :
LX/Fq ,ρ(t)
dim ρ = exp
( 2m∑
i=0
(−1)i
+∞∑
r=1
dim ρ
|G|
∑
g∈G
tr ρ(g) tr((Frobr ◦ g−1)∗|Hiet(X,Q`))
tr
r
)
=
2m∏
i=0
exp
(+∞∑
r=1
tr
(
dim ρ
|G|
∑
g∈G
tr ρ(g)(g∗)−1 ◦ (Frob∗)r
∣∣∣∣ Hiet(X,Q`)) trr
)(−1)i
=
2m∏
i=0
exp
(+∞∑
r=1
tr(pi ◦ (Frob∗)r|Hiet(X,Q`))
tr
r
)(−1)i
=
2m∏
i=0
exp
(+∞∑
r=1
tr((Frob∗)r|Hiet(X,Q`)ρ)
tr
r
)(−1)i
=
2m∏
i=0
(
1
Pi,ρ(t)
)(−1)i
,
où l’application linéaire pi = dim ρ|G|
∑
g∈G
tr ρ(g) (g∗)−1 projette Hiet(X,Q`) sur le composant
isotypique Hiet(X,Q`)ρ.
Remarque 4.4.4. — La décomposition de chaque Hiet(X,Q`) en composants isoty-
piques fournit la décomposition
ZX/Fq(t) =
∏
ρ irréd./Q`
LX/Fq ,ρ(t)
dim ρ.
Proposition 4.4.5. — Prenons m = n− 2 et X = Xψ (toujours avec n ≥ 5 premier
et q ≡ 1 mod n). Si i ∈ J0 ;n− 2K et a ∈ Aˆ, on a Pi,a = 1 mis à part dans les cas
suivants :
1o) i = n− 2 ;
2o) a = [0] et i pair, auquel cas P2i,[0] = 1− qit ;
Démonstration. — Il suffit de remarquer que A agit trivialement sur les H2iet(Xψ,
Q`) (puisque les éléments de A se prolongent en des automorphismes de Pn−1, il suffit
de noter que PGLn(Fq) n’admet aucune représentation de degré 1 non triviale ; voir
lemme 3.2.3).
Corollaire 4.4.6. — Gardons les hypothèses de la proposition précédente. Si a 6= [0],
alors
LX/Fq ,a(t) = Pn−2,a(t).
4.5 Application : lien entre les factorisations expli-
cite et cohomologique
Dans tout ce paragraphe, on suppose que a 6= [0] (le cas a = [0] relève de la symétrie
miroir et a déjà été traité dans [Wan06]) et que a n’est pas un permuté de [0, 1, . . . , n−1].
Rappelons les notations suivantes, introduites dans le no 2.4.1 page 24.
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Rappels. — Si a ∈ Aˆ, rappelons qu’on voit a comme un caractère à valeurs dans Q`.
De plus, on note :
– 〈a〉 la classe de a ∈ A modulo Sn ;
– a la classe de a ∈ A modulo (Z/nZ)× ;
– a la classe de a ∈ A modulo les actions conjointes de Sn et (Z/nZ)×.
Rappelons aussi que l’entier γa et l’application ka ne dépendent que de a.
4.5.1 Lien entre LXψ/Fq,a(t) et Ra
Avant de définir ce qu’est Ra, faisons les rappels suivants.
Rappels. — Désignons toujours par n un nombre premier impair ≥ 5 et supposons
toujours que q ≡ 1 mod n. Si a ∈ Aˆ et si χ est un caractère de F∗q d’ordre n fixé, posons
Na = |Im ka|
∑
〈a′〉∈a
1
q − 1
∑
η∈F̂∗q
( n∏
i=1
1
qδ∀i, η 6=χ−ai
G(ϕ, χ−aiη−1)
)
G(ϕ, ηn)η( 1(−nψ)n ).
(Vis-à-vis des formules précédentes, cela revient à prendre aˇi = χ−ai .) On peut montrer
(voir théorème 2.4.10) que
|Xψ(Fq)| = 1 + q + · · ·+ qn−2 +
∑
a
γa
|Im ka| Na.
Par ailleurs, d’après le théorème 2.5.7 et les considérations du no 2.3.2, il existe une
hypersurface affine de type hypergéométrique H1/ψn(Fq) de dimension 2m−m′−3 (dont
on peut donner une équation explicite) telle que :
Na = q
n+1
2 − 2m−m
′
2 (|H1/ψn(Fq)| − q2m−m′−3).
Théorème 4.5.1. — Posons Ra(t) = exp
(∑+∞
r=1 Na(t) t
r
r
)
. On a
Na = |Im ka|
∑
〈a′〉∈a
SXψ/Fq ,a′ et donc Ra(t) =
( ∏
〈a′〉∈a
LXψ/Fq ,a′(t)
)|Im ka|
.
Démonstration. — C’est juste une reformulation du théorème 4.3.4 en terme des
notations précédentes.
4.5.2 Lien entre LXψ/Fq,a(t) et Qa
Reprenons les notations du § 4.1 concernant Qa = Qa,1.
Théorème 4.5.2. — Lorsque a 6= [0, . . . , 0] et 〈a〉 6= 〈0, 1, . . . , n− 1〉,
Qa =
∏
〈a′〉∈a
LXψ/Fq ,a′(t).
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Démonstration. — Notons Ha le composant isotypique du Q`[A]-module Hn−2et (Xψ,
Q`) de type a et HWa celui de type Wa du Q[G]-module Hn−2et (Xψ,Q`). En reprenant
les notations du § 4.1 concernant Wa = Wa,1 et d’après les considérations de la démons-
tration du théorème 3.5.17, on a les isomorphismes suivant :
Wa ⊗Q Q` '
⊕
a′∈a
a′ d’où HWa ⊗Q` Q` '
⊕
a′∈a
Ha′ .
(Le premier isomorphisme est un isomorphisme de Q`[A]-modules tandis que le second est
un isomorphisme de Q`[G]-modules ; en effet, chaque Ha′ est un Q`[A]-module mais leur
somme est un Q`[G]-module.) Par conséquent, puisque LXψ/Fq ,a(t) = det(1− tFrob∗|Ha)
et Qa(t)γa = det(1− tFrob∗|HWa) :
Qa(t)γa =
∏
a′∈a
LXψ/Fq ,a′(t) =
( ∏
〈a′〉∈a
LXψ/Fq ,a′(t)
)γa
(On a utilisé le fait que SXψ/Fq ,a′ = SXψ/Fq ,a si a′ est un permuté de a.) Puisque Qa(t) ∈
1 + tQ[t] et
∏
〈a′〉∈a LXψ/Fq ,a′(t) ∈ 1 + tQ[t], on en déduit l’égalité sans la puissance
γa.
Remarques 4.5.3.
a) Fixons a ; les LXψ/Fq ,a′(t) sont des polynômes à coefficients dans le corps cycloto-
mique Ka plongé dans Q`. Les polynômes LXψ/Fq ,a′(t), pour 〈a′〉 ∈ a sont conjugués
et donc :
Qa = NKa/Da(LXψ/Fq ,a(t))
b) Le degré des polynômes LXψ/Fq ,a′(t) pour 〈a′〉 ∈ a est égal au degré de Pa = Pa,1.
En fait, on a mieux, comme on va le voir dans la proposition suivante.
Proposition 4.5.4. — Il existe un plongement de Da dans Q` pour lequel
Pa(t) = LXψ/Fq ,a(t) .
Démonstration. — Notons FWa le Frobenius agissant sur HWa et considéré comme
application HomQ[G](Wa,Wa)-linéaire, FWa le Frobenius agissant sur HWa ⊗Q` Q` et
considéré comme application Q`-linéaire et Fa le Frobenius agissant sur Ha et considéré
comme application Q`-linéaire. Nous allons montrer qu’il existe un plongement β
de HomQ[G](Wa,Wa) dans Q` tel que, si (δi,j)1≤i,j≤m′a est la matrice de FWa , alors
(β(δi,j))1≤i,j≤m′a est celle de Fa, ce qui démontrera le résultat.
On construit le plongement β de la façon suivante. Soit δa un élément primitif de
l’extension HomQ[G](Wa,Wa)/Q ; après extension des scalaires à Q`, l’application δa⊗ Id
se diagonalise dans toute base adaptée à la décomposition Wa ⊗Q` Q` =
⊕
a′∈a a
′ ; on
note λa′ la valeur propre correspondant à un a′ et on considère le plongement β de
HomQ[G](Wa,Wa) dans Q` donné par β(δa) = λa.
La matrice de FWa est (δi,j ⊗ Id)1≤i,j≤m′a ; reprenons la décomposition Wa ⊗Q` Q` =⊕
a′∈a a
′ précédente et écrivons δi,j =
∑r−1
k=0 αi,j,kδ
k
a avec αi,j,k ∈ Q. L’application Q`-
linéaire δi,j⊗ Id induit sur la partie isomorphe au caractère a′ une homothétie de rapport∑r−1
k=0 αi,j,kλ
k
a′ , quantité qui est égale à β(δi,j) lorsque a′ = a. La matrice de Fa est donc
(β(δi,j))1≤i,j≤m′a , ce qui démontre le résultat.
Annexe – Notations et formules
Notations générales
|E| cardinal de l’ensemble E
E F ensemble des éléments de E qui ne sont pas dans F
Fq corps fini à q éléments
Q` corps des nombres `-adiques
K clôture algébrique du corps K
µn(k) ensemble des racines n-ièmes de l’unité d’un corps k
φ fonction indicatrice d’Euler
Sn groupe des permutations de {1, . . . , n}
ε signature (d’une permutation)
IndGH µ représentation de G induite par la représentation µ de HJ1 ;nK ensemble des entiers k tels que 1 ≤ k ≤ n
Pnk espace projectif de dimension n sur le corps k
Ank espace affine de dimension n sur le corps k
Notations du chapitre 1.
n entier ≥ 3 sauf mention explicite du contraire
Xψ hypersurface de Pn−1 d’équation xn1 + · · ·+ xnn − nψx1 . . . xn = 0 p. 13
(non singulière lorsque ψn 6= 1)
ψ paramètre appartenant à F∗q p. 13
Hiet(X,Q`) espace de cohomologie étale d’indice i de X p. 14
Hn−2et (X,Q`)inprim partie inprimitive de Hn−2et (X,Q`) (où dim X = n− 2) p. 14
Hn−2et (X,Q`)prim partie primitive de Hn−2et (X,Q`) (où dim X = n− 2) p. 14
A groupe {(ζ1, . . . , ζn) ∈ µn(Fq)n | ζ1 . . . ζn = 1}/{(ζ, . . . , ζ)} ; p. 15
est isomorphe à (Z/nZ)n−2
σζ action de σ ∈ Sn sur ζ définie par σ[ζ1 : . . . : ζn] = [ζσ−1(1) : . . . : ζσ−1(n)] p. 15
G groupe AoSn p. 15
Yψ variété quotient Xψ/A ; peut se réaliser comme l’hypersurface singulière
de Pn−1 d’équation (y1 + · · ·+ yn)n = (nψ)ny1 . . . yn
p. 16
Notations communes aux chapitres 2 à 4.
p nombre premier impair (non divisible par n)
q puissance de p vérifiant q ≡ 1 mod n sauf mention explicite du contraire
Notations du chapitre 2.
Q(t, ψ) polynôme intervenant dans ZXψ/Fq (t) provenant de la symétrie miroir p. 17
R(t, ψ) facteur complémentaire de Q dans la factorisation de ZXψ/Fq (t) p. 18
NR(qr) défini par R(t, ψ) = exp
(∑+∞
r=1 NR(qr) t
r
r
)
p. 18
ϕ caractère additif non trivial p. 19
χ caractère multiplicatif (souvent d’ordre n) p. 19
η caractère multiplicatif (quelconque) p. 20
1 caractère multiplicatif trivial (constant égal à 1) p. 19
G(ϕ, χ) somme de Gauss p. 19
J(χ1, . . . , χn) somme de Jacobi p. 20
Hλ variété de type hypergéométrique p. 21
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Nλ,χ,η quantité permettant de calculer |Hλ(Fq)| p. 21
ν nombre de caractères triviaux parmi les χαj+βjη pour 1 ≤ j ≤ l − 1 et
χαl+···+αk+βlη ; cette notation est indépendante de celle utilisée page 30
p. 21
δz,z′ symbole de Kronecker, égal à 1 si z = z′ et nul sinon p. 22
Nλ,χ quantité égale à 1q−1
∑
η∈F̂∗q Nλ,χ,η η(λ) p. 22
Nλ quantité égale à
∑
χn=1
χ 6=1
Nλ,χ,η p. 22
[s] classe modulo l’action de Z/nZ p. 24
〈s〉 classe modulo l’action conjointe de Z/nZ et Sn p. 24
s classe modulo l’action conjointe de Z/nZ et (Z/nZ)× p. 24
s classe modulo l’action conjointe de Z/nZ, Sn et (Z/nZ)× p. 24
γs nombre de permutés de (s1, . . . , sn) ; ne dépend que de s p. 24
δ δ = 0 si l’un des χsiη est trivial et δ = 1 sinon p. 25
β(s1,...,sn),χ,η quantité égale à q
n+1
2 −z−δ G(ϕ,η)G(ϕ,χη)...G(ϕ,χ
n−1η)
G(ϕ,χs1η)...G(ϕ,χsnη) p. 27
z nombre de caractères triviaux dans parmi les χsiη p. 27
N〈s〉,χ quantité égale à 1q−1
∑
η∈F̂∗q β(s1,...,sn),χ,η η(
1
ψn ) p. 27
Ns quantité égale à γs
∑
〈s′〉∈s N〈s′〉,χ p. 27
Nmiroir quantité égale à |Yψ(Fq)| − (1 + q + · · ·+ qn−2) p. 28
Ks nombre de k ∈ (Z/nZ)× tels que [ks1, . . . , ksn] soit un permuté de
[s1, . . . , sn] ; ne dépend que de s
p. 29
S′s stabilisateur de (s1, . . . , sn) dans Sn ; ne dépend que de s p. 29
Ss stabilisateur de [s1, . . . , sn] dans Sn ; ne dépend que de s p. 29
Ss stabilisateur de (s1, . . . , sn) dans Sn ; ne dépend que de s p. 29
k(b) un s étant choisi, nombre d’indices i tels que si = b p. 30
ν un s étant choisi, ν = 0 sauf s’il existe un b tel que χbη = 1 et k(b) 6= 0,
auquel cas ν = k(b)− 1 ; cette notation est indépendante de celle utilisée
page 21
p. 30
Notations de l’introduction du chapitre 3.
δi δi = 0 si i est pair et δi = 1 si i est impair p. 37
Aˆ groupe {(a1, . . . , an) ∈ (Z/nZ)n | a1 + · · · + an = 0} quotienté par la
diagonale {(a, . . . , a)} ; s’identifie au groupe des caractères de A à valeurs
dans Fq (lorsque q ≡ 1 mod n) ou Q`
p. 37
[a1, . . . , an] élément de Aˆ p. 37
Notations du § 3.2.
Xf sous-schéma de X des points fixes par l’automorphisme f p. 39
χ(X) caractéristique d’Euler-Poincaré d’un schéma X p. 39
PGLn(Fq) Groupe linéaire projectif d’indice n sur Fq p. 39
Notations du § 3.3.
k(ζ) une suite (ζ1, . . . , ζr) étant donnée, nombre d’indices i ∈ {1, . . . , r} tels
que ζi = ζ ; notation indépendante de celle introduite page 47
p. 41
ma multiplicité du caractère a dans le Q`[A]-module Hn−2et (Xψ,Q`)prim p. 41
Notations du § 3.4.
Ha composant isotypique de type a du Q`[A]-module Hn−2et (X,Q`)prim ; sa
dimension est ma
p. 43
Ga stabilisateur de a dans G, égal à Ao Sa p. 43
R système de représentants dans Aˆ des éléments de Sn\Aˆ p. 43
n′a générateur ∈ J1 ;nK de l’ensemble des j ∈ Z/nZ tels que (a1+j, . . . , an+j)
soit un permuté de (a1, . . . , an) ; ne dépend que de a
p. 44
da entier égal à n/n′a ; ne dépend que de a p. 44
I(b) ensemble des indices i tels que ai = b p. 44
σ relèvement dans Sa d’un générateur du groupe cyclique Sa/S′a p. 44
Σa groupe engendré par σ ; on a Sa = S′a o Σa p. 44
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ja homomorphisme de groupe Sa → n′aZ/nZ vérifiant s(a1, . . . , an) = (a1 +
ja(s), . . . , an + ja(s)) ; on a jka = kja
p. 44
Aˆσ ensemble des éléments de Aˆ fixés par σ ∈ Sn p. 46
Oj orbites d’un produit de n′ cycles de longueur d à supports disjoints p. 47
k(ζ) nombre d’indices j ∈ {1, . . . , n′} tels que ∏i∈Oj ζi = ζ ; notation généra-
lisant celle introduite page 41
p. 47
m′a ma = dam′a p. 51
reg représentation régulière de Sa/S′a p. 51
Notations du § 3.5.
KC corps cyclotomique associé à un groupe cyclique C p. 52
χC caractère canonique d’un groupe cyclique C ; prend ses valeurs dans KC p. 52
Ea image de l’homomorphisme [ζ1, . . . , ζn] 7→ ζa11 . . . ζann ; ne dépend que de
a
p. 52
Na noyau de l’homomorphisme [ζ1, . . . , ζn] 7→ ζa11 . . . ζann ; ne dépend que de
a
p. 52
na ordre de a dans Aˆ ; égal à l’ordre du groupe engendré par les ai − ai′ ;
égale au cardinal de l’image du caractère a ; ne dépend que de a
p. 52
Ka corps cyclotomique associé au groupe cyclique A/Na ; sa dimension sur
Q est φ(na) ; dépend uniquement de a
p. 52
χa caractère canonique du groupe cyclique A/Na considéré comme caractère
de A et à valeurs dans Ka ; vérifie χka = χka
p. 52
fa générateur du groupe engendré par les ai − ai′ ; vérifie n′a = eafa, n =
eafada et n = nafa ; ne dépend que de a
p. 52
ka homomorphisme de groupes Sa → (Z/naZ)× défini par σa = ka(σ)a ; ne
dépend que de a
p. 53
ea entier tel que n′a = eafa ; vérifie na = eada et n = eafada ; ne dépend
que de a
p. 53
(uσ, vσ) si σ ∈ Sa, unique couple (uσ, vσ) ∈ Z/naZ × (Z/naZ)× tel que aσ(i) =
vσai + uσfa ; on a vσ = ka(σ) et ja(σ) = fauσ
p. 54
ϕ homomorphisme de groupe Sa → Z/naZ o (Z/naZ)×, σ 7→ (uσ, vσ) p. 54
θv automorphisme du corps Ka qui envoie les racines na-ième de l’unité sur
leur puissance v-ième
p. 54
µa,ω représentation (ζ, σ) 7→ χa(ζ)ε(σ)ωuσθvσ de Ao Sa dans Ka p. 55
Ma,ω Q[Ao Sa]-module Ka muni de µa,ω ; à isomorphisme près, ne dépend que
de ωea , pas de ω
p. 55
ιa plongement de Ka dans Q` ; ne dépend que de a p. 55
Wa,ω Q[G]-module simple IndGAoSa Ma,ω p. 58
Da (opposé du) commutant de Wa,ω ; Da ⊂ Ka et dimQDa = φ(na)|Im ka| ; est
indépendant de ω
p. 58
Notations du § 3.6.
Va,ω HomQ[G](Wa,ω,Hn−2et (Xψ,Q`)prim), qui est un Da ⊗Q Q`-module libre de
rang m′a ; Wa,ω ⊗Da Va,ω s’identifie à la composante isotypique Ha,ω de
type Wa,ω du Q[G]-module Hn−2et (Xψ,Q`)prim
p. 60
Ha,ω composant isotypique de type Wa,ω du Q`[G]-module Hn−2et (Xψ,Q`)prim ;
est isomorphe à Wa,ω ⊗Da Va,ω
p. 60
va,ω endomorphisme du Da⊗QQ`-module Va,ω tel que Frob∗|Wa,ω⊗Da Va,ω =
Id⊗ va,ω
p. 61
Pa,ω polynôme det(1− tva,ω|Va,ω/Da ⊗Q Q`) de degré m′a à coefficients dans
Da ⊗Q Q` ; est indépendant de `
p. 61
Qa,ω polynôme NDa⊗Q`[t]/Q`[t](Pa,ω(t)) de degré m′a
φ(na)
|Im ka| à coefficients dans
Q ; est indépendant de `
p. 61
86 Notations et formules
Notations du chapitre 4.
FixX(f) ensemble des éléments de X fixés par l’endomorphisme f de X ; lorsque X
est implicite, cet ensemble est noté Fix(f). Si ambiguïté il y a, FixaffX (f)
désigne le fixateur affine et FixprojX (f) le fixateur projectif ; autre notation :
Xf (p. 39)
p. 70
SX/Fq,ρ,r somme 1|G|
∑
g∈G tr ρ(g) |Fix(Frobr ◦ g−1)| p. 70
LX/Fq,ρ(t) série formelle exp
(∑+∞
r=1 SX/Fq,ρ,r t
r
r
)
p. 70
SXψ/Fq,ρ quantité égale à SXψ/Fq,ρ,1 p. 71
D hypersurface de Fermat d’équation xd1 + . . .+ xdn = 0 p. 71
X∗ lorsque X est une hypersurface donnée par une équation F = 0 avec
F homogène, hypersurface d’équation F = 0 considérée dans le tore
(c’est-à-dire quand toutes les coordonnées sont non nulles)
p. 71
bˇ si b ∈ Hom(µd(Fq),Q`), caractère bˇ :x 7→ b(x(q−1)/d) appartenant à
{χ ∈ F̂∗q | χd = 1}
p. 71
χˆ χ 7→ χˆ est l’isomorphisme réciproque de b 7→ bˇ p. 71
η prolongement à F∗q d’un caractère η de F∗q p. 72
δP vaut 1 si la propriété P est vraie et 0 sinon p. 74
SX′/Fq,a quantité égale à SX/Fq,a − SX∗/Fq,a (c’est la somme où au moins un des
xi est nul)
p. 75
Principales formules
n = n′ada = eafada = nafa, n′a = eafa et na = eada.
[Sn : S′a] = γa
[Sn : Sa] =
γa
da
[Sn : Sa] =
γa
|Im ka|da
[Sa : S′a] = da
[Sa : Sa] = |Im ka|
[Sa : S′a] = |Im ka|da
dim Ha = ma
dimµa,ω = dim Ma,ω = dimKa = φ(na)
dim Mm′aa,ω = m′aφ(na)
dim Wm′aa,ω = dim IndGAoSa M
m′a
a,ω = m′aφ(na)[Sn : Sa] = m′a
φ(na)
|Im ka|
γa
da
dim
⊕
η∈µda (Ka)
IndGAoSa M
m′a
a,ω(η) = ma
φ(na)
|Im ka|
γa
da
.
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dimQ Da =
φ(na)
|Im ka|
dimQ(Wa,ω) =
φ(na)γa
|Im ka|da = [Sn : Sa][Da : Q].
dimDa(Va,ω) = m′a.
dimQ(Ha,ω) = m′a
φ(na)γa
|Im ka|da = m
′
a[Sn : Sa][Da : Q]
dimQ`(Hn−2et (Xψ,Q`)prim) =
∑
a∈(Z/nZ)××Sn\Aˆ
m′a
φ(na)
|Im ka| γa =
∑
a∈(Z/nZ)××Sn\Aˆ
ma
φ(na)
|Im ka|
γa
da
.
deg Pa,ω = m′a
deg Qa,ω = (deg Pa,ω)[Da : Q] = m′a
φ(na)
|Im ka|
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