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Abstract
This paper is aimed at presenting a short survey
of velocity-free control schemes for robot manipu-
lators. A salient feature of this work is the imple-
mentation of this control schemes on a simulation
model of the 3-DOF industrial PHANToM 1.5 A
robot. For both the regulation and tracking prob-
lems, two classes of control algorithms without ve-
locity measurements are considered, namely, those
based on observer-controller combination and those
based on approximate derivation through an n or-
der filter. The latter was shown to be more advan-
tageous from different aspects. First the controllers
based on approximate derivation are very intuitive
and easy to implement in practice. Moreover, these
algorithms are proved to be globally asymptotically
stable, while the observer-based controllers have only
local stability results. We have also considered some
algorithms that are robust to load disturbances and
to unmodeled dynamics. Simulation results have con-
firmed the theoretical advantages and drawbacks of
each algorithm.
1 Introduction
Several strategies that solve the regulation and track-
ing control problems of robot manipulators has been
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†The author is with the Department of Electrical and Com-
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extensively presented in the literature, see for in-
stance book [1] and [2]. For both the regula-
tion and tracking problems, the main ingredient in
the majority of the available controllers is the PD
(Proportional-Derivative) feedback term. Generally
speaking, the difference between the available algo-
rithms is on how to compensate for the non-linearities
that are present in the robot dynamics.
One drawback of these control schemes is the re-
quirement of measurement of motor speed. Velocity
measurements, generally obtained from tacho meters,
are often contaminated with a considerable amount of
noise. Since the noise level limits the value of the con-
troller gains, the achievable performance is reduced.
Moreover, speed measurement increases cost, volume
and weight that is why in most robotic applications,
today, velocity sensors are omitted.
One way to obtain velocity feedback, without di-
rect sensor measurements, is to use numerical differ-
entiation of the accurate position signal. The simplic-
ity of this ad-hoc technique, from an implementation
point of view, make it particularly useful. However,
besides the fact that there is no theoretical justifica-
tion to this method, this reconstruction of velocity
may be inadequate for low and high speeds [3].
An approach that has been introduced in the liter-
ature is to design an observer that reconstruct the full
state of the robot (including velocity signal) from po-
sition measurement. Then, the output of the observer
is fed directly to any controller that uses full state in-
formation. Even though the separation principle does
not hold generally for nonlinear systems, many au-
thors have shown that this observer-controller struc-
ture can lead at least to some local stability results.
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In [4], a nonlinear observer that reproduces the whole
robot dynamics is used in a PD plus gravity compen-
sation scheme for the set-to-point problem and also
in a Lyapunov-based like tracking algorithm for robot
manipulators. The authors proved that the equilib-
rium is locally asymptotically stable provided that
the observer gain is large enough (lower bound de-
termined by the robot parameters and the trajectory
error norms). In [5], using passivity approach, the
authors showed that adding a term proportional to
the observation error to a PD plus gravity compensa-
tion controller allows us to use a linear observer still
preserving local asymptotic stability for sufficiently
high gains.
Another interesting approach, with stronger stabil-
ity results, was later introduced in the literature of
output feedback control of nonlinear systems. This
technique is known as dirty derivation, or approx-
imate derivation. Global asymptotic stability has
been proven for the regulation problem (see the in-
dependent works of [6] and [7]). It is shown that by
simply adding an n order filter (n being the number of
degrees of freedom of the robot manipulator) velocity
measurements are no longer needed and thus obviat-
ing the need of observers. Nevertheless, in the track-
ing case, only semiglobal asymptotic stability results
were obtained (see for instance [8]). Since the work
of Loria et al. in 1995 [8], no one was able to come up
with a solution to the long standing open problem of
global asymptotic tracking without velocity feedback
for robot manipulators. Many researchers in nonlin-
ear control community were not even sure whether
this problem is solvable or not, especially after the
seminal article [9], where the concept of unbounded-
ness observability was introduced. Surprisingly, after
more than 25 years of attempts to solve the prob-
lem mentioned above, the same author Loria came
back in 2013 [10] to show that in fact the same con-
troller introduced few decades ago is uniformly glob-
ally asymptotically stable. In his paper [10], the au-
thor implicitly establishes the very intuitive conjec-
ture the damping necessary to stabilize the system
may be introduced through a simple approximate-
derivatives filter. Furthermore, it is proved that such
a naive control design strategy may be applied with
success to systems of higher relative degree using a
cascade structure of approximate differentiators.
In this paper, we have established a short survey
on output feedback control algorithms for robot ma-
nipulators for both regulation and tracking problems.
The control algorithms are presented and then dis-
cussed from a theoritical point of view (structure, sta-
bility, robustness...etc). Furthermore, we have simu-
lated, tested and compared all these output feedback
control algorithms on the three-DOF industrial robot
PHANToM 1.5 A haptic device from SensAble Tech-
nologies [11].
The paper is organized as follows. In section II,
we give some preliminaries on robot manipulators
dynamics and some of their properties. In section
III, we present three output feedback regulation al-
gorithms for robot manipulators, then we discuss the
advantages and drawbacks of each one of them. Sec-
tion IV is concerned about the tracking case without
velocity measurements. Also three control laws are
presented and discussed. In section V, we simulate
and compare all the algorithms presented in this pa-
per and conduct some tests on our PHANToM robot
model. We give some concluding remarks in section
VI.
2 Preliminaries
The standard equations describing the dynamics of
an n-DOF rigid robot manipulator are given by
H(q)q¨ + C(q, q˙)q˙ +G(q) = τ, (1)
where q ∈ Rn is the vector of generalized joint co-
ordinates, H(q) is the positive definite n × n inertia
matrix, C(q, q˙)q˙ ∈ Rn is the vector of Coriolis and
centrifugal torques, G(q) ∈ Rn is the vector of grav-
itational torques, and τ ∈ Rn is the control torque
input.
Let us denote the largest and smallest eigenvalues
of a matrix A ∈ Rn×n by λAmax and λAmin, respectively.
For an n×1 vector x, we shall use the Euclidean norm
||x|| :=
√
x>x, while the norm of an n× n matrix A
is the corresponding induced norm ||A|| :=
√
λ
(A>A)
max .
The following properties can be established [12].
Property 1. It holds that λHmin||x||2 ≤ x>H(q)x ≤
λHmax||x||2, ∀q, x ∈ Rn, such that
λHmin := min
q∈Rn
λ
H(q)
min
λHmax := max
q∈Rn
λH(q)max .
Property 2. The matrix H˙(q) − 2C(q, q˙) is skew
symmetric.
Property 3. There exists 0 < kc < ∞ such that
||C(q, x)|| ≤ kc||x|| for all x, q ∈ Rn.
Property 4. For all x, y ∈ Rn, we have C(q, x)y =
C(q, y)x.
Property 5. With a proper definition of the robot
model parameters, it holds that
H(q)q¨ + C(q, q˙)q˙ +G(q) = Y (q, q˙, q¨)θ, (2)
where Y (q, q˙, q¨) ∈ Rn×p is the regressor, and θ ∈ Rp
is the constant vector of parameters.
3 Output Feedback Regulation
of Robot Manipulators
3.1 Observer-Based Design
One approach to solve the velocity-free feedback con-
trol problem is the design of an observer that re-
constructs the velocity signal from position measure-
ments only. However, in nonlinear control theory it
is well known that an observer that asymptotically
reconstructs the state of a nonlinear system does not
guarantee, in general, that a given stabilizing state-
feedback controller will maintain its stability prop-
erties when using the estimated state instead of the
true one in the feedback loop; in general a nonlinear
separation principle is not valid.
This stability problem has motivated the design of
combined controller-observer schemes for robot sys-
tems using position feedback only. For instance, the
authors in [4] proposed the following observer{
˙ˆq = vˆ + kD q¯
˙ˆv = H−1(q)
[
τ − C(q, ˙ˆq) ˙ˆq −G(q) + Lq¯
]
,
(3)
where q¯ := q− qˆ denotes the observation error, kD is
a positive constant and KP is a positive definite ma-
trix. It was shown in [4] that, for bounded velocities
||q˙(t)|| < kq, if the observer gain kD satisfies
kD >
kckq
λHmin
then the equilibrium point x¯ := [q¯>, ˙¯q>]> = 0 of the
closed loop system is asymptotically stable, and an
estimated region of attraction is given by
Ro =
x¯ ∈ R2n : ||x¯|| <
√
λLmin
λLmax
(
λHminkD
kc
− kq
) .
Once the observer (3) is implemented, we can anal-
yse the stability properties of the state feedback con-
trollers, when the estimated speeds are fed instead of
the true speeds of the robot manipulator. First, let
us recall the seminal result by Takegaki and Arimoto
[13], who proposed the following controller
τ = G(q)−KD q˙ −KP q˜ (4)
where KD and KP are symmetric positive definite
matrices and q˜ := q− qd is the trajectory error where
qd is constant. This controller consists of a gravita-
tion compensation and a linear static state feedback
which underscores its simplicity. Now, if the speed
q˙ is assumed not available for measurement, we can
consider the following output feedback controller
(R1) τ = G(q)−KP q˜ −KD ˙ˆq. (5)
It is shown in [4] that if the observer gain kD satisfies
kD >
1
4
(λKDmax)
2
λKDminλ
H
min
(6)
then the equilibrium point x = 0, where x :=[
q˜>, ˙˜q>, q¯>, ˙¯q>
]>
, is asymptotically stable with a re-
gion of attraction given by
Rc =
x ∈ R4n : ||x|| < 1kc√2
√
λMmin
λMmax
(
λHminkD−
1
4
(λKDmax)
2
λKDmin
)}
,
where M(q) = bloc diag [KP , H(q), LP , H(q)].
3.2 Global Regulation via a First Or-
der Linear Compensator
The main drawback of the observer-based velocity-
free control scheme given by (3)-(5) is that the ob-
tained convergence is local. The authors in [6] pro-
posed a different approach that allows to come up
with a globally asymptotically stable controller for
the regulation problem without velocity (the same
controller was independently published also in [7]).
To avoid the use of the velocity q˙ in the seminal
controller (4), they have proposed the following con-
troller
(R2)

τ = G(q)−KDϑ−KP q˜,
ϑ = −L
∫ T
0
ϑdt+Bq,
(7)
where L and B are some symmetric positive definite
matrices. This technique is called dirty derivation
since, for diagonal matrices, we can write the transfer
ϑ = diag
{
bis
s+ li
}
q, (8)
thus ϑ is nothing but a filtered derivative of q. It can
be shown that the controller (7) achieves the global
asymptotic stability of the robot system at the equi-
librium (q˙, q˜, ϑ) ≡ 0. In this regard, consider the
following Lyapunov function candidate
V (q˙, q˜, ϑ) =
1
2
q˙>H(q)q˙+
1
2
q˜>KP q˜+
1
2
ϑ>KDB−1ϑ,
whose time derivative can be shown to be
V˙ (q˙, q˜, x) = −ϑ>(KDB−1L)ϑ ≤ 0. (9)
Therefore, all signals are bounded and stable. The
asymptotic stability follows from LaSalle’s invariance
principle.
3.3 Semi-Globally Asymptotically
Stable Output Feedback Regula-
tor without Gravity Compensa-
tion
A major drawback of the above type of controllers
(with gravity compensation) is the requirement of the
exact knowledge of the gravity forces, represented by
the term G(q). A good estimate of G(q) is hardly
available since the gravity force parameters depend
on the payload, which is usually unknown. A mis-
match in the estimation of this term leads to a shift
in the equilibrium point, and consequently to a po-
sition steady-state error [14]. High-gain feedback re-
duces, but does not eliminate, this error exciting on
the other hand high-frequency modes and increasing
the noise sensitivity.
A standard practical remedy to compensate for
gravity effects is the addition of an integral term to
obtain the following PID controller
τ = −KP q˜ −KI
∫ T
0
q˜(s) ds−KD q˙. (10)
It was shown in [14] that this PID type controller
is locally asymptotically stable when using a par-
ticular tuning of the gains. To avoid the explicit
use of the velocity signal in (10), the authors in [15]
proposed the following velocity-free scheme without
gravity compensation
(R3)

τ = −KP q˜ + ν −KDϑ
ν˙ = −KI(q˜ − ϑ), ν(0) = ν0 ∈ Rn
ϑ = diag
{
bis
s+ li
}
q,
(11)
where L := diag {li} ,KP ,KI and KD are positive
definite matrices and B := diag {bi} with
bi > 2
λHmax
λHmin
, KP > (4kg + 1)I
such that kg ≥
∣∣∣∣∣∣∣∣∂g(q)∂q
∣∣∣∣∣∣∣∣ , ∀q ∈ Rn.
The authors in [15] showed that, given any (possibly
arbitrary large) initial conditions, there exists con-
troller gains (sufficiently small integral gain KI and
sufficiently large gain B) that insure the asymptotic
stability of the closed-loop system. This establish
a semiglobal asymptotic stability of the closed-loop
system, in the sense that the domain of attraction
can be arbitrary enlarged with a suitable choice of
the gains.
4 Output Feedback Tracking of
Robot Manipulators
4.1 Observer-Based Design
As in the regulation case, once the observer (3) is
implemented, we can analyse the stability properties
of the state feedback controllers, when the estimated
speeds are fed instead of the true speeds of the robot
manipulator. For instance, the authors in [4] has con-
sidered the following output feedback tracking con-
trol law
(T1) τ = H(q)q¨d + C(q, ˙ˆq)q˙d +G(q)
−KP q˜ −KD( ˙ˆq − q˙d). (12)
Suppose ||q˙d(t)|| ≤ kq, for any t ≥ 0, then it is shown
in [4] that if the observer gain kD satisfies
kD >
kc
λHmin
[
kq +
1
4
(λKDmax + kckq)
2
λKDminkc
]
,
then the equilibrium point x = 0, where x :=[
q˜>, ˙˜q>, q¯>, ˙¯q>
]>
, is asymptotically stable with a re-
gion of attraction given by
Rc =
x ∈ R4n : ||x|| < 1√2
√
λMmin
λMmax
(
λBminkD
kc
−kq − 1
4
(λKDmax + kckq)
2
λKDminkc
)}
,
where M(q) = bloc diag [KP , H(q), LP , H(q)].
Again, two main drawbacks of this observer-based
velocity-free control scheme are: the need of an ob-
server and the local convergence result.
4.2 Approximate Derivation-Based
Controller
The algorithms of control without velocity measure-
ment discussed in precedent sections amongst other
(see for instance [16],[17]) require the use of observers
and the injection of high gains to increase the basin of
attraction. Nevertheless, the authors in [8] used the
technique of ”dirty” derivation to obviate the neces-
sity of observers. They proposed the following track-
ing control algorithm
(T2)

τ = H(q)q¨d + C(q, q˙d)q˙d +G(q)−KP q˜
−KDϑ˜
ϑ˜ = diag
{
bis
s+ li
}
q˜
(13)
where L := diag {li} , B := diag {bi} ,KD :=
diag {kdi} and KP are positive definite matrices such
that
bi >
λHmax
βλHmin
, 0 < β < 1.
It can be shown that for bounded initial conditions,
there exists always some sufficiently large gains of the
controller (13) such that we have lim
t→∞ q˜(t) = 0 with
a domain of attraction that can be made arbitrary
large via a suitable tuning of the gains. This result
is called a semiglobal stability and in this particular
example, it is shown that for a high gain matrix B
the basin of attraction can be arbitrary enlarged.
During the last two decades between the period of
1990 until 2013, the global output feedback tracking
of robot manipulators was a long standing open prob-
lem and a paradigm of dynamic output feedback con-
trol of nonlinear systems. Numerous attempts have
been made to solve this problem and no rigorous so-
lution was provided. Recently, Loria [10] was able to
show that the same controller, given by (13), can be
shown to be globally uniformly asymptotically stable
provided that the gains satisfy
kdm
2
bm
aM
> kckδ,
where (.)m and (.)M denote respectively, the smallest
and largest elements of (.)i and kδ is given by
max
{
sup
t≥0
|qd(t)|, sup
t≥0
|q˙d(t)|, sup
t≥0
|q¨d(t)|
}
≤ kδ.
This result by Loria [10] solved a problem open for
25 years even if the controller was not original. It
establishes that for Lagrangian systems, the fact of
introducing damping through a low-pass filter, does
not alter the global property of its state-feedback
counter-part.
From a practical viewpoint the controller (13) is
fairly easy to implement and the sole tuning rule is
both simple and practically meaningful. As a matter
of fact, (13) is reminiscent of the most elementary
control strategies and employs a widely-used ad hoc
alternative to a differentiator; dirty derivative. In
fact, from(13) we can write the filter
ϑ˜ = diag
{
bi
ai + s
}
q˜,
which is the commonly used low-pass filter to replace
the unavailable derivative ˙˜q.
4.3 Robust Control via Linear Esti-
mated State Feedback
The authors in [18] proposed a controller, which re-
quires only position measurements, that consists of
two parts: a linear observer that generates an esti-
mated error state (on the joint position) and a linear
feedback that makes use this estimated state. Con-
sider the linear output-feedback controller
(T3)
Controller
{
τ = −KD ˙ˆe−KP eˆ
Observer
{
˙ˆe = w + LD(e− eˆ)
w˙ = LP (e− eˆ)
(14)
where e := q − qd(t), such that qd(t) represents the
desired path to be tracked by the robot manipulator
and KP ,KD, LP and LD are some symmetric posi-
tive definite matrices that represents the gains of the
controller and observer. It was shown that the control
scheme (14) achieves a uniform ultimate boundedness
of the closed-loop system in presence of bounded load
disturbances. Moreover, by choosing the gains large
enough, the trajectory error can be made arbitrary
small (asymptotic stability is achieved in the limiting
case of infinite gains).
The simplicity and easiness, when implementing
the above control law, is a major advantage of this
linear control scheme. This is confirmed by the ex-
perimental implementation of this linear scheme that
is presented in Berghuis [18]. It is a simple linear out-
put feedback that does not require any model knowl-
edge. However, to counteract the ignored knowledge
of the system dynamics, the stability conditions will
require to apply a high gain control input torque to
the robot. This is undesirable from a practical view
point in terms of the energy cost. In addition, exper-
imental results showed that the tracking performance
obtained with this simple scheme is likely to be bad.
5 Simulation Tests on the
PHANToM 1.5A Model
In this section, we will be simulating, testing and
comparing the velocity-free control algorithms for
robot manipulators in both the regulation and track-
ing case. In this project, we use the dynamics of the
PHANToM 1.5A haptic device from SensAble Tech-
nologies [11]. This is a three-DOF manipulator whose
dynamic equations are in the form
 H11 0 00 H22 H23
0 H32 H33
 θ¨1θ¨2
θ¨3
+
 C11 C12 C13C21 0 C23
C31 C32 0

 θ˙1θ˙2
θ˙3
+
 0G2
G3
 =
 τ1τ2
τ3
 ,
where Hij , Cij and Gi’s are given in [11]. In or-
der to implement the control algorithms presented
in this paper we need to determine the parameters
λHmin, λ
H
max and kc which are inherent form the robot
dynamical properties. We will also be using the same
inertial parameters given in [11]. We have computed
these parameters and we found
λHmax = 0.0052, λ
H
min = 0.0003.
We have used the 1 induced matrix norm to calcu-
late the constant kc as follows. The definition of the
1 induced norm is
||C(q, q˙)||1 = max
j
∑
i
|Cij |
Let us define the following constants
α1 = 4Ibeyy − 4Ibezz + 4Icyy − 4Iczz + 4l21ma + l21mc
α2 = −4Iayy + 4Iazz4Idfyy + 4Idfzz + l22ma + 4l23mc
α3 = l1(l2ma + l3mc).
Therefore, from the expressions of Cij , given in (7),
we can write
|C11| ≤ 1
8
|θ˙2| (2|α1|+ 4|α3|) + 1
8
|θ˙3| (2|α2|+ 4|α3|)
|C12| ≤ 1
8
|θ˙1| (|α1|+ 4|α3|)
|C13| ≤ 1
8
|θ˙1| (|α2|+ 4|α3|)
|C21| ≤ 1
8
|θ˙1| (|α1|+ 4|α3|)
|C23| ≤ 1
2
|θ˙3||α3|
|C31| ≤ 1
8
|θ˙1| (|α2|+ 4|α3|)
|C23| ≤ 1
2
|θ˙2||α3|.
Consequently, since ||q˙||1 = |θ˙1|+|θ˙2|+|θ˙2| ≤
√
3||q˙||2
and ||C(q, q˙)||2 ≤
√
3||C(q, q˙)||1. we can verify that
||C(q, q˙)||2 ≤ 3
(
1
4
|α12|+ |α3|
)
||q˙||2,
where |α12| := max {|α1|, |α2|}. Therefore, we can
define
kc = 3
(
1
4
|α12|+ |α3|
)
' 0.0095.
5.1 Tests and Comparison of Output
Feedback Regulation Algorithms
In this section, we conduct a simulation comparison
between the regulation algorithms R1, R2 and R3
given by equations (5), (7) and (13), respectively.
The following table recap the main, theoretically de-
rived, features of these control algorithms.
We have performed our simulations, using
Simulink, by considering that our PHANToM robot
is required to move to the desired set point q>d =
Figure 1
[pi/4, pi/2,−2pi/3]. The initial conditions for q and q˙
are assumed to be equal to zero. For the observer-
based controller (R1), the observer states are initial-
ized at qˆ> = [pi/2,−pi/3, 0] and vˆ> = [−2, 0.5, 1]. For
controllers R2 and R3, the virtual signals ϑ and ν
are both initialized at zero. In order to conduct the
performance tests on the controllers, we propose the
following gains structure
KP := αP I3×3, KD := αDI3×3, L := αLI3×3.
The performance of a given algorithm is characterized
via the energy of the control input denoted Eτ , which
is evaluated via the integral
Eτ :=
∫ T
0
||τ ||2dt,
where T is the simulation time. Another performance
measure is the shape of the regulation error signal
(overshoot, convergence rate, settling...etc).
5.1.1 Observer-based regulator R1
We start by studying the effect of the observer gain
kD on the performance of controller R1. Let αP =
5, αD = 5 and αL = 3, the following table and figure
give the effect of varying kD on the energy of the
control and the response signal.
It can be observed that the gain kD has a direct
effect on the energy of the applied control. The larger
kD is the more control energy we apply. Even though
the value kD = 100 does not satisfy the stability con-
dition (6), our controller still be able to stabilize the
Technique
Gravity com-
pensation
Integral
action
Asymptotic
stability
R1
Observer
based
Yes No Semi-global
R2
Dirty deriva-
tion
Yes No Global
R3
Dirty deriva-
tion
No Yes Semi-global
Table 1
kD 10
2 9× 102 9× 103
Eτ × 103 8.4 83.1 855
Table 2
Figure 2
system which reflects the conservative nature of in-
equality (6). However, if kD is chosen very small, we
have verified in simulation (see figure (2)) that the
stability is not ensured in this case, which confirm
the local result of the controller R1.
Now let kD = 9 × 102, αD = 5 and αL = 3. Table
(3) and figure (3) give the effect of varying αP on the
energy of the control and the response signal.
It can be seen from table (3) that the gain KP
αP 5 10 10
2
Eτ × 103 83.1 83.1 84.7
Table 3
Figure 3
αD 5 10 20
Eτ × 103 83.1 169.7 345.3
Table 4
does not have a big effect on the energy of the control
input. However, as seen from figure (3), the controller
gain KP has an effect on the convergence speed. The
more we increase KP the more our robot converges to
the desirable configuration rapidly using almost the
same amount of energy control.
Now let kD = 9× 102, αP = 10 and αL = 3. Table
(4) and figure (4) give the effect of varying αD on the
energy of the control and the response signal.
By increasing the gain KD, the control energy is
increased and the response is made more slow. Con-
sequently, it is preferable to use a small gain KD.
Nevertheless, there is a minimum for the choice of
the gain αD that we should respect to preserve sta-
bility. In addition to this tests, we have conducted
Figure 4
b 5 50 100
Eτ × 103 .073 0.079 0.087
Table 5
some simulations when changing the second observer
gain L and we have obtained no results that need to
be reported. The gain L is used just to ensure the
convergence of the observer.
5.1.2 Controller R2
Let αP = αD = 10 and αL = 100. We have per-
formed multiple tests on the controller R2 with dif-
ferent choices of the gain B and the results are given
by table (5) and figure (5).
Figure 5
αP 1 3 20
Eτ × 103 0.006 0.02 0.47
Table 6
Figure 6
We can conclude from this data that the less the
value of b is, the faster the response is and the less
the control energy is. However, it is better to not
choose b under a certain limit to avoid appearance
of overshoots and oscillations at early times. The
effect of the gain L has been studied as well and the
results found are totally in contrast to the effect of B,
i.e. the larger the value of the gain L the faster the
response is and the less control energy is consumed.
This conclusion can be intuitively derived from the
time derivative of the Lyapunov function in (9).
Let αD = 10, b = 5 and αL = 100. We have per-
formed multiple tests on the controller R2 with dif-
ferent choices of the gain KP and the results are given
by table (6) and figure (6).
As was expected, the choice of the gain KP is crit-
ical in determining the speed of convergence (rapid
response for larger KP ). Nevertheless, we should
be careful to do not exceed a certain threshold to
avoid having oscillations and overshoots. This can
be sensed intuitively as follows: for a larger gain KP ,
we are ordering the controller to stabilize the robot in
a very reduced and limited time and then stop sud-
denly at the desired reference. This cause oscillations
and overshoots.
Remark 1. From the above simulations and tests
running on both controllers R1 and R2 we noted
that:
• For the same rise time, by comparing table (3)
and table (6) it is clear that the amount of control
applied by R1 is much greater than that applied
by R2.
• Controller R1 suffers from an overshoot of more
than 80% (response of θ˜1(t) in figure (3)).
• As shown in theory, controller R2 is globally
asymptotically stable for any given parameter
gains whereas R1 is shown to cause instability
if kD is badly tuned.
• The structure of R2 is easier from an imple-
mentation point of view than the observer-based
structure of R1.
As conclusion, controller R2 won the game challenge
controller R2.
5.1.3 PID-like controller R3
Now we aim studying and comparing the perfor-
mances of controller R2 and R3. From a theoretical
point of view, it is clear that the advantage of R3
over R2 is that the need to compensate for gravity
forces is waived. In practice this is highly desirable
since, for instance, the robot can carry loads which
are not necessary modelled. To illustrate this fea-
ture, we assume that our PHANToM robot carry at
instant t = 5s a load of mass mL = 1kg (we have
added this mass to the mass ma of link A). The fol-
lowing figure gives a plot of the third joint error θ˜3
for both controllers. It can be seen from figure (7)
that the controller R2, even though stable, was not
ale to compensate for the load disturbance applied
to the robot which results in a position steady-state
error. However, the PID-like regulator R3, thanks
to the integral term, was able to eliminate the effect
of the disturbance load on the robot which shows the
robustness of this controller.
Figure 7
5.2 Tests and Comparison of Output
Feedback Tracking Algorithms
In this section we compare the tracking algorithms
T1, T2 and T3 given by equations (12), (13) and
(13), respectively. In simulating these controllers, we
have considered a smooth reference trajectory given
by
qd(t) =
 pi/4 sin(t) + pi/2pi/6 sin(2t+ pi/4)
pi/6 cos(t)
 ,
where its first and second derivatives are given by
q˙d(t) =
 pi/4 cos(t)pi/3 cos(2t+ pi/4)
−pi/6 sin(t)
 ,
q¨d(t) =
 −pi/4 sin(t)−2pi/3 sin(2t+ pi/4)
−pi/6 cos(t)
 .
The constant kq (necessary to implement controller
T1 is defined by the inequality ||q˙d(t)|| ≤ kq. There-
fore, we may chose
kq =
√(pi
4
)2
+
(pi
3
)2
= 1.6486.
Also the constant kδ (necessary to implement con-
troller T2 is defined by
max
{
sup
t≥0
|qd(t)|, sup
t≥0
|q˙d(t)|, sup
t≥0
|q¨d(t)|
}
≤ kδ.
Figure 8
However, we have
||qd(t)||2 ≤
√
(
pi
4
+
pi
2
)2 + (
pi
6
)2 = 2.4137
||q˙d(t)||2 ≤
√
(
pi
4
)2 + (
pi
3
)2 = 1.6486
||q¨d(t)||3 ≤
√
(
pi
4
)2 + (2
pi
3
)2 = 2.4510.
Thus kδ = 2.4510. For the first observer-based track-
ing controller T1, the tracking of the trajectory is
given in figure (8) for different proportional gains KP .
For observer gain kD large enough, the controller was
able to successfully track the desired trajectory after
a certain time which can be set small by choosing KP
large enough.
Controller T2 was also implemented for different
choices of the gain KD and the tracking trajectory is
given in figure (9). It can be observed from this figure
that the gain KD affects directly the settling time of
the response. For a small gain KD = 1, the controlled
system oscillates around the reference trajectory for a
while before it converges. If we increase the gain KD
to the value 5, we can see (green response) that the
convergence is more accurate and quick. Like seen in
theory, the global nature of the asymptotic stability
of this controller is an advantage over the observer-
based controller T1. Moreover, controller T2 is more
simple form an implementation point of view.
To simulate the linear controller T3, we have con-
sidered high gains KP = KD = LP = LD = 100.
The performance of the controller is given in figure
Figure 9
Figure 10
(10). Apparently, the linear controller T3 was able to
ensure the tracking of the reference trajectory. How-
ever, by zooming in a region of the graph, figure (11)
shows that the controller ensures only the bounded-
ness of the states and not the asymptotic stability
(this result was proved in theory). This endless oscil-
lations of the states of the robot, when implementing
controller T3, is an undesirable phenomena in prac-
tice caused by neglecting the system dynamics. In
fact, the motors of the robot’s joints will always be
chattering which may cause their damage or at least
will increase the input control energy applied to the
robot.
5.2.1 Robustness Tests
Now, we study and compare the robustness of the
three proposed tracking algorithms with respect to
Figure 11
load disturbances. We assume that at instant t =
10s, our robot suddenly pick up a load which will
cause an increase in the value of the mass ma. The
result of simulation is depicted in figure (12). It can
be observed, from figure (12), that the linear con-
troller T3 was robust to this load disturbance while
the two other controllers T1 and T2 were not able
to compensate for the additional load applied to the
robot. As predicted in theory, this lack of robustness
is due to fact that these controllers compensate for
nonlinear terms which causes shift in the equilibrium
when this terms are not exactly modelled.
Figure 12
6 Conclusion
In this paper we have presented the core algorithms
of the regulation and tracking control problems with-
out velocity measurements that are available in the
literature. These algorithms were tested and com-
pared on the model of the PHANToM 1.5A robot
manipulator. Besides their local stability results, the
observer-based controllers are relatively cumbersome.
Moreover, we need to apply high gains to ensure our
system is inside the stable region, which causes the
control energy applied to the robot to be relatively
large. In contrast, the controllers which are based on
dirty derivation (or approximate derivation) are sim-
ple from an implementation point of view and proved
to be globally asymptotically stable for both the regu-
lation and tracking purposes. This feature give them
a full credit in the area of output feedback control
for nonlinear systems. Moreover, we have presented
some of the robust output feedback controllers for
both the regulation and tracking problems. A PID-
like controller, for the regulation problem, was suffi-
cient to provide robustness to load disturbances that
are more likely to be present in a real application. For
the tracking problem, we have presented a very sim-
ple output feedback linear controller that was shown
in simulation to be robust to load disturbances as
well. Simulation tests were run using the PHANToM
1.5 A robot model. The comparison between these
algorithms was based on two performance indexes:
the energy of the control input and the shape of the
system’s response.
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