Purpose: The purpose of this paper is to characterize the cyclical phases of the manufacturing industry in Spain and detect which industries have more influence on the Spanish business cycle. We assume that economic growth is a priority; we are going to determine which industries have a more/less appropriate cyclical behavior according this priority. We analyze if the industries with better cyclical behavior are the ones that achieve greater co-movement with the business cycle of the Spanish economy, as this means they have a positive influence on economic activity.
Introduction
Business cycles are one of the features that are most closely linked to economic activity.
Cyclical fluctuations in economic variables have considerable effects on prospects, forecasts and decision-making. One of the most widely recognized works in this field is by Burns and Mitchell (1946, pp. 3) who stated that "A cycle consists of expansions occurring at about the same time in many economic activities, followed by similarly general recessions, contractions, and revivals which merge into the expansion phase of the next cycle; this sequence of changes is recurrent but not periodic; in duration business cycles vary from more than one year to ten or twelve years; they are not divisible into shorter cycles of similar character with amplitudes approximating their own".
The interest that business cycles have generated has given rise to a great deal of literature.
Many of the works discuss whether co-movements influence the degree of integration or whether integration generates a higher degree of synchronization. This is not a closed debate and, indeed, has intensified since late 2007. This is particularly true in the Economic and Monetary Union (EMU). The process of monetary integration increased development of empirical studies on European business cycle synchronization. The results show a remarkable lack of consensus. Crespo-Cuaresma and Fernández-Amador (2013) and Jiménez-Rodríguez, Morales-Zumaquero and Égert (2013) summarize the most important findings. Whereas some authors emphasize that there is evidence of a European business cycle, others don't support such existence. There are researchers that point out that the synchronization seems to coincide with the beginning of the Exchange Rate Mechanism, while we can find papers that find that the correlation increased more in the previous period (1971) (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) . Also, other -962-Journal of Industrial Engineering and Management -http://dx.doi. org/10.3926/jiem.1092 researches conclude that the convergence period started in the nineties and the desynchronisation increased at the end of the decade. Even in recent papers, it is said that a global cycle is diluting the European cycle. As Aguiar-Conraria, Martins and Soares (2013) point out, the heterogeneity in the results may be related to use different concepts of the business cycle or/and different econometric models or/and different data. Instead, we found greater consensus in the analysis of the effects of the 2007 financial crisis. In this case the studies tend to conclude that in the actual crisis context, member countries show high asymmetries.
In this sense, Gächter, Rield and Ritzberger-Grünwald (2012) find an important degree of asymmetries in the Euro Area business cycle since the outbreak of the financial crisis in 2008.
In the same way, Enders, Jung and Müller (2013) develop a cycle model which shows a heterogeneous adjustment in the EMU since the crisis of 2007. Furthermore, Michaelides, Papageorgiou and Vouldis (2013) note that the economic fragility of Portugal, Italy, Ireland, Greece or Spain, poses questions about the nature of the crisis and its transmission mechanisms. Caporale, De Santis and Girardi (2014) conclude that the recent crisis and the increasing divergence between the core and the periphery raise questions about the future stability of EMU. In their opinion some convergence in the area must be achieved with a higher degree of policy coordination. It is evident that an analysis of the characteristics of the business cycle in each country helps understand the reasons for the asymmetric shocks in the EMU and their consequences. This analysis is the field in which our work is framed.
We deal with the business cycles of manufacturing industries in the Spanish economy in the 1980-2011 period. The main goal is to characterize the cyclical phases of the manufacturing industry in Spain and detect which industries have the most influence on the Spanish business cycle. Our analysis follows three steps. Firstly, we characterize the cyclical phases of the sixteen manufacturing industries in terms of duration, amplitude, deepness and steepness. We also determine the degree of inter-industrial cyclical synchronization and between industries in the cycle of the Spanish economy.
Secondly, we assume that economic growth is a priority. Thus, from the point of view of the economy as a whole, the cyclical characteristics of the manufacturing industries we obtained in the first step of our analysis are used to define an appropriate cyclical behavior on the basis of the following premises:
• Industry reaches higher/lower duration and amplitude
• Industry does not present significant asymmetries in deepness and steepness
• Industry reaches significant levels of inter-industrial synchronization.
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Thirdly, we take the information about synchronization and study its relationship with the behavior of cyclical phases in industry. A significant synchronization of a particular industry with the business cycle implies that its cyclical evolution transcends and influences the cyclical evolution of the Spanish economy. Therefore, it is desirable that the industries whose behavior in their cyclical phases is more closely in line with the above premises should be the ones that achieve greater co-movement with the business cycle of the Spanish economy, as this means they have a positive influence on economic activity.
The importance of cyclical synchronization between the manufacturing industry and the business cycle goes beyond what has been discussed. It should be highlighted that depending on the specific characteristics that define industries with a major/lesser influence on the cyclical fluctuation of the Spanish economy, the final outcome will be different. We therefore classify the manufacturing industries based on key variables such as their impact on economic activity, their technological level, the intensity of labor, productivity and the degree of competitiveness in foreign markets. This allows us to extend the analysis of the effects that may result from the fact that the cycle of the Spanish economy is more or less correlated with one industry or another.
The study is useful on various levels. Firstly, because everybody is aware of the importance of the manufacturing industry in the production structure of a country. Despite the fact that quantitative weight has been lost over the past few years, its influence over the rest of business activities cannot be questioned thanks to the linkages that it creates in its role as a demander/supplier of products or service requester. As highlighted by Cartaya, Sáez and Zavarce (2010) , the study of sectoral cycles makes it possible to identify common trends in the growth of business activities and to see the interdependence of fluctuations.
Secondly, because we characterize the cyclical phases of the Spanish manufacturing industry by providing information about turning points, the duration and amplitude of recessions and expansions, as well as about the degree of synchronization. Furthermore, as it is known which industries have a greater correlation with the cycle of the Spanish economy, it will be easy to deduce which sectoral disruptions generate the greatest impact on economic activity. All this information is useful for the policy makers in order to adopt economic policy measures.
Finally, because the analysis of the manufacturing industry cycle has not yet been done. In Spain and in the field as a whole, we highlight works such as that by Bergé and Jordà (2013) , Dolado, Sebastián and Vallés (1993) , Belaire-Franch and Contreras (2002) , Doménech and Gómez (2005) or Doménech, Estrada and Gozález-Calbet (2007) . In a study on the variations observed in Spanish business cycles after integration, we find Pérez, Escriche and García -964-Journal of Industrial Engineering and Management -http://dx.doi.org/10.3926/jiem.1092 (2007) or Gardeazábal and Iglesias (2000) . Business cycle synchronization between Spain and EMU is studied in Borondo, González and Rodríguez (1999) or Aguiar-Conraria et al. (2013) . Barrios and De Lucio (2003) evaluate evidence synchronization with Portugal and Konstantakopoulou and Tsionas (2014) with OECD countries. In disaggregated terms, the literature is less extensive. On a regional level, for example, the studies by Cuadrado, Mancha and Garrido (1998) , De la Fuente (2002) , Gadea, Gómez-Loscos and Montañés (2006) , Gadea, Gómez-Loscos and Montañés (2012) and Bandrés and Gadea (2013) can be cited. The cyclical fluctuations in Spain's industrial sectors are discussed in García-Carro, Cruz, López and Ameneiro (2007) . Whilst Jimeno and Campillo (1993) and Goerlich-Gisbert (1999) examine the effects of aggregate and specific shocks in sectors for different periods. Berman and Pfleeger (1997) look at which industries employment and demand show the greatest sensitivity to cyclical fluctuations. The service sector is dealt with in an analysis conducted by Cuadrado and Ortiz (2001) . However, a disaggregated analysis of manufacturing industry remains to be conducted, which is one of the contributions of this paper.
The paper is organized as follows. In the second section, the data and statistical sources are described. In the third, the methodology is presented. In the fourth, we report the results and finally, in the fifth discuss the conclusions.
Data and statistical sources
To analyze the cycle, the quarterly seasonally adjusted Industrial Production Index (IPI) provided by EUROSTAT -Industry, trade and services/Short-term business statistics/Industry production index/ quarterly data/ (2005=100) (NACE Rev.2)-was used for the 1980:1-2011:2 period. The decision to use the IPI was due to the fact that disaggregated quarterly GDP series on a sector-by-sector basis are not available. As Gadea et al. (2012) point out, although the IPI only covers a part of economic activity, its performance follows postulates very similar to those of the GDP, which makes it a good indicator of the business cycle.
To corroborate this statement, the series SIPI, SPIB were devised, where S is a binary variable that takes the value of 1 in expansion and zero in recession, based on which we proceeded to calculate the correlation coefficient between the two series with a result of 0.88 (t=4.13, P=0.00). Additionally, following the methodology described in section 3.1, the turning points for the IPI and the GDP were calculated. The turning points of the IPI detect the main cyclical phases of the Spanish economy, namely, the crisis of the early 1990s, the recovery that began in the mid-1990s, the long period of expansion, with high points of growth between 1998 and 2000, and the recession that began in mid-2008. If GDP is taken as a reference series, the IPI does not show any additional cycles, and the average lags of the peaks and troughs are not significant (-0.6 and -0.7, respectively) . The results show that the IPI is a good indicator of the business cycle in the Spanish economy.
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Determination of turning points
In this section, we present the methodology used to characterize the cyclical phases in growth cycles of the Spanish manufacturing industry. The first step in our analysis was to define turning points, peaks (P) and troughs (T). The fluctuations in the cycle cover periods of growth and periods of decline. The growth of the cycle is the time that passes between the initial trough (Ti) and the peak (P), and is called expansion. The decline of the cycle is the time that passes between the peak (P) and the last trough (Vf), and is called contraction.
Based on the work by Burns and Mitchell (1946) , extensive literature can be found that focuses on the study of the specific characteristics of business cycles, which fall back on at least two different methodologies. The first, of a non-parametric nature, uses algorithms for defining turning points; the most traditional one is that developed by Bry and Boschan (1971) , which Harding and Pagan (2002) adapted for quarterly data. The second, based on the regime switching model proposed by Hamilton (1989) , has been developed using econometric techniques.
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As quarterly data were used, we followed the Harding and Pagan (2002) methodology for obtaining the peaks and troughs. Firstly, a local maximum/minimum was defined as the highest/lowest point between the two preceding and following quarters to its position. That is, yt is a peak in time t if yt is the max (yt-2….yt+2) and it is a trough if yt is the min (yt-2….yt+2).
Secondly, only completed cycles may be used, as a result of which a peak must be followed by a trough and vice versa. Contraction is the time that passes from the end of one peak to the next trough, whilst expansion is the period of time from the end of a trough and the following peak. A complete cycle is the time that passes from the first peak to the last trough and lasts for at least five quarters. As Harding and Pagan (2002) stated, the minimum duration of 15 months established by Bry and Boschan (1971) is on a par with 4 or 5 quarters, depending on the month in which a turning point occurs and the relative figures of the months in a quarter. This is why the turning points have been calculated using 4 or 5 quarters without this being at odds with the turning points and, therefore, the results are presented based on 5-quarterly intervals.
This methodology is appropriate because it satisfies the three minimum requirements to be met by an algorithm that detects cyclical phase.
• Determine a potential set of turning points,
• ensure that peaks and troughs alternate,
• establish a set of rules that re-combine the turning points defined after steps one and two in order to satisfy pre-determined criteria concerning the duration and amplitudes of phases and complete cycles (Harding and Pagan, 2002) .
Measuring business cycle features
We will go on to characterize the cycle in terms of duration, amplitude, deepness and steepness. To do so, the analytical indicators defined below are required. Their choice was based on two main criteria. Firstly, they are easy to calculate and interpret, and, secondly, they are the most commonly used in this field.
The duration of a contraction (expansion) will be the number of quarters that elapse between the peak of a cycle to its last trough (trough of a cycle and its last peak). The amplitude of a contraction (expansion) is calculated as the percentage change, in absolute value, between the value in the trough (peak) and the previous peak (trough). The amplitude estimates gains in terms of production in expansion phases and the losses in the contraction phases. The average duration (D) and amplitude (A) of each phase can thus be obtained.
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Deepness and steepness of phases are two components that can make cycles asymmetrical.
Deepness occurs when troughs are deeper than the height of the peaks, or vice versa, which denotes asymmetry in the distribution of a series (without trends) and is associated with the amplitude of contractions in relation to expansions. Steepness means that recession phases have steeper slopes than growth phases, and vice versa, and denotes asymmetry in the distribution of the first differences. Sichel (1993) proposes contrasts for evaluating the presence of the two types of asymmetry. In the case of deepness, contrast uses the estimation of the asymmetry coefficient (Dc), which is calculated as:
Where ct is the cyclical component, (c) is standard deviation and T is the size of the sample.
If the contractions are deeper than the expansions, the average value of the deviations below the average will be above the average value of the deviations above it. The series will have a negative value in this asymmetry.
In steepness asymmetry contrast uses the estimation of the asymmetry coefficient ST( Δ c), which is calculated as:
Δc and (Δc) are the simple average and the standard deviation of Δct. If contractions show a greater steepness than expansions, the first difference of the series will have a negative value in the steepness asymmetry (see Appendix A.1 for further details about contrast for evaluating the presence of the two types of asymmetry).
Cycle synchronization
The presence or absence of asymmetries in the features of the phases affects the synchronization of cycles over time, understood as the amount of time two industries (i,j) are in the same phase. The analysis of cycle synchronization will be performed in two ways. Firstly, as expounded by Harding and Pagan (2002) we will use the concordance index (I), which for two industries (i,j) is defined as:
Where Sit/Sit is a binary variable that takes the value of 1 when the industry i/j is in expansion and zero when it is in recession, and T is the number of observations. The index varies -968-Journal of Industrial Engineering and Management -http://dx.doi.org/10.3926/jiem.1092 between one and zero. One denotes perfect concordance and zero the perfect absence of concordance.
The index is appropriate for several reasons. It is easy to interpret. Mathematically, it reflects the period of time in which both series are simultaneously in the same phase of expansion or contraction, which is what we wish to measure. It is able to determine whether industry cycles are pro-or counter-cyclical. However, it does not give any indication of whether the comovements are statistically significant. Therefore, to overcome this difficulty the correlation coefficient () between Sit and Sjt is estimated and the statistical significance is analyzed according to Harding and Pagan (2006) , (see Appendix A.2):
The second analytical method from which we will calculate Qij statistics is based on a consistency table, which is distributed as 2 with (s-1)x(s-1) degrees of freedom, and
Pearson's contingency coefficient (CPij).
Where S is the number of states, n the frequencies observed andm the estimated marginal frequencies. If Qij is significant, this implies synchronization between industries i/j. Pearson's contingency coefficient ranges from zero, absent synchronization, and 1 which is the maximum level of synchronization.
Multi-criteria analysis
In this second step of the study, we analyze which manufacturing industries have the most appropriate behavior in their cyclical phases. Appropriate behavior means that economic growth is promoted. In each industry, this behavior is associated with the following factors:
• The industry achieves greater/lesser duration and amplitude-understood as gains/losses in terms of production-in the expansion/contraction phase.
• The industry has no significant asymmetries in deepness and steepness.
• The industry reaches significant levels of cyclical synchronization with other industries, a sign that industry-specific shocks do not alter inter-industrial cycles asymmetrically.
All this factors are goals we want to optimize. Given that it is not possible to optimize all of the objectives at the same time and reach the optimum solution, we work with a methodology that considers all of the objectives and obtains efficient solutions. We propose using a multi-criteria -969-Journal of Industrial Engineering and Management -http://dx.doi.org/10.3926/jiem.1092
approach that is suitable in a context defined by the various objectives to be optimized and gives a set of efficient solutions.
Within the multi-criteria analysis, the technique that best suits our goals is compromise programming. It was initially developed by Yu (1973) and Zeleny (1973 Zeleny ( , 1974 . It formulation consists in reducing the distance between the ideal point and the chosen solution to a minimum. The linear programming model to be resolved is as follows:
Where Wg = weight or weighting assigned to objective g; fg The indicators that are modeled in (7) are:
• Average duration in expansions (contractions): Dex and Dcon.
• Average amplitude in expansions (contractions): Aex and Acon.
• Deepness and steepness asymmetries, which are estimated using the absolute value of the t-ratio: |t
• Average of the concordance index (I).
• Average of the contingency coefficient (CP).
In the appendix A.3 we develop the explanation and specify the model expressed in (7). The followed methodology (see the appendix) will enable us to obtain one ranking for manufacturing industries. The industries are ranked from those that obtain the best results in the indicators described to those that obtain the worst results. suggest that the current crisis is affecting the FOOD, BEV, PAP and CHEMIC industries to a lesser extent than others.
Results

Turning points and measuring business cycle features
As noted in section 3.2, we will begin to measure the characteristics of the business cycle.
First, Table 2 shows the average duration (D) and amplitude (A) of the phases of expansion and contraction. The average duration is 7.21 quarters for expansion and 6.06 for contraction, similar to that of the BC, which are 7.5 and 6.44, respectively. These results are in line with the empirical regularity in this field, which indicates that expansion periods are longer than contraction periods. Gadea et al. (2012) FOOD, COMP and MACHIN spend longer in expansion, and FOOD and ELECTR in contraction.
The figures for these industries are higher than average and than the overall BC. TEXT and CHEMIC have the lowest average values in duration for expansion, and WOOD, PLAS and PAP for contraction. The values are lower than those for BC.
The average amplitude is 8.39% for expansion and 7.50% for contraction. As is the case of duration, amplitude is greater in expansion phases than in contraction phases. This means that manufacturing industries have a greater capacity to achieve gains in output in times of expansion than losses in contraction phases. It can also be observed that amplitude in the -971-Journal of Industrial Engineering and Management -http://dx.doi.org/10.3926/jiem.1092 different phases has tended to decrease since the 1980s. This phenomenon has come to light in a number of studies and is known as "great moderation" (Summers, 2005) .
In expansion phases, the TEXT, WOOD and CHEMIC industries show the lowest amplitude.
Their values come close to the BC. Of the 16 industries, only the amplitude of the TEXT industry in expansion is lower than the BC, a clear sign of the difficulties that this industry shows in the period under study. Those with greatest amplitude are the TOB, COMP and VEHIC industries. Alongside them, the amplitudes of the METALPRO, ELECTR and MACHIN industries stand out because they are far higher than those of the BC. In general, manufacturing industries show a greater capacity for generating gains in expansion phases than BC, out of which high-tech industries (COMP, ELECTR, MACHIN) stand out.
In contraction phases, the amplitude of the PAP and PLAS industries is in line with the BC.
There is a second group of industries that attain remarkable amplitudes, namely, the TOB, TEXT, COMP and OTHER industries. Whilst in the TOB and COMP industries it has been seen that there are gains in output in expansion phases, it has also been established that there are considerable losses in contraction phases. There is a third group of industries with particularly low amplitudes, albeit with great internal diversity, namely, the FOOD, BEV and CHEMIC industries. In general, losses in output associated with contraction phases are more significant in the manufacturing industry than in the BC.
We will now go on to analyze the tests proposed by Sichel (1993) to determine whether amplitude is sufficiently significant to provide deepness and steepness asymmetry to the cycles of the Spanish manufacturing industry. By applying the HP and BK filters, the results obtained are robust to the filter as they do not show significant differences. The null hypothesis of equality trends of BK (12) and HP (1600) is rejected by the t-test (t = 0,423). Given this equality, we just detrend the series using the HP filter. Table 3 shows data for the t-ratio D(c) y
The sign of the deepness is that expected in view of the data in Table 2 . In general, the higher amplitude in expansion phases than in contraction phases translates as a positive sign in the deepness estimation. However, deepness asymmetry is only significant in the TEXT (negative value) and METALPRO industries. Asymmetry in steepness has negative values, (except in the TEXT industry), which indicates that steepness is greater in contraction phases than in expansion phases. This asymmetry is only significant to a level of 10% in the BEV industry.
The behavior of the TEXT industry should be highlighted as it is the only industry in which the contraction phases are significantly deeper but less steep, although not to a significant degree, than the expansion phases.
-972- Table 3 . t-ratio deepness and steepness asymmetry (Eurostat) From what has been stated thus far, by way of summary it can be said that Spanish manufacturing industries show differences in the characterization of their cyclical phases, although there is no evidence of significant asymmetries in deepness and steepness. Despite this difference, cyclical synchronization, understood as the proportion of time that the two industries (i,j) are in the same phase, may arise.
Cyclical synchronization
The various synchronization indicators used are shown in Tables B.1 (50% of the total) and to the BC. In Table B .1, the t-ratio between the MACHIN and some of these industries is negative, which means that correlation is countercyclical. According to this, we can say that the MACHIN industry shows significant discrepancies in time in its cyclical phases in comparison with most of the Spanish manufacturing industry.
Multi-criteria analysis
Based on the cyclical characteristics of the manufacturing industries, we set out to explore which ones had the most appropriate behavior to favor economic growth. In order to rank the industries, a multi-criteria analysis was made (expression (8), appendix A.3). The ranking of industries is shown in Table 4 . The industries are ranked from those that obtain the best results to those that obtain the worst. VEHIC  COMP  PLAS  METALPRO  CHEMIC  METAL  PAP  WOOD  NMET  BEV  ELECTR  TOB  FOOD  OTHER  MACHIN  TEXT   Table 4 . Ranking according to the multi-criteria model (Eurostat) This ranking was compared with the data about the synchronization of industries with the BC.
Inter-industrial ranking
A significant synchronization of a particular industry with the business cycle implies that its cyclical evolution transcends and influences the cyclical evolution of the Spanish economy (empirical evidence could be found in García-Carro et al. (2007) 
or De Miguel (2009)).
Therefore, it is desirable that the industries whose behavior in their cyclical phases is more closely in line with the above premises should be the ones that achieve greater co-movement -975-Journal of Industrial Engineering and Management -http://dx.doi.org/10.3926/jiem.1092
with the business cycle of the Spanish economy, as this means they have a positive influence on economic activity.
In Figure 3 , the values of the index of concordance between the BC and industries (Table B. The industries in the upper right-hand quadrant are those that attain positions above average both in the ranking as in co-movements with the BC. These industries show an appropriate cyclical behavior and thanks to their high degree of synchronization with the BC, their positive influence has an impact on economic activity. VEHIC, PLAS, METAL and METALPRO are at the top of the ranking, followed by COMP, CHEMIC, PAP and WOOD. At the opposite extreme, we find TOB, FOOD, MACHIN and TEXT. The relationship between these industries and the business cycle can be seen in greater detail by adding the specific characteristics of the industries to the analysis (Table B. 3, appendix B).
The position of VEHIC shows that it is a strategic activity in the Spanish economy. The significant gains in terms of production during expansion phases (11.53 in amplitude, according to the data in Table 2 ) and its ability to drive the economy forward make it a decisive foundation of the business cycle. Furthermore, the positive effect on growth in the last expansion phases of the Spanish economy was heightened because it took advantage of its strong points. Amongst these, it is worth highlighting the relatively greater exposure to the foreign sector than the rest of industries (25.4% competitiveness, logistics costs due to the location of suppliers near factories.
However, this is an industry in which it can be seen that contraction phases rapidly impact on employment. According to Berman and Pfleeger (1997) , employment and final demand in the VEHIC industry have a close correlation with cyclical fluctuations because they provide articles whose consumption can be relatively easily postponed in time. Indeed, the peaks of the turning points of employment in VEHIC have a minimum lag average with regard to those of its IPI cycle (0.5), with a negative rate of change in employment during contraction phases (amplitude in contraction) of -2.5%. However, this is lower than the average of the manufacturing industry (-3.8%). It should be highlighted that the employment amplitude in contraction in VEHIC, fell to -4% in the contraction phase entered into in the fourth quarter of 2007. It can be observed that in the current crisis, the fall in employment and demand has been particularly significant, and that government anti-cycle programs to provide funding for the purchase of vehicles (Renove, PIVE and similar) have failed to change this trend.
From what has been discussed, it can be seen that we are dealing with an industry with a huge direct impact on changes in the cyclical phase of the Spanish economy, and with important indirect impacts because demand and employment are sensitive to these changes. In advanced countries such as Spain, the future of the sector and the role it will play in the evolution of the business cycle depends on its ability to overcome the overcapacity of the sector, avoid possible relocations and support the segments that will increase the demand for cars in the next few years, as would be the case of hybrid, electric and ecological vehicles.
The influence of PLAS, METALPRO and METAL on the business cycle, as well as their high interindustrial correlation (Figure 2 and Table B .1/appendix B), is to a large extent due to their ties with the construction and automotive sectors. If it is taken into account that the expansion cycle of the construction sector has come to an end, the leading role played by these industries in the cycle of the Spanish economy will depend on whether they know how to redirect their weaknesses to turn them into opportunities. Three can be highlighted. Firstly, the ties of the automotive and construction sectors discussed above, which have resulted in their cyclical phases being extremely dependent on these activities. However, the trend towards overrecruitment in production activities by the manufacturers of end products has contributed to the survival and consolidation of a high offer of plastic and metal processing subcontractors, most of which are small businesses. This offer could potentially attract investments in the automotive, aeronautics and railway industries. Secondly, they are medium-low tech industries, relatively labor intensive and clearly in need of innovation, and the incorporation of new technologies. This type of specialization limits its capacity to generate added value.
However, they have a great deal of potential in the R&D that has not been developed yet, which would enable them to increase inter-industrial linkages. This would be the case, for example, of bioplastics and plastic materials used as heat and sound insulators. The same is true of the move towards precision engineering in the manufacture of metal products. Thirdly,
-977-Journal of Industrial Engineering and Management -http://dx.doi.org/10.3926/jiem.1092 in recession phases the average drop in unemployment is slightly over -3%, with a short delay in respect of the phases of the cycle of their IPI of between a quarter and a quarter and a half.
It has been observed that employment in these industries show a high correlation with cyclical fluctuations, with high job losses in contraction phases, although this is offset by the fact that they do not suffer great losses in terms of production in contraction phases ( Table 2) .
As discussed above, in order to prolong the future of the positive influence of PLAS, METALPRO and METAL on the business cycle, these opportunities must be seized by taking advantage of the potential of innovation and reducing the sensitivity of employment to cyclical phases. It is also important to boost certain strong points specific to each industry. Thus, the figures in Table B The chemical sector contributes approximately 11% of the manufacturing GVA and over 1% of Spanish GVA, which means that its good behavior in its cyclical phases and its innovative nature have a positive impact on the business cycle. The sensitivity of employment in the sector to the fall in economic activity is lower than average in the manufacturing industry (amplitude in recession phases is -2.4%). The COMP industry has a far lower impact than CHEMIC on manufacturing GVA and Spanish GVA (1.5% and 0.2%, respectively), but it is a strategic sector due to the importance and development of ICTs. Its direct influence on the business cycle is positive in expansion phases because it has higher gains than average in terms of production (11.30 amplitude, Table 2 ) but it is also very sensitive to contraction phases (12.27). One advantage of COMP is that jobs are not very sensitive to cyclical changes, namely, amplitude in contraction phases is -2.2%, which has a positive effect on the business cycle.
On the other hand, the PAP and WOOD industries do not have a particularly relevant cyclical behavior. They are placed in the middle of the ranking (Table 4) TOB, FOOD, MACHIN and TEXT can be found on the other extreme of Figure 3 . In the multicriteria model expressed in (8), an industry will be better ranked if there is a high correlation with the rest of the manufacturing industries. The co-movement in the phases is interpreted as a sign of fewer asymmetrical industry-specific shocks. This is essential if it is taken into account that according to Sala, Farré and Torres (2011) , industry-specific shocks in Spain are of major significance in explaining innovative output. We removed these variables (I, CP) from the multi-criteria model (expression (8), appendix A.3) and kept to the characteristics of duration, amplitude, deepness and steepness. As a result, the TOB, FOOD, MACHIN and TEXT industries were ranked much higher. We would therefore underscore the idiosyncratic nature of these four industries, which makes them particularly susceptible to asymmetrical industryspecific shocks.
TOB, FOOD and TEXT are industries with little influence on the cyclical evolution of the Spanish economy. The low productivity of the TEXT industry is compounded by the low competitiveness of the TAB, and all three share a low technological level. FOOD and TEXT are traditional industries in the Spanish economy, although they have different idiosyncrasies. The FOOD industry is the main industrial activity in the Spanish industry in terms of turnover and employment. It is not an industry characterized by its levels of innovation, but it has proven to be the industry that best resists the onset of contraction phases. According to Table 2 , the losses in output in contraction phases are the lowest (1.57), alongside CHEMIC. Job losses in recession phases are the lowest in the whole of the manufacturing industry (-1.8%). However, the few inter-industrial linkages and low gains in output in expansion phases largely reduce its ability to drive the economy forward and its influence on the business cycle.
TEXT is one of the Spanish economy's most traditional industries and amongst those that has suffered the most from the processes of globalization and relocation, spurred on by the intensity of labor and the ease with which products can be shipped. Since the 1990s, production has shifted to countries with lower production costs, particularly of labor. This process has meant that it is amongst the industries with the highest job losses, namely, -3.9%
of amplitude in contraction phases. Furthermore, the data in Table 2 show that its expansion phases are shorter than the average for Spanish industry and that its output gains/losses in -979-Journal of Industrial Engineering and Management -http://dx.doi.org/10.3926/jiem.1092 expansion/contraction phases are relatively low/high. Thus, the behavior of the cycle and its intrinsic characteristics has few positive effects on the business cycle.
Although the reality described above still dominates the TEXT industry, it should be pointed out that a process of change has been observed that is starting to give good results. To this regard, two great strengths of the industry can be highlighted. Firstly, some of the businesses that used to manufacture conventional textile products have transformed their production structures to make innovative products to cover new needs in domestic and foreign markets that are on the rise. This would be the case of businesses devoted to the manufacture of technical textiles for use in sectors such as agriculture (netting to protect harvests), automotion (upholstery, airbags, safety belts), sport (special fabrics, nets, artificial grass), packing and transport (slings, sacks, rope), personal protection (uniforms) and health (bandages, dressings). Secondly, fashion is booming and is therefore a major source of demand. Spain has made inroads through its internationally recognized creative output and brands that differentiate its products, which have made it possible to gain a share on foreign markets. If this strategy continues along these lines, the industry may be more resistant to contraction phases in the future, and its technological intensity and competitiveness in international markets could improve. If innovate products increase linkages with other industries and, therefore, the cyclical inter-industrial correlation, certain changes can be expected in the impact the industry has on the cycle of the Spanish economy.
MACHIN has different features to those of the other three industries. As Table 2 shows, it is one of the industries with the greatest duration and amplitude in its expansion phases and according to the data in Table B .3, appendix B, its characteristics place it in a suitably competitive and innovative environment. The problem lies in that its suitable cyclical behavior and its intrinsic properties do not transfer to the economy due to the low correlation with all other industries and the BC. Thus, the spillover effect is cut short by the industry itself.
Conclusions
Studies on business cycles and their results are of great interest to analysts and policy makers. than BC to achieve gains in output, stand out medium-and high teach industries (COMP, ELECTR, MACHIN and VEHIC). The amplitude of the phases follows the "great moderation"
pattern, within a dynamic in which gains in output in expansion exceed losses in contraction.
The deepness and steepness asymmetries are not present in the cyclical phase of most industries.
There is a relationship between instances of lower inter-industry synchronization and lower synchronization with the BC. In contrast, it is not as clear whether the industries with greater synchronization with the rest are also those that show greater synchronization with the BC.
This means that industries that are more inter-correlated deplete in their own linkages its ability to drag the rest of the economy or be dragged by other sectors. These two facts reduce because it is a medium-tech industry. However, there are also negative factors such as the fact that employment and demand are particularly sensitive to cyclical changes. To reduce this sensitivity and maintain its strategic position within the Spanish economy, the industry must adjust its production to expand demand segments and eliminate the excess capacity that characterizes it.
The cycle of the Spanish economy has been heavily influenced by three sectors, which in turn depended heavily on construction (PLAS, METALPRO, METAL). Its ability to continue having a positive effect on economic activity depends mainly on its ability to reduce the sensitivity of employment to cyclical phases and innovate. It also favors the demand generated by some industries when certain activities linked to their production lines are outsourced.
The analysis also brought to light that COMP and CHEMIC, high and medium-tech industries, determine the evolution and characteristics of the cyclical phases of the Spanish economy.
However, no significant influence has yet been detected by the others industries with the greatest technological capacity (ELECTRIC and MACHIN).
TEXT and FOOD show remarkable peculiarities. Both are traditional industries in Spain, although our analysis reveals that their influence on the business cycle is reduced. The TEXT industry stands out for its high amplitude in recessions, as it is the only one in which deepness asymmetry is clearly significant. This reflects the difficulties that this industry has experienced with losses in production due to strong foreign competition and relocations. In recent years, show a countercyclical behavior. On the other hand, industries must innovate processes and products in order to take advantage of the good cyclical behavior of many of them. It is in this way that they will be able to become an axis in the process of the Spanish economic growth.
Asymmetry steepness coefficient ST(c):
In steepness asymmetry, if contractions show greater steepness than expansions, the increases must be greater and more frequent than the decreases. Intuition therefore tells us that the first difference in the series must be taken (ct). The asymmetry coefficient that approximates steepness ST(c) follows the same logic as used for deepness, but in this case on the series in first differences (ct). Contrast uses the estimation of the asymmetry coefficient ST(c), which is calculated as:
Where c and (c) are the simple average and the standard deviation of ct.
The asymptotic standard error for contrasting steepness is calculated in the same way as for contrasting deepness. The significance of ST(c) will be evaluated using the values of the tratio.
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A.2. Estimation coefficient () between Sit and Sjt
The correlation coefficient () between Sit and Sjt is estimated using the generalized method of moments (GMM) proposed by Harding and Pagan (2006) . The moment condition is as follows:
Where s and s are, respectively, the average and typical deviation of the series Sit and Sjt.
This yields the estimator:
We use heteroskedasticity and the autocorrelation consistent (HAC) estimation procedure of Newey and West (1987) with Bartlett weights. The statistical significance can therefore be contrasted using the t-ratio.
A.3. Multi-criteria analysis
The multi-criteria technique makes it possible to consider decision-making problems with multiple objectives and obtain a set of efficient solutions. Within the multi-criteria technique, we work with compromise programming.
The process begins by calculating the payments matrix, which is a square matrix equal in size to the number of targets. The rows are constructed by optimizing each objective separately and calculating the values obtained in this solution for the other targets. Thus, the main diagonal of the matrix contains the solution in which all targets have their optimum value, which is usually an unattainable solution. Each element on the main diagonal is defined as an ideal point and the worst element of each column as an anti-ideal point, as from Pareto's standpoint this is not a desired or even optimum solution.
Compromise programming consists in reducing the distance between the ideal point and the chosen solution to a minimum. Of the standard set of metrics and measurements for calculating the distance LP, we took the one corresponding to p = 1 (Romero, 1993) . The linear programming model to be resolved is as follows:
Where Wg = weight or weighting assigned to objective g; fg Given that the indicators have different units of measure, we standardize them using the
, as a result of which (6) becomes:
In this paper, each component in the vector of decision variables X = [X1, X2, ….Xj] (j=16), is the fraction expressed on a per unit basis of the relative importance of each industry in the objective (g=8). Therefore, the model expressed in (7) yields the expression (8) 
Subject to X j ≥ 0 and ∑ j X j = 1 . Where j = industry; W1 = W2 =... = W7= W8= 1, as we do not wish to give priority to any of the variables; and Xj is the fraction expressed on a per unit basis.
The program specified in expression (8) requires the restrictions X>0 and ∑Xj = 1. The optimization yields a single Xj # 0, and equal to the unit, that which corresponds to the industry whose combination of the eight indicators minimizes the distance from the ideal point.
We optimize j-1 models, the industry j whose Xj=1 in the previous model is removed. Finally we rank industries according to the results. (2011) -991-
