In this paper we give algorithms for constructing the Brayton-Moser's mixed potential function for a class of nonlinear reciprocal RLC networks, and we state necessary conditions for their existence. We have attempted to nd the largest possible class of networks for which such a scalar function of state variables consisting of capacitor voltages and inductor currents can be constructed explicitly. Our results are applicable to a certain subclass of complete networks. From a mathematical point of view, we show that the corresponding network equations belong to the class of index 1 systems.
II. Brayton-Moser Equations for \Topologically Complete" Networks
In the remainder of this paper we consider nonlinear RLC networks consisting of two-terminal elements. In order to ensure the existence of state equations in terms of dynamical variables, we need to con ne our study to the class of complete networks.
De nition 1: A network is complete if the capacitor voltages and the inductor currents (v; i) form a complete set of variables. The set of variables (v; i) is complete if they can be chosen independently without violating Kirchho 's laws, and if they determine either the voltage or the current (or both) in every branch of the network ( 1] , p. 13).
When the equilibrium problem can be solved ( 1] , p. 4), i.e., each branch voltage v and branch current i can be (not necessarily uniquely) determined in terms of capacitor voltages v and inductor currents i from some implicit equations 8 : v = f (v; i); i = g (v; i) (1) the dynamics of an RLC network with two-terminal elements, including independent sources, is governed by a single scalar function P(v; i) called the mixed potential function C(v) dv dt = ?r v P(v; i) (2) L(i) di dt = r i P(v; i): C(v) denotes the (diagonal) s s-matrix of capacitances, and L(i) is the (diagonal) r r-matrix of inductances. r x denotes the p-dimensional gradient with respect to x = (x 1 ; : : :; x p ).
De nition 2: 1 A \topologically complete" network of two-terminal voltage-controlled and currentcontrolled elements has a graph that possesses a tree containing all of the capacitive branches and none of the inductive branches, each resistive tree branch corresponds to a current-controlled resistor, each resistive link corresponds to a voltage-controlled resistor, and nally, for which the location of the resistive branches are such that there exist no fundamental loop in which resistive branches appear both as tree branches and as links. 2 Therefore, a network is \topologically complete" if the graph of the network N can be separated into branches N i whose currents can be determined from i by KCL, and branches N v whose voltages can be determined from v by KVL, and For the subclass of \topologically complete" networks, Brayton and Moser derived an explicit expression for the mixed potential function
This de nition is identical to the de nition of complete networks by Willson 11] , with the additional term \fundamental". 
where the matrices C(v) and L(i) are the same as in equation (3), and i add = (i s+r+1 ; : : : ; i s+r+n ) t denotes the vector of \additional" branch currents. I is the (not necessarily unique) s-dimensional function of loop currents and V is the (not necessarily unique) r-dimensional function of loop voltages, both determined from Kirchho 's laws. We use the following algorithm to derive a mixed potential function for a network that is not \topologically complete". 
Note that C(v) and v remain unchanged. Compared to equation (6), we now have n additional equations for n additional inductors L s+r+1 ; : : :; L s+r+n .
(3) Eliminate the additional state variables from the mixed potential by setting the additional dynamical elements equal to zero:
We now need to eliminate the additional currents i add from equation (6) . Setting the additional inductors L s+r+1 = : : : = L s+r+n to zero, the voltage drops across these inductors vanish and equation (6) 
Equations (8) and (9) form a system of di erential-algebraic equations (DAEs). To eliminate i add from (8) we need to solve the system of n nonlinear coupled algebraic equations (9) uniquely for (the n components of) i add and insert the (local or global) solution i add (v; i) into equation (8) . The existence of solutions to equation (9) will be discussed in Section IV.
Consider the case when equation (9) can be solved uniquely for i add , i.e., i add = h(v; i):
(10) From equations (8) and (10) We can now infer from equation (12) that we would have obtained the same potential functionP (v; i) using Algorithm 2:
(1) Derive the \pseudo" mixed potential function P(v; i; i add ), by partial integration of equation (6). (2) Find i add = h(v; i) by solving equation (9) . (3) Obtain the mixed potential functionP(v; i) by inserting h into P.
IV. Existence of the Mixed Potential Function
In Section III we saw that a mixed potentialP (v; i) for a network that is not \topologically complete" exists only if the algebraic equation (9) can be solved (uniquely) for i add = h(v; i), and if h(v; i) is di erentiable with respect to i. The rst condition is equivalent to the existence of state equations.
The second condition imposes further restrictions. Therefore, the existence of state equations does not guarantee the existence of a mixed potential function P(v; i) in terms of state variables (v; i).
It is known from the theory of DAEs that equation (9) has at least a local solution for i add if the DAE system (8) and (9) is a so-called index 1 system. A DAE system A(x)_ x + F(x; y; t) = 0
G(x; y; t) = 0 (14) has index 1 ( 13] , p. 38) if it can be transformed into a system of explicit di erential equations in terms of x; y _ x + A ?1 (x)F(x; y; t) = 0 (15) _ y + H(x; y; t) = 0:
As a consequence of the implicit function theorem, this implies that the algebraic equation (14) can be solved for y.
Therefore, the DAE system (8), (9) (ii) the right-hand side of (8) In conclusion, \topologically complete" networks are a subclass of the index 1 networks. Furthermore, any larger class of networks for which we can write the mixed potential function must also belong to the index 1 class in order to ensure the existence of state equations, given the dynamical variables (v; i).
V. Example
Consider the circuit shown in Figure 1 , with inductor L 3 short-circuited. The current i 3 cannot be expressed in terms of independent dynamical variables and the circuit is not \topologically complete". We follow the steps of Algorithm 1:
(1) After the inductor L 3 has been inserted, the enlarged circuit is \topologically complete". We have derived algorithms for constructing Brayton-Moser's mixed potential function for a larger class of nonlinear reciprocal RLC networks. The completeness property is a necessary condition for the existence of state equations in terms of dynamical variables, and, as a consequence, the enlarged class of networks considered here, which includes the \topologically complete" networks, is a subclass of the complete networks. Mathematically, this enlarged class of networks is a subset of the index 1 systems. Because network stability properties are based on the existence of a certain form of the mixed potential functions, rather than on the \topological completeness" of a network, Brayton-Moser's stability results are valid for the enlarged class of networks discussed in this paper. The same holds for the description of thermal noise in nonlinear networks. 
