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CHARACTERISTIC FUNCTIONS AND JOINT INVARIANT SUBSPACES
GELU POPESCU
Abstract. Let T := [T1, . . . , Tn] be an n-tuple of operators on a Hilbert space such that
T is a completely non-coisometric row contraction. We establish the existence of a “one-to-
one” correspondence between the joint invariant subspaces under T1, . . . , Tn, and the regular
factorizations of the characteristic function ΘT associated with T . In particular, we prove
that there is a non-trivial joint invariant subspace under the operators T1, . . . , Tn, if and
only if there is a non-trivial regular factorization of ΘT . We also provide a functional model
for the joint invariant subspaces in terms of the regular factorizations of the characteristic
function, and prove the existence of joint invariant subspaces for certain classes of n-tuples
of operators.
We obtain criterions for joint similarity of n-tuples of operators to Cuntz row isometries.
In particular, we prove that a completely non-coisometric row contraction T is jointly similar
to a Cuntz row isometry if and only if the characteristic function of T is an invertible multi-
analytic operator.
1. Introduction
In the classical case of a single operator, the connection between the invariant subspaces
of an operator and the corresponding characteristic function was first considered, for certain
particular classes of operators, in the work of Livsˇitz, Potapov, Sˇmulyan, Brodsky, etc (see
the references from [22] and [23]). One of the fundamental results in the Nagy-Foias¸ theory of
contractions [25] states that the invariant subspaces of a completely non-unitary (c.n.u.) con-
traction T on a (separable) Hilbert space are in “one-to-one” correspondence with the regular
factorizations of the characteristic function associated with T . This general result, although
influenced in part by the work of the authors cited above, was obtained by Sz.-Nagy and
Foias¸ in [22], [23], following an entirely different approach based on the geometric structure
of the unitary dilation and the corresponding functional model for c.n.u. contractions.
The main goal of this paper is to obtain a multivariable version of the above-mentioned
result, for n-tuples of operators, and to provide a functional model for the joint invariant
subspaces in terms of the regular factorizations of the characteristic function. This comes as
a natural continuation of our program to develop a free analogue of Nagy-Foias¸ theory, for
row contractions.
An n-tuple T := [T1, . . . , Tn] of bounded linear operators acting on a common Hilbert space
H is called row contraction if
T1T
∗
1 + · · ·+ TnT ∗n ≤ I.
A distinguished role among row contractions is played by the n-tuple S := [S1, . . . , Sn] of
left creation operators on the full Fock space with n generators, F 2(Hn), which satisfies the
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noncommutative von Neumann inequality [10] (see also [12], [14])
‖p(T1, . . . , Tn)‖ ≤ ‖p(S1, . . . , Sn)‖
for any polynomial p(X1, . . . ,Xn) in n noncommuting indeterminates. For the classical von
Neumann inequality [26] (case n = 1) and a nice survey, we refer to Pisier’s book [5]. Based
on the left creation operators and their representations, a noncommutative dilation theory
and model theory for row contractions was developed in [3], [2], [6], [7], [8], [11], etc. In
this study, the role of the unilateral shift is played by the left creation operators and the
Hardy algebra H∞(D) is replaced by the noncommutative analytic Toeplitz algebra F∞n . We
recall that F∞n was introduced in [10] as the algebra of left multipliers of F
2(Hn) and can
be identified with the weakly closed (or w∗-closed) algebra generated by the left creation
operators S1, . . . , Sn and the identity.
In [8], we defined the standard characteristic function of a row contraction (a multi-analytic
operator acting on Fock spaces) which, as in the classical case (n = 1) [25], turned out to be a
complete unitary invariant for completely non-coisometric row contractions (c.n.c.). We also
constructed a model for c.n.c. row contractions, in which the characteristic function occurs
explicitely.
In 2000, Arveson [1] introduced and studied the curvature and Euler characteristic asso-
ciated with a row contraction with commuting entries. Noncommutative analogues of these
numerical invariants were defined and studied by the author [15] and, independently, by
D. Kribs [4]. We showed in [19] that the curvature invariant and Euler characteristic assso-
ciated with a Hilbert module generated by an arbitrary (resp. commuting) row contraction
T := [T1, . . . , Tn] can be expressed only in terms of the (resp. constrained) characteristic
function of T .
In this paper, we continue the study of the characteristic function ΘT associated with a row
contraction T := [T1, . . . , Tn] in connection with joint invariant subspaces under the operators
T1, . . . , Tn, and the joint similarity of T to a Cuntz row isometry W := [W1, . . . ,Wn], i.e.,
W1, . . . ,Wn are isometries with
W1W
∗
n + · · ·+WnW ∗n = I.
After some preliminaries on multivariable noncommutative dilation theory (see Section 2),
we present in Section 3 the main results of this paper.
We establish the existence of a “one-to-one” correspondence between the joint invariant
subspaces under T1, . . . , Tn, and the regular factorizations of the characteristic function ΘT
associated with a completely non-coisometric row contraction T := [T1, . . . , Tn] (see Theorem
3.2 and Theorem 3.6). In particular, we prove that there is a non-trivial joint invariant sub-
space under the operators T1, . . . , Tn, if and only if there is a non-trivial regular factorization
of ΘT (see Theorem 3.7). Using the model theory for c.n.c. row contractions, we provide
a functional model for the joint invariant subspaces in terms of the regular factorizations of
the characteristic function (see Theorem 3.3). An important question related to the main re-
sult, Theorem 3.2, is to what extent a joint invariant subspace determines the corresponding
regular factorization of the characteristic function. We address this problem in Theorem 3.8.
In Section 4, we prove the existence of a unique triangulation of type(
C·0 0
∗ C·1
)
for any row contraction T := [T1, . . . , Tn] (see Theorem 4.1), and prove the existence of
non-trivial joint invariant subspaces for certain classes of row contractions. We also show
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that there is a non-trivial joint invariant subspace under T1, . . . , Tn whenever the inner-outer
factorization of the characteristic function associated with T is non-trivial (see Theorem 4.6).
In Section 5, we obtain criterions for joint similarity of n-tuples of operators to Cuntz
row isometries. In particular, we prove that a completely non-coisometric row contraction T
is jointly similar to a Cuntz row isometry if and only if the characteristic function of T is
an invertible multi-analytic operator (see Theorem 5.2). Moreover, in this case, we provide
a model Cuntz row isometry for similarity. This is a multivariable version of a result of
Sz.-Nagy and Foias¸ [24], concerning the similarity to unitary operators.
Extending on some results obtained by Sz.-Nagy [21], Nagy-Foias¸ [25], and the author
[6], [17], we prove, in particular, that a one-to-one power bounded n-tuple [T1, . . . , Tn] of
operators on a Hilbert space H is jointly similar to a Cuntz row isometry if and only if there
exists a constant c > 0 such that∑
α∈F+n ,|α|=k
‖T ∗αh‖2 ≥ c‖h‖2, h ∈ H,
for any k = 1, 2, . . ..
Recently [19], [20] we developed a dilation theory for row contractions [T1, . . . , Tn] subject
to constraints such as p(T1, . . . , Tn) = 0, p ∈ P, where P is a set of noncommutative polyno-
mials. It would be interesting to see to what extent the results of this paper can be extended
to constrained row contractions and their constrained characteristic functions.
2. Preliminaries on characteristic functions for row contractions
Let Hn be an n-dimensional complex Hilbert space with orthonormal basis e1, e2, . . . , en,
where n ∈ {1, 2, . . . } or n =∞. We consider the full Fock space of Hn defined by
F 2(Hn) :=
⊕
k≥0
H⊗kn ,
where H⊗0n := C1 and H
⊗k
n is the (Hilbert) tensor product of k copies of Hn. Define the left
creation operators Si : F
2(Hn)→ F 2(Hn), i = 1, . . . , n, by
Siϕ := ei ⊗ ϕ, ϕ ∈ F 2(Hn).
The noncommutative analytic Toeplitz algebra F∞n and its norm closed version, the non-
commutative disc algebra An, were introduced by the author [10] in connection with a mul-
tivariable noncommutative von Neumann inequality. F∞n is the algebra of left multipliers
of F 2(Hn) and can be identified with the weakly closed (or w
∗-closed) algebra generated
by the left creation operators S1, . . . , Sn acting on F
2(Hn), and the identity. When n = 1,
F∞1 can be identified with H
∞(D), the algebra of bounded analytic functions on the open
unit disc. The algebra F∞n can be viewed as a multivariable noncommutative analogue of
H∞(D). There are many analogies with the invariant subspaces of the unilateral shift on
H2(D), inner-outer factorizations, analytic operators, Toeplitz operators, H∞(D)–functional
calculus, bounded (resp. spectral) interpolation, etc.
Let F+n be the unital free semigroup on n generators g1, . . . , gn, and the identity g0. The
length of α ∈ F+n is defined by |α| := k, if α = gi1gi2 · · · gik , and |α| := 0, if α = g0. We also
define eα := ei1 ⊗ ei2 ⊗ · · · ⊗ eik and eg0 = 1. It is clear that {eα : α ∈ F+n } is an orthonormal
basis of F 2(Hn). If T1, . . . , Tn ∈ B(H), the algebra of all bounded linear operators on a
Hilbert space H, we define Tα := Ti1Ti2 · · ·Tik and Tg0 := IH.
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We need to recall from [8], [9], [10], [12], and [13] a few facts concerning multi-analytic
operators on Fock spaces. We say that a bounded linear operator A acting from F 2(Hn)⊗K
to F 2(Hn)⊗K′ is multi-analytic if
(2.1) A(Si ⊗ IK) = (Si ⊗ IK′)A for any i = 1, . . . , n.
Notice that A is uniquely determined by the operator θ : K → F 2(Hn)⊗K′, which is defined
by θk := A(1⊗ k), k ∈ K, and is called the symbol of A. We denote A = Aθ. Moreover, Aθ
is uniquely determined by the “coefficients” θ(α) ∈ B(K,K′), which are given by〈
θ(α˜)k, k
′
〉
:=
〈
θk, eα ⊗ k′
〉
=
〈
Aθ(1⊗ k), eα ⊗ k′
〉
, k ∈ K, k′ ∈ K′, α ∈ F+n ,
where α˜ is the reverse of α, i.e., α˜ = gik · · · gi1 if α = gi1 · · · gik . We can associate with Aθ a
unique formal Fourier expansion
Aθ ∼
∑
α∈F+n
Rα ⊗ θ(α),
where Ri := U
∗SiU , i = 1, . . . , n, are the right creation operators on F
2(Hn) and U is the
unitary operator on F 2(Hn) mapping ei1 ⊗ ei2 ⊗ · · · ⊗ eik into eik ⊗ · · · ⊗ ei2 ⊗ ei1 . Based on
the noncommutative von Neumann inequality [12], we proved that
Aθ = SOT− lim
r→1
∞∑
k=0
∑
|α|=k
r|α|Rα ⊗ θ(α),
where, for each r ∈ (0, 1) the series converges in the uniform norm. The set of all multi-
analytic operators in B(F 2(Hn)⊗K, F 2(Hn)⊗K′) coincides with R∞n ⊗¯B(K,K′), the WOT
closed algebra generated by the spatial tensor product, where R∞n := U
∗F∞n U (see [13] and
[16]). The multi-analytic operator Aθ is called
(i) inner if Aθ is an isometry,
(ii) outer if Aθ(F 2(Hn)⊗ E) = F 2(Hn)⊗ E∗ ,
(iii) purely contractive if ‖PE∗θh‖ < ‖h‖ for every h ∈ E , h 6= 0 ,
(iv) unitary constant if Aθ = I ⊗W for some unitary operator W ∈ B(K,K′).
If Aθ′ : F
2(Hn) ⊗ E ′ → F 2(Hn) ⊗ E ′∗ is another multi-analytic operator, we say that Aθ
coincides with Aθ′ if there exist two unitary operators
W : E → E ′ , W∗ : E∗ → E ′∗
such that
(I ⊗W∗)Aθ = Aθ′(I ⊗W ).
For simplicity, throughout this paper, T := [T1, . . . , Tn], n = 1, . . . ,∞, denotes either the
n-tuple (T1, . . . , Tn) of bounded linear operators on a Hilbert space H or the row operator
matrix [T1 · · · Tn] acting from H(n) to H, where H(n) := ⊕ni=1H is the direct sum of n copies
of H. Assume that T := [T1, . . . , Tn] is a row contraction, i.e.,
T1T
∗
1 + · · ·+ TnT ∗n ≤ I.
The defect operators of T are
∆T ∗ :=
(
IH −
n∑
i=1
TiT
∗
i
)1/2
∈ B(H) and ∆T := (IH(n) − T ∗T )1/2 ∈ B(H(n)),
and the defect spaces of T are defined by
D∗ := ∆T ∗H and D := ∆TH(n).
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The characteristic function of the row contraction T := [T1, . . . , Tn] is the multi-analytic
operator ΘT : F
2(Hn)⊗D → F 2(Hn)⊗D∗ with symbol θT is given by
θT (h) := −
n∑
i=1
TiPih+
n∑
i=1
(Si ⊗ ID∗)
∑
α∈F+n
eα ⊗∆T ∗T ∗αPi∆Th
 , h ∈ D,
where Pi denotes the orthogonal projection of H(n) onto the i-component of H(n), and S :=
[S1, . . . , Sn] is the model multi-shift of left creation operators acting on the full Fock space
F 2(Hn).
Using the characterization of multi-analytic operators on Fock spaces (see [13], [16]), one
can easily see that the characteristic function of T is a multi-analytic operator with the formal
Fourier representation
−I ⊗ T + (I ⊗∆T ∗)
(
I −
n∑
i=1
Ri ⊗ T ∗i
)−1
[R1 ⊗ IH, . . . , Rn ⊗ IH] (I ⊗∆T ) ,
where R1, . . . , Rn are the right creation operators on the full Fock space F
2(Hn).
The definition of the characteristic function of T arises in a natural way in the context
of the theory of noncommutative isometric dilations for row contractions (see [7] and [8]).
Let V := [V1, . . . , Vn], Vi ∈ B(K), be the minimal isometric dilation of T on a Hilbert space
K ⊃ H. Therefore,
(i) V1, . . . , Vn are isometries with orthogonal ranges;
(ii) T ∗i = V
∗
i |H, i = 1, . . . , n;
(iii) K = ∨α∈F+n VαH.
Consider the following subspaces of K:
L :=
n∨
i=1
(Vi − Ti)H, L∗ :=
(
IK −
n∑
i=1
ViT
∗
i
)
H.
According to [7], we have the following orthogonal decompositions of the minimal isometric
dilation space of T :
(2.2) K = R⊕MV (L∗) = H⊕MV (L),
where R reduces each operator Vi, i = 1, . . . , n,
MV (L∗) =
⊕
α∈F+n
VαL∗, and MV (L) =
⊕
α∈F+n
VαL.
Denote by ΦL the unitary operator from MV (L) to F 2(Hn)⊗ L defined by
ΦL
∑
α∈F+n
Vαℓα
 := ∑
α∈F+n
eα ⊗ ℓα, ℓα ∈ L,
∑
α∈F+n
‖ℓα‖2 <∞.
One can view ΦL as the Fourier representation of MV (L) on Fock spaces. Then, for any
i = 1, . . . , n, we have
ΦLVi = (Si ⊗ IL)ΦL,
where S := [S1, . . . , Sn] is the model multi-shift of left creation operators acting on the full
Fock space F 2(Hn). Similarly, one can define the unitary operator (Fourier representation)
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ΦL∗ :MV (L∗)→ F 2(Hn)⊗L∗. We proved in [8] that the characteristic function ΘT coincides
with the multi-analytic operator ΘL : F
2(Hn)⊗ L → F 2(Hn)⊗ L∗ defined by
ΘL := Φ
L∗(PMV (L∗)|MV (L))(ΦL)∗,
where PMV (L∗) denotes the orthogonal projection of K onto MV (L∗).
Let T := [T1, . . . , Tn], n = 1, . . . ,∞, be a row contraction with Ti ∈ B(H) and consider
the subspace Hc ⊂ H defined by
Hc :=
h ∈ H : ∑
|α|=k
‖T ∗αh‖2 = ‖h‖2 for any k = 1, 2, . . .

We call T a completely non-coisometric (c.n.c.) row contraction if Hc = {0}. We proved in
[7] that Hc is a joint invariant subspaces under the operators T ∗1 , . . . , T ∗n , and it is also the
largest subspace in H on which T ∗ acts isometrically. Consequently, we have the following
triangulation with respect to the decomposition H = Hc ⊕Hcnc:
Ti =
(
Ai 0
∗ Bi
)
, i = 1, . . . , n,
where [A1, . . . , An] is a coisometry, i.e., A1A
∗
1+ · · ·+AnA∗n = IHc , and [B1, . . . , Bn] is a c.n.c.
row contraction.
In [8], we constructed the following model for c.n.c. row contractions, in which the char-
acteristic function occurs explicitly.
Theorem 2.1. Every completely non-coisometric row contraction T := [T1, . . . , Tn], n =
1, 2, . . . ,∞, on a Hilbert space H is unitarily equivalent to a row contraction T := [T1, . . . ,Tn]
on the Hilbert space
H := [(F 2(Hn)⊗D∗)⊕∆ΘT (F 2(Hn)⊗D)]⊖ {ΘT f ⊕∆ΘT f : f ∈ F 2(Hn)⊗D},
where ∆ΘT := (I −Θ∗TΘT )1/2 and the operator Ti, i = 1, . . . , n, is defined by
T∗i [f ⊕∆ΘT (Sj ⊗ ID∗)g] :=
{
(S∗i ⊗ ID∗)f ⊕∆ΘT g if i = j,
(S∗i ⊗ ID∗)f ⊕ 0 if i 6= j,
i, j = 1, . . . , n, and S1, . . . , Sn are the left creation operators on the full Fock space F
2(Hn).
Moreover, T is a pure row contraction if and only if ΘT is an inner multi-analytic
operator. In this case the model reduces to
H = (F 2(Hn)⊗D∗)⊖ΘT (F 2(Hn)⊗D), T∗i f = (S∗i ⊗ ID∗)f, f ∈ H.
Any contractive multi-analytic operator Θ : F 2(Hn)⊗E → F 2(Hn)⊗E∗ (E , E∗ are Hilbert
spaces) generates a c.n.c. row contraction T := [T1, . . . ,Tn]. More precisely, we proved in
[8] the following result.
Theorem 2.2. Let Θ : F 2(Hn)⊗E → F 2(Hn)⊗E∗ be a contractive multi-analytic operator
and set ∆Θ := (I − Θ∗Θ)1/2 . Then the row contraction T := [T1, . . . ,Tn] defined on the
Hilbert space
H := [(F 2(Hn)⊗ E∗)⊕∆Θ(F 2(Hn)⊗ E)]⊖ {Θg ⊕∆Θg : g ∈ F 2(Hn)⊗ E}
by
T∗i (f ⊕∆Θg) := (S∗i ⊗ IE∗)f ⊕ C∗i (∆Θg), i = 1, . . . , n,
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where each operator Ci is defined by
Ci(∆Θg) := ∆Θ(Si ⊗ IE )g, g ∈ F 2(Hn)⊗ E ,
and S1, . . . , Sn are the left creation operators on F
2(Hn), is completely non-coisometric.
If Θ is purely contractive and
∆Θ(F 2(Hn)⊗ E) = ∆Θ((F 2(Hn)⊗ E)⊖ E),
then Θ coincides with the characteristic function of the row contraction T := [T1, . . . ,Tn].
In this case, considering H as a subspace of
K := (F 2(Hn)⊗ E∗)⊕∆Θ(F 2(Hn)⊗ E),
we have that the sequence of operators V := [V1, . . . ,Vn] defined on K by
Vi := (Si ⊗ IE∗)⊕ Ci, i = 1, . . . , n,
is the minimal isometric dilation of T := [T1, . . . ,Tn] .
3. Factorizations of characteristic functions and joint invariant subspaces
In this section, we establish the existence of a “one-to-one” correspondence between the
joint invariant subspaces under T1, . . . , Tn, and the regular factorizations of the characteristic
function ΘT associated with a completely non-coisometric row contraction T := [T1, . . . , Tn].
In particular, we prove that there is a non-trivial joint invariant subspace under the operators
T1, . . . , Tn, if and only if there is a non-trivial regular factorization of ΘT . Using the model
theory for c.n.c. row contractions, we provide a functional model for the joint invariant
subspaces in terms of the regular factorizations of the characteristic function.
Let Θ : F 2(Hn)⊗ E → F 2(Hn)⊗ E∗ be a contractive multi-analytic operator and assume
that it has the factorization
Θ = Θ2Θ1,
where Θ1 : F
2(Hn)⊗E → F 2(Hn)⊗F and Θ2 : F 2(Hn)⊗F → F 2(Hn)⊗E∗ are contractive
multi-analytic operators. Define the operator
XΘ : ∆Θ(F 2(Hn)⊗ E)→ ∆2(F 2(Hn)⊗F)⊕∆1(F 2(Hn)⊗ E)
by setting
(3.1) XΘ(∆Θf) := ∆2Θ1f ⊕∆1f, f ∈ F 2(Hn)⊗ E ,
where ∆Θ := (I−Θ∗Θ)1/2 and ∆j := (I−Θ∗jΘj)1/2, j = 1, 2. Notice that XΘ is an isometry.
Indeed, since
I −Θ∗Θ = I −Θ∗1Θ∗2Θ2Θ1
= Θ∗1(I −Θ∗2Θ2)Θ1 + (I −Θ∗1Θ1),
we have
‖∆2Θ1f ⊕∆1f‖2 = ‖∆2Θ1f‖2 + ‖∆1f‖2
= 〈Θ∗1(I −Θ∗2Θ2)Θ1f + I −Θ∗1Θ1f, f〉
(I −Θ∗Θ)f, f〉 = ‖∆Θf‖2.
As in the classical case (see [25]), we say that the factorization Θ = Θ2Θ1 is regular if XΘ is
a unitary operator, i.e.,{
∆2Θ1f ⊕∆1f : f ∈ F 2(Hn)⊗ E
}−
= ∆2(F 2(Hn)⊗F)⊕∆1(F 2(Hn)⊗ E).
8 GELU POPESCU
Now let us prove the following technical result which will be very useful in what follows.
Lemma 3.1. Let Θ : F 2(Hn) ⊗ E → F 2(Hn) ⊗ E∗ be a contractive multi-analytic operator
and let C := [C1, . . . , Cn] be the row isometry defined on ∆Θ(F 2(Hn)⊗ E) by setting
Ci∆Θf := ∆Θ(Si ⊗ IE)f, f ∈ F 2(Hn)⊗ E ,
for each i = 1, . . . , n, where ∆Θ := (I − Θ∗Θ)1/2. Then C is a Cuntz row isometry, i.e.,
C1C
∗
1 + · · ·+ CnC∗n = I, if and only if
(3.2) ∆Θ(F 2(Hn)⊗ E) = ∆Θ((F 2(Hn)⊗ E)⊖ E).
Assume that Θ has the factorization
Θ = Θ2Θ1,
where Θ1 : F
2(Hn)⊗ E → F 2(Hn)⊗F and Θ2 : F 2(Hn)⊗F → F 2(Hn)⊗E∗ are contractive
multi-analytic operators and let E := [E1, . . . , En] and F := [F1, . . . , Fn] be the corresponding
row isometries defined on ∆1(F 2(Hn)⊗ E) and ∆2(F 2(Hn)⊗F), respectively. Then
(3.3) XΘCi =
(
Fi 0
0 Ei
)
XΘ, i = 1, . . . , n,
where the operator XΘ is defined by relation (3.1). Moreover, if the factorization Θ = Θ2Θ1
is regular, then C is a Cuntz row isometry if and only if E and F are Cuntz row isometries.
Proof. First, notice that since Θ is a multi-analytic operator, i.e.,
Θ(Si ⊗ IE ) = (Si ⊗ IE∗)Θ, i = 1, . . . , n,
we have
〈Ci∆Θf,Cj∆Θg〉 =
〈
(S∗j ⊗ IE )(I −Θ∗Θ)(Si ⊗ IE)f, g
〉
= 〈δij(I −Θ∗Θ)f, g〉 = δij 〈∆Θf,∆Θg〉
for any f, g ∈ F 2(Hn)⊗ E and i, j = 1, . . . , n. This shows that the operators C1, . . . , Cn are
isometries with orthogonal spaces. Due to the definition of Ci, it is clear that C1C
∗
1 + · · · +
CnC
∗
n = I if and only if the range of the operator [C1, . . . , Cn] coincides with ∆Θ(F
2(Hn)⊗ E),
which is equivalent to (3.2).
On the other hand, for each i = 1, . . . , n, and f ∈ F 2(Hn)⊗ E, we have
XΘCi(∆Θf) = XΘ∆Θ(Si ⊗ IE)f
= ∆2Θ1(Si ⊗ IE)f ⊕∆1(Si ⊗ IcE)f
= ∆2(Si ⊗ IF )Θ1f ⊕∆1(Si ⊗ IE)f
= Fi∆2Θ1f ⊕ Ei∆1f
=
(
Fi 0
0 Ei
)
(∆2Θ1f ⊕∆1f)
=
(
Fi 0
0 Ei
)
XΘ∆Θf,
which proves relation (3.3). If the factorization Θ = Θ2Θ1 is regular, then XΘ is a unitary
operator. Consequently, we have
XΘ
(
n∑
i=1
CiC
∗
i
)
X∗Θ =

n∑
i=1
FiF
∗
i 0
0
n∑
i=1
EiE
∗
i
 ,
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which implies that C := [C1, . . . , Cn] is a Cuntz row isometry if and only if E := [E1, . . . , En]
and F := [F1, . . . , Fn] are Cuntz row isometries. This completes the proof. 
The main result of this section is the following.
Theorem 3.2. Let T := [T1, . . . , Tn], Ti ∈ B(H), be a completely non-coisometric row
contraction and let Θ : F 2(Hn) ⊗ E → F 2(Hn) ⊗ E∗ be a contractive multi-analytic operator
which coincides with the characteristic function of T . If H1 ⊂ H is a joint invariant subspace
under the operators T1, . . . , Tn, then there exists a regular factorization Θ = Θ2Θ1, where
Θ1 : F
2(Hn)⊗E → F 2(Hn)⊗F and Θ2 : F 2(Hn)⊗F → F 2(Hn)⊗E∗ are contractive multi-
analytic operators such that T := [T1, . . . , Tn] is unitarily equivalent to a row contraction
T := [T1, . . . ,Tn] defined on the Hilbert space
H := [(F 2(Hn)⊗ E∗)⊕∆2(F 2(Hn)⊗F)⊕∆1(F 2(Hn)⊗ E)]
⊖ {Θ2Θ1f ⊕∆2Θ1f ⊕∆1f : f ∈ F 2(Hn)⊗ E},
by setting
T
∗
i (f ⊕ ϕ⊕ ψ) := (S∗i ⊗ IE∗)f ⊕ F ∗i ϕ⊕ E∗i ψ, f ⊕ ϕ⊕ ψ ∈ H,
for any i = 1, . . . , n, where the operators Fi and Ei are defined in Lemma 3.1 and S1, . . . , Sn
are the left creation operators on F 2(Hn). Moreover, the subspaces corresponding to H1 and
H2 := H⊖H1 are
H1 := {Θ2f ⊕∆2f ⊕ g : f ∈ F 2(Hn)⊗F , g ∈ ∆1(F 2(Hn)⊗ E)}
⊖ {Θ2Θ1f ⊕∆2Θ1f ⊕∆1f : f ∈ F 2(Hn)⊗ E}
and
H2 := [(F
2(Hn)⊗ E∗)⊕∆2(F 2(Hn)⊗F)⊕ {0}]
⊖ {Θ2f ⊕∆2f ⊕ {0}) : f ∈ F 2(Hn)⊗F} ,
respectively. Conversely, every regular factorization Θ = Θ2Θ1 generates via the above for-
mulas the subspaces H1 and H2 with the following properties:
(i) H1 is invariant under each operator Ti, i = 1, . . . , n;
(ii) H2 = H⊖H1.
Under the above identification, H1 corresponds to a subspace H1 ⊂ H which is invariant
under each operator Ti, i = 1, . . . , n.
Proof. Part I. Let T := [T1, . . . , Tn], Ti ∈ B(H), be a row contraction and let V :=
[V1, . . . , Vn], Vi ∈ B(K), be its the minimal isometric dilation on a Hilbert space K =∨
α∈F+n
VαH. Since V1, . . . , Vn are isometries with orthogonal ranges, the noncommutative
Wold decomposition [7] provides the orthogonal decomposition
(3.4) K = R⊕MV (L∗),
where
R :=
∞⋂
k=0
⊕
|α|=k
VαK
 and L∗ :=
(
IK −
n∑
i=1
ViT
∗
i
)
H.
Moreover, R is the maximal subspace of K which is reducing for the operators V1, . . . , Vn and
the row contraction [V1|R, . . . , Vn|R] is a Cuntz row isometry.
Let H1 ⊂ H be an invariant subspace under the operators T1, . . . , Tn. Since V ∗i |H = T ∗i ,
i = 1, . . . , n, we deduce that the subspace H2 := H ⊖ H1 is invariant under the operators
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V ∗1 , . . . , V
∗
n . Therefore, the subspace G := K ⊖ H2 is invariant under V1, . . . , Vn. Apply-
ing again the noncommutative Wold decomposition to the row isometry [V1|G , . . . , Vn|G ], we
obtain the orthogonal decomposition
(3.5) G = R1 ⊕MV (Q),
where
R1 :=
∞⋂
k=0
⊕
|α|=k
VαG
 and Q := G ⊖( n⊕
i=1
ViG
)
.
Since R1 reduces the operators V1, . . . , Vn and [V1|R1 , . . . , Vn|R1 ] is a Cuntz row isometry, we
deduce that R1 ⊂ R. Notice that R2 := R⊖R1 is also a reducing subspace for V1, . . . , Vn
and [V1|R2 , . . . , Vn|R2 ] is a Cuntz row isometry. Using relations (3.4) and (3.5), we infer that
H2 = K ⊖ G
= [R⊕MV (L∗)]⊖ [R1 ⊕MV (Q)]
= [R2 ⊕MV (L∗)]⊖MV (Q).
Hence, we deduce that
(3.6) MV (Q) ⊂ R2 ⊕MV (L∗).
On the other hand, due to (2.2), we have
K = R⊕MV (L∗) = H⊕MV (L).
Hence, we obtain
H = [R⊕MV (L∗)]⊖MV (L).
Since H2 ⊂ H, the above representations of H and H2 imply
[R2 ⊕MV (L∗)]⊖MV (Q) ⊂ [R⊕MV (L∗)]⊖MV (L).
Taking into account that R = R1 ⊕R2, we have
[R2 ⊕MV (L∗)]⊖MV (Q) = [R⊕MV (L∗)]⊖ [R1 ⊕MV (Q)] .
Consequently, we deduce that
(3.7) MV (L) ⊂ R1 ⊕MV (Q)
and
H1 = H⊖H2
= [R1 ⊕MV (Q)]⊖MV (L)
= G ⊖MV (L).
Let PMV (L∗), PMV (Q), PR, PR1 , and PR2 be the orthogonal projections onto the corre-
sponding spaces. According to relations (3.6) and (3.7), for any x ∈MV (Q) and y ∈MV (L),
we have
(3.8) x = PR2x+ PMV (L∗)x and y = PR1y + PMV (Q)y.
In particular, if x := PMV (Q)y and y ∈MV (L), we deduce that
(3.9) y = PR1y + PR2PMV (Q)y + PMV (L∗)PMV (Q)y.
Hence and taking into account that the subspace R1⊕R2 = R is orthogonal to MV (L∗), we
deduce that
(3.10) PMV (L∗)y = PMV (L∗)PMV (Q)y and PRy = PR1y + PR2PMV (Q)y
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for any y ∈MV (L). Due to relation (3.4), we have
(3.11) PRf =
(
I − PMV (L∗)
)
f, f ∈ K.
On the other hand, relations (3.7) and (3.6) imply
(3.12) PR1y =
(
I − PMV (Q)
)
y, y ∈MV (L)
and
(3.13) PR2x =
(
I − PMV (L∗)
)
x, x ∈MV (Q).
Assume now that [T1, . . . , Tn] is a c.n.c. row contraction. In this case, we have (see [7])
K =MV (L)
∨
MV (L∗) = R⊕MV (L∗),
which implies
(3.14) PRMV (L) =
(
I − PMV (L∗)
)
MV (L) = R.
Hence and using the second relation in (3.10), we deduce that
PR1MV (L) = R1 and PR2PMV (Q)MV (L) = R2,
and, consequently,
(3.15) PR1MV (L) = R1 and PR2MV (Q) = R2.
Part II. Consider the following contractions:
Q := PMV (L∗)|MV (L) :MV (L)→MV (L∗),
Q1 := PMV (Q)|MV (L) :MV (L)→MV (Q), and
Q2 := PMV (L∗)|MV (Q) :MV (Q)→MV (L∗).
Since MV (L∗), MV (L), and MV (Q) are reducing subspaces for the operators V1, . . . , Vn, we
deduce that, for each i = 1, . . . , n,
Q
(
Vi|MV (L)
)
=
(
Vi|MV (L∗)
)
Q,
Q1
(
Vi|MV (L)
)
=
(
Vi|MV (Q)
)
Q1, and
Q2
(
Vi|MV (Q)
)
=
(
Vi|MV (L∗)
)
Q2.
Let ΦL∗ :MV (L∗)→ F 2(Hn)⊗L∗ be the Fourier representation of the subspace MV (L∗),
i.e.,
ΦL∗
∑
α∈F+n
Vαℓα
 := ∑
α∈F+n
eα ⊗ ℓα,
where ℓα ∈ L∗ and
∑
α∈F+n
‖ℓα‖2 <∞. Notice that
ΦL∗
(
Vi|MV (L∗)
)
= (Si ⊗ IL∗) ΦL∗, i = 1, . . . , n,
where S1, . . . , Sn are the left creation operators on F
2(Hn). Similarly, we define the Fourier
representations of the subspaces MV (L) and MV (Q), respectively. Now, due to the above
intertwining relations satisfied by Q, Q1, and Q2, the operators
ΘL : F
2(Hn)⊗ L → F 2(Hn)⊗ L∗, ΘL := ΦL∗Q(ΦL)∗,
Ψ1 : F
2(Hn)⊗ L → F 2(Hn)⊗Q, Ψ1 := ΦQQ1(ΦL)∗, and
Ψ2 : F
2(Hn)⊗Q → F 2(Hn)⊗ L∗, Ψ2 := ΦL∗Q2(ΦQ)∗
(3.16)
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are contractive and multi-analytic. Hence and using the first equation in (3.10), we have
ΘL = Φ
L∗Q(ΦL)∗ = ΦL∗
(
PMV (L∗)|MV (L)
)
(ΦL)∗
= ΦL∗
(
PMV (L∗)PMV (Q)|MV (L)
)
(ΦL)∗
=
[
ΦL∗
(
PMV (L∗)|MV (Q)
)
(ΦQ)∗
] [
ΦQ
(
PMV (Q)|MV (L)
)
(ΦL)∗
]
=
[
ΦL∗Q2(Φ
Q)∗
] [
ΦQQ1(Φ
L)∗
]
= Ψ2Ψ1.
Due to (3.11) and (3.14), there exists a unique unitary operator ΦR : R → ∆L(F 2(Hn)⊗L)
such that
(3.17) ΦRPRψ := ∆LΦ
Lψ, ψ ∈MV (L),
where ∆L := (I −Θ∗LΘL)1/2. Indeed, we have
‖(I − PMV (L∗))ψ‖2 = ‖ψ‖2 − ‖PMV (L∗)ψ‖2
‖ΦLψ‖2 − ‖ΦL∗PMV (L∗)ψ‖2
= ‖ΦLψ‖2 − ‖ΘLΦLψ‖2
= ‖∆LΦLψ‖2.
Consequently,
(3.18) Φ := ΦL∗ ⊕ ΦR
is a unitary operator from the dilation space K =MV (L∗)⊕R onto the Hilbert space
K˜ := (F 2(Hn)⊗ L∗)⊕∆L(F 2(Hn)⊗ L).
The image of the space H = K ⊖MV (L) under the operator Φ is
ΦH = H˜ := [(F 2(Hn)⊗ L∗)⊕∆L(F 2(Hn)⊗ L)]⊖ {ΘLf ⊕∆Lf : f ∈ F 2(Hn)⊗L}.
The row contraction T := [T1, . . . , Tn] is transformed under the unitary operator Φ into the
row contraction T˜ := [T˜1, . . . , T˜n], where
T˜∗i (f ⊕∆Lg) := (S∗i ⊗ IL∗)f ⊕ C˜∗i (∆Lg), i = 1, . . . , n,
and each operator C˜i is defined by
C˜i(∆Lg) = ∆L(Si ⊗ IL)g, g ∈ F 2(Hn)⊗ L.
Notice that, using relations (3.12), (3.13), and (3.15), one can show that there are some
unitary operators
ΦR1 : R1 → ∆Ψ1(F 2(Hn)⊗ L) and ΦR2 : R2 → ∆Ψ2(F 2(Hn)⊗Q)
uniquely defined by the relations
ΦR1PR1x : = ∆Ψ1Φ
Lx, x ∈MV (L),
ΦR2PR2y : = ∆Ψ2Φ
Qy, y ∈MV (Q),
(3.19)
where ∆Ψj :=
(
I −Ψ∗jΨj
)1/2
for j = 1, 2. Consequently, since R = R2 ⊕ R1 and due to
relation (3.17), the operator
XL : ∆L(F 2(Hn)⊗ L)→ ∆Ψ2(F 2(Hn)⊗Q)⊕∆Ψ1(F 2(Hn)⊗ L)
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defined by
(3.20) XL := (ΦR2 ⊕ΦR1) Φ∗R
is unitary. Due to relations (3.17), (3.10), (3.19), and (3.16), we deduce that
XL∆LΦ
Ly = XLΦRPRy = (ΦR2 ⊕ΦR1)PRy
= (ΦR2 ⊕ ΦR1)
(
PR2PMV (Q)y ⊕ PR1y
)
= ∆Ψ2Φ
QPMV (Q)y ⊕∆Ψ1ΦLy
= ∆Ψ2Ψ1Φ
Ly ⊕∆Ψ1ΦLy
for any y ∈MV (L). Hence, we have
(3.21) XL∆Lf = ∆Ψ2Ψ1f ⊕∆Ψ1f, f ∈ F 2(Hn)⊗ L.
Since XL is a unitary operator, we also deduce that
{
∆Ψ2Θ1f ⊕∆Ψ1f, f ∈ F 2(Hn)⊗L
}−
= ∆Ψ2(F
2(Hn)⊗Q)
⊕
∆Ψ1(F
2(Hn)⊗ L).
Due to (3.18) and (3.20), we have
Φ = ΦL∗ ⊕X∗L (ΦR2 ⊕ ΦR1) .
Now, we need to find the images H˜1 and H˜2 of H1 and H2, respectively, under the unitary
operator Φ. To find H˜2, notice first that, due to relation (3.20), we have
(3.22) ΦRz = X
∗
L (ΦR2 ⊕ΦR1) (z ⊕ 0) = X∗L (ΦR2z ⊕ 0)
for any z ∈ R2. Hence and using (3.17), we infer that
Φ (MV (L∗)⊕R2) = ΦL∗MV (L∗)⊕ ΦRR2
= (F 2(Hn)⊗ L∗)
⊕
X∗L
(
∆Ψ2(F
2(Hn)⊗Q)⊕ {0}
)
and, due to (3.8),
ΦMV (Q) =
{
ΦL∗PMV (L∗)f ⊕ ΦRPR2f : f ∈MV (Q)
}
.
Hence, and using relations (3.16), (3.19), and (3.22), we obtain
ΦMV (Q) =
{
Ψ2u⊕X∗L(∆Ψ2u⊕ 0) : u ∈ F 2(Hn)⊗Q
}
.
Now, using the representation of H2 from Part I, i.e.,
H2 = [MV (L∗)⊕R2]⊖MV (Q),
we obtain
H˜2 = [(F
2(Hn)⊗ L∗)
⊕
X∗L
(
∆Ψ2(F
2(Hn)⊗Q))⊕ {0}
)
]
⊖ {Ψ2f ⊕X∗L(∆Ψ2f ⊕ 0) : f ∈ F 2(Hn)⊗Q} .
Since H˜1 = H˜⊖ H˜2, we deduce that
H˜1 = {Ψ2f ⊕X∗L(∆Ψ2f ⊕ g) : f ∈ F 2(Hn)⊗Q, g ∈ ∆Ψ1(F 2(Hn)⊗ L)}
⊖ {ΘLw ⊕∆Θw : w ∈ F 2(Hn)⊗ L} .
According to Section 2, the characteristic function ΘT of the row contraction T coincides
with ΘL, and therefore with Θ. Via this identification, the regular factorization ΘL = Ψ2Ψ1
corresponds to a regular factorization Θ = Θ2Θ1, where Θ1 : F
2(Hn) ⊗ E → F 2(Hn) ⊗ F
and Θ2 : F
2(Hn) ⊗ F → F 2(Hn) ⊗ E∗ are contractive multi-analytic operators. Now, it is
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easy to see that, under the above identification, the subspaces H˜1 and H˜2 correspond to the
subspaces
H2 = [(F
2(Hn)⊗ E∗)⊕X∗Θ
(
∆2(F 2(Hn)⊗F))⊕ {0}
)
]
⊖ {Θ2f ⊕X∗Θ(∆2f ⊕ 0) : f ∈ F 2(Hn)⊗F}(3.23)
and
H1 = {Θ2f ⊕X∗Θ(∆2f ⊕ g) : f ∈ F 2(Hn)⊗F , g ∈ ∆1(F 2(Hn)⊗ E)}
⊖ {Θϕ⊕∆Θϕ : ϕ ∈ F 2(Hn)⊗ E} ,(3.24)
respectively, where ∆j := (I −Θ∗jΘJ)1/2, j = 1, 2.. Moreover, under the same identification,
the row contraction T˜ is unitarily equivalent to the row contraction T := [T1, . . . ,Tn] defined
on the Hilbert space
H := [(F 2(Hn)⊗ E∗)⊕∆Θ(F 2(Hn)⊗ E)]⊖ {Θg ⊕∆Θg : g ∈ F 2(Hn)⊗ E},
by
T∗i (f ⊕∆Θg) := (S∗i ⊗ IE∗)f ⊕ C∗i (∆Θg), i = 1, . . . , n,
where each operator Ci is defined by
Ci(∆Θg) := ∆Θ(Si ⊗ IE)g, g ∈ F 2(Hn)⊗ E ,
and S1, . . . , Sn are the left creation operators on F
2(Hn).
Since the factorization Θ = Θ2Θ1 is regular, XΘ is a unitary operator which identifies
the subspace ∆Θ(F 2(Hn)⊗ E) with ∆2(F 2(Hn)⊗F)⊕∆1(F 2(Hn)⊗ E) and the operator Ci
with
(
Fi 0
0 Ei
)
, for each i = 1, . . . , n. Under this identification the Hilbert spaces H, H1,
and H2 are identified with H,H1, and H2, respectively, and the row contraction T is unitarily
equivalent to the row contraction T.
Part III. We prove the converse of the theorem. Due to the above identification, it is
enough to assume that the factorization Θ = Θ2Θ1 is regular and the subspaces H1 and
H2 are defined as above by relations (3.24) and (3.23), respectively. Since XΘ is a unitary
operator and using the definition (3.1), we have
G2 : =
{
Θ2f ⊕X∗Θ(∆2f ⊕ g) : f ∈ F 2(Hn)⊗F , g ∈ ∆1(F 2(Hn)⊗ E)
}
⊃ {Θ2Θ1ϕ⊕X∗Θ(∆2Θ1ϕ⊕∆1ϕ) : ϕ ∈ F 2(Hn)⊗ E}
=
{
Θϕ+∆Θϕ : ϕ ∈ F 2(Hn)⊗ E
}
Hence, we obtain
H1 = G2 ⊖
{
Θϕ+∆Θϕ : ϕ ∈ F 2(Hn)⊗ E
}
.
On the other hand, we have[
(F 2(Hn) ⊗E∗)⊕∆Θ(F 2(Hn)⊗ E)
]
⊖G2
=
[
(F 2(Hn)⊗ E∗)⊕X∗Θ
(
∆2(F 2(Hn)⊗F)⊕∆1(F 2(Hn)⊗ E)
)]
⊖G2
=
[
(F 2(Hn)⊗ E∗)⊕X∗Θ
(
∆2(F 2(Hn)⊗F)⊕ {0}
)]
⊖ {Θ2f ⊕X∗Θ(∆2f ⊕ {0}) : f ∈ F 2(Hn)⊗F} .
Consequently,
H2 =
[
(F 2(Hn)⊗ E∗)⊕∆Θ(F 2(Hn)⊗ E)
]
⊖G2.
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Hence, and taking into account the definition of H1, we deduce that H = H1 ⊕H2.
It remains to prove that the subspace H2 is invariant under the operators T
∗
1, . . . ,T
∗
n. If
f ∈ F 2(Hn) ⊗ E∗ and g ∈ ∆2(F 2(Hn)⊗F), then the vector x := f ⊕X∗Θ(g ⊕ 0) is in H2 if
and only if
(3.25) Θ∗2f +∆2g = 0.
Indeed, using relation (3.23), one can prove that the condition
〈f ⊕X∗Θ(g ⊕ 0),Θ2ϕ⊕X∗Θ(∆2ϕ⊕ 0)〉 = 0 for any ϕ ∈ F 2(Hn)⊗F
is quivalent to (3.25). Since
T∗i x = T
∗
i (f ⊕X∗Θ(g ⊕ 0))
= (S∗i ⊗ IE∗)f ⊕ C∗iX∗Θ(g ⊕ 0)
for each i = 1, . . . , n, to prove that T∗ix ∈ H2, it is enough to show that
〈(S∗i ⊗ IE∗)f ⊕ C∗i (X∗Θ(g ⊕ 0)),Θ2ϕ⊕X∗Θ(∆2ϕ⊕ 0)〉 = 0
for any ϕ ∈ F 2(Hn)⊗F . Since Θ is a multi-analytic operator, the latter condition is equivalent
to
(3.26) (S∗i ⊗ IF )Θ∗2f +∆2P1XΘC∗iX∗Θ(g ⊕ 0) = 0,
where P1 is the orthogonal projection of the direct sum ∆2(F 2(Hn)⊗F)⊕∆1(F 2(Hn)⊗ E)
onto ∆2(F 2(Hn)⊗F). Using Lemma 3.1 and the definition of the operators Ci, Ei, and Fi,
we deduce that
∆2P1XΘC
∗
iX
∗
Θ(g ⊕ 0) = ∆2P1XΘX∗Θ
(
F ∗i 0
0 E∗i
)
(g ⊕ 0)
= ∆2F
∗
i g
= (S∗i ⊗ IF )∆2g.
Hence, and using relation (3.25), we have
(S∗i ⊗ IF )Θ∗2f +∆2P1XΘC∗iX∗Θ(g ⊕ 0) = (S∗i ⊗ IF )(Θ∗2f +∆2g) = 0,
which proves relation (3.26). This shows that T∗iH2 ⊂ H2 for any i = 1, . . . , n. Consequently,
the subspace H1 = H⊖H2 is invariant under the operators T1, . . . ,Tn. This completes the
proof of the theorem. 
Now we can reformulate Theorem 3.2 in terms of the functional model of a c.n.c. row
contraction provided by Theorem 2.2. This version will be useful later on.
Theorem 3.3. Let Θ : F 2(Hn) ⊗ E → F 2(Hn) ⊗ E∗ be a purely contractive multi-analytic
operator such that
∆Θ(F 2(Hn)⊗ E) = ∆Θ[(F 2(Hn)⊗ E)⊖ E ].
and let T := [T1, . . . ,Tn] be defined on the Hilbert space
H := [(F 2(Hn)⊗ E∗)⊕∆Θ(F 2(Hn)⊗ E)]⊖ {Θg ⊕∆Θg : g ∈ F 2(Hn)⊗ E},
by
T∗i (f ⊕∆Θg) := (S∗i ⊗ IE∗)f ⊕ C∗i (∆Θg), i = 1, . . . , n,
where each operator Ci is defined by
Ci(∆Θg) := ∆Θ(Si ⊗ IE )g, g ∈ F 2(Hn)⊗ E ,
and S1, . . . , Sn are the left creation operators on F
2(Hn).
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If H1 ⊆ H is an invariant subspace under each operator Ti, i = 1, . . . , n, then there is a
regular factorization
Θ = Θ2Θ1,
where Θ1 : F
2(Hn)⊗ E → F 2(Hn)⊗F and Θ2 : F 2(Hn)⊗F → F 2(Hn)⊗E∗ are contractive
multi-analytic operators such that, if XΘ is the operator defined by (3.1), then the subspaces
H1 and H2 := H⊖H1 have the representations:
H1 = {Θ2f ⊕X∗Θ(∆2f ⊕ g) : f ∈ F 2(Hn)⊗F , g ∈ ∆1(F 2(Hn)⊗ E)}
⊖ {Θϕ⊕∆Θϕ : ϕ ∈ F 2(Hn)⊗ E}
and
H2 = [(F
2(Hn)⊗ E∗)⊕X∗Θ
(
∆2(F 2(Hn)⊗F))⊕ {0}
)
]
⊖ {Θ2f ⊕X∗Θ(∆2f ⊕ 0) : f ∈ F 2(Hn)⊗F} .
Conversely, every regular factorization Θ = Θ2Θ1 generates via the above formulas the
subspaces H1 and H2 with the following properties:
(i) H1 is an invariant subspace under each operator Ti, i = 1, . . . , n;
(ii) H2 = H⊖H1.
In what follows we need the following factorization result for contractive multi-analytic
operators [18].
Lemma 3.4. Let Θ ∈ R∞n ⊗¯B(E , E ′) be a contractive multi-analytic operator. Then Θ admits
a unique decomposition Θ = Φ⊕ Λ with the following properties:
(i) Ψ ∈ R∞n ⊗¯B(E0, E ′0) is purely contractive, i.e., ‖PE ′0Ψh‖ < ‖h‖ for any h ∈ E0, h 6= 0;
(ii) Λ = I ⊗ U ∈ R∞n ⊗¯B(Eu, E ′u), where U ∈ B(Eu, E ′u) is a unitary operator;
(iii) E = E0 ⊕ Eu and E ′ = E ′0 ⊕ E ′u.
Moreover, the purely contractive part of an outer or inner multi-analytic operator is also
outer or inner, respectively.
The next result is an addition to Theorem 2.2.
Proposition 3.5. Let Θ : F 2(Hn) ⊗ E → F 2(Hn) ⊗ E∗ be a contractive multi-analytic
operator such that
∆Θ(F 2(Hn)⊗ E) = ∆Θ[(F 2(Hn)⊗ E)⊖ E ].
and let T := [T1, . . . ,Tn] be the functional model associated with Θ, as in Theorem 2.2.
(i) The characteristic function of T := [T1, . . . ,Tn] coincides with the purely contractive
part of Θ.
(ii) The space H defined in Theorem 2.2 is different from {0} if and only if there is no
unitary operator U ∈ B(E , E∗) such that Θ = I ⊗ U .
Proof. According to Lemma 3.4, the multi-analytic operator Θ admits the decomposition
Θ = Φ ⊕ Λ with Ψ ∈ R∞n ⊗¯B(E0, E∗0) purely contractive and Λ = I ⊗ U ∈ R∞n ⊗¯B(Eu, E∗u),
where U ∈ B(Eu, E∗u) is a unitary operator, E = E0 ⊕ Eu, and E∗ = E∗0 ⊕ E∗u. Notice that
F 2(Hn)⊗ E∗ = (F 2(Hn)⊗ E∗u)⊕ (F 2(Hn)⊗ E∗0) and
F 2(Hn)⊗ E = (F 2(Hn)⊗ Eu)⊕ (F 2(Hn)⊗ E0).
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On the other hand, we have{
Θg ⊕∆Θg : g ∈ F 2(Hn)⊗ E
}
= (F 2(Hn)⊗ E∗u)⊕
{
Φϕ⊕∆Φϕ : ϕ ∈ F 2(Hn)⊗ E0
}
.
Now, using the definition of the Hilbert space H, one can identify H with
H0 :=
[
(F 2(Hn)⊗ E∗0)⊕∆Φ(F 2(Hn)⊗ E0)
]
⊖ {Φϕ⊕∆Φϕ : ϕ ∈ F 2(Hn)⊗ E0} .
Due to this identification, the row contraction T := [T1, . . . ,Tn] is unitarily equivalent to
T0 := [T01, . . . ,T
0
n], which is defined on H0 in the same manner as T is defined on H. Since
∆Θ = ∆Φ ⊕ 0, it is easy to see that
∆Φ(F 2(Hn)⊗ E) = ∆Φ[(F 2(Hn)⊗ E)⊖ E ].
According to the second part of Theorem 2.2 the characteristic function of T0 coincides with
the multi-analytic operator Φ which coincides with the characteristic function of T.
We prove now part (ii). If Θ = I⊗U for some unitary operator U ∈ B(E , E∗), then ∆Θ = 0
and
H = [F 2(Hn)⊗ E∗]⊖Θ(F 2(Hn)⊗ E) = {0}.
If Θ is not a unitary multi-analytic operator, then, according to Lemma 3.4, it has a
non-trivial purely contractive part. By part (i), Theorem 2.1, and Theorem 2.2, we deduce
that
dimD∗ = dimE∗0, dimD = dim E0,
where E and E∗0 are not both equal to {0}. Since D∗ ⊂ H and D ⊂ H(n), we deduce that
H 6= {0}. This completes the proof. 
The following result is an important addition to Theorem 3.3 (and hence also to Theorem
3.2).
Theorem 3.6. Under the conditions of Theorem 3.3, let H = H1⊕H2 be the decomposition
corresponding to the regular factorization Θ = Θ2Θ1, and let
Ti =
(
Ai ∗
0 Bi
)
, i = 1, . . . , n,
be the corresponding triangulation of T := [T1, . . . ,Tn]. Then the characteristic functions
of the row contractions A := [A1, . . . ,An] and B := [B1, . . . ,Bn] coincide with the purely
contractive parts of the multi-analytic operators Θ1 and Θ2, respectively.
Moreover, the invariant subspace H1 under the operators T1, . . . ,Tn is non-trivial if and
only if the regular factorization Θ = Θ2Θ1 is non-trivial, i.e., each factor is not a unitary
constant.
Proof. Define the operator U from the Hilbert space
(F 2(Hn)⊗ E∗)⊕X∗Θ
(
∆2(F 2(Hn)⊗F)⊕ {0}
)
to
(F 2(Hn)⊗ E∗)⊕∆2(F 2(Hn)⊗F)
by setting
U(f ⊕X∗(g ⊕ 0)) := f ⊕ g,
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for any f ∈ F 2(Hn)⊗ E∗ and g ∈ ∆2(F 2(Hn)⊗F). Since XΘ is unitary, so is U . Using the
definition of H2 (see relation (3.23)), we deduce that UH2 = Ĥ2, where
Ĥ2 :=
[
(F 2(Hn)⊗ E∗) ⊕∆2(F 2(Hn)⊗F)
]
⊖ {Θ2ϕ⊕∆2ϕ : ϕ ∈ F 2(Hn)⊗F} .(3.27)
Set Γ∗i := UB
∗
iU
∗, i = 1, . . . , n, and denote by P1 the orthogonal projection of the direct sum
∆2(F 2(Hn)⊗F) ⊕ ∆1(F 2(Hn)⊗ E) onto ∆2(F 2(Hn)⊗F). Using Lemma 3.1, we deduce
that
P1XΘC
∗
iX
∗
Θ(g ⊕ 0) = P1
(
F ∗i 0
0 E∗i
)(
g
0
)
= F ∗i g
for any g ∈ ∆2(F 2(Hn)⊗F) and i = 1, . . . , n. Hence and using the definitions for the row
contraction [T1, . . . ,Tn] and the unitary operator U , we have
Γ∗i (f ⊕ g) = UT∗i (f ⊕X∗Θ(g ⊕ 0))
= U [(S∗i ⊗ IE∗)f ⊕ C∗iX∗Θ(g ⊕ 0)]
= (S∗i ⊗ IE∗)f ⊕ P1XΘC∗iX∗Θ(g ⊕ 0)
= (S∗i ⊗ IE∗)f ⊕ F ∗i g
for any f ∈ F 2(Hn)⊗ E∗ and g ∈ ∆2(F 2(Hn)⊗F) such that f ⊕ g ∈ H2, and i = 1, . . . , n.
Since
∆Θ(F 2(Hn)⊗ E) = ∆Θ(F 2(Hn)⊗ E)⊖ E ,
one can use again Lemma 3.1 to deduce that
∆2(F 2(Hn)⊗F) = ∆2(F 2(Hn)⊗F)⊖F .
Now, due to Proposition 3.5, we infer that the characteristic function of the row contraction
[Γ1, . . . ,Γn], Γi ∈ B(Ĥ2), (and hence also [B1, . . . ,Bn]) coincides with the purely contractive
part of the multi-analytic operator Θ2.
Taking into account the definition of the subspace H1 (see relation (3.24)) and the fact
that Θ = Θ2Θ1, one can see that, for each f ∈ F 2(Hn) ⊗ F and g ∈ ∆1(F 2(Hn)⊗ E), the
vector Θ2f ⊕X∗Θ(∆2f ⊕ g) is in H1 if and only if
〈Θ2f ⊕X∗Θ(∆2f ⊕ g),Θ2Θ1ϕ⊕X∗Θ(∆2Θ1ϕ⊕∆1ϕ)〉 = 0
for any ϕ ∈ F 2(Hn)⊗ E . The latter equation is equivalent to
Θ∗1Θ
∗
2Θ2f +Θ
∗
1∆
2
2f +∆1g = 0.
Since ∆22 = I −Θ∗2Θ2, the above equation is equivalent to
(3.28) Θ∗1f +∆1g = 0.
If x := Θ2f ⊕X∗Θ(∆2f ⊕ g) ∈ H1, then we have
T∗i x = (S
∗
i ⊗ IE∗)Θ2f ⊕ C∗iX∗Θ(∆2f ⊕ g)
for each i = 1, . . . , n. Since Θ2 is a multi-analytic operator and
f =
n∑
j=1
(SjS
∗
j ⊗ IF )f + f(0),
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where f(0) := P1⊗Ff , we deduce that
T∗ix = [Θ2(S
∗
i ⊗ IF )f + (S∗i ⊗ IE∗)Θ2f(0)]⊕ C∗iX∗Θ(∆2f ⊕ g)
= u+ v,
where
u := Θ2(S
∗
i ⊗ IF )f ⊕ [X∗Θ(∆2(S∗i ⊗ IF )f ⊕ E∗i g)]
and
v := (S∗i ⊗ IE∗)Θ2f(0)⊕ [C∗iX∗Θ(∆2f ⊕ g)−X∗Θ(∆2(S∗i ⊗ IF )f ⊕ E∗i g)] .
Now notice that u ∈ H1. Indeed, using the above characterization of the elements of H1, it
is enough to show that
(3.29) Θ∗1(S
∗
i ⊗ IF )f +∆1E∗i g = 0, i = 1, . . . , n.
Using relation (3.28) and the definition of Ei, we have
Θ∗1(S
∗
i ⊗ IF )f +∆1E∗i g = (S∗i ⊗ IE)(Θ∗1f +∆1g)
= 0,
which proves (3.29) and therefore u ∈ H1.
Now we prove that v ∈ H2. First, notice that due to Lemma 3.1, we have
C∗iX
∗
Θ(0⊕ g) = X∗Θ(0⊕ E∗i g), g ∈ ∆1(F 2(Hn)⊗ E),
and therefore
(3.30) v = (S∗i ⊗ IE∗)Θ2f(0)⊕ [C∗iX∗Θ(∆2f ⊕ 0)−X∗Θ(∆2(S∗i ⊗ IF )f ⊕ 0)] .
Using again Lemma 3.1, and the definition of Fi, we infer that
C∗iX
∗
Θ(∆2f ⊕ 0) = C∗iX∗Θ
∆2
 n∑
j=1
SjS
∗
j ⊗ IF
 f(0)⊕ 0
 + C∗iX∗Θ(∆2f(0)⊕ 0)
= X∗Θ
F ∗i ∆2
 n∑
j=1
SjS
∗
j ⊗ IF
 f ⊕ 0
+ C∗iX∗Θ(∆2f(0)⊕ 0)
= X∗Θ(∆2(S
∗
i ⊗ IF )f ⊕ 0) + C∗iX∗Θ(∆2f(0)⊕ 0)
= X∗Θ(∆2(S
∗
i ⊗ IF )f ⊕ 0) +X∗Θ(F ∗i ∆2f(0)⊕ 0).
Consequently, relation (3.30) implies
v = (S∗i ⊗ IE∗)Θ2f(0)⊕X∗Θ(F ∗i ∆2f(0)⊕ 0).
Due to the definition of the subspace H2, to prove that v ∈ H2, it is enough to show that
Θ∗2(S
∗
i ⊗ IE∗)Θ2f(0) + ∆2F ∗i ∆2f(0) = 0
for each i = 1, . . . , n. Since
∆2F
∗
i = (S
∗
i ⊗ IF )∆2, i = 1, . . . , n,
and Θ2 is multi-analytic, we have
Θ∗2(S
∗
i ⊗ IE∗)Θ2f(0) + ∆2F ∗i ∆2f(0) = (S∗i ⊗ IF )(Θ∗2Θ2 +∆22)f(0)
= (S∗i ⊗ IF )f(0) = 0.
Hence, v ∈ H2. Now, using the fact that T∗ix = u + v and the definitions for u and v, we
deduce that the operator A∗i := PH1T
∗
i |H1 satisfies the equation
(3.31) A∗i (Θ2f ⊕X∗Θ(∆2f ⊕ g)) = Θ2(S∗i ⊗ IF )f ⊕ [X∗Θ(∆2(S∗i ⊗ IF )f ⊕E∗i g)]
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for any Θ2f ⊕X∗Θ(∆2f ⊕ g) ∈ H1 and i = 1, . . . , n.
Now, define the operator Ω from{
Θ2f ⊕X∗Θ(∆2f ⊕ g) : f ∈ F 2(Hn)⊗F , g ∈ ∆1(F 2(Hn)⊗ E)
}
to the direct sum (F 2(Hn)⊗F)⊕∆1(F 2(Hn)⊗ E) by setting
(3.32) Ω(Θ2f ⊕X∗Θ(∆2f ⊕ g)) := f ⊕ g.
Since
‖Θ2f ⊕X∗Θ(∆2f ⊕ g)‖2 = ‖Θ2f‖2 + ‖X∗Θ(∆2f ⊕ g)‖2
= 〈Θ∗2Θ2f, f〉+ ‖∆2f‖2 + ‖g‖2
= ‖f ⊕ g‖2,
it is clear that Ω is a unitary operator. Notice also that
Ω(Θϕ⊕∆Θϕ) = Ω(Θ2Θ1ϕ⊕X∗Θ(∆2Θ1ϕ⊕∆1ϕ))
= Θ1ϕ⊕∆1ϕ
for any ϕ ∈ F 2(Hn)⊗ E . Consequently, ΩH1 = Ĥ1, where
Ĥ1 := [(F 2(Hn)⊗F)⊕∆1(F 2(Hn)⊗ E)]
⊖ {Θ1ϕ⊕∆1ϕ : ϕ ∈ F 2(Hn)⊗ E} .(3.33)
Setting Λi := ΩAiΩ
∗, relation (3.31) implies
Λ∗i (f ⊕ g) = (S∗i ⊗ IF )f ⊕ E∗i g, f ⊕ g ∈ H1,
for any i = 1, . . . , n. Once again, Lemma 3.1 implies
∆1(F 2(Hn)⊗ E) = ∆1(F 2(Hn)⊗ E)⊖ E .
Now, using Proposition 3.5, we infer that the characteristic function of the row contraction
[Λ1, . . . ,Λn], Λi ∈ B(Ĥ1), (and hence also [A1, . . . ,An]) coincides with the purely contractive
part of the multi-analytic operator Θ1. Due to the relations (3.27), (3.33), and Proposition
3.5, the subspaces Ĥ1 and Ĥ2 (and hence also H1 and H2) are different from {0} if and only
if both multi-analytic operators Θ1 and Θ2 are not unitary constant, i.e., the factorization
Θ = Θ1Θ2 is non-trivial. This completes the proof. 
Now, combining Theorem 3.2 and Theorem 3.6, we can deduce the following result.
Theorem 3.7. Let T := [T1, . . . , Tn] be a completely non-coisometric row contraction on a
separable Hilbert space H. Then, there is a non-trivial invariant subspace under each operator
T1, . . . , Tn if and only if the characteristic function ΘT has a non-trivial regular factorization.
Concerning the uniqueness in Theorem 3.3 (and also Theorem 3.2), we can prove the
following result, which shows the extent to which a joint invariant subspace determines the
corresponding regular factorization of the characteristic function.
Theorem 3.8. Under the conditions of Theorem 3.3, let
Θ = Θ2Θ1 and Θ = Θ
′
2Θ
′
1
be two regular factorizations of the purely contractive multi-analytic operator Θ, and let
E ,F , E∗, and E ,F ′, E∗ be the corresponding Hilbert spaces. Let H1 ⊂ H and H′1 ⊂ H be the
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invariant subspaces under each operator Ti, i = 1, . . . , n, corresponding to the above factor-
izations. If H1 ⊂ H′1, then there is a multi-analytic operator Ψ : F 2(Hn)⊗F → F 2(Hn)⊗F ′
such that
Θ′1 = ΨΘ1.
Moreover, if H1 = H
′
1, then
Θ′1 = (I ⊗Ψ0)Θ1
for some unitary operator Ψ0 ∈ B(F ,F ′) and, consequently, the multi-analytic operators Θ1
and Θ′1 coincide.
Proof. We associate with the factorization Θ = Θ2Θ1 the subspace
M :=
{
Θ2f ⊕X∗Θ(∆2f ⊕ g) : f ∈ F 2(Hn)⊗F , g ∈ ∆1(F 2(Hn)⊗ E)
}
.
Similarly, we define the subspace M′ associated with the factorization Θ = Θ′2Θ′1. Since
H1 ⊆ H′1, relation (3.24) and its analogue for H′1 imply M ⊆ M′. Consequently, for each
f ∈ F 2(Hn)⊗F , there exist f ′ ∈ F 2(Hn)⊗F ′ and g′ ∈ ∆′1(F 2(Hn)⊗ E) such that
(3.34) Θ2f ⊕X∗Θ(∆2f ⊕ 0) = Θ′2f ′ ⊕X ′∗Θ (∆2f ′ ⊕ g′).
Hence and using the definition of the unitary operators XΘ and X
′
Θ, we have
‖f‖2 = ‖Θ2f ⊕X∗Θ(∆2f ⊕ g)‖2
= ‖Θ′2f ′ ⊕X ′∗Θ (∆2f ′ ⊕ g′)‖2
= ‖f ′‖2 + ‖g′‖2.
Therefore, it makes sense to define the contractions Q : F 2(Hn) ⊗ F → F 2(Hn) ⊗ F ′ and
R : F 2(Hn) ⊗ F → ∆′1(F 2(Hn)⊗ E) by setting Qf := f ′ and Rf := g′, respectively. Now,
we show that Q is a multi-analytic operator, i.e.,
Q(Si ⊗ IF ) = (Si ⊗ IF ′)Q, i = 1, . . . , n.
Let f1, . . . , fn be arbitrary elements in F
2(Hn) ⊗ E . Taking into account the definitions for
Ci and XΘ, and the fact that
(S∗j ⊗ IF )∆22(Si ⊗ IF ) = δij∆22, i, j = 1, . . . , n,
we deduce that〈
CiX
∗
Θ(∆2f ⊕ 0),∆Θ
 n∑
j=1
(Sj ⊗ IE )fj
〉 = 〈∆2f ⊕ 0),XΘ∆Θfi〉
= 〈∆2f ⊕ 0),∆2Θ1fi ⊕∆1fi〉
=
〈
∆22f,Θ1fi
〉
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and〈
X∗Θ(∆2(Si⊗IF )f ⊕ 0),∆Θ
 n∑
j=1
(Sj ⊗ IE)fj
〉
=
〈
∆2(Si ⊗ IF )f ⊕ 0,∆2Θ1
 n∑
j=1
(Sj ⊗ IE)fj
⊕∆1
 n∑
j=1
(Sj ⊗ IE)fj
〉
=
〈
∆2(Si ⊗ IF )f,∆2Θ1
 n∑
j=1
(Sj ⊗ IE)fj
〉
=
n∑
j=1
〈
(S∗j ⊗ IF )∆22(Si ⊗ IF )f,Θ1fj
〉
=
〈
∆22f,Θ1fi
〉
.
Hence, and taking into account that
∆Θ(F 2(Hn)⊗ E) = ∆Θ[(F 2(Hn)⊗ E)⊖ E ],
we deduce that
(3.35) CiX
∗
Θ(∆2f ⊕ 0) = X∗Θ(∆2(Si ⊗ IF )f ⊕ 0) for any f ∈ F 2(Hn)⊗F .
Similar calculations show that
(3.36) CiX
∗
Θ(0⊕∆1ϕ) = X∗Θ(0⊕∆1(Si ⊗ IE)ϕ)
for any ϕ ∈ F 2(Hn) ⊗ E and i = 1, . . . , n. Moreover, similar relations to (3.35) and (3.36)
hold with X ′Θ, ∆
′
1, and ∆
′
2 instead of XΘ, ∆1, and ∆2, respectively. Since
(3.37) CiX
′∗
Θ (0⊕∆′1ϕ) = X ′∗Θ (0⊕∆′1(Si ⊗ IE)ϕ)
for any ϕ ∈ F 2(Hn)⊗ E and i = 1, . . . , n, by taking appropriate limits, we deduce that
CiX
′∗
Θ ({0} ⊕∆′1(F 2(Hn)⊗ E)) ⊆ X ′∗Θ ({0} ⊕∆′1(F 2(Hn)⊗ E)).
Consequently, for each g′ ∈ ∆′1(F 2(Hn)⊗ E) there exists g′′ ∈ ∆′1(F 2(Hn)⊗ E) such that
(3.38) CiX
′∗
Θ (0⊕ g′) = X ′∗Θ (0⊕ g′′).
Now, notice that using relations (3.35), (3.34), (3.37), and (3.38), we obtain
Θ2(Si ⊗ IF )f ⊕X∗Θ(∆2(Si ⊗ IF )f ⊕ 0) = (Si ⊗ IE∗ ⊕ Ci)(Θ2f ⊕X∗Θ(∆2f ⊕ 0))
= (Si ⊗ IE∗ ⊕ Ci)(Θ′2f ′ ⊕X ′∗Θ (∆′2f ′ ⊕ g′))
= Θ′2(Si ⊗ IF ′)f ′ ⊕X ′∗Θ (∆′2(Si ⊗ IF ′)f ′ ⊕ g′′)
for any f ∈ F 2(Hn)⊗F . Hence and using the definition of Q, we deduce that
Q(Si ⊗ IF )f = (Si ⊗ IF ′)f ′ = (Si ⊗ IF ′)Qf, f ∈ F 2(Hn)⊗F ,
which proves that Q is a multi-analytic operator.
Since M⊂M′, we have
(3.39)
∞⋂
k=0
⊕
|α|=k
[(Sα ⊗ IE∗)⊕Cα]M⊆
∞⋂
k=0
⊕
|α|=k
[(Sα ⊗ IE∗)⊕ Cα]M′.
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Using Lemma 3.1, the definition (3.32) of the unitary operator Ω, and relations (3.35), (3.36),
one can prove that
[(Si ⊗ IE∗)⊕ Ci]Ω∗ = Ω∗[(Si ⊗ IF )⊕ Ei].
Indeed, we have
[(Si ⊗ IE∗)⊕ Ci]Ω∗(f ⊕∆1ϕ) = Θ2(Si ⊗ IF )f ⊕ CiX∗Θ(∆2f ⊕∆1ϕ)
= Θ2(Si ⊗ IF )f ⊕X∗Θ(∆2(Si ⊗ IF )f ⊕∆1(Si ⊗ IE)ϕ)
= Ω∗[(Si ⊗ IF )f ⊕∆1(Si ⊗ IE)ϕ)]
= Ω∗[(Si ⊗ IF )⊕ Ei](f ⊕∆1ϕ)
for any f ∈ F 2(Hn)⊗F and ϕ ∈ F 2(Hn)⊗ E .
Now, due to the fact that [S1⊗ IF , . . . , Sn⊗ IF ] is a multi-shift and [E1, . . . , En] is a Cuntz
row isometry, the noncommutative Wold decomposition implies
∞⋂
k=0
⊕
|α|=k
[(Sα ⊗ IE∗)⊕ Cα]M
= Ω∗

∞⋂
k=0
⊕
|α|=k
(Sα ⊗ IF )(F 2(Hn)⊗F)
 ⊕ ∞⋂
k=0
⊕
|α|=k
Eα∆1(F 2(Hn)⊗ E)

= Ω∗
(
{0} ⊕∆1(F 2(Hn)⊗ E)
)
=
{
0⊕X∗Θ(0⊕ g) : g ∈ ∆1(F 2(Hn)⊗ E)
}
.
A similar relation can be obtain for the set on the right side of the inclusion (3.39). Hence
and using relation (3.39), we obtain{
0⊕X∗Θ(0⊕ g) : g ∈ ∆1(F 2(Hn)⊗ E)
}
⊆
{
0⊕X ′∗Θ (0⊕ g′) : g′ ∈ ∆′1(F 2(Hn)⊗ E)
}
.
Consequently, for each g ∈ ∆1(F 2(Hn)⊗ E) there exists g′ ∈ ∆′1(F 2(Hn)⊗ E) such that
(3.40) X∗Θ(0⊕ g) = X ′∗Θ (0⊕ g′).
Since XΘ and X
′
Θ are unitary operators, we can define the isometry
V : ∆1(F 2(Hn)⊗ E)→ ∆′1(F 2(Hn)⊗ E)
by setting V g := g′. For each ϕ ∈ F 2(Hn)⊗ E , we have
(3.41) Θϕ⊕∆Θϕ = Θ′2Θ′1ϕ⊕X ′∗Θ (∆′2Θ′1ϕ⊕∆′1ϕ).
On the other hand, using the operators Q,R, V and relation (3.34), we deduce that
Θϕ⊕∆Θϕ = Θ2Θ1ϕ⊕X∗Θ(∆2Θ1ϕ⊕∆1ϕ)
= [Θ2Θ1ϕ⊕X∗Θ(∆2Θ1ϕ⊕ 0] + [0⊕X∗Θ(0⊕∆1ϕ)]
=
[
Θ′2QΘ1ϕ⊕X ′∗Θ (∆′2QΘ1ϕ⊕RΘ1ϕ)
]
+
[
0⊕X ′∗Θ (0⊕ V∆1ϕ)
]
= Θ′2QΘ1ϕ⊕X ′∗Θ (∆′2QΘ1ϕ⊕ y),
where y := RΘ1ϕ + V∆1ϕ is in ∆′1(F
2(Hn)⊗ E). Using the latter relation and (3.41), we
obtain
Θ′2Θ
′
1ϕ = Θ
′
2QΘ1ϕ and ∆
′
2Θ
′
1ϕ = ∆
′
2QΘ1ϕ.
Since the mapping Θ′2f
′ ⊕∆′2f ′ 7→ f ′ is isometric, we deduce that
(3.42) Θ′1ϕ = QΘ1ϕ, ϕ ∈ F 2(Hn)⊗ E ,
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which proves the first part of the theorem.
Now assume thatH1 = H
′
1. A closer look at the above proof reveals that Q(F
2(Hn)⊗F) =
F 2(Hn)⊗F ′ and V is a unitary operator. Taking into account relation (3.40) and (3.34), we
obtain
Θ2f ⊕X∗Θ(∆2f ⊕ 0) =
[
Θ′2f
′ ⊕X ′∗Θ (∆′2f ′ ⊕ 0)
]
+
[
0⊕X ′∗Θ (0⊕ g′)
]
=
[
Θ′2f
′ ⊕X ′∗Θ (∆′2f ′ ⊕ 0)
]
+
[
0⊕X∗Θ(0⊕ V ∗g′)
]
.
Hence, we get
Θ2f ⊕X∗Θ(∆2f ⊕ (−V ∗g′)) = Θ′2f ′ ⊕X ′∗Θ (∆′2f ′ ⊕ 0).
Taking the norms, we have
‖f‖2 + ‖g′‖2 = ‖f ′‖2.
Combining this with ‖f‖2 = ‖f ′‖2 + ‖g′‖2, we obtain ‖f‖ = ‖f ′‖, which shows that Q is
a unitary multi-analytic operator. Due to [13], this implies Q = I ⊗ Ψ0, for some unitary
operator Ψ0 ∈ B(F ,F ′). Using relation (3.42), we complete the proof. 
4. Triangulations for row contractions and joint invariant subspaces
In this section, we prove the existence of a unique triangulation of type
(4.1)
(
C·0 0
∗ C·1
)
for any row contraction T := [T1, . . . , Tn], and prove the existence of joint invariant subspaces
for certain classes of row contractions.
We need a few definitions. Let T := [T1, . . . , Tn], Ti ∈ B(H), be a row contraction. We say
that T is of class C·0 (or pure row contraction) if
lim
k→∞
∑
|α|=k
‖T ∗αh‖2 = 0 for any h ∈ H,
and of class C·1 if
lim
k→∞
∑
|α|=k
‖T ∗αh‖2 6= 0 for any h ∈ H, h 6= 0.
We say that a row contraction T := [T1, . . . , Tn], Ti ∈ B(H), has a triangulation of type (4.1)
if there is an orthogonal decomposition H = H0 ⊕H1 with respect to which
Ti =
(
Ai 0
∗ Bi
)
, i = 1, . . . , n,
and the entries have the following properties:
(i) T ∗i H0 ⊂ H0 for any i = 1, . . . , n;
(ii) A := [A1, . . . , An] is of class C·0;
(iii) B := [B1, . . . , Bn] is of class C·1.
The type of the entry denoted by ∗ is not specified.
Theorem 4.1. Every row contraction T := [T1, . . . , Tn], Ti ∈ B(H), has a triangulation of
type (
C·0 0
∗ C·1
)
Moreover, this triangulation is uniquely determined.
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Proof. First, notice that the subspace
H0 :=
h ∈ H : limk→∞ ∑
|α|=k
‖T ∗αh‖2 = 0

is invariant under each operator T ∗i , i = 1, . . . , n. The decomposition H = H0 ⊕ H1, where
H1 := H⊖H0, yields the triangulation
T ∗i =
(
A∗i ∗
0 B∗i
)
, i = 1, . . . , n,
where A∗i := T
∗
i |H0 and B∗i := PH1T ∗i |H1 for each i = 1, . . . , n. Since
lim
k→∞
∑
|α|=k
‖A∗αh‖2 = lim
k→∞
∑
|α|=k
‖T ∗αh‖2 = 0, h ∈ H0,
the row contraction A := [A1, . . . , An] is of class C·0. Now, we need to show that
lim
k→∞
∑
|α|=k
‖B∗αh‖2 6= 0 for all h ∈ H1, h 6= 0.
Lt V := [V1, . . . , Vn], Vi ∈ B(K), be the minimal isometric dilation of the row contraction
T := [T1, . . . , Tn] (see Section 2). For every m = 1, . . ., the isometries Vα, |α| = m, have
orthogonal ranges. Therefore, we have∥∥∥∥∥∥
∑
|α|=m
Vα
∑
|β|=k
VβT
∗
β
PH0T ∗αh
∥∥∥∥∥∥
2
=
∑
|α|=m
∥∥∥∥∥∥
∑
|β|=k
VβT
∗
β
PH0T ∗αh
∥∥∥∥∥∥
2
=
∑
|α|=m
∑
|β|=k
∥∥T ∗βPH0T ∗αh∥∥2
for any h ∈ H. Since PH0T ∗αh ∈ H0, we have
(4.2) lim
k→∞
∑
|β|=k
∥∥T ∗βPH0T ∗αh∥∥2 = 0.
According to [7], we have
(4.3) PRh = lim
k→∞
∑
|α|=k
VαT
∗
αh, for any h ∈ H,
where PR is the orthogonal projection of the minimal isometric dilation space K on the
subspace R in the Wold decomposition K = R ⊕MV (L∗). Now, using relations (4.2) and
(4.3), we obtain
PRh = lim
k→∞
∑
|α|=m
∑
|β|=k
VαVβT
∗
βT
∗
αh
= lim
k→∞
∑
|α|=m
Vα
∑
|β|=k
VβT
∗
β
PH0T ∗αh+ lim
k→∞
∑
|α|=m
Vα
∑
|β|=k
VβT
∗
β
PH1T ∗αh
=
∑
|α|=m
VαPRPH1T
∗
αh.
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Hence, we deduce that
‖PRh‖2 =
∥∥∥∥∥∥
∑
|α|=m
VαPRPH1T
∗
αh
∥∥∥∥∥∥
2
=
∑
|α|=m
‖PRPH1T ∗αh‖2
≤
∑
|α|=m
‖PH1T ∗αh‖2 =
∑
|α|=m
‖B∗αh‖2
for any h ∈ H. Let h ∈ H1, h 6= 0, and assume that lim
m→∞
∑
|α|=m
‖B∗αh‖2 = 0. The above rela-
tion shows that PRh = 0 and, due to (4.3), we deduce that h ∈ H0, which is a contradiction.
Now, we prove the uniqueness. Assume that there is another decomposition H = H′0⊕H′1
which yields the triangulation
Ti =
(
A′i 0
∗ B′i
)
, i = 1, . . . , n,
of type
(
C·0 0
∗ C·1
)
, where A′i
∗ := T ∗i |H′0 and B′i
∗ := PH′1T
∗
i |H′1 for each i = 1, . . . , n. To
prove uniqueness, it is enough to show that H0 = H′0. Notice that if h ∈ H′0, then, due to
the fact that the row contraction [A′1, . . . , A
′
n] is of class C·0, we have
lim
m→∞
∑
|α|=m
‖T ∗αh‖2 = limm→∞
∑
|α|=m
‖A′α∗h‖2 = 0.
Hence, h ∈ H0, which proves that H′0 ⊆ H0. Assume now that h ∈ H0 ⊖H′0. Since h ∈ H′1,
we have
lim
m→∞
∑
|α|=m
‖B′α∗h‖2 = limm→∞
∑
|α|=m
‖PH′1Tα∗h‖2 ≤ limm→∞
∑
|α|=m
‖T ∗αh‖2 = 0.
Consequently, since the row contraction [B′1, . . . , B
′
n] is of class C·1, we must have h = 0.
Hence, we deduce that H0 ⊖ H′0 = {0}, which shows that H′0 = H0. This completes the
proof. 
Corollary 4.2. If T := [T1, . . . , Tn] is a row contraction such T /∈ C·0 and T /∈ C·1, then
there is a non-trivial joint invariant subspace under T1, . . . , Tn.
According to Section 2, any row contraction admits a triangulation of type(
Cc 0
∗ Ccnc
)
where Cc (resp. Ccnc) denotes the class of coisometric (resp. c.n.c.) row contractions. Notice
that Cc ⊂ C·1. Combining this result with the triangulation of Theorem 4.1, we obtain
another triangulation for row contractions, that is,C·0 0 0∗ Cc 0
∗ ∗ Ccnc ∩ C·1
 .
Corollary 4.3. If T := [T1, . . . , Tn], Ti ∈ B(H), is a row contraction such
T1T
∗
1 + · · · + TnT ∗n 6= I
and there is a non-zero vector h ∈ H such that ∑
|α|=k
‖T ∗αh‖2 = ‖h‖2 for any k = 1, 2, . . ., then
there is a non-trivial subspace under the operators T1, . . . , Tn.
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We recall from [17] that if
T1T
∗
1 + · · ·+ TnT ∗n = I,
then a subspace M is invariant under T1, . . . , Tn if and only if
T1PMT
∗
1 + · · ·+ TnPMT ∗n ≤ PM,
where PM is the orthogonal projection on M. We also mention that the case when T ∈ C·0
is treated in the next corollary, and the case T ∈ C·1 is considered in the next section (see
Theorem 5.5).
The proof of the following result on regular factorizations of multi-analytic operators is
straightforward from the definition, so we leave it to the reader.
Lemma 4.4. Let Θ : F 2(Hn) ⊗ E → F 2(Hn) ⊗ E∗ be a contractive multi-analytic operator
and assume that it has the factorization
Θ = Θ2Θ1,
where Θ1 : F
2(Hn)⊗ E → F 2(Hn)⊗F and Θ2 : F 2(Hn)⊗F → F 2(Hn)⊗E∗ are contractive
multi-analytic operators.
(i) If Θ2 is inner, then the factorization Θ = Θ2Θ1 is regular.
(ii) If Θ is inner, then the factorization Θ = Θ2Θ1 is regular if and only if Θ1 and Θ2
are inner multi-analytic operators.
(iii) If rank∆Θ <∞, then
rank∆Θ = rank∆Θ2 + rank∆Θ1
if and only if the factorization Θ = Θ2Θ1 is regular.
Now we consider the case when T is a pure row contraction.
Corollary 4.5. If T := [T1, . . . , Tn] is a row contraction of class C·0, then the non-trivial joint
invariant subspaces under T1, . . . , Tn are parametrized by the non-trivial inner factorizations
of the characteristic function ΘT of T (i.e., ΘT = Θ2Θ1 with Θ1 and Θ2 inner multi-analytic
operators). Moreover, the subspaces H1 and H2 in Theorem 3.2 become
H1 = {Θ2f : f ∈ F 2(Hn)⊗F} ⊖ {ΘT f : f ∈ F 2(Hn)⊗D} and
H2 = {F 2(Hn)⊗D∗} ⊖ {Θ2f : f ∈ F 2(Hn)⊗F},
where D and D∗ are the defect spaces of T .
Proof. According to Theorem 2.1, the characteristic function ΘT is an inner multi-analytic
operator. By Lemma 4.4, any factorization ΘT = Θ2Θ1 is regular if and only if Θ1 and Θ2
are inner operators. Applying now Theorem 3.2, in our particular case, the result follows. 
We should remark that Corollary 4.5 can also be proved directly using Theorem 2.1 and the
Beurling type characterization (see [8]) of the joint invariant subspaces under the operators
S1 ⊗ IG , . . . , Sn ⊗ IG.
We recall [9] that any multi-analytic operator admits an essentially unique inner-outer
factorization.
Theorem 4.6. Let T := [T1, . . . , Tn] be a completely non-coisometric row contraction. The
inner-outer factorization of the characteristic function ΘT induces (cf. Theorem 3.6) the
triangulation of type (
C·0 0
∗ C·1
)
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for the row contraction T .
In particular, if the inner-outer factorization of the characteristic function is non-trivial,
then there is a non-trivial joint invariant subspace under the operators T1, . . . , Tn.
Proof. Suppose that the multi-analytic operator Θ : F 2(Hn) ⊗ E → F 2(Hn) ⊗ E∗ coincides
with the characteristic function of the c.n.c. row contraction T := [T1, . . . , Tn]. Let Θ = ΘiΘo
be the cannonical inner-outer factorization of Θ. Since Θi is inner, Lemma 4.4 implies that
the factorization is regular. Therefore, according to Theorem 3.2 (see also Theorem 3.3) and
Theorem 3.6, the above factorization yields a triangulation
Ti =
(
Bi 0
∗ Ai
)
, i = 1, . . . , n,
of T := [T1, . . . ,Tn], the functional model of T , such that the characteristic functions of
B := [B1, . . . ,Bn] and A := [A1, . . . ,An] coincide with the purely contractive parts of Θi
and Θo, respectively. Due to Lemma 3.4, the purely contractive part of an outer or inner
multi-analytic operator is also outer or inner, respectively. We recall from [8] that a c.n.c. row
contraction is of class C·0 (resp. C·1) if and only if the corresponding characteristic function
is inner (resp. outer) multi-analytic operator. Finally, using the last part of Theorem 3.6, we
can complete the proof. 
5. Characteristic functions and joint similarity to Cuntz row isometries
In this section, we obtain criterions for joint similarity of n-tuples of operators to Cuntz
row isometries. In particular, we prove that a completely non-coisometric row contraction
T := [T1, . . . , Tn] is jointly similar to a Cuntz row isometry if and only if the characteristic
function of T is an invertible multi-analytic operator. This is a multivariable version of a
result of Sz.-Nagy and Foias¸ [24], concerning the similarity to unitary operators.
Extending on some results obtained by Sz.-Nagy [21], Nagy-Foias¸ [25], and the author [6],
[17], we provide necessary and sufficient conditions for a power bounded n-tuple of operators
on a Hilbert space to be jointly similar to a Cuntz row isometry.
We need the following well-known result (see eg. [25]).
Lemma 5.1. Let M,N ,X and Y be subspaces of a Hilbert space H such that
H =M⊕N = X ⊕ Y.
If
PMX =M and ‖PMx‖ ≥ c‖x‖, x ∈ X ,
for some constant c > 0, then
PNY = N and ‖PN y‖ ≥ c‖y‖, y ∈ Y.
We recall a few facts concerning the geometric structure of the minimal isometric dilation
of a row contraction. Let T := [T1, . . . , Tn], Ti ∈ B(H), be a row contraction and let
V := [V1, . . . , Vn] be its minimal isometric dilation on a Hilbert space K ⊇ H. In [7], we
proved that K = R⊕MV (L∗) and
(5.1) PRh = lim
k→∞
∑
|α|=k
VαT
∗
αh, h ∈ H,
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where PR is the orthogonal projection of K onto R. Moreover, if T is a one-to-one row
contraction, then
(5.2) PRH = R.
The next result provides necessary and sufficient conditions for a c.n.c. row contraction
to be jointly similar to a Cuntz row isometry, in terms of the corresponding characteristic
function.
Theorem 5.2. Let T := [T1, . . . , Tn], Ti ∈ B(H), be a completely non-coisometric row
contraction. Then T is jointly similar to a Cuntz row isometry W := [W1, . . . ,Wn], Wi ∈
B(W), i.e.,
(i) W1W
∗
1 + · · ·+WnW ∗n = IW ;
(ii) STi =WiS, i = 1, . . . , n, for some invertible operator S : H →W,
if and only if the characteristic function ΘT is an invertible multi-analytic operator.
In this case,
‖Θ−1T ‖ = min
{‖X‖‖X−1‖ : [X−1T1X, . . . ,X−1TnX] is a Cuntz row isometry} .
Proof. Suppose that the row contraction T := [T1, . . . , Tn] is jointly similar to a Cuntz row
isometry W := [W1, . . . ,Wn], Wi ∈ B(W), i.e.,
W1W
∗
1 + · · ·+WnW ∗n = IW
and Ti = S
−1WiS, i = 1, . . . , n, for some invertible operator S : H → W. Since STα = WαS
and T ∗αS
∗ = S∗W ∗α for any α ∈ F+n , we have
S
∑
|α|=k
TαT
∗
α
S∗ = ∑
|α|=k
WαSS
∗W ∗α
≥ 1‖S∗−1S−1‖
∑
|α|=k
WαW
∗
α
=
1
‖S−1‖2 I
for any k = 1, 2, . . .. Therefore,∑
|α|=k
〈TαT ∗αh, h〉 ≥ ‖S∗−1h‖2
1
‖S−1‖2
≥ 1‖S∗‖2‖S−1‖2 ‖h‖
2,
which, due to relation (5.1), implies
(5.3) ‖PRh‖ ≥ 1‖S‖‖S−1‖‖h‖, h ∈ H.
Notice that the operator [T1, . . . , Tn] is one-to-one. Indeed, the relation
S−1W1Sh1 + · · · + S−1WnShn = 0, hi ∈ H, i = 1, . . . , n,
implies
W1Sh1 + · · ·+WnShn = 0.
Since Wi are isometries with orthogonal ranges, we have
WiShi = 0, i = 1, . . . , n,
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whence hi = 0, i = 1, . . . , n. Therefore [T1, . . . , Tn] is one-to-one. According to (5.2), we
have PRH = R. Due to relation (5.3), the subspace PRH is closed. Therefore, PRH = R
and the operator
X := PR|H : H → R
is invertible. According to (5.1), we have
V ∗i PRh = lim
k→∞
∑
|α|=k
V ∗i VαT
∗
αh
= lim
k→∞
∑
|α|=k−1
VβT
∗
βT
∗
i h = PRT
∗
i h
for any h ∈ H and i = 1, . . . , n. Consequently, we have
TiX
∗ = X∗Wi, i = 1, . . . , n,
where Wi := Vi|R, i = 1, . . . , n. Due to the noncommutative Wold decomposition applied to
the row isometry [V1, . . . , Vn], the subspace R is reducing under each isometry Vi, i = 1, . . .,
and [W1, . . . ,Wn] is a Cuntz row isometry.
Now, due to the geometric structure of the minimal isometric dilation of T , we have (see
relation (2.2))
K = R⊕MV (L∗) = H⊕MV (L).
Since PRH = R, we can use relation (5.3) and Lemma 5.1 to deduce that
PMV (L∗)MV (L) =MV (L∗) and ‖PMV (L∗)x‖ ≥
1
‖S‖‖S−1‖‖x‖, x ∈MV (L).
Therefore, the operator
Q := PMV (L∗)|MV (L) :MV (L)→MV (L∗)
is an invertible contraction with ‖Q−1‖ ≤ ‖S‖‖S−1‖. Since Q is unitarily equivalent to the
characteristic function ΘT of T (see Section 2), we deduce that ΘT is an invertible multi-
analytic operator and ‖Θ−1T ‖ ≤ ‖S‖‖S−1‖.
Conversely, assume that the characteristic function ΘT (and hence Q) is an invertible
contraction and ‖Θ−1T ‖ ≤ 1c for some constant c > 0. Applying again Lemma 5.1, we deduce
that
PRH = R and ‖PRh‖ ≥ c‖h‖, h ∈ H.
This shows that the operator X := PR|H : H → R is invertible and ‖X−1‖ ≤ 1c . As in
the first part of the proof, we have X∗(Vi|R) = TiX∗ for any i = 1, . . . , n. This proves the
similarity to a Cuntz row isometry. Notice also that, since ‖X‖ ≤ 1, we have
‖X∗−1‖‖X∗‖ = ‖X−1‖‖X‖ ≤ 1
c
.
To prove the last part of the theorem, let c > 0 be such that ‖Θ−1T ‖ = 1c . The converse of
this theorem implies the existence of on invertible operatorX such that [X−1T1X, . . . ,X
−1TnX]
is a Cuntz row isometry and
‖X‖‖X−1‖ ≤ 1
c
= ‖Θ−1T ‖.
On the other hand, using the first part of the proof, we have
‖Θ−1T ‖ ≤ ‖X‖‖X−1‖.
Therefore, ‖Θ−1T ‖ = ‖X‖‖X−1‖ and the proof is complete. 
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Corollary 5.3. If T := [T1, . . . , Tn], Ti ∈ B(H), is a completely non-coisometric row con-
traction jointly similar to a Cuntz row isometry, then T is jointly similar to the Cuntz part
in the Wold decomposition of the minimal isometric dilation of T . Moreover, in this case, T
is similar to the model row contraction C := [C1, . . . , Cn], where for each i = 1, . . . , n,
Ci : ∆ΘT (F
2(Hn)⊗D)→ ∆ΘT (F 2(Hn)⊗D)
is defined by
Ci(∆ΘT f) := ∆ΘT (Si ⊗ ID)f, f ∈ F 2(Hn)⊗D,
and ∆ΘT := (I −Θ∗TΘT )1/2, where ΘT is the characteristic function of T .
Proof. The first part of the theorem follows from the proof of Theorem 5.2. Now, using the
model theory for c.n.c row contractions (see Theorem 2.1 and Theorem 2.2), one can complete
the proof. 
Now we consider the case when T := [T1, . . . , Tn] is an arbitrary row contraction.
Theorem 5.4. Let T := [T1, . . . , Tn], Ti ∈ B(H), be a row contraction. Then T is jointly
similar to a Cuntz row isometry W := [W1, . . . ,Wn], Wi ∈ W, if and only if T is one-to-one
and the operator
(5.4) P :=
SOT- lim
k→∞
∑
|α|=k
TαT
∗
α
1/2
is invertible.
Moreover, if this is the case, then the row contraction T := [T1, . . . , Tn] is jointly similar to
the Cuntz part R := [R1, . . . , Rn] in the Wold decomposition of the minimal isometric dilation
of T .
Proof. Assume T is a similar to W , i.e., there exists an invertible operator S : H →W such
that Ti = S
−1WiS, i = 1, . . . , n. As in the proof of Theorem 5.2, one can show that the
operator [T1, . . . , Tn] is one-to-one. According to (5.2), we have PRH = R. On the other
hand, due to relation (5.1), we deduce that
(5.5) ‖PRh‖2 = lim
k→∞
∑
|α|=k
‖T ∗αh‖2 = ‖Ph‖2, h ∈ H,
where the operator P is well-defined by (5.4), due to the fact that
{ ∑
|α|=k
TαT
∗
α
}∞
k=1
is a
decreasing sequence of positive operators. Notice that, since {Wα}|α|=k are isometries with
orthogonal ranges, we have∑
|α|=k
‖T ∗αh‖2 ≥ ‖S−1‖−2
∑
|α|=k
‖W ∗αS∗−1h‖2
= ‖S−1‖−2‖S∗−1h‖2 ≥ (‖S−1‖2‖S‖2)−1‖h‖2
for any h ∈ H. Therefore
‖PRh‖2 = ‖Ph‖2 ≥ (‖S−1‖2‖S‖2)−1‖h‖2
for any h ∈ H. Hence, it follows that the operators P and PR|H are one-to-one and have
closed ranges. Since PRH = R, it is clear that the operator X : H → R is invertible.
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According to relation (5.1), we have
V ∗i PRh = lim
k→∞
∑
|α|=k−1
VβT
∗
βT
∗
i h = PRT
∗
i h
for any h ∈ H and i = 1, . . . , n. Consequently, we deduce that
(5.6) XT ∗i = R
∗
iX, i = 1, . . . , n,
where X := PR|H and Ri := Vi|R, i = 1, . . . , n. Therefore, T := [T1, . . . , Tn] is jointly similar
to R := [R1, . . . , Rn].
Conversely, assume that the row contraction [T1, . . . , Tn] is one-to-one and the operator
P is invertible. Then relation (5.5) implies PR|H is one-to-one and has closed range. On
the other hand, by (5.2), we have PRH = R. Therefore, the operator X := PR|H : H → R
is invertible and, due to relation (5.6), the row contraction [T1, . . . , Tn] is jointly similar to
the Cuntz row isometry [V1|R, . . . , Vn|R]. The proof is complete. 
We recall ([17]) that an n-tuple [T1, . . . , Tn], of operators Ti ∈ B(H), is power bounded if
there is a constant M > 0 such that∑
|α|=k
‖T ∗αh‖2 ≤M2‖h‖2, h ∈ H,
for any k = 1, 2, . . ..
Theorem 5.5. Let [T1, . . . , Tn] be a one-to-one power bounded n-tuple of operators on a
Hilbert space H such that, for any non-zero element h ∈ H, ∑
|α|=k
‖T ∗αh‖2 does not converges
to 0 as k →∞. Then there exists a Cuntz row isometry [W1, . . . ,Wn], Wi ∈ B(H), such that
TiX = XWi, i = 1, . . . , n,
for some one-to-one operator X ∈ B(H) with range dense in H.
Proof. For each h ∈ H, h 6= 0, denote
c(h) := inf
k=1,2,...
∑
|α|=k
‖T ∗αh‖2
1/2 .
Since [T1, . . . , Tn] is a power bounded n-tuple of operators, there is aconstant M > 0 such
that
(5.7)
∑
|α|=k
‖T ∗αh‖2 ≤M2‖h‖2, h ∈ H,
for any k = 1, 2, . . .. If c(h) = 0 and ǫ > 0, then there is k0 such that ∑
|α|=k0
‖T ∗αh‖2
1/2 ≤ ǫ
M
.
Hence and using (5.7), we deduce that
∑
|α|=m+k0
‖T ∗αh‖2 =
∑
|β|=k0
〈
Tβ
 ∑
|γ|=m
TγT
∗
γ
T ∗βh, h
〉
≤M2
∑
|β|=k0
〈
TβT
∗
βh, h
〉 ≤ ǫ2
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for any m ≥ 0. Consequently, lim
k→∞
∑
|α|=k
‖T ∗αh‖2 = 0, which contradicts the hypothesis.
Therefore, we must have c(h) 6= 0 for any h ∈ H, h 6= 0.
Now, for each h, h′ ∈ H, we define
[h, h′] := LIM
k→∞
∑
|α|=k
〈
T ∗αh, T
∗
αh
′
〉
,
where LIM is a Banach limit. Due to the properties of the Banach limit, [·, ·] is a bilinear
form on H and we deduce that
[h, h] := LIM
k→∞
∑
|α|=k
‖T ∗αh‖2 ≥ c(h)2 > 0 if h ∈ H, h 6= 0,
and [h, h] ≤M2‖h‖2. Moreover, we have
[h, h] =
n∑
i=1
[T ∗i h, T
∗
i h], h ∈ H.
Due to a well-known theorem on bounded hermitian forms, there exists a self-adjoint operator
P ∈ B(H) such that
[h, h′] =
〈
Ph, h′
〉
for any h, h′ ∈ H,
and, due to the above considerations, we have
(5.8) 0 < 〈Ph, h〉 < M2‖h‖2, h ∈ H, h 6= 0.
Now, we show that P =
n∑
i=1
TiPT
∗
i . Indeed, we have
〈Ph, h〉 = LIM
k→∞
∑
|α|=k+1
‖T ∗αh‖2 = LIM
k→∞
n∑
i=1
∑
|α|=k
‖T ∗αT ∗i h‖2
=
n∑
i=1
[T ∗i h, T
∗
i h] =
n∑
i=1
〈PT ∗i h, T ∗i h〉
=
n∑
i=1
〈
n∑
i=1
TiPT
∗
i h, h
〉
for any h ∈ H, which proves our assertion. Notice that relation (5.8) shows that the operator
X := P 1/2 is one-to-one and has range dense in H. Since
n∑
i=1
‖XT ∗i h‖2 = ‖Xh‖2 for any
h ∈ H, it is clear that
n∑
i=1
‖XT ∗i X−1x‖2 = ‖x‖2
for any x in the domain on X−1. Hence and due to the fact that the domain on X−1 is dense
in H, the operators V ∗i := XT ∗i X−1, i = 1, . . . , n, can be extended by continuity on H. Using
the same notation for the corresponding extensions, we have
n∑
i=1
‖V ∗i h‖2 = ‖h‖2, h ∈ H,
and V ∗i X = XT
∗
i , i = 1, . . . , n. This shows that [V1, . . . , Vn] is a co-isometry from H(n) to H
such that
TiX = XVi, i = 1, . . . , n.
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Assume now that hi ∈ H and
n∑
i=1
Vihi = 0. Then
n∑
i=1
TiXhi = 0. Since [T1, . . . , Tn] and X are
one-to-one operators, we must have hi = 0 for each i = 1, . . . , n. Consequently, [V1, . . . , Vn]
is a one-to-one co-isometry, and therefore a unitary operator from H(n) to H. This implies
that V1, . . . , Vn are isometries on H with V1V ∗1 + · · ·+VnV ∗n = IH. The proof is complete. 
As a consequence of Theorem 5.5, we deduce the following criterion for joint similarity of
a power bounded n-tuple of operators to a Cuntz row isometry.
Corollary 5.6. Let [T1, . . . , Tn] be a one-to-one power bounded n-tuple of operators on a
Hilbert space H. Then [T1, . . . , Tn] is jointly similar to a Cuntz row isometry if and only if
there exists a constant c > 0 such that
(5.9)
∑
|α|=k
‖T ∗αh‖2 ≥ c‖h‖2, h ∈ H,
for any k = 1, 2, . . ..
Proof. The direct implication can be extracted from the proof of Theorem 5.2. Conversely,
if condition (5.9) holds, then, using the proof of Theorem 5.5, we have
c(h) ≥ √c‖h‖, h ∈ H, h 6= 0.
Moreover, the positive operator P ∈ B(H) has the properties
TiP
1/2 = P 1/2Vi, i = 1, . . . , n,
where [V1, . . . , Vn] is a Cuntz isometry, and
〈Ph, h〉 ≥ c‖h‖2, h ∈ H, h 6= 0.
Since the latter inequality shows that P 1/2 is an invertible operator, the result follows. 
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