James Madison University

JMU Scholarly Commons
Dissertations, 2020-current

The Graduate School

5-7-2020

Envelope-following response amplitude and cochlear traveling
wave delay
Julia E. Dawson

Follow this and additional works at: https://commons.lib.jmu.edu/diss202029
Part of the Communication Sciences and Disorders Commons

Recommended Citation
Dawson, Julia E., "Envelope-following response amplitude and cochlear traveling wave delay" (2020).
Dissertations, 2020-current. 15.
https://commons.lib.jmu.edu/diss202029/15

This Dissertation is brought to you for free and open access by the The Graduate School at JMU Scholarly
Commons. It has been accepted for inclusion in Dissertations, 2020-current by an authorized administrator of JMU
Scholarly Commons. For more information, please contact dc_admin@jmu.edu.

Envelope-Following Response Amplitude And Cochlear Traveling Wave Delay
Julia Elizabeth Dawson

A dissertation submitted to the Graduate Faculty of
JAMES MADISON UNIVERSITY
In
Partial Fulfillment of the Requirements
for the degree of
Doctor of Audiology

Department of Communication Sciences and Disorders

May 2020
FACULTY COMMITTEE:
Committee Chair: Christopher Clinard, PhD
Committee Members/ Readers:
Lincoln Gray, PhD
Yingjui Nie, PhD

ACKNOWLEDGEMENTS

First and foremost, it is essential to note that this project would not have been
possible without the unmatched guidance and direction of my advisor, Dr. Chris Clinard.
I am overwhelmingly grateful for the time he has spent teaching me and fostering my
passion for research over the past four years. Additionally, this study was a continuation
of a previous project completed by Dr. Nicole Jones, who put in a great deal of time and
effort establishing the procedures and laying the groundwork for my study. I have been
so fortunate to have her project as a framework for my own. I would also like to sincerely
thank my committee members for their time and consideration in support of this
endeavor. I so appreciate the feedback and guidance they have provided me throughout
this project.
Finally, I would be remiss if I did not acknowledge the steadfast support of my
classmates, family, and friends throughout these past four years. In times of great stress, I
owe these individuals my sanity. In the words of Clarence Odbody, “no man is a failure
who has friends.”

ii

TABLE OF CONTENTS
ACKNOWLEDGEMENTS ................................................................................................ II
TABLE OF CONTENTS .................................................................................................. III
LIST OF FIGURES .......................................................................................................... IV
ABSTRACT....................................................................................................................... V
1.0 INTRODUCTION ........................................................................................................ 1
2.0 METHODS ................................................................................................................... 9
3.0 ANALYSES................................................................................................................ 14
4.0 RESULTS ................................................................................................................... 15
5.0 DISCUSSION ............................................................................................................. 20
6.0 CONCLUSIONS......................................................................................................... 22
REFERENCES ................................................................................................................. 23
APPENDIX A. INDIVIDUAL DATA ............................................................................. 27

iii

LIST OF FIGURES
FIGURE 1. ........................................................................................................................... 10
FIGURE 2. ........................................................................................................................... 11
FIGURE 3. ........................................................................................................................... 14
FIGURE 4. ........................................................................................................................... 17
FIGURE 5. ........................................................................................................................... 19

iv

ABSTRACT

Potential clinical roles of the envelope following response (EFR), such as diagnostic testing
and amplification verification, are promising. Despite its potential, variability in response
amplitude due to various stimulus characteristics is not yet fully understood. The purpose
of this study was to evaluate the effects of cochlear traveling wave delay on EFR amplitude.
EFRs were recorded on young, normal hearing individuals using amplitude-modulated
tones to represent first (F1) and second formants (F2) of vowel stimuli. EFR stimuli were
created with a fixed fundamental frequency and a fixed formant carrier frequency. Stimulus
conditions employed a dynamic frequency approach by sweeping the second formant over
a range of frequencies to result in different F0-related phase delays. Instantaneous
amplitudes were assessed as the difference in response between F1-only and F1F2
conditions. Systematic increases and decreases in amplitude were expected to correspond
with calculated differences in phase delay. However, the expected trends were not observed
and very minimal differences between these conditions were shown overall. These EFR
amplitude findings to various vowel-simulated stimuli were not consistent with previous
research from Jones (2018). Variability in noise estimates and differences between target
and actual phase delay values may have contributed to these trends. A clear understanding
of cochlear delay and its potential effects on amplitude variability of the EFR must be
obtained before vowel-elicited EFRs can be implemented as an effective clinical tool.
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1.0 INTRODUCTION
1.1

POTENTIAL CLINICAL APPLICATIONS OF AUDITORY EVOKED

POTENTIALS
Auditory evoked potentials have been proposed as a physiologic tool for diagnostic
testing and amplification verification. Traditional physiologic tests like the auditory
brainstem response (ABR) are less applicable to speech stimuli due to the transient nature
of test stimuli. In contrast, auditory evoked potentials recorded to vowels and other speech
stimuli would allow us to evaluate the neural encoding of speech sounds and reveal
valuable information about auditory processing.
Vowel-elicited auditory evoked potential would provide an objective alternative to
more traditional diagnostic measures, such as speech audiometry. Performance on speech
audiometry testing can be impacted by extraneous factors beyond audibility, such as
attention and memory. These measures also require active patient participation, which is
not possible in all clinical populations. Vowel-elicited auditory evoked potentials may
provide a unique perspective regarding the neural encoding of speech stimuli, while
depending less on these traditional assessments.
Vowel-elicited auditory evoked potentials have also been proposed as a clinically
useful hearing aid outcome measure. Traditional amplification verification measures
through the use of real-ear testing do not include physiological measurements. While realear measures can be useful at ensuring audibility of speech stimuli, they are unable to
provide any information regarding the neural encoding of amplified stimuli. An objective
electrophysiological response could be of particular use in infant populations, where it is
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critical to ensure an appropriate fit so that the user has access to sounds necessary for timely
language development.
The application of vowel-elicited auditory evoked potentials as a diagnostic or
amplification verification tool is complicated by the fact that the stimuli being used require
further analysis than other physiologic stimuli like tonebursts. Toneburst stimuli stimulate
a very narrow region of the basilar membrane and consequently have relatively simple
excitation patterns. In contrast, vowels have a much more complex excitation pattern in the
cochlea because they stimulate more regions along the basilar membrane. This is credited
to the nature of vowels, which include fundamental frequencies and multiple formant
frequencies. As this complex frequency information reaches the basilar membrane, phase
interactions likely contribute to the overall intensity of the traveling wave and may
ultimately impact response amplitude.
1.2

ENVELOPE-FOLLOWING RESPONSE
Vowels can be used to elicit several types of auditory evoked potentials. One

response that is of particular interest for these purposes is the envelope following response
(EFR). Unlike the auditory brainstem response (ABR), the stimuli used to elicit the EFR
can be longer and do not therefore warrant transient stimuli. This allows us to look at
speech stimuli such as vowels. The EFR is generated by presentation of an amplitudemodulated carrier tone. The response energy is analyzed in the frequency range specific to
the envelope of modulation, which represents the fundamental frequency. In contrast, the
frequency-following response (FFR) is believed to follow the first formant frequency
(Aiken and Picton, 2006).
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Although the EFR is analyzed at the modulation frequency, it represents the
excitation of the carrier frequency. The EFR can be useful at evaluating the integrity of
auditory neural encoding of complicated stimuli, especially their temporal qualities. It is
particularly appropriate for evaluating neural encoding of auditory stimuli because its main
generator along the auditory pathway is the inferior colliculus.
1.3

COCHLEAR DELAY EFFECTS
Though the potential clinical applications for the use of vowel stimuli with the EFR

are promising, a clearer understanding of amplitude variability across responses is needed
before it can be used to analyze the integrity of neural encoding for these stimuli. Several
factors unrelated to neural encoding may also be responsible for variability in the envelope
following response, especially with regards to its amplitude.
Aiken and Picton (2006) examined the EFR with multiple vowel stimuli and
showed that across different vowels, the amplitude of the response is variable. Results
suggested that this variability may be the result of the distance between formants in vowels.
Aiken and Picton suspect that these variations in amplitude are actually caused by phase
delay in the traveling waves of the different formants as they enter and travel along the
basilar membrane of the cochlea. For example, they demonstrated that an /i/, an /a/, and an
/u/ sound will elicit variable phase delay differences due to the variable differences in the
distance between their first and second formants. This idea of phase delay follows the
thought that when two traveling waves are in phase they will summate, or add together,
and when they are out of phase they will cancel. Wave summation or cancellation between
the traveling waves of first and second vowel formants could be responsible for the
amplitude differences that Aiken and Picton observed among different vowel stimuli. If
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this is true, then an understanding of phase delay and how it affects the amplitude of the
EFR is essential to use this measure for any of the practical applications for which it has
already been proposed.
Elberling & Don (2008) have explored the effects of cochlear delay on response
amplitude and demonstrated that it can be accounted for through the use of chirp stimuli.
In 2008, they demonstrated that by using chirp stimuli neural synchrony is maximized and
ABR amplitudes are consequently higher. This is credited to the fact that chirp stimuli
contain a frequency sweep beginning with low frequencies and ending with high
frequencies. This is opposite to the natural pattern of traveling wave delay, thus reversing
the effects of cochlear delay.
The same researchers explored this concept further in 2010, comparing chirp
stimuli to stacked ABR testing, which also aims to counteract the effects of cochlear delay
(Elberling & Don, 2010). While chirp stimuli focus on combatting cochlear delay at the
level of the input stimulus, stacked ABRs look at response output analysis to account for
cochlear delay. Elberling and Don looked further into the concept of cochlear delay by
trying to create models of this pattern in the cochlea (Elberling & Don, 2013). In 2013,
they demonstrated that latency of cochlear travelling wave delay is impacted by frequency
as well as intensity of the input stimulus.
1.4

EFR AMPLITUDE VARIABILITY
Aside from cochlear delay, there are a variety of other factors that have been

demonstrated to affect the amplitude of the EFR. Some factors are related to the input
stimulus, such as intensity, bandwidth, stimulus polarity, and modulation depth.
Additionally, factors related to the listener have also shown variations in amplitude,

5
including age and maturational changes, as well as hearing loss.
The direct relationship between stimulus intensity and response amplitude has been
well documented. Easwar et al. (2015b,c) showed that across listeners, response amplitudes
were higher at increased intensity levels. Further support for this relationship was
demonstrated by an increase in response amplitudes in the aided rather than unaided
conditions. Both of these trends reinforce the concept that higher intensity stimuli are
associated with higher EFR amplitudes. Another stimulus attribute that can impact EFR
amplitude is the bandwidth of the signal. Easwar et al. also looked at EFRs in individuals
when applying low-pass filters at 1, 2, and 4 kHz. Response amplitudes, as well as the
amount of EFR detections, increased with expanded bandwidths across individuals
(Easwar et al, 2015b,c).
Research has also suggested that with vowel-elicited EFRs, polarity may affect the
amplitude of the response. Easwar et al. found significant differences in amplitude across
thirty percent of participants when the same vowel was presented with alternating polarity.
This effect of polarity was significant when first and second formants were both present.
However, the sensitivity of the response to polarity differences is thought to be affected by
a variety of factors (Easwar et al, 2015a). Finally, amplitude modulation depth in EFR
stimuli has shown to be directly related to amplitude of the response. Of note, the strength
of this effect is larger in younger participants than it is in older groups. Further, the dynamic
range of modulation depth for which amplitude modulation was most impactful is reduced
in older adults. These findings would suggest that the sensitivity of EFR amplitude to
modulation depth changes with age (Dimitrijevic et al 2016).
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There are several other factors that can affect the amplitude of the EFR beyond
stimulus attributes, particularly with respect to maturation. For example, Prado-Gutierrez
et al. (2012) studied the effects of maturational time course on EFR amplitude in rats.
Results showed that amplitude of the response increases significantly throughout the
maturation process, especially within the first two years of life. This may be due to an
increase in neural synchrony as maturation occurs. Maturational effects were also analyzed
as a function of modulation frequency by using stimuli with a continuous sweep of
modulation frequencies. The study demonstrated that each age group had a particular
modulation frequency where amplitude was highest, referred to as the best modulation
frequency. Across age groups, younger rates were more sensitive to variations in
modulation frequency above or below their best modulation frequencies.
Nodarse et al. (2012) also demonstrated the relationship between maturation and
EFR amplitude by comparing responses between infants and two year-olds. With increased
age, EFR detectability and amplitude both improved. This effect of maturation is of
particular significance because it suggests a possible need for future clinical norms for EFR
amplitude in very young individuals.
Research has also highlighted an effect of aging on EFR amplitude (Parthasarathy
et al, 2016). Among two different groups of young and aged rats, an overall decrease in
response amplitude was seen in the older group. A computational model of these changes
showed that the age-related decrease in EFR amplitude was due in part to loss of auditory
nerve fibers, as well as a decrease in function of spontaneous rate fibers. This finding
suggests that as with maturational changes in EFR amplitude, the age-related decrease in
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EFR amplitude can be credited to reduced neural synchrony and consequently reduced
temporal processing across these different age groups.
One final factor of note that influences the amplitude of the EFR is hearing loss.
Arnold and Burkard (2002) studied this relationship by measuring EFR amplitude before
and after carboplatin was applied to initiate inner hair cell loss in chinchillas. Recordings
in the inferior colliculus showed decreased EFR amplitudes in the post-carboplatin
responses. Another study demonstrated the potential effects of hearing loss on response
amplitude by using high-pass masking to simulate a high-frequency hearing loss in both
young and aged subjects (Boettcher et al, 2001). When a lower carrier frequency was used,
ASSR amplitudes for the masked subjects were lower in both age groups. This evidence
reinforces the relationship between hearing loss and reduced response amplitudes.
However, not all studies have indicated that the role of hearing loss on amplitude
is quite so straightforward. Phase-locking capabilities between younger and older listeners
were evaluated and were poorer for the older participants. A portion of the older listeners
had some degree of high-frequency hearing loss, suggesting that hearing sensitivity may
have contributed to the reduced phase locking in this group (Leigh-Paffenroth & Fowler
2006). The researchers do point out, however, that the pattern seen for these age-related
differences is not entirely explained by high-frequency hearing loss.
1.5

VOWEL ELICITED AEPS
These factors all emphasize the amount of variability in EFR amplitudes among

individuals and highlight the need for a better understanding of the stimulus/response
relationship before these types of tests can be effectively implemented in the clinical
setting. Clear expectations for EFR amplitude would be especially critical in pediatric
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populations. Particular differences in subcortical auditory processing of children with
hearing loss have been established. When examining the responses of both normal hearing
and children with a hearing impairment, effects on the amplitude and latency of the
response have been seen.
These findings indicate a unique behavior of subcortical auditory processing in this
population. It is reasonable to assume that EFR amplitudes may also vary in other specific
patient populations, such as individuals with learning disabilities. Further research in these
areas is needed, as a strong understanding of the complex relationship between the EFR
and factors that may influence its amplitude is essential to use of the test as a diagnostic
tool. Based on the literature reviewed above, it is clear that the EFR may have many
potential clinical applications. However, the role of cochlear traveling wave delay in EFR
behavior must be better understood before using complex stimuli to examine these
responses in clinical populations.
Jones (2018) used EFRs to explore the role of cochlear traveling wave delay using
stimuli with fixed frequencies to target specific phase delays. For example, two amplitude
modulated tones with a modulation frequency of 103 Hz and carrier frequencies of 353 and
775 Hz would be expected to result in a phase delay of 90° at the modulation frequency
result in an amplitude increase relative to when the 353 Hz alone condition was presented.
Findings from Jones (2018) indicated inconsistent trends across individuals, perhaps
related to mismatches between the estimated cochlear delays and those of each individual.
The purpose of the present experiment was to follow up on Jones (2018) by using a
dynamic frequency approach to assess the effects of cochlear traveling wave delay on the
EFR. It was hypothesized that EFR will be larger when the phase delay between F1 and F2
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is closer to zero, and will decline in amplitude as phase delay values approach 180º.
2.0 METHODS
2.1 PARTICIPANTS
In order to evaluate the effects of cochlear delay on envelope following response
amplitude, nine normal hearing individuals between the ages of 18 and 25 were recruited
to participate in this experiment. Students at James Madison University were recruited via
word of mouth and flyers posted in the university’s Health and Behavioral Science
building.
2.2 SCREENING PROCEDURES
All research participants were screened for normal auditory thresholds (≤15 dB HL
bilaterally at octave frequencies .25-8 kHz) and middle ear function. Exclusion criteria
included hearing loss and the use of prescription medications for sleep, seizures, attention,
mood, or memory purposes. Questions regarding ear-specific medical history and formal
musical or language training were also included in the intake questionnaire for this
experiment.
2.3 STIMULI
The stimulus approach used amplitude-modulated tones as a simple model of first and
second formants. Stimuli were created with two fixed fundamental frequencies: 103 Hz
and 213 Hz. For stimuli with each fundamental frequency, the first formant (F1) carrier
frequency was fixed at 353 Hz. Stimulus conditions were created with only the F1
frequency for 103 and 213 Hz tones, respectively. For both 103 and 213 Hz tones,
additional stimuli were also created where the second formant (F2) frequency was swept
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over a range of frequencies to result in different F0-related phase delays. For all stimuli,
the fundamental frequency also served as the amplitude modulation frequency.
The dynamic F2 tone for the 103 Hz condition ranged from 353 to 2800 Hz,
targeting F0 phase delays of 0 – 180°; these phase delays would be expected to result in an
amplitude enhancement around the middle of the recording, followed by a decrease in
amplitude as the end of the waveform is approached. The dynamic F2 tone for the 213 Hz
condition ranged from 353 to 2449 Hz, targeting F0 phase delays of 0 to 360°; these phase
delays would be expected to show a systemic enhancement (e.g., 90°), decrement (180°),
and another enhancement (360°) over time.
The duration of each stimuli was 1024 ms. Stimulus level of each tone was 60 dB
SPL, and stimuli were presented in alternating polarity. Figure 1 shows a schematic of
how stimulating two different areas of the basilar membrane with two AM tones of
different carrier frequencies, but the same modulation frequency may result in EFR
enhancements or decrements. Spectrograms of the F1F2 stimuli are shown in Figure 2.

Figure 1. Schematic representation of how cochlear traveling wave delay
corresponds to different phase delays at the fundamental frequency. The black
sinusoid represents the first formant condition: 353 Hz. The red sinusoids represent
two of the possible second formant conditions; their separate locations on the
basilar membrane result in different relative phase delays between 353 Hz and a
second frequency presented at the same time. Some of these phase delays are
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expected to result in amplitude increases (e.g., 90°) while others are expected to
result in amplitude decreases (e.g., 180°).

Figure 2. Spectrograms of the dynamic frequency used in the present study. Left
panel, stimulus for 103 Hz F1F2 condition. Right panel, stimulus for 213 Hz F1F2
condition.

2.4 PROCEDURES
All testing procedures were administered in a double-walled, sound-treated booth.
Equipment used included a Neuroscan SynampsRT. When possible, testing procedures
were performed in one session, but participants were brought back for an additional testing
session on a separate day if all procedures were unable to be completed in the given time
window allotted, or if the participant became too restless or physiological responses were
noisy during the first session.
After screening measures were performed, participants were scrubbed thoroughly with
Nu-prep abrasive gel and electrodes were placed. A single-channel electrode montage was
used from Cz to the nape of the neck, and a ground electrode was placed at Fz. Participants
were instructed to relax all of the muscles in their face and neck and try to remain still as
much as possible. They were then informed that they would hear a clicking noise in their
right ear for a given amount of time followed by a break, and that this stimulus would be
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presented several times. Participants were instructed to relax and ignore the stimulus if they
wanted, and even go to sleep if possible. Participants were seated in a recliner with an
ottoman for their legs and leaned backwards so that myogenic noise from the neck and
shoulder muscles could be reduced as much as possible.
After electrode placement and instructions, an impedance check was performed.
All stimuli were presented via a shielded ER3A insert earphone in the right ear only. Test
procedures were randomized for each participant and consisted presentation of four
different stimulus conditions: 103 Hz F1 only, 213 Hz F1 only, 103 Hz F1 & F2 sweep,
and 213 Hz F1 & F2 sweep. A break period of at least five minutes was given in between
the presentation of each stimulus condition. Recording

parameters

included

1000

accepted sweeps, artifact rejection of + 30 µV, online filters 30 – 300 Hz, and a time
window of 0 to 1024 ms.
2.5 RESPONSE ANALYSIS
Response analysis was performed over time and frequency to correspond with the
dynamic F2 frequency condition. Traditional EFR analysis uses the time window of the
average waveform (e.g., 0 – 1.024 sec) for one FFT analysis. In the present study, many
shorter time windows were used to perform FFTs in an approach resembling a spectrogram.
For each recording, data were loaded into Matlab (R2016A) using the EEGLAB toolbox
(Delorme & Makeig, 2004). The time window for each sweep was set to – 30 to 1050 ms.
Time-frequency analysis was performed with the following parameters. The width of each
time window was 50 ms, and time windows advanced in steps of 1 ms. The length of the
signal, or nfft, was set at 10,000 and included zero padding to obtain sufficient frequency

13
resolution in the FFT. Figure 3 illustrates the time domain waveform and time-frequency
analysis of a response elicited using the 103 Hz F1-only condition.
This time-frequency analysis resulted in amplitude and phase data across a broad
range of time and frequency values. To focus on where the response energy would occur,
the instantaneous amplitude was obtained from the F0 frequency, 103 Hz in Figure 3, at
each time window. This instantaneous-frequency amplitude was then plotted as a function
of time (Figure 3, bottom panel). Noise estimates were also obtained from three FFT bins
corresponding to frequencies that were 18-20 Hz above the fundamental frequency at
which the response should be located. The relatively short time windows in the timefrequency analysis resulted in the spectral content of the response spreading beyond the
F0, and the 20 Hz separation between signal and noise frequencies prevents response
amplitude from contaminating the noise magnitude estimate (Figure 3).
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Figure 3. Individual data from a response elicited using a 103 Hz F0-only
stimulus. The time domain stimulus waveform is shown at the top. Fast Fourier
Transforms of the recording are shown on the left side, demonstrating a peak at the
modulation frequency. A spectrogram of the recording is shown on the right side;
the white horizontal line highlights the modulation frequency. At the bottom, the
instantaneous amplitude from 103 Hz is shown over time, as well as the noise
estimate.

3.0 ANALYSES

Instantaneous amplitudes were compared between the F1-only condition and the
F1F2 conditions, and these comparisons were performed separately for each fundamental
frequency. Cohen’s d measure of effect size was used to compare the two amplitudes at
each time point, rather than a t-test at each time point. The large number of time points for
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each F0 comparison, 1031, points would result in a number of Type I errors that would be
problematic to control for. Cohen’s d describes the distance between the two amplitude
measures while avoiding Type I errors. In addition, 95% confidence intervals are plotted
for the differences between instantaneous F1-amplitude at the two conditions.

If a

consistent difference was found between amplitude of the F1-only and F1F2 conditions,
then the 95% confidence for the difference should not include zero.

4.0 RESULTS
4.1 Instantaneous Amplitude
4.1.1 103 Hz Fundamental Frequency
First, amplitude and noise data from the 103 Hz F0 conditions will be described.
Figure 4 (top row, left panel) displays the F1-only average instantaneous amplitude and
noise estimates from each time point. Average response amplitude is variable over time,
as is the noise estimate; the average amplitude and noise are separated, indicating a positive
signal-to-noise ratio for the EFR. Figure 4 (top row, right panel) displays the F1F2 average
instantaneous amplitude and noise estimates from each time point.

Again, average

response amplitude is variable over time, as is the noise estimate; amplitude and noise are
separated more than for the F1-only condition, indicating a higher signal-to-noise ratio for
the F1F2 condition than the F1-only condition.
Second, the 95% confidence intervals for the amplitude and noise values are
displayed in the middle row of Figure 4. The overlap in shaded confidence intervals
indicates that there was considerable variability in the relative differences between
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amplitude and noise for F1-only and F1F2 conditions; not all recordings had robust SNRs
when analyzed this way.
Third, differences in instantaneous amplitude (F1F2 amplitude – F1only amplitude)
were calculated for each time point, for each individual. Results were expected to show a
systematic difference between amplitude of the two conditions over the course of the
waveforms, consistent with the calculated F0-related phase delay changing from 0° to 180°.
Figure 4 (bottom row, left panel) plots the average difference and corresponding 95%
confidence interval for these differences. The average difference hovers around zero and
the broad confidence intervals indicate that no consistent difference was observed between
the F1-only and F1F2 conditions.
Within the bottom left panel of Figure 4, Cohen’s d is also shown for each time point
to illustrate amplitude difference between the two stimulus conditions at this 103 Hz F0.
Effect size does not vary in a systematic way, and does not show the expected growth
around the midpoint that would correspond to 90° followed by a decrease as the stimulus
approached 180° at the end of the stimulus. Although there are occasional large effect
sizes shown (e.g., ~2) they are surrounded by small-to-negative effect sizes that are not
consistent with the expected effects of traveling wave delay. Individual data from this
difference calculation (Figure 4, bottom right panel) do not show consistent differences
across participants. Data are shown separately for each individual in Appendix A.
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Figure 4. Instantaneous amplitude and noise for the 103 Hz conditions. Top
row, averages of the F1-only (left panel) and F1 with F2 condition (right panel).
Middle row, averages from the top row with the corresponding 95th percentiles
plotted. Bottom row, differences between the F1 with F2 condition and the F1only condition; average data and 95th percentiles (left panel) and individual data
(right panel) are shown. The colormap corresponds to Cohen’s d that is
displayed as a function of time in the bottom left panel.
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4.1.2 213 Hz Fundamental Frequency
Data from the 213 Hz conditions are displayed in Figure 5, following the same
layout as in Figure 4. Instantaneous amplitude in the F1-only condition is variable, similar
to the 103 Hz data (Figure 5). The average F1F2 instantaneous amplitude data (Figure 5,
top right panel) has a large peak around the middle of the recording. This peak is preserved
in the average amplitude difference (Figure 5, bottom left panel), although the 95%
confidence interval crosses the zero difference line. The phase delays for 213 Hz range
from 0 to 360°. It was expected that an amplitude enhancement would be seen early
corresponding to 90°, followed by a decrement at 180°, and then another amplitude
enhancement corresponding to 360°. The amplitude difference data (Figure 5, bottom left
panel) shows the opposite trends. Examination of individual data (Figure 5, bottom right
panel), reveals that the difference peak at the middle time region is heavily influenced by
the data from two participants; the remainder of participants have only small differences
between the amplitudes of the F1-only and F1F2 conditions.
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Figure 5. Instantaneous amplitude and noise for the 213 Hz conditions. Top
row, averages of the F1-only (left panel) and F1 with F2 condition (right panel).
Middle row, averages from the top row with the corresponding 95th percentiles
plotted. Bottom row, differences between the F1 with F2 condition and the F1only condition; average data and 95th percentiles (left panel) and individual data
(right panel) are shown.

20
5.0 DISCUSSION

The results for instantaneous amplitude in both the 103 Hz and 213 Hz conditions
are not consistent with the expected trends based on previous findings (Aiken & Picton,
2006; Jones, 2018). Based on these previous studies, it was predicted that the differences
between the F1-only and F1F2 conditions would show systematic amplitude enhancement
and reduction, corresponding with changes in phase delay over the course of the
waveforms. In fact, there were very minimal differences between the F1-only and F1F2
conditions across most participants in this study. For the 213 Hz condition, the opposite of
the expected trend was actually seen, but was heavily influenced by the results from two
participants. Setting these two individuals’ results aside, very little difference is seen
between the F1-only and F1F2 conditions. These findings do not support the proposed
explanations of phase delay related effects on EFR amplitude from Aiken and Picton
(2006) and Jones (2018).
There are several possible explanations as to why the expected trend was not
observed. One factor to consider is the large variability in the noise estimate over time.
Differences in the noise estimate, both across individuals and throughout the time course
of the recording, can heavily impact the amplitude of the response. Although every effort
was made to minimize noise during each recording, differences are still seen between
individual recordings and throughout each time window. This variability may have
influenced the observed patterns of instantaneous response amplitude.
This study was a continuation of Jones (2018), which also demonstrated
inconsistent patterns of response amplitude across individuals. Another reason for these
inconsistencies may be that the targeted phase delays differ from the actual phase delays
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of each individual. The estimates used to calculate phase delay for these stimuli are just
that – estimates. It is reasonable to suppose that individual variability in head size may
translate to different basilar membrane length and ultimately different phase delay values.
While the observed differences between F1-only and F1F2 were small and did not
follow the pattern that was expected, differences in instantaneous amplitude between the
F1-only and F1F2 conditions were demonstrated nonetheless. Although this may not
suggest that phase-related differences in amplitude follow the expected trend, it does
support the idea that EFRs to complex sounds demonstrate considerable variability in
amplitude as a result of the second formant. Without a clear understanding of the nature
and typical behavior of this variability, the first and second formant relationship poses a
threat for the implementation of vowel-elicited EFRs as a clinical tool. EFRs certainly may
provide valuable information about the integrity of neural encoding, but seem to also
demonstrate effects of a wide variety of stimulus characteristics. Further investigation into
this variability of response amplitude is critical prior to the use of the EFR for its
aforementioned proposed purposes.
One consideration to be made for future research is that the present study and Jones
(2018) both used simulated vowels, which are much simpler than natural speech. The
stimuli in this study were created with only first and second formants, whereas in reality,
vowels can have up to five formants present. This may lead to even more complex
interactions between the traveling waves of these different formants as they excite the
basilar membrane.
Another interesting direction for this area of research may be to consider examining
auditory evoked potentials of frogs. These amphibians lack a basilar membrane and
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resulting tonotopic organization as is seen in the human cochlea. As such, they would not
be subject to traveling wave delay and likely not vulnerable to effects of phase summation
and cancellation of vowel formants.

6.0 CONCLUSIONS

1. Changes in EFR amplitude to various vowel-mimicked stimuli are not consistent with
previous research.
2. A clear understanding of cochlear delay and its potential effects on amplitude
variability of the EFR must be obtained before vowel-elicited EFRs can be
implemented as an effective clinical tool.
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