We investigate the problem of detecting gravitational waves from binaries of nonspinning black holes with masses mϭ5 -20M ᭪ , moving on quasicircular orbits, which are arguably the most promising sources for first-generation ground-based detectors. We analyze and compare all the currently available post-Newtonian approximations for the relativistic two-body dynamics; for these binaries, different approximations predict different waveforms. We then construct examples of detection template families that embed all the approximate models and that could be used to detect the true gravitational-wave signal ͑but not to characterize accurately its physical parameters͒. We estimate that the fitting factor for our detection families is տ0.95 ͑corresponding to an event rate loss Շ15%) and we estimate that the discretization of the template family, for ϳ10 4 templates, increases the loss to Շ20%.
I. INTRODUCTION
A network of broadband ground-based laser interferometers, aimed at detecting gravitational waves ͑GWs͒ in the frequency band 10-10 3 Hz, is currently beginning operation and, hopefully, will start the first science runs within this year ͑2002͒. This network consists of the British-German GEO, the American Laser Interferometer Gravitational-Wave Observatory ͑LIGO͒, the Japanese TAMA and the ItalianFrench VIRGO ͑which will begin operating in 2004͒ ͓1͔.
The first detection of gravitational waves with LIGO and VIRGO interferometers is likely to come from binary blackhole systems where each black hole has a mass ͓2͔ of a few M ᭪ , and the total mass is roughly in the range 10-40M ᭪ ͓3͔, and where the orbit is quasicircular ͑it is generally assumed that gravitational radiation reaction will circularize the orbit by the time the binary is close to the final coalescence ͓4͔͒. It is easy to see why. Assuming for simplicity that the GW signal comes from a quadrupole-governed, Newtonian inspiral that ends at a frequency outside the range of good interferometer sensitivity, the signal-to-noise ratio ͑S/N͒ is ϰM 2 ), and d is the distance between the binary and the Earth. Therefore, for a given signal-to-noise detection threshold ͑see Sec. II͒ and for equal-mass binaries ( ϭ1/4), the larger is the total mass, the larger is the distance d that we are able to probe. ͑In Sec. V we shall see how this result is modified when we relax the assumption that the signal ends outside the range of good interferometer sensitivity.͒ For example, a black-hole-black-hole binary ͑BBH͒ of total mass M ϭ20M ᭪ at 100 Mpc gives ͑roughly͒ the same S/N as a neutron-star-neutron-star binary ͑BNS͒ of total mass M ϭ2.8M ᭪ at 20 Mpc. The expected measured-event rate scales as the third power of the probed distance, although of course it depends also on the system's coalescence rate per unit volume in the universe. To give some figures, computed using LIGO-I's sensitivity specifications, if we assume that BBHs originate from main-sequence binaries ͓6͔, the estimated detection rate per year is Շ4ϫ10 Ϫ3 -0.6 at 100 Mpc ͓7,8͔, while if globular clusters are considered as incubators of BBHs ͓9͔ the estimated detection rate per year is ϳ0.04-0.6 at 100 Mpc ͓7,8͔; by contrast, the BNS detection rate per year is in the range 3ϫ10 Ϫ4 -0.3 at 20 Mpc ͓7,8͔. The very large cited ranges for the measured-event rates reflect the uncertainty implicit in using populationsynthesis techniques and extrapolations from the few known galactic BNSs to evaluate the coalescence rates of binary systems. ͓In a recent article ͓10͔, Miller and Hamilton suggest that four-body effects in globular clusters might enhance considerably the BBH coalescence rate, brightening the prospects for detection with first-generation interferometers; the BBHs involved might have relatively high BH masses (ϳ100M ᭪ ) and eccentric orbits, and they will not be considered in this paper.͔ The GW signals from standard comparable-mass BBHs with M ϭ10-40M ᭪ contain only a few (50-800) cycles in the LIGO-VIRGO frequency band, so we might expect that the task of modeling the signals for the purpose of data analysis could be accomplished easily. However, the frequencies of best interferometer sensitivity correspond to GWs emitted during the final stages of the inspiral, where the post-Newtonian ͑PN͒ expansion ͓11͔, which for compact bodies is essentially an expansion in the characteristic orbital velocity v/c, begins to fail. It follows that these sources require a very careful analysis. As the two bodies draw closer, and enter the nonlinear, strong-curvature phase, the motion becomes relativistic, and it becomes harder and harder to extract reliable information from the PN series. For example, using the Keplerian formula vϭ(M f GW ) 1/3 ͑where f GW is the GW frequency͒ and taking f GW ϭ153 Hz ͑the LIGO-I peak-sensitivity frequency͒ we get v(M ) ϭ0.14(M /M ᭪ ) 1/3 ; hence, for BNSs v(2.8M ᭪ )ϭ0.2, but for BBHs v(20M ᭪ )ϭ0.38 and v(40M ᭪ )ϭ0.48.
The final phase of the inspiral ͑at least when BH spins are negligible͒ includes the transition from the adiabatic inspiral to the plunge, beyond which the motion of the bodies is driven ͑almost͒ only by the conservative part of the dynamics. Beyond the plunge, the two BHs merge, forming a single rotating BH in a very excited state; this BH then eases into its final stationary Kerr state, as the oscillations of its quasinormal modes die out. In this phase the gravitational signal will be a superposition of exponentially damped sinusoids ͑ringdown waveform͒. For nonspinning BBHs, the plunge starts roughly at the innermost stable circular orbit ͑ISCO͒ of the BBH. At the ISCO, the GW frequency ͓evaluated in the Schwarzschild test-mass limit as f GW The data analysis of inspiral, merger ͑or plunge͒, and ringdown of compact binaries was first investigated by Flanagan and Hughes ͓12͔, and more recently by Damour, Iyer and Sathyaprakash ͓13͔. Flanagan and Hughes ͓12͔ model the inspiral using the standard quadrupole prediction ͑see, e.g., Ref. ͓5͔͒, and assume an ending frequency of 0.02/M ͑the point where, they argue, PN and numericalrelativity predictions start to deviate by ϳ5% ͓14͔͒. They then use a crude argument to estimate upper limits for the total energy radiated in the merger phase (ϳ0.1M ) and in the ringdown phase (ϳ0.03M ) of maximally spinning BBH coalescences. Damour, Iyer and Sathyaprakash ͓13͔ study the nonadiabatic PN-resummed model for nonspinning BBHs of Refs. ͓15-17͔, where the plunge can be seen as a natural continuation of the inspiral ͓16͔ rather than a separate phase; the total radiated energy is 0.007M in the merger and 0.007M in the ringdown ͓18͔. ͑All these values for the energy should be also compared with the value, 0.25-0.3M , estimated recently in Ref. ͓19͔ for the plunge and ringdown for nonspinning BBHs.͒ When we deal with nonadiabatic models, we too shall choose not to separate the various phases. Moreover, because the ringdown phase does not give a significant contribution to the signal-to-noise ratio for M р200M ᭪ ͓12,13͔, we shall not include it in our investigations.
BHs could have large spins: various studies ͓20,21͔ have shown that when this is the case, the time evolution of the GW phase and amplitude during the inspiral will be significantly affected by spin-induced modulations and irregularities. These effects can become dramatic if the two BH spins are large and are not aligned or antialigned with the orbital angular momentum. There is a considerable chance that the analysis of interferometer data, carried out without taking into account spin effects, could miss the signals from spinning BBHs altogether. We shall tackle the crucial issue of spin in a separate paper ͓22͔.
The purpose of the present paper is to discuss the problem of the failure of the PN expansion during the last stages of inspiral for nonspinning BHs, and the possible ways to deal with this failure. This problem is known in the literature as the intermediate binary black hole ͑IBBH͒ problem ͓23͔. Despite the considerable progress made by the numericalrelativity community in recent years ͓14,24 -26͔, a reliable estimate of the waveforms emitted by BBHs is still some time away ͑some results for the plunge and ringdown waveforms were obtained very recently ͓19͔, but they are not very useful for our purposes because they do not include the last stages of the inspiral before the plunge, and their initial data are endowed with large amounts of spurious GWs͒. To tackle the delicate issue of the late orbital evolution of BBHs, various nonperturbative analytical approaches to that evolution ͑also known as PN resummation methods͒ have been proposed ͓15-17,27͔.
The main features of PN resummation methods can be summarized as follows: ͑i͒ they provide an analytic ͑gauge-invariant͒ resummation of the orbital energy function and gravitational flux function ͑which, as we shall see in Sec. III, are the two crucial ingredients to compute the gravitational waveforms in the adiabatic limit͒; ͑ii͒ they can describe the motion of the bodies ͑and provide the gravitational waveform͒ beyond the adiabatic approximation; and ͑iii͒ in principle they can be extended to higher PN orders. More importantly, they can provide initial dynamical data for the two BHs at the beginning of the plunge ͑such as their positions and momenta͒, which can be used ͑in principle͒ in numerical relativity to help build the initial gravitational data ͑the metric and its time derivative͒ and then to evolve the full Einstein equations through the merger phase. However, these resummation methods are based on some assumptions that, although plausible, have not been proved: for example, when the orbital energy and the gravitational flux functions are derived in the comparable-mass case, it is assumed that they are smooth deformations of the analogous quantities in the test-mass limit. Moreover, in the absence of both exact solutions and experimental data, we can test the robustness and reliability of the resummation methods only by internal convergence tests.
In this paper we follow a more conservative point of view. We shall maintain skepticism about waveforms emitted by BBH with M ϭ10-40M ᭪ and evaluated from PN calculations, as well as all other waveforms ever computed for the late BBH inspiral and plunge, and we shall develop families of search templates that incorporate this skepticism. More specifically, we shall be concerned only with detecting BBH GWs, and not with extracting physical parameters, such as masses and spins, from the measured GWs. The rationale for this choice is twofold. First, detection is the more urgent problem at a time when GW interferometers are about to start their science runs; second, a viable detection strategy must be constrained by the computing power available to process a very long stream of data, while the study of detected signals to evaluate physical parameters can concentrate many resources on a small stretch of detector output. In addition, as we shall see in Sec. VI, and briefly discuss in Sec. VI D, the different PN methods will give different parameter estimations for the same waveform, making a full parameter extraction fundamentally difficult. This is the strategy that we propose: we guess ͑and hope͒ that the conjunction of the waveforms from all the postNewtonian models computed to date spans a region in signal space that includes ͑or almost includes͒ the true signal. We then choose a detection ͑or effective͒ template family that approximates very well all the PN expanded and resummed models ͑henceforth denoted as target models͒. If our guess is correct, the effectualness ͓27͔ of the effective model in approximating the targets ͑i.e., its capability of reproducing their signal shapes͒ should be indicative of its effectualness in approximating the true signals. Because our goal is the detection of BBH GWs, we shall not require the detection template family to be faithful ͓27͔ ͑i.e., to have a small bias in the estimation of the masses͒.
As a backup strategy, we require the detection template family to embed the targets in a signal space of higher dimension ͑i.e., with more parameters͒, trying to guess the functional directions in which the true signals might lie with respect to the targets ͑of course, this guess is rather delicate͒. So, the detection template families constructed in this paper cannot be guaranteed to capture the true signal, but they should be considered as indications. This paper is organized as follows. In Sec. II we briefly review the theory of matched-filtering GW detections, which underlies the searches for GWs from inspiraling binaries. Then in Secs. III, IV, and V we present the target models and give a detailed analysis of the differences between them, both from the point of view of the orbital dynamics and of the gravitational waveforms. More specifically, in Sec. III we introduce the two-body adiabatic models, both PN expanded and resummed; in Sec. IV we introduce nonadiabatic approximations to the two-body dynamics; and in Sec. V we discuss the signal-to-noise ratios obtained for the various two-body models. Our proposals for the detection template families are discussed in the Fourier domain in Sec. VI, and in the time domain in Sec. VII, where we also build the mismatch metric ͓28,29͔ for the template banks and use it to evaluate the number of templates needed for detection. Section VIII summarizes our conclusions.
Throughout this paper we adopt the LIGO noise curve given in Fig. 1 and Eq. ͑28͒, and used also in Ref. ͓13͔ .
Because the noise curve anticipated for VIRGO ͑see Fig. 1͒ is quite different ͑both at low frequencies, and in the location of its peak-sensitivity frequency͒ our results cannot be applied naively to VIRGO. We plan to repeat our study for VIRGO in the near future.
II. THE THEORY OF MATCHED-FILTERING SIGNAL DETECTION
The technique of matched-filtering detection for GW signals is based on the systematic comparison of the measured detector output s with a bank of theoretical signal templates ͕u i ͖ that represent a good approximation to the class of physical signals that we seek to measure. This theory was developed by many authors over the years, who have published excellent expositions ͓29-40,12,27͔. In the following, we summarize the main results and equations that are relevant to our purposes, and we establish our notation.
A. The statistical theory of signal detection
The detector output s consists of noise n and possibly of a true gravitational signal h i ͑part of a family ͕h i ͖ of signals generated by different sources for different source parameters, detector orientations, and so on͒. Although we may be able to characterize the properties of the noise in several ways, each separate realization of the noise is unpredictable, and it might in principle fool us by hiding a physical signal ͑hence the risk of a false dismissal͒ or by simulating one ͑false alarm͒. Thus, the problem of signal detection is essentially probabilistic. In principle, we could try to evaluate the conditional probability P(h͉s) that the measured signal s actually contains one of the h i . In practice, this is inconvenient because the evaluation of P(h͉s) requires the knowledge of the a priori probability that a signal belonging to the family ͕h i ͖ is present in s.
What we can do, instead, is to work with a statistic ͑a functional of s and of the h i ) that ͑for different realizations of the noise͒ will be distributed around low values if the physical signal h i is absent, and around high value if the signal is present. Thus, we shall establish a decision rule as follows ͓33͔: we will claim a detection if the value of a statistic ͑for a given instance of s and for a specific h i ) is higher than a predefined threshold. We can then study the probability distribution of the statistic to estimate the probability of false alarm and of false dismissal. The steps involved in this statistical study are easily laid down for a generic model of noise, but it is only in the much simplified case of normal noise that it is possible to obtain manageable formulas; while noise will definitely not be normal in a real detector, the Gaussian formulas can still provide useful guidelines for the detection problems. Eventually, the statistical analysis of detector search runs will be carried out with numerical Monte Carlo techniques that make use of the measured characteristics of the noise. So throughout this paper we shall always assume Gaussian noise.
The statistic that is generally used is based on the symmetric inner product ͗g,h͘ between two real signals g and h,
which represents essentially the cross-correlation between g and h, weighted to emphasize the correlation at the frequencies where the detector sensitivity is better. We follow Cutler and Flanagan's conventions ͓36͔ and define
͑1͒
where S n ( f ), the one-sided noise power spectral density, is given by
͑2͒
and S n ( f 1 )ϭ0 for f 1 Ͻ0. We then define the signal-to-noise ratio ͑for the measured signal s after filtering by h i ), as
where the equality follows because ͗h i ,n͗͘n,h i ͘ϭ͗h i ,h i ͘ ͑see, e.g., ͓33͔͒. In the case of Gaussian noise, it can be proved that this filtering technique is optimal, in the sense that it maximizes the probability of correct detection for a given probability of false detection.
In the case when sϭn, and when noise is Gaussian, it is easy to prove that is a normal variable with a mean of zero and a variance of one. If instead sϭh i ϩn, then is a normal variable with mean ͱ ͗h i ,h i ͘ and unit variance. The threshold * for detection is set as a tradeoff between the resulting false-alarm probability,
͑where erfc is the complementary error function ͓41͔͒, and the probability of correct detection
͑the probability of false dismissal is just 1ϪD).
B. Template families and extrinsic parameters
We can now go back to the initial strategy of comparing the measured signal against a bank of N i templates ͕u i ͖ that represent a plurality of sources of different types and physical parameters. For each stretch s of detector output, we shall compute the signal-to-noise ratio ͗s,u i ͘/ ͱ ͗u i ,u i ͘ for all the u i , and then apply our rule to decide whether the physical signal corresponding to any one of the u i is actually present within s ͓5͔. Of course, the threshold * needs to be adjusted so that the probability F tot of false alarm over all the templates is still acceptable. Under the assumption that all the inner products ͗n,u i ͘ of the templates with noise alone are statistically independent variables ͓this hypothesis entails
If the templates are not statistically independent, this number is an upper limit on the false alarm rate. However, we first need to note that, for any template u i , there are a few obvious ways ͑parametrized by the so-called extrinsic parameters͒ of changing the signal shape that do not warrant the inclusion of the modified signals as separate templates ͓42͔.
The extrinsic parameters are the signal amplitude, phase and time of arrival. Any true signal h can be written in all generality as
where a h (t)ϭ0 for tϽ0, where ⌽ h (0)ϭ0, and where a h (t)
is normalized so that ͗h,h͘ϭA h 2 . While the template bank ͕u i ͖ must contain signal shapes that represent all the physically possible functional forms a(t) and ⌽(t), it is possible to modify our search strategy so that the variability in A h , h and t h is automatically taken into account without creating additional templates.
The signal amplitude is the simplest extrinsic parameter.
It is expedient to normalize the templates u i so that ͗u i ,u i ͘ ϭ1, and (u i )ϭ͗s,u i ͘. Indeed, throughout the rest of this paper we shall always assume normalized templates. If s contains a scaled version h i ϭAu i of a template u i ͑here A is known as the signal strength͒, then (u i )ϭA. However, the statistical distribution of is the same in the absence of the signal. Then the problem of detection signals of known shape and unknown amplitude is easily solved by using a single normalized template and the same threshold * as used for the detection of completely known signals ͓33͔. Quite simply, the stronger an actual signal, the easier it will be to reach the threshold.
We now look at phase, and we try to match h with a continuous one-parameter subfamily of templates u( t ;t) ϭa h (t)cos͓⌽ h (t)ϩ t ͔. It turns out that for each time signal shape ͕a(t),⌽(t)͖, we need to keep in our template bank only two copies of the corresponding u i , for t ϭ0 and t ϭ/2, and that the signal to noise of the detector output s against u i , for the best possible value of t , is automatically found as ͓33͔
͑7͒
where u i (0) and u i (/2) have been orthonormalized. The statistical distribution of the phase-maximized statistic , for the case of ͑normal͒ noise alone, is the Raleigh distribution ͓33͔
and the false-alarm probability for a threshold * is just
Throughout this paper, we will find it useful to consider inner products that are maximized ͑or minimized͒ with respect to the phases of both templates and reference signals. 
where
In these formulas we have assumed that the two bases ͕h(0),h(/2)͖ and ͕u i (0),u i (/2)͖ have been orthonormalized.
The time of arrival t h is an extrinsic parameter because the signal to noise for the normalized, time-shifted template u(tϪt 0 ) against the signal s is just
where we have used a well-known property of the Fourier transform of time-shifted signals. These integrals can be computed at the same time for all the time of arrivals ͕t 0 ͖, using a fast Fourier transform technique that requires ϳN s log N s operations ͑where N s is the number of the samples that describe the signals͒ as opposed to ϳN s 2 required to compute all the integrals separately ͓43͔. Then we can look for the optimal t 0 that yields the maximum signal to noise.
We now go back to adjusting the threshold * for a search over a vast template bank, using the estimate ͑9͒ for the false-alarm probability. Assuming that the statistics for each signal shape and starting time are independent, we require that
It is generally assumed that N times ϳ3ϫ10 10 ͑equivalent to templates displaced by 0.01 s over one year ͓44,12͔͒ and that the false-alarm probability F tot ϳ10 Ϫ3 . Using these values, we find that an increase of * by about ϳ3% is needed each time we increase N shapes by one order of magnitude. So there is a tradeoff between the improvement in signal-to-noise ratio obtained by using more signal shapes and the corresponding increase in the detection threshold for a fixed false-alarm probability.
C. Imperfect detection and discrete families of templates
There are two distinct reasons why the detection of a physical signal h by matched filtering with a template bank ͕u i ͖ might result in signal-to-noise ratios lower than the optimal signal-to-noise ratio, A might be a different number than the physical parameters ͑indeed, this is desirable when the A get to be very many͒, and they might not carry any direct physical meaning. Notice also that the value of the FF will depend on the parameter range chosen to maximize the A . The second reason why the signal-to-noise will be degraded with respect to its optimal value is that, even if our templates are perfect representations of the physical signals, in practice we will not adopt a continuous family of templates, but we will be limited to using a discrete bank ͕u i ϵu( i A )͖. This loss of signal to noise depends on how finely templates are laid down over parameter space ͓37-39͔; a notion of metric in template space ͑the mismatch metric ͓28,29,46͔͒ can be used to guide the disposition of templates so that the loss ͑in the perfect-template abstraction͒ is limited to a fixed, predetermined value, the minimum match ͑MM͒, introduced in Refs. ͓29,37͔, and defined by 
so the mismatch 1ϪM between u( A ) and the nearby template u( A ϩ⌬ A ) can be seen as the square of the proper distance in a differential manifold indexed by the coordinates A ͓29͔,
If, for simplicity, we lay down the n-dimensional discrete template bank ͕u( i A )͖ along a hypercubical grid of cell-size dl in the metric g AB ͑a grid in which all the templates on nearby corners have a mismatch of dl with each other͒, the minimum match occurs when A lies exactly at the center of one of the hypercubes: then 1ϪMMϭn(dl/2) 2 . Conversely, given MM, the volume of the corresponding hypercubes is given by V MM ϭ͓2ͱ(1ϪMM)/n͔ n . The number of templates required to achieve a certain MM is obtained by integrating the proper volume of parameter space within the region of physical interest, and then dividing by V MM :
͑25͒
In practice, if the metric is not constant over parameter space it will not be possible to lay down the templates on an exact hypercubical grid of cell-size dl, so N will be somewhat higher than predicted by Eq. ͑25͒. However, we estimate that this number should be correct within a factor of two, which is adequate for our purposes.
In the worst possible case, the combined effect of unfaithful modeling (FFϽ1) and discrete template family (MM Ͻ1) will degrade the optimal signal to noise by a factor of about FFϩMMϪ1. This estimate for the total signal-tonoise loss is exact when, in the space of signals, the two 
͑27͒
If we assume that the measured GW events happen with a homogeneous event rate throughout the accessible portion of the universe, then the detection rate will scale as d max 3 . It follows that the use of unfaithful, discrete templates ͕u i ͖ to detect the signal h will effectively reduce the signal strength, and therefore d max , by a factor FFϩMMϪ1. This loss in the signal-to-noise ratio can also be seen as an increase in the detection threshold * necessary to achieve the required false-alarm rate, because the imperfect templates introduce an element of uncertainty. In either case, the detection rate will be reduced by a factor (FFϩMMϪ1) 3 .
D. Approximations for detector noise spectrum and gravitational-wave signal
For LIGO-I we use the analytic fit to the noise power spectral density given in Ref. ͓13͔, and plotted in Fig. 1 :
͑28͒
where f 0 ϭ150 Hz. The first term in the square brackets represents seismic noise, the second and third, thermal noise, and the fourth, photon shot noise.
Throughout this paper, we shall compute BBH waveforms in the quadrupole approximation ͑we shall compute the phase evolution of the GWs with the highest possible accuracy, but we shall omit all harmonics higher than the quadrupole, and we shall omit post-Newtonian corrections to the amplitude; this is a standard approach in the field, see, e.g., ͓11͔͒. The signal received at the interferometer can then be written as ͓5,32͔
where f and GW are the instantaneous GW frequency and phase at the time t, d L is the luminosity distance, M and are, respectively, the BBH total mass m 1 ϩm 2 and the dimensionless mass ratio m 1 m 2 /M 2 , and where we have taken Gϭcϭ1. The coefficient ⌰ depends on the inclination of the BBH orbit with respect to the plane of the sky, and on the polarization and direction of propagation of the GWs with respect to the orientation of the interferometer. Finn and Chernoff ͓32͔ examine the distribution of ⌰, and show that ⌰ max ϭ4, while rms ⌰ϭ8/5. We shall use this last value when we compute optimal signal-to-noise ratios. The waveform given by Eq. ͑29͒, after dropping the factor ⌰M /d L , is known as restricted waveform.
III. ADIABATIC MODELS
We turn, now, to a discussion of the currently available mathematical models for the inspiral of BBHs. Table I shows a list of the models that we shall consider in this paper, together with the shorthands that we shall use to denote them. We begin in this section with adiabatic models. BBH adiabatic models treat the orbital inspiral as a quasistationary sequence of circular orbits, indexed by the invariantly defined velocity
.
͑30͒
The evolution of the inspiral ͑and in particular of the orbital phase ) is completely determined by the energy-balance equation
This equation relates the time derivative of the energy function E(v) ͑which is given in terms of the total relativistic energy E tot by EϭE tot Ϫm 1 Ϫm 2 , and which is conserved in absence of radiation reaction͒ to the gravitational flux ͑or luminosity͒ function F(v). Both functions are known for quasicircular orbits as a PN expansion in v. It is easily shown that Eq. ͑31͒ is equivalent to the system ͑see, e.g.,
In accord with the discussion around Eq. ͑29͒, we shall only consider the restricted waveform h(t)ϭv 2 cos GW (t), where the GW phase GW is twice the orbital phase .
A. Adiabatic PN expanded models
The equations of motion for two compact bodies at 2.5PN order were first derived in Refs. ͓49͔. The 3PN equations of motion have been obtained by two separate groups of researchers: Damour, Jaranowski and Schäfer ͓50͔ used the Arnowitt-Deser-Misner ͑ADM͒ canonical approach, while Blanchet, Faye and de Andrade ͓51͔ worked with the PN iteration of the Einstein equations in the harmonic gauge. Recently Damour and colleagues ͓52͔, working in the ADM formalism and applying dimensional regularization, determined uniquely the static parameter that enters the 3PN equations of motion ͓50,51͔ and that was until then unknown. In this paper we shall adopt their value for the static parameter. Thus at present the energy function E is known up to 3PN order.
The gravitational flux emitted by compact binaries was first computed at 1PN order in Ref. ͓53͔ . It was subsequently determined at 2PN order with a formalism based on multipolar and post-Minkowskian approximations, and, indepen-TABLE I. Post-Newtonian models of two-body dynamics defined in this paper. The notation X(nPN,mPN; ) denotes the model X, with terms up to order nPN for the conservative dynamics, and with terms up to order mPN for radiation-reaction effects; for mу3 we also need to specify the arbitrary flux parameter ͑see Sec. III A͒; for nу3, the effective-one-body models need also two additional parameters z 1 and z 2 ͑see Sec. IV C͒. 
Model

PN energy and flux
Denoting by E T N and F T N the N th -order Taylor approximants (T approximants͒ to the energy and the flux functions, we have
where ''Newt'' stands for Newtonian order, and the subscripts 2N and N stand for post 2N -Newtonian and post N -Newtonian order. The quantities in these equations are Table I of Ref. ͓56͔ we read that the extra number of GW cycles accumulated by the PN terms of a given order decreases ͑roughly͒ by an order of magnitude when we increase the PN order by one. Hence, we find it reasonable to expect that at 3PN order the parameter should be of order unity, and we choose as typical values ϭ0,Ϯ2.
In Fig. 2 we plot the normalized flux F T N /F Newt as a function of v at various PN orders for the equal mass case ϭ0.25. To convert v to a GW frequency we can use
The two long-dashed vertical lines in Fig. 2 percentage difference between the 3PN fluxes with ϭϮ2 is ϳ7%. It is interesting to notice that while there is a big difference between the 1PN and 1.5PN orders, and between the 2PN and 2.5PN orders, the 3PN and 3.5PN fluxes are rather close. Of course this observation is insufficient to conclude that the PN sequence is converging at 3.5PN order.
In the left panel of Fig. 3 , we plot the T approximants for the energy function versus v, at different PN orders, while in the right panel we plot ͑as a function of the total mass M, and at the LIGO-I peak-sensitivity GW frequency f peak ϭ153 Hz) the percentage difference of the energy function between T approximants to the energy function of successive PN orders. We note that the 1PN and 2PN energies are distant, but the 2PN and 3PN energies are quite close.
Definition of the models
The evolution equations ͑32͒ for the adiabatic inspiral lose validity ͑the inspiral ceases to be adiabatic͒ a little be- (v) . ͑When using the 2.5PN flux, our choice of the ending frequency differs from the one used in Ref. ͓13͔ , where the authors stopped the evolution at the GW frequency corresponding to the Schwarzschild innermost stable circular orbit. For this reason there are some differences between our overlaps and theirs.͒ We shall refer to the models discussed in this section as T (nPN,mPN) , where nPN (mPN) denotes the maximum PN order of the terms included for the energy ͑the flux͒. We shall consider (nPN,mPN)ϭ(1,1.5),(2,2),(2,2.5) and (3,3.5, ) ͑at 3PN order we need to indicate also a choice of the arbitrary flux parameter ).
Waveforms and matches
In Table III where the maxima are attained.͔ These results suggest that the PN expansion is far from converging. However, the very low matches between Nϭ1 and Nϭ2, and between Nϭ2 and Nϭ3, are due to the fact that the 2.5PN flux goes to zero before the MECO can be reached. If we redefine T 2 as T(2,2) instead of T(2,2.5), we obtain the higher values shown in brackets is Table III .
In Fig. 4 we plot the frequency-domain amplitude of the T-approximated waveforms, at different PN orders, for a р f GW р240 Hz, for BBHs with total mass in the range 10-40M ᭪ . In the right panel, we plot the percentage difference ␦E T N ϭ100͉(E T Nϩ1 ϪE T N )/E T N ͉ versus the total mass M, for Nϭ1,2, at the LIGO-I peak-sensitivity GW frequency, f peak ϭ153 Hz ͓note:
TABLE II. Location of the MECO/ISCO. The first six columns show the GW frequency at the maximum binding energy for circular orbits ͑MECO͒, computed using the T and P approximants to the energy function; the remaining columns show the GW frequency at the innermost stable circular orbit ͑ISCO͒, computed using the H approximant to the energy, and using the EOB improved Hamiltonian ͑91͒ with z 1 ϭz 2 ϭ0. For the H approximant the ISCO exists only at 1PN order.
, is also shown for comparison. In the T(1,1) and T(2,2.5) cases, the flux function goes to zero before v ϭv MECO
T N
; this means that the radiation-reaction effects become negligible during the last phase of evolution, so the binary is able to spend many cycles at those final frequencies, skewing the amplitude with respect to the Newtonian result. For T(2,2), T(3,3), and T(3,3.5) around 100 Hz. This is a consequence of the abrupt termination of the signal in the time domain.
The effect of the arbitrary parameter on the T waveforms can be seen in Table IV in the intersection between the rows and columns labeled T (3,3.5,ϩ2) and T(3,3.5,Ϫ2) . For three choices of BBH masses, this table shows the maxmax matches between the search models at the top of the columns and the target models at the left end of the rows, maximized over the mass parameters of the search models in the columns. These matches are rather high, suggesting that for the range of BBH masses we are concerned with, the effect of changing is just a remapping of the BBH mass parameters. Therefore, in the following we shall consider only the case of ϭ0.
A quantitative measure of the difference between the T(2,2), T(2,2.5) and T(3,3.5) waveforms can be seen in Table V in the intersection between the rows and columns labeled T( . . . ). For four choices of BBH masses, this table shows the maxmax matches between the search models in the columns and the target models in the rows, maximized over the search-model parameters M and ; in the search, is restricted to its physical range 0Ͻр1/4, where 0 corresponds to the test-mass limit, while 1/4 is obtained in the equal-mass case. These matches can be interpreted as the fitting factors ͓see Eq. ͑20͔͒ for the projection of the target models onto the search models. For the case T(2,2.5) the values are quite low: if the T(3,3.5) waveforms turned out to give the true physical signals and if we used the T(2,2.5) waveforms to detect them, we would lose ϳ32-49 % of the events. The model T(2,2) would do match better, although it would still not be very faithful. Once more, the difference between T(2,2) and T(2,2.5) is due to the fact that the 2.5PN flux goes to zero before the BHs reach the MECO.
B. Adiabatic PN resummed methods: Padé approximants
The PN approximation outlined above can be used quite generally to compute the shape of the GWs emitted by BNSs or BBHs, but it cannot be trusted in the case of binaries with comparable masses in the range M Ӎ10-40M ᭪ , because for these sources LIGO and VIRGO will detect the GWs emitted when the motion is strongly relativistic, and the convergence of the PN series is very slow. To cope with this problem, Damour, Iyer and Sathyaprakash ͓27͔ proposed a new class of models based on the systematic application of Padé resummation to the PN expansions of E (v) and F(v) . This is a standard mathematical technique used to accelerate the convergence of poorly converging or even divergent power series.
If we know the function g(v) only through its Taylor approximant TABLE IV. Fitting factors between T and ET models, at 2PN and 3PN orders, and for different choices of the arbitrary flux parameter . For three choices of BBH masses, this table shows the maxmax matches ͓see Eq. ͑10͔͒ between the search models at the top of the columns and the target models at the left end of the rows, maximized over the mass parameters of the models in the columns. For each intersection, the three numbers mm, M and denote the maximized match and the search-model mass parameters at which the maximum is attained. The matches can be interpreted as the fitting factors for the projection of the target models onto the search models. See the caption to Table VIII for further details.
T(2,2.5)
ET(2,2.5) T(3,3.5,ϩ2) T(3,3.5,Ϫ2) ET (3,3.5,ϩ2) ET (3,3.5,Ϫ2) Table VIII .͒ Fitting factors between several PN models, at 2PN and 3PN orders. For three choices of BBH masses, this table shows the maxmax matches ͓see Eq. ͑10͔͒ between the search models at the top of the columns and the target models at the left end of the rows, maximized over the intrinsic parameters of the search models in the columns. For each intersection, the three numbers mm, M ϭm 1 ϩm 2 and ϭm 1 m 2 /M 2 denote the maximized match and the search-model mass parameters at which the maximum is attained. In computing these matches, the parameter of the search models was restricted to its physical range 0Ͻр1/4. The arbitrary flux parameter was always set equal to zero. These matches represent the fitting factors ͓see Eq. ͑20͔͒ for the projection of the target models onto the search models. The reader will notice that the values shown are not symmetric across the diagonal: for instance, the match for the search model T(2,2.5) against the target model P(2,2.5) is higher than the converse. This is because the matches represent the inner product ͑1͒ between two different pairs of model parameters: in the first case, the target parameters (m 1 ϭ15M ᭪ ,m 2 ϭ15M ᭪ ) P ϵ(M ϭ30M ᭪ ,ϭ0.25) P are mapped to the maximum-match search parameters (M ϭ39.7M ᭪ ,ϭ0.24) T ; in the second case, the target parameters (m 1 ϭ15M ᭪ ,m 2 ϭ15M ᭪ ) T ϵ(M ϭ30M ᭪ ,ϭ0.25) T are mapped to the maximum-match parameters (M ϭ25.37M ᭪ ,ϭ0.24) P ͓so the symmetry of the inner product ͑1͒ is reflected by the fact that the search parameters (M ϭ25.3M ᭪ ,ϭ0.24) P are mapped into the target parameters (M ϭ30M ᭪ ,ϭ0.25) T ]. of the power series G N (v) by the sequence of rational functions
with M ϩKϭN and
͑without loss of generality, we can set b 0 ϭ1). We expect that for M ,K→ ϩϱ, P K M ͓g(v)͔ will converge to g(v) more rapidly than T N ͓g(v)͔ converges to g(v) for N→ϩϱ.
PN energy and flux
Damour, Iyer and Sathyaprakash ͓27͔, and then Damour, Schäfer and Jaranowski ͓17͔, proposed the following
Here the dimensionless coefficients c i depend only on .
The c k 's are explicit functions of the coefficients f k (k ϭ1, . . . ,5),
Here F k is given by Eqs. ͑38͒-͑41͒ ͓for kϭ6 and kϭ7, the term Ϫ856/105 log 16v 2 should be replaced by Ϫ856/105 log 16(v MECO
2 ]. The coefficients c 7 and c 8 are straightforward to compute, but we do not show them because they involve rather long expressions. The quantity v MECO P 2 is the MECO of the energy function e P 2 ͓defined by de P 2 (v)/dvϭ0]. The quantity v pole P 2 , given by
is the pole of e P 2 , which plays an important role in the scheme proposed by Damour, Iyer and Sathyaprakash ͓27͔. It is used to augment the Padé resummation of the PN expanded energy and flux with information taken from the testmass case, where the flux ͑known analytically up to 5.5PN order͒ has a pole at the light ring. Under the hypothesis of structural stability ͓27͔, the flux should have a pole at the light ring also in the comparable-mass case. In the test-mass limit, the light ring corresponds to the pole of the energy, so the analytic structure of the flux is modified in the comparable-mass case to include v pole P 2 (). At 3PN order, where the energy has no pole, we choose ͑somewhat arbitrarily͒ to keep using the value v pole P 2 (); the resulting 3PN approximation to the test-mass flux is still very good.
In Fig. 5 we plot the P approximants for the flux function F P N (v), at different PN orders. Note that at 1PN order the P approximant has a pole. At the LIGO-I peak-sensitivity frequency, 153 Hz, for a (10ϩ10)M ᭪ BBH, the value of v is Ӎ0.362, and the percentage difference in F P N (0.362), between successive PN orders is 1.5PN→2PN:Ϫ8%; 2PN →2.5PN:ϩ2.2%; 2.5PN→3PN( ϭϪ2):ϩ3.6%; 3PN →3.5PN( ϭϪ2):ϩ0.58%. So the percentage difference decreases as we increase the PN order. While in the test-mass limit it is known that the P-approximants converge quite well to the known exact flux function ͑see Fig. 3 of Ref. ͓27͔͒, in the equal-mass case we cannot be sure that the same is happening, because the exact flux function is unknown. ͑If we assume that the equal-mass flux function is a smooth deformation of the test-mass flux function, with the deformation parameter, then we could expect that the P approximants are converging.͒ In the left panel of Fig. 6 , we plot the P approximants to the energy function as a function of v, at 2PN and 3PN orders; in the right panel, we plot the percentage difference between 2PN and 3PN P approximants to the energy function, as a function of the total mass M, evaluated at the LIGO-I peak-sensitivity GW frequency f peak ϭ153 Hz.
Definition of the models
When computing the waveforms for P-approximant adiabatic models, the integration of Eqs. ͑32͒ is stopped at v ϭv MECO P N , which is the solution of the equation dE P N (v)/dvϭ0. The corresponding GW frequency will be the ending frequency for these waveforms, and in Table II we show this frequency for typical BBH masses. Henceforth, we shall refer to the P-approximant models as P(nPN,mPN), and we shall consider (nPN,mPN)ϭ(2,2.5),(3,3.5, ). ͓Re-call that nPN and mPN are the maximum post-Newtonian order of the terms included, respectively, in the energy and flux functions E(v) and F(v); at 3PN order we need to indicate also a choice of the arbitrary flux parameter .]
Waveforms and matches
In Table VI , for three typical choices of BBH masses, we perform a convergence test using Cauchy's criterion ͓27͔. The values are quite high, especially if compared to the same test for the T approximants when the 2.5PN flux is used; see Table III . However, as we already remarked, we do not have a way of testing whether they are converging to the true limit. In Fig. 7 we plot the frequency-domain amplitude of the P-approximated ͑restricted͒ waveform, at different PN orders, for a (15ϩ15)M ᭪ BBH. The Newtonian amplitude,
, is also shown for comparison. At 2.5PN and 3.5PN orders, the evolution is stopped at vϭv MECO difference between 2PN and 3PN P approximants, ␦E P (v peak )ϭ100͉͓E P 3 (v peak )ϪE P 2 (v peak )͔/E P 2 (v peak )͉ versus the total mass M, again evaluated at the LIGO-I peak-sensitivity GW frequency f peak ϭ153 Hz ͓note:
although f MECO GW Ӎ190Ϫ290 Hz ͑see Table II͒ , the amplitude starts to deviate from f Ϫ7/6 around 100 Hz, well inside the LIGO frequency band. Again, this is a consequence of the abrupt termination of the signal in the time domain.
A quantitative measure of the difference between the P(2,2.5) and P(3,3.5) waveforms can be seen in Table V in the intersection between the rows and columns labeled P( . . . ). For three choices of BBH masses, this table shows the maxmax matches between the search models in the columns and the target models in the rows, maximized over the search-model parameters M and , with the restriction 0 Ͻр1/4. These matches are quite high, but the models are not very faithful to each other. The same table shows also the maximized matches ͑i.e., fitting factors͒ between T and P models. These matches are low between T(2,2.5) and P(2,2.5) ͑and vice versa͒, between T(2,2.5) and P(3,3.5) ͑and vice versa͒, but they are high between T(2,2), T(3,3.5) and 3PN P approximants ͑although the estimation of mass parameters is imprecise͒. Why this happens can be understood from Fig. 8 by noticing that at 3PN order the percentage difference between the T-approximated and P-approximated binding energies is rather small (р0.5%), and that the percentage difference between the T-approximated and P-approximated fluxes at 3PN order ͑al-though still ϳ10%) is much smaller than at 2PN order.
IV. NONADIABATIC MODELS
By contrast with the models discussed in Sec. III, in nonadiabatic models we solve equations of motions that involve ͑almost͒ all the degrees of freedom of the BBH systems. Once again, all waveforms are computed in the restricted approximation of Eq. ͑29͒, taking the GW phase GW as twice the orbital phase .
A. Nonadiabatic PN expanded methods:
Hamiltonian formalism
Working in the ADM gauge, Damour, Jaranowski and G. Schäfer have derived a PN expanded Hamiltonian for the general-relativistic two-body dynamics ͓17,50,52͔: 
versus the total mass
M, for Nϭ2,3, at the LIGO-I peak-sensitivity GW frequency f peak ϭ153 Hz ͓note: v peak ϭ(M f peak ) 1/3 ]. In the right panel, we plot the percentage difference between 2PN and 3PN P approximants, ␦F P (v peak )ϭ100͉͓F P 3 (v peak )ϪF P 2 (v peak )͔/F P 2 (v peak )͉ versus the total mass M, again evaluated at the LIGO-I peak-sensitivity GW frequency f peak ϭ153 Hz. Test for the Cauchy convergence of the P approximants. The values quoted are maxmax matches obtained by maximizing with respect to the extrinsic parameters, but not to the intrinsic parameters ͑i.e., the matches are computed for P waveforms with the same masses, but different PN orders͒. Here we define P 2 ϭ P(2,2.5), P 3 ϭ P (3,3.5) . The values in parentheses are the maxmax matches obtained by maximizing with respect to the extrinsic and intrinsic parameters, shown together with the P Nϩ1 parameters M and where the maxima are attained. In all cases the integration of the equations is started at a GW frequency of 20 Hz. 
Here the reduced nonrelativistic Hamiltonian in the centerof-mass frame, Ĥ ϵH NR /, is written as a function of the reduced canonical variables pϵp 1 /ϭϪp 2 /, and qϵ(x 1 Ϫx 2 )/M , where x 1 and x 2 are the positions of the BH centers of mass in quasi-Cartesian ADM coordinates ͑see Refs. ͓17,50,52͔͒; the scalars q and p are the ͑coordinate͒ lengths of the two vectors; and the vector n is just q/q.
Equations of motion
We now restrict the motion to a plane, and we introduce radiation-reaction ͑RR͒ effects as in Ref.
͓16͔. The equations of motion then read ͑using polar coordinates r and obtained from the q with the usual Cartesian-to-polar transformation͒
where tϭt/M , ϭM ; and where F ϵF / and F r ϵF r / are the reduced angular and radial components of the RR force. Assuming F r ӶF ͓16͔, averaging over an orbit, and using the balance equation ͑31͒, we can express the angular component of the radiation-reaction force in terms of the GW flux at infinity ͓16͔. More explicitly, if we use the P-approximated flux, we have
while if we use the T-approximated flux we have
where v ϵ
. This v is used in Eq. ͑29͒ to compute the restricted waveform. Note that at each PN order, say nPN, we define our Hamiltonian model by evolving the Eqs. ͑62͒ and ͑63͒ without truncating the partial derivatives at the nPN order ͑differentiation with respect to the canonical variables can introduce terms of order higher than nPN). Because of this choice, and because of the approximation used to incorporate radiation-reaction effects, these nonadiabatic models are not, strictly speaking, purely postNewtonian.
Innermost stable circular orbit
Circular orbits are defined by setting rϭconst while neglecting radiation-reaction effects. In our PN Hamiltonian models, this implies ‫ץ‬Ĥ /‫ץ‬p r ϭ0 through Eq. ͑62͒; because at all PN orders the Hamiltonian Ĥ ͓Eqs. ͑56͒-͑61͔͒ is quadratic in p r , this condition is satisfied for p r ϭ0; in turn, this implies also ‫ץ‬Ĥ /‫ץ‬rϭ0 ͓through Eq. ͑63͔͒, which can be solved for p . The orbital frequency is then given by ϭ‫ץ‬Ĥ /‫ץ‬p .
The stability of circular orbits under radial perturbations depends on the second derivative of the Hamiltonian: 
ϭ0. ͑68͒
Any inspiral built as an adiabatic sequence of quasicircular orbits cannot be extended to orbital separations smaller than the ISCO. In our model we integrate the Hamiltonian equations ͑62͒ and ͑63͒, including terms up to a given PN order, without retruncating the equations to exclude terms of higher order that have been generated by differentiation with respect to the canonical variables. Consistently, the value of the ISCO that is relevant to our model should be derived by solving Eq. ͑68͒ without any further PN truncation. How is the ISCO related to the maximum binding energy for circular orbit ͑MECO͒, used above for nonadiabatic models such as T? The PN expanded energy for circular orbits E T n ( ) at order nPN can be recovered by solving the equa-
for r and p as functions of , and by using the solutions to define and it also characterizes the end of adiabatic sequences of circular orbits. Computing the variation of Eq. ͑70͒ between nearby circular orbits, and setting p r ϭ0, dp r ϭ0, we get
‫ץ‬r‫ץ‬p dp ϭ0,
͑72͒
and combining these two equations we get dp
͑73͒
So finally we can write
͑74͒
Not surprisingly, Eqs. ͑74͒ and ͑70͒ together are formally equivalent to the definition of the ISCO, Eq. ͑68͒ ͓note that the second and third terms on the right-hand side of Eq. ͑74͒ are never zero͔. Therefore, if we knew the Hamiltonian Ĥ exactly, we would find that the MECO defined by Eq. ͑71͒ is numerically the same as the ISCO defined by Eq. ͑68͒. Unfortunately, we are working only up to a finite PN order ͑say nPN); thus, to recover the MECO as given by Eq. ͑33͒, all three terms on the right-hand side of Eq. ͑74͒ must be written in terms of , truncated at nPN order, then combined and truncated again at nPN order. This value of the MECO, however, will no longer be the same as the ISCO obtained by solving Eq. ͑68͒ exactly without truncation. If the PN expansion was converging rapidly, then the difference between the ISCO and the MECO would be mild; but for the range of BH masses that we consider the PN convergence is bad, and the discrepancy is rather important. The ISCO is present only at 1PN order, with r ISCO ϭ9.907 and ISCO ϭ0.02833. The corresponding GW frequencies are given in Table II In order to build a quasicircular orbit with initial GW frequency f 0 , our initial conditions (r init , p r init , p init ) are set by imposing init ϭ f 0 , ṗ r init ϭ0 and dr init /dtϭ ϪF/(dĤ /dr) circ , as in Ref. ͓40͔ . The initial orbital phase init remains a free parameter. For these models, the criterion used to stop the integration of Eqs. ͑62͒, ͑63͒ is rather arbitrary. We decided to push the integration of the dynamical equations up to the time when we begin to observe unphysical effects due to the failure of the PN expansion, or when the assumptions that underlie Eqs. ͑63͒ ͓such as F r ӶF ], cease to be valid. When the 2.5PN flux is used, we stop the integration when F T N equals 10% of F Newt , and we define the ending frequency for these waveforms as the instantaneous GW frequency at that time. To be consistent with the assumption of quasicircular motion, we require also that the radial velocity be always much smaller than the orbital velocity, and we stop the integration when ͉ṙ͉Ͼ0.3(r ) if this occurs before F T N equals 10% of F Newt . In some cases, during the last stages of inspiral reaches a maximum and then drops quickly to zero ͑see the discussion in Sec. V͒. When this happens, we stop the evolution at ϭ0.
We shall refer to these models as HT(nPN,mPN) ͑when the T approximant is used for the flux͒ or HP(nPN,mPN) ͑when the P approximant is used for the flux͒, where nPN (mPN) denotes the maximum PN order of the terms included in the Hamiltonian ͑the flux͒. We shall consider (nPN,mPN)ϭ(1,1.5),(2,2),(2,2.5), and (3,3.5, ) ͑at 3PN order we need to indicate also a choice of the arbitrary flux parameter ).
Waveforms and matches
In Table VII , for three typical choices of BBH masses, we perform a convergence test using Cauchy's criterion ͓27͔. The values are very low. For Nϭ0 and Nϭ1, the low values are explained by the fact that at 1PN order there is an ISCO ͓see the discussion below Eq. ͑74͔͒, while at Newtonian and 2PN, 3PN order there is not. Because of the ISCO, the stopping criterion ͓͉ṙ͉Ͼ0.3(r ) or ϭ0] is satisfied at a much lower frequency, hence at 1PN order the evolution ends much earlier than in the Newtonian and 2PN order cases. In Fig. 9 we show the inspiraling orbits in the (x,y) plane for equal-mass BBHs, computed using the HT(1,1.5) model ͑in the left panel͒ and the HT (3,3.5,0) model ͑in the right panel͒. For Nϭ2, the low values are due mainly to differences in the conservative dynamics, that is, to differences between the 2PN and 3PN Hamiltonians. Indeed, for a (10 ϩ10)M ᭪ BBH we find ͗HT(2,2),HT(3,2)͘ϭ0.396, still FIG. 9 . Inspiraling orbits in the (x,y) plane when ϭ0.25 for HT(1,1.5) ͑in the left panel͒ and HT (3,3.5,0) ͑in the right panel͒. For a (15ϩ15)M ᭪ BBH the evolution starts at f GW ϭ34 Hz and ends at f GW ϭ97 Hz for HT(1,1.5) panel and at f GW ϭ447 Hz for the HT(3, 3.5, 0) . The dynamical evolution is rather different because at 1PN order there is an ISCO (r ISCO Ӎ9.9M ), while at 3PN order it does not exist. TABLE VII. Test for the Cauchy convergence of the HT and HP approximants. The values quoted are maxmax matches obtained by maximizing with respect to the extrinsic parameters, but not to the intrinsic parameters ͑i.e., the matches are computed for H waveforms with the same masses, but different PN orders͒. Here we define HT 0 ϭHT(0,0), HT 1 ϭHT(1,1.5), HT 2 ϭHT(2,2) ͓because the 2.5PN flux goes to zero before the MECO is reached, so we use the 2PN flux͔, HT 3 ϭHT(3,3.5, ); we also define HP 0 ϭHP(0,0), HP 1 ϭHP(1,1.5), HP 2 ϭHP(2,2.5), and HP 3 ϭHP(3,3.5, ). The values in parentheses are the maxmax matches obtained by maximizing with respect to the extrinsic and intrinsic parameters, shown together with the H Nϩ1 parameters M and where the maxima are attained. In all cases the integration of the equations is started at a GW frequency of 20 Hz. low, while ͗HT(2,2),HT(2,3.5)͘ϭ0.662, considerably higher than the values in Table VII .
In Fig. 10 we plot the frequency-domain amplitude of the HT-approximated ͑restricted͒ waveforms, at different PN orders, for a (15ϩ15)M ᭪ BBH. The Newtonian amplitude,
, is also shown for comparison. For HT (1,1.5) , because the ISCO is at rӍ9.9M , the stopping criterion ͉ṙ͉Ͼ0.3 r is reached at a very low frequency and the amplitude deviates from the Newtonian prediction already at f ϳ50 Hz. For HT(2,2.5), the integration of the dynamical equation is stopped as the flux function goes to zero; just before this happens, the RR effects become weaker and weaker, and in the absence of an ISCO the two BHs do not plunge, but continue on a quasicircular orbit until F T (v) equals 10% of F Newt . So the binary spends many cycles at high frequencies, skewing the amplitude with respect to the Newtonian result, and producing the oscillations seen in Fig.  10 . We consider this behavior rather unphysical, and in the following we shall no longer take into account the HT(2,2.5) model, but at 2PN order we shall use HT(2,2).
The situation is similar for the HP models. Except at 1PN order, the HT and HP models do not end their evolution with a plunge. As a result, the frequency-domain amplitude of the HT and HP waveforms does not decrease markedly at high frequencies, as seen in Fig. 10 , and in fact it does not deviate much from the Newtonian result ͑especially at 3PN order͒.
Quantitative measures of the difference between HT and HP models at 2PN and 3PN orders, and of the difference between the Hamiltonian models and the adiabatic models, can be seen in Tables V, VIII. For some choices of BBH masses, these tables show the maxmax matches between the search models in the columns and the target models in the rows, maximized over the search-model parameters M and , with the restriction 0Ͻр1/4. The matches between the H(2,2) and the H(3,3.5) waveforms are surprisingly low. More generally, the H(2,2) models have low matches with all the other PN models. We consider these facts as an indication of the unreliability of the H models. In the following we shall not give much credit to the H(2,2) models, and when we discuss the construction of detection template families we shall consider only the H(3,3.5) models. ͓We will, however, comment on the projection of the H(2,2) models onto the detection template space.͔ As for the H(3,3.5) models, their matches with the 2PN adiabatic models are low; but their matches with the 3PN adiabatic models are high, at least for M р30M ᭪ . For M ϭ40M ᭪ ͑as shown in Tables V and VIII͒, the matches can be quite low, as the differences in the late dynamical evolution become significant.
B. Nonadiabatic PN expanded methods:
Lagrangian formalism
Equations of motion
In the harmonic gauge, the equations of motion for the general-relativistic two-body dynamics in the Lagrangian formalism read ͓49,61,62͔
where 
͑80͒
For the sake of convenience, in this section we are using the same symbols as Sec. where the radiation-reaction effects were averaged over circular orbits but were present up to 3PN order, here radiationreaction effects are instantaneous, and can be used to compute generic orbits, but are given only up to 1PN order beyond the leading quadrupole term. We compute waveforms in the quadrupole approximation of Eq. ͑29͒, defining the orbital phase as the angle between x and a fixed direction in the orbital plane, and the invariantly defined velocity v as (M ) 1/3 .
Definition of the models
For these models, just as for the HT and HP models, the choice of the endpoint of evolution is rather arbitrary. We decided to stop the integration of the dynamical equations when we begin to observe unphysical effects due to the failure of the PN expansion. For many ͑if not all͒ configurations, the PN-expanded center-of-mass binding energy ͓given by Eqs. ͑2.7a͒-͑2.7e͒ of Ref. ͓20͔͔ begins to increase during the late inspiral, instead of continuing to decrease. When this happens, we stop the integration. The instantaneous GW frequency at that time will then be the ending frequency for these waveforms. We shall refer to these models as L (nPN,mPN) , where nPN (nPN) denotes the maximum PN order of the terms included in the Hamiltonian ͑the radiationreaction force͒. We shall consider (nPN,mPN) ϭ(2,0),(2,1).
Waveforms and matches
In Fig. 11 we plot the frequency-domain amplitude versus frequency for the L-approximated ͑restricted͒ waveforms, at different PN orders, for a (15ϩ15)M ᭪ BBH. The amplitude deviates from the Newtonian prediction slightly before 100 Hz. Indeed, the GW ending frequencies are 116 Hz and 107 Hz for the L(2,0) and L(2,1) models, respectively. These frequencies are quite low, because the unphysical behavior of the PN-expanded center-of-mass binding energy appears quite early ͓at r end ϭ6.6 and r end ϭ7.0 for the L(2,0) and L(2,1) models, respectively͔. So the L models do not provide waveforms for the last stage of inspirals and plunge. Table IX shows the maxmax matches between the L approximants and a few other selected PN models. The overlaps are quite high, except with the EP(2,2.5) and EP (3,3.5,0) at high masses, but extremely unfaithful. Moreover, we could expect the L(2,0) and L(2,1) models to have high fitting factors with the adiabatic models T(2,0) and T(2,1). However, this is not the case. As Table X shows, the T models are neither effectual nor faithful in matching the L models, and vice versa. This might be due to one of the following factors: ͑i͒ the PN-expanded conservative dynamics in the adiabatic limit (T models͒ and in the nonadiabatic case (L models͒ are rather different; ͑ii͒ there is an important effect due to the different criteria used to end the evolution in the two models, which make the ending frequencies rather different. All in all, the L models do not seem very reliable, so we shall not give them much credit when we discuss detection template families. However, we shall investigate where they lie in the detection template space.
C. Nonadiabatic PN resummed methods:
The effective-one-body approach
The basic idea of the effective-one-body ͑EOB͒ approach ͓15͔ is to map the real two-body conservative dynamics, generated by the Hamiltonian ͑56͒ and specified up to 3PN order, onto an effective one-body problem where a test particle of mass ϭm 1 m 2 /M ͑with m 1 and m 2 the BH masses, and M ϭm 1 ϩm 2 ) moves in an effective background metric g eff given by where
͑83͒
The motion of the particle is described by the action S eff ϭϪc ͵ ds eff .
͑84͒
For the sake of convenience, in this section we shall use the same symbols of Secs. IV A and IV B 2 to denote different physical quantities ͑such as coordinates in different gauges͒.
The mapping between the real and the effective dynamics is worked out within the Hamilton-Jacobi formalism, by imposing that the action variables of the real and effective description coincide ͑i.e., J real ϭJ eff , I real ϭI eff , where J denotes the total angular momentum, and I the radial action variable ͓15͔͒, while allowing the energy to change,
here E eff NR is the nonrelativistic effective energy, while is related to the relativistic effective energy E eff by the equation E eff NR ϭE eff Ϫc 2 ; E eff is itself defined uniquely by the action ͑84͒. The nonrelativistic real energy E real NR ϵH(q,p), where H(q,p) is given by Eq. ͑56͒ with H(q,p)ϭĤ (q,p). From now on, we shall relax our notation and set Gϭcϭ1.
Equations of motion
Damour, Jaranowski and Schäfer ͓17͔ found that, at 3PN order, this matching procedure contains more equations to satisfy than free parameters to solve for (a 1 , a 2 , a 3 , d 1 , d 2 , d 3 , and ␣ 1 , ␣ 2 , ␣ 3 ). These authors suggested the following two solutions to this conundrum. At the price of modifying the energy map and the coefficients of the effective metric at the 1PN and 2PN levels, it is still possible at 3PN order to map uniquely the real two-body dynamics onto the dynamics of a test mass moving on a geodesic ͑for details, see Appendix A of Ref. ͓17͔͒. However, this solution appears very complicated; more importantly, it seems awkward to have to compute the 3PN Hamiltonian as a foundation for deriving the matching at the 1PN and 2PN levels. The second solution is to abandon the hypothesis that the effective test mass moves along a geodesic, and to augment the Hamilton-Jacobi equation with ͑arbitrary͒ higher-derivative terms that provide enough coefficients to complete the matching. With this procedure, the Hamilton-Jacobi equation reads
Because of the quartic terms A ␣␤␥␦ , the effective 3PN relativistic Hamiltonian is not uniquely fixed by the matching rules defined above; the general expression is ͓17͔:
here we use the reduced relativistic effective Hamiltonian Ĥ eff ϭH eff /, and q and p are the reduced canonical variables, obtained by rescaling the canonical variables by M and , respectively. The coefficients z 1 , z 2 and z 3 are arbitrary, subject to the constraint 8z 1 ϩ4z 2 ϩ3z 3 ϭ6͑4Ϫ3 ͒. ͑88͒
Moreover, we slightly modify the EOB model at 3PN order of Ref.
͓17͔ by requiring that in the test-mass limit the 3PN EOB Hamiltonian equals the Schwarzschild Hamiltonian. Indeed, one of the original rationales of the PN resummation methods was to recover known exact results in the test-mass limit. To achieve this, z 1 , z 2 and z 3 must go to zero as
→0.
A simple way to enforce this limit is to set z 1 ϭz 1 , where we set rϭ͉q͉. The authors of Ref. ͓17͔ restricted themselves to the case z 1 ϭz 2 ϭ0 (z 1 ϭz 2 ϭ0). Indeed, they observed that for quasicircular orbits the terms proportional to z 2 and z 3 in Eq. ͑87͒ are very small, while for circular orbits the term proportional to z 1 contributes to the coefficient A(r), as seen in Eq. ͑89͒. So, if the coefficient z 1 ϭz 1 0, its value could be chosen such as to cancel the 3PN contribution in A(r). To avoid this fact, which can be also thought as a gauge effect due to the choice of the coor- 
(r).]
In Fig. 12 we plot the binding energy as evaluated using the improved Hamiltonian ͑91͒, at different PN orders, for equal-mass BBHs. At 3PN order, we use as typical values z 1 ϭ0,Ϯ4. ͑For z 1 Ͼ4 the location of the ISCO is no longer a monotonic function of z 1 . So we set z 1 р4.) In the right panel of Fig. 12 , we show the variation in the GW frequency at the ISCO as a function of z 1 for a (15ϩ15)M ᭪ BBH. Finally, in Fig. 13 , we compare the binding energy for a few selected PN models, where for the E models we fix z 1 ϭz 2 ϭ0 ͑see the left panel of Fig. 12 for the dependence of the binding energy on the coefficient z 1 ). Notice in the left panel that the 2PN and 3PN T energies are much closer to each other than the 2PN and 3PN P energies are, and than the 2PN and 3PN E energies are; notice also that the 3PN T and P energies are very close. The closeness of the binding energies ͑and of the MECOs and ISCOs͒ predicted by PN expanded and resummed models at 3PN order ͑with z 1 ϭ0), and of the binding energy predicted by the numerical quasiequilibrium BBH models of Ref. 
Definition of the models
For these models, we use the initial conditions laid down in Ref. ͓40͔, and also adopted in this paper for the HT and HP models ͑see Sec. IV A͒. At 2PN order, we stop the inte-FIG. 13. Binding energy as a function of the velocity parameter v for equal-mass BBHs. We plot different PN orders for selected PN models. For the E model at 3PN order we fix z 1 ϭ0ϭz 2 . TABLE XI. Fitting factors for the projection of EP(3,3.5,0) templates onto themselves, for various choices of the parameters z 1 and z 2 . The values quoted are obtained by maximizing the maxmax ͑mm͒ match over the mass parameters of the ͑search͒ models in the columns, while keeping the mass parameters of the ͑target͒ models in the rows fixed to their quoted values, (15ϩ15)M ᭪ , (15ϩ5)M ᭪ (5 ϩ5)M ᭪ . The three numbers shown at each intersection are the maximized match and the search parameters at which the maximum was attained. In labeling rows and columns we use the notation EP(3,3.5, ,z 1 ,z 2 ). See the caption to Table VIII for further details. EP (3, 3.5, 2, Ϫ4, 0) EP(3, 3.5, 2, 0, Ϫ4) EP (3, 3.5, 2, 0, 0) EP(3, 3.5, 2, 0, 4) EP(3, 3.5, 2, 4, 0) 
with uϭ1/r and A P 3 is given by Eq. ͑98͒. For some configurations, the orbital frequency and the binding energy start to decrease before the binary can reach the 3PN light ring, so we stop the evolution when ϭ0 ͑see the discussion in Sec. IV D͒. For other configurations, it happens that the radial velocity becomes comparable to the angular velocity before the binary reaches the light ring; in this case, the approximation used to introduce the RR effects into the conservative dynamics is no longer valid, and we stop the integration of the Hamilton equations when ͉ṙ /(r )͉ reaches 0.3. For some models, usually those with z 1,2 0, the quantity ͉ṙ /(r )͉ reaches a maximum during the last stages of evolution, then it starts decreasing, and ṙ becomes positive. In such cases, we choose to stop at the maximum of ͉ṙ /(r )͉. In any of these cases, the instantaneous GW frequency at the time when the integration is stopped defines the ending frequency for these waveforms. We shall refer to the EOB models (E approximants͒ as ET (nPN,mPN) ͑when the T approximant is used for the flux͒ or EP(nPN,mPN) ͑when the P approximant is used for the flux͒, where nPN (mPN) denotes the maximum PN order of the terms included in the Hamiltonian ͑flux͒. We shall consider (nPN,mPN)ϭ(1,1.5), (2,2.5), and (3,3.5, ) ͓at 3PN order we need to indicate also a choice of the arbitrary flux parameter ].
Waveforms and matches
In Table XI , we investigate the dependence of the E waveforms on the values of the unknown parameters z 1 and z 2 that appear in the EOB Hamiltonian at 3PN order. The coefficients z 1 and z 2 are, in principle, completely arbitrary. When z 1 0, the location of the ISCO changes, as shown in Fig. 12 . Moreover, because in Eq. ͑87͒ z 1 multiplies a term that is not zero on circular orbits, the motion tends to become noncircular much earlier, and the criteria for ending the integration of the Hamilton equations are satisfied earlier. ͑See the discussion of the ending frequency in the preceding section.͒ This effect is much stronger in equal-mass BBHs with high M. For example, for (15ϩ15)M ᭪ BBHs and for z 2 ϭ0, the fitting factor ͑the maxmax match, maximized over M and ) between an EP target waveform with z 1 ϭ0 and EP search waveforms with Ϫ40 Շ z 1 ϽϪ4 can well be р 0.9. However, if we restrict z 1 to the range ͓Ϫ4,4͔, we get very high fitting factors, as shown in Table XI. In Eq. ͑87͒, the coefficients z 2 and z 3 multiply terms that are zero on circular orbits. ͓The coefficient z 2 appears also in D(r), given by Eq. ͑90͒.͔ So their effect on the dynamics is not very important, as confirmed by the very high matches obtained in Table XI between EP waveforms with z 2 ϭ0 and EP waveforms with z 2 ϭϮ4. It seems that the effect of changing z 2 is nearly the same as a remapping of the BBH mass parameters.
We investigated also the case in which we use the PN expanded form for A(r) given by Eq. ͑89͒. For example, for (15ϩ15)M ᭪ BBHs and z 2 ϭ0, the fitting factors between EP target waveforms with z 1 ϭϪ40,Ϫ4,4,40 and EP search waveforms with z 1 ϭ0 are (maxmax,M ,) ϭ(0.767,39.55,0.240), ͑0.993,30.83,0.241͒, ͑0.970,30.03, 0.241͒, and ͑0.915,28.23,0.242͒, respectively. So the overlaps can be quite low.
In Table XII , for three typical choices of BBH masses, we perform a convergence test using Cauchy's criterion. The values are quite high. However, as for the P approximants, we have no way to test whether the E approximants are converging to the true limit. In Fig. 14 found for the adiabatic models ͑see Figs. 4 and 7͒.
In Table IV , for some typical choices of the masses, we evaluate the fitting factors between the ET(2,2.5) and ET(3,3.5) waveforms ͑with z 1 ϭz 2 ϭ0) and the T(2,2.5) and T(3,3.5) waveforms. This comparison should emphasize the effect of moving from the adiabatic orbital evolution, ruled by the energy-balance equation, to the ͑almost͒ full Hamiltonian dynamics, ruled by the Hamilton equations. More specifically, we see the effect of the differences in the conservative dynamics between the PN expanded T model and the PN resummed E model ͑the radiation-reaction effects are introduced in the same way in both models͒. While the matches are quite low at 2PN order, they are high (у0.95) at 3PN order, at least for M р30M ᭪ , but the estimation of m 1 and m 2 is poor. This result suggests that, for the purpose of signal detection as opposed to parameter estimation, the conservative dynamics predicted by the EOB resummation and by the PN expansion are very close at 3PN order, at least for M р30M ᭪ . Moreover, the results of Table IV suggest also that the effect of the unknown parameter is rather small, at least if is of order unity, so in the following we shall always set ϭ0.
In Tables V and VIII we study the difference between the EP(2,2.5) and EP(3,3.5) models ͑with z 1 ϭz 2 ϭ0), and all the other adiabatic and nonadiabatic models. For some choices of BBH masses, these tables show the maxmax matches between the search models in the columns and the target models in the rows, maximized over the search-model parameters M and , with the restriction 0Ͻр1/4. At 2PN order, the matches with the T(2,2.5), HT(2, 2) and HP(2,2.5) models are low, while with the matches with the T(2,2) and P(2,2.5) models are high, at least for M р30M ᭪ ͑but the estimation of the BH masses is poor͒. At 3PN order, the matches with T(3, 3.5, ), P(3, 3.5, ), HP(3, 3.5, ) and HT(3, 3.5, ) are quite high if M р30M ᭪ . However, for M ϭ40M ᭪ , the matches can be quite low. We expect that this happens because in this latter case the differences in the late dynamical evolution become crucial.
D. Features of the late dynamical evolution in nonadiabatic models
While studying the numerical evolution of nonadiabatic models, we encounter two kinds of dynamical behavior that are inconsistent with the assumption of quasicircular motion used to include the radiation-reaction effects, so when one of these two behaviors occurs, we immediately stop the integration of the equations of motion. First, in the late stage of evolution can reach a maximum, and then drop quickly to zero; so we stop the integration if ϭ0. Second, the radial velocity ṙ can become a significant portion of the total speed, so we stop the integration if ṙ ϭ0.3(r ).
The first behavior is found mainly in the H models at 3PN order, when is relatively small (Շ0.21). As we shall see below, it is not characteristic of either the Schwarzschild Hamiltonian or the EOB Hamiltonian. In the left panel of Fig. 15 and dp dr
we get 
͑104͒
Combining these equations we obtain two conditions that define r crit :
‫ץ‬Ĥ ‫ץ‬r
ϭ0. ͑105͒
In the right panel of Fig. 15 , we plot the critical orbital frequency crit as a function of in the range ͓0.1, 0.21͔. In the same figure, we show also the ending frequencies for the HT(3, 3.5, Ϯ2) and HP(3,3.5,Ϯ2) models. For 0.1Ͻ Ͻ0.21, these ending frequencies are in good agreement with the critical frequencies crit ; for Ͼ0.21, the ending condition ṙ ϭ0.3(r ) is satisfied before ϭ0. For 0.1Ͻ Ͻ0.21, this good agreement can be explained as follows: for the H models at 3PN order with Շ0.21, the orbital evolution is almost quasicircular ͑i.e., ṙ remains small and keeps increasing͒ until the critical point is reached; beyond this point, there is no way to keep the orbit quasicircular, as the angular motion is converted significantly into radial motion, and begins to decrease. This behavior ( →0) is also present in the E model in the vicinity of the light ring, because the light ring is also a minimal radius for circular orbits ͓the conditions ͑101͒ are satisfied also in this case͔. However, the behavior of the energy is qualitatively different for the H and E models: in the E models ͑just as for a test particle in Schwarzchild spacetime͒ the circular-orbit energy goes to infinity, while this is not the case for the H models. The second behavior is usually caused by radiationreaction effects, and accelerated by the presence of an ISCO ͑and therefore of a plunge͒. However, it is worth mentioning another interesting way in which the criterion ṙ ϭ0.3(r ) can be satisfied for some E evolutions at 3PN order. During the late stages of evolution, ṙ sometimes increases suddenly and drastically, and the equations of motion become singular. This behavior is quite different from a plunge due to the presence of an ISCO ͑in that case the equations of motion do not become singular͒. The cause of this behavior is that at 3PN order the coefficient D(r) ͓see Eq. ͑90͔͒ can go to zero and become negative for a sufficiently small r. 
V. SIGNAL-TO-NOISE RATIO FOR THE TWO-BODY MODELS
In Fig. 16 we plot the optimal signal-to-noise ratio opt for a few selected PN models. The value of opt is computed using Eqs. ͑1͒ and ͑19͒ with the waveform given by Eq. ͑29͒, for a luminosity distance of 100 Mpc and the rms ⌰ϭ8/5 ͓see the discussion around Eq. ͑29͔͒; for the EP model we set z 1 ϭz 2 ϭ0. Notice that, because the E models have a plunge, their signal-to-noise ratios are much higher ͑at least for M у30M ᭪ ) than those for the adiabatic models, which we cut off at the MECO. See also Fig. 17 , which compares the S/N for EP(2,2.5) waveforms with and without the FIG. 16 . Signal-to-noise ratio at 100 Mpc versus total mass M for selected PN models. The S/N is computed for equal-mass BBHs using the LIGO-I noise curve ͑28͒ and the waveform expression ͑29͒ with the rms ⌰ϭ8/5; for the E model at 3PN we set z 1 ϭz 2 ϭ0.
FIG. 17. Effect of the plunge on the signal-to-noise ratio. The S/N is computed at 100 Mpc for equal-mass BBHs as a function of the total mass for the T(2,2) adiabatic model ͑for comparison͒, for the EP(2,2.5) model with ending frequency at the ISCO, and at the light ring ͑in this latter case the signal includes a plunge͒. Here we use the LIGO-I noise curve ͑28͒ and the waveform expression ͑29͒ with the rms ⌰ϭ8/5. plunge; for M ϭ20M ᭪ , excluding the plunge decreases the S/N by ϳ 4% ͑which corresponds to a decrease in the detection rate of 12% for a fixed detection threshold͒; while for M ϭ30M ᭪ , excluding the plunge decreases the S/N by ϳ 22% ͑which corresponds to a decrease in the detection rate of 54%͒. This result confirms the similar conclusion drawn in Ref.
͓13͔.
Because at 2PN and 3PN order the H models do not have a plunge, but the two BHs continue to move on quasicircular orbits even at close separations, the number of total GW cycles is increased, and so is the signal-to-noise ratio, as shown in the right panel of Fig. 16 . However, we do not trust the H models much, because they show a very different behavior at different PN orders, as already emphasized in Sec. IV A.
VI. PERFORMANCE OF FOURIER-DOMAIN DETECTION TEMPLATES, AND CONSTRUCTION OF A FOURIER-DOMAIN DETECTION-TEMPLATE BANK
In the previous sections we have seen ͑for instance, in Table V͒ that the overlaps between the various PN waveforms are not very high, and that there could be an important loss in the event rate if, for the purpose of detection, we restricted ourselves to only one of the two-body models ͑see Figs. 16 and 17͒. To cope with this problem we propose the following strategy. We guess that the conjunction of the waveforms from all the PN models spans a region in signal space that includes ͑or almost includes͒ the true signals, and we build a detection template family that embeds all the PN models in a higher-dimensional space. The PN models that we have considered ͑expanded and resummed, adiabatic and nonadiabatic͒ rely on a wide variety of very different dynamical equations, so the task of consolidating them under a single set of generic equations seems arduous. On the other hand, we have reason to suspect, from the values of the matches, and from direct investigations, that the frequencydomain amplitude and phasing ͑the very ingredients that enter the determination of the matches͒ are, qualitatively, rather similar functions for all the PN models. We shall therefore create a family of templates that model directly the Fourier transform of the GW signals, by writing the amplitude and phasing as simple polynomials in the GW frequency f GW . We shall build these polynomials with the specific powers of f GW that appear in the Fourier transform of PN expanded adiabatic waveforms, as computed in the stationary-phase approximation. However, we shall not constrain the coefficients of these powers to have the same functional dependence on the physical parameters that they have in that scheme. More specifically, we define our generic family of Fourier-domain effective templates as
where t 0 and 0 are the time of arrival and the frequencydomain phase offset, and where ( . . . ) is the Heaviside step function. This detection template family is similar in some respects to the template banks implicitly used in fast chirp transform techniques ͓64͔. However, because we consider BBHs with masses 10-40M ᭪ , the physical GW signal can end within the LIGO frequency band; and the predictions for the ending frequency given by different PN models can be quite different. Thus, we modify also the Newtonian formula for the amplitude, by introducing the cutoff frequency f cut and the shape parameter ␣.
The significance of f cut with respect to true physical signals deserves some discussion. If the best match for the physical signal g is the template h f cut , which ends at the instantaneous GW frequency f cut ͓so that h f cut ( f )Ӎg( f ) for f Ͻ f cut and h f cut ( f )ϭ0 for f Ͼ f cut ], then we can be certain to lose a fraction of the optimal that is given approximately by cut opt р
͑111͒
On the other hand, if we try to match g with the same template family without cuts ͑and if indeed the h's are completely inadequate at modeling the amplitude and phasing of g above f cut ), then even the best-match template h no cut ͓de-fined by h no cut ( f )Ӎg( f ) for f Ͻ f cut , and by zero correlation, h no cut ( f )g*( f )Ӎ0 for f Ͼ f cut ] will yield an additional loss in caused by the fact that we are spreading the power of the template beyond the range where it can successfully match g. Mathematically, this loss comes from the different normalization factor for the templates h f cut and h no cut , and it is given by no cut
͑112͒
If we assume that g and h no cut have roughly the same amplitude distribution, the two losses are similar.
In the end, we might be better off cutting templates if we cannot be sure that their amplitude and phasing, beyond a certain frequency, are faithful representations of the true signal. Doing so, we approximately halve the worst-case loss of , because instead of losing a factor TABLE XIII. Fitting factors for the projection of the target models ͑in the rows͒ onto the ( 0 , 3/2 ,␣, f cut ) Fourier-domain detection template family. For ten choices of BBH masses, this table shows the minmax matches between the target ͑adiabatic͒ models and the Fourier-domain search model, maximized over the intrinsic parameters 0 , 3/2 , and ␣, f cut , and over the extrinsic parameter ␣. For each intersection, the six numbers shown report the ending frequency f end ͑defined in Sec. VI B͒ of the PN model for the BBH masses quoted, the minmax FF mn, and the search parameters at which the maximum is attained. 
we lose only the factor cut / opt . On the other hand, we do not want to lose the signal-to-noise ratio that is accumulated at high frequencies if our templates have a fighting chance of matching the true signal there; so it makes sense to include in the detection bank the same template with several different values of f cut . It turns out that using only the two parameters 0 and 3/2 in the phasing ͑and setting all other coefficients to zero͒ and the two amplitude parameters, f cut and ␣, we obtain a family that can already match all the PN models of Secs. III and IV with high fitting factors FF. This is possible largely because we restrict our focus to BBHs with relatively high masses, where the number of GW cycles in the LIGO range ͓and thus the total range of the phasing ( f ) that we need to consider͔ is small.
In Table XIII we list the minmax ͑see Sec. II͒ fitting factor for the projection of the PN models onto our frequencydomain effective templates, for a set of BBH masses ranging from (5ϩ5)M ᭪ to (20ϩ20)M ᭪ . In computing the fitting factors, we used the simplicial search algorithm AMOEBA ͓65͔ to search for the optimal set of parameters ( 0 , 3/2 , f cut , ␣) ͑as always, the time of arrival and initial phase of the templates were automatically optimized as described in Sec. II͒. From Table XIII we draw the following conclusions:
͑1͒ All the adiabatic models (T and P) are matched with fitting factors FFϾ0.97. Lower-mass BBHs are matched better than higher-mass BBHs, presumably because for the latter the inspiral ends at lower frequencies within the LIGO band, producing stronger edge effects, which the effective templates cannot capture fully. 3PN models are matched better than 2PN models.
͑2͒ The effective-one-body models (ET and EP) are matched even better than the adiabatic models, presumably because they have longer inspirals and less severe edge effects at the end of inspiral. Unlike the adiabatic models, however, ET and EP are matched better for higher-mass BBHs. In fact, all the FFs are Ͼ0.99 except for (5ϩ5)M ᭪ BBHs, where FFտ0.979. The reason for this is probably that this low-mass BBH has more GW cycles in the LIGO frequency band than any other one, and the two phasing parameters of our effective templates cannot quite model the evolution of the phasing. ͑In the adiabatic models, these effects may be overshadowed by the loss in signal to noise ratio due to the edge effects at high frequencies.͒ When the parameters z 1,2 are allowed to be nonzero, the matches get worse, but not by much. For all the plausible values of z 1 , the worst situation seems to happen at z 1 ϭϪ40, where the overlaps are still higher than ϳ0.95 ͑with minimum 0.947͒.
͑3͒ The Hamiltonian models (HT and HP) at 3PN order are not matched as precisely, but the detection template family still works reasonably well. We usually have FFϾ0.96, but there are several exceptions, with FF as low as 0.948. For these models, the overlaps are lower in the equal-mass cases, where the ending frequencies of the waveforms are much higher than for the other models; it seems that the effective templates are not able to reproduce this late portion of the waveforms ͑this might not be so bad, because it does not seem likely that this part of the signal reflects the true behavior of BBH waveforms͒.
͑4͒ The Lagrangian models ͑L͒ are matched a bit worse than the Hamiltonian models (HT and HP) at 3PN, but they still have FF higher than 0.95 in most cases, with several exceptions ͓at either (20ϩ20)M ᭪ or (5ϩ5)M ᭪ ], which can be as low as 0.93.
͑5͒ HT and HP models at 2PN are matched the worst, with typical values lower than 0.95 and higher than 0.85.
Finally, we note that our amplitude function A eff ( f ) is a linear combination of two terms, so we can search automatically over the correction coefficient ␣, in essentially the same way as discussed in Sec. II for the orbital phase. In other words, ␣ is an extrinsic parameter. ͑Although we do search over ␣, it is only to show the required range, which will be a useful piece of information when one is deciding how to lay down a mesh of discrete templates on the continuous detection-template space.͒
A. Internal match and metric
To understand the matches between the Fourier-domain templates and the PN models, and to prepare to compute the number of templates needed to achieve a given ͑internal͒ MM, we need to derive an expression for the match between two Fourier-domain effective templates.
We shall first restrict our consideration to effective templates with the same amplitude function ͑i.e., the same ␣ and f cutoff ).
The overlap ͗h( 0 , 3/2 ),h( 0 ϩ⌬ 0 , 3/2 ϩ⌬ 3/2 )͘ between templates with close values of 0 and 3/2 can be described ͑to second order in ⌬ 0 and ⌬ 3/2 ) by the mismatch metric g i j ͓29͔:
The metric coefficients g i j can be evaluated analytically from the overlap ͗h͑ 0 , 3/2 ͒,h͑ 0 ϩ⌬ 0 , 3/2 ϩ⌬ 3/2 ͒͘Ӎ ͫ max
͑116͒
where n 0 ϵ5/3 and n 3/2 ϵ2/3. Comparison with Eq. ͑114͒ then gives
͑118͒
where the M (1) . . . (3) are the matrices
͑121͒
and where
Since M (3) describes the mismatch caused by (⌬ 0 ,⌬t 0 ), it must be positive definite; because the right-hand side of Eq. ͑117͒ reaches its minimum with respect to variations of ⌬ 0 and ⌬t 0 when
we obtain
We note also that the mismatch ͗h( 0 , 3/2 ),h( 0 ϩ⌬ 0 , 3/2 ϩ⌬ 3/2 )͘ is translationally invariant in the ( 0 , 3/2 ) plane, so the metric g i j is constant everywhere. In the left panel of Fig. 18 we plot the iso-match contours ͑at matches of 0.99, 0.975 and 0.95͒ in the (⌬ 0 ,⌬ 3/2 ) plane, as given by the metric ͑124͒ ͑solid ellipses͒, compared with the actual values obtained from the numerical computation of the matches ͑dashed lines͒. For our purposes, the secondorder approximation given by the metric is quite acceptable. In this computation we use a Newtonian amplitude function A( f )ϭ f Ϫ7/6 ͑i.e., we set ␣ϭ0 and we set our cutoff frequency at 400 Hz).
We move now to the mismatch induced by different cutoff frequencies f cut . Unlike the case of the 0 , 3/2 parameters, this mismatch is first order in ⌬ f cut , so it cannot be described by a metric. Suppose that we have two effective templates h( f cut ) and h( f cut ϩ⌬ f cut ) with the same phasing and amplitude ⌬ f Ͼ0, but different cutoff frequencies. The match is then given by   FIG. 18. In the left panel, we plot the iso-match contours for the function ͗h( 0 , 3/2 ),h( 0 ϩ⌬ 0 , 3/2 ϩ⌬ 3/2 )͘; contours are given at matches of 0.99, 0.975 and 0.95. Solid lines give the indications of the mismatch metric; dashed lines give actual values. Here we use a Newtonian amplitude function A( f )ϭ f Ϫ7/6 ͑we set ␣ϭ0 and we do not cut the template in the frequency domain. In fact, f cut ϭ400 Hz). In the right panel we plot the values of ⌬ f cut ͑versus f cut ) required to obtain matches ͗h( f cut ),h( f cut ϩ⌬ f cut )͘ of 0.95 ͑uppermost curve͒, 0.975 and 0.99 ͑lowermost͒. In the region below each contour the match is larger than the value quoted for the contour. Again, here we use a Newtonian amplitude function A( f )ϭ f Ϫ7/6 ͑we set ␣ϭ0).
FIG. 19. Projection of the ET(2,2.5)
waveforms onto the frequency-domain effective template space. For ␣ we choose the optimal value found by the search. The ( 0 , 3/2 , f cut ) surface is interpolated from the then mass pairs shown in Table III .
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This result depends strongly on f cut . In the right panel of Fig. 18 we plot the values of ⌬ f cut that correspond to matches of 0.95, 0.975 and 0.99, according to the first order approximation ͑solid lines͒, and to the exact numerical calculations ͑dashed lines͒, both of which are given in the second line of Eq. ͑126͒. In the region below each contour the match is larger than the value that characterizes the contour. As we can see from the graph, the linear approximation is not very accurate, thus in the following we shall use the exact formula.
B. Construction of the effective template bank: Parameter range
All the PN target models are parametrized by two independent numbers ͑e.g., the two masses or the total mass and the mass ratio͒; if we select a range of interest for these parameters, the resulting set of PN signals can be seen as a two-dimensional region in the (m 1 ,m 2 ) or (M ,) plane. Under the mapping that takes each PN signal into the Fourierdomain effective template that matches it best, this twodimensional region is projected into a two-dimensional surface in the ( 0 , 3/2 , f cut ) parameter space ͑with the fourth parameter ␣ϭ0). As an example, we show in Fig. 19 the projection of the ET(2,2.5) waveforms with ͑single-BH͒ Table III͒ . The projection was computed by maximizing the maxmax match over the parameters 0 , 3/2 and f cut ; the correction coefficient ␣ was set to zero. The thin dotted and dashed lines show the boundaries of the projected images for the models ͑from the top͒ T(2,2.5), HT(3, 3.5, ϭ2) and P(2,2.5). Solid lines ͑the BH mass lines͒ link the images of the same BBH for different PN models. The ends of the BH mass lines are marked with the BBH masses and with the minimum value min͕f end , f cut ͖ across all the PN models. The thick dashed lines delimit the region that will be covered by the effective template bank; the ( 0 , 3/2 ) coordinates are marked on the vertices. The region is further subdivided into four subregions I-IV that group the BH mass lines with very similar ending frequencies f end min . TABLE XIV. End-to-end matches and ending frequencies along the BH mass lines of Fig. 20 . The first three columns show the end-to-end matches and the corresponding number of templates ͑for MM Ӎ0.98) along the BH mass lines; the remaining columns show the minimum ending frequencies of PN waveforms along the BH mass lines, the match between the two effective templates at the ends of the range, and the number of templates needed to step along the range while always maintaining a match Ӎ0.98 between neighboring templates. When computing these matches, we use a Newtonian amplitude function A( f ) ϭ f Ϫ7/6 ͑we set ␣ϭ0), and we maximize over the parameters 0 and 3/2 ͑which is equivalent to assuming perfect phasing synchronization͒.
masses 5 -20 M ᭪ . The 26 models tested in Secs. III and IV would be projected into 26 similar surfaces. In constructing the detection template families, we shall first focus on 17 of the 26 models, namely the adiabatic T and P models at 2PN and 3PN, the E models at 2PN and at 3PN but with z 1,2 ϭ0, and the H models at 3PN. We will comment on the E models with z 1,2 0, on the L models, and on the HT and HP models at 2PN order at the end of this section.
It is hard to visualize all three parameters at once, so we shall start with the phasing parameters 0 and 3/2 . In Fig.  20 we plot the ( 0 , 3/2 ) section of the PN-model projections into the ( 0 , 3/2 , f cutoff ) space, with solid diamonds showing the projected points corresponding to BBHs with the same set of ten mass pairs as in Table XIII . Each PN model is projected to a curved-triangular region, with boundaries given by the sequences of BBHs with masses (mϩm) ͑equal mass͒, (20ϩm) and (mϩ5). In Fig. 20 these boundaries are plotted using thin dashed lines, for the models T(2,2.5) ͑the uppermost in the plot͒, HT(3,3.5, ϭ2) ͑in the middle͒, and P(2,2.5) ͑lowest͒.
As we can see, different PN models can occupy regions with very different areas, and thus require a very different number of effective templates to match them with a given MM T . Among these three models, T(2,2.5) requires the least number of templates, P(2,2.5) requires a few times more, and HT(3,3.5, ϭ2) requires many more. This is consistent with the result by Porter ͓66͔ who found that, for the same range of physical parameters, T waveforms are more closely spaced than P waveforms, so fewer are needed to achieve a certain MM. In this plot we have also linked the points that correspond to the same BBH parameters in different PN models. In Fig. 20 these lines ͑we shall call them BH mass lines͒ lie all roughly along one direction.
A simple way to characterize the difference between the PN target models is to evaluate the maxmax end-to-end match between effective templates at the two ends of the BH mass lines ͑i.e., the match between the effective templates with the largest and smallest 3/2 among the projections of PN waveforms with the same mass parameters m 1 , m 2 ); we wish to focus first on the effects of the phasing parameters, so we do not cut the templates in the frequency domain and we set ␣ϭ0. We compute also a naive end-to-end number of templates, N end to end , by counting the templates required to step all along the BH mass line while maintaining at each step a match Ӎ0.98 between neighboring templates. A simple computation yields N end to end ϭlog(end-to-end match͒/log(0.98). The results of this procedure are listed in Table XIV. Notice that, as opposed to the fitting factors between template families computed elsewhere in this paper ͑which are maximized over the BBH mass parameters of one of the families͒, these matches give a measure of the dissimilarity between different PN models for the same values of the BBH parameters; thus, they provide a crude estimate of how much the effective template bank must be enlarged to embed all the various PN models.
We expect that the projection of a true BBH waveform onto the ( 0 , 3/2 ) plane will lie near the BH mass line with the true BBH parameters, or perhaps near the extension of the BH mass line in either direction. For this reason we shall lay down our effective templates in the region traced out by the thick dashed lines in Fig. 20 , which was determined by extending the BH mass lines in both directions by half of their length.
We move on to specifying the required range of f cut for each ( 0 , 3/2 ). For a given PN model and BBH mass parameters, we have defined the ending frequency f end as the instantaneous GW frequency at which we stop the integration of the PN orbital equations. We find that usually the f cut of the optimally matched projection of a PN template is larger than the f end of the PN template. This is because the abrupt termination of the PN waveforms in the time domain creates a tail in the spectrum for frequencies higher than f end . With f cut Ͼ f end and ␣Ͼ0, the effective templates can mimic this tail and gain a higher match with the PN models. In some cases, however, the optimal f cut can be smaller than f end ͓for example, P(2,2.5) with (10ϩ5)M ᭪ , (15ϩ5)M ᭪ and (10ϩ10)M ᭪ ] suggesting that the match of the phasing in the entire frequency band up to f end is not very good and we have to shorten the Fourier-domain template. Now, since we do not know the details of the plunge for true BBH inspiral, it is hard to estimate where the optimal f cut might lie, except perhaps imposing that it should be larger than min(f end , f cut ). A possibility is to set the range of f cut to be above f cut min ϵmin͕f cut , f end ͖, with the minimum evaluated among all the PN models.
In Table XIV we show the f cut min found across the PN models for given BBH mass parameters. We have also marked this minimum frequency in Fig. 20 under the corresponding BH mass lines. In the table we also show the match of the two detection templates h( f cut ϭ f cut min ) and h( f cut ϭ ϩϱ), and the number N mass line cut of intermediate templates with different f cut needed to move from h( f cut min ) to h (ϩϱ) while maintaining at each step a match Ӎ0.98 between neighboring templates. It is easy to see that this number is N mass line cut ϭlog͗h(f cut min ),h(ϩϱ)͘/log(0.98). The match was computed using a Newtonian amplitude function A( f ) ϭ f Ϫ7/6 ͑we set ␣ϭ0), and maximized over the parameters 0 and 3/2 . Under our previous hypothesis that the projection of a true BBH waveform would lie near the corresponding BH mass line, we can use the numbers in Table XIV to provide a rough estimate of the range of f cut that should be taken at each point ( 0 , 3/2 ) within the dashed contour of Fig. 20 . We trace out four subregions I, II, III, IV, such that the BH mass lines of each subregion have approximately the same values of f cut min ; we then use these minimum ending frequencies to set a lower limit for the values of f cut required in each subregion: f cut min (I)ϭ143, f cut min (II)ϭ192, f cut min (III)ϭ232, f cut min (IV)ϭ346. The maximum f cut is effectively set by the detector noise curve, which limits the highest frequency at which signal to noise can be still accumulated.
Moving on to the last parameter, ␣, we note that it is probably only meaningful to have ␣ f cut 2/3 р1, so that A eff ( f ) cannot become negative for f Ͻ f cut . ͑A negative amplitude in the detection template will usually give a negative contribution to the overlap, unless the phasing mismatch is larger than /2, which does not seem plausible in our cases.͒ Indeed, the optimized values found for ␣ in Table XIII seem to follow this rule, except for a few slight violations that are probably due to numerical error ͑since we had performed a search to find the optimal value of ␣). For the 17 models considered here, the optimal ␣ is always positive ͑Table XIII͒ which means that, due to cutoff effects, the amplitude at high frequencies becomes always lower than the f Ϫ7/6 power law. So for the 17 models considered in this section 0р␣ f cut 2/3 р1. ͑Note that this range will have to be extended to include negative ␣'s if we want to incorporate the models discussed in Sec. VI E.͒
C. Construction of the effective template bank:
Parameter density
At this stage, we have completed the specification of the region in the ( 0 , 3/2 , f cut ,␣) parameter space where we shall lay down our bank of templates. We expect that the FF for the projection of the true physical signals ͑emitted by nonspinning BBHs with M ϭ10-40M ᭪ ) onto this template bank should be very good. We now wish to evaluate the total number of templates N needed to achieve a certain MM.
We shall find it convenient to separate the mismatch due to the phasing from the mismatch due to the frequency cuts by introducing two minimum match parameters MM and MM cut , with MMϭMM •MM cut ӍMM ϩMM cut Ϫ1. As mentioned at the beginning of this section, the correction coefficient ␣ is essentially an extrinsic parameter ͑see Sec. II B͒: we do not need to discretize the template bank with respect to ␣, and there is no corresponding MM parameter.
We evaluate N in three refinement steps: ͑1͒ We start by considering only the phasing parameters, and we compute the parameter area S i ͓in the ( 0 , 3/2 ) plane͔ for each of the subregions iϭ I, II, III, IV of Fig. 20 .
We then multiply by the determinant ͱg of the constant metric, and divide by 2(1 -MM ), according to Eq. ͑25͒, to get
This expression is for the moment only formal, because we cannot compute ͱg without considering the amplitude parameters ␣ and f cut . ͑2͒ Next, we include the effect of f cut . In the preceding section we have set f min cut for each of the subregions by considering the range swept by f end along the mass lines. Recalling our discussion of N mass line cut , we approximate the number of distinct values of f cut that we need to include for each parameter pair ( 0 , 3/2 ) as 
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For ␣ in the physical range 0р␣р f cut Ϫ2/3 this match is minimized for ␣ϭ0, so this is the value that we use to evaluate the n i cut 's. Note that the choice of cutoff frequencies does not depend on the values of the phasing parameters. This allows us to have a single set of cutoff frequencies for all points in one subregion. For subregion i, we denote this set by F i .
͑3͒ The final step is to include the effect of ␣ and f cut on the computation of ͱg. For simplicity, we shoot for an upper limit by maximizing ͱg with respect to ␣. ͑Because ␣ is essentially an extrinsic parameter, we do not multiply N by the number of its discrete values: the matches are automatically maximized on the continuous range 0р␣р f cut Ϫ2/3 .) Our final estimate for the total number of templates is
We have evaluated this N numerically. We find that the contributions to the total number of templates from the four subregions, for MM ϭ 0.96 ͑taking MM ϭMM cut ϭ0.98), are N(I) Ӎ6, 410, N(II)Ӎ2, 170, N(III) Ӎ1, 380, N(IV) Ӎ1, 230, for a total of Nϭ11, 190 . This number scales approximately as ͓0.04/(1ϪMM)͔ 2 . Notice that subregion I, which contains all the BBHs with total mass above 25M ᭪ , requires by far the largest number of templates. This is mostly because these waveforms end in the LIGO band, and many values of f cut are needed to match different ending frequencies. Remember that the optimal signal-to-noise ratio for filtering the true GW signals by a template bank is approximately degraded ͑in the worst case͒ by the factor MM T ϭFFϩMMϪ1 ͓67͔.
While MM depends on the geometry of the template bank, we can only guess at the fitting factor FF for the projection of the true signal onto the template space. In this section we have seen that all PN models can be projected onto the effective frequency-domain templates with a good FF: for a vast majority of the waveforms FFտ0.96 ͑and the few exceptions can be explained͒. It is therefore reasonable to hope that the FF for the true GW signals is ϳ0.96, so the total degradation from the optimal will be MM T տ0.92, corresponding to a loss of Շ22% in event rate. This number can be improved by scaling up the number of templates, but of course the actual FF represents an upper limit for MM T . For instance, about 47,600 templates should get us MM T տ0.94, corresponding to a loss of Շ17% in event rate.
D. Parameter estimation with the detection template family
Although our family of effective templates was built for the main purpose of detecting BBHs, we can still use it ͑once a detection is made͒ to extract partial information about the BH masses. It is obvious from Fig. 20 that the masses cannot in general be determined unambiguously from the bestmatch parameters ͓i.e., the projection of the true waveform onto the ( 0 , 3/2 ) plane͔, because the images of different PN models in the plane have overlaps. Therefore different PN models will have different ideas, as it were, about the true masses. Another way of saying this is that the BH mass lines can cross. 
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If this correspondence was exact, the BH mass lines in Fig.  20 would all be vertical. They are not, so this estimation has an error that gets larger for smaller 0 ͑i.e., for binaries with higher masses͒. In Table XV we show the range of chirpmass estimates obtained from Eq. ͑130͒ for the values of 0 at the projections of the PN models in Fig. 20 It seems quite possible that a more detailed investigation of the geometry of the projections into the effective template space ͑and especially of the BH mass lines͒ could produce better algorithms to estimate binary parameters. But again, probably only one parameter can be estimated with certain accuracy.
E. Extension of the two-dimensional Fourier-domain detection template
In our construction of the effective template bank, we have been focusing until now on a subset of 17 models. The models we left out are E models at 3PN with z 1,2 nonzero, HT and HP models at 2PN, and L models.
As we can see from Fig. 21, E models with z 1,2 nonzero have a very similar behavior to the 17 models investigated above. Indeed, ͑i͒ the projection of the PN waveforms from the same model occupy regions that are triangular, and ͑ii͒ the projections of PN waveforms of a given mass lies on the BH mass line spanned by the previous 17 models. In addition, their projections lie roughly in the region we have already defined in Secs. VI B, VI C and VI D. However, the ending frequencies of these models can be much lower than the values we have set for the detection templates: the detection templates ͑in all four subregions͒ should be extended to lower cutoff frequencies if we decide to match these models, up to FFϳ0.95. A rough estimate shows that this increases the number of templates to about twice the original value.
In Fig. 22 we plot the projections of the L(2,0), L(2,1), HT(2, 2) and HP(2,2.5) waveforms into the ( 0 , 3/2 ) plane. As we already know, these models are not matched by the detection templates as well as the other 17 models. Here we can see that their projections onto the ( 0 , 3/2 ) plane are also quite dissimilar from those models. For L models, al- though different masses project into a triangular region, the projection of each mass configuration does not align along the corresponding BH mass line generated by the 17 models. In order to cover the L models up to FFϳ0.93, we need to expand the ( 0 , 3/2 ) region only slightly. However, as we read from Table XIII, the cutoff frequencies need to be extended to even lower values than for the E models with nonzero z 1,2 . Luckily, this expansion will not cost much. In the end the total number of templates needed should be about three times the original value. For HT and HP models at 2PN, the projections almost lie along the BH mass lines, but the regions occupied by these projections have weird shapes. We have to extend the ( 0 , 3/2 ) region by a factor ϳ2 in order to cover the phasings. ͑The ending/cutoff frequencies for these models are higher than for the previous two types of models.͒ An additional subtlety in this case is that, as we can read from Table XIII, the optimal values of ␣ are often negative, since the amplitude becomes higher than the f Ϫ7/6 power law at higher frequencies. This expansion of the range of ␣ affects both the choice of the discrete cutoff frequencies and the placement of ( 0 , 3/2 ) lattices. This effect is yet to be estimated. Finally, we notice that if these extensions are made, then the estimation of the chirp mass from the coefficient 0 becomes less accurate than the one given in Table XV .
F. Extension of the Fourier-domain detection template family to more than two phasing parameters
It might seem an accident that by using only two phasing parameters, 0 and 3/2 , we are able to match very precisely the wide variety of PN waveforms that we have considered. Indeed, since the waveforms predicted by each PN model span a two-dimensional manifold ͑generated by varying the two BH masses m 1 and m 2 or equivalently the mass parameters M and ), we could naturally expect that a third parameter is required to incorporate all the PN models in a more general family, and to add even more signal shapes that extrapolate beyond the phasings and amplitudes seen in the PN models.
In particular, because the accumulation of signal-to-noise ratio is more sensitive to how well we can match the phasing ͑rather than the amplitude͒ of PN templates, such a third parameter should probably interpolate between phasings predicted by different PN models. As a consequence, the amplitude parameters f cut and A do not generate a real dimensional extension of our detection template family. In this section we present a qualitative study of the extension of our FIG. 23 . Projection of the models P(2,2.5), ET(2, 2.5) , ET(3, 3.5, 0) , and SPA(1.5) onto the three-parameter Fourierdomain detection template, for many BBH masses that lie within the same ranges taken in FIG. 25 . In this figure we compare the projection of the PN models onto the three-dimensional ( 0 , 1 , 3/2 ) Fourier-domain detection template family ͓shown by the dots as a two-dimensional section in the ( 0 , 3/2 ) submanifold͔ with the projection of the PN models in the two-dimensional ( 0 , 3/2 ) template family ͑shown by the lines͒. In the left panel, we use Aϭ0 and f cut ϭ400 Hz to maximize the matches; in the right panel we use Aϭ0 and f cut ϭ200 Hz. detection template family obtained by adding one phasing parameter, the parameter 1 of Eq. ͑110͒.
We use the ( 0 , 1 , 3/2 ) Fourier-domain detection templates to match the PN waveforms from the models P(2,2.5), ET(2, 2.5), and ET(3, 3.5, 0) ; these models were chosen because their projections onto the ( 0 , 3/2 ) detection templates were rather distant in the ( 0 , 3/2 ) parameter space. Throughout this section ͑and unlike the rest of this paper͒, we use an approximated search procedure whereby we essentially replace the amplitude of the target models with the Newtonian amplitude A( f )ϭ f Ϫ7/6 with a cutoff frequency f cut ͑we always assumed Aϭ0 and f cut ϭ400 Hz). As expected, the matches increase, and indeed they are almost perfect: always higher than 0.994 ͑it should be remembered, however, that these should be considered as matches of the PN phasings rather than as matches of the PN waveforms; especially for high masses, the frequency dependence of the amplitude is likely to change these values͒.
If we plot the projections of the PN waveforms in the ( 0 , 1 , 3/2 ) space, we find that the clusters of points corresponding to each PN target model look quite different from the projections ͓onto the ( 0 , 3/2 ) template space͔ shown in Fig. 20 ; but this is just an artifact of the parametrization. We can perform a linear transformation ( 0 , 1 , 3/2 ) →(X,Y ,Z), defined in such a way that ͑i͒ in the (X,Y ,Z) parameters, the mismatch metric is just ␦ i j , and that ͑ii͒ the ( 0 ,0, 3/2 ) plane is mapped to the (X,Y ,0) plane. These conditions define the linear transformation up to a translation and a rotation along the Z axis; to specify the transformation completely we require also that all the projections of the PN models lie near the origin, and be concentrated around the X axis. Figure 23 shows the projection of the PN models P(2,2.5), ET(2, 2.5), and ET(3, 3.5, 0) onto the ( 0 , 1 , 3/2 ) detection template family, as parametrized by the (X,Y ,Z) coordinate system, for many BBH masses that lie within the same ranges of Fig. 20 . Each dot marks the parameters (X,Y ,Z) that best match the phasing of one of the PN waveforms. We include also the projection of a further PN model, SPA(1.5), obtained by solving the frequencydomain version of the balance equation, obtained in the stationary-phase approximation from our T model. The expression of the SPA(1.5) phasing as a function of f coincides with our Eq. ͑110͒, but the coefficients that correspond to ( 0 , 1 , 3/2 ) are functions of the two mass parameters M and .
By construction, the match between nearby detection templates is related to their Euclidian distance in the (X,Y ,Z) by
We see immediately that all the PN models are not very distant from the (X,Y ,0) plane ͑also shown in the figure͒, which coincides with the ( 0 , 3/2 ) plane. The farthest model is P(2,2.5), with a maximum distance ϳ0.18. It is important to notice that, since this number is obtained by assuming f cut ϭ400 Hz and Aϭ0, it tends to underestimate the true overlaps for models that end below 400 Hz, such as the P models at higher masses. See also Fig. 24 for an (X,Z) section of Fig. 23 .
We can study the relation between this three-dimensional family of templates and the two-dimensional family considered earlier by projecting the points of Fig. 23 onto the (X,Y ,0) plane ͓which corresponds to the ( 0 ,0, 3/2 ) plane͔. The resulting images resemble closely the projections of the PN models onto the ( 0 , 3/2 ) parameter space of the twodimensional family, as seen in the left panel of Fig. 25 . However, the agreement is poor for P(2,2.5) because of the relatively high cut frequency f cut ϭ400 Hz. The right panel of Fig. 25 was obtained by taking f cut ϭ200 Hz. The agreement is much better. This result goes some way toward explaining why using only two phasing parameters was enough to match most PN models in a satisfactory way.
As stated at the beginning of this section, the parameter Z can indeed be used to expand the dimensionality of our detection template family, because it appears to interpolate between different PN models. It is possible that the number of Z values needed when laying down a discrete template family might not be too large, because the PN models do not seem to lie very far from the Zϭ0 plane ͓remember that distances in the (X,Y ,Z) parameter space are approximately mismatch distances͔.
The good performance that we find for the two-and threedimensional Fourier-domain families confirms the results obtained in Refs. ͓13,47͔ and ͓68͔. In Ref. ͓13͔, the authors point out that the waveforms obtained from the stationary phase approximation at 2PN and 2.5PN order are able to approximate the E models, throughout most of the LIGO band, by maximizing over the mass parameters ͑see Ref. ) can be approximated very well, at least for the purpose of signal detection, by the SPA(1.5) model, with the advantage of having a much lower number of templates. In Ref. ͓68͔, the authors go even further, investigating the possibility of approximating the SPA(2) phasing with a polynomial of third, second and even first degree obtained using Chebyshev approximants.
It is important to underline that in all of these analyses the coefficients that appear in the expression of the phasing ͓cor-responding to our 0 , 1 , . . . in Eq. ͑110͔͒ depend on only two BBH mass parameters, either directly ͓13,47͔, or indirectly ͓68͔ through specific PN relations at each PN order. As a consequence, the phasings assumed in these references are confined to a two-dimensional submanifold analog to the surface labeled ''SPA(1.5)'' in Fig. 23 .
In this paper we follow a more general approach, because the phasing coefficients i are initially left completely arbitrary. Only after studying systematically the projection of the PN models onto the template bank we have determined the region where a possible detection template bank would be laid down. The high matches that we find between detection templates and the various PN models depend crucially on this assumption. As a consequence, our parameters i do not have a direct physical meaning, and they cannot easily be traced back to specific functions of the BBH masses, except for the chirp mass, as seen in Sec. VI D. This is natural, because our detection templates are built to interpolate between different PN models, each of which has, as it were, a different idea of what the waveform for a BBH of given masses should be.
VII. PERFORMANCE OF THE TIME-DOMAIN DETECTION TEMPLATES AND CONSTRUCTION OF THE DETECTION BANK IN TIME DOMAIN
Another possibility of building a detection-template family is to adopt one or more of the physical models discussed in Secs. IV as the effective template bank used for detection. Under the general hypothesis that underlies this work ͑that is, that the target models span the region in signal space where the true physical signals reside͒, if we find that one of the target models matches all the others very well, we can use it as the effective model; and we can estimate its effectualness in matching the true physical signal from its effectualness in matching all the other models.
As shown in Tables V, VIII and discussed in Sec. V, the fitting factors FF for the projection of the PN models onto each other are low ͑at least for PN order nр2.5 or for high masses͒; in other words, the models appear to be quite distant in signal space. This conclusion is overturned, however, if we let the dimensionless mass ratio move beyond its physical range 0рр1/4. For instance, the P(2,2.5) and EP(3,3.5,0) models can be extended formally to the range EP(3,3.5,0) detection template family. For ten choices of BBH masses, this table shows the maxmax matches between the target models and the EP (3,3.5,0) search model, with ͑mmc͒ and without ͑mm͒ the time-domain cut discussed in Sec. VII. The matches are maximized over the intrinsic parameters of the search model ͑over M and for the mm values; over M, and f cut for the mmc values͒. For each intersection, the triple ͑mm, M , ) and the quadruple ͑mm, M , , f cut ) denote the maximized matches and the mass ͑and cut͒ parameters at which the maxima are attained. In computing these matches, the search parameter was not restricted to its physical range 0Ͻр1/4, but it was allowed to move in the range 0ϽϽ1 for which the energy-balance equation ͑31͒ is still formally integrable. This table shows that the addition of the time-domain cut can improve the fitting factors considerably, especially for the higher M 's in the in the left half of the table, and for the models whose orbital evolution is ended within the range of good interferometer sensitivity.
0рр1. Beyond those ranges, either the equations ͑of energy balance, or motion͒ become singular, or the determination of the MECO or light ring ͓the evolutionary end point of the inspiral for the P(2,2.5) model and the EP (3,3.5,0) model, respectively͔ fails.
When the models are extended to 0Ͻр1, they appear to lie much closer to each other in signal space. In particular, the P(2,2.5) and EP(3,3.5,0) models are able to match all the other models, with minmax FFϾ0.95, for almost all the masses in our range, and in any case with much improved FF for most masses; see Tables XVI and XVII Tables V, VIII, where was confined to its physical range, T(2,2.5) could match P(2,2.5) effectively, but the reverse was not true͔.
The other ͑and perhaps crucial͒ effect of raising is to change the location of the MECO for the P-approximant model ͑or the light ring, for the EP model͒, where orbital evolution ends. ͑Remember that one of the differences between the Padé and the EOB models is that the latter includes a plunge part between the ISCO and the light ring.͒ More specifically, for P(2,2.5) ͓EP(3,3.5,0)͔ the position of the MECO ͑light ring͒ is pushed to smaller radii as is increased. This effect can increase the FF for target models that have very different ending frequencies from those of P(2,2.5) and EP (3,3.5 ) at comparable 's.
Because for the EP model the frequency at the light ring is already quite high, we cannot simply operate on to improve the match between the EP model and other models that end at much lower frequencies ͑see the values of minmax matches in Table XVII͒ . Thus, we shall enhance the effectualness of EP by adding an arbitrary cut parameter that modifies the radius r ͑usually the light-ring radius͒ at which we stop the integration of the Hamilton equations ͑92͒-͑95͒; the effect is to modify the final instantaneous GW frequency of the waveform. This is therefore a time-domain cut, as opposed to the frequency-domain cuts of the frequencydomain effective templates examined in the preceding section.
We can then compute the FF by searching over f cut in addition to M and , and we shall correspondingly account PN models T(3, 3.5, ϩ2), P(3, 3.5, ϩ2) , ET(3, 3.5, ϩ2) , EP(3, 3.5, ϩ2) , HT(3, 3.5, ϩ2), and HP(3, 3.5, 0 PN models T(3, 3.5, ϩ2), P(3, 3.5, ϩ2) , ET(3, 3.5, ϩ2), EP(3, 3.5, ϩ2) , HT(3, 3.5, ϩ2), and HP(3, 3.5, ϩ2) . The dots for ϭϪ2 are only slightly displaced, and they are not shown. The thin solid lines show the BH mass lines ͑introduced in Sec. VI B͒, while the dashed and dotted lines show the contours of the projections of selected PN models.
for the required number of distinct f cut when we estimate the number of templates required to give a certain MM tot . Even so, if we are unsure whether we can model successfully a given source over a certain range of frequencies that falls within the LIGO range ͑as it is the case for the heavy BBHs with MECOs at frequencies Ͻ 200 Hz͒, the correct way to estimate the optimal ͑and therefore the expected detection rate͒ is to include only the signal power in the frequency range that we know well.
The best matches shown in Tables XVI and XVII, and in  Figs. 26 -29, were obtained by searching over the target model parameter space with the simplicial AMOEBA algorithm ͓65͔. We found ͑empirically͒ that it was expedient to conduct the searches on the parameters ␤ϵM 2/5 and rather than on M and . This is because iso-match surfaces tend to look like thin ellipses clustered around the best match parameter pair, with principal axes along the ␤ and directions. As shown in Table XVI , the values of the maxmax and minmax FFs are very close to each other for the P(2,2.5) model; the same is true for the EP(3,3.5) model ͑so in Table  XVII we do not show both͒. For EP (3,3.5) , the search over the three parameters (␤,, f cut ) was performed as a refinement step after a first search on (␤,).
We have evaluated the mismatch metric ͓29͔ g i j ͑see Sec. II͒ with respect to the parameters (␤,) for the models P(2,2.5) and EP (3,3.5,0) then a quadratic form was least-squares fit to 16 values of the match along the ellipse ⌫ 1 with axes given by (␤ min ,␤ max ) and ( min , max ). The first quadratic form was used only to determine the principal axes of two further ellipses ⌫ 2 and ⌫ 3 , at projected matches of 1Ϫ0.025 and 1Ϫ0.0125. Another quadratic form ͑giving the final result for the metric͒ was then fit at the same time to 16 points along ⌫ 2 and to 16 points along ⌫ 3 , but the two ellipses were given different fitting weights to cancel the quartic correction terms in the Taylor expansion of the match around (␤ 0 , 0 ) ͑the cubic terms were canceled automatically by taking symmetric points along the ellipses͒. The rms error of the fit was in all cases very good, establishing that the quadratic approximation held in the close vicinity ͑matches ϳ0.95) of each point. We estimate that the numerical error ϳ20% is in any case less than the error associated with using Eq. ͑25͒ to evaluate the required number of templates, instead of laying down a lattice of templates more accurately.
The resulting ͱ͉g͉ for P(2,2.5) and EP (3,3.5,0) is shown in Fig. 30 . It is evident that most of the mismatch volume is concentrated near the smallest ␤'s and 's in parameter space. This is encouraging, because it means that the extension of the effective template family to high masses and high 's ͑necessary, as we have seen, to match several target models with very high FF͒ will be relatively cheap with respect to the size of the template bank ͑this picture, however, changes when we introduce frequency-domain cuts for the EP models͒. With the ͱ͉g͉'s we then computed the number of P and EP templates necessary to cover the parameter ranges ␤: ͑4,24͒, : ͑0.15,1.00͒, and ␤: ͑4,24͒, : (0.1,1.00) which span comfortably all the projected images of the target spaces onto the P and EP template spaces, respectively. ͑Note the ranges include also BBHs where one of the BHs has a mass less than 5M ᭪ .) We obtained
where MM is the required minimum match ͑analog to the parameter MM of the preceding section͒. By comparison, these numbers are reduced to, respectively, 1230 and 3415 if we restrict to the physical range.
The number N E does not include the effect of multiple ending frequencies ͑cuts͒. We estimate the number of distinct f cut needed for each ␤ by an argument similar to the one used for the Fourier-domain effective templates ͑see Sec. VI͒; it turns out that more cuts are required for higher masses. The resulting number of templates is N Ec Ӎ51,000 for MMϭ0.98, which is comparable to the result for the effective Fourier-domain templates. If we assume that the distance between the time-domain templates and the target models is representative of the distance to the true physical signal, we can guess that FF տ0.95 for P and FFտ0.97 for EP with cuts. Under these hypotheses, 6500 P templates can buy us a ͑worst-case͒ MM T Ӎ0.94, corresponding to a loss in event rate of ϳ17%. For 51,000 EP templates, we get MM T Ӎ0.95, corresponding to a loss in event rate of ϳ14%.
Before ending this section we would like to point out another time-domain detection-template family which can be consider kindred of the Fourier-domain detection-template family introduced in Sec. VI, see Eq. ͑108͒. We can use, for example, the following expression suggested by PN calculations ͑see, e.g., Ref. where c ,t c ,␣ T , 0 T , 1 T , 3/2 T and 2 T are arbitrary parameters whose range of values are determined maximizing the matches with the target two-body models.
VIII. SUMMARY
This paper deals with the problem of detecting GWs from the most promising sources for ground-based GW interferometers: comparable-mass BBHs with total mass M ϭ10-40M ᭪ moving on quasicircular orbits. The detection of these sources poses a delicate problem, because their transition from the adiabatic phase to the plunge, at least in the nonspinning case, is expected to occur in the LIGO and VIRGO frequency bands. Of course, the true GW signals from these inspirals should be obtained from exact solutions of the Einstein equations for two bodies of comparable mass. However, the theoretical templates used to search for these signals will be, at best, finite-order approximations to the exact solutions, usually derived in the PN formalism. Because the perturbative PN approach begins to fail during the final stages of the inspiral, when strong curvature and nonlinear effects can no longer be neglected, various PN resummation methods have been introduced ͓15-17͔ to improve the convergence of the PN series.
In the first part of this paper ͓see Secs. III, IV and V͔ we studied and compared in detail all the PN models of the relativistic two-body dynamics currently available, including PN Taylor-expanded and resummed models both in the adiabatic approximation and in the nonadiabatic case. We noticed the following features ͑see Tables IX, XI͒. At least for PN orders nр2.5, the target models T, P, and E have low cross matches if the 2.5PN Taylor flux is used. For example, for almost all the masses in our range, we found maxmax FF р0.9; the matches were much better only for P against E ͑and vice versa͒. However, if the 2PN Taylor flux is used the overlaps are rather high. At 3PN order we found much higher matches between T, P, and E, and also with the nonadiabatic model H, at least for masses M р30M ᭪ , and restricting to z 1 ϭ0ϭz 2 . These results make sense because at 3PN order the various approximations to the binding energy and the flux seem to be much closer to each other than at lower orders. This ''closeness'' of the different analytical approaches, which at 3PN order are also much closer to some examples of numerical quasiequilibrium BBH models ͓26͔, was recently pointed out in Refs. ͓58,59͔. On the other hand, the extraction of BBH parameters from a true measured signal, if done using the 3PN models, would still give a range of rather different estimates. However, we want to point out that for quite high masses, e.g., M ϭ40M ᭪ , the 3PN models can have again lower overlaps, also from the point of view of detection.
In addition, by studying the frequency-domain amplitude of the GW signals that end inside the LIGO frequency band ͑see Figs. 4, 7, 10, 14͒, we understood that if high matches are required it is crucial to reproduce their deviations from the Newtonian amplitude evolution, f Ϫ7/6 ͑on the contrary, the Newtonian formula seems relatively adequate to model the PN amplitude for GW frequencies below the instantaneous GW frequency at the end point of orbital evolution͒.
Finally, the introduction of the HT, HP and L models in Secs. IV A and IV B provided another example of two-body nonadiabatic dynamics, quite different from the E models. In the H models, the conservative dynamics does not have an ISCO ͓see the discussion below Eq. ͑74͔͒ at 2PN and 3PN orders. As a consequence, the transition to the plunge is due to secular radiation-reaction effects, and it is pushed to much higher frequencies. This means that, for the H models, the GW signals for BBHs of total mass M ϭ10-40M ᭪ end outside the LIGO frequency band, and the frequency-domain amplitude does not deviate much from the Newtonian result, at least until very high frequencies ͑see Fig. 10͒ . The L models do not provide the waveforms during the late inspiral and plunge. This is due to the fact that because of the appearance of unphysical effects, e.g., the binding energy starts to increase with time instead of continuing decreasing, we are obliged to stop the evolution before the two BHs enter the last stages of inspiral. It is important to point out that differently from the nonadiabatic E models, the nonadiabatic H and L models give rather different predictions when used at various PN orders. So, from these point of view they are less reliable and robust than the E models.
In the second part of this paper ͑Secs. VI and VII͒ we pursued the following strategy. We assumed that the target models spanned a region in signal space that ͑almost͒ included the true GW signal. We were then able to provide a few detection template families ͑either chosen among the time-domain target models, or built directly from polynomial amplitude and phasings in the frequency domain͒ that approximate quite well all the targets (FFу0.95 for almost all the masses in our range, with much better FFs for most masses͒. We speculate that the effectualness of the detection model in approximating the targets is indicative of its effectualness in approximating the true signals.
The Fourier-domain detection template family, discussed in Sec. VI, is simple and versatile. It uses a PN polynomial structure for the frequency-domain amplitude and phasing, but it does not constrain the coefficients to the PN functional dependencies on the physical parameters. In this sense this bank follows the basic idea that underlies the fast chirp transform ͓64͔. However, because for the masses that we consider the GW signal can end within the LIGO frequency band, we were forced to modify the Newtonian-order formula for the amplitude, introducing a cutoff frequency and a parameter to modify the shape of the amplitude curve ͑the parameter ␣). As discussed at the end of Sec. VI F the good performance of the two and three-dimensional families confirms also results obtained in Refs. ͓13,47͔ and ͓68͔.
We showed that our Fourier-domain detection template space has a FF higher than 0.97 for the T, P and E models, and տ0.96 for most of the 3PN HT and HP models; we then speculate that it will match true BBH waveforms with FF ϳ0.96. We have computed the number of templates required to give MM Ӎ0.96 ͑about 10 4 ). The total MM T should be larger than FF•MMϳ0.92, which corresponds to a loss of event rate of 1ϪMM T 3 Ϸ22%. This performance could be improved at the price of introducing a larger number of templates, with the rough scaling law of Nϭ10 4 ͓0.04/(0.96 ϪMM)͔ 2 . In Sec. VI E we investigated where the less reliable 2PN H and L models, and the E models at 3PN order further expanded considering z 1 0, lie in the detection template space. The Fourier-domain template family has FF in the range ͓0.85,0.95͔ with the 2PN H models, and FF mostly higher than 0.95, but with several exceptions which can be as low as 0.93 with the L models. The E models with z 1 0 are matched by the detection template family with FF almost always higher than 0.95. The E models with z 1 0 and the L models are ͑almost͒ covered by the region delimiting the adiabatic models and the E models with z 1 ϭ0. However, these models require lower cutoff frequencies, which will increase the number of templates up to a factor of 3. The 2PN H models sit outside this region and if we want to include them the number of templates should be doubled.
The time-domain detection template families, discussed in Sec. VII, followed a slightly different philosophy. The idea in this case was to provide a template bank that, for some choices of the parameters, could coincide with one of the approximate two-body models. Quite interestingly, this can be achieved by relaxing the physical hypothesis that 0р р0.25. However, the good performances of these banks are less systematic, and harder to generalize than the performance of the Fourier-domain effective bank. As suggested at the end of Sec. VII ͓see Eq. ͑135͔͒, the time-domain bank could be improved by using a parametrization of the timedomain amplitude and phase similar to the one used for the Fourier-domain templates. The detection template families based on the extension of the P(2,2.5) and EP (3,3.5) to nonphysical values of were shown to have FF, respectively, տ0.95 and տ0.97 for all the PN target models, and considerably higher for most models and masses. We have computed the number of P templates needed to obtain a MMϭ0.99 ͑about 6,500͒ and of EP templates to obtain a MMϭ0.98 ͑about 51,000͒. The expected total MM T is then, respectively, տ0.94 and տ0.95, corresponding to losses in event rates of Շ17% and Շ14%. The MMs scale roughly as ͓0.01/(1ϪMM)͔ for P and ͓0.02/(1ϪMM)͔ 2 for EP ͑be-cause of the additional frequency-cut parameter͒.
We notice that the number of templates that we estimate for the Fourier-and time-domain detection template families is higher than the number of templates we would obtain using only one PN model. However, the number of independent shapes that enters the expression for the * threshold ͓see Eq. ͑18͔͒ does not coincide with the number of templates that are laid down within a discrete template bank to achieve a given MM; indeed, if MM is close to one, these are almost guaranteed to be to yield S/N statistics that are strongly correlated. A rough estimate of the number of independent shapes can be obtained taking a coarse-grained grid in template space. For example, by setting MMϭ0 in Eq. ͑25͒, the number of independent shapes would be given roughly by the volume of the template space. As explained at the end of Sec. II B, if we wish to keep the same false-alarm probability, we have to increase the threshold by ϳ3% if we increase the number of independent shapes by one order of magnitude. This effect will cause a further loss in event rates ͓70͔.
Finally, in Sec. VI F we extended the detection template family in the Fourier domain by requiring that it embeds the targets in a signal space of higher dimension ͑with more parameters͒. We investigated the three-dimensional case and we found, as expected, the maxmax matches increase. In particular, the match of the phasings are nearly perfect: always higher than 0.994 for the two-body models which are farthest apart in the detection template space. Moreover, by projecting the points in the three-dimensional space back to the two-dimensional space, we can get nearly the same projections we would have got from matching directly the PN waveforms with the two-parameter-phasing model. The analysis done in Sec. VI F could suggest ways of systematically expand the Fourier-domain templates. Trying to guess the functional directions in which the true signals might lie with respect to the targets was the most delicate challenge of our investigation. However, our suggestions are not guaranteed to produce templates that will capture the true signal, and they should be considered as indications. When numerical relativity provides the first good examples of waveforms emitted in the last stages of the binary inspiral and plunge, it will be very interesting to investigate whether the matcheswith our detection template families are high and in which region of the detection template space do they sit. galore Sathyaprakash, and especially Kip Thorne for a very careful reading of this manuscript and for stimulating comments; we thank Luc Blanchet for useful discussions on the relation between MECO and ISCO analyzed in Sec. IV A and David Chernoff for having shared with us his code for the computation of the L model. We acknowledge support from NSF grant PHY-0099568. For A.B., this research was also supported by Caltech's Richard Chase Tolman fund.
