Interpolation theorems for operators in function spaces  by Lorentz, G.G & Shimogaki, T
IOIXNAL OF FUNCTIONAL ANALYSIS 2, 31-51 (1968) 
Interpolation Theorems for Operators in Function Spaces* 
G. G. LORENTZ 
Syracuse University, Syracuse, New York 13210 
AND 
T. SHIMOGAKI 
Hokkaido University, Sapporo, Japan 
Communicated by Albert0 P. Calderon 
Received July 3, 1967 
1. INTRODUCTION 
There exists an enormous literature about interpolation of linear 
operators, partly reviewed in the articles of S. Krein and Petunin [4] 
and Magenes [8]. In the present paper, we approach these problems 
from the point of view of Banach lattices. It is well-known that 
spaces /l(4), M(4) of functions ([.5], see also [6]), play an important 
role in the theory of interpolation of operators. The functional 
theoretic formulation of the theorem of Marcinkiewicz requires 
spaces M, while the formulation of the theorem of Stein and Weiss [13] 
requires both spaces fl and M. Spaces II will be the subject of investi- 
gation in this paper. Let 1+4(t) b e a given decreasing positive function 
on [0, 11. The space /l(4) consists of all measurable functions f for 
which 
llfll = llfi!, = Jk* dt < +a, (1.1) 
0 
where f * denotes the decreasing rearrangement of [ f j. With the space 
/l(4) we associate the function @p(a) = S,“C#I dt = I[ x(,,,+[[, 0 < a < 1. 
If in particular c&t) = &m-l, 0 < 01 < 1, we write fl, instead of A($). 
A Banach space X of Lebesgue-measurable functions on (0, 1) 
* This research has been supported, in part, by the Contract no. AF 49(638)-1401 
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will be called a Banach function space if X satisfies the following 
conditions: 
I g I < IfLfEx imPlr gex and !I g/l < llfll; WI) 
0 Gfn tf, n = 1, L.,fE X imply ye llfn II = llf II- (N.2) 
A norm which satisfies (N.2) is called semicontinuous. The norm is 
continuous if f, 1 0 implies j( f, (1 1 0; it is monotone-complete if 
0 <f, 1 f, supn (( fn I( < + co imply f E X. The norm is called 
rearrangement invariant if f E X implies f’ E X and jl f jl = ((f’ 11 
if f w f ‘, that is, if f’ is equimeasurable with f. 
Two functions f, f' on (0, 1) are called covariant, if the differences 
f(h) - f(tA f ‘(tz) -f’(h) cannot be of different sign for any pair 
t, , t, of points in (0, 1). For example, f, f’ are covariant if they are 
both decreasing. The space X has a covariantly additive norm, if 
llf +f’ll = Ilf II + Ilf’ll h o s Id f or each pair of covariant positive 
functions in X. 
The characteristic property of spaces /l(4) (and of the space M 
of bounded functions) is that they are Banach function spaces with 
rearrangement invariant, covariantly additive norm [2,3]. We mention 
another lattice theoretic property of the spaces (1. For two Banach 
function spaces Xi , Xs , let Xi @ X, denote the set of all functions f 
oftheformf=f,+fs,fiEXi,i=1,2,withthenorm 
If xi = cl(&), i = 1, 2, then also Xi @ X, is a space rl($) with 
@(a) = min(@,(a), &(a)). We leave the proof to the reader. 
An operator T, which maps a Banach space X into another Banach 
space, is a Lipschitz operator with the bound M if TO = 0 and 
II TX’ - TX II < M II x’ - x I/, x, x’ E X. The theorem upon which 
the results of this paper are patterned is the following. 
THEOREM A. Let X be a rearrangement-invariant Banach function 
space on (0, 1). Let T be a Lipschitx operator with the bound 1, which 
maps L” into itself, and L1 into itself. Then T maps X into itself with 
bound 1. 
It should be noted that the norm of the space X with the stated 
properties has a representation: 
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where C is a class of positive measurable functions, which, together 
with each c contains all of its rearrangements. (This was proved 
independently by Lorentz in an unpublished manuscript (1954, 
mentioned in [7]), Luxemburg [7] and Mori, Amemiya, and Nakano 
[IO]). The history of Theorem A is as follows. For Orlicz spaces X, 
it was proved by Orlicz [171] in 1934 for linear operators, and later [22], 
(1953) for Lipschitz operators. In the book [6] (1953), Theorem ,4 
was proved for arbitrary spaces X and linear operators, given by an 
integral transformation. Mitjagin ([9], 1965) proved Theorem A 
if X satisfies the additional requirement that L” is dense in X. Finally, 
in 1966, Caledron [I] established Theorem A in full generality for 
quasilinear operators. The proofs in [6] and [I] are similar, and 
based upon the Hardy-Littlewood-Polya order relation f < g. For 
two integrable functions f, g on (0, l), f < g means that 
jZf*(t) dt < jz g*(t) dt, O<x<l. (1.3) 
0 0 
Spaces /I play a special role in Theorem A. Space L” is rl($) with 
4(t) = 1, and L” can be considered to be A($) with the Dirac 
function 4. Assume that we have proved Theorem A for the special 
case X = /l(4). Th en the general statement follows. In fact, from 
(1.2) we have 
llfllx = ““,P llfh) ! (1.4) 
where c runs through all decreasing functions c E C. If an operator T 
satisfies the hypotheses of Theorem A, then 
II Tf’ - Tf IIn(c) G Ilf’ - fllnw 
for all bounded measurable functions f, f ‘. Hence, by (1.4), 
II Tf’ - Tf Ilx < II f’ - f lx, as required. 
It is this special form of Theorem A, which will be generalized in 
this paper. Let cl(&), /I(&), i = 1, 2, and (l(b), rl($) be three pairs 
of spaces (1. Necessary and sufficient conditions will be given in order 
that each Lipschitz operator, which maps A(&) into /I(&,>, i = 1, 2, 
in both cases with bound 1, should also map A($) into A(#) with 
bound 1. The striking feature of this theorem is that the conditions 
are very simply expressed in terms of the six functions +1 ,..., I& 
Instead of the relation <, a new order-like relation f f g is needed 
for the proof of our theorem. The special case of the theorem, when 
each space (1(+) or (1(#) is a space II,, is due to S. G. Krein (see [q). 
580/2/I-3 
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Another feature of our results is that inclusions, such as A,, C (1, C (1, 
in the last theorem, need not to be assumed. 
2. THE FUNCTION So 
In what follows, X, X1 , . . . will always be rearrangement invariant 
Banach function spaces for the interval (0, 1). We begin by giving 
some properties of such spaces X. By (1.2) one has the continuous 
imbeddings L” C X C L1 . 
Let f E X and let I = (a, b) b e a subinterval of (0, 1). We denote 
by f f the function which on I is the decreasing rearrangement of 
the restriction of /f / to I, and is identical with f outside of I. As a 
generalization of (1.3) we write f < g (on I) for functions f, g E X if 
J-f!- dt < .I-"&+ 4 a a a < x ,< b. We have 
Iff < g (on I), f = g outside of I, then /j f // < I/ g 11. (2.1) 
This follows from (1.2) by means of the following inequalities, 
valid for c E C: 
s 
1 
I 
1 
s 
1 
c.f dt < cI*fi* dt < 
0 0 
o c:gT dt G II g II. 
Another useful property of the spaces X concerns functionsfobtained 
by averaging: 
Kf(t> = f j/d t, t ~I,f(t) =f(Q t $4 then llfll G llfll- (2.2) 
This follows from (2.1) and the fact that J< f (on I). Relation (2.2) 
also holds for averaging over a subset A C (0, 1). In what follows, we 
shall need some less obvious properties of the relation <, stated 
below. 
PROPOSITION 1. Let f, g be two positive integrable functions on 
(0, 1). Thenf” -g* <f-g. 
PROPOSITION 2. Let f be a positive decreasing function on (0, l), 
and let f=fi +fi,fi 3 0, i = 1, 2. Then there exist positive 
decreasing functions f; with the properties f; ( fi , i = 1, 2, 
f=fi +f6- 
INTERPOLATION THEOREMS FOR OPERATORS 35 
In order not to interrupt our exposition, we defer the proofs of 
Propositions 1 and 2 to Section 6. 
We will use special notations for subsets of X. Let D be the subset 
of X, which consists of all positive decreasing functions, let S be the 
set of all positive decreasing step functions, let S, (n = 1, 2, . ..) be 
the set of all step functions in S with at most n distinct nonzero 
values. 
Let X, , X, be two rearrangement-invariant Banach function spaces 
with norms // * /Ii and (1 * l/a, let V = Xi n X, . ForfE V and 01 > 0 
we define the function sr(a) as follows: 
44 = 44 = infW2 /I2 : f = fl + f2 , IIf II1 < a, fl T f2 E V. (2.3) 
This infimum will not change if we subject fi , f2 to the restriction 
to have the same sign as f. It follows that 
Moreover, we have 
It is sufficient to show that So = ~~*(a). Let 01 >, 0, E > 0 be given. 
There exist functions g, , g, with the properties f * = g, + g, , 
II g, Ill d 01, II g, II2 < &4 + E* According to [6], p. 61, Theorem 
3.4.2 (which treats products instead of sums), or the remark about 
simultaneously equimeasurable functions in [o], p. 61, one can find 
a function fi for which fi -a and.f2 =f-fhf* -gl=g2. 
Then llfi II1 d 01, llf2 II2 < +(oI) + E, and it follows that st(ol) < +(a). 
To prove the opposite inequality, we use Proposition 1. We select 
fi ,f2 so that f = fi +f2, llfi II1 < a, llf2112 < +(a) + 6, and put 
gl =fT,g2 =f * -fl*. Thenllg,/l, da,andsincef* -ff <f-fi, 
we have /I g, /I2 < So + E. Hence S&CL) < sj(a). 
We note some properties of sr(ol) as a function of (II. It is a decreasing 
positive function which vanishes for 01 3 ljf \I1 . Moreover, ~~(a) is 
convex. In fact, let y = ta + (1 - t) /I, 0 < t < 1, and 11 fi II1 < OL, 
II gl /II G B. Then 
and /j tfl + (1 - t) g, l/i < y. Hence we obtain 
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Let (Y,, denote the smallest root of ~~(a). From the properties of 
convex decreasing functions we derive: sr(ol) is strictly decreasing on. 
(0, B,,), and continuous on (0, +co). We shall see later that 01~ = IlfIjl 
and that Q(U) is continuous at o( = 0. 
Takingf, = cxf:jlf& in (2.3), we derive 
sf(a) G (1 - i,.;l, __ ilfllz, 1 0 < 01 < llfl!l * 
Two other useful inequalities also follow from (2.3): 
(2.7) 
&,b> = CSr(44 c > 0; 
I v(4 - 44 G llf’ - fllz . 
To prove (2.9), assume that l/f1 (jr < a:; then 
Sf’b) G Ilf’ -f1 II2 ,< I!f’ -fll, + ilf -f1 II2 3 
(24 
(2.9) 
and hence +<(a) < s/(a) + )I f’ -f \\a. Interchanging f, f ‘, we 
obtain the inequality (2.9). 
The function So is semicontinuous for 0 < o( < + co: 
944 t SfW, if 0 <f” TfE V. (2.10) 
Since the values of ~,“(a) do not change if the functions f n are replaced 
bY (f 9*, we can assume that all functions f n decrease. It follows 
from (2.4) that Sag increases and does not exceed ~~(a), Let 
f n = fin + fi”, wherefin > 0, lIfi” II1 6 01 and Ifi” II2 < ~~44 + n-l. 
Replacing fin by (fin)* and making use of Proposition 1, we see 
that also the functionsf,” can be assumed to decrease. Since fin < f 
for all it and i, we can apply Helly’s theorem, and find a subsequence 
f yu of jr” for which lim,,, f TV(t) = fi(t) exists for each t in [0, I]. 
Puttin fi = f - fi , we have 0 ,< f.Jt) = limv+m f “v(t), 0 < t < 1. 
Hence 
and 
by virtue of Fatou’s property of semicontinuous norms. Therefore, 
~~(a) d llfi II2 < lim q44. 
Let f be a function which is constant on a set A C (0, 1). Then 
fr , fi in (2.3) may also be assumed to be constant on A. For if 
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f = fr + fs , let /‘i be obtained from fi by averaging over A. Then 
Il.& Ih < [Ifi IL, i = 1, 2 by (2.3, and f = .fl +f2 . Consequently, 
if f is a simple function (that is, a measurable function which takes 
finitely many values), then sr(ol) is equal to the infimum in (2.3), 
where fi , fi are simple functions with the same sets of constancy 
as f. 
In particular, let f E S, , that is, f = ZX(~,J , I > 0, 0 < a < 1. 
Then we have to take fi = tf, 0 < t < 1, fi = (1 - t) f, and obtain 
44 = (1 - & 1 llfllz 1 0 G 01 < llflll * (2.11) 
We also prove that 
First let f be a simple function, and let f = fi + fi , where fi , fi 
have the same sets of constancy as f. For each E > 0 there exists a 
S > 0 for which [Ifi iI1 < S implies Ifi < E on (0,l). Then 
Ifa( 2 If(t)1 - E> and IIf II2 3 Ilf II2 - 6 II x(~,~I~ . Hence 
+(O+) = lim6.+s ~(6) > 11 f II2 . This implies (2.12). For arbitrary 
f E V, f > 0, we can apply (2.10), and obtain (2.12) in full generality. 
Letf E V, 01 > 0 be given. A pairf, , fi E V, fi + fi = f is extremal 
for f and 01, if 1) fi )I1 < (Y and 11 f2 ]I2 = +(a). For an extremal pair 
we even have 11 fl \I1 = 01, if 0 < (Y < /( fi II1 , for otherwise we 
consider f; = fi + cfi , f L = (1 - l ) fi . For sufficiently small E > 0, 
/Ifi (II < CL, /If Ill2 < +(a), a contradiction. 
THEOREM 1. For each f E V and each 01 >, 0, there exists an 
extremal pair fi , fi of functions covariant with f. 
Proof. First let f E D. For each 01 > 0, there exist functions 
fLi ~~1, 2, with f = Jfi” + fi”, Ilfi” Ill < 01, II fi” II2 < ~~(4 + n-l, 
, ,.... By Proposition 2, we can assume that all functions 
are decreasing. Helly’s theorem allows us to assume the existence 
of the limits lim n+m fin(x) = fi(x), i = 1, 2. In this case, the functions 
fi , fi are an extremal decreasing pair. 
Next let f > 0, f E V. For the decreasing function f * and each 
01 3 0, there is an extremal decreasing pair f T , f 2 , f* = f T + f .$ . 
According to [6], pp. 61-62, there exists a measure preserving trans- 
formation T of (0, 1) onto itself, which carries f * into f. The images 
offl*,fZ under T are the required extremal pair of functions, 
covariant with f. 
38 LORENTZ AND SHIMOGAKI 
Finally, if f E V changes sign, we apply the preceeding result to 
1 f 1, and get fi by the formula fi = j f Ii sign f, i = 1, 2. As a corollary 
of Theorem 1 we have: the smallest root 01~ of s,(a) is equal to 11 f /I1 . 
3. RELATION f  FUNCTIONS q(a) FOR SPACES fl 
We now assume that there are two pairs of rearrangement invariant 
Banach function spaces on (0, 1): X, , X, and Yr , Yz . We put 
W = Y, n Yz . We shall always denote byfelements of X, , X, , I’,..., 
by g-functions in Yi , Yz , IV,... . Thus, for example, 11 g (II is the 
norm of g in Yi . 
We write g f f for g E W, f E V, if for each decomposition 
f = fi + f2 there is a decomposition g = g, + g, with the property 
II gi Iii G II fi IL 7 i = 1,2. We have: 
Relation g f f is equivalent to sg(ol) ,( +(a), 0 < (Y < + co. (3.1) 
For the proof, let @a) < ~~(4, a >, 0, and f = fr + fi . Let 
ff = llfi III 3 then I( fi II2 2 +(a). I f  II g (jl < a, we take gl = g, 
g, = 0. If 01 < (j g [jr , there exists, according to Theorem I, an extremal 
decomposition g = gl + g2 , II gl Ill = N, II g2 II2 = ~~(4 d llft 112 . 
Also the inverse statement is easily proved. 
As a corollary of (3.1) and (2.5) it follows that the relations g f f  
and g* + f  * are equivalent. Taking fl = f ,  f2 = 0 and fi = 0, 
fi = f we obtain 
If g f f, then II g IL G llflh , i = 1,2. (3.2) 
Sometimes this statement can be inverted. It follows from 
(2.7) and (2.11): 
Ifg~~,f~S1,thenl/glli Gllfll~, i = 1, 2 implies g f f. (3.3) 
We now consider special spaces X, , X, , . . . and begin with a computa- 
tion of +(ol) for the case where Xi = A(&), i = 1, 2, f  E S. For a 
function f  E V, f # 0 we define its weight by 
w(f) = Ilfll2llflll * (3.4) 
For example, if f  = 1x(s,~ E S, , then w(f) = @Pz(a)/@l(a). Each 
function f  E S can be written in the form 
f = ~fk>fkG, fk f 0 
k=l 
(3.5) 
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(the natural covariant decomposition off). We can assume that the 
terms of the sum (3.5) are ordered according to their weight, that is, 
that 
For 0 < 01 < IlflL, we define the function f” E S in the following 
way. Let k be given by 
and then 4, 0 < q < 1 by 
We put 
fa =f1 + --* +A + sh+1. (3.9) 
Then f OL, f - f OL is an extremal pair, covariant with f. We must show 
that we have 11 f - f ti \I2 < 11 f-f N \/a for any other pair f ', f M E S, 
f=f’ +f”, with Ilf’ /II d 01. Now, by Theorem 1, we may assume 
that f ‘, f” are constant on the constancy intervals off, and at the 
points of jump off, have jumps not exceeding that off. It follows 
that 
f’ = i t& ) 0 < ti < 1. 
d=l 
Inequality 11 f’ II1 < 01 is equivalent to 
f ti llfi Ill < a; (3.10) 
i=l 
moreover, 
llf” 112 = (1 i (1 - h)fi II2 = Ilfll2 - i h llfi II2 * (3.11) 
1 i=l 
The minimum of the last expression, for ti restricted by (3.10) and the 
inequalities 0 < t, < 1, is attained if t, = *a* = t, = 1, tk+l = q. 
(This minimum is unique, unless there are several fi with 
w(fJ = w( fk+l)). This proves the assertion. 
In this way we obtain, if q is given by (3.8), 
44 = (1 - n) MC+1 I12 + lMc+2ll2 + *** + Ilfn II2 - (3.12) 
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Eliminating q, we obtain also the formula 
Sf(4 = Ilflc+1  ..’ +fn II2 - wu(f?s+Jb - llfi + *** + f7c IlIh (3.13) 
valid for the range (3.7) of values of CII. Thus, for f~ S, ~~(01) is a 
piecewise linear function of c11. The formula (2.11) is a special case 
of (3.13). 
Remark. The definition off a is particularly simple if @z(x)/@l(x) 
is an increasing function of x. In this case, f a is a truncation off, 
that is, the function g(x) = y if f(x) 3 y, g(x) = f(x) if f(x) < y, 
where y is so selected that )I g /I1 = 01. 
The following theorem (Theorem 2), which is basic for the 
interpolation theorems of Section 4, again applies only to the case 
Xi = A(&), Yi = A(&), i = 1, 2. To obtain this theorem, we have 
to know what will happen to the function q(a), with f given by (3.5), 
if one or two terms of the sum (3.5) are omitted or replaced by 
smaller terms. 
Let f E S be given by (3.5), and let 
I P =f1 + *** +fic-l + (1 - 41)fIC + (1 - qJfk*l + *** + fn , f=%f~+Q*fk+l, 0<!7,,q,dl. (3 14) 
Then 
(3.15) 
where hi = 11 f [Ii , i= 1,2anda= /Ifi+ -** +fb-1 + (1 - 4I)fk IL * 
This follows by computing So by means of (3.13), in different 
intervals for 01: for 0 < 01 < (1 fi + *‘* +fk-1 II1 > llfi + .‘. -tfrc-1 III < 
a < a, etc. 
Let s(a) be a decreasing, positive, continuous convex function, 
defined for 0 < 01 < + co. Let a, h, , h, be three positive numbers 
that satisfy the condition s(a) - h, = s(u + h,). If F(a) is related 
to s(a) by means of the formula (3.15), we shall say that s is a reduction 
of s with parameters a, h, , h, . We note: 
Let s(01) < s’(m) for 0 < 01 < +oo, and let S, 8’ be the reductions 
of s, s’, corresponding to a, h, , h and to a’, h, , h, , respectively. Then 2 
S(a) < S’(c4) for O<a< +oO. (3.16) 
Assume for example that a’ < a (in case a < a’, the proof is similar). 
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For 0 < 01 < OL’, and for a < 01, relation (3.16) follows from the 
definition of S, s’. On the interval [a’, a] we have 
$ S(a!) = $ s(a) < - 1; 
1 
2 S'(a) = -g s'(a + h,) > - $. 
Hence the function S’ - s is increasing on this interval, and (3.16) 
follows from the already established inequality ?‘(a’) - s(a’) 3 0. 
THEOREM 2. Let f, g E S and g f f. Then there exist decomposi- 
tions f = Crfj , g = Cfgi with the following properties: each ji 
belongs to S, ; each gj belongs to S, , S, or S, , and gj f jj ; if for 
some j, gj E S, , then 114 (Ii = 11 gi Iii , i = 1, 2. 
Proof. We start with the natural covariant decompositions 
f = cy fk , g = Cy g, , with fk , g, E S, , and with terms ordered 
according to their weight. 
We shall indicate a method to represent f, g in the form f = j + J 
g =g+g”,JG,g6, S,orS,,g”,J~S,suchthatgf~g”fp 
and that the natural decompositions of g, 3 have not more terms 
than those of g, f, and for at least one of the functions strictly less 
terms. A repeated application of this procedure will establish the 
theorem. 
We consider three cases: (1) w(fJ > w(gl); (2) w(f,J < w(g,); 
(3) Wkl) 3 w(fd 2 w(f7J 2 w(gm). 
In case Cl), let 4 = m411fi /II, II gl IId. We put f = qfiy 
g = q’g, , where q = Mlfi III , q’ = Ml gl IL . Then g f .i since 
IlflL = h = II g Ill , and 
The natural covariant decompositions of g” = g - g, 3 = f - f have 
at most as many terms as those of g, f, but at least one of these 
numbers has been reduced by one. Finally, 
Case (2) is treated symmetrically, interchanging the roles of the 
norms 11 l \I1 and 11 l (Ia of case (1). 
In case (3), we can find k and 1 which satisfy 
II gz lldll gz III 2 Ilfk Ildllfk III 3 II gc+1 llz/ll &,l II* - 
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It follows from this that the system 
II gz Ill 3 + II &+1 Ill Y = llfk Ill > 
II gz II2 x + II gz+1 IlzY = llfk II2 
(3.17) 
has positive solutions. This, in turn, implies that there exist Q, q1 , ~a , 
between 0 and 1, but one of them equal to 1, such that the functions 
g = qlgl + q2gl+1 and3 = qfk satisfy 
II 2 Iii = llflli > i= 1,2. (3.18) 
If we write f = 3 + f, g = g + g, then by (3.3) and (3.16) it follows 
that all these functions have the required properties. In particular, 
we have g” f j, because s?(a) < s?(a) by (3.16), these functions being 
the reductions of sg(ol) and So, respectively, with the same param- 
eters 4 = II f II1 = Ilfll, and h, = /I 2 II2 = IlJlL . 
Remark. It is impossible to eliminate the possibility g, E S, in 
Theorem 2. Assume for example that g = g, + g, f f, g, , g, ,f E S, 
and that w(gr) > w(gz). Then in the case that 11 g 11% = ((f Iii, i = 1, 2, 
it is impossible to decompose f = fi + f2 so that gi f fi , j = 1, 2, 
fi , fi E S. For this would imply // gi /Ii = I/ fi /Ii , i, j = 1, 2, hence 
Wkl> = w(fJ = w(f2) = w(gz>. 
4. THE INTERPOLATION THEOREMS 
The first theorem proved below will apply to arbitrary Banach 
function spaces of measurable functions on (0, 1) with rearrangement 
invariant norm. Later theorems will concern spaces d. 
We shall say that three pairs of spaces, Xi , Yi , i = 1, 2, X, Y have 
the interpolation property for Lipschitz operators if each Lipschitz 
operator that maps Xi into Yi , i = 1, 2 with bound 1, can be 
extended uniquely to a Lipschitz operator from X to Y with the 
same bound. 
In the following theorem, jj . 11 denotes the norm in the space X 
or Y. 
THEOREM 3. Three pairs of spaces Xi , Yi, i= 1,2, X, Y, such 
that V = X, n X2 is dense in X have the interpolation property for 
Lipschitx operators if they satisfy one of the two following equivalent 
conditions: 
(a) gff, gE K fE V, fEX imply ge Y and llgll ~llfll~ 
(a’> g +f, k5 f E S imPb II g II G llf II. 
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Proof. We first show that the conditions are equivalent. It is 
sufficient to derive (a) from (a’). In proving (a), we may restrict 
ourselves (since g f f is equivalent to g* f f * and since the norms 
in X, Y are rearrangement-invariant) to the case that g, f E D. Let 
f f 0 and fix c, 0 < c < 1. Then c 11 g ((i < 11 f /iI . 
By (2.8) we have ~,&a) = cs,(ol/c) < CS?(OI). All these functions 
of 01 are continuous, and the last function is strictly positive for 
0 < CL < c j/ g J/i . It follows that for some 6 > 0, 
Now there exist functions g, , f,ES, 0 d g,fcg> 0 Gfntf. BY 
(2.10) we have So, r s&a), So, t sr(ol). By Dini’s theorem, this 
convergence is uniform. Hence for all large n, 
%,(4 G Sf,(4 0 < m < c II g Ill . (4.2) 
But I/ g, l/i < c (( g jlr, so that (4.2) holds for all 01. Therefore g, f fn . 
From the condition (a’) we derive that /I g, IIy < /I fn IIx. Making 
n --)I GO, we obtain, since the norms are semicontinuous [that is, 
satisfy (N.31, c II g II < llf II. A s c was arbitrary in (0, l), we obtain (a). 
We now prove that (a) is sufficient for the interpolation property. 
Let T be a Lipschitz operator with bound 1 which maps Xi into Yi , 
i= 1,2. 
Let f ‘, f" E V = X, n X, . Then g’ = Tf’ and g” = Tfn belong 
to W = Y1 n Yz . Letf” - f' = fi + f2 be an arbitrary decomposi- 
tion off n -f ‘, fi E V, i = 1, 2. We put: 
Then 
gl = T(f’ + fd - V’, 
g, = g” - g’ - g, . 
(4.3) 
II g, /II = II T(f’ + fd - Tf’ IL G llfi IL > 
II g, 112 = II Tf” - W’ + fdll, G If” - f’ - fi 112 = llfi 112 . 
Therefore, by (3.1), g” - g’ f f v - f ‘. By (a), 
II Tf’ - Tf’ II < llf” -f’ II, f’,f” E v. 
By continuity, T can be extended uniquely from V to X. 
For spaces A, one obtains necessary and sufficient conditions, 
and of a very simple form. In this case V = Xl n X2 is dense in X 
because the set of all simple functions is dense in X. 
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THEOREM 4. Let A(&), A(&), i = 1, 2, A(+), (1($) be three pairs 
of spaces A. They have the interpolation property for all Lipschitz 
operators if and only if one of the following equivalent conditions is 
satis$ed: 
(b) gff,g~S,orS,,f~S,i~pliesllgll Gllfll; 
(c) The functions @, , . . . , Y have the following properties: 
(Cl) 
min Al 
I 
~‘(‘) < a 0 < X y  ( 1’ 
Yl(Y) ’ YdY) I ‘rn’ ’ ” 
(cz) I f  the numbers b, b’ > 0 and 0 < x, y, y’ < 1 satisfy the 
relations 
then 
bYl(y) + b’ydy’) = @1(x), 
bY&) + b’ykv’) = @z(x), 
(4.4) 
by(y) + b’Y( y’) < %+ (4.5) 
Proof. Condition (a’) implies (b), but also conversely, by 
Theorem 2, and because the norms in the /1 spaces X and Y are 
covariantly additive. Thus, (b) is sufficient. 
We show that (b) is necessary. Actually, we shall prove more. 
We shall show that the condition 
(b) gff, g~S~f~&imdie~IIgIl Gllfll 
is necessary for the validity of the interpolation property for all 
linear, positive operators T, and we shall carry out the proof for spaces 
x, Y, . . . instead of the special spaces rl. 
Let go E S, f. E S, and go f f. . Then f. = Ix(~,~) , and 
II go (Ii < llfo IL , i = 1, 2. It will b e sufficient to construct a linear, 
positive operator To , which maps Xi into Yi with norm < 1 for 
i = 1, 2, and satisfies go = Tofo . Then the interpolation property 
would imply that I/ go jl < 1) f. I/. An operator of this type is given by 
(4.6) 
Clearly, Tofo = go . Let J’ = u-l 1” f dt - x(~,~) . Then we have Jf f, 
and by (2.1), ljfjli < 11 f [Ii, i = 1,‘2. Therefore 
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It remains to show that (b) and (c) are equivalent. According to (b), 
we must have the relation /I g jJ < l/f (( for each pair of functions f, g 
with the properties g = ~X(o,l/) , f = axkl,z) > a, b, % Y > 0, 
// g Iii < [(f Iii , i = I, 2, and for each pair off, g with the properties 
g = bX(o,d + b ‘X(o,y’) 9 f = axkl,z) 3 a, h b’, x, Y, Y’ > 0, II g Iii = Ilf lli > 
i = 1, 2. We can further assume that a = 1 (otherwise consider 
f/a, g/u). This leads immediately to conditions (cr), (cs). 
There are variations of Theorem 4, for Lipschitz operators T with 
bounds different from 1. We can require that each T, which maps 
4&> into 4&h i = 1, 2, with bound M, should also map cl($) 
into (1(#) with bound AM, where A > 0 is fixed. The necessary 
and sufficient conditions are still (b) or (c), with the inequality 
jj g /I < 11 f/I replaced now by // g 11 < A 11 f 11, and with the function di 
in (c) replaced by A@. This follows from Theorem 4, if A(+) is 
replaced by A(A4), and T by TIM. 
One can also give an answer if the bounds are not restricted. 
With the same spaces as in Theorem 4 we have: 
THEOREM 5. In order that each Lipschitx operator, which maps 
4i) into 4lbi), i = 1, 2, should have an extension into a Lipschitz 
operator from A($) to A($), t i is necessary and suficient that there 
should exist a constant A for which 
OY for which 
i @l(X) @2(x> (c’) min - - 
1 ul,(Y) ’ FdY) t 
<A& 0 < x,y < 1. 
Proof. Conditions (b’), ( c’ are equivalent. Moreover, (b’) implies ) 
that, if gff, gE&,fE&, then 11 g II < 2A 11 f/I. Therefore, the 
sufficiency of condition (b’) follows from Theorem 4 as explained 
above. 
Assume that (b’) is violated. Then there exist sequences g, , fn E S, , 
g, f fn , for which Ij g, (1 > n5, // fn (/ < 1, n = 1, 2 ,... . As in the 
proof of Theorem 4, we can find positive linear operators T, , which 
map (l(+J into cl(~,&) with norm 1, and for which g, = T,f, . 
Then T = C nW2T, is a linear bounded operator from A(&) into 
cl(#J, i = 1, 2, but it has no extension as a continuous operator from 
A(+) to A(#). In fact, the series C k-2f, converges in X, but 
T(C;” k-2fk) 3 r2T,(r2fn) = n-4g, , so that 11 T(Cy k-“fJ/ --t co. 
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5. EXAMPLES AND COUNTEREXAMPLES 
In this section we apply Theorems 4-5 to some special cases, 
and also show that normal embedding of spaces is not sufficient for 
the interpolation property. 
5.1. Let M(U) be an increasing, concave function, defined 
for 0 < u < +co, with M(0) = 0, M(U) > 0 for u > 0. Then if 
the functions @, Y, Qi , !Pi , i = 1, 2 satisfy 
the corresponding spaces A have the interpolation property. 
This follows by checking conditions (c,), (c2) of Theorem 4. Condi- 
tion (cr) follows from (5.1) and the inequality min( 1, a/b) < M(a)/M(b) 
a, 6 > 0; the latter holds because M(U) increases and M(u)ju decreases. 
Likewise, condition (ca) follows from (5.1) and the inequality 
olM(t) + ol’M(t’) < M(at + a’1’), 01 + 01’ = 1, 01, 01’ 3 0, if we put 
cx = bYl(YPl(4, 01’ = b’Y,(y’)l@,(x), 
t = YdY)l’y,(Y)~ t’ = YdY’)/lu,(Y’>* 
In conditions (5.1), we can take the signs of equality, because the 
functions on the right in (5.1) can be shown (by the arguments used 
above) to be increasing and concave. As an example, we take, for 
some&O <t < 1, 
@J(x) = @&)1-t dqX)t, Y(x) = Y&)1-t Y&y. (5.2) 
Then @, ?P are increasing and concave, and the six spaces have the 
interpolation property. 
If we apply arguments used in the proof of Theorem 5, we can 
reduce the requirements for the function M. Assume that M merely 
satisfies the inequalities (with a constant A): 
M(a) ,( AM(b); q@ < A F ) O<a<b. (5.3) 
Then each Lipschitz operator which maps /l($j) into (~(E,Q j = 1, 2 
with bound 1, is also a Lipschitz operator from II(+) into (1($) with 
bound 2A. 
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5.2. If the whole mass of the function 4 is concentrated in 
the origin, we have (after a normalization) @(LX) = 1. Then A(+) 
becomes the space L” = M. This case is not covered by our 
statements, but the proofs still apply. We assume for example that 
Q1(x) = ‘u,(x) = 1, Q2(x) = Yz(x), Q(x) = Y’(X). Condition (cJ 
reduces here to the statement that the relation 
@s(Y) + (1 - 9 @dY’) = @,W O<t<l, (5.4) 
implies t@(y) + (1 - t) @(y’) < G(X). For given numbers 0 < y < 
x < y’ < 1 we can determine t to satisfy (5.4). Eliminating then t 
from the last inequality, we obtain the condition 
@(Y’) - @(4 
@dY’) - @2W G 
@‘(Y’) - D(Y) 
@z(Y’) - @z(Y) ’ 
y  < x d Y’. (5.5) 
Also condition (cJ is a corollary of (5.5). Hence we obtain: the three 
spaces W 4#$ 4C,> h ave the interpolation property for mappings 
into themselves if and only if @ is concave with respect to Qz 
(compare [6] p. 69). 
5.3, Consider the six spaces /ltii, L’$, j = 1, 2, /I,, L’&, ,
CQ < 01~ . From Theorem 4 it easily follows that they have the inter- 
polation property if and only if one of the following conditions is 
satisfied: either 01~ < CL < CL~, and the point (CL, p) lies above the line 
connecting the points (01~ , PI) and (aZ, flz) in the plane; or 01 < a1 
and fl > min@, , &J. Th is is due essentially to S. G. KreIn (follows 
also from [4], Theorems 6.1 and 4.7). 
5+4. We shall show here, that normal embedding of (1 spaces 
441) c 44) c -w4 (5.5) 
is not sufficient for the validity of interpolation theorems. By defini- 
tion, the spaces (5.5) are normally embedded if 
llflle, < llflls G llfll+, , fimeasurable. (5.6) 
It is easy to prove that this is equivalent to the relations 
@z@> < @‘(4 G @l(X), O<x<l. (5.7) 
We shall give an example of normally embedded spaces (5.5), for 
which the interpolation theorem 5 is not valid (for mappings of these 
spaces into themselves). About the functions Q1 , Qz we assume that 
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@a has an infinite derivative at 0, that @r(x)/@a(x) decreases and has 
limit + CO for x --+ 0, and that @a(x) < @r(x), 0 < x < 1. As function 
Q(x) we can select any increasing concave function, which satisfies 
(5.7) and oscillates between @r and @a . More precisely, we require 
that @(xJ = @r(xJ, CD(+) = @a(+), R = 1, 2,..., where 
xk > uk 3 xk+l + 0 for k+ co. 
A function of this type can be constructed by means of tangents 
to the curve y = Qz(x), whose endpoints lie on y = @r(x). 
Then one has the normal embeddings (5.5), but for Yi = Gi, 
i = 1, 2, Y = @, condition (c’) of Theorem 5 is violated for each A. 
Indeed, this condition, for x = xk , y = u,~ , reduces to 
or to 
which is impossible, since xk --t 0. 
6. PROOFS OF PROPOSITIONS 1 AND 2 
The main reason why Proposition 1 was needed in Section 2 is 
that the statements in [6], p. 61, which we used several times, are 
correct only in the direction from f * to f, and not in the opposite 
direction. We need the following lemmas. 
LEMMA 1. Let a, , bi , i = 1, 2 be four real numbers which satisfy 
a2 < a, , b, 3 b, . Then 
ma4 al - 4 1, I a2 - b2 I) 3 n-4 a1 - b2 I, I a2 - h I>; (6.1) 
I~,-~b,I+I~2-~2131~~-~21+l~~-~b,l. (6.2) 
This may be checked for all six possible configurations of the numbers 
a, b, such as u2 < b, < b, < a, . 
LEMMA 2. Let ak > 0, b, > 0, k = l,..., n be two$nite sequences. 
Then at - bj$ < ak - b, . This means that 
~lIu*-~*l:~$l.-ak,*, 1 <e<n. (6.3) 
INTERPOLATION THEOREMS FOR OPERATORS 49 
We use here the following notation. For a sequence ck , k = I,..., n, cz 
is the kth term of the decreasing rearrangement of ] ck j. 
Proof. We shall prove (6.3) for a fixed 8. We consider certain 
rearrangements R of the sequence b, preformed one after another. 
Each of them will decrease the value of the right-hand sum in (6.3), 
which we call 5’. Clearly, it will not change the left-hand sum. After 
all rearrangements R, a and 6 will become covariant. Then the sum 
S will be equal to the left-hand sum, thus proving (6.3). 
A rearrangement R will consist of the following. Let i, j be two 
subscripts with ai > al and b, < bj . We interchange b, and bj , 
leaving the other terms of b unaltered. The sum Swill then become S’. 
We consider different cases, according to whether the old terms 
or the new terms 
,ai-bJ,jaj-bjj (6.4) 
i a, - bj (, 1 aj - b, (6.5) 
belong or not to S or S’. Let p be the larger of the terms (6.4), p the 
largest of the ak - b, , which do not belong to S. 
We consider the following cases: (1). None of the terms (6.4) 
belong to S. Then, by (6.1), none of the terms (6.5) will belong to 
S’, so that S’ = S. (2) Exactly one of the terms (6.4), equal to p, 
belongs to S. The following subcases can occur: (2a). None of the 
terms (6.5) belong to S’. This means that S’ is obtained from S by 
replacing p by p. Since p < p, we have S’ < S. (2b). One of the 
terms (6.5) belongs to S’. This means that p in S is being replaced by 
one of the terms (6.5). In this case, S’ < S follows from (6.1). (2~). 
Both terms (6.5) belong to S’. If pL1 is the smallest of the terms of S, 
not counting p, then the sum p + p1 in S is being replaced by 
iai--bjj + Iaj--bbiI. S inceCL+~l),jui-biI+iaj--bjI,we 
have S’ < S by (6.2). (3). Both terms (6.4) belong to S. In this case 
each of these terms is > p. The old terms (6.4) will be replaced in S’ 
either by the terms (6.5), then S’ < S by (6.2); or they will be replaced 
by the larger of the terms (6.5) and p, then S’ < S by (6.1); or, 
finally, they will be replaced by two old terms which were not present 
in S. Then their sum will not exceed 2p < / ai - b, 1 + ( ai - bj 1. 
Again, S’ < S. 
Proof of Proposition 1. We have to show that, for each fixed a, 
O<a<l, 
(6.6) 
5SO/2/1-4 
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First let f, g be simple functions with N common sets of constancy, 
each of measure N-l. If a in (6.6) is a multiple of N-i, (6.6) follows 
from Lemma 2. Between these values, both sides of (6.6) are linear 
in a, hence (6.6) holds for all a. Arbitrary functions f, g may be 
approximated by simple functions with described properties, and then 
(6.6) follows from the fact that h, + h a.e. implies hz -+ h* a.e. 
Proof of Proposition 2. (a). First we assume that f, fi , fi are 
step functions with common intervals of constancy, (ukel , ak), 
R = l,..., n, a, = 0, a, = 1. In this case, f; , f i will also be step 
functions. 
It will be sufficient to prove the following. Assume that fi , f2 
are decreasing on (a0 , a,) for some 1 < m < n. Then there exists 
another pair f; , f i of step functions with f; < fi , i = 1, 2 and 
f=fAfk which are decreasing on (uO, u,+J. We may assume 
that not both fi , fi are decreasing on (a,, a,,,). Then one of the 
functions, say fi , has larger value on (a, , a,,,) than on (a,-, , a,), 
while the other function decreases on (a, , a,,,). Let fi(t) = &k on 
2LKez,J. We define p to be the smallest integer, 0 < p < m, which 
Thus h < $, unless p = 0, and h < &+1 . We define f i(t) = X on 
6% T %+1),f 1(t) = f*( t ) outside of this interval, and putf k = f -f i . 
The step function f i is decreasing on (0, a,,,). Since it is derived 
from fi by averaging, f i < fi . 
On (a, , a,,,), f i(t) = h < C-,,, <f(t). Thus f 6 is positive. 
Also, f k is decreasing: on (0, a,), because it is equal to f2 there; on 
(up 9 %+,h b ecause it is equal to f - h; and it has a jump at aP larger 
than that of fi . Finally, jzf 6 dt < c fi dt. This is true for 
0 < x < a,, since f k < f2 on (0, a,). On (a, , a,,,), f g 3 fi , but 
Joa”f’f L dt = JF1fi dt. Thus f ;1 < f2 , as required. 
(b). We pass to the general case. We can write f = x:1" f n, f 11 E S. 
Then one proves the existence of positive functions fin, i = I, 2, 
n = 1, 2,..., for which 
f” = f;” +fi”, n = I,2 )...) fi = f fi”, i= 1,2. 
n=l 
If gin is obtained from fin by averaging over the intervals of constancy 
of .f n, then 
f” = gln + g2*, gin < fi”, i = 1, 2, n = 1, 2 )... . 
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According to (a), there exist hi” E S with the properties 
f” = hln + hz”, bin < gin. 
Then f i = 21” hln, f L = C;” hzn h ave all the required properties. 
We conclude by mentioning the following statement, which can be 
derived from Propositions 1 and 2: 
PROPOSITION 3. Let g <f = fi + fi , all these functions being 
positive on (0, 1). Then there exist positive functions g, , g, for which 
g,<fi,i= l,&g=g,+g,. 
This proposition, useful in some investigations concerning space A, 
is not needed in the present paper; we omit its proof. 
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