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Solving nonlinear differential equations are very important be-
cause they have the ability to model most phenomena in the
world. So, scientist and researchers are interested ﬁnding the
best way to determine the solution of nonlinear ODEs and
PDEs. One group of differential equations is Boundary value
problems [1] that can be solved by numerical methods. As
we know, besides the ability of numerical techniques to ﬁnd
the solution of differential equations, they need huge computa-
tional work and are very time consuming. One numerical tech-
nique is shooting method that is used to solve BVPs. In this
method by choosing the arbitrary value for derivatives of de-
sired function in staring time and converting BVPs into IVPs,5342430.
(M. Matinfar).
ptian Mathematical Society.
g by Elsevier
ing by Elsevier B.V. on behalf of E
4.005and then using numerical methods such as Runge-Kutta, the
boundary value problem can be solved. Unfortunately, this
procedure is not easy to apply. Therefore, it seems using ana-
lytical method can overcome this problem. But we encounter a
problem in most of the analytical methods like Variational
Iteration Method (VIM) [2–4], Homotopy perturbation Meth-
od (HPM) [5–7] and Adomian Decomposition Method
(ADM) [8–10] for solving BVPs. In these methods, in order
to get better results, we should choose the appropriate initial
guess to start the recursive procedure, and this is difﬁcult for
BVPs. In this paper, we combine the VIMHP as a convergent
and powerful method with shooting method to solve BVPs.
This modiﬁcation overcomes the mentioned difﬁculties that ex-
ist in numerical and analytical techniques for solving BVPs.
The accuracy of the proposed method is approved via solving
some examples and comparing the obtained results with the
solutions of other methods.
2. Methodology
In following, the concepts of VIMHP, shooting method and
our proposed method are presented:gyptian Mathematical Society. Open access under CC BY-NC-ND license.
Solving BVPs with shooting method and VIMHP 3552.1. Variational iteration method
To illustrate the basic idea of VIM, at ﬁrst consider the follow-
ing nonlinear differential equation
L½uðrÞ þN½uðrÞ ¼ gðrÞ; r > 0; ð1Þ
where L ¼ dm
drm
; m 2 N, is a linear operator as, N is a nonlinear
operator and g(r) is the source inhomogeneous term, subject to
the initial conditions
uðkÞð0Þ ¼ ck; k ¼ 0; 1; 2; . . . ;m 1; ð2Þ
where ck is a real number. According to the He’s variational
iteration method [11], we can construct a correction functional
for (1) as follows:
unþ1ðrÞ ¼ unðrÞ þ
Z r
0
kðsÞfLunðsÞ þN eunðsÞ  gðsÞgds; nP 0;
where k is a general Lagrangian multiplier and can be identi-
ﬁed optimally via variational theory. Here, we apply restricted
variations to nonlinear term Nu, in this case the best value of
multiplier we can be easily determined. Making the above
functional stationary, noticing that d eun ¼ 0,
dunþ1ðrÞ ¼ dunðrÞ þ d
Z r
0
kðsÞfLunðsÞ  gðsÞgds;
yields the following Lagrange multipliers,
k ¼ 1 for m ¼ 1;
k ¼ s r; for m ¼ 2;
and in general,
k ¼ ð1Þ
m
ðm 1Þ! ðs rÞ
ðm1Þ
; for mP 1:
The successive approximations un(r), nP 0 of the solution u(r)
will be readily obtained upon using the obtained Lagrange
multiplier and by using any selective function u0. Conse-
quently, the exact solution may be obtained as
uðrÞ ¼ lim
n!1
unðrÞ:2.2. Homotopy perturbation method
We know the essential idea of HPM [12–14] is to introduce a
homotopy parameter, say p, which takes the values from 0
to 1. When p= 0, the system of equations is in sufﬁciently sim-
pliﬁed form, which normally admits a rather simple solution.
As p gradually increases to 1, the system goes through a se-
quence of ‘‘deformation’’, the solution of each stage is ‘‘close’’
to that at the previous stage of ‘‘deformation’’. Eventually at
p= 1, the system takes the original form of equation and
the ﬁnal stage of ‘‘deformation’’ gives the desired solution.
To illustrate the basic concept of HPM, consider the following
nonlinear system of differential equations
AðUÞ ¼ fðrÞ; r 2 X; ð3Þ
with boundary conditions
B U;
@U
@n
 
¼ 0; r 2 C;
where A is a differential operator, B is a boundary operator,
f(r) is a known analytic function, and C is the boundary ofthe domain X. Generally speaking the operator A can be di-
vided into two parts L and N, where L is a linear, and N is a
nonlinear operator. Therefore (3) can be rewritten as follows:
LðUÞ þNðUÞ  fðrÞ ¼ 0:
We construct a homotopy V(r,p): X · [0,1]ﬁ Rn, which
satisﬁes
HðV; pÞ ¼ ð1 pÞ½LðVÞ  LðU0Þ þ p½AðVÞ  fðrÞ ¼ 0; p
2 ½0; 1; r 2 X;
or equivalently,
HðV; pÞ ¼ LðVÞ  LðU0Þ þ pLðU0Þ þ p½NðVÞ  fðrÞ ¼ 0: ð4Þ
where U0 is an initial approximation of (3). In this method,
using the homotopy parameter p, we have the following power
series presentation for V,
V ¼ V0 þ pV1 þ p2V2 þ . . . :
The approximate solution can be obtained by setting p= 1,
i.e.
U ¼ U0 þU1 þU2 þ . . . : ð5Þ
The convergence of series (5) is discussed in [15]. The meth-
od considers the nonlinear term N[V] as
NðVÞ ¼
Xþ1
i¼0
piHi ¼ H0 þ pH1 þ p2H2 þ   
where Hn’s are the so-called He’s polynomials [16], which can
be calculated by using the formula
HnðV0;V1;    ;VnÞ ¼ 1
n!
@n
@pn
N
Xn
i¼0
piVi
 ! !
p¼0
; n
¼ 0; 1; 2;   2.3. Variational iteration method using He’s polynomials
To illustrate the basic idea of VIMHP, consider the following
general differential equation:
L½uðrÞ þN½uðrÞ ¼ gðrÞ; ð6Þ
where L is a linear operator, N a nonlinear operator and g(r) is
the source inhomogeneous term. According to VIM, for nP 0
we can construct a correct functional as follows:
unþ1ðrÞ ¼ unðrÞ
þ
Z r
0
kðsÞ d
m
dsm
unðsÞ þN½ eunðsÞ  gðsÞ ds; ð7Þ
where kðsÞ ¼ ð1Þmðm1Þ! ðs rÞðm1Þ. Now, applying a series of the
power of p and then using He’s polynomials we have:
X1
n¼0
pnvn ¼ u0þp
Z r
0
kðsÞ d
m
drm
X1
n¼0
pnvnðsÞ
 !
þN
X1
n¼0
pnvnðsÞ
 !" #
ds

Z r
0
kðsÞgðsÞds¼ u0þp
Z r
0
kðsÞ d
m
drm
X1
n¼0
pnvnðsÞ
 !"
þ
X1
n¼0
pnHn
#
ds
Z r
0
kðsÞgðsÞds; ð8Þ
Figure 1 Solutions to the boundary value problem with y(a) = a
and y0(a) = A.
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polynomials [17–19]. Now, equating coefﬁcients of like powers
of p, we have
p0 : v0 ¼ u0 
Z r
0
kðsÞgðsÞds;
p1 : v1 ¼
Z r
0
ð1Þm
ðm 1Þ! ðs rÞ
ðm1Þ d
m
drm
ðv0ðsÞÞþH0ðv0Þ
 
ds;
p2 : v2 ¼
Z r
0
ð1Þm
ðm 1Þ! ðs rÞ
ðm1Þ d
m
drm
ðv1ðsÞÞþH1ðv0; v1Þ
 
ds;
..
.
pj : vj ¼
Z r
0
ð1Þm
ðm 1Þ! ðs rÞ
ðm1Þ d
m
drm
ðvj1ðsÞÞþHj1ðv0; v1;    ; vj1Þ
 
ds;
..
.
ð9Þ
Therefore, the approximated solutions of (6) can be ob-
tained as follows:
u ¼ lim
p!1
X1
n¼0
pnvn ¼ v0 þ v1 þ v2 þ . . . : ð10Þ
The zeroth (initial) approximation u0 can be freely chosen if it
satisﬁes the initial and boundary conditions of the problem.
The success of the method depends on the proper selection
of the initial approximation u0. However, using the initial val-
ues u(k)(0) = ck, k= 0, 1, 2, . . . , m  1 are preferably used for
the selective zeroth approximation u0. In our alternative ap-
proach we select the initial approximation u0 as:
u0ðrÞ ¼
Xm1
k¼0
ck
k!
rk: ð11Þ
For more information refer to [20,21].
2.4. Boundary value problems: the shooting method
Many physical equations do not have speciﬁed initial condi-
tions, but rather some given boundary conditions. A simple
example of such a problem is the second-order boundary value
problem
d2y
dt2
¼ f t; y; dy
dt
 
; ð12Þ
on t 2 [a,b] with the general boundary conditions
a1yðaÞ þ b1
dyðaÞ
dt
¼ c1; ð13Þ
a2yðbÞ þ b2
dyðbÞ
dt
¼ c2: ð14Þ
Thus the solution is deﬁned over a speciﬁc interval and
must satisfy (13) and (14) at the end points of the interval.
2.4.1. The shooting method
The boundary value problems constructed here require infor-
mation at the present time t= a and a future time t= b. How-
ever, we need only require information about the starting time
t= a. Some efforts are then needed to reconcile the analytical
and numerical schemes with the boundary value problems pre-
sented here.
We begin by reconsidering the generic boundary value
problemd2y
dt2
¼ f t; y; dy
dt
 
; ð15Þ
on t 2 [a,b] with the general boundary conditions
yðaÞ ¼ a; ð16Þ
yðbÞ ¼ b: ð17Þ
The methods considered thus far for second-order differential
equations involve a choice of the initial conditions y(a) and
y0(a). We can still approach the boundary value problem from
this framework by choosing the ‘‘initial’’ conditions
yðaÞ ¼ a; ð18Þ
dyðaÞ
dt
¼ A; ð19Þ
where the constant A is chosen so that as we advance the solu-
tion to t= b, y(b) = b can be found. The shooting method
gives an iterative procedure with which we can determine this
constant A. Fig. 1 illustrates the solution of the boundary va-
lue problem given two distinct value of A. In this case, the va-
lue of A= A1 gives a value for the initial slope which is too
low to satisfy the boundary conditions, whereas the value of
A= A2 is too large to satisfy (17) and both of them should
be corrected.
Theorem 2.1. The boundary value problem
y00 ¼ fðt; y; y0Þ; a 6 x 6 b; yðaÞ ¼ a; yðbÞ ¼ b; ð20Þ
and initial value problem
y00 ¼ fðt; y; y0Þ; a 6 x 6 b; yðaÞ ¼ a; y0ðaÞ ¼ A; ð21Þ
where A is an arbitrary constant, have unique solution on [a,b]
if
(a) f, @f
@y and
@f
@y0 be continuous;
(b) there exist constant M such that
@f
@y0
  6M;
(c) there exist constant L such that
0 <
@f
@y
< L;
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D ¼ fðx; y; y0Þj a 6 x 6 b; 1 < y < 1; 1 < y0 < 1g:
for the proof of this theorem refer to [22].2.4.2. Computational algorithm for the combination of VIMHP
and shooting method
The above example that adjusting the value of A in (19) can
lead to a solution which satisﬁes (17). We can solve this, using
a self-consistent algorithm to search for the appropriate value
of A which satisﬁes the original problem. The basic algorithm
is as follows:
1-Solve the differential equation with the initial conditions
y(a) = a, and y0(a) = A with VIMHP as illustrated before.
The ﬁrst appropriate value of A can be determined by eval-
uating the slope of straight lines passing through two
points, a and b, those that lie on the function curve:
A ¼ yðbÞ  yðaÞ
b a :
2-Evaluates the solution yVIMHP(t) at t= b and compare
this value with the target value of y(b) = b.
3-Adjust the value of A (either bigger or smaller) until a
desired level of tolerance and accuracy is achieved. The
Secant method for determining values of A, for instance,
may be appropriate:
Ak ¼ Ak1  yVIMHPðb;Ak1Þ  yðbÞ
yVIMHPðb;Ak1Þ  yVIMHPðb;Ak2Þ
ðAk1
 Ak2Þ; ð22Þ
where Ak1 is the value of A in the (k  1)th step and
yVIMHP(b;Ak1) is the value of yVIMHP(t)Œt=b for Ak1, but
as we can see in this method we need the ﬁrst and second value
of A. The ﬁrst value can be obtained as illustrated in step (1)
and one choice for the second value may be 2 yðbÞyðaÞ
ba :
4-Once the speciﬁed accuracy has been achieved, the solu-
tion is complete and is accurate to the level of the tolerance
chosen.
Note:
Our proposed method is applicable for higher order of dif-
ferential equations. It only needs the equation be transformed
into a system of equations of order one and two. The equation
of order one can be solved easily by VIMHP and the equation
of order two is solved by the VIMHP and shooting method.3. Applied examples
In this section we present some examples to show the reliability
of applied method.
Example 1. Consider the following equations, with the
boundary values yð1Þ ¼  23 and y(2) = 1.
y00 ¼ 1
2
y3: ð23Þ
In this example, fðt; y; y0Þ ¼ 1
2
y3 and based on the Theorem 2.1,
Eq. (23) has unique solution. In order to solve above equation,
it should be converted into the initial value problem as:y00 ¼ 1
2
y3; yð1Þ ¼  2
3
; y0ð1Þ ¼ A; ð24Þ
where A is an arbitrary constant and should be determined
based on the illustrated algorithm:
A ¼ 1þ
2
3
2 1 ¼ 
1
3
: ð25Þ
Using this value of A, we can solve Eq. (24) by the VIMHP.
To use the VIMHP, we should calculate the Lagrange
multiplier:
yðnþ1ÞðtÞ ¼ ynðtÞ þ
Z t
1
kðsÞfynss 
1
2
ey3 ngds ð26Þ
where ~yn is considered as restricted variations, i.e. d~yn ¼ 0.
To ﬁnd the optimal value of k(s), we have
dyðnþ1ÞðtÞ ¼ dynðtÞ þ d
Z t
1
kðsÞ ynss 
1
2
ey3 n ds ð27Þ
or
dyðnþ1ÞðtÞ ¼ dynðtÞ þ
Z t
1
kðsÞdynss ds; ð28Þ
which results
dyðnþ1ÞðtÞ ¼ dynðtÞð1 k0ðsÞÞ þ kðsÞdy0nðsÞjs¼t
þ
Z t
1
k00ðsÞdynðsÞds ¼ 0: ð29Þ
Therefore, the stationary conditions are obtained in the fol-
lowing form
1 k0ðsÞ ¼ 0js¼t;
kðsÞ ¼ 0js¼t;
k00ðsÞ ¼ 0js¼t;
8><>: ð30Þ
which results k(s) = s  t. Now we can use the VIMHP to ﬁnd
the components of the solution.
X1
n¼0
pnvnðtÞ ¼ y0 
1
2
p
Z t
1
ðs tÞ
X1
n¼0
pnvn
 !3
ds: ð31Þ
The best choice of y0 is y0 ¼  23 13 ðt 1Þ and based on the
VIMHP deﬁnition
yðtÞ ¼
X1
n¼0
vnðtÞ:
In order to obtain the unknown yn, n= 1, 2, 3, . . . the like
powers of p should be compared. So we have:
p0 : v0ðtÞ ¼ y0 ¼ 
2
3
 1
3
ðt 1Þ;
p1 : v1ðtÞ ¼  1
2
Z t
1
ðs tÞv30ds
	 

¼ ðt 1Þ
2
1080
ðt3 þ 7t2 þ 23tþ 49Þ;
p2 : v2ðtÞ ¼  3
2
Z t
1
ðs tÞv20v1
	 

ds
¼ ðt 1Þ
4
466560
ðt5 þ 13t4 þ 82t3 þ 338t2 þ 749tþ 737Þ;
..
.
ð32Þ
Table 1 Comparing the numerical result of Shooting-VIMHP
with the exact solution of Eq. (23).
t yShootingVIMHP3 yexact jyShootingVIMHP3  yexactj
1.0 0.666666 0.666666 0.000000
1.2 0.714294 0.714285 0.000009
1.4 0.769248 0.769230 0.000018
1.6 0.833359 0.833333 0.000026
1.8 0.909121 0.909090 0.000031
2.0 1.000000 1.000000 0.000000
Table 2 Comparing the value of yShootingVIMHP3 with the exact
solution at t= 2. for Eq. (23).
n yShootingVIMHP3 yexact jyShootingVIMHP3  yexactj
1 1.548651000 1 0.548651000
2 1.006730805 1 0.006730805
3 1.000341207 1 0.000341207
4 1.000002047 1 0.000002047
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obtained as ynðtÞ ¼
Pn
i¼0viðtÞ. By comparing yVIMHP3ðtÞjt¼2
with yexact(t)Œt=2 = 1, we found out that the ﬁrst choice of
A is not appropriate and we should repeat the above procedure
with second choice of A. By this value of A and new initial
approximation and ﬁnally comparing like powers of p compo-
nents of solution can be obtained. By comparing the value of
yVIMHP3ðtÞjt¼2 that is obtained by this choice of y0 with
yexact(t)Œt=2 = 1, we found this value of A is not good too.
Using these values of A, and applying secant method yields
the best value of A as illustrated in computational algorithm.
The solving procedure by VIMHP with the obtained values
of A in each step is continued until we achieve the acceptable
tolerance. The best value of A that gives the best approxima-
tion of the exact solution in this example is
A= A4 = .2222644. By studying Fig. 2, it is obvious that
the obtained solution with the value of A4 has an excellent
agreement with the exact solution yexactðtÞ ¼ 2t4. Graphical
results that are provided in Fig. 2 show clearly that in compar-
ison with VIM and VIMHP, Shooting-VIMHP can give the
best approximation. So, by combining the VIMHP and shoot-
ing method we solved the boundary value problem without
any difﬁculties and also with less amount of computational
work. Table 1 shows the numerical result of the solution
obtained by proposed technique and compares data with the
exact one. Table 2 shows the difference between the result of
Shooting-VIMHP and the exact solution, where n is the num-
ber of applying shooting method. By studying Table 2, it is
clear that in 4th step for ﬁnding the best value of A, we can
obtain the acceptable solution and our modiﬁcation causes
the calculations be very simple, the rate of convergence be high
and the number of iteration in VIMHP be decreased.
Example 2. Consider the following nonlinear boundary value
problem, with the exact solutions yðtÞ ¼ 1
tþ1:
y00  y3 þ yy0 ¼ 0; yð1Þ ¼ 1
2
; yð2Þ ¼ 1
3
: ð33Þ
For this example, f(t,y,y0) = y3  yy0. So, based on Theo-
rem 2.1, Eq. (33) has unique solution too. To solve this equa-
tion, ﬁrst of all, we should convert original equation into VIP:Figure 2 Comparing the result of Shooting-VIMHP, VIMHP
and VIM with the exact solution of Eq. (23).y00  y3 þ yy0 ¼ 0; yð1Þ ¼ 1
2
; y0ð1Þ ¼ A; ð34Þ
where the best value of A can be obtained by shooting method
and in each step that A is determined in, the problem can be
solved by VIMHP. As illustrated in previous example the ﬁrst
choice ofA isA ¼  1
6
.Using this value and solvingEq. (34) gives
unacceptable solution because the value of ŒyVIMHP(2) 
yexact(2)Œ is large andA should be corrected. Based on computa-
tional algorithm and secant method for ﬁnding the best value of
A, after 4th step we can get appropriate value of A and by using
this value, yVIMHP3 is close enough to the exact solution in each
point of interval.UsingA= .2499 that obtained after 4th step,
our original equation will be converted into:
y00  y3 þ yy0 ¼ 0; yð1Þ ¼ 1
2
; y0ð1Þ ¼ :2499: ð35Þ
Applying VIM for ﬁnding the best value of Lagrange multi-
plier gives k(s) = s  t. Using this value and considering the
VIMHP we have:X1
n¼0
pnvnðtÞ ¼ y0 þ p
Z t
1
ðs tÞ 
X1
n¼0
pnvn
 !38<:
þ
X1
n¼0
pnvn
 ! X1
n¼0
pnv0n
 !)
ds; ð36Þ
and
yðtÞ ¼
X1
n¼0
vnðtÞ:
By comparison of like powers of p in order to obtain the
unknown yn, n= 1, 2, 3, . . . we have:
p0 : v0ðtÞ ¼ y0 ¼
1
2
 0:2499ðt 1Þ
p1 : v1ðtÞ ¼
Z t
1
ðs tÞ v30 þ v0v00
 
ds ¼ ðt 1Þ
2
10000
ð7:80t3  101t2 þ 596t 1752Þ;
p2 : v2ðtÞ ¼
Z t
1
ðs tÞ 3v20v1 þ v0v01 þ v1v00
 
ds ¼ ðt 1Þ
3
10000
 ð:020t6  :487t5 þ 5:8t4  430t3 þ 189t2  479tþ 536Þ;
..
. ð37Þ
Table 4 Comparing the value of yShootingVIMHP3 with the exact
solution at t= 2. for Eq. (33).
n yShootingVIMHP3 yexact jyShootingVIMHP3  yexactj
1 0.25759725 0.33333333 0.07573608
2 0.33369275 0.33333333 0.00035941
3 0.33333516 0.33333333 0.00000182
4 0.33333333 0.33333333 0.00000000
Figure 3 Comparing the result of Shooting-VIMHP, VIM and
VIMHP with the exact solution of Eq. (33).
Table 3 Comparing the numerical result of Shooting-VIMHP
with the exact solution of Eq. (33).
t yShootingVIMHP3 yexact jyShootingVIMHP3  yexactj
1.0 0.500000 0.500000 0.000000
1.2 0.454564 0.454545 0.000019
1.4 0.416703 0.416666 0.000037
1.6 0.384666 0.384615 0.000051
1.8 0.357190 0.357142 0.000048
2.0 0.333333 0.333333 0.000000
Solving BVPs with shooting method and VIMHP 359By studying Fig. 3, it is clear that there is an excellent agree-
ment between yShootingVIMHP3 and the exact solution in compar-
ison with VIM and VIMHP. Table 3 shows the numerical
result for this example and Table 4 as the same as previous
example approves that by applying shooting method and
introduced algorithm to ﬁnd the best value of A, the VIMHP
can give the excellent approximation. Because, the initial guess
will be better than y0 in the absence of shooting method.4. Conclusion
In this paper we proposed a new technique that is a combina-
tion of the VIMHP and shooting method to solve boundary
value problems. By this modiﬁcation we do not encounter
the difﬁculties that exist in using the VIMHP and shooting
method for solving BVPs:1-By this combination there is not any problem to choose
the best initial guess that is necessary in the VIMHP.
2-By the proposed modiﬁcation there is no need to do huge
and time consuming computational work that is available
in shooting method.
3-By combining these two methods the rate of convergence
is higher.
4-Finally, the excellent agreement between the obtained
results and exact solution approve that applied method is
reliable.
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