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ABSTRACT
The climate over theArctic has undergone changes in recent decades. In order to evaluate the coupled response of
the Arctic system to external and internal forcing, our study focuses on the estimation of regional climate
variability and its dependence on large-scale atmospheric and regional ocean circulations. A global oceansea ice
model with regionally high horizontal resolution is coupled to an atmospheric regional model and global
terrestrial hydrology model. This way of coupling divides the global ocean model setup into two different
domains: one coupled, where the ocean and the atmosphere are interacting, and one uncoupled, where the ocean
model is driven by prescribed atmospheric forcing and runs in a so-called stand-alonemode. Therefore, selecting a
specific area for the regional atmosphere implies that the oceanatmosphere system can develop ‘freely’ in that
area, whereas for the rest of the global ocean, the circulation is driven by prescribed atmospheric forcing without
any feedbacks. Five different coupled setups are chosen for ensemble simulations. The choice of the coupled
domains was done to estimate the influences of the Subtropical Atlantic, Eurasian and North Pacific regions on
northern North Atlantic and Arctic climate. Our simulations show that the regional coupled oceanatmosphere
model is sensitive to the choice of the modelled area. The different model configurations reproduce differently
both the mean climate and its variability. Only two out of five model setups were able to reproduce the Arctic
climate as observed under recent climate conditions (ERA-40Reanalysis). Evidence is found that themain source
of uncertainty for Arctic climate variability and its predictability is the North Pacific. The prescription of North
Pacific conditions in the regionalmodel leads to significant correlationwith observations, even if thewholeNorth
Atlantic is within the coupled model domain. However, the inclusion of the North Pacific area into the coupled
system drastically changes the Arctic climate variability to a point where the Arctic Oscillation becomes an
‘internal mode’ of variability and correlations of year-to-year variability with observational data vanish. In line
with previous studies, our simulations provide evidence that Arctic sea ice export is mainly due to ‘internal
variability’ within the Arctic region. We conclude that the choice of model domains should be based on physical
knowledge of the atmospheric and oceanic processes and not on ‘geographic’ reasons. This is particularly the case
for areas like the Arctic, which has very complex feedbacks between components of the regional climate system.
Keywords: regional climate model, Arctic Ocean, sea ice, downscaling, REMO, coupled model
Responsible Editor: Abdel Hannachi, Stockholm University, Sweden.
1. Introduction
The Arctic climate system has experienced dramatic changes
during the past three decades. These changes include a
prominent decrease in sea ice coverage (e.g. Screen and
Simmonds, 2010; Stroeve et al., 2012) and thinning of the sea
ice (Maslanik et al., 2011). Observed also are a temperature
increase of the oceanic intermediate water layer (Polyakov
et al., 2005; Dmitrenko et al., 2008), unprecedented accu-
mulation of fresh water in the Beaufort Gyre (Proshutinsky
et al., 2009; Morison et al., 2012) and the rise of the
mean coastal sea level (Proshutinsky et al., 2004; Henry
et al., 2012).
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Large-scale atmospheric circulation is one of the main
driving forces of the Arctic climate, at least on time scales
from days to decades. The large-scale atmospheric varia-
bility over the mid- and high-latitudes is organised in
so-called teleconnections (e.g. Wallace and Gutzler, 1981),
linking different parts of the globe and particularly their
‘centres of action’. The leading pattern of variability over
the Northern Hemisphere corresponds to the Arctic Oscilla-
tion (AO), also called Northern Annular Mode (NAM;
Thompson and Wallace, 1998). This is related to the
strength of the Northern Hemisphere polar vortex and
thus to the temperature difference between the pole andmid-
latitudes. The second leading mode of variability corre-
sponds to the Pacific North American (PNA) pattern, a
3-center mode extending over most of the North Pacific and
North America (Wallace and Gutzler, 1981). PNA varia-
bility is associated with changes of synoptic activity over
the North Pacific and weather and climate conditions over
most of the North American Continent (e.g. Archambault
et al., 2008). Moreover, it has a downstream influence on
the North Atlantic area, which may however vary in mag-
nitude in decadal time scales (e.g. Pinto et al., 2011). Over
the North Atlantic and Europe, the dominant mode of
variability is the North Atlantic Oscillation (NAO; e.g.
Hurrell et al., 2003), which is closely related to the AO.
The NAO is a measure of the strength of the pressure
gradient over the North Atlantic and thus also of the
strength of the westerly winds. The NAO is associated with
changes in latitude and intensity of the eddy-driven jet over
the North Atlantic (e.g. Luo et al., 2007) and also of syn-
optic activity, temperature and precipitation fields over
Europe (e.g. Hurrell et al., 2003; Pinto and Raible, 2012).
Recent studies have suggested that the last three de-
cades have been characterised by changes in the above-
mentioned large-scale atmospheric patterns (e.g. Overland
and Wang, 2010), either due to multi-decadal natural var-
iability, climate forcing or a combination of both. For
example during the 2000s the Dipole Anomaly, which is
defined either by the third principal component pattern
based on mean sea level pressure (MSLP) data north of
208N, or by the second principal component pattern based
on data northward of 708N, has apparently become more
pronounced and important tomany physical processes, such
as sea ice variability (Wu et al., 2006; Overland and Wang,
2010). However, there is evidence that a reduction in Arctic
sea ice may lead in turn to a negative NAO response and
thus to a southward shift of synoptic activity over the North
Atlantic (e.g. Strong and Magnusdottir, 2011). However,
such a response is fairly weak under current climate con-
ditions when compared to natural climate variability (Screen
et al., 2013), and was found to be sensitive to the basic state
of the model (Bader et al., 2011). Thus, the bi-directional
influences between large-scale atmospheric patterns, Arctic
climate and sea-ice variability must be seen as a coupled
problem (Serreze and Barry, 2011).
Possible changes in climate over the Arctic simulta-
neously affect several components of the climate system,
and therefore individual components (e.g. sea ice) should
not be analysed independently. Numerical models have
proven to be an effective tool for studying Arctic climate,
and considering lack of in situ observations in this region,
they are sometimes the only possibility to obtain com-
prehensive insights on the details and mechanisms of cli-
mate variability. Given the amount of feedbacks in the
system, the best approach is to use coupled oceansea
iceatmosphere regional high resolution models (e.g.
Koenigk et al., 2011, 2013). They are computationally less
expensive to run than global setups, while retaining a high
enough resolution to study mesoscale coupled processes in
the region of interest.
One of the decisions that have to be made during the
model setup process is what region the coupled area will
cover. It should be large enough to include all regions that
are important for simulation of coupled interactions be-
tween components of the system under consideration, but
also small enough to reduce computational costs and to
receive influence from the large-scale atmospheric circula-
tion modes and teleconnection patterns. For the latter
aspect, it may be important to include or exclude some of
the key regions, in which generation of variability for a
certain area is particularly relevant. Similar questions arise
in models that use unstructured triangular meshes: in which
regions must one increase the resolution of the mesh, and in
what other regions is it reasonable to use lower resolution?
Recently, Mikolajewicz et al. (2005) and Do¨scher et al.
(2010) used an ensemble of initial conditions of regional
pan-Arctic coupled models to explore how strongly the
Arctic variability is forced by large-scale conditions outside
the region and how much of this variability is generated
by internal processes and interactions in the Arctic Ocean,
atmosphere and sea ice. Using the methodology developed
by Mikolajewicz et al. (2005), they were able to separate the
relative contributions of inter-annual ‘internal variability’
generated within the model domain, and ‘common varia-
bility’ generated outside the model domain. They found
that common variability is stronger than internal variability
for most of the climate variables in the Arctic during 1980s
and 1990s, but internal variability can dominate in some
areas. However they do not investigate influence of the
coupled domain position, assuming that internal variability
would just decrease with the domain size. The nudging
technique (von Storch et al., 2000; Castro et al., 2005) could
help to isolate the internal variability from the common
variability. This technique has been proposed as a way
of ensuring that the large-scale atmospheric circulation is
not altered too much by the regional model, while allowing
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the regional scales to be developed exclusively by the
regional model. However, it has been shown (Alexandru
et al., 2008; Omrani et al., 2012) that the nudging para-
meters should be carefully chosen in order to avoid excessive
control of the large-scale atmospheric variability and decrease
of the internal variability.
The area of interest in this study is the Arctic Region
including the northern part of the North Atlantic (Fig. 1).
We investigate what effect inclusion or exclusion of certain
regions has on the Arctic climate simulations and how
it affects externally and internally generated variability.
In particular we address three main questions:
 What is the influence of regional domain config-
uration on climate simulations over the Arctic
region?
 What are the mechanisms responsible for differ-
ences between the coupled model simulations over
different domains?
 Is it possible to estimate the contribution of internal
modes to Artic climate variability?
The structure of the remaining paper is as follows:
Section 2 describes the experimental setup and the datasets.
The evaluation of the regional climate for the different
setups is presented in Section 3, while the impact on climate
variability is discussed in Section 4. A short discussion and
conclusion follows.
2. Experimental setup
The REgional atmosphere MOdel (REMO; Jacob and
Podzun, 1997; Jacob, 2001) is coupled to the global
oceansea ice model MPIOM (Marsland et al., 2003) with
increased resolution in the Arctic. The models are coupled
via the OASIS (which stands for Ocean Atmosphere Sea
Ice Soil) coupler (Valcke et al., 2003), which provides the
exchange between the ocean and atmosphere models. The
OASIS coupler receives sea surface temperature (SST), sea
ice thickness (SIT) and concentration data at certain time
intervals (the coupling time step) from MPIOM and send
them toREMO. Simultaneously, the OASIS coupler receives
from REMO heat, water and momentum flux data and
transfers them to MPIOM. The simplified coupling proce-
dure is schematically presented in Aldrian et al. (2005),
where the authors used the same model components but
the sea ice and terrestrial hydrology were not yet included
into the coupling. The model validation for the Arctic
Ocean is presented in Mikolajewicz et al. (2005).
Exchange between ocean and atmosphere was made using
a 6-hour coupling time step. Lateral atmospheric boundary
conditions and upper oceanic forcing outside the coupled
domain were prescribed using NCEP/NCAR reanalysis
(Kalnay et al., 1996) data (the total simulation period was
19482007). The global Hydrological Discharge model
(HD, Hagemann and Du¨menil Gates, 2001), which calcu-
lates river runoff, is coupled to both the atmosphere and
ocean components. In the coupled model domain, it receives
surface runoff and drainage from the atmospheric model
and calculates river runoff into the ocean, which is delivered
to the ocean model. In the uncoupled model domain, HD
reads the same quantities from reanalysis data. The scheme
in Fig. 2a illustrates the various interactions between
different components of the coupled system.
Five different coupled setups (Fig. 2b) were used for five
ensemble simulations. The coupled model setups share the
same ocean-model configuration. Each ensemble contained
five ensemble members. In order to obtain four additional
members of the ensemble, a short 4-month run with CO2
concentration increased by 1 ppm was performed starting
from initial conditions of the original run. Data obtained in
the runs with increased CO2 were used as initial conditions
for ensemble members, with each of them starting with
1 month lag [i.e. 01 Feb. 1948 (2nd member), . . ., 01 May
1948 (5th member)]. After this initial perturbation, all the
ensemble members were run with exactly the same model
parameters and exactly the same boundary conditions.
The coupled domain of each setup includes the Arctic
(Fig. 1) and additionally a specific region, that is, Asia,
Atlantic, Pacific, in order to investigate the impact of this
region on Arctic climate variability (Fig. 2b). The setup with
the smallest domain covering the whole Arctic and the nor-
thern North Atlantic is called the ‘Arctic’ setup. The others
are named according to region of extension. The Atlantic
Pacific (AP) setup was added after we obtained some sur-
prising results from the ‘Pacific’ configuration. This AP
setup is an extension of the one to the North Atlantic.
The ocean model has been started from climatological
temperature and salinity distributions (Levitus et al., 1998)
and run sequentially three times cycling through the period
19482000, using forcing data from the NCEP/NCAR
reanalysis. Every next time the model was started again
from 00:00 01.01.1948 and initialised with the ocean state
obtained at the end of the previous cycle, that is, 24:00
31.12.2000. This ‘cyclic’ integration was performed because
the ocean model spin-up needs several hundred years, but
the longest available consistent reanalysis data set (NCEP/
NCAR) is only about 60 yr long. The coupled model sim-
ulation for every one of the five setups was started from the
end of the third repeat cycle of the uncoupled ocean model
(setting the ocean state from 31.12.2000 to 01.01.1948) and
from 00:00 01.01.1948 using NCEP/NCAR reanalysis data
for the atmosphere.
With the ocean model running uncoupled (i.e. in standa-
lone mode), an inconsistency in fresh water budget arises.
On the one hand, precipitation and river runoff are
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prescribed from reanalysis or observational data. On the
other hand, surface evaporation is calculated by the model.
To avoid the model drift caused by this inconsistency,
a salinity-restoring correction is applied additionally to the
natural freshwater fluxes. This correction is implemented
by adding to the advection-diffusion salinity equation an
additional ‘source’ term of the form (SSobs)/k, where
S is the modelled salinity, Sobs is the ‘observed’ salinity to
which the computed salinity should be restored, and k is
a time constant regulating the restoring speed. The details
of the salinity-restoring algorithm implemented in MPIOM
are described in Marsland et al. (2003). In our simulations,
restoring was performed for the surface layer (012 m)
towards climatology with a time constant of 180 d. No
salinity restoring is applied under sea ice. In the coupled
model, inconsistencies in the freshwater budget over the
ocean in the uncoupled model domain were also leading to
a substantial drift of the model. To overcome this, salinity
in the surface layer (012 m) was also restored in the first
coupled integration towards climatology in the ice-free
regions, with the same time constant of 180 d. In subsequent
experiments, the restoring was switched off and instead a
temporally constant freshwater flux correction calculated
for the period 19752000 from the first coupled integration
was used. We focus on the 19752000 period because 1948
1974 was considered to be a transition period from the
Fig. 1. Arctic Ocean.
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uncoupled to the coupled state. The advantage of the con-
stant fresh-water flux correction is preservation of the in-
terannual variability. However, the restoring term corrects
the sea surface salinity towards climatology, thus strongly
reducing the possible drift. As a disadvantage of this ap-
proach, we can mention the necessity for additional model
Fig. 3. Mean (19582001) ERA40 DJF 2 m temperature and difference Model  ERA40 [K].
Fig. 2. MPIOM/REMO/HD Coupling (a) and coupled setups (b). Coloured spherical rectangles on (b): Arctic (violet), Asia (green),
Atlantic (red), Paciﬁc (blue), AtlanticPaciﬁc (black). Domains are deﬁned on REMO grid. Thin black lines  MPIOM grid (every 12th
grid line).
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runs for obtaining temporally constant freshwater flux
corrections. Heat and momentum fluxes are not adjusted.
As a reference for large-scale atmospheric circulation,
we consider ERA-40 reanalysis data (Uppala et al., 2005).
We preferred using ERA-40 data for comparison, since it
represents better the climate variables in the Arctic Ocean
(Lindsay et al., 2014) than NCEP/NCAR reanalysis, and
it is different from the dataset (i.e. NCEP/NCAR) used to
force the model on the boundaries. There is a difference
between time spans of model simulations (19482007) and
the ERA40 reanalysis period (19582001). To analyse the
modelled climatological means we used the period of 1958
2001 for a consistent comparison with reanalysis data.
For the analysis of climate variability in chapter 4, the
whole simulation period (19482007) was used.
3. Climate  comparison with reanalysis data
In this section, results from different model setups are com-
pared with ERA-40 reanalysis data. With this aim, en-
semble means obtained from every five ensemble members
for five different model configurations were used. Fig. 3
shows long-term mean 2 m DecemberJanuaryFebruary
(DJF) air temperatures from ERA40, and differences bet-
ween ensemble means of model simulations and ERA40
(Model  ERA40) for different setups. In general terms,
the spatial distribution of temperature differences is quite
similar among setups, and differs only in magnitude and on
relatively small details. A common feature of all the model
configurations is the location of the strongest positive biases
over the north-eastern part of the North-American con-
tinent, in particular over the Hudson Bay and Canadian
Archipelago. Positive biases over Northeast Siberia can
also be found for all the setups. Over the Arctic Ocean, the
model tends to overestimate the 2 m temperatures over
the Kara Sea and Franz Josef Land, and simulates colder
than ERA40 temperatures over the Chukchi Sea, except for
the Asia and Pacific setups, where biases over the Chukchi
Sea are positive. Over the western part of North America
and northern parts of Europe, the model shows generally
lower temperatures for all the setups. The ‘Pacific’ setup
shows largest amplitudes of the temperature biases. The
extension of this setup to the North Atlantic (AP) reduces
substantially the temperature biases over the Arctic Ocean
(Fig. 3f). Differences between NCEP (used here as bound-
ary conditions) and ERA40 are quite small (not shown) and
they are largely unrelated to those identified in Fig. 3bf.
The model domain also has a strong impact on the large-
scale atmospheric circulation (Figs. 46). The simulated
MSLP over the Arctic is particularly important because it
Fig. 4. Mean (19582001) ERA40 DJF sea level pressure and difference Model  ERA40 [hPa]. Vectors show the anomalous circulation
induced in terms of 10 m wind speed (Model  ERA40). Arrow in the right corner  reference vector (5 m/s).
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affects the sea ice transport and thus the resulting sea ice
concentrations and thickness distributions. Therefore, it is
one key determinant of the distribution of 2 m temperatures
depicted in Fig. 3. The winter MSLP differences between
ERA40 and the model setups (Fig. 4) show a more diverse
distribution than the 2 m temperatures. Nevertheless, some
common features can be identified: for example, there is
an overestimation of MSLP over northern parts of Eurasia
and the Kara Sea. All the setups also show an underesti-
mation of MSLP over the Far East areas and western North
America. The Arctic and Atlantic setups show the smallest
biases compared to the reanalysis, while the Pacific and AP
setups present an anomalous anticyclonic flow over most
of the Arctic. A similar feature has been found by Omrani
et al. (2013) in a two-domain ensemble simulation over the
European and Mediterranean regions. The authors show
that this feature is not of dynamical origin and can be
explained by the feedback of the small-scale energetic
features on the larger scales. The large positive anomalies
seen in Fig. 3e for the Pacific domain are related to the
unrealistic atmospheric blocking in the centre of the domain
(Fig. 4e). In general terms, and just as for the temperature,
the Pacific setup shows the largest differences compared
to ERA-40.
Figure 5 shows an estimation of 500 hPa heat transport
for the different model domains. The heat transport is
quantified as v T, with v being the 500 hPa horizontal wind
vector (m/s) and T being temperature (K), thus permitting a
simple estimation of the heat transport on this pressure level
over the Arctic due to the large-scale flow over the area. The
large-scale atmospheric circulation of most model config-
urations shows good agreement with reanalysis data in
terms of the flow direction and magnitude. The model
simulates heat flow from the North Atlantic to the Russian
sector and from the North Pacific to the Canadian sector.
Synoptic activity can be quantified as the standard
deviation of the 500 hPa geopotential height fields band-
pass-filtered over 2.56 d. In this frequency window, the
variability associated with low-pressure centres dominates
over high-pressure systems, and the resulting variable is
commonly denominated storm track (e.g. Blackmon, 1976;
Hoskins and Valdes, 1990). The storm track fields for
ERA40 and each model domain are shown in Fig. 6. The
Arctic, Asia and Atlantic setups show a spatial structure
Fig. 5. Mean DJF 500 hPa heat transport (v T) [100 K m/s] calculated from 6-hourly temperature and wind velocity. Black polygon
indicates the common part of all the ﬁve setups. Thick arrows schematically represent the Atlantic (red arrows) and Paciﬁc (brown arrows)
atmospheric ﬂow.
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and amplitude that closely resemble those of ERA40,
although the storm track extends too far into north-eastern
Europe and the North Sea for the Arctic and Asia setups.
In the Asia setup, the Atlantic inflow splits into two
branches over the Barents and Kara Sea (Fig. 5c, red thick
arrow). The northward branch rotates towards the Central
Arctic, transporting additional heat from the North Atlan-
tic, leading to a strong warm bias (46K) during winter over
that region (Fig. 3c). This might also be related to the storm
track anomalies over this area, which display an intensified
Siberian storm track (Fig. 6c) compared to ERA, thus
enhancing the heat transport towards the Arctic.
However, the storm track intensities are too weak for the
AP setup (Fig. 6f). The reduced storm track intensity leads
to weaker heat transport over the Arctic, particularly over
theNorth Atlantic and Siberian sectors (Fig. 5f, red arrows).
The bias is even larger for the Pacific setup, which shows
the strongest bias in winter circulation: the flow is centred
too far south over the North Atlantic (Fig. 5e, red arrow),
and does not display the rotating northward branch towards
the Central Arctic, thus leading to a completely different
circulation over the Arctic. The storm track is weaker and
more zonal than in ERA40 (Fig. 6e), leading to enhanced
heat transport not towards the Arctic but rather towards
Asia (Fig. 5e). This bias is related to aMSLP pattern, which
shows a strong anticyclonic anomaly (cf. Fig. 4f). As will be
discussed in the next section, the choice of model boundary
over the North Atlantic destroyed the model consistency
in reproducing NAO, leading to a strong dominance of the
North Pacific air inflow over the Arctic Ocean. This deficit
of the North Atlantic heat transport into the Arctic causes
cooling only over the subarctic Eurasian continent, while
the Arctic Ocean gets much warmer in winter: up to 4 K
in Central Arctic and up to 8 K near the Canadian coast
(Fig. 3f).
Winter SIT is presented in Fig. 7. The spatial distribution
of SIT in most of the experiments is characterised by accu-
mulation of sea ice in the central part of the Arctic Ocean.
This feature is unrealistic, although it has been identified in
many coupled oceansea iceatmospheremodels (Bitz et al.,
2002; Chapman and Walsh, 2007). For a similar model
(global coupled ECHAM5/MPI-OM), this feature was
found to be mainly related to deficiencies in the model’s
atmosphere that induce an artificial circulation around the
North Pole (Koldunov et al., 2010). The only experiment
where the SIT spatial distribution differs is in the Asia
Fig. 6. Storm track calculated as a standard deviation of bandpass (2.5  6 d) ﬁltered DJF 500 hPa geopotential height (m), see main text
for more details.
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setup, where it is to some extent closer to the ‘real world’
distribution. Here, the SIT maximum is shifted towards
the Beaufort Gyre and monotonically decreases from the
Canadian Archipelago to the East-Siberian Sea. Such dis-
tribution is most likely related to the relatively strong and
compact cyclonic circulation centred over the northern part
of the Canadian Archipelago, which in the Asia experiment
turns towards the Beaufort Gyre earlier than in other
experiments (Fig. 5c).
Despite differences in the spatial distribution of the
atmospheric circulation patterns between experiments, the
spatial distributions of SIT remain close to each other
(except for the Asia setup), while the mean SIT is consider-
ably different. The latter is consistent with recent results
showing that the main driver of the long-term Arctic sea
ice variability is the atmospheric thermodynamic forcing
(Notz and Marotzke, 2012; Stroeve et al., 2012; Koldunov
et al., 2013). The strong reduction of the mean SIT in the
Pacific setup reflects the warming caused by the dominant
heat transport from the North Pacific (Fig. 7). Extension
of the Pacific setup into the North Atlantic (AP setup) leads
on average to colder temperatures and drastically changes
the ice formation in the coupled domain.
There are also significant differences in the time series
of the simulated total sea ice area in recent decades (Fig. 8).
The observational sea ice area data for the Arctic Ocean
domain were calculated from the ice concentration data
from the Nimbus-7 Scanning Multichannel Microwave
Radiometer (SMMR) and the Defense Meteorological
Satellite Program (DMSP) Special Sensor Microwave/
Imager (SSM/I) Passive Microwave Data dataset (Cavalieri
et al., 1996) (http://nsidc.org/data/nsidc-0051.html). The
Arctic Ocean domain does not include the Nordic Seas,
that is, the GIN (Greenland, Irminger and Norwegian) seas,
the Barents Sea and the Kara Sea. All configurations show
a diminishing trend of the sea ice area, although some
differences are evident. For the Arctic and Atlantic setups,
the trend is comparatively small, while the Asia and Pacific
setups show a more pronounced trend and a lesser extent
of the ice-covered area in September. This highlights the
impact of the location of the interactive domain on the
albedo feedback due to differences in poleward energy tran-
sport. Stronger energy transport from the Pacific in summer
reduces sea ice extent and concentration, and increases
the solar radiation absorbed in the ocean mixed layer in the
Chukchi Sea and adjacent regions. This summertime ocean
Fig. 7. Mean DJF sea ice thickness [m].
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heat gain leads to a thinner ice cap and a stronger ocean
heat loss back to the atmosphere. For the AP setup, this
mechanism is offset when the domain is extended to the
North Atlantic. The colder Atlantic air reduces the summer
atmospheric warming and ice melting, preventing the heat
gain by the ocean. As a consequence, the ice cap thickens,
the heat loss from ocean is reduced and the warm air
temperature bias is reduced.
4. Climate variability
The AO pattern obtained from different model configu-
rations is presented in Fig. 9. The AO was computed as
the leading mode of MSLP variability poleward of 208N
(Thompson and Wallace, 1998). Our atmospheric model
domains do not cover the whole area required to calculate
the AO. To avoid this problem we merged the modelled
MSLP and the MSLP of the forcing data set (NCEP). EOF
analysis was applied to the combined global reanalysis
and regionally modelledMSLP. Because of the merging into
the NCEP data set we found it reasonable to compare the
resulting AO with those obtained from the NCEP MSLP.
In Fig. 9, we show the comparison of the modelled AO with
those obtained from NCEP Reanalysis, to analyse possible
differences between the modelled data and the data used
as boundary conditions.
As discussed above, the large-scale atmospheric circula-
tion over the Arctic may be quite different depending on the
model domain. In fact, only two out of the five considered
setups (Arctic and Atlantic) reproduce the observed AO
spatial pattern correctly (Fig. 9). The common feature of
these two setups is that the Aleutian Low is prescribed by
‘external forcing’ (i.e. forcing outside the coupled domain).
In the other configurations the forcing mostly or totally
belongs to the coupled area, and thus can be considered
an ‘internal mode’. In these setups (Pacific, Asia, AP), the
AO looks quite different compared with the NCEP reana-
lysis. That is particularly the case for the Pacific setup, where
the low pressure area considerably extends southward over
the North Atlantic sector. Considering the impact of the
different regions on the AO/NAO evolution over time
(Fig. 10), we conclude that large-scale modes like the AO
are strongly influenced by the atmospheric circulation over
the Pacific Ocean. While in the Arctic, Asia and Atlantic
Fig. 8. Sea ice area in Arctic Ocean (x106 km2): March (green), September (red), Annual mean (blue). Thin solid lines  ensemble
members, thick solid lines  ensemble means, black dashed lines  observations for corresponding months (Cavalieri et al., 1996).
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setups the simulated AO show a correlation with reanalysis
of 0.70.8, both of the setups where the coupled area is
extended to the Pacific simulate an AO which has a rather
low correlation with reanalysis (about 0.2). This fact implies
that if one includes the North Pacific into the coupled
domain, the AO becomes an ‘internal’ mode, which does
not occur when the North Atlantic is included in the
coupled area.
In order to estimate the impact of different setups on
Arctic climate variability, we now split the model climate
variability (following Mikolajewicz et al., 2005) into ‘com-
mon’ variability and ‘internal’ variability. The first one
should be the ‘common’ part of all the ensemble members,
indicating the impact of the lateral forcing that originates
from the outer boundaries of the atmospheric model, from
the ocean outside the interactive domain and from the top of
the atmosphere. Therefore, it can be considered a ‘common’
or ‘external’ variability. It is calculated at each grid point
as the standard deviation of the ensemblemean. The internal
variability should represent the fluctuations generated with-
in the coupled domain by themodel itself and was calculated
as the deviation of the ensemble members from the ensemble
mean. We estimate the relative importance of external and
internal variability by the ‘relative variability index’ (RVI),
defined as the logarithm of the common (CV) to internal
variability (IV) ratio [log10(CV/IV)]. We prefer the loga-
rithm to the ratio used by Do¨scher et al. (2010) because
it shows better which type of variability is predominant at
a given grid point. Positive values indicate that external
variability is more important, while negative values indicate
that internal variability is prevailing. RVI values in the range
0.10.1 indicate that the external variability constitu-
tes between 45 and 55% of the total variance. Therefore,
we can assume that for these ranges of RVI values both
common and internal variability are of similar importance.
The splitting into ‘common’ and ‘internal’ modes and
their associated RVI are presented for winter MSLP in
Figs. 11 and 2 m temperature in Fig. 12. The corresponding
magnitudes for SIT are shown in Fig. 13. Analysing the
variability of the large-scale atmospheric circulation from
MSLP (Fig. 11) reveals that all model setups generally show
a larger common variability than internal variability over
the Arctic, especially for the Arctic and Pacific setups, where
positive values of RVI cover the whole domain. This is not
surprising, because the model MSLP is strongly constrained
by the global forcing field. Still, we can see that in all the
setups there are regions where internal and common var-
iability are of similar importance, generally located far from
Fig. 9. Leading EOF of DJF MSLP anomalies over NH (208908N), red spherical rectangles indicates the coupled area.
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Fig. 10. Normalised principal components of the leading EOF of DJF MSLP anomalies (hPa) over NH (208908N) Black thin lines 
ensemble members. Black thick line  ensemble mean. Red line  those calculated from NCEP/NCAR MSLP. The numbers on time series
plots: correlation between ensemble means and reanalysis, that is, thick black and red line.
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the boundaries. The patterns of common variability closely
follow the patterns for the corresponding model domain
(Fig. 9), e.g. with the Pacific setup showing enhanced var-
iability over the North Atlantic region (unlike other setups).
Note that the AP setup shows in general much less
variability than the others, both common and internal.
All the configurations have increased internal variability
over the Barents and Kara seas despite the differences in
model setup. This independence on model setup leads to the
conclusion that climate variability in this region strongly
depends on the ‘internal’ Arctic. The strongest internal
signal is obtained in the Asia setup (Fig. 11g). From all
the setups, this one has much more land areas inside the
coupled domain.We can speculate that in this case the ocean
plays a stabilising role for the coupled oceanatmosphere
land system, while land has a ‘disturbing’ effect, that is,
it generates more internal variability in the atmospheric
circulation. This fact has a clear explanation: dynamically,
the ocean (being a nearly flat surface) disturbs the atmo-
sphere less than land. Thermodynamically, it has more
inertia and damps the temperature variations in the near-
surface atmosphere. As a reduced interannual variability is a
common feature of global climate models (e.g. Laxon et al.,
2003; Koldunov et al., 2010), we can conclude that the
coupled region in the AP setup represents a relatively closed
system which includes most important areas influencing
climate variability in the northern high latitudes. This fact
is also reflected by the RVI: its values are between 0.1 and
0.1 over most of the domain.
Figure 12 indicates that the strongest internal signal in the
2 m temperature distribution occurs in the GIN seas and
near the Fram Strait. In this region, internal variability is
even larger than common variability for almost all the
setups, as reflected by the RVI. This can be explained as a
consequence of changes in the ice export from the Arctic:
variations in exported SIT (Fig. 13) lead to changes in
conductive heat flux from the ocean to the atmosphere,
and to corresponding changes in the 2 m temperature
(Fig. 12). The conductive heat flux from the ocean is in-
versely proportional to the SIT and proportional to the
difference between the ice surface temperature and the
freezing temperature (1.8 C in our setup). This difference
can reach more than 30 degrees in winter. The inverse pro-
portionality of conductive heat flux to SIT indicates that sea
ice surface temperature depends exponentially on the ice
thickness. During winter time, the thick ice (more than 3 m)
Fig. 11. Mean DJF common (upper row) and internal (centre row) sea level pressure variability. The black polygon indicates the
common area of all the ﬁve coupled domains. Lower row: log10 of relative variability [common (CV) divided by internal (IV)].
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almost isolates the ocean from the atmosphere. For rela-
tively thin ice (12 m) conductive heat flux is the dominant
factor providing winter warming of the atmospheric bound-
ary layer in the Arctic. This explains in fact the so-called
Arctic amplification (e.g. Screen and Simmonds, 2010) in
global warming scenarios: the disappearance of multi-year
sea ice in summer due to the greenhouse effect leads to
thinner ice cover in winter and stronger conductive heat
flux from the ocean, which substantially warms the atmo-
sphere. It is also the reason why the amplification is not so
pronounced near Antarctica, as there is almost nomulti-year
ice in the Southern Ocean.
The variability of the SIT is shown in Fig. 13. In almost all
the setups, the common part of the variability looks quite
similar. In winter the general drift pattern of Arctic sea ice
is determined by the large-scale atmospheric flow. Maxima
of common variability can be seen north of Greenland,
Canada end eastern Siberia. An exception here is the Pacific
setup (Fig. 13d), where a significant part of common var-
iability is located primarily over eastern Siberia. This fact
reflects the dominance of atmospheric influence from
the North Pacific in this model configuration (Fig. 5e).
Both common and internal variability are largest where
thick sea ice is piled up by the wind against topography
or is driven away from it.
An inspection of the RVI shows that generally the
common variability is dominant over the Kara, Beafourt
and Chukchi seas and the internal variability is dominant
over the Greenland and Barents seas. In the central Arctic,
both the internal and common variabilities are of similar
importance except for the AP. This is a consequence of the
almost closed system character of this setup, as the internal
variability is predominant. In the central Arctic, the com-
mon variability is typically smaller by a factor 23. The
internal variability of the DJF ice thickness shows weaker
gradients in the Arctic. Whereas in the central Arctic its
contribution to the total variance reaches almost 50% (the
RVI index is between 0.10.1), it is close to 20% (RVI
index of 0.30.4) in the vicinity of coastal areas. Enhanced
internal variability extends from the Chukchi Sea to the
Central Arctic for the Asia, Atlantic and AP setups (Fig.
13g, h, j). This could indicate enhanced variability in the
atmospheric inflow from eastern Siberia into the Central
Arctic. The internal variability in the East Greenland
Current is higher in all the setups and caused by the large
variations in Arctic sea ice export through the Fram Strait.
Fig. 12. Mean DJF common (upper row) and internal (centre row) 2 m temperature variability. The black polygon indicates the common
area of all the ﬁve coupled domains. Lower row: log10 of relative variability [common (CV) divided by internal (IV)].
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5. Conclusions and discussion
The coupled response of the Arctic system to different
forcings and the relevance of both large-scale atmospheric
and regional ocean circulations were analysed with a mod-
elling approach. First, it was evaluated how far the regional
domain configuration influences results of climate simula-
tions over the Arctic region. Results show that regional
coupled oceanatmosphere models are sensitive to the
choice of modelled area. The different model configurations
reproduce differently both the mean climate and its varia-
bility. Only two out of five of the used model setups were
able to reproduce the Arctic climate as observed under
recent climate conditions (ERA-40 Reanalysis), whereas
the other three model setups simulate drastically different
large-scale atmospheric circulation over the Arctic.
Second, the mechanisms responsible for differences bet-
ween the coupled model simulations over different domains
were analysed. The inclusion or exclusion of selected regions
in the model domain allowed us to understand their impact
on the Arctic climate variability and predictability. It was
found that in the setups where the atmospheric conditions
in the North Pacific (in particular the Aleutian low) were
prescribed the modelled AO index correlates well with re-
analysis (Fig. 10), even if most of the North Atlantic is
included in the modelled area. However, the inclusion of the
North Pacific makes the Arctic climate much less predict-
able, to a point that correlations of year-to-year variability
with observational data vanish (Fig. 10). This strongly
suggests that the North Pacific is a key region influencing
the Arctic climate predictability.
Finally, the contribution of internal modes to Artic
climate variability was investigated. Ensemble simulations
carried out for each model setup enabled the estimation of
the relative importance of regional processes (internal vari-
ability) and large-scale conditions (common variability) in
the Arctic climate system. The amount of internally gener-
ated variability is different among the setups and depends
on the climate variable being studied. For the MSLP, the
common variability is dominant over the Arctic region,
especially for the Arctic and Pacific setups, with the patterns
of MSLP common variability closely following the patterns
for the AO for the corresponding model setup. For the
surface temperature and sea ice we can find regions where
the internal variability dominates over the common varia-
bility for all the setups. In the region north and east of
Greenland the internal variability is predominant. This prev-
alence can be explained by the interaction between katabatic
Fig. 13. Mean DJF sea ice thickness common variability (upper row) and internal variability (centre row). Lower row: log10 of relative
variability [common (CV) divided by internal (IV)].
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winds arising from the Greenland ice sheet and the large-
scale atmospheric circulation (Do¨scher et al., 2010). Ice
export from the Arctic significantly influences the North
Atlantic climate, e.g. Mikolajewicz et al. (2005). Our
simulations, as well as the results obtained by Mikolajewicz
et al. (2005) and Do¨scher et al. (2010), provide evidence that
Arctic sea ice export is mainly an ‘internal property’ of the
Arctic Ocean (Fig. 13).
In general terms, regional climate modelling is often
considered as a tool used to achieve high-resolution refine-
ment (downscaling) from coarsely resolved global model
runs, providing a better simulation of mesoscale variability
and of the climate in coastal zones and regions with complex
orography, with little improvement in the open ocean (Feser
et al., 2011). This can be the case if a regional atmo-
spheric model with prescribed SST is used. Our investigation
shows that for a regional coupled oceanatmospheresea
ice model, the results of climate simulations can be quite
different from those of the driving global model. When the
coupled domain is large enough (e.g. AP setup), the regional
model can generate its own climate, with variability that can
differ significantly from that of the prescribed climate of the
global model. Thus, for regional climate modelling applica-
tions, we must consider an additional uncertainty associated
with the extension of the model domain.
In regional climate modelling the model domain is usually
chosen according to ‘geographical’ reasons, that is, the do-
main should cover the region of interest. According to our
results, an erroneous choice of the regional model domain
(even using a ‘good model’) can lead to a very unrealistic
representation of the regional climate. Therefore, we con-
clude that the choice of model domain should be instead
based on the physical knowledge of the atmospheric and
ocean processes. An adequate choice of model domain
is particularly important in the Arctic region due to the
complex feedbacks between the components of the regional
climate system taking place in that region.
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