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Resumo 
O objetivo desta dissertação é a geração de amostras aleatórias da única 
distribuição estacionária associada ao modelo estocástico para armazenagem 
de grãos em um silo finito e bi-dimensional. Uma vez que esta distribuição 
estacionária não pode ser manipulada analiticamente, necessitamos de um 
método de simulação estocástica para obtermos amostras desta distribuição. 
O método de simulação estocástica proposto foi o método "Acoplamento 
do Passado" ("Coupling From The Past" (CFTP)), desenvolvido por Propp 
e Wilson. Tal método permite obtermos amostras independentes e distri-
buídas exatamente da distribuição estacionária de interesse de uma cadeia 
de Markov com espaço de estados finito ou limitado. Entretanto, no caso 
do problema dos silos o espaço de estados é ilimitado superiormente, isto é, 
não existe um estado maximal. A fim de aplicarmos CFTP a este problema 
foi necessário um truncamento do espaço de estados inicial e, neste caso, a 
amostra obtida não tem exatamente a distribuição desejada. Para testarmos 
o desempenho do algoritmo considerando esta restrição, procuramos compa-
rar os resultados teóricos de alguns momentos do vetor aleatório associado 
ao modelo em questão, tais como média e matriz de covariâncias, com as 
estimativas obtidas através dos dados gerados. 
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Abstract 
The goal of this paper is the generation of random samples of unique sta-
tionary distribution associated to the stochastic model for grain storage in 
a finite and bi-dimentional silo. Once this stationary distribution can not 
be manipulated analytically, a method of stochastic simulation is needed to 
obtain samples from this distribution. The method of stochastic simula-
tion used was "Coupling From he Past" (CFTP), developed by Propp and 
Wilson. This method allows to obtain independent and identical samples 
exactly from the target stationary distribution of a Markov chain wíth finite 
or bounded state spaces. However, in the case of the silos, the space of state 
is unbounded on the upper-level, hence there is not a maximal state. As 
for the application of CFTP to the problem of the silos, there was a need to 
trunk the initial space of states and, in this case, the sample obtained did not 
have the exact target distribution. To test the performance of the algorithm 
considering the restriction of having trunked the initial space of states, we 
compared the theoretical results of some moments of the randorn array of the 
model being studied, such as mean and covariance matrix, to the estimates 
obtained through the generated data. 
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1.1 Simulação Perfeita e o problema dos silos 
Desde a última década o método de Monte Carla via Cadeias de Markov 
(Monte Carla Markov Chain (MCMC)) vem sendo fortemente usado para 
amostrar de distribuições de probabilidade que são complexas ou difíceis de 
serem lidadas analiticamente. A fim de gerar uma única amostra de 1r através 
de MCMC, imciamos a cadeia de Markov Xt em um estado qualquer de uma 
distribuição r.0 e evoluímos esta cadeia por l'vf passos, a partir de t = O, 
com M suficientemente grande, de maneira que a probabilidade de que esta 
cadeia esteja no estado 1 no instante M convergirá para tr(i). Este processo 
pode ser chamado de simulação para o futuro. Infelizmente pode ser difícil 
determinarmos quão grande l\11 deve ser de modo que a cadeia atinja, com 
precisão pré-estabelecida. a estacionariedade. 
Como solução deste problema, recentemente vêm sendo desenvolvidas 
técnicas que permitem produzirmos amostras exatamente da distribuição in-
1 
variante 1i de uma determinada cadeia de Markov. Este conjunto de técnicas 
é chamado de Simulação Perfeita e não requer conhecimento prévio do valor 
de J\1 e nem quão grande o mesmo deve ser. 
Diversas técnicas de Simulação Perfeita têm sido propostas na literatura. 
Uma delas foi desenvolvida por Propp e Wilson (1996), os quais propuseram 
um método através do qual é possível amostrarmos da distribuição exata 1r, 
de uma cadeia de Markov com espaço de estados finito. Tal método baseia-se 
em acoplamento de trajetórias com diferentes estados iniciais e permite ob-
termos amostras independentes e distribuídas exatamente da distribuição de 
interesse 1r. Este método é comumente chamado de ':Acoplamento do Pas-
sadd'(CFTP- I(Coupling from the Pasta). Artigos sobre o método CFTP 
podem ser encontrados na página http: / j www.dimacs.rutgers.edu/rv dbwil-
son. 
O objetivo desta dissertação foi utilizar o algoritmo CFTP para gerar-
mos amostras da única medida im·ariante associada ao processo descrito no 
problema dos silos. 
O problema dos silos é uma formulação matemática para armazenagem de 
grãos em um silo finito, bi-dimensional, onde a coordenada vertical assume 
o sentido de tempo e a coordenada horizontal o sentido de espaço. Cada 
grão suporta o peso dos grãos das camadas mais altas e tem seu próprio peso 
igual a 1. O peso de cada grão é distribuído entre dois grãos vizinhos das 
camadas mais baixas de maneira probabilística através de uma distribuição 
uniforme. Este modelo é um sistema linear da forma daquele proposto por 
Ligget(l985), com a restrição de que, neste caso, o tempo é discreto. 
A existência de uma única medida estacionária foi provada por Ferrari , 
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Garcia e Martinez(2000). Apesar de sua forma analítica não ser conhecida, é 
possível determinar alguns momentos do vetor aleatório associado ao modelo, 
tais como média e matriz de covariància.s. 
No capítulo 2 são detalhadas as provas da existência e unicidade da me-
dida invariante, bem como o cálculo dos momentos desta distribuição. 
~o capítulo 3 é descrito o algoritmo CFTP e como este permite obter-
mos amostras com distribuição exata da qual queremos amostrar no caso 
de espaço de estados finito ejou quando a função de transição da cadeia é 
monótona e o espaço de estados tem um estado mínima! e um estado maxi-
mal. Também descrevemos uma desvantagem do algoritmo, conhecida por 
"o vício causado pelo usuário impaciente" . 
='Jo capítulo 4 apresentamos o algoritmo "CFTP Dominado", que é um 
algoritmo proposto por Kendall (1998) e é utilizado _quando o espaço de esta-
dos é ilimitado. Vários trabalhos sobre CFTP aplicado a espaço de estados 
ilimitado têm sido publicados, dentre eles vale a pena citar Murdoch e Green 
(1998a), Murdoch e Green (1998b) e Murdoch (1998). Ainda neste capítulo 
descrevemos as adaptações feitas para a aplicação do algoritmo CFTP no 
problema do silos; neste caso, mostrou-se como o modelo pode ser escrito na 
forma matricial de forma a se obter maior otimização das simulações. 
Por fim , o capítulo 5 traz os resultados obtidos através das simulações, 
bem como os vetores das médias e matrizes de covariâncias amostrais pa-
ra silos de diversos tamanhos (5, 15, 21). Além disso, verificamos o bom 
desempenho do algoritmo modificado através da comparação dos momentos 
amostrais e teóricos. 
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Capítulo 2 
O problema dos silos 
2.1 Definição do problema e suas proprieda-
des 
Considere o modelo de estocagem de grãos em um silo bi-dimensional, tal que 
a coordenada vertical assume o sentido de tempo e a coordenada horizontal 
o sentido de espaço. Cada grão suporta o peso dos grãos das camadas mais 
altas e tem seu peso igual a 1. Além disso, o peso de cada grão é distribuído 
entre dois grãos vizinhos das camadas mais baixas. Denotando-se Wt(x) 
como o peso carregado pela partícula locatizada na x-ésima posição no nível 
t, este satisfaz o seguinte sistema de equações: 
~Vt(x) = 1 + Vl' t- 1(x + l)Ut-l(x + 1) + Vl1t-l(x -1)(1- Ut-l(x -1)) (2.1) 
H1t(O) = Wt(N + 1) =O, 
para x E I := {1, ... , N}. onde {Ut(X) : x E I} são variáveis aleatórias 
independentes com distribuição comum U[O, 1]. Além disso, U(s~t) (x) são 
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independentes de Wt(x), para todo x E I. 
Denotando-se Wt(x) = E(Wt (x)] ex E I U {0, N + 1}, temos 
Wt(x) =lE[1 + Wt-l(x + 1)Ut- l(x + 1) + Wt-I(x- 1)(1- Ut-I(x -1))] 
=1 + E[Wt-1 (x + 1)]JE[Ut-1 (x + 1)] + lE[Wt (x- 1)]1E[(1 - Ut- 1 (x + 1))] 
1 1 
=1 + 2IE[Wt- l (x + 1)] + "2lE[Wt-l (x - 1)] 
1 1 
=1 + 2Wt-l(x + 1) + 2wt- 1(x -1), (2.2) 
para x E I e Wt(O) = wt(N + 1) =O. 
O processo descrito por (2.1) é um processo Markoviano com tempo dis-
creto e espaço de estados contínuo. Assuma que o processo (Wt : t ~ 1) 
tem medida invariante 1r, com primeiro momento finito, e seja W.(x) o vetor 
aleatório com distribuição de probabilidade segundo esta medida invariante. 
A média do vetor aleatório TtV. ( x) é denotada por W1r ( x) = E,. [W. ( x)] satisfaz 
a equação 
(2.3) 
parax E Iu {O ,N + 1}. 
Note que a solução da equação (2.3) é o tempo de saída da caixa {1 , ... , N} 
de um passeio aleatório simétrico simples e tem perfil quadrático dado por 
w7r(x) = x(N + 1- x), 
para x E I e w1f(O) = wr.(N + 1) = O. 
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2.2 A prova da existência de uma única me-
dida invariante 
Lema 2.4 Seja v qualquer distribuição micial para H10 , não necessariamente 
invanante, satisfazendo Ev[~'o(x)] = x(N + 1- x), então para todo t 2:: O 
lEv[lF1(x)] = x(N + 1- x), 
onde x E I U {O, N + 1}. 
Prova Vale para t =O por hipótese. Suponha que lEv [vl"t(x)] = x(N + 1-x), 
xE {0.1, ... ,N+ 1}. Então. por (2.2), 
• 
1 1 
lEv[Wt+l(x)j = 1 + 2iEv[Wt (x + 1)] + 2.1Ev ( ~Vt(X- 1)] 
= 1 + ~ (x _!.., 1)(.\'- x) T ~(x ·- l )(.V + 2- x) 
= x(.V- 1- x) . 
Teorema 2.5 Exzste uma úmca medtda invanante 1í paro o processo com 
média de perfil finito. Sob esta medida mvariante, W. satisfaz 
En.[W. (x)] = x(N + 1- x) (2.6) 
para x E I U { 0: N + 1} . 
A prova do Teorema (2.5) é dada em duas partes. A Parte I contém a 
proYa da existência da medida invariante e a Parte li contém a prova da 
unicidade desta medida invariante. 
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2.2.1 Parte 1: Prova da existência 
Para prO\·ar a existência de uma medida invariante do processo H't(x) pre-
cisamos dos seguintes resultados. Seja B(JRd) a a-algebra dos Borelianos em 
JRd. 
Teorema 2.1 Seja uma famt1ia de medidas de probabtlidade {J.Lo· a E I} 
em (JR.d, B(JRd)), onde I é um conjunto de índices arbttrárzos. Para que toda 
seqüência contenha uma subseqüêncw que converge em distribuição a uma 
med~da de probabilidade, é necessáno e suficiente que a seguinte condição 
seja sat~sjezta: para qualquer ~ > O existe um retângulo fimto I tal que 
inf /10 (/) > 1- é. 
aEZ 
(2.8) 
C"ma família de funções de probabilidade satisfazendo (2.8) é dita ser 
"tight''. Além disso, podemos dizer que urna família de med1das de probabi-
lidade é relativamente compacta - o limite pode não pertencer à família- se, 
e somente se, ela é "tight". 
Prova. \'er Chung(1992). • 
Considere a família de medidas de probabilidade M = {J.Lt, t ~ O} em 
(JRN, B(JRN)), tal que /lt é a distribuição de probabilidade do vetor Wt, e 
/lo = 11, onde 11 satisfaz 




Então, tomando I = (0, M]N 
ttt(I) 1Pv(l4-t(x) E I) 
- 1Pv(vrt ~ M, V x = 1, . .. . X) 
1- J.Lt(I) - IPv(tVt(x ) > A1, para algum x = 1, .... N) 
N 
< L IPv(Wt(X) > M) 
:t=l 




"\:"' x(N + 1 - x) 
L- 1\1! , por (2.4). 
:t=l 
Ass1m. escolhendo .\1 suficientemente grande tal que 
~ x(JY + 1- x) 
L- NI <é, 
:t=l 
temos que 
Jit(I) > 1 -é, 
para todo t. 
(2.10) 
Portanto, uma yez que .M satisfaz as condições do teorema (2. 7). a família 
de medidas de probabilidade .r\.1 é ''tight", e, assim. existe uma subseqüência 
que converge a uma medida de probabilidade. SeJa JL1 E M e \fAc B(JRN), 
tal que 
J.lt~I (A) = 1 J.lt(dy)T?(y. A). 
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(2.11) 
Uma vez que não podemos garantir que o limite de f.lt +I seja o mesmo limite 
de f..Lt , não podemos garantir que o limite seja uma medida invariante. Por 
outro lado, tornando médias de Cezaro, isto é 
por (2.10) , 3 I tal que 1ft (I ) > 1 - € , 'V t . Portanto ternos que {1ft} também 
é '<tight" e é possível garantir a existência de uma subseqüência que converge 
a uma medida de probabilidade, ou seja, existe { tn}n?l, tn --+ oo, quando 
n --+ oo, tal que 
(2.12) 
Provemos que esta medida de probabilidade 1T é uma medida invariante. 
Utilizando o resultado (2.11) temos que 
1 t n 1 -L f-LJ(dy)IP(y, A) 
tn · S J =l 
fs t~ ~ i'J (dy )l'{y, A) 
11 
tn 
t L /-tj(dy)IP(y, .4). 
S n ;=l 
Aplicando o limite em ambos os lados da ültima igualdade, para tn --+ oo, e 
utilizando o resultado (2.12) , temos que 
1r(A) = ls 1r(dy)JP'(y, A). (2.13) 
Por (2.13), 1T é uma medida invariante. Resta provar que est a medida inva-
riante é única. 
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2.2.2 Parte II. Prova da unicidade da medida invari-
ante 1r 
A fim de provar unicidade da medida invariante utilizamos acoplamento. 
E fácil ver que, acoplando os processos utilizando as mesmas variáveis ale-
atórias uniformes) o processo definido por (2.1) é atrativo, isto é, se X 0 (x) 2:: 
Y0 (x)(X0 (x) ~ Yo(x)) para x E J, então Xt(x) ~ Y; (x)(Xt(x) ~ Y;(x)) para 
x E I e todo t ~ 1. Supondo Xo 2: Yo ) temos 
1 jiJ 
d(t) = N LJE[Xt(x)- yt(x)] 
x=I 
l N . 
= N L E{ Ut-r (x + I )[Xt- t (x + I ) - yt_1 (x + 1)] 
x=l 
+ [Xt-t (x -1) - Y't-l(x -1)] - Ut- l(x - l)[Xt- l(x - 1) - 'Yt- t(x - 1)]} 
= ~IE[Xt- t (1)- Y't-t(l)] - 2~IE[Xt- l (1)- 'Yt- t(1)] + 2~IE[(Xt-t (2)- 'Yt-1(2)) 
+ .. . 





NIE[(Xt-t (1)- Yí-1(1)) + (Xt- l(N)- yt_1(N))]. 
Como Xt(1) ~ yt(1) e Xt (N) ~ Yt(N), temos d(t- 1) ~ d(t). 
Desta forma, os números d(l) , d(2), . .. formam uma sequência não cres-
cente de números reais e a sequência tem limite. Portanto 
d(t- 1)- d(t) = IE(Xt(1)- lt(1) + Xt(N)- yt(N)] --7 O, (2.14) 
quando t --7 oo. Isto é, 
IE[Xt- 1 (1) -1~_ 1 (1)] --* O e IE[Xt_l(N)- lt-r (N)] ~O, (2.15) 
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quando t -7 oo. Uma yez que temos as equações 
e 
1E[Xt-d1)- Yt-t(1)] = lE[1 + Xt-t (2)Ut-1(2)- 1- }~-1 (2)Ut- t(2)] 
1 = 2IE[Xt-2 (2) - rt- 2(2)) 
E[Xt-1 (N) - yt_t(N)] = IE[1 + Xt-dN- 1)Ut-dN- 1) - 1- Yt-dN- l)Ut-dN- 1)] 
1 
= 2JE[Xt-2 (N- 1)- Yt-2(N ·- 1)], 
é imediato ver que 
E[Xt-2(2) - }~-2(2)] -+O e JE[Xt- 1 (S- 1) - rt-1 N- 1)] -7 O. (2.16) 
quando t -7 oo. l.Jsando o mesmo argumento, temos que 
e 
E[Xt-1 (.V - 1) - Yt-1 (N - 1)] - ~E(Xr-2 (N) - lí-2 (-V)] 
1 + 21E[Xt- 2 (N- 2) - YL-2(N- 2)]. 
Além disso, por (2.15) e (2.16) temos que 
lEíXt-2 (3) - Yt-2(3)] -7 O e E[Xt-2(N- 2)- J't-2(.1\l - 2)] -4 O. 
quando t -7 oc Desta forma, podemos escrever 
lE[Xt(x)- Yt(x)] = ~lE[Xt-1 (x + 1) - Yt-I(x -1 )] + ~JE:xt-t (x- 1)- Yt- l (x - 1)] . 
(2.17) 
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Calculando (2.17) a partir de x = 1 e sabendo que 
IE[Xt_t(x)- 1't-1(x)]-t O e JE[Xt_I(x- 1) -1't-l(x -1)] -tO 
quando t -t oo, então 
JE[Xt-1 (x + 1) - Yt-1(x + 1)]--+ O, 
quando t -t oo, para (x + 1) ~ ~ · 
Calculando (2.17) a partir de x = N e sabendo que 
JE[Xt-1 (x) - Yt-1 (x)] -tO e JE[Xt-1 (x + 1) - Yt-1 (x + 1)] -t O 
quando t -t oo, então 
JE[Xt-l (x- 1)- 1't-l(x- 1)] -tO, 
quando t -t oo, para (x - 1) ::; ~. Logo, 
JE[Xt (x) - Yt(x)] -tO, (2.18) 
quando t -t oo, para todo x E {1, ... , N} . 
Uma vez que as variáveis aleatórias Xt(x)- Yt(x) são não-negativas, pela 
Desigualdade de Markov, dado E' > O 
Pv[(Xt(x) - Yt(x)) ~E'] ::; Ev [Xt(x) ,- i't(x)]. (2.19) 
E 
Assim, por (2.18) , temos que (2.19) converge a zero, quando t -t oo, para 
todo x = 1, .. . , N. Logo, para Xo ~ Yo 
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em probabilidade, quando t -+ oo. Na realidade Xt(x) - Yt(x) -+ O quase 
certamente, quando t -t oo (Barros, Ferrari, Garcia e Martinez. Asymptotic 
behavior of a stationary silo with absorbing walls (2001). Preprint subme-
tido.). Entretanto a convergência em probabilidade é suficiente para nossos 
propósitos. 
Seja Xt com distribuição inicial 7f e (Y0 (x) : x E I) um vetor aleatório 
não negativo e arbitrário, tal que sua distribuição tenha primeiro momento 
e 1'á(O) = Y0 (N + 1) =O. Nós podemos definir 
Yo(x) = Yo(x ) V Xo (x) e Y0 (x) = Yo(x) 1\ Xo (x). 
Acoplando os quatro processos usando a equação (2.1), temos que 
para todo t ~ O. Usando o argumento acima, temos que 




em probabilidade, quando t -+ oo. 
Portanto, na classe das distribuições iniciais com primeiro momento finito, 
existe uma única medida invariante. • 
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2.3 Covariâncias 
Utilizando-se a existência de uma única medida invariante para o vetor ale-
atório definido por w. é possível obtermos um sistema de equações linea-
res para as variâncias e covariâncias da medida invariante. Denote ax,y = 
Cov(vV. (x), VV. (y)) . Sabemos que se o processo tem como distribuição inicial 
a medida invariante 1r, então para todo t ~ O a distribuição do processo no 
tempo t é 1r e portanto 
para todo x, y E J. 
Considerando um silo de tamanho N e o fato de que 
V(XY) = V(X)V(Y) + E 2(X)V(Y) + E2(Y)V(X) : 
para quaisquer variáveis aleatórias X e Y, independentes: temos 
Cov(Wt(i)Ut(j), Wt(i)Ut(j)) = V(Wt(i)Ut(j)) 
= V(Wt(i))V(Ut(j)) + E 2 (Wt(i))V(Ut(j)) + E 2 (Ut(j))V(Wt(i)) 
= ~ V(Wt(i)) + 1
2
E 2 (Wt(i)) + ~ V(Wt(i)) 
12 1 4 




E2 (Wt(í)) , para quaisquer i e J. 





Utilizando o resultado anterior para calcularmos a x,y = Cov(W.(x), W. (y)) , 
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temos que 
1 1 1 1 ? . 1 
CJi,i - 3CJi+l ,i+t + 2'CJi-1,t+l + 3(Jt-l,t- I + 12 E- (Wt- t (2 - 1)) + 12 E
2(vVt-t(i + 1)), 
1 1 1 2 . 1 1 
CJt,i+2 4CJi+1,i+3 + (tHl,t+l- 12E (vVt-I(t + 1)) + 4CJi-l,i+3 + 4ai-l,Hb 
1 1 1 1 
ai,J 4ai+l,J+l + 4ai+l,J-l + 4ai-IJ+l + 4ai-l,j -J, para li- jl > 2. (2.22) 
15 
Capítulo 3 
Acoplamento do Passado 
"Coupling From The 
Past" (CFTP) 
3.1 Acoplamento do Passado 
Seja Xt, t E Z, uma cadeia de Markov com tempo discreto (podendo assumir 
valores negativos e positivos), definida no espaço de estados S (finito) , com 
matriz de transição Px,,x,+t e distribuição invariante 7f. 
Qualquer cadeia de MarkoY homogênea pode ser representada da maneira 
como é simulada! isto é, 
onde {Ut, t = ... , -1, O, 1, ... } é uma sequência de variáveis aleatórias indepen-
dentes e identicamente distribuídas e ifJ é uma função determinística chamada 
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de função de transição. tal que sua relação com a matriz de transição P, é 
dada por 
O método de CFTP consiste em simularmos cadeias de Markov de tamanho 
M , lV! > O, iniciando as cadeias de todos os possíveis estados do espaço de 
estados S. Iniciando as cadeias nos n possíveis estados de S e utilizando a 
seqüência de variáveis aleatórias U = {U-M, ... , U_1 }, conduzimos a simu-
lação de -M a O, atualizando cada uma das n cadeias através da mesma 
função de transição d>, e da mesma seqüência de variáveis aleatórias U. Uma 
vez que utilizamos a mesma seqüência de variáveis aleatórias na atualização 
das cadeias, é posssível que em algum tempo tempo t, - M < t $ O, as ca-
deias coalesçam em um único estado. Caso isso acon,teça, tomamos X 0 como 
o ponto amostrado da distribuição de interesse 1r. Caso contrário, fazemos 
t = -M1 , Af' > M, e, reaproveitando a seqüência de valores alatórios gerada 
anteriormente. isto é, gerando somente a seqüência de \·ariáveis aleatórias 
U' ={U- M' · ... , u-M-d, reiniciamos o processo. 
Com o intuito de representar formalmente o método CFTP, consideremos 
a seqüência de variáveis aleatórias U definida anteriormente e denominando 
~t(x, ut) = <P(x, Ut). consideremos 
o estado da cadeia no tempo O, uma vez que a mesma foi iniciada em t, no 
tempo -t. Particularmente, F~M(i, u) representa a saída da simulação no 
tempo t = O, tendo a cadeia sido iniciada em i , no tempo t = -.Nf. Note 
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que não há necessidade de mantermos os valores individuais de </>ti ao invés 
disto, atualizamos FP segundo a regra Ft0(i, U) = Ft~l (cPt(i, ue) , U). 
Iniciando as cadeias em todos os possíveis estados de S, consideramos 
que as cadeias coalesceram num único estado quando F~t (i, U) for constante 
para todo i E S. Seja 
r= inf{.M: F~M (i, U) = constante, V 1 E S}, (3.1) 
onde r é o tempo de coalescência das cadeias de Markov iniciadas em todos 
os possíveis estados de S. Note que se tomarmos M ' > r e aplicarmos o 
CFTP a partir de .H' . considerando as mesma condições iniciais e as mesmas 
seqüências aleatórias, o valor de F~M' será igual ao valor de F~r· Desta 
forma, não há necessidade de avançarmos num passado além de r. 
Como ilustração, suponha uma cadeia de Markov com matriz de proba-
bilidades Pt,j e função de transição c/J, tal que F~M seja constante, para todo 
t E S , em r = -1000. Se simularmos em direção ao passado utilizando 
NI' igual a um milhão. sob as mesma condições iniciais e utilizando as mes-
mas seqüências aleatórias, consequentemente as amostras F~1.ooo e F~1.0oo.ooo 
serão iguais em t = O. ~otemos que à medida que t tende à oo, a probabili-
dade de F~t tornar-se constante tende a 1. 
Desta forma, percebemos que, descartando a necessidade de determinar-
mos um valor inicial grande o suficente para M , e, executando a simulação 
do passado em direção ao presente de forma que F~M seja constante. temos 
que a probabilidade limite ao simularmos do passado em direção ao presente 
será igual à probabilidade limite quando simulamos do presente em direção 
ao futuro. Neste caso o limite é igual a 1r. Assim, sem definirmos um limite 
para A1, a simulação do passado em direção ao presente gera uma amostra 
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com distribuição de probabilidade igual a distribuição estacionária da cadeia 
de Markov. 
O problema do método CFTP é que se S é muito grande, ou infinito, o 
algoritmo não é aplicável. 
3.1.1 O algoritmo CFTP 
Seja U = { .... , u_3, u_2, u_I} . O algoritmo CFTP pode ser definido da se-
guinte forma: 
t+-0 




FNi , U) = Ft0... 1 (<Pt(t, Ut), U), para todo tE S . 
Até que ~o seja constante. 
3.2 Monotonicidade 
Suponha que o espaço de estados S (possivelmente muito grande ou infinito) 
da cadeia de \llarkov Xt. definida anteriormente, admita alguma ordenação 
parcial. Com respeito a esta ordenação parcial, quando a função de transição 
<Pé tal que, se x ::; y => <P(x, u) ::; <P(y, u) para todo u, dizemos que a função 
de transição é monótona. 
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Se mais ainda , S tem a propriedade de que existe um único estado 
minimal e um único estado maximal, Ô e i, respectivamente, o algoritmo de 
CFTP pode ser implementado considerando-se apenas o estado minimal, ô , e 
o estado maximal, i , garantindo-se que, se todos os estados possíveis fossem 
considerados para t = - /vf: os mesmos encontrariam-se no mesmo estado em 
t = O. uma vez que os caminhos iniciados em Ô e i tivessem acoplado em um 
único estado em t =O. 
3.2.1 O algoritmo CFTP considerando-se monotonici-
dade 
Seja U = { ... . , u_3, u_2 , u_!} . Considerando o caso em que S tem a propne-
dade de que existe um único estado minimal e um único estado maximal, Ô e 
i, respectivamente, o algoritmo de CFTP pode ser implementado da seguinte 
forma 
t ~o 
FJ = tP-1 (i, u-1), para i = Ô, Í 
Repita 
t ~ t-1 
gere Ut 
o o o • ~ A 
Ft (z, U ) = Ft_1 (<Pt(t , Ut), U), para z = O, 1. 
Até que Ft0 seja constante. 
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3.3 O vício causado pelo usuário impaciente 
Através do algoritmo CFT P é possível obtermos, exatamente, amostras de 
uma distribuição estacionária ?T. De qualquer maneira, para obtermos amos-
tras não viciadas é crucial que a simulação execute suas interações até que 
uma amostra seja retornada. Desta forma, devemos considerar o tempo de 
acoplamento r, e o ponto amostrado, denotado por F0 , como variáveis ale-
atórias dependentes (veja Propp e Wilson(1996), Seção 2.1). Assim, se por 
exemplo, um usuário impaciente abortar a simulação do algoritmo CFTP 
antes da amostra ter sido retornada, a amostra obtida será viciada. 
Considere o exemplo a seguir, apresentado por Fismen(1997). 
Exemplo 3.2 Seja uma cadeia de Markov definida no espaço de estados 
S = {0, 1, 2}, com a seguinte matriz de transição 
0.5 0.5 0.0 
0.5 0.0 0.5 
0.0 0.5 0.5 
A distribuição estacionária encontrada foi 1r(O) = 1/3, 1r(l) = 1/ 3, ?T(2) = 
1/ 3. A regra de transição que assegura monotonicidade é dada por Xt = 
max(Xt- 1- 1, O) , seU :5 0.5; e Xt = min(Xe- 1 + 1, 2), se U > 0.5. Suponha 
que o algoritmo CFTP tenha sido iniciado com uma cadeia no estado mínima! 
Ô = O, e outra no estado maximal i = 2, respectivamente. 
Além disso, considere a situação em que um usuário impaciente aborte a 
simulação em A10 iterações, tal que Jvf0 = 2. Assuma Z o valor obtido quando 
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as cadeias coalesceram em um único valor em t = O. As situações abaixo 
configuram o cenário da simulação quando um usuário aborta as simulações 
em M0 = 2. 
• U-1 $ 0.5 e U0 $ 0.5 : Z = O 
• U_1 :::; 0.5 e U0 > 0.5 : Z = não definido 
• U_1 > 0.5 e U0 $ 0.5 : Z = não definido 
• U_ 1 > 0.5 e Uo > 0.5 : Z = 2 
Observamos através do exemplo dado que os estados O e 2 são os únicos 
possíveis de serem amostrados e que, neste caso, o algoritmo CFTP produzirá 
uma amostra Z governada pela distribuição de probabilidade n ' (O) = 1/ 2, 
n'(l) =O, n' (2) = 1/ 2, a qual é viciada pois não é igual a n . 
Uma maneira de diminuir este vício seria aumentar o valor de M0 , de 
maneira que aumentasse a probabilidade do estado 1 ser amostrado. De 
qualquer forma, a amostra sempre será viciada. 
3.4 Simulando perfeitamente num espaço de 
estados ilimitado 
Como vimos anteriormente, o algoritmo CFTP é aplicável somente para ca-
deias de Markov definidas em espaço de estados limitado. Desta forma, não 
é possível aplicarmos algoritmo CFTP para amostrarmos da distribuição es-
tacionária de cadeia de Markov definida no espaço de estados ilimitado; uma 
vez não seria possível definirmos um estado minimal e um estado maximal. 
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Como solução, Kendal1(1998) propôs um método que usa um truque na cons-
trução da função de transição, de forma que, no espaço de estados ilimitado, 
coalescência deixa de ser um problema. Este método é denominado '!CFTP 
dominado" (Dominated CFTP). 
A idéia deste do "CFTP dominado" é encontrar uma outra cadeia Ct -
escolhida de forma que saibamos simular de sua dist ribuição de equilíbrio -
que domine a cadeia que possui distribuição da qual desejamos amostrar. 
Neste caso, a cadeia Ct deve satisfazer as seguintes propriedades: 
• As cadeias Ct e Xt devem ser atualizadas através das mesma variáveis 
aleatórias. A regra de transição pode ser escrita como 
• Se x ~ c entã.o 1>1 (x, u) ~ 1>2(c, u) para todo u. 
• Para qualquer valor x e tempo t < O, quase certamente existe s < t tal 
que X t ~ Ct se Xu = x para u < s. Isto garante que, se rodarmos as 
cadeias em direção a um passado distante o suficiente, eventualmente 
teremos Xt < Ct, de forma que a apartir deste tempo t a cadeia Xt 
estará dominada por Ct· 
• Ct tem distribuição limite conhecida, através da qual podemos simular 
diretamente. 
• Dado Cc , nós sabemos a distribuição condicional de (Ct- 1 , Ut ) e pode-
mos amostrar desta distribuição. Isto significa que devemos estar aptos 
a simular Ct em direção ao passado. Neste caso é interessante que Ct 
seja uma cadeia reversível. 
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3.4.1 O algoritmo CFTP dominado 
A seguir, encontra-se o algoritmo CFTP dominado. 
L Simule C0 da distribuição de equilíbrio de Ct 
2 _ Escolha 1\II > O 
4. Use os valores Ut, gerados de acordo com Ct , para verificar se o sub-
conjunto X _M E { x < C-ivi } coalesce em t = O. Se sim, aceite X0 
como ponto amostrado. Caso contrário, escolha um valor maior para 
M e repita o procedimento1 




Aplicação do algoritmo CFTP 
ao problema dos silos 
4.1 Impondo restrições ao espaço de estados 
Para o modelo proposto em (2.1), denotamos o espaço de estados por S = 
[0, oo) N, onde N é o tamanho do silo. O espaço de estados S não é limi-
tado superiormente e neste caso não existe um estado maximal que torne 
possível a aplicação do algoritmo CFTP para amostrarmos de 1r. Uma vez 
que este processo é definido num espaço de estados ilimitado, poderíamos uti-
lizar o algoritmo "CFTP dominado" , descrito na Seção 3.4.1, para gerarmos 
amostras aleatórias da distribuição 1r. No entanto, sobre esta distribuição 
estacionária temos informação somente sobre sua unicidade, média e matriz 
de variâncias e covariâncias, de forma que não foi possível determinarmos 
uma cadeia Ct que dominasse o processo (Wt : t ~ 1) . Desta forma, não foi 
possível utilizarmos o algoritmo "CFTP dominado"para obtermos amostras 
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da distribuição de interesse 1r. Como solução definimos um valor K como 
o estado maximal em t = - NI e aplicamos o algoritmo CFTP. Entretanto, 
ao truncarmos o espaço de estados inicial não estamos mais amostrando da 
distribuição estacionária r. e sim de uma outra distribuição de probabilidade. 
Chame esta distribuição de r.'. 
O objetivo é tornar a diferença 11 1r - 11"1 11 pequena o suficiente para 
obtermos amostras com distribuição de probabilidade muito próxima daque-
la associada ao espaço de estados inicial sem restrição. Para que isto seja 
satisfeito, a idéia é iniciarmos a simulação em t = - M , com um valor K 
que seja suficientemente grande de tal forma que em t = -M, sob a medi-
da invariante, os estados maiores que K ocorram com probabilidade muito 
pequena. 
Esta última condição é essencial; se iniciarmos a cadeia em - M' < 
-T(K), onde T(K) é o tempo de acoplamento, e reiniciarmos o algorit-
mo CFTP a partir de - M', considerando-se as mesmas condições inicias e as 
mesmas seqüências de variáveis aleatórias, gostaríamos que F'!J~) E [0, K]N 
Fo po e -M' = -T(K)· 
Resta dizer que ao truncarmos o espaço de estados inicial cometemos um 
vívio da forma daquele praticado pelo usuário impaciente, como descrito na 
Seção 3.3. 
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4.1.1 Quantificando o erro causado pelo trunca1nento 
do espaço de estados inicial 
Considere o processo We definido em (2.1) . Seja 
n(A) N ~ - JP(Wo E A, w-T(K) E [O) K] IW- oo = x) + JP(Wo E A, w-T(K) i: [0, K]1 IW-oo = x) 
- I+ II, 
tal que 
I - lP'(Wo E AIW- r(K) E [0, K]N, H'- oo = x) x lP'(W-r(K) E [0, Ktlvv·-oo = x) 
I ) N = 11K(A X 11(W-T(K) E (0, K] ). 
Note que 
1 - 11(W- T(K)(x) E [0, K]N) - !PJT(W-T(K)(x) > K , para algum x = 1, ... , N) 
N 
< L !PlT(W_T(K)(x) > K) 
x=l 
< t 1En [vv·_;(K)(x)] 
x=l 
N 
= ' X ( N + 1 - X) (2 4) L K , por .. 
x=l 




' x(N + 1- x) ó 
L K <, 
x=l 




Desta forma, concluímos que a diferença J J1r (A) -7r~ (A) 11 (norma da variação 
total) torna-se arbitrariamente pequena quando K é suficientemente grande, 
pms 
Jl1r(A)- 1r~(A) 11 sup j1r~(A)[1r(vV_T(K) E [0, K]N) - 1] 
A 
+ P (Wo E A, W-T(K ) ~ [0, K]JW-oo = x) J 
< sup j1r~(A)[l- 11(W-T(K) E [0, K]N)]J 
A 
+ sup JlP(W0 E A, W-T(K) ~ (0, K ]J vV_oo = x)l 
A 
sup j1r~(A) I x 1[1- 1r(W-T(K) E [0, K)N) ]I 
A 





Considere o processo definido em (2.1). Seja <P: [O,oo)N x MN 4 [O,oo)N, 
tal que MN é o espaço de matrizes N x N com elementos em [0, lL definida 
por 
<I> (W, llJ) = ]. + llJW' 
onde n = (1, ... , 1)'. Sejam as matrizes lVNxl e lUN xN tais que 
o u,(2J o o o o 
l-U,(2) O Ut(3) •• o O 
O O O 1 - Ut(f\' - 1) O Ur(/11) 
O O O O 1-U,(/11-1) O 
Considerando as matrizes vVt e 1Ut, tal que { Ut (j), j = 1, ... , N} é uma 
família de variáveis aleatórias independentes cujas componentes são variáveis 
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aleatórias independentes e identicamente distribuídas segundo uma U(O,l), 
temos que o modelo proposto em (2.1) pode ser definido como 
cb(Wt-I. Ut-1). (4.3) 
Defina Ô = (0, ... O)' e Í = (K , ... , K )' os estados mini mal e maximal, respec-
tivamente. Além disso, considere wJí) a cadeia de Markov iniciada em i, 
no tempo t = O. Vimos como parte da prova do Teorema 2.5 que acoplan-
do os processos utilizando 4> e as mesmas variáveis aleatórias uniformes. o 
processo definido por (2.1) é atrativo. Desta forma, se vvJõ)(x) s; wJil(x) 
para x E {1, ..... V}. então ~vt(Õ)(x) s; ~vPl(x) para x E {1, .... N} e todo 
t ~ 1. Assim, temos que rJ; é uma função de transição monótona que satisfaz 
as propriedades de monotonicidade definidas na Seção 3.2. 
Considere o tempo inicial t = -M. SejaM= -1 e W~i{ = 1-. Então 
O ( n ;(l) «u ) -1 li -l• - l 
SejaM= -2 e H -~~J = i. Então 
vl'o 
trT ru(i) n + v-1 vv _ 1 . 
cl>-1 (<iJ-2(1 t'~tJ. 1lL2 ) , ILLI) Wo 
n + ru_, w_. 
n + U-1 [n + l[Lz H"-z] 
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Seja Jf = -3 e ~r~iJ = i. Então 
<f>-t(<P-2(<b-3(tV~1J, 1[)_3), 1U_2),1U_1) - l'Vo 
:n + 1[)_1 g·-1 
:n + U:L t(:n + ü-2 H ·-2J 
ll + u_t ll + u_l u_2 H' -2 
- ll + u_l n + u_lu-2 [n. + llL3 vv_3] 
Desta forma, seja lvf = -L e TV~il = i. Então 
= 
:n + U-1 H'-t 
n. + trL 1 [n. ~ u_2 M --2! 
ll + u_t(n. ~ u_2[1 + u_1 H·_JJl 
D. + U_t D.- V_t(;-2D. + 1lJ_tU-2U-3D. + · · ·- V_tU-2U.L3···1U-L+t D. + 
l.L tiU-2 U-3 .. . lU-L "K7~t 
4.2.1 O algoritmo CFTP aplicado ao problem a dos si-
los 
Consideremos nr~~~ e n:~~~1 duas cadeias de ~larkO\ sendo iniciadas nos es-
tados ô = (O .... , O)' e i = (K . .... K )'. respecth·amente1 no tempo t = -i\-1. 
Desta forma, o algoritmo CFTP aplicado ao problema dos silos é dado por: 
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t f- o 
A t- (O ~ ... , O)'IxN 
ll f- (1, ... , 1)~xN 
V t- li N (li N = matriz identidade de ordem N) 
Repita 
tt-t -1 





\l f- V X 1Ut 
vvJô) +- n + A + v x wt<ô> 
wJi) +- n + A + v x wP) 
At-A+Vxn 
Até que IJ HlJil - wrJô) lloo< c 
A função 1  . lloo é a norma infinita. O valor de E adotado na construção 




5.1 Considerações preliminares 
As amostras aleatórias foram geradas através do algoritmo CFTP descrito 
na Seção 4.2.1. Uma vez que o espaço de estados inicial foi truncado em 
K , procuramos a\·aliar o desempenho do algoritmo comparando a média e 
matriz de covariâncias teóricas do vetor aleatório com as estimativas obtidas 
através dos dados gerados. 
Foram simuladas m amostras de tamanho n para cada um dos silos de ta-
manho .5 , 15 e 21, respectivamente. Representemos cada amostra de tamanho 
n por 
{ Ul(l,t) w·(n .i)} ' - 1 v• , .. • , , para~- , ... , rn. (5.1) 
As componentes de cada uma das amostras são representadas por vetores 
coluna. Além disso estas componentes são variáveis aleatórias independentes 
e identicamente distribuídas segundo a distribuição 1r~, com média 11 e matriz 
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de covariância-s E. Como as amostras são independentes entre si, aplicando 
o teorema central do limite multivariado, temos que 
r,v(t} = w(l.i} + ... + l-tr(n,í) 
vv -------, para todo z = 1, ... , m, (5.2) 
n 
converge a uma distribuição normal rnultivariada com média J.t e matriz de 
covariâncias ~ - Devemos assumir n suficiente grande e maior do N. 
Neste trabalho testaremos somente a igualdade de médias e covariâncias. 
Do ponto de vista do teste de hipóteses, este problema pode ser formulado 
da seguinte forma: 
Ho : 1-t = J.to x Hr : J.t =!= J.to, (5.3) 
tal que J.to é a média teórica descrita em (2.9), e 
H~ : E = Eo In x H~ : E =/= Eo In, (5.4) 
tal que Eo é a matriz de covariâncias teórica obtida através da solução do 
sistema. linear descrito em (2.22). 
U TXT(l) w (m) , 1 , • . d d ma vez que "" ... , e uma amostra a eatona m epen ente e 
identicamente distribuída segundo uma Normal multivariada denotada por 
NN(J.t, ~), o teste apropriado para igualdade de médias definida em (5.3) é 
da forma 
onde 
-(1) - (m) 




A estatística T 2 tem distribuição <~-_1;:: FN,m-N , onde FN,m -N denota uma 
variável aleatória com distribuição F com N e (m- N ) graus de liberdade. 
No teste para igualdade de variâncias definida em (5.4) temos que o teste 
apropriado é o teste da razão de verossimilhança, denotado por 
onde 
A _ sup~L(J-L, L:o) 
- SUP~.r;L(J.L , L:) ) 
(5.5) 
L(f.l. ) L:) = (det~)-mf2exp(traço( -l/ 2L:-1 A))exp[-l / 2m( W - ,u)'~- l (W- tt)] . 
Nesta última expressão temos que A = mS2 . O numerador em {5.5) é en-
contrado fazendo-se /-L = W e o denominador fazendo-se f.1. = W e E = ~ . 
A região crítica do teste é da forma -2 log A ~ Ca e Ca é escolhido de 
tal forma que o tamanho do teste seja a. A distribuição de - 2 log A, sob a 
hipótese nula, está descrita em Muirhead (1946). 
5.2 Resultado das simulações 
Para a amostra definida em (5.2) , os valores de n e m são, respectivamente, 
50 e 100. O nível de significância adotado foi a= 5%. 
A Tabela 5.1 mostra o erro cometido ao truncarmos o espaço de estados. 
Como já mencionado, o erro é a razão entre a soma das componentes do vetor 
de média de um silo de tamanho N e o valor K adotado. 
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Tabela 5.1: Erro cometido ao truncarmos o espaço de estados inicial para 
silos de tamanho N 
N K 6 
5 10.000 0.035 
15 30.000 0.03 
21 50.000 0.035 
As Figuras 5.1 a 5.2 mostram que o vetor de média observada é muito 
próximo do vetor de média teórica. A Tabela 5.2 traz os resultados que 
confirmam que a média teórica do vetor aleatório Vfft é um valor plausível 
para a população de média 11 · 
Tabela 5.2: Resultado do teste de igualdade de médias, considerando-se si los 
de tamanho N 
N (m-N) yz [(m-l)NJ valor-p Rejeita Ho 
5 1.14 0.34 Não 
15 1.23 0.27 Não 
21 1.05 0.41 Não 
A Tabela 5.3 traz os resultados que confirmam que a matriz de covariância 
teórica do vetor aleatório W1 é um valor plausível para a população de matriz 
de covariância Eo /n. 
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Tabela 5.3: Resultado do teste de igualdade de covariâncias, considerando-se 
silos de tamanho N 
N - 2 log A valor-p Rejeit a Ho 
5 21.05 0.876 Não 
15 137.6 0.877 Não 
21 235.6 0.584 Não 
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5.2.1 Tempos de acoplamento 
Analisando-se as Figuras 5.4 a 5.6 é razoável considerarmos, para cada um 
dos silos de tamanho N = 5, 15, 21 , que os tempos são distribuídos aproxima-
damente segundo uma distribuição Normal. A Tabela 5.4 traz os intervalos 
de confiança para a média dos tempos de acoplamento. 
Tabela 5.4: Intervalo de confiança para o tempo médio de acoplamento 
(T(K)), considerando-se silos de tamanho N e o valor K 
-
N K T s IC(95%) 
5 10.000 140.2 12 (139.89; 140.55) 
15 30.000 1160.4 54.5 (1159.9; 1161.9) 
21 50.000 2268.7 87.5 (2266.25; 2271 .11) 
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Figura 5.4: Histograma de freqüência relativa dos tempos de acoplamento 
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Figura 5.5: Histograma de freqüência relativa dos t empos de acoplamento 
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Figura 5.6: Histograma de freqüência relativa dos tempos de acoplamento 
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5.3 Investigando a distribuição do tempo de 
acoplamento (T(K )) como função do ta-
manho do silo ( N ) 
Com o intuito de verificar empiricamente qual a distribuição do tempo de 
acoplamento T(K) como função do tamanho do silo N geramos, para cada 
silo de tamanho N, uma observação correspondente ao tempo de acoplamen-
to T(K). Esperamos que o tempo de acoplamentol observado em número 
de interações, aumente consideravelmnete à medida que o tamanho do si-
lo cresce; além disso, consideramos a hipótese de que T (K ) = Na:, para a 
constante. Tomando o logaritmo, temos que 
log(T(K)) = alog(N) +C, (5.6) 
onde C é constante. 
Os tempos observados encontram-se na Tabela . Através da Tabela 5.6, 
observamos que o valor da variável ex e da constante C é aproximadamente 
2, de tal forma que o tempo estimado (T(K)) é dado por 
log(T(K)) = 2 * log(N) + 2. (5.7) 
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Tabela 5.5: Tempo de acoplamento (T(K)), considerando-se silos de tamanho 
N 
~v· T (K ) = números de passos N T (K ) = números de passos 
5 132 115 82328 
15 1233 125 95160 
25 3524 135 112647 
35 6978 145 135361 
45 11353 155 152432 
55 16760 165 172733 
65 24382 175 196077 
75 33157 185 221404 
85 44529 195 246185 











































884 . 25 
0.0008129 2383 .98 
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Pr > F 
<.0001 




Através das Figuras 5.1 a 5.3 observamos que a média obsen-ada é bem 
próxima da média teórica. Além disso, através do teste para comparação de 
médias notamos que a hipótese de igualdade das médias não é rejeitada em 
nenhum dos casos. ~o caso das matrizes de covariância também obtivemos 
bons resultados, uma vez a hipótese de igualdade de covariâncias não é rejei-
tada para os silos de diversos tamanhos. Estes resultados mostram que em 
termos do primeiro e segundo momentos as observações satisfazem os resul-
tados teóricos associados à medida invariante. Portanto. podemos concluir 
que ainda que o algoritmo CFTP seja construído segundo um truncamento, 
o mesmo permite obtermos bons resultados. 
Apesar de termos obtido bons resultados, não podemos deixar de comen-
tar que para a adaptação do algoritmo CFTP ao problema dos silos definimos 
o acoplamento das cadeias segundo um erro a priori. Por este motivo, e, pelo 
fato de truncarmos o espaço de estados inicial) seria interessante se futura-
mente conseguíssemos propor um algoritmo através do qual fosse possível 
obtermos, de forma exata. amostras da distribuição invariante 7f. 
46 
Apêndice A 
Matrizes de covariância 
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Ma.lri1. de covariância. lcórica. para. N = 5. 
l0.(J9 o.oo -4.05 o.oo -1.50 
o.oo 16.69 o.oo -6 . 02 o.oo 
-4.05 0.00 10.77 o.oo -4.0!> 
o.oo -6.02 o.oo 16.60 • 0.00 
-1.50 0.00 -4.05 o.oo 10.09 
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Matriz de covariância csLimada para. N = 5. 
10.2!.1 0 . 18 -~.06 -0.07 -1.!>1 
0.10 16.38 -0.6~ -6.03 O . H 
-4.06 -0.6• 10.73 0.16 -4. ll 
-"0.07 -6.03 0.16 l6.S4 -0.01 
-1. Sl o 11 -· . 11 -o. 01 11.24 
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MaLri% de covariância teórica para N = 15. 
2l1 .12 o.oo 1.46 o.oo -25.49 o.oo -32.!>0 OoOO ·2?oH OoOO ·27.o57 OoOO - lJ o19 OoOO -4.61 
o. 00 45!>o02 OoOO -J1o31 OoOO - 6( o 61 OoOO -fi~ oll OoOO •5Jo58 OoOO -36o72 OoOO -lllo 43 OoOO 
1. 46 OoOO H2o57 OoUO -94 o 22 OoOO -106o24 CJoOO ·93o03 OoOO -60 o 9"7 OoOO ·Ho!>4 o.oo ·lJo19 
OoOO -l7 .li OoOO 967 o28 OoOO -1~3 ol2 OoOO ·1Ho85 OoOO ·lll.lO OoOO •Ho29 O o OI! -36o72 OoOO 
•ZS o40 0.00 -94.22 o.oo I t96o02 OoOO -202o61 o.oo -165.53 OoOO ·117. 61 OoOO -60. 97 o.oo -no'>l 
o.oo -64 o 61 o.oo -1!.3 .1.2 o.oo 1376.19 o.oo -235.11 OoOO -llloOO o.oo -ll1.30 OoOO -53.59 o.oo 
•32o50 o.oo -106o24 0.00 -202o61 OoOO U92.4S o.oo -246o40 0.00 -165.53 o.oo -93.03 OoOO -; 9 o 14 
OoOO -65 o Jl o.oo -141.115 OoOO -235 o n OoOO 1Sl2o23 OoOO -2i5ol1 0.00 -141.95 OoOO -65.37 OoOO 
-l9o14 o.oo •93.03 o.oo -165.53 OoOO -246o40 o.oo 14!12. 45 0.00 -~02o6l OoOO -106o24 o.oo -32 o 50 
OoOO -!>3o!;O OoOO -lll.JO OoOO -17Jo~l) OoOO -23~ oU o.oo ll76o 'I') OoOO ·I:IJ.L2 OoOO -64o6l o.oo 
-22.51 o.oo -60.97 OoOO -117.61 OoOO -165.!>3 U.IJO -202o 61 0.00 1196.02 0.00 -94 o 22 o.oo -25. 40 
OoOO •36.12 o.oo -14.29 o.oo - Lll.JO OoOO -l4lo85 OoOO · 15J.IZ OoOO 967ol0 OoOO -Jl.Jl 0.0(1 
-l3.7!1 o.oo -H . !H OoOO -r.o. p1 o.oo •?3oOJ o.oo -tor. .zc o.ou ,.~"J4. 2;! OoOO 112.51 O.M t. 4<· 
0.011 -111. 4:1 (1,011 - .llt. '17. ll o(ltl .. r,:, ·'>0 ll oOII ·(i!>.ll o.on -t.4.f.l 11,1111 -.11 .. ) I O.ttoJ 4'•'!> . Ul 0.1111 
• 4o6l 1).00 ·l;l. 1'• o.oo -?J.~.~, OoOO -.l. ~o'/4 0.1)0 .. Jl.~U llolllt -J'• · .411 OoOO I. 4•i o.oo li L 17 
[.)0 
Matd~ de covariância estimada para N 15. 
201.60 7.93 - 2.10 -0.94 -33.17 -J.67 -16 . 87 1.!12 -2?.';8 -19.0~ -23.40 - 4 .51 - 9. 11 12.05 -~- 6~ 
.,, 93 447 .':15 1. ~2 -H. JZ -10.62 - 40 . 46 ~.70 - 64 .39 3.,. -63.86 8 . 91 -20.61 -1. li -18.87 3.12 
-2.70 1.22 7 34. 2l -11.7!:. -99.12 4 . 00 - 100 . 6~ 22.70 -111.53 - H .25 -100 . 60 -24. J 1 -zo . 11 15.!>6 -3.97 
-0.94 -54.32 -11.75 100'> .02 -14 . 21 - 114.00 15.19 -145.15 1.46 -9L.29 13.93 -07.90 22 . 93 -33. lO o.oJ 
-J3. 11 -10.62 -ag. 12 -14.27 12~5.74 6 . 19 -205.34 22.13 ·l39.0U -16.10 -1~3 . 44 15.02 -70. 50 -12 . 79 -ll. OO 
-J ,(i'/ - 40.46 4.00 -1H, 80 6.19 1301.21 ·Z1. 60 -249.06 •36. 10 -110.1)7 20.!13 -100.95 -21.75 -46.08 5 . 01 
-16.01 ~.10 -100. 65 15. 19 -.?05.34 -2'1. 60 14~1. 24 -Zl.H - 261 .16 26.Ul - 1 ~6.0!> 2.9G -120 . ?9 -2. 10 -)0.~2 
1.52 -6~.39 22.711 -145.1!1 ?2.lJ -249.06 -21.45 1541.2~ -26. 40 -245.~11 -2.n -121.70 2.~9 - 63.6l -O.!:.Ii 
- 22 . 50 3.74 - 111 .sJ 7.46 -139.00 -36 . 10 -261.16 -26.40 1555,05 U .45 -1'1:0.24 4 2.09 -us.H -1.21 -SI. 99 
-U . O!l -63.06 -41. 25 -91.2!1 -16. 10 -110.(11 7.6.0'1 - 2 45 . 97 14 . 4 ~ 1370 , 111 -2J.U - 15 9 .50 0.10 -66. 62 - I. 36 
-23.40 0.?7 - 100.60 D.9J -I:.J.H 20.~3 -1~6.05 -2.92 -175 • .l~ -23.11 120~.JG ·22.LG -O'j . )~ -s . o -7.0.15 
-4.~1 -20.,1 -24. 3 1 -07.90 l :0 .02 -too.~!J 2 . ~6 -121.70 42.09 -1!>9.50 -22. li) !l::i~.Jl -10.60 - JG. 11 u. ~J 
-9.11 ·7. L'/ -26.7'1 7.2 . 93 - ·1o. ~o •21. 75 -120 . 99 2.!;9 -115.1~ 0.10 -05.39 -10.1i0 714.53 -25.!>8 11. ~o 
12.0'5 -10. 07 15 . 56 -33. 10 - 12 . '19 -~6.00 -2.11) -63 . 63 -1.21 -66.G2 -~.o -36.11 -25.50 470.41 l. '/') 
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Apêndice B 
Programas implementados no 
M ATLAB 
A função amostra executa a função coupsilos, a qual recebe como parâmetros 
o tamanho do silo (n), a semente, o valor de K (onde truncamos o espaço de 
estados inicial) e o número de observações a serem geradas (nobs). 
function valor=amostra (n,semente,maximo,nobs) 
echo off; rand('state',semente); format l ong; tic; 
x=[]; for i=l :nobs 
x=coupsilosS(n,maximo); 
end; 
tfim = toe; d1sp(tfim); valor=O; 
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t = t-1; 
for k=1:n 
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u(k,1) = rand; 
end; 
m = zeros(n,n); 








V = V*ID; 
matl = ones(n,1) + acumula + V*vetl; 
mat2 = ones(n,1) + acumula+ v*vet2; 
acumula=acumula+v*ones(n,1); 
if ((norm(matl-mat2,inf)) < e) & (fim==O) 
matl = mat2; 





cabe calho=' ' ; 
for i=l:n 
cabecalho = strcat(cabecalho,' %12.10f ') ; 
end; 
cabecalho = strcat(cabecalho(2:length(cabecalho) ),'\n'); 
nomearq1 = strcat('c:\users\mariana\novos\ amostra' ,num2str(n), ' .dat'); 





fprintf(fld,'%12 . lf\n' ,(-l)*t); 
fclose(fid); 
valor = mat 1; 
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