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Introduction.
Let T be a transformation of the set of the n-th degree polynomials, forthwith denoted by 7rn [X] , into itself. In general, even if it is known that all the zeros of u reside in a certain real interval, little can be said about the zeros' location of T u. However, there exist many transformations that exhibit regularity in their "mapping" of zeros. Possibly the simplest nontrivial example is T u = u', which retains the property that all the zeros of u reside in a real interval (for a complex-plane version of this statement, the Gauss-Lucas theorem, cf. [16] ). The themes of this paper are three general techniques to produce transformations that display interesting "zero-mapping" properties. The first is classical and its major elements can be traced back to the work of Laguerre, a century ago. Nonetheless, it deserves being better r ( tukx k=O n = LakUkXk k=O k maintains the reality of zeros. All such sequences can be characterized by means of certain analytic properties of the generating function <I>(z) := 2:::C::=o(l/n!)anzn. This characterization will be surveyed in Section 2. Similar results for multiplier sequences of the second kind, which are defined similarly to (1.1) but, instead, map positive zeros to real zeros, can be found in [18] .
It is, in general, a nontrivial task to generate interesting multiplier sequences. One technique, which is mentioned in Section 2, rests upon the connection between such sequences and the P6lya frequency functions [12] . A less general method originates in the theory of biorthogonal polynomials and it is explained in Section 3.
Another source of interesting transformations is the theory of biorthogonal polynomials. The authors were engaged recently in extending the perimeters of this theory, and the surveyed results follow from this work.
Let cp( x, ,tL) be a real distribution (as a function of x E (a, b)) for all,tL in the parameter interval (c,d). We say that Pn(X;,tLl,'" "tLn) is an n-th biorthogonal polynomial if ,tLl, ..."tLn E (c, d) are distinct, Pn E 7rn[x] and lbpn(t; ILl,.. , ILn) d<p(t, ILk) 0, k (1.2) 1,... ,n It is obvious that biorthogonality generalizes "conventional" orthogonality, in the sense of Tn (X) := Pn(X; 0,1, ..., n -1) .being orthogonal with respect to T(X), where dcp(x, /l) := xll. dT(X). Moreover, it can be easily checked that Tn (X) coincides with limll.1 ,... ,Il.n -+0 Pn (X; /l1, ..., /In) where, now, dcp(x, /l) := /lx dT(X).
In Section 3 we survey elements of the theory of biorthogonal polynomials, mainly in connection to loci of their zeros and to the derivation of their explicit form. This theory is used in Section 4 to define a family of transformations by the relation
Subject to further conditions on rp, the transformation T maps zeros in a predictable manner, from (c, d) to (a, b). We derive one such transformation in detail and list further transformations that "correspond," in a sense, to familiar distributions.
Section 5 is devoted to a second application of biorthogonality to the subject matter of this paper. By identifying the distribution drp(x,.u) with G(X,.u)dT(X), where T is a distribution and G a generating function of its orthogonal polynomials {r n}, we obtain a transformation of the form Unfortunately, this is not the case, as we demonstrate by providing a counter-example. We partially remedy this situation by giving a simple proof of a somewhat weaker statement, utilizing the composition of two transformations of biorthogonal type and the form (1.3).
An alternative formulation of the transformations that are considered in this paper follows by virtue of linearity of each T u in the coefficients of u, as long as we represent both in "correct" bases. Since this representation generally depends on n, we find for every n = 0, 1, ... two bases of 7rn [x] , the range basis t;n,O,t;n,l,... ,t;n,n and the image basis Vn,O, Vn,l, ..., vn,n, such that the action of Ton u E 7rn[x] is fully described by T : ~n,k(X) f--+ Vn,k(X), k 0,1 no For example, the multiplier transformation (1.1) is, simply, T : xk ã kxk, and (1.4) corresponds to T : xk .~ f3kTk(X). Note that all these four bases form Newton systems-each t;n,k and Vn,k is independent of n. This does not reflect the full generality of the transformations in this paper.
Applications of "zero-mapping" transformations are outside the scope of this survey. Multiplier sequences were already used in a large number of fields, e.g., in theory of delay equations [6] , analysis of numerical algorithms [17] and approximation theory [10] . Moreover, the definition (and the range) of underlying "zero-mapping" transformations can be extended to entire functions, leading to the P6lya-Laguerre class [7] . We believe that the more novel forms of transformations are likely to be of equally wide-ranging applicability.
A word about notational conventions in this paper: We deal here with three different concepts of orthogonality, a whole host of distributions The set of all n-th degree polynomials with real coefficients.
An arbitrary polynomial in 7rn [x] .
A mapping of 7rn[x] into itself.
A range sequence.
An image sequence.
A multiplier sequence.
An AI-Salam and Ismail sequence.
The generating function of {ak}.
A distribution in x.
Polynomials orthogonal with respect to the distribution 7.
A generating function of {r n}.
Discrete convolution-orthogonal polynomials of AI-Salam and Ismail.
Generalized moments of cp with respect to the monic sequence {Pn}.
Polynomials biorthogonal with respect to the distribution cp and parameters J.Ll, ..., J.Ln E (c, d).
The parameter polynomials Il~=l(X -J.Lk).
2. Multiplier sequences. Multiplier sequences of the first kind have already been defined in the introduction. To recap, we define the transformation T by (1. or, in the alternative formulation of range and image sequences, En,k(X) = xk, Vn,k(X) = akxk, and say that {an} is a multiplier sequence of the first kind if T takes polynomials with real zeros to polynomials with real zeros. Such sequences were already characterized by Laguerre [15] and, in a more streamlined and modern form, by P6lya and Schur [18] : Another example of a multiplier sequence, likewise derivable from elementary principles, is {qn2}, where -1 < q < 1 [15] . In Section 4 we produce alternative proofs for both sequences, based on biorthogonal polynomials.
Functions <I> that obey the conditions of Theorem 1 are called the type I functions in the P6lya-Laguerre class [12] . They are precisely all the real entire functions that can be obtained as uniform limits (on compact subsets of the complex plane) of polynomials with only real zeros, all of which have identical sign [4] . Such functions have obvious significance in approximation theory. Theorems 1 and 2 notwithstanding, it is quite complicated to produce nontrivial examples of multiplier sequences-the two above examples reoccur time and again in literature. Fortunately, a fruitful mechanism for generation of multiplier sequences is provided in terms of P6lya frequency junctions. We say that a function, f, defined on the real line, is a P6lya frequency function if the kernel f (x -y) is strictly totally positive. It is a P6lya frequency density if, in addition, it is integrable in (-00,00).
Deferring a discussion of strict total positivity, in the more general framework of strict sign consistency, to Section 3, we just quote an important result of Schoenberg [21] . We refer the reader to [12] for an extensive exposition of P6lya frequency functions and to [2] for some of their applications to rational approximation theory.
Another means for derivation of multiplier sequences is the theory of biorthogonal polynomials. Unlike the three preceding theorems, it falls short of characterization. Nonetheless, it provides a useful and easy technique for the problem at hand. We discuss this approach in the next section.
We mention in passing the generalization of multiplier sequences from the real line to portions of the complex plane in [13, 14, 4] . 3 . Biorthogonal polynomials.
Although biorthogonal polynomials were introduced and applied to various problems, more notably interpolation [5] , their treatment in [8] and subsequent papers differs in a crucial detail; instead of assuming a discrete set of distributions that generate underlying biorthogonal polynomials, we stipulate a distribution that depends on a continuous parameter. The discrete set of distributions that is required to define a specific biorthogonal polynomial is produced by sampling the parameter interval the requisite number of times. This dependence on continuous parameters yields the mechanism for generation of transformations. The theory of BOP's is surveyed in [8] . It is proved there that the BOP system {Pn}~=o exists and is unique, subject to is nonzero and of a sign which depends only on n, but not on the choice of the monotone sequences [12] .
Lemma 4 (Iserles and N~rsett).
If either 'P or (JJ is 01 in.u and SSG, then all the zeros of the BOP Pn reside in (a, b) and are distinct.
The proof of the lemma follows readily from strict sign consistency, since it implies that {cp(x, JLl), ..., cp(x, !.Ln)} or {w(x, !.Ll), ...,w(x, !.Ln)} is a Chebyshev set.
Note that strict sign consistency generalizes the more familiar concept of strict total positivity, whereby the determinant is always positive [12] . A special case is provided by the distributions that lead to Hahn-type orthogonal polynomials [3] .
A long and technical proof of regularity is given in [9] . Taking regularity for granted, the explicit form is easy to verify: Present the parameter polynomial in the basis n k-l n-l 8n(X) = LSn,k II 9j(X) II hj(x). The crucial observation that allows biorthogonality to be used to construct "zero-mapping" transformations is encapsulated in the following theorem. 
Biorthogonal transformations.
In this section we use Theorem 5, in tandem with distributions (3.4), to present several transformations with predictable behavior of zeros. The presentation follows a fixed pattern: we specify a distribution and a sequence {Pn}, verify (3.4) and use Theorem 5 on the explicit form (3.5). This yields a transformation which, frequently, needs to be furthe~ recast for greater clarity. This work is based on [9] , except for the recast transformations that lead to image sequences of orthogonal polynomials which appear in [11] . We make no effort to address ourselves to the full generality of results in these references. Note that in the proof of the theorem it is necessary to rule out zeros migrating to the origin-a trivial task.
To recast (4.1) we invoke a technical lemma from [11] :
., Vn E Rand Lemma 8 (Iserles and gaff). Given constants vo, /30,. .., /3n > -1, the identity xER, Again, the proof easily rules out zeros migrating to the origin -hence the zeros of the image polynomial are in (0,00) rather than [0,00).
The limiting case A = 00 of Example II will be of importance in our later discussion of discrete convolution-orthogonal polynomials. Hence, we state it as Example III. Many transformations in [9] involve basic hypergeometric series [22] . A typical example is Thirteen further examples are listed in [9] , but the underlying principle should be, by now, clear. Equally clear should be the gap between a schematic application of Theorem 5 and the final form of transformationsmanipulation.
-a gap that is filled by a great deal of careful formulae 5. Expansions in orthogonal polynomials. Let 'IjJ be an arbitrary distribution, defined for x E (a, b), and {r n} the coiresponding orthogonal polynomials.
We set In := J: r~(t) d'IjJ(t). Further, we stipulate the convergence and strict sign consistency of the generating [20] which is convergent and, by virtue of Lemma 6, SSG for all J1. E R. Strict sign consistency is considerably more complicated to examine than in previous examples and results are available at present only for the range a > -1/2. They depend on a criterion fqr strict total positivity from [19] : Lemma 14 (P61ya and Szego). Let two/unctions / andg be given i~ (0,00), such that / is positive and nonincreasing and 9 is monotone throughout the range. Then the function 
