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1. INTRODUCTION 
We are interested in the numerical solution of the following parabolic problem: 
$2 - $ = f(z,t,u), 
(z,t) E Q = 0 x (W’l, R = {z : 0 < 2 < l}, (la) 
21(0,t) = t&(1, t) = 0, 21(&O) = t&O(z), x E R, 
where ~1 is a positive parameter. The functions f(x, t, u), uO(x) are sufficiently smooth. We 
assume that 
f,, > m = const > 0, (x,&u) E Q x (-a~, +oo), fu E 2. (lb) 
This assumption can always be obtained via a change of variables. Under suitable continuity and 
compatibility conditions on the data, a unique solution u(x,t) of (1) exists (see [l] for details). 
For p<< 1, problem (1) is singularly perturbed and has boundary layers near the lateral boundary 
of & (see, for example, [2]). 
Iterative domain decomposition algorithms for the solution of singularly perturbed parabolic 
problems have been proposed in [3,4]. These algorithms are baaed on a combination of an implicit 
time discretization and domain decomposition methods. On each time step, this approach reduces 
a given problem to sequences of problems on appropriate subdomains, where regions of rapid 
change of the solution (boundary layers) are localized in subdomains. 
The algorithms from [3,4] have been constructed and analyzed in continuous forms, i.e., without 
resort to a spatial discretization in subdomains. In this paper, we present finite difference domain 
25 
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decomposition algorithms for problem (1). Our purpose is to introduce and analyze algorithms 
baaed on different time discretizations in different subdomains. 
The rest of this paper is organized as follows. In Section 2, we consider an undecomposed 
algorithm which exhibits an uniform in a small parameter convergence. In Section 3, we construct 
domain decomposition algorithms with different time discretizations. The first one is fully implicit 
in the time algorithm, where implicit time difference schemes are used for main subdomains 
and for interfacial subdomains as well; the next two algorithms are implicit-explicit algorithms. 
Finally, in Section 4, we give some straightforward generalizations of these algorithms. 
2. UNDECOMPOSED ALGORITHM 
Here we construct an implicit two-level time difference scheme on a nonuniform mesh which 
has an uniform in a small parameter p convergence. 
The following lemma from [2] contains estimates of the solution to (1) necessary below. 
LEMMA 1. If u(z, t) E P’(&) n Cn+29r+1 (Q) is the solution to (I), then we have the estimates 
y;;;y 1 I c [1+ cl-“W4] , n = O,l, n+r14, (2) 
II(z)=exp(-y)+exp(-‘(lpz)), O<t~~rtG/~, K=const. 
Here and throughout C denotes a positive constant which is independent of /I. 
When the parameter p tends to zero, parabolic boundary layers appear in the neighbourhood 
of the lateral boundary of &. Note that the derivative w, in the neighbourhood of the 
boundary layers, increases unboundedly when the parameter tends to zero. 
On the set, & introduce a rectangular mesh fit, x fi,: 
fib = {Xi, i = o,l,. . . , N, 20 = 0, XN = 1, hi = xi+1 - xi}, 
&=(t”=nr,n=O,l,..., N7, N?r=T}, 
where & is a nonuniform mesh with N + 1 nodes and fii, is an uniform mesh with N7 + 1 nodes. 
For a mesh function V(x, t), we use the following classical implicit difference scheme: 
p2hU(x, t) - U(x,t) - WGt - 4 = f(x t U) ,9 7 
7 
(x, t) E f-h x f&, 
(3) 
U(x,O) = z&O(x), x E ah, U(0, t) = U(1, t) = 0, t E iiT, 
and AU(x, t) is the second order central difference approximation to the second derivative 
1 
AU(Xi, t) = H 
U(Xi+l, t) - U(Xi,t) _ u(Xi,t) - u(Xi-19 t> 
hi 1 hi-1 ’ 
Hi= hi-l+h 
i 2 * 
Now we use a special nonuniform mesh adapted to the singular perturbation [2]. This mesh 
is constructed in such a way that the number of mesh points inside the boundary layers is 
apprmcimately equal to the number of mesh points outside the layers. 
Introduce the nonequidistant mesh ah, 
xi = ~~(4 NJ, i=O,l,..., N,, XNP = h,, 
xN,+i = p(i, hp, I- hp, 2N,), i=O,l,..., 2N,, 
x4N,-i = 1 - pp(i, Np), i=O,l,..., N,, “3N, = 1 - h,. 
(4) 
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Here the mesh generating function pP(i, NJ determines mesh points inside the boundary layers 
and has the logarithmic type form: 
p,(i,N~)=-(~)ln(l-pi), i=O,l,...,N,, p,(N,,N,)=h,, 
Ic 
where h, = (P/KY ln(cl)l is th e size of the boundary layers and K from (2). Outside the boundary 
layers, we use uniform meshes. This mesh generating function on [zi, zz] is defined by 
p(i, Xl, x2, NJ = Xl + yi, i=O,l,..., Np. 
l.J 
We note that the total number of mesh points is equal to 4N,, + 1 in &,, and 2N,, + 1 inside the 
boundary layers. 
In the following theorem, we give the convergence property of the difference scheme (3),(4). 
THEOREM 1. Let ~(2, t) be the solution to problem (1). Then the solution of the difference 
scheme (3),(4) converges p-uniformly to the solution of (1): 
where N is the number of mesh points in the space direction, r is the time step size, and 
constant C is independent of p. 
PROOF. Fix P, and consider the equation from (1) ss the one-dimensional differential equation 
for the space variable 2. Using Green’s function Gi for the differential operator g on [zi, zi+i], 
we represent the exact solution ~(2, t”) in the form 
J 
Xi+1 
u(X9t”)=~(Xi~tn)~li(X)+~(Xi+l~tn)~2i(X)+ Gi(s)$ (8, t”) ds, 
Xi 
II,(x,P) = f(x,tn,u(x,t”)) + auyn), 
where the local Green’s function Gi is given by 
Gi(x, s) = jr2q1(s) I h(S)42i(X), X Is, h(X)42&), X 3 8, 
W(S) = #24~)[h(X)lL - hi(s)[#2i(X)]L=, and hi(X), 42i(X) me defined by 
h(X) = 
Xi+1 - X X - Xi 
hi ’ $2i(X)=-* hi 
Equating the derivatives ,v and v for each i = 1, . . . , N - 1, we get the following 
integro-difference scheme: 
H&L (xi, t”) = /.C2 [J ” &&i-1(9)$ (S,t") ds + xi+1 &i(S)$J (Syt”) ds , Xi-l J 1 
i=l,...,N-1, u(O,t”) = 0, uX&“) = 0. 
Now representing $(z, t”) on [xi-i, xi+i] in the form 
Q (2, t”) = II, (xi, t”) + 1: s ds, 
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the above integrodifference scheme can be written as 
/.Ah(x, t) = f(x, t, u) + $ + 1(x,t,u), t&t) E ah x fir, (5) 
where we denote 
Now introduce the mesh function W(Z, t): 
W(Z, t) = u(2, t) - U(x, t), (x,t) E ah x a,. 
From (3),(5), and the mean-value theorem, it follows that 20(x, t) is the solution of the difference 
problem 
/J2AW(X, t> - (f: + 7-i) W(X, t) = --7%(x, i! - 7) + 1(x, t) + Tr&, 
(x,t) E ah x %, w(0, t) = 0, zo(1, t) = 0, w(x, 0) = 0, 
where f,* = fu(x, t,6J), 8 is determined by an intermediate value between u(x, t) and V(x, t); 
urt = utt(x, <), c E (t, t - T). Using the maximum principle, we obtain 
w(t) = IIlK Iw(x, t)l I (m + q- l ZE [7-l Iw (x9 t - T>I + II (3, t)l + 7 l&l] * 
Suppose that maxtEns W(t) = W(t*). Fr om the above estimate on W(t) and using the inequality 
W(t* - 7) 5 W(t*), we have 
From (2), it follows that 
w (t’) 5 m-l r$g [II WI + 7 ball * (6) 
I I d@ y 5 c [1+ p-‘II(x)] , lwtl 5 c* 
If $(x, t”) satisfies the above estimate, then on the nonuniform mesh (4) for terms like 1(x, t”, 
$(x, t”)), the following estimate holds (see [5] for details): 
I~wn,llwY)l 5 g. (7) 
Put this estimate and the estimate for Ott in (6), we prove the theorem. 
3. DOMAIN DECOMPOSITION ALGORITHMS 
For simplicity, we consider numerical algorithms which involve decomposing the domain fi = 
{z : 0 5 x 5 1) only into three nonoverlapping subdomains @, j = 1,2,3: 
d 
where I, r mean “left” 
facial subdomains oj, 
,j = 
Nnfjj+l= gj*), 
= 0, x; = 1, xf =x, -x,, 2_ 1 x; = x; = XI, 
and “right” boundaries, respectively. Additionally, we consider two inter- 
j = 1,2: 
(X/,X!), dns2=0, Xi<<<<:, j=1,2. 
On Qj, j = 1,2,3 and i;rj, j = 1,2, we introduce meshes 
fij= 
h 1 
$ i=Ol ic 9 ,*.., N, +z$ a&,=~,h~=z(+, -4}, 
+{x~, i=O,l,..., iv$J+x{+,-xi}. 
(8) 
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3.1. Implicit Domain Decomposition Algorithm 
For the construction of a domain decomposition algorithm for the solution of (I), we shall 
use the implicit two-level time difference schemes in the subdomains &, j = 1,2,3, and in the 
interfacial subdomains ijj, j = 1,2. 
3.1.1. Statement of algorithm 
We suppose that the mesh points from L$, j = 1,2 coincide with the mesh points from 
fib = u#,, in other words, the meshes G$;, j = 1,2 are a part of the mesh @,. 
Introduce mesh functions wj(z, t), j = 1,2,3, satisfying on each time step the following differ- 
ence problems: 
p2hd (x, t) - wqx, t) - V(x, t -T) 
7 
= f (x,t,d(x,t)), 2 E ni, j = 1,2,3, 
(9) 
V’(0, t) = 0, ?J3(1, t) = 0, d(d,t) =d+l(tii,t) =V(tii,t-r), j=l,Q. 
On the interfacial subdomains, we determine the following difference problems: 
$A2 (0, t) - zqx, t) - V(x, t - 7) = f (234 &? t)) , XEwjh, 
.zj(X:,t) =d(X/,t): zj(x~,t)=vj+l(x~,t), j=l,2. 
The mesh function V(z, t) is determined in the form 
V(x, t) = 1 vj(x,t), zEflj,\(k$lUd), j=l,2,3, zqz,t>, 2 ET& j = 1,2, 
(10) 
(11) 
V(x, 0) = IhO( 
Algorithm (9)-( 11) can be carried out by parallel processing because the three problems (9) 
can be solved concurrently; the same is true for the two interfacial problems (10). 
3.1.2. Convergence of algorithm (9)-(11) 
We now establish convergence properties of algorithm (9)-(11). 
In the following lemma, we obtain results necessary below. 
Consider the difference problems 
P2Md - P(x)+) = W), x E oh, 
&={x$,i=o,l,..., N,xi-,=xa,xN=Xb}, w(xO) = ‘War w(xN) = 'Wb, (12) 
and 
/A2hcPi(X) - &0$(X) = 0, 2 c Ghr i = 1,2, 
QlbO) = 1, @l(xN) = 0, @2(x0) = 0, @2(xN) = 1, 
(13) 
where p(x) 2 /%J = const > 0. 
LEMMA 2. If mesh functions w(x) and @i(x), i = 1,2 are the solutions to (12) and (131, respec- 
tively, then we have the following estimates: 
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IIF(x)lkih = 2% tF(x)l’ 
(14b) 
PROOF. The required estimate (14a) follows immediately from the maximum principle for the 
operator (p2A - p). 
Introduce the mesh function W(x) satisfying the problem 
p2Aw(x) - bw(x) = -IIF(x)ll&,, x E Q&, W(x0) = I%l, W(x,) = l%l. 
W(x) can be written in the form 
w(Z) = +‘1(x)[wol + +2(x)lwbl + [1 - @1(x) - *2(x)] “~(;‘lnh. 
The correctness of this formula can be tested by direct substitution. Prom a standard comparison 
theorem, it follows that 
IW>I 5 W(x), x E a-f&. 
This concludes the proof of the lemma. 
Introduce the following difference problems (j = 1,2,3): 
/.t2Mqx) -p@(x) = 0, x E iIf.&, aJ(x&) = 1, (15) 
where p0 = m + 7-l. 
Now we formulate and prove convergence results for algorithm (9)-(11). 
THEOREM 2. AigorMun(9)-(11) on the nonuniform mesh (4),(8) converges to the solution ~(2, t) 
of (1) with the following rate: 
max 
x,ta=tlBxiL 
lV(x, t) - u(x,t)( L C (NTN-1 + T) (N-l + 7 +(I>, Q E (0, I), 
where V(x, t) dram (II), the coefficient q is bounded by 
qSgE[m=(q;(,$,)] <I, q/=@(X/), &=@j+l(Xj), (16) 
where @j(x), j = 1,2,3 from (15), and constant C is independent of p, N, r, q. 
PROOF. We introduce the mesh functions 
@(x, t) = d(x, t) - lqx,q, j = 1,2,3, x E $, x &, 
Cj(x, t) = zqx, t) - qx, t), j = 1,2, XEijjhX& 
W(x, t) = V(x, t) - V(x, t), 2 E ah x Qi,, 
where V(z,t) is the solution to (3). Prom (3), (9), (lo), and (ll), we have 
/h2A<j(X,t) - [ f,j(X,t) + 5 1 <'(X,t) = -W(x’tTmT), x E s-g, 
Ej (d,+ t) = v (&, t - T) - u (x&d t), 
ji2A<j(X,t)- [f,i(.,t)+~] <'(X,t) = -W(x’~sT), X Ei&, 
p(x:,t)=Ej(x:,t), p(x~,t)=~~+l(X;1’,t), 
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where fvj (2, t) = fu(~,r, &j(z)], &j(z, t) is situated between d(z,t) and U(z, t); ftj(s, t) = 
f’[z,Gezj(z)], e,j(xvt) 1’ b tw les e een zj(z,t) and U(z,t). From here, using (ll), (lb), and (14a) 
with p0 = m + r-l, we conclude the estimate 
We now estimate the first term in the right-hand side of (18). Applying estimate (14b) to (17a), 
it follows that 
where @i(z), i = 1,2 are defined in (12) with z. = zi, Xb = xc. Since 
Isj(x$)l = Iv(&t) -U(~,r’t)~U(~,r’t-T)I 
5 IW(~,,,t-T)I+IU(~,~,t) -q&t+ 
then we have the estimate 
I (4 tj xj t 5 IIW(x,t - 7)1ln, + q#qx, t) - U(x, t - T)llfi,, 
where 
From (13), we conclude that the function @j(x) = Q{(x) + @i(x) is the solution to (15). From 
the strong maximum principle, it follows that 
0 cd = aj (x:) < 1. 
The second term in (18) can be estimated analogously, i.e., 
I~~j+‘(X~*t)I I II~~~~~-~~lln,+~ll~~~,t~-U(z,t-~)ll~,, 
d = ip;+l (xi) + ai+’ (x;?‘) , 
where @+‘(x) = a{+’ (x) + @i+l (x) is the solution of (15) on ai”. Combining the estimates 
for I@(X/, t)l and ]<j+l(X!, t)l, it follows that 
Il~b:, Mn, I IIWG t - Ann, + QIWX, t) - w, t - m,, 0% 
where 
qIJ~~[m=(q&Pj’)] cl. 
Using (2) with n = 0, r = 1, it follows that 
Iat) - 4x7 t - 711 I COT, 
where constant Cc is independent of ~1 and T. F’rom here and Theorem 1, we obtain 
Iu(&t) - u(x,t - T)l 5 Iu(x,t) -U(X,t)l + (U(X,t) - u(X,t -7) fU(X,t - T)l 
SC@-‘+T), 
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where constant Ci is independent of ~1, N, and 7. From here, (11) and (18), we have 
where q E (0,l). Summing these expressions from k = 1 to k = n, we get 
IlW ~~,fYll~, I Cm (N-l + 7) q 5 Cl (WV-’ + T) q, n=O,l,..., N7, N,r=T. 
From this, we conclude that 
llV(z, t) - @, qlln, = IIWG t) - dG t) f WZ? an, 
5 llW(? aIn, + IIW9 t) - e? %, 
5 Cl (N,N-’ + T) q + c2 (IV-’ + 7) 
<C(N,N-l+T)(N-l+T+q). 
This proves the convergence property of algorithm (9)-(11). 
3.1.3. Estimates on rate of convergence of algorithm (9)-(11) 
Now we estimate the coefficient q from (16). Consider algorithm (9)-(11) with the interfacial 
subdomains wj, j = 1,2 located outside the boundary layers where the uniform mesh is applied. 
It means that the following inequalities hold: 
N’>N,+N;, N3>Np+N;, 
where N,,, N’, N3 and Ni, Ni are defined in (4),(8). 
First, we find an estimate for qi from (16), where @l(z) 
recall that a’(z) can be represented in the form 
@l(z) = @i(z) + G:(z), 
is the solution of (15) on @!,. We 
where @:,2(z), x E !?i from (13) with /JO = m + r -l. Consider problems (13),(15) with p0 = m 
and denote the solutions of these problems by &i,,(x), &j(x), respectively. From the maximum 
principle, we conclude that 
@i(x) I @(x), @!:(x) I Q(x), 9’(x) 5 &i(x). (20) 
Note that the mesh function &i(x) is an approximate solution for the solution of the continuous 
problem 
2d2’pl -- 
p dx2 
mcpl = 0, x E (O,~N’) 9 91(o) = 1, 91 (XN’) = 0. (21) 
Since cpl(x) has only one boundary layer near x = 0, then the difference scheme for &i(x) on the 
mesh (4) converges kuniformly to cpr(z) (see [5] for details), i.e., 
(22) 
where const C is independent of /.L. Analogously, &i(z) on fik is an approximate solution for the 
solution of the problem 
2892 
’ dx2 
- - mcp2 = 0, 2 E (o,xNl), 92(o) = 0, q2 (XNl) = 1, (234 
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where cps(x) has the boundary layer near x = x,vl with the following estimate: 
&2 I I -&- L CPW4, T(Z) = exp ( 77&l/2 (w - z) - > P * (23b) 
Similarly to the proof of (5) in Th eorem 2, it can be shown that the solution 92(x) on fii satisfies 
the integro-difference scheme 
p2b2(x) = mcpz(x) + 1 (xv 92) ? XERX, 
where 
From here and (23a), we conclude that 20(x) = 92(x) - 6:(x), x E fik satisfies the integro 
difference scheme 
cL2Mx) - 4x) = 1(x, cpz), x E n;, w(0) = 0, W(XNI) = 0. 
From the maximum principle, it follows that 
max [w(x)1 5978-l 
Zen:, 
(24) 
F’rom (23b), on the nonuniform mesh (4) the following estimate holds (see [5] for details): 
Now estimate I(x, ~2) on the uniform mesh {xi, N,, + 1 5 i 5 N’}. Recalling that +ri(x) = 
(xi+1 -x)/h, &,+1(x) = (x - xi)/h, where h is the uniform stepsize of the mesh (4), from (23b), 
we obtain 
By direct integration, we find 
I(‘)(Xi) E g1-, (y-1) (~=ic-lgdg ds 
c 
=,l/zha=p - ( m1j2 (XNl - xi--1) >K 1 !C+& > exp(W - 2 I , P 
where we denote a = rn1i2 //.A. From here, it follows that 
Iv&&+I~~~‘W-I 
I(‘)(Xj) 6 c exp [ (-$) + &xp (-?)I, (25b) 
34 I. P. BOGLAEV 
Similarly, we have 
P)(Xi) E ;I;+’ (?.tfd!) (lj&@) & 
c ml/2 (w - Xi) 
>[ 
1 h h2 
= ml/2haexp - c1 -$exp(ah)-s---T . a 1 
We conclude that 
Using in (25b) the inequality 
C-2) my [p2 ew(-w)] 5 4ev 02’ a=c0nst>0, 
and putting (25a)-(25c) in (24), we get 
Now combining this estimate with (22) and using (20), we obtain the estimate 
q; = a1 (xi) 5 (pl (X) + ‘p2 (&l) + c (j$+$)* 
For the solutions of problems (21),(23) the following estimates hold: 
m112x 
cpl(z) I exp -- , ( > m’/2(xj+ - z) - P 932(x) L ew ( > c1 ’ 
From here and (26),(27), we conclude the final estimate 
(25c) 
(26) 
(27) 
(28) 
where constant C is independent of ~1, N, and 7. 
Similarly, it can be proved that the estimate like (28) for q:, 
-3 where a3(z) is the solution of (15) on Q,. In this case, pi(z) and 92(x) are the solutions to the 
boundary value problems (21) and (23a), respectively, with the end points xi = xi, ZNS = 1, 
instead of zh = 0, z~l = xi. Here 92(x) has only one boundary layer near x = 1, and for cpi(z) 
the estimate like (23b) holds 
I I $$ 5 Cp%(x), T(Z) = exp ( ml/2 (2 - XI) - ) cr * 
For qi and q;“, the estimates like (28) hold too 
q; = ip2 (x,I) 5 c ($+$)y q; =a2 (x&?) 5 c (+5+$)9 
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where a2(z) is the solution of (15) on fii. The above estimates can be verified in the same way 
as (23). For this, we note that cpr and cpz are the solutions on a2 to (21) and (23a), respectively, 
and the first derivatives satisfy the following inequalities: 
I I $j I CCL%(x), q(x) = exp ( m112 (x - xi) - 1 , 
I I 
g 5 C/Ar&), q42) = exp 
( 
rn1i2 (1: - x) 
- 
1 P ’ 
Taking into account that Nj > N/4, j = 1,2,3, and combining the estimates for d, qz:, j = 1,2, 
for q from (16), we get the estimate 
(29) 
where constant C is independent of CL, N, and T. 
Thus, we have proved the following theorem. 
THEOREM 3. If the interfacial subdomains wj, j = 1,2 are localized outside the boundary layers, 
then for the coefficient q in Theorem 2 the estimate (29) holds. 
REMARK 1. From Theorem 2, it follows that asymptotically one would expect to choose the 
number of mesh points N in the space direction is the same order that is in the time direction, 
i.e., N = N,. 
REMARK 2. Supposing that N M Nr, from Theorem 2 and (29), we conclude the following 
estimate of convergence for algorithm (9)-(11) on the nonuniform mesh (4),(8), 
max IV(x,t)-u(x,t)l ,C($+$+r), 
X,t&hx& 
where constant C is independent of 11, N, and r. Since h is the uniform step size outside the 
boundary layers, then for sufficiently small values of /I the inequality p<< h holds, and the order 
of convergence of algorithm (9)-(11) is defined by N and N,, but not by the coefficient q of 
domain decomposition. 
3.2. Implicit-Explicit Domain Decomposition Algorithms 
Here we consider two domain decomposition algorithms based on different time discretizations 
in different subdomains. First, algorithm is based on the implicit backward time approximation 
for the subdomains SIj, j = 1,2,3 and on the explicit forward difference formula for the interfacial 
subdomains wj, j = 1,2. 
Second, algorithm involves decomposing the domain fl= {x : 0 5 x 5 1) into three overlapping 
subdomains @, j = 1,2,3: 
f-lj= 49; , 4+1<x;, +o, x+1* ( ) (36) 
We shall use the implicit time approximation for subdomains @, fi3 and the explicit discretization 
for the subdomain fi2. We suppose that the two boundary layers of problem (1) are localized in 
the subdomains @, j = 1,3. 
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3.2.1. Implicit-explicit algorithm with interfacial subdomains 
Introduce the same space decomposition as for algorithm (9)-(11). On the meshes (8) consider 
the explicit difference scheme on the interfacial subdomains 
p2hV(x, t - T) - zqx, t) - V(x, t - T) =f(x,t-7,V(x,t-T)), XEWjh, 
“(x/,t) =v(x~,t_:,, Z.qx:,q =v(X;,t-T), j=1,2, t31) 
and the implicit difference scheme on the subdomains S=$, j = 1,2,3, 
p2Awqx, t) - d(x,t)-V(x,t-7) 
7 
= f(x,t,~), XER{, j = 1,2,3, 
(32) 
v’(0, t) = 0, ??(l, t) = 0, d (4, t) = dj+l (cc<;, t) = z(xcj,, t), j = 1,2. 
The mesh function V(z,t) is determined in the form 
V(x,t)={d(x,t), xc@,, j=l,2,3}, V(x,O) = UO(X), x E S==&. (33) 
Notice that in advancing the solution from time level t = tn-’ to t = P, one first computes the 
values of tj(x, t”), j = 1,2 in the interfacial subdomains. We start our algorithm with (32), 
where the boundary conditions have the form 
d (x$7) = dj+l (x$7) = u” (xj.) ) j = 1,2. (34) 
Algorithm (31)-(34) can be carried out by parallel processing because the three problems in (32) 
can be solved concurrently; the same is true for the two interfacial problems (31). 
Now establish convergence properties for algorithm (31)-(34). We assume, additionally, that 
M>f,km>O, (x,&u) E Q x t--00, +m>, (35) 
where M and m are constants (compare with (lb)). 
THEOREM 4. Suppose that the interfacial subdomains &i, j = 1,2 axe localized outside the 
boundary layers, and the time step size T satisfies a constraint of the form 
where h is the uniform step size of the meah (4),(g) outside the boundary layers. Then algc+ 
rithm (31)-(34) on the nonuniform mesh (4),(8) converges p-uniformly to the solution of (I), and 
the following estimate holds: 
where constant C is independent of ~1, N, and r. 
PROOF. F’rom (5), it follows that the exact solution to (1) satisfies the difference scheme 
&z&(x, t) - 6@(Z) t) = f(x, t,U) + 
[ 
du 
z - 6+(&t) 
I 
+1(x,&U), (z, t) E oh x fb, 
(37) 
+, 0) = u’(x), 2 E @,, U(0, t) = U(1, t) = 0, t E 07, 
where we denote 
6,u(x, q E 4x, t) - ;ht - T). 
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From (31),(37) at the level t - T and the mean-value theorem, we conclude that for t 2 27, 
+%t)-u(&t) =V(&t-T)+T[p2hV(~,t-+-~((2ji,t-T,V(~,t-7))] 
-+~,t)fU(ti;,t-T)hT/i2hU(&t-T) 
=W(Z$t-T)+T/h2hW(Z{,t-T) 
- [+,t) -2+&t-T) +U(Zj,,t-2T)] 
-T&(&t-T)W(&t-T)+T $++$t-7) 
I 
+T+;,t-T,U), 
where j,,(zi, t -T) = f,(d, t - T, 6(&&t - T)), 8(&,t - T) is situated between V(d,t - 7) ad 
U(C& t - 7). Since z(z$ t) = V(d, t), it follows that 
w(Z;,t) =~(~7&t-T)+T~~hbf+$t-T) 
-Tf&,t-T)W(&t-T)+R(&t-T,U), 
(384 
and for t 1 27, 
R(z, t - 7, U) = - [U(Z, t) - 2U(Z, t - T) + U(2, t - 2T)] 
a?.L 
+T ~-“&t-T) +TI(Z,t-T,U). 1 
From (35), (3% and (38a), the following estimate holds: 
Iw (&)I 5 (1 -rm) IIW(Gt -r)llo, + llR(z,t - r)lloh - (3% 
fit.3m (32), (33), and (37), and using the mean-value theorem, the mesh function W(z,t) = 
V(z, t) - ~(2, t) for t 2 27 satisfies the difference equation 
p2AW(z, t) - (f; + 7-l) w(Z, t) = -T-‘w(2, t - 7) + R(z, t - 7, U), (z, t) E i-i/, x 0,. (40) 
Now we estimate R(z, t -7, U) from (38b) for t 2 27. From (2) for n = 0 , r = 2 and n = 0, r = 4, 
we see that 
I?.@, t) - 2U (Z, t - 7) + U(Z, t - 2T)l 5 cT2, 
where constant C is independent of ~1. Combining these estimates with (7), we obtain 
llR(Z, t - 7, U)&-rh 5 C (T2 + TN-l) . 
From here and applying the maximum principle to (39),(40), we see that 
IlwG~)llnh 5 m= [llW(Gt - T)lln, + c (T2 + TN-‘)] ; 
Thus, it follows the estimate 
IIWz9 wi, 5 IIWG t - T)ljn, + c (T2 + TN-l) . 
Hence, for t 2 27, it follows that 
IIW(Gt)lln, 5 Ilw (Gr)11n,, + CN, (r2 + TN-r) = IIW(Gr)llo, + CT (7 + N-‘) - 
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Fkom (32), (34), and (37), W(Z,T) satisfies the difference problem 
/J2AW(z, T) - (fu* + 7-l) W(z, 7) = R(z, 7), x E ah, 
W(O,T) = W(1,7) = 0, w (z+) = u” (xi) - 11(x,7), j = 1,2, 
where 
R(z, 7, u) = 
[ 
au 
z - 6+(x, 7) 1 + 1(x, 7, u). 
Using (2), the maximum principle gives us 
IV (x, T)llfi, 5 0. 
This proves the theorem. 
3.2.2. Implicit-explicit algorithm without interfacial subdomains 
Here we consider decomposition (30) without interfacial subdomains. On the meshes (8), we 
introduce the explicit difference scheme on the subdomain R2 
p2hV(x, t - 7) - 212(x, t) - V(x, t - 7) 
7 
= f (x, t - 7, V(x, t - 7))) x E cl;, 
v2(xF,t) =v(x+T), v2 (XZ, t) = v (29, t - 7) , 
and the implicit difference scheme on the subdomains R’ and f13, 
p2hvj(x 
1 
q _ +, t) - V(x, t - 7) 
7 
=f(xJ$), xcC$, j=l,3, 
v’(0, t) = 0, v3(1, t) = 0, ?J1 (xf, t) = v2 (z;, t) , v3 (xf, t) = v2 (xf, t) . 
The mesh function V(x, t) is determined in the form 
vj(x, t), x E ai, j = 1,3, 
V(x, t) = 
vyx, t), 2 E s-2; \ (i-l:, u n;>, 
V(x, 0) = z&O(x), XE oh. 
We start this algorithm with (42), where the boundary conditions have the form 
v1 (x:,7) = 2L” (xi) ) v3 (x8,7) = u” (2:) , 
and V(x, 7) is determined by 
V(x, 7) = 1 vj(x, T), x E ni, j = 1,3, uO(x), zEq\(R:,UR$). 
(41) 
(42) 
(43) 
(44) 
(45) 
For t 2 27, one first computes v2(x, t) from (41). 
Algorithms (41)-(45) can be performed by parallel processing, since the two problem from (42) 
can be found concurrently, and problem (41) is the explicit difference scheme which is well suitable 
for parallel computing. 
For algorithm (41)-(45), the following convergence result holds. 
THEOREM 5. Let f(x, t, u) satisfy (35). Ass ume that the subdomain Q2 is situated outside the 
boundary layers and the constraint (36) on the time step size holds. Then algorithm (41)-(45) 
on the nonuniform mesh (4),(8) converges p-uniformly to the solution of (1) 
max 
X&h x% 
IV(x, t) - 21(x, t)l 5 C (IV-’ + 7) , 
where constant C is independent of p, N, and r. 
PROOF. The proof of this theorem is analogously to the proof of Theorem 4. Here, instead of 
the differences z(d, t) - u(d, t), j = 1,2, we evaluate the differences 
v”(& t) - +;, t>, v2(x;, t) - u(xB, q. 
Since v”(zf, t) = V(x:f, t) and v”(xf, t) = V(xa, t), we get (38),(39) in the mesh points x$ x:. 
Similarly, we prove (40) for t 2 27. The rest of the proof is identical to that of Theorem 4. 
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4. CONCLUSION 
CASE 1. We emphasize here that in the case of localization of the interfacial subdomains outside 
the boundary layers and if the inequality p<< h holds (this situation occurs in practice), then the 
order of convergence of algorithm (9)-(11) is independent of coefficient q of domain decomposition. 
CASE 2. The stability condition (36) is not too restrictive when the perturbation parameter p 
is small enough compares with the step size h outside the boundary layers. Under this stability 
condition, algorithms (31)-(34) and (41)-(45) p assess p-uniform convergent rate, that is very 
important in practical use. 
CASE 3. The domain decomposition algorithms can be straightforward generalized to multido- 
main decomposition. Introduce multidomain decomposition of the original domain 
nonoverlapping subdomains and M - 1 interfacial subdomains: 
j=l ,..., M, flj ni=$+l = z;, z; = 0, zy = 1, 
&=(XI,Xi), j=l,..., M-l, ijjn&+l=g, _X,j<z$<Xj. 
Let mesh functions vj(z, t) on @,, j = 1,. . . , M, and ~j(z, t) on wjh, j = 1,. . . , M - 1 _ 
52 into M 
satisfy (9) 
and (lo), respectively, where ~‘(0, t) = 0, ~~(1, t) = 0, & = xj, = $l. Then for the multido 
main decomposition algorithm (9)-(ll), Theorem 2 is valid. If the interfacial subdomains wj, 
j = l,..., M - 1 are localized outside the boundary layers, then estimate (29) in Theorem 3 
holds. 
CASE 4. The implicit-explicit algorithm (31)-(33) is straightforward generalized to multidomain 
decomposition. If the interfacial subdomains are situated outside the boundary layers, then 
Theorem 4 is true in the multidomain decomposition case. 
CASE 5. If in algorithms (9)-(ll), on each time-level, we implement no iterative steps, then in 
Theorem 2 the convergent rate will have the following form: 
max IV(x,t)-u(z,t)lIC(N-‘+7+qno). 
x,td& xn, 
CASE 6. For the multidomain decomposition algorithm (9)-(ll), all problems on domains Qj, 
j = l,..., M and on wj, j = l,..., M - 1 can be carried out concurrently. This fact makes 
algorithm (9)-(11) very attractive for parallel computing. In practical use, it is possible to 
choose sufhciently small interfacial subdomains without loss of accuracy. In the case of the 
implicit-explicit methods, the explicit schemes are well suitable for parallel computing. 
CASE 7. All results in Theorems 2-4 hold for the following two-dimensional parabolic problem: 
w,t) E s-l x (o,q, R={P:0<2<1,0<y<1}, 
fu(P, t, u) 2 m = const > 0, (P,Gu) E n x (OJ] x (-oo,+oo), 
in the csse of decomposition of domain n into M nonoverlapping subdomains (vertical strips) 
gg = ( 1 $4 x (O,l), j=l M, ,*a*> fji n Qzj+l = ri, 
4 ? r =o xM=l 9 rj = (P: x = x$0 5 y 5 1). 
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