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ON THE RELAXATION OF UNBOUNDED MULTIPLE
INTEGRALS
OMAR ANZA HAFSA AND JEAN PHILIPPE MANDALLENA
Abstract. We study the relaxation of multiple integrals of the calculus of
variations where the integrands are nonconvex with convex effective domain
and can take the value ∞. We use local techniques based on measure argu-
ments to prove integral representation in Sobolev spaces of functions which
are almost everywhere differentiable. Applications are given in the scalar case
and in the case of integrands with quasiconvex growth and p(x)-growth.
1. Introduction
Let m, d ≥ 1 be two integers. Let Ω ⊂ Rd be a nonempty bounded open set with
Lipschitz boundary. Define F :W 1,p(Ω;Rm)→ [0,∞] by
F (u) :=
ˆ
Ω
f(x,∇u(x))dx
where the integrand f : Ω×Mm×d → [0,∞] is Borel measurable, and Mm×d stands
for the set of m-rows and d-columns matrices. The “relaxed” functional F is given
by
F (u) := inf
{
lim
n→∞
F (un) :W
1,p(Ω;Rm) ∋ un ⇀ u
}
(if p = ∞ then replace ⇀ by
∗
⇀). The goal of the paper is to study the integral
representation of F for nonconvex integrands f which can take the value ∞. In
this case, the effective domain domf(x, ·) := {ξ ∈ Mm×d : f(x, ξ)<∞} of f(x, ·)
is the natural set of constraints for the gradients, the interest of such constrained
relaxation problems is well described in the book [CDA02].
In the scalar case, i.e., when min{d,m} = 1, the integral representation of F
is studied in [DAMZ04, DAZ05, Zap05]. Under convexity of domf(x, ·) and some
regularity properties of the multifunction x 7→ domf(x, ·), integral representations
with convexification of f(x, ·) are obtained. The present work focus on the vectorial
case, i.e., when min{d,m}>1, in this context few is known, particularly the qua-
siconvexification process when the integrand f is not finite is not yet understood
(for works in this direction see for instance [BB00a, AHM07, AHM08, AH10]).
The main difficulty in the integral representation of F is that usually we use an
approximation result of functions of W 1,p(Ω;Rm) by more regular ones, usually
continuous piecewise affine or continuously differentiable functions, and this choice
implies different relaxed functionals. This situation is known as Lavrentiev phe-
nomenon (or gap) (see for instance [BB95]). But it is not known whether such
approximation results exist when no regularity and growth assumptions are made
on f and domf(x, ·). In our work we study the existence of integral representation
of F on domF := {u ∈ W 1,p(Ω;Rm) : F (u)<∞} without using of approximation
results, and then give some applications showing how to obtain a full integral rep-
resentation. Following this way, we try to establish conditions for the existence
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of integral representation of F with the restrictions that domf(x, ·) is convex for
all x ∈ Ω, f is p-coercive and p ∈]d,∞]. This simplified framework allows us to
deal with functions of W 1,p(Ω;Rm) that are almost everywhere differentiable in Ω,
which is an important ingredient for the possibility of integral representation of F .
The techniques we use are based on measure arguments and localization.
2. Main results
We denote by O(Ω) the set of all open subsets of Ω. For each O ∈ O(Ω), we
will denote by W 1,p0 (O;R
m) the subset of all φ ∈ W 1,p(Ω;Rm) such that φ = 0 in
Ω\O (this definition is equivalent to the classical definition of W 1,p0 (O;R
m) (see for
instance [AH96, Chap. 9, p. 233])). We denote by Q any open cube of Rd.
Let L : Ω ×Mm×d → [0,∞] be a Borel measurable integrand. We consider the
following assertions:
(A1) if p ∈]d,∞[ then there exists c>0 such that for every (x, ξ) ∈ Ω×Mm×d
c|ξ|p ≤ L(x, ξ);
(A2) if p =∞ then there exists R0>0 such that
domL(x, ·) ⊂ QR0(0) a.e. in Ω;
(A3) there exists ρ0>0 such that
Qρ0(0) ⊂ ΛL :=
{
ξ ∈Mm×d :
ˆ
Ω
L(x, ξ)dx<∞
}
;
(A4) for almost all x ∈ Ω
domL(x, ·) ⊂ ΛL(x) :=
{
ξ ∈ Mm×d : L(x, ξ) = lim
ε→0
 
Qε(x)
L(y, ξ)dy
}
;
(A5) there exists C>0 such that for every ξ, ζ ∈ Mm×d, x ∈ Ω, and t ∈]0, 1[
L(x, tξ + (1− t)ζ) ≤ C (1 + L(x, ξ) + L(x, ζ)) ;
(A6) for almost all x ∈ Ω
domL(x; ·) ⊂ ΞL :=
{
ξ ∈ Mm×d : lim
δ→0
ωLδ (ξ)<∞
}
,
where ωLδ (ξ) := sup
Q⊂Ω
diam(Q)<δ
inf
ϕ∈W 1,p0 (Q;R
m)
 
Q
L(x, ξ +∇ϕ(x))dx.
Remark 2.1. Some remarks on the previous assertions are in order:
(i) The assertion (A1) (resp. (A2)) is a coercivity condition in the case p finite
(resp. p non finite), it is used only in the Subsection 6.2. Note that if p ∈]d,∞] and
(A1) or (A2) hold, then due to compact embeddings of W
1,p(Ω;Rm) in L∞(Ω;Rm)
we have
F (u) = inf
{
lim
n→∞
F (un) :W
1,p(Ω;Rm) ∋ un
L
∞
→ u
}
.(2.1)
(ii) It is easy to see that the combination ((A3), (A4) and (A6)) is equivalent to:
(A7) there exists ρ0>0 such that
Qρ0(0) ⊂ ΛL ⊂ domL(x, ·) ⊂ ΛL(x) ∩ ΞL a.e. in Ω.
(iii) Due to (A5), the effective domain domL(x, ·) is convex for all x ∈ Ω, the
same holds for ΛL and ΛL(x).
(iv) The assertion (A3) is equivalent to 0 ∈ int(ΛL) where int(ΛL) denotes the
interior of ΛL.
3We denote by Y the cube ]0, 1[d. Define ZL : Ω×Mm×d → [0,∞] by
ZL(x, ξ) := lim
ε→0
inf
{ˆ
Y
L(x+ εy, ξ +∇ϕ(y))dy : ϕ ∈W 1,p0 (Y ;R
m)
}
.
Remark 2.2. (i) The formula which gives ZL can be rewritten
ZL(x, ξ) := lim
ε→0
inf
{ 
Qε(x)
L(y, ξ +∇ϕ(y))dy : ϕ ∈ W 1,p0 (Qε(x);R
m)
}
,(2.2)
where Qε(x) = x+ εY with ε>0 and x ∈ Ω.
(ii) If L does not depend on x, then L is W 1,p-quasiconvex in the sense of
Ball & Murat [BM84] if and only if L = ZL. In fact ZL is the generalization
to x-dependent integrand of the Dacorogna quasiconfexication formula. If L is a
Carathe´odory integrand with p-polynomial growth then we can freeze the variable
x and show that
ZL(x, ξ) = inf
{ˆ
Y
L(x, ξ +∇ϕ(y))dy : ϕ ∈W 1,∞0 (Y ;R
m)
}
which is the Dacorogna quasiconvexification formula for each x fixed. However the
formula (2.2) can be considered as a natural generalization when we deal with Borel
measurable integrand which can take the value ∞.
Definition 2.1. We say that L is W 1,p-quasiconvex if L = ZL.
We say that L is radially uniformly upper semicontinuous (ru-usc) if there exists
a ∈ L1loc(Ω; ]0,∞]) such that limt→1∆
a
L(t) ≤ 0 where ∆
a
L : [0, 1] →] − ∞,∞] is
defined by
∆aL(t) := ess sup
x∈Ω
sup
ξ∈domL(x,·)
L(x, tξ)− L(x, ξ)
a(x) + L(x, ξ)
.
The systematic use of the concept of ru-usc functions in the setting of the relaxation
of nonconvex functional in the vectorial case starts in [AH10], then it is used to
prove homogenization results in [AHM11, AHM12].
Define ẐL : Ω×Mm×d → [0,∞] by
ẐL(x, ξ) := lim
t→1−
ZL(x, tξ).
Remark 2.3. (i) In fact, if L is ru-usc then ZL too (see Lemma 4.7).
(ii) If (A5) holds and ZL is ru-usc then the lim in the definition of ẐL is a limit
(see Lemma 4.8).
We state the main result of the paper.
Theorem 2.1. Assume that f satisfies (A1) ((A2) if p = ∞), (A7) and (A5).
If either f is ru-usc or Zf is both ru-usc and W 1,p-quasiconvex, then for every
u ∈ domF we have
F (u) =
ˆ
Ω
Ẑf(x,∇u(x))dx.(2.3)
Remark 2.4. (i) Under the same assumptions the local version of Theorem 2.1 also
holds, i.e., if we set
F (u;O) := inf
{
lim
n→∞
ˆ
O
f(x,∇un(x))dx :W
1,p(Ω;Rm) ∋ un ⇀ u
}
then
F (u;O) =
ˆ
O
Ẑf(x,∇u(x))dx
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for all O ∈ O(Ω) and u ∈ domF (·;O) where
domF (·;O) =
{
u ∈W 1,p(Ω;Rm) :
ˆ
O
f(x,∇u(x))dx<∞
}
.
(ii) We do not know whether Zf is W 1,p-quasiconvex (i.e., Z(Zf) = Zf) when f
is assumed to be ru-usc.
If we consider a stronger assumption (see (A8)) in place of (A3) then the following
result shows that the full integral representation of F holds.
Theorem 2.2. Assume that f satisfies (A1) ((A2) if p = ∞), (A5), (A4), (A6)
and
(A8) there exists ρ0>0 such that for every u ∈W 1,p(Ω;Rm)
|u|1,p ≤ ρ0 =⇒
ˆ
Ω
f(x,∇u(x))dx<∞.
If either f is ru-usc or Zf is both ru-usc and W 1,p-quasiconvex then (2.3) holds
for all u ∈ domF .
Remark 2.5. (i) Under the same assumptions the local version of Theorem 2.2 also
holds, i.e.,
F (u;O) =
ˆ
O
Ẑf(x,∇u(x))dx
for all O ∈ O(Ω) and u ∈ domF (·;O).
(ii) Theorem 2.2 is mainly used to propose an alternative of the results of
[DAMZ04, DAZ05] (see Subsection 3.2).
(iii) Note that the assertion (A8) implies (A3). It seems that condition (A8)
makes sense when p = ∞ because in this case we can show that (A3) and (A5)
imply (A8) (see Corollary 4.1). The condition (A8) means that the effective domain
has to be “thick” enough in order to have no gap appears when passing from the
representation on domF to the representation on domF .
Theorems 2.1 and 2.2 are consequences of the following proposition. Define
ZF :W 1,p(Ω;Rm)×O(Ω)→ [0,∞] by
ZF (u;O) := inf
{
lim
n→∞
ˆ
O
Zf(x,∇un(x))dx :W
1,p(Ω;Rm) ∋ un ⇀ u
}
.
Proposition 2.1. Assume that f satisfies (A1) ((A2) if p = ∞), (A3), (A4) and
(A5). Let O ∈ O(Ω).
(i) Then for every u ∈ W 1,p(Ω;Rm) such that F (tu)<∞ for all t ∈]0, 1[, we
have
F (tu;O) ≤
ˆ
O
Zf(x, t∇u(x))dx
for all t ∈]0, 1[.
(ii) If Zf is ru-usc and W 1,p-quasiconvex then for every u ∈ domF we have
ZF (u;O) ≥
ˆ
O
Ẑf(x,∇u(x))dx.
(iii) If f is ru-usc then for every u ∈ domF we have
F (u;O) ≥
ˆ
O
Ẑf(x,∇u(x))dx.
In fact the lim in the definition of Zf is a limit if (A4) and (A6) hold.
5Proposition 2.2. If L : Ω×Mm×d is a Borel measurable integrand satisfying (A4)
and (A6) then for almost all x ∈ Ω and for every ξ ∈ domL(x, ·)
ZL(x, ξ) = lim
ε→0
inf
{ˆ
Y
L(x+ εy, ξ +∇ϕ(y)dy : ϕ ∈ W 1,p0 (Y ;R
m)
}
.
The plan of paper is as follow. In Sect. 3 we give some applications in the
case where f satisfies quasiconvex growth, we show that a full integral represen-
tation holds if the functional associated to the quasiconvex growth is sequentially
weakly lsc on W 1,p(Ω;Rm). The scalar case is treated by using Theorem 2.2 and
adding some assumptions on the regularity of domf(x, ·). Finally an application
of Theorem 2.1 is developed in the context of relaxation with integrand satisfying
p(x)-growth.
In Sect. 4 we first establish some results on L and the envelope ZL needed for
the proof of Proposition 2.1. Then we introduce the concept of ru-usc functionals
and state abstract results needed in the proof of Theorem 2.2.
In Sect. 5 the proofs of Theorem 2.1 and Theorem 2.2 are given by using Propo-
sition 2.1. The proof of Theorem 2.2 use the abstract result on ru-usc functionals
of Subsection 4.2 and especially Corollary 4.2.
The Sect. 6 and Sect. 7 are devoted to the proof of Proposition 2.1. The strategy
to prove the upper bound part (i) of Proposition 2.1 is inspired by the paper of
[BFM98]. They develop a new method to prove integral representations for relaxed
variational functionals and Γ-limit of variational functionals. Roughly, their method
consists, when F (u; ·) is a Radon measure absolutely continuous with respect to a
fixed finite nonnegative Radon measure, to express the Radon-Nikodym derivative
of F (u; ·) in terms of minima of local Dirichlet problems for F . However, in our
case, we use an indirect method for the proof of Proposition 2.1 (i) in the sense
that we do not prove directly that F (u; ·) is a Radon measure. Note that some
similar ideas considering the link between the relaxed integrand and minima of
local Dirichlet problems appear in [DMM86] and in the context of G-convergence
in [DGS73]. For the proof of the lower bound parts (ii) and (iii) of Proposition 2.1,
we use the techniques of localization (also known as blow-up method) and cut-off
method introduced by [FM92].
In Sect. 8 we give the proof of Proposition 2.2 by using some measure arguments.
More precisely, the proof consists to see ZL(·, ξ) as derivate of a set function (see
for instance [HK60, Bon72]).
3. Applications
3.1. Relaxation with quasiconvex growth. Let p ∈]d,∞[. Let G : Mm×d →
[0,∞] be a Borel measurable integrand. Consider the assertions:
(B1) G is W
1,p-quasiconvex, i.e., for every ξ ∈Mm×d
G(ξ) = ZG(ξ).
(B2) f has G-growth, i.e., there exist α, β>0 such that for every (x, ξ) ∈ Ω ×
Mm×d
αG(ξ) ≤ f(x, ξ) ≤ β(1 +G(ξ)).
Theorem 3.1. Assume that G satisfies (A1), (A5), (B1), (B2) and 0 ∈ int(domG).
If either f is ru-usc or Zf is both ru-usc and W 1,p-quasiconvex then (2.3) holds
for all u ∈W 1,p(Ω;Rm) such that
´
ΩG(∇u(x))dx<∞. Moreover (2.3) holds for all
u ∈ domF if
W 1,p(Ω;Rm) ∋ u 7→
ˆ
Ω
G(∇u(x))dx
is sequentially weakly lower semicontinuous (swlsc) on W 1,p(Ω;Rm).
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Proof. By ((B2)), it is easy to see that domf(x, ·) = domG = Λf = Λf(x) =
Ξf a.e. in Ω, so f satisfies (A7) since 0 ∈ int(domG). We have also that f
satisfies (A1) since G satisfies (A1). By Lemma 4.4, G satisfies (A5) if and only
if f satisfies (A5). Applying Theorem 2.1 we obtain (2.3) for all u ∈ domF . But
domF = {u ∈ W 1,p(Ω;Rm) :
´
Ω
G(∇u)dx<∞} since ((B2)). If we assume that
W 1,p(Ω;Rm) ∋ u 7→
´
ΩG(∇u(x))dx is swlsc on W
1,p(Ω;Rm), then again by using
((B2)), domF = {u ∈ W 1,p(Ω;Rm) :
´
ΩG(∇u)dx<∞}, thus domF = domF and
the integral representation holds for all u ∈ domF . 
3.2. Relaxation in the scalar case. Let L : Ω×Mm×d → [0,∞] be an integrand.
We denote by L∗∗ : Ω×Mm×d → [0,∞] the convex lower semicontinuous envelope
of L(x, ·) for each x ∈ Ω, i.e.,
L∗∗(x, ξ) := sup
{
g(x, ξ) : g(x, ·) is convex and lsc, g(x, ·) ≤ L(x, ·)
}
for all (x, ξ) ∈ Ω×Mm×d.
To show that the relaxed integrand ẐL coincides with L∗∗ when m = 1 we need
assumption “a` la De Arcangelis and all” (see [DAMZ04, DAZ05]). For each ε>0
define the multifunction Dε : Ω−→−→M
m×d by
Dε(x) :=
⋃
ϕ∈W 1,p0 (Qε(x);R
m)
⋃
N⊂Qε(x)
|N |=0
⋂
y∈Qε(x)\N
int(domL(y, ·))− {∇ϕ(y)}.
Consider the following assertion:
(C1) for almost all x ∈ Ω⋃
δ>0
⋂
ε∈]0,δ[
Dε(x) ⊂ domL(x, ·).
Lemma 3.1. If L : Ω × Mm×d → [0,∞] is a Borel measurable satisfying (C1),
(A3), (A4) and (A6) then for a.a. x ∈ Ω and for every t ∈]0, 1[ we have
tdomẐL(x, ·) ⊂ domL(x, ·).
Proof. Fix x ∈ Ω such that (C1) holds and 0 ∈ int(domL(x, ·)). Fix ξ ∈ domZL(x, ·).
Then by Proposition 2.2 there exists ε0>0 such that
sup
ε∈]0,ε0[
 
Qε(x)
L(y, ξ +∇ϕε(y))dy<∞,
for some {ϕε}ε∈]0,ε0[, ϕε ∈ W
1,p
0 (Qε(x);R
m). It follows that for every ε ∈]0, ε0[
there exists a negligible set Nεx ⊂ Qε(x) such that for every y ∈ Qε(x)\N
ε
x we have
ξ+∇ϕε(y) ∈ domL(y, ·). It holds tξ+ t∇ϕε(y) ∈ tdomL(y, ·) for all y ∈ Qε(x)\Nεx
and all t ∈]0, 1[. Hence tξ ∈ ∩y∈Qε(x)\Nεx tdomL(y, ·)−{t∇ϕε(y)} for all t ∈]0, 1[. By
convexity of domL(y, ·) and the fact that by (A3) we have 0 ∈ int(domL(y, ·)) for all
y ∈ Qε(x)\N ′ for some negligible set N ′, we deduce tdomL(y, ·) ⊂ int(domL(y, ·))
for all y ∈ Qε(x)\N ′ for all t ∈]0, 1[. It follows that for every t ∈]0, 1[
tξ ∈
⋂
y∈Qε(x)\(Nεx∪N
′)
int(domL(y, ·))− {t∇ϕε(y)}.
From (C1) we deduce that tξ ∈ domL(x, ·) for all t ∈]0, 1[ which completes the
proof. 
Lemma 3.2. If the assumptions of Theorem 2.1 and (C1) hold then for a.a. x ∈ Ω
the integrand ẐL(x, ·) is rank-one convex and equals to ZL(x, ·) the lsc envelope of
ZL(x, ·).
7Proof. We have to show that for a.a. x ∈ Ω, for every ξ, ζ ∈ Mm×d such that
rank(ξ − ζ) ≤ 1 and for every τ ∈]0, 1[ we have
ẐL(x, τξ + (1 − τ)ζ) ≤ τẐL(x, ξ) + (1− τ)ẐL(x, ζ).
Fix x0 ∈ Ω′ where
Ω′ :=
{
x ∈ Ω : ∀t ∈]0, 1[ tdomẐL(x, ·) ⊂ domL(x, ·) ⊂ ΛL(x)
}
.
Since Lemma 3.1 and (A4) we have |Ω\Ω′| = 0.
Fix ξ, ζ ∈ domẐL(x0, ·). Thus L(x0, tξ)<∞ and L(x0, tζ)<∞ for all t ∈]0, 1[.
Fix t ∈]0, 1[. If χ ∈ {ξ, ζ} then
∞>L(x0, tχ) = lim
ε→0
 
Qε(x0)
L(y, tχ)dy = lim
ε→0
F (tlχ; Qε(x0))
εd
where lχ(y) := χy for all y ∈ Rd. Choose δt0>0 such that F (tlχ; Qδt0(x0))<∞. By
the local version of Theorem 2.1 (with O = Qδ(x0)) we have for every ε ∈]0, δt0[
F (tlχ; Qε(x0)) =
ˆ
Qε(x0)
ẐL(y, tχ)dy.
Reasoning as in the proof of the zig-zag lemma (see for instance [BD98, p. 79-80]),
we obtain for every τ ∈]0, 1[
ẐL(x0, τtξ + (1− τ)tζ) ≤ τẐL(x0, tξ) + (1− τ)ẐL(x0, tζ).
Letting t → 1 and using Lemma 4.8 we obtain that ẐL(x0, ·) is rank-one con-
vex. Then ẐL(x0, ·) is separately convex so is continuous in int(domẐL(x0, ·)) (see
[Dac08, Theorem 2.31, p. 47]). Applying Lemma 4.7 together with Theorem 4.2
we obtain that the function ẐL(x0, ·) is the lsc envelope of ZL(x0, ·). 
The integral representation of F was studied in [DAMZ04, DAZ05] in the scalar
case with p =∞, we propose here the following alternative result.
Theorem 3.2. Assume that m = 1. Assume that f satisfies (A1) ((A2) if p =∞),
(A4), (A5), (A6), (A8), and (C1). If either f is ru-usc or Zf is both ru-usc and
W 1,p-quasiconvex then for every u ∈ domF we have
F (u) =
ˆ
Ω
f∗∗(x,∇u(x))dx.
Moreover f∗∗(x, ·) = Zf(x, ·) = Ẑf(x, ·) a.e. in Ω.
Proof. By Theorem 2.2, the representation (2.3) holds for all u ∈ domF . Fix
ξ ∈ M1×d. On one hand, by a well known lower semicontinuity result (see for
instance [But89, Theorem 4.1.1]) we have for every O ∈ O(Ω) and u ∈ W 1,p(Ω)
F (u;O) ≥ inf
{
lim
n→∞
ˆ
O
f∗∗(x,∇un(x))dx :W
1,p(Ω) ∋ un ⇀ u
}
≥
ˆ
O
f∗∗(x,∇u(x))dx.
It follows that Ẑf(x, ·) ≥ f∗∗(x, ·) a.e. in Ω. On the other hand by Lemma 3.2
we have Zf(x, ·) is convex and lsc and f(x, ·) ≥ f(x, ·) ≥ Zf(x, ·) = Ẑf(x, ·) ≥
f∗∗(x, ·) a.e. Ω, and the proof is complete. 
Remark 3.1. If we consider the case p = ∞ in Theorem 3.2, we can replace the
assumption (A8) by (A3) since (A3) and (A5) imply (A8) (see Corollary 4.1).
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3.3. Relaxation with p(x)-growth. Let p ∈]d,∞[. Let p : Ω → [0,∞[ be a
measurable function such that p ≤ p(x) for all x ∈ Ω.
Let f : Ω×Mm×d → [0,∞[ be a Borel measurable integrand.
Consider the assertions:
(D1) for each ξ ∈M
m×d we have
|ξ|p(·) ∈ L1(Ω) and lim
δ→0
sup
Q⊂Ω, cube
diam(Q)<δ
 
Q
|ξ|p(x)dx<∞;
(D2) there exist α, β>0 such that for every (x, ξ) ∈ Ω×Mm×d we have
α|ξ|p(x) ≤ f(x, ξ) ≤ β(1 + |ξ|p(x)).
When (D2) holds, we say that f has p(x)-growth. The condition (D1) is satisfied
if p(·) ≤ p∗ for some p∗ ∈]d,∞[.
Theorem 3.3. Assume that (D2) holds. If (2.3) holds for each u ∈ domF , then
Ẑf is a Carathe´odory integrand which is ru-usc and rank-one convex with respect
to the second variable.
Proof. Reasoning as in the proof of the zig-zag lemma (see for instance [BD98, p.
79-80]), we obtain that Ẑf(x, ·) is rank-one convex for all x ∈ Ω. Then Ẑf(x, ·) is
separately convex. Moreover using (D1), it is easy to see that Ẑf satisfies: for a.a.
x ∈ Ω and for every ξ ∈ Mm×d it holds
(3.1) α|ξ|p(x) ≤ Ẑf(x, ξ) ≤ β(1 + |ξ|p(x)).
So by using [Dac08, Theorem 2.31, p. 47] we obtain that for a.a. x ∈ Ω the
function Ẑf(x, ·) is continuous in int(domẐL(x, ·)). But for a.a. x ∈ Ω we have
int(domẐf(x, ·)) = domẐf(x, ·) = Mm×d since (3.1).
By (3.1) and [Dac08, Prop. 2.32, p. 51] there exists K>0 such that for a.a.
x ∈ Ω, for every t ∈]0, 1[ and every ξ ∈Mm×d
|Ẑf(x, tξ)− Ẑf(x, ξ)| ≤ K|tξ − ξ|
(
1 + |tξ|p(x)−1 + |ξ|p(x)−1
)
≤ (1 − t)4K
(
1 + |ξ|p(x)
)
≤ (1 − t)4K
(
1 + 1
α
Ẑf(x, ξ)
)
≤ (1 − t)4K(1 + 1
α
)
(
1 + Ẑf(x, ξ)
)
where we used (D2). We obtain ∆
1
Ẑf
(t) ≤ (1 − t)4K(1 + 1
α
) which shows that Ẑf
is ru-usc by letting t→ 1. 
Theorem 3.4. Assume that (D1) and (D2) hold. If Zf is W 1,p-quasiconvex and
ru-usc, then (2.3) holds for each u ∈ domF .
Proof. Since (D2) and (D1) we have domf(x, ·) = Mm×d for all x ∈ Ω and (A7)
holds. Moreover, (A1) holds since p(·) ≥ p>d. It is easy to check that (A5) holds
since Lemma 4.4 and the fact that for each x the function ξ 7→ |ξ|p(x) is convex.
Apply Theorem 2.1 we have (2.3) for all u ∈ domF . Using convexity it is easy to see
that the functional W 1,p(Ω;Rm) ∋ u 7→
´
Ω |∇u(x)|
p(x)dx is swlsc on W 1,p(Ω;Rm).
Hence
domF = domF =
{
u ∈ W 1,p(Ω;Rm) :
ˆ
Ω
|∇u(x)|p(x)dx<∞
}
,
and the proof is complete. 
94. Preliminary results
4.1. Some properties of L and ZL. The following lemma is an extension for
nonconvex functions satisfying (A3) and (A5) of the classical local upper bound
property for convex functions.
Lemma 4.1. Let L : Ω ×Mm×d → [0,∞] be a Borel measurable integrand. If L
satisfies (A3) and (A5) thenˆ
Ω
M0(x)dx<∞ where M0(·) := sup
ζ∈Qρ0 (0)
L(·, ζ).
Proof. Each matrix ξ ∈ Qρ0(0) is identified to the vector
ξ = (ξ11, · · · , ξ1d, · · · , ξi1, · · · , ξid, · · · , ξm1, · · · , ξmd) .
Consider the finite subset S := {(ξ11, · · · , ξmd) : ξij ∈ {−ρ0, 0, ρ0}} ⊂ Qρ0(0) and
define the function L∗ : Ω → [0,∞] by L∗(x) := maxξ∈S L(x, ξ). The function L∗
belongs to L1(Ω) since (A3). Indeed, for each x ∈ Ω choose one ξx ∈ S such that
L∗(x) = L(x, ξx), and for each ξ ∈ S consider the sets Mξ := {y ∈ Ω : ξy = ξ},
then the finite family {Mξ}ξ∈S is pairwise disjoint, Ω = ∪ξ∈SMξ andˆ
Ω
L∗(x)dx =
∑
ξ∈S
ˆ
Mξ
L(x, ξx)dx ≤
∑
ξ∈S
ˆ
Ω
L(x, ξ)dx<∞.
Fix x ∈ Ω. Let ζ = (ζ11, · · · , ζ1d, · · · , ζi1, · · · , ζid, · · · , ζm1, · · · , ζmd) ∈ S with
ξij = ζij for all i 6= 1 and j 6= 1. If ξ11 6= 0 then by (A5) we have
L(x, ξ) =L
(
x, |ξ11|
ρ0
sgn(ξ11)ρ0 +
(
1− |ξ11|
ρ0
)
0, · · · , ξ1d, · · · , ξm1, · · · , ξmd
)
(4.1)
≤C (1 + L(x, ρ0, · · · , ξmd) + L(x, 0, · · · , ξmd))
≤2C (1 + L∗(x))
where sgn(ξij) denotes the sign of ξij . The same upper bound in (4.1) holds for
L(x, ξ) when ξ11 = 0.
Assume now that ξij = ζij for all i 6= 1 and j /∈ {1, 2}. Then by using (4.1) and
(A5), we have
L(x, ξ) =L
(
x, ξ11,
|ξ12|
ρ0
sgn(ξ12)ρ0 +
(
1− |ξ12|
ρ0
)
0, · · · , ξ1d, · · · , ξm1, · · · , ξmd
)
≤C (1 + 2C(1 + L∗(x)) + L∗(x)) .
≤C(1 + 2C) (1 + L∗(x)) .
Recursively, we obtain C∗>0 which depends on C only, such that
L(x, ξ) ≤ C∗(1 + L∗(x))
for all (x, ξ) ∈ Ω×Qρ0(0). Integrating over Ω we obtainˆ
Ω
sup
ζ∈Qρ0 (0)
L(x, ζ)dx ≤ C∗
(
|Ω|+
ˆ
Ω
L∗(x)dx
)
<∞.

Corollary 4.1. If p = ∞ then (A3) and (A5) imply (A8), i.e., there exists ρ0>0
such that
´
Ω L(x,∇u(x))dx<∞ whenever |u|1,∞ ≤ ρ0 for all u ∈W
1,∞(Ω;Rm).
Proof. Remark that ∇u(·) ∈ Qρ0(0) a.e. in Ω when |u|1,∞ ≤ ρ0, and then apply
Lemma 4.1 to complete the proof. 
For the proof of Theorem 2.1 we need the following result.
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Lemma 4.2. If L : Ω ×Mm×d → [0,∞] is a Borel measurable integrand which
satisfies (A4) then for a.a. x ∈ Ω and for every ξ ∈Mm×d we have
ZL(x, ξ) ≤ L(x, ξ).
Proof. Fix x0 ∈ Ω′ where Ω′ := {x ∈ Ω : domL(x, ·) ⊂ ΛL(x)}. We have |Ω\Ω′| = 0
since (A4). If ξ /∈ domL(x0, ·) then ZL(x0, ξ) ≤ ∞ = L(x0, ξ). Now, if ξ ∈
domL(x0, ·) then by (A4) limε→0
ffl
Qε(x0)
L(z, ξ)dz = L(x0, ξ). Using the definition
of ZL we finish the proof. 
Lemma 4.3. If L : Ω ×Mm×d → [0,∞] is a Borel measurable integrand which
satisfies (A5) then ZL satisfies (A5).
Proof. Let x ∈ Ω, ξ, ζ ∈ Mm×d and t ∈]0, 1[. There exist {ϕξ,ε}ε, {ϕζ,ε}ε ⊂
W 1,p0 (Qε(x);R
m) such that
lim
ε→0
 
Qε(x)
L(y, ξ +∇ϕξ,ε)dy = ZL(x, ξ)
lim
ε→0
 
Qε(x)
L(y, ζ +∇ϕζ,ε)dy = ZL(x, ζ).
Since ϕε := tϕξ,ε + (1 − t)ϕζ,ε ∈W
1,p
0 (Qε(x);R
m) we have
ZL(x, tξ + (1− t)ζ) ≤ lim
ε→0
 
Qε(x)
L(y, tξ + (1− t)ζ +∇ϕε)dy
≤ C lim
ε→0
 
Qε(x)
(
1 + L(y, ξ +∇ϕξ,ε) + L(y, ξ +∇ϕζ,ε)
)
dy
≤ C
(
1 + ZL(x, ξ) + ZL(x, ζ)
)
which completes the proof. 
The following result shows that the condition (A5) is shared by integrands with
the same growth.
Lemma 4.4. If L1, L2 : Ω×Mm×d → [0,∞] are two Borel measurable integrands
such that for some α, β>0 and for every (x, ξ) ∈ Ω×Mm×d it holds
αL2(x, ξ) ≤ L1(x, ξ) ≤ β(1 + L2(x, ξ)),
then L1 satisfies (A5) if and only if L2 satisfies (A5).
Proof. Assume that L1 satisfies (A5). Fix x ∈ Ω. Let ξ, ζ ∈ Mm×d and t ∈]0, 1[.
Then
L2(x, tξ + (1− t)ζ) ≤
1
α
L1(x, tξ + (1− t)ζ)
≤
C
α
(
1 + L1(x, ξ) + L1(x, ζ)
)
≤
C
α
(
1 + 2β + βL2(x, ξ) + βL2(x, ζ)
)
≤
C
α
(1 + 2β)
(
1 + L2(x, ξ) + L2(x, ζ)
)
.
In the same manner we can verify that if L2 satisfies (A5) then L1 too. 
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4.2. Ru-usc functionals. Let (X, τ) be a topological vector space and J : X →
[0,∞] be a function. For each a>0 andD ⊂ domJ we define ∆aJ,D : [0, 1]→]−∞,∞]
by
∆aJ,D(t) := sup
u∈D
J(tu)− J(u)
a+ J(u)
.
When D = domJ we will write ∆aJ := ∆
a
J,D
Definition 4.1. Given D ⊂ domJ , we say that J is ru-usc in D, if there exists
a>0 such that
lim
t→1
∆aJ,D(t) ≤ 0.
Remark 4.1. If J is ru-usc in D then
(4.2) lim
t→1
J(tu) ≤ J(u) for all u ∈ D
Indeed, given u ∈ D, we have
J(tu) ≤ ∆aJ,D(t) (a+ J(u)) + J(u) for all t ∈ [0, 1]
which gives (4.2) since a+ J(u) > 0 and limt→1∆
a
J (t) ≤ 0.
Remark 4.2. If there exists u0 ∈ D such that J is “radially” lower semicontinuous
at u0 in the sense that
lim
t→1
J(tu0)− J(u0) ≥ 0.(4.3)
Then
(4.4) lim
t→1
∆aJ,D(t) ≥ 0 for all a>0
Indeed, given such u ∈ D, for any a>0 we have
∆aJ,D(t) ≥
J(tu0)− J(u0)
a+ J(u0)
for all t ∈ [0, 1]
which gives (4.4) since a+ J(u0) > 0 and (4.3).
For a subset D ⊂ X , we denote by D
τ
the closure of D with respect to τ .
Lemma 4.5. Let D ⊂ domJ be a τ-star shaped subset with respect to 0, i.e.,
(4.5) tD
τ
⊂ D for all t ∈]0, 1[.
If J is ru-usc in D then
lim
t→1
J(tu) = lim
t→1
J(tu)
for all u ∈ D
τ
.
Proof. Fix u ∈ D
τ
. It suffices to prove that
(4.6) lim
t→1
J(tu) ≤ lim
t→1
J(tu).
Without loss of generality we can assume that limt→1 J(tu) < ∞ and there exist
{tn}n, {sn}n ⊂]0, 1[ such that:
• tn → 1, sn → 1 and
tn
sn
→ 1;
• lim
t→1
J(tu) = lim
n→∞
J(tnu);
• lim
t→1
J(tu) = lim
n→∞
J(snu).
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From (4.5) we see that for every n ≥ 1, snu ∈ D so we can assert that for every
n ≥ 1,
(4.7) J(tnu) ≤ a∆
a
J,D
(
tn
sn
)
+
(
1 + ∆aJ,D
(
tn
sn
))
J(snu).
On the other hand, as J is ru-usc in D we have limn→∞
(
1 + ∆aJ,D
(
tn
sn
))
≤ 1
and limn→∞ a∆
a
J,D
(
tn
sn
)
≤ 0 since a > 0, and (4.6) follows from (4.7) by letting
n→∞. 
Define Ĵ : X → [0,∞] by
Ĵ(u) := lim
t→1
J(tu).
Lemma 4.6. If J is ru-usc in a τ-star shaped set D ⊂ domJ then Ĵ is ru-usc in
D
τ
∩ domĴ .
Proof. Fix t ∈]0, 1[ and u ∈ D
τ
∩ domĴ . We have tu ∈ D since (4.5) holds. By
Lemma 4.5 we can assert that:
• Ĵ(u) = lim
s→1
J(su);
• Ĵ(tu) = lim
s→1
J(s(tu)),
and consequently
(4.8)
Ĵ(tu)− Ĵ(u)
a+ Ĵ(u)
= lim
s→1
J(t(su))− J(su)
a+ J(su)
.
On the other hand, by (4.5) we have su ∈ D for all s ∈]0, 1[ so
J(t(su))− J(su)
a+ J(su)
≤ ∆aL,D(t) for all s ∈]0, 1[.
Letting s → 1 and using (4.8) we deduce that ∆a
Ĵ,D
τ
∩domĴ
(t) ≤ ∆aJ,D(t) for all
t ∈]0, 1[, which implies that Ĵ is ru-usc in D
τ
∩ domĴ since J is ru-usc in D. 
Theorem 4.1. If J is ru-usc in a τ-star shaped set D ⊂ domJ , and τ sequentially
lower semicontinuous on D then:
(i) Ĵ(u) =
{
J(u) if u ∈ D
lim
t→1
J(tu) if u ∈ D
τ
\D
(ii) Ĵ = J
D
on D
τ
where
J
D
(u) := inf
{
lim
n→∞
J(un) : D ∋ un
τ
→ u
}
.
Proof. (i) By Lemma 4.5 we have Ĵ(u) = limt→1 J(tu) for all u ∈ D
τ
. From
Remark 4.1 we see that if u ∈ D then limt→1 J(tu) ≤ J(u). On the other hand, from
(4.5) it follows that if u ∈ D then tu ∈ D for all t ∈]0, 1[. Thus, limt→1 J(tu) ≥ J(u)
whenever u ∈ D since J is τ lsc on D, and (i) follows.
(ii) Let u ∈ D
τ
. Using (4.5) we have tu ∈ D for all t ∈]0, 1[, so by Remark 4.1
and lower semicontinuity it follows that Ĵ(u) = limt→1 J(tu) ≥ J
D
(u). It remains
to prove that
J
D
(u) ≥ Ĵ(u).(4.9)
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Choose a sequence {un}n ⊂ D such that un
τ
→ u and limn→∞ J(un) = J
D
(u). By
(4.5) we see that tun ∈ D for all t ∈]0, 1[ and all n ≥ 1, and consequently
lim
n→∞
J(tun) ≥ J(tu) for all t ∈]0, 1[
because J is τ lsc on D. It follows that
(4.10) lim
t→1
lim
n→∞
J(tun) ≥ Ĵ(u).
On the other hand, for every n ≥ 1 and every t ∈ [0, 1], we have
J(tun) ≤ (1 + ∆
a
J,D(t))J(un) + a∆
a
J,D(t).
As J is ru-usc in D, letting n→∞ and t→ 1 we obtain
lim
t→1
lim
n→∞
J(tun) ≤ lim
n→∞
J(un) = J
D
(u)
which gives (4.9) by combining it with (4.10). 
The following result is a consequence of Theorem 4.1. For a functional F : X →
[0,∞] we denote by F : X → [0,∞] the τ sequential lsc envelope defined by
F (u) := inf
{
lim
n→∞
F (un) : X ∋ un
τ
→ u
}
.
Corollary 4.2. Assume that domF is τ-star shaped with respect to 0, F is ru-usc
in domF , and F = I on domF where I : X → [0,∞] is a functional. Then
F (u) :=

I(u) if u ∈ domF
lim
t→1
I(tu) if u ∈ domF \ domF
∞ otherwise.
(4.11)
Proof. We have F = F
domF
= I
domF
since F = I on domF . Hence I = I
domF
on
domF so I is τ lsc on domF . Apply Theorem 4.1 with I = J and D = domF , it
follows that Î = I
domF
so F = Î on domF
τ
. 
4.2.1. Ru-usc integrands. LetM ⊂ Rd be a measurable set and let L :M×Mm×d →
[0,∞] be a measurable integrand. For each x ∈M and for each a ∈ L1loc(M ; ]0,∞]),
we define ∆aL : [0, 1]→]−∞,∞] by
∆aL(t) := ess sup
x∈M
sup
ξ∈domL(x,·)
L(x, tξ)− L(x, ξ)
a(x) + L(x, ξ)
.
Definition 4.2. We say that L is radially uniformly upper semicontinuous (ru-usc)
if there exists a ∈ L1loc(M ; ]0,∞]) such that
lim
t→1
∆aL(t) ≤ 0.
Remark 4.3. If L is ru-usc then
(4.12) lim
t→1
L(x, tξ) ≤ L(x, ξ)
for all x ∈M and all ξ ∈ domL(x, ·).
Remark 4.4. If there exist x ∈ M and ξ ∈ domL(x, ·) such that L(x, ·) is lsc at ξ
then
(4.13) lim
t→1
∆aL(t) ≥ 0
for all a ∈ L1loc(M ; ]0,∞]).
Lemma 4.7. If L : Ω ×Mm×d → [0,∞] is a ru-usc Borel measurable integrand
then ZL is ru-usc and ∆aZL(t) ≤ ∆
a
L(t) for all t ∈]0, 1[.
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Proof. Indeed, fix x ∈ Ω a Lebesgue point for the function a ∈ L1(Ω) which appears
in the definition of the ru-usc for L. Fix ξ ∈ domZL(x, ·) and choose a sequence
{ϕε}ε ⊂W
1,p
0 (Qε(x);R
m) satisfying for every ε>0
ε+ ZL(x, ξ) ≥
 
Qε(x)
L(y, ξ +∇ϕε)dy.
Fix ε>0. Then ξ +∇ϕε(y) ∈ domL(y, ·) a.e. in Qε(x). We have for every t ∈]0, 1[ 
Qε(x)
L(y, tξ +∇ϕε)dy −ZL(x, ξ)
≤
 
Qε(x)
L(y, tξ +∇ϕε)dy −
 
Qε(x)
L(y, ξ +∇ϕε)dy + ε
≤ ∆L(t)
( 
Qε(x)
a(y) + L(y, ξ +∇ϕε)dy
)
+ ε
≤ ∆L(t)
( 
Qε(x)
a(y)dy + ε+ ZL(x, ξ)
)
+ ε.
Taking the infimum over all ϕ ∈ W 1,p0 (Qε(x);R
m) and passing to the limit ε → 0
we obtain ∆aZL(t) ≤ ∆
a
L(t) for all t ∈]0, 1[, and the proof is complete. 
Define L̂ :M ×Mm×d → [0,∞] by
L̂(x, ξ) := lim
t→1
L(x, tξ).
The proof of the following result is similar to the proof of Lemma 4.5 and
Lemma 4.6.
Lemma 4.8. If L is ru-usc and for a.a. x ∈M the effective domain domL(x, ·) is
star shaped with respect to 0, i.e., tdomL(x, ·) ⊂ domL(x, ·) for all t ∈]0, 1[ then L̂
is ru-usc and
L̂(x, ξ) = lim
t→1
L(x, tξ).
We can now state the analogue of Theorem 4.1.
Theorem 4.2. Assume L is ru-usc. If for every x ∈M ,
tdomL(x, ·) ⊂ int(domL(x, ·)) for all t ∈]0, 1[
and L(x, ·) is lsc on int(domL(x, ·)), then:
(i) L̂(x, ξ) =

L(x, ξ) if ξ ∈ int(domL(x, ·))
lim
t→1
L(x, tξ) if ξ ∈ ∂domL(x, ·)
∞ otherwise;
(ii) for every x ∈M , L̂(x, ·) is the lsc envelope of L(x, ·).
5. Proof of Theorem 2.1 and 2.2
5.1. Proof of Theorem 2.1. Let O ∈ O(Ω) and u ∈ domF (·, O). If Zf is ru-usc
and W 1,p-quasiconvex, then by Lemma 4.2 we have
F (u,O) ≥ inf
{
lim
n→∞
ˆ
O
Zf(x,∇un(x))dx : W
1,p(Ω;Rm) ∋ un ⇀ u
}
.
Using Proposition 2.1 (ii) we obtain
F (u,O) ≥
ˆ
O
Ẑf(x,∇u(x))dx.(5.1)
If f is ru-usc then (5.1) holds by Proposition 2.1 (iii).
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To prove the reverse inequality, note that tu ∈ domF (·, O) for all t ∈]0, 1[ since
(A5) and (A3). Using Lemma 4.2 and (A5) we have for every t ∈]0, 1[
Zf(x, t∇u(x)) ≤ f(x, t∇u(x)) ≤ C(1 + f(x, 0) + f(x,∇u(x)) a.e. in O.
Then we consider both Proposition 2.1 (i) and Lemma 4.8 and apply the Lebesgue
dominated theorem we obtain
F (u,O) ≤ lim
t→1−
F (tu,O) ≤ lim
t→1−
F (tu,O) ≤ lim
t→1−
ˆ
O
Zf(x, t∇u)dx
≤
ˆ
O
Ẑf(x,∇u)dx
where we used the fact that F (·, O) is swlsc on W 1,p(Ω;Rm), which completes the
proof. 
5.2. Proof of Theorem 2.2. Fix O ∈ O(Ω). By (A8) and (A5), domF (·, O) is
a convex subset of W 1,p(Ω;Rm) with 0 belongs to the interior of domF (·, O) with
respect to the norm topology of W 1,p(Ω;Rm). Hence, by a well-known property of
convex set in normed space, we have tdomF (·, O)
s
⊂ domF (·, O) for all t ∈ [0, 1[,
where domF (·, O)
s
is the closure of domF (·, O) in W 1,p(Ω;Rm). Since domF (·, O)
is a convex set we have domF (·, O)
s
= domF (·, O)
w
where domF (·, O)
w
is the
closure of domF (·, O) with respect to the weak topology of W 1,p(Ω;Rm). We
deduce that domF (·, O) is weakly star-shaped with respect to 0, i.e.,
tdomF (·, O)
w
⊂ domF (·, O) for all t ∈ [0, 1[.(5.2)
We claim that F (·, O) is ru-usc in domF (·, O). Indeed, let u ∈ domF (·, O) and
t ∈]0, 1[. First, by Proposition 2.1 (i)
F (tu,O) ≤
ˆ
O
Ẑf(x, t∇u)dx ≤
ˆ
O
∆a
Ẑf
(t)
(
a(x) + Ẑf(x,∇u)
)
+ Ẑf(x,∇u)dx
= ∆a
Ẑf
(t)
(
|a|L1(O) + F (u,O)
)
+ F (u,O).
It follows that ∆
|a|L1(O)
F (·,O),domF (·,O)
(t) ≤ ∆a
Ẑf
(t) for all t ∈]0, 1[. By Lemma 4.8 (if
f is ru-usc then combine Lemma 4.7, Lemma 4.8 and (domẐf ⊂ domZf)) Ẑf is
ru-usc, it follows that F (·, O) is ru-usc in domF (·, O). Applying Corollary 4.2 with
I(u) =
´
O
Ẑf(x,∇u)dx, D = domF (·, O) and by taking account of (5.2), we obtain
F (u,O) :=

ˆ
O
Ẑf(x,∇u)dx if u ∈ domF (·, O)
lim
t→1
ˆ
O
Ẑf(x, t∇u)dx if u ∈ domF (·, O) \ domF (·, O)
∞ otherwise.
(5.3)
Let u ∈ domF (·, O)\domF (·, O). If I(u) =∞ then F (u,O) =∞, indeed, since
lim
t→1
lim
s→1
Zf(x, stξ) ≥ Ẑf(x, ξ),
we have
F (u,O) = lim
t→1
ˆ
O
Ẑf(x, t∇u)dx ≥
ˆ
O
lim
t→1
Ẑf(x, t∇u)dx ≥
ˆ
O
Ẑf(x,∇u)dx = I(u)
where we used (5.3) and Fatou lemma. Assume now that I(u)<∞. On one hand,
Ẑf(·,∇u(·)) ∈ L1(O), and on the other hand Ẑf is ru-usc, hence
Ẑf(x, t∇u(x)) ≤ Ẑf(x,∇u(x)) + ∆a
Ẑf
(t)
(
a(x) + Ẑf(x,∇u(x))
)
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for all t ∈]0, 1[ and x ∈ O. Applying the Lebesgue dominated theorem we finally
obtain
lim
t→1
ˆ
O
Ẑf(x, t∇u)dx =
ˆ
O
Ẑf(x,∇u)dx.

6. Proof of Proposition 2.1 (i)
6.1. Local Dirichlet problems associated to a functional. For any functional
H :W 1,p(Ω;Rm)×O(Ω)→ [0,∞] we set
mH(u;O) := inf
{
H(v;O) : v ∈ u+W 1,p0 (O;R
m)
}
.
Note that we can write mH(u;O) = inf
{
H(u+ ϕ;O) : ϕ ∈W 1,p0 (O;R
m)
}
also.
For each ε>0 and each O ∈ O(Ω), denote by Vε(O) the class of all countable family
{Qi := Qρi(xi)}i∈I of disjointed (pairwise disjoint) closed balls of O with xi ∈ O
and ρi = diam(Qi) ∈]0, ε[ such that |O\∪i∈I Qi| = 0. Consider mεH(u; ·) : O(Ω) →
[0,∞] given by
mεH(u;O) := inf
{∑
i∈I
mH(u;Qi) : {Qi}i∈I ∈ Vε(O)
}
,
and define m∗H(u; ·) : O(Ω)→ [0,∞] by
m∗H(u;O) := sup
ε>0
mεH(u;O) = lim
ε→0
mεH(u;O).
The set function m∗H is of the Carathe´odory construction type (see for instance
[Fed69, 2.10]), which was introduced by [BFM98] and [BB00b].
Lemma 6.1. Let O ∈ O(Ω). Assume that H(u; ·) is countably subadditive for all
u ∈W 1,p(O;Rm). Then for every u ∈W 1,p(O;Rm) we have
mH(u;O) ≤ m
∗
H(u;O).(6.1)
Proof. Fix ε > 0. Choose {Qi}i≥1 ∈ Vε(O) such that∑
i≥1
mH(u; Qi) ≤
ε
2
+ m∗H(u;O).(6.2)
For each i ≥ 1 there exists ϕiε ∈W
1,p
0 (Qi;R
m) such that
H(u+ ϕiε; Qi) ≤
ε
2i+1
+mH(u; Qi).(6.3)
Set ϕε :=
∑
i≥1 ϕ
i
εIQi ∈W
1,p
0 (O;R
m). Using the countable subadditivity ofH(u; ·),
(6.3), and (6.2) we have
mH(u;O) ≤ H(u + ϕε;O) ≤
∑
i≥1
H(u+ ϕiε; Qi) ≤
ε
2
+
∑
i≥1
mH(u; Qi)
≤ ε+m∗H(u;O),
we obtain (6.1) by letting ε→ 0. 
By [BB00b, Prop. 2.1., p. 81], we have the following result (which is needed for
the proof of Lemma 6.3).
Lemma 6.2. Let u ∈ W 1,p(Ω;Rm). If there exists a finite Radon measure µu on
Ω such that for every cube Q ∈ O(Ω)
mH(u; Q) ≤ µu(Q),
then m∗H(u; ·) can be extended to a Radon measure λu on Ω satisfying 0 ≤ λu ≤ µu.
17
The proof of the upper bound will be divided into four steps.
6.2. Step 1: F (u;O) ≤ m∗
F
(u;O) for all (u,O) ∈W 1,p(Ω;Rm)×O(Ω).
Fix u ∈ W 1,p(Ω;Rm). Without loss of generality we assume that m∗F (u;O)<∞.
Fix ε ∈]0, 1[. Choose {Qi}i∈I ∈ Vε(O) such that∑
i∈I
mF (u; Qi) ≤ m
ε
F (u;O) +
ε
2
≤ m∗F (u;O) +
ε
2
.(6.4)
Given any i ∈ I there exists vi ∈ u+W
1,p
0 (Qi;R
m) such that
F (vi; Qi) ≤ m
ε
F (u; Qi) +
ε
2
|Qi|
|O|
(6.5)
by definition of mF (u; Qi). Define uε ∈ u +W
1,p
0 (O;R
m) by uε :=
∑
i∈I viIQi +
uIΩ\∪i∈I Qi . From (6.4) and (6.5) we have that
F (uε;O) ≤ m
ε
F (u;O) + ε.(6.6)
In the case p ∈]d,∞[, from the p-coercivity of f , (6.4) and (6.5), we deduce
sup
ε>0
ˆ
O
|∇uε|
pdx ≤
1
c
(m∗F (u;O) + 1) .(6.7)
By Poincare´ inequality there exists K>0 depending only on p and d such that for
each vi ∈ u+W
1,p
0 (Qi;R
m)
ˆ
Qi
|vi − u|
pdx ≤ Kεp
ˆ
Qi
|∇vi −∇u|
pdx,
since diam(Qi)<ε. By summing on i ∈ I and using (6.7) and we obtain
ˆ
O
|uε − u|
pdx ≤ 2p−1Kεp
(ˆ
O
|∇uε|
pdx+
ˆ
O
|∇u|pdx
)
≤ 2p−1Kεp
(
1
c
(m∗F (u;O) + 1) +
ˆ
O
|∇u|pdx
)
which shows that uε → u in Lp(O;Rm) as ε→ 0. In the case where p =∞ we have
‖∇uε‖L∞(O;Rm) ≤ R0(6.8)
since (6.6). With similar reasoning we obtain uε → u in L∞(O;Rm) as ε→ 0.
Therefore by (6.7) ((6.8) if p =∞), there is a subsequence (not relabeled) such
that uε ⇀ u (uε
∗
⇀ u if p =∞) as ε→ 0, and then by (6.6) we have
F (u;O) ≤ lim
ε→0
F (uε;O) ≤ m
∗
F (u;O).

Remark 6.1. We note that the previous proof establishes
F (u;O) ≤ inf
{
lim
ε→0
F (uε;O) : u+W
1,p
0 (O;R
m) ∋ uε ⇀ u in W
1,p(Ω;Rm)
}
≤ m∗F (u;O).
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6.3. Step 2: m∗F (u; ·) is locally equivalent to mF (u; ·). We are concerned
with the proof of the local equivalence of m∗F (u; ·) and mF (u; ·), this result was
established by [BFM98, Lemma 3.5] in the context of relaxation of variational
functionals in BV , and in a general framework in [BB00b, Theorem 2.3]. However,
the proof that we propose is inspired by [ABF03, Proof of Theorem 3.11, p. 380].
Also, note that by Lemma 6.1 limε→0
m∗F (u;Qε(x0))
mF (u;Qε(x0))
≥ 1.
Lemma 6.3. If F (u;O)<∞. Then we have
lim
ε→0
m∗F (u; Qε(x0))
εd
= lim
ε→0
mF (u; Qε(x0))
εd
a.e. in O.
Proof. Let u ∈ W 1,p(Ω;Rm) be such that F (u;O)<∞. Then for each U ∈ O(O)
mF (u;U) ≤
ˆ
U
f(x,∇u(x))dx<∞,
so by using Lemma 6.2 with µu := f(·,∇u(·))dx⌊O, m∗F (u; ·) is the trace of a
Radon measure λu on O satisfying 0 ≤ λu ≤ µu. Since µu is absolutely continuous
with respect to dx⌊O the Lebesgue measure on O, the limit limε→0
λu(Qε(x0))
εd
exists
for a.a. x0 ∈ O as the Radon-Nikodym derivative of λu with respect to dx⌊O.
Moreover, by Lemma 8.6, we have
lim
ε→0
m∗F (u; Qε(x0))
εd
≥ lim
ε→0
mF (u; Qε(x0))
εd
a.e. in O.
It remains to prove that
lim
ε→0
m∗F (u; Qε(x0))
εd
≤ lim
ε→0
mF (u; Qε(x0))
εd
a.e. in O.(6.9)
Fix any θ>0. Consider the following sets
Gθ :=
{
Qε(x) : x ∈ O, ε > 0 and m
∗
F (u; Qε(x))>mF (u; Qε(x)) + θ |Qε(x)|
}
,
Nθ :=
{
x ∈ O : ∀δ>0 ∃ε ∈]0, δ[ Qε(x) ∈ Gθ
}
.
It is sufficient to prove that Nθ is a negligible set for the Lebesgue measure on
O. Indeed, given x0 ∈ O\Nθ there exists δ0 > 0 such that m∗F (u; Qε(x0)) ≤
mF (u; Qε(x0)) + θ |Qε(x)| for all ε ∈]0, δ0[. Hence
lim
ε→0
m∗F (u; Qε(x0))
|Qε(x)|
≤ lim
ε→0
mF (u; Qε(x0))
|Qε(x)|
+ θ,
then we obtain (6.9) by letting θ → 0.
Fix δ>0. Consider the set
Fδ :=
{
Qε(x) : x ∈ Nθ, ε ∈]0, δ[ and Qε(x) ∈ Gθ
}
.
Using the definition of Nθ we can see that infQ∈Fδ diam (Q) = 0. By the Vitali
covering theorem there exists a disjointed countable subfamily {Qi}i≥1 of Fδ such
that ∣∣Nθ\ ∪
i≥1
Qi
∣∣ = 0.(6.10)
We have Nθ ⊂ ∪i≥1Qi ∪ Nθ\∪i≥1Qi. To prove that Nθ is a negligible set is
equivalent to prove that |Vj | = 0 for all j ≥ 1 where
Vj :=
j
∪
i=1
Qi.
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Fix j ≥ 1. Let {Q′i}i≥1 ∈ Vδ
(
O \ ∪ji=1Qi
)
satisfying∑
i≥1
mF (u; Q
′
i) ≤ m
∗
F
(
u;O \
j
∪
i=1
Qi
)
+ δ.(6.11)
Recalling that m∗F (u; ·) is the trace on O(O) of a nonnegative finite Radon measure,
we see that
m∗F (u;O) ≥ m
∗
F
(
u;O \
j
∪
i=1
Qi
)
+m∗F
(
u;Vj
)
= m∗F
(
u;O \
j
∪
i=1
Qi
)
+
∑
1≤i≤j
m∗F (u; Qi).
Since each Qi ∈ Gθ, we have by using (6.11)
m∗F (u;O) ≥
∑
i≥1
mF (u; Q
′
i)− δ +
j∑
i=1
mF (u; Qi) + θ|Vj |.
It is easy to see that the countable family {Q′i : i ≥ 1} ∪ {Qi : 1 ≤ i ≤ j} belongs
to Vδ(O), thus
m∗F (u;O) ≥ m
δ
F (u;O) + θ|Vj | − δ.
Letting δ → 0 we have mδF (u;O)ր m
∗
F (u;O), and so |Vj | = 0 since θ>0. 
6.4. Step 3: Cut-off technique to substitute u(·) with u(x0)+∇u(x0)(·−
x0) in mF (u; ·). Now we use cut-off functions to show that for almost all x0 ∈ Ω
we can replace u in mF (u; ·) (locally) with the affine tangent map of u at x0 denoted
by ux0(·) := u(x0)+∇u(x0)(·−x0). In the following, we consider u ∈W
1,p(Ω;Rm)
satisfying tu ∈ domF for all t ∈]0, 1[.
We claim that for every t ∈]0, 1[
lim
ε→0
mF (tu; Qε(x0))
εd
≤ Zf(x0, t∇u(x0)) a.e. x0 ∈ Ω.(6.12)
Fix t ∈]0, 1[ and consider λ, α ∈]0, 1[ such that λ = t
α
. Fix x0 ∈ Ω such that
lim
ε→0
F (αu; Qε(x0))
εd
= f(x0, α∇u(x0))<∞;(6.13)
lim
ε→0
F (tu; Qε(x0))
εd
= f(x0, t∇u(x0))<∞;(6.14)
M0(x0) = lim
ε→0
 
Qε(x0)
M0(x)dx<∞.(6.15)
Zf(x0, t∇u(x0)) = lim
ε→0
inf
ϕ∈W 1,p0 (Qε(x0);R
m)
 
Qε(x0)
f(y, t∇u(x0) +∇ϕ)dy.(6.16)
To shorten notation the cube Qε(x0) is denoted by Qε .
Let {εn}n ⊂ R∗+ be a sequence such that εn → 0 as n→∞ and
lim
ε→0
mF (tu; Qε)
εd
= lim
n→∞
mF (tu; Qεn)
εdn
.
Fix r, s ∈]0, 1[ such that s<r. Fix n ≥ 1. Choose vn ∈ ux0 +W
1,p
0 (Qsεn ;R
m) such
that
F (tvn; Qsεn) ≤ mF (tux0 ; Qsεn) + (εn)
d+1
,
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Consider a cut-off function φ ∈ W 1,∞0 (Qεn ; [0, 1]) such that ‖∇φ‖L∞(Qεn ) ≤
4
(r−s)εn
and
φ(x) =
{
1 on Qsεn
0 on Qεn\Qrεn
, [0 < φ < 1]⊂⊂Qrεn\Qsεn .
Define wn := φvn + (1− φ)u ∈ u+W
1,p
0 (Qεn ;R
m), we have
mF (tu; Qεn) ≤ F (tvn; Qsεn) + F (twn; Qrεn\Qsεn) + F (tu; Qεn\Qrεn)
(6.17)
≤ mF (tux0 ; Qsεn) + ε
d+1
n + F (twn; Qrεn\Qsεn) + F (tu; Qεn\Qrεn) .
The rest of the proof consists to give estimates from above, as n → ∞, of the last
two terms of (6.17) divided by εdn.
By (6.14) we have
lim
n→∞
F (tu; Qεn\Qrεn)
εdn
= lim
n→∞
1
εdn
ˆ
Qεn\Qrεn
f(x, t∇u)dx =
(
1− rd
)
f(x0, t∇u(x0)).
(6.18)
By (A5) we have
F (twn; Qrεn\Qsεn)
εdn
(6.19)
=
1
εdn
ˆ
Qrεn\Qsεn
f (x, λ(ψα∇u(x0) + (1− ψ)α∇u) + (1 − λ)Φn,t) dx
≤ C1
(
|Qrεn\Qsεn |
εdn
+
1
εdn
ˆ
Qrεn\Qsεn
f (x, α∇u(x0)) dx
+
1
εdn
ˆ
Qrεn\Qsεn
f (x, α∇u) dx+
1
εdn
ˆ
Qrεn\Qsεn
f (x,Φn,t) dx
)
,
where Φn,t :=
t
1−λ∇φ⊗ (ux0 − u) and C1 = C
2 + C. By (6.13), it holds
lim
n→∞
1
εdn
ˆ
Qrεn\Qsεn
f (x, α∇u) dx = (rd − sd)f(x0, α∇u(x0)).(6.20)
Using (A4) and (6.13) we deduce
lim
n→∞
1
εdn
ˆ
Qrεn\Qsεn
f (x, α∇u(x0)) dx = (r
d − sd)f(x0, α∇u(x0)).(6.21)
Choose N0 ≥ 1 such that
1
εn
‖ux0 − u‖L∞(Qεn ) ≤
(1−λ)(r−s)ρ0
4t for all n ≥ N0. It
follows that ‖Φn,t‖L∞(Qεn ;Mmd) ≤ ρ0 for all n ≥ N0, and we have by Lemma 4.1
lim
n→∞
1
εdn
ˆ
Qrεn\Qsεn
f (x,Φn,t) dx ≤ lim
n→∞
1
εdn
ˆ
Qrεn\Qsεn
M0(x)dx.
Moreover, by (6.15) we have
lim
n→∞
1
εdn
ˆ
Qrεn\Qsεn
M0(x)dx = (r
d − sd)M0(x0).(6.22)
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Passing to the limit n→∞ by taking account of (6.19), and the estimates (6.20),
(6.21) and (6.22), we have
lim
n→∞
mF (tu; Qεn)
εdn
≤ sd lim
n→∞
mF (tux0 ; Qsεn)
sdεdn
+
(
1− rd
)
f(x0, t∇u(x0))
+ 2C1(r
d − sd) (1 + f(x0, α∇u(x0)) + f(x0, α∇u(x0)) +M0(x0)) .
Letting r→ 1 and s→ 1, we find
lim
ε→0
mF (tu; Qε)
εd
= lim
n→∞
mF (tu; Qεn)
εdn
≤ lim
s→1
lim
n→∞
mF (tux0 ; Qsεn)
(sεn)d
(6.23)
≤ lim
ε→0
mF (tux0 ; Qε)
εd
= Zf(x0, t∇u(x0))
where (6.16) is used.
6.5. Step 4: End of the proof of Proposition 2.1 (i). Using in turn the results
of Subsect. 6.2, 6.3 and 6.4 we obtain for every u ∈ W 1,p(Ω;Rm), every O ∈ O(Ω)
and every t ∈]0, 1[
F (tu;O) ≤ m∗F (tu;O) =
ˆ
O
lim
ε→0
m∗F (tu; Qε(x))
εd
dx =
ˆ
O
lim
ε→0
mF (tu; Qε(x))
εd
dx
≤
ˆ
O
Zf(x, t∇u(x))dx.

7. Proof of Proposition 2.1 (ii) and (iii)
The proof will be divided into two steps. In the first step we will use a localization
technique also known as blow-up method introduced by [FM92] which consists to
reduce the proof of the (global) lower bound to a local lower bound by using measure
arguments. The second step consists to prove the local lower bound by using cut-off
functions.
In this section we denote by L the integrands Zf orf .
7.1. Step 1: Localization technique. LetO ∈ O(Ω). Let u, {un}n ⊂W 1,p(Ω;Rm)
be such that un ⇀ u in W
1,p(Ω;Rm) and
∞>L(u;O) := inf
{
lim
n→∞
ˆ
O
L(x,∇un(x))dx :W
1,p(Ω;Rm) ∋ un ⇀ u
}
= lim
n→∞
ˆ
O
L(x,∇un(x))dx.
Up to a subsequence, since p>d, we may assume that
un → u in L
∞(Ω;Rm).(7.1)
Passing to a subsequence if necessary, we may find a nonnegative Radon measure
µ such that
L(·,∇un(·))dx⌊O
∗
⇀ µ as n→∞ weakly ∗ in the sense of measures.
It is enough to prove that for all t ∈]0, 1[
dµ
dx
(·) + ∆aL(t)
(
a(·) +
dµ
dx
(·)
)
≥ ZL(·, t∇u(·)) a.e. in O.(7.2)
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Indeed, by Alexandrov theorem, we will have
L(u;O) = lim
n→∞
L(un;O) ≥ lim
n→∞
ˆ
O
L(x,∇un)dx = µ(O) ≥
ˆ
O
dµ
dx
(x)dx,
so by integrating over O in (7.2), we find
L(u;O) + ∆aL(t)
(
|a|L1(O) + L(u;O)
)
≥
ˆ
O
ZL(x, t∇u(x))dx.
As L is ru-usc, we obtain the result by passing to the limit t → 1 and by using
Fatou lemma.
Since
´
Ω f(x,∇u(x))dx<∞, we fix x0 ∈ O such that (A4) holds and
f(x0,∇u(x0))<∞;(7.3)
L(x0,∇u(x0)) ≤ f(x0,∇u(x0))<∞;(7.4)
dµ
dx
(x0) = lim
ε→0
µ(Qε(x0))
εd
<∞;(7.5)
lim
ε→0
1
ε
‖u− u(x0)−∇u(x0)(· − x0)‖L∞(Qε(x0);Rm) = 0;(7.6)
a(x0) = lim
ε→0
 
Qε(x0)
a(x)dx<∞;(7.7)
M0(x0) = lim
ε→0
 
Qε(x0)
M0(x)dx<∞;(7.8)
where Qε(x0) := x0 + εY . Note that (7.8) is a consequence of Lemma 4.1.
Choose εk → 0 such that µ(∂Qεk(x0)) = 0. Then
lim
k→∞
µ(Qεk(x0))
εdk
= lim
k→∞
lim
n→∞
 
Qεk (x0)
L(x,∇un)dx(7.9)
= lim
k→∞
lim
n→∞
ˆ
Y
L(x0 + εky,∇vn,k)dy,
where vn,k(y) :=
un(x0+εky)−u(x0)
εk
. By (7.1) we have
lim
k→∞
lim
n→∞
∥∥vn,k − l∇u(x0)∥∥L∞(Y ;Rm) = 0 where l∇u(x0)(y) := ∇u(x0)y.(7.10)
Fix s, r ∈]0, 1[ such that s<r. Then (7.5) implies (see Subsect. 7.2.1 for the proof)
lim
k→∞
lim
n→∞
µn
(
Qrεk(x0)\Qsεk(x0)
)
εdk
= (rd − sd)
dµ
dx
(x0).(7.11)
By a simultaneous diagonalization of (7.9), (7.10) and (7.11), we may extract a
subsequence vn := vn,kn satisfying
vn → l∇u(x0) in L
∞(Y ;Rm), vn ⇀ l∇u(x0) in W
1,p(Y ;Rm),(7.12)
dµ
dx
(x0) = lim
n→∞
ˆ
Y
L(x0 + εny,∇vn)dy,(7.13)
(rd − sd)
dµ
dx
(x0) = lim
n→∞
µn
(
Qrεn(x0)\Qsεn(x0)
)
εdn
,(7.14)
where εkn := εn.
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7.2. Step 2: Cut-off technique to substitute vn with wn ∈ l∇u(x0) +
W 1,p(Y ;Rm). For simplicity of notation we set θx0,n(y) := x0+εny for all y ∈ Y .
In this section we use cut-off functions to show that there exists {wn}n ⊂ l∇u(x0)+
W 1,p0 (Y ;R
m) such that for every t ∈]0, 1[
lim
n→∞
ˆ
Y
L(θx0,n, t∇wn)dy ≤
dµ
dx
(x0) + ∆
a
L(t)
(
a(x0) +
dµ
dx
(x0)
)
.(7.15)
If (7.15) holds then
ZL(x0, t∇u(x0)) ≤ lim
ε→0
inf
{ˆ
Y
L(x0 + εy, t∇w)dy : w ∈ l∇u(x0) +W
1,p
0 (Y ;R
m)
}
≤ lim
n→∞
ˆ
Y
L(θx0,n, t∇wn)dy
=
dµ
dx
(x0) + ∆
a
L(t)
(
a(x0) +
dµ
dx
(x0)
)
,
and the claim 7.2 follows.
Now, let us prove (7.15). Fix any t ∈]0, 1[. Let φ ∈ W 1,∞0 (Y ; [0, 1]) be a cut-off
function between sY and Y \rY such that ‖∇φ‖L∞(Y ) ≤
4
r−s . Setting
wn := φvn + (1− φ)l∇u(x0).
We have wn ∈ l∇u(x0) +W
1,p
0 (Y ;R
m) and
∇wn :=

∇vn on sY
φ∇vn + (1 − φ)∇u(x0) + Φn,s,r on Us,r
∇u(x0) on Y \rY ,
where Φn,s,r := ∇φ⊗
(
vn − l∇u(x0)
)
and Us,r := rY \sY .
For every n ≥ 1, it holds
ˆ
Y
L(θx0,n, t∇wn)dy
(7.16)
=
ˆ
sY
L(θx0,n, t∇vn)dy +
ˆ
Us,r
L(θx0,n, t∇wn)dy +
ˆ
Y \rY
L(θx0,n, t∇u(x0))dy
≤
ˆ
Y
L(θx0,n, t∇vn)dy +
ˆ
Us,r
L(θx0,n, t∇wn)dy +
ˆ
Y \rY
L(θx0,n, t∇u(x0))dy.
The rest of the proof consists to give estimates from above, as n → ∞, of the last
three terms of (7.16).
Bound for limn→∞
´
Y
L(θx0,n, t∇vn)dy. Since L is ru-usc, using 7.13 and
(7.7), we have for every n ≥ 1
lim
n→∞
ˆ
Y
L(θx0,n, t∇vn)dy(7.17)
≤ lim
n→∞
(
∆aL(t)
ˆ
Y
a(θx0,n) + L(θx0,n,∇vn)dy +
ˆ
Y
L(θx0,n,∇vn)dy
)
≤∆aL(t)
(
a(x0) +
dµ
dx
(x0)
)
+
dµ
dx
(x0).
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Bound for limn→∞
´
Y \rY L(θx0,n, t∇u(x0))dy. Similarly to the previous es-
timate we have
lim
n→∞
ˆ
Y \rY
L(θx0,n, t∇u(x0))dy
≤ lim
n→∞
(
∆aL(t)
ˆ
Y \rY
a(θx0,n) + L(θx0,n,∇u(x0))dy +
ˆ
Y \rY
L(θx0,n,∇u(x0))dy
)
≤ ∆aL(t)
(
(1− rd)a(x0) +Ar(x0)
)
+Ar(x0)
where Ar(x0) := limn→∞
´
Y \rY L(θx0,n,∇u(x0))dy. Now, taking account of (7.3)
and (7.4), we have, by (A4), an upper bound for Ar(x0)
Ar(x0) ≤ (1 − r
d)f(x0,∇u(x0)).(7.18)
We deduce
lim
n→∞
ˆ
Y \rY
L(θx0,n, t∇u(x0))dy(7.19)
≤ (1− rd) (∆aL(t)(a(x0) + L(x0,∇u(x0))) + f(x0,∇u(x0))) .
Bound for limn→∞
´
Us,r
L(θx0,n, t∇wn)dy. Since f satisfies (A5), we have
that L = Zf also satisfies (A5) by Lemma 4.3. Therefore for every n ≥ 1ˆ
Us,r
L(θx0,n, t∇wn)dy
≤ C1
(
(rd − sd) +
ˆ
Us,r
L(θx0,n,∇vn)dy +
ˆ
Us,r
L(θx0,n,∇u(x0))dy
+
ˆ
Us,r
L
(
θx0,n,
t
1− t
Φn,s,r
)
dy
)
where C1 = C(1 + C). Since 7.12, there exists N0 ≥ 1 such that for every n ≥ N0∥∥∥∥ t1− tΦn,s,r
∥∥∥∥
L∞(Y ;Mm×d)
≤ ρ0
where ρ0>0 is given by Lemma 4.1. Taking account of (7.8), we have
lim
n→∞
ˆ
Us,r
L
(
θx0,n,
t
1− t
Φn,s,r
)
dy ≤ lim
n→∞
ˆ
Us,r
sup
ζ∈Qρ0 (0)
L(θx0,n, ζ)dy(7.20)
≤ (rd − sd)M0(x0).
Using similar reasoning as in estimate (7.18), we find
lim
n→∞
ˆ
Us,r
L(θx0,n,∇u(x0))dy ≤ (r
d − sd)f(x0,∇u(x0)).(7.21)
Since (7.14), we have
lim
n→∞
ˆ
Us,r
L(θx0,n,∇vn)dy = (r
d − sd)
dµ
dx
(x0).(7.22)
Collecting (7.20), (7.21) and (7.22), we obtain
lim
n→∞
ˆ
Us,r
L(θx0,n, t∇wn)dy(7.23)
≤ C1(s
d − rd)
(
1 +
dµ
dx
(x0) + f(x0,∇u(x0)) +M0(x0)
)
.
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End of the proof of (7.15). Collecting (7.17), (7.19) and (7.23), we have
lim
n→∞
ˆ
Y
L(θx0,n, t∇wn)dy
≤ ∆aL(t)
(
a(x0) +
dµ
dx
(x0)
)
+
dµ
dx
(x0)
+ (1− rd)
(
∆aL(t)(a(x0) + L(x0,∇u(x0))) + f(x0,∇u(x0))
)
+ C1(r
d − sd)
(
1 +
dµ
dx
(x0) + f(x0,∇u(x0)) +M0(x0)
)
.
we obtain (7.15) by letting r → 1 and s→ 1. 
7.2.1. Proof of (7.11). By (7.5) we have
dµ
dx
(x0) = lim
ε→0
µ(Qsε(x0))
(sε)d
= lim
ε→0
µ(Qrε(x0))
(rε)d
= lim
ε→0
µ(Qsε(x0))
(sε)d
= lim
ε→0
µ(Qrε(x0))
(rε)d
.
(7.24)
on one hand we have
lim
k→∞
lim
n→∞
µn
(
Qrεk(x0)\Qsεk(x0)
)
εdk
≥ lim
k→∞
µ
(
Qrεk(x0)\Qsεk(x0)
)
εdk
(7.25)
= (rd − sd)
dµ
dx
(x0)
by using (7.24) and Alexandrov theorem. Similarly, on the other hand we have
lim
k→∞
lim
n→∞
µn
(
Qrεk(x0)\Qsεk(x0)
)
εdk
(7.26)
≤ lim
k→∞
lim
n→∞
(
rd
µn(Qrεk(x0))
(rεk)d
− sd
µn(Qsεk(x0))
(sεk)d
)
≤ lim
k→∞
lim
n→∞
(
rd
µn(Qrεk(x0))
(rεk)d
− sd
µn(Qsεk(x0))
(sεk)d
)
≤ lim
k→∞
(
rd
µ(Qrεk(x0))
(rεk)d
− sd
µ(Qsεk(x0))
(sεk)d
)
= (rd − sd)
dµ
dx
(x0)
Combining (7.25) and (7.26), we obtain (7.11). 
8. Proof of Proposition 2.2
We denote by Cub the family of all open cubes of Rd. We denote by Cubδ the
family of all open cubes Q of Rd such that diam(Q)<δ, where δ>0. For each
E ⊂ Rd, we associate the set Fδ(E) of all countable families {Qi}i∈I ⊂ Cubδ
satisfying |E \∪i∈I Qi| = 0, Qi∩E 6= ∅ for all i ∈ I, and Qi∩Qj = ∅ for all i 6= j. If
E 6= ∅ then Fδ(E) 6= ∅, indeed, by the Vitali covering theorem, it is always possible
by starting from a family of closed cubes of Rd with center in E to find a countable
subfamily of open cubes in Fδ(E) because the Lebesgue measure of the boundary
of a cube is null, i.e., |Q| = |Q| for all Q ∈ Cub.
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Let m be a nonnegative set function defined for all cubes of Rd such that m(∅) =
0. Let m♯ : P(E)→ [0,∞] be defined by
m♯(E) :=
{
sup
δ>0
mδ(E) if E 6= ∅
0 otherwise,
with mδ(E) := inf
{∑
i∈I
m(Qi) : {Qi}i∈I ∈ Fδ(E)
}
.
We denote by ω ∈ [0,∞] the number
ω := lim
δ→0
sup
Q⊂Ω
diam(Q)<δ
m(Q)
|Q|
where Q denotes any arbitrary open cube of Rd.
The following result is an abstract version of Proposition 2.2.
Proposition 8.1. If ω<∞ and
(8.1) lim
δ→0
m(Qδ(x))
δd
≤ lim
δ→0
m♯(Qδ(x))
δd
a.e. in Ω
then
lim
δ→0
m(Qδ(x))
δd
= lim
δ→0
m(Qδ(x))
δd
a.e. in Ω
where Qδ(x) = x+ δY for any x ∈ Ω and δ>0.
The set function m♯ is of Carathe´odory type construction (see [Fed69, Sect. 2.10,
p. 169]). Although we do not know whether it is an outer measure we have the
following result.
Lemma 8.1. The set function m♯ satisfies:
(i) if E1, E2 ⊂ Rd are two sets such that dist(E1, E2)>0 then m♯(E1 ∪ E2) =
m♯(E1) + m
♯(E2);
(ii) if E, V ⊂ Rd are such that V is a nonempty open set and E ⊂ V then
m♯(E) ≤ m♯(V );
(iii) if ω<∞ then m♯(E) ≤ ω|E| for all closed set E ⊂ Ω.
Proof. (i) We show that for every E1, E2 ⊂ Rd satisfying dist(E1, E2)>δ0 for some
δ0>0 we have
m♯(E1 ∪ E2) ≥ m
♯(E1) + m
♯(E2).(8.2)
Fix δ ∈]0, δ0[. Choose {Qi}i∈I ∈ Cubδ satisfying |(E1 ∪ E2) \ ∪i∈I Qi| = 0, Qi ∩
(E1 ∪ E2) 6= ∅ for all i ∈ I, and
m♯(E1 ∪ E2) + δ ≥
∑
i∈I
m(Qi).(8.3)
Let Ij = {i ∈ I : Qi ∩Ej 6= ∅} for j ∈ {1, 2}. Since dist(E1, E2)>2δ, if i ∈ I1 (resp.
i ∈ I2) then Qi ∩ E2 = ∅ (resp. Qi ∩ E1 = ∅). Thus
0 = |(E1 ∪E2) \ ∪
i∈I
Qi| = |E1 \ ∪
i∈I1
Qi|+ |E2 \ ∪
i∈I2
Qi|,
hence |Ej \ ∪i∈Ij Qi| = 0 and Qi ∩Ej 6= ∅ for all i ∈ Ij . From (8.3) we have
m♯(E1 ∪ E2) + δ ≥
∑
i∈I1
m(Qi) +
∑
i∈I2
m(Qi) ≥ m
♯(E1) + m
♯(E2),
and (8.2) holds by letting δ → 0.
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Now, we show that
m♯(E1 ∪ E2) ≤ m
♯(E1) + m
♯(E2).(8.4)
For each j ∈ {1, 2}, choose {Qji}i∈Ij ∈ Cubδ satisfying |Ej\∪i∈Ij Q
j
i | = 0, Q
j
i∩Ej 6=
∅ for all i ∈ Ij , and
m♯(Ej) + δ ≥
∑
i∈Ij
m(Qji ).(8.5)
Since dist(E1, E2)>δ0 the countable family of cubes {Q
j
i : i ∈ Ij and j ∈ {1, 2}} is
pairwise disjointed, moreover we have
|(E1 ∪E2)\ ∪
i∈I1
Qi ∪ ∪
i∈I2
Qi| ≤ |E1\ ∪
i∈I1
Qi|+ |E2\ ∪
i∈I2
Qi| = 0.
Summing over j ∈ {1, 2} in (8.5) we obtain
m♯(E1) + m
♯(E2) + 2δ ≥
∑
j∈{1,2}
∑
i∈Ij
m(Qji ) ≥ m
♯(E1 ∪ E2),
and (8.4) holds by letting δ → 0.
(ii) Let E, V be two sets of Rd such that V is a nonempty open set and E ⊂ V .
For each δ>0 choose {Qi}i∈I ∈ Cubδ satisfying |V \∪i∈I Qi| = 0, Qi ∩ V 6= ∅ for all
i ∈ I, and
m♯(V ) + δ ≥
∑
i∈I
m(Qi).(8.6)
Consider the open set Vδ := ∪i∈I Qi, then |V \Vδ| = 0, but V \Vδ is open so V \Vδ =
∅. It means that V ⊂ Vδ so V ⊂ Vδ. We deduce that IE 6= ∅ where IE := {i ∈
I : Qi ∩ E 6= ∅}. We have |E\∪i∈IE Qi| = |E\∪i∈I Qi| ≤ |V \∪i∈I Qi| = 0, thus
{Qi}i∈IE ∈ Fδ(E) and so from (8.6)
m♯(V ) + δ ≥ m♯(E),
and (ii) holds by letting δ → 0.
(iii) Fix δ>0 and E ⊂ Ω. Set Eδ = {x ∈ Rd : dist(x,E)<δ}, then for any
countable family {Qi}i∈I ∈ Fδ(E) we have ∪i∈I Qi ⊂ Eδ since Qi ∩ E 6= ∅ for all
i ∈ I and diam(Q)<δ. Therefore
mδ(E) ≤
∑
i∈I
m(Qi) ≤
∑
i∈I
m(Qi)
|Qi|
|Qi| ≤ sup
diam(Q)<δ
m(Q)
|Q|
| ∪
i∈I
Qi|
≤ sup
diam(Q)<δ
m(Q)
|Q|
|Eδ|.
Passing to limit δ → 0 we obtain m♯(E) ≤ ω|E|. 
Let m+∗ ,m
−
∗ : Ω→ [0,∞] be the functions defined by
m+∗ (x) := lim
δ→0
sup
x∈Q∈Cubδ
m♯(Q)
|Q|
and m−∗ (x) := lim
δ→0
inf
x∈Q∈Cubδ
m(Q)
|Q|
.
Lemma 8.2. Let a, b ∈ R+. Then
(i) there exists a Borel set B+a ⊂ {x ∈ Ω : m
+
∗ (x) ≥ a} such that |{x ∈ Ω :
m+∗ (x) ≤ a}\B
+
a | = 0;
(ii) there exists a Borel set B−b ⊂ {x ∈ Ω : m
−
∗ (x) ≤ b} such that |{x ∈ Ω :
m−∗ (x) ≤ b}\B
−
b | = 0.
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Proof. Let us prove (ii). Let b ∈ R+. Set Mb = {x ∈ Ω : m−∗ (x) ≤ b}. For each
k ∈ N∗, consider the set
Gk :=
{
Qε(x) : x ∈Mb, ε ∈]0,
1
k
[ and m(Qε(x)) ≤ (b+
1
k
)|Qε(x)|
}
.
For each k ≥ 1 the family Gk is a fine cover of Mb, and so by the Vitali cover-
ing theorem, there exists a disjointed countable family {Q
k
i }i∈Ik ⊂ Gk such that
|M\∪i∈Ik Q
k
i | = 0. Consider the Borel set B
−
b := ∩k≥1 ∪i∈Ik Q
k
i , then |Mb\B
−
b | ≤∑
k≥1 |Mb\∪i∈Ik Q
k
i | = 0. If we show that B
−
b ⊂ Mb then the proof of (ii) will
be complete. Let y ∈ B−b . Then for every k ≥ 1 there exists ik ∈ Ik such that
y ∈ Qkik ∈ Cub 1k and m(Q
k
ik
) ≤ (b+ 1
k
)|Qkik |. It follows that
inf
y∈Q∈Cub 1
k
m(Q)
|Q|
≤
m(Qkik)
|Qkik |
≤ b+
1
k
,
letting k →∞, we obtain that m−∗ (y) ≤ b which means that y ∈Mb.
For the proof of (i), it is enough to remark that for a>0
{x ∈ Ω : m+∗ (x) ≥ a} =
{
x ∈ Ω : lim
δ→0
inf
x∈Q∈Cubδ
|Q|
m♯(Q)
≤ 1
a
}
,
and to apply the same reasoning as in the proof of (ii) with the necessary changes.

Remark 8.1. By Lemma 8.2, the functions m−∗ and m
+
∗ are measurable.
Remark 8.2. The same conclusions can be drawn if we replace large inequalities
with strict inequalities in the Lemma 8.2, indeed, it suffices to see for instance that{
x ∈ Ω : m+∗ (x)>a
}
= ∪
n≥1
{
x ∈ Ω : m+∗ (x) ≥ a+
1
n
}
.
We denote by m♯ the set function
m♯(E) = inf
{
m♯(O) : E ⊂ O, O open
}
for all E ⊂ Rd.
Lemma 8.3. If ω<∞ then m♯(K) = m♯(K) for all compact K ⊂ Ω.
Proof. Fix a compact set K ⊂ Ω. Note that by Lemma 8.1 (ii) we have m♯(K) ≥
m♯(K). So it remains to prove the reverse inequality m♯(K) ≤ m♯(K).
By Lemma 8.1 (iii) we have m♯(K) ≤ ω|K| ≤ ω|Ω|<∞. Let O ⊂ Ω be an
open set such that O ⊃ K. For each n ∈ N∗ such that n ≥ n0 where n0 :=
Ent
(
(diam(O) − diam(K))−1
)
+ 1 (where Ent(r) denotes the integer part of the
real number r) there exists {Qnj }j≥1 ⊂ F 1n (K) such that
∞>m♯(K) +
1
n
≥
∑
j≥1
m(Qnj ).
Note that ∪j≥1Qnj ⊂ {x ∈ R
d : dist(x,K)<1
n
} ⊂ O because n ≥ n0 and Qnj ∩K 6= ∅
for all j ≥ 1.
Fix n ≥ n0. Then there exists an increasing sequence {js}s≥1 such that sups≥1 js =
∞ and αs :=
∑
j≥js
m(Qnj ) ≤
1
s
for all s ≥ 1. Fix s ∈ N∗. For the open set
O\∪1≤j≤js Q
n
j we use the Vitali covering theorem to find a disjointed countable
family of closed cubes {Q
n
i }i∈I such that diam(Q
n
i )<
1
n
,∣∣∣∣(O\ ∪1≤j≤jsQnj
)
\ ∪
i∈I
Q
n
i
∣∣∣∣ = 0, and ∪i∈IQni ⊂ O\ ∪1≤j≤jsQnj .
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It is easy to see that the countable family{
Q
n
k
}
k∈D
:=
{
Q
n
i : i ∈ I
}
∪
{
Q
n
j : 1 ≤ j ≤ js
}
∈ F 1
n
(O).
If ω 1
n
:= supQ⊂Ω, diam(Q)< 1
n
m(Q)
|Q| then
m
1
n (O) −m♯(K) ≤
∑
k∈D
m(Qnk )−
∑
j≥1
m(Qnj ) +
1
n
=
∑
i∈I
m(Qni )− αs +
1
n
≤ ω 1
n
|O\ ∪
1≤j≤js
Q
n
j | − αs +
1
n
.
Passing to the limit s → ∞ we obtain m
1
n (O) −m♯(K) ≤ ω 1
n
|O\∪j≥1Q
n
j |+
1
n
. If
E := ∩n≥n0 ∪j≥1Q
n
j then |K\E| = 0, indeed, we have
|K\E| ≤
∑
n≥n0
|K\ ∪
j≥1
Q
n
j | = 0.
Letting n→∞ it follows that m♯(O) −m♯(K) ≤ ω|O\E|. Therefore
m♯(O) ≤ m♯(K) + ω (|(O\K)\E|+ |K\E|)
≤ m♯(K) + ω|O\K|.
Since the open set O containing K is arbitrary, by the outer regularity of the
Lebesgue measure we obtain m♯(K) ≤ m♯(K), and the proof is complete. 
Lemma 8.4. Let a, b>0. Let E ⊂ Ω be an arbitrary set.
(i) If E ⊂ {x ∈ Ω : m+∗ (x)>a} then m
♯(E) ≥ a|E|;
(ii) If E ⊂ {x ∈ Ω : m−∗ (x)<b} then m
♯(E) ≤ b|E|.
Proof. We start by the proof of (i). Fix a>0 and let E ⊂ {x ∈ Ω : m+∗ (x)>a}. Let
O be an open set of Ω such that O ⊃ E. We can rewrite
{x ∈ Ω : m+∗ (x)>a} =
{
x ∈ Ω : lim
δ→0
inf
x∈Q∈Cubδ
|Q|
m♯(Q)
<1
a
}
.
Fix δ>0 and consider the family of closed cubes
Gδ :=
{
Qε(x) : x ∈ E, Cubδ ∋ Qε(x) ⊂ O and |Qε(x)| ≤
1
a
m♯(Qε(x))
}
.
The family Gδ is a fine covering of E. By the Vitali covering theorem, there exists a
disjointed countable family {Qi}i∈I ⊂ Gδ such that |E\∪i∈I Qi| = 0. For each ε>0
there exists a finite set Iε ⊂ I such that |E\∪i∈Iε Qi|<ε. Then by using Lemma 8.1
(i)
|E| − ε = |E ∩ ∪
i∈Iε
Qi| ≤
∑
i∈Iε
|Qi| ≤
1
a
∑
i∈Iε
m♯(Qi) = m
♯( ∪
i∈Iε
Qi) ≤ m
♯(O).
The proof of (i) is complete since the open set O which contains E is arbitrary.
It remains to prove (ii). For each δ>0 consider the set
Gδ :=
{
Qε(x) ∈ Cubδ : Qε(x) ∈ Cubδ, x ∈ E and m(Qε(x)) ≤ b|Qε(x)|
}
.
It is a fine cover of E, i.e., inf{diam(Q) : Q ∈ Gδ} = 0. Then there exists a disjointed
countable subfamily {Qi}i∈I ⊂ Gδ such that |E \ ∪i∈I Qi| = 0 and
∑
i∈I |Qi| ≤
|E|+ δ (see [Mat95, Theorem 2.2, p. 26]), so {Qi}i∈I ∈ Fδ(E). It follows that
m♯(E) ≤
∑
i∈I
m(Qi) ≤
∑
i∈I
b|Qi| ≤ b|E|+ bδ,
and the proof of (ii) is complete by letting δ → 0. 
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Lemma 8.5. If ω<∞ then m+∗ (x) ≤ m
−
∗ (x) a.e. in Ω.
Proof. Fix a, b ∈ Q such that a>b>0. Consider the following set
Sa,b :=
{
x ∈ Ω : m−∗ (x)<b<a<m
+
∗ (x)
}
.
By Remark 8.2 and Lemma 8.2 there exists a Borel set Ba,b such that Ba,b ⊂ Sa,b
and |Sa,b\Ba,b| = 0. Fix ε>0. Since the Lebesgue measure is inner regular, choose
a compact set Kε ⊂ Ba,b such that |Ba,b\Kε|< ε. From Lemma 8.3 we have
m♯(Kε) = m
♯(Kε) since ω<∞. Using Lemma 8.4 we obtain a|Kε| ≤ m
♯(Kε) ≤
b|Kε|. Therefore |Kε| = 0 since b<a. Hence |Sa,b| = |Ba,b\Kε|+|Kε|+|Sa,b\Ba,b|<ε,
and |Sa,b| = 0 by letting ε → 0. Now, the set where m+∗ is greater than m
−
∗ is a
countable union of negligible sets, i.e.,{
x ∈ Ω : m−∗ (x)<m
+
∗ (x)
}
=
⋃
0<b<a, (a,b)∈Q2
Sa,b,
and the proof is complete. 
Proof of Proposition 8.1. Using (8.1) and the definitions of m+∗ and m
−
∗ we have
for every x ∈ Ω
m−∗ (x) ≤ lim
δ→0
m(Qδ(x))
δd
≤ lim
δ→0
m(Qδ(x))
δd
≤ m+∗ (x).
By Lemma 8.5 we obtain
m−∗ (x) = m
+
∗ (x) = lim
δ→0
m(Qδ(x))
δd
a.e. in Ω
which completes the proof. 
If L : Ω×Mm×d → [0,∞] is a Borel measurable integrand then for each ξ ∈ Mm×d
we denote by mξ : Cub→ [0,∞] the set function defined by
mξ(Q) = inf
{ˆ
Q
L(x, ξ +∇ϕ(x))dx : ϕ ∈ W 1,p0 (Q;R
m)
}
.
8.1. Proof of Proposition 2.2. The Proposition 2.2 follows from Proposition 8.1
by noticing that
ZL(x, ξ) = lim
ε→0
mξ(Qε(x))
εd
,
and by using the following result.
Lemma 8.6. If (A4) holds then for every x ∈ Ω and every ξ ∈ domL(x, ·) we have
lim
ε→0
mξ(Qε(x))
εd
≤ lim
ε→0
m♯ξ(Qε(x))
εd
.(8.7)
Proof. Fix ε ∈]0, 1[ and s>1. Fix x ∈ Ω′ where Ω′ = {x ∈ Ω : domL(x, ·) ⊂ ΛL(x)}
which satisfies |Ω\Ω′| = 0 since (A4). Fix ξ ∈ domL(x, ·) and fix δ ∈]0, 2(s−1)ε1−d[.
Choose {Qi}i≥1 ∈ F δεd
2
(Qε(x)) such that |Qε(x)\∪i≥1Qi| = 0, Qi ∩Qε(x) 6= ∅ for
all i ≥ 1, and ∑
i≥1
mξ(Qi) ≤
δεd
2
+ m♯ξ(Qε(x)).(8.8)
If Oδ = ∪i≥1Qi then Qε(x) ⊂ Oδ ⊂ Qsε(x). Indeed, on one hand we have Oδ ⊂
{y ∈ Ω : dist(y,Qε(x))<
δεd
2 } and
δεd
2 + ε ≤ sε, thus Oδ ⊂ Qsε(x). On the other
hand Qε(x)\Oδ is open and |Qε(x)\Oδ| ≤ |Qε(x)\Oδ| = 0, therefore Qε(x)\Oδ = ∅.
It follows that Qε(x) ⊂ Oδ and so Qε(x) ⊂ Oδ.
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For each i ≥ 1 there exists ϕiδ ∈ W
1,p
0 (Qi;R
m) such thatˆ
Qi
L(y, ξ +∇ϕiδ)dy ≤
δεd
2i+1
+mξ(Qi).(8.9)
Define ϕδ :=
∑
i≥1 ϕ
i
εIQi ∈ W
1,p
0 (Oδ;R
m). By taking account of (8.8) we have
ˆ
Oδ
L(y, ξ +∇ϕδ)dy =
∑
i≥1
ˆ
Qi
L(y, ξ +∇ϕiδ)dy ≤
δεd
2
+
∑
i≥1
mξ(Qi)(8.10)
≤ δεd +m♯ξ(Qε(x)).
The function ϕδ also belongs in W
1,p
0 (Qsε(x);R
m), and moreoverˆ
Oδ
L(y, ξ +∇ϕδ)dy ≥
ˆ
Qsε(x)
L(y, ξ +∇ϕδ)dy −
ˆ
Qsε(x)\Qε(x)
L(y, ξ)dy(8.11)
≥ mξ(Qsε(x)) −
ˆ
Qsε(x)\Qε(x)
L(y, ξ)dy.
From (A4) we have
lim
ε→0
1
εd
ˆ
Qsε(x)\Qε(x)
L(y, ξ)dy = lim
ε→0
{
sd
 
Qsε(x)
L(y, ξ)dy −
 
Qε(x)
L(y, ξ)dy
}
≤ (sd − 1)L(x, ξ).
From (8.10) and (8.11) it holds since s>1
lim
ε→0
mξ(Qsε(x))
(sε)d
≤ (sd − 1)L(x, ξ) + δ + lim
ε→0
m♯ξ(Qε(x))
εd
.(8.12)
But again since s>1 we have
lim
ε→0
mξ(Qsε(x))
(sε)d
= lim
ε→0
sup
η∈]0,ε[
mξ(Qsη(x))
(sη)d
= lim
ε→0
sup
η′∈]0,sε[
mξ(Qη′(x))
(η′)d
≥ lim
ε→0
sup
η′∈]0,ε[
mξ(Qη′(x))
(η′)d
= lim
ε→0
mξ(Qε(x))
εd
.
Therefore from (8.12) we obtain
lim
ε→0
mξ(Qε(x))
εd
≤ (sd − 1)L(x, ξ) + δ + lim
ε→0
m♯ξ(Qε(x))
εd
,
letting s→ 1 and δ → 0 we obtain (8.7) and the proof is complete. 
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