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a b s t r a c t
In this paper, using the chromatic properties of power graphs we propose a new approach
for placing resources in symmetric networks. Our novel placement scheme guarantees a
perfect placement when such a solution is feasible in the topology, while in general it
answers the question of k-resource placement at a distance d where each non-resource
node is able to access k resource nodes within at most d hops away. We define a quasi-
perfect graph as a graph whose clique number and chromatic number are equal. We
derive important properties of quasi-perfect graphs and use them to find a solution for
the resource placement problem. We have also applied the proposed method to find a
distant resource placement in the popular hypercube network as an example. We have
also considered the problem of sparse resource placement.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
There might be several types of resources in a multicomputer that each processor needs to access. These resources may
encompass I/O processors, memory or software packages. However, it is not often an economical, nor it is a feasible or logical
choice to place one resource from each type in each node of the system. In general, then, the problem of resource placement
is how to disseminate some limited resources over the nodes of the network giving comparable access to all processors.
Resource placement has extensively been studied in the literature. Most of the solutions to this problem have been put
forth for specific topologies such as the hypercube [1–5] and the torus [6–12]. Resource placement in the star interconnection
network has been studied in [13]. While a variety of techniques have been envisioned, most of the presented placement
schemes use the error correcting linear coding theory for distinguishing the nodes which contain the resources from the
other nodes of the network.
Let G be a graph with a vertex set V (G) and edge set E(G). We denote by degG(v) the degree of a given vertex v in G and
by distG(v, u) the distance between two given vertices u and v in G. Throughout this paper we use N , Dim(G), and deg(G),
to refer to the number of vertices in G, the diameter and the degree of G, respectively. The kth power of G denoted by Gk is a
graph obtained from G by adding edges to G between any two vertices whose distance from each other is less than or equal
to k for some k ≥ 1. Obviously, G1 = G. Due to their interesting properties, power graphs have been the source of much
attention in the past, and the power of several classes of graphs has been studied extensively in the literature [14–18]. The
applications of power graphs appear in different fields like routing in networks, quantum random walks in physics, etc.
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The problem of coloring powers of graphs has also been considered in the past where the powers of some specific classes
of graphs like planar graphs [14] and chordal graphs [19] have been studied. Vertex coloring of power graphs has been used
to solve different problems like interleaving [20], distributing data storage and sphere packing [21,22].
In this paper, we propose a novel approach, using the notion of chromatic sets, for deriving resource placement schemes
for symmetric network. In particular, we study the chromatic properties of powers of symmetric graphs, and show that
the chromatic sets of the kth power of a symmetric graph can be used to derive resource placement schemes for the
former network. Our proposed solution for resource placement is optimal in the sense that it results in a perfect placement
whenever such a placement is feasible depending on the topology, number of resources and distance atwhich the placement
strategy is desired. We will also propose some criteria for checking the feasibility of the resource placement schemes.
To the best of our knowledge, this is the first study concerning the chromatic properties of powers of a general class of
graphs, i.e. symmetric graphs. The idea of using techniques different from coding theory techniques for resource placement
also has been scarcely considered in the literature. Hence, ourwork is novel bothwith respect to the solutionproposed for the
resource placement problem and for the graph theoretical study of the chromatic properties of powers of symmetric graphs.
The rest of this paper is organized as follows. In Section 2, we will propose our preliminary definitions and theorems
which we will later use as a ground for our main arguments. Section 3 mostly deals with the chromatic properties of
symmetric graphswherewepropose our raw idea for adjacency resource placement based on the derivedpropertieswhile in
Section 4 we will discuss and propose our solution for distance-d resource placement by studying the powers of symmetric
graphs. Section 5 reports on the results of adjacency and distant placement in the popular hypercube network using the
results of previous sections. In Section 6, we will propose a solution for placing small number of resources in the network as
an improvement to our previously proposed resource placement schemes. Finally, in Section 7, we will conclude this paper.
2. Preliminaries and definitions
A resource allocation strategy is said to be perfect iff no two resource nodes are adjacent to each other, and all non-
resource nodes are adjacent to the same number of resource nodes [13]. Similarly, a perfect distance-d placement is achieved
when the resources are distributed such that every non-resource node iswithin a distance d or less fromexactly one resource
node and the distance between no two resource nodes is less than or equal to d. An allocation strategy is called anm-perfect
adjacency if it is perfect, and each non-resource node is adjacent to exactlym resource nodes.
Definition 1. We call a source placement scheme a k-perfect distance-d placement if (1) every non-resource node is within a
distance d or less from exactly k resource nodes and (2) the distance between any two resource nodes is more than d. Thus,
perfect distance-d placement and m-perfect adjacency are two specific cases of k-perfect distance-d placement obtained
when d = 1 and k = 1, respectively.
While a perfect placement scheme is always preferable, we will show that a perfect solution may not exist for some
graph topologies for some k and d values. Whenever referring to a placement schemewhich does not satisfy the perfectness
criteria, wewould simply omit the term ‘‘perfect’’, e.g. k-distance-d placement is a placement schemewhich does not satisfy
the second condition in Definition 1. In [13], it is proved that any perfect resource set is a dominating set and a maximum
independent set for the corresponding graph topology. We would use this result later in order to put forth our initial idea
for resource placement. There, also an equation is derived for the number of resource nodes which are necessary for an
m-adjacency placement in the star graph. In the theorem which follows we generalize the same result for the case of any
regular graph.
Theorem 1. Given a regular graph G, the number of resource copies required to achieve an m-adjacency placement for G is given
by
R(G,m) = Nm
deg(G)+m .
For perfectm-adjacency (if it exists), R is an integer number.
Proof. If R nodes are to be chosen as the resource nodes, out of the entireN nodes in the network,N−R nodeswould remain
as non-resource nodes. According to the definition of perfect adjacency no two resource nodes can be adjacent. Therefore,
each resource node would be adjacent to deg(G) non-resource nodes. The total number of edges in G which connect some
resource node to some non-resource node then could be derived as Rdeg(G). As each non-resource node is adjacent to m
resource nodes, the number of edges inGwhich connect a non-resource node to a resource nodewould bem(N−R). AsG is a
digraph the number of edges from resource nodes to non-resource nodes is equal to the number of edges from non-resource
nodes to the resource nodes. Hence,m(N − R) = deg(G)R and from here we can derive R as the proposed equation. 
A graphG is symmetric if it is both vertex and edge transitive, i.e. each pair of vertices and each pair of edges are equivalent
under some automorphism group [23]. Every symmetric graph is a regular graph but the inverse is not generally true.
Hereafter, we use the term ‘symmetric’ to refer to ‘connected symmetric’ graphs since all of the graphs being considered in
the context of interconnection networks are connected, while the symmetric networks are the most attractive yet common
topologies.
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The chromatic number of a graph G, denoted by χ(G) is the smallest number of colors γ (G) needed to color the vertices
of G so that no two adjacent vertices share the same color. The number of graph vertices in the largest complete subgraph
of G, denoted by ω(G) is called the clique number of G. It is easy to see that the chromatic number of a graph must be greater
than or equal to its clique number. G is said to be perfect if for every induced subgraph H of G, we have the clique number
ω(H) = χ(H). Similarly, we define a quasi-perfect graph as a graph whose clique number and chromatic number are equal.
It is easy to see that any perfect graph is quasi-perfect as well but the inverse is not true. Obviously, the quasi-perfectness
is considered a weaker property than the perfectness.
The clique number is a measure of the local connectivity of a graph. If G is symmetric we can easily conclude that every
vertex of G is contained in a clique of size ω(G). The χ(G) parameter on the other hand, expresses some of the properties
of the network as well. In particular, we expect a symmetric graph whose chromatic number is somewhat bigger than its
clique number to expose some irregularity in its general structure. Conversely, in this study we introduce the quasi-perfect
graphs as a class of topologies with extremely regular structures. We will show that this attractive property would make
the problem of resource placement quite straightforward for this class of graph topologies.
Definition 2. LetGbe a graphwith the chromatic numberχ(G), i.e.G can be coloredwithχ(G) colors so that no two adjacent
edges have the same color. Each such coloring divides the vertices of the graph to χ(G) sets each containing the vertices
which the same color. We call each such set a chromatic set for G.
Theorem 2. Let G be any symmetric graph. Gd is symmetric of degree VolG(d) where VolG(d) is the excluding volume of radius d
of G which is defined as the number of vertices within the distance d from any given vertex.
Proof. If G is a symmetric graph then each vertex v of G has k vertices at the 1-distance. We can state the same argument
for the vertices at the 1-distance of v to derive the 2-distance neighbors of v. In general, having the vertices at the distance
i of v, we can derive the vertices at the distance i + 1 by finding the neighbors of the vertices at the distance i of v and
ignoring the already visited vertices. As G is symmetric and v was initially chosen arbitrarily, starting from any other vertex
u of Gwe will have the same situation at each stage while finding vertices of larger distance. Hence, the number of vertices
within distance d from any vertex of G is equal to VolG(d). As in Gk any vertex is connected to all vertices within distance d
from that vertex in G, the degree of each vertex in Gk would be VolG(d). Let A : V (G)→ V (G) be the automorphism group
defined on the vertex set of G which maps v to u and let R denote the adjacency relation. The automorphism group on the
edge set of G, B : V (G) × V (G) → V (G) × V (G) is defined as B(xRy) = A(x)RA(y) for any two arbitrary adjacent vertices
in G. Hence to derive the automorphism group for Gd we define B as B(xRdy) = A(x)RdA(y). Then, A and B define vertex and
edge automorphism groups for Gd under which x and its distance 1 to d neighbors would be equivalent to y and its distance
1 to d neighbors. As x and ywere chosen arbitrarily for any two vertices (edges) in Gd, there exists an automorphism group
under which the two vertices (edges) are equivalent. Therefore, Gk is symmetric. 
3. Chromatic properties of symmetric graphs and adjacency placement
In this section, we study the chromatic properties of symmetric graphs and propose an adjacency placement for the
symmetric networks accordingly. Our initial idea for using the chromatic numbers for resource placementwas shaped based
on the fact that the graph coloring by its definition assigns a particular color to the vertices which are disseminated in the
network. We can always assure that no two nodes in a chromatic set are adjacent. This is one of the conditions which
are required for a perfect adjacency placement. The chromatic number of a graph on the other hand, is a measure of the
connectivity of the corresponding network i.e. the chromatic number of a highly connected network is rather big which
means that the number of nodes in each of its chromatic set is small. This is in correspondence with the fact that for a highly
connected network fewer resources are needed as each node can gain access to many resource nodes within few hops.
In order to study the effectiveness of the resource set in a resource placement scheme we need to define some metrics
for the resource sets.
Definition 3. Let G be a symmetric connected graph and s ⊂ V (G) be a dominating set for G. Then, the suffusion ratio of a
set s in G is defined as:
σs = 2|s| (|s| − 1)
∑
u,v∈s,u6=v
d(u, v)
d∗
or equivalently as:
σs = Eu,v∈s (d(u, v))d∗ , u 6= v
where Eu,v∈s is defined as the expected value calculated over all different vertex pairs of (s, d) which specifies the distance
between any two given vertices and d∗ = Dim(G).
The parameter σs is ameasure of the dissemination of the nodes of s throughout the other nodes of the graph. It calculates
the average distance between any pair of nodes in the set related to the diameter of the network which is always an upper
bound for any distance in the network.
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In the context of resource placement, it would be desired to choose s of a specific size such that it maximizes σs. Next,
we show that the chromatic sets provide the maximum σs and hence are the best candidates for the resource set.
Theorem 3. Let G be a quasi-perfect symmetric graph with clique number of ω(G); then any given vertex v of G is contained in
a clique of size ω(G).
Proof. As the clique number ofG isω(G) there should be at least a single clique of this size inG. Yet asG is a symmetric graph
no two vertices of G differ in their connectivity to their neighboring nodes, i.e. each vertex can be obtained from another
vertex with an automorphism group. Hence, if there exists such a clique C in the graph with a vertex v contained in it, every
other vertex of G should also be in some clique C ′ obtained from C with an automorphism group. 
Theorem 4. Let G be a quasi-perfect symmetric graph; then any chromatic set s of G is a dominating set for G.
Proof. As G is quasi-perfect, as a result of the last theorem, each arbitrary vertex of G is contained in a clique of size χ(G).
First, we show that each such clique contains exactly a single vertex from each of different χ(G) chromatic sets of G. A
clique by definition is a complete subgraph, i.e. any two arbitrary vertices in a clique are connected. Hence, while coloring
the graph, no two vertices of the clique can be colored with the same color. As the size of the clique is χ(G), it contains
exactly one vertex from each chromatic set. This fact implies that each given vertex v of G has neighbors from all different
chromatic sets. Then, for any arbitrary chromatic set s corresponding to the vertices which are colored in a color Cs, v is
either colored in Cs (i.e. contained in s) or is adjacent to s. Therefore, s is a dominating set for G. 
Theorem 5. Let G be a quasi-perfect symmetric graph. Then any chromatic set s of G is a maximum independent set for G.
Proof. Let s be the set of entire vertices colored in a specific color Cs and u and v be any two arbitrary vertices in s. As the
membership of u and v is defined by the graph coloring and because u and v have the same color, they cannot be neighboring
vertices. As we chose u and v arbitrarily, no two vertices in s are neighbors and hence this results in the independency of s.
To prove that s is maximal, we show that adding any other vertex of G to s abrogates its independency. Let x be any given
arbitrary vertex of G such that x 6∈ s. x belongs to a clique of size χ(G) and hence a neighboring vertex of G in that clique
belongs to s. Therefore adding x to s causes the set to loose its independency. Therefore, s is maximal. 
Theorem 6. For a given quasi-perfect graphG,we have |V (G)| | χ(G) i.e. |V (G)| is divisible toχ(G). Furthermore, each chromatic
set s of G contains |V (G)|
χ(G) vertices.
Proof. Let us assume that V (G) is not divisible to χ(G). Then |V (G)|mod χ(G) of the chromatic sets of G has at least one
vertexmore than the other chromatic sets, i.e. they have
⌈
|V (G)|
χ(G)
⌉
verticeswhile the others have only
⌊
|V (G)|
χ(G)
⌋
vertices. Let s be
a chromatic set containing
⌊
|V (G)|
χ(G)
⌋
vertices. As G is a symmetric graph, we can conclude that each vertex in G is contained
in some clique of size ω(G). As some sets like s have fewer members, we expect that some vertices in G do not have a
neighboring vertex in s. On the other hand, due to the fact that G is symmetric, the size of the clique for all the vertices is the
same; hence ω(G) ≤ χ(G)− 1 which contradicts our assumption that G is quasi-perfect. Therefore, we have |V (G)| | χ(G).
Using the sameway to prove that all the chromatic sets have equal number of vertices,we can show that if two chromatic sets
have different number of vertices then the clique number of graphwould be less than its chromatic number. Suppose s and s′
be two chromatic sets with different number of vertices and |s| > |s′|. We can infer that some vertices in G are not neighbors
of s’ while they are neighbors of s, and as all of the vertices in G belong to a clique of the same size, we can infer that ω(G) ≤
χ(G)−1 that is again contradictory. Hence, the vertices of the graph are divided toω(G) equal pieces each of size |V (G)|
χ(G) . 
Corollary 1. Given a quasi-perfect graph G, each pair of the chromatic sets of G are equivalent under some automorphism group
and thus have an equal suffusion ratio which is maximal.
Theorem 7. Any vertex v of a given chromatic set has at least χ(G)−1 edges to the vertices contained in other χ(G)−1 different
chromatic sets.
Proof. As G is symmetric, for each vertex v in G, a subset of Gwhich correspond to Kω(G) can be built such that it contains v.
This implies that each arbitrary vertex v inG has a degree of at leastω(G)−1. IfG is quasi-perfect thenχ(G) = ω(G). Now let
us consider v and the set of its neighbors which are in a Kω(G) with v. As they build a Kω(G), each vertex is adjacent to all of the
other vertices in that set; hence, each vertex in the set must receive a different color and belong to a different chromatic set.
Therefore, any arbitrary vertex of this set as v is adjacent to the vertices contained in χ(G)−1 different chromatic sets. 
Finally, using the results obtained in the last theorems, in what follows we prove that the chromatic sets provide the
maximum suffusion ratio.
Theorem 8. Let G be a given symmetric graph. Then, a chromatic set s of G provides the maximal suffusion ratio throughout all
dominating sets of size |s|.
Proof. Let us assume that s is not maximal. After replacing some vertex x ∈ s by some vertex y 6∈ s of G a set s′ is obtained
where its suffusion ratio is bigger than s, i.e. y is farther from the vertices in s relative to x. We show that no such a vertex
could ever exist in G. As y is not in s, knowing that s is a dominating set we can conclude that y is adjacent to some vertex
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(vertices) in s. However, any given vertex of s (like x) is not adjacent to any other vertices in s as they share the same color.
Hence, replacing xwith ywould decrease the suffusion ratio and s is maximal. 
Now that we proved the optimality of the chromatic sets we shall figure out to which class of placement would the
resulting placements belong. The next two theorems investigate this issue in detail.
Theorem 9. Let G be a given symmetric quasi-perfect graph. Then, choosing one of the χ(G) chromatic sets of G as the resource
set of the network results in a perfect m-adjacency placement where m can be obtained as m = deg(G)
χ(G)−1 .
Proof. We proved that any of the chromatic sets of a symmetric quasi-perfect graph is a maximum independent set and a
dominating set for G. Supposewe choose a chromatic set s as the resource set. As s is an independent set, (1) no two resource
nodes are adjacent and hence the resource placement is perfect. Furthermore, as s is a dominating set, (2) each given vertex
in G is either a resource node or is adjacent to a resource node, i.e. at least a copy of the resource is accessible within a single
hop from each non-resource node. Next we will derive the equation proposed for the number of adjacent resource nodes.
Following Section 1, we derived the number of resource nodes required to achieve a perfectm-adjacency placement as:
R(G,m) = Nm
deg(G)+m .
Now that we are using a chromatic set as the resource set, the number of resource nodes is known and equals |V (G)|
χ(G) where
|V (G)| (or equivalently N) denotes the number of nodes in the network. By replacing this value in the last equation for Rwe
have:
N
χ(G)
= Nm
deg(G)+m .
Finally, after solving the equation formwe getm = deg(G)
χ(G)−1 . 
As we saw in the last theorem using a chromatic set as the resource set of a network results in a known resource placement.
This placement is defined by the graph topology and hence there is no guarantee that itmatches the exigencies of our specific
network. In general, what is desired is a placement strategy which provides some degree of freedom for choosing or fine-
tuning parameters such as the number of resources in the network, and the distance of placement. Although, the problem
of resource placement is more dictated by the network topology rather than the designer of the network which means
that many resource placement schemes are not achievable in a given graph topology, it is sometimes preferable to neglect
some of the rigid conditions (e.g. perfectness) in order to obtain some flexibility while choosing crucial parameters such as
number of resources in the network. In the next theorem, we would prove that by selecting more than one chromatic set as
the resource set, one can obtain regular adjacency placements which let the presence of more resources in the network.
Theorem 10. Let G be a given symmetric quasi-perfect graph. By choosing the union of k arbitrary sets, 1 ≤ k ≤ χ(G), out of
the χ(G) chromatic sets of G as the resource set of the network, an mk-adjacency placement is achieved where m can be obtained
as m = deg(v)
w(G)−1 . While this obviously does not suggest a perfect placement as the resource nodes can be adjacent, it guarantees
the existence of mk neighboring resource nodes for each non-resource node.
Proof. If the union of more than one chromatic sets is chosen as the resource set, then the resource vertices will still build a
dominating set for G as adding newmembers to a dominating set does not disrupt its dominating property. Yet, this time the
resource set cannot be an independent set as the resource nodes can be adjacent. Hence, the corresponding placementwould
be an mk-adjacency. The number of resources adjacent to each node is obtained as the product of the number of chosen
chromatic setsm and the number of vertices in each chromatic set which are adjacent to each non-resource node k. 
4. Chromatic properties of powers of symmetric graphs and distant placement
In Section 3 we introduced a strategy for adjacent placement using chromatic sets. It is obvious that the method does
not work for distant placement as each vertex in the graph would be adjacent to one of the resource nodes in the chosen
chromatic set. As the chromatic set is considered as a property of the graph topology, one way of dealing with the other
similar resource placement schemes and fine-tuning the existing solutions is to distract the topology a bit such that its
chromatic set matches the criteria for our desired placement.
In particular, in order to extend our resource placement scheme to the case of k-perfect distance-d placement we should
change the graph such that it prevents the assignment of same color to the nodes with distance of less than or equal to d.
One way of obtaining such a graph is calculating the powers of the former graph. Once we obtained the desired graph, its
resource set can be derived using the approach used in Section 3.
First of all, we study the chromatic properties of the powers of G. This study would help us determine the resource
placement parameters according to the properties of G graph.
Definition 4. The distance-d chromatic number of a graph G is defined as the chromatic number of Gd, χ(Gd). We denote this
number by χd(G). The distance-d chromatic sets of a graph G are defined as the chromatic sets of Gd.
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Theorem 11. For a given connected graph G we have:
(1) ω(Gk) > ω(Gk−1),∀k, 2 ≤ k ≤ Dim(G)
(2) ω(Gk) = |V (G)| ,∀k ≥ Dim(G).
Proof. The first inequality states that the clique number of Gk increases with the increase of k as far as k does not exceed
the diameter of G. Let us assume that ω(Gk−1) < |V (G)|. Then, Gk−1 has an induced complete subgraph Kω(Gk−1). As
ω(Gk−1) < |V (G)| and G is connected, we can infer that there is at least one other vertex v in G− Kω(Gk−1)which is adjacent
to some vertex u of Kω(Gk−1) in G. As in G the distance of each vertex in Kω(Gk−1) from u is at most k− 1, v is accessible from
each vertex at a distance k. Gk is constructed from Gk−1 by adding an edge between each two vertices so that their distance
from each other in G is k. Hence, in Gk, Kω(Gk−1) will grow to include v and ω(G
k) ≥ ω(Gk−1)+ 1.
The second proposition is obvious. As the diameter is themaximumdistance between all the vertex pairs ofG, connecting
each vertex to all vertices, which are at most k ≥ Dim(G) away, will result in a complete graph, i.e. Gk = KN . 
Corollary 2. For each given connected graph G we have χk(G) ≥ χ(G)+ k− 1, ∀k ≤ Dim(G).
Proof. The corollary is easily proved considering the facts that (1) for any G, χ(G) ≥ ω(G), and (2) according to
Theorem 11, ω(Gk) ≥ ω(Gk−1)+ 1. 
Next, we show that the distance k chromatic set for G satisfies the properties required for a resource set contributing to a
perfect distance-k resource placement.
Lemma 1. Given a graph G, let s be an independent set for Gk, k ≥ 1. Then, for any two vertices u and v ∈ s we have
distG(u, v) > k, where distG gives the distance between two vertices on a shortest path built in G.
Proof. As s is an independent set for Gk, for each two vertices in s (like u and v), we have distGk(u, v) > 1, i.e. u and v are
not adjacent in Gk. According to the definition of the power graphs, any two vertices in Gwhose distance from each other is
less than or equal to k, would be adjacent in Gk. Therefore, from distGk(u, v) > 1, we can conclude that distG(u, v) > k. 
Lemma 2. Given a graph G, let s be a dominating set for Gk, k ≥ 1; then, for any arbitrary vertex v 6∈ s of G, there exist some
vertex u ∈ s such that distG(u, v) ≤ k.
Proof. As s is a dominating set inGk, each arbitrary vertex v 6∈ s is adjacent to a vertex of s inGk. On the other hand, according
to the definition of the power graphs, two vertices x and y are adjacent in Gk if and only if distG(x, y) ≤ k. Hence, there exists
some vertex u in s for v such that distG(u, v) ≤ k. As v was chosen arbitrarily, any vertex in G is at a distance k or less from
some vertex in s. 
Theorem 12. Given a symmetric quasi-perfect graph G, if Gd is quasi-perfect, then by choosing any of the chromatic sets of Gd,
like s, as the resource set, a k-perfect distance-d placement is achieved where k can be calculated as k = VolG(d)
χ(G′)−1 .
Proof. Aswe proved before any chromatic set of a quasi-perfect graphH is amaximal independent set and a dominating set
for H . If Gd is quasi-perfect, we can conclude that any chromatic set s of Gd is a maximal independent set and a dominating
set for Gd. Let us assume s is chosen as the resource set for G. By using Lemma 1 and the independency of swe can conclude
that no two vertices of s are at a distance d or less from each other; hence, the resource placement is perfect at the distance
d. On the other hand, as s is a dominating set by Lemma 2, we can conclude that each non-resource node of the network can
access at least a single resource node within d hops away. Therefore, s is a solution to the problem of k-perfect distance-d
placement inG. To find the exact number of resources available up to a distance d denoted by k,weuse Theorem9where the
number of resource nodes in a graph G′ which are adjacent to any arbitrary non-resource node is obtained as k = deg(G′)
χ(G′)−1 . If
we define G′ = Gd, knowing that deg(G′) = VolG(d), we can derive the number of resource nodes within distance d from a
non-resource node as k = VolG(d)
χ(G′)−1 . 
Finally, we obtain the number of required resource nodes for such a placement.
Theorem 13. Given a symmetric graph G, the number of resource nodes required for an m-perfect distance-d placement denoted
by R can be derived as
R(m, d,G) = Nm
VolG(d)+m .
If the value obtained for R is an integer number then the placement is feasible for G.
Proof. Suppose R nodes are chosen as resource nodes. Then, (N − R) non-resource nodes exist in the network. Each non-
resource node has m resources within distance d from it. Hence, there are m(N − R) (resource, non-resource) pairs in the
graph. On the other hand, each resource node r is required to be more than d hops away from any other resource nodes.
Hence, we can conclude that all the nodes which have a distance less than or equal to d from r are necessarily non-resource
nodes. Thus, the number of (resource‘, non-resource) pairs can be recalculated as RVolG(d). Therefore, RVolG(d) = m(N−R).
After solving the equation for R, we have R = NmVolG(d)+m . 
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The strategy used for distant resource placement is subject to the same lack of flexibility with respect to the parameters
such as number of resources. This issue was discussed in Section 3 while considering the adjacency placement. There, we
tried to solve the problem by selecting several chromatic sets instead of just one. In the next theorem we use the same
approach for the distant placement as well.
Theorem 14. Given a symmetric quasi-perfect graph G, if Gd is quasi-perfect, then by choosing the union of t arbitrary chromatic
sets of Gd as the resource set for G, a tk-distance d placement is achieved where k can be calculated as k = VolG(d)
χ(G′)−1 .
Proof. If the union of more than one chromatic sets is chosen as the resource set, then the resource vertices will still build a
dominating set for Gd, not yet an independent set. Hence, still some resource nodes will be available at the distance less than
or equal to d from each non-resource node but the placement does not impose a restriction on the distance of two resource
nodes from each other. The scheme would be a tk-distance d placement which is not perfect as some resources might have
a distance less than d + 1 from each other. The number of resources within distance d from each node is obtained as the
product of number of chosen chromatic sets t and the number of resource vertices within distance d from any non-resource
node in each chromatic set known by k. 
Corollary 3. Given a symmetric quasi-perfect graph G, the minimum number of resource nodes which can be placed within
distance d from any non-resource node is k = VolG(d)
χ(G)−1 . From this, we can infer that no 1-placement scheme could be devised
using the proposed solutions.
Proof. Theminimumnumber of resource nodes for each non-resource node corresponds to the perfect placement solutions
where no two resource nodes can have a distance less than or equal to d. The number of resources for each non-resource
node, as suggested by the perfect placement, is k = VolG(d)
χ(G)−1 . As the minimum value for both the chromatic number and VolG
is 2, we can conclude that no 1-placement scheme could be devised using the proposed solutions. 
Finally, we should prove that any distance-d chromatic set of G yields the maximum suffusion ratio and hence is the most
suitable set for resource set.
Theorem 15. For a given symmetric graph G, any distance-d chromatic set s of G yields the maximum suffusion ratio of all sets
with the same number of vertices in G.
Proof. To prove that s yields the maximum suffusion ratio, we show that if any vertex v of s be replaced by another vertex
u 6∈ s of G, the suffusion ratio will decrease. As s is a distance-d chromatic set, it is an independent set for Gd and by Lemma 1
we can conclude that ∀x, y ∈ s, distG(x, y) > d. On the other hand, s is a dominating set for Gd and hence ∀z 6∈ s, ∃x ∈ s such
that distG(x, z) ≤ d. Thus, if we replace y by z, the average distance between the vertices in s will be decreased and so will
the suffusion ratio. 
5. Distant placement in hypercubes: An example
In this section,weuse the results from the previous sections and study the adjacency anddistant placement in the popular
hypercube multicomputer.
5.1. Adjacency placement in hypercube systems
In this section, we consider the adjacency resource placement problem, using chromatic sets. For the purpose of this
section we consider the hypercube network. Several resource placement solutions have been proposed for the hypercube
network [2,24,3], and different error correcting codes have been mapped to this problem. In [5], based on the covering
radius results of known codes, a resource allocation technique is obtained. In the solutions presented in this section, we
find the resource set for the hypercube network, using chromatic sets. According to the stated theorems, a chromatic
set of a graph can be chosen as a resource placement solution, provided that the graph in hand is quasi-perfect and
symmetric.
Since the hypercube is a bipartite graph [25], the set of nodes, N can be partitioned into two independent sets. Say the
nodes are partitioned into two sets T , and N(T ). For every node x in T , its neighbors, N(x) are in the set N(T ), that is, if x ∈ T ,
then N(x) ∈ N(T ). Also, for every node y in N(T ), we have, if y ∈ N(T ), then N(y) ∈ T . This partitioning can be done using
the following algorithm.
This algorithm was first presented in [13].
Algorithm PTIS
Input: Set of nodes V ;
Output: Two independent sets T and N(T );
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Fig. 1. Perfect full-adjacency resource placement solution for Q (3) using graph coloring. Nodes having the same label belong to the same chromatic set.
The black nodes are the resources.
BEGIN
1. Set T = N (T ) = ∅. Choose an arbitrary node form V and add it to T .
2. Find all neighbors for each node in T from V −N(T ) and add them to N(T ).
3. Find all neighbors for each node in N(T ) from V − T and add them to T .
4. If V 6= T ∪ N(T ) then go to 2.
END.
Apparently, since the hypercube is a bipartite graph, it can be colored using two colors. Now that we have partitioned
the hypercube nodes into two independent sets, it only suffices to color the nodes in each set with the same color. To this
point, we have found a proper coloring for the hypercube network, using only two colors. Therefore, we have, χ(Q (n)) = 2.
The clique number in the hypercube network is equal to two, and since we have, χ(Q (n)) = 2, this network is quasi-
perfect. Given that the hypercube is a symmetric and quasi-perfect network, the approach presented in this paper can be
used for placing the resources in this network.
From Theorem 9, for the n-dimensional hypercube we have
m = deg(Q (n))
χ(Q (v))− 1 ⇒ m =
n
2− 1 ⇒ m = n.
Therefore, according to the above theorem, using chromatic sets for our resource placement problem, we can find a full-
adjacency resource placement solution for the hypercube.
Using the stated strategy, the number of resources needed for a full-adjacency resource placement solution for the
n-dimensional hypercube is equal to 2n−1. It is because the hypercube is a bipartite graph, and thus each of its chromatic
sets comprises half the number of nodes in this network. Therefore, for the number of resource nodes in a full-adjacency
placement we havem = 2n2 = 2(n−1).
When full-adjacency placement is considered for the hypercube, the presented approach introduces a very straightfor-
ward solution. This way, there is no need to map error correcting codes, as suggested in [2,24,3], to our resource placement
problem. Fig. 1 shows an example of the stated full-adjacency resource placement for the 3-dimensional hypercube.
5.2. Distant placement in the hypercube network using chromatic sets and power graphs
Distant placements for the hypercube networkwere first considered in [2]where a hierarchical strategywas deployed for
generalized placements in hypercubes. In the generalized placement solution presented in [2], each node in the hypercube
can reach at least j copies of the resource in no more than h hops. In this approach, the problem of resource placement is
resolved by mapping proper adjacency codes to the resource placement problem in different steps. However, this strategy
suffers from the deficiency that the resource copies are concentrated in certain parts of the network i.e. hypercubes with
relatively smaller dimensions, and therefore, because of the contention to reach the resource nodes from non-resource
nodes, the traffic concentrates on subcubes containing the resources. In the approach presented in this section graph
colorings are used and an even dissemination of resource nodes is guaranteed.
Here, we consider distance-2 placement for the hypercube network. According to the stated theorems, a chromatic set
of a graph can be chosen as a resource placement solution, provided that the graph in hand is quasi-perfect and symmetric.
In order to find a distance-2 resource placement solution for the hypercube, the power graph of this network should be
obtained. Since distance-2 placement is desired, nodes of distance 2 or less from each other are considered when the power
N. Imani et al. / Computers and Mathematics with Applications 58 (2009) 403–413 411
Fig. 2. The 2nd power of hypercube of dimension 3.
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Fig. 3. Perfect distance-2 resource placement solution for 3-dimensional hypercube using power graphs and graph coloring. (a) The 2nd power of the
hypercube and a proper coloring. Nodes having the same label belong to the same chromatic set. (b) The distance-2 resource placement solution for the
hypercube. Resource nodes are colored in black.
graph of the hypercube is constructed. In this case, the attained graph is quasi-perfect and symmetric, and therefore suitable
for our purpose. Fig. 2 shows the 2nd power of the hypercube network of dimension 3. As mentioned previously, in the 2nd
power of the hypercube network, nodes of distance 2 from each other are also connected.
In order to obtain a distance-2 resource placement solution for the hypercube of dimension 3, a perfect coloring of this
graph should be attained. It is apparent that the network depicted in Fig. 2 can be colored using a minimum of four colors.
Choosing any of the chromatic sets results in the desired distance-2 resource placement solution. Fig. 3 shows a proper
coloring of the 2nd power of the hypercube of dimension 3; nodes in black can be considered as resource nodes. In Fig. 4 a
distance-2 resource placement solution is presented for the hypercube of dimension 4, using the presented approach.
6. Sparse resource placement
Although our proposed resource placement scheme can solve the problem of k-perfect distance-d placement for a
topology whenever such a solution is feasible, it imposes a lower bound for the value of k as Corollary 3 implies. To come up
with a solution to this problem, we consider that the resource nodes in a higher power of a graph are generally sparser than
the resource nodes in the graph itself. That is, as the power of graph grows the resources become sparser in thenetwork. Thus,
we can predict that the nodes suggested for the resource nodes in a k-perfect distance-d placement might be homogeneous
to the nodes suggested by a k′-perfect distance-d′ placement where k′ > k and d′ > d. Thus, if the desired value for k
falls below the lower bound, the problem can be solved if we can find a pair of d′ and k′ which result in a homogeneous
placement. Next, we try to derive a technique for finding the appropriate d′ and k′ for k-perfect distance-d placement.
Theorem 16. Let G be any given symmetric quasi-perfect graph such that VolG(d) = c.VolG(d′). Then, if k-perfect distance-d
and ck-perfect distance-d′ placements for G are feasible, the two resource placements are homogeneous and hence ck-perfect
distance-d′ placement can be derived instead of k-perfect distance-d placement using the chromatic sets approach.
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Fig. 4. Perfect distance-2 resource placement solution for 4-dimensional hypercube using power graphs and graph coloring. (a) The 2nd power of the
hypercube and a proper coloring. For the sake of clarity only some of the edges of the 2nd power of the hypercube are shown. Nodes having the same label
belong to the same chromatic set. (b) The distance-2 resource placement solution for the hypercube. Resource nodes are colored in black.
Proof. The total number of resources in the network for the ck-perfect distance-d′ placement is obtained as R = ckNVol(d′)+ck .
By replacing the value of VolG(d′) the equation can be rewritten as R = kNVolG(d)+k which is the number of resources in a
k-perfect distance-d placement. As both Gd and Gd
′
are assumed to be symmetric and quasi-perfect, we can conclude that
the two resource placement schemes are homogeneous. 
7. Conclusion
Symmetric networks due to their interesting properties can be considered as the most prominent interconnection
networks. In this paper,weproposed an answer to the problemof k-distance d-placement for the commonclass of symmetric
networks. Our resource placement scheme guarantees a perfect solution whenever such a solution exists for the topology.
In particular, by utilizing the chromatic properties of symmetric graphs, we showed that under some criteria the
chromatic sets of a symmetric graph are the dominating sets and hence a solution to the problem of resource placement.
To solve the problem for distances more than one, we studied the chromatic properties of power of symmetric graphs and
generalized the chromatic sets to distance-d chromatic sets. Finally, some improvement for placing sparse resources in a
graph was envisioned.
The results of this works are interesting in the sense that ours is the first study to consider the problem of resource
placement in general for a class of networks. By using some heuristics, the same scheme can be applied to other classes of
non-symmetric networks which were not discussed in this work.
Particularly, our work reduces the problem of resource placement to the well-known problem of graph coloring which
has been extensively studied in the graph theory, and thus the existing algorithms for deriving the chromatic set can bewell
utilized.
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