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از  ی، نسبت قابل توجهیپزشکچشم گیر در تمام حوزه های علم  یها شرفتیپ امروزه باف: اهداو  مقدمه
ی پس در بسییییاری از موارد با داده های بقای .بقای طوالنی مدت دارند بیماریمبتال به انواع مختلف  مارانیب
ر مواجه هسیتیم که تعداد بیمارانی که مرب بر ا ر بیماری مورد نظر را تجربه می کنند، نسیبت به موارد سیانسیو
های شییده خیلی کمتر اسییت. از طرف دیگر، با توجه به اینکه در بسیییاری از تحقیقات با تعداد زیادی از متغیر 
عبارت بهتر مقدار به مسیییتقل روبرو هسیییتیم لدا باید نسیییبت تعداد رویداد ها به تعداد متغیرهای مسیییتقل یا 
(EPV) Event per Variable  .شدهبرامورد توجه قرار گیرد سازی انجام  شبیه   10بین  EPV، ساس مطالعات 
ست. 20تا  شده ا ستفاده از مدل EPV وقتی  توصیه  ست، ا سیک همچون کم ا شنهاد نمی کاکس  های کال پی
  . شود زیرا ضرایبی که محاسبه می شوند قابل اعتماد نمی باشند
ستآن متغیرهای پیش بین در داده های با بعد باال، داده ای که تعداد  شاهدات ا شتر از تعداد م سیار بی ، ب
  EPVچک کردن مقدار بدون به همین جهت در صیییورت مواجهه با چنین داده ای  .کم اسیییتEPV همواره
مدل های کالسیییک زیاد  واریانساز  ،روش های مجازات شییده اسییتفاده از هایی همچونراه کار  بامسییتقیما 
ته می شیییود ما .کاسییی عد کم، ا با ب که  یعنی در مورد داده  عداد داده ای  عداد متغیرهای پیش بین کمتر از ت ت
کم   EPVیا مقدار  استفاده از مدل های کالسیک بالمانع است مطلوب است و EPVمقدار یا ، مشاهدات باشد
 برای غلبه بر مدل ،بنابرایندر نتیجه اسیتفاده از مدل کالسییک برای این داده مسیئله سیاز خواهد بود و  اسیت
 بهبود یابد. واریانس مدلبیش برازش یافته کالسیک باید راهکاری اتخاذ شود تا 
مورد کم  EPVو و از آن جا که در مطالعات معدودی داده های با بعد کم  EPV شییاخص به اهمیت نظرپس  
ور ، به طاسیتفادهشیده اسیت و با توجه به ماهیت داده مورد  به آن پرداخته پژوهش ایندر ارزیابی قرار گرفتند، 
عملکرد مدل جنگل بقای تصیادفی، مدل کاکس تحت روش های مجازات این پژوهش با هدف مقایسیه خاص، 
با  در داده هایناپارامتری، نیمه پارامتری و پارامتری متفاوت و مدل شیفایافته بیزی به عنوان سیه رویکرد  شیده
   ست.ا به انجام رسیدهکم  EPVبعد کم و 
 
  35به دلیل برخورداری ازبیمار دیالیزی مورد بررسیییی قرار گرفتند.  252 پژوهشدر این  :پژوهشروش 
 داده به طور تصادفی به دو مجموعه آزمودنیاین . محاسبه گردید 2تقریبا  EPV متغیر، مقدار19رویداد مرب و 
و مدل های کاکس تحت . مدل جنگل بقای تصییادفی گردیدبار تکرار  500و آموزشییی تقسیییم شیید و این عمل 
ستیک نت( سو، ریج و اال شده )ال شده در داده و دومین به عنوان اولین روش های مجازات  شنهاد   باراهکار پی
 های در داده هامدل این و ارزیابی دقت پیش بینی  ندکم، برای داده های آموزشیییی اجرا شییید EPV کم و بعد
. انجام شید  (Brier Score (BS و  calibration slope(CS)  ،C-indexآزمودنی با اسیتفاده از شیاخص های
رخ داده بود و انتهای منحنی  پیگیری زمانبعالوه، از آنجا که در داده مورد پژوهش تمامی رویداد ها در ابتدای 
آمیخته و پس از برازش مدل های شییفایافته پارامتریک بنابراین،  اسییتبقا فقط شییامل مورد سییانسییور شییده 
 Devianceو سییینجش نیکویی برازش آنها با شیییاخص  وایبل، لگ لجسیییتیک و داگم نوع اول بیزی ناآمیخته
Information Criteria(DIC) ، مدل شییفایافته پارامتریک  فوق بالکرد  پیش بینی مدل های برای مقایسییه عم
  .استفاده شد RMSEبیزی از شاخص 
برای انجام تحلیل بیزی مدل های شییفایافته آمیخته و ناآمیخته، از توزیع پیشییین نرمال برای بردار ضییرایب 
گرسیونی استفاده شد همچنین، از توزیع پیشین یکنواخت برای تولید پارامترهای شکل توزیع های وایبل، لگ 
رکیب توزیع پیشیییین توام با تابع توزیع پسیییین توام پارامترهای مدل از تلجسیییتیک و داگم اسیییتفاده گردید. 
سین توام  شد و با روش نمونه گیری گیبز از توزیع پ صل  نمونه برای هر پارامتر تولید 1010000درستنمایی حا
داری از نمونه های ر برای برخو و کنار گداشته شد  burn-inنمونه شبیه سازی شده اول به عنوان  10000 شد.
انتخاب شییدند و در نهایت خالصییه های پسییین مورد نظر براسییاس  50له نمونه ها با فاصیی ،تقریبا ناهمبسییته
نمونه بدسیت آمد. برآوردهای بیزی پارامترها همان میانگین نمونه های گیبز اسیتخراه شییده از توزیع  20000
 خودو  پیشینهبا استفاده از نمودارهای  مونت کارلوی زنجیر مارکوفیپسین توام می باشد.   همگرایی الگوریتم 
 برای نمونه های شبیه سازی شده مانیتور شد. همبستگی
سه عملکرد پیش بینی مدل ها، برادر نهایت سناریو با  252مجموعه داده به حجم  500، ی مقای برای چهار 
شد. 7و  EPV(2،3 ،5 مقادیر مختلف  سازی  شبیه  شد.  زمان (  سورینگ از توزیع نمایی تولید  سان زمان های 
شبیه سازی شد و از توزیع نمایی برای تولید خطرات پایه  در مدل کاکس استفاده شد.  های بقا از مدل کاکس
 
متغیرهای پیش گو مسیییتقل از یکدیگر در نظر گرفته شییید و همه متغیرهای پیوسیییته از توزیع نرمال و همه 
شدند. در سازی  شبیه  د داده همانن سازی، شبیه سناریوهای تمامی متغیرهای طبقه ای از توزیع دوجمله ای 
 تا ندهد رخ رویدادی )پایان مطالعه( هیچ 52زمان  تا  25 زمان از که شییید تولید ای گونه به ها واقعی، داده
سرانجام، عملکرد پیش بینی تمامی مدل ها به ازای مقادیر  .گردد فراهم شفایافته های مدل از استفاده شرایط
  مورد ارزیابی قرار گرفت. RMSEبا شاخص  EPVمختلف 
 های شییبیه سییازی با ، بهترین عملکرد پیش بینی در داده واقعی و نیز داده براسییاس یافته ها ها:یافته
به ترتیب مربوط  به مدل های شیییفایافته پارامتریک بیزی و جنگل بقای تصیییادفی و مدل  EPV مختلف مقادیر
 های کاکس تحت روش های مجازات شده است. 
مجموعه داده آموزشیی و آزمودنی، عملکرد درونی و  500در   Brier Scoreو C-index براسیاس مقادیر 
( و  test index-C, 618/0=train index-C =653/0بیرونی مدل جنگل بقای تصیییادفی نزدیک به هم اسیییت )
(026/0= test Brier Score, 017/0=train Brier Score  تمامی سناریوهای شبیه سازی با افزایش مقدار  ( و در
EPV  2همواره در عملکرد پیش بینی مدل جنگل بقای تصیادفی پیشیرفت دیده شید یعنی برایEPV=  مقدار
 . بود = 7EPV= ،088/0 RMSEو برای  142/0برابر  (Root Mean Square Error (RMSEشاخص 
داده آزمودنی دقت پیش بینی هر سییه روش مجازات شییده  500در   Brier Scoreبراسییاس میانگین معیار 
دقت پیش بینی ریج، بیش از دو روش السو و  index-C( ولی براساس test Brier Score=028/0کسان است )ی
ست زیرا بزرگترین میانگین ستیک نت ا (  test index-C=810/0داده آزمودنی را  دارا بود) 500در  index-Cاال
را دارا است و االستیک نت در  در تمامی سناریوهای شبیه سازی شده ریج برترین عملکرد پیش بینیهمچنین 
 جایگاه بعدی قرار دارد.  
مدل شیفایافته ناآمیخته داگم بیزی هم در داده  DICبراسیاس شیاخص در مورد مدل های شیفایافته بیزی، 
سازی =7/110DICواقعی ) شبیه  شفایافته  بهترین برازششده ( و هم داده های  سایر مدل های  سبت به  را ن
ستدارا  شفایافتهاما عملکرد  ا شاخص پیش بینی مدل های  ساس  سیار نزدیک به  در داده واقعی RMSE برا ب
( =017/0RMSE) بودپیش بینی متعلق به مدل شفایافته ناآمیخته داگم بیزی بهترین عملکرد  ،هم دیده شد
 
در تمامی سناریوهای  (. همچنین=027/0RMSEبدترین عملکرد پیش بینی را مدل شفایافته وایبل داشت )و 
 . بودم بیزی برترین عملکرد پیش بینی را دارا مدل شفایافته ناآمیخته داگ EPV مختلف مقادیر با شبیه سازی
شفایافته پارامتریک بیزی بهترین  گیری:نتیجهبحث و  شان داد که مدل های  ضر ن یافته های  مطالعه حا
سئله شند و هیچ EPVانتخاب برای حل م صورتی که تمامی رویدادها در ابتدای مطالعه رخ داده با ست در  کم ا
شده نیز  شد. مدل های کاکس تحت روش های مجازات  شده با رویدادی در انتهای منحنی کاپالن مایر ظاهر ن
در هرچند که  در مجموعکم می توانندکمک کننده باشیند. EPVپس از جنگل بقای تصیادفی در رفع مشیکل  
فاحش خیلی چشیییم گیر و اما برتری بین مدل ها  دیده شیییدمدل های مورد پژوهش تفاوت  پیش بینیدقت 
روش  پیش بینیعملکرد عالوه بر مدل های شیییفایافته پارامتریک بیزی، بنابراین شیییاید بتوان گفت  .نیسیییت
. پس اسیت قابل قبولنیمه پارامتری کاکس تحت روش های مجازات شییده  و ناپارامتری جنگل بقای تصییادفی
شده می  صادفی و روش های مجازات  شد، جنگل بقای ت شته با ستنباط بیزی ندا اگر محقق تمایلی به انجام ا
 .باشندکم در داده های با بعد کم EPVبرای حل پدیده   مدل های منتخب توانند








Background and aim: Nowadays, with significant advances in all areas of medical science, 
a significant proportion of patients with various types of diseases have long-term survival. So in 
many cases we have survival data that the number of patients experiencing death from the disease 
is much lower than that of censored cases. On the other hand, as we have many independent 
 
variables in many studies, therefore, the ratio of the number of events to the number of 
independent variables or better expression of Event per Variable (EPV) value should be 
considered. Based on simulation studies, EPV between 10 and 20 is recommended. When EPV 
is low, the use of classic models such as Cox is not recommended because the calculated 
coefficients are not reliable.  
In high-dimensional data, the data that the number of predictors is much larger than the 
number of observations, EPV is always low. Therefore, if you are encountered such the data, 
without checking the EPV value, the methods such as penalized methods will greatly reduce the 
variance of classical models directly. But in the case of low-dimensional data, data that the 
number of variables is less than the number of observations, either the amount of EPV is 
acceptable so the use of classic models is unrestricted or EPV is low as a result the use of the 
classical model will be problematic for this data so, in order to overcome the over-fitted classical 
model, one solution must be found to improve the model variance. 
Because of the importance of the EPV index and since few studies have evaluated low 
dimensional and low EPV data, this study has dealt with it.  And given the nature of the data used, 
in particular, this study aims to compare the performance of the Random Survival Forest Model, 
the penalized Cox Models, and the Bayesian cure Model as three different nonparametric, semi-
parametric, and parametric approaches in low-dimensional data with low EPV is done. 
Method: In this study 252 dialysis patients were studied. Due to 35 death events and 19 
variables, the EPV value was approximately 2. The data were randomly divided into two test and 
train sets, and this procedure was repeated 500 times. The random survival forest models and Cox 
models based on penalized methods (Lasso, Ridge and Elastic Net), as the first and second 
proposed approaches in low dimensional data and low EPV, were implemented for training data, 
 
respectively and evaluation of the prediction accuracy of these models in the test data was 
provided using calibration slope (CS), C-index and Brier Score (BS) indices. 
 In addition, since the data in the study, all events occurred at the beginning of the Kaplan 
Meier(K-M) curve and the end of the survival curve only included the censored case, therefore, 
After fitting the Weibull, Log-Logistic and dagum Bayesian cure Models, the RMSE index was 
used to compare the predictive performance of the above models with the Bayesian Parametric 
cure Model. 
For performing Bayesian analysis of mixture and non-mixture cure models, from the prior 
normal distribution was used for the vector of regression coefficients.  Also, the prior uniform 
distribution was used to generate the shape parameters of the Weibull, Log-Logistic and Dagum 
distributions. Also, the joint posterior distribution of the model parameters obtained with the 
combination of the joint prior distribution with the likelihood function and with the Gibbs 
sampling method, 101,000,0 samples were produced for each parameter. 10,000 first simulated 
samples were discarded as burn-in, and to obtain almost uncorrelated samples, the samples were 
selected with lag 50. Finally, the posterior summaries were obtained based on 20,000 samples. 
The Bayesian estimates of the parameters are the average of Gibbs samples extracted from the 
joint posterior distribution. Convergence of the MCMC algorithm was monitored by history and 
autocorrelation plots for the simulated samples. Inferences were obtained using OpenBUGS and 
R Softwares. 
In addition, to compare the prediction performance of the models, 500 data sets with the 
size of 252 were simulated for four scenarios with different EPV values (2, 3, 5 and 7). Censoring 
times were generated by exponential distribution. Survival times were generated regarding Cox 
proportional hazard model and the exponential distribution applied to generate baseline hazard 
 
in cox model. The predictors were independent of each other and all continuous predictors were 
generated from normal distribution and all categorical variables were produced from binomial 
distribution. In all simulated scenarios, the data were generated such that no event occurred from 
the time 25 until the end of the study to provide conditions for use of the cure models. Finally, the 
predictive performance of all models was evaluated for different EPV values. 
Findings: Based on the results, the best prediction performance in the real data, as well as 
the simulation data with different EPV values, are related to the Bayesian parametric cure models 
and random survival forest and Cox models with penalized methods, respectively.  
Based on the values of the C-index and Brier Score in 500 datasets of train and test, the 
internal and external performance of the Random Survival Forest model are close to each other 
(C-index test=0.653, C-index train=0.618) and (Brier Score test= 0.026, Brier Score train=0.017) and 
in all the simulation scenarios, with increasing EPV value, there was always an improvement in 
the predictive performance of the Random Survival Forest model, that is, for EPV=2 the value of 
Root Mean Square Error (RMSE) index was 0.142 and for EPV=7, RMSE = 0.088. 
Based on the mean of Brier Score in 500 testing sets, the predictive accuracy of all three 
penalized methods is the same (Brier Score test=0.028) but based on C-index, the predictive 
accuracy of Ridge is more than Lasso and Elastic Net because it had the highest mean of C-index 
in 500 testing sets (C-index test=0.810) also, in all simulated scenarios, Ridge had the best 
predictive performance and Elastic Net is in the next place. 
In the case of Bayesian cure models, based on the Deviance Information Criteria (DIC) index, the 
Bayesian Dagum non-mixture cure model has the best fit in both real data (DIC =110.7) and 
simulated data compared to other cure models but the predictive performance of the cure models 
based on the RMSE index was very close to each other in real data, the best predictive 
 
performance belonged to the Bayesian non-mixure cure model with Dagum distribution (RMSE 
= 0.017) and the Bayesian Weibull cure models had the worst prediction accuracy (RMSE = 
0.027(. Also in all simulation scenarios with different EPV values, for all EPV values, the 
Bayesian non-mixure cure model with Dagum distribution has the best predictive performance. 
Conclusion: The findings of the present study showed that Bayesian parametric cure 
models are the best choice for solving the EPV problem if all events occurred at the beginning of 
the study and no events appeared at the end of the Kaplan-Meier curve. Cox models based on 
penalized methods can also help reduce EPV problem after random forest survival. In general, 
although there was a difference in the predictive accuracy of the studied models, the superiority 
between the models is not very significant. So perhaps we can say that performance of all three 
models of nonparametric random survival forest, semi-parametric Cox methods based on 
penalized methods and parametric Bayesian cure are acceptable. Therefore, the researcher can 
then select any of the above models to solve the low EPV in low dimensional data.  
 
Key words: Random Survival Forest, low-dimensional data,  few event, Penalized 
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