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Abstract
Computer-driven simulations in the context of aerospace research are of paramount
importance. These simulations are done by solving partial differential equations
approximately with numerical methods. One famous and recent approach in this
context is the isogeometric analysis (IGA) which is able to simulate directly on smooth
geometries. Since in most real-world applications the geometries are given as CAD
files, the isogeometric approach has to be extended to more complicated geometries,
i.e. NURBS-based multiple patches. The contributions of this thesis are that we
derive an isogeometric method on multiple patches. Since this a restricted variational
problem for elliptic equations, we solve it with the generalized Lagrange multipliers
method. Furthermore, we give an estimation for the integration complexity of IGA
and compare it to the integration complexity of the classical finite element method
(FEM). We demonstrate that the a-priori error of IGA on single patches is the same
as encountered in the a-priori error analysis of FEM. In addition, we show that the
condition number of IGA increases exponentially with increasing polynomial degree
and that it is asymptotically of the same order as the condition number of FEM
under h-refinement. Finally, we simulate a potential flow around a NACA airfoil in
two dimensions using the isogeometric method on multiple patches. This provides
information about the problems and challenges in the application of IGA in modern
aerospace science.
Zusammenfassung
Computerbasierte Simulationen sind in der Luft- und Raumfahrtforschung von
großer Bedeutung. Hierzu werden partielle Differentialgleichungen mit numerischen
Methoden gelo¨st. Ein neuer Ansatz in diesem Zusammenhang ist die isogeometrische
Analysis (IGA), welche direkt auf glatte Geometrien angewendet werden kann, ohne
diese vorher approximieren zu mu¨ssen. Da die Geometrien in den meisten Anwendungen
als CAD Dateien vorliegen, verallgemeinern wir die IGA auf sogenannten Multiple
Patches. Die Beitra¨ge dieser Arbeit umfassen, dass wir zuna¨chst eine isogeometrische
Methode auf Multiple Patches herleiten. Da dies ein restringiertes Variationsproblem
fu¨r elliptische Gleichungen darstellt, lo¨sen wir es mit der Lagrange Methode. Zusa¨tzlich
geben wir eine Abscha¨tzung der Integrationskomplexita¨t von IGA an und vergleichen
diese mit der Integrationskomplexita¨t der klassischen Finite Elemente Methode (FEM).
Wir zeigen, dass der a-priori-Fehler von IGA auf Single Patches derselbe ist wie bei der
a-priori Fehleranalyse von FEM. Daru¨ber hinaus zeigen wir, dass die Kondition von IGA
exponentiell bei zunehmendem Polynomgrad steigt und dass IGA unter h-Verfeinerung
asymptotisch dieselbe Kondition hat wie die FEM. Zum Schluss simulieren wir mittels
der IGA auf Multiple Patches eine Potentialstro¨mung um ein zweidimensionales NACA
Flu¨gelprofil. Dies gibt uns Aufschluss u¨ber die Probleme und Herausforderungen, die bei
der Anwendung von IGA in der modernen Luft- und Raumfahrtwissenschaft vorliegen.
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1 Introduction
In modern aerospace research computer-based techniques for analyzing materials and
shapes are of major interest. A key example is the analysis of aerodynamic or aeroelastic
properties of an aircraft. This can be done by using mathematical models derived from
physical laws and behaviors. These models are usually formulated in terms of partial
differential equations such as the Navier-Stokes equations that describe the motion of
viscous fluid substances. Since most equations cannot be solved directly using standard
analysis, the numerical analysis and scientific computing provide techniques for solving
them approximately.
In this context there exist a variety of different approaches such as the finite element
method (FEM), the finite difference method or the finite volume method. Among these the
standard FEM is the most comparable to the isogeometric analysis (IGA) that we employ
in this thesis.
IGA is a recent approach and was invented by Hughes et al. [2005]. The basic idea of
isogeometric analysis is to use the description that already forms the underlying domain
for solving partial differential equations approximately. This is a major advantage since
IGA is able to simulate directly on CAD files (Computer Aided Design). These files
are mostly based on non-uniform rational B-splines (NURBS). As an example, Figure 1
shows a smooth representation of an airplane geometry given as a NURBS-based CAD
file. In contrast to classical FEM, IGA does not require a lengthy mesh creation process to
approximate the geometry. This is a highly desirable feature since mesh generation is very
expensive in most simulations. Furthermore, the choice of higher-order shape functions
can be achieved by simply elevating the degree of the NURBS basis functions.
The contributions of this thesis are:
• we derive an isogeometric method on NURBS-based multiple patches by solving a
restricted variational problem using the Lagrange multiplier method
• we provide an estimation for the integration complexity of IGA on single patches
and compare it to the integration complexity of FEM
• we analyze the convergence behavior and condition numbers of the single patch
method as well as of the multiple patch method and compare them to the convergence
behavior and condition numbers of FEM
• we solve a prototype CFD (Computational Fluid Dynamics) problem on a two
dimensional NACA airfoil geometry in order to validate the applicability of IGA to
classical aerospace problems
The remainder of thesis is structured as follows. Section 2 introduces B-splines and
NURBS together with some standard geometric algorithms. These algorithms serve as
the refinement techniques for the isogeometric method. After that, we present the basic
isogeometric approach on simplified NURBS surfaces, i.e. single patches. Additionally,
we provide an a-priori error estimation for elliptic problems for isogeometric analysis on
single patches, which we then compare to the a-priori error estimation of the standard
FEM. Finally, we present a method for doing isogeometric simulations on multiple patches.
The underlying coupling process of the various patches is motivated by solving a restricted
variational problem. We handle these restrictions by a generalization of the Lagrange
multiplier method on general Banach spaces. Section 3 presents numerical experiments
on a single patch as well as on multiple patches. We illustrate the convergence behavior
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Figure 1: CAD example of an airplane
in the L2 norm and in the H1 semi-norm under h- and p-refinement in both, the single
patch and the multiple patch setup. Furthermore, we analyze the condition numbers of the
left-hand side matrices arising in the isogeometric discretization for both setups. Finally,
we present a flow simulation of an incompressible laminar fluid around a NACA airfoil in
two dimensions in the multiple patch setup, which is a prototype of a typical aerospace
problem. We conclude this thesis in Section 4 by a discussion of the presented IGA and an
outlook of possible future research topics.
2
2 Methods
2.1 Non-uniform rational B-splines
NURBS basis functions are the corner stones of IGA as well as represent most CAD files.
In order to define NURBS, we first introduce B-splines and their basic properties. The
following geometric principles are mostly based on the book of Piegl and Tiller [2012].
2.1.1 B-splines
In order to define B-spline basis functions we first have to define a knot vector.
Definition 2.1. A non-decreasing sequence Ξ = {ξ1, . . . , ξn+p+1} where ξi ∈ R for all
i = 1, . . . , n+ p+ 1 is called a knot vector and its elements are called knots.
The natural numbers n and p will refer in the following always to the amount of basis
functions and their degree. If the knots are equidistant, the knot vector is called uniform,
otherwise, it is called non-uniform. If a knot ξi appears in the sequence k times, it is called
a multiple knot of multiplicity k. The half-open interval [ξi, ξi+1) is called the i-th knot
span. We define the interior knots of the knot vector as the set {ξp+1, . . . , ξn+1}. The
B-spline basis functions can now be defined by the method of De Boor [1972]:
Definition 2.2. Let Ξ = {ξ1, . . . , ξn+p+1} be a knot vector. B-splines of degree p are
defined recursively by
Ni,0(ξ) =
{
1, if ξi ≤ ξ ≤ ξi+1
0, else
Ni,p(ξ) =
ξ − ξi
ξi+p − ξiNi,p−1(ξ) +
ξi+p+1 − ξ
ξi+p+1 − ξi+1Ni+1,p−1(ξ).
The following list of the most important properties of B-spline basis functions determine
their many desirable geometric characteristics:
1. Piecewise polynomial: Ni,p is a p-th degree polynomial function in the knot span
[ξi, ξi+1), where i is in {1, . . . , n+ p}.
2. Continuity: If ξi has a multiplicity of k then
Ni,p ∈ Cp−k.
3. Partition of unity:
n∑
i=1
Ni,p(ξ) = 1 ∀ξ ∈ [ξp+1, ξn+1]
4. Non-negativity:
For all i, p : Ni,p(ξ) ≥ 0 ∀ξ ∈ [ξ1, ξn+p+1]
5. Local-support:
Ni,p(ξ) = 0 if ξ /∈ [ξi, ξi+p+1)
6. In a given knot span [ξj , ξj+1) only the p+ 1 B-splines Nj−p,p, . . . , Nj,p are nonzero.
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Figure 2: Quadratic B-splines with equidistant interior knots
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Figure 3: Quadratic B-splines with a double multiplicity at knot ξ5 = 0.4
The derivative of a B-spline basis function is given by
∂
∂ξ
Ni,p(ξ) =
p
ξi+p − ξiNi,p−1(ξ)−
p
ξi+p+1 − ξi+1Ni+1,p−1(ξ).
Figure 2 illustrates quadratic B-spline basis functions based on the knot vector Ξ =
{0, 0, 0, 0.1, . . . , 0.9, 1, 1, 1} with uniform interior knots. In comparison, Figure 3 shows also
quadratic B-spline basis functions, but based on a non-uniform knot vector with a double
multiplicity at ξ5 = 0.4. The reduced C
2−2 = C0 continuity of the function N5,2 can be
seen very well at ξ = 0.4.
2.1.2 B-spline curves and surfaces
B-spline basis functions are used to define geometries such as curves or surfaces. A B-spline
curve can be represented by a linear combination of the basis functions with some vectors
in Rd called the control points.
Definition 2.3. Let N1,p, . . . , Nn,p be n B-spline basis functions of degree p based on the
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Figure 6: Closed curve
knot vector Ξ = {ξ1, ..., ξn+p+1}. A B-spline curve of degree p in Rd is given by
F (ξ) =
n∑
i=1
Ni,p(ξ)Pi ξ ∈ [ξp+1, ξn+1],
where Pi ∈ Rd are the control points.
Since B-spline basis functions are piecewise polynomial functions, the B-spline curves are
also piecewise polynomials. If the first and last knot of a B-spline curve have a multiplicity
of p+ 1, the corresponding B-spline curve is called a clamped curve. These curves have the
characteristic of interpolating the first and last control point. Additionally, a curve whose
beginning and end define the same point in Rn are called closed curves. Moreover, if the
knot vector has no special structure or shape, the curve is called an open curve. These
curves do not necessarily need to interpolate any of their control points.
Figure 4 shows a common open B-spline curve. In contrast, Figure 5 illustrates the curve
of Figure 4, based on a rearranged knot vector with p+ 1 multiplicities at its first and last
entries. This results in a clamped curve which interpolates the first and the last control
point. Additionally, Figure 6 shows a closed B-spline curve based on a knot vector with
p+ 1 multiplicities at its first and last entries. All of them are illustrated with their control
net which visualizes the order of the control points.
B-spline surfaces can be constructed by using a tensoric basis of B-splines in two directions.
Definition 2.4. Let {N1,p, . . . , Nn,p}, {M1,q, . . . ,Mm,q} be two sets of B-spline basis func-
tions based on the two knot vectors Ξ = {ξ1, ..., ξn+p+1}, Θ = {θ1, . . . , θm+q+1}. A B-spline
surface in Rd of degree p, q is defined by
F (ξ, θ) =
n∑
i=1
m∑
j=1
Ni,p(ξ)Mj,q(θ)Pij (ξ, θ) ∈ [ξp+1, ξn+1]× [θq+1, θm+1],
where the Pij ∈ Rd are again the control points.
We define Ωˆ := [ξp+1, ξn+1]× [θq+1, θm+1] as the parametric space of the surface. In the
following, the parameter space will always be the unit square, i.e. Ωˆ = [0, 1]2. We call the
image of F the physical space and will denote it as Im(F ) = Ω. Additionally, we call F the
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Figure 7: Geometrical mapping of a B-spline surface
geometrical map. We assume that F : Ωˆ −→ Ω is a diffeomorphism from the parameter
space to the physical one. This means that the geometries are not self-overlapping and
thus the inverse F−1 exists. Elements in the physical space are defined by its partition,
which is generated by mapping the knots of the parameter space to the physical space
with F . We denote them as Ωe and the corresponding elements in the parameter space
as Ωˆe = F
−1(Ωe). Together with the fifth property of B-splines, it follows that only p+ 1
B-spline basis functions are non-zero on each parametric element. These definitions can be
used analogously for B-spline curves. Similar to B-spline curves, B-spline surfaces can be
open, clamped and closed. Figure 7 illustrates the parameter and the physical space of a
B-spline surface. Especially the description of the elements Ωe in the physical space by the
geometrical mapping F can be seen.
2.1.3 Refinement techniques
In order to use the B-spline basis functions as a basis for an FE approach, we should be
able to refine them without altering the underlying geometry or its parameterization. That
means we will change the basis functions as well as the underlying knot vector under the
constraint that the geometrical mapping F will remain unchanged.
h-refinement
A way to increase the amount of basis functions without changing the underlying geometry
and its degree is the knot insertion approach. We will use an algorithm, which was first
presented by Boehm [1980]. This method is able to insert a single knot into the knot
vector and thus either increases the multiplicity of an already existing knot or inserts a
completely new entry in the knot vector. There are also methods that are able to insert
many knots at once which is called knot refinement. In this thesis we will focus on the
knot insertion method and when it will be necessary to insert more than one knot, we will
insert them sequentially.
Let Ξ = {ξ1, . . . , ξn+p+1} be a knot vector of a curve and ξ¯ ∈ [ξk, ξk+1) with p+ 1 ≤ k ≤ n.
The knot insertion method yields a new knot vector Ξ¯ = {ξ1, . . . , ξk, ξ¯, ξk+1, . . . , ξn+p+1}
with Ξ ⊂ Ξ¯. The new n + 1 basis functions are defined similar to the n basis functions
by the recursion formula. The new n+ 1 control points P¯ = [P¯1, . . . , P¯n+1]> are convex
combinations of the already known control points P = [P1, . . . , Pn]>:
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P¯i = αiPi + (1− αi)Pi−1,
where
αi =

1, if i ≤ k − p
ξ¯ − ξi
ξi+p − ξi , if k − p+ 1 ≤ i ≤ k
0, if i ≥ k + 1.
From this equation it follows that only p new control points have to be computed. Note
that the inserted knot ξ¯ cannot be chosen as an already existing knot with multiplicity of
p+ 1. Hence, if we have an open knot vector we are not able to increase the multiplicity of
the first or the last knot.
p-refinement
Another way to enrich the basis functions without changing the underlying geometry or its
parameterization is to increase their degree. We will only consider the approach suggested
by Piegl and Tiller [1994] although there exist several other methods in this context. This
method is based on the Be´zier decomposition of B-spline geometries. Originally a Be´zier
curve is defined as a linear combination of Bernstein polynomials
Bi,n(t) =
(
n
i
)
ti(1− t)n−i i ≤ n, t ∈ [0, 1]
and control points. One can show that a Be´zier curve is equivalent to a B-spline curve
with no interior knots and interpolating control points at the beginning and end. This
follows directly from the conversion algorithm between Be´zier and B-spline curves, which
can be found in Section 5.10 of Prautzsch et al. [2013]. We decompose a B-spline curve in
Be´zier segments by increasing the multiplicities of the interior knots of the knot vector to
p. This can be done using the knot insertion method described in the h-refinement section.
As a consequence, this leads to interpolating control points at every interior knot which
forms the decomposition. Because of the mentioned equivalence, the segments are Be´zier
curves. We can elevate the degree of Be´zier curves by increasing the multiplicities of the
first as well as of the last knot. The new control points can then be computed by a matrix
computation as described by Farouki and Rajan [1988]. The degree elevated segments can
be joined together to form a B-spline curve again. The unnecessary interior knots that
were inserted to create the Be´zier segments can be removed with a knot removal algorithm
which is basically the inversion of the knot insertion method. One well-known approach
was suggested by Tiller [1992].
k-refinement
One disadvantage of p-refinement is that the continuity of a B-spline basis function at the
corresponding knot remains the same after elevating the degree. Thus, if we first insert a
distinct knot ξ¯, the corresponding B-spline basis function has a continuity of Cp−1 at ξ¯.
After elevating the degree to q the basis function still has p−1 times continuous derivatives
at ξ¯. On the other hand, if we first begin by elevating the degree to q and inserting a
unique knot afterwards, the corresponding basis has q − 1 continuous derivatives at the
inserted knot. This procedure is called k-refinement.
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2.1.4 NURBS curves and surfaces
Although we can represent a lot of curves and surfaces with B-splines, there are some shapes
that cannot be covered by them. For example, it is not possible to represent rotational
symmetric geometries exactly. This fact was proven for a simple circle curve by Piegl
and Tiller [1989]. This is one major reason most CAD files are based on the so-called
non-uniform rational B-splines (NURBS), which are weighted and rational B-spline basis
functions. These functions are able to create perfect circle-like shapes without error.
Definition 2.5. Let N1,p, . . . , Nn,p be n B-spline basis functions of degree p based on the
knot vector Ξ = {ξ1, ..., ξn+p+1}. The NURBS basis functions of degree p are defined by
Rpi (ξ) =
Ni,p(ξ)wi
n∑
j=1
Nj,p(ξ)wj
,
where w = [w1, . . . , wn] with wi ∈ R are called weights. For better readability, we abbreviate
the numerator and denominator
Rpi (ξ) =
Ai(ξ)
w(ξ)
,
where Ai(ξ) = Ni,p(ξ)wi and w(ξ) =
n∑
j=1
Nj,p(ξ)wj. In the context of NURBS surfaces we
define the bivariate NURBS basis functions of degree p, q by
Rp,qi,j (ξ, θ) =
Ni,p(ξ)Mj,q(θ)wij
n∑
k=1
m∑
l=1
Nk,p(ξ)Ml,q(θ)wkl
,
where again the wi,j are weights and the Ni,p,Mj,q are B-spline basis functions of degree p,
and q respectively with i = 1, . . . , n and j = 1, . . . ,m.
One can show that most of the B-spline properties also hold for NURBS basis functions.
Together with the quotient rule we can obtain the derivatives of NURBS basis functions by
∂
∂ξ
Rpi (ξ) =
∂
∂ξAi(ξ)w(ξ)−Ai(ξ) ∂∂ξw(ξ)
w(ξ)2
In addition, we can also use the B-spline definitions for NURBS curves and surfaces. Similar
to B-spline geometries we can construct NURBS curves and surfaces as linear combinations
of these basis functions with control points.
Definition 2.6. For Rpi and R
p,q
i,j as in Definition 2.5 and control points Pi,Pij ∈ Rd, a
NURBS curve of degree p is defined by
F (ξ) =
n∑
i=1
Rpi (ξ)Pi ξ ∈ Ωˆ,
a NURBS surface of degree p, q by
F (ξ, θ) =
n,m∑
i=1,j=1
Rp,qi,j (ξ, θ)Pij (ξ, θ) ∈ Ωˆ,
with i = 1, . . . , n and j = 1, . . . ,m.
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A bivariate NURBS geometry is called a single patch if it is completely parameterized by
only one geometrical mapping. If more than one mapping is needed for defining the whole
geometry, it is called a multiple patch. In general, CAD files consist of multiple patches.
The h, p, k-refinement techniques of the B-spline section can also be applied to NURBS
files by representing them as B-spline geometries. That means a NURBS curve
F (ξ) =
n∑
i=1
Rpi (ξ)Pi,
with Pi ∈ Rd can be represented as a projection of a higher-dimensional B-spline curve
F¯ (ξ) =
n∑
i=1
Ni,p(ξ)P¯i,
with P¯i = (wiP
1
i , . . . , wiP
d
i , wi)
> ∈ Rd+1. This geometry can then be refined by one of the
described techniques. After that the geometry is projected back onto the d dimensional
space by using the last dimension of the control points as the weights again.
2.2 IGA on a single patch
The basic idea of isogeometric analysis is to use the same basis functions underlying
the geometrical description for discretizing the domain as well as for spanning the finite
dimensional solution space. We will consider the elliptic Poisson equation with homogeneous
Dirichlet boundary condition as a reference problem:
Let Ω ∈ Rn be an open domain with the boundary ∂Ω. Find u : Ω→ R such that
−4u = f in Ω
u = 0 on ∂Ω,
(2.1)
where f : Ω→ R. For simplicity, we first assume that Ω is a Jordan domain, that ∂Ω is a
C∞ manifold and that u, f ∈ C∞.
2.2.1 Variational problem and weak formulation
For the weak formulation of the Poisson problem, the first equation of (2.1) is multiplied
with a test function v ∈ V := {u ∈ H1(Ω) | u∣∣
∂Ω
= 0 }, where H1 is the Sobolev space
W 1,2. Both sides of the resulting equation are then integrated over Ω
−
∫
Ω
4uv dΩ =
∫
Ω
fv dΩ.
Using Green’s lemma we can obtain∫
Ω
∇u · ∇v dΩ︸ ︷︷ ︸
a(u,v)
−
∫
∂Ω
v
∂u
∂ν
dS︸ ︷︷ ︸
0
=
∫
Ω
fv dΩ︸ ︷︷ ︸
L(v)
. (2.2)
The weak formulation of the Poisson equation now weakens the previously made C∞
constraint:
Find u ∈ V such that
a(u, v) = L(v) ∀v ∈ V. (2.3)
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Interestingly, the unique solution of the weak formulation also solves the following variational
problem:
J(v) =
1
2
a(v, v)− L(v) −→ min
v∈V
(2.4)
This relation is proven in a more general way in the following theorem.
Theorem 2.7 (Riesz representation theorem). Let V be a Hilbert space with inner product
a(·, ·) : V × V → R and the induced norm ‖v‖V = a(v, v) 12 . Then for every continuous
linear functional L ∈ V∗ there exist a unique u ∈ V such that
a(u, v) = L(v) ∀v ∈ V.
Moreover, u is the unique solution of the variational problem
J(v) =
1
2
a(v, v)− L(v) −→ min
v∈V
Proof. The following proof can be found in Chapter 4 of Alt [1992].
Due to the continuity of L there exists a c such that
|L(v)| ≤ c‖v‖V,
and therefore
J(v) ≥ 1
2
‖v‖2V − c‖v‖V =
1
2
(‖v‖V − c)2 − 1
2
c2 ≥ −1
2
c2.
Hence, the functional J is bounded below and there exists an infimum
d = inf
v∈V
J(v).
Let {vk}k∈N be a sequence in V with J(vk)
lim
k→∞−−−→ d. With the parallelogram law in Hilbert
spaces follows
‖vk − vl‖2V + ‖vk + vl‖2V = 2‖vk‖2V + 2‖vl‖2V
Finally, we have
‖vk − vl‖2V
= 2‖vk‖2V + ‖vl‖2V − 4
∥∥∥∥vk + vl2
∥∥∥∥2
V
− 4L(vk)− 4L(vl) + 8L
(
vk + vl
2
)
= 4J(vk) + 4J(vl)− 8J
(
vk + vl
2
)
≤ 4J(vk) + 4J(vl)− 8d −→ 0
for k, l →∞. Therefore {vk}k∈N is a Cauchy sequence which has a limit u in V due the
completeness of Hilbert spaces. With the continuity of J follows that J(u) = d and u is
the solution of the variational problem.
We will now prove that every solution of the variational problem is also a solution to the
equation. We can reformulate
Φ() = J(u+ v) =
1
2
a(u+ v, u+ v)− L(u+ v)
=
1
2
a(u, u) + a(u, v) +
2
2
a(v, v)− L(u)− L(v)
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for every v ∈ V. Finally the necessary criterion for a minimum yields the condition
0 = Φ′(0) = a(u, v)− L(v) for every v ∈ V
Lastly we show the uniqueness of the solution. Let u1, u2 be two solutions of the equation.
Their difference is
a(u1 − u2, v) = 0 ∀v ∈ V
which only holds true for every v ∈ V if u1 − u2 = 0 and therefore u1 = u2.
This theorem can be applied to the weak formulation (2.3) if the map a(·, ·) from Equa-
tion (2.2) forms an inner product on V fulfilling the Hilbert space properties. Due to the
Poincare´ inequality there exists a constant c such that
‖v‖L2 ≤ c‖∇v‖L2 ∀v ∈ V.
Applying this to the H1 norm we get for v ∈ V ⊂ H1:
‖v‖V = ‖∇v‖L2(Ω) ≤
(
‖v‖2L2(Ω) + ‖∇v‖2L2(Ω)
)1/2
= ‖v‖H1(Ω)
≤
(
c‖∇v‖2L2(Ω) + ‖∇v‖2L2(Ω)
)1/2 ≤ C‖∇v‖L2(Ω) ≤ Ca(v, v)1/2 = C‖v‖V .
From the equivalence of the norms on V it follows immediately that a(·, ·) is an inner
product on V such that it is a complete metric space under the norm ‖ · ‖V = a(·, ·)1/2.
Hence, the representation theorem can be used to obtain the existence and uniqueness of
the solution for the weak formulation. The existence and uniqueness can also be shown
without the representation theorem by using the Lions-Lax-Milgram theorem. However,
the variational derivation was chosen as a preparation for the subsequent motivation of the
multiple patch method.
2.2.2 Galerkin approach
In order to solve the elliptic equation (2.1) approximately, we restrict the related variational
problem to a finite dimensional subspace Vh ⊂ V:
J(v) =
1
2
a(v, v)− L(v) −→ min
v∈Vh
. (2.5)
This problem has the same property which was proven in the infinite dimensional case.
That means every solution uh ∈ Vh of (2.5) satisfies
a(uh, v) = L(v) ∀v ∈ Vh. (2.6)
Let {φ1, φ2, ..., φN} be a basis of the finite dimensional subspace Vh. Then
a(uh, φi) = L(φi) ∀i = 1, ..., N
is equivalent to (2.6). By supposing
uh =
N∑
j=1
ujφj for some uj ∈ R,
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in combination with the bilinearity of a(·, ·), we get
N∑
j=1
a(φj , φi)uj = L(φi) ∀i = 1, ..., N.
We can rewrite this in matrix notation as
Ku = f,
where
Ki,j = a(φj , φi), fi = L(φi).
In most cases we are interested in non-homogeneous Dirichlet boundary conditions, i.e.
solving
−4u = f in Ω
u = g on ∂Ω,
where f : Ω −→ R and g: ∂Ω −→ R. Hence, we search for a solution u¯h in the space
Sh ⊂ S := {u ∈ H1(Ω) | u∣∣
∂Ω
= g } such that the weak formulation (2.6) is fulfilled. It
can be shown that given a function gh ∈ Sh, then for every u¯h ∈ Sh there exists a unique
uh ∈ Vh such that u¯h = uh + gh. Therefore, given gh ∈ Sh we can search for u¯h = uh + gh
such that
a(u¯h, vh) = L(vh) ∀vh ∈ Vh.
Recalling the bilinearity of a(·, ·) the equation can be rewritten as
a(uh, vh) = L(vh)− a(vh, gh). (2.7)
We call the function gh the lifting and point to the fact that such a function does not
necessarily exist in every Sh. However, we will limit ourselves to the case where the
existence of those functions can be ensured.
2.2.3 Matrix equation
Consider a single NURBS patch Ω with the parameterization given by the geometrical
mapping
F (ξ) =
∑
A′∈A
RˆA′(ξ)PA′ ,
where A′ is a two dimensional multiindex in the case of NURBS surfaces. In order to
solve partial differential equations like (2.1) directly on Ω the isogeometric approach is
used. That means the NURBS basis functions {RA′} = {RˆA′ ◦ F−1} of the surface Ω are
used to span the subspace Vh. Hence, the finite dimensional subspace is the push-back
Vh = span({RA′}) = span({RˆA′ ◦ F−1}).
Applying the Galerkin method to Vh yields the following system of equations:∑
B′∈A
a(RA′ , RB′)uB′ = L(RA′) ∀A′ ∈ A,
where uB′ ∈ R are called the control variables. This leads to a matrix K on the left-hand
side and a vector f on the right-hand side which we call the global stiffness matrix and the
12
yx
ξ
θ
ξ¯
θ¯
Ωˆe Ωˆe′
Ωe
Ω¯
ϕe
ϕe′
F
Figure 8: Transformation scheme for surfaces
global force vector, respectively. One advantage of NURBS geometries is that a function f
integrated over Ω can be rearranged to∫
Ω
f(x) dΩ =
∑
e
∫
Ωe
f(x) dΩ, (2.8)
where Ωe denotes an element on Ω. Hence, instead of computing the global stiffness matrix
and the global force vector we can compute the local KeA′,B′ and f
e
A′ by
KeA′,B′ =
∫
Ωe
∇RA′ · ∇RB′ dΩ
feA′ =
∫
Ωe
f(x)RA′ dΩ
(2.9)
and assemble them to the global one afterwards. The advantage of this approach is that
RA′ equals to zero for most NURBS basis functions on an element Ωe. By using the
transformation theorem twice we have∫
Ωe
f(x) dΩ =
∫
Ωˆe
f ◦ F |det(DF )| dΩ
=
∫
Ω¯
f ◦ F ◦ϕe |det(DF (ϕe))| |det(Dϕe)| dΩ
(2.10)
for every f ∈ Ωe. Ω¯ denotes the so-called parent domain of every parametric element
Ωˆe, and ϕe : Ω¯→ Ωˆe is the diffeomorphism used for the transformation. For the sake of
simplicity we choose Ω¯ = [−1, 1]dim(Ωˆ).
Finally, the last thing needed for computing (2.9) is ∇RA′ . Using the chain rule we obtain
∇RA′ = (DF−1)>∇RˆA′ .
To summarize,
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KeA′,B′ =
∫
Ω¯
((DF−1)>∇RˆA′) ◦ϕe · ((DF−1)>∇RˆB′) ◦ϕe
|det(DF (ϕe))| |det(Dϕe)|dΩ
(2.11)
feA′ =
∫
Ω¯
f(F (ϕe))RˆA′(ϕe) |det(DF (ϕe))||det(Dϕe)|dΩ. (2.12)
With (2.8)
KA′,B′ =
∑
e
KeA′,B′
fA′ =
∑
e
feA′ .
These integrals can be computed using numerical quadrature rules like the Gauss-Legendre
method. In order to determine the required amount of quadrature points in each parametric
direction on every element for an exact integration, the following simplification of the
integral (2.11) has to be analyzed:∫
Ω¯
((DF−1)>∇Rˆ) · ((DF−1)>∇Rˆ)|det(DF )|dΩ.
The basis functions Rˆ and the geometrical mapping F as well as its inverse F−1 are
assumed to be piecewise polynomials of degree p and q, respectively.
Hence, the differentiated basis functions ∇Rˆ have a degree of p− 1 and the differentiated
geometrical mapping DF (and its differentiated inverse (DF−1)>) a degree of q − 1. The
determinant |det(DF )| has therefore a degree of d(q − 1), where d is the dimension of
the geometry. Multiplying the polynomials leads to a polynomial integrand of degree
2(p − 1) + (d + 2)(q − 1). There exists a theorem regarding the exactness of the Gauss
quadrature rule on polynomials which states that n quadrature points are sufficient for
integrating polynomials exactly up to an degree of 2n− 1.
Therefore, by assuming that q = p and d = 2 a total of 3p − 2 points is needed in each
parametric direction to integrate these functions exactly. Hence, 49 quadrature points on
each element are required for a cubic two dimensional geometry.
Hughes et al. [2010] argue that for most geometries the terms depending on F can be
ignored. This can be done since they change slowly compared to the polynomial numerator
of the NURBS basis functions as they are piecewise smooth functions on the initial coarse
mesh where the geometry is exactly represented. This yields a required amount of p
quadrature points in each direction, which is the same as in standard FEM. For a detailed
proof regarding the FEM integration complexity we refer to Ern and Guermond [2013].
However, the is only the best case integration complexity of IGA and in general it may be
much higher.
Finally, in order to fulfill also non-homogeneous Dirichlet boundary conditions like u =
g on ∂Ω, the basis functions {RAˆ′}Aˆ′∈A¯ with Aˆ ⊂ A that are not zero on the boundary ∂Ω
are chosen to represent gh by
gh =
∑
Aˆ′∈Aˆ
RAˆ′gAˆ′ ,
where gAˆ′ ∈ R. Applying this to the formulation in (2.7) leads to the changed matrix
equation ∑
B′∈A\Aˆ
a(RA′ , RB′)uB′ = L(RA′)− a(RA′ , gh) ∀A′ ∈ A \ Aˆ.
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Solving this equation results in the degrees of freedom u for the inner basis functions.
Hence the whole isogeometric solution together with the lifting gh is given by
uh(x) =
∑
A′∈A\Aˆ
RA′(x)uA′ +
∑
Aˆ′∈Aˆ
RAˆ′gAˆ′ .
2.2.4 A priori error
The a-priori error estimation gives an upper bound of the error eh = u − uh before the
approximated solution uh is computed. The aim of this section is to get an error estimation
for the isogeometric approach on elliptical problems similar to the FEM case.
For finite element polynomials the well-known a-priori error estimation is given by: Let
u ∈ V be the exact solution of the weak formulation (2.3) and uh its finite element
approximation in Vh of degree p, then
‖u− uh‖Hk(Ω) ≤ Chp+1−k|u|Hp+1(Ω) ∀k = 0, 1, . . . ,
where ‖ · ‖Hk(Ω) and | · |Hp+1(Ω) are the norms as well as the semi-norms, respectively, of
the Sobolev spaces Hk(Ω) and Hp+1(Ω). A proof of this error estimation can be found
in Ern and Guermond [2013] for example. The number h is a characteristic size of the
mesh elements, which is often selected as the diameter. The constant C is independent of
the solution u or of h. The rate of convergence is p+ 1− k, which means that successive
bisection of the elements decreases the error by (1/2)p+1−k in the k-th Sobolev norm.
A similar but much more technical estimation for isogeometric analysis was done by
Bazilevs et al. [2006]. Hence, one of the major difficulties is that NURBS have a large
support, i.e. the degree +1 elements in each direction, which leads to the problem that the
optimal values for the control variables cannot be determined by looking at each element
individually. Another difficulty is the fact that the continuity of NURBS can vary on the
element boundaries. This is handled by introducing so-called bent Sobolev spaces in which
the continuity varies throughout the domain. The main result is the following theorem.
Theorem 2.8. Let k, l ∈ N with 1 ≤ k ≤ l ≤ p+ 1 and u ∈ H l(Ω); then
∑
e
|u−Πku|2Hk(Ωe) ≤ C
∑
e
h2(l−k)e
l∑
i=0
‖∇F‖2(i−l)
L∞(F−1(Ωe))|u|
2
Hi(Ωe)
The projection operator Πk from H
k(Ω) to the finite dimensional solution space Vh defines
the optimal interpolate
|u−Πku|Hk(Ωe) ≤ |u− v|Hk(Ωe) ∀v ∈ Vh.
The constant C depends only on the shape of Ω and the degree p, but not on h. In the
refinement techniques section we saw that the geometrical mapping F remains unchanged
during h-refinement and thus the gradient ∇F does also. By assuming the isogeometric
analysis solution uh relates to the optimal interpolate Πku, the theorem proves the same
convergence behavior as in the classical finite element approach. Hence, u− uh converges
in the L2 norm by the rate of p+ 1 and in the H1 semi-norm by the rate of p.
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2.3 IGA on multiple patches
In order to generalize the isogeometric method on more complicated geometries like NURBS-
based multiple patches we can use standard domain decomposition methods. We restrict
ourselves to well-suited geometries, i.e. matching multiple patches with non-crossing
boundaries. Under this restriction we use the Lagrange multiplier method. This section
is mostly based on the publication of Magoule`s and Roux [2006]. Consider an open and
bounded domain Ω with boundary ∂Ω, which is split into a set of m non-overlapping
sub-domains Ωi. The interface between the sub-domains is defined by
Γ =
⋃
ij
Γij
with Γij = ∂Ωi ∩ ∂Ωj and i 6= j. The boundary ∂Ωi of every sub-domain is split into two
parts, the external boundary
Γexti = ∂Ωi ∩ ∂Ω
and the interface of the sub-domains
Γi = ∂Ωi ∩ Γ =
⋃
j
Γij
We define the restriction to Ωi of a scalar field u defined on Ω as ui. Analogously, the
restriction to Γi of a field u defined on Γ is denoted by ui.
2.3.1 Lagrange multiplier method
We consider again the reference problem (2.1) with the related variational problem
J(v) =
1
2
∫
Ω
∇v∇v dΩ−
∫
Ω
fv dΩ −→ min
v∈V
, (2.13)
where V := { v ∈ H1(Ω) | v∣∣
∂Ω
= 0 }. The global formulation can be expressed as a local
one, where the functions ui minimize the sum of the local energy functionals subjected to
some interface boundary constraints
∑
i
Ji(vi) =
∑
i
(
1
2
∫
Ωi
∇vi∇vi dΩ−
∫
Ωi
fivi dΩ
)
−→ min
v∈∏i Vi (2.14)
subject to: vi − vj = 0 on Γij ∀ij, (2.15)
where Vi := { vi ∈ H1(Ωi) | vi
∣∣
Γexti
= 0 }. This can be done since the functions ui ∈ Vi
satisfying the continuity constraint (2.15) are the restriction in Ωi of a function u ∈ V , and
Equation (2.13) is equal to (2.14).
In order to write the continuity constraint (2.15) in a variational form, the so-called
Lions-Magenes space H
1/2
00 has to be introduced, which was first presented by Lions
and Magenes [1968]. Let Ω be a domain with boundary ∂Ω and Γ ⊂ Ω is a subset.
H
1/2
00 (Γ) is defined as the space of the restriction on Γ of the trace on ∂Ω of functions
belonging to H1(Ω) with zero value on ∂Ω \ Γ. This can be written mathematically as
H
1/2
00 (Γ) := { v
∣∣
Γ
| v ∈ H1(Ω), with v∣∣
∂Ω\Γ = 0 }. Hence, the functions ui and uj of the
continuity condition (2.15) belong to H
1/2
00 (Γij)
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The restricted optimization problem (2.14),(2.15) can be solved using the Lagrange method,
which leads to the equation
λij(vi − vj) = λji(vj − vi) = 0 ∀λij ∈ H−1/2(Γij), (2.16)
where λij = −λji are the Lagrange multipliers and H−1/2(Γij) is the dual space of H1/200 (Γij).
Typically, Equation (2.16) is tested only in the subspace L2, due to representation reasons.
Hence, together with Theorem 2.7, which proves the equivalence of the dual pair and the
inner product of Hilbert spaces, follows∫
Γij
(vi − vj)λij dS =
∫
Γji
(vj − vi)λji dS = 0 ∀λij ∈ L2(Γij).
Brezzi and Fortin [1991] have shown that finding the solution of the restricted variational
problem (2.4) is equivalent to finding the saddle point of the Lagrangian L : ∏i Vi ×
L2(Γ) −→ R with
L(v, λ) =
∑
i
(
1
2
∫
Ωi
∇vi∇vi dΩ−
∫
Ωi
fivi dΩ
)
+
∑
i
(∫
Γi
viλi dS
)
. (2.17)
The following hybrid system is the corresponding equation system derived from this saddle
point problem: ∫
Ωi
∇ui∇vi dΩ =
∫
Ωi
fivi dΩ +
∫
Γi
viλi dS ∀vi ∈ Vi∫
Γij
(ui − uj)µij dS = 0 ∀ij ∀µij ∈ L2(Γij).
The existence and uniqueness of the solution of the hybrid system can be shown by
analyzing the so-called Ladyzˇenskaja-Babusˇka-Brezzi condition, which will be introduced
subsequently in its discrete form, and the coercivity of this problem.
2.3.2 Discretized Lagrangian method
The Galerkin discretization of the previously described restricted variational problem
(2.14),(2.15) leads to the discrete saddle point problem:
Find (uh, λh) ∈∏
i
Vhi × Lh such that
L(uh, λˆh) ≤ L(uh, λh) ≤ L(uˆh, λˆh) ∀(uˆh, λˆh) ∈
∏
i
Vhi × Lh,
where Vhi ⊂ Vi and Lh ⊂ L2(Γ) are finite dimensional subspaces. Similar to the infinite
dimensional problem there exists a unique saddle point. However, the existence of this
solution can be shown directly because of the special form of this problem. In general, the
well-known discrete Ladyzˇenskaja-Babusˇka-Brezzi condition (LBB condition) has to be
fulfilled. This is a particular instance of the so-called discrete inf-sup condition which is
necessary and sufficient for the well-posedness of discrete saddle point problems arising
from discretization via Galerkin methods. Applying this to our saddle point problem the
condition claims that there exists a constant α > 0 such that
inf
µ∈Lh
sup
v∈∏
i
Vhi
1
2
∑
ij
[∫
Γij
(uhi − uhj )µij dS
]
‖v‖∏
i
Vi‖µ‖L2(Γ)
≥ α.
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Magoule`s and Roux [2006] have shown that this condition is always satisfied in this problem
setup. However, in other cases the standard theory on mixed and hybrid formulation
recommend the choice of the discrete spaces such that the discrete Ladyzˇenskaja-Babusˇka-
Brezzi condition is uniformly fulfilled and that the constant α is independent upon the
diameter h, in order to ensure the consistency of the discretization.
After ensuring the freedom of choice at constructing the finite dimensional subspaces for
the Galerkin method, they can be represented as the span of the following basis functions
Vhi = span({φi1, ..., φiNi}) and Lh = span(∪ij{φ
λij
1 , ..., φ
λij
Nλij
}). Similar to the continuous
problem, the hybrid system of equations can be solved instead of the discrete saddle point
problem: ∫
Ωi
∇uhi∇vi dΩ =
∫
Ωi
fivi dΩ +
∫
Γi
viλ
h
i dS ∀vi ∈ Vhi∫
Γij
(uhi − uhj )µhij dS = 0 ∀ij ∀µhij ∈ Lhij ,
where uhi ∈ Vhi , λh ∈ Lh and Lhij = span({φλij1 , ..., φλijNλij}).
The approach for the representation of the elements
uhi =
Ni∑
k=1
uikφ
i
k
λhij =
Nλij∑
l=1
λijl φ
λij
l
yields the following matrix equation
K1
. . .
Kn
C
C> 0


u1
...
un
λ
 =

f1
...
fn
0
 ,
where Ki and fi are the stiffness matrices and force vectors, respectively, for each single
patch Ωi. The degrees of freedom for each patch are represented by ui = (u
i
1, . . . , u
i
Ni
)>.
Additionally, the Lagrangian degrees of freedom are represented by λ.
The whole system of linear equations can be written shortly as
Kλuλ = fλ.
The matrix C consists of the coupling block matrices
Cij =
[∫
Γij
φikφ
λij
l dS
]Ni,Nλij
k,l=1,1
which are placed in the i−th block-row and the same columns as the degrees of freedom of
λhij appear in the vector λ.
For assembling the coupling matrices Cij , a total of p+ 1 quadrature points on each curve
element is needed under the assumption of piecewise polynomial basis functions R with
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degree p. The required amount of quadrature points results from the multiplicative form
of the integrand, i.e. ∫
Γij
RARB dS.
Therefore, a polynomial of degree 2p has to be computed on each curve element. This
leads to a required amount of p+ 1 quadrature points, which is even one quadrature point
more than for assembling the isogeometric stiffness matrix.
2.3.3 Matrix equation
The stiffness matrices and force vectors can be constructed similar to the single patch case.
The coupling matrices Cij , however, require some more technical effort. In most real-world
applications the adjacent patches of a multiple patch CAD file are not parameterized
equally. In order to compute the integrals corresponding to the various coupling matrices,
a method has to be derived that projects points from a given NURBS geometry back to its
parameterization. In other words, this approach has to compute the inverse geometrical
mapping F−1. There exists a variety of methods for handling these kinds of problems. For
differentiable problems, however, the most common approach is the Newton method. There
are two major problems using the Newton method in this context. The first is a general
problem of this method as the starting points have to be in a sufficient neighborhood of
the solution. This condition determines whether the method converges or not and can be
handled by a simple uniform pre-sampling of the search space. The sampling point with
minimal deviation to the right-hand side under the evaluation with F can then serve as
a starting point. The second is specific for B-spline or NURBS projection methods. In
general, the Newton method provides a sequence converging to a critical point (the point
with zero gradient). Therefore, this sequence can have elements outside the search space.
For example if the parameter space of a B-spline curve is the standard interval [0, 1] and
the sequence limit is the point 0, some elements of the newton sequence can have negative
values. This would cause errors in the computation of the next sequence element as it uses
the value of the old element evaluated with the function F , which is not defined outside a
special range. Therefore, in order to remain in the parameter space, the values outside
have to be clamped into the valid domain. We write this algorithm as a pseudo code in
Algorithm 2.1 Inverse geometrical mapping
Computes the parameter vector ξ for a given point p on a NURBS geometry
Require: geometrical mapping F , point p ∈ Rd on geometry, x(0) ∈ Rd,  > 0
1: Set g(x) = ‖F (x)− p‖22
2: k ← 0
3: while
∥∥∇g(x(k))∥∥ >  do
4: Solve
Hg
(
x(k)
)
q(k) = −∇g
(
x(k)
)
5: q(k) ← max{ξp+1,min{q(k), ξn+1}} . element-wise
6: x(k+1) ← x(k) + q(k)
7: k ← k + 1
8: end while
return ξ ← x(k)
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Even though the algorithm can be applied to curves as well as to surfaces, only the curve
case is needed for assembling the coupling matrices. The integrals∫
Γij
φikφ
λij
l dS
from the coupling matrices Cij can be computed using the Algorithm 2.1 with the standard
Gauss-Legendre quadrature rule. First, the quadrature points are mapped to the coupling
boundary Γij . Their parameterization derived from the two different geometrical mappings
are then computed with the previous described Algorithm 2.1. In fact, the finite dimensional
subspace Lhij would be the span of the NURBS basis functions of the isoparametric curve
of one of the two patches. Therefore, only one inverse mapping has to be computed.
That means the basis functions φ
λij
k of L
h
ij are either elements of the basis of Vhi or of Vhj .
20
3 Results
In the following we will consider elliptic problems with varying Dirichlet boundary conditions.
We begin by solving a problem on a single patch, followed by solving problems in the
multiple patch setup. In the end we will solve a prototype example in the area of CFD
(Computational Fluid Dynamics).
The implementation is done in the programming language Python. The vectorization of the
code is done using NumPy, which is a numerical linear algebra package for implementing
optimized and efficient code developed by Walt et al. [2011]. The spline routines are
based mostly on a DLR explicit developed spline library. This library includes vectorized
implementations of the most important B-spline and NURBS algorithms, such as the De
Boor algorithm of Section 2.1.1 for fast and numerically stable evaluation of the B-splines,
functions to compute the B-spline basis matrices, knot insertion or degree elevation. The
figures are generated by using Matplotlib, which is a python package for generating plots,
developed by Hunter [2007].
3.1 Single patch
In a first experiment we consider the first quarter of the standard annulus Ω := { (x, y) ∈
R2 | x2 + y2 ∈ [1, 4], x, y ≥ 0 } as a NURBS-based single patch. This can be constructed
by a (2, 1)-degree patch with the following parameters:
P = {(1, 0), (1, 1), (0, 1), (2, 0), (2, 2), (0, 2)}
Ξ = {0, 0, 0, 1, 1, 1}
Θ = {0, 0, 1, 1}
w = {1, 1√
2
, 1, 1,
1√
2
, 1}
The physical space as well as the control net is illustrated in Figure 9.
Again, we consider the homogeneous Poisson problem with a predefined function f :
Find u : Ω→ R such that
−4u = f in Ω
u = 0 on ∂Ω
(3.1)
with
f(x, y) =
8− 9 ·
√
x2 + y2
x2 + y2
· sin
(
2 · arctan
(y
x
))
.
The analytic solution of (3.1) is given by
u(x, y) = (x2 + y2 − 3
√
x2 + y2 + 2) · sin
(
2 · arctan
(y
x
))
, (3.2)
which is visualized in Figure 10 with the contours ranging from 0 to −0.3.
We perform the integration by using the standard Gauss-Legendre quadrature rule with p
quadrature points in each direction on every element, where p is the degree of the NURBS
basis functions. Since the isogeometric stiffness matrix is symmetric and positive-definite,
the system of linear equation is solved by the iterative conjugate gradient method (CG).
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Figure 9: NURBS representation of Ω
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Figure 10: Analytical solution (3.2) on Ω
In order to analyze the convergence behavior of the isogeometric approach on single patches
we compute the L2 norm, as well as, the H1 semi-norm of the differences to the closed-form
solution. The norms are defined continuously by
‖u− uh‖L2(Ω) =
(∫
Ω
(u− uh)2 dΩ
)1/2
|u− uh|H1(Ω) =
(∫
Ω
(
∇(u− uh)
)2
dΩ
)1/2
.
For simplicity, we calculate these integrals with the trapezoidal rule, which in fact only
results in discrete norms. However, in the following we will use the discrete norm and
the continuous norm equivalently. The quadratic single patch was generated by applying
the degree elevation or p-refinement approach to the linear parametric direction of the
surface Ω. The characteristic size of the elements h is chosen to be the square root of the
surface area of the elements. The a-priori error estimation of Section 2.2.4 claims that a
NURBS-based single patch with degree p should have a rate of convergence of p + 1 in
the L2 norm and a rate of p in the H1 semi-norm. In fact, the two convergence plots in
Figure 11 and Figure 12 propagate these convergence rates. In particular, the error of
the linear NURBS geometry in the L2 norm has a rate of convergence of 2 and in the H1
semi-norm of 1. Additionally, the error of the quadratic patch has a rate of convergence of
3 in the L2 norm and in the H1 semi-norm a rate of 2. The sufficiency of p quadrature
points in each parametric direction, mentioned in Section 2.2.3 for almost affine geometries
is also supported by these experiments as they have shown the expected rate of convergence
in the several norms by using p quadrature points but have had no convergence behavior
at all by using less than this amount of quadrature points.
Additionally, the condition κ(K) of the stiffness matrix K is of major importance for the
performance of iterative solvers, especially for the used CG method. The condition is
defined as κ(K) = ‖K‖‖K−1‖ with an arbitrary matrix norm ‖ · ‖. In our case, we use
the spectral norm ‖K‖2 = max‖x‖2=1 ‖Kx‖2. Then, the condition number can be rewritten for
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Figure 11: Convergence in the discrete L2 norm for different degrees
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Figure 12: Convergence in the discrete H1 semi-norm for different degrees
normal matrices as
κ2(K) =
∣∣∣∣λmax(K)λmin(K)
∣∣∣∣ ,
where λmax(K) and λmin(K) are the maximal and minimal eigenvalues of K, respectively.
A matrix with a high condition number is called ill-conditioned, while we call it well-
conditioned otherwise. In addition, the performance of the iterative solver decreases with
increasing condition numbers.
Table 1 shows the condition number of the stiffness matrix for the reference problem. Note
that the geometry is only h-refined in one parametric direction which leads to smaller
condition numbers. Hence, the subsequent explained behavior can be seen better. The
condition numbers are generated for h-refined geometries, where h−1 ranges from 2 to 128
for different degrees p. In classical FEM, the condition number of the stiffness matrix is of
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Table 1: Condition number of the stiffness matrix
h−1
p 2 4 8 16 32 64 128
2
3
4
2.92 2.00 1.83 6.30 24.73 99.47 401.04
26.59 20.07 18.55 21.57 53.23 212.26 849.36
290.52 204.83 221.44 299.27 341.65 566.64 2265.88
order h−2. In isogeometric analysis, for higher p the condition number does not appear
to be of order h−2 for coarse mesh-sizes. Gahalaut and Tomar [2012] show that this is
due to the stability of B-splines. The condition number of B-splines heavily depends on
polynomial degree, and scales as (p2p)2. This factor dominates the factor h−2 for coarse
meshes. However, Table 1 shows that the condition number is asymptotically of order h−2.
This can be seen for p = 2 starting in h−1 = 16, for p = 3 and p = 4 starting at h−1 = 32
and h−1 = 64, respectively.
3.2 Multiple patch
The same problem as known from the single patch section will also serve as a reference
problem in the multiple patch setup. In contrast to the single patch section, the geometry
Ω := { (x, y) ∈ R2 | x2 + y2 ∈ [1, 4], x, y ≥ 0 } is constructed as a multiple patch. This can
be done by first constructing the NURBS single patch of the previous section. After that
it is split into two matching patches by inserting a knot of multiplicity p in one parametric
direction. This leads to an interpolating control point at the same parametric value which
can be then used for constructing two matching patches.
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Figure 13: Decomposed geometry Ω
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Figure 14: IGA solution on decomposed Ω
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Figure 15: Convergence in the discrete L2 norm of multiple patch IGA
Figure 13 illustrates the decomposition of the quarter annulus Ω into two patches Ω1 and
Ω2 as well as their coupling boundary Γc. Hence, a knot with a double multiplicity is
inserted in the quadratic parametric direction. For constructing the coupling matrices C12
and C21 a total of p+ 1 quadrature points on each curve element is required as explained
in Section 2.3.2.
Since the linear problem corresponding to the multiple patch setup is a saddle point
problem, the underlying left-hand side matrix is indefinite. This leads to a restriction
in the choice of the solver. In this case, the minres method was chosen. For a detailed
analysis of this method in a saddle point problem context, we refer to Benzi et al. [2005].
Figure 14 shows the isogeometric solution of the multiple patch problem. The patches
are both quadratic but have different parameterizations. The patch Ω1 has 4 elements
whereas the second patch Ω2 has a total of 16 elements. We can see that the difference of
the two solutions uh1 and u
h
2 is almost zero at the coupling boundary. In particular, the
average difference is 1e−16. The rates of convergence are also analyzed for the multiple
patch problem. Figure 15 shows the convergence in the discrete L2 norm for different
degrees ranging from p = 1 to p = 3. Both patches are equally h-refined ranging from
22 to 82 elements on each patch. It turns out that this multiple patch problem can be
solved preserving the same rate of convergence as in the single patch setup. That means
the isogeometric solution uh converges with a rate of p+ 1 in the L2 norm for a NURBS
geometry of degree p.
Again, the condition number of the left-hand side matrix has a major impact on the
convergence behavior of the iterative solver. The corresponding matrix of this problem can
be reformulated using standard Gauss elimination:
K1
K2
C12
C21
C>12 C>21 0
⇔

K1
K2
C12
C21
0 −C>12K−11 C12 − C>21K−12 C21
 . (3.3)
Since the condition number κ2 depends on the biggest and smallest eigenvalues of a matrix,
the condition number of the multiple patch IGA matrix can only be equal or worse,
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Table 2: Condition number of the multiple patch IGA matrix
h−1
p 2 4 8 16 32
2
3
81.07 372.90 1698.95 7717.41 34523.49
529.13 1786.16 6811.00 28829.57 125683.36
compared to the condition numbers of the several stiffness matrices. This follows directly
from (3.3) as the eigenvalues of K1 and K2 are also eigenvalues of the whole matrix. Hence,
the condition number of the multiple patch matrix should scale at least as the condition
number of the stiffness matrix in the single patch setup under h-refinement.
Table 2 supports this statement asymptotically since the condition number scales more
than h−2 for a sufficient h-refinement. This behavior can bee seen for the quadratic case
starting at h−1 = 4 as well as for the cubic case starting at h−1 = 8.
3.3 Aerospace application
The reference problem for the aerospace application is a potential flow simulation around a
two dimensional airfoil. The underlying geometry is a B-spline approximation of a NACA
(National Advisory Committee for Aeronautics) 4 digit airfoil profile. The 4 digits designate
the camber, position of the maximum camber and thickness of the airfoil. For example the
NACA MPXX airfoil number implies the following specifications:
• M is the maximum camber divided by 100.
• P is the position of the maximum camber divided by 10.
• XX is the thickness divided by 100.
In the following the NACA 6412 airfoil is used as a reference. It is generated with the
method described by Ladson et al. [1996]. This approach provides a set of discretized points
of a 2 dimensional airfoil profile. These points are then approximated with a basic B-spline
approximation algorithm which can be found in De Boor [1978]. In order to get a suitable
geometry for isogeometric simulations, a rectangle is build around the resulting airfoil
B-spline curve. After that, a multiple patch is generated by combining the curves of the
rectangle and curves of the decomposed airfoil profile to produce the surfaces. By setting
the weights to 1 we obtain the desired multiple patch for the potential flow simulation.
This surface is visualized in Figure 16, where Ωi denote the various patches.
The interfaces of the patches previously denoted by Γi are now named ΓCi in Figure 16
and are called coupling boundaries. Additionally, we can summarize the boundaries of
Figure 16 into three different types. First, the already mentioned coupling boundaries with
their union denoted by ΓC . Second, the also known Dirichlet boundaries ΓDi summarized
by ΓD. And lastly the so-called Neumann boundary ΓN , where ΓN = ∪iΓNi .
In classical fluid dynamics of a potential flow, the velocity v is the gradient of the potential
u. Therefore, we can write v = ∇u. With standard vector calculus we know that the curl
of the potential flow equals zero due to the fact that curls of gradients of C2 functions
are zero. Hence, v describes an irrotational flow. Furthermore, we assume the potential
flow to be incompressible. This behavior can be found in fluids with a low Mach number,
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Figure 16: Initial multiple patch of NACA airfoil
for example. This means the velocity field v has zero divergence div(v) = ∇ · v = 0. This
forces the potential u to satisfy the Laplace equation ∆u = ∇ · ∇u = 0.
Therefore, we can simulate the potential by solving the following strong formulation:
Find u : Ω −→ R such that
−4u = 0 in Ω = ∪iΩi
u = g on ΓD
∂u
∂ν
= 0 on ΓN ,
(3.4)
where g : ΓD −→ R and with continuity on the coupling boundary ΓC in the same manner
we assumed in the multiple patch section.
Previously, we showed that the variational formulation of this problem has a unique solution
subject to the existence of the Lagrangian multipliers. This follows directly from the fact
that the condition ∂u∂ν = 0 on ΓN has no effect on the weak formulation. We assume to
have a uniform onflow. Hence, the function g defined on the Dirichlet boundary can be
written as
g(x) =
{
c1, if x ∈ ΓD1
c2, if x ∈ ΓD2
,
where c1 and c2 are positive constants. As a reference we chose c1 to be 0 and c2 to be
0.2. The Neumann boundary conditions can be interpreted as a condition for the contour
lines of the solution that forces them to be normal to the Neumann boundaries. Figure 17
visualizes the isogeometric solution to the specific Laplace problem (3.4) by plotting the
contour lines of the solution together with the NACA airfoil. The solution was generated
with a refinement of 8 times 8 elements on each patch. In this case the mean error of
ui − uj on each coupling boundary is limited by 1e-16.
Particularly, the effect of the Neumann condition is illustrated well as the contour lines
cross the Neumann boundaries perpendicularly.
The potential flow can be computed by calculating the gradient of the isogeometric
approximation of the velocity potential. Recalling the representation of the isogeometric
solution from the matrix equation section yields the following equation: Let uih be the
solution on the single patch Ωi, then
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Figure 17: Potential lines
uih(x) =
∑
A′∈A\Aˆ
RiA′(x)u
i
A′ +
∑
Aˆ′∈Aˆ
Ri
Aˆ′g
i
Aˆ′
=
∑
A′∈A
RiA′(x)u˜
i
A′ ,
where u˜i denotes the combined vector of uiA′ and g
i
Aˆ′
. Additionally, RiA′ denote the
corresponding NURBS basis functions of patch Ωi. Together with the chain we have
∇uih(x) =
∑
A′∈A
(DF−1)>∇RˆiA′ u˜iA′
In summary, the whole potential flow derived from the reference multiple patch problem
can be visualized by plotting ∇u1h(x), . . . ,∇u4h(x) together. Figure 18 illustrates the
streamlines derived from the vector field given by the potential flow. These streamlines
can be generated by the following method: First, a discrete and equidistant solution grid
in the physical space of the potential flow has to be generated. In a second step, using
a variant of Algorithm 2.1, the grid points have to be back projected to the parametric
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Figure 18: Potential flow simulation
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space to evaluate the gradients.
After generating the equidistant grid on the physical space, the streamlines can be computed
by using the streamline method of the matplotlib package. These streamlines are computed
by solving the following ordinary differential equation:
dx = ∇u(x, t), (3.5)
where x(t) = (x1(t), x2(t))
> is the resulting parameterized path line. The ODE can be
solved by standard Runge-Kutta methods. Figure 18 illustrates the potential flow as
streamlines generated with the previous described matplotlib method. It shows the motion
of a non-rotational and incompressible fluid around an airfoil.
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4 Discussion and conclusion
In this thesis we presented isogeometric methods for solving partial differential equations
on single patches as well as on multiple patches. The single patch case is the standard
approach, which was first suggested by Hughes et al. [2005]. We explained in detail
how to generate the matrix equation by using standard NURBS and B-spline algorithms.
Furthermore, we provided an a-priori error estimation for the h-refined geometry which we
then compared to the standard finite element a-priori error.
Our results showed that the rate of convergence for a single patch problem is the same
as in the FEM. One major advantage of the isogeometric approach compared to finite
element methods is the non-necessity of meshing the geometries initially. Additionally,
the h-refinement approach is almost trivial as it turns out to be equivalent to a simple
knot insertion. This is in contrast to the standard FEM where local mesh refinement can
require major computing efforts. On the other hand assembling the isogeometric stiffness
matrix requires a high integration effort and has only in the best case (depending on the
underlying geometry) the same integration complexity as the classical FEM. In particular,
the complexity is comparable if and only if the isogeometric mesh is almost affine. However,
this would be an uninteresting case for isogeometric analysis, since this approach has its
advantages over FEM only for more complicated geometries. Additionally, the stiffness
matrix in IGA is much denser than the ones in classical FEM since NURBS and B-spline
basis functions have a large support. In addition, the condition number of the stiffness
matrix in the isogeometric context increases exponentially with increasing polynomial
degree. In summary, one has to decide whether to use the isogeometric approach or the
standard FEM depending on the underlying problem. More precisely, the benefit of the
non-necessity of the initial meshing process has to be balanced against a worse integration
complexity for assembling the stiffness matrix as well as against a worse performance of
the iterative solver especially when using higher degrees.
In common real-world applications however, the geometries are given as CAD files. Most
of them are more complicated than standard single patches. Hence, the main focus of
this thesis was on multiple patches in order to show the applicability of the method to
real-world problems. The coupling of the several patches of a multiple patch geometry
was done using Lagrange multipliers. However, there exists a variety of other methods for
coupling sub-domains in order to solve partial differential equations globally on compounded
geometries. The decision for using the Lagrange method was motivated by its exactness,
when compared to standard penalty methods, and its simplicity, when compared to some
augmented or Nitsche-type approaches. For an analysis of the latter in an isogeometric
context, we refer to Apostolatos et al. [2014]. One major benefit of the IGA on multiple
patches is its applicability to more complicated and common CAD files. Another big
advantage is the possibility of local refinement. This is not possible on single patches as
NURBS or B-spline surfaces have a tensoric structure, which allows only global refinements.
This can be very useful, for example if the rough behavior of the equation is known a-priori.
The geometry could be decomposed to a multiple patch geometry such that the parts of
most interest form a single patch. The presented method then allows the local h-refinement
of these parts. One disadvantage of the presented multiple patch IGA, however, is that it
results in a saddle point problem and therefore in a indefinite left-hand side matrix. This
leads to a restriction in the choice of the iterative solver, since most methods are only
applicable to positive definite matrices. Another disadvantage of multiple patch IGA is
that the integration complexity for the coupling matrices is very high, in particular even
higher than for assembling the stiffness matrix. Last but not least, the disadvantages
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regarding the stiffness matrix of the single patch setup are also valid in the multiple patch
case.
The usability of isogeometric analysis in the context of modern aerospace research was also
addressed in this thesis. One major application is the analysis of aerodynamic properties
of an aircraft which is based on the simulation of fluid dynamics. Since this would lead to
solving a hyperbolic equation on a three dimensional geometry, the presented problem of
solving an elliptic equation on a two dimensional domain is only a first but very important
step to tackle real-world CFD tasks. Note that the issues appearing in our prototype
example will appear also in more complicated simulations. One major problem is that
only well-suited geometries can be handled. For example, if a CAD file is a non-matching
multiple patch, the method cannot be used without manipulating and rearranging the
geometry before. This results in major pre-processing efforts. Hence, it takes a lot of
work and effort to apply IGA robustly to complicated geometries. Together with the
previously described disadvantages on general geometries, this makes IGA less interesting
for applications to real-world problems.
Although we investigated many interesting aspects of isogeometric analysis in this thesis,
there are various possibilities for future research. First, we could parallelize the presented
isogeometric method on multiple patches. Magoule`s and Roux [2006] have shown that
this method is indeed very well suited for parallel implementation on distributed memory
MIMD (multiple instruction, multiple data) machines with message passing programming
environment, where each patch is allocated to one processor. Then, each processor can
assemble the local stiffness matrix as well as the local right-hand side associated with its
patch. The non-local operations are related to the assembly of the coupling matrices, which
can be treated by lists exchanging the local solutions in order to compute the jumps on the
interfaces. These lists are similar to the standard description of boundary conditions in
FEM implementations. Hence, the presented method could be implemented efficiently on
supercomputers. Second, we could develop an isogeometric method that is able to handle
non-matching patches. The coupling of these non-matching patches results in projection
methods as there exists no coupling boundary anymore. And lastly, we could use another
geometrical basis for the isogeometric methods such as T-splines, which were invented
by Sederberg et al. [2003]. The major benefit of T-spline geometries is that they can be
refined locally, which makes them very interesting for IGA. Their basic behavior in the
context of IGA has already been analyzed by Bazilevs et al. [2010].
In summary, the advantage of not generating a mesh initially is compensated by the higher
integration complexity and the higher efforts for the iterative solver. Additionally, using
higher degrees leads to a bad conditioning of the stiffness matrix. This leads to a restriction
in choosing a suitable and robust iterative solver for large problem sizes. The indefiniteness
of the left-hand side matrix arising in the multiple patch setup together with the even
higher integration complexity for assembling the coupling matrices present a challenge for
applying IGA to more complicated problems in modern aerospace research.
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