Inequalities satisfied by the zeros of the solutions of second order hypergeometric equations are derived through a systematic use of Liouville transformations together with the application of classical Sturm theorems. This systematic study allows us to improve previously known inequalities and to extend their range of validity as well as to discover inequalities which appear to be new. Among other properties obtained, Szegö's bounds on the zeros of Jacobi polynomials P (α,β) n (cos θ) for |α| < 1/2, |β| < 1/2 are completed with results for the rest of parameter values, Grosjean's inequality (Grosjean, C.C., J. Approx. Theory 50 (1987) 84-88) on the zeros of Legendre polynomials is shown to be valid for Jacobi polynomials with |β| < 1, bounds on ratios of consecutive zeros of Gauss and confluent hypergeometric functions are derived as well as an inequality involving the geometric mean of zeros of Bessel functions.
Introduction
Sturm theorems for second order ODEs, in its various forms, are well known results from which a large variety of properties have been obtained (see for instance [12, 7, 5, 10] ). In particular, bounds on the distances of zeros and convexity properties of the zeros of hypergeometric functions can be derived.
A common characteristic of these results is that they are usually based on adequate changes of the dependent and the independent variables which allow for a simple analysis of the resulting differential equation. For example, given a Jacobi polynomial P 
satisfies a differential equation in normal form
where the coefficient A(θ) satisfies [12] A(θ) > (n + 1 2 (α + β + 1)) 2 ≡ A M when |α| < 1/2 and |β| < 1/2 .
From this, Sturm's comparison theorem provides the following bound for the distance between two consecutive zeros of u(θ) [12] :
A M = π n + (α + β + 1)/2 when |α| < 1/2 , |β| < 1/2 (4)
A similar analysis can be done, for instance, for Laguerre polynomials by considering the function v(x) = exp(−x 2 )x α+1/2 L (α)
n (x 2 ). This gives a lower bound for the differences of square roots of consecutive zeros of Laguerre polynomials and a bound for distances on zeros of Hermite polynomials H n (x) [12] (because H n ( √ x), x > 0 satisfies the differential equation for Laguerre polynomials with α = −1/2). Also the functions √ xC ν (x), being C ν (x) a cylinder function (Bessel function), satisfy differential equations in normal form for which the Sturm comparison Theorem can be applied with ease [13] .
A question remains regarding this type of analysis: why these changes of the dependent and independent variables and not other ones?. Which are the changes amenable to a simple application of the Sturm theorems?. In this paper, we perform a systematic study of Liouville transformations of the hyper-geometric equations (Gauss and confluent) which allow for a simple analysis, in a sense to be made explicit later, of the monotony properties of the coefficient of the resulting differential equation (in normal form); this is followed by a detailed analysis of this coefficient. The above mentioned results for Jacobi, Laguerre and Hermite polynomials and for Bessel functions will be particular cases of the more general results provided by this systematic study.
Our analysis will also reveal convexity properties of the zeros and of simple functions of the zeros. For instance, we will see how Grosjean's convexity property [5] (see also [7] ) for the zeros of Legendre polynomials
also holds for Jacobi polynomials P (α,β) n (x) with |β| ≤ 1 (Legendre polynomials being a particular case) and to the zeros in (0, 1) of any other solution of the corresponding differential equation.
In addition, inequalities which appear to be new can be obtained, like, for instance, bounds on ratios of consecutive zeros.
Our results apply for any non-trivial solution of the corresponding differential equation. We will restrict to real intervals where the coefficients of the differential equation are analytic and to cases where we may have solutions with at least two zeros in this interval. These were the oscillatory cases studied in [4] .
Methodology
We will consider the Sturm comparison and convexity properties in the following form:
Remark 2 Of course, the first result still holds if there is one point in (a, b) for which A(x) = A M but A(x) < A M in the rest of the interval. For instance, we will find this case when A(x) reaches a relative maximum in (a, b) and it is an absolute maximum in (a, b). The same can be said for the second result of this theorem. Clearly, this also holds under much broader conditions.
The third and fourth results of Theorem 1 are usually known as convexity theorem [7] , which admits the following relaxation of hypothesis:
Theorem 3 (Sturm convexity theorem) Let y + A(x)y = 0 with A(x) continuous in (a, b) and such that it may change sign in (a, b) at one point (x = c) at most. Let A(x) be positive in an interval I ⊆ (a, b) and, if A(x) changes sign, let A(x) < 0 in the rest of the interval (except at x = c).
These are well known results. We provide a brief sketch of the proofs in Appendix A.
We will apply these theorems for confluent and Gauss hypergeometric functions, which are solutions of differential equations
with one (confluent functions at x = 0) or two finite singular regular points (Gauss hypergeometric function at x = 0 and x = 1).
Our goal will be to obtain bounds on the spacing between zeros and convexity properties of the zeros, or of simple functions of these zeros, which are valid for all the zeros inside a given maximal interval of continuity of B(x) and A(x). In particular, we will focus on the intervals (0, +∞) for confluent functions and (0, 1) for Gauss hypergeometric functions; as we later discuss, properties in the rest of the maximal intervals can be obtained using Kummer's relations [2] .
The differential equations satisfied by the hypergeometric functions are not in normal formal, but they can be transformed to normal form by a change of function or by a change of variables or by both. Given a solution y(x) of a differential equation in standard form (Eq. (6)), the functionỹ(x) defined as
satisfies the equatioñ
which is in the form of Theorem 1. In addition to changes of the dependent variable, we can also consider changes of the independent variable z(x), followed by a transformation to normal form. It is straightforward to check that given a function y(x) which is a solution of Eq. (6) then the function Y (z), with Y (z(x)) given by
satisfies the equation in normal form
where the dots mean differentiation with respect to z and [8]
where {x, z} is the Schwarzian derivative of x(z) with respect to z andÃ(x) is given by Eq. (8) . This transformation of the differential equation is called a Liouville transformation, of crucial importance in the asymptotic analysis of second order ODEs [8] . In the variable x, this can also be written as:
where {z, x} is the Schwarzian derivative of z(x) with respect to x.
The transformed function Y (x) ≡ Y (z(x)), Eq. (9), has the same zeros as y(x) in (a, b) provided that B(x) is continuous in (a, b), and because Y (z) satisfies (10) the equation is in the form of the Sturm theorems.
We will use the freedom to chose d(x) conveniently so that the problem becomes tractable in the sense that the monotony properties of Ω(z) are easily obtained. For this purpose, it is preferable to study the monotony properties of Ω(x) instead of those of Ω(z); both functions have the same monotony properties provided we consider changes of variable such that z (x) > 0 (because Ω (x) =Ω(z)z (x)). In addition we introduce a further simplification of the problem by restricting to those changes of variable for which the equation Ω (x) = 0 is equivalent to a simple quadratic equation. Within these restrictions, we will perform a detailed study of the monotony of the Ω(x) coefficients for the available changes of variable.
We will now consider separately the case of the differential equations satisfied by the hypergeometric functions 2 F 1 , 1 F 1 and 0 F 1 , starting from p F 1 p = 2 and decreasing p. With this, the study includes the whole family of hypergeometric functions satisfying second order ODEs for real parameters. The case of the differential equation satisfied by the 2 F 0 :
does not need to be considered separately, because given y(α, β, x) a set of solutions of the confluent hypergeometric equation (with one of the solutions
, for x > 0 or x < 0, are solutions of Eq. (13) . In other words, the properties of the zeros of solutions of Eq. (13) can be related to properties of the zeros of confluent hypergeometric functions.
Gauss hypergeometric equation
We consider the hypergeometric equation, satisfied by the Gauss hypergeometric functions 2 F 1 (a, b; c; x)
with the restrictions on the parameters necessary for having oscillatory solutions in (0, 1) (see [4] ), namely:
or, by symmetry, the same relation with a interchanged with b.
Properties of zeros in the other two maximal intervals of continuity ((−∞, 0) and (1, +∞)), for the corresponding ranges of parameters consistent with oscillation, can be obtained from the properties of the zeros in (0, 1) using linear transformations of the differential equations mapping these other two intervals into (0, 1) (see [2] , Vol. I, Chap. II) . Indeed, if we denote by ψ(α, β; γ, x) the solutions of the hypergeometric equation x(1−x)y +(γ−(α+β+1)x)y −αβy = 0 in the interval (0, 1) one can write solutions in the other two intervals by using that both
are solutions of the hypergeometric differential equation
Instead of the parameters a, b and c, we will normally use the real parameters
corresponding to the notation for Jacobi polynomials:
The oscillatory conditions in the interval (0, 1) (Eq. (15)) can be written, in terms of the Jacobi parameters, as:
Transforming the hypergeometric differential equation (14) with the transformations (7) and (8) we arrive to an equation in normal form with
where
Although in principle possible, the study of the monotony properties ofÃ(x) for all ranges of the parameters L, α and β, with the conditions (15) seems a difficult task. For this sake, we should solve a cubic equation depending on three parameters in order to obtain the points wereÃ (x) = 0. Instead, we will consider the restriction before mentioned of considering changes of variable for which the coefficient Ω(x) for the equation in normal form admits a simple analysis of its monotony properties, meaning that Ω (x) = 0 is equivalent to a quadratic equation in the interval (0, 1) for any values of the parameters. This will allow us to obtain global inequalities, satisfied for all the zeros inside each interval of continuity ofÃ(x); classical inequalities [12] as well as new inequalities or generalizations of previous inequalities [5] will be obtained in a systematic way.
For the Gauss hypergeometric equation, there are several different types of changes of variables which provide such simple coefficients Ω(x). Looking at Eq. (12) it is easy to see that the termÃ(x)/z (x) 2 will be simple for all parameters if
On the other hand, one can check that the Schwarzian derivative term gives a contribution of the same type, and that the resulting Ω(x) is such that Ω (x) = 0 is equivalent to a quadratic equation in (0, 1).
These are not the only changes of variable which lead to a simple Ω(x). A more systematic analysis can be used to prove that the changes of variable
, with p = 0 or q = 0 or p + q = 1 are also valid (see Appendix B). We will only study in detail the changes of variable given by (Eq. (23)), for which inequalities in terms of elementary functions of the zeros can be obtained. A general study of all the possible admissible changes of variable and the study of the monotony properties of Ω(x) (depending on the selection of 4 independent parameters) is in principle possible but it seems a very laborious task which lies outside the scope of the present work.
In addition, it is interesting to note that the changes of variable corresponding to Eq. (23) are those associated to the different fixed point methods, stemming from first order DDEs, available for the computation of the zeros of Gauss hypergeometric functions [9, 3, 4] . Interlacing properties between the zeros of contiguous hypergeometric functions are easily available from a simple analysis of these DDEs, similarly as was done in [11] . We will not explore here this type of properties.
Because, as shown in Appendix B, interchanging the values of p and q is equivalent to interchanging α with β and x with 1−x, it is enough to consider, for instance, that q ≥ p. The analogous properties when interchanging p and q follow immediately. In this way, it is enough to take into account the cases (p, q) = (1/2, 1/2), (0, 1), (0, 1/2), (0, 0) in order to complete the analysis of the changes of variable implied by Eq. (23).
3.1
The change z(x) = arccos(1 − 2x). Szegö's bounds for Jacobi polynomials and related results.
For p = q = 1/2, we can, for instance, take as change of variable z(x) = arccos(1 − 2x), which transforms the interval (0, 1) to (0, π). The new variable z(x) is the angle θ in Eq. (1). We will use the notation θ(x) for the change of variables instead of z(x). With the corresponding Liouville transformation we get (Eq. (10)):
This differential equation corresponding to Eq. (24) is the differential equation for the function defined in Eq. (1), studied by Szegö [12] . Not surprisingly, the study of the monotony of ω(x) leads to Szegö's bound when |α|, |β| ≤ 1/2 (in a slightly improved version: compare Eqs. (4) and (28)). It is straightforward to check that, when the oscillatory conditions (Eq. (20)) are satisfied, we have the following properties in the interval (0, 1): In the cases for which there is an extremum, it is reached at
and the values of ω(x) = 4Ω(x) at these points are:
where the + sign applies when the extremum is a maximum and the − sign is for the minimum. Accordingly, the following relations are obtained in the variable θ(x):
.., N be the zeros of any solution of the hypergeometric equation in (0, 1) and let
, otherwise:
These results refine Szegö's the bounds on distances of the θ-zeros of Jacobi polynomials, for |α| < 1/2 and |β| < 1/2, and complete them to general values of α and β.
Additional monotony results for the first two cases can be obtained when we only consider zeros which lie in the same side of the extremum x e (either in the increasing or the decreasing side of ω(x)). Indeed, given θ e = arccos(1 − 2x e ), if we denote by sign(θ − θ e ) the common sign of all the values of θ − θ e for θ any of the zeros involved in the expression of ∆ 2 θ, we have:
1.-If |α| ≤ 1/2 and |β| ≤ 1/2 (but not both equal to 1/2) then:
2.-If |α| ≥ 1/2 and |β| ≥ 1/2 (but not both equal to 1/2) then:
In the particular cases for which |α| = |β|, the possible extrema are reached at x e = 1/2, that is θ e = π/2, and Szegö's monotony results are obtained ( [12] , pg. 126, Thm. 6.3.3) as a particular case. In [1] , a similar property, true for |α| < 1/2 and |β| ≥ |α|, is proved; this is related to result number 4 in Eq. (28) and to the first result in Eq. (29). In the sequel, we will not insist in showing these partial monotony results and we will only consider bounds and inequalities satisfied globally for x-zeros (or simple functions of these zeros) in the whole interval (0, 1).
3.2
The change z(x) = log(x). Generalization of Grosjean's inequality.
Taking p = 0, q = 1, we have the change z(x) = log(x). The corresponding Ω(x) function is given by:
where we see that the singularity in x = 0 has been absorbed by the new variable z(x) and it has disappeared in Ω(x).
Then, assuming that the oscillation conditions (Eq. 20) are fulfilled, we have the following monotony properties in (0, 1):
has only one absolute maximum, which is located at
Consequently, we have that:
Theorem 5 Let z(x) = log(x) then the zeros of hypergeometric functions in (0, 1) satisfy:
(1) If |β| ≤ 1 then ∆ 2 z < 0. Therefore (undoing the change of variables) the zeros of the hypergeometric function satisfy the inequality
or, in terms of the zeros of the hypergeometric function
In terms of the Jacobi polynomial P (α,β) n (x), and denoting its zeros byx k , we have:
The zeros of Jacobi polynomials satisfy:
This result was proved by Grosjean [5] in the particular case of Legendre polynomials (see also [6] ). Therefore, our result is a generalization of Grosjean's [5] inequality for Jacobi polynomials. Furthermore, these are true for the zeros in (0, 1) of any solution of the corresponding differential equation (for Jacobi polynomials with α, β > −1 all the zeros lie in (0, 1) ).
Interchanging the values of p and q we have the change z(x) = − log(1 − x), for which we get similar results as before but the α and β parameters are interchanged, as well as x is interchanged with 1 − x in Eqs. (33) and (35). In terms of the zeros of Jacobi polynomials, we get:
The change z(x)
For p = 0 and q = 1/2, we take the change of variables z(x) = − tanh −1 ( √ 1 − x). After the corresponding Liouville transformation, the singularity at x = 0 disappears in Ω(x), namely:
Again, always assuming that the oscillation conditions are fulfilled, it is easy to check the following monotony properties in [0, 1]:
, Ω(x) has only one absolute maximum, which is located at
, the zeros of hypergeometric functions in (0, 1) verify the following inequalities:
(1) If |β| ≤ 1/2 then ∆ 2 z < 0, or, in terms of the zeros x k of the hypergeometric function:
This implies that
Similarly as before, if we interchange p and q by considering the change of variables z(x) = tanh −1 ( √ x), we have similar relations with α interchanged with β and x with 1 − x. Namely:
Corollary 9
The zeros of hypergeometric functions in (0, 1) satisfy:
(2) If |α| ≥ 1/2 then ∆z > g(L, β, α) for z(x) = tanh −1 ( √ x), this means that:
3.4 The change z(x) = log(x/ (1 − x) ).
This change, corresponding to p = q = 0, treats in the same way the singularities at x = 0 and x = 1, similarly as the case p = q = 1/2. This is why it is invariant with respect to the replacement x ↔ 1 − x. Both singularities are eliminated in Ω(x), which becomes
This is a parabola with one absolute maximum in 0 < x e < 1 2
where Ω(x) gets the value:
This is true for any set of values of the parameters consistent with oscillation.
As a consequence of this we have:
with f defined in Eq. (34).
In terms of the zeros of the hypergeometric function, we have the global bound:
Theorem 10 The zeros of hypergeometric functions in (0, 1) verify:
for all values of the parameters consistent with oscillation (Eq. (20)).
In terms of the zeros of hypergeometric functions for x < 0 this result can be expressed in an even simpler form. Indeed, using Eq. (16) it is straightforward to check that:
Theorem 11 given a solution of the hypergeometric equation (14) which oscillates in (−∞, 0), the successive zeros in this interval verify:
for all the values of a, b and c consistent with oscillation in (−∞, 0) (Remark 12).
Remark 12 For x < 0 the oscillating conditions are
When this conditions are not satisfied, there are no solutions with two zeros in (−∞, 0), see [4] .
Going back to our original discussion in the interval (0, 1), we notice that Theorem 10 resembles a combination of the bound for the p = 0 and q = 1 (Eq. (35) and the related bound for the p = 1 and q = 0, which reads:
Combining both we have, when |α| > 1 and |β| > 1 simultaneously,
which is weaker than Eq. (52), both because there is no restriction in the parameters in Eq. (52) and also in an asymptotic sense, because
In terms of the zeros of Jacobi polynomials, Eq. (52) can also be written as:
The zeros (in (0, 1)) of Jacobi polynomials satisfy
Kummer's confluent hypergeometric equation
The confluent hypergeometric equation
is satisfied by the confluent hypergeometric series 1 F 1 (a; c; x) . We concentrate on the positive zeros of this or any other function which is solution of (58). For the possible negative zeros of these functions the relations are similar because, if y 1 (x) ≡ y(a; c; x) is a solution of (58) then also y 2 (x) ≡ e x y(c − a, c, −x) is a solution of the same equation.
Instead of the parameters a and c, we will normally use n = −a , α = c − 1 (59) corresponding to the notation of Laguerre polynomials:
In terms of these parameters the oscillatory conditions [4] for the solutions of Eq. (58) in (0, +∞) are given by
Hermite polynomials are also related to the confluent hypergeometric equation because
where U(a; c; x) is a solution of (58).
Let us now study the differential equations in normal form after convenient changes of variable. As before, we write this transformed equation as:
and we study the monotony properties of Ω(x) ≡ Ω(z(x)).
Directly transforming the equation to normal form we obtain:
where we now define
This means that the trivial change z(x) = x already provides information. Also, it is easy to convince oneself that other tractable changes of variable are z(x) = √ x and z(x) = log(x).
We can do the analysis for these and other cases by considering the effect of those changes of variable for which d(x) = z (x) = x m−1 (and therefore z(x) = x m /m , m = 0 and z(x) = log(x) , m = 0). With this change we have:
A careful analysis of this function for all values of the parameters reveals the following behaviour:
Lemma 14 Let Ω(x) given by Eq. (66) and let
then, except for some cases when |α| < |m| and m ∈ (0, 1/2) simultaneously, one of the following situations necessarily takes place (independently for n and for values of the parameters consistent with oscillation) :
(1) Either Ω(x) has only one absolute extrema for x ≥ 0 and it s a maximum, located at x e , where Ω(x e ) > 0. (2) Or Ω(x) satisfies the conditions of Theorem 3 in (0, 1), being Ω(x) strictly decreasing when it is positive.
The situations (1) and (2) In the previous lemma, it is understood that the corresponding limit should be taken when a given expression loses meaning. For instance, when m = 1 and x k , x k+1 , ..., x k < x k+1 < ..., positive consecutive zeros of xy + (α + 1 − x)y + ny = 0, with n > 0 and n + α > 0. Let
(68) Then:
(a) |α| > |m| or (b) |α| = |m| and m ≤ 1/2 or (c) |α| < |m| and m < 0 then
where x e and Ω(x e ) are given by Eqs. (67) and (66) respectively. For m = 1 the right side of Eq. (69) should be understood as a limit:
We illustrate Theorem 15 we three simple examples, the cases m = 1, m = 1/2 and m = 0. The cases m = 1/2 and m = 0 correspond to two linear difference differential equations of first order satisfied by confluent hypergeometric functions. As commented for the Gauss hypergeometric functions, interlacing properties between the zeros of contiguous functions can be obtained by using Sturm methods as described in [11] .
m = 1
This corresponds to the trivial change of variable z(x) = x. In this case:
which is strictly decreasing if |α| ≤ 1; the relative extremum for |α| > 1 in
We have that:
Theorem 16 The zeros of confluent hypergeometric functions in (0, +∞) and, in particular, the zeros of Laguerre polynomials L (α)
n (x), satisfy the following properties under oscillatory conditions (Eq. (61)) (1) If |α| ≤ 1 then ∆ 2 x > 0, in other words:
(2) If |α| > 1 then
The zeros of Hermite polynomials H n (x) (α = −1/2),x k , satisfỹ
This corresponds to a change of variable z(x) = 2 √ x. We have:
This function is monotonically decreasing for |α| ≤ 1/2. For |α| > 1/2, it has only one local extremum for x > 0, which is a maximum and it is reached at x e = α 2 − 1/4 where Ω(x e ) = 2(L − α 2 − 1/4). For |α| = 1/2 this value is also an upper bound for the function Ω(x), because its maximum value is reached at x = 0 in this case. Therefore:
Theorem 17 The zeros of confluent hypergeometric functions in (0, +∞) and, in particular, the zeros of Laguerre polynomials L (α)
n (x), satisfy the following properties under oscillatory conditions (Eq.(61))
The zeros of Hermite polynomials H n (x) (L = n + 1/2 and α = −1/2) satisfy simultaneously the properties:
The bound for Hermite polynomials is given by Szegö's formula (6.31.21), pg. 31.
m = 0
This corresponds to the change of variables z(x) = log(x). The singularities at x = 0 disappear from Ω(x), which becomes a parabola:
The maximum is reached at x e = L, where 4Ω(x e ) = L 2 − α 2 . Therefore, the zeros of the confluent hypergeometric functions (like Laguerre polynomials)
Theorem 18 The zeros of confluent hypergeometric functions in (0, +∞) and, in particular, the zeros of Laguerre polynomials L (α)
n (x), satisfy the following properties for any values of the parameters consistent with oscillation (Eq.(61))
20
The zeros of Hermite polynomials satisfy:
5 The confluent equation for the 0 F 1 (; c; x) series: Bessel functions
has as one of its solutions the hypergeometric series 0 F 1 (; ν + 1; −x). The differential equation has oscillatory solutions only for x > 0 and they have an infinite number of zeros. We used −x as argument and c = ν + 1 as parameter in the series because the relation with Bessel functions is, in this way, simpler: is φ(ν, x) is a solution of (82), the function
is a solution of Bessel equation
for x > 0.
In particular, the regular Bessel function J ν (x) is related to the 0 F 1 (; ν +1; −x) series.
We will express the results in this section in terms of the zeros of Bessel functions c ν,k as well as for the zeros of the solutions of (82).
With the changes of variable z(x) such that z (x) = d(x) = x m−1 we arrive to
and, depending on the values of m and ν, all the possibilities in Theorems 1 and 3 (or Remark 2) are possible. Namely:
Lemma 19 Let Ω(x) given by Eq. (85) and let
, Ω(x e ) = 1 2mx Theorem 21 The zeros of Bessel functions c ν,k satisfy:
As a further example, we consider the case m = 0. When m = 0, z(x) = log(x) and δ 2 0 x k = log(x k+1 ) − 2 log(x k ) + log(x k−1 ) < 0 and then x k > √ x k−1 x k+1 or, in terms of the zeros Bessel functions:
Theorem 22 Let c ν,k be consecutive zeros of a Bessel function of order ν, then
Using a variant of Sturm theorems, a related inequality was proved in [10] , namely, that the extrema c ν,k between to consecutive zeros c ν,k and c ν,k+1 satisfies c ν,k > √ c ν,k c ν,k+1 .
Conclusions
We have developed a systematic study of transformations to normal form of second order hypergeometric equations by means of Liouville transformations. We selected transformations for which the problem of computing the extrema of the resulting coefficient reduces to solving a quadratic equation. Classical results on distances of zeros and convexity properties [12] are particular cases of the obtained properties. Other results, like the convexity property proved by Grosjean [5] for Legendre polynomials can be also obtained and generalized with our approach. In particular, Grosjean's inequality has been proved to be also valid for Jacobi polynomials. Other properties have been also derived, like bounds for ratios of consecutive zeros for Gauss and confluent hypergeometric functions and an inequality involving the geometric mean of the zeros of Bessel functions.
A Proof of Sturm theorems
The bounds on distances of consecutive zeros of Theorem 1 (and Remark 2) can be obtained with ease by using Sturm comparison theorem in the form given, for instance, in [13] . An even more direct proof can be found using the Ricatti equation associated to y + A(x)y = 0, similarly as done in [10] . We prove the second result in Theorem 1 (also with the comments in Remark 2) and the second result in Theorem 3 (which implies the forth result in Theorem 1). The rest of results can be proved in an analogous way. Let x k < x k+1 be consecutive zeros of y(x), which is a non-trivial twice differentiable solution of y + A(x)y = 0 in (a, b), being A(x) continuous in (a, b). Because y(x) is non-trivial necessarily y (x k )y (x k+1 ) = 0. Considering that, for instance y(x) is positive in (x k , x k+1 ) then y (x k ) > 0 and y (x k+1 ) < 0; therefore, the function
h(x) = +∞; besides h(x) is differentiable in (x k , x k+1 ), where
Assuming now that A(x) > A m > 0 in (a, b) (with the exception of one point if Remark 2 is considered) then h > A m + h 2 in (x k , x k+1 ) and then
This proves (2) of Theorem 1 (of course, this result keeps being valid for the situations described in Remark 2).
For proving the second result of Theorem 3 we consider the hypothesis of that theorem with A (x) < 0 when A(x) > 0 in (a, b); therefore, A(x) may become negative at the right of the interval. Within these hypothesis, it is obvious that if ∃c ∈ (a, b) such that A(x) < 0 ∀x ∈ (c, b) then, for any nontrivial solution y(x) in (a, b), there is at most one zero in [c, b): this is implied by the fact that A(x) < 0 in (c, b) and then y(x)y (x) > 0 in (c, b). Let x k < x k+1 < x k+2 be consecutive zeros such that A(x k ) > 0 and A(x k+1 ) > 0. Because A(x) > A(x k+1 ) in (x k , x k+1 ), we have, similarly as before, that
and, no matter which is the sign of A(x k+2 ), we have that A(x) < A(x k+1 ) in (x k+1 , x k+2 ) and therefore π A(x k+1 ) < x k+2 − x k+1 (A.4)
Eqs. (A.3) and (A.4) imply that ∆x k = x k+2 − 2x k+1 + x k > 0, which proves the second result of Theorem 3.
B General changes of variable for the Gauss hypergeometric equation
Starting from the Gauss hypergeometric equation (14) written in standard form (6) , and considering a Liouville transformation with change of variable z(x) such that z (x) = x p−1 (1 − x) q−1 we find (Eq. (12) Let us notice that interchanging the values of p and q is equivalent to interchanging α with β and x with 1 − x.
We want to obtain the values of p and q for which, for any values of the parameters L, α and β, the equation P (x) = 0 for x ∈ (0, 1) is equivalent to solving a quadratic equation (or maybe a linear one). Taking the derivative, we find that it has the following structure:
Ω (x) = x −2p−1 (1 − x) −2q−1 P (x) (B.2)
where P (x) = a 3 x 3 +a 2 x 2 +a 1 x+a 0 is a polynomial of degree 3 with coefficients depending on five parameters: L, α, β, p and q. Now, Ω (x) = 0 will be equivalent to a quadratic equation in (0, 1) when when a 3 = 0, when P (0) = 0 and then P (x) = x(b 2 x 2 + b 1 x + b 0 ) or similarly when P (1) = 0. A lengthy but straightforward calculation gives: which confirms that the changes implied by Eq. (23) are indeed valid. The general changes induced by these conditions are themselves related to hypergeometric functions. Of course, given any of these valid changes of variables, z(x),z(x) = K 1 z(x) + K 2 , being K 1 and K 2 constants are also valid changes and equivalent to z(x) in the sense that they provide the same properties. As before mentioned, we always take z(x) such that z (x) > 0 ∀x.
For p > 0 we can take as z(x) the following incomplete beta function:
z(x) = These changes of variable do not make sense when p = 0 or q = 0, but the differences, z(x k+1 ) − z(x k ) do make sense in the limit p → 0 (or q → 0). Of course, these cases can be also considered separately.
