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Abstract—Deep neural networks (DNNs) have achieved the
state of the art performance in numerous fields. However, DNNs
need high computation times, and people always expect better
performance with lower computation. Therefore, we study the
human somatosensory system and design a neural network
(SpinalNet) to achieve higher accuracy with lower computation
time. This paper aims to present the SpinalNet. Hidden layers
of the proposed SpinalNet consist of three parts: 1) Input row,
2) Intermediate row, and 3) output row. The intermediate row
of the SpinalNet usually contains a small number of neurons.
Input segmentation enables each hidden layer to receive a part
of the input and outputs of the previous layer. Therefore, the
number of incoming weights in a hidden layer is significantly
lower than traditional DNNs. As the network directly contributes
to outputs in each layer, the vanishing gradient problem of
DNN does not exist. We integrate the SpinalNet as the fully-
connected layer of the convolutional neural network (CNN), resid-
ual neural network (ResNet), and Dense Convolutional Network
(DenseNet), Visual Geometry Group (VGG) network. We observe
a significant error reduction with lower computation in most
situations. We have received state-of-the-art performance for
the QMNIST, Kuzushiji-MNIST, and EMNIST(digits) datasets.
Scripts of the proposed SpinalNet is available at the following
link: https://github.com/dipuk0506/SpinalNet
Index Terms—DNN, CNN, AdaNet, ResNet, DenseNet.
I. INTRODUCTION
Deep Neural Networks (DNNs) have brought the state of
the art performance in various scientific and engineering fields
[1]–[4]. DNNs usually have a large number of input features,
as the consideration of more parameters usually improves the
accuracy of the prediction. The size of the first hidden layer is
critical. A small first hidden layer fails to propagate all input
features properly while a large first hidden layer increases
the number of weight drastically. Another limitation of the
traditional DNNs is the vanishing gradient. When the number
of layers is large, the gradient is high at neurons near output,
and the gradient becomes negligible at neurons near inputs.
DNN training becomes difficult due to the vanishing gradient
problem.
The human brain is also receiving a lot of information
from our skin. Numerous tactile sensory neurons are spread
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Fig. 1. The SpinalNet tries to mimic the human somatosensory system to
receive large data efficiently and to achieve better performance. (a) Half part
of the human somatosensory system, presenting how our spinal cord receives
sensory signals from our body. (b) Structure of the proposed SpinalNet. The
proposed NN consists of the input row, the intermediate row, and the output
row. The intermediate row contains multiple hidden layers. Each hidden layer
receives a portion of the input. All layers except the first layer also receive
outputs of the previous layer. The output layer adds the weighted outputs of
all hidden neurons of the intermediate row. The user can also construct and
train a SpinalNet for any arbitrary number of inputs, intermediate neurons,
and outputs.
throughout our bodies. They can sense pressure, heat, vi-
brations, complex textures, hardness, state of matter, etc.
[5]. Humans can have different touch sensitivity over time.
Although the exact mechanism is not unknown to humans,
the current knowledge base states a tremendous function of
our spinal cord neurons. The human spinal cord receives
senses of touch from different locations in different parts of
it. Multiple vertebrae can be connected to one internal organ
too. Fig. 1(a) presents simplified rough connections between
human touch-sensors and the spinal cord. Researchers have
developed convolutional neural networks (CNN) by mimicking
the functionality of the cats’ visual cortex and that brings
a significant improvement in the accuracy of NNs [6]. The
wonderful spinal architecture and the recent success of CNNs
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2motivate us to develop a neural network with gradual inputs.
A well-known approach to reducing computation is pooling
[7]. However, pooling causes loss of information. Popular
solutions to the vanishing gradient problem are ResNet and
DenseNet. They allow shortcut connections over different
layers. Therefore, the gradient remains high at neurons near
the input [8]. ResNets always provide better performance with
increasing depth and can be as deep as thousands of layers.
However, the marginal improvement of ResNet is very low.
The depth needs to be doubled for a percentage improvement
in the performance. Moreover, very deep ResNets have a
problem of diminishing feature reuse. Therefore, Sergey et
al. proposed wide residual networks [9] and achieved superior
performance. Zifeng et al. also received superior performance
with shallow and wide NNs [10]. Gao et al. propose DenseNet
where all layers are connected [11]. DenseNet training is faster
and provides better performance in most situations due to
two reasons 1) all layers of DenseNet are connected, 2) they
made dense-net narrower than the ResNet. When all layers are
connected, the gradient and feature-reuse do not vanish over
layers. However, as all layers are connected, an increment
of the network-size by one layer needs connections to that
layer from all existing layers. Therefore, deep DenseNets are
computation extensive. Adaptive Structural Learning of Neural
Networks(AdaNet) performs both connecting neurons and
optimizing weights during the training. Consideration of all
possible connections of a DNN is computationally intensive.
The inauguration of a new neuron requires the consideration
of connecting the neuron to all existing neurons. Therefore,
AdaNet is suitable for shallow neural networks (NNs) [12],
[13].
Existing DNNs have vanishing gradient problem and there
exists a high order increase in the number of connections
with an increased number of layers. Existing DNNs cannot be
narrowed down to a few neurons when the number of input is
large. This paper proposes the SpinalNet, presented as figure
1(b) to overcome these issues. The proposed structure with
gradual and repetitive input capabilities enables the NNs to be
very deep. Moreover, we investigate the proposed SpinalNet
as the fully connected layer of CNNs and receive better
performance most of the situation.
II. THEORETICAL BACKGROUND
Deep NNs can be convolutional or non-convolutional. Non-
convolutional NNs consists of inputs, hidden layers, and
outputs, shortly fully connected layers. Deep CNNs contain
convolutional layers and fully-connected layers. The convolu-
tion increases the number of parameters significantly. Pooling
is applied to reduce the number of parameters [14]. Vogt [15]
believes that there are two main points to the importance of
pooling in deep learning methods. Firstly, pooling declines
the size of input for the next layer but it allows learning
more mappings. Second, pooling assists in combining the
output obtained from the prior layer on a large scale. However,
pooling also causes the loss of information, as it considers only
the maximum or average of nearby values [15], [16]. Pooled
information is converted to a one-dimensional vector through
Fig. 2. A portion of the human nerve plexus, known as brachial plexus. The
information of any touch or pain reaches the brain through the nerve plexus
and the spinal cord. Nerve plexus is a network of intersecting nerves. Our
spinal cord receives information gradually. Here, C5-C8 and T1 are vertebrae
in the human skeleton [19].
flattening. Finally, fully-connected layers compute the output
from the one-dimensional vector.
A. Human Somatosensory System and the Spinal Cord
Although the exact mechanism of the human Somatosensory
system is not well understood, we find several similarities
between the human spinal cord and the proposed neural
network [17]. Features we tried to mimic are as follows:
1) Gradual input and nerve plexus
2) Voluntary and involuntary actions
3) Attention to pain intensity
Sensory neurons reach the spinal cord through a complex
network, known as nerve plexus. Fig. 2 presents a portion of
nerve plexus. Single vertebrae do not receive all the infor-
mation. The tactile sensory network consists of millions of
sensors. Moreover, our tactile system is more stable compared
to the vision or the auditory system, as there is a much fewer
number of ’touch-blind’ patients than the number of blindness.
The nerve plexus network sends all tactile signals to the spinal
cord gradually. Different locations of a spinal cord receive the
pain of leg and the pain of hand [17]. Neurons in vertebrae
transfer the sense of touch to the brain and may take some
actions. Our brain can control the spinal neurons, to increase
or decrease the pain intensity [18]. Sensory neurons may also
convey information to the lower-motor before getting instruc-
tion from the brain. That is called involuntary movements, or
reflex movements.
B. Proposed SpinalNet
The proposed SpinalNet has the following similarities with
the abovementioned features of the human spinal cord.
1) Gradual input
2) Local output and probable global influence
3) Weights reconfigured during training
Similar to our spinal cord, the proposed SpinalNet takes inputs
gradually. Inputs are provided gradually and repetitively. Each
3Fig. 3. The visual proof of the universal approximation theorem for the
proposed SpinalNet. A simplified version of SpinalNet in (a) can act as a NN
of a single hidden layer, drawn in (b). Similarly, a 4 layer SpinalNet in (d)can
be equal to a NN of one hidden layer (HL), containing four neurons, shown
in (c).
layer of the SpinalNet contributes towards the local output
(reflex). The SpinalNet also sends a modulated portion of
input towards the global output (brain). NN training configures
weights based on the training data and our brain configures
the spinal neurons for tuning the pain sensitivity for different
sensories of our skin.
Fig. 1(b) presents the structure of the proposed SpinalNet.
The network structure consists of an input row, an intermediate
row, and an output row. The input is split and sent to the
intermediate row of multiple hidden layers. In Fig. 1(b), the
intermediate row, and the output row contain two neurons
per hidden layer. The number of output neurons per hidden
layer is equal to the number of outputs. The number of
intermediate neurons can be changed according to the user.
However, both the number of intermediate neurons and the
number of inputs per layer is usually kept small to reduce the
number of multiplication. As the number of inputs and the
number of intermediate hidden neurons per layer is usually
low, the network may underfit. Therefore, each layer receives
inputs from the previous layer. As the input is repeated, if one
important feature of input does not impact on the output in one
hidden layer, the feature may impact the output in another hid-
den layer. The intermediate row contains nonlinear activation
function and the output row contains linear activation function.
In Fig. 1(b), input values are split into three rows. Rows are
assigned to different hidden layers repeatedly.
C. Universal Approximation of the Proposed SpinalNet
Whenever a new neural network is structure is proposed,
there raises a question about its universal approximability.
Therefore, the universal approximation is proved for many
recent popular neural networks [20], [21]. The traditional
mathematical proof of the universal approximation theorem
contains scholarly and esoteric equations. However, we aim to
make the paper equation-free to attract the general audience.
Therefore, we prove the universal approximation with the
following approach.
1) Single hidden layer NN of large width is a universal
approximator [22].
2) If we can prove that, SpinalNet of a large depth can be
equivalent to the single hidden layer NN of large width,
the universal approximation is proved.
Fig. 3 presents how a simpler version of SpinalNet can be
converted to a single hidden layer NN. In Fig. 3(a), a SpinalNet
of 2 hidden layers (HLs), each layer containing 2 neurons is
simplified. The neurons of the first layer are simplified to the
purely linear function. Therefore the first layer takes only the
weighted sum of x1 to x5 inputs. Outputs of each hidden
neuron of the first hidden layer only go to a similar neuron of
the second hidden layer. Cross connections and connections
from the first hidden layer to output are disconnected by
assigning zero weight. The second hidden layer receives the
weighted sum of x6 to x10. It also receives the weighted sum
of x1 to x5 from the previous layer. Therefore, neurons of
this layer apply an activation function to the weighted sum
of x1 to x10. Therefore, these two layers are equivalent to a
neural network of single HL, containing two hidden neurons,
shown in Fig. 3(b). A simplified version of SpinalNet of 4HL,
containing 2 neurons in each layer is shown in Fig. 3(d).
Similarly, that SpinalNet is also equivalent to a NN of one
HL, containing 4 neurons.
Similarly, a SpinalNet of large depth can be equivalent to
a NN of a single hidden layer, containing a large number
of neurons. A NN of a single hidden layer, containing a
large number of neurons achieves the universal approxima-
tion. Therefore, a SpinalNet of large depth also achieves the
universal approximation.
III. RESULTS
This paper verifies the effectiveness of the SpinalNet for
regression and classification problems. We have shown com-
parable performance with SpinalNet in regression. Popular
classification problems are classifying MNIST datasets and
the CIFAR datasets. Several publicly available codes for these
datasets are downloaded and executed. All of the standard
codes and SpinalNet codes apply the gradient descent tech-
nique for NN training. As the dataset and codes are publicly
available, future researchers may easily compare results.
A. Regression Dataset
Regression is a less popular topic among the researchers of
NN compared to classification. There exist a large number of
datasets and organized competition among various algorithms
for the classification problem. Therefore, we compare our
SpinalNet with the PyTorch regression example, developed by
Ben Phillips [23]. The example considers a single input and
a single output., The example applies the Adam algorithm
[24] to optimize. The loss function is the Mean-square-error
(MSE), the learning rate is 0.01, and the number of the
epoch is 200. We changed the problem to 8-variable and
4TABLE I
COMPARISON BETWEEN TRADITIONAL FEED-FORWARD NN AND
SPINALNET FOR REGRESSION
Neural Network Data MSE (10−3 Unit)
100 Epoch 200 Epoch
Feed-forward NN 8 Var.
∑
x 1.178 0.887
Two Hidden Layers 8 Var. sin(
∑
x) 1.918 1.086
200, 100 Neurons 8 Var.
∏
x 3.875 3.875
[23] 8 Var. sin(
∏
x) 3.403 1.554
SpinalNet 8 Var.
∑
x 1.007 0.855
6 Hidden Layers 8 Var. sin(
∑
x) 1.912 1.219
50 Neurons Each Layer 8 Var.
∏
x 3.966 2.217
Half Input Each Layer 8 Var. sin(
∏
x) 0.910 0.910
tried with different combinations of variables with the same
level of noise. Combinations are 1) summation of variables
(
∑
x), 2) sine of summation of variables (sin(
∑
x)), 3)
product of variables (
∏
x), and 4) sine of product of variables
(sin(
∏
x)). We record the MSE at 100 and 200 epochs. The
default code [23] shows MSE of the last epoch, but our code
shows the minimum MSE of the current and previous epochs.
The input is segmented into two segments, containing four
inputs each.
The number of hidden neurons in traditional NN is 300
[23]. The number of hidden neurons in SpinalNet is also
300. The number of multiplication in traditional NN is 21700,
and the number of multiplications in SpinalNet is 14000. The
SpinalNet achieves a 35.5% reduction in the number of mul-
tiplications. There are 8-combinations for MSE comparisons,
as shown in Table I. Superior performances are highlighted as
bold characters. The SpinalNet performs better in six out of
eight combinations.
B. Classification Datasets
We train several existing networks and different variations of
SpinalNet on MNIST, Fashion-MNIST, KMNIST, QMNIST,
EMNIST, CIFAR-10, and CIFAR-100 classification data sets.
1) MNIST: The MNIST dataset is the most popular datasets
for investigating image classification algorithms due to its
simplicity. The default fully-connected layer of the PyTorch
CNN example has 320 parameters after flattening [25]. A
hidden layer of fifty neurons joins them with the output. The
default code provides 98.17% accuracy. We investigate the
same NN with a SpinalNet fully-connected(FC) layer. The FC
layer consists of six sub-hidden layers, each layer contains
eight neurons. That CNN with Spinal FC provides 98.44%
accuracy. That structure brings more than a 48.5% reduction
in multiplication and a 4% reduction in the activation functions
on the fully-connected layer.
Another Spinal FC structure contains six sub-hidden lay-
ers, each layer contains ten neurons. That CNN(Spinal FC)
provides 98.48% accuracy. That structure brings more than a
35% reduction in multiplication but a 20% increase happens
in the activation functions on the fully-connected layer. To
achieve a higher accuracy we consider another NN architecture
(SpinalNet(Arch2)), containing three SpinalNets. The archi-
tecture is depicted in Fig. 4 Initial parameters, parameters
after the first convolution, and parameters after the second
convolution are flattened and three SpinalNet are applied to
Fig. 4. Structure of the second architecture (Arch2) of the SpinalNet. This
structure receives flattened outputs of the original image, images after the first
convolution & pooling, and images after second convolution & pooling.
three flattened data. The first SpinalNet consists of 10 spinal
layers, where the other two SpinalNet consists of 8 spinal
layers. The width of each spinal layer is 30. That structure
(SpinalNet(Arch2)) brings 99.61% accuracy. Although the
complexity of the network is increased, we receive a significant
reduction in error. According to our knowledge, it is one of
the top 20 reported performance on the MNIST dataset. We
also apply the random perspective and the random rotation
functions to achieve that performance. The random rotation
function is applied with the ten-degree angle.
As VGG models perform very well with the MNIST
datasets, we incorporate the SpinalNet with the VGG-5 net-
work [26]. VGG-5 with the Spinal fully connected layer pro-
vides a near state-of-the-art performance. We receive 99.72%
accuracy with VGG-5(Spinal FC). The data augmentation on
the MNIST dataset for SpinalNet(Arch2), VGG-5, and VGG-
5(Spinal FC) are the same.
2) Fashion-MNIST: The Fashion-MNIST data is quite sim-
ilar to MNIST. It also contains 28 × 28 grayscale images and
the output contains 10 classes. Therefore, MNIST codes can
exactly be applied to the Fashion-MNIST data. The same NN
is applied to compute CNN and CNN(Spinal FC). Applying
the random perspective does not improve the performance
of NNs on the Fashion-MNIST data. The SpinalNet(Arch2)
structure is the same but the random perspective is not applied.
The random rotations of 10 degrees are applied and contain
300 neurons in each hidden layer. The performance is 92.74%.
According to our knowledge, our accuracy on the Fashion-
MNIST data is one of the top ten reported results.
We receive 94.68% accuracy with VGG-5(Spinal FC). The
data augmentation on the Fashion-MNIST dataset for Spinal-
Net(Arch2), VGG-5, and VGG-5(Spinal FC) are the same.
The default VGG-5 provides 94.63% accuracy. Therefore, the
Spinal FC provides better performance with a lower number
of multiplications.
3) Kuzushiji-MNIST: Kuzushiji-MNIST or shortly, KM-
NIST is a Japanese character recognition dataset. The data
format of KMNIST is also the same as the MNIST data
5and the same codes can be applied. Table II presents the
performance of codes. The Arch2 provides 97.22% accuracy.
As it a comparatively new dataset, there exist very few
reported works. Our accuracy on KMNIST data is one of the
top ten reported results.
We receive 99.15% accuracy with VGG-5(Spinal FC).
The data augmentation on the MNIST dataset for Spinal-
Net(Arch2), VGG-5, and VGG-5(Spinal FC) are the same.
The default VGG-5 provides 98.94% accuracy. Therefore, the
Spinal FC provides better performance with a lower number
of multiplications.
4) QMNIST: QMNIST is a recently published English
digit recognition dataset. QMNIST has fifty thousand test
images. The dimensions of inputs and outputs are the same
as the dimension of inputs and outputs of the MNIST dataset.
Therefore, the same code can be executed for the QMNIST
dataset. The results are presented in table II. The default
PyTorch CNN provides 97.82% accuracy on the QMNIST
data. CNN(Spinal FC) provides 97.97%-98.07% accuracy and
SpinalNet(Arch2) provides 99.36% accuracy. As it is new data
there exist a few reported results and our accuracy is one of
the top 10 reported accuracies.
The VGG-5 receives 99.66% accuracy. The VGG-5(Spinal
FC) receives 99.68% accuracy. According to our literature
search, we have received state-of-the-art performance for the
QMNIST dataset.
5) EMNIST: The EMNIST dataset contains several hand-
written character datasets. These datasets are derived from
the NIST Special Database 19 and converted to a 28×28
pixel image format. The data-type is the same and the EM-
NIST(digits) dataset has also 10 classes. Therefore, the same
code can be executed for the EMNIST(digits) dataset. The
accuracy of NNs on the EMNIST(digit) data are presented in
table II. The default PyTorch CNN provides 98.89% accuracy
and SpinalNet(Arch2) provides 99.65% accuracy.
The VGG-5 provides 99.81% accuracy and VGG-5(Spinal
FC) provides 99.82% accuracy. According to our literature
search, we have received state-of-the-art performance for the
EMNIST(digits) dataset.
6) CIFAR-10 Dataset: The CIFAR-10 dataset is less pre-
dictable compared to the original MINST dataset. The PyTorch
CNN example [27] classifies the CIFAAR-10 data with 60%
accuracy. A SpinalNet of 6 hidden layers, each layer contain-
ing 20 neurons achieves 62% accuracy for the same number of
epochs. 5% lower error is achieved with a 4.8% multiplication
reduction at the fully-connected layer.
The DenseNet code [28] shared by Hasan et al. provides
77.79% accuracy after 35 epochs. The DenseNet fully con-
nected layer has a 512 neuron hidden layer. We train a
SpinalNet of 8 hidden layers, each containing 16 neurons.
The number of hidden neurons becomes one-fourth and the
number of multiplication is reduced by 87%. Still, we observe
a 15% error reduction. Another SpinalNet has 8 hidden layers,
each containing 64 neurons. The number of hidden neurons
remains the same and the number of multiplication is reduced
by 44.1%. The error is reduced by 18.7% compared to the
previous DenseNet code [28].
The ResNet [29] example of PyTorch provides 88.35%
accuracy after 80 cycles. We achieve 88.65% accuracy after 80
cycles and 88.93% accuracy after 140 cycles with a SpinalNet
of 4 hidden layers, each layer contains 16 neurons. However,
we reduce the pooling and increase multiplication at the fully-
connected layer at the default ResNet code [29]. However, the
accuracy is lower with the standard ResNet blocks. The spinal
fully-connected layer degrades the performance of ResNet-18
and ResNet-34 slightly.
A consistent improvement in the NN size and performance
is achieved with the VGG network. As the VGG neural
network contains a large fully-connected layer, the SpinalNet
can act as an optimized fully-connected layer. We investigate
VGG-11, VGG-13, VGG-16, and VGG-19. VGG-19 provides
the highest accuracy (91.40%) among VGG networks and
VGG SpinalNets. However, the ResNet-18 provides 91.98%
accuracy, and adding a Spinal fully connected layer degrades
the accuracy.
According to our results, the SpinalNet brings significant
improvement on NNs, containing activation functions in the
fully connected layer. ResNet has no activation on the fully
connected layer. Therefore, the improvement of ResNet with a
SpinalNet FC layer is not significant. Therefore, we consider a
dropout CNN, containing a large number of activation function
on the fully connected layer [30]. The dropout CNN provides
87.29% accuracy where the consideration of the SpinalNet
fully-connected layer brings 89.08% accuracy.
7) CIFAR-100 Dataset: As dropout CNN, ResNet, and
VGG networks bring promising results with CIFAR-10 data,
we apply them on the CIFAR-100 dataset. We receive sig-
nificant improvement with the Spinal fully-connected layer
for dropout CNN and different VGG networks. Among VGG
networks, VGG-16 provides the best performance. VGG-16
provides 63.20% accuracy alone, and 64.99% accuracy with
the SpinalNet after 150 epoch of training. Moreover, the num-
ber of neurons in the fully connected layer is reduced to half
with the Spinal fully-connected layer. Moreover, the number
of multiplication in the fully-connected layer is reduced to 7%.
The dropout CNN network is trained for 35 epoch and the
performance is improved from 50.29% to 57.33%. However,
the Spinal fully-connected layer does not improve the perfor-
mance of ResNet. Although the number of hidden neurons
in the fully connected layer is increasing for ResNet, we are
getting a lower performance. The probable reason can be a
decrease in the gradient is the initial layers of ResNet due to
additional layers.
C. The Highest Accuracy
The state of the art (SOTA) performances for different
datasets are presented as table III. Combining SpinalNet with
VGG-5 provides near SOTA or SOTA performance in MNIST
datasets. Models performing SOTA performance are usually a
combined model and have the best performance for a specific
dataset. We also succeeded to obtain SOTA performance for
the EMNIST (digits) dataset. However, the prime reason for
obtaining SOTA is not the proposed network. As the dataset is
new, very few researchers investigated this data and our result
is the best among the reported results.
6TABLE II
PERFORMANCE OF THE SPINALNET AND SEVERAL POPULAR NETS ON DIFFERENT DATASETS
Data Model Size of Fully Connected Layer Epoch Test Accuracy Error Reduction
CNN [25] 1HL, 50 Neurons 8 98.17% -
MNIST CNN(Spinal FC) 6HL, 8 Neurons Per Layer 8 98.44% 14.8%
[31] CNN(Spinal FC) 6HL, 10 Neurons Per Layer 8 98.48% 16.9%
SpinalNet(Arch2) * 120 99.61% 78.7%
VGG-5 [26] 1HL, 512 Neurons 100 99.72% -
VGG-5(Spinal FC) 4HL, 128 Neurons Per Layer 100 99.72% 0.0%
CNN [25] 1HL, 50 Neurons 8 84.10% -
Fashion-MNIST CNN(Spinal FC) 6HL, 8 Neurons Per Layer 8 85.98% 11.8%
[32] CNN(Spinal FC) 6HL, 10 Neurons Per Layer 8 86.61% 15.8%
SpinalNet(Arch2) * 200 92.74% 54.3%
VGG-5 [26] 1HL, 512 Neurons 100 94.63% -
VGG-5(Spinal FC) 4HL, 128 Neurons Per Layer 100 94.68% 0.9%
CNN [25] 1HL, 50 Neurons 8 84.48% -
Kuzushiji-MNIST CNN(Spinal FC) 6HL, 8 Neurons Per Layer 8 87.94% 22.3%
(KMNIST) [33] CNN(Spinal FC) 6HL, 10 Neurons Per Layer 8 88.25% 24.3%
SpinalNet(Arch2) * 160 97.22% 82.1%
VGG-5 [26] 1HL, 512 Neurons 200 98.94% -
VGG-5(Spinal FC) 4HL, 128 Neurons Per Layer 200 99.15% 19.8%
CNN [25] 1HL, 50 Neurons 8 97.82% -
QMNIST CNN(Spinal FC) 6HL, 8 Neurons Per Layer 8 97.97% 6.9%
[34] CNN(Spinal FC) 6HL, 10 Neurons Per Layer 8 98.07% 11.5%
SpinalNet(Arch2) * 100 99.36% 70.6%
VGG-5 [26] 1HL, 512 Neurons 100 99.66% -
VGG-5(Spinal FC) 4HL, 128 Neurons Per Layer 100 99.68% 5.9%
CNN [25] 1HL, 50 Neurons 8 98.89% -
EMNIST CNN(Spinal FC) 6HL, 8 Neurons Per Layer 8 99.12% 20.7%
(Digits) [35] CNN(Spinal FC) 6HL, 10 Neurons Per Layer 8 99.16% 24.3%
SpinalNet(Arch2) * 55 99.65% 68.5%
VGG-5 [26] 1HL, 512 Neurons 50 99.81% -
VGG-5(Spinal FC) 4HL, 128 Neurons Per Layer 50 99.82% 5.3%
CNN [27] 2HL, 120 and 84 Neurons 8 60.65% -
CIFAR-10 CNN(Spinal FC) 6HL, 20 Neurons Per Layer 8 62.37% 4.4%
[36] DenseNet [28] 1HL, 512 Neurons 35 77.79% -
DenseNet(Spinal FC) 8HL, 16 Neurons Per Layer 35 81.13% 15.0%
DenseNet(Spinal FC) 8HL, 64 Neurons Per Layer 35 81.95% 18.7%
ResNet [29] Only Output Layer 80 88.35% -
ResNet(Spinal FC) 4HL, 16 Neurons Per Layer 80 88.65% 2.6%
ResNet(Spinal FC) 4HL, 16 Neurons Per Layer 140 88.93% 5.0%
ResNet-18 [8] Only Output Layer 150 91.98% -
ResNet-18(Spinal FC) 4HL, 20 Neurons Per Layer 150 91.42% -7.0%
ResNet-34 [8] Only Output Layer 150 89.56% -
ResNet-34(Spinal FC) 4HL, 256 Neurons Per Layer 150 89.88% 3.1%
CNN-Dropout [30] 2HL, 1024 and 512 Neurons 50 87.29% -
CNN-Dropout(Spinal FC) 4HL, 50 Neurons Per Layer 31 89.08% 14.1%
CNN-Dropout(Spinal FC) 4HL, 128 Neurons Per Layer 160 90.83% 27.9%
VGG-11 [37] 2HL, 4096 Neurons Each 35 86.68% -
VGG-11(Spinal FC) 4HL, 1024 Neurons Each 35 87.08% 3.0%
VGG-13 [37] 2HL, 4096 Neurons Each 35 87.79% -
VGG-13(Spinal FC) 4HL, 1024 Neurons Each 35 89.16% 11.2%
VGG-19 [37] 2HL, 4096 Neurons Each 200 90.75% -
VGG-19(Spinal FC) 4HL, 512 Neurons Each 200 91.40% 7.0%
CNN-Dropout [30] 2HL, 1024 and 512 Neurons 35 50.29% -
CIFAR-100 CNN-Dropout(Spinal FC) 4HL, 128 Neurons Per Layer 35 57.33% 14.2%
[36] ResNet-18 [8] Only Output Layer 30 65.04% -
ResNet-18(Spinal FC) 4HL, 128 Neurons Per Layer 30 63.60% -4.1%
ResNet-34 [8] Only Output Layer 30 65.51% -
ResNet-34(Spinal FC) 4HL, 128 Neurons Per Layer 30 63.32% -6.3%
VGG-11 [37] 2HL, 4096 Neurons Each 40 55.60% -
VGG-11(Spinal FC) 4HL, 1024 Neurons Each 40 60.48% 11.0%
VGG-13 [37] 2HL, 4096 Neurons Each 50 60.75% -
VGG-13(Spinal FC) 4HL, 1024 Neurons Each 50 62.46% 4.4%
VGG-16 [37] 2HL, 4096 Neurons Each 150 63.20% -
VGG-16(Spinal FC) 4HL, 512 Neurons Each 150 64.99% 4.9%
VGG-19 [37] 2HL, 4096 Neurons Each 150 62.05% -
VGG-19(Spinal FC) 4HL, 512 Neurons Each 150 64.77% 7.2%
∗ Fig. 4 presents the structure of SpinalNet(Arch2), the second architecture. The SpinalNet(Arch2) consists of three SpinalNets.
7The later section presents how we can replace each hidden
layer of a conventional NN with a SpinalNet layer. In the
future, we may incorporate the proposed SpinalNet with SOTA
models to obtain the best performance for more datasets.
IV. PROSPECTS OF SPINALNET
This paper is the very first paper on the SpinalNet. In the
future, researchers may find many improvements.
A. Auto Dimension Reduction
Dimension reduction is a popular technique of reducing the
number of inputs to a neural network without facing noticeable
performance degradation [44]. The input combination of the
NN network may contain a large number of inter-related data,
irrelevant data and constants. As the proposed SpinalNet takes
input in every layer and there are fewer neurons per hidden
layer than the total number of inputs, the SpinalNet may
automatically discard irrelevant and excess data. Moreover,
the necessity for dimension reduction may decrease, as a large
number of input features do not increase computation greatly.
B. Transfer Learning
Although the number of hidden neurons in the fully con-
nected layer is increasing, the ResNet with Spinal FC is getting
a lower performance compared to the similar ResNet. The
probable reason can be a decrease in the gradient is the initial
layers of ResNet due to additional layers. Therefore, in the
future, we may apply the transfer learning technique to the
pre-trained ResNet. The pre-trained ResNet can be the initial
layers of a ResNet, providing one of the best performance on
the same dataset.
C. Very Deep NN
The computation inside the proposed SpinalNet increases
linearly with the increase in depth. ResNet also has the same
advantage but the ResNet faces the vanishing gradient problem
a much higher depth. The SpinalNet has outputs at every layer.
Moreover, gradual training may enable SpinalNet trainer to
increase the network depth gradually.
D. Spinal Hidden Layer
This paper presents the SpinalNet as an independent net-
work and as the fully connected layer of a CNN. The Spinal-
Net can also replace a wide hidden layer of a traditional
NN. Fig. 5 presents how a SpinalNet can replace a traditional
hidden layer. The figure shows two inputs and one neuron per
sub-layer. The number of inputs can be large and the input
can be segmented into more than two segments. Similarly,
one sub-layer may hold more than one neuron. The number
of sub-layer can be more than or less than four.
E. Better Accuracy and New Datasets
The SpinalNet may achieve higher accuracy with augmented
datasets and different structural variants. Such as, in Spinal-
Net(Arch2) we apply three SpinalNet to achieve high accuracy.
Researchers may apply SpinalNet for different datasets, new
applications [45]–[47], and combining with other networks in
the future.
Fig. 5. Any traditional hidden layer can be converted to a spinal hidden layer.
The traditional hidden layer in (a) is converted to a spinal hidden layer in (b).
A spinal hidden layer has the structure of the proposed SpinalNet.
F. NN Ensemble and Voting
Recently Mo Kweon et al. perform ensemble and voting
from two different VGG networks and ResNet to achieve better
performance [26]. Researchers may use different NN along
with SpinalNet to get better performance.
V. CONCLUSION
This paper aims to present the concept and structure of the
SpinalNet. The chordate nervous system has a unique way of
connecting large numbers of sensing information and taking
local decisions. A drawback of recent DNNs is computation
intensiveness due to a large number of inputs. Therefore,
taking inputs gradually and considering local decisions like our
spinal cord decreases computations. The paper also presents
the effectiveness of SpinalNet on MNIST and CIFAR-10
dataset. The SpinalNet improves the accuracy of classification.
Moreover, the SpinalNet is usually less computation extensive
than its counterpart. In the future, we will try to improve
accuracies and apply SpinalNet to new fields.
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