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1 Einleitung
Bei vielen praktischen Problemen in der Wirtschaft und Technik findet die mathema-
tische Optimierung heutzutage Anwendung, sei es zur Bestimmung einer optimalen
Ausnutzung von Ressourcen, zur Planung von Produktionsprogrammen, zur Bestim-
mung des maximalen Gewinns oder zur Minimierung von Zeit- bzw. Materialaufwand.
Die Optimierung la¨sst sich in mehrere, nicht immer disjunkte, Teilgebiete untertei-
len. Ein wichtiges solches Teilgebiet ist die mathematische Zwei-Ebenen-Optimierung.
Bei dieser Aufgabenklasse handelt es sich um hierarchische Optimierungsprobleme,
die dadurch gekennzeichnet sind, dass zwei Spieler bzw. Entscheidungstra¨ger agieren,
na¨mlich der sogenannte Leader und Follower. Diese beiden Begriffe stammen aus der
englischsprachigen Literatur, werden aber u¨blicherweise auch im nicht englischsprachi-
gem Raum so verwendet. Sowohl der Leader als auch der Follower haben beide das
Ziel die eigene Ziel- bzw. Nutzenfunktion zu maximieren. Die hierarchische Struktur
der Aufgabe kommt nun dadurch zustande, dass der Leader seine Entscheidung zuerst
trifft bzw. seine Strategie zuerst wa¨hlt. Anschließend trifft der Follower in Kenntnis
dieser Entscheidung, seine eigene Entscheidung, wobei sein Handlungsspielraum und
seine Nutzenfunktion durch die Vorgabe des Leaders beeinflusst werden. Aber auch
die Zielfunktion und manchmal der Handlungsspielraum des Leaders ha¨ngen wieder-
um von der Entscheidung des Followers ab. Da meist vorausgesetzt wird, dass der
Leader die Nutzenfunktion und den Handlungsspielraum des Followers kennt und die-
ser rational handelt, kann der Leader allerdings voraussehen, aus welchen Entschei-
dungsmo¨glichkeiten der Follower wa¨hlen wird und dies bei der Wahl der eigenen Ent-
scheidung beru¨cksichtigen.
Ein Beispiel fu¨r diese Aufgabenklasse ist die Festsetzung einer Gebu¨hren- oder Abga-
benho¨he durch den Staat, der die Rolle des Leaders u¨bernimmt. Denn diese Entschei-
dung beeinflusst je nach Art der Gebu¨hr oder Abgabe z.B. das Handeln von Unter-
nehmen, wenn die Abgabe je hergestellter Mengeneinheit eines Produktes zu zahlen
ist. Das Unternehmen wird in Abha¨ngigkeit der Gebu¨hrenho¨he bestrebt sein den ei-
genen Gewinn zu maximieren, der Staat hingegen die eigene Nutzenfunktion, die zum
einen durch die Gebu¨hreneinnahmen und zum anderen durch die Produktionsmenge des
Unternehmens beeinflusst wird. Weitere Anwendungen der Zwei-Ebenen-Optimierung
finden sich z.B. im Bereich der Prinzipal-Agenten-Theorie, der Abfallminimierung, der
Produktionsplanung, der Bestimmung optimaler chemischer Gleichgewichte oder der
Trennung von Mengen, siehe auch die Referenzen in [9, 22, 25, 26, 29, 46, 60]. Erst-
malig wurden Modelle dieser Art durch Heinrich von Stackelberg formuliert, siehe
[55], weswegen vor allem im Bereich der aus der Spieltheorie stammenden Probleme die
Begriffe Stackelberg-Spiel und Stackelberg-Lo¨sung verwendet werden.
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Ein weiteres Teilgebiet der Optimierung, die sogenannte inverse Optimierung, bescha¨f-
tigt sich vor allem mit der Bestimmung von Parameterwerten und la¨sst sich wie folgt
charakterisieren [6, 57].
Let S represent a physical system. Assume that we are able to define a
set of model parameters which completely describe S. All these parameters
may not be directly measurable (such as the radius of Earth’s metallic core).
We can operationally define some observable parameters whose actual values
hopefully depend on the values of the model parameters. To solve the forward
problem is to predict the values of the observable parameters, given arbitrary
values of the model parameters. To solve the inverse problem is to infer the
values of the model parameters from given observed values of the observable
parameters.
Dabei sind verschiedenste Modelle denkbar, welche durch die Parameter charakterisiert
werden. Beispielsweise seien Gleichungssysteme und Differentialgleichungen angefu¨hrt.
Stellt das Modell hingegen eine parametrische Optimierungsaufgabe dar, so lassen sich
diese Problemstellungen unter Umsta¨nden als Zwei-Ebenen-Optimierungsaufgabe for-
mulieren. Deswegen wird an gegebener Stelle der Begriff inverse Optimierungsaufgabe
verwendet werden.
In dieser Arbeit sollen Zwei-Ebenen-Aufgaben spezieller Struktur untersucht werden.
Die Aufgabe des Followers sei eine lineare parametrische Optimierungsaufgabe mit Pa-
rametern, d.h. den Entscheidungsvariablen des Leaders, b und c in der rechten Seite
bzw. Zielfunktion. Diese Parameter geho¨ren gegebenen Parametermengen B und C
an, d.h. insbesondere beeinflusst der Wert von c nicht die Zula¨ssigkeit eines Parame-
terwertes b und umgekehrt. Weiterhin ha¨ngt die Zielfunktion des Leaders lediglich von
der Entscheidungsvariable x des Followers ab, und nicht von den eigenen Entschei-
dungsvariablen b und c. D.h. betrachtet seien Aufgaben der Form
F (x) −→ min
b ∈ B
c ∈ C
x ∈ Ψ(b, c) ,
(1.1)
wobei Ψ(b, c) = argmax {c⊤x : Ax = b, x ≥ 0}. Wa¨hlt man als Zielfunktion z.B.
F (x) = ‖x − x0‖, dann la¨sst sich die vorliegende Aufgabe als inverse Optimierungs-
aufgabe interpretieren. Denn gegeben sei ein Messwert x0 oder aber eine angestrebte
Lo¨sung x0. Dann sollen durch Lo¨sen der Zwei-Ebenen-Aufgabe Parameterwerte b und
c ermittelt werden, so dass eine Optimallo¨sung x der linearen Aufgabe des Followers
fu¨r diese Parameterwerte so nah wie mo¨glich bei x0 liegt. Ein weiteres Anwendungsbei-
spiel dieser Aufgabenklasse ist durch die Bestimmung einer besten schwach effizienten






gegeben, wobei C ∈ Rp×n eine Matrix ist. Dazu sei
C = {c = C⊤λ : λ ≥ 0,
p∑
i=1
λi = 1} .






fu¨r alle c ∈ C berechnen. Wird die Gu¨te einer schwach effizienten Lo¨sung mit der
Funktion F (x) gemessen, so ergibt sich
F (x) −→ max






{c⊤z : Az = b, z ≥ 0}
(1.4)
als Aufgabe zur Bestimmung der besten schwach effizienten Lo¨sung bezu¨glich F . In
diesem Fall besteht die Menge B = {b} nur aus einem Element.
Die vorliegende Arbeit ist wie folgt aufgebaut. Zuna¨chst werden im zweiten Kapitel
grundlegende Begriffe fu¨r allgemeine Zwei-Ebenen-Optimierungsprobleme eingefu¨hrt,
insbesondere, was unter einer Lo¨sung der Aufgabe verstanden werden soll. Weiterhin
werden fu¨r die verschiedenen Optimalita¨tsbegriffe Existenzaussagen fu¨r Lo¨sungen un-
tersucht. Außerdem sind mo¨gliche Transformationen der Aufgabe angefu¨hrt, welche die
Grundlage bestehender Algorithmen bilden. U¨ber diese wird ein kurzer U¨berblick ge-
geben. Den Abschluss des Kapitels bildet ein Enumerationsverfahren aller Eckpunkte
eines Polyeders, welches spa¨ter zur Konstruktion eines Algorithmus zur Bestimmung
einer pessimistischen Lo¨sung dienen wird.
Das dritte Kapitel widmet sich der Untersuchung von Zwei-Ebenen-Aufgaben der Form
(1.1) unter Verwendung des pessimistischen Standpunktes. Zuna¨chst werden Existenz-
aussagen fu¨r pessimistische Lo¨sungen bewiesen und unter gewissen Voraussetzungen
auch die Eckpunkteigenschaft, wie sie fu¨r den optimistischen Standpunkt fu¨r lineare und
quasikonkave Aufgaben bekannt ist. Anschließend werden eine Regularisierungstechnik
aus der Literatur vorgestellt und die Aussagen aus der betreffenden Arbeit teilweise kor-
rigiert und verallgemeinert. Zum Schluss des Kapitels sollen Optimalita¨tsbedingungen
sowie ein Lo¨sungsverfahren angegeben werden.
In Kapitel vier wird der optimistische Zugang betrachtet. Als erstes wird dabei der
Lo¨sungsbegriff fu¨r die hier vorliegende Aufgabenklasse verallgemeinert und der Zu-
sammenhang zum klassischen optimistischen Lo¨sungsbegriff hergestellt. Danach wird
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gezeigt, dass die U¨berpru¨fung auf lokale Optimalita¨t eines gegebenen Punktes im All-
gemeinen ein NP-vollsta¨ndiges Problem ist. Allerdings la¨sst sich unter gewissen Vor-
aussetzungen ein polynomialer Optimalita¨tstest formulieren. Schließlich werden fu¨r den
linearen Fall ein Abstiegsverfahren und ein Enumerationsverfahren, welches dem Ver-
fahren zur Ermittlung einer pessimistischen Lo¨sung gleicht, vorgestellt.
Das fu¨nfte Kapitel bescha¨ftigt sich mit einem Anwendungsbeispiel, na¨mlich der Bestim-
mung einer optimalen Mautgebu¨hr. Hierzu werden zuna¨chst einige Resultate aus der
Literatur angefu¨hrt, die aufzeigen sollen, wie ein mo¨gliches Modell dazu aussehen kann.
Außerdem werden bisherige Ansa¨tze zur Bestimmung von Mautgebu¨hren vorgestellt.
Den Abschluss des Kapitels bildet dann die Betrachtung eines Beispiels, welches der
hier betrachteten Aufgabenklasse angeho¨rt.
Im letzten Kapitel werden kurz numerische Testrechnungen der in Matlab implemen-
tierten Verfahren vorgestellt.
2 Grundlagen
2.1 Grundlagen der Zwei-Ebenen-Optimierung
2.1.1 Modellformulierung
Eine Zwei-Ebenen-Optimierungsaufgabe la¨sst sich in allgemeiner Form mathematisch
durch





beschreiben, wobei x die vom Parameter y abha¨ngige Optimierungsaufgabe
f(x, y) −→ min
x
g(x, y) ≤ 0
h(x, y) = 0
(2.2)
lo¨st. Hierbei sind
• (x, y) ∈ Rn × Rm
• f, F : Rn × Rm 7→ R reellwertige Funktionen
• g : Rn×Rm 7→ Rp1 , h : Rn×Rm 7→ Rp2 und G : Rm 7→ Rp3 jeweils vektorwertige
Funktionen.
Außerdem seien alle auftretenden Funktionen stetig. Sofern nicht explizit anders ange-
geben, gelte die folgende allgemeine Voraussetzung (V1):
Die Menge {(x, y) : g(x, y) ≤ 0, h(x, y) = 0} sei kompakt. (V1)
Dies sichert zum einen die Lo¨sbarkeit von (2.2) fu¨r ein y, falls der zugeho¨rige zula¨ssige
Bereich von (2.2) nichtleer ist. Zum anderen lassen sich dadurch Existenzaussagen zu
Lo¨sungen von (2.1) einfacher nachweisen. Auf Abschwa¨chungen dieser Voraussetzung
wird an gegebener Stelle hingewiesen werden.
Die Aufgabe (2.1) bezeichnet man in der Literatur als obere Ebene bzw. Aufgabe des
Leaders und die Aufgabe (2.2) als untere Ebene bzw. Aufgabe des Followers, wobei
die Begriffe aufgrund der hierarchischen Struktur der Aufgabe verwendet werden. Die
Anfu¨hrungszeichen in der Aufgabe der oberen Ebene sollen zum Ausdruck bringen,
dass bei nichteinelementiger Optimalmenge Ψ(y) fu¨r einen Parameter y unklar bzw.
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unsicher ist, welche Optimallo¨sung der unteren Ebene der Follower wa¨hlt und welchen
Zielfunktionswert der Leader damit fu¨r die obere Ebene bei der Optimierung verwenden
soll. Dies zu kla¨ren ist Gegenstand des na¨chsten Abschnitts.
Fu¨r die parametrische Optimierungsaufgabe (2.2) werden zuna¨chst grundlegende Be-
griffe bereitgestellt. Dazu sei 2M die Potenzmenge einer Menge M .
Definition 2.1: Die Punkt-Menge-Abbildung Ψ : Rm 7→ 2Rn mit
Ψ(y) = argmin
x
{f(x, y) : g(x, y) ≤ 0, h(x, y) = 0}
nennt man Optimalmengenabbildung und die Funktion
ψ(y) = min
x
{f(x, y) : g(x, y) ≤ 0, h(x, y) = 0}
heißt Optimalwertfunktion. Die Menge dom Ψ = {y : Ψ(y) 6= ∅} wird als Domain der
Punkt-Menge-Abbildung bezeichnet.
Desweiteren ist der Begriff zula¨ssige Lo¨sung (x, y) fu¨r die Zwei-Ebenen-Aufgabe (2.1)
so zu verstehen, dass G(y) ≤ 0 und x ∈ Ψ(y) gelten.
2.1.2 Optimalita¨tsbegriffe
Fu¨r die Lo¨sung der Problematik bei nichteinelementiger Optimalmenge Ψ(y) existieren
mehrere Ansa¨tze in der Literatur.
1. Es wird die eindeutige Lo¨sbarkeit der Aufgabe der unteren Ebene (2.2) fu¨r alle




{F (x(y), y) : G(y) ≤ 0}
vereinfacht.
2. Es wird der sogenannte optimistische Zugang betrachtet, der unterstellt, dass der
Follower mit dem Leader kooperiert und deshalb unter seinen Optimallo¨sungen
stets diejenige auswa¨hlt, welche fu¨r die Zielfunktion des Leaders am besten ist.
3. Hingegen geht der sogenannte pessimistische Zugang genau vom Gegenteil aus,
d.h. der Follower schadet dem Leader so sehr er kann, in dem er unter seinen Op-
timallo¨sungen der unteren Ebene stets diejenige wa¨hlt, welche am schlechtesten
fu¨r die Zielfunktion des Leaders ist. Außerdem kann dieser Zugang auch als kon-
servative Lo¨sung des Leaders interpretiert werden, wenn dieser nicht weiß, welche
Optimallo¨sung der Follower wa¨hlt.
4. Eine weitere Mo¨glichkeit bieten sogenannte Auswahlfunktionen, die jedem Para-
meterwert eine Optimallo¨sung der unteren Ebene zuweisen, also eine Verallge-
meinerung des optimistischen bzw. pessimistischen Zugangs darstellen, siehe z.B.
[53].
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Im weiteren Verlauf sollen der optimistische und pessimistische Zugang genauer un-




{F (x, y) : x ∈ Ψ(y)}
und der pessimistischen Lo¨sungsfunktion
ϕp(y) = max
x
{F (x, y) : x ∈ Ψ(y)}
die folgenden beiden Aufgaben
min{ϕo(y) : G(y) ≤ 0} (2.3)
bzw.
min{ϕp(y) : G(y) ≤ 0} (2.4)
zu lo¨sen, wobei der Begriff einer Lo¨sung anhand dieser Aufgaben definiert wird.
Definition 2.2: Eine fu¨r die Zwei-Ebenen-Aufgabe zula¨ssige Lo¨sung (x, y) heißt lo-
kal optimistische Lo¨sung, wenn y eine lokale Lo¨sung von (2.3) ist und x in Ψ(y)
liegt sowie ϕo(y) = F (x, y) gilt, d.h. fu¨r alle y aus einer Umgebung U von y mit
G(y) ≤ 0 und x ∈ Ψ(y) gilt die Beziehung F (x, y) ≤ F (x, y). Man nennt (x, y) lokal
pessimistische Lo¨sung, wenn y eine lokale Lo¨sung von (2.4) ist und x in Ψ(y) liegt
sowie ϕp(y) = F (x, y) gilt, d.h. fu¨r alle y aus einer Umgebung von y mit G(y) ≤ 0
existiert ein x ∈ Ψ(y) mit F (x, y) ≤ F (x, y).
Kann als Umgebung U = Rm verwendet werden, so spricht man von global optimisti-
schen bzw. pessimistischen Lo¨sungen, wobei in Kurzform das Wort global entfa¨llt.
Bemerkung: An manchen Stellen der Arbeit wird auch y als lokal optimistische bzw.
pessimistische Lo¨sung bezeichnet werden. Dies soll dann stets bedeuten, dass ein x
gema¨ß obiger Defintion existiert, so dass (x, y) lokal optimistische bzw. pessimistische
Lo¨sung der Aufgabe ist.
Bemerkung: Man kann in der oberen Ebene auch Nebenbedingungen bezu¨glich x
formulieren, d.h. anstatt G(y) wird eine Funktion G(x, y) verwendet. Eine entspre-
chende Verallgemeinerung der Lo¨sungsbegriffe und Existenzsa¨tze fu¨r Lo¨sungen ist dafu¨r
mo¨glich, siehe z.B. [53]. Dieser Fall wird in der Literatur aber eher selten betrachtet
und soll deswegen auch hier nicht weiter untersucht werden.
Eine etwas eigenartige Definition einer Lo¨sung findet sich in [38]. Dort wird unter
Beibehaltung der hier verwendeten Notationen eine Lo¨sung wie folgt definiert. Ein
y mit G(y) ≤ 0 ist lokal optimal, wenn kein y mit G(y) ≤ 0 existiert, so dass
ϕp(y) < ϕo(y). D.h. kein Funktionswert der pessimistischen Lo¨sungsfunktion ist besser
als der Funktionswert der optimistischen Lo¨sungsfunktion in y. Fu¨r diese Definition
einer Lo¨sung wird keine praktische Bedeutung angegeben und im Allgemeinen ko¨nnen
sehr viele Lo¨sungen existieren.
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Beispiel 2.1: Betrachtet sei die Aufgabe
− x2 −→ min
y ∈ [0, 5]
x ∈ argmin {z1 : z1 + z2 ≤ 10, z1 − z2 ≤ 0, z1 ≥ y, z ≥ 0} .
Dann ergibt sich als Optimalmengenabbildung
Ψ(y) = conv {(y, y), (y, 10− y)}
und damit
ϕo(y) = y − 10 sowie ϕp(y) = −y .
Folglich ist jedes y ∈ [0, 5] eine Lo¨sung im Sinne von [38]. #
Bemerkung: Es existieren sowohl die optimistische Lo¨sung y = 0 als auch die pessi-
mistische Lo¨sung y = 5.
Als na¨chstes soll ein Beispiel zeigen, dass die Existenz einer Lo¨sung im pessimistischen
Fall selbst fu¨r Zwei-Ebenen-Optimierungsaufgaben, wo die untere Ebene stets eine li-
neare Optimierungsaufgabe darstellt, im Allgemeinen nicht gesichert ist.
Beispiel 2.2: Betrachtet sei die Aufgabe
− x2 − y1 − y2 −→ min
1 ≤ y1 ≤ 2
1 ≤ y2 ≤ 2
(x1, x2) ∈ argmin {−y1z1 − y2z2 : z1 + z2 ≤ 3, −z1 + z2 ≤ 1, z1 − z2 ≤ 1, z ≥ 0} .




(2, 1) fu¨r y1 > y2
conv {(2, 1) , (1, 2)} fu¨r y1 = y2




−y1 − y2 − 1 fu¨r y1 ≥ y2
−y1 − y2 − 2 fu¨r y1 < y2 ,
d.h. der infimale Zielfunktionswert −6 wird u¨ber dem Quadrat [1, 2]2 nicht angenom-
men. #
Dieses Beispiel zeigt, dass eine pessimistische Lo¨sung nicht existieren muss. Im Fol-
genden soll nun untersucht werden, unter welchen Voraussetzungen optimistische bzw.
pessimistische Lo¨sungen existieren. Dazu werden zuna¨chst Stetigkeitsbegriffe fu¨r Punkt-
Menge-Abbildungen beno¨tigt.
Definition 2.3: Es sei M : Rm 7→ 2X mit X ⊆ Rn eine Punkt-Menge-Abbildung.
Dann nennt man M in y ∈ dom M
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• abgeschlossen, wenn fu¨r alle konvergenten Folgen (xk, yk) → (x, y) mit xk ∈
M(yk) fu¨r alle k der Grenzwert x in M(y) liegt.
• oberhalbstetig (im Sinne von Berge), falls fu¨r alle offenen Mengen V mit
M(y) ⊆ V eine Umgebung U von y existiert, so dass M(y) ⊆ V fu¨r alle
y ∈ U .
• unterhalb(folgen)stetig, falls fu¨r alle x ∈M(y) und jede Folge yk → y eine Folge
xk → x mit xk ∈M(yk) existiert.
Ist die Abbildung in allen Punkten oberhalb-/unterhalbstetig, so nennt man diese Ab-
bildung oberhalb-/unterhalbstetig.
Bemerkung: In der Literatur existieren verschiedene Halbstetigkeitsbegriffe im Sin-
ne von Berge und Hausdorff, siehe [8]. Die hier definierte Unterhalbstetigkeit ist
a¨quivalent zur Unterhalbstetigkeit im Sinne von Berge, welche wiederum durch die
Unterhalbstetigkeit im Sinne von Hausdorff impliziert wird. Unter der Vorausset-
zung, dass X kompakt ist, sind die Begriffe abgeschlossen und oberhalbstetig im Sinne
von Berge als auch im Sinne von Hausdorff a¨quivalent.
Damit lassen sich nun Existenzresultate fu¨r optimistische und pessimistische Lo¨sungen
angeben.
Satz 2.1: Es gelte die Voraussetzung (V1). Falls die Optimalmengenabbildung Ψ
oberhalbstetig auf dom Ψ ist, dann existiert eine optimistische Lo¨sung der Zwei-
Ebenen-Optimierungsaufgabe (2.1). Eine pessimistische Lo¨sung existiert hingegen,
wenn Ψ unterhalbstetig ist.
Beweis: Folgt unmittelbar aus Satz 4.2.2 in [8], weil ϕo und ϕp unter den Vorausset-
zungen des Satzes unterhalbstetig sind. 
Als interessant erweist sich jetzt die Frage, unter welchen Voraussetzungen an die Daten,
also die Funktionen f, g und h, die jeweiligen Halbstetigkeitseigenschaften gesichert
werden ko¨nnen und wie einschneidend diese sind.
Satz 2.2: Wenn fu¨r einen Parameter y in allen optimalen Lo¨sungen x ∈ Ψ(y) die
Regularita¨tsbedingung Mfcq erfu¨llt ist und die Voraussetzung (V1) gilt, dann folgt
daraus die Oberhalbstetigkeit von Ψ in y.
Beweis: Siehe z.B. [25]. 
Bemerkung: Die Mangasarian-Fromowitz Constraint Qualification Mfcq ist in ei-
nem Punkt (x, y) erfu¨llt, falls die Gradienten {∇xhj(x, y) : j = 1, . . . , p2} linear
unabha¨ngig sind und das System
∇xgi(x, y) · d < 0 ∀i : gi(x, y) = 0
∇xhj(x, y) · d = 0 ∀j = 1, . . . , p2
eine Lo¨sung besitzt.
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Folgerung: Die Zwei-Ebenen-Optimierungsaufgabe (2.1) besitzt eine optimistische Lo¨-
sung, falls fu¨r alle (x, y) mit G(y) ≤ 0 und x ∈ Ψ(y) fu¨r die Optimierungsaufgabe
der unteren Ebene (2.2) Mfcq erfu¨llt ist und die Voraussetzung (V1) gilt.
Bemerkung: Die Kompaktheitsvoraussetzung la¨sst sich z.B. durch ein infimales
Wachstum der Zielfunktion F der oberen Ebene ersetzen, d.h. fu¨r alle Folgen (xk, yk)
mit ‖(xk, yk)‖ → ∞ gilt auch F (xk, yk)→∞, siehe z.B. [25, 35, 61]. Ha¨ufig wird aber
in der Literatur die Kompaktheit gefordert.
Insgesamt sind die Voraussetzungen nicht als zu hart einzustufen. Das na¨chste Beispiel
soll zeigen, dass auf die Regularita¨tsbedingung nicht verzichtet werden kann.
Beispiel 2.3: Es sei die Aufgabe
− x+ y2 −→ min
− 1 ≤ y ≤ 1
x ∈ argmin {z : yz ≤ 0, −1 ≤ z ≤ 1}
betrachtet. Dann ergibt sich fu¨r die Optimalmengenabbildung
Ψ(y) =
{
{0} fu¨r y < 0




y2 fu¨r y < 0
1 + y2 fu¨r y ≥ 0 ,
d.h. der infimale Funktionswert wird hier nicht angenommen, was an der fehlenden
Mfcq in x = −1 fu¨r y = 0 liegt. #
Beim pessimistischen Zugang stellt sich die Situation hingegen anders dar. Dort ist die
Unterhalbstetigkeit von Ψ no¨tig, was nur unter wesentlich ha¨rteren Voraussetzungen
mo¨glich ist, wozu zuna¨chst der Begriff einer schwach analytischen Funktion beno¨tigt
wird.
Definition 2.4: Eine unterhalbstetige konvexe Funktion heißt schwach analytisch, falls
aus f(λx+(1−λ)y) = c fu¨r λ ∈ [0, 1] und x 6= y folgt, dass dies sogar fu¨r alle λ ∈ R
gilt.
Folgerung: Jede lineare, quadratisch konvexe, streng konvexe und analytisch konvexe
Funktion ist schwach analytisch.
Damit la¨sst sich der folgende Satz beweisen.
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Satz 2.3 ([8]): Die untere Ebene besitze die Form
f(x) −→ min
gi(x) ≤ yi i = 1, . . . , p1 , (2.5)
d.h. die Zielfunktion der unteren Ebene ist unabha¨ngig vom Parameter y und in den
Nebenbedingungen treten die Parameter nur in der rechten Seite auf. Außerdem seien
die Funktionen f und gi konvex und schwach analytisch. Dann ist die Optimalmen-
genabbildung Ψ(y) unterhalbstetig, falls Ψ(y) 6= ∅ fu¨r alle y.
Folgerung: Unter den Voraussetzungen des Satzes besitzt die Zwei-Ebenen-Aufgabe
(2.1) eine pessimistische Lo¨sung, falls die Menge {(x, y) : g(x)− y ≤ 0} kompakt ist.
Diese Schlußfolgerung findet sich z.B. auch in [42].
Bemerkung: Die Kompaktheitsvoraussetzung la¨sst sich alternativ z.B. wieder durch
ein infimales Wachstum der Zielfunktion F ersetzen, siehe [42, 61].
An dieser Stelle soll nun noch eine Beziehung zwischen schwach analytischen Funktio-
nen und LFS-Funktionen (locally flat surface) hergestellt werden. Letztere wurden von
Zlobec eingefu¨hrt [68].
Definition 2.5: Eine konvexe differenzierbare Funktion f : Rn 7→ R besitzt die LFS-
Eigenschaft in x, wenn der Annulator des Gradienten mit dem Kegel der konstanten
Richtungen u¨bereinstimmt, d.h. N(∇f(x)) = D=f (x) , wobei
N(∇f(x)) = {d : ∇f(x) · d = 0}
D=f (x) = {d| ∃t > 0 : f(x) = f(x+ td) ∀t ∈ (0, t]} .
Besitzt f diese Eigenschaft fu¨r alle x, so nennt man f LFS-Funktion.




(x− 1)2 fu¨r x > 1
0 fu¨r x ∈ [−1, 1]
(x+ 1)2 fu¨r x < −1
.
Dann ist f nicht schwach analytisch, besitzt aber in allen Punkten x bis auf |x| = 1
die LFS-Eigenschaft. Umgekehrt ist f(x) = x1 + x
2
2 schwach analytisch, besitzt aber
in keinem Punkt die LFS-Eigenschaft. #
Das letzte Beispiel zeigte, dass schwach analytische Funktionen keine LFS-Funktionen
sein mu¨ssen. Setzt man die LFS-Eigenschaft in allen Punkten voraus, dann la¨sst sich
aber die Umkehrung nachweisen.
Satz 2.4: Eine LFS-Funktion f ist auch schwach analytisch.
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Beweis: Da aufgrund von Definition 2.5 f konvex und differenzierbar ist, genu¨gt es
zu zeigen, dass aus f(λx+ (1− λ)y) = c fu¨r λ ∈ [0, 1] und x 6= y folgt, dass dies fu¨r
alle λ ∈ R gilt. Sei also f auf conv {x, y} konstant und
λ = inf{λ : f(λx+ (1− λ)y) 6= c, λ ≥ 1} .
Angenommen λ <∞. Damit gilt f(λx+ (1− λ)y) = c fu¨r λ ∈ [0, λ) und folglich
f ′(λx+ (1− λ)y; y − x) = ∇f(λx+ (1− λ)y) · (y − x) = 0 .
Aufgrund der LFS-Eigenschaft in λx+ (1− λ)y gilt aber
(x− y) ∈ N(∇f(λx+ (1− λ)y)) = D=f (λx+ (1− λ)y) ,
d.h. ein Widerspruch zur Definition von λ und damit zur Endlichkeit dieses Wertes.
Durch Vertauschen der Rollen von x und y erha¨lt man, dass die Funktion konstant
auf der von x und y erzeugten Geraden ist. 
Schließlich wird durch die na¨chste Aussage eine Mo¨glichkeit gegeben um zu u¨berpru¨fen,
ob fu¨r eine spezielle Klasse von Funktionen eine LFS-Funktion vorliegt.
Lemma 2.5 ([68]): Es besitze f : Rn 7→ R die Darstellung f(x) = ϕ(Ax+b)+a⊤x+
c, wobei A ∈ Rm×n, b ∈ Rm, a ∈ Rn, c ein Skalar und ϕ eine streng konvexe Funktion
seien. Außerdem sei f differenzierbar. Falls ∇f(x) = 0, dann besitzt f genau dann
die LFS-Eigenschaft in x, wenn f eine konstante Funktion ist. Im Falle ∇f(x) 6= 0







Bemerkung: Eine Funktion f , wie sie im Lemma gegeben ist, nennt man in der
Literatur faithfully konvex.
Folgerung: Eine streng konvexe differenzierbare Funktion f : R 7→ R ist eine LFS-
Funktion genau dann, wenn sie kein Minimum besitzt, also der Gradient an keiner Stelle
verschwindet.
Bemerkung: Hingegen besitzt jede Funktion f : Rn 7→ R mit n ≥ 2 in x nicht die
LFS-Eigenschaft, wenn ∇f(x) 6= 0 und D=f (x) = {0}.
Wie aus den letzten Ausfu¨hrungen deutlich wurde, sind die Voraussetzungen von
Satz 2.3 fu¨r die Existenz pessimistischer Lo¨sungen doch recht hart. Deshalb sollen
nun Auswege, d.h. leichte Modifikationen des Lo¨sungbegriffes, vorgestellt werden, wo
eine Lo¨sung unter weit weniger einschneidenden Voraussetzungen existiert.
Eine Mo¨glichkeit bieten sogenannte schwache Lo¨sungen. Die Idee besteht einfach darin
in (2.4) nicht mehr das Minimum zu verwenden, welches mo¨glicherweise nicht existiert,
sondern das Infimum.
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Definition 2.6: Ein y ∈ dom Ψ heißt schwach/asymptotisch pessimistische Lo¨sung,
falls ein x ∈ Ψ(y) und eine Folge (yk) existieren, so dass yk → y sowie
ϕp(y
k)→ inf{ϕp(y) : G(y) ≤ 0} und inf{ϕp(y) : G(y) ≤ 0} = F (x, y) .
Bemerkung: Aufgrund der vorausgesetzten Kompaktheit in (V1) besteht kein Unter-
schied zwischen schwachen und asymptotischen Lo¨sungen. In [61] werden diese Begriffe
zuna¨chst getrennt voneinander eingefu¨hrt und spa¨ter wird die A¨quivalenz zwischen
beiden Definitionen bei Kompaktheit nachgewiesen.
Folgerung: Eine pessimistische Lo¨sung ist auch eine schwach pessimistische Lo¨sung.
Fu¨r schwach pessimistische Lo¨sungen gilt im Allgemeinen nicht
ϕp(y) = inf{ϕp(y) : G(y) ≤ 0} ,
siehe Beispiel 2.2. Falls diese Beziehung fu¨r eine schwach pessimistische Lo¨sung gilt,
dann ist diese Lo¨sung auch eine pessimistische Lo¨sung der Aufgabe.
Die Existenz einer schwachen Lo¨sung ist unter sehr milden Voraussetzungen bereits
gesichert.
Satz 2.6: Die Zwei-Ebenen-Optimierungsaufgabe (2.1) besitzt eine schwach pessimis-
tische Lo¨sung, falls fu¨r alle (x, y) mit G(y) ≤ 0 und x ∈ Ψ(y) in der unteren Ebene
Mfcq erfu¨llt ist sowie die Voraussetzung (V1) gilt.
Beweis: Aus Satz 2.2 folgt unter den Voraussetzungen des Satzes die Oberhalbstetig-
keit von Ψ. Dies ist aufgrund der Voraussetzung (V1) a¨quivalent zur Abgeschlossenheit
von Ψ. Damit folgt fu¨r eine Folge (xk, yk) mit
• G(yk) ≤ 0
• xk ∈ Ψ(yk) und ϕp(yk) = F (xk, yk)
• inf{ϕp(y) : G(y) ≤ 0} = limk→∞ ϕp(yk)
o.B.d.A. die Existenz eines Grenzwertes (x, y) ∈ grph Ψ, fu¨r den aufgrund der Stetig-
keit von F die Beziehung F (x, y) = inf{ϕp(y) : G(y) ≤ 0} gilt. 
Bemerkung: Die Voraussetzungen des Satzes stimmen mit denen der Folgerung nach
Satz 2.2 u¨berein, wo ein Existenzresultat fu¨r die optimistische Lo¨sung formuliert wurde.
Beispiel 2.5: In Beispiel 2.2 existierte keine pessimistische Lo¨sung und es galt
ϕp(y) =
{
−y1 − y2 − 1 fu¨r y1 ≥ y2
−y1 − y2 − 2 fu¨r y1 < y2 ,
d.h. der infimale Zielfunktionswert −6 wird durch eine Folge yk → (2, 2) = y mit
yk1 < y
k
2 erzielt und es gilt mit x = (2, 1) ∈ Ψ(y) die Gleichung
F (x, y) = inf{ϕp(y) : G(y) ≤ 0} ,
d.h. (x, y) ist eine schwach pessimistische Lo¨sung. #
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Ein anderer Ausweg besteht darin als Lo¨sungsmenge der unteren Ebene ε-optimale
Lo¨sungen zu verwenden, d.h. als Lo¨sungsmenge der unteren Ebene wird
Ψε = {x : g(x, y) ≤ 0, h(x, y) = 0, f(x, y) ≤ ε+ ψ(y)}
statt Ψ(y) benutzt. Fu¨r diese Punkt-Menge-Abbildung kann die Unterhalbstetigkeit
unter wesentlich leichter zu erfu¨llenden Voraussetzungen nachgewiesen werden, siehe
[8, 53]. Aufgrund der Unterhalbstetigkeit von Ψε ist dann auch
max{F (x, y) : x ∈ Ψε(y)}





F (x, y) (2.6)
gesichert.
Es erschienen zahlreiche Arbeiten in denen dieser Zugang ausfu¨hrlich theoretisch unter-
sucht wurde, wobei ha¨ufig zusa¨tzlich noch Sto¨rungen der Zielfunktionen in der unteren
und oberen Ebene mit einbezogen wurden, siehe [1, 2, 40, 41]. Hierbei wird in [1] sogar




{F (x, y) : g(x, y) ≤ 0, h(x, y) = 0} 6= ∅
fu¨r alle y gilt. Damit spielt aber bei der Berechnung von ϕp(y) die Menge Ψ(y) keine
Rolle mehr und F (x, y) wird nur noch u¨ber dem zula¨ssigen Bereich der unteren Ebene
maximiert.
2.1.3 Transformationen der Aufgabe
Um Optimalita¨tsbedingungen oder Algorithmen fu¨r die Zwei-Ebenen-Optimierungs-
aufgabe (2.1) zu beschreiben, wird in den meisten Arbeiten eine Transformation dieser
Aufgabe durchgefu¨hrt. Im Wesentlichen gibt es hierzu zwei Mo¨glichkeiten, welche aber
lediglich fu¨r den optimistischen Zugang funktionieren. In beiden Fa¨llen ersetzt man die
optimistische Aufgabe zuna¨chst durch
min
x,y
{F (x, y) : x ∈ Ψ(y), G(y) ≤ 0} . (2.7)
Bezu¨glich globaler Lo¨sungen ist die Aufgabe a¨quivalent zum optimistischen Zugang,
was fu¨r lokale Lo¨sungen nicht notwendig gelten muss. Die Ursache hierfu¨r liegt dar-
in begru¨ndet, dass bei der Bestimmung des Zielfunktionswertes der optimistischen
Lo¨sungsfunktion nicht nur Lo¨sungen aus der Umgebung eines Punktes x ∈ Ψ(y) be-
trachtet werden.
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Beispiel 2.6: Betrachtet sei die Aufgabe
− x2 + y2 −→ min
− 1 ≤ y ≤ 1





{−2} fu¨r y > 0
{1} fu¨r y < 0
[−2, 1] fu¨r y = 0
stellt der Punkt (x, y) = (1, 0) eine lokale Lo¨sung von (2.7) dar. Allerdings gilt ϕo(0) =
−4, d.h. (x, y) ist keine lokal optimistische Lo¨sung. #
Bemerkung: Jede lokal optimistische Lo¨sung von (2.1) ist eine lokale Lo¨sung von
(2.7).
Eine Mo¨glichkeit die Aufgabe (2.7) zu transformieren besteht darin, die Optimalmen-




{F (x, y) : f(x, y) ≤ ψ(y), g(x, y) ≤ 0, h(x, y) = 0, G(y) ≤ 0} , (2.8)
wobei die Optimalwertfunktion natu¨rlich nur implizit gegeben ist. Dieser Zugang bietet
den Vorteil, dass er a¨quivalent zu (2.7) ist, weil keine zusa¨tzlichen Variablen in die
Aufgabe aufgenommen werden. Optimalita¨tsbedingungen wurden daraus z.B. in [64]
abgeleitet.
Eine andere Mo¨glichkeit die Aufgabe (2.7) zu transformieren bieten die KKT-Bedin-
gungen. Dies setzt allerdings voraus, dass die Aufgabe der unteren Ebene konvex ist
und in allen optimalen Lo¨sungen eine Regularita¨tsbedingung erfu¨llt ist, damit die
U¨berpru¨fung der hinreichenden Bedingungen entfallen kann.
F (x, y) −→ min
x,y,λ,µ
G(y) ≤ 0
∇xf(x, y) + λ⊤∇xg(x, y) + µ⊤∇xh(x, y) = 0
g(x, y) ≤ 0
h(x, y) = 0
λ ≥ 0
λ⊤g(x, y) = 0
(2.9)
Hinsichtlich globaler Lo¨sungen ist diese Ersatzaufgabe wieder a¨quivalent zum optimis-
tischen Zugang. Bei lokalen Lo¨sungen gilt dies leider nicht mehr, siehe z.B. [27].
Lemma 2.7: Die untere Ebene sei fu¨r alle Parameterwerte y eine konvexe Optimie-
rungsaufgabe und es sei in jeder Optimallo¨sung x ∈ Ψ(y) eine Regularita¨tsbedingung
erfu¨llt. Dann ist fu¨r eine lokal optimistische Lo¨sung (x, y) eine fu¨r (2.9) zula¨ssige
Lo¨sung (x, y, λ, µ) lokal optimal fu¨r (2.9).
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Die Umkehrung dieser Aussage gilt im Allgemeinen nicht mehr, selbst wenn die Lo¨sung
der unteren Ebene stets eindeutig bestimmt ist, und damit die Problematik aus Bei-
spiel 2.6 nicht auftreten kann. Dies liegt daran, dass in (2.9) die Lagrange-Multipli-
katoren in die Umgebung einfließen und man damit einfach den falschen Lagrange-
Multiplikator gewa¨hlt haben kann, der eine lokale Verbesserung der Lo¨sung verhindert,
d.h. eine lokale Lo¨sung von (2.9) muss keine lokale Lo¨sung von (2.7) sein.
Beispiel 2.7: Fu¨r die Aufgabe
− x− y −→ min
− 1 ≤ y ≤ 1
x ∈ argmin {z : z ≥ y, z ≥ −y, z ≤ 2}
gilt Ψ(y) = |y| und damit F (Ψ(y), y) = min{0,−2y}, d.h. diese Aufgabe besitzt nur
die lokal optimistische Lo¨sung (1, 1). Fu¨r (2.9)
−x− y −→ min
y ∈ [−1, 1]
1− λ1 − λ2 + λ3 = 0
x ∈ [|y|, 2]
λ ≥ 0
λ1(x− y) = 0
λ2(−x− y) = 0
λ3(x− 2) = 0
ist (x, y, λ) aus einer Umgebung von (0, 0, λ) zula¨ssig, wenn λ1 + λ2 = 1 und λ3 = 0
gilt. Betrachtet man λ = (0, 1, 0) so gilt wegen der Zula¨ssigkeit fu¨r (2.9) in einer
Umgebung stets λ2 > 0 und damit aufgrund x = −y die Beziehung y ≤ 0. D.h.
der Punkt (x, y, λ) = (0, 0, 0, 1, 0) ist lokal optimal fu¨r (2.9). Wa¨hlt man hingegen
λ = (1, 0, 0), so sind die Punkte (x, y, λ) = (ε, ε, 1, 0, 0) zula¨ssig fu¨r (2.9) und folglich
ist (0, 0, λ) nicht lokal optimal. #
Dies hat natu¨rlich zur Folge, dass Algorithmen, welche lokale Lo¨sungen von (2.9) er-
mitteln, im Allgemeinen keine lokale Lo¨sung von (2.7) bzw. eine lokal optimistische
Lo¨sung der Zwei-Ebenen-Aufgabe (2.1) liefern.
2.1.4 Eckpunkteigenschaft
In der linearen Optimierung kann man stets eine optimale Lo¨sung in einem Eckpunkt
des zula¨ssigen Bereiches finden bzw. auch die Maximierung einer quasikonvexen Funk-
tion u¨ber einem Polytop liefert einen Eckpunkt als Lo¨sung. Unter gewissen Vorausset-
zungen la¨sst sich dieses Resultat auf Zwei-Ebenen-Optimierungsaufgaben verallgemei-
nern, wobei hier zuna¨chst der optimistische Zugang betrachtet wird. Die Untersuchung
im pessimistischen Fall folgt in einem spa¨teren Kapitel.
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Betrachtet sei zuna¨chst die lineare Zwei-Ebenen-Optimierungsaufgabe
d⊤1 x+ d
⊤




{c⊤z : A2z ≤ b2 − B2y} .
(2.10)
Dann la¨sst sich die folgende Eckpunkteigenschaft nachweisen.
Satz 2.8: Die Menge P = {(x, y) : A1x + B1y ≤ b1, A2x + B2y ≤ b2} sei kompakt
und es existiere ein Paar (x, y) ∈ P mit x ∈ Ψ(y). Dann besitzt die Zwei-Ebenen-
Optimierungsaufgabe (2.10) eine optimistische Lo¨sung, welche ein Eckpunkt von P
ist.
Beweis: Der Beweis beruht auf der Tatsache, dass sich die Menge aller zula¨ssigen
Punkte fu¨r die obere Ebene als Vereinigung von endlich vielen Seitenfla¨chen beschreiben
la¨sst, siehe [9, 45]. 
Bemerkung: Die Kompaktheit von P kann durch die Beschra¨nktheit von d⊤1 x+d
⊤
2 y
nach unten u¨ber P ersetzt werden.
Auch fu¨r nichtlineare Aufgaben
F (x, y) −→ min
A1x+ B1y ≤ b1
x ∈ argmin
z
{f(z, y) : A2z ≤ b2 − B2y} .
(2.11)
la¨sst sich a¨hnliches nachweisen, wobei hier die Voraussetzungen etwas ha¨rter sind, siehe
[17, 18].
Satz 2.9 ([18]): Es seien die Menge {(x, y) : A2x + B2y ≤ b2} kompakt, F quasi-
konkav auf {(x, y) : A1x + B1y ≤ b1}, f quasikonkav auf {x : A2x ≤ b2 − B2y}
fu¨r alle y, die untere Ebene besitze stets eine eindeutige Lo¨sung und es existiere ein
Paar (x, y) ∈ P mit x ∈ Ψ(y). Dann besitzt die Zwei-Ebenen-Aufgabe (2.11) eine
optimistische Lo¨sung in einem Eckpunkt von P .
Der wesentliche Unterschied in den Voraussetzungen zum linearen Fall liegt in der vor-
ausgesetzten Einelementigkeit der Optimalmenge der unteren Ebene. Wie das folgende
Beispiel zeigt, kann darauf nicht verzichtet werden.
Beispiel 2.8: Fu¨r die Aufgabe
− x −→ min
y ≤ 7
x ∈ argmin {−(z − 1)2 : z + 4y ≥ 5, y − 2z ≤ 8, 4z + y ≤ 20}
sind die zula¨ssigen Lo¨sungen fu¨r die obere Ebene in Abbildung 2.1 hervorgehoben.
Wie man erkennen kann, ist die optimistische Lo¨sung durch den Punkt (4, 4) gegeben,
welcher kein Eckpunkt des Polytops P (schraffiert dargestellt) ist. #
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Abbildung 2.1: Zula¨ssige Lo¨sungen im Beispiel 2.8
Fu¨r quadratische Aufgaben in der unteren Ebene muss die Voraussetzung der eindeu-
tigen Lo¨sbarkeit der unteren Ebene nicht gestellt werden, allerdings findet man die




x⊤Qx+ c(y)⊤x −→ min
A2x ≤ b2 − By
(2.12)
mit einer positiv semidefiniten Matrix Q und einer linearen Funktion c(y).
Satz 2.10 ([18]): Betrachtet sei die Aufgabe
F (x, y) −→ min





z⊤Qz + c(y)⊤z : A2z ≤ b2 −B2y
}
mit einer quasikonkaven Funktion F und kompakter Menge {(x, y) : A2x+B2y ≤ b2}.
Dann besitzt die Aufgabe eine optimistische Lo¨sung in einem Eckpunkt von
A1x+ B1y ≤ b1
A2x+ B2y ≤ b2
Qx+ c(y) + A⊤2 u ≤ 0
u ≥ 0 .
(2.13)
Beispiel 2.9: Es sei die Aufgabe
− (x2 + y2) −→ min
1 ≤ y ≤ 2
x ∈ argmin {z2 − 2z : z ≤ 2 + y, −z ≤ 1 + y}
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Abbildung 2.2: Polyeder P im Beispiel 2.9
betrachtet. Offensichtlich ist fu¨r jeden Parameterwert y die Lo¨sung der unteren Ebene
durch x = 1 gegeben. Daher ist (x, y) = (1, 2) die optimistische Lo¨sung der Aufgabe,
welche kein Eckpunkt von
{(x, y) : 1 ≤ y ≤ 2, x ≤ 2 + y,−x ≤ 1 + y}
ist, siehe Abbildung 2.2. Hingegen ist (x, y, u1, u2) = (1, 2, 0, 0) zula¨ssig fu¨r (2.9) und
stellt einen Eckpunkt von
{(x, y, u1, u2) : 1 ≤ y ≤ 2, 2x− 2 + u1 − u2 = 0, u ≥ 0, x ≤ 2 + y, −x ≤ 1 + y}
dar. #
2.1.5 Lo¨sungsverfahren
Optimalita¨tsbedingungen und Lo¨sungsalgorithmen werden meist unter Verwendung des
optimistischen Zuganges und einer der Ersatzaufgaben des vorletzten Abschnitts oder
unter der Voraussetzung der eindeutigen Lo¨sbarkeit der unteren Ebene fu¨r alle Para-
meter entwickelt.
Zuna¨chst ko¨nnte man auf die Idee kommen, die Ersatzaufgabe (2.9) mit Verfahren der
nichtlinearen differenzierbaren Optimierung zu lo¨sen. Allerdings ist dies aufgrund des
folgenden Lemmas nicht ohne weiteres mo¨glich.
Lemma 2.11 ([64]): In jedem zula¨ssigen Punkt von (2.9) ist die Regularita¨tsbedin-
gung Mfcq verletzt.
Bemerkung: Im Allgemeinen kann auch keine andere schwa¨chere Standard-Regulari-
ta¨tsbedingung der nichtlinearen Optimierung fu¨r (2.9) garantiert werden, was an der
Komplementarita¨tsbedingung liegt.
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Durch die Transformation mit Hilfe der KKT-Bedingungen entsteht eine spezielle In-
stanz eines Mpcc (mathematical programming problem with complementarity cons-
traints). Fu¨r diese Aufgabenklasse wurden die Standard-Regularita¨tsbedingungen ver-
allgemeinert, so dass sie auch leichter erfu¨llbar sind. Auch wurden Algorithmen zur
Lo¨sung dieser Aufgaben entwickelt, die gegen einen stationa¨ren Punkt konvergieren,
wobei das Stationarita¨tskonzept abha¨ngig vom Algorithmus und den gemachten Vor-
aussetzungen bezu¨glich der Regularita¨t ist. Darauf soll hier nicht weiter genauer ein-
gegangen werden, ein guter U¨berblick u¨ber Regularita¨tsbedingungen fu¨r Mpcc findet
sich in [34]. Viele der Algorithmen basieren auf der Regularisierung bzw. Gla¨ttung der
Komplementarita¨tsbedingung und betrachten eine Folge leichter zu lo¨sender Probleme.
Beispielhaft sei hier die zuerst entwickelte Regularisierungstechnik angefu¨hrt, bei der
λ⊤g(x, y) = 0 in (2.9) durch λigi(x, y) ≥ −ε fu¨r alle i = 1, . . . , p1 ersetzt wird und
man das entstehende Problem fu¨r ε ↓ 0 lo¨st, siehe [54]. Mittlerweile gibt es Verfahren
mit besseren theoretischen Eigenschaften, d.h. Algorithmen die gegen Punkte konver-
gieren, welche sta¨rkeren Stationarita¨tskonzepten genu¨gen, siehe z.B. [37] fu¨r einen sehr
neuen Zugang und einen U¨berblick sowie Vergleich bestehender Verfahren. An dieser
Stelle soll aber nochmals explizit darauf hingewiesen werden, dass selbst bei Ermittlung
einer lokalen Lo¨sung von (2.9) noch keine Lo¨sung der Aufgabe (2.7) bzw. (2.1) vorliegen
muss. Fu¨r eine detaillierte Untersuchung des Zusammenhangs zwischen Zwei-Ebenen-
Optimierungsaufgaben und Mpcc sei auf [27] verwiesen. In [44] werden notwendige
Modifikationen bestehender Verfahren fu¨r Mpcc betrachtet, um die Konvergenz gegen
stationa¨re Punkte der Zwei-Ebenen-Optimierungsaufgabe nachzuweisen.
Fu¨r globale Lo¨sungen sind der optimistische Zugang und die Ersatzaufgabe (2.9) a¨qui-
valent. Um diese Aufgabe global zu lo¨sen, wurden in der Literatur z.B. Branch&Bound-
Verfahren entwickelt, denn der zula¨ssige Bereich la¨sst sich in Teilbereiche
G(y) ≤ 0
∇xf(x, y) + λ⊤∇xg(x, y) + µ⊤∇xh(x, y) = 0
gI(x, y) ≤ 0
gJ(x, y) = 0




zerlegen, wobei I und J disjunkte Indexmengen mit I ∪ J = {1, . . . , p1} sind. Da die
entstehenden Probleme einfach zu lo¨sen sein sollten, wurde dieser Zugang vor allem fu¨r
lineare Zwei-Ebenen-Optimierungsaufgaben untersucht, siehe z.B. [10, 11, 58].
Im linearen Fall ko¨nnen die Komplementarita¨tsbedingungen auch mit einer Strafe in die
Zielfunktion von (2.9) aufgenommen werden. Es la¨sst sich dann zeigen, dass dies unter
gewissen Voraussetzungen eine exakte Strafe ist, d.h. fu¨r hinreichend großen Strafpara-
meter die Aufgaben a¨quivalent sind, siehe [62]. In dieser Arbeit sind die Voraussetzun-
gen nicht erfu¨llbar, aber in [19] wurden die gleichen Resultate mit einer modifizierten
Voraussetzung nachgewiesen. Problematisch hierbei ist allerdings die globale Lo¨sung
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der entstehenden Aufgabe zu ermitteln, da diese in der Zielfunktion bilineare Aus-
dru¨cke entha¨lt. A¨hnliche Resultate finden sich fu¨r den pessimistischen Zugang in [3],
wobei fu¨r den vorgestellten Algorithmus keinerlei Beispiele oder numerische Resultate
angegeben sind.
Eine weitere Mo¨glichkeit, im linearen Fall die Aufgabe unter dem optimistischen Zugang
global zu lo¨sen, beruht auf der Eckpunkteigenschaft aus dem letzten Abschnitt. Bei
einem sogenannten kth-Best Algorithmus werden die Eckpunkte des Polyeders
P = {(x, y) : A1x+ B1y ≤ b1, A2x+ B2y ≤ b2}
bezu¨glich der Zielfunktion d⊤1 x + d
⊤
2 y mit dem besten beginnend systematisch abge-
sucht, bis eine fu¨r die Zwei-Ebenen-Aufgabe
d⊤1 x+ d
⊤
2 y −→ min
A1x+ B1y ≤ b1
x ∈ argmin
z
{c⊤z : A2z ≤ b2 − B2y}
zula¨ssige und damit auch optimale Lo¨sung berechnet wurde. Ein solches Verfahren la¨sst
sich wie folgt beschreiben, siehe [15].
1. Minimiere u¨ber P die Zielfunktion d⊤1 x+d
⊤
2 y und erhalte einen Eckpunkt (x
1, y1).
Setze i = 1 und M1 =M2 = ∅.
2. Teste ob der Eckpunkt (xi, yi) zula¨ssig fu¨r die Zwei-Ebenen-Aufgabe ist. Wenn
ja, dann stoppe mit der globalen Lo¨sung (xi, yi).
3. Berechne alle adjazenten Eckpunkte zu (xi, yi) und fu¨ge diese M1 hinzu.M2 wird
der Eckpunkt (xi, yi) hinzugefu¨gt. Setze i = i+1 und ermittle anschließend einen
Eckpunkt (xi, yi) aus M1 \M2, der die Aufgabe
min{d⊤1 x+ d⊤2 y : M1 \M2}
lo¨st und gehe zu Schritt 2.
Dadurch werden die Eckpunkte von P nach aufsteigendem Zielfunktionswert fu¨r die
obere Ebene systematisch untersucht. Nachteilig bei diesem Verfahren ist, dass die
Menge M1 \M2 der zu untersuchenden Eckpunkte schnell sehr groß werden kann und
diese alle gespeichert werden mu¨ssen. Außerdem ist im Falle von degenerierten Lo¨sungen
die Ermittlung aller benachbarter Eckpunkte nicht ganz so einfach.
2.2 Enumeration von Eckpunkten eines Polyeders
In [7] werden unter Verwendung verschiedener Auswahlregeln fu¨r Pivotschritte Ver-
fahren zur Auflistung aller Eckpunkte eines Polyeders P = {x : Ax = b, x ≥ 0}
vorgestellt. An dieser Stelle soll dies fu¨r die Bland’sche Auswahlregel erla¨utert werden.
2 Grundlagen 22
Bezeichnung: Fu¨r eine Basismatrix B bezeichne I(B) ⊆ {1, . . . , n} die Menge der
Indizes der Basisvariablen.
Definition 2.7: Betrachtet sei eine lineare Optimierungsaufgabe
max{c⊤x : x ∈ P} (2.15)
sowie eine zula¨ssige, aber nicht optimale Basislo¨sung, d.h. es existiere ein negativer
Optimalita¨tsindikator, mit zugeho¨riger Basismatrix B. Fu¨r einen Simplexschritt nach
der Auswahlregel von Bland wird nun folgender Basistausch gewa¨hlt:
• In die Basis wird diejenige Nichtbasisvariable xs aufgenommen, fu¨r die der Op-
timalita¨tsindikator negativ ist und der Index s = min{j : ∆j < 0} minimal ist,
wobei ∆ die zum Basistableau geho¨renden Optimalita¨tsindikatoren bezeichne.







: (B−1A)is > 0
}
,
wobei im Falle der Nichteindeutigkeit r so gewa¨hlt wird, dass der zur r-ten Zeile
geho¨rende Index der Basisvariablen minimal ist.
Betrachtet sei nun Aufgabe (2.15), wobei die Lo¨sbarkeit der Aufgabe vorausgesetzt sei.
Zur Erzeugung aller Eckpunkte des Polyeders P nutzt man jetzt die Tatsache, dass
ausgehend von einer beliebigen zula¨ssigen Basislo¨sung von P mit der Auswahlregel
von Bland eine eindeutig bestimmte Folge von Basiswechseln existiert, mit welcher
man zu einer Optimallo¨sung von (2.15) gelangt. Setzt man zuna¨chst die Eindeutigkeit
des optimalen Basistableaus voraus, so kehrt man ausgehend von dieser Optimallo¨sung
das Simplexverfahren um, d.h. ausgehend von der Optimallo¨sung ergibt sich ein Baum,
wobei jeder Knoten einer Basislo¨sung entspricht und die Kanten Basiswechsel gema¨ß
der Auswahlregel von Bland widerspiegeln, womit von jedem Knoten ein eindeutig
bestimmter Weg zur Optimallo¨sung fu¨hrt.
Definition 2.8: Gegeben sei eine zula¨ssige Basismatrix B1. Ein Basistausch zu einer
zula¨ssigen Basismatrix B2 heißt zula¨ssiger umgekehrter Basistausch, wenn unter An-
wendung der Auswahlregel von Bland fu¨r (2.15) ausgehend von B2 ein Basistausch
zu B1 erfolgt.
Als na¨chstes sollen einfache notwendige Bedingungen fu¨r einen zula¨ssigen umgekehrten
Basistausch formuliert werden, damit spa¨ter die Anzahl der zu pru¨fenden Basiswechsel
geringer ausfa¨llt.
Lemma 2.12: Es sei B eine zula¨ssige Basismatrix von (2.15) und xir die zur Zeile r
im Tableau geho¨rende Basisvariable. Wenn ein Austausch der Basisvariablen xir gegen











Beweis: Trivial, da die Zula¨ssigkeit der Lo¨sung erhalten werden muss. 
Lemma 2.13: Es sei B eine zula¨ssige Basismatrix von (2.15) und xs eine Nichtba-






: (B−1A)is > 0
}
> 0
ist, dann gibt es keinen Austausch einer Basisvariablen gegen die Nichtbasisvariable xs,
so dass dies ein zula¨ssiger umgekehrter Basistausch ist.
Beweis: Angenommen man wu¨rde einen Basistausch durchfu¨hren, dann steigt der Ziel-
funktionswert echt an. Damit kann dies kein zula¨ssiger umgekehrter Basistausch sein,
da bei diesem der Zielfunktionswert nicht wachsen darf. 
Um zu pru¨fen, ob fu¨r Paare (r, s), welche den letzten beiden Lemmata genu¨gen,
tatsa¨chlich ein zula¨ssiger umgekehrter Basistausch durchgefu¨hrt wird, muss nicht das
komplette Tableau umgerechnet werden. Es genu¨gt zuna¨chst die neue Indikatorzeile, die
neue r-te Spalte sowie die neue rechte Seite zu berechnen, um anschließend zu testen,
ob die Auswahlregel von Bland den gewu¨nschten Basistausch liefert.
Bei der Ausgabe aller Eckpunkt ist noch von Bedeutung, dass zu degenerierten Ba-
sislo¨sungen geho¨rende Eckpunkte im Baum bzw. Wald mehrfach auftreten, allerdings
nur einmal ausgegeben werden sollen, d.h. fu¨r einen degenerierten Eckpunkt soll jeweils
eine charakteristische Basislo¨sung betrachtet werden.
Definition 2.9: Betrachtet sei eine zu einem degenerierten Eckpunkt geho¨rende Ba-
sislo¨sung, wobei I die geordnete Indexmenge der Basisvariablen bezeichne. Dann nennt
man diese Basislo¨sung lexikographisch minimal, wenn es keine andere zu diesem Eck-
punkt geho¨rende Basisdarstellung mit einer lexikographisch kleineren Indexmenge der
Basisvariablen gibt.
Eine einfache Mo¨glickeit zu testen, ob eine degenerierte Basislo¨sung lexikographisch
minimal ist, bietet das folgende Lemma.
Lemma 2.14: Eine degenerierte Basislo¨sung ist genau dann nicht lexikographisch mi-
nimal, wenn es eine Basisvariable xr und eine Nichtbasisvariable xs mit r > s sowie
xr = 0 und (B
−1A)rs 6= 0 gibt.
Beweis: Angenommen eine Basislo¨sung mit Basismatrix B sei fu¨r einen degenerierten
Eckpunkt nicht lexikographisch minimal. Dann gibt es eine andere Basismatrix B1, so
dass die Indexmenge der Basisvariablen I(B1) lexikographisch kleiner als I(B) ist.
Es bezeichne s den kleinsten Index, der in I(B1) aber nicht in I(B) liegt. Da beide
Basislo¨sungen den gleichen Eckpunkt charakterisieren, gilt xs = 0. Wird I(B) jetzt um
den Index s erweitert, dann gibt es einen Index r, so dass I(B2) = (I(B)∪{s}) \ {r}
die Indexmenge einer Basislo¨sung mit Basismatrix B2 ist. Wegen der Wahl von s sind
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die Spalten Aj der Matrix A fu¨r j ∈ {1, . . . , s} ∩ I(B) ⊆ I(B1) linear unabha¨ngig,
d.h. es gilt o.B.d.A. r > s. Da B2 durch den Austausch der Basisvariablen r gegen
s erfolgt, muss B−1Ars 6= 0 gelten. Außerdem besitzt die neue Basisvariable xr den
Wert 0, weil die Variable xs in der Basisdarstellung bezu¨glich B den Wert 0 besessen
hat.
Seien auf der anderen Seite r und s Indizes, welche die Voraussetzungen des Lemmas
erfu¨llen. Dann fu¨hrt ein Tausch der Basisvariablen r gegen s zu einer lexikographisch
kleineren Basislo¨sung des gleichen Eckpunktes. 
Setzen wir zuna¨chst die Eindeutigkeit und Nichtdegeneriertheit der optimalen Ba-
sislo¨sung fu¨r (2.15) voraus, so ko¨nnen alle Eckpunkte mit dem im Folgenden beschrie-
benen Verfahren ermittelt werden. Dieses beginnt mit der Optimallo¨sung und sucht
einen zula¨ssigen umgekehrten Basistausch. Sobald ein solcher gefunden ist, wird die-
ser Basiswechsel durchgefu¨hrt und fu¨r die neu erhaltene Basislo¨sung wird wiederum ein
umgekehrter zula¨ssiger Basistausch gesucht. Diese Suche startet jeweils mit der Nichtba-
sisvariablen mit kleinstem Index. Wird fu¨r eine Basislo¨sung kein zula¨ssiger umgekehrter
Basistausch mehr gefunden, so erfolgt ein Simplexschritt gema¨ß der Auswahlregel von
Bland und es wird fu¨r die entstehende Basislo¨sung nach weiteren zula¨ssigen umge-
kehrten Basiswechseln gesucht, denn mindestens einer, der eben ru¨ckga¨ngig gemachte
Basiswechsel, wurde ja bereits gefunden. Das Verfahren wird nun so lange fortgesetzt bis
fu¨r die optimale Basislo¨sung keine zula¨ssigen umgekehrten Basiswechsel mehr gefunden
werden.
Der Pseudocode der Funktion Eckpunkte ist im Folgenden dargestellt. Die Implemen-
tation erfolgte in Matlab, wobei auf durch Reinhardt [50] implementierte Simplexver-
fahren zuru¨ckgegriffen wurde. Die Funktion reverse nutzt beim Testen eines zula¨ssigen
umgekehrten Basistauchsches hierbei Lemma 2.12 und Lemma 2.13 um die Anzahl zu
pru¨fender Paare gering zu halten, wobei bei einem dann tatsa¨chlich zu pru¨fenden Paar
zuna¨chst nur die beno¨tigten Daten berechnet werden und nicht das komplette neue Ta-
bleau. Mit der Bedingung i<=max I(B) wird u¨berpru¨ft, ob bereits alle Zeilen untersucht
wurden. Wenn dem so ist, also i>max I(B) gilt, dann erfolgt entweder der U¨bergang
zum Testen der na¨chsten Nichtbasisvariablen des Tableaus, oder aber die Durchfu¨hrung
eines Simplexschrittes nach der Auswahlregel von Bland und damit die Ru¨ckkehr zum
vorhergehenden Knoten des Baumes, falls bereits alle Nichtbasisvariablen des aktuellen
Tableaus getestet wurden.
function Eckpunkte()
{ B sei die eindeutige optimale Basisloesung;
j=min J(B); i=min I(B);
repeat
while (i<=max I(B) and reverse(B,i,j)==false) incrementi(B,i);
if (i<=max I(B))
Basistausch BV i gegen NBV j;
if (lexmin(B)==true) gebe Eckpunkt aus;
aktualisiere I(B), J(B);
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j=min J(B); i=min I(B);




Basistausch BV j gegen NBV i gemaess selectpivot;
incrementi(B,i);
until(j=n+1 and i=n+1 and im Ausgangstableau)
}
I(B) liefert die geordnete Indexmenge der BV;
J(B) liefert die geordnete Indexmenge der NBV;
reverse(B,i,j) boolean
testet, ob der Tausch der BV i gegen j ein
zulaessiger umgekehrter Basistausch ist
selectpivot(B)
liefert den Basiswechsel nach Auswahlregel von Bland
fuer das aktuelle Tableau
lexmin(B)
testet, ob diese Darstellung des Eckpunktes das
lexikographische Minimum ist
incrementi(B,i)
erhoeht den Wert von i auf den naechstgroesseren Wert innerhalb
von I(B) bzw. auf n+1 falls dieser bereits erreicht wurde
incrementj(B,i)
erhoeht den Wert von j auf den naechstgroesseren Wert innerhalb
von J(B) bzw. auf n+1 falls dieser bereits erreicht wurde
Die Arbeitsweise dieser Funktion soll durch das na¨chste Beispiel veranschaulicht wer-
den.
Beispiel 2.10: Betrachtet sei die Aufgabe
−2x1 − 2x2 − x6 −→ max
2x2 − x3 + x4 = 3
2x1 − x2 + x3 + x5 = 5
x2 − x3 + x6 = 0
x1 − x2 + x3 + x7 = 3
x1 − x2 + x3 − x8 = 1
















Abbildung 2.3: Baum der Basislo¨sungen im Beispiel 2.10
Dann ergibt sich als eindeutige optimale Basislo¨sung (x3, x4, x5, x6, x7) = (1, 4, 4, 1, 2),
welche in Abbildung 2.3 als Knoten mit den Indizes 1, 2 und 8 der Nichtbasisvariablen
dargestellt ist.
BV\NBV | RHS 1 2 8
-------------------------------------------------
ZielFk | -1.0000 1.0000 2.0000 1.0000
-------------------------------------------------
4 | 4.0000 1.0000 1.0000 -1.0000
5 | 4.0000 1.0000 0.0000 1.0000
3 | 1.0000 1.0000 -1.0000 -1.0000
7 | 2.0000 0.0000 0.0000 1.0000
6 | 1.0000 1.0000 0.0000 -1.0000
-------------------------------------------------
Beginnend mit dem kleinsten Index 1 der Nichtbasisvariablen wird nun nach einem
zula¨ssigen umgekehrten Basistausch gesucht. Wegen Lemma 2.12 ko¨nnen diese Basis-
wechsel nur fu¨r die Basisvariablen x3 und x6 entstehen. Aufgrund des systematischen
Suchens wird auch hier mit dem kleinsten Index begonnen und es stellt sich heraus, dass
ein Austausch der Basisvariable x3 gegen x1 einen zula¨ssigen umgekehrten Basistausch
darstellt.
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BV\NBV | RHS 3 2 8
-------------------------------------------------
ZielFk | -2.0000 -1.0000 3.0000 2.0000
-------------------------------------------------
4 | 3.0000 -1.0000 2.0000 0.0000
5 | 3.0000 -1.0000 1.0000 2.0000
1 | 1.0000 1.0000 -1.0000 -1.0000
7 | 2.0000 0.0000 0.0000 1.0000
6 | 0.0000 -1.0000 1.0000 0.0000
-------------------------------------------------
Diese Lo¨sung ist degeneriert und weil der Tableaueintrag in der Spalte zu x2 in der
Zeile von x6 ungleich Null ist, stellt diese Basislo¨sung gema¨ß Lemma 2.14 keine lexi-
kographisch minimale Repra¨sentation der zugeho¨rigen Lo¨sung dar. Deshalb wird der
Eckpunkt an dieser Stelle nicht ausgegeben. Anschließend wird gepru¨ft, ob ein Aus-
tausch von x6 gegen x2 ein zula¨ssiger umgekehrter Basistausch ist. Da das der Fall
ist, wird dieser Basistausch durchgefu¨hrt.
BV\NBV | RHS 3 6 8
-------------------------------------------------
ZielFk | -2.0000 2.0000 -3.0000 2.0000
-------------------------------------------------
4 | 3.0000 1.0000 -2.0000 0.0000
5 | 3.0000 0.0000 -1.0000 2.0000
1 | 1.0000 0.0000 1.0000 -1.0000
7 | 2.0000 0.0000 0.0000 1.0000
2 | 0.0000 -1.0000 1.0000 0.0000
-------------------------------------------------
Die entstehende Lo¨sung beschreibt den gleichen Eckpunkt wie die vorangegangene Ba-
sisdarstellung und da sie gema¨ß Lemma 2.14 lexikographisch minimal ist, wird sie an
dieser Stelle auch ausgegeben. Danach wird getestet, ob der Austausch von x4 gegen
x3 einen zula¨ssigen umgekehrten Basistausch liefert, was aber nicht der Fall ist, denn
das entstehende Tableau
BV\NBV | RHS 6 4 8
-------------------------------------------------
ZielFk | -8.0000 1.0000 -2.0000 2.0000
-------------------------------------------------
2 | 3.0000 -1.0000 1.0000 0.0000
5 | 3.0000 -1.0000 0.0000 2.0000
3 | 3.0000 -2.0000 1.0000 0.0000
7 | 2.0000 0.0000 0.0000 1.0000
1 | 1.0000 1.0000 0.0000 -1.0000
-------------------------------------------------
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wu¨rde gema¨ß der Auswahlregel von Bland den Basiswechsel x2 gegen x4 erzeugen.
Deshalb wird nach der Nichtbasisvariablen x3 als na¨chstes x6 auf einen zula¨ssigen
umgekehrten Basistausch getestet, aber auch hier stellt sich heraus, dass kein solcher
existiert. Schließlich liefert der Austausch von x8 gegen x5 einen zula¨ssigen umgekehr-
ten Basiswechsel.
BV\NBV | RHS 3 6 5
-------------------------------------------------
ZielFk | -5.0000 2.0000 -2.0000 -1.0000
-------------------------------------------------
4 | 3.0000 1.0000 -2.0000 0.0000
8 | 1.5000 0.0000 -0.5000 0.5000
1 | 2.5000 0.0000 0.5000 0.5000
7 | 0.5000 0.0000 0.5000 -0.5000
2 | 0.0000 -1.0000 1.0000 0.0000
-------------------------------------------------
Diese Basisdarstellung ist nicht lexikographisch minimal, weswegen die Ausgabe ent-
fa¨llt. Außerdem la¨sst sich kein zula¨ssiger umgekehrter Basistausch finden. Von daher
erfolgt ein Simplexschritt und die Ru¨ckkehr zum Tableau mit den Nichtbasisvariablen
x3, x6, x8, wo es keine Basiswechsel mehr zum Testen gibt. Damit erfolgt ein erneuter
Simplexschritt und die Ru¨ckkehr zum Tableau mit den Nichtbasisvariablen x2, x3, x8.
Fu¨r die Nichtbasisvariable x3 entsteht dort kein zula¨ssiger umgekehrter Basistausch,
allerdings fu¨r x8. Das Verfahren verla¨uft so weiter und es ergibt sich der Baum, siehe
Abbildung 2.3, wobei die Zahlen in den Knoten die Indizes der Nichtbasisvariablen
angeben. Die Knoten (2,3,8), (3,6,8) und (2,6,8) sind verschiedene Darstellungen einer
degenerierten Lo¨sung, ebenso die Knoten (2,3,5), (3,5,6) und (2,5,6). #
Die bisher vorausgesetzte Eindeutigkeit der Optimallo¨sung stellt in diesem Abschnitt
kein Problem dar, weil zur Ermittlung aller zula¨ssigen Eckpunkte der Zielfunktions-
vektor c in (2.15) frei gewa¨hlt werden kann und damit die Eindeutigkeit o.B.d.A.
angenommen werden kann. Falls die Optimallo¨sung von (2.15) degeneriert sein soll-
te, so muss die Funktion Eckpunkte fu¨r alle optimalen Basisdarstellungen aufgerufen
werden, weil von jeder zula¨ssigen und nicht optimalen Basislo¨sung ein eindeutig be-
stimmter Weg zu einer der optimalen Basisdarstellungen existiert. Damit gilt es nun
zuna¨chst diese zu berechnen. Dies kann mit Hilfe der Funktion Eckpunkte geschehen,
wobei anstatt der primalen die duale Auswahlregel von Bland genutzt werden muss.
Definition 2.10: Betrachtet sei eine unzula¨ssige Basislo¨sung, d.h. es gilt xB 6≥ 0.
Dann erfolgt der Basistausch gema¨ß der dualen Regel von Bland nach den Kriterien:
• Die Basis verla¨sst diejenige Variable mit xr < 0, wobei r minimal sei.






: (B−1A)ij < 0
}
und s minimal seien.
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Hat man nun eine degenerierte optimale Basislo¨sung vorliegen, so ko¨nnen ausgehend
von dieser alle optimalen Basislo¨sungen berechnet werden, die zu diesem Eckpunkt
geho¨ren. Dazu werden die Basisvariablen in die Menge der nichtdegenerierten und der
degenerierten aufgeteilt. Fu¨r den nichtdegenerierten Teil erfolgen die Transformationen
zwar mit, allerdings spielen diese Variablen bei der Suche nach zula¨ssigen umgekehr-
ten dualen Simplexschritten keine Rolle. O.B.d.A. sei c so gewa¨hlt, dass alle Optima-
lita¨tsindikatoren der Nichtbasisvariablen im degenerierten Optimaltableau positiv sind.
Nun wird den degenerierten Variablen voru¨bergehend der Wert 1 zugewiesen, womit
die optimale Basis eindeutig bestimmt ist.
RHS RHStemp NBV
BV degeneriert 0 1
BV nichtdegenieriert xB xB
∆ +
Da die Optimalita¨tsindikatoren durch diese A¨nderungen erhalten bleiben, sind alle
anderen optimalen Basisdarstellungen fu¨r die gea¨nderte rechte Seite nun primal un-
zula¨ssig. Damit existiert ein eindeutig bestimmter Weg von dualen Simplexschritten
von jeder dieser unzula¨ssigen Lo¨sungen zu obigen Optimaltableau, d.h. es la¨sst sich
wieder die Funktion Eckpunkte anwenden, allerdings mit der dualen Auswahlregel von
Bland und nur die degenerierten Zeilen fu¨r mo¨gliche Basiswechsel betrachtend. Au-
ßerdem wird fu¨r die Zeilen, welche zum nichtdegenerierten Teil geho¨ren, nur die Koef-
fiezientenmatrix transformiert und nicht die Werte der rechten Seite.
Fu¨r die Suche nach zula¨ssigen dualen umgekehrten Basiswechseln lassen sich wieder
einfache notwendige Bedingungen angeben.
Lemma 2.15: Es sei B eine zula¨ssige Basismatrix von (2.15) und xir die zur Zeile r
im Tableau geho¨rende Basisvariable. Wenn ein Austausch der Basisvariablen xir gegen






: (B−1A)rj < 0
}
.
Beweis: Trivial, da die duale Zula¨ssigkeit der Lo¨sung erhalten werden muss. 
Der Pseudocode zur Ermittlung aller optimalen Tableaus der degenerierten Optimallo¨-
sung la¨sst sich recht a¨hnlich zur Funktion Eckpunkte beschreiben.
function OptTableaus()
{ B sei die eindeutige optimale Basisloesung;
j=min J(B); i=min I(B);
repeat
while (j<=max J(B) and reverse(B,i,j)==false) incrementj(B,j);
if (j<=max J(B))
Basistausch BV i gegen NBV j;
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aktualisiere I(B), J(B);
j=min J(B); i=min I(B);




Basistausch BV j gegen NBV i gemaess selectpivot;
incrementj(B,j);
until(j=n+1 and i=n+1 and im Ausgangstableau)
}
I(B) liefert die geordnete Indexmenge der degenerierten BV
bezueglich richtiger RHS;
J(B) liefert die geordnete Indexmenge der NBV;
reverse(B,i,j) boolean
testet, ob der Tausch der BV i gegen j ein
zulaessiger umgekehrter Basistausch ist
selectpivot(B)
liefert den Basiswechsel nach der dualen Auswahlregel
von Bland fuer das aktuelle Tableau
Beispiel 2.11: Betrachtet sei Beispiel 2.10 allerdings mit einer gea¨nderten Zielfunk-
tion.
−x2 − x3 − x8 −→ max
2x2 − x3 + x4 = 3
2x1 − x2 + x3 + x5 = 5
x2 − x3 + x6 = 0
x1 − x2 + x3 + x7 = 3
x1 − x2 + x3 − x8 = 1
x ≥ 0 .
(2.17)
Dann ist eine optimale Basisdarstellung der eindeutig bestimmten Optimallo¨sung durch
BV\NBV | RHS 3 2 8
-------------------------------------------------
ZielFk | 0.0000 1.0000 1.0000 1.0000
-------------------------------------------------
4 | 3.0000 -1.0000 2.0000 0.0000
5 | 3.0000 -1.0000 1.0000 2.0000
1 | 1.0000 1.0000 -1.0000 -1.0000
7 | 2.0000 0.0000 0.0000 1.0000
6 | 0.0000 -1.0000 1.0000 0.0000
-------------------------------------------------
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gegeben. Um nun die weiteren Darstellungen dieses Punktes zu berechnen, welche eben-
falls als optimal erkannt werden, wird die rechte Seite modifiziert.
BV\NBV | RHS 3 2 8
-------------------------------------------------
ZielFk | 0.0000 1.0000 1.0000 1.0000
-------------------------------------------------
4 | 3.0000 -1.0000 2.0000 0.0000
5 | 3.0000 -1.0000 1.0000 2.0000
1 | 1.0000 1.0000 -1.0000 -1.0000
7 | 2.0000 0.0000 0.0000 1.0000
-------------------------------------------------
6 | 1.0000 -1.0000 1.0000 0.0000
-------------------------------------------------
Der Basistausch x6 gegen x3 liefert hier den einzigen zula¨ssigen umgekehrten Basis-
wechsel und auch fu¨r das entstehende Tableau
BV\NBV | RHS 6 2 8
-------------------------------------------------
ZielFk | 0.0000 1.0000 2.0000 1.0000
-------------------------------------------------
4 | 3.0000 -1.0000 1.0000 0.0000
5 | 3.0000 -1.0000 0.0000 2.0000
1 | 1.0000 1.0000 0.0000 -1.0000
7 | 2.0000 0.0000 0.0000 1.0000
-------------------------------------------------
3 | -1.0000 -1.0000 -1.0000 0.0000
-------------------------------------------------
existieren keine weiteren zula¨ssigen umgekehrten Basiswechsel bezu¨glich der dualen
Regel von Bland. #
3 Pessimistischer Zugang
Es sollen Zwei-Ebenen-Aufgaben der Form
F (x) −→ min
b ∈ B
c ∈ C
x ∈ Ψ(b, c)
(3.1)
studiert werden, wobei
Ψ(b, c) = argmax
x
{c⊤x : Ax = b, x ≥ 0}
die Optimalmenge einer parametrischen Optimierungsaufgabe bezeichnet. Hierbei soll
allerdings der pessimistische Lo¨sungszugang verwendet werden, der in der Literatur
eher weniger Beachtung findet. Die Ursache hierfu¨r liegt darin begru¨ndet, dass es die-
ser Zugang zum einen schwierig macht, die Existenz einer pessimistischen Lo¨sung zu
garantieren und daher zum anderen auch Lo¨sungsalgorithmen schwer zu konstruieren
sind. Mit
ϕp(b, c) = max
x
{F (x) : x ∈ Ψ(b, c)}
sei die pessimistische Lo¨sungsfunktion der oberen Ebene bezeichnet.
3.1 Existenz von pessimistischen Lo¨sungen
Wie Beispiel 2.2 zeigte, mu¨ssen pessimistische Lo¨sungen im Allgemeinen nicht existie-
ren, selbst wenn die Aufgabenklasse auf lineare Zwei-Ebenen-Optimierungsaufgaben
eingeschra¨nkt wird. Interessant ist nun, ob und unter welchen Voraussetzungen die
Existenz einer pessimistischen Lo¨sung gesichert werden kann.
Im nun Folgenden gelte generell die Voraussetzung (V):
• Die Menge B sei kompakt und nichtleer.
• Die Zielfunktion F der oberen Ebene sei stetig.
• Der zula¨ssige Bereich der unteren Ebene sei stets beschra¨nkt, d.h. das System
Ad = 0, d ≥ 0
besitzt keine nichttriviale Lo¨sung. Außerdem sei der Bereich {x : Ax = b, x ≥ 0}
fu¨r wenigstens ein b ∈ B nichtleer.
• Die Menge C sei nichtleer.
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3.1.1 Der Fall B = {b}
Zuna¨chst sei der Fall betrachtet in dem die lineare Aufgabe der unteren Ebene einen
fixierten zula¨ssigen Bereich besitzt und nur die Zielfunktion parameterabha¨ngig ist. Der
Einfachheit halber sei die Optimalmenge Ψ(b, c) hier mit Ψ(c) bezeichnet. Außerdem
sei
X = {x : Ax = b, x ≥ 0}
der zula¨ssige Bereich der unteren Ebene. Damit ergibt sich die Aufgabe
F (x) −→ min
c ∈ C
x ∈ Ψ(c) = argmax {c⊤z : z ∈ X} .
(3.2)
Das Existenzresultat des na¨chsten Satzes folgt spa¨ter auch aus Satz 3.4, allerdings la¨sst
sich hier noch etwas mehr zeigen.
Satz 3.1: Aufgrund von (V) ist der zula¨ssige Bereich X der unteren Ebene nichtleer
und kompakt. Falls die Funktion F zusa¨tzlich quasikonvex ist, so besitzt die Aufgabe
(3.2) eine global pessimistische Lo¨sung.
Beweis: Fu¨r jeden fixierten Parameter c ∈ C erha¨lt man Ψ(c) als konvexe Hu¨lle von
Eckpunkten des Polytops X, genauer, Ψ(c) = conv
{
xk1 , . . . , xkj
}
, wobei{
xk1 , . . . , xkj
} ⊆ {x1, . . . , xl} eine Teilmenge der Eckpunkte von X 6= ∅ darstellt.
Aufgrund der vorausgesetzten Quasikonvexita¨t der Funktion F und der Maximierung
zur Bestimmung der Funktion ϕp gilt dann aber o.B.d.A. ϕp(c) = F (x
k1), da eine qua-
sikonvexe Funktion ihr Maximum u¨ber einem Polytop in einem Eckpunkt des Polytops
annimmt. Folglich kommen, wegen der Unabha¨ngigkeit des zula¨ssigen Bereiches der
unteren Ebene vom Parameter c, als Zielfunktionswerte fu¨r die Funktion ϕp nur die
Werte F (x1), . . . , F (xl) in Frage. Damit wird das Minimum von ϕp u¨ber den endlich
vielen mo¨glichen Zielfunktionswerten angenommen. 
Bemerkung: Es wurden im Satz keinerlei Voraussetzungen an die nichtleere Menge
C gemacht.
Folgerung: Die pessimistische Zielfunktion ϕp ist stu¨ckweise konstant u¨ber C, weil
F nicht von c abha¨ngt. Außerdem ergibt sich aus dem Beweis, dass eine global pessi-
mistische Lo¨sung (x, b, c) o.B.d.A. in x als Eckpunkt von X zu finden ist.
3.1.2 Allgemeiner Fall
Zuna¨chst soll das Existenzresultat einer global pessimistischen Lo¨sung des letzten Ab-
schnitts auf die Aufgabe (3.1) verallgemeinert werden, wobei die Menge B nicht mehr
einelementig sein muss und die Funktion F auch nicht mehr quasikonvex. Da F stetig
ist und gema¨ß (V) die Menge aller zula¨ssigen Lo¨sungen fu¨r die untere Ebene kom-
pakt ist, folgt die Wohldefiniertheit von ϕp, d.h. fu¨r alle Parameterwerte ist sicher
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gestellt, dass das Maximum in der Definition von ϕp auch tatsa¨chlich angenommen
wird. Außerdem sind F und damit auch ϕp nach unten beschra¨nkt und es existiert
zumindest ein infimaler pessimistischer Zielfunktionswert ϕ∗ = inf(b,c)∈B×C ϕp(b, c). Al-
so sei (xk, bk, ck) eine Folge zula¨ssiger Punkte mit bk ∈ B, ck ∈ C, xk ∈ Ψ(bk, ck) sowie
F (xk) = ϕp(b
k, ck)→ ϕ∗. Wegen der Kompaktheit von
X = {x : Ax = b, x ≥ 0, b ∈ B}
konvergiert die Folge (xk) o.B.d.A. gegen einen Punkt x ∈ X, fu¨r welchen automatisch
ϕ∗ = F (x) gilt, d.h. zu zeigen ist nun F (x) = ϕp(Ax, c) fu¨r irgendein zula¨ssiges c ∈ C.
Dazu fu¨hren wir zuna¨chst die folgenden Lemmata an.





mit fixiertem Zielfunktionskoeffizienten c und einem Parameter b ∈ Rm in der rechten
Seite, sowie eine Folge bk → b mit Ψ(bk, c) 6= ∅. Dann gilt Ψ(bk, c)→ Ψ(b, c), d.h. die
Optimalmengenabbildung Ψ : Rm ∋ b 7→ Ψ(b, c) ist stetig.
Beweis: Bekannt ist nach [47] Satz 6.10, dass die Lo¨sbarkeitsmenge A ⊆ Rm, also die
Menge der Parameter b, fu¨r die (3.3) eine optimale Lo¨sung besitzt, eine Einteilung in
Mengen Aj, j = 1, . . . , N , besitzt, so dass:
• Die Aj Kegel sind, denen jeweils eine charakteristische Indexmenge Ij zugeordnet
ist, so dass Ψ(b, c) = {x : Ax = b, x ≥ 0, xi = 0 ∀i ∈ Ij} fu¨r alle b ∈ int Aj gilt.
• Fu¨r einen Randpunkt b der Menge Aj mit der charakteristischen Indexmenge
I(b) gilt Ij ⊆ I(b).
Damit ist fu¨r jeden inneren Punkt b eines Stabilita¨tsbereichs Aj die Aussage bereits
bewiesen. Es sei daher b ein Randpunkt von Aj. Zuna¨chst zeigen wir, dass die Aussage




Ψ(bk, c) = lim
k→∞
{





x : Ax = b, x ≥ 0, xi = 0 ∀i ∈ I(b)
} ⊆M .
Folglich la¨sst sich jeder Punkt y ∈M als Grenzwert einer Folge (yk) mit yk ∈ Ψ(bk, c)
darstellen, d.h. es gilt c⊤y = limk→∞ c⊤yk. Aus der Stetigkeit der Optimalwertfunktion
erha¨lt man dann unmittelbar y ∈ Ψ(b, c), also M = Ψ(b, c). Dies gilt nun fu¨r alle
Stabilita¨tsbereiche zu denen b einen Randpunkt darstellt. Deshalb verbleibt es noch
Folgen bk → b zu betrachten, wobei die bk Punkte verschiedener Stabilita¨tsbereiche
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sind. Fu¨r jeden dieser Punkte existiert eine Folge (bkl) von inneren Punkten der Sta-
bilita¨tsbereiche mit bkl → bk sowie Ψ(bkl, c)→ Ψ(bk, c). Durch Betrachten der Diago-
nalfolge (bkk) erha¨lt man dann Ψ(bk, c)→ Ψ(b, c). 
Lemma 3.3: Es existiert ein c ∈ C mit F (x) = ϕp(Ax, c), d.h. der pessimistische
Optimalwert wird realisiert.
Beweis: Charakterisiert man die Optimalita¨t der Punkte xk fu¨r die untere Ebene mit




A⊤yk − ck ≥ 0
(xk)⊤(A⊤yk − ck) = 0
genu¨gt, kann die Indexmenge I(ck, yk) =
{
i : A⊤yk − ck > 0} o.B.d.A. als konstant an-
genommen werden, weil andernfalls zu einer Teilfolge u¨bergegangen werden kann. Da
der Parameter c zudem nur u¨ber die Komplementarita¨tsbedingung mit der Variablen
x zusammenha¨ngt, kann sogar fu¨r die Parameter ck = c ∈ C angenommen werden,
da durch zwei Paare (ck, yk) und (c˜k, y˜k) mit I(ck, yk) = I(c˜k, y˜k) die gleichen Opti-
mallo¨sungen fu¨r eine rechte Seite bk erzeugt werden. Nach Lemma 3.2 existiert fu¨r jedes
x˜ ∈ Ψ(b, c) eine Folge (x˜k) mit x˜k ∈ Ψ(bk, c) sowie x˜k → x˜. Mit der Bezeichnung
b = limk→∞ bk gilt damit die folgende Abscha¨tzung:





F (x˜k) = F (x˜) ∀x˜ ∈ Ψ(b, c) ,
d.h. F (x) = ϕp(b, c). 
Aus diesem Resultat folgt nun unmittelbar der na¨chste Satz, der die bisherigen Ergeb-
nisse dieses Abschnitts zusammenfasst.
Satz 3.4: Es gelte (V). Dann besitzt die Aufgabe
ϕp(b, c) −→ min
b∈B, c∈C
eine globale Lo¨sung.
Bemerkung: Dieses Resultat folgt nicht direkt aus Satz 2.6 in [61], da die Punkt-
Menge-Abbildung Ψ : (b, c) 7→ Ψ(b, c) im Allgemeinen nicht unterhalbstetig ist. Dies
gelingt erst durch den U¨bergang zu einem fixierten Parameter c im Beweis von Lem-
ma 3.3.
Die folgenden Beispiele bzw. Bemerkungen sollen zeigen, dass auf keinen Teil der Vor-
aussetzungen (V) verzichtet werden kann.
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1. Kompaktheit von B
Falls die Menge B nicht abgeschlossen ist, so muss der infimale Wert ϕ∗ nicht
angenommen werden, siehe z.B.
min{x : x ∈ Ψ(b, c) = argmax {−cz : b ≤ z ≤ 2b}, 0 < b ≤ 10, c = 1} .
Hier gilt offensichtlich ϕp(b, 1) = b und ϕ
∗ = 0 wird nicht angenommen.
Falls die Menge B nicht beschra¨nkt ist, so muss ϕ∗ ebenfalls nicht angenommen
werden bzw. es ist sogar ϕ∗ = −∞ mo¨glich, vgl.
min{F (x) : x ∈ Ψ(b, c) = argmax {−cz : b ≤ z ≤ 2b}, b ≥ 0, c = 1} .
Wa¨hlt man F (x) = −x, so fa¨llt ϕp(b) = −b fu¨r b → ∞ gegen −∞. Mit
F (x) = e−x bleibt zwar ϕp(b) = e−b beschra¨nkt, allerdings wird das Infimum 0
nicht mehr angenommen.
2. Falls F nicht stetig ist, so la¨sst sich leicht ein Beispiel konstruieren, wo F im
Grenzwert der Infimum erzeugenden Folge (bk, ck), d.h. ϕ∗ = limk→∞ ϕp(bk, ck),
nach oben springt und somit das Infimum wiederum nicht angenommen wird, d.h.
F muss unterhalbstetig sein. Außerdem muss F auch oberhalbstetig sein, um die
Realisierung des Maximums bei ϕp zu gewa¨hrleisten.
3. Falls der zula¨ssige Bereich der unteren Ebene fu¨r ein b unbeschra¨nkt ist, so ist er
es fu¨r alle Parameter b fu¨r die er nichtleer ist. Dies ermo¨glicht dann unbeschra¨nkte
Optimalmengen fu¨r geeignete Parameterwerte c, was wiederum dazu fu¨hren kann,
dass F (x) u¨ber Ψ(b, c) fu¨r fixierte Parameterwerte gegen ∞ strebt oder das
Maximum bei der Bildung von ϕp nicht realisiert wird.
Außerdem ist die Struktur der betrachteten Aufgabe von wesentlicher Bedeutung. Zum
einen besteht keine Bindung zwischen den Nebenbedingungen an die Parameter b und
c in der oberen Ebene - im Folgenden sei dies mit separierten Nebenbedingungen be-
zeichnet - und zum anderen ha¨ngt die Zielfunktion F der oberen Ebene nur von x ab
und nicht von den Parameterwerten, wobei eine Abha¨ngigkeit von b wegen b = Ax
als Nebenbedingung in der unteren Ebene unproblematisch ist. Auf keine dieser bei-
den Struktureigenschaften kann verzichtet werden, denn Beispiel 2.2 zeigt, dass die
Unabha¨ngigkeit der Zielfunktion der oberen Ebene vom Parameter c wesentlich ist,
und das folgende Beispiel veranschaulicht dies fu¨r die separierten Nebenbedingungen
ebenso.
Beispiel 3.1: Betrachtet sei das leicht modifizierte Beispiel 2.2
− x2 −→ min
1 ≤ c1 ≤ 2
1 ≤ c2 = b1 ≤ 2
(x1, x2) ∈ argmax {c1z1 + c2z2 : z1 + z2 ≤ 4− b1, −z1 + z2 ≤ 1, z1 − z2 ≤ 1, z ≥ 0} .
Offensichtlich gilt fu¨r alle zula¨ssigen Punkte der unteren Ebene z2 ≤ 2. Wa¨hlen wir






1 = 1 und c
k
2 > 1 sowie c
k
2 → 1, so ergibt sich
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als eindeutige Optimallo¨sung der unteren Ebene der Punkt 1
2
(3 − bk1, 5 − bk1). Damit
erha¨lt man mit bk1 → 1 und z2 ≤ 2 den Wert −2 als Infimum fu¨r die pessimistische
Zielfunktion ϕp. Sei nun z2 = 2 fu¨r eine zula¨ssige Lo¨sung der unteren Ebene. Dies
impliziert unmittelbar b1 = c2 = 1 sowie (z1, z2) = (1, 2). Falls nun c1 > 1 gilt, so ist
der Eckpunkt (2, 1) eindeutige Optimallo¨sung. Im Falle c1 = 1 ergibt sich die Menge
der optimalen Lo¨sungen der unteren Ebene als konvexe Hu¨lle der beiden Punkte (2, 1)
und (1, 2). Damit gilt stets ϕp(1, c1, 1) = −1. Folglich wird das Infimum der Funktion
ϕp nicht angenommen, d.h. es existiert keine global pessimistische Lo¨sung. #
3.2 Eckpunkteigenschaft
Fu¨r den optimistischen Lo¨sungszugang la¨sst sich unter gewissen Voraussetzungen zei-
gen, dass die globale Lo¨sung in einem Eckpunkt eines Polyeders angenommen wird,
siehe z.B. [9] fu¨r den linearen Fall oder [18] fu¨r quasikonkave Zielfunktionen. Gilt nun
a¨hnliches auch fu¨r den pessimistischen Fall, wenn B als Polyeder vorausgesetzt wird?
Satz 3.5: Betrachtet sei die Aufgabe
d⊤x −→ min
b ∈ B = {b : Db ≤ b˜}
c ∈ C
x ∈ Ψ(b, c) .
(3.4)
Dann gibt es stets eine global pessimistische Lo¨sung (x, b, c), so dass x einen Eckpunkt
von
M1 = {x : DAx ≤ b˜, x ≥ 0}
bzw. (x, b) einen Eckpunkt von
M2 = {(x, b) : Db ≤ b˜, Ax = b, x ≥ 0}
darstellt, falls die Voraussetzung (V) gilt.
Beweis: Durch I(c, y) = {i : (A⊤y − c)i > 0} sei eine Indexmenge in Abha¨ngigkeit





zusammengefasst. Im sei die Menge der minimalen Elemente (bezu¨glich der Men-
geninklusion) des Mengensystems I und Ψ(I) bezeichne die Menge
Ψ(I) = {(x, b) : Ax = b, x ≥ 0, xI = 0, Db ≤ b˜} .
Dann la¨sst sich wegen dem Satz u¨ber die starke Dualita¨t die Vereinigung aller optimalen





{x : (x,Ax) ∈ Ψ(I)}
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als Vereinigung von Seitenfla¨chen von M1 darstellen oder ist M1 selbst. Wenn fu¨r ein
I ∈ Im die Menge Ψ(I) nichtleer ist, dann ist die Menge
P (I) = {b| ∃x : (x, b) ∈ Ψ(I)}
ein Polyeder und fu¨r alle b ∈ P (I) gilt aufgrund der Rechteckeigenschaft der linearen
Optimierung Ψ(b) = {x : (x, b) ∈ Ψ(I)}, wobei in der Schreibweise nur der Parameter
b verwendet wird, da c fixiert sei, und zwar so, dass c die Indexmenge I erzeugt.
Damit la¨sst sich fu¨r alle b ∈ P (I) der pessimistische Zielfunktionswert ϕp(b) durch






berechnen. U¨ber dem Polyeder P (I) ist ϕp(b) bzw. gleichbedeutend die Optimal-
wertfunktion von (3.5) konkav, womit das Minimum dieser Funktion bezu¨glich P (I)
o.B.d.A. in einem Eckpunkt b von P (I) zu finden ist, der mit einem Eckpunkt x von
{x : Ax = b, x ≥ 0, xI = 0} ,
welcher (3.5) fu¨r b lo¨st, aber auch ein Eckpunkt von M1 bzw. M2 ist. Bildet man
nun noch das Minimum u¨ber alle I ∈ Im, so erha¨lt man die globale Lo¨sung o.B.d.A.
in einem Eckpunkt. 
Bemerkung: Die Matrix in der Definition der Menge B wird nicht mit B bezeichnet,
um spa¨ter Unklarheiten zu vermeiden, weil B als Bezeichnung fu¨r eine Basismatrix
verwendet werden soll.
Das folgende Beispiel soll nun zeigen, dass auf die Linearita¨t der Funktion F (x) nicht
verzichtet werden kann.










b2 − b1 = 2
0 ≤ b1 ≤ 3
x ∈ argmax
z
{z2 : z1 − z2 − z3 = b1, z1 + z2 + z4 = b2, z ≥ 0} .
Dann ist die eindeutige Optimallo¨sung der unteren Ebene durch x(b1) = (1+b1, 1, 0, 0)
gegeben, womit man fu¨r b = (1, 3) den Punkt x = (2, 1, 0, 0) als global optimale
Lo¨sung der Zwei-Ebenen-Aufgabe erha¨lt, was allerdings kein Eckpunkt des Polyeders
M1 = conv {(0, 0, 0, 2), (3, 0, 0, 2), (4, 1, 0, 0), (5, 0, 2, 0), (1, 1, 0, 0), (2, 0, 2, 0)}
ist. #
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Fu¨r quasikonkave Zielfunktionen la¨sst sich beim optimistischen Zugang die Eckpunkt-
eigenschaft unter gewissen Voraussetzungen ebenfalls nachweisen, siehe [18]. Beim hier
betrachteten pessimistischen Zugang bekommt man allerdings nur eine etwas schwa¨-
chere Aussage.
Satz 3.6: Betrachtet sei die Aufgabe
F (x) −→ min
b ∈ B = {b : Db ≤ b˜}
c ∈ C
x ∈ Ψ(b, c) .
(3.7)
mit konkaver Zielfunktion F . Dann gibt es stets eine global pessimistische Lo¨sung
(x, b, c), so dass b einen Eckpunkt von P (I) mit I ∈ Im darstellt, wenn die Voraus-
setzung (V) erfu¨llt ist.
Beweis: Wie im Beweis von Satz 3.5 la¨sst sich mit den dortigen Bezeichnungen zeigen,
dass der pessimistische Zielfunktionswert ϕp(b) sich fu¨r alle b ∈ P (I) durch





berechnen la¨sst. Mit bi ∈ P (I), (xi, bi) ∈ Ψ(I) und ϕ(bi) = F (xi) fu¨r i = 1, 2 sowie
λ ∈ [0, 1] gilt fu¨r (x, b) = λ(x1, b1) + (1− λ)(x2, b2) nun:
• (x, b) ∈ Ψ(I) ,
• ϕp(b) ≥ F (x) ≥ λF (x1) + (1− λ)F (x2) = λϕp(b1) + (1− λ)ϕp(b2) .
D.h. die pessimistische Zielfunktion ϕp ist u¨ber P (I) ebenfalls konkav und nimmt ihr
Minimum daher o.B.d.A. in einem Eckpunkt b von P (I) an. 
Das na¨chste Beispiel zeigt nun, dass weder (x, b) ein Eckpunkt von M2 noch b ein









P (I) = B
insbesondere auch, dass b im Allgemeinen kein Eckpunkt von conv {⋃I∈Im P (I)} bzw.⋃
I∈Im P (I) ist.
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b2 − b1 = 3
b1 + b3 = 5
b4 − b1 = 0
1 ≤ b1 ≤ 3
x ∈ argmax
z
{z1 : z1− z2+ z3 = b1, z1+ z2+ z4 = b2, z1+ z5 = b3, z1+ z6 = b4, z ≥ 0} .
Betrachtet man in der unteren Ebene die Variablen x3, . . . , x6 als Schlupfvariablen der
Ungleichungsnebenbedingungen, so ergibt sich fu¨r die Optimalmengenabbildung Ψ(b)
als Projektion in den R2
Ψ(b) =
{
conv {(b1, 0), (b1, 3)} fu¨r 1 ≤ b1 ≤ 52




−b1 − 1 fu¨r 1 ≤ b1 ≤ 52
b1 − 6 fu¨r 52 ≤ b1 ≤ 3 ,









) angenommen, was kein Eck-
punkt von B ist. Außerdem stellt auch (x, b) mit x = (5
2
, 1, 1, 2, 0, 0) keinen Eckpunkt
von M2 dar, weil x fu¨r b eine Konvexkombination der beiden Eckpunkte von Ψ(b)
ist. #
Bemerkung: Wa¨hlt man die einelementige Parametermenge B = {b}, so ist x im
Allgemeinen kein relativer Randpunkt von M1 bzw. M2 wie es im Beispiel der Fall
ist.
3.3 Allgemeinere Aufgaben
In diesem Abschnitt wollen wir uns der Frage widmen, inwieweit das Existenzresul-
tat einer global pessimistischen Lo¨sung aus Satz 3.4 auf Zwei-Ebenen-Aufgaben mit
nichtlinearer unterer Ebene der Gestalt
F (x) −→ min
b ∈ B , c ∈ C
x ∈Ψ(b, c)
mit
Ψ(b, c) = argmin
x
{f(x, c) : g(x, b) ≤ 0}
u¨bertragen werden kann.
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Zuna¨chst sei B eine einelementige Menge und die untere Ebene eine konkave Optimie-
rungsaufgabe u¨ber einem Polytop, d.h. betrachtet wird







{f(x, c) : Ax = b, x ≥ 0} ,
wobei die Funktion f(x, c) fu¨r einen fixierten Parameter c ∈ C konkav sei.
Der folgende Satz stellt nun eine Verallgemeinerung von Satz 3.1 dar.
Satz 3.7: Betrachtet sei (3.10), wobei f(·, c) fu¨r jedes c ∈ C als konkav vorausgesetzt
sei. Dann existiert eine global pessimistische Lo¨sung, falls der zula¨ssige Bereich
X = {x : Ax = b, x ≥ 0}
der unteren Ebene ein nichtleeres Polytop darstellt.
Beweis: Da die Funktion f(·, c) konkav ist, besteht die Optimalmenge Ψ(c) der un-
teren Ebene nur aus relativen Randpunkten des Polytops X, es sei denn die Funktion
f ist u¨ber X konstant. Falls ein relativer Randpunkt x optimale Lo¨sung der unteren
Ebene ist, und selbst keinen Eckpunkt darstellt, so existiert eine x enthaltende Seite
des Polytops X, welche zu Ψ(c) geho¨rt. Damit la¨sst sich Ψ(c) als Vereinigung von
Seiten des Polytops X darstellen (oder ist das Polytop X selbst). Da die Anzahl an Sei-
ten endlich ist, gibt es nur endlich viele Mo¨glichkeiten fu¨r die Optimalmenge Ψ(c) und
folglich auch nur endlich viele mo¨gliche Zielfunktionswerte ϕp(c) = maxx∈Ψ(c) F (x). Die
global pessimistische Lo¨sung wird dann im kleinsten realisierten Wert angenommen.
Folgerung: Bei der pessimistischen Lo¨sung (x, c) kann man o.B.d.A. annehmen, dass
x ein Eckpunkt von X ist, falls F (x) konvex ist, da dann ϕp(c) stets in einem
Eckpunkt von X realisiert wird.
Die drei folgenden Beispiele zeigen, dass weder auf die Konkavita¨t von f(·, c), auf
die Einelementigkeit von B und die Polyedereigenschaft von X als Voraussetzung
verzichtet werden kann.
Beispiel 3.4: Betrachtet sei die Aufgabe
x1 + x2 −→ min
c1 = c2
0 ≤ c2 ≤ 1
x ∈Ψ(c)
mit
Ψ(c) = argmin {c1z21 + (z2 − c2)2 : −1 ≤ z1 ≤ 1, −1 ≤ z2 ≤ 1} .




{(0, c1)} fu¨r c1 > 0




c1 fu¨r c1 > 0
1 fu¨r c1 = 0 ,
d.h. 0 als Infimum von ϕp wird nicht angenommen. #
Beispiel 3.5: Betrachtet sei die Aufgabe
−x1 − 2x2 −→ min
b1 + 1 = b2
b2 = b3
b4 = 2









{(b1, 1)} fu¨r b1 ∈ [0, 2)
{(2, 1), (3, 0)} fu¨r b1 = 2





−(b1 + 2) fu¨r b1 ∈ [0, 2)
−3 fu¨r b1 = 2
−(b1 + 1) fu¨r b1 ∈ (2, 52 ] ,
womit das Infimum -4 nicht angenommen wird. #








Ψ(c) = argmin {−(z1 − c1)2 − (z2 − c2)2 : z21 + z22 ≤ 1} .
























1) ergibt sich mit c1 ↓ 0 der Wert -1 als Infimum von ϕp, welches aber nicht
angenommen wird, da Parameterwerte (c1, 0) mit c1 > 0 nicht zula¨ssig sind. #
Will man das Existenzresultat einer pessimistischen Lo¨sung weiter verallgemeinern, so
beno¨tigt man z.B. die Unterhalbstetigkeit von Ψ. Diese la¨sst sich fu¨r Aufgaben der
Form





Ψ(b) = argmin {f(x) : gi(x) ≤ bi i = 1, . . . , p1} (3.12)
nachweisen, wenn die Funktionen f und gi schwach analytisch sind, siehe Satz 2.3.
Mit dem na¨chsten Beispiel soll aufgezeigt werden, dass fu¨r allgemeinere Nebenbedin-
gungen in der unteren Ebene die pessimistische Lo¨sung nicht existieren muss, selbst
wenn der zula¨ssige Bereich der unteren Ebene stets ein Polytop ist.





≤ b1 ≤ 1
x ∈Ψ(b)
mit




conv {(0, 2), (1, 1)} fu¨r (b1, b2) = (1, 1)




0 fu¨r (b1, b2) = (1, 1)
−b2 sonst .
Mit b1 = b2 → 1 ergibt sich -1 als infimaler pessimistischer Zielfunktionswert. #
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3.4 Regularisierung
In einer Arbeit von Bergounioux und Haddou [14] wird eine Regularisierungstech-
nik fu¨r die Zwei-Ebenen-Optimierungsaufgabe angewendet, und vermeintlich die Kon-
vergenz gegen die pessimistische Lo¨sung nachgewiesen. Es werden dort Aufgaben der
Form
F (x, y)→ max
y ∈ Y, x ∈ Ψ(y) (3.13)
mit
Ψ(y) = argmin {f(x, y) : x ∈ C}
betrachtet, wobei die Funktionen F und f als konvex fu¨r fixierte Parameterwerte y
vorausgesetzt werden, sowie F nur positive Werte annimmt und Y bzw. C kompak-
te und konvexe Mengen sind. Um dem Problem des nicht eindeutig definierten Ziel-
funktionswertes der oberen Ebene fu¨r einen Parameterwert y bei nichteinelementiger
Lo¨sungsmenge der unteren Ebene aus dem Wege zu gehen, wird in der unteren Ebene
folgendes Ersatzproblem betrachtet
F (x, y)→ max
y ∈ Y, x ∈ Ψε(y) (3.14)
mit
Ψε(y) = argmin {f(x, y) + εF 2(x, y) : x ∈ C} .
Bemerkung: Anders als bisher in der Arbeit wird hier in der oberen Ebene maximiert
und in der unteren Ebene minimiert.
Es la¨sst sich dann zeigen, dass fu¨r ε > 0 zwar die Optimalmenge Ψε(y) nicht not-
wendig einelementig ist, allerdings die Zielfunktion F der oberen Ebene u¨ber dieser
Menge konstant ist, d.h. damit muss nicht weiter zwischen optimistischen und pessi-
mistischen Lo¨sungen unterschieden werden. Anschließend wird die Oberhalbstetigkeit
von Ψε nachgewiesen, womit die Existenz einer globalen Lo¨sung von (3.14) gesichert
ist. Interessant ist nun das Verhalten der Lo¨sung fu¨r ε ↓ 0.
Lemma 3.8: Es sei y fixiert. Wenn xε ∈ Ψε(y) fu¨r ε ↓ 0 gegen x konvergiert, dann
gilt F (x, y) = ϕp(y), d.h. x ist eine Realisierung des pessimistischen Funktionswertes.
Fu¨r den weiteren Verlauf der Arbeit [14] wird der Begriff strong slope beno¨tigt.
Definition 3.1: Es sei q : Rn 7→ R. Den Wert
|∇q(x)| =
{




nennt man strong slope von q im Punkt x.
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Folgerung: Falls q stetig differenzierbar ist, so stimmt |∇q(x)| mit der Norm des
Gradienten ‖∇q(x)‖ u¨berein.
Unter der zusa¨tzlichen Voraussetzung, dass der strong slope bezu¨glich x fu¨r die Ziel-
funktion der unteren Ebene durch eine Konstante gro¨ßer 0 nach unten beschra¨nkt ist,
wird in Satz 3.1 der Arbeit [14] vermeintlich nachgewiesen, dass Lo¨sungen (xε, yε) von
(3.14) gegen eine pessimistische Lo¨sung (x, y) konvergieren. Dies wu¨rde aber bedeuten,
dass (3.13) stets eine pessimistische Lo¨sung besitzt, da die Voraussetzung bezu¨glich des
strong slope durch Hinzunahme einer Variablen in der unteren Ebene stets gesichert
werden kann, siehe x3 im folgenden Beispiel.
Beispiel 3.8: Betrachtet sei die Aufgabe
3− x1 − x2 −→ max
0 ≤ y ≤ 1
2
x ∈ argmin {yz21 + (y − z2)2 − z3 : zi ∈ [−1, 1]} .
Dann sind die Funktion F linear und f konvex fu¨r fixiertes y. Da die Norm des
Gradienten von f stets mindestens den Wert 1 besitzt, ist die gestellte Voraussetzung
bezu¨glich des strong slope ebenfalls erfu¨llt. Allerdings besitzt diese Aufgabe keine global
pessimistische Lo¨sung, denn es ergibt sich
Ψ(y) =
{
[−1, 1]× {0} × {1} fu¨r y = 0
{(0, y, 1)} fu¨r y > 0 und damit ϕp(y) =
{
2 fu¨r y = 0
3− y fu¨r y > 0 ,
d.h. ϕp realisiert das Supremum nicht.
Auf der anderen Seite kann man durch U¨berpru¨fen der KKT-Bedingungen zeigen, dass




















y + ε+ yε
, y
ε(3− y)
y + ε+ yε
+ y, 1
)}
fu¨r y ≥ 2ε
1 + 2ε
gilt. Fixiert man nun den Wert ε, so ist die Lo¨sung der Zwei-Ebenen-Aufgabe (3.14)
zu berechnen. Setzt man x(y, ε) in die Zielfunktion der oberen Ebene ein, so ergibt








fu¨r y ≤ 2ε
1+2ε
(3− y)y
y + εy + ε
fu¨r y ≥ 2ε
1+2ε
.
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Man erkennt leicht, dass Fε(y) im Intervall [0,
2ε
1+2ε
] eine linear fallende Funktion ist.
Betrachtet man fu¨r y > 2ε
1+2ε
die Ableitung der Funktion Fε(y)
F ′ε(y) =
3ε− 2yε− y2(1 + ε)
(y + ε+ yε)2
,





ein lokales Maximum besitzt, wel-
ches fu¨r ε ≤ 1
15




] liegt. Weil wir aber das globale Maximum von
Fε(y) im Intervall [0,
1
2
] beno¨tigen, muss der Funktionswert Fε(yε) noch mit Fε(0)
verglichen werden, da Fε(
1
2
) ≤ Fε(yε) wegen der Monotonie der Funktion, siehe F ′ε.
Ein Vergleich dieser beiden Werte ist etwas schwierig, weshalb man sich auf die ein-
facher nachzuweisende Ungleichungskette Fε(0) ≤ Fε(12) ≤ Fε(yε) zuru¨ckziehen kann.
Die erste Ungleichung ist fu¨r ε ≤ 1
7








yε + ε+ yεε
x2ε = yεx1ε + yε
als Lo¨sung von (3.14) fu¨r ε ≤ 1
15
. Da sowohl x1ε und x2ε fu¨r ε ↓ 0 gegen 0 konvergie-
ren, besitzt F (xε, yε) den Wert 3 als Grenzwert, obwohl die Aufgabe keine pessimis-
tische Lo¨sung besitzt. #
Es stellt sich jetzt die Frage, was tatsa¨chlich bewiesen werden kann, denn das voran-
gegangene Beispiel widerspricht der Aussage von Satz 3.1 in [14]. Deshalb sollen die
Beweise aus [14] hier kurz nachvollzogen werden. (xε, yε) seien also globale Lo¨sungen
von (3.14). Aufgrund der vorausgesetzten Kompaktheit konvergieren diese fu¨r ε ↓ 0
o.B.d.A. gegen (x, y) (ansonsten betrachte eine konvergente Teilfolge). Da (xε, yε)
globale Lo¨sungen fu¨r fixiertes ε sind, gilt
F (xε, yε) ≥ F (x˜ε, y˜)
fu¨r alle y˜ ∈ Y und alle x˜ε ∈ Ψε(y˜), wobei der Wert auf der rechten Seite ja unabha¨ngig
von x˜ε ist. Bildet man nun auf beiden Seiten den Grenzwert fu¨r ε ↓ 0, so folgt
F (x, y) ≥ F (x˜, y˜) ,
wobei x˜ o.B.d.A. den Grenzwert der Folge x˜ε darstellt. Außerdem gilt mit Lem-
ma 3.8 F (x˜, y˜) = ϕp(y˜) und damit F (x, y) ≥ ϕp(y˜) fu¨r alle y˜ ∈ Y , d.h. F (x, y) ≥
supy∈Y ϕp(y).
Es sei nun xˆε eine Realisierung des pessimistischen Funktionswertes ϕp(yε) = F (xˆε, yε).
Da xε fu¨r yε eine Lo¨sung der unteren Ebene von (3.14) ist, also xε ∈ Ψε(yε), folgt
f(xε, yε) + εF
2(xε, yε) ≤ f(xˆε, yε) + εF 2(xˆε, yε) .
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Beachtet man noch xˆε ∈ Ψ(yε), so folgt wegen f(xˆε, yε) ≤ f(xε, yε) und der Positivita¨t
von F die Beziehung
F (xε, yε) ≤ F (xˆε, yε) = ϕp(yε)
und durch Grenzu¨bergang ε ↓ 0 auf der linken Seite F (x, y) ≤ supy∈Y ϕp(y), und
damit F (x, y) = supy∈Y ϕp(y).
Als na¨chstes zeigen wir, dass x eine optimale Lo¨sung der unteren Ebene der Ausgangs-
aufgabe fu¨r y ist, also x ∈ Ψ(y). Da xε ∈ Ψε(yε), gilt fu¨r alle z ∈ C
f(xε, yε) + εF
2(xε, yε) ≤ f(z, yε) + εF 2(z, yε)
und mit ε ↓ 0
f(x, y) ≤ f(z, y)
fu¨r alle z ∈ C, d.h. x ∈ Ψ(y). Damit ist bewiesen, dass y eine schwach/asymptotisch
pessimistische Lo¨sung darstellt.
Es bleibt also festzuhalten, dass im Beweis von Satz 3.1 in [14] ein Fehler beim Nach-
weis von F (x, y) = ϕp(y) vorliegen muss, da das hier angefu¨hrte Beispiel die Aussage
des Satzes widerlegt. Allerdings kann man schlußfolgern, dass (x, y) eine schwach pes-
simistische Lo¨sung ist.
Nun sollen die Ergebnisse aus der Arbeit von Bergounioux und Haddou auf die hier
betrachtete Aufgabenstellung verallgemeinert werden, wobei wie in [14] in der oberen
Ebene maximiert und in der unteren Ebene minimiert werden soll. Es wird sich hierbei
zeigen, dass man fu¨r die hier untersuchte Aufgabe tatsa¨chlich eine global pessimistische
Lo¨sung erha¨lt. Betrachtet sei nun also
F (x) −→ max
b ∈ B
c ∈ C
x ∈ Ψ(b, c) = argmin
z
{c⊤z : Az = b, z ≥ 0}
(3.15)
unter den Voraussetzungen:
• B und C seien konvex, kompakt und nichtleer.
• Der zula¨ssige Bereich der unteren Ebene sei fu¨r alle b ∈ B nichtleer.
• Der zula¨ssige Bereich der unteren Ebene sei stets beschra¨nkt, d.h. das System
Ax = 0, x ≥ 0
besitzt keine nichttriviale Lo¨sung.
• F (x) sei konvex, stetig und besitze nur positive Funktionswerte.
Bemerkung: Dass F nur positive Funktionswerte besitzt, ist keinerlei Einschra¨nkung,
da wegen den Kompaktheitsvoraussetzungen immer eine Funktion F˜ = F +M mit
einer hinreichend großen Konstante M betrachtet werden kann.
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Der Unterschied bzw. die Verallgemeinerung besteht nun darin, dass der zula¨ssige Be-
reich der unteren Ebene ebenfalls von einem Parameter abha¨ngt und nicht nur die
Zielfunktion. Als Ersatzproblem ergibt sich fu¨r ε > 0 analog
F (x) −→ max
b ∈ B
c ∈ C
x ∈ Ψε(b, c) = argmin
z
{c⊤z + εF 2(z) : Az = b, z ≥ 0} .
(3.16)
Lemma 3.9: Fu¨r alle Parameter (b, c) ∈ B×C besitzt die Aufgabe der unteren Ebene
von (3.16) eine optimale Lo¨sung und die Zielfunktion der oberen Ebene ist konstant
u¨ber Ψε(b, c).
Beweis: Aufgrund der vorausgesetzten Kompaktheit und der Existenz von zula¨ssigen
Lo¨sungen fu¨r die untere Ebene fu¨r alle Parameter b ∈ B ist die Lo¨sbarkeit der unteren
Ebene offensichtlich. Die Aufgabe der unteren Ebene la¨sst sich a¨quivalent durch
c⊤x+ εt2 → min
F (x)− t = 0
Ax = b
x ≥ 0
formulieren. Da F nur positive Werte annimmt, kann diese Aufgabe durch
c⊤x+ εt2 → min
F (x) ≤ t
Ax = b
x ≥ 0
ersetzt werden. Dies ist nun ein konvexes Optimierungsproblem mit einer in t streng
konvexen Zielfunktion. Damit ist der Wert von t fu¨r jede Optimallo¨sung der Aufgabe
identisch, d.h. F (x) ist konstant u¨ber Ψε(b, c). 
Lemma 3.10: Die Optimalmengenabbildung Ψε(b, c) ist oberhalbstetig.
Beweis: Folgt z.B. aus Resultaten in [8] oder [25]. 
Damit la¨sst sich jetzt die Stetigkeit der Funktion ψε(b, c) = F (x) fu¨r x ∈ Ψε(b, c)
nachweisen.
Lemma 3.11: Fu¨r fixiertes ε > 0 ist die Funktion ψε(b, c) stetig.
Beweis: Zuna¨chst ist die Funktion aufgrund von Lemma 3.9 wohldefiniert. Es sei nun
(bk, ck) eine gegen (b, c) konvergente Folge, deren Glieder in B × C liegen. Dann gibt
es xk ∈ Ψε(bk, ck) mit F (xk) = ψε(bk, ck). O.B.d.A. konvergiere xk gegen x. Aufgrund
der Oberhalbstetigkeit von Ψε folgt nun x ∈ Ψε(b, c) und mit der Stetigkeit von F
erha¨lt man
ψε(b
k, ck) = F (xk)→ F (x) = ψε(b, c) . 
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Folgerung: Die Aufgabe (3.16) besitzt fu¨r alle ε > 0 eine global optimale Lo¨sung
(xε, bε, cε).
Nun interessiert wieder was sich fu¨r Lo¨sungen (xε, bε, cε) fu¨r ε ↓ 0 zeigen la¨sst.
Lemma 3.12: Es sei das Parameterpaar (b, c) fixiert. Wenn xε ∈ Ψε(b, c) fu¨r ε ↓
0 gegen x konvergiert, dann gilt x ∈ Ψ(b, c) und x realisiert den pessimistischen
Zielfunktionswert ϕp(b, c).
Beweis: Fu¨r alle zula¨ssigen x der unteren Ebene gilt mit xε ∈ Ψε(b, c)
c⊤xε + εF 2(xε) ≤ c⊤x+ εF 2(x) .
Daraus folgt mit ε ↓ 0 die Beziehung c⊤x ≤ c⊤x fu¨r alle zula¨ssigen Lo¨sungen der
unteren Ebene, also x ∈ Ψ(b, c). Es sei nun x ∈ Ψ(b, c) ebenfalls eine optimale Lo¨sung
der unteren Ebene. Dann ergibt sich die Ungleichungskette
c⊤xε + εF 2(xε) ≤ c⊤x+ εF 2(x)
= c⊤x+ εF 2(x)
≤ c⊤xε + εF 2(x)
und damit F (xε) ≤ F (x). Grenzwertbildung fu¨r ε ↓ 0 liefert dann F (x) ≤ F (x). 
Satz 3.13: (xε, bε, cε) seien globale Lo¨sungen von (3.16). Dann ist jeder Ha¨ufungs-
punkt (x, b, c) fu¨r ε ↓ 0 eine schwach pessimistische Lo¨sung der Aufgabe (3.15) und
fu¨r ein geeignet gewa¨hltes c ∈ C erha¨lt man eine global pessimistische Lo¨sung (x, b, c).
Beweis: Sei (x, b, c) ein Ha¨ufungspunkt von (xε, bε, cε) und (x
k, bk, ck) eine gegen
diesen Punkt konvergierende Teilfolge, wobei (xk, bk, ck) globale Lo¨sungen von (3.16)
fu¨r εk und (εk) eine Nullfolge seien. Es gilt wegen der globalen Optimalita¨t die Un-
gleichung F (xk) ≥ F (x˜k) fu¨r alle (b˜, c˜) ∈ B × C und alle x˜k ∈ Ψεk(b˜, c˜), wobei F (x˜k)
aufgrund von Lemma 3.9 unabha¨ngig von x˜k ist. Bildet man nun auf beiden Seiten
den Grenzwert fu¨r k →∞, so folgt F (x) ≥ F (x˜), wobei x˜ o.B.d.A. den Grenzwert der
Folge x˜k darstellt. Mit Lemma 3.12 folgt F (x˜) = ϕp(b˜, c˜) und damit F (x) ≥ ϕp(b˜, c˜)
fu¨r alle (b˜, c˜) ∈ B × C, d.h. F (x) ≥ sup(b,c)∈B×C ϕp(b, c). Es sei nun xˆk eine Realisie-
rung des pessimistischen Funktionswertes ϕp(b
k, ck) = F (xˆk). Da xk fu¨r (bk, ck) eine
Lo¨sung der unteren Ebene von (3.16) ist, also xk ∈ Ψεk(bk, ck), folgt
c⊤xk + εkF 2(xk) ≤ c⊤xˆk + εkF 2(xˆk) .
Beachtet man noch xˆk ∈ Ψ(bk, ck), so folgt wegen c⊤xˆk ≤ c⊤xk und der Positivita¨t
von F die Beziehung
F (xk) ≤ F (xˆk) = ϕp(bk, ck)
und durch Grenzu¨bergang k → ∞ auf der linken Seite F (x) ≤ sup(b,c)∈B×C ϕp(b, c),
und damit F (x) = sup(b,c)∈B×C ϕp(b, c). Als na¨chstes zeigen wir, dass x eine optimale
Lo¨sung der unteren Ebene der Ausgangsaufgabe fu¨r (b, c) ist, also x ∈ Ψ(b, c). Da
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xk ∈ Ψεk(bk, ck), gilt fu¨r alle zula¨ssigen zk der unteren Ebene fu¨r den Parameterwert
bk
c⊤xk + εkF 2(xk) ≤ c⊤zk + εkF 2(zk) ∀zk ∈ X(bk) = {x : Ax = bk, x ≥ 0} .
Da die Punkt-Menge-Abbildung X : b 7→ X(b) als Lo¨sungsmenge eines linearen Un-
gleichungssystems stetig ist, existiert fu¨r jedes z ∈ X(b) eine Folge zk ∈ X(bk) mit
z als Grenzwert. Betrachtet man fu¨r diese Folge die letzte Ungleichung und bildet den
Grenzwert fu¨r k →∞, so folgt c⊤x ≤ c⊤z fu¨r alle z ∈ X(b), d.h. x ∈ Ψ(b, c). Damit
ist (x, b, c) eine schwach pessimistische Lo¨sung, muss allerdings keine pessimistische
Lo¨sung sein. Eine pessimistische Lo¨sung erha¨lt man mit Lemma 3.3, d.h. es existiert
ein c ∈ C, so dass (x, b, c) pessimistische Lo¨sung der Aufgabe (3.15) ist. 
Beispiel 3.9: Dieses Beispiel soll zeigen, dass (x, b, c) keine pessimistische Lo¨sung sein
muss, aber ein c existiert, so dass (x, b, c) eine pessimistische Lo¨sung ist.
x2 + 2 −→ max
c ∈ C = {d : d1 = 1, d2 ≥ 0}
x ∈ argmin
z
{−z1 − c2z2 : z1 + z2 ≤ 1, z ≥ 0} .
In Abha¨ngigkeit von ε muss dann die Zwei-Ebenen-Aufgabe
x2 + 2 −→ max
c ∈ C = {d : d1 = 1, d2 ≥ 0}
x ∈ argmin
z
{−z1 − c2z2 + ε(z2 + 2)2 : z1 + z2 ≤ 1, z ≥ 0}
(3.17)
gelo¨st werden. Es ergibt sich
(x1, x2)(c2, ε) =







− 2)} fu¨r 1 + 4ε ≤ c2 ≤ 1 + 6ε
{(0, 1)} fu¨r c2 ≥ 6ε+ 1
als Lo¨sung der unteren Ebene in Abha¨ngigkeit von c2 und ε. Offensichtlich ist (0, 1)
fu¨r cε = (1, 1 + 6ε) eine Lo¨sung von (3.17). Mit ε ↓ 0 gilt cε → (1, 1), allerdings
realisiert x = (0, 1) fu¨r c = (1, 1) den pessimistischen Zielfunktionswert nicht. Durch
Wahl von c2 > 1 erha¨lt man aber eine pessimistische Lo¨sung (x, c). #
3.5 Optimalita¨tsbedingungen
In der Literatur werden Optimalita¨tsbedingungen fu¨r pessimistische Lo¨sungen eher
selten untersucht, siehe [33] fu¨r Aufgaben mit diskreter unterer Ebene oder [25] fu¨r
lineare Zwei-Ebenen-Optimierungsprobleme. An dieser Stelle sollen deshalb nun Op-
timalita¨tsbedingungen fu¨r pessimistische Lo¨sungen formuliert werden, wobei die Ziel-
funktion F der oberen Ebene sowie die Parametermengen B und C konvex seien.
Außerdem sei B kompakt.
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3.5.1 Der Fall B = {b}
Im nun Folgenden sollen Optimalita¨tsbedingungen fu¨r lokale pessimistische Lo¨sungen
entwickelt werden. Dazu sei (x, c) ein zula¨ssiger Punkt, d.h. c ∈ C und x ∈ Ψ(c), mit
F (x) = ϕp(c).
Bemerkung: Da die Funktion F konvex ist und u¨ber Ψ(c) maximiert werden muss,
bleibt im Prinzip nichts anderes u¨brig als alle Eckpunkte des Polytops Ψ(c) zu berech-
nen. Im Folgenden sei deshalb Ψ(c) = conv {x1, . . . , xk} mit F (x1) ≥ F (x2) ≥ . . . ≥
F (xk) und x = x1 als bekannt vorausgesetzt, wobei xi die Eckpunkte von Ψ(c) sind.
Falls Ψ(c) einelementig ist, so ist dieser Punkt eine lokal pessimistische Lo¨sung, da
Ψ(c) auch in einer Umgebung von c einelementig ist und die Lo¨sung x besitzt, d.h. die
pessimistische Lo¨sungsfunktion der oberen Ebene ϕp(c) ist in einer Umgebung von c
konstant. Dieses Ergebnis la¨sst sich auch auf nichteinelementige Ψ(c) verallgemeinern.
Satz 3.14: Es sei x ∈ Ψ(c) und es gelte F (x) = ϕp(c). Desweiteren seien mit x =
x1, . . . , xt alle Eckpunkte von Ψ(c) bezeichnet, welche F (xi) = ϕp(c) erfu¨llen. Dann
sind die Punkte (xi, c) fu¨r i = 1, . . . , t lokal pessimistische Lo¨sungen genau dann, wenn
eine Umgebung U von c existiert, so dass fu¨r jedes zula¨ssige c aus dieser Umgebung,
d.h. c ∈ U ∩ C, eine der Ecken x1, . . . , xt optimal bleibt, also xi ∈ Ψ(c) fu¨r ein
i = 1, . . . , t gilt.
Beweis: In einer Umgebung von c gilt aufgrund der Oberhalbstetigkeit der Optimal-
mengenabbildung sowie der Einelementigkeit von B die Beziehung Ψ(c) ⊆ Ψ(c). Damit
folgt unmittelbar die Relation ϕp(c) ≤ ϕp(c) fu¨r alle c aus einer hinreichend kleinen
Umgebung U von c. Folglich ist fu¨r lokale pessimistische Optimalita¨t die Beziehung
ϕp(c) = ϕp(c) notwendig. Dies ist aber wegen Ψ(c) ⊆ Ψ(c) a¨quivalent dazu, dass fu¨r
jedes c ∈ U ∩ C eine der Ecken x1, . . . , xt Optimallo¨sung der unteren Ebene bleibt.
Die U¨berpru¨fung, ob eine Ecke in einer Umgebung fu¨r die untere Ebene optimal bleibt,
kann auf Basismatrizen zuru¨ckgefu¨hrt werden. Dazu bezeichne Bi die zum Eckpunkt
xi geho¨rende Basismatrix. Im Falle der Degeneration ko¨nnen mehr als t Basismatrizen
existieren. Dann sei mit s die Anzahl der dual zula¨ssigen Basismatrizen bezeichnet,
welche die Punkte x1, . . . , xt erzeugen, genauer
B−1i b = x
1 =: xi i = 1, . . . , i1
B−1i b = x
2 =: xi i = i1 + 1, . . . , i2
...
B−1i b = x
t =: xi i = it−1 + 1, . . . , s .
Lemma 3.15: Die Basislo¨sung mit der Basismatrix Bi bleibt von c aus in Richtung
r genau dann optimale Lo¨sung der unteren Ebene, wenn (r⊤BiB
−1
i A− r)j ≥ 0 fu¨r alle
j mit ∆j(Bi) = 0 gilt, wobei ∆(Bi) die Optimalita¨tsindikatoren fu¨r die Basismatrix
Bi bezu¨glich des Zielfunktionsvektors c bezeichne.
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Beweis: Unter den Voraussetzungen sind die Optimalita¨tsindikatoren ∆(Bi) fu¨r den
Zielfunktionsvektor c+ tr fu¨r hinrechend kleine Werte von t nichtnegativ. 
Folgerung: Fu¨r jede Basislo¨sung xiBi ist (x
i, c) mit i = 1, . . . , s eine lokal pessimis-







i A− r)j (3.18)
fu¨r alle r ∈ TC(c) einen nichtnegativen Wert besitzt, wobei TC(c) den Tangentenkegel
an die Menge C im Punkt c bezeichnet.
Beweis: Es seien die Punkte (xi, c) lokal pessimistische Lo¨sungen. Angenommen
(3.18) besitzt fu¨r ein r ∈ TC(c) einen negativen Wert. Fu¨r dieses r existieren Fol-
gen rk → r und tk ↓ 0 mit c + tkrk ∈ C. Folglich besitzt (3.18) auch fu¨r rk, k
hinreichend groß, negative Werte, im Widerspruch zur lokalen Optimalita¨t im pessi-
mistischen Sinne.
Besitze nun andererseits (3.18) fu¨r alle r ∈ TC(c) nichtnegative Werte und angenom-
men einer der Punkte (xi, c) ist keine pessimistische Lo¨sung, d.h. es gibt eine Folge
ck → c, so dass fu¨r i = 1, . . . , s keine der zu Bi geho¨renden Basislo¨sungen in Ψ(ck)
liegt. Aufgrund der Konvexita¨t von C gilt rk = ck−c ∈ TC(c) und fu¨r hinreichend große
k muss (3.18) fu¨r rk einen negativen Wert besitzen, weil sonst eine der Basislo¨sungen
i = 1, . . . , s optimal bleiben wu¨rde. 
Bemerkung: Im Falle s = 1 ist also zu pru¨fen, ob eine der Ungleichungen
(r⊤B1B
−1
1 A− r)j ≤ −1
fu¨r ein j mit ∆j(B1) = 0 und ein r ∈ TC(c) erfu¨llt ist.
3.5.2 Der Fall C = {c}
In diesem Abschnitt sei der Fall betrachtet in dem die lineare Aufgabe der unteren
Ebene einen fixierten Kostenvektor c besitzt und nur der zula¨ssige Bereich parameter-
abha¨ngig ist. Wie im letzten Abschnitt sei die Optimalmenge Ψ(b, c) hier mit Ψ(b)
abgeku¨rzt.
Betrachtet sei ein im pessimistischen Sinne zula¨ssiger Punkt (x, b), d.h es gilt x ∈ Ψ(b)
sowie ϕp(b) = F (x). Desweiteren seien x = x
1, . . . , xt alle weiteren Eckpunkte von
Ψ(b) mit F (xi) = ϕp(b). Falls diese Eckpunkte alle nichtdegeneriert sind, so la¨sst sich




darstellen, wobei Bi wieder die zu x
i geho¨rende Basismatrix bezeichnet. Da F als
konvex vorausgesetzt wurde, ist ϕp in einer Umgebung von b dann ebenfalls konvex.
Damit erha¨lt man unmittelbar das folgende Optimalita¨tskriterium.
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Lemma 3.16: Es seien alle Eckpunkte xi von Ψ(b) mit F (xi) = ϕp(b), i = 1, . . . , t,
nichtdegeneriert. Dann ist ein Punkt (xi, b) genau dann eine lokal pessimistische Lo¨-
sung, wenn
ϕ′p(b; r) = max
i=1,...,t
F ′(xi;B−1i r) ≥ 0 fu¨r alle r ∈ TB(b)
gilt, wobei TB(b) den Tangentenkegel im Punkt b an die Menge B bezeichnet.
Folgerung: Falls F in den Punkten xi zusa¨tzlich stetig differenzierbar ist und TB(b)
eine Beschreibung in Form von linearen Ungleichungen besitzt, so la¨sst sich der Opti-
malita¨tstest auf die U¨berpru¨fung der Lo¨sbarkeit des linearen Systems
∇F (xi)B−1i r ≤ −1 i = 1, . . . , t
r ∈ TB(b)
zuru¨ckfu¨hren.
Falls eine der Ecken degeneriert ist, so mu¨ssen die bisherigen Betrachtungen leicht
modifiziert werden. Der Unterschied liegt im Prinzip darin, fu¨r den Parameter b nun
zusa¨tzlich die primale Zula¨ssigkeit zu u¨berpru¨fen. Zuna¨chst ergibt sich ϕp in einer
Umgebung von b als
ϕp(b) = max
i=1,...,s:B−1i b≥0
F (B−1i b) ,
wobei s erneut die Anzahl der dual zula¨ssigen Basismatrizen bezeichnet, welche die
Punkte x1, . . . , xt erzeugen.
In a¨hnlicher Weise modifiziert sich die Richtungsableitung:
ϕ′p(b; r) = max
i=1,...,s: (B−1i r)j≥0 ∀j∈I(Bi)
F ′(xi;B−1i r) ,
wobei I(Bi) die Menge der Basisvariablen zur Basismatrix Bi bezeichnet, die ver-
schwinden. In der Hoffnung, dass es nicht zu viele und nicht zu stark degenerierte
optimale Basislo¨sungen gibt, die auch noch dual zula¨ssig sind, also s nicht wesentlich
gro¨ßer als t ist, ko¨nnte anstatt die Lo¨sbarkeit eines linearen Systems zu u¨berpru¨fen
dazu u¨bergegangen werden, dies fu¨r mehrere lineare Systeme zu tun, wobei jeweils ei-
ne festgelegte Menge der degenerierten dual zula¨ssigen Basismatrizen primal zula¨ssig
bleibt und die restlichen nicht.
3.5.3 Allgemeiner Fall
Weil zwischen den Parametern b und c keinerlei Bindung in den Nebenbedingungen
besteht, mu¨ssen im Prinzip nur die Ergebnisse der letzten beiden Abschnitte kombiniert
werden. Von daher gelten die gleichen Bezeichnungen bezu¨glich der Basismatrizen wie
im Vorangegangenen. Dann ergibt sich fu¨r die Richtungsableitung
ϕ′p(b, c; r
b, rc) = max
i=1,...,s
{F ′(xi;B−1i rb)| (B−1i rb)j ≥ 0 ∀j ∈ I(Bi),
((rcBi)
⊤B−1i A− rc)k ≥ 0 ∀k : ∆k(Bi) = 0}
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Definiert man das Maximum u¨ber der leeren Menge als −∞, so ergibt sich die folgende
Optimalita¨tsbedingung.
Satz 3.17: Es seien (b, c) ∈ B×C sowie x ∈ Ψ(b, c) . Die Lo¨sung (x, b, c) ist im pessi-




0 fu¨r alle (rb, rc) ∈ TB(b)× TC(c).
Folgerung: Im Falle von s = 1 und I(B1) = ∅, d.h. ϕp(b, c) besitzt eine eindeutige
Realisierung durch einen nichtdegenerierten Eckpunkt x1, vereinfacht sich die Rich-
tungsableitung zu ϕ′p(b, c; r
b, rc) = F ′(x1;B−11 r
b). Folglich ist (x, b, c) genau dann eine
lokal pessimistische Lo¨sung, wenn die Basisdarstellung in alle Richtungen rc ∈ TC(c)
dual zula¨ssig bleibt und F ′(x1;B−11 r
b) ≥ 0 fu¨r alle rb ∈ TB(b) gilt.
3.6 Ein Algorithmus fu¨r den linearen Fall
Ausgehend von einem Algorithmus zur Enumeration aller Ecken eines Polyeders, siehe
Abschnitt 2.2, soll jetzt ein Verfahren zur Bestimmung einer global pessimistischen
Lo¨sung von
d⊤x −→ max
b ∈ B = {b : Db ≤ b˜}
c ∈ C = {c : Cc ≤ c˜}
x ∈ Ψ(b, c) .
(3.19)
entwickelt werden, das in gewisser Weise einem Branch&Bound-Verfahren a¨hnelt.
Mit den Resultaten aus Abschnitt 2.2 lassen sich die Eckpunkte eines Polyeders enu-
merieren und mit Satz 3.5 gilt, dass die pessimistische Lo¨sung von (3.19) in einem
Eckpunkt von M = {x : DAx ≤ b˜, x ≥ 0} zu finden ist. Der Algorithmus der
Enumeration besitzt außerdem die Eigenschaft, dass in jedem zula¨ssigen umgekehrten
Basistausch der Zielfunktionswert nicht steigt. Damit muss ein Teilbaum nicht mehr
weiter betrachtet werden, falls die Lo¨sung eines Knotens zula¨ssig im pessimistischen
Sinne ist, weil der pessimistische Zielfunktionswert nicht ansteigen kann. Die Idee des
Algorithmus ist nun einfach, die Folgende.
• Enumeriere die Eckpunkte von M bezu¨glich der Zielfunktion d⊤x.
• U¨berpru¨fe jeden erhaltenen Eckpunkt, ob er pessimistisch zula¨ssig ist. Falls ja,
aktualisiere die untere Schranke fu¨r den Zielfunktionswert und gehe im Enumera-
tionsbaum wieder aufwa¨rts.
• Gehe im Enumerationsbaum auch wieder aufwa¨rts, falls der Zielfunktionswert des
aktuellen Tableaus nicht gro¨ßer als die aktuelle untere Schranke ist.
Folglich arbeitet der Algorithmus recht a¨hnlich zur Funktion Eckpunkte, wobei der
wesentliche Unterschied im mo¨glicherweise fru¨heren Aufwa¨rtsgehen innerhalb des Enu-
merationsbaum liegt, wenn die aktuelle untere Schranke fu¨r den pessimistischen Opti-
malwert unterschritten oder eine pessimistisch zula¨ssige Lo¨sung gefunden wurde.
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Es fehlt lediglich noch der Test auf pessimistische Zula¨ssigkeit eines Eckpunktes x von
M . Gegeben sei also ein Eckpunkt x von M . Zuna¨chst ist zu u¨berpru¨fen, ob dieser
Eckpunkt u¨berhaupt fu¨r ein c ∈ C optimale Lo¨sung der unteren Ebene ist. Dies la¨sst
sich aufgrund der Dualita¨tstheorie der linearen Optimierung mit Hilfe der Lo¨sbarkeit
des Systems
A⊤y − c ≥ 0




Lemma 3.18: Die Lo¨sung x ist genau dann fu¨r die untere Ebene zula¨ssig, wenn das
System (3.20) eine Lo¨sung besitzt.
Hat man eine eine Lo¨sung (c, y) von (3.20) berechnet, so ergibt sich die Menge der
optimalen Lo¨sungen der unteren Ebene fu¨r dieses c als Lo¨sungsmenge des Systems
Ax = b
xi = 0 ∀i ∈ I(c, y) = {j : (A⊤y − c)j > 0} .
(3.21)
Um nun die pessimistische Zula¨ssigkeit der Lo¨sung zu testen, wird ein geeigneter
Zielfunktionsvektor c gewa¨hlt werden. Dazu bezeichne
I = {I(c, y) : A⊤y ≥ c, (A⊤y − c)i = 0 i /∈ I(x), Cc ≤ c˜}
ein Indexmengensystem. Dieses Indexmengensystem besteht nur aus endlich vielen In-
dexmengen und besitzt außerdem ein gro¨ßtes Element.
Lemma 3.19: Falls das Mengensystem I nichtleer ist, so besitzt es ein gro¨ßtes Ele-
ment.
Beweis: Es seien I1, I2 ∈ I sowie I1 6= I2. Dann gibt es Vektoren c1, c2, y1, y2 mit
A⊤yk − ck ≥ 0
(A⊤yk − ck)i = 0 ∀i /∈ I(x)
Cck ≤ c˜
sowie I1 = I(c
1, y1) und I2 = I(c
2, y2). Fu¨r eine Konvexkombination (c, y) = λ(c1, y1)+
(1− λ)(c2, y2) mit λ > 0 liegt die Menge I(c, y) ebenfalls in I und es gilt I(c, y) =
I(c1, y1) ∪ I(c2, y2). 
Bemerkung: Es gilt I 6= ∅ genau dann, wenn x fu¨r wenigstens ein c ∈ C optimale
Lo¨sung der unteren Ebene ist.
Fu¨r das gro¨ßte Element I = I(c, y) des Mengensystems I ist die Optimalmenge der
unteren Ebene, die x beinhaltet, so klein wie mo¨glich. Damit ist fu¨r den Test der
pessimistischen Zula¨ssigkeit u¨ber der Menge der optimalen Lo¨sungen fu¨r c
Ψ(c) = {x : Ax = Ax, x ≥ 0, xI = 0}
die lineare Funktion d⊤x zu minimieren.
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Lemma 3.20: Falls die Aufgabe min{d⊤x : x ∈ Ψ(c)} den Optimalwert d⊤x besitzt,
so ist die Lo¨sung x fu¨r den Parameterwert c im pessimistischen Sinne zula¨ssig.
Bemerkung: Wenn diese Aufgabe eine Lo¨sung x˜ mit d⊤x˜ < d⊤x besitzt, so ist x˜
im pessimistischen Sinne zula¨ssig.
Es bleibt nun noch zu kla¨ren, wie die Menge I(c, y) ermittelt werden kann.
Lemma 3.21: Es gilt k ∈ I(c, y) genau dann, wenn die Aufgabe
(A⊤y − c)k −→ max
A⊤y − c ≥ 0
(A⊤y − c)i = 0 ∀i /∈ I(x) = {j : xj = 0}
Cc ≤ c˜
(3.22)
nicht den Optimalwert 0 besitzt.
Folgerung: Damit sind theoretisch |I(x)| lineare Optimierungsaufgaben zur Ermitt-
lung von I(c, y) zu lo¨sen, wobei bei der Lo¨sung einer Aufgabe auch die Zugeho¨rigkeit
mehrerer Indizes zu I(c, y) festgestellt werden kann, wenn (A⊤y − c)i > 0 fu¨r i 6= k
gilt. Es ist also zu erwarten, dass deutlich weniger lineare Aufgaben gelo¨st werden
mu¨ssen.
Mit den formulierten Aussagen la¨sst sich nun die Zula¨ssigkeit eines Eckpunktes im
pessimistischen Sinne u¨berpru¨fen und der Algorithmus wie folgt formulieren, wobei





vorausgesetzt sei. Falls die Lo¨sung eindeutig, aber degeneriert ist, so muss wie bei der
Enumeration aller Eckpunkte die Funktion pessimistisch fu¨r alle optimalen Basis-
darstellungen von (3.23) aufgerufen werden. Auf den Fall der Nichteindeutigkeit wird
spa¨ter noch eingegangen werden.
function pessimistisch()
{ B sei die eindeutige optimale Basisloesung;
xloes; optwert=-unendlich;
j=min J(B); i=min I(B);
repeat
while (i<=max I(B) and reverse(B,i,j)==false and Zielneu<=optwert)
incrementi(B,i);
if (i<=max I(B))
Basistausch BV i gegen NBV j;
3 Pessimistischer Zugang 57





selectpivot(B); Basistausch gemaess selectpivot;
incrementi(B,i);
else if (optwert<Funkionswert der Loesung aus Lemma 3.16)
optwert=Funkionswert der Loesung aus Lemma 3.16
xloes=Loesung aus Lemma 3.16
aktualisiere I(B), J(B);j=min J(B); i=min I(B);
else aktualisiere I(B), J(B);j=min J(B); i=min I(B);
else if (incrementj(B,j)<=max J(B))
i=min I(B);
else
selectpivot(B); Basistausch BV gemaess selectpivot;
incrementi(B,i);
until(j=n+1 and i=n+1 and im Ausgangstableau)
}
I(B), J(B) liefert die geordnete Indexmenge der BV bzw. NBV;
reverse(B,i,j) boolean
testet, ob der Tausch der Basisvariablen i gegen j ein
zulaessiger umgekehrter Basistausch ist
selectpivot(B)
liefert den Basiswechsel nach Auswahlregel von Bland
incrementi(B,i)
erhoeht den Wert von i auf den naechstgroesseren Wert innerhalb
von I(B) bzw. auf n+1 falls dieser bereits erreicht wurde
incrementj(B,i)
erhoeht den Wert von j auf den naechstgroesseren Wert innerhalb
von J(B) bzw. auf n+1 falls dieser bereits erreicht wurde
Bemerkung: Falls die Ermittlung der Lo¨sung von (3.23) mit dem Simplexalgorithmus
erfolgt, so kann in dessen Verlauf eventuell bereits eine erste pessimistisch zula¨ssige
Lo¨sung ermittelt und damit optwert auf den entsprechenden endlichen Wert gesetzt
werden.
Die Funktionsweise des Algorithmus soll nun an einem Beispiel veranschaulicht werden.









Abbildung 3.1: Enumerationsbaum im Beispiel 3.10
Beispiel 3.10: Betrachtet sei die Aufgabe
−2x1 − 2x2 − x6 −→ max
b2 − b1 = 3
b1 + b3 = 5
b4 − b1 = 0
1 ≤ b1 ≤ 3
x ∈ argmax {z1 : z1− z2+ z3 = b1, z1+ z2+ z4 = b2, z1+ z5 = b3, z1+ z6 = b4, z ≥ 0} .
Gema¨ß Satz 3.5 findet sich die pessimistische Lo¨sung in einem Eckpunkt des Polyeders
M = {x : DAx ≤ b˜, x ≥ 0}. Bildet man dieses Polyeder und fasst die hier vorhande-
nen doppelten Ungleichungen bezu¨glich der Gleichheitsnebenbedingungen der oberen
Ebene als Gleichungen im Polyeder M auf, so ergibt sich gerade das Polyeder mit zu-
geho¨riger Zielfunktion aus Beispiel 2.10, wobei x7 und x8 die Schlupfvariablen zu den
Ungleichungen von b1 in der oberen Ebene darstellen. Deshalb mu¨ssen diese Variablen
fu¨r die Zula¨ssigkeitstests fu¨r die untere Ebene vernachla¨ssigt werden. Den Ablauf des
Algorithmus kann man auch mit Hilfe von Abbildung 3.1 nachvollziehen, wobei die
dick markierten Knoten zula¨ssig fu¨r die untere Ebene sind und die gefu¨llten Knoten
pessimistisch zula¨ssig sind.
Der Algorithmus startet also mit der Basislo¨sung mit den Nichtbasisvariablen x1, x2
und x8, welche nicht optimal fu¨r die untere Ebene ist. Deshalb erfolgt mit einem
zula¨ssigen umgekehrten Basiswechsel der U¨bergang zur Basislo¨sung mit den Nicht-
basisvariablen x2, x3, x8. Diese Lo¨sung ist zwar fu¨r die untere Ebene zula¨ssig, stellt
aber keine Realisierung des pessimistischen Zielfunktionswertes dar. Allerdings ergibt
sich durch Lo¨sen der Aufgabe aus Lemma 3.20 die zum Knoten mit den Nichtbasisva-
riablen x4, x6, x8 geho¨rende pessimistisch zula¨ssige Lo¨sung und damit -8 als Schranke
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fu¨r den Optimalwert. Fu¨r den restlichen linken Teilbaum liefert das Lo¨sen der Auf-
gabe aus Lemma 3.20 einen schlechteren Wert als die aktuelle Schranke -8, weshalb
der Algorithmus zum Ausgangsknoten zuru¨ckkehrt. Dort erfolgt dann als na¨chstes der
U¨bergang zur Basislo¨sung mit den Nichtbasisvariablen x2, x6, x8. Auch diese Lo¨sung
ist lediglich zula¨ssig fu¨r die untere Ebene und das Lo¨sen der Aufgabe aus Lemma 3.20
liefert den Wert -8. Der U¨bergang zu x4, x6, x8 muss nicht untersucht werden, da der
Zielfunktionswert des Knotens mit der aktuellen Schranke u¨bereinstimmt. Die weitere
Suche liefert im Knoten zur Basislo¨sung mit den Nichtbasisvariablen x2, x5, x6 wie-
der lediglich eine zula¨ssige Lo¨sung fu¨r die untere Ebene, wo ein Lo¨sen der Aufgabe
aus Lemma 3.20 den Wert -11 liefert. Der folgende Knoten zu x4, x5, x6 braucht an-
schließend nicht untersucht werden, da dieser einen schlechteren Funktionswert als die
aktuelle Schranke -8 besitzt. Schließlich kehrt der Algorithmus zum Ausgangsknoten
zuru¨ck und testet den mittleren Ast, ohne eine bessere Lo¨sung zu finden, wobei die
Suche wegen der Schrankenbedingung nur bis zum Knoten (2,5,7) erfolgt. #
Falls die optimale Lo¨sung von (3.23) nicht eindeutig bestimmt ist und auch noch dege-
nerierte Optimallo¨sungen auftreten, so ist es schwierig alle optimalen Basisdarstellun-
gen zu berechnen, so dass jede Darstellung nur einmal auftritt. Dies ist notwendig, da
ansonsten ja die Funktion pessimistisch fu¨r eine Basisdarstellung mehrfach aufgeru-
fen wu¨rde. Ein einfacher Ausweg bietet sich in der Sto¨rung der Zielfunktion der oberen
Ebene und zwar so, dass die ermittelte Lo¨sung von (3.23) fu¨r die Sto¨rung als eindeutige
Optimallo¨sung erkannt wird, d.h.




besitzt fu¨r den Vektor ε mit kleiner Norm eine eindeutige Lo¨sung. Dann kann der
Enumerationsbaum bezu¨glich des Zielfunktionsvektors d+ ε gebildet werden. Das ein-
zige was angepasst werden muss, ist der Schrankentest, d.h. im Baum wird erst wieder
aufwa¨rts gegangen wenn der gesto¨rte Zielfunktionswert eines Tableaus nicht gro¨ßer als
die aktuelle (ungesto¨rte) untere Schranke fu¨r die pessimistische Lo¨sung ist, denn bei
pessimistisch zula¨ssigen Lo¨sungen muss eventuell noch weiter abwa¨rts im Baum gesucht
werden, da aufgrund der Sto¨rung noch bessere Lo¨sungen existieren ko¨nnen.
Beispiel 3.11: Betrachtet sei der Enumerationsbaum in Abbildung 3.2, wobei die Zah-
len an den Knoten die gesto¨rten Zielfunktionswerte (oben) bzw. ungesto¨rten Zielfunk-
tionswerte (unten) der jeweils zugeho¨rigen Basislo¨sung angeben. Die Basislo¨sung zu
Knoten 1 ist nicht optimal fu¨r die untere Ebene, weshalb ein zula¨ssiger umgekehrter
Basiswechsel zu Knoten 2 erfolgt. Diese Lo¨sung ist pessimistisch zula¨ssig und liefert eine
untere Schranke von 3 fu¨r die optimale Lo¨sung. Allerdings betra¨gt der gesto¨rte Zielfunk-
tionswert 4, womit abwa¨rts im Enumerationsbaum noch bessere Lo¨sungen existieren
ko¨nnen. Durch einen umgekehrten Basistausch erha¨lt man den Knoten 3, der nicht wei-
ter betrachtet werden muss, weil der gesto¨rte Zielfunktionswert 2 kleiner als die aktuelle
untere Schranke ist. Anschließende Ru¨ckkehr zum Knoten 2 und U¨bergang zu Knoten
4 liefert eine bessere pessimistisch zula¨ssige Lo¨sung mit ungesto¨rtem Zielfunktionswert












Abbildung 3.2: Enumerationsbaum im Beispiel 3.11
3,4. Auch hier muss nochmals abwa¨rts nach besseren Lo¨sungen gesucht werden, was
aber im Knoten 5 nicht der Fall ist. #
4 Optimistischer Zugang
4.1 Lo¨sungsbegriff
Betrachtet seien wieder Zwei-Ebenen-Aufgaben der Form
F (x) −→ min
b ∈ B
c ∈ C
x ∈ Ψ(b, c) .
(4.1)
In diesem Kapitel wird zuna¨chst ein verallgemeinerter optimistischer Zugang betrach-
tet, d.h. es soll als erstes gekla¨rt werden, was unter einer lokal optimalen Lo¨sung der
Aufgabe zu verstehen ist. Aufgrund der Struktur der hier betrachteten Aufgabe er-
scheint der Optimalita¨tsbegriff einer lokal optimistischen Lo¨sung aus Definition 2.2
nicht sehr sinnvoll, da es im Allgemeinen so sehr viele lokal optimistische Lo¨sungen
geben wird. Denn betrachtet man einen fu¨r (4.1) zula¨ssigen Punkt (x, b, c), welcher
optimistisch lokal optimal ist, dann kann ein cˆ existieren, so dass (x, b, cˆ) zula¨ssig
jedoch nicht mehr optimistisch lokal optimal fu¨r (4.1) ist. Oder anders gesagt, hat man
eine lokal optimistische Lo¨sung, so kann man mitunter den Parameter c leicht sto¨ren
und erha¨lt eine nur im Parameter c vera¨nderte lokal optimistische Lo¨sung (x, b, c),
weil die Optimalmenge der unteren Ebene sich nicht a¨ndert. Dieser Sachverhalt soll im
na¨chsten Beispiel veranschaulicht werden.
Beispiel 4.1: Es gelte B = {b} und F (x) = ‖x−x0‖. Des Weiteren bestehe die Menge
der optimalen Lo¨sungen Ψ(b, c) fu¨r ein zula¨ssiges Parameterpaar (b, c) nur aus einem
Eckpunkt x, vgl. Abbildung 4.1. Dann ist (x, b, c) lokal optimistisch optimal fu¨r (4.1),
da in einer Umgebung von c die Menge der optimalen Lo¨sungen der unteren Ebene
stets nur aus dem Punkt x besteht. Allerdings kann ein Parameter cˆ außerhalb dieser
Umgebung existieren, fu¨r den (x, b, cˆ) nicht lokal optimistisch optimal fu¨r (4.1) ist, da
dann neben x noch weitere optimale Lo¨sungen fu¨r die untere Ebene existieren, welche
einen besseren Zielfunktionswert fu¨r die obere Ebene liefern. #
Dies motiviert nun zu folgender Definition einer lokal optimalen Lo¨sung fu¨r (4.1).
Definition 4.1: Es sei x eine zula¨ssige Lo¨sung fu¨r (4.1), d.h. b = Ax liegt in B und
es existiert ein c ∈ C mit x ∈ Ψ(b, c). Dann nennen wir x lokal optimal fu¨r (4.1),
falls eine offene Umgebung U von x mit F (x) ≥ F (x) fu¨r alle x ∈ Ψ(b, c) ∩ U
existiert, wobei die Parameter b und c innerhalb der Parametermengen B und C
beliebig gewa¨hlt werden ko¨nnen. Dies bedeutet, dass wir den Umgebungsbegriff auf die
Variable x einschra¨nken.






Abbildung 4.1: Definition einer lokal optimalen Lo¨sung
Bemerkung: Durch U wird implizit auch eine Umgebung V = {b = Ax : x ∈ U}
von b definiert, d.h. lediglich der Parameter c kann in obiger Definition frei gewa¨hlt
werden.
Bemerkung: Falls im Folgenden von lokal optimal bzw. optimal die Rede ist, dann ist
immer der Optimalita¨tsbegriff gema¨ß Definition 4.1 gemeint. Wenn sich auf optimisti-
sche Lo¨sungen gema¨ß Definition 2.2 bezogen werden soll, so wird stets der Ausdruck
optimistische Lo¨sung oder optimistisch optimal verwendet werden.
Interessant ist nun zuna¨chst die Frage, welche Beziehung zwischen optimistischen Lo¨-
sungen und den hier definierten Lo¨sungen bestehen.
Lemma 4.1: Der Punkt x ist genau dann eine globale Lo¨sung gema¨ß Definition 4.1,
wenn Parameterwerte b ∈ B und c ∈ C existieren, so dass (x, b, c) eine global opti-
mistische Lo¨sung ist.
Beweis: Wenn x eine globale Lo¨sung nach Definition 4.1 ist, so existiert ein (b, c) ∈
B × C mit x ∈ Ψ(b, c) und es gilt fu¨r alle (b, c) ∈ B × C und alle x ∈ Ψ(b, c) die
Beziehung F (x) ≤ F (x). Dies ist offensichtlich a¨quivalent dazu, dass (x, b, c) eine
global optimistische Lo¨sung ist. 
Leider la¨sst sich dieses Resultat nicht auf lokale Lo¨sungen verallgemeinern. Denn Bei-
spiel 4.1 zeigt, dass eine lokal optimistische Lo¨sung keine lokal optimale Lo¨sung nach
Definition 4.1 sein muss und auch die Umkehrung gilt im Allgemeinen nicht wie folgen-
des Beispiel zeigt.
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Beispiel 4.2: Betrachtet sei die Aufgabe
− (x1 − 4)2 − (x2 − 1)2 −→ min
c ≥ 0, c1 + c2 = 1
x ∈ argmax {c⊤z : 0 ≤ zi ≤ 3 i = 1, 2}
(4.2)
mit einelementiger Menge B. Dann sind die zula¨ssigen Lo¨sungen der Zwei-Ebenen-
Aufgabe durch die beiden Kanten conv {(3, 0), (3, 3)} und conv {(3, 3), (0, 3)} gegeben.
Der Punkt (3, 0) ist dann eine lokale Lo¨sung nach Definition 4.1 der Aufgabe, allerdings
keine lokal optimistisch optimale Lo¨sung, da diese Lo¨sung lediglich fu¨r c = (1, 0) eine
Optimallo¨sung der unteren Ebene ist und fu¨r diesen Wert ebenfalls der Punkt (3, 3)
optimal ist, welcher einen besseren Zielfunktionswert fu¨r die obere Ebene besitzt. #
Allerdings la¨sst sich unter zusa¨tzlichen Voraussetzungen die Umkehrung beweisen.
Lemma 4.2: Es seien B konvex, F konvex und x eine lokal optimale Lo¨sung nach
Definition 4.1. Dann ist (x, b, c) eine lokal optimistische Lo¨sung fu¨r alle c ∈ C mit
x ∈ Ψ(b, c).
Beweis: Es sei c ∈ C mit x ∈ Ψ(b, c), wobei b = Ax. Des Weiteren bezeichne
ϕo(b, c) = min{F (x) : x ∈ Ψ(b, c)} den optimistischen Zielfunktionswert fu¨r ein ge-
gebenes Parameterpaar. Wegen der Oberhalbstetigkeit der Optimalmengenabbildung
gilt Ψ(b, c) ⊆ Ψ(b, c) fu¨r alle c aus einer hinreichend kleinen Umgebung U von c
und folglich auch ϕo(b, c) ≥ ϕo(b, c). Angenommen es gibt eine Folge bk → b mit
ϕo(b
k, c) < ϕo(b, c) = F (x), wobei das letzte Gleichheitszeichen aufgrund der Konve-
xita¨t von F gilt, da andernfalls x keine lokal optimale Lo¨sung sein ko¨nnte. O.B.d.A.
geho¨ren alle bk zum gleichen konvexen Stabilita¨tsbereich wie b fu¨r das parametrische
Optimierungsproblem max{c⊤x : Ax = b, x ≥ 0} mit Parameter in der rechten Seite,
ansonsten geht man zu einer Teilfolge u¨ber. D.h. die Optimallo¨sungen lassen sich fu¨r
alle bk und b mit Hilfe einer charakteristischen Indexmenge I durch
Ψ(b, c) = {x : Ax = b, x ≥ 0, xI = 0}
beschreiben. Bildet man nun x˜k = 1
k
xk + (1 − 1
k





)b und wegen der Beschreibung von Ψ(b, c) durch I sowie der Konvexita¨t
des Stabilita¨tsbereiches die Beziehung x˜k ∈ Ψ(b˜k, c). Damit erha¨lt man mittels
F (x˜k) ≤ 1
k
F (xk) + (1− 1
k
)F (x) < F (x)
einen Widerspruch zur vorausgesetzten Optimalita¨t von x nach Definition 4.1. 
Als na¨chstes soll fu¨r den Fall, dass B = {b : Db ≤ b˜} ein Polyeder ist, fu¨r (4.1) die
Eckpunkteigenschaft einer globalen Lo¨sung untersucht werden.
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Lemma 4.3: Es seien B ein Polyeder, C nichtleer, die untere Ebene fu¨r wenigstens
ein (b, c) ∈ B × C lo¨sbar sowie F : Rn 7→ R konkav und u¨ber der Menge
M = {x : DAx ≤ b˜, x ≥ 0}
nach unten beschra¨nkt. Dann existiert eine globale Lo¨sung x von (4.1) und o.B.d.A.
ist x ein Eckpunkt des Polyeders M .
Beweis: Die Menge aller optimalen Lo¨sungen der unteren Ebene la¨sst sich als Verei-







I ∈ I =
⋃
c∈C,y
{I : I = {i : A⊤y ≥ c, (A⊤y − c)i > 0}} .
Es genu¨gt nun zu zeigen, dass F u¨ber (4.3) ein globales Minimum in einem Eckpunkt
des jeweiligen zula¨ssigen Bereichs M(I) = {x : DAx ≤ b˜, x ≥ 0, xI = 0} besitzt,
sofern dieser fu¨r I nichtleer ist. Das Polyeder M(I) la¨sst sich als Minkowski-Summe
eines Polytops P (I) und eines Kegels K(I) darstellen. Falls K(I) = {0} gilt, so ist
nichts zu zeigen, denn dann wird eine konkave Funktion u¨ber einem Polytop minimiert.
Es sei nun K(I) 6= {0}. Dann sei fu¨r t ≥ 0 die Funktion g(t) = F (x + td) mit
x ∈ P (I) und d ∈ K(I) \ {0} betrachtet, welche ebenfalls konkav ist. Aus Satz 8.6 in
[51] folgt aufgrund der Beschra¨nktheit von F bzw. g nach unten, dass die Funktion g
monoton nichtfallend ist. Damit besitzt die Funktion g ihr Minimum im Punkt t = 0
und folglich kann man sich bei der Minimierung von F u¨ber M(I) auf die Minimierung
von F u¨ber P (I) beschra¨nken, womit das Minimum o.B.d.A. in einem Eckpunkt von
P (I) angenommen wird. Wa¨hlt man P (I) in der Darstellung noch minimal, so ist dies
auch ein Eckpunkt von M(I) und damit auch von M . 
Bemerkung: Es genu¨gt sogar, dass F u¨ber der Menge der fu¨r die untere Ebene
optimalen Lo¨sungen beschra¨nkt ist.
Bemerkung: Dies ist eine Verallgemeinerung der Eckpunkteigenschaft aus Satz 2.9
fu¨r Aufgaben mit spezieller Struktur, da hier nicht mehr die Eindeutigkeit der Lo¨sung
der unteren Ebene fu¨r alle Parameterwerte gefordert wird.
Fu¨r nichtkonkave Funktionen gilt diese Aussage im Allgemeinen nicht.
Beispiel 4.3: Betrachtet sei die Aufgabe
|x1 − 4|+ |x2 − 2| −→ min
c ≥ 0, c1 + c2 = 1
x ∈ argmax {c⊤z : z1 ≤ 3, z1 + z2 ≤ 6, z1 − z2 ≤ 2, z ≥ 0} .
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Abbildung 4.2: Zula¨ssige Lo¨sungen im Beispiel 4.3
Dann ist die Vereinigung der optimalen Lo¨sungen der unteren Ebene u¨ber alle zula¨ssigen
c durch die beiden Strecken conv {(3, 1), (3, 3)} und conv {(3, 3), (0, 6)} gegeben. Folg-
lich ist (3, 2) die global optimale Lo¨sung der Abstandsminimierungsaufgabe zum Punkt
(4, 2), siehe auch Abbildung 4.2. #
Im letzten Beispiel ist die global optimale Lo¨sung kein Eckpunkt von
{x : DAx ≤ b˜, x ≥ 0} .
Fu¨r gewisse nichtkonkave Zielfunktionen la¨sst sich noch eine Eckpunkteigenschaft nach-
weisen, allerdings fu¨r ein anderes Polyeder.
Lemma 4.4: Es sei F (x) = ‖x− x0‖1 fu¨r ein gegebenes x0 ∈ Rn. Dann besitzt (4.1)
eine globale Lo¨sung in einem Eckpunkt von
M = {(x, α) : DAx ≤ b˜, x ≥ 0, x0 − α ≤ x ≤ x0 + α} ,
falls Ψ(b, c) 6= ∅ fu¨r ein (b, c) ∈ B × C.
Beweis: Wie im Beweis des letzten Lemmas lassen sich die Lo¨sungen der unteren





fu¨r gewisse Indexmengen I ∈ I beschreiben. Fu¨r fixiertes I ist u¨ber diesem Bereich
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x0 − α ≤ x ≤ x0 + α
geschehen kann, wobei die optimale Lo¨sung o.B.d.A. in einem Eckpunkt (x, α) gefun-
den wird. Betrachtung u¨ber alle Indexmengen I ∈ I liefert dann eine globale Lo¨sung
der Aufgabe (4.1) in einem Eckpunkt von M . 
Beispiel 4.4: Betrachtet sei erneut Beispiel 4.3. Dort war die globale Lo¨sung durch
den Punkt (3, 2) gegeben. Durch Hinzunahme der Variablen α stellt (3, 2, 1, 0) einen
Eckpunkt von
{(x, α) : x1 ≤ 3, x1 + x2 ≤ 6, x1 − x2 ≤ 2, x ≥ 0, 4− α1 ≤ x1 ≤ 4 + α1,
2− α2 ≤ x2 ≤ 2 + α2}
dar. #
Analog zu Lemma 4.4 lassen sich die beiden folgenden Aussagen nachweisen.
Lemma 4.5: Es sei F (x) = ‖x− x0‖∞ fu¨r ein gegebenes x0 ∈ Rn. Dann besitzt (4.1)
eine globale Lo¨sung in einem Eckpunkt von
M = {(x, α) : DAx ≤ b˜, x ≥ 0, x0i − α ≤ xi ≤ x0i + α i = 1, . . . , n} ,
falls Ψ(b, c) 6= ∅ fu¨r ein (b, c) ∈ B × C.
Lemma 4.6: Es sei F (x) = maxk=1,...,p{x⊤sk + tk} mit sk ∈ Rn und tk ∈ R. Dann
besitzt (4.1) eine globale Lo¨sung in einem Eckpunkt von
M = {(x, α) : DAx ≤ b˜, x ≥ 0, α ≥ x⊤sk + tk k = 1, . . . , p} ,
falls Ψ(b, c) 6= ∅ fu¨r ein (b, c) ∈ B × C und F u¨ber M nach unten beschra¨nkt ist.
Leider la¨sst sich diese Eckpunkteigenschaft der letzten drei Lemmata nicht auf den
pessimistischen Fall u¨bertragen, was fu¨r die l1-Norm an einem Beispiel demonstriert
werden soll. Eine Ausnahme bildet der Fall |B| = 1, siehe Satz 3.1.
Beispiel 4.5: Betrachtet sei die Aufgabe
|x1 − 10|+ |x2 − 5| −→ min
b ∈ {(d1, d2, d3) : 2 ≤ d1 ≤ 6, 3d1 − 2d2 = 8, d3 − 3d1 = 1}
x ∈ argmax {z1 : z1 ≤ b1, z1 − z2 ≤ b2, z1 + z2 ≤ b3} .
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Dann ergibt sich in Abha¨ngigkeit von b1 (die anderen Werte der rechten Seite ergeben












b1 fu¨r 2 ≤ b1 ≤ 103
6 + b1 fu¨r
10
3
≤ b1 ≤ 6 .












tische Lo¨sungen dar, ohne jedoch Eckpunkte des in Lemma 4.4 beschriebenen Polyeders
zu sein. #
4.2 Optimalita¨tsbedingungen
Betrachtet sei in diesem Abschnitt die Aufgabe (4.4)
F (x) −→ min
b ∈ B
c ∈ C
x ∈ Ψ(b, c) ,
(4.4)
wobei die Parametermengen B und C Polyeder seien, d.h.
B = {b : Db ≤ b˜} bzw. C = {c : Cc ≤ c˜} .
In [28, 30] wurden fu¨r den Fall, dass B Lo¨sungsmenge eines Gleichungssystems ist, unter
gewissen Voraussetzungen einfach zu u¨berpru¨fende Optimalita¨tsbedingungen bewiesen.
Dies soll hier fu¨r die allgemeinere Struktur von B nun ebenfalls geschehen.
Offensichtlich lassen sich alle zula¨ssigen Lo¨sungen der Zwei-Ebenen-Optimierungsauf-
gabe durch
Ax = b , x ≥ 0 , A⊤y ≥ c
x⊤(A⊤y − c) = 0
Db ≤ b˜ , Cc ≤ c˜
(4.5)
beschreiben. Da die Zielfunktion der oberen Ebene nur von x abha¨ngt und bezu¨glich
der Parameter b und c keine Bindung in den Nebenbedingungen besteht, la¨sst sich
(4.4) durch Aufspaltung der Komplementarita¨tsbedingung in (4.5) durch
F (x) −→ min
x,I
DAx ≤ b˜ , x ≥ 0
xi = 0 ∀i ∈ I , I ∈ I(x)
(4.6)
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ersetzen, wobei das Indexmengensystem I(x) wie im Beweis von Lemma 4.3 definiert
ist. Eine zula¨ssige Lo¨sung x dieser Aufgabe ist offensichtlich genau dann lokal optimal,
wenn sie im Sinne von Definition 4.1 auch eine lokal optimale Lo¨sung der Zwei-Ebenen-
Aufgabe (4.4) ist. Ziel ist es nun eine einfache Berechnung des Tangentkegels fu¨r (4.6)
in einem Punkt x zu ermo¨glichen. Dazu sei
PI(x) = {d| (DAd)j ≤ 0 ∀j : (DAx)j = 0, di ≥ 0 ∀i ∈ I(x) \ I, di = 0 ∀i ∈ I}
= {d| Ed ≤ 0, di ≥ 0 ∀i ∈ I(x) \ I, di = 0 ∀i ∈ I}
(4.7)
fu¨r fixiertes I der Tangentenkegel fu¨r (4.6) im Punkt x, wobei Ed ≤ 0 als Kurzschreib-
weise fu¨r die durch (DAd)j ≤ 0 definierten Bedingungen verwendet werden soll. Damit
ergibt sich unmittelbar folgende Optimalita¨tsbedingung.
Lemma 4.7: Wenn der Punkt x lokal optimal fu¨r (4.4) ist, dann gilt fu¨r die Rich-
tungsableitung




Ist F außerdem konvex, so ist diese Bedingung auch hinreichend.
Folgerung: Es sei F (x) konvex und im Punkt x differenzierbar. Dann ist x genau
dann lokal optimal fu¨r (4.4), wenn F ′(x, d) = ∇F (x)d ≥ 0 fu¨r alle d ∈ conv P (x)
erfu¨llt ist. Falls F nicht differenzierbar ist, dann ist die Bedingung der Nichtexistenz
einer Abstiegsrichtung in conv P (x) zwar noch hinreichend aber nicht mehr notwendig.
Es verbleibt nun, einen der Kegel P (x) oder conv P (x) zu berechnen. Dazu wird





gebildet. Diese beinhaltet alle Indizes aus der Menge I(x) , zu denen keine zula¨ssige
Lo¨sung des Dualteils existiert, die auch nur eine der Ungleichungen (A⊤y − c)i ≥ 0
mit i ∈ I0(x) als Gleichung erfu¨llt, genauer
c ∈ C , A⊤y− c ≥ 0 und (A⊤y− c)i = 0 ∀i /∈ I(x) =⇒ (A⊤y− c)i > 0 ∀i ∈ I0(x) .
Somit mu¨ssen alle zula¨ssigen x fu¨r (4.4), in einer hinreichend kleinen Umgebung von x,
stets die Bedingung xi = 0 fu¨r alle i ∈ I0(x) erfu¨llen. Diesem Umstand entsprechend
sei die folgende Relaxation von (4.6)
F (x) −→ min
x
DAx ≤ b˜
xi ≥ 0 ∀i ∈ I(x) \ I0(x)
xi = 0 ∀i ∈ I0(x)
(4.8)
betrachtet.
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Bemerkung: Die Zugeho¨rigkeit eines Index j ∈ I(x) zur Menge I0(x) la¨sst sich leicht
u¨berpru¨fen, in dem das System
(A⊤y − c)i = 0 ∀i /∈ I(x)
(A⊤y − c)j = 0
(A⊤y − c)i ≥ 0 ∀i ∈ I(x) \ {j}
Cc ≤ c˜
auf seine Lo¨sbarkeit untersucht wird. Falls dieses System unlo¨sbar ist, so geho¨rt j zu
I0(x).
Den vorangegangenen Bezeichnungen folgend sei mit
PR(x) =
{
d : Ed ≤ 0, di ≥ 0 ∀i ∈ I(x) \ I0(x); di = 0 i ∈ I0(x)
}
der Tangentenkegel fu¨r die relaxierte Aufgabe (4.8) im Punkt x bezeichnet.
Folgerung: Es gilt stets conv P (x) = cone P (x) ⊆ PR(x) und damit folgt aus der
lokalen Optimalita¨t von x fu¨r (4.8) die Optimalita¨t von x fu¨r (4.4).
Damit taucht die Frage auf, unter welchen Bedingungen in obiger Kegelinklusion Gleich-
heit gilt.
Satz 4.8: Es sei I0(x) ∈ I(x). Dann gilt P (x) = PI0(x)(x) = PR(x).
Beweis: Es gilt I0(x) ⊆ I und damit PI(x) ⊆ PI0(x) fu¨r alle I ∈ I(x). 
Bemerkung: Die Zugeho¨rigkeit von I0(x) zu I(x) kann durch die Lo¨sbarkeit des
Systems
(A⊤y − c)i = 0 ∀i /∈ I0(x)
(A⊤y − c)i ≥ 0 ∀i ∈ I0(x)
Cc ≤ c˜
gepru¨ft werden.
Bemerkung: Durch die Voraussetzung des Satzes reduziert sich das Problem auf die
Betrachtung nur noch einer Seite des Polyeders Ax = b , x ≥ 0 (natu¨rlich noch fu¨r lokal
vera¨nderliches b), welche durch die charakteristische Indexmenge I0(x) beschrieben
wird.
Die Bedingung des letzten Satzes ist recht hart. Allerdings la¨sst sich eine wesentlich
schwa¨chere Voraussetzung angeben, so dass sich der konvexifizierte Tangentenkegel
berechnen la¨sst.
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Satz 4.9: Es seien die Systeme
Ed = 0 , dj = 1 , di = 0 ∀i ∈ I(x) \ {j} (Sj)
fu¨r alle j ∈ I(x) \ I0(x) lo¨sbar. Dann gilt cone P (x) = PR(x).
Beweis: Es genu¨gt die Inklusion PR(x) ⊆ cone P (x) zu zeigen. Dazu sei d ∈ PR(x)
eine beliebige Richtung, d.h. es gilt
Ed ≤ 0 , di ≥ 0 ∀i ∈ I(x) \ I0(x) und di = 0 ∀i ∈ I0(x) .






so besitzt dieser folgende Eigenschaften:
Ed = Ed ≤ 0
di = 0 ∀i ∈ I(x) ,
d.h. es gilt d ∈ PI(x) fu¨r beliebiges I ∈ I(x). Fu¨r alle j ∈ I(x) \ I0(x) existiert
eine Indexmenge J ∈ I(x) mit j /∈ J . Folglich liegen die Richtungen dj im jeweils
dazugeho¨renden Tangentenkegel PJ(x). Damit ist d als Summe von Elementen des
Kegels P (x) darstellbar. 
Bemerkung: Hinreichend fu¨r die Lo¨sbarkeit der Systeme (Sj) ist z.B. eine der folgen-
den beiden Bedingungen, wobei span den durch eine Menge von Vektoren aufgespann-
ten Unterraum und Mi die i-te Spalte einer Matrix bezeichnen.
• Es gilt span{∪i 6∈I(x)Ai} = Rm.
• Mit E ∈ Rp×n gilt span{∪i 6∈I(x)Ei} = Rp.
Folglich ist die Voraussetzung des Satzes z.B. in jedem nichtdegenerierten Eckpunkt x
des Polyeders {x : Ax = b, x ≥ 0} mit b = Ax erfu¨llt.
Die Beschreibung des beno¨tigten Kegels ist unter relativ milden Voraussetzungen ge-
lungen. Damit ist bei gegebener Differenzierbarkeit der Zielfunktion in Polynomialzeit
entscheidbar, ob x eine lokal optimale Lo¨sung ist oder nicht. Der gro¨ßte Aufwand ent-
steht bei der Berechnung der Indexmenge I0(x) und bei der eventuellen U¨berpru¨fung
der Lo¨sbarkeit der Systeme (Sj).
4.3 Komplexita¨t
Es ist bekannt, dass bereits lineare Zwei-Ebenen-Optimierungsaufgaben unter Verwen-
dung des optimistischen Lo¨sungszugangs NP -schwierig sind. An dieser Stelle soll dieser
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Frage fu¨r die hier betrachtete Aufgabe nachgegangen werden, da diese zum einen eine
spezielle Struktur besitzt und zum anderen der optimistische Lo¨sungsbegriff durch eine
andere Definition einer Lo¨sung ersetzt wurde. Speziell soll bewiesen werden, dass der
Test auf lokale Optimalita¨t ein NP -vollsta¨ndiges Problem darstellt.
Zuna¨chst soll eine Beschreibung aller zula¨ssigen Lo¨sungen der Zwei-Ebenen-Optimie-
rungsaufgabe in einer hinreichend kleinen Umgebung U des zu untersuchenden Punktes
x erfolgen. Offensichtlich gilt fu¨r diese Punkte I(x) ⊆ I(x), wobei I(x) = {i : xi = 0}
die Menge der aktiven Indizes bezeichne. Folglich ist x aufgrund der Dualita¨tstheorie
ebenfalls eine optimale Lo¨sung der unteren Ebene fu¨r c, falls x ∈ U fu¨r c eine Opti-
mallo¨sung der unteren Ebene ist, denn dann besitzt das System
(A⊤y − c)i ≥ 0 ∀i ∈ I(x)
(A⊤y − c)i = 0 ∀i /∈ I(x)
c ∈ C
(4.9)
eine Lo¨sung und es gilt ja I(x) ⊆ I(x). Mit Hilfe dieser U¨berlegung ergibt sich das
folgende Resultat. Im nun Folgenden sei B = {b : Db ≤ b˜} ein Polyeder.
Lemma 4.10: Die Menge der zula¨ssigen Lo¨sungen der Zwei-Ebenen-Optimierungsauf-
gabe in einer hinreichen kleinen Umgebung von x la¨sst sich durch die (in den x-Raum
projizierte) Lo¨sungsmenge des System
Db ≤ b˜
Ax = b
xi ≥ 0 ∀i ∈ I(x)
(A⊤y − c)i = 0 ∀i /∈ I(x)
(A⊤y − c)i ≥ 0 ∀i ∈ I(x)




Ein Teil dieses System la¨sst sich wiederum in eine lineare Optimierungsaufgabe umfor-




w ∈ argmax {c⊤x : Ax = b , xi ≥ 0 ∀i ∈ I(x)} .
(4.11)
Um nun zu entscheiden, ob in x eine Abstiegsrichtung w − x existiert, wird das
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Entscheidungsproblem
Existiert ein Vektor (w, b, c) mit
0 > ∇F (x)w −∇F (x)x
Db ≤ b˜
c ∈ C
w ∈ argmax {c⊤x : Ax = b , xi ≥ 0 ∀i ∈ I(x)} ?
(Abstieg)




Satz 4.11: Das Entscheidungsproblem (Abstieg) ist NP-vollsta¨ndig.
Beweis: Unser Vorgehen a¨hnelt dem in den beiden Artikeln [48, 59]. Offensichtlich liegt
(Abstieg) in NP . Deshalb verbleibt es ein NP-vollsta¨ndiges Problem auf Abstieg
zu transformieren, wozu das Problem 3Sat ausgewa¨hlt wird. Im Folgenden bezeichnen
0k und 1k den k-dimensionalen Nullvektor bzw. einen k-dimensionalen Vektor, welcher
nur aus Einsen besteht (summierender Vektor).
Es sei eine Instanz von 3Sat mit M Klauseln gegeben, deren Aussagenvariablen mit
Xi, i = 1, . . . , N, bezeichnet seien. Zuna¨chst konstruiert man Restriktionen der obe-
ren Ebene fu¨r den Parameter der rechten Seite. Fu¨r jede der M Klauseln wird eine
Gleichung eingefu¨hrt. Angenommen die j-te Klausel besitzt die Form Xo ∨Xp ∨¬Xq.
Dann bildet man die Gleichung
b1o + b
1








i − b3i =
1
2












b8i = 0 .
(4.13)
Bringt man die in (4.12) eventuell auftretenden Einsen auf die rechte Seite, so ko¨nnen
mit b = (b0, b
1, b2, b3, b4, b5, b6, b7, b8) ∈ R1+N+M+N+N+N+N+N+N die Gleichungen (4.12)
und (4.13) in der kompakten Form Db = b˜ geschrieben werden, wobei die Matrix D
nur Eintra¨ge aus {−1, 0, 1} besitzt.
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Als na¨chstes definiert man die parametrische Optimierungsaufgabe durch
N∑
i=1






x10 − x5 = b5
x10 − x6 = b6
x9 + x7 − x3 = b7
x9 + x8 − x4 = b8
x0, x
1, . . . , x10 ≥ 0 ,
(4.14)
wobei der Parameter der Zielfunktion c = (01, 0N , 0M , 0N , 0N , 0N , 0N , 0N , 0N , 1N ,−1N )
als fixiert angesehen wird. Dies kann durch die Wahl einer geeigneten Matrix C und
geeigneter Wahl von c˜ erfolgen. Fu¨r einen zula¨ssigen Parametervektor b ist man in
der Lage im Falle der Lo¨sbarkeit von (4.14) den Lo¨sungsvektor direkt anzugeben. Als
hinreichende und notwendige Bedingung fu¨r die Lo¨sbarkeit erha¨lt man offensichtlich
b0, b
1, b2, b3, b4 ≥ 0 . (4.15)
Fu¨r die Optimallo¨sung w ergeben sich aufgrund der Unabha¨ngigkeit der Variablen x9i
und x10i die folgenden Beziehungen
x10 ≥ b5 und x10 ≥ b6 = −b5 minx10=⇒ w10 = |b5|
x9 ≤ b3 und x9 ≤ b4 maxx9=⇒ w9 = min{b3, b4} . (4.16)
Die restlichen Komponenten von w ko¨nnen somit einfach berechnet werden.
Das einzige was noch zu spezifizieren bleibt, ist der Punkt (x, b) sowie der Gradient
der Funktion F im Punkt x:
• b = (0, 1
2
· 1M , 0N , 0N , 0N , 0N , 0N , 0N , 0N),




· 1N , 0M , 0N , 0N , 0N , 0N , 0N , 0N , 0N , 0N)
als Lo¨sungsvektor der linearen Optimierungsaufgabe (4.14),
• ∇F (x) = (01, 0N , 0M , 0N , 0N , 0N , 0N , 0N , 0N , 1N ,− 12N · 1N) .
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Als Entscheidungsproblem (Abstieg) ergibt sich damit, die Frage nach der Existenz














(x9i − x10i ) : Ax = b, x0, x2, . . . , x10 ≥ 0
} (4.17)
wobei A die Koeffizientenmatrix in (4.14) widerspiegelt. Man beachte hierbei, dass in
der linearen Optimierungsaufgabe jetzt die Nichtnegativita¨tsforderung an den Vektor
x1 entfa¨llt, vgl. (Abstieg).
Angenommen 3Sat besitzt die Antwort
”




1 falls Xi = 1




. Damit ergeben sich fu¨r b3, b4 zwei nichtnegative Vektoren deren Kom-
ponenten jeweils die Werte 0 oder 1 besitzen und deren Summe den Vektor 1N bil-
det. Auch b2 ist nichtnegativ, da aufgrund der erfu¨llenden Belegung wenigstens einer
der ersten drei Summanden in (4.12) den Wert 1 besitzt. Die restlichen Komponen-
ten b5 = −b6 = ±1
2
· 1N , b7 = b8 = 0N werden einfach berechnet bzw. waren direkt
vorgegeben. Fu¨r diesen Parameter ist (4.14) lo¨sbar und (4.16) liefert w9 = 0N sowie
w10 = 1
2
· 1N und damit ∇F (x)w = −14 , d.h. (Abstieg) besitzt die Antwort ”Ja“.
Besitze nun andererseits (Abstieg) eine positive Antwort, d.h. es existiert eine Lo¨sung
(wˆ, bˆ) von (Abstieg) mit ∇F (x)wˆ < 0. Man zeigt nun, dass dann in jeder Klausel
ein Literal mit einem Wert gro¨ßer 1
2
existiert (dies sind die ersten drei Summanden in
(4.12)), womit unsere Formel erfu¨llt werden kann, doch dazu etwas spa¨ter. Angenommen
in einer Klausel existiert kein solcher Literal. Aus (4.12) folgt zuna¨chst, dass der gro¨ßte







genu¨gt. Dabei sei angenommen, dass der gro¨ßte Summand o.B.d.A. zum Literal Y1
korrespondiert. Fu¨r den Fall des Literals ¬Y1 und somit 1 − bˆ11 ≥ 12 − bˆ03 kann der






min{bˆ3i , bˆ4i } ≥ min{bˆ31, bˆ41} = min{bˆ0 + bˆ11 −
1
2











wˆ10i = |bˆ5i | = |
1
2
− bˆ1i | ≤ bˆ0
(4.19)




















wˆ0 ≥ 0 , (4.20)
im Widerspruch zu ∇F (x)wˆ < 0. In jeder Klausel setzt man die zu dem Literal mit dem
gro¨ßten Wert geho¨rende Variable auf 0 oder 1, je nachdem ob der Literal ¬Yi oder Yi in
dieser Klausel auftritt. Dabei entstehen keine Konflikte, da zu jeder Variable ho¨chstens
einer der beiden Literale Yi und ¬Yi einen Wert gro¨ßer 12 besitzen kann. Eventuell
dadurch noch nicht festgesetzte Variablenwerte ko¨nnen beliebig gewa¨hlt werden, womit
eine erfu¨llende Belegung entsteht. 
4.4 Algorithmen fu¨r den linearen Fall
4.4.1 Ein Branch&Bound Verfahren




x ∈ Ψ(b, c) ,
(4.21)
d.h. die Mengen B und C sind Polyeder und die Zielfunktion der oberen Ebene ist
linear. Dann la¨sst sich genau wie fu¨r den pessimistischen Zugang ein Algorithmus zur
Bestimmung einer globalen Lo¨sung konstruieren, welcher auf der Enumeration der Eck-
punkte eines Polyeders beruht. Die beiden Algorithmen unterscheiden sich nur unwe-
sentlich, weil im Gegensatz zum pessimistischen Fall nur die Optimalita¨t eines Eck-
punktes fu¨r ein c ∈ C untersucht werden muss und nicht noch zusa¨tzlich, ob der Punkt
eine Realisierung des pessimistischen Zielfunktionswertes ist.
function optimistisch()
{ B sei die eindeutige optimale Basisloesung;
xloes;
optwert=-unendlich;
j=min J(B); i=min I(B);
repeat
while (i<=max I(B) and reverse(B,i,j)==false and Zielneu<=optwert)
incrementi(B,i);
if (i<=max I(B))
Basistausch BV i gegen NBV j;
if(optimal fu¨r untere Ebene)
if (Zielfunktionswert>optwert)
optwert=Zielfunktionswert;




else aktualisiere I(B), J(B);j=min J(B); i=min I(B);
else if (incrementj(B,j)<=max J(B))
i=min I(B);
else
selectpivot(B);Basistausch BV gemaess selectpivot;
incrementi(B,i);
until(j=n+1 and i=n+1 and im Ausgangstableau)
}
I(B) liefert die geordnete Indexmenge der Basisvariablen;
J(B) liefert die geordnete Indexmenge der Nichtbasisvariablen;
reverse(B,i,j) boolean
testet, ob der Tausch der Basisvariablen i gegen j ein
zulaessiger umgekehrter Basistausch ist
selectpivot(B)
liefert den Basiswechsel nach Auswahlregel von Bland
fuer das aktuelle Tableau
incrementi(B,i)
erhoeht den Wert von i auf den naechstgroesseren Wert innerhalb
von I(B) bzw. auf n+1 falls dieser bereits erreicht wurde
incrementj(B,i)
erhoeht den Wert von j auf den naechstgroesseren Wert innerhalb
von J(B) bzw. auf n+1 falls dieser bereits erreicht wurde
Bemerkung: Aufgrund der Resultate des Abschnitts 4.1 ko¨nnen damit auch Aufgaben
gelo¨st werden, bei denen die zu minimierende Zielfunktion das Maximum von endlich
vielen linearen Funktionen ist oder eine Abstandsminimierung zu einem gegebenen
Punkt x0 in der l1-Norm oder l∞-Norm erfolgt.
Beispiel 4.6: Betrachtet sei erneut die Aufgabe
−2x1 − 2x2 − x6 −→ max
b2 − b1 = 3
b1 + b3 = 5
b4 − b1 = 0
1 ≤ b1 ≤ 3
x ∈ argmax
z
{z1 : z1 − z2 + z3 = b1, z1 + z2 + z4 = b2, z1 + z5 = b3, z1 + z6 = b4, z ≥ 0}
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1,2,8
2,3,8
Abbildung 4.3: Enumerationsbaum im Beispiel 4.6
diesmal allerdings unter dem optimistischen Gesichtspunkt. Die globale Lo¨sung findet
sich dann in einem Eckpunkt des Polyeders M = {x : DAx ≤ b˜, x ≥ 0}, welches mit
dem Polyeder aus Beispiel 2.10 u¨bereinstimmt.
Der Algorithmus startet also mit der Basislo¨sung mit den Nichtbasisvariablen x1, x2
und x8, welche nicht optimal fu¨r die untere Ebene ist. Deshalb erfolgt mit einem
zula¨ssigen umgekehrten Basiswechsel der U¨bergang zur Basislo¨sung mit den Nicht-
basisvariablen x2, x3, x8. Diese Lo¨sung ist zula¨ssig fu¨r die untere Ebene und liefert
einen Zielfunktionswert von -2. Nach der Ru¨ckkehr zum Ausgangsknoten (1,2,8) ist
die Suche nach weiteren zula¨ssigen umgekehrten Basiswechseln ausgehend vom Knoten
(1,2,8) entweder erfolglos oder liefert solche Schritte, die aufgrund der Schrankenbedin-
gung nicht betrachtet werden mu¨ssen. #
4.4.2 Ein Abstiegsverfahren
Betrachtet sei erneut die lineare Zwei-Ebenen-Optimierungsaufgabe
d⊤x −→ max
b ∈ B = {b : Db ≤ b˜}
c ∈ C = {c : Cc ≤ c˜}
x ∈ Ψ(b, c) .
(4.23)
Ziel dieses Abschnitts ist die Entwicklung eines Abstiegsverfahrens, welches eine lo-
kal optimale Lo¨sung im in der Arbeit formulierten Sinne der Aufgabe ermittelt, siehe
Definition 4.1.
Einelementige Menge B
Als erstes sei der Fall betrachtet, in dem die Menge der rechten Seiten der unteren
Ebene nur aus einem Element besteht. Außerdem sei zuna¨chst vorausgesetzt, dass der
zula¨ssige Bereich der unteren Ebene keine degenerierten Eckpunkte besitzt, wobei es
auch ausreichend ist, dass alle fu¨r die Zwei-Ebenen-Optimierungsaufgabe zula¨ssigen
Eckpunkte nichtdegeneriert sind.
Bei der Ermittlung von lokalen Lo¨sungen sollen lediglich Eckpunkte des zula¨ssigen Be-
reichs der unteren Ebene betrachtet werden, da lokale Lo¨sungen im relativ Inneren einer
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Abbildung 4.4: Zula¨ssige Lo¨sungen im Beispiel 4.7
Seitenfla¨che implizieren, dass die Zielfunktion der oberen Ebene auf dieser Seitenfla¨che
konstant sein muss. Damit findet sich ein Eckpunkt dieser Seitenfla¨che mit gleichem
Zielfunktionswert fu¨r die obere Ebene, welcher zula¨ssig fu¨r die Zwei-Ebenen-Aufgabe
ist, aber nicht notwendig lokal optimal sein muss.
Beispiel 4.7: Betrachtet sei die Aufgabe
− x1 − x3 −→ max
c ∈ conv {(0, 0, 1), (−1, 1, 0)}
x ∈ argmax {c⊤z : 0 ≤ zi ≤ 2 i = 1, 2, 3} .




conv {(0, 0, 2), (0, 2, 2), (2, 0, 2), (2, 2, 2)} fu¨r c = (0, 0, 1)
conv {(0, 2, 2), (0, 2, 0)} fu¨r c = (−1, 1, 0)
{(0, 2, 2)} sonst
,
vgl. Abbildung 4.4, eine lokale Lo¨sung. Der Eckpunkt x1 = (0, 2, 2) mit gleichem Funk-
tionswert fu¨r die obere Ebene liegt ebenfalls in Ψ(0, 0, 1), allerdings ist dieser keine
lokale Lo¨sung, weil mit c = (−1, 1, 0) die Wu¨rfelkante conv {(0, 2, 2), (0, 2, 0)} die Op-
timalmenge bildet und von (0, 2, 2) ausgehend in Richtung (0, 0,−1) die Zielfunktion
anwa¨chst. Hingegen wa¨re der Eckpunkt x2 = (0, 0, 2) ebenfalls lokal optimal. #
Als na¨chstes ist zu kla¨ren, wie ein gegebener Eckpunkt auf lokale Optimalita¨t u¨berpru¨ft
werden kann. Dazu sei das zugeho¨rige Simplextableau, also die aufgrund der Nichtdege-
neration eindeutige Basisdarstellung, bezu¨glich der Zielfunktion der oberen Ebene d⊤x
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betrachtet. Dann ko¨nnen, wie aus der linearen Optimierung bekannt, lokal nur bes-
sere Lo¨sungen existieren, falls ein Optimalita¨tsindikator negativ ist. Allerdings kann
bei negativen Optimalita¨tsindikatoren die Lo¨sung trotzdem lokal optimal sein, wenn
die entsprechenden Lo¨sungen aus der Umgebung nicht zula¨ssig fu¨r die Zwei-Ebenen-
Optimierungsaufgabe (4.23) sind.
Satz 4.12: Betrachtet sei eine fu¨r die Zwei-Ebenen-Optimierungsaufgabe zula¨ssige
nichtdegenerierte Basislo¨sung x sowie das dazugeho¨rige Simplextableau und die Opti-




Diese Lo¨sung ist genau dann lokal optimal fu¨r (4.23), wenn fu¨r alle i mit ∆di < 0 das
lineare System
A⊤y ≥ c
(A⊤y)j = cj ∀j ∈ I+(x) ∪ {i}
Cc ≤ c˜
(4.24)
keine Lo¨sung besitzt, wobei I+(x) = {j : xj > 0}.
Beweis: Es sei x = (xB, xN) eine lokal optimale Lo¨sung, wobei xN = 0 und xB =
B−1b die Nichtbasis- bzw. Basisvariablen mit zugeho¨riger Basismatrix B bezeichnen.
Angenommen (4.24) besitzt fu¨r ein i mit ∆di < 0 eine Lo¨sung. Dann ist x(t) mit
xB(t) = xB − tB−1Nei und xN(t) = tei zula¨ssig fu¨r die Zwei-Ebenen-Optimierungs-
aufgabe und es gilt d⊤x(t) = d⊤x−t∆di > d⊤x, im Widerspruch zur lokalen Optimalita¨t
von x.
Seien nun andererseits fu¨r alle i mit ∆di < 0 die Systeme (4.24) unlo¨sbar. Angenommen
x ist keine lokal optimale Lo¨sung, d.h. es existiert eine Folge xk → x mit d⊤xk > d⊤x,
wobei xk ∈ Ψ(ck) mit ck ∈ C. Mit Hilfe der Dualita¨tstheorie ist dies a¨quivalent zur
Lo¨sbarkeit von
A⊤y ≥ c
(A⊤y)j = cj ∀j ∈ I+(xk)
Cc ≤ c˜ .
Da es nur endlich viele verschiedene Indexmengen I+(xk) gibt, kann diese Indexmenge
o.B.d.A. als konstant angenommen werden, ansonsten erfolgt ein U¨bergang zu einer
Teilfolge. Da die Folge xk gegen x konvergiert, folgt damit I+(x) ⊆ I+(xk) = I.
Wegen d⊤xk = d⊤x − ∆dN · xkN > d⊤x muss fu¨r jedes k ein ∆di < 0 mit xki > 0
existieren. Dies widerspricht aber der Unlo¨sbarkeit der Systeme (4.24). 
Bemerkung: Zu (4.24) ko¨nnen aufgrund der Nichtdegeneration a¨quivalent die Syste-
me
c⊤BB
−1N − cN ≥ 0
(c⊤BB
−1A)i − ci = 0
Cc ≤ c˜ .
(4.25)
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Abbildung 4.5: Zula¨ssige Lo¨sungen im Beispiel 4.8
fu¨r ∆di < 0 betrachtet werden.
Mit diesem Resultat la¨sst sich folgendes einfaches Abstiegsverfahren formulieren.
1. Ermittle eine zula¨ssige Basislo¨sung fu¨r die Zwei-Ebenen-Optimierungsaufgabe,
z.B. durch Lo¨sen der unteren Ebene von (4.23) fu¨r ein ausgewa¨hltes c ∈ C.
2. U¨berpru¨fe fu¨r negative Optimalita¨tsindikatoren ∆di mit dem kleinsten i begin-
nend die Lo¨sbarkeit von (4.24) oder (4.25). Falls ein solches System lo¨sbar ist,
fu¨hre diesen zula¨ssigen Basistausch durch und wiederhole Schritt 2. Andernfalls
stoppe mit einer lokal optimalen Lo¨sung.
Beispiel 4.8: Betrachtet sei die Aufgabe
− x2 −→ max
c ∈ [−2, 2]× {1} × {0} × {0} × {0}
x ∈ argmax {c⊤z : z1 + z2 + z3 = 5, −z1 + z2 + z4 = 1, z1 + 3z2 − z5 = 7, z ≥ 0} .
Der in den x1-x2-Raum projizierte zula¨ssige Bereich der unteren Ebene ist in Abbil-
dung 4.5 dargestellt, ebenso wie die Menge der zula¨ssigen Lo¨sungen der Zwei-Ebenen-
Aufgabe (fett markiert). Fu¨r c = e2 ergibt sich die folgende zula¨ssige Lo¨sung fu¨r die
Zwei-Ebenen-Optimierungsaufgabe
x3 x4
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Beide Optimalita¨tsindikatoren bezu¨glich der oberen Ebene sind negativ. Also teste
man zuna¨chst die Lo¨sbarkeit von (4.25) fu¨r i = 3, was durch die Fixierung einiger
Komponenten von c zu
−2 ≤ c1 ≤ 2
1
2
(c1 + 1) = 0
1
2
(1− c1) ≥ 0
fu¨hrt. Offensichtlich besitzt dieses System eine Lo¨sung, womit durch Aufnehmen von




















Hier ist nur noch ein Optimalita¨tsindikator negativ und fu¨r (4.25) mit i = 4 ergibt
sich das System
−2 ≤ c1 ≤ 2
1
4
(1− 3c1) = 0
−1
4
(1 + c1) ≥ 0 ,
welches keine Lo¨sung besitzt, d.h. diese Basislo¨sung ist lokal optimal fu¨r die Zwei-
Ebenen-Optimierungsaufgabe.
Außerdem zeigt dieses Beispiel gleichzeitig, dass eine zu dieser lokalen Lo¨sung benach-
barte Basislo¨sung existieren kann, welche zula¨ssig fu¨r die Zwei-Ebenen-Optimierungs-
aufgabe ist und einen besseren Funktionswert fu¨r die obere Ebene besitzt. Dies la¨sst sich
mit der Basislo¨sung (x1, x2, x4) = (4, 1, 4) erkennen, welche im Algorithmus u¨brigens
entstehen wu¨rde, wenn man im ersten Austauschschritt die Nichtbasisvariable x4 als
erstes untersucht. #
Bisher war vorausgesetzt, dass die betrachtete Basislo¨sung nichtdegeneriert ist. Die
Ursache hierfu¨r liegt darin begru¨ndet, dass fu¨r degenerierte Basislo¨sungen Satz 4.12
zumindest in dieser Form nicht mehr gilt, und auch die Systeme (4.24) und (4.25) nicht
mehr a¨quivalent sind. Dies soll durch die folgenden Beispiele veranschaulicht werden.
Beispiel 4.9: Es sei die Aufgabe
d1x1 + d2x2 −→ max
c ∈ C
x ∈ argmax {c⊤z : z1 + z2 + z3 = 1, z1 + z4 = 1, z ≥ 0}






Abbildung 4.6: Zula¨ssige Lo¨sungen im Beispiel 4.9
betrachtet, siehe Abbildung 4.6. Zuna¨chst sei d = (0, 1) und C = {2}×[1, 3]×{0}×{0}.
Dann ist z.B. mit c = (2, 1, 0, 0) die degenerierte Lo¨sung x = (1, 0, 0, 0) zula¨ssig fu¨r
die Zwei-Ebenen-Optimierungsaufgabe, und eine mo¨gliche Basisdarstellung ist durch
x2 x4
x3 1 −1 0
x1 0 1 1
∆d −1 0 0




keine zula¨ssige Lo¨sung. Der Optimalita¨tsindikator ∆d2 ist der einzige negative Optima-
lita¨tsindikator, aber x ist keine lokal optimale Lo¨sung der Zwei-Ebenen-Aufgabe, denn
mit c = (2, 2, 0, 0) ist die Kante conv {(0, 1, 0, 1), (1, 0, 0, 0)} zula¨ssig fu¨r die obere
Ebene, siehe auch Abbildung 4.6.
Sei nun d = (1,−1) und C = {1}× [0, 2]×{0}× {0}. Dann ist x offensichtlich global
optimale Lo¨sung der Zwei-Ebenen-Aufgabe. Betrachtet man wieder obiges Simplexta-
bleau
x3 x4
x2 1 −1 0
x1 0 1 1
∆d −1 2 0
,
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allerdings jetzt mit x2 als Basisvariable, dann gilt ∆
d
3 = −1 und das System (4.25)
mit i = 3
c ∈ C
c2 = 0
c1 − c2 ≥ 0
besitzt z.B. die Lo¨sung (1, 0, 0, 0). Analoges gilt fu¨r die Lo¨sbarkeit des Systems (4.24)
fu¨r i = 3.
Folglich gilt fu¨r degenerierte Lo¨sungen im Allgemeinen in Satz 4.12 keine der beiden
Richtungen mehr, zumindest wenn man (4.25) verwendet. #
Wie la¨sst sich nun aber Satz 4.12 entsprechend verallgemeinern?
Satz 4.13: Falls fu¨r
1. alle Basisdarstellungen einer degenerierten Lo¨sung x alle Systeme (4.25) fu¨r In-
dizes zu negativen Optimalita¨tsindikatoren unlo¨sbar sind,
2. eine Basisdarstellung einer degenerierten Lo¨sung x alle Systeme (4.24) fu¨r Indizes
zu negativen Optimalita¨tsindikatoren unlo¨sbar sind,
dann ist x lokal optimal.
Beweis: Seien zuna¨chst die Systeme (4.25) fu¨r alle Basisdarstellungen und negative
Optimalita¨tsindikatoren unlo¨sbar und angenommen x ist nicht lokal optimal. Dann
existiert o.B.d.A. eine fu¨r die Zwei-Ebenen-Aufgabe zula¨ssige Kante conv {x, x˜}, wobei
x˜ ein benachbarter Eckpunkt mit besserem Zielfunktionswert fu¨r die obere Ebene ist.
D.h. es muss eine Basisdarstellung von x existieren, so dass ∆c ≥ 0 und ∆ci = 0 fu¨r
die Nichtbasisvariable, welche den Basistausch zu x˜ liefert. Da der Zielfunktionswert
der oberen Ebene in Richtung x˜ − x steigt, muss fu¨r diese Basis ∆di < 0 gelten, im
Widerspruch zur Annahme der Unlo¨sbarkeit aller Systeme.
Der Beweis der zweiten Aussage folgt aus Satz 4.12, da im dortigen Beweis die Voraus-
setzung der Nichtdegeneration nicht beno¨tigt wurde. 
Bemerkung: Die Umkehrung dieser Aussagen gilt jeweils nicht, wie das vorangegan-
gene Beispiel zeigt. Der wesentliche Grund hierfu¨r besteht darin, dass im Falle der
Lo¨sbarkeit eines Systems nicht so einfach zu ermitteln ist, ob eine Lo¨sung existiert,
fu¨r die die entsprechende Nichtbasisvariable positiv wird, um eine Verbesserung des
Zielfunktionswertes der oberen Ebene zu erzielen, die dann auch noch zula¨ssig fu¨r die
Zwei-Ebenen-Aufgabe ist, da ja mehrere Variablen positiv werden ko¨nnen.
Folgerung: Eine fu¨r die Zwei-Ebenen-Aufgabe zula¨ssige Basislo¨sung x ist genau dann
lokal optimal, wenn fu¨r alle Basisdarstellungen dieser degenerierten Basislo¨sung die
Systeme (4.25) fu¨r alle negativen Optimalita¨tsindikatoren unlo¨sbar sind, fu¨r die ein
Basiswechsel zu einem anderen Eckpunkt fu¨hrt, d.h. nicht nur die Basisdarstellung
einer degenerierten Lo¨sung gewechselt wird.
Beweis: Ergibt sich unmittelbar aus dem Beweis von Satz 4.13. 
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Aufgrund dieses Resultates muss der Algorithmus genauer spezifiziert werden, falls fu¨r
eine degenerierte Basislo¨sung nicht alle Systeme (4.24) fu¨r negative Optimalita¨tsindika-
toren unlo¨sbar sind und keines der lo¨sbaren Systeme (4.25) einen Basiswechsel liefert,
welcher zu einem anderen Eckpunkt fu¨hrt. Der Ausweg besteht darin, systematisch alle
Basisdarstellungen der degenerierten Lo¨sung zu ermitteln, bis man einen Basiswechsel
findet, der eine Verbesserung des Zielfunktionswertes der oberen Ebene liefert, wobei
die Hoffnung besteht, dass nicht allzu viele Darstellungen erzeugt werden mu¨ssen. Fin-
det man keine solche Darstellung, dann ist die vorliegende Lo¨sung lokal optimal. Die
systematische Ermittlung kann dabei mit den Enumerationsverfahren aus Abschnitt
2.2 erfolgen. Dazu setze man tempora¨r die nichtdegenerierten Basisvariablen auf 1 und
die Optimalita¨tsindikatoren der Nichtbasisvariablen alle auf 1.
RHS RHStemp NBV
BV degeneriert 0 1
BV nichtdegenieriert xB xB
∆ +
Damit ist die Optimallo¨sung bezu¨glich der gea¨nderten Daten eindeutig bestimmt und
wie in Abschnitt 2.2 ko¨nnen so alle degenerierten Basisdarstellungen mit der Funktion
Eckpunkte und der dualen Regel von Bland ermittelt werden, welche bezu¨glich der
gea¨nderten Zielfunktion dual zula¨ssig sind. Fu¨r jede einzelne Darstellung ko¨nnen durch
Aufruf der Funktion Eckpunkte fu¨r die urspru¨ngliche rechte Seite (aber mit modifizier-
tem Indikator) mit der primalen Regel von Bland alle Basisdarstellungen ermittelt
werden, welche dual unzula¨ssig bezu¨glich der modifizierten Zielfunktion sind und unter
Anwendung der Auswahlregel von Bland zu dieser dual zula¨ssigen Darstellung fu¨hren.
Modifiziertes Abstiegsverfahren
1. Ermittle eine zula¨ssige Basislo¨sung fu¨r die Zwei-Ebenen-Optimierungsaufgabe,
z.B. durch Lo¨sen der unteren Ebene fu¨r ein ausgewa¨hltes c ∈ C.
2. a) Falls die vorliegende Basislo¨sung nichtdegeneriert ist, so u¨berpru¨fe fu¨r negati-
ve Optimalita¨tsindikatoren ∆di die Lo¨sbarkeit von (4.25) beginnend mit dem
kleinsten Index. Wenn ein solches System lo¨sbar ist, fu¨hre diesen Basistausch
durch und wiederhole Schritt 2. Andernfalls stoppe mit einer lokal optimalen
Lo¨sung.
b) Falls die vorliegende Basislo¨sung degeneriert ist, so u¨berpru¨fe fu¨r negative Op-
timalita¨tsindikatoren ∆di die Lo¨sbarkeit von (4.24). Wenn alle diese Systeme
unlo¨sbar sind, dann stoppe mit der erhaltenen lokal optimalen Lo¨sung. An-
dernfalls erzeuge systematisch alle Basisdarstellungen und u¨berpru¨fe, jeweils
mit dem kleinsten Index beginnend, fu¨r negative Optimalita¨tsindikatoren ∆di ,
wo ein Basiswechsel mit der Nichtbasisvariablen xi zu einem anderen Eck-
punkt fu¨hrt, die Lo¨sbarkeit von (4.25). Wenn ein solches System lo¨sbar ist,
fu¨hre diesen Basistausch durch und wiederhole Schritt 2. Andernfalls stoppe
mit einer lokal optimalen Lo¨sung.
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Bemerkung: Die systematische Erzeugung aller Basisdarstellungen einer degenerier-
ten Lo¨sung wird natu¨rlich abgebrochen, sobald eine Basisdarstellung einen Basistausch
zu einem anderen Eckpunkt mit besserem Zielfunktionswert fu¨r die obere Ebene liefert.
Beispiel 4.10: Betrachtet sei erneut Beispiel 4.9 fu¨r d = (0, 1) und C = {2}× [1, 3]×
{0} × {0} mit der Startbasis
x2 x4
x3 1 −1 0
x1 0 1 1
∆d −1 0 0
.
Wegen der Degeneration ist zuna¨chst die Lo¨sbarkeit von (4.24) fu¨r i = 2
y1 + y2 = 2
y1 = c2
y ≥ 0
1 ≤ c2 ≤ 3
zu u¨berpru¨fen, welche gegeben ist. Da fu¨r den einzigen negativen Optimalita¨tsindikator
∆d2 ein Basistausch zu keinem anderen Eckpunkt fu¨hrt, ist fu¨r dieses Tableau nichts
weiter zu testen. Stattdessen werden nun systematisch alle weiteren Basisdarstellungen
dieser Lo¨sung ermittelt. Ausgehend von
x2 x4
x3 1 −1 0
x1 0 1 1
∆temp 1 1
∆d −1 0
wird als na¨chstes bezu¨glich des modifizierten Optimalita¨tsindikators die Funktion
Eckpunkte aufgerufen, um alle dual unzula¨ssigen Tableaus zu ermitteln, welche bezu¨g-
lich des modifizierten Optimalita¨tsindikators dieses Tableau als Optimaltableau liefern.
Dies erzeugt das Tableau
x3 x4
x2 1 −1 0
x1 0 1 1
∆temp −1 2
∆d 1 −1 0
.
Wegen ∆d4 < 0 und der Tatsache, dass ein Basistausch mit x4 einen anderen Eckpunkt
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liefert, ist nun die Lo¨sbarkeit von (4.25) fu¨r i = 4
c2 ≥ 0
c1 − c2 = 0
c1 = 2
1 ≤ c2 ≤ 3
zu u¨berpru¨fen, welche gegeben ist. Damit kann die tempora¨re Indikatorzeile wieder
gelo¨scht werden und es erfolgt der U¨bergang zur Lo¨sung
x1 x3
x2 1 1 1
x4 1 0 1
∆d 1 1 1
,
welche wegen ∆d ≥ 0 offensichtlich sogar global optimal ist. #
Nichteinelementige Menge B
Betrachtet sei nun der Fall, dass die Parametermenge B nicht mehr einelementig ist.
Es ist bekannt, dass globale Lo¨sungen in einem Eckpunkt von
M = {x : DAx+ (xn+1, . . . , xn+p)⊤ = b˜, x ≥ 0}
zu finden sind. Auch bei der Suche nach lokalen Lo¨sungen soll sich unter der glei-
chen Argumentation wie im Falle einer einelementigen Menge B auf die Eckpunk-
te dieses Polyeders beschra¨nkt werden. Es ist auch nur eine leichte Modifikation des
Abstiegsverfahrens notwendig. Dieses arbeitet mit den Simplextableaus des Polyeders
M bezu¨glich der Zielfunktion d⊤x. Einzig der Test, ob ein Austausch bei negativem
Optimalita¨tsindikator erfolgen kann, muss modifiziert werden. Dies kann dann nicht
mehr mit einer Verallgemeinerung von (4.25) erfolgen, weil eine Basis von M durchaus
Schlupfvariablen beinhalten kann und damit nicht ohne weiteres eine Basis fu¨r die un-
tere Ebene gegeben ist. Eine Basis fu¨r M besteht aus insgesamt p Variablen xi. Weil
fu¨r die Aufgabe der unteren Ebene m Basisvariablen notwendig sind, kann man diese
nicht einfach aus der Basisdarstellung von M konstruieren, weil z.B. m gro¨ßer als die
Anzahl der Basisvariablen xi mit i ∈ {1, . . . , n} in der Basisdarstellung von M ist
oder gar m > p gilt. Folglich muss mit den Systemen (4.24) gearbeitet werden.
Als erstes werden die Optimalita¨tsbedingungen beinhaltenden Sa¨tze des letzten Ab-
schnitts verallgemeinert.
Satz 4.14: Falls die fu¨r die Zwei-Ebenen-Optimierungsaufgabe zula¨ssige Basislo¨sung
x von M nichtdegeneriert ist, dann ist die Lo¨sung x genau dann lokal optimal fu¨r
(4.23), wenn fu¨r alle xi mit i ≤ n und ∆di < 0 das lineare System (4.24) keine Lo¨sung
besitzt und ∆di ≥ 0 fu¨r alle i > n. Letztere Optimalita¨tsindikatoren seien diejenigen
bezu¨glich der Schlupfvariablen der Ungleichungen DAx ≤ b˜.
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Beweis: Der Beweis erfolgt analog zum Beweis von Satz 4.12. Es ist lediglich zu be-
achten, dass ein Basiswechsel durch Austausch einer beliebigen Variablen gegen eine
Schlupfvariable, automatisch die Zula¨ssigkeit der neuen Basis nach sich zieht, weil sich
die Indexmenge I+(x) ∩ {1, . . . , n} ho¨chstens verkleinern kann. 
Satz 4.15: Falls fu¨r eine Basisdarstellung einer degenerierten Basislo¨sung x die Sys-
teme (4.24) fu¨r alle i ≤ n mit ∆di < 0 unlo¨sbar sind und ∆di ≥ 0 fu¨r alle i > n gilt,
dann ist x lokal optimal.
Folgerung: Eine fu¨r die Zwei-Ebenen-Aufgabe zula¨ssige degenerierte Basislo¨sung x
ist genau dann lokal optimal, wenn fu¨r alle Basisdarstellungen dieser degenerierten
Lo¨sung die Systeme (4.26)
A⊤y ≥ c
(A⊤y)j = cj ∀j ∈ (I+(x) ∪ I) ∩ {1, . . . , n}
Cc ≤ c˜
, (4.26)
fu¨r alle negativen Optimalita¨tsindikatoren ∆di unlo¨sbar sind, wo ein Basiswechsel zu
einem anderen Eckpunkt fu¨hren wu¨rde. Hierbei bezeichnet die Menge I alle Indizes
von Nichtbasisvariablen, die beim entsprechenden Basiswechsel positiv werden.
Beweis: Falls x nicht lokal optimal ist, dann existiert wie im Beweis zu Satz 4.13
eine Kante conv {x, x˜} von M , die zula¨ssig fu¨r die Zwei-Ebenen-Aufgabe ist. Dies ist
a¨quivalent zur Lo¨sbarkeit von (4.26). Falls ein Basistausch mit einer neuen Basisvariable
xi mit i > n getestet wird, so ist die U¨berpru¨fung der Lo¨sbarkeit von (4.26) nur
notwendig, falls mindestens eine der Variabeln xi fu¨r i = 1, . . . n positiv wird. 
Damit ergibt sich das folgende Abstiegsverfahren.
1. Ermittle eine zula¨ssige Basislo¨sung von M fu¨r die Zwei-Ebenen-Optimierungs-
aufgabe, z.B. durch Maximierung von c⊤x u¨ber M fu¨r ein ausgewa¨hltes c ∈ C.
2. a) Falls die vorliegende Basislo¨sung nichtdegeneriert ist, so u¨berpru¨fe fu¨r nega-
tive Optimalita¨tsindikatoren ∆di die Lo¨sbarkeit von (4.24). Wenn ein solches
System lo¨sbar ist, fu¨hre diesen Basistausch durch und wiederhole Schritt 2.
Andernfalls stoppe mit einer lokal optimalen Lo¨sung.
b) Falls die vorliegende Basislo¨sung degeneriert ist, so u¨berpru¨fe fu¨r negative
Optimalita¨tsindikatoren ∆di die Lo¨sbarkeit von (4.24). Wenn alle diese Sys-
teme fu¨r i ≤ n unlo¨sbar sind und ∆di ≥ 0 fu¨r i > n, dann stoppe mit der
erhaltenen lokal optimalen Lo¨sung. Andernfalls erzeuge systematisch alle Ba-
sisdarstellungen und u¨berpru¨fe fu¨r negative Optimalita¨tsindikatoren ∆di , wo
ein Basiswechsel mit der Nichtbasisvariablen xi zu einem anderen Eckpunkt
fu¨hrt, die Lo¨sbarkeit von (4.26). Wenn ein solches System lo¨sbar ist, fu¨hre
diesen Basistausch durch und wiederhole Schritt 2. Andernfalls stoppe mit
einer lokal optimalen Lo¨sung.
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Beispiel 4.11: Betrachtet sei die Aufgabe
−x1 + 2x3 −→ max
b2 − b1 = 3
b1 + b3 = 5
b4 − b1 = 0




{c⊤z : z1−z2+z3 = b1, z1+z2+z4 = b2, z1+z5 = b3, z1+z6 = b4, z ≥ 0} .
Eine zula¨ssige Startbasis fu¨r die Zwei-Ebenen-Aufgabe bezu¨glich des Polyeders
x1 − x2 + x3 + x7 = 3
x1 − x2 + x3 − x8 = 1
2x2 − x3 + x4 = 3
2x1 − x2 + x3 + x5 = 5




x4 1 −1 0 3
x5 0 −1 2 3
x3 −1 −1 0 0
x7 0 0 1 2
x1 0 1 −1 1
∆d −2 −3 1 −1
gegeben. Fu¨r i = 2 ergibt sich wegen positiv werdender Variablen x2 und x3 beim
Basistausch das System
y1 + y2 + y3 + y4 = 0




y4 ≥ 0 ,
welches offensichtlich unlo¨sbar ist. Betrachtet man i = 6, so werden sowohl x3 als auch
x6 positiv, d.h. fu¨r die Zula¨ssigkeit fu¨r die Zwei-Ebenen-Aufgabe ist die Lo¨sbarkeit des
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Systems
y1 + y2 + y3 + y4 = 0





zu u¨berpru¨fen, welche mit y = 0 gegeben ist. Damit erfolgt der U¨bergang zu
x1 x2 x8
x4 1 1 −1 4
x5 1 0 1 4
x3 1 −1 −1 1
x7 0 0 1 2
x6 1 0 −1 1
∆d 3 −2 −2 2
.
Da diese Lo¨sung jetzt nicht mehr degeneriert ist, hat man zuna¨chst die Lo¨sbarkeit von
(4.24) fu¨r i = 2 zu testen
y1 + y2 + y3 + y4 ≥ 0





was erfolglos ist. Folglich wird anschließend der Basistausch mit x8 untersucht. Hier
kann die U¨berpru¨fung der Lo¨sbarkeit von (4.24) entfallen, weil lediglich ein Austausch
der Schlupfvariablen x7 und x8 stattfindet und dies keinen Einfluss auf die Zula¨ssigkeit
fu¨r die Zwei-Ebenen-Aufgabe hat. Der Basiswechsel liefert mit
x1 x2 x7
x4 1 1 1 6
x5 1 0 −1 2
x3 1 −1 1 3
x8 0 0 1 2
x6 1 0 1 3
∆d 1 −2 2 6
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eine lokale Lo¨sung, denn (4.24) ist fu¨r i = 2
y1 + y2 + y3 + y4 ≥ 0








In den letzten Jahren wurden in immer mehr La¨ndern oder Sta¨dten Mautgebu¨hren
eingefu¨hrt, wobei die Gru¨nde dafu¨r verschieden sind. Zum einen kann eine Maut der
Verkehrssteuerung dienen, wobei als Beispiel die Entlastung der Londoner City genannt
sei, oder aber zur Instandhaltung bzw. zum Bau neuer Straßen, stellvertretend seien
das Mautsystem in Deutschland oder auch Private Public Partnerships angefu¨hrt.
Mit dem Problem der Einfu¨hrung einer optimalen Mautgebu¨hr bescha¨ftigten sich be-
reits einige Arbeiten, aber jeweils unter etwas anderen Gesichtspunkten. Meist wird ein
Zwei-Ebenen-Problem formuliert, dessen Aufgabe der unteren Ebene darin besteht, die
Gesamtkosten oder -fahrzeiten aller Verkehrsteilnehmer zu minimieren. Hinsichtlich der
Zielfunktion der oberen Ebene existieren aber verschiedene Ansa¨tze. In [39] werden bei-
spielsweise die Mauteinnahmen des Straßennetzbetreibers maximiert. Außerdem wird
dort gezeigt, dass die Frage nach der Existenz einer Mautgebu¨hr, welche eine gewisse
Mindesteinnahme erzielt, ein NP -vollsta¨ndiges Problem darstellt. Dagegen wird in [63]
ein Modell betrachtet, welches aufgrund von Kapazita¨tsbeschra¨nkungen Wartezeiten
fu¨r die einzelnen Straßen beru¨cksichtigt. Dabei wird als Ziel der oberen Ebene die Mi-
nimierung der Summe aus Reise- und Wartezeiten, eine Mauteinnahmenmaximierung
oder die Maximierung des Verha¨ltnisses zwischen Mauteinnahmen und Gesamtreisezeit
formuliert.
Alle diese Arbeiten beru¨cksichtigen lediglich eine ortsabha¨ngige Maut sowie untere und
obere Schranken fu¨r die Mautgebu¨hr eines einzelnen Straßenabschnitts. Hier soll es
zusa¨tzlich mo¨glich sein, zwischen den Mautgebu¨hren verschiedener Straßenabschnitte
Bedingungen zu formulieren, die beispielsweise in einer (anna¨hernd) gleichen Maut-
gebu¨hr je La¨ngeneinheit fu¨r Straßen gleicher Ordnung (Autobahn, Bundesstraße) be-
stehen ko¨nnen. Außerdem wird als Ziel fu¨r die obere Ebene formuliert, mo¨glichst nahe
bei einer gewu¨nschten Auslastung des Straßennetzes zu liegen. Dies ist ein wesentlicher
Unterschied zu [5, 6], wo sich ebenfalls mit dem Thema inverse lineare Optimierung
bescha¨ftigt wird, allerdings unter der Voraussetzung, dass die Wunschlo¨sung x0 zula¨ssig
fu¨r die Zwei-Ebenen-Aufgabe ist und somit der Abstand zu einer Wunschlo¨sung der Pa-
rameter minimiert werden kann, fu¨r die x0 optimal ist. In [5] gibt man sich hingegen
einen Wunschzielfunktionswert der unteren Ebene vor, zu dem der Abstand minimiert
wird.
Ausgehend von den Resultaten der Theorie u¨ber traffic assignment problems, ein gu-
ter U¨berblick findet sich in [49], lassen sich fu¨r flussabha¨ngige Kostenfunktionen eben-
falls Zwei-Ebenen-Aufgaben zur Berechnung einer Mautgebu¨hr formulieren. Dabei wird
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ausfu¨hrlich diskutiert werden, welche Lo¨sungsbegriffe unter welchen Voraussetzungen
an die Kostenfunktionen zu Zwei-Ebenen-Aufgaben mit konvexer unterer Ebene fu¨hren.
5.2 Lo¨sungsbegriffe fu¨r Flussprobleme
In diesem Abschnitt soll gekla¨rt werden, was als Lo¨sung eines Flussproblems verstanden
werden kann, d.h. welche Modelle bzw. Zielfunktionen betrachtet werden ko¨nnen bzw.
welche Lo¨sungen eines solchen Modells verwendet werden ko¨nnen.
Eine zentrale Rolle spielt der Begriff eines Flusses in einem Netzwerk, der in der
na¨chsten Definition bereitgestellt wird.
Definition 5.1: Es sei G = (V,E) ein gerichteter Graph mit einer Knotenmenge V
und einer Pfeilmenge E, wobei die Knoten o.B.d.A. mit 1, . . . , |V | durchnummeriert
seien. Dann heißt eine Abbildung xkl : E 7→ R+ Fluss von k (Quelle) nach l (Senke)









vkl j = k
0 j ∈ V \ {k, l}
−vkl j = l
(5.1)
erfu¨llt sind. Dabei bezeichnen O(j) und I(j) die Menge aller Pfeile e ∈ E, welche den
Knoten j als Anfangs- bzw. Endknoten besitzen.
Bemerkung: Die Gleichung (5.1) bringt zum Ausdruck, dass es lediglich eine Quelle
und Senke gibt sowie in allen anderen Knoten der Zu- und Abfluss u¨bereinstimmen (1.
Kirchhoffsches Gesetz).
Die vorangegangene Definition eines Flusses ist kantenbasiert. An manchen Stellen ist
hingegen die wegbasierte Definition besser zu handhaben.
Definition 5.2: Es sei Pkl die Menge aller Wege vom Knoten k zum Knoten l. Dann
heißt eine Abbildung xP : Pkl 7→ R+ Fluss von k (Quelle) nach l (Senke) in G mit





Bemerkung: Die Anzahl aller Wege kann exponentiell sein.
Fu¨r unser Problem wird das Netzwerk G = (V,E) aus einem gegebenen Straßennetz
konstruiert. Dabei besteht die Knotenmenge V aus allen Kreuzungspunkten und die
Pfeilmenge E aus allen Straßenabschnitten dieses Netzes. Jeder Pfeil sei des Weiteren
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mit Gewichten ce und c
m
e sowie einer Kapazita¨t ue bewertet. Die Gewichte spie-
geln dabei die Kosten eines einzelnen Verkehrsteilnehmers wider, die entstehen falls
dieser den Straßenabschnitt/Pfeil wa¨hrend seiner Fahrt benutzt. Die Kosten bestehen
aus einer mautunabha¨ngigen Komponente ce, welche sich z.B. aus Personalkosten und
Betriebskosten fu¨r das Fahrzeug zusammensetzt, und sich somit im Wesentlichen aus
der La¨nge des Straßenabschnittes und der beno¨tigten Zeit zur Durchfahrt ergibt. Zum
anderen entstehen bei der Nutzung eines Straßenabschnitts Mautkosten der Ho¨he cme .
Die Kapazita¨ten begrenzen die Anzahl der Fahrzeuge, welche einen Straßenabschnitt
in einem vorgegebenen Zeitabschnitt benutzen du¨rfen. Vereinfachend sei angenommen,
dass alle Verkehrsteilnehmer als gleich anzusehen sind, d.h. fu¨r alle fallen dieselben Kos-
ten an und die Kapazita¨ten geben eine obere Schranke fu¨r die Anzahl von Fahrzeugen
an (ohne Wichtung dieser). Falls ein Straßenabschnitt durch beliebig viele Fahrzeuge
genutzt werden kann, so wird die Gro¨ße ue auf einen hinreichend großen Wert gesetzt.
Bemerkung: Damit wird beispielsweise nicht beru¨cksichtigt, dass es innerhalb dieses
Zeitraums
”
Stoßzeiten“ gibt, in denen es zu unerwu¨nschten Verkehrsstockungen kom-
men kann und somit mo¨glicherweise die angesetzten Kosten u¨berhaupt nicht gerechtfer-
tigt sind. Vielmehr steht die gleichma¨ßige Belastung des Straßennetzwerkes innerhalb
eines la¨ngeren Zeitraums im Vordergrund, und nicht etwa die Vermeidung von Staus.
Fu¨r jeden Verkehrsteilnehmer sei nun ein Start- und Zielort/-knoten bekannt. Damit
diese nicht alle einzeln betrachtet werden mu¨ssen, fasst man sie zu Gruppen zusam-
men und zwar so, dass alle Fahrzeuge mit gleichem Start- und Zielort in einer Gruppe
liegen. Fu¨r jede dieser Gruppen bezeichne vkl die Anzahl der Fahrzeuge mit Start-
knoten k und Zielknoten l innerhalb des vorgegebenen Zeitraumes. Ferner sei mit
M =
{
(k, l) : 1 ≤ k, l ≤ |V |, k 6= l, vkl > 0} die Menge aller Start-Zielknoten-Paare
eingefu¨hrt, fu¨r welche Verkehrsteilnehmer existieren, die diese Strecke zuru¨cklegen wol-
len. Um die Anzahl der spa¨ter auftretenden Variablen zu reduzieren, wird jedem Paar
(k, l) ∈M eine Teilmenge Ekl der Straßenabschnitte zugeordnet, welche die Fahrzeuge
bei ihrer Fahrt vom Knoten k zum Knoten l benutzen du¨rfen bzw. deren Nutzung
sinnvoll erscheint. Mit Gkl = [Ekl] sei der durch diese Kantenmenge induzierte Teil-
graph von G bezeichnet.
Bemerkung: Es wird hierbei vorausgesetzt, dass die OD-Matrix (origin-destination)
v = ((vkl)) statisch und bekannt ist, d.h. u¨ber einen gewissen Zeitraum wird diese
als konstant angesehen (ebenso wie die berechneten Flu¨sse, also eine Art stationa¨rer
Zustand). Letztere Annahme la¨sst sich mit der Existenz von Verfahren rechtfertigen,
welche aus bisherigen OD-Matrizen und einer Datenerhebung (Messung) bzw. nur aus
einer Datenerhebung ein Update der OD-Matrix berechnen. Einen guten U¨berblick u¨ber
diese Verfahren sowie deren Klassifizierung bieten die Arbeiten [4, 21]. Im Vergleich
dazu existieren noch dynamische Modelle, bei denen die Nachfrage fu¨r die einzelnen
Knotenpaare vom jeweiligen Verkehrsfluss und dem jeweiligen Mautniveau abha¨ngig
ist. Die Ermittlung einer solchen Funktion du¨rfte aber wesentlich schwieriger sein, als
eine als statisch angenommene OD-Matrix zu scha¨tzen.
Prinzipiell seien bezu¨glich des Modells vier Fa¨lle unterschieden, und zwar je nachdem ob
die Kostenfunktionen ce(xe) einer Kante flussabha¨ngig sind bzw. ob ein kapazitiertes
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Netzwerk vorliegt. In einem unkapazitierten Netzwerk ist die Menge der zula¨ssigen
Flu¨sse nur durch die Flusserhaltungsbedingungen und die Nichtnegativita¨tsforderung
bestimmt. Dagegen wird diese Menge im kapazitierten Fall durch Kapazita¨tsgrenzen ue
fu¨r die einzelnen Pfeile e eingeschra¨nkt. Im Folgenden seien mit Xu und Xk die Menge




x = (xkle , xe) :
∑
Gkl:e∈Ekl









vkl j = k
0 j ∈ Vkl \ {k, l}
−vkl j = l
∀(k, l) ∈M
xkle ≥ 0 ∀(k, l) ∈M ∀e ∈ Ekl


Xk = {x ∈ Xu : xe ≤ ue} .
Bemerkung: Die Menge Xk ko¨nnte auch mittels Restkapazita¨ten/Schlupfvariablen
ye definiert werden. Um aber mit der Literatur konform zu bleiben, sei xe der (Ge-
samt)Fluss entlang eines Pfeils e. Der Grund hierfu¨r besteht darin, dass im Folgenden
auch unkapazitierte Netzwerke betrachtet werden sollen und fu¨r diese keine Restkapa-
zita¨ten existieren.
Fu¨r die Kostenfunktionen sei angenommen, dass diese separabel sind, d.h. die Kosten
eines Pfeiles ha¨ngen nur vom Fluss entlang dieses Pfeiles ab. Diese Annahme erscheint
etwas idealisierend, da beispielsweise sehr wohl ein Zusammenhang zwischen der An-
zahl der Fahrzeuge auf den an einer Kreuzung angrenzenden Straßenabschnitten und
der beno¨tigten Zeit bzw. Kosten besteht. Man denke in diesem Zusammenhang auch
an den Gegenverkehr, d.h. in zwei Richtungen befahrbare Straßenabschnitte sind im
Modell durch zwei Pfeile dargestellt, deren Kosten unabha¨gig vom Verkehr auf der je-
weilig anderen Fahrbahnseite sein sollen. Implizit wird hierbei auch vorausgesetzt, dass
die Fahrzeuge als homogen anzusehen sind, also jedem Fahrzeug die gleichen Kosten
entstehen.
Im dritten Quadranten von Abbildung 5.1 ist der Zusammenhang zwischen Verkehrs-
fluss und (Durchschnitts-)Geschwindigkeit veranschaulicht, wie er sich aus der Praxis
ergeben sollte. Problematisch ist hierbei, dass bisher keine expliziten Formeln bzw. pa-
rametrisierte Funktionen mit zu scha¨tzenden Parametern bekannt sind, welche diesen
Verlauf realita¨tsnah widerspiegeln. Daher begnu¨gt man sich mit Na¨herungen fu¨r diese
Funktionen, aus welchen dann auch Reisezeiten bzw. Kosten ce(xe) abgeleitet werden
ko¨nnen.
Bemerkung: Im Folgenden wird der Begriff Kostenfunktion verwendet werden, ohne
stets darauf hinzuweisen, dass in numerischen Beispielrechnungen lediglich Approxima-
tionen dieser Funktionen verwendet werden.
Bezu¨glich der Kostenfunktionen werden hier zwei Arten unterschieden. Zum einen be-
trachten wir konstante/flussunabha¨ngige Kostenfunktionen ce (xe) = ce und zum an-
deren flussabha¨ngige Kostenfunktionen ce (xe). Im letzteren Fall sei vorausgesetzt, dass
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Abbildung 5.1: Fundamentaldiagramm [24]
die Funktion ce (xe) monoton nichtfallend und konvex ist. Diese Voraussetzungen er-
scheinen auch aus praktischer Sicht sinnvoll, denn je mehr Fahrzeuge eine Straße nutzen
desto gro¨ßer ist auch die Reisezeit, siehe auch Abbildung 5.1. Die einzelnen Komponen-
ten ce (xe) werden zu einer vektorwertigen Funktion c(x) = (ce(xe))e∈E zusammenge-
fasst.
In allgemeinster Form stellt sich das spa¨ter betrachtete Zwei-Ebenen-Problem dann wie
folgt dar:
F (x, cm) −→ ”min ”
x ∈ Φ (c(x) + cm) , cm ∈ C . (5.3)
Die Menge Φ (c(x) + cm) bezeichnet dabei eine nach einem noch zu spezifizierenden
Kriterium ausgewa¨hlte Menge von Lo¨sungen des Flussmodells der unteren Ebene (Teil-
mengen von Xu bzw. Xk), welche fu¨r die obere Ebene zula¨ssig sein soll. Auch sei
die Zielfunktion der oberen Ebene zuna¨chst nicht weiter spezifiziert. Eine Vorstellung
mo¨glicher Zielfunktionen erfolgt in einem spa¨teren Abschnitt. Die Anfu¨hrungszeichen
beim Minimierungssymbol sollen andeuten, dass im Fall der Nichteinelementigkeit der
Menge Φ (c(x) + cm) sich die Frage stellt, wie der Lo¨sungsbegriff der Zwei-Ebenen-
Aufgabe gewa¨hlt werden sollte, d.h. in welchem Grade die Verkehrsteilnehmer mit dem
Netzbetreiber kooperieren.
Da in den na¨chsten Abschnitten die Aufgabe der unteren Ebene fu¨r eine fixierte Maut-
gebu¨hr betrachtet wird, bezeichne c˜e(xe) = ce(xe)+c
m
e die Gesamtkostenfunktion eines
Pfeiles. Entsprechend definiert man sich die Funktion c˜(x).
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5.2.1 Unkapazitierte Netzwerke
Als erster Zugang zur Definition der Menge Φ bietet sich die Minimierung der Ge-
samtkosten aller Verkehrsteilnehmer an. Dies setzt allerdings einen gewissen Grad der
Kooperation der Verkehrsteilnehmer untereinander voraus, da einzelne mo¨glicherweise
teuere Routen benutzen mu¨ssen um einen sogenannten systemoptimalen Fluss zu ge-
wa¨hrleisten. Mathematisch la¨sst sich Φ in diesem Falle als Lo¨sungsmenge der konvexen
Optimierungsaufgabe
Φ (c˜(x)) = argmin
{∑
e∈E




Lemma 5.1: Die Aufgabe (5.4) ist eine konvexe Optimierungsaufgabe, falls die Funk-
tionen ce konvex und nichtfallend sind.
Beweis: Eine Funktion g : M 7→ R mit einem konvexen Definitionsbereich M ⊆ R





x, y ∈M ∧ x < x < y =⇒ sg(x) ≤ sg(y)
erfu¨llt ist.
Wegen c˜e(xe) = ce(xe) + c
m
e genu¨gt es die Konvexita¨t von ce(xe)xe nachzuweisen. Es
sei also g(x) = ce(x)x und es soll gezeigt werden, dass g auf M = R
+ konvex ist.
Dazu seien x, y ∈ R+ mit x < y und ein x mit x < x < y beliebig gewa¨hlt. Die






ce(x)x+ xce(x)− xce(x)− ce(x)x
x− x
= ce(x) + x
ce(x)− ce(x)
x− x = ce(x) + xsce(x) .
(5.5)
Zuna¨chst sei festgestellt, dass aufgrund der Monotonie der Funktion ce der Funktions-
wert sce(z) fu¨r beliebiges z und z 6= z nichtnegativ ist. Damit erha¨lt man die folgende
Ungleichungskette:
sg(y)− sg(x) (5.5)= ysce(y)− xsce(x)
y>x≥0
ce konvex
ce monoton nichtfallend≥ ysce(y)− xsce(y)





d.h. es liegt eine konvexe Optimierungsaufgabe vor. 






Netzwerk mit Kosten 
Systemoptimum 
Gleichgewicht 
4 4 2 2 
Abbildung 5.2: Illustration zu Beispiel 5.1
Folglich stellt Φ (c˜(x)) zwar stets eine konvexe Menge dar, allerdings la¨sst sich deren
Einelementigkeit nur im Falle der strengen Konvexita¨t aller Kostenfunktionen ce (xe)
garantieren. Es wird hierbei darauf verzichtet zusa¨tzlich Ganzzahligkeitsforderungen
an die einzelnen Komponenten des Flussvektors zu stellen, da dies in der Literatur oft
nicht der Fall ist und die Aufgabe enorm verkomplizieren wu¨rde.
Beispiel 5.1: Betrachtet sei ein Netzwerk mit zwei Knoten und zwei parallelen Pfeilen,
welche mit Kostenfunktionen c˜e1 (xe1) = 1 und c˜e2 (xe2) =
1
4
xe2 versehen sind. Dann





xe1 + xe2 = 6
xe1 , xe2 ≥ 0
als (4, 2) mit Gesamtkosten 5, siehe Abbildung 5.2. Da die vier Nutzer des Pfeiles
e1 Kosten in Ho¨he von 1 ausgesetzt sind, wird zumindest einer dieser vier anstreben
seine Route zu a¨ndern und den Pfeil e2 benutzen. Damit senkt er zwar seine Kosten
auf 0.75 , die Gesamtkosten erho¨hen sich allerdings auf 5.25. Vernachla¨ssigt man nun
die Ganzzahligkeitsforderungen, so wird so lange ein Teil des Flusses entlang von e1
auf den Pfeil e2 wechseln, bis dieser denselben Kosten ausgesetzt ist, d.h. sich das
Gleichgewicht (2, 4) eingestellt hat. #
Dieses Beispiel motiviert die Einfu¨hrung eines Gleichgewichtsbegriffs. Dazu setzt man
voraus, dass alle Verkehrsteilnehmer perfekte Information besitzen: Sie kennen die OD-
Matrix sowie die Kostenfunktionen. Dies la¨sst sich eventuell mit eigenen Erfahrungs-
werten (oder denen von Bekannten oder aus der Presse usw.) rechtfertigen, welche man
durch die bisherige Nutzung der Strecken gewonnen hat. Weiterhin handele jeder Ein-
zelne streng rational, d.h. man wa¨hlt seine Route allein nach den anfallenden Kosten
aus. Der Begriff des Spielers bzw. des Verkehrsteilnehmers sei im Folgenden mit einer in-
finitesimal kleinen Flusseinheit von vkl identifiziert, womit diese Menge u¨berabza¨hlbar
wird.
In den folgenden beiden Definitionen wird zuna¨chst zwischen sogenannten Wardrop-
Gleichgewichtsflu¨ssen und Nash-Gleichgewichtsflu¨ssen unterschieden. Spa¨ter zeigt ein
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Resultat auf, dass diese Begriffe unter gewissen Voraussetzungen an die Kostenfunk-
tionen a¨quivalent sind. Zur besseren Lesbarkeit der Definitionen wird die wegbasierte
Formulierung verwendet.
Definition 5.3: Ein zula¨ssiger Fluss x ∈ Xu heißt Wardrop-Gleichgewichtsfluss,
wenn fu¨r alle mo¨glichen Wege P,Q ∈ Pkl, wobei der Weg P genutzt wird, und alle
Paare (k, l) ∈M die Beziehung c˜P (x) ≤ c˜Q(x) erfu¨llt ist. Hierbei bezeichnet c˜R(x) =∑
e∈R c˜e(xe) die Kosten (einer Einheit) des Weges R. Das bedeutet, dass alle genutzten
Wege eines Paares (k, l) ∈M die gleichen Kosten besitzen und kein ungenutzter Weg
geringere Kosten besitzt.
Definition 5.4: Ein zula¨ssiger Fluss x ist ein Nash-Gleichgewichtsfluss, wenn fu¨r
keine auch noch so kleine Flussmenge ein Anreiz besteht die Route zu wechseln, d.h.




xQ − ε P = Q
xR + ε P = R
xP sonst
(5.6)
die Beziehung c˜Q(x) ≤ c˜R(xε).
Da Wardrop (Verkehrswissenschaft) und Nash (Spieltheorie) auf verschiedenen Ge-
bieten forschten, wurden diese Begriffe unabha¨gig voneinander entwickelt. Charnes
und Cooper [20] stellten erstmalig einen Zusammenhang zwischen obigen Definitionen
her. Schließlich wurde gezeigt, dass die beiden Begriffe unter gewissen Voraussetzungen
sogar a¨quivalent sind.
Satz 5.2: Die Kostenfunktionen c˜e (xe) seien stetig und nichtfallend. Dann ist ein
Fluss genau dann ein Wardrop-Gleichgewichtsfluss, wenn er auch ein Nash-Gleich-
gewichtsfluss ist.
Beweis: Die Aussage ergibt sich z.B. aus Satz 4 in [23] und ist ebenfalls in [56] zu
finden. 
Bemerkung: Deshalb wird in der Literatur in diesem Fall ha¨ufig der Begriff Nutzer-
Gleichgewichtsfluss (oder kurz Gleichgewichtsfluss) verwendet.
Es stellt sich als na¨chstes die Frage nach der Existenz und anschließend nach der even-
tuellen Eindeutigkeit von Gleichgewichtsflu¨ssen.
Satz 5.3 ([12]): Es sei ein unkapazitiertes Netzwerk mit stetigen und nichtfallenden
Kostenfunktionen c˜e (xe) gegeben. Dann existiert stets ein Gleichgewichtsfluss und
dieser ist essenziell eindeutig. Hierbei bedeutet essenziell eindeutig, dass jeder andere
Gleichgewichtsfluss fu¨r alle Nutzer die gleichen Kosten zufolge hat.
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Bemerkung: Die Menge aller Gleichgewichtsflu¨sse kann u¨ber die konvexe, da die




c˜e(ye) dye −→ min
x∈Xu
(5.7)
berechnet werden, vgl. [56] Formel (2.6). Folglich stellen im Falle flussunabha¨ngiger
Kostenfunktionen Gleichgewichtsflu¨sse gleichzeitig systemoptimale Flu¨sse dar, da die
beiden Aufgaben (5.4) und (5.7) a¨quivalent sind, genauer die gleiche Zielfunktion be-
sitzen.
Fu¨r unsere Problemstellungen wird die essenzielle Eindeutigkeit nicht weiterhelfen ko¨n-
nen, da die Zielfunktion der oberen Ebene F (x, cm) im Allgemeinen fu¨r verschiedene
Gleichgewichte auch unterschiedliche Funktionswerte haben wird. Falls die Kostenfunk-
tionen alle streng monoton wachsend sind, dann stellt sich dieses Problem nicht, da (5.7)
aufgrund der strengen Konvexita¨t der Zielfunktion dann eine eindeutige Lo¨sung besitzt.
Zusammenfassend la¨sst sich feststellen, dass sich sowohl die Menge der Systemoptima
als auch der Gleichgewichtsflu¨sse unter plausiblen Voraussetzungen als Lo¨sungsmenge
einer konvexen Optimierungsaufgabe beschreiben la¨sst. Damit ko¨nnten, je nach An-
nahme u¨ber den Grad der Kooperation der Nutzer, sowohl ein optimistischer als auch
pessimistischer Lo¨sungsbegriff fu¨r die Zwei-Ebenen-Aufgabe (5.3) definiert werden. Die
Eindeutigkeit der Lo¨sung der unteren Ebene kann unter der Voraussetzung der strengen
Konvexita¨t oder strengen Monotonie fu¨r (5.4) bzw. (5.7) garantiert werden, womit sich
das Problem des Lo¨sungsbegriffes der Zwei-Ebenen-Aufgabe nicht mehr stellt.
Fu¨r flussunabha¨ngige Kostenfunktionen wurde festgestellt, dass kein Unterschied zwi-
schen Systemoptima und Gleichgewichtsflu¨ssen besteht. Im Falle flussabha¨ngiger Kos-
ten kann dies nicht mehr garantiert werden. Allerdings la¨sst sich zeigen, dass das
Verha¨ltnis der Kosten eines Gleichgewichts zu den Kosten eines Systemoptimums nicht
beliebig schlecht werden kann. Fu¨r einzelne Klassen von Kostenfunktionen lassen sich
sogar scharfe obere Schranken fu¨r dieses Verha¨ltnis angeben, siehe [52, 56] fu¨r eine
ausfu¨hrliche Diskussion dieses Sachverhalts.
Ein weiteres, sehr u¨berraschendes Resultat wird zeigen, dass gro¨ßere Teilgraphen nicht
notwendig bessere Gleichgewichte erzeugen mu¨ssen, vgl. dazu auch die Originalarbeit
von Braess [16].
Beispiel 5.2: Es sei das in Abbildung 5.3(a) dargestellte Netzwerk mit den dort ange-
gebenen Kostenfunktionen betrachtet. Als Systemoptimum ergibt sich offensichtlich der
Fluss (3, 3, 3, 3) mit (Gesamt-)Kosten in Ho¨he von 66, welcher gleichzeitig der (eindeu-
tige) Gleichgewichtsfluss ist. Fu¨gt man nun einen Pfeil hinzu, siehe Abbildung 5.3(b), so
kann sich das Systemoptimum nicht verschlechtern. In unserem Beispiel erha¨lt man den
Fluss (3.5, 2.5, 2.5, 3.5, 1) mit Kosten in Ho¨he von 65.5. Allerdings stellt das bisherige
Gleichgewicht keines mehr dar und das nunmehr eindeutige Gleichgewicht ist durch
(6, 0, 0, 6, 6) mit Kosten in Ho¨he von 78 gegeben, d.h. durch einen gro¨ßeren Graphen
ko¨nnen sich im Gleichgewicht die Kosten fu¨r alle Nutzer erho¨hen! #



















(b) Netzwerk mit hinzugefu¨gter Straße
Abbildung 5.3: Braess-Paradox
Damit taucht die Frage auf, wie groß die einzelnen Teilgraphen Gkl gewa¨hlt werden
sollten, da einerseits ein gro¨ßerer Teilgraph die Realita¨t besser widerspiegelt, auf der
anderen Seite sich die Qualita¨t des Gleichgewichts im Modell bei einem kleineren Teil-
graphen verbessern kann. In diesem Zusammenhang kann auch untersucht werden unter
welchen Voraussetzungen dieses Pha¨nomen nicht auftritt bzw. auftritt, siehe dazu die
Referenzen in Kapitel 2.4 der Dissertation von Stier [56].
5.2.2 Kapazitierte Netzwerke
In diesem Abschnitt sei ein kapazitiertes Netzwerk betrachtet, d.h. die einzelnen Pfeile
besitzen eine Kapazita¨tsgrenze ue. Auch hier la¨sst sich mittels der konvexen Opti-
mierungsaufgabe (da die Funktionen ce(xe) als konvex und nichtfallend vorausgesetzt
wurden) ∑
e∈E
c˜e (xe) xe −→ min
x∈Xk
(5.8)
die (konvexe) Menge der systemoptimalen Lo¨sungen berechnen. Bezu¨glich der Einele-
mentigkeit dieser Menge lassen sich dieselben Aussagen wie im unkapazitierten Fall
treffen.
Bei den Gleichgewichtsflu¨ssen stellt sich die Situation etwas schwieriger dar, was im
Folgenden gezeigt wird. Als erstes wird Definition 5.3 formal auf kapazitierte Netzwerke
verallgemeinert.
Definition 5.5: Ein zula¨ssiger Fluss x ∈ Xk ist ein (Nutzer-)Gleichgewichtsfluss im
kapazitierten Netzwerk, wenn fu¨r alle (k, l) ∈M jeder ungesa¨ttigte Weg Q ∈ Pkl keine
geringeren Kosten als ein anderer benutzter Weg P ∈ Pkl besitzt, d.h.
c˜P (x) ≤ min {c˜Q(x) : Q ∈ Pkl, Q ist ungesa¨ttigt} (5.9)
gilt fu¨r alle Wege P ∈ Pkl mit xP > 0. Dabei heißt der Weg Q ungesa¨ttigt, falls fu¨r
alle e ∈ Q die Beziehung xe < ue gilt.















Abbildung 5.4: Illustration zu Beispiel 5.3
Im unkapazitierten Fall ließ sich die Menge der Gleichgewichtsflu¨sse u¨ber eine kon-
vexe Optimierungsaufgabe berechnen. Das folgende Beispiel zeigt, dass verschiedene
Gleichgewichtsflu¨sse nun auch unterschiedliche Kosten besitzen ko¨nnen, selbst im Fal-
le flussunabha¨ngiger Kostenfunktionen. Daru¨ber hinaus existieren auch Beispiele, in
denen die Menge der Gleichgewichtsflu¨sse nicht mehr konvex ist, vgl. [56].
Beispiel 5.3: Wir betrachten das in Abbildung 5.4 dargestellte Netzwerk, wobei der
Pfeil e1 eine Kapazita¨t von 1 besitze. Des Weiteren bestehe die Menge M der Grup-
pen aus {S1 = (1, 3), S2 = (1, 4)}. Wa¨hlt nun die Gruppe S1 als erste ihre Route und
anschließend S2, so erha¨lt man ein Gleichgewicht mit minimalen Gesamtkosten in Ho¨he
von 5. Vertauscht man hingegen diese Reihenfolge, dann wa¨hlt Gruppe S2 den Weg
u¨ber die Kante e1 und S1 den direkten Weg u¨ber Kante e3, womit ein Gleichgewicht
mit ho¨heren Gesamtkosten in Ho¨he von 6 entsteht. Verallgemeinert man dieses Vor-
gehen auf |M | Gruppen, so erha¨lt man bei flussunabha¨ngigen Kostenfunktionen auf
diese Art und Weise bei beliebiger Ordnung der Gruppen einen Gleichgewichtsfluss.
Man beachte hierbei allerdings, dass weitere Gleichgewichtsflu¨sse existieren ko¨nnen. #
Bemerkung: Bei flussabha¨ngigen Kosten la¨sst sich durch obiges hierarchisches Vor-
gehen im Allgemeinen kein Gleichgewichtsfluss erzeugen, da die Kosten noch von der
spa¨teren Entscheidung anderer Gruppen abha¨ngig sind.
Die Gleichgewichtsflu¨sse lassen sich mit Hilfe obiger Definition zwar charakterisieren,
jedoch nicht mehr als Lo¨sungsmenge einer Optimierungsaufgabe darstellen. In der Li-
teratur wird deshalb eine spezielle Menge von Gleichgewichten untersucht, die unter
dem Namen Beckmann-Gleichgewicht bekannt ist. Deren Berechnung erfolgt durch





c˜e (ye) dye −→ min
x∈Xk
. (5.10)
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Abbildung 5.5: Illustration zu Beispiel 5.4
Als Lo¨sungsmenge einer konvexen Optimierungsaufgabe, die Funktionen ce(xe) wa-
ren als nichtfallend vorausgesetzt, ist die Menge der Beckmann-Gleichgewichte kon-
vex. Daru¨ber hinaus lassen sich die Aussagen, welche das Verha¨ltnis der Kosten eines
Gleichgewichtes zu den Kosten eines Systemoptimums im unkapazitierten Netzwerk be-
schreiben, auf Beckmann-Gleichgewichte und Systemoptima im kapazitierten Netz-
werk u¨bertragen, vgl. [56]. Dies bedeutet, dass sich Beckmann-Gleichgewichte gut
charakterisieren lassen und im Vergleich zum Systemoptimum nicht beliebig schlecht
werden ko¨nnen. Allerdings muss es auch nicht das beste (bezu¨glich der Gesamtkosten)
unter allen Gleichgewichten darstellen. Wie Beispiele zeigen, kann das Verha¨ltnis eines
beliebigen Gleichgewichts zum Systemoptimum beliebig schlecht werden, d.h. solche
Gleichgewichte wu¨rden sich in der Praxis wahrscheinlich nicht einstellen.
Beispiel 5.4: Es sei das in Abbildung 5.5 gegebene Netzwerk betrachtet, in Anlehnung
an Abbildung 3.2 in [56]. Dabei ist M eine hinreichend große Zahl und in Klammern
sind an den Pfeilen die Kapazita¨ten angegeben, sofern vorhanden. Das Systemoptimum,
welches gleichzeitig ein Gleichgewicht darstellt, ergibt sich als e = (1, 1, 0, 1, 1, 0, 0) mit
Kosten in Ho¨he von 8. Der Fluss e = (1, 0, 1, 0, 1, 1, 1) ist ebenfalls ein Gleichgewicht,




als Verha¨ltnis zwischen den
Kosten des zweiten Gleichgewichts und des Systemoptimums. #
Wie dieses Beispiel zeigt, ko¨nnen weitere Voraussetzungen wie strenge Monotonie und
strenge Konvexita¨t der Kostenfunktionen die Eindeutigkeit bzw. bessere Beschreibung
der Gleichgewichte ebenfalls nicht gewa¨hrleisten.
Aufgrund dieser Resultate ist es schwierig zu entscheiden, was als Lo¨sung der unteren
Ebene im kapazitierten Fall betrachtet werden soll. Im Falle flussunabha¨ngiger Kosten-
funktionen stimmen die Mengen der systemoptimalen Lo¨sungen und der Beckmann-
Gleichgewichtslo¨sungen u¨berein, was eine Verwendung dieser Lo¨sungen rechtfertigt.
Generell alle Gleichgewichte zuzulassen, ist wegen der schwierigen Beschreibung die-
ser sowie deren mo¨glicherweise schlechten Qualita¨t im Allgemeinen nicht sinnvoll. Man
ko¨nnte also auch im Falle flussabha¨ngiger Kosten dazu u¨bergehen entweder system-
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Abbildung 5.6: Illustration zu Beispiel 5.5
optimale Lo¨sungen oder Beckmann-Gleichgewichte als zula¨ssige Lo¨sungen der obe-
ren Ebene zu verwenden und somit in (5.3) eine Zwei-Ebenen-Aufgaben mit konvexer
unterer Ebene erhalten. Die dabei jeweils gemachten Voraussetzungen erscheinen aus
praktischer Sicht plausibel.
In der Literatur existiert noch der folgende Gleichgewichtsbegriff, welcher sich auch
fu¨r allgemeinere Nebenbedingungen anwenden la¨sst und eine Verallgemeinerung von
Definition 5.4 darstellt.
Definition 5.6: Es sei X ⊆ Xu eine konvexe und abgeschlossene Menge zula¨ssiger
Flu¨sse. Ein Fluss x ∈ X ist ein (Nutzer)Gleichgewichtsfluss unter Nebenbedingungen,
wenn fu¨r alle Wege Q,R ∈ Pkl mit xQ > 0, alle hinreichend kleinen ε ≥ 0 und alle




xQ − ε P = Q
xR + ε P = R
xP sonst
(5.11)
die Beziehung c˜Q(x) ≤ c˜R(xε) gilt, falls xε ein zula¨ssiger Fluss ist, d.h. xε ∈ X.
Diese Definition ist im Falle von Kapazita¨tsbeschra¨nkungen, d.h. X = Xk nicht
a¨quivalent zu Definition 5.5. Allerdings ist fu¨r stetige und nichtfallende Kostenfunktio-
nen jedes Gleichgewicht unter Kapazita¨tsbeschra¨nkungen im Sinne von Definition 5.6
auch ein Gleichgewicht im Sinne von Definition 5.5, vgl. Proposition 3.4 [56]. Die Um-
kehrung dieser Aussage gilt im Allgemeinen nicht. In [56] wird auch bewiesen, dass
ein Beckmann-Gleichgewicht ein Gleichgewicht unter Kapazita¨tsbeschra¨nkungen im
Sinne von Definition 5.6 darstellt, falls die Kostenfunktionen stetig und nichtfallend
sind. Der Vorteil von Definition 5.6 liegt darin, dass es die Sa¨ttigung, welche durch
die Gruppe (k, l) verursacht wird, mit beru¨cksichtigt. Dies ist ein weiterer Grund nur
Beckmann-Gleichgewichte fu¨r die Aufgabe der oberen Ebene zuzulassen.
Beispiel 5.5: Dieses Beispiel stammt aus [43], vgl. Abbildung 5.6, wo die Zahlen in
Klammern wieder fu¨r die Kapazita¨ten der Pfeile stehen. Das Problem besteht darin,
dass der kapazitierte Pfeil e2 zu den beiden ku¨rzesten Wegen geho¨rt. Damit ist im
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Falle der Sa¨ttigung des zweitku¨rzesten Weges der ku¨rzeste automatisch auch gesa¨ttigt,
womit sich
{e = (t, 5, 10− t, 5− t, 5, 0, 0) : t ∈ [0, 2]} (5.12)
als Menge der Gleichgewichtsflu¨sse gema¨ß Definition 5.5 ergibt. Allerdings ko¨nnen fu¨r
t < 2 die Kosten des Flusses verringert werden, in dem 2 − t der Flussmenge des
zweitku¨rzesten Weges auf den ku¨rzesten Weg umgeleitet werden. Das dann entstehende
Gleichgewicht (2, 5, 8, 3, 5, 5, 0, 0) ist das einzige, welches Definition 5.6 genu¨gt. #
5.3 Berechnung von Mautgebu¨hren
5.3.1 Bisherige Ansa¨tze
Bisher wurde sich in der Literatur hauptsa¨chlich mit dem Problem der Verkehrszuord-
nung (traffic assignment) bescha¨ftigt. Anhand dieser Theorie erha¨lt man im unkapazi-
tierten Netzwerk eine sogenannte first best toll Gebu¨hr, welche im Falle flussabha¨ngiger
Kostenfunktionen dazu fu¨hrt, dass ein Gleichgewicht mit Mautgebu¨hren ein Systemop-
timum ohne Mautgebu¨hren darstellt.
Satz 5.4: Es sei x ein systemoptimaler Fluss ohne Mautgebu¨hren, d.h. man setze
cm = 0. Dann ist x fu¨r die Kostenfunktionen c˜e(xe) = ce (xe) + c
′
e (xe) xe ein Gleich-
gewicht.
Beweis: Proposition 2.5 in [56]. 





Der Nachteil in diesem Ansatz besteht darin, dass Mautgebu¨hren auf allen Straßen erho-
ben werden du¨rfen, deren Ho¨he beliebig hoch sein kann und zwischen der Gebu¨hrenho¨he
der einzelnen Straßen keinerlei Beziehung zu bestehen braucht. Deshalb ist der prakti-
sche Nutzen einer solchen Maut eher fraglich.
Auch im kapazitierten Modell lassen sich Mautgebu¨hren ableiten, in dem diese den
Werten der (zu einem systemoptimalen Fluss geho¨renden) Lagrange-Multiplikatoren
zu den Kapazita¨tsbegrenzungen xe ≤ ue gleichgesetzt werden. Damit werden aber nur
Straßenabschnitte bemautet, deren Kapazita¨t voll ausgelastet ist. Des Weiteren muss
die Mautgebu¨hr dadurch nicht eindeutig bestimmt sein. Auch hier erscheint es sehr
fraglich, ob diese Interpretation praktisch Sinn macht.
Einige Arbeiten von Hearn [13, 36, 66] und die Dissertation von Yildirim [65] verwenden
einen eher pessimistischen Zugang um Mautgebu¨hren zu berechnen. Es wird eine Men-
ge T der sogenannten zula¨ssigen Mautvektoren eingefu¨hrt, welche alle Mautvektoren
beinhaltet, fu¨r die jedes Gleichgewicht im bemauteten Modell ein Systemoptimum im
unbemauteten Modell darstellt. U¨ber dieser Menge kann mittels eines Kriteriums, dann
eine beste Mautgebu¨hr berechnet werden, mo¨glicherweise unter zusa¨tzlicher Einfu¨hrung
von Nebenbedingungen an eine solche Gebu¨hr. Als problematisch ko¨nnte sich erweisen,
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dass die Schnittmenge der zula¨ssigen Mautvektoren mit den eventuell eingefu¨hrten Ne-
benbedingungen an diese leer ist. Als wichtigste Frage ergibt sich dabei, wie die Menge
T effizient beschrieben werden kann. Falls die Kostenfunktionen streng konvex und
streng monoton wachsend sind, dann ist T als (Projektion eines) Polyeders beschreib-
bar. Diese Aussage gilt sowohl fu¨r fixierte Nachfrage als auch fu¨r elastische Nachfrage.
Allerdings stellt sich die Frage, ob es wirklich erstrebenswert ist das Systemoptimum
als Wunschlo¨sung anzusehen, oder vielleicht doch eine andere Lo¨sung, z.B. eine bei der
die Straßen gleichma¨ßig ausgelastet sind.
Im Gegensatz zu Hearn verwenden Marcotte et al. [32, 39, 43] den optimistischen Zu-
gang. Als optimale Mautgebu¨hr wird diejenige angesehen, welche dem Netzwerkbe-
treiber den gro¨ßten Profit liefert. Die Kostenfunktionen sind in den Modellen fluss-
unabha¨ngig und das Netzwerk unkapazitiert. Des Weiteren du¨rfen nur auf einer aus-
gewa¨hlten Menge von Straßen Mautgebu¨hren erhoben werden. Damit la¨sst sich die Auf-
gabe als ein Zwei-Ebenen-Problem oder nach Transformation auch als Mixed-Integer-
Programm formulieren. In den verschiedenen Arbeiten werden sowohl exakte (jedoch zu
zeitaufwa¨ndige) Algorithmen als auch Heuristiken entwickelt, um dieses NP -schwierige
Problem zu lo¨sen. Fu¨r die Mautgebu¨hren der einzelnen Straßenabschnitte sind obere
Schranken vorgegeben. Eine Verallgemeinerung der Nebenbedingungen du¨rfte zumin-
dest fu¨r einige der vorgeschlagenen Algorithmen unproblematisch sein.
Yan und Lam [63] betrachten den allgemeineren Fall mit flussabha¨ngigen Kostenfunk-
tionen und einem kapazitierten Netzwerk, in welchem lediglich eine Teilmenge der
Straßen bemautet werden darf. Als zula¨ssige Lo¨sungen fu¨r die obere Ebene wird das
Beckmann-Gleichgewicht verwendet, welches als eindeutig vorausgesetzt ist. Fu¨r die
Zielfunktion der oberen Ebene werden drei verschiedene Mo¨glichkeiten angegeben:
• Minimierung der gesamten Kosten des Netzwerkes∑
e∈E
(ce (xe) + λe) xe −→ min , (5.13)
wobei λe den Lagrange-Multiplikator der Kapazita¨tsbegrenzung darstellt und als
Wartezeit interpretiert wird ,
• Maximierung der Mauteinnahmen∑
e∈E
cme xe −→ max , (5.14)
• Maximierung des Verha¨ltnisses zwischen Mauteinnahmen und verursachten Ko-





−→ max . (5.15)
Bemerkung: Diese drei Mo¨glichkeiten kombiniert Yin [67], um eine Zwei-Ebenen-
Aufgabe mit vektorwertiger Zielfunktion in der oberen Ebene zu erhalten. Es wird
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dort außerdem ein genetischer Algorithmus vorgestellt, welcher Pareto-optimale Punkte
der Zwei-Ebenen-Aufgabe berechnet. Allerdings wird fu¨r jede feste Mautgebu¨hr die
Existenz eines eindeutigen Gleichgewichtsflusses vorausgesetzt.
5.3.2 Berechnung durch inverse Optimierung
In diesem Abschnitt soll die Berechnung einer Mautgebu¨hr durch eine inverse Opti-
mierungsaufgabe beschrieben werden. Dazu wird ein kapazitiertes Netzwerk mit fluss-
unabha¨ngigen Kostenfunktionen betrachtet und als Lo¨sungsbegriff fu¨r fixierte Maut-
gebu¨hren das Systemoptimum bzw. gleichbedeutend Beckmann-Gleichgewicht verwen-






















vkl j = k
0 j ∈ Vkl \ {k, l}




e ≥ 0 ∀(k, l) ∈M, ∀e ∈ E ,
(Mcfp)
wobei die einzelnen Gruppen als Gu¨ter anzusehen sind. Dabei bezeichnen Ikl(j) und
Okl(j) die Mengen I(j) bzw. O(j) im jeweiligen Teilgraphen Gkl.









e )(ue − xe) a¨quivalent ersetzt werden.
Bemerkung: Fasst man jede einzelne Gruppe als einen Spieler und die dazugeho¨rige
Fahrtroute als Strategie auf, so berechnet man mit (Mcfp) ein Nash-Gleichgewicht,
da eine einzelne Gruppe durch A¨nderung ihrer Fahrtroute ihre Kosten nicht senken
kann, falls alle anderen Gruppen ihre Fahrtrouten beibehalten.
Bemerkung: Unterscheidet man zusa¨tzlich zwischen verschiedenen Fahrzeugklassen,
so ha¨ngt es von der Formulierung der Kapazita¨tsbeschra¨nkungen ab, ob das Modell
(Mcfp) direkt oder in leicht abgewandelter Form verwendet werden kann. Wird fu¨r jede
einzelne Klasse und jeden Pfeil eine obere Schranke an Fahrzeugen vorgeschrieben, so
erhalten wir ein Modell der Form (Mcfp) mit parallelen Pfeilen im Graphen G. Eine
andere Mo¨glichkeit bietet sich in der Wichtung der einzelnen Klassen, z.B. 1 LKW
entspricht 5 PKW’s und fu¨r jeden Straßenabschnitt wird eine obere Schranke der Anzahl
an PKW’s vorgeschrieben. Dann a¨ndern sich in (Mcfp) die Kapazita¨tsbedingung und
die Zielfunktion der unteren Ebene, da die verschiedenen Gruppen fu¨r die Benutzung
der Straßen unterschiedliche Mautgebu¨hren entrichten mu¨ssen.
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Beim Lo¨sen des Problems (Mcfp) mit fixierten Kosten erha¨lt man einen Benutzer-
Gleichgewichtsfluss. Aber die sich dadurch ergebende Auslastung des Straßennetzes
muss nicht mit der gewu¨nschten Auslastung u¨bereinstimmen, welche aus Sicht des
Straßennetzbetreibers, z.B. im Sinne der gleichma¨ßigen Straßenauslastung, anzustreben
ist. Die Aufgabe besteht nun darin, Mautgebu¨hren so einzufu¨hren, dass die durch den
Gleichgewichtsfluss erzeugte Auslastung so nahe wie mo¨glich bei einer gewu¨nschten
Auslastung liegt. Diese Problemstellung wird als Zwei-Ebenen-Optimierungsaufgabe
formuliert, wobei anstelle der gewu¨nschten Auslastung eines Straßenabschnitts a¨qui-
valenterweise eine angestrebte Restkapazita¨t x0e in der Zielfunktion der oberen Ebene
verwendet wird:
‖xE − x0E‖ −→ min (5.16a)

















j ∀(k, l) ∈M
xe, x
kl
e ≥ 0 ∀(k, l) ∈M, ∀e ∈ E .
(5.16c)
Dabei bezeichnen
• xE = (xe)e∈E die sich aus einem Benutzer-Gleichgewichtsfluss ergebenden Rest-
kapazita¨ten des Straßennetzes,
• x0E = (x0e)e∈E die gewu¨nschte Restkapazita¨t,
• C die Menge mo¨glicher Mautgebu¨hren.
Die Menge C beinhaltet gewisse Restriktionen an den Mautvektor, welche beispiels-
weise in einer (anna¨hernd) gleichen Mautbelastung von Straßenabschnitten gleicher
Ordnung (Autobahnen, Bundesstraßen) je La¨ngeneinheit, dem Mautverbot auf gewis-
sen Straßenabschnitten oder Nichtnegativita¨tsbedingungen (keine Subventionen fu¨r die
Nutzung von Straßen) bestehen ko¨nnen.





Hx = v , x ≥ 0







































Abbildung 5.7: Daten im Beispiel 5.6
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und der Vektor x alle Teilvektoren xkl und xE zu einem zusammenfasst. Die Ma-
trix O bezeichnet hierbei jeweils eine Nullmatrix passender Dimension, In die n-
dimensionale Einheitsmatrix, Hkili die Inzidenzmatrix des Graphen Gkili sowie Ikili
eine Matrix, welche in jeder Spalte (zu einer Variablen xkilie ) genau einen Nichtnullein-
trag 1 entha¨lt und zwar in der Zeile, in welcher die zum Pfeil e geho¨rende Variable
xe den Eintrag 1 in In besitzt.
Bemerkung: Die Matrix H entha¨lt in jeder Spalte entweder drei (Spalten zu xkle )
oder nur einen (Spalten zu xe) Nichtnulleintrag. Außerdem kann fu¨r jeden einzelnen
Graphen Gkl eine Gleichung der Flussbedingung entfallen, d.h. eine zur Matrix Hkl
geho¨rende Zeile in H und die zugeho¨rige Komponente im Vektor v ko¨nnen gestrichen
werden, da die Gleichungssysteme fu¨r einen einzelnen Fluss u¨berbestimmt sind.
Beispiel 5.6: An dieser Stelle soll ein Beispiel ausfu¨hrlich diskutiert werden, welches
sich in a¨hnlicher Form auch in [31] findet. Betrachtet sei dazu das Straßennetz, wel-
ches in Abbildung 5.7(a) dargestellt ist. Die beiden Zahlen an den Pfeilen entsprechen
dabei den mautunabha¨ngigen Kosten ce und in Klammern sind die Kapazita¨ten ue
angegegeben.
Des Weiteren sind in Abbildung 5.7(b) die gewu¨nschten Restkapazita¨ten x0E veran-
schaulicht. Es existiere eine Gruppe mit Startknoten 2 und Endknoten 7 mit einer
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Kante (1,4) (2,1) (2,3) (2,6) (3,4) (3,5) (4,7) (6,5) (5,7) (6,8) (8,7)
x
1 5 5 5 5 5 0 10 5 5 0 0
x
2 5 5 2 8 2 0 7 8 8 0 0
x
3 5 5 2 8 0 2 5 8 8 0 0
x
4 3 3 4 8 0 4 3 8 12 0 0
x
5 0 0 4 11 0 4 0 8 12 3 3






















Tabelle 5.2: Funktionswerte der Eckpunkte
Flussmenge von 15. Außerdem soll es nur mo¨glich sein, auf der Kante (4, 7) Maut-
gebu¨hren einzufu¨hren, d.h. es gilt
C = {cm ∈ R11 : cme = 0 e 6= (4, 7), 0 ≤ cm47 ≤ 15} .




{x1} fu¨r cm47 ∈ [0, 2)
conv{x1, x2} fu¨r cm47 = 2
{x2} fu¨r cm47 ∈ (2, 3)
conv{x2, x3} fu¨r cm47 = 3
{x3} fu¨r cm47 ∈ (3, 5)
conv{x3, x4} fu¨r cm47 = 5
{x4} fu¨r cm47 ∈ (5, 12)
conv{x4, x5} fu¨r cm47 = 12
{x5} fu¨r cm47 ∈ (12, 15] ,
wobei die Flu¨sse xi Tabelle 5.1 zu entnehmen sind. Betrachtet sei nun die Zwei-Ebenen-
Optimierungsaufgabe (5.16) mit verschiedenen Normen unter dem pessimistischen Ge-
sichtspunkt. Aufgrund von Satz 3.1 existiert eine Lo¨sung o.B.d.A. in einem Eckpunkt
des zula¨ssigen Bereiches. Mit verschiedenen Normen, siehe Tabelle 5.2, ergibt sich die
optimale Mautho¨he cpess47 ∈ (3, 5) und das unabha¨ngig von der Wahl der Norm, siehe
auch Abbildungen 5.8(a) bis 5.8(c). Aus dieser Abbildung la¨sst sich auch die optima-
le Mautho¨he copt47 unter dem optimistischen Zugang ablesen, denn es mu¨ssen lediglich
die Funktionswerte der optimistischen Lo¨sungsfunktion an den Stellen 2, 3, 5 und 12
ermittelt werden, d.h. copt47 = 5 fu¨r die l1- sowie l2-Norm und c
opt
47 ∈ [3, 5] fu¨r die
l∞-Norm. Vergleicht man diese Resultate mit der in den Arbeiten von Marcotte et al.
[32, 39, 43] verwendeten Mauteinnahmenmaximierung, so stellt sich in diesem Beispiel
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Abbildung 5.8: Zielfunktionen der oberen Ebene im Beispiel 5.6
heraus, dass die optimistische Lo¨sung durch cmax47 = 12 gegeben ist und keine pessi-
mistische Lo¨sung existiert, siehe Abbildung 5.8(d). Allerdings ist copt47 = 12 gleichzeitig
eine schwach pessimistische Lo¨sung.
Die jeweils zugeho¨rigen Gleichgewichtsflu¨sse sind meist durch den Eckpunkt x3 gege-
ben. Lediglich der optimistische Zugang fu¨r die l1- und l2-Norm sowie die Mauteinnah-
menmaximierung bilden hier eine Ausnahme. Denn im ersten Fall la¨sst sich der Fluss
durch λx3 + (1 − λ)x4 mit λ = 1
2
bzw. λ = 3
4
berechnen, und bei der Mauteinnah-
menmaximierung ist der Eckpunkt x4 der zugeho¨rige Gleichgewichtsfluss. #







H⊤y − c− cm ≥ 0




e = 0 ∀(k, l) ∈M, ∀e ∈ Ekl
(5.18)
eine Mauteinnahmenmaximierung erfolgen, unter der Nebenbedingung, dass x eine op-
timale Lo¨sung darstellt. Dies ist eine lineare Optimierungsaufgabe und fu¨r die ermittelte
Lo¨sung cm gilt aufgrund der Dualita¨tstheorie x ∈ Ψ(cm).
6 Numerische Ergebnisse
Die in der Arbeit vorgestellten Verfahren zur Bestimmung einer globalen Lo¨sung im
optimistischen und pessimistischen Sinne bzw. zur Ermittlung einer lokalen Lo¨sung
mit Hilfe des Abstiegsverfahrens wurden numerischen Testrechnungen unterzogen. Die
Programmierung erfolgte dabei in Matlab unter Verwendung der von Reinhardt [50]
implementierten Optimierungsverfahren fu¨r lineare Aufgaben.
Es wurden fu¨r verschiedene Dimensionen zufa¨llig Daten fu¨r Probleme der Struktur
d⊤x −→ max
b ∈ B = {b : Db ≤ b˜}
c ∈ C = {c : Cc ≤ c˜}
x ∈ argmax {c⊤z : Az1 + z2 = b, x ≥ 0}
erzeugt, wobei es Folgendes zu beachten gilt.
• Die Dimension des Problems wurde durch die Parameter n fu¨r die Anzahl der
Variablen der unteren Ebene exklusive der Schlupfvariablen, mu fu¨r die Anzahl
der Nebenbedingungen und damit auch der Schlupfvariablen z2 in der unteren
Ebene sowie mb und mc fu¨r die Anzahl der Ungleichungsnebenbedingungen in
den Parametermengen B und C bestimmt.
• Um die Kompaktheitsvoraussetzung zu erfu¨llen, wurde die letzte Nebenbedingung
in der unteren Ebene durch
∑n
i=1 xi ≤ bmu definiert.
• Dabei wurde in der letzten Ungleichung von B mittels bmu ≥ 1 sichergestellt,
dass die rechte Seite der Nebenbedingung
∑n
i=1 xi ≤ bmu stets positiv ist.
• Weitere Nebenbedingungen der Art bi ≥ bi sowie
∑mu
i=1 bi ≤ 100 sichern die
Kompaktheit der Menge B.
• Aufgrund dieser Ausfu¨hrungen muss mb ≥ mu + 1 gelten, denn mu + 1 Unglei-
chungen werden bereits fu¨r die eben angefu¨hrten Ungleichungen beno¨tigt.
• Um Trivialita¨ten zu vermeiden, wurde durch ∑ni=1 ci ≥ 1 ausgeschlossen, dass
der Nullvektor Element der Menge C ist.
Zu ausgewa¨hlten Dimensionsgro¨ßen wurden anschließend die Daten, bis auf die eben
erwa¨hnten Ausnahmen, zufa¨llig durch in [−10, 10] gleichverteilte Zufallszahlen erzeugt.
Danach wurde das entstehende Problem gelo¨st, sofern die Mengen C und {x : DAx ≤
b˜, x ≥ 0} beide nichtleer waren sowie die beste Lo¨sung nicht bereits zula¨ssig fu¨r die
Zwei-Ebenen-Optimierungsaufgabe war.
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n mu mb mc Dimension Maximum Mittel
6 4 10 12 10× 20 15 4,42
6 4 10 18 10× 20 16 3,77
6 4 10 24 10× 20 16 3,51
6 4 20 12 20× 30 14 4,03
6 4 20 18 10× 30 14 4,25
6 4 20 24 10× 30 11 3,58
6 10 20 20 20× 36 42 12,60
15 10 20 25 25× 50 69 19,56
Tabelle 6.1: Anzahl der Schritte im Abstiegsverfahren
Abstiegsverfahren
Betrachtet sei zuna¨chst das Abstiegsverfahren aus Abschnitt 4.4.2. Es wurde sich dabei
darauf beschra¨nkt, das Verfahren nur fu¨r den Fall von nichtauftretenden Degeneratio-
nen zu programmieren, da dies die Implementation vereinfacht und bei zufa¨lligen Daten
bei den Tests keine Degenerationen auftraten. Zur Sicherheit wurden in der Funktion
Abstieg.m allerdings Tests eingebaut, so dass im Falle der Degeneration einer unter-
suchten Lo¨sung die Funktion abbricht. Fu¨r jedes Dimensionsquadrupel wurden 100
Instanzen zufa¨llig erzeugt und das Abstiegsverfahren gestartet. Die Anzahl der Basis-
wechsel wurde hierbei erfasst. In Tabelle 6.1 finden sich die Dimensionsangaben der
Parameter n, mu, mb und mc. Die Spalte Dimension steht fu¨r die Dimension der Ma-
trix DA nach Einfu¨hrung der Schlupfvariablen. Die letzten beiden Spalten geben die
maximale und mittlere Anzahl an durchgefu¨hrten Basiswechseln an bis eine lokal opti-
male Lo¨sung erreicht wurde. Die Anzahl der durchgefu¨hrten Basiswechsel bleibt doch
recht u¨berschaubar, wobei aber mindestens ebenso viele lineare Optimierungsaufgaben
gelo¨st werden mussten, um zu u¨berpru¨fen, ob ein Basistausch, der eine Verbesserung
des Zielfunktionswertes liefert, auch zula¨ssig fu¨r die Zwei-Ebenen-Aufgabe ist. Die dabei
auftretenden Probleme bestehen jeweils aus n+mc (Un)Gleichungsnebenbedingungen,
wovon n die rechte Seite 0 besitzen, n +mb freien Variablen und etwa mc + n−mb
vorzeichenbeschra¨nkten Variablen. Letzteres ist abha¨ngig davon, welche Ma¨chtigkeit
die Menge I(x) = {i : xi = 0 i = 1, . . . , n} besitzt.
Enumerationsverfahren
Zum Testen der Verfahren zur Ermittlung von globalen optimistischen und pessimis-
tischen Lo¨sungen wurden ebenfalls jeweils 100 Instanzen fu¨r vorgegebene Dimensions-
parameter gelo¨st. Fu¨r die zufa¨llig erzeugten Daten stimmten in allen Fa¨llen die optimis-
tische und pessimistische Lo¨sung u¨berein. Deshalb wurde durch eine Verallgemeinerung
von Beispiel 3.10 die Ungleichheit der beiden Lo¨sungen ermo¨glicht, in dem nur noch
ein Teil der Daten zufa¨llig ist. Dazu wurden die Matrizen A und D sowie b˜ wie folgt
konstruiert.
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optimistisch 3 26 19 12 3 2 9 2 84 5
pessimistisch 57 132 73 30 845 102 266 60 395 7
rel. Abweichung in % 149 114 69 0 105 95 141 191 163 0
optimistisch 113 56 2 27 4 5 4 264 31 80
pessimistisch 247 56 15 247 140 57 104 273 136 136
rel. Abweichung in % 19 0 35 91 75 56 12 0 9 0
Tabelle 6.2: Knotenanzahl und Abweichung vom optimistischen Optimalwert
• Die Koeffizientenmatrix der unteren Ebene entha¨lt die Nebenbedingungen
x1 ≤ b1
x1 + x2 ≥ b2
x1 + x2 ≤ b3 .
• Die Matrix D entha¨lt die Nebenbedingungen
b1 ≥ 2
3 ≤ b2 ≤ 5
b3 ≥ 8 .
• Alle anderen Nebenbedingungen (außer denen die die Kompaktheit sichern) wur-
den zufa¨llig erzeugt.
• Die Menge C wurde einelementig gewa¨hlt und zwar C = {e1}. Damit existiert,
sofern die Lo¨sungen mit x1 = b1 zula¨ssig bleiben, keine eindeutige Lo¨sung der
unteren Ebene und in vielen Fa¨llen unterscheiden sich damit der optimistische
und pessimistische Optimalwert.
Aufgrund des letzten Punktes sind die Beispiele von der Anzahl der zu untersuchenden
Knoten im pessimistischen Fall ha¨ufig ziemlich schlecht, da der pessimistische Optimal-
wert sehr vom optimistischen abweicht und folglich tief im Baum gesucht werden muss,
vgl. Tabelle 6.2. Dort sind jeweils die Anzahl der untersuchten Knoten und die relative
Abweichung des pessimistischen Optimalwertes vom optimistischen angegeben, wobei
Probleme mit n = 6, mu = 5, mb = 12 sowie mc = 22 untersucht wurden.
Wie bereits erwa¨hnt, stimmten bei komplett zufa¨lligen Daten die optimistische und
pessimistische Lo¨sung bei allen Testproblemen u¨berein. Deshalb wurde fu¨r die weite-
ren Beispiele nur noch die optimistische Lo¨sung ermittelt, und zwar einmal ohne eine
zula¨ssige Lo¨sung vorher zu ermitteln und einmal mit vorgeschaltenem Abstiegsverfah-
ren zur Ermittlung einer ersten Schranke, siehe Tabelle 6.3. Wie man am Maximum
erkennt, gab es ein paar Ausreißer nach oben, die den Mittelwert dominieren (z.B.
in der vorletzten Zeile tra¨gt das Maximum u¨ber 50% zum Mittwelwert bei). Deshalb
wurde zusa¨tzlich noch der Median mit angegeben.
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ohne Abstieg mit Abstieg
n mu mb mc Dimension Max. Mit. Med. Max. Mit. Med.
6 4 10 12 10× 20 262 34,59 12 214 20,99 6
6 4 10 18 10× 20 554 56,14 27 498 35,99 12
6 4 10 24 10× 20 344 54,00 24,5 257 36,95 12
6 4 20 12 20× 30 649 47,40 16 490 36,43 10
6 4 20 18 10× 30 1542 110,91 34,5 1461 94,76 20,5
6 4 20 24 10× 30 1380 134,65 56,5 1235 112,86 40
6 10 20 20 20× 36 69887 1325,72 35,5 68245 1200,86 17,5
15 10 20 25 25× 50 5994 278,13 40,5 5311 166,2 14
Tabelle 6.3: Knotenanzahl bei Ermittlung der optimistischen Lo¨sung
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