While the Gleason score is the most important prognostic marker for prostate cancer patients, it suffers from significant observer variability. Artificial Intelligence (AI) systems, based on deep learning, have proven to achieve pathologist-level performance at Gleason grading. However, the performance of such systems can degrade in the presence of artifacts, foreign tissue, or other anomalies. Pathologists integrating their expertise with feedback from an AI system could result in a synergy that outperforms both the individual pathologist and the system. Despite the hype around AI assistance, existing literature on this topic within the pathology domain is limited. We investigated the value of AI assistance for grading prostate biopsies. A panel of fourteen observers graded 160 biopsies with and without AI assistance. Using AI, the agreement of the panel with an expert reference standard significantly increased (quadratically weighted Cohen's kappa, 0.799 vs 0.872; p=0.018). Our results show the added value of AI systems for Gleason grading, but more importantly, show the benefits of pathologist-AI synergy.
Introduction
The biopsy Gleason score is the most important prognostic marker for prostate cancer patients. 1 However, it has been shown that Gleason grading suffers from significant inter-and intraobserver variability. 2, 3 Specialized uropathologists show higher concordance rates, 4 but such expertise is not always available. Artificial intelligent (AI) systems based on deep learning have achieved pathologistlevel performance in Gleason grading. [5] [6] [7] [8] We investigated whether pathologists supported by a deep learning system improve in Gleason grading of prostate biopsies.
Pathologists assess the Gleason grade of a prostate biopsy through microscopic assessment of tissue stained with hematoxylin and eosin (H&E). Based on the morphological pattern of the tumor, a grade between one and five is assigned, with one being the lowest and five the highest. For biopsies, the Gleason score is the sum of the two most common patterns, e.g., 3+5=8. If a higher tertiary pattern is present, this is used instead of the secondary pattern. Patterns 1 and 2 are not reported anymore for biopsies. 9 Recently, grade groups were introduced to improve the reporting of Gleason grading by assigning the Gleason score to one of five prognostic groups. 10 These groups are directly based on the Gleason score; 3+3 and lower go to group 1, 3+4 to group 2, 4+3 to group 3, 3+5, 5+3 and 4+4 to group 4, and higher scores to group 5. While the introduction of grade groups showed clinical value and increased interpretability of the tumor grade for patients, it has not improved the inter-and intraobserver variability. 5, 11 Deep learning has shown promise in many medical fields, 12 and the introduction of digital pathology allows for AI-based diagnostics in pathology. 13 For prostate cancer, methods based on deep learning have been developed for tumor detection, 14, 15 grading of prostatectomies, 5 tissue microarrays 6 and biopsies. 7, 8, 16 In multiple studies, such deep learning systems showed pathologist-level performance, within the limits of the study setup. 5, 7, 8 While deep learning systems have shown to achieve high performances on grading tasks, evidence of the merit of such systems when embedded in the pathologist's workflow is limited. Deep learning systems can be viewed as a new tool for pathologists to use in their diagnostic process and should also be evaluated as such. Additionally, regardless of the merits, most developed systems are also constrained by significant limitations that affect the performance and can lower the diagnostic power.
Within histopathology, the presence of non-prostate tissue, atypical tissue patterns, ink on a slide, fixation, scanning and cutting artifacts, or the presence of rare cancer subtypes can dramatically affect a system's assessment of tissue. Many of these errors, especially those caused by artifacts, are easily spotted by a human observer.
Studies combining experts' opinions with feedback from automated systems have mainly been performed outside of the field of pathology; for example on the task of breast cancer detection in mammography. 17 For pathology, on the task of cancer metastasis detection in lymph nodes, the sensitivity of detection of micrometastases increased, and overall case reading time went down as a result of AI support. 18 On the task of mitosis counting, AI-generated hotspots improved reproducibility between readers. 19 However, most of these studies focus either on computer-aided detection (CADe) or diagnosis (CADx). For prognostic measures, such as Gleason grading of prostate biopsies, there is, to the best of our knowledge, no such study as of yet.
In a previous study, we developed a fully automated deep learning system for grading prostate cancer. 7 The deep learning system was trained on a large dataset of prostate biopsies and achieved pathologistlevel performance, both in determining the grade group and in stratifying patients in relevant risk categories. As part of the initial validation of the system, it's performance was compared to a panel of pathologists in an observer experiment. The deep learning system outperformed 10 out of 15 observers on determining the grade group.
In this study, we investigate the value of AI-assisted reading by pathologists for Gleason grading of prostate biopsies. We compare the diagnostic performance of pathologists with and without the assistance of the deep learning system. We show that the integration of AI feedback in the diagnostic process has merits and that a synergy between the pathologist and AI system achieves the best performance overall.
Results

The observer panel
We invited 15 pathologists (board certified or residents) who participated in an earlier study on automated Gleason grading 7 to perform this observer experiment. Two panel members dropped out due to other obligations or a lack of time; one additional pathology resident joined the current study. In total, the observer panel consisted of 14 members (11 certified pathologists and three pathology residents), originating from 12 independent labs and eight countries. All panel members had prior experience with Gleason grading, though with varying amounts of experience.
Dataset under review and reference standard
From the test set that was previously used to evaluate our deep learning system, 7 a set of 160 cases was selected to be reviewed by the panel. All cases under review had been graded by three uropathologists with extensive (>20 years) experience in Gleason grading, and their consensus opinion set the reference standard. Grading was performed according to protocol and as part of our previous study. 7 Of the selected cases, 100 cases were already graded by the panel as part of the previous study and were reused for the current study; the remaining 60 cases were unseen to act as controls, to measure the potential effect of a second-read on the original cases. The complete set of 160 cases for the AI-assisted read in the present study consisted of 30 (19%) benign cases, 22 (14%) cases with grade group 1, 26 (16%) cases with grade group 2, 32 (20%) cases with grade group 3, 20 (13%) cases with grade group 4 and 30 (19%) cases with grade group 5.
AI-assisted Gleason grading
Grading by the panel members was performed using an online viewer ( Figure 1 ), after which the panel members filled in a questionnaire on the grading process. The viewer showed the original biopsy in addition to a copy with a color overlay where different AI-predicted growth patterns were highlighted using different colors. In addition, the readers were presented with the automatically predicted biospylevel grade group for every biopsy. Five out of 14 (36%) panel members predicted that they scored somewhat better in comparison to the first read. Of these five, three out of 14 (21%) expected a performance increase due to being more experienced in viewing cases using the online viewer, and two out of 14 (14%) because of the AI assistance. The majority of the panel members (8 out of 14, 57%) indicated they did not expect a performance increase as a result of the AI assistance, while one pathologist (1 out of 14, 7%) expected to have scored somewhat lower. Eleven out of 14 (79%) panel members indicated that they used feedback from the AI system during grading. Of all the components of the AI feedback, the growth pattern overlay was determined to be the most useful and easy to interpret ( Figure 2 ). The panel members indicated that the final grade group, as assigned by the system, was the least helpful. The majority of panel members noted that the AI assistance did not distract them from the grading process, but instead made grading the biopsies faster ( Figure 3 ).
Performance of the panel with and without AI feedback
In the first read without AI assistance, the agreement with the reference standard (measured by the median quadratically weighted Cohen's kappa) for the panel was 0.799. In the second, AI-assisted read, the median kappa of the panel increased to 0.872 (9.14% increase), showing a significant increase in performance (Wilcoxon signed-rank test p=0.018, Figure 4 ). On the same dataset, the AI system in itself achieved a kappa score of 0.854. Excluding panel members who estimated that they improved due to viewing more cases (n=3) or excluding pathologists who indicated that they did not use the AI feedback (n=3), we found a comparable increase in median kappa from respectively 0.754 to 0.874 (p=0.041) and 0.754 to 0.870 (p=0.016).
Nine of the 14 (64%) panel members scored higher in the assisted read, while five (36%) panel members scored slightly lower, though with a maximum decrease in kappa score of 0.013. Of the five that scored lower, four already outperformed the AI system in the first read. The interquartile range of the panel's kappa values dropped from 0.113 to 0.073 in the second read ( Figure 4 ).
In the first read, the kappa value of the AI system exceeded that of 10 out of the 14 (71%) panel members. In the AI-assisted read, only five of the panel members (36%) scored a kappa value below that of the AI system. The largest improvement was seen for panel members who had less than 15 years of experience ( Figure 5 ). Of the panel members who scored lower than the AI system in the unassisted read (10 out of 14, 71%), nine scored higher in the assisted read (9 out of 10, 90%). None of the panel members who outperformed the AI in the unassisted read improved in the assisted read. On a grouplevel, the median performance of AI-assisted reads was higher than both that of the AI system itself and the unassisted reads.
The agreement of the panel with the reference standard on the control cases was high, with a median kappa value of 0.910, and slightly higher in comparison to the test cases (kappa 0.872). The control cases were only viewed in the assisted read. The system's performance on the control cases was also higher, with a kappa value of 0.905 compared to 0.854 on the test cases. Pathologists are sorted based on experience level and the kappa value of the unassisted read. The performance of the standalone AI system is shown in green. In the unassisted read, the AI system outperforms the group. In the assisted read, the median performance of the group is higher than of the standalone AI system.
Discussion
To the best of our knowledge, this study was the first to explore the possible merits of AI assistance on histological tumor grading. We showed that AI assistance improves pathologists' performance at Gleason grading of prostate biopsies. Measured through the agreement with an expert reference standard, the read with AI assistance resulted in a significant increase in performance (quadratically weighted Cohen's kappa, 0.799 vs 0.872). Moreover, the variance between panel members' performance decreased, resulting in overall more consistent grading. Reduced observer variability of Gleason grading is highly desirable, as it yields a stronger prognostic marker for individual patients and reduces the effect of the diagnosing pathologist on potential treatment decisions.
In the unassisted read, the AI system outperformed 10 out of 14 pathologists, and this dropped to only 5 out of 14 in the second-read with AI assistance. Pathologists assisted by the AI system not only improved compared to unassisted reads but also achieved higher median performance than the standalone AI.
These results show that there is an added benefit of pathologists using AI assistance as a supportive tool during diagnosis. Especially in geographic regions where the number of pathologists is limited or subspecialized pathologists are not available, AI systems such as ours can support pathologists in achieving higher grading accuracy and consistency.
The most substantial increase in performance was seen for panel members who initially scored lower than the AI system. Most of the pathologists with more than 15 years of experience, who often outperformed the AI system in the unassisted read, scored comparably in both reads. While no performance gain was found for these pathologists in terms of diagnostic accuracy, the pathologists indicated that the use of the AI system led to faster grading. However, in this study, we did not directly measure the time taken per case, so this remains an interesting direction for future research.
Through a questionnaire, we investigated the pathologists' experiences when using the system. One of the design goals of the deep learning system was to support the workflow of pathologists. The system was developed to give feedback on multiple abstraction levels, with the grade group giving an overall assessment and the overlay more detailed feedback. We assumed that the precise gland-level segmentations of the tumor and growth patterns could support pathologists in quickly assessing glandular regions and assisting in volume measurements. Almost all pathologists indicated that the AI system's overlay was useful, and, based on the questionnaire, was the most used feature of the system. AI assistance through these overlays can be seen as another tool for pathologists that gives feedback on a glandular level, comparable to, e.g., immunohistochemistry, and gives direct support for the systems' case-level prediction. The overlays allow pathologists to combine their expertise with the added feedback of the system to determine the final grade.
The AI feedback was also given on a case-level through volume measurements, the Gleason score, and the grade group. Of all features, panel members rated the biopsy level grade group as the least useful.
Given that the grade group is directly computed from the Gleason score, it can be seen as redundant information in the feedback.
While the results of this observer experiment are promising, some limitations have to be addressed.
First, we cannot entirely exclude that factors outside of the AI feedback influenced the pathologists' performance, both positively and negatively. While pathologists did not receive any feedback between the two reads, more experience with viewing cases digitally, the viewer, or in Gleason grading itself could have some influence on the results. Though, we believe that the influence of a second-read is small for several reasons: the majority of pathologists predicted that they scored the same, a significant increase was still found when excluding pathologists who indicated more experience, and the performance on the unseen control cases was also high.
Secondly, pathologists were not extensively trained or instructed to use the AI system and were free to use the system in any way during grading. All cases that were graded were also included in the analysis, and we did not allow for a training phase. Pathologists can benefit from an understanding of the global properties of an AI system when such a system is introduced in their grading process; this includes the system's limitations, its tendency to over-or under grade, and the overall design goal. 20 A training phase at the start of the observer experiment could have increased the use, understanding, and effectiveness of the AI feedback during the grading process and might have led to further increased performance by using the AI system. Last, we performed our observer study using a limited set of 100 test and 60 control cases from a single center. The difference in performance between the test set (median kappa 0.872) and the control set (median kappa 0.910) shows that case difficulty can influence overall results. To further strengthen our conclusions, the AI feedback could be tested with a larger set of cases from different centers.
Our results open up abilities for future research. First, most pathologists indicated that the AI feedback made assessing the biopsies faster, but this was not measured quantitatively in the current study. For clinical applications, where reducing the workload is an important topic, saving time through AI assistance is of great interest. Second, during routine diagnostics, pathologists will assess multiple biopsies from a single patient and integrate all case information into the final diagnosis. In the current study, we limited the grading process to single biopsies per case, both for the system as for the pathologist. An interesting avenue for future research would be to investigate AI assistance on a patientlevel, which allows for new approaches such as automatically prioritizing slides.
Methods
Collection of the dataset and setting the reference standard
In a previous study, 7 we developed a deep learning system to grade prostate biopsies using the Gleason grading system. To train this system we collected a dataset of 5759 H&E-stained biopsies corresponding to 1243 patients. All biopsy procedures were performed as part of routine diagnostics at the Radboud University Medical Center between 2012 and 2017. For the study, the H&E stained glass slides of the biopsies were digitized at 20x magnification (pixel resolution 0.24µm) using a 3DHistech Pannoramic Flash II 250 scanner and subsequently anonymized. The need for informed consent was waived by the local ethics review board (IRB number 2016-2275).
Of the dataset, 550 biopsies were excluded from model development and used as an independent test set to evaluate the deep learning system. Patients that were included in this test set were independent of the patients in the training set. Given the inter-observer variability of Gleason grading, validation of the system required a consensus reference standard. In the first round, three expert pathologists (C.H.v.d.K., R.V., H.v.B.) with a subspecialty in uropathology individually graded the cases in the test set using the ISUP 2014 guidelines. 21 For some cases the majority vote was taken: cases with an agreement on grade group but a difference in Gleason pattern order, e.g., 5+4 versus 4+5; cases with an equal grade group but a disagreement on Gleason score; and cases for which two pathologists agreed while the third had a maximum deviation of one grade group. Cases with a disagreement on malignancy were always flagged. In the second round, cases that had no agreement were presented to the pathologist who deviated the most from the other two. Additional to the pathologist's score, the scores of the two other pathologists were shown anonymously. Finally, biopsies without agreement after two rounds were discussed in a consensus meeting.
Observer panel and case selection
Part of the first study was a comparison of the deep learning system to a panel of pathologists. Of the full test set, 100 cases were selected and presented to a panel of 13 external pathologists and two pathologists in training. Of these 100 cases, 20 benign cases were selected by one of the expert pathologists (C.H.v.d.K.) to cover diverse tissue patterns, including those which are considered challenging prostate cancer mimics such as granulomatous inflammation. The other 80 cases were sampled uniformly based on the grade group determined by the same pathologist. The panel was asked to grade all biopsies through an online viewer PMA.view (Pathomation, Berchem, Belgium) following the ISUP 2014 guidelines. No time limit was set for the grading process.
All pathologists that participated in the first study were invited to participate in the present study. One additional pathologist in training, who showed interest in the first study but was not able to grade all biopsies before submission of the previous paper, was also asked to join the current study.
We included all 100 biopsies from the first study, as these were already graded by the pathologists in the panel. Additionally, we extended the dataset with 60 new cases from the original test set, all of which were unseen by the panel members. These new unseen cases were used as control cases to measure the potential effect of a second-read on the original cases. One of the expert pathologists who set the reference standard (C.H.v.d.K.), selected ten benign cases manually, again controlling for a broad range of tissue patterns. The remaining fifty cases were sampled uniformly over the five grade groups, based on the consensus label. All 160 biopsies were shuffled and assigned new identifiers.
Feedback of the AI system
We processed each biopsy in the dataset using the deep learning system, 7 resulting in a prediction of the volume percentages of each growth pattern (if present), the Gleason score, and the grade group per biopsy. Besides a numerical prediction, the system also generated an overlay that outlined malignant glands: Gleason 3 in yellow, Gleason 4 in orange and Gleason 5 in red. For the current experiment, we chose not to highlight detected benign tissue. The overlays were preprocessed by a connected components algorithm to remove small artifacts and to ensure that each gland was assigned to a single growth pattern. Preprocessing was done fully automatically without manual review.
Second-read with AI assistance
The 160 biopsies were made available to the panel of pathologists through the same online viewer as during the first read. The time between the first and second read was at least three months. Each biopsy could be viewed at a maximum pixel spacing of 0.24μm (roughly equivalent to 40x objective magnification). Next to the original biopsy, we showed an exact copy of the biopsy with the algorithm's prediction as an overlay (Figure 1 ). This overlay could be used to assess the tissue that the algorithm had flagged as malignant. To complement the overlay, we also supplied the numerical output of the deep learning system to the panel, including the predicted volume percentages, the presence of tumor (yes/no), the Gleason score, and the grade group.
We asked each panel member to report: whether a biopsy contained tumor, presence of Gleason growth patterns, volume percentages of present patterns, and the grade group. After grading a case, the panel members had to indicate whether they thought the system's prediction influenced their assessment.
No time restriction was given per case, but we asked each pathologist to complete all 160 cases within eight weeks. Each panel member was instructed to review the cases individually without consulting colleagues. Panel members had no access to the cases from the previous experiment nor to the grades that they assigned. Between the first and second read, no performance indication or feedback was given to panel members with respect to the reference standard. When all cases were graded, each panel member was asked to fill in a questionnaire regarding the process and feedback from the deep learning system.
Statistical analysis
After all panel members completed the grading of the biopsies, we compared their scores to the consensus reference standard. Cohen's kappa with quadratic weights was used as the primary metric of performance. On a group-level, we used the median kappa as the metric to account for outliers.
To compare reading cases with or without AI assistance we conducted a statistical analysis, using the difference in kappa between the two reads as the test statistic. A Shapiro-Wilks test for normality was performed to show that the data was not normally distributed. To compare the difference in kappa scores, we performed a Wilcoxon signed-rank test on the paired kappa values. The test statistic was computed using the grades of the 100 cases that were used in both reads.
