is a machine-learning technique used for single class classification and outlier detection. SVDD formulation with kernel function provides a flexible boundary around data. The value of kernel function parameters affects the nature of the data boundary. For example, it is observed that with a Gaussian kernel, as the value of kernel bandwidth is lowered, the data boundary changes from spherical to wiggly. The spherical data boundary leads to underfitting, and an extremely wiggly data boundary leads to overfitting. In this paper, we propose an empirical criterion to obtain good values of the Gaussian kernel bandwidth parameter. This criterion provides a smooth boundary that captures the essential geometric features of the data.
I. INTRODUCTION
Support Vector Data Description (SVDD) is a machine learning technique used for single-class classification and outlier detection. SVDD is similar to Support Vector Machines and was first introduced by Tax and Duin [11] . It can be used to build a flexible boundary around single-class data. The data boundary is characterized by observations designated as support vectors. SVDD is used in domains where the majority of data belongs to a single class. Several researchers have proposed use of SVDD for multivariate process control [1] , [10] . Other applications of SVDD involve machine condition monitoring [12] , [14] and image classification [8] .
A. Mathematical Formulation

Normal Data Description:
The SVDD model for normal data description builds a minimum radius hypersphere around the data.
Primal Form:
Objective Function:
subject to:
ξ i ≥ 0, ∀i = 1, ...n.
where:
x i ∈ R m , i = 1, . . . , n represents the training data, R : radius, represents the decision variable, ξ i : is the slack for each variable, a: is the center, a decision variable,
nf : is the penalty constant that controls the August 10, 2017 DRAFT trade-off between the volume and the errors, and, f : is the expected outlier fraction.
Dual Form:
The dual formulation is obtained using the Lagrange multipliers.
0 ≤ α i ≤ C, ∀i = 1, . . . , n.
α i ∈ R: are the Lagrange constants,
nf : is the penalty constant.
Duality Information:
Depending upon the position of the observation, the following results hold good:
Center Position:
α i x i = a.
Inside Position:
Boundary Position:
Outside Position:
The radius of the hypersphere is calculated as follows:
∀x k ∈ SV <C , where SV <C is the set of support vectors that have α k < C.
Scoring:
For each observation z in the scoring data set, the distance dist 2 (z) is calculated as follows:
The scoring data set points with dist 2 (z) > R 2 are designated as outliers.
The circular data boundary can include a significant amount of space with a very sparse distribution of training observations. Scoring with this model can lead to many outliers being classified as in-liers.
Hence, instead of a circular shape, a compact bounded outline around the data is often desired.
Such an outline should approximate the shape of the single-class training data. This is possible with the use of kernel functions.
Flexible Data Description:
The Support Vector Data Description is made flexible by replacing the inner product (x i .x j ) with a suitable kernel function K(x i , x j ). The Gaussian kernel function used in this paper is defined as:
where s is the Gaussian bandwidth parameter.
The modified mathematical formulation of SVDD with kernel function is as follows:
Objective function:
The results (7) through (10) hold good when the kernel function is used in the mathematical formulation.
August 10, 2017 DRAFT
The threshold R 2 is calculated as :
Scoring:
B. Importance of Kernel Bandwidth Value
The flexible data description is preferred when the data boundary is non-spherical. 
II. PEAK CRITERION
We experimented with several two-dimensional data sets of known geometry to understand the relationship between data boundary and choice of bandwidth parameter. We considered the data boundary to be of good quality if it closely follows the contours of the data shape.
As one might guess, the value of the objective function (14) varies with the choice of bandwidth parameter, s. Denote this function: V * (s). Our experimentation revealed that the optimal s seemed to occur at the first critical point(s) of the first derivative of V * with respect to s. In other words, the best s occurred where the second derivative of V * (s) equaled 0. In the remainder of this paper, we explore the usefulness of choosing s utilizing these findings. We refer to this method of selecting s as the Peak criterion. To examine the criterion's usefulness, we compute the first and second derivative values of V * (s) with respect to s using the method of finite differences and thus, do not make any statements about the existence of analytical derivatives.
To illustrate the approach and main findings of our experimentations, we focus on three data sets. These data sets adequately illustrate and capture our general After s=0.8, the first derivative starts to increase again. Figure 4 shows the value of the second derivative of V * (s), with respect to s plotted against s. To decide if the value of the second derivative is zero, we fitted a penalized B-spline to the second derivative using the TRANSREG procedure available in the SAS software [9] . If the 95% confidence interval of the fitted value of second derivative contains zero, we consider the second derivative value to be approximately zero.
As seen in Figure 4 , the second derivative is -0.20 at s=0.20. As s increases, the value of the second derivative starts increasing. Between s=0.5 and 0.85, We tried our analysis on data sets with diverse geometrical shapes. For all data sets, the fact that a good quality data boundary can be obtained using value of s from the first set of critical points of the first derivative of V * (s), provides the empirical basis for our method.
III. ANALYSIS OF HIGH DIMENSIONAL DATA
Section II illustrated the value of using the Peak criterion to select s for different two-dimensional data sets. For such data sets a good value of s could be visually judged. Next, we want to test the criterion on higher dimensional data sets, where visual feedback about a good value of s is not possible. Instead, we see how the Peak criterion s values fare based on a measure used to assess model quality when labeled data are available. This criterion, known as the F 1 -measure [15] is defined as follows: 
A. Analysis of Shuttle Data
The first higher dimensional data set we analyze is the Statlog (shuttle) data [6] . The plot of the F 1 -measure versus s is shown in Figure 9 . A maximum value of F 1 -measure is obtained at s=17. Interestingly, the function is quite flat around s=17. In fact, the F 1 -measure is very similar for s in [15, 20] . Figure 10 shows the plot of the second derivative of optimal value of objective function with respect to s plotted against s for this data. The values of s between 14 and 18, where the second derivative is nearly zero represents the first set of critical points.
The fact that value of s=17 obtained using the F 1 -measure belongs to the set [14, 18] , obtained by the Peak criterion, provides the empirical evidence that
Peak criterion works successfully with higher dimensional data.
B. Analysis of Tennessee Eastman (TE) Data
In this section we provide results of our experiments with the higher dimensional Tennessee Eastman data.
The data were generated using MATLAB simulation code [7] which provides a model of an industrial chemical process [2] . The data were generated for 
IV. SIMULATION STUDY
In this section we measure the performance of Peak criterion when it is applied to randomly generated polygons. Given the number of vertices, k,we generate the vertices of a randomly generated polygon in the anticlockwise sense as r 1 exp iθ (1) , . . . , r k exp iθ (k) .
Here θ ( For this simulation we chose r min = 3 and r max = 5
and varied the number of vertices from 5 to 30.We generated 20 random polygons for each vertex size.
Having determined a polygon we randomly sampled 600 points uniformly from the interior of the polygon and used this sample to determine a bandwidth using the Peak criterion. Figure 13 shows two random polygons.
However since we can easily determine if a point lies in the interior of a polygon we can also use crossvalidation to determine a good bandwidth value. To do so, we found the bounding rectangle of each of the polygons and divided it into a 200 × 200 grid. We then labeled each point on this grid as an "inside" or an "outside" point. We then fit SVDD on the sampled data and scored the points on this grid for different values of s and choose that value that value of s that maximized the F 1 -measure.
The performance of the Peak criterion can measured by the F 1 -measure ratio defined as F peak /F best where F peak is the F 1 -measure obtained when the value suggested by the Peak method is used, and F best is the best possible value of F 1 -measure over all values of s. 
Method of Coefficient of Variation (CV) [3]:
Selects a value of s that maximizes the coefficient of variation of the kernel matrix.
Var and Mean are variance and mean of the nondiagonal entries of the kernel matrix, is a small value to protect against division by zero or round-off error. In our CV method computations, we set the value of to 0.000001.
Method of Maximum Distance (MD) [5]:
Obtains a value of s based on maximum distance between any pair of points in the training data.
any two pairs of points, 
n : number of observations in training data, k(x i , x j ) : kernel distance between observations i and j.
We calculated the values of s for the banana-shaped, three-cluster, and star-shaped data using the CV, MD and DFN method. Table I 
