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Introduction
Coherent detection together with digital signal processing (DSP) has enabled the use of spectrally efficient multilevel modulation formats in optical communication systems. For several reasons, quadrature phase shift keying (QPSK) is the most studied modulation format in coherent fiber optical communication systems. QPSK allows relatively low complexity transmitter, receiver and DSP design whilst also enabling transmission over transoceanic distances. For more spectrally efficient systems, 16-ary quadrature amplitude modulation (16QAM) is often considered as it offers a doubled spectral efficiency (SE) compared to QPSK and can be implemented with reasonable complexity. Regardless of modulation format, the optical fiber and the amplifier technologies such as the Erbium-doped fiber amplifier (EDFA), Raman amplifiers, semiconductor amplifiers or amplification techniques based on nonlinear effects have a limited bandwidth, which determines the absolute maximum achievable data troughput. To increase the throughput of a single fiber link, space-division multiplexing (SDM) technologies such as multicore fibers (MCFs) and multimode fibers have recently received a tremendous research attention. Transmission over multicore fibers with, for instance, 7 cores [1] or 19 cores [2] as well as over multimode fibers [3, 4] have been demonstrated. Other promising SDM technologies exist, such as multi-element fibers [5] , multicore holey fibers [6] and multicore fibers with few-mode cores [7] .
In standard single mode fiber (SMF) transmission systems, data is packaged and routed on one wavelength division multiplexed (WDM) channel or as a superchannel consisting of a group of WDM channels [9, 10] . In SDM systems, the use of spatial superchannels has been proposed where data is routed in groups of the same wavelength over a number of cores or modes [8] . In strongly coupled systems with high levels of crosstalk, the use of spatial superchannels will be unavoidable since multiple-input multiple-output (MIMO) processing is required [11, 12] . The use of spatial superchannels also opens up for other possibilities such as joint DSP for phase recovery [13, 14] .
The spatial superchannel also opens up the use of multidimensional modulation formats since the joint information of all spatial channels has to be accessible for the MIMO-processing. The use of four dimensional (4D) modulation formats such as polarization-switched QPSK (PS-QPSK) [15] and 128-ary set-partitioned QAM (128-SP-QAM) [16] has been shown to achieve increased transmission distance over QPSK and PM-16QAM, respectively, at the cost of reduced SE. 128-SP-QAM has been investigated for SDM systems employing multimode fibers [17] . The optical field has four dimensions, given by polarization and quadratures, and for higher dimensional modulation formats, some method of increasing the dimensionality of the signal space has to be used. Eight dimensional (8D) modulation formats can be achieved utilizing two wavelength channels [18] or two consecutive time-slots [19, 20, 21] . Further, higher dimensional modulation formats has been studied based on sphere cutting or block coding [22] or multidimensional position modulation [23] . These modulation formats could as well utilize the dimensions spanned by the spatial superchannel. Forward error correction (FEC) codes has been a key-technology for coherent fiber optical communication systems enabling a pre-FEC bit-error-rates (BERs) in the region of 10 −3 . Traditionally, FEC codes based on Reed-Solomon (RS) [24] or Bose-Chaudhuri-Hocquengham (BCH) [25] codes have been the dominating technology in the fiber optical community. However, recently a lot of research has been devoted to applying more advanced soft-decision FEC coding schemes typically based low-density parity check (LDPC) codes [26, 27, 28] . When modulation is considered over a high dimensional signal space the definition of modulation formats and forward error correcting (FEC) codes becomes blurred. Many high-dimensional modulation formats can be constructed as a low-dimensional modulation format in combination with an FEC code, which determines which sequences of low-dimensional symbols are allowed. For instance, PS-QPSK is a single parity-check (SPC) code on PM-QPSK [29] and 128-SP-QAM a SPC code on PM-16QAM [16] . Further, the extended Golay code, which is a well-known rate-1/2 FEC code, was applied to PM-QPSK in six consecutive time slots, thus yielding a 24-dimensional modulation format with 4096 points [30] .
In this paper we experimentally investigate SPC codes over spatial superchannels for multicore fiber utilizing PM-16QAM. PM-16QAM offers a high SE but the achievable transmission distances are much more limited compared to PM-QPSK. This makes the use of the low-complexity SPC code for increased sensitivity, which translates into increased transmission reach at a cost of a slight reduction in SE, an interesting alternative for PM-16QAM. We have previously investigated this concept for QPSK signals and shown that the required OSNR could be improved by up to 1.8 dB with minimum reduction of the SE [31, 32] . SPC coded PM-16QAM over one core has a reduced SE of 7/8 compared to PM-16QAM, and increasing the number of cores that the SPC is applied over, increases the SE since the parity-bit can be shared among more parallel channels.
In this contribution, we take this concept further by experimentally investigate the SPC coded formats for spatial superchannels consisting of 20 GBaud PM-16QAM signals on a WDM grid of 22 GHz over a 7-core fiber. In back-to-back experiments we show a 1.1 dB increased sensitivity at BER = 10 −3 using the SPC over 7 cores. In recirculating loop experiments we show that with the 22 GHz WDM spacing, using SPC over 1 core can achieve more than double transmission distance compared to PM-16QAM at the cost of 0.91 bit/s/Hz/core. Further, when sharing the parity-bit over the all 7 cores, the loss in SE is only 0.13 bit/s/Hz/core while the increase is transmission reach over PM-16QAM is 44 %.
Single parity check encoding and decoding
The SPC code is an extremely low complexity FEC code. The encoding is done by adding one parity bit to n ib number of information bits, b 1 , b 2 , . . . b n . The parity bit is encoded as an modulo-2 addition on the n ib information bits such that
where the symbol ⊕ denotes the modulo-2 addition, which is an XOR-operation. In this paper we use PM-16QAM in each core of the spatial superchannel which gives a total number of information bits n ib = 8N core − 1 (2) where N core is the number of cores over which the SPC is applied, the 8 comes from the fact that PM-16QAM carries 8 bits per symbol and the −1 results from the SPC-bit. This concept is illustrated in Fig. 1 , where the SPC is performed over the full superchannel. The SPC can be performed on a lower number of cores, dividing the MCF into groups of cores where the SPC is applied. If the SPC is applied on a core-to-core basis, this is equivalent to transmitting 128-SP-QAM in each core [16] . To decode the SPC, a soft-decision FEC decoder that minimizes the Euclidean distance between the received vector and the decoded codewords, is used in the receiver. This decoder is equivalent to the maximum-likelihood decoder for the AWGN channel. An efficient decoder implementation was discussed in [33] To compare the SPC formats to other modulation formats, we use the SE and the asymptotic power efficiency (APE) [34] . The APE, often referred to as γ, gives the sensitivity gain over QPSK at asymptotically low BERs and is defined as
where d min is the minimum Euclidean distance, M is the number of constellation points, E s is the average symbol energy and the factor 1/4 normalizes the APE to QPSK. The SE is defined as
where N is the number of dimensions and N = 4N core for coherent 4D-modulation. As a reference, we note that QPSK has an APE of 0 dB and an SE of 2 bit/symbol/polarization. For the SPC-16QAM formats M = 2 8N core −1 and E s = ε s N core , where ε s is the average symbol energy per core. Using this, and Eq. (3) and Eq. (4), it can be shown that the APE for the SPC-16QAM formats can be expressed as
and the SE as
The SE and asymptotic power penalty (1/γ) for 16QAM, rectangular 8-QAM, 128-SP-QAM and 512-SP-QAM, as well as for the SPC-16QAM formats with the number of cores, N core , ranging from 1 to 32, are plotted in Fig. 2 . As shown in Fig. 2 , it is possible to simultaneously increase both the SE and the APE by increasing the number of cores that the SPC is applied over. Using a 7-core fiber and applying the SPC over all cores, the APE is −1.047 dB and the SE is 3.929 bit/symbol/polarization and for a 19-core fiber the APE is −0.998 dB and the SE is 3.974 bit/symbol/polarization. When N core approaches infinity, the APE goes to −0.969 dB, which is a 3 dB improvement over 16QAM, and the SE goes to 4 bit/symbol/polarization which is the same as for 16QAM.
Since modern coherent optical communication systems typically utilizes FEC which operates at pre-FEC BER targets in the region around 10 −3 to 10 −2 , investigating only the APE is not enough to find suitable modulation formats. To find the performance of the SPC in the low BER region, we perform simulations with additive white Gaussian noise (AWGN) as the only impairment. The results for SPC over 1, 2, 3, 4, 5, 7, 12, 19, 32, 64, and 100 cores for a symbol rate of 20 Gbaud are shown Fig. 3(a) . For comparison, the result for PM-16QAM is also shown. In the same fashion as the APE in Fig. 2 , the sensitivity gain is saturating with increasing core over which the SPC is performed. This is more clear in Fig. 3(b) , where the required OSNR for a BER of 10 −3 (orange squares) and 10 −2 (purple squares) are shown as a function of the number of cores over which the SPC is performed. It should be noted that these simulations (and the experiments performed in this paper) are performed at the same symbol rate of 20 Gbaud as opposed to the definition APE used in Fig. 2 where the same bitrate is assumed. We use the same symbol rate since in a realistic scenario, the complexity of a spatial superchannel system would be much higher if the bitrate and/or the channel spacing should be flexible with the number of channels the SPC is applied over. As seen in Fig. 3(b) , there is a large sensitivity gain for for performing the SPC over a low number of cores and the sensitivity gain is diminishing and saturating when the number of cores are increased. However, as seen in the plot of the SE as a function of the number of cores (black circles), with increasing number of cores the SE is also increased since the parity bit is shared over more cores. Also, we note that the sensitivity gain is reduced if operating at a pre-FEC BER of 10 −2 opposed to BER of 10 −3 and that at the lower BER, the saturation in sensitivity gain occurs faster.
Experimental setup
The experimental setup is shown in Fig. 4 and Fig. 5 . The transmitter, shown in Fig. 4(a) consisted of two I/Q-modulators for polarization diverse modulation. As a light source a 530 kHz linewidth tunable external cavity laser (ECL) was used for the center channel. Two more ECLs, identical to the center channel laser, in combination with two distributed feedback lasers (DFBs) with ∼1 MHz linewidth, i.e. in total 5 channels, were used to emulate a WDM-transmission link with a channel spacing of 22 GHz.
The I/Q-modulators were driven by four-level signals generated from two arbitrary waveform generators (AWGs) with 50 GS/s sample rate and 14 GHz electrical bandwidth. The pulse shape used was root-raised cosine with a roll-off factor of 0.1. Since only two independently programmable channels were available, three of the driving signals had to be derived from the differential outputs of one AWG and the last driving signal, which was used to generate the signal containing the SPC bit sequence, was generated by a separate AWG as indicated in Fig. 4(a) . All four electrical signals were amplified using linear driving amplifiers with 30 GHz bandwidth. Pre-equalization of the electrical signals was performed using FIR filters computed to compensate the limited response of the AWGs and other transmitter components. However, only two individual AWG channels were available, and different cable lengths, splitters and RF delay lines caused the response of the four paths to be slightly different. Hence, a small difference in the performance of the four signals was observed.
The signals from the two I/Q-modulators were combined with orthogonal polarizations using a polarization beam combiner which was followed by an amplification stage. A tunable optical delay was used in one arm to align the transmitted bit slots. To decorrelate the WDM channels, the transmitter stage was followed by an SMF with a length of 36 km. The launch power into the SMF was kept below −5 dBm to reduce the impact of introducing non-linear impairments in this stage. However, it should be noted that this is suboptimal since the decorrelation between two neighboring WDM channels only corresponds to roughly 2 symbol slots. However, since further decorrelation occurs from the use of free-running transmitter lasers and a non-dispersion managed link in addition to the SMF, this was not considered problematic.
The setup for single-span measurement with noise loading is shown in Fig. 4(b) . The signal corresponding to the signal to be transmitted through a specific core was loaded in the AWGs. This signal was then split into seven branches that were decorrelated by fibers of different lengths before being launched into each core of of the 28.5 km 7-core fiber such that six channels acted as dummy channels for realistic crosstalk levels. An optical switch was used after the MCF to pick out the signal from one core. This signal was then sent to a noise loading stage, consisting of concatenated EDFAs and optical bandpass filters, before being sent to the coherent receiver.
The setup for recirculating loop experiments is shown in Fig. 5 . The loop consisted of two spans, constructed from the same 28.5 km 7-core fiber. Each span was constructed from two opposite cores in the MCF, with all cores using the same propagation direction. Hence, the span length before amplification was 57 km and the total loop length was 114 km. The remaining 3 cores were loaded with dummy signals tapped from the signal before it entered the loop. The launch power of the dummy signals were adjusted to match that of the signal in the loop. Each span was preceded by an EDFA which was followed by an variable attenuator and a 20 dB tap to control the launch power into each span. A tunable optical bandpass filter was used in the loop to suppress out of band amplified spontaneous emission (ASE) as well as a third EDFA which compensates for the loss of the loop switching components and the filter.
The receiver consisted of a tunable optical bandpass filter followed by an EDFA before a polarization diverse coherent receiver with an electrical bandwidth of 33 GHz and a sample rate of 80 GS/s. The linewidth of the local oscillator (LO) laser was 100 kHz. Due to the lack of seven synchronized receivers and transmitters, the signal in each core had to be modulated and detected in turn. The received signals were stored and processed off-line as described in the following section.
Digital signal processing
The DSP starts with optical front-end corrections and resampling to 2 samples/symbol followed by electronic dispersion compensation. The adaptive equalizer and polarization demultiplexing is based on four butterfly-configured finite impulse-response filters with 17 taps. The filters are first updated using the constant modulus algorithm for pre-convergence and is then switched to decision-directed least-mean square (DD-LMS) for final adaptation. Frequency offset compensation using the fast-Fourier transform and carrier phase estimation based on blind phase search with 32 test angles is performed within the DD-LMS loop [35] . For all formats, 16QAM constellations are used as reference, i.e. all formats uses exactly the same DSP until the demodulation stage. For the SPC formats, the bits are first detected using the same hard-decision as for 16QAM to find the symbols where the parity is not matching. The symbols with erroneous parity are detected using the minimum Euclidean distance to the SPC-16QAM symbols.
Experimental results
The BER as a function of OSNR for a single WDM channel with 20 Gbaud PM-16QAM as well as 20 Gbaud SPC-16QAM over 1, 2, 3, 5, and 7 cores, transmitted through a single span of MCF with noise loading (Fig. 4(b) ) is shown in Fig. 6 . Please note that in this and following figures, some batches have been removed from the plots where the DSP did not converge, suffered from a phase slip in the phase tracking, or the synchronization of the different batches were erroneous. We note that although not performed here, these problems could be solved using data-aided training sequences similar to [36] . Since we use the same transmitter and DSP for all formats, we do not expect a difference in phase-slip probability for the different formats. The implementation penalty, defined as the OSNR penalty compared to simulations with AWGN as the only impairment is plotted in Fig. 7 . At BER = 10 −3 , the implementation penalty for PM-16QAM was 1.5 dB and for SPC-16QAM over one core it was 0.8 dB. For SPC-16QAM the implementation penalty ranged from 1.0-1.1 dB for 2, 3, 5 and 7 cores.
We note that for low OSNR where the BER is higher than 10 −2 , the SPC-16QAM formats seems to suffer extra penalty, especially for 5 and 7 cores which see an increase in implementation penalty at the high BERs. This is also seen in Fig. 6 , where SPC-16QAM over 5 and 7 cores has a inferior sensitivity compared to PM-16QAM at OSNR lower than 16.7 dB and 16.1 dB, respectively. It is clear that SPC is best used in combination with an FEC code operating around 10 −3 , which is typical for hard-decision FEC codes [24, 25] . Furthermore, for systems without strong FEC, the SPC-16QAM formats are good candidates showing for instance 3.4 dB gain in sensitivity at BER = 10 −5 using 7 cores compared to PM-16QAM. This gain is expected to increase even further at lower BERs. At BER = 10 −3 , the measured sensitivity gain over PM-16QAM is 2.7 dB for 1-core SPC-16QAM, 2.0 dB 2-core SPC-16QAM, 1.7 dB for 3-core SPC-16QAM, 1.3 dB for 5-core SPC-16QAM, and 1.1 dB for 7-core SPC-16QAM. Fig. 8 shows the transmission results with BER plotted as a function of transmission distance in the recirculating loop for different launch powers. The results are shown for the following formats; 20 Gbaud PM-16QAM in single channel transmission (a) and in a 22 GHz WDM grid (b). SPC-16QAM where the SPC is performed over 1 core for single channel transmission (c), and in a 22 GHz grid (d). SPC-16QAM where the SPC is performed over 3 cores for single channel (e), and with 22 GHz WDM spacing (f). Lastly, SPC-16QAM over 7 cores is shown for single channel (g) and in a 22 GHz grid (h). The optimal launch power into each core was −3 dBm for all formats in single channel transmission and −4 dBm for all formats in WDM transmission. We also note that the penalty from suboptimal launch powers is similar for all cases.
Single channel transmission
At BER = 10 −3 , the achievable transmission distance in single channel transmission was 700 km for PM-16QAM. It should be noted that the transmission distance is limited by a combination of crosstalk in the MCF as well as losses in the loop switch which becomes more significant due to the short loop length. For SPC-16QAM over 1 core, the transmission distance is increased by 56 % to 1090 km. We note that SPC over 1 core is the same modulation format as 128-SP-QAM and that the increase in transmission distance over PM-16QAM agrees well with what was seen in single-core transmission [16] . Using SPC over 3 cores, the achievable distance in single channel transmission is is 910 km which is an increase of 30 % over PM-16QAM and using SPC over 7 cores yields a transmission distance of 845 km which corresponds to 21 % increase over PM-16QAM.
WDM transmission
From Fig. 8(b) , it is seen that the achievable transmission distance for PM-16QAM for the optimal launch power at BER = 10 −3 was 390 km with a 22 GHz WDM grid. Using SPC over 1 core, the achievable transmission distance was 870 km with WDM (Fig 8(d) ). Interestingly, the WDM penalty compared to the single channel case is larger for PM-16QAM than with SPC over 1 core, as the transmission distance is reduced by 44 % for PM-16QAM compared to a reduction of 20 % for 1-core SPC-16QAM. Again this agrees with the results in [16] , where a larger penalty occurs for moving from single channel transmission to WDM transmission for PM-16QAM compared to 128-SP-QAM.
For a 22 GHz WDM spacing, the transmission distance is increased by 123 % using SPC over 1 core compared to PM-16QAM at the same WDM spacing. With SPC over 3 cores (Fig. 8(e) ), the achievable transmission distance at BER = 10 −3 was 710 km in WDM transmission. As expected, the transmission distance is reduced compared to 1-core SPC-16QAM. However, compared at the 22 GHz WDM spacing, the transmission distance is still increased by 82 % over PM-16QAM. Finally, using SPC over 7 cores (Fig. 8(h) ) the achievable transmission distance in WDM transmission is 560 km which corresponds to an increase in transmission distance of 44 % over PM-16QAM at the same WDM spacing.
In Table 1 , the achievable transmission distance at BER = 10 −3 and the pre-FEC SE for the 22 GHz WDM spacing cases is listed. As seen, the largest gain in transmission distance is using the SPC format over one core. However, this comes at the loss of 0.91 bit/s/Hz/core of SE. Using the SPC over 7 cores, this loss becomes only 0.13 bit/s/Hz/core but in this case the gain in transmission reach is reduced significantly. The 3-core SPC-16QAM is an intermediate case with 0.30 bit/s/Hz/core loss in SE compared to PM-16QAM and significant gain in transmission reach. Hence, these results clearly demonstrates the trade-off between SE and increase in transmission distance over PM-16QAM for the SPC formats. This can also be expected comparing to the measurement of SPC in combination with PM-QPSK in [31, 32] .
Performance at higher Pre-FEC BER targets
FEC codes operating at a pre-FEC BER in the region of 10 −3 are often using hard-decision decoding [25, 24] and are of lower complexity compared to soft-decision codes such as LDPC codes which can typically operate at a pre-FEC BER around 10 −2 [26, 27]. As stated in previous sections, the SPC formats are best used FEC codes operating at a pre-FEC BER of about 10 −3 . However, it is still interesting to compare the formats at a high pre-FEC BER target since there might be situations where these formats could be used in combination with an advanced FEC code, say as a backup in degrading links where the FEC circuitry would be fixed. With that we note that for advanced FEC, it is highly likely that more gain in terms of transmission distance would be achieved from using all the overhead for a more powerful code. In this section, we choose to compare the formats at a pre-FEC BER target of BER = 2 × 10 −2 . In this case, single channel PM-16QAM can be transmitted up to 1540 km and 1-core SPC-16QAM up to 1830 km. Further, 3-core SPC-16QAM can be transmitted 1550 km and 7-core SPC-16QAM up to 1540 km (Figs. 8(a), 8(c), 8(e), and 8(g)). As seen, 1-core SPC still achieves a longer transmission distance but the gain is much smaller compared to at BER = 10 −3 . The achievable distance for 3-core SPC-16QAM and 7-core SPC-16QAM is roughly the same as PM-16QAM. Hence, at this pre-FEC BER target PM-16QAM is preferable over 3-core and 7-core SPC-16QAM since the SE is higher for PM-16QAM.
For WDM transmission with a 22 GHz grid spacing (Figs. 8(b), 8(d), 8(f), and 8(h)), the transmission distance for PM-16QAM is reduced to 1320 km compared to the single channel case. The corresponding number is 1655 km for 1-core SPC-16QAM, 1400 km for 3-core SPC and 1295 km for 7-core SPC-16QAM. Again, the transmission distance for 3-core SPC-16QAM is similar to that of PM-16QAM and 7-core SPC-16QAM even has a reduced transmission distance compared to PM-16QAM. However, this is no surprise since we know from the back-to-back results in Fig. 6 that the measured sensitivity for 7-core SPC-16QAM was worse compared to PM-16QAM at this BER.
At BER = 2 × 10 −2 the WDM penalties compared to single channel transmission for all formats are not as distinctive compared to what we saw at BER = 10 −3 . However, we note that PM-16QAM still sees a larger WDM penalty compared to all SPC formats except 7-core SPC which has roughly the same penalty as PM-16QAM.
Conclusions
We have experimentally investigated modulation formats based on SPC over spatialsuperchannels consisting of 20 Gbaud PM-16QAM signals for long-haul multicore transmission systems. By sharing the parity-bit over several cores, the loss in SE can be reduced while there is still gain in terms of sensitivity.
We conclude that these formats are best used in systems where an FEC code operating around BER around 10 −3 , or lower, is preferred, which is the case for many hard-decision FEC codes. The reason for this is that at this pre-FEC BER target, significant sensitivity gain over PM-16QAM can be achieved.
We investigated the SPC formats in MCF transmission and using 22 GHz WDM spacing we found that with SPC over 1 core, the transmission distance can be increased by 123 % compared to PM-16QAM at the cost of a 0.91 bit/s/Hz/core lower SE. Using SPC over 7 cores, the loss in SE is only 0.13 bit/s/Hz/core compared to PM-16QAM with 44 % increased transmission distance.
