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Key points: 
 EPMA analyses of small areas are prone to analytical artifacts such as fluorescence that 
can be problematic when measuring minor elements 
 In the study of Mahan et al. (2018), fluoresced Cu X-rays from the Cu sample holder 
account for ~70% of their measured Cu concentrations 
 We quantified the contribution of spurious Cu X-rays to the primary signal using Monte 
Carlo particle transport simulations 
 
Abstract 
The physical and chemical conditions of terrestrial core formation play a key role in the distribution 
of elements between the Earth’s silicate mantle and metallic core. To explore this, Mahan et al. 
(2018a) present experimentally-derived partitioning data, showing how Cu distributes itself 
between metal and silicate at lower-mantle PT conditions with implications for planetary accretion 
and core formation. Eight experiments were performed in a diamond anvil cell (DAC) and each 
sample was welded to a copper grid for analysis. An offset in partitioning behaviour was 
subsequently noted between the high-P experiments and the lower-P dataset. However, when 
analysing the DAC experiments by electron probe microanalysis, the authors did not account for 
the secondary fluorescence of Cu that arises from the sample holder. Using Monte Carlo 
simulations of X-ray and electron transport, we show that the fluorescence of the Cu grid, 
originating from high energy continuum X-rays emitted from the sample, makes a significant 
contribution to the reported measurement of Cu in both the silicate and metallic phases. This is in 
good agreement with previous measurements made on Cu-free analogues. On average, around 
70% of the published Cu concentrations are attributable to X-rays that originate externally to the 
sample. The reported offset in KDmet-sil at high pressures may reflect the different experimental and 
analytical protocol used, rather than a true pressure effect. Although adequate post-hoc corrections 
can be made, uncertainties around the exact sample and detector geometries make it difficult to 
refine simulations and derive accurate correction factors for each experiment. 
 
1 Introduction 
Core formation occurs sequentially during planetary accretion when immiscible and dense molten 
metallic material sinks through liquid and solid silicates (e.g. Rubie et al., 2011). By understanding 
how various elements distribute themselves between metal and silicate as a function of T, P, and 
composition, inferences can be made concerning the conditions planetary formation and core 
segregation (e.g. Jones and Drake, 1986; Walter et al., 2000; Wood et al., 2006). 
 In order to understand the high-PT partitioning behaviour of various elements of interest, 
scientists have traditionally performed experiments at elevated P (≥1 GPa) and T (≥1500 K) 
conditions using large-volume presses: the piston cylinder and multi-anvil. Run products are 
straightforwardly analysed by electron probe microanalyser (EPMA) (e.g. Jones and Drake, 1986; 
Righter et al., 1997; Wade and Wood, 2005; Siebert et al., 2011). More recently, there has been a 
focus on extending these partitioning relationships to higher-PT conditions that are relevant to 
deep planetary interiors. This was initially achieved by Bouhifd and Jephcoat (2003), who 
examined Ni partitioning using a laser-heated diamond anvil cell (DAC). DAC partitioning 
experiments have now been widely adopted and extended to a broad range of siderophile and light 
element partitioning investigations (Frost et al., 2010; Bouhifd and Jephcoat, 2011; Siebert et al., 
2012, 2013, 2018; Fischer et al., 2015; Badro et al., 2016; Blanchard et al., 2017; Chidester et al., 
2017; Suer et al., 2017; Mahan et al., 2018a,b). The increase in enthusiasm for such experiments 
may be related to the dramatic improvements in sample recovery and preparation afforded by dual-
beam focused ion beam (FIB) instruments. Of key importance is the small size of the DAC run 
products, with samples routinely prepared as ~1 – 4 μm thick lamella just 10s of μm long; for ease 
of handling these are typically welded to copper transmission electron microscopy (TEM) “lift-out” 
grids (e.g. Omniprobe or PELCO). Such grids are usually flat, hemi-spherical and around 1 x 3 mm 
and 25 – 35 μm thick, and have several prongs of around 100 μm width onto which lamellae can 
be FIB-welded using Pt deposition. 
 In the study of Mahan et al. (2018a), where the high-pressure partitioning behaviour of Cu 
between adjacent metal and silicate phases is explored, the presence of this Cu grid may be 
problematic. This study utilised both FIB-prepared high-pressure DAC experiments and lower 
pressure, larger volume, experiments. The latter experiments were prepared in the ‘traditional’ 
way, mounted and polished in epoxy and, importantly, without a Cu grid. The authors noted that 
high-pressure experiments are offset to lower KCumet-sil values than expected from the low-pressure 
trend, i.e. that Cu partitions more strongly into silicate. This was interpreted to imply that, with 
increasing equilibration pressure, Cu becomes increasingly less siderophile than previously 
thought. However, we demonstrate that the DAC analyses published by Mahan et al. (2018a) are 
severely compromised by secondary X-ray fluorescence of the Cu holder. For five experiments, 
corrections for secondary fluorescence bring the measured concentrations to within error of zero. 
For the remaining three, corrections slightly raise the calculated K, bringing high-pressure data a 
little closer to the low-pressure trend. 
 1.1 Secondary fluorescence in EPMA measurements 
 EPMA is ideally suited for the quantified elemental analysis of DAC partitioning 
experiments: it is convenient to use, quantification methods are mature, and the small spatial 
scales preclude the use of most other methods. The size of the run products, and the features of 
interest that they contain, necessitates that the analytical areas available for measurement are 
chemically homogenous on the scale of a few μm2. For DAC experimental analysis, EPMA is being 
used close to its spatial resolution limits, and particular consideration must be given to analytical 
artefacts such as fluorescence arising from neighbouring phases (Reed and Long, 1963; Wade 
and Wood, 2012). Although the concept of the electron interaction volume is familiar to most EPMA 
users, generation of secondary X-rays resulting from fluorescence at a distance from the analytical 
spot is rarely considered. Here, secondary fluorescence occurs when a characteristic X-ray is 
generated by absorption of an X-ray of energy higher than that of the absorption edge (either a 
continuum or characteristic X-ray). The mean free path of an X-ray is dependent on both the media 
through which it passes and its energy: travelling through a basaltic glass, a bremsstrahlung X-ray 
with an energy of e.g. 12 keV can travel a distance of ~220 μm. For elemental partitioning or 
diffusion studies, where minor element concentrations are necessarily measured near phases 
containing that element at high concentrations, this can be particularly problematic (e.g. Fournelle 
et al., 2005; Wade and Wood, 2012; Borisova et al., 2018). 
 Typically, secondary fluorescence presents only a minor contribution to an analysis, since 
spatial distances to phase boundaries are large and thus X-rays are effectively attenuated within 
the phase of interest. In DAC experiments, such as presented by Mahan et al (2018a), a key 
assumption required for high quality minor element analysis by EPMA is violated; namely, the 
material is not homogeneous on the scale of the X-ray fluoresced volume. For the trace element 
analysis of Cu detailed here, these effects are exacerbated by the sample preparation which uses 
a Cu TEM grid, welded to the sample and visible in the micrographs. Using a 15 kV, 15 nA focused 
beam, Jennings et al. (2019) measured up to >1 wt.% of Cu in thin lamellae of Cu-free samples 
(CFMAS basalt and Fe-alloy) that were welded to Cu TEM grids in a similar geometry to that used 
by Mahan et al. (2018a) (Figure 1). This spurious signal arose solely from secondary fluorescence 
of the Cu holder. Increased accelerating voltages with a larger continuum tail above the Cu K 
absorption edge will further exacerbate the erroneous Cu concentration. 
 Mahan et al. (2018a) investigated Cu partitioning with a similar analytical setup to that used 
for Figure 1, where samples were welded to Cu TEM grids (e.g. Siebert et al., 2018) and 
subsequently analysed at 20 kV and 20 nA with a 1 μm spot. Taken in isolation, the presented Cu 
partitioning data show no clear change with temperature, despite the reported high temperature-
dependence (Mahan et al., 2018a): this provides an initial indication that the dataset is analytically 
compromised (Figure 2). The authors do appear aware of possible analytical artefacts and caveat 
their data by measuring Cu concentrations in both phases using quantified EDS and WDS 
detectors. They suggest that both are “indistinguishable within error, indicating a lack of analytical 
artefacts (e.g. TEM grid contamination)” (Mahan et al., 2018a). This is, however, a misdirection - 
both types of detector measure the same phenomenon, and it would be surprising if they did not 
yield a similar apparent concentration. A small difference in measured secondary fluorescence 
may be expected because a lower (15 kV) accelerating voltage beam was employed for the EDS 
measurements. However, this is somewhat counteracted by the larger solid angle of the EDS 
detector and the resultant decrease in spectrometer defocusing (Buse et al., 2018). The EDS 
detector is also located in a different position inside the instrument. This level of detail is likely lost 
in the lower precision afforded by EDS analysis.  
Below, we quantify the secondary fluorescence contribution to the measurements 
presented in Mahan et al. (2018a) to asses any implications for the validity of fitted 
parameterisations of Cu partitioning. 
 
2 Method 
We modelled the fluorescence contribution of the Cu sample holder with realistic geometries 
derived from the work of Mahan et al. (2018a). Monte Carlo simulations were performed with the 
simulation package PENEPMA (v.2014; Llovet and Salvat, 2017). This package is optimised for 
EPMA applications and is based on the general-purpose code PENELOPE (Salvat, 2015). 
PENEPMA simulates realistic sample and detector geometries and beam conditions. We applied 
interaction forcings to increase computational efficiency (Llovet and Salvat, 2018). The accuracy of 
secondary fluorescence simulations has been demonstrated in many previous studies (e.g. Llovet 
et al, 2012, and references therein; Borisova et al., 2018). 
 Although simulations were performed using a realistic sample geometry for the 
measurements of Mahan et al. (2018a), they inevitably involve assumptions and simplifications. 
Additional images of the experiments of Mahan et al. (2018a) are given by Siebert et al. (2018) and 
Mahan et al. (2018b). These indicate that the experimental sample lamella is usually welded to the 
left-hand side of a Cu post, with the weld being on the short edge. They also show variations in the 
sample dimensions and homogeneity that we cannot easily account for, but do indicate that the 
general configuration and shape of the metal and silicate phase (always a near-symmetrical 
sphere surrounded by an oblate sphere of silicate) are constant, allowing simulations to be 
performed for a generalised sample geometry. Guided by these published works and prior 
experience, we have chosen to simulate the following geometry: 
a) Sample lamella are 20 x 12 x 3 μm, connected to the Cu holder along the short edge. The 
sample consists of a central pure iron sphere (6 μm diameter, positioned in the centre of 
the lamella, truncated at top and base).The remaining volume was filled with a CFMAS 
basaltic glass composition (13.0 wt.% MgO, 22.4 wt.% Al2O3, 46.4 wt.% SiO2, 11.2 wt.% 
CaO, 5.1 wt.% Fe2O3). In all cases, the simulated silicate and metals are Cu-free. 
b) The Cu block representing the holder is 100 x 100 x 25 μm, as manufacturer specifications 
of the thickness range from 25 – 35 μm. The flat top surface of the Cu is flush with that of 
the lamella. Lamella and Cu block are lying flat, i.e. the shortest dimension is the beam-
parallel z-axis. 
c) Pt welds are not included as they are spatially variable and volumetrically minor – they may 
however be apparent in the actually analyses.  
The geometry file and an illustration of the geometry are provided as supplemental files. An 
annular (360°) detector was simulated for increased computational efficiency, with a latitudinal 
angular opening of 10° centred on a 40° take-off angle, as is usual for WDS detectors (setup 
illustrated in Wade and Wood, 2012). A focused electron beam of 20 kV accelerating voltage was 
used and simulations ran until a relative uncertainty of 2% (at 3σ level) was achieved on Cu Kα1. 
X-rays were also counted using smaller detectors with a 10° azimuthal width placed at 90° 
intervals, which better reflect the solid angle of a commercial EPMA spectrometer when the flux of 
outgoing X-rays has no axial symmetry about the z-axis. For these detectors, simulations ran until 
a relative uncertainty of 5% (at 3σ level) was achieved on Cu Kα1. 
 In order to compare simulated counts with the reported matrix-corrected concentrations of 
Mahan et al. (2018a), we simulated measurements of thick 1mm diameter cylindrical standards of 
pure Cu, CFMAS glass, and pure Fe. A ZAF correction was performed with the ZAFsample/ZAFstd 
ratio determined using CalcZAF (after CITZAF; Armstrong, 1995).  
An initial simulation was performed with the beam centred on the metallic and silicate portion 
of the sample, with a low energy cut-off at 1 keV (energy at which electrons are considered to be 
absorbed in the sample). A transect across the sample, perpendicular to the Cu interface, was 
subsequently performed with a 6 keV low-energy cut-off to reduce computation time, with the same 
ZAFsample/ZAFstd used to convert Cu counts to concentrations (note that electrons with energy 
below 8.98 keV can no longer generate Cu Kα X-rays). 
 
3 Results 
The apparent Cu concentrations “measured” in the sample at various distances from the Cu 
sample holder are shown in Figure 3a. Secondary fluorescence is significant throughout the 
sample, with the apparent Cu concentration decreasing approximately exponentially with distance 
within a given material. Secondary fluorescence of Cu is more severe when the iron is analysed 
relative to the basaltic glass, explained by an increase in the intensity of higher-energy continuum 
radiation: in comparison to the silicate, the higher Z iron results in increased production of 
bremsstrahlung X-rays with energies exceeding that of the Cu K absorption edge. The variations in 
spatial distribution of apparent Cu concentration may be obscured by analytical noise in real 
measurements. Secondary fluorescence is aided by the fact that the basalt does not strongly 
attenuate X-rays, and that X-rays can also pass efficiently through the empty space (vacuum) 
underneath and beside the thin lamella, impacting the side of the Cu holder. 
The detector position relative to the sample has a minor effect upon the measured 
fluorescence across an interface, since absorption of the fluoresced X-rays depends on the 
material through which they travel to the spectrometer (e.g. Fournelle et al., 2005; Buse et al., 
2018). Figure 3b shows that the maximum fluorescence is, perhaps counterintuitively, measured 
away from the Cu sample holder. This can be explained by the small dimensions of the DAC 
sample, which attenuates fewer Cu X-rays than the much larger Cu block itself. This directional 
bias is impossible to estimate for published data, since knowledge is required of a) sample 
orientation, and b) measuring spectrometer location. A hypothetical annular detector allows an 
average X-ray intensity to be acquired, independent of actual spectrometer orientation, which may 
introduce a systematic error of up to ~ 20%. We use a simulated annular detector to approximate 
the analytical measurements, but caution that these may only give the approximate magnitude of 
the fluoresced contributions. 
PENEPMA also tracks the origin of secondary X-rays, showing that they are generated 
through the full depth of the Cu grid, and from up to ~ 10 μm within it (Figures 4 and 5). 
 
4 Discussion 
Assuming that measurements of the metallic phase were made in the central two thirds of 
the sphere (Siebert et al., 2018), the minimum measured Cu concentration, arising purely from 
fluorescence of the Cu holder, is ~1 wt.% (Figure 3a). Silicate measurements are usually reported 
as being the average of a few analyses (N = 2 to 4, Mahan et al., 2018a), and although it is not 
possible to deduce their precise location with respect to the Cu holder, the samples shown in 
Siebert et al. (2018) and Mahan et al. (2018ab) (figures 2, 1 and 1 respectively) reveal only limited 
space for analysis. Assuming an even number of measurements are made at +/-6 μm either side of 
the metal sphere centre (so +/- 3.6 μm from the interface), we find a mean apparent CuO 
concentration of 0.8 wt.%.  
Given the aforementioned assumptions and the inherent variations of the samples, these 
apparent concentrations may not be accurate for every experiment. However, the magnitude 
indicates the approximate contribution of secondary fluorescence to the reported data, and we 
would suggest that these contributions are correct to within around 25 % for all DAC experiments 
reported here. 
Whilst bearing these caveats in mind, we can use these simulated fluorescence 
contributions to correct the measurements presented in Mahan et al. (2018a). This secondary 
fluorescence contribution can be considered as a linear addition to the primary X-ray yield arising 
from the experimental materials. As such, the concentration data can simply be corrected for 
fluorescence (note that one should actually deal with X-ray intensity ratios rather than 
concentrations, but raw data are rarely reported). We find that some measured concentrations are 
now at or below 0 wt.%: by taking these as 0 wt.%, we find the mean Cu concentration measured 
in metal has decreased from 2.3 to 1.0 wt.%, and the mean CuO in silicate has decreased from 1.3 
to 0.5 wt.%. On average, fluorescence accounts for 68 % and 72 % of the signal for metal and 
silicate, respectively.  
 If we use the same absolute measurement uncertainties after the linear correction, then five 
out of the eight experiments have a silicate and/or metal Cu concentration that is either below zero, 
or within uncertainty of it. We have recalculated log𝐾Cu
met-sil from the remaining three experiments 
(Figure 6) by calculating approximate mole fractions from the data provided and the metal activity 
coefficients in the Fe-S-Cu ternary system, as detailed by Mahan et al. (2018a). The corrections 
result in a slightly higher log𝐾Cu
met-sil, making Cu a little more siderophile than previously presented. 
By subtracting a similar Cu concentration from both sides of the ratio, the resulting ratio only 
changes a little. More to the point, the uncertainty on that ratio is now larger: both concentrations 
are lower, and the correction factor itself has an unquantified inaccuracy.  Fluorescence has 
introduced a high level of inaccuracy into the published data, and raises the question of whether 
the conclusions of Mahan et al. (2018a) can be properly supported by just three heavily-corrected 
data points.  
 Reduction of the fluoresced signal contribution could be achieved by lowering the electron 
beam accelerating voltage. Mahan et al. (2018a) performed measurements at 20 keV: using a 
lower beam energy would result in a drop in intensity of high-energy continuum X-rays, and a 
consequent reduction in the secondary flourescence contribution. It may also be possible to 
measure the lower energy Cu L X-ray line, which will be far less susceptible to fluorescence owing 
to the much lower L-shell fluorescence yield (e.g. Fournelle et al., 2005; Jennings et al., 2019). 
However, this strategy may introduce other analytical complications (Pouchou, 1996).  
 5 Conclusions 
Secondary fluorescence poses a known difficulty in EPMA measurement when low-concentration 
measurements are made in the vicinity of high concentrations of a given element. Whilst it is 
possible to make corrections for fluorescence, inaccuracies are inevitably introduced, particularly 
when complex geometries are involved. We have demonstrated that the analytical data presented 
by Mahan et al. (2018a) have been severely compromised by secondary fluorescence from the 
TEM grid to which they are welded, which is made of copper. This fluorescence has affected 
silicate and metal measurements similarly, with the published Cu concentrations consisting, on 
average, of approximately 70 % spurious signal originating externally to the sample. It is difficult to 
evaluate the exact impact of this on the conclusions of Mahan et al. (2018a), although it would 
appear that log𝐾Cu
met-sil values would probably increase a little, reducing the offset between low- and 
high-pressure datasets, and correcting both sides of the ratio would increase the uncertainty of the 
resultant ratio. The consequences of this potential offset on the presented modelling is uncertain. 
However, this is a moot point: unavoidable irregularities between real samples relative to simplified 
simulated X-ray yields means that such a large correction to the measured data is probably 
unjustified, and thus the DAC data set of Mahan et al. (2018a) must be regarded with caution. We 
show that it is compromised by systematic analytical errors and so cannot support their stated 
conclusions. 
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Figures 
 
Figure 1 Apparent Cu concentration (wt.%) measured in Cu-free CFMAS basaltic glass (same 
composition as that simulated in this study) and Fe-rich alloy (Fe17WMoNi) lamellae, both prepared 
by FIB and welded to a Cu TEM grid. EPMA measurements made at 15 keV with a 15 nA focused 
beam (for details see Jennings et al., 2019). Figure after Jennings et al. (2019); used with 
permission from Cambridge University Press. 
 
 
Figure 2 Cu partitioning data from the DAC experiments of Mahan et al. (2018a), presented as 
log𝐾Cu
met-sil as a function of 10000/T (K). K is an activity-corrected form of the mole fraction ratio 
(𝑋Cu
metal(𝑋FeO
silicate)
1
2⁄ )/(𝑋CuO1/2
silicate(𝑋Fe
metal)
1
2⁄ ). Error bars are 1σ. Also shown are the fitted PT-dependent 
trends of Mahan et al. (2018a), who included low-P large-volume press data in the fitting dataset. 
The high-P data, despite being included in the fit, match the model poorly and all data points are 
almost within 1σ uncertainty of one-another.  
 
 
Figure 3 Results of simulations. a) Apparent Cu and CuO concentration (wt.%) along a transect 
through the Cu-free sample, measured using an annular detector. 2σ uncertainties are smaller 
than the symbol size. Transect path is shown. b) The beam was directed on the metal ball centre 
(black point), and the arrows show the directions to four detectors with 10° wide azimuthal opening 
(centred at at 0°, 90°, 180° and 270°) relative to the sample position, that correspond to the plot 
below. For comparison, the line in figure (b) shows the concentration measured using an annular 
detector. Uncertainties are 2σ. All detectors in figures (a) and (b) have a latitudinal angular opening 
of 10° centred on a 40° take-off angle. 
 
 
 Figure 4 Generation of Cu-Kα1 secondary X-rays mapped in x-y space (integrated through z). 
Scale in μm, beam is focused on (0,0) on the centre of the iron sphere, colour scale is linear and 
shows intensity of Cu Kα1 secondary X-ray generation relative to the point with the maximum 
generated X-rays The copper block extends beyond the plot margins. Fluoresced X-rays can 
originate from rather far into the copper, with noticeable signal generated 10 μm away from the 
interface in the y direction. 
 
 
Figure 5 Generation of secondary Cu-Kα1 X-rays mapped in y-z space (integrated through x). 
Colour scale as in Figure 4. The Cu block is 25 μm thick and extends off the plot in y. Secondary 
fluoresced X-rays mostly originate from close to the face of the copper block onto which the 
sample is welded, through its full depth, such that a thicker Cu grid would be expected to yield a 
slightly higher secondary X-ray flux. 
 
 
Figure 6   log𝐾Cu
met-sil of Mahan et al. (2018a) plotted as a function of 10000/T. Pale grey circles are 
the published values; black circles are calculated by us; red squares are calculated following a 
linear correction for fluoresced Cu. Uncertainties are 1σ. We were unable to exactly reproduce 
published log𝐾Cu
met-sil  values because some elemental concentrations are unreported. 
