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ABSTRACT
INTERNET OF THINGS BASED WIRELESS SENSOR NETWORK AND
ADVANCED MACHINE LEARNING MODELS FOR PRECISION AGRICULTURE
AHMED EL-MAGROUS
2020
Recent studies assumed that the world population would reach 10.3 billion by 2070.
This will require more land for housing; simultaneously resulting in a loss of land for
agricultural purposes. However, the new generations also need food, and the lack of new
agrarian land is a critical reason that leads researchers and producers to improve daily
agriculture practices by using precision agriculture concepts and technologies to increase
yield and crop quality. This work represents the design, development, and testing of a
customizable and cost-effective Weather-Soil Sensor Station (W-SSS) for use in Precision
Agriculture based on high accuracy sensors, wireless communication, cloud data storage,
and computation technology. Also, it illustrates empirical models developed based on
advanced Machine Learning (ML) algorithms to predict LWD on the canopy of the
soybean crop in the eastern region of South Dakota. The sensor data was evaluated using
ML-based models including Gradient Boosting Tree and Random Forest to forecast LWD
with an accuracy greater than 95%. The information obtained from the W-SSS
demonstrates the unique variations in weather and soil conditions which, combined with
ML analysis, will enable farmers to enhance their decision-making strategies.

1
Chapter 1: Introduction
1.1

Precision Agriculture Definition
Precision Agriculture (PA) is a term that captures the attention and imagination of

people who are concerned about food, feed, and fiber production [1, 2]. While the essential
goals of precision agriculture are increasing productivity, reducing production costs, and
minimizing environmental impacts [2-5], over time, the definition of PA has evolved
(Table 1). According to the International Society of Precision Agriculture (ISPA), PA is a
management strategy that collects, processes, and analyzes temporal and spatial
information. ISPA also estimates that site-specific data processing can support
management decisions to improve resource efficiency, productivity, quality, and profitable
agricultural sustainability (Figure 1.1) [6]. Over the last decades, the frequent changes in
precision agriculture technology affected the definition of precision agriculture, but the
underlying concept remains the same.

Figure 1.1. Precision Agriculture Vision [1].
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Table 1.1 Evolution of Precision Agriculture Definition Over the Last Two Decades.
Year
1994

1996

Definition
Precision farming is a site-specific matching of inputs and practices based on
real-time conditions to do the right thing precisely [7].
Targeting inputs to arable crop production on a regional basis based on crop
requirements [8].
Information collection, supervision planning, and field operations that improve

1996

the understanding and management of land and landscape resources to make
better use of crop inputs from management practices than conventional "onefits-all" strategies [9, 10].

1997

1997

Precision farming is a management strategy that uses information technology
to bring data from multiple sources to bear on crop-related decisions [11].
Management of soils and crops in compliance with localized conditions on a
field is the site-specific management of agriculture [12].
Precision agriculture is a complementary approach for the management of

1998

agricultural products, sales, financing, and staff, which uses information
technology to provide data from multiple sources [13].
Precision agriculture is the use of technology and smart techniques to control

1999

spatial and temporal variability to enhance farming efficiency and
environmental quality [14].
Precision agriculture is using of technology application and site-specific

2000

agronomic experience to optimize performance efficiency, maximize quality,
minimize environmental impact, and reduce risk [15].

2001

The management of crops on a spatial scale smaller than the entire area is Sitespecific management, also referred to as precision farming [16].
Precision agriculture is an integrated information and production system

2002

designed to increase efficiency, productivity, and profitability based on sitespecific farming while minimizing unintended effects on wildlife and the
environment [17].
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Precision agriculture is a process approach to soil and crop management that
2004

increases decision clarity by better understanding and controlling spatial and
temporal variation [18].
A nonexclusive definition of precision agriculture might be that type of

2005

agriculture that increases the margin of (right) decisions per unit area per unit
time with net benefits [19].
Together with the application of seed, fertilizers, pesticides, water, variety

2006

selection, planting, tillage and harvest, the whole of the farming technique can
vary with various cultivation and farming methods to suit different soil and crop
conditions [4].
Site-specific crop management is a method of precise agriculture that can

2007

enable decision-making processes to use resources to match land and crop
needs, as the field varies [20].

2008

2010

Precision agriculture is applying inputs at the right time, the right amount, the
right place, the right source, and the proper manner [21].
Information-based management of agricultural production systems is called
precision agriculture [3].
Precision agriculture involves observing, evaluating impacts, and responding

2012

to a strategic change in the cause of the agricultural production process in a
timely fashion [22].

2016

Precision agriculture is the use of Information and Communication
Technologies (ICT) to manage spatial and temporal variability in fields [23].
Precision Agriculture is a management approach that collects temporal and
spatial data and integrates it with other information for deep processing and

2019

analyzing for supporting decision management systems and improving
agricultural production performance, productivity, quality, profitability, and
sustainability [24].
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1.1.1

Traditional Agriculture
Traditional Agriculture (TA) has been practiced for thousands of years as the

original type of agriculture. In developing countries, TA methods are mostly practiced on
small farms in which various crops are mixed, or multiple varieties of the same crop are
planted [25]. Consumers are not only aware of what they eat and how it affects them
regarding the food supply chain, but they have also become more aware of how their
purchasing behavior impacts the environment [26]. On the other hand, farmers are paying
attention to overcome traditional agricultural issues by taking into account increased
agriculture productivity, preventing soil degradation, reducing chemical application, and
the efficient use of water resources [27-29]. For all of that, TA practices and methods are
always under investigation and necessarily need to be transformed into PA. Figure 1.2
shows the TA practices versus PA technologies.

Figure 1.2. TA Practices Versus PA Technologies

5
1.1.2

Agriculture Experts and Consultants
Agriculture consultants, also known as agribusiness experts, are responsible for

providing support, advice, and solutions to farmers to ensure that their activities are as
successful as possible in terms of crop yields, crop quality, and safety for the consumer.
For example, SDSU Extension has authoritative experts to promote a learning community
environment that enables citizens to support sustainable change that will strengthen
agriculture, natural resources, youth, families, and the communities of South Dakota [30].
1.1.3

Risk in Agriculture
Risk in agriculture, like life, is everywhere. However, dealing with it, whether for

growers, experts, or anyone else, is difficult because there is an uncertainty of opinion
about the type of risk, and how it can be measured [31]. Thus, using the word 'risk' in
various ways by experts has affected efforts to find a standard method for measuring and
assessing risk. For example, typical interpretations of uses of the word 'risk' include 1)
probability of a bad result, 2) variability of outcomes, and 3) uncertainty of outcomes [31,
32].
1.1.4

Crucial of Precision Agriculture

Precision agriculture promises to offer many benefits in terms of profitability,
productivity, sustainability, quality of crops, protection of the environment, food safety,
and economic development in rural areas [33-35]. In the short term, significant diagnosis
and database-building benefits can enable growers to predict and correct problems like
water and fertilizer pressures, pathogens, and pests. Over the long term, farmers can
increase yields by discovering locations that maximum profit margins and by avoiding the
introduction of improper growing practices. Knowledge of soil properties and climate can
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help for more precision management of external inputs. Also, spatial and temporal data
may assist in the selection of right genotypes, and observations of consistent poor crop
performance may encourage such systems to withdraw.
The large-scale implementation of PA can increase the number of skilled jobs in
agriculture and provides new tools that can significantly improve various farming practices
and overall food production [4]. For the right adoption and implementation of PA, three
criteria are essential and required:
•

A clear indication that the soil and plant conditions in an area and fields within the
region have substantial spatial and temporal variation.

•

Ability to identify and quantify such variability. Variability can be detected even
with traditional methods, but quantifying positioning and information technology
are of great help.

•

The ability to reallocate inputs and adjust management practices can help growers
increase productivity and profitability while minimizing the degradation of the
environment.

1.1.5

Precision Agriculture Technologies Adoption
In the early 19th century, farm power was provided by animals. Later, machines

replaced animals and released vast land resources from feed production necessary to
support the animal power. In 1915, there were about 25.5 million horses and mules on
farms and about 39 million acres of oats for feed [36]. Since then, agriculture researchers
and industry have made significant improvements in several areas of agriculture, such as
soil sampling, variable rate fertilizer, and site-specific farming. The timeline and
comparison of past, present, and future of agriculture technologies in Figure 1.3 show how
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much significant improvement has been made and that will be made in future for various
agriculture domain [37].

Figure 1.3: Agriculture Expansion Over Time [37].
Since the mid-1980s, technological advances in the agricultural sector have led to
better management practices, which in turn have led to more efficient farming operations
from production to harvest [38-40]. PA relies on a smart systems approach depending on a
combination of underlying technologies such as data gathering data processing, and PA
applications. For example, many technologies developed to enhance PA practices such as
Geographic Information System (GIS), Global Positioning System (GPS), Global
Navigation Satellite System (GNSS), computer modeling. Moreover, remote sensing is a
promising technology in various PA applications and it utilizes ground-based, airborne,
and satellite remote sensing [40, 41].
There are significant efforts to persuade farmers to implement new information
technology to reduce crop losses. The implementation is a complicated task, and many
factors can affect the new technology adoption [42]. The essential elements that affect the
awareness and adoption of PA technologies (Table 1.3) include the farm characteristics,
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farmer's personality and family structure, equipment features, technology characteristics,
legal issues, and social interaction [40, 43-47].
Table 1.2. Factors Affecting PA Technology Adoption
Factor
Farmer's personality

Explanation
Age, education level, gender, nature, use of technology,
enthusiasm to take a risk [48-50].

Farm characteristics

Farm size, farm type, indebtedness, soil texture, field
variability [45, 51].

Social relationships

Local cultures and social environment [49, 50, 52].

Classical methods are

Satisfaction with the conventional methods the farmer is

adequate

currently using [45].

Legal issues

Rules and legislation promoting new technologies to reduce
chemical inputs, protect the environment, and sustainability
[49].

Economic factors

Investment time return, profitability, rental options [45, 53].

Technological features

Availability, time to learn equipment use, ease of use,
technical support availability, the complexity of the system,
consistency between various brands and models [45, 49, 52,
54].

Advertisement

Field

days,

exhibits,

fairs,

conferences,

lectures,

demonstration farms [52].
Professional resources

1.1.6

The volume of professional staff and labor costs [53].

Global Market of Precision Agriculture
The worldwide market for PA technologies was $2.55 billion in 2014 and is

estimated to have a Compound Annual Growth Rate (CAGR) of 12% by 2020 (Figure 1.4).
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While the North American and European markets are the largest, the low cost of PA
technologies has also enabled growth in developing countries [55].

Figure 1.4: Market Estimation of Precision Agriculture 2014-2020 [55].
1.2

Concept of Internet-of-Things
In general, there is not an exclusive Internet of Things (IoT) definition that is

acceptable to all global user communities [56]. The IoT concept facilitates the process of
connecting billions of (physical and virtual) devices with the internet to supervise
information exchange and communications based on stipulated protocols [56]. The IoT is
a promising and innovative technology that has pivotal effects in various life domains such
as industry, smart city, smart-home, smart-energy, connected vehicles, health care, and PA
(Figure 1.5) [57-66].
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Figure 1.5: Internet of Things Applications [48].
1.2.1

Internet of Things Application and Market
IoT applications are very diverse and growing at an increasing pace enabled by

communication technologies such as Radio-Frequency IDentification (RFID), Near Field
Communication (NFC), Machine-to-Machine (M2M), and Vehicle-to-Vehicle (V2V) [6769]. The number of IoT connected devices is sharply increasing every year and it is
predicted that by 2025, more than 75 billion objects will be connected to the IoT world
(Figure 1.6) [70].
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Figure 1.6. Number of Connected Devices into IoT Networks (2015-2025) [62].

The IoT global market was $100B in 2017, more than doubled to $212B in 2019,
and is expected to reach $1.6T by 2025 as shown in Figure 1.7 [71]. The scope of the IoT
market is predicted to dramatically increase due to software solutions, services, platforms,
application areas, and regions. Moreover, each area can be expanded to include sub-areas,
which can significantly increase the market margin. For example, the software solution
section is additional divided into security solutions, real-time streaming analytics, remote
monitoring, data management, and network bandwidth management [72].
1.2.2

IoT Applications in Agriculture
Due to the availability of highly accurate and low-cost of IoT technologies, IoT has

applications in a wide range of daily agricultural exercises such as crop management, soil
characteristics monitoring, climate monitoring, machinery, irrigation systems, water
quality monitoring, disease detection, pest control, smart greenhouses, and livestock
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monitoring [66, 73-80]. These applications are expected to transform farming practices and
food production [73].

Figure 1.7: Global IoT Market Size 2017-2025 in Billion U.S. Dollars [71].
1.3

Wireless Sensor Network
Modern advancements in technology such as wireless communication, and digital

electronics have directed to the development of low-cost, low-power, multifunctional
sensor nodes, which are compact and communicate on a short distance. Wireless Sensor
Networks (WSNs) enable new applications involving the communication of network
components, sensing, and processing data [81]. WSN consists of a large scale of individual
nodes (Figure 1.8) that can monitor and sense different parameters in real-time [82].
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Figure 1.8: Sensor Node Conceptual Architecture.
1.3.1

Wireless Communication Technology
Wireless is an encompassing terminology that refers to remote communication or

transmission of data over a distance without involving wires or any other physical medium
[83, 84]. Wireless communication is essential for exchanging data and information between
electronic devices and has had a powerful impact on daily life. In the wireless
communication arena, there are several parameters to be considered, such as range, power
consumption, security, regulation, and cost [85-87]. Due to the wide variety of wirelessbased applications, there is an equally diverse range of wireless technologies available for
short-to-long range communication [88]. Table 1.4 presents these wireless technologies by
focusing on essential features, such as frequency, power consumption, data rate, and
communicating distance [83, 85, 89].
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Table 1.3: Wireless Communication Technology
Short to Medium Range
Frequency bands Power consumption

Data rate

Distance

250 Kbps

10–300 m

1–25 Mbps/

10–30 m

868/915 MHz
ZigBee

low
& 2.4 GHz

Bluetooth

2.4 GHz

med/low
3 Mbps
11,54,300

2.4–5 GHz/770,
Wi-Fi

Mbps

100–500 m/

0.15–346

1 km

high/low
868,915 MHz

Mbps
Long Range
LoRa
MIOTY

1.3.2

868/915 MHz

low

50 Kbps

15 km

868 MHz

low

0.4 Kbps

15 km

Role of WSNs in Agriculture
Based on the United States Department of Agriculture (USDA), the average farm

size has increased from about 600 acres in the early 1980s to at least 1100 acres today, and
there are many farms 5-10 times larger than that [90]. Since cropland has been shifting to
more massive farms in size, several issues in farming operations are rising, using sensors
and modern technology becomes required in precision agriculture to provide information
to monitor and maximize crop yields. The adoption of sensors in agriculture plays a vital
role in enhancing the overall production of crops and reduced environmental impact [84,
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91]. WSN is a powerful technology for monitoring various parameters of farming lands,
such as humidity, soil moisture, climatic condition, water quality, pests, weeds, and
livestock [92]. WSN also can easily collect and deliver real-time information on the field
and crop conditions that enables growers to improve crop production and minimize input
costs.
1.3.3

WSN Applications in Agriculture
WSN provides countless applications [92] to cover real-world farming challenges

to improve overall agriculture methods and is already extensively used to enhance the food
production process. Figure 1.9 shows the most common forms of WSN applications in the
agriculture sector. For instance, farm machinery technology such as M2M can connect
farm machinery such as combines, grain carts, grain bins, and planters with fixed and
mobile computing infrastructure [93].

Figure 1.9.Common WSN Applications in Agriculture.
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The communications methodologies include Internet Protocol (IP), RF, cellular
M2M, short-range Wi-Fi, satellite, and fixed network to deliver services with the limited
direct human intervention [94].
1.3.4

Real-Time Data Collection and Management
Precision agriculture or information-based management utilizes emerging wireless

technologies with low-power consumption and low-data rate capabilities for real-time
monitoring and management applications [95-97]. The data management includes realtime data collected from distributed sensor nodes that is continuously imported into a local
storage drive or wirelessly transmitted to a base station. Then, the aggregated data at the
base station or gateway is sent via the internet to the cloud database server for further
processing [95].
1.4

Machine Learning
Artificial Intelligence (AI) is a modern branch of computer science concerned with

creating smart machines capable of carrying out tasks that typically require human
knowledge, including Machine Learning (ML) and Deep Learning (DL) (Figure 1.10) [98100]. For decades, ML and DL techniques have been a core component of the research
method for large quantities of correlated and high-dimensional data [101]. ML algorithms
(supervised and unsupervised learning) use statistical techniques to find patterns in vast
amounts of data by providing the ability for automatically learning from experience
without needing to be specifically programmed [102-104].
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Figure 1.10. Relationship Between AI and Deep Learning

1.4.1

Types of Machine Learning
ML is an extended field of research combining and inheriting ideas from many

related fields to be able to understand, learn, and solve complex real-world problems. ML
consists of three primary types of learning: supervised learning, unsupervised learning, and
reinforcement learning.
1.4.1.1 Supervised Learning
Supervised learning is a machine learning algorithm that utilizes a predictive model
for classifying objects, problems, or situations based on a data set (training set) with known
outcomes. Generally, supervised learning is categorized based on the output of the problem
into two types of algorithms: classification and regression [105].
1.4.1.1.1 Common Algorithms
•

Nearest Neighbor

•

Naive Bayes

•

Decision Trees
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•

Linear Regression

•

Support Vector Machines (SVM)

•

Neural Networks

1.4.1.2

Unsupervised Learning
Unsupervised machine learning is a technique that infers, discovers, and analyzes

hidden patterns in unlabeled data [106] with no expectation of what the output might be.
Clustering and association are the main types of unsupervised learning algorithms [107].
1.4.1.2.1 Common Algorithms
•

k-means clustering

•

Association Rules

1.4.1.3

Reinforcement Learning
In the context of artificial intelligence, the terminology “reinforcement” or “agent”

refers to the learning by interacting with an uncertain, potentially complex environment
(Figure 1.11) [108, 109]. While learning, the agent receives numerical rewards when it
correctly performs an assigned ask; otherwise, the agent will receive a penalty for
incorrectly performing. Over time the agent can make decisions based on the dynamic
programming to maximize its reward and minimize its penalty [110]. Reinforcement
learning plays a significant role for many real-world problems like resources management
in computer clusters, traffic light control, robotics, web system configuration, chemistry,
bidding, and advertising.
1.4.1.3.1 Common Algorithms
•

Q-Learning
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•

Temporal Difference

•

Deep Adversarial Networks

Figure 1.11: Typical Reinforcement Learning Scenario.

1.4.2

Machine learning Application in Precision Agriculture
ML has evolved with big data and high-performance computing to create new

opportunities in agricultural operational environments for the quantification, unraveling,
and comprehension of intensive data processes [85]. Machine learning models and
applications are widely applied in precision agriculture (Figure 1.12) as estimation models,
early warning systems, decision support systems to draw site-specific field maps [111113]. For example, yield prediction is a vital key for crop management to increase
productivity via yield mapping, yield estimating, and appropriate market for crops to match
food demand [114]. Therefore, machine-learning-based models played a crucial role in
delivering highly accurate yield estimations.
Furthermore, for crop disease detection, ML models have a significant impact on
risk prediction and assessment. For instance, the development of many lethal crop diseases
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such as white mold is linked to the presence of free water (leaf wetness duration) on plant
canopy. Thus, the forecast of leaf wetness duration using ML-based models will give
valuable benefits to the growers such as:
1) Avoids the financial cost and environmental impact of spraying with a
fungicide when the system predicts no to low risk of disease, or
2) Prevents yield loss by the timely spraying of a fungicide.

Figure 1.12. Machine Learning Applications in Agriculture.

1.5

Motivation
•

A site-specific weather-soil sensor station capable of real-time field monitoring
combined with data modeling would enable the determination of which
environmental parameters best predicts leaf wetness.
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•

Once growers have a knowledge of risk factors for plant disease, they can make
better decisions about managing this risk which will lead to increased crop yields,
lower overall production costs, and reduced pesticide use.

1.6

Objectives
In this work, the planned objectives are to design and develop a customizable
and cost-effective weather-soil sensor station for use in Precision Agriculture. Also, to
develop an empirical model based on advanced machine learning algorithms by using
collected data from acquired weather-soil stations to predict leaf wetness duration. The
following tasks have been carried out to achieve these objectives:
1. Develop a real-time field conditions sensor-based station by connecting target
sensors to the Atmega2560-based microcontroller module.
2. Identify fields in the eastern region of South Dakota such that there will be a
diversity in sensor data.
3. Write, test, and evaluate the code for each employed sensor.
4. Implement a cloud database to host sensed data from various fields.
5. Develop data security procedure for grower’s information privacy.
6. Develop a data validation tool for data quality.
7. Develop various machine learning models to estimate leaf wetness duration.
8. Evaluate the established models to select the best and general leaf wetness
duration model that can work in wide area across South Dakota.
9. Develop end-user web-based and mobile-based applications for data inquirer.
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Chapter 2: Literature Review
2.1

From Agriculture to Precision Agriculture
Conventional agricultural methods, practices, and technologies use agriculture inputs

such as seed and fertilizer at a uniform rate within the entire field. This technique lags
behind the expected optimal efficiency in terms of maximizing yield or minimizing costs
[115]. For example, the overuse of fertilizer contributes to input loss by leaching and
runoff, and such approaches have adverse effects on the quality of resources like soil and
water. Consequently, the misallocation of resources has severe consequences for food
security and sustainability, and finding new techniques for overall agriculture practices are
necessary for new generations [19].
In the 1980s, the Precision Agriculture (PA) concept began in developed countries
such as the US, Canada, and most Western European countries. The lack of a precise
definition of PA makes it more challenging to track adoption. An aspect of this issue is
how to distinguish between PA and other concepts defining agricultural technology (for
example, site-specific agriculture, smart agriculture, and digital agriculture). Generally, PA
is applying technology and principles to control spatial and temporal variability associated
with all practices of the farming system to improve production and environmental quality
[14]. PA is associated with the declaration of the United States President in 1983 when he
released the Global Positioning Systems (GPS) for civilian usage. There is another
technology, namely Global Navigation Satellite System (GNSS), which launched based on
combining the GPS with other systems in use around the world and played a significant
role in increasing PA adoption [116]. The classic PA package was a combination of GNSSenabled soil sampling, variable-rate fertilizer, and yield monitoring.
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In the early 1990s, PA technologies become commercially available in the US
market. For example, GNSS equipment guidance was commercialized in the late 1990s;
first in Australia and soon after in North America [117]. Despite the availability of
promising technologies, the rate of adoption has not only been relatively modest in the US,
but many producers do not even know of such technologies. A survey of about 8400
American growers carried out in 1998 showed that approximately 70% of growers were
not aware of PA technologies [118]. The study also showed that about 23% of American
farmers knew of this technology but hadn’t adopted it, while less than 3% of them applied
a particular aspect of PA.
According to the USDA report that published in 2000, the use of genetically
engineered seed technology for corn, soybeans, and cotton was 23%, 34%, and 61%,
respectively, which is reasonable compared to the adopted PA technologies [48]. Soil
specialists and agricultural industry researchers from the United States and Europe began
developing equipment and procedures for the application of variable rate fertilizers in the
1980s [119, 120].
In the last decade of the 20th century, technologies used to gather remote sensing
information evolved from visual observations to the use of various innovative technologies
such as cameras installed in fields, high-resolution satellite imagery, and high accuracy
sensors installed in aerial vehicles [121].
2.2

Internet of Things in Precision Agriculture
The phrase "Internet of Things" (IoT) started as the title of a presentation made by

the executive director of the Auto-ID (Kevin Ashton) at Procter & Gamble in 1999
describing a new idea about Radio Frequency Identification (RFID) supply chain [122].

24
IoT consists of two parts, "Internet," and "Things." Internet refers to a computer network
system using the standard Internet protocol (TCP/IP) to serve worldwide users in terms of
private, public, academic, governmental and business networks that have been connected
wireless and optical networking technologies. "Things" implies to a network of physical
devices that are embedded with network connectivity to collect and exchange data [123].
IoT technologies have been implemented in a wide range of life fields including mobility,
smart grid, smart homes, public safety, environmental monitoring, medical and healthcare,
industrial manufacturing, and agriculture.
The use of IoT in PA helps to enable farm management systems that rely on
information technology to increase profitability, sustainability, and decrease environmental
impact. PA moved farmers from traditional agriculture to modernized concepts that utilize
IoT technologies such as GPS services, sensors, and big data analysis to optimize crop
yields as well. The literature review shows that IoT technologies and concepts played a
significant role in PA in terms of increasing farms' productivity and reducing the overall
cost.
In 2010, Zhao et al. reported the use of a remote monitoring system as a framework
to collect real-time data by integrating the concepts of IoT technology in the field of
agriculture. This framework helped to investigate how agricultural data could be
synchronized with the cloud server. Furthermore, the proposed framework in this paper
[73] combined remote monitoring systems, internet, and wireless communications to help
plants in a greenhouse grow in a healthy environment by monitoring plant conditions.
In 2011, Bo and Wang proposed the use of cloud computing techniques and IoT
technology as a great and promising set of tools for the agriculture sector. The study shows
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how cloud computing and IoT can play a vital role in terms of big data collection and
analysis that can resolve many problems in precision agriculture, such as soil monitoring
and fertilizing application [124]. In the same year, a study conducted by Bandyopadhyay
and Sen illustrated a new framework that describes the key drivers of IoT technology,
potential applications, threats, and future fields of IoT science.
S. Li published an article in 2012 that discussed in detail the role of IoT technology
as an essential application of irrigation systems in precision agriculture, which focused on
irrigation system design and structure based on IoT and cloud computing in terms of
hardware architecture, network architecture, and software process control [125].
In 2015, O. Savale et al. illustrated the benefits of integrating IoT and sensor
networks to enable real-world monitoring applications for precision agriculture [126]. This
comprehensive system design established the relationship between growers and
agronomists to increase agricultural production.
In 2016, Ferrández-Pastor et al. introduced a low-cost IoT-based sensor/actuator
interface platform with integrated human-to-machine and machine-to-machine interface
protocols. Although the experiments were carried out in a greenhouse, the experimental
results showed that internet technology and intelligent object patterns could be combined
to promote growth and further increase agricultural precision [127]. Another study was
conducted in the same year by Jayaraman et al., which underlined the collection of farming
data through IoT devices like WSN, weather stations linked by network, cameras, and
smartphones [128].
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In 2017, T. Popović et al. published a case study of the creation of a private IoT for
a specific agriculture and environmental monitoring research platform for PA and
ecological monitoring areas [129]. This work was a multi-view approach that increasingly
developed the architecture of the system framework in which every viewpoint offers an
architectural perspective that describes the solution from a range of stakeholders, including
end-users, scientists, developers, and project managers. The article describes the
implementation and evaluation of the application using several sensor nodes in research
farms and end-user installations. The proposed system is available in open architecture for
further development concerning other IoT protocols, data types, and interfaces with various
analytical tools that could be provided using different server platforms and cloud
technologies [129].
In 2018, the importance and advantages of using smartphones for accessing farm
information on the various parameters in the agricultural sector were emphasized by
Hamad et al. in which about 230 farmers across the region of North Kordofan State were
interviewed by using structured questionnaires. The study concluded that most farmers
suggested using smartphones for the data acquisition of current farm conditions and also
relied on the adoption of newer farming technology shown in a precision farming video.
In 2019, A. Khanna and S. Kaur discussed the evolution of IoT and its significant
impact in the field of precision agriculture by reviewing the most critical applications in
the IoT field [70]. Additionally, the study examined the problems currently facing
agriculture development, as well as future research orientations for equipping new IoT
researchers with inspiring and innovative ideas to evaluate the current position of IoT.
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In 2020, B. Keswani et al. conducted significant research on the efficient control of
site-specific farm irrigation by utilizing the capabilities of a Big Data-based Decision
Support System and IoT technology to generate valve control commands [130]. In this
study, three machine learning models, deep neural network, random forest, and resilient
back-propagation neural network were used to predict soil moisture content for each hour.
Then, the site-specific irrigation control scheme was tested by using a fuzzy logic-based
weather dependent model.
2.3

Wireless Sensor Networks in Precision Agriculture
Precision farming emphasizes monitoring at the field level to maximize

performance while protecting the environment. It uses the global positioning system (GPS),
satellite imaging, IT, and geospatial tools to track and respond to field variations [24]. In
the 1980s in the United States, the concept of precision agriculture was introduced,
followed by many countries around the world in the last decades. Precision agriculture has
become a pillar of sustainable agriculture, as precise farming practices can dramatically
reduce the amount of fertilizers, irrigation, and other crop inputs as well as minimize
environmental impact [131]. For decades, within-field spatial variability has become an
essential topic for modern farming practices, which is influenced by several aspects such
as topography, soil fertility, soil quality, microclimate changes, farming practices, weed,
pests, biodiversity, and diseases. The essential key for growers to optimize and increase
their productivity is using sensor-based real-time monitoring systems on the field and crops
and diving deep to understand all information.
Modern wireless sensor network development began at the US Defense Advanced
Research Projects Agency (DARPA) around 1980 through a system of distributed sensor
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networks. It was concerned with designing acoustic sensors, protocols on a standard
application, self-location algorithms, and distributed software [132].
Precision agriculture is an area where WSNs can contribute a significant role in
optimizing crop yield, reducing input costs, and reducing human efforts as well. Many
WSNs applications have been developed and applied to cover a wide range of agricultural
applications such as soil monitoring, climate, water quality, irrigation management, crop,
weed control in terms of site-specific management decisions.
J.-S. Lin and C.-Z (2008) proposed a wireless-network field signal integrated with
a System on a Chip (SoC) platform as a field monitoring system for precision agriculture.
This system can collect information, including air temperature, air humidity, soil moisture,
soil temperature, CO2, and illumination. ZigBee technology was used to perform wireless
communication between the transmitter and the receiver. Collected data will be transmitted
to the Web data server in real-time. Also, the proposed system provided online services
that can help researchers or farmers to monitor the field product's status through the
developed Web page [133].
T. Liu and F. Li (2009) proposed a new WSN routing protocol known as the Power
Efficient Clustering Routing Protocol (PECRP) for fixed sensor nodes in WSN. This
system is suitable for long-distance and sophisticated data transmissions like patient
surveillance or chemical detection in agriculture. PECRP strengthens the process for
selecting Low-Energy Adaptive Clustering Hierarchy (LEACH) and Cluster Heads (CHs)
by selecting more suitable nodes to be CHs that could extend WSN's lifetime. Also, for
data transmission, PECRP uses multi-hop transmission, which balances the energy
consumption in nodes that proves the multi-hop transmission based on mathematical model
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can prolong WSN lifetime. Moreover, Simulation results show that PECRP performs better
than LEACH in the life-course extension and data transmission of symmetric node delivery
in WSN [134].
H. Sahota et al. (2010) implemented Media Access Control (MAC) and network
layers in a wireless device sensor network framework for precision farming which required
periodic data collection from fixed sites with long sleep periods. Due to the significant drift
in local node clocks, considerable energy is consumed during the wake-up contact
synchronization process. Tiny OS Simulator (TOSSIM) was used to compare the
performance of Polling Distribution-MAC (PD-MAC) with Sensor-MAC (SMAC). The
simulation results confirm that PD-MAC is more energy-efficient than SMAC [135].
Y. Zhang (2011) proposed a new design of a sensor network node for digital
farming by using the CC2420 Zigbee/RF module as a transceiver core unit as a wireless
communication system and MSP430 as a microcontroller unit. The proposed node
communicates collected data to the sink node using radio frequency and then to the cloud
database in real-time via the internet [136].
P. Patil et al. (2011) proposed an automatic irrigation controller system with an
open-loop design to offer excellent performance in dry and rough climatic conditions. The
purpose of the proposed method is to determine the amount of water that plants need by
measuring soil moisture. Then, water is provided via the irrigation system according to
user specifications [137].
J. Xia et al. (2011) developed and installed a WSN-based environment monitoring
system in a red bayberry greenhouse to collect temperature, humidity, light intensity, and
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voltage. The real-time sensed data was automatically transmitted via General Packet Radio
Service (GPRS) to the remote server. The system provides a web platform with Google
Maps to report the greenhouse environmental status in real-time via Short Message Service
(SMS) alert and voice service as well [138].
2.4

Machine Learning Role in Precision Agriculture
Machine learning algorithms have appeared with big data technologies and

supercomputing to create new possibilities for computational and data science in the
interdisciplinary agriculture operational environments [139]. The strength of applying
machine learning algorithms for precision agriculture application is to detect and quantify
patterns in data that can deliver a better understanding of the field characteristics to assist
farmers to enhance crop selection and crop yield estimates, disease predictions, weather
forecasts, and smart irrigation system [140]. There are several studies that showed the
benefits of applying ML models in precision agriculture where the most attractive areas of
ML applications are crop management, crop quality, yield prediction, disease detection,
weed control, species recognition, water management, and soil monitoring [141].
P. Ramos et al. (2017) proposed a non-destructive method based on extracted
information from digital images of one-side of the branch of a growing fruit which was
able to count the number of fruits on that branch. A Machine Vision System (MVS) was
designed to count and recognize harvestable and non-harvestable fruits in a set of pictures
that corresponds to a fruit branch. The developed system combines mobile devices, an
image acquisition system, and an image processing algorithm to classify and detect every
fruit in the acquired images. The extracted information from images by the MVS regarding
the number of fruits was used as an input to linear estimation models that developed
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between the automatically detected fruits and the observed on the coffee branch.
Harvestable, not harvestable, and neglected maturated fruits were the final result of
estimation models [114].
S. Amatya et al. (2016) carried out a significant study to investigate a machine
vision system for automated cherry harvesting. The first step for automatic harvesting with
mechanical shakers is detecting the branch. The Bayesian classification was used to
segment the branch pixels in the RGB image of the cherry tree canopies. The proposed
system showed high accuracy in detecting cherry tree branches during the harvest season
[142].
J. Senthilnath et al. (2016) developed an ML model to overcome the challenges of
manually identifying tomatoes and estimating the yield since tomatoes usually grow in
clusters that are hidden by leaves and stalks. The detection and classification model of
tomatoes was carried out by using the spectral-spatial classification of high spatial
resolution RGB images generated by Unmanned Aerial Vehicles (UAVs). The definition
of the optimal number of image clusters was conducted based on the Bayesian Information
Criterion (BIC), K-means, Expectation-Maximization (EM), and Self-Organizing Map
(SOM) algorithms. These algorithms utilized spectral clustering to categorize the pixels
into two classes: tomatoes and non-tomatoes [143].
X. E. Pantazi et al. (2017) developed an ML based tool for detecting and
discriminating against healthy Silybum and Microbotyum Silybum smut fungal plants
during vegetative growth. This tool used the first ten principal components from leaf
spectra obtained in-situ using a Visible and Near Infrared VNIR handheld spectrometer.
ML models, including Counter propagation Artificial Neural Network, XY-Fusion

32
network, and supervised Kohonen Network, were used for the early detection of infected
S. marianum plants [144].
X.-E. Pantazi et al. (2016) suggested using a new machine learning model that is
capable of discriminating between crop and weed species based on spectral reflection
differences. A hyperspectral imagery system was attached to a robotic platform to generate
the needed spectral features. This study aimed to provide an alternative way of using the
uniform application of herbicides in terms of reducing costs and degradation of the
environment. The developed machine learning approach offers active learning through the
combined identification of novelty and increased classes. [145]. In another weed detection
study conducted by M. Ebrahimi et al. (2017), an image processing procedure for detecting
parasites and thrips on strawberry crop canopy images was developed based on Support
Vector Machine (SVM) classification technique [146].
2.5

Importance of Leaf Wetness Duration
Leaf Wetness Duration (LWD) plays a significant role in predicting the incidence

of plant disease and is often used as an input for disease warning systems. The presence of
free water on the plant surface generally affects fungal disease processes such as
sporulation and infection [147]. The leaf wetness is due to precipitation, fog, drizzle, or
dew. Depending on tissue hygroscopicity and the physical characteristics of the leaves, it
may consist of separate drops or water films of a thickness between a few nm and μm,
[148]. Since free water is so necessary to understand and forecast epidemics, the
phytopathologist has to know the background and science of wetting mechanisms and of
modeling the duration of the leaf wetness. Phytopathologists need accurate information
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about leaf wetness to research its impact on various diseases, hosts, and environments as
well as to estimate the length of leaf wetness [149].
2.5.1

Leaf Wetness Duration in Plant Disease
Discovery of the relationship between fungal disease and leaf wetness started as

early as 1853 when DeBary was one of the first scientists to linkage Phytophthora infestans
on potato crops with the presence of free moisture on plant canopy [44]. Since then, leaf
wetness was considered a risk circumstance for the development of many bacterial and
fungal diseases. For example, soybeans can be infected by white mold outbreaks caused
by Sclerotinia sclerotiorum at a particular time of their growth stage with a long enough
period of leaf wetness and other favorable conditions [150]. Crop microclimate is a critical
factor in plant disease epidemiology. For instance, the plant-canopy microclimate is
affected by factors such as leaf size, plant shape, crop height, planting method, or plant
arrangement in the field. These factors influence the reception and balance of radiation as
well as restrict wetness, temperature, and wind speed in the crop canopy. Leaf wetness
duration produced by one of the wetness sources linked to air temperature is a decisive
micrometeorological factor that can influence the growth of many phytopathosystems
[151]. For many plant diseases like soybean white mold, germination, sporulation, and
infection during development and transportation of infection are influenced by leaf wetness
and relative humidity.
LWD is considered a complex phenomenon due to the microclimate changes and
spatial-temporal variability which can influence the performance of disease warning
systems that depend on the accuracy of measuring LWD. For example, disease warning
system accuracy and performance are linked to the input quality, in which LWD is the most
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key input in risk prediction systems. A study conducted in 2005 by Magarey illustrated that
from 0.5 hours to >100 hours is the wetness period that can cause disease [152].
The first reported occurrence of soybean Sclerotinia stem rot, also known as white
mold, in the USA, was in 1946. This fungal disease, caused by soil-borne fungus and
Sclerotinia sclerotiorum, was initially only a concern in Michigan, Minnesota, and
Wisconsin and not recognized in other north-central states as a significant disease until
1992 [153]. Considerable loss of soybean yield because of white mold disease occurred in
1997, 2004, and 2009, with a reduction of 35, 60, and 59 million bushels, respectively.
According to the market value of soybean in the aforementioned years, farmers lost $227,
$344, and $560 million, respectively (USDA/NASS 2011) [154]. A study of canopy
structure and irrigation influences conducted in 1978 by B. Blad et al. showed the severity
of white mold in soybeans. The research team found that the critical period of leaf wetness
is in early August, wherein apothecia, a primary source of the inoculum, can be easily
detected. The results showed that the highest frequency of disease was found in the Tara
high irrigation rate, 38% in 1974, and 61% in 1975 [155].
2.5.2

Leaf Wetness Measurement
Visual observation is the simplest way of measuring leaf wetness duration.

However, visual inspection is not an ideal way to measure leaf witness since it is timeconsuming and difficult to define when the leaf wetness has started; the leaves are 50%
wet, which is essential for plant disease infection. Moreover, LWD is unlikely reported at
standard meteorological stations, whose measurements usually only include rainfall,
temperature, or relative humidity. LWD is not reported due to the lack of a standardized
method for its measurement and use.
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Many Leaf Wetness Sensors (LWS) are available in the market with a range of
features and costs. However, researchers and farmers are concerned about LWS accuracy
in terms of measuring the onset and duration of wetness, which is the most critical factor
that can affect disease warning systems and decision support systems. LWD sensors are
categorized into three groups: static instruments used to indicate only wet or dry conditions,
mechanical instruments that record weight changes caused by adsorbed dew, and electronic
devices that detect a change in sensor resistance or dielectric constant [156]. Though the
electronic sensors are commonly used more than the static and the mechanical, they
showed a significant difference in the measured period of wetness from 6 to 10 hours at
different places in the plant canopy after the end of the precipitation [157]. For example,
sensor shape and size can affect the measured wetness period since plant leaf wetness
depends on plant leaf characteristics. Gillespie and Duan compared cylindrical and flatplate LWD sensors in 1987 and discovered that the wetness period was longer on the flatplate sensors than on cylinders. The researchers recommended that caution should be taken
with the use of cylindrical LWD monitoring sensors for crop leaves [158].
2.5.2.1 Electronic Leaf Wetness Sensors
Instead of static and mechanical sensors, the electronic sensors are the most popular
type of sensor currently in use for estimating LWD (Figure 2.1). In farming and agriculture
expert communities, there is an argument regarding the LWD sensors' accuracy. However,
LWD measurement issues may not be related to the sensors themselves, but rather to how
the sensors are used to determine the onset of leaf wetness. Due to the lack of a standard
definition and a real comparison of LWD measured between visual observations and
sensors-based measurements, various definitions of leaf wetness have been proposed. For
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example, Dalla Marta et al. [159] suggested that wetness began when 10% of the leaf
surface was wet, whereas Lau et al. [160] proposed that it started when 50% of the sampled
leaves were wet.

Campbell
Scientific
Decagon
devices

Netsens
Spectrum
technologies

Environdata

RainWise Inc.

OnSet HOBO

Global Water

Figure 2.1. Commercially Available Leaf Wetness Sensors
2.5.2.2 PHYTOS 31 Leaf Wetness Sensor
For this study, PHYTOS 31 was chosen to measure the wetness of soybean leaves
because it is accurate, easy to use, detects leaf wetness and ice formation, and mimics the
shape of a real plant leaf (Figure 2.2). The PHYTOS 31 LWS determines leaf wetness by
measuring the dielectric constant on a 1 cm area of the upper face of the sensor. Typical
values for dielectric constant are 1, 5, 80 for air, ice, and water, respectively. The sensor
produces a millivolt output signal proportional to the dielectric constant [161].
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2.2. PHYTOS 31 Leaf Wetness Sensor [161].
2.5.3

Leaf Wetness Duration Modelling
The problems associated with leaf wetness measurement using sensors led to the

development of models to estimate LWD. For example, early disease warning systems
need to know if there is wetness in the future instead of just the present to generate a proper
decision for a particular potential risk. One method to measure leaf wetness duration is by
developing statistical and mathematical models. Simulation allows for the estimation of
leaf surface wetness from historical and forecast data instead of tracking and measuring it
using in-field leaf wetness sensors [149].
Several models have been utilized to predict leaf wetness for a variety of plants.
These models range from simple, which needs only one input variable to complex models
that require intensive calculations such as leaf surface condensation and evaporation.
Leaf wetness duration models can be categorized into three classes empirical, physical,
and hybrid [162].
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2.5.3.1 Empirical Models
Empirical models have been developed to estimate leaf wetness based on Relative
Humidity (RH) and Temperature (T). For instance, the Classification and Regression Tree
(CART) and Number of Hours of Relative Humidity greater than or equal to 90% (NHRH≥
90%) models were developed by Sentelhas et al. for estimating LWD. The NHRH≥ 90%
model was developed based on a simple assumption, which is the relative humidity
threshold of 90%. The model considers wetness is present when relative humidity is over
90%.
In 1994, an empirical model termed Classification and Regression Tree (CART) was
developed by Gleason and Koehler to predict the occurrence and duration of dew [163]. In
the beginning, the CART model was developed based on hourly recorded wind speed,
relative humidity, and dew point depression (D). D was derived as the difference between
air temperature (Tair) and dew point temperature (Tdew).
𝐷 = 𝑇𝑎𝑖𝑟 − 𝑇𝑑𝑒𝑤

Since dew point is not commonly available at standard local weather stations, the authors
developed an equation to calculate 𝑇𝑑𝑒𝑤 as input for the model.
1

𝑇𝑑𝑒𝑤

𝑅𝐻 8
=[
] ∗ (112 + 0.9 ∗ 𝑇𝑎𝑖𝑟 + 0.1 ∗ 𝑇𝑎𝑖𝑟 − 112
100

The decision tree algorithm generates the final tree to categorize the hourly data
into one of four categories, as shown in Figure 2.3.
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Figure 2.3. Classification and Regression Tree Generated by the CART Model [164].
2.5.3.2 Physical Models
Physical-based models for estimating LWD rely on dew deposition, evaporation,
or intercepted rain. The advantages of this type of LWD models are low spatial variability,
excellent portability, and sufficient accuracy for operational use [165-167]. However, most
Physical-based models require net radiation which is not a measurement commonly
available from local weather stations [168].
The Penman-Monteith (P-M) model was developed to estimate latent heat flux in
order to determine LWD. The P-M equation is simple to use for developing LWD models
because air temperature measurement at the canopy level is not required [169]. The
essential assumption of the P-M equation is that air temperature on the crop canopy is
equivalent to the temperature above turfgrass.
The P-M model has been widely evaluated on various climate conditions around
the world, such as the tropical area in the Philippines, Mediterranean region in southern
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Canada, and the tropical regions of Brazil [166, 170-172]. As a result, the P-M model
performs well under a variety of climate conditions. The P-M, however, showed LWD
overestimation by 133 hours on average in the analysis carried out by Sentelhas et al.
(2005) [151].
2.5.3.3 Hybrid Models
Hybrid models incorporate both empirical and physical models to draw on each
model's strengths. Previous studies have emphasized using Fuzzy Logic (FL) and Artificial
Neural Network (ANN) algorithms to estimate LWD. Kim et al. (2004) used a fuzzy logic
approach to measuring leaf wetness duration based on meteorological variables [164]. The
model named Fuzzy Logic System (FLS) was developed in terms of an empirical model
with energy balance principles. The FLS uses three meteorological variables, vapor
pressure deficit, wind speed, and net radiation (pRn), to classify leaf wetness into wet or
dry. As a result, the FLS model shows an error of less than one hour per day.
Several variations of the ANN-based approach in the literature explain how ANN
can be performed in different domains. For example, Fancl and Panigrahi (1997),
developed the ANN-based model to predict leaf wetness [173]. The model consisted of a
multilayer perceptron with a back-propagated error Neural Network (NN). The model
inputs include air temperature, relative humidity, wind speed, wind direction, solar
radiation, and precipitation. The researchers concluded that the accuracy of the model was
82-96% in leaf wetness prediction.
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Chapter 3: Internet of Things Based Weather-Soil Sensor Station for Precision
Agriculture
3.1

Abstract
This chapter presents the design, development, and testing of a customizable and

cost-effective Weather-Soil Sensor Station (W-SSS) for use in Precision Agriculture based
on high accuracy sensors, wireless communication, cloud data storage, and computation
technology. The W-SSSs operated from July 25, 2018, to September 15, 2018, using an
off-grid power system, Arduino microcontroller, and Wi-Fi connection to the cloud.
Sensor data quality was evaluated using several statistical techniques. The data obtained
from the weather-soil stations illustrate the differences in weather and soil conditions. Both
are relative to the local weather station as well as those within a field. Knowledge of these
differences would allow a farmer to vary planting densities relative to soil conditions,
irrigation control, as well as pest/herbicide management.
3.2

Introduction
Precision Agriculture (PA) is a site-specific management model that supports

improved farming decision systems based on statistical information analysis and real-time
computing modeling [174-176]. Typically, soil moisture and temperature measurements
and crop samples are taken by specialists who travel to a particular field. These samples
will be taken to the lab for further analysis to control any potential disease that could affect
the crop [177]. Regrettably, manual sample processing results in variations in data owing
to imprecise measurements [178-180].

Smart technologies exist in the farming

communities in the United States of America as well as globally can assist farmers in
varying the density of seed and calculating yield production. However, farmers lack an
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economical option to monitor the condition of the field in real-time such as crop health,
weather conditions, soil properties [181, 182].
Internet of Things (IoT) consists of objects attached to a system using smart
technology that can deliver secure and straightforward protocols to exchange data and
wirelessly control the physical world. This stress-free and safe method of gathering field
and crop information is an excellent tool to increase productivity and reduce input costs
[183]. IoT-based technology is a promising solution for smart farming which can connect
fields, producers, and experts in real-time to make better informed critical decisions
regarding crops [184].
Several studies have been conducted to collect crop and weather information by
using soil and crop sensors such as soil moisture and temperature sensors. However,
monitoring one parameter like soil moisture or air temperature might not be enough
information to help farmers to make better decisions regarding plant, soil, and fertilizer due
to microclimate, topography, and soil properties. This study aims to create an IoT-based
Weather-Soil Sensor Station (W-SSS) to collect real-time information for essential PA
parameters in terms of high accuracy, cost-effective, and friendly user interaction. The
study presents the design, development, and testing of a customizable W-SSS to collect
real-time site-specific maps of soil properties, climate conditions, and crop information for
the 2018 soybean growing season in the region of South Dakota. Preliminary tests show
this system is useful, practical, and would enable farmers to make better-informed
decisions in their operations.
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3.3

W-SSS High-Level Overview
The W-SSS consists of hardware to capture, store, and communicate data in real-

time to the cloud for data management which will format and present the data to the user.
A unique feature of the W-SSS is that it can be configured as a single Super-Node system
or as a group of Sensor-Nodes communicating with the Super-Node via a wireless sensor
network. A block diagram of a W-SSS Super-Node and Sensor-Node system is shown in
Figures 3.1 and 3.2, respectively.

Figure 3.1. W-SSS Super-Node Block Diagram.

Figure 3.2. W-SSS Sensor-Node Block Diagram.
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The sensor complement of each W-SSS can be individually tailored to meet the
specific PA requirements. For example, rainfall, wind speed, and solar insolation may be
consistent across a field necessitating only one sensor for each parameter located on one
Super-Node.

However, soil conditions and topography can vary dramatically, thus

requiring one Super-Node and several Sensor-Nodes with additional soil moisture, soil pH,
and soil temperature sensors.
3.4

Hardware Development and Design
The significant components of the W-SSS hardware are station sensors,

microcontroller, and power management.
3.4.1

Station Sensors
In PA, several useful tools can connect fields through IoT technology that farmers

can utilize to enhance crop yield and reduce costs by knowing climate patterns and sitespecific soil conditions. For example, this information will allow the grower to make the
right decisions regarding the optimum time to irrigate, fertilize, control weeds, and detect
diseases. Individual applications involve identifying unique parameters; therefore, the WSSS system is customizable for numerous PA applications. The prototype of the W-SSS
Super-Node is equipped with highly accurate sensors to capture standard required soilweather parameters in various PA applications, including air temperature, humidity,
precipitation, wind speed and direction, solar radiation, soil temperature and moisture at
different depths (4" and 11"), and leaf wetness. Table 3.1. shows the selected sensors and
their parameters. A sensor for each of these parameters is identified with preference given
to high relative accuracy, stock availability, and low cost.
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Table 3.1. Sensor Parameters and Accuracy
Parameter

Sensor

Accuracy

Air temperature.

Sensirion

±0.3°C

Air humidity.

SHT31-D

±2% RH

Precipitation.

Wind speed.

SparkFun
SEN-08942

Not specified

Wind direction.

±3% ~ ±10%
Based on the

Solar radiation

Davis Instruments 6450

Soil temperature

Sensirion

0.5%

Soil moisture

SHT-10

±4.5%

Leaf wetness

PHYTOS 31

300 ~ 1,250 mV

incident angle

Image
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3.4.2

Microcontroller

The Arduino Mega 2560 (Figure 3.3) is an Atmega2560-based microcontroller module,
which is widely accessible and straightforward to use; therefore, it was chosen to
communicate with sensors, Wi-Fi, real-time clock, and SD cards. Arduino Mega 2560.
This sophisticated version of the Arduino microcontroller has more memory space and I/O
pins than other boards on the market (Figure 3.4) [185].

Figure 3.3. Arduino Mega 2560.
•

Fifty-four digital I/O (15 for Pulse Width Modulation (PWM)) and 16 analog
pins.

•

16MHz crystal oscillator.

•

USB cable port to upload code from the computer to the board using ICSP header.

•

Capable of communicating over short distances with other devices using the
synchronous serial data protocol Serial Peripheral Interface (SPI).

•

Regulated 5V and 3.3V supplies

•

Supports I2C communication where pin 20 is reserved for Serial Data Line (SDA),
and pin 21 is reserved for Serial Clock Line (SCL)
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Figure 3.4 Arduino Mega 2560 Pinout and Schematics [186].
A Rugged-Circuits Aussie Shield breakout board with push connectors was used
to connect the individual weather and soil sensors (Figure 3.5) [187]. Moreover, for a
robust connection between station sensors and the microcontroller, RJ45 connectors were
used.

Figure 3.5 Rugged-Circuits Aussie Shield Breakout Board.
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3.4.3

Power Management
For the entire growing season, the W-SSS Node and Super-Node will need to work

independently and unmanned in remote areas. Since grid power was not available, an offgrid power system was required to operate the W-SSS 24 hours a day. A battery-based
power system was developed which consists of a 55 Ah lead-acid battery, a 10W
photovoltaic panel, and a charge controller (Figure 3.6).
The total daily load of the W-SSS was calculated assuming a 100% duty cycle for
the sensors and microcontroller, and a 50% duty cycle for the Wi-Fi module. The daily
energy requirement of 33.6 Wh was determined based on the total of estimated power
consumption (1.4W * 24 hours).
The energy input to the photovoltaic system was determined by estimating the daily
solar insolation for the operating area using the PV-Watts tool developed by NREL [188].
The calculated average daily PV-Watts insolation at the site of the weather stations was 5.5
kW/m2/day. Since a day of sunlight is probable, but not guaranteed during the summer and
the actual performance of the PV device is decreased by losses in the charge controller, a
1.3 charging factor and a 1.1 loss factor in the charge controller was utilized [189]. The
resulting photovoltaic module size was calculated as 8.5W. However, since this is not a
typical size, and since an increase in photovoltaic module output increases reliability, a
10W panel was purchased.
A 12V sealed lead acid battery was selected due to budget and regional availability.
The battery capacity was calculated assuming ten days of autonomy during which there
would be no sun for recharging. The battery was constrained to a maximum of 50% depth
of discharge, which resulted in a capacity requirement of 55 Ah.

49

Figure 3.6. Power System Components.
3.5

System Software and Data Management
The Arduino Integrated Development Environment (IDE) was used to build the W-

SSS program since open source libraries are easy to access and available [185]. Each
sensor required the development of a specific code portion in the setup and a loop. Figure
3.7 shows a generic flow chart for the operation of the station sensors and the data
retransmission process.
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Figure 3.7. Software Flowchart.
3.5.1

Communication and Data Transmission
The collected data by the W-SSS Sensor-Nodes will be transmitted to the Super-

Node where the data packets are combined. The Super-Node was equipped with the
Adafruit TWNIC1500 Wi-Fi module Figure 3.8 to communicate the aggregated data to the
cloud server. The TWNIC1500 is an IEEE® 802.11 b/g/n network controller and
considered ideal for IoT applications. The pinout connections for this module are shown in
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Table 3.2 [190]. The communication will be direct if local Wi-Fi is available; otherwise,
a Wi-Fi hot spot is required (Figure 3.9).
Table 3.2. Adafruit TWNIC1500 Architecture.
Power Pins
Vin

GND

Power-in pin, which
supports 3.3-5.5 VDC.
Ground pin for signal and
power.
SPI Pins

SCK

SPI

clock

input,

which

compatible with 3V or 5V.
SPI data out from the

MISO

module, which supports only
3.3V.
SPI data into the module,

MOSI

which compatible with 3V or
5V.
SPI chip select, pull down

CS

when transmitting to/from
the ATWINC1500.
This pin uses to enable the

EN

entire module and connected
low with a 100K resistor by
default.
A universal asynchronous

RXD/TXD

receiver-transmitter data
pins.

Figure 3.8. Adafruit TWNIC1500
Wi-Fi Module
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Figure 3.9. W-SSS Sensor-Node and Super-Node Data Transmission Path.
3.5.2

Data Security and Privacy Management
Data packets pass between sensor nodes in a wireless sensor network to reach the

gateway or the Super-Node, then to the server database through the internet. During the
packet journey from the sensor to the SD card and the cloud, it is susceptible to theft or
distortion from illegal access. As this information is vital and farmers are concerned about
privacy, robust and powerful protection procedures were used to cover the network
communication to provide data privacy and data integrity [191-193].
3.5.2.1 Data Stored Locally in SD Card.
Due to concern about data loss during the data transmission process across the
network and then to the cloud, an SD card was used in each W-SSS to store the aggregated
data. For more security, An RSA (Rivest-Shamir- Aleman) cryptography algorithm (Figure
3.10) has been applied to encrypt the data saved into the SD card to avoid unauthorized
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access [194, 195]. The practical advantages of using an RSA cryptography algorithm
include:
1. It uses complex arithmetic, which is secure and efficient for its users.
2. It is challenging to crack as it requires difficult factoring of prime numbers.
3. RSA algorithm is an asymmetric key with a simple algorithm.
4. It is ideal for sensor applications due to low power consumption.
5. Suitable for many types of networks.

Figure 3.10. RSA Symmetric Encryption Conceptual Diagram.
•

RSA Algorithm Working Steps

Fundamental to the RSA algorithm is the public key and the private key. The following
steps how the principle of generating public and private keys.
1. Create two random prime values p and q
2. Calculate RSA modulus 𝑁 = 𝑝 ∗ 𝑞
3. Calculate Euler's totient function ∅(𝑁) = (𝑝 − 1) ∗ (𝑞 − 1)
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4. Select the value for the public encryption key (e) where must be e < ∅(N), and e
is coprime to ∅(N), which is Coprime means the two numbers e and ∅(N) don not
share any other factors except for 1.
5. Calculate the private decryption key (d) by using the equation d*e = 1 mod ∅(N)
6. The RSA's keys are generated
Table 3.3. RSA's Keys for Decryption and Encryption Methods
RSA's keys
Private key
p

q

∅(𝑁)

Public key
d

n

e

Decryption method

Encryption method

Decrypt data 𝑚 = 𝑐 𝑑 𝑚𝑜𝑑 𝑛

Cipher data 𝑐 = 𝑚𝑒 𝑚𝑜𝑑 𝑛

Where 𝑑 is the private key.

Where 𝑚 is the original data

3.5.2.2 Data Transmission from Super-Node to the Cloud.
Safe delivery of data collected from the field to the cloud required that the data
packets be securely transferred from the W-SSS to the cloud without corruption. The
TWNIC1500 Wi-Fi module provides secure protocols such as Wi-Fi Protected Access
(WPA/WPA2) for protected communication and data transmission via the internet [190].
3.5.3

Mobile User Interface for Data Access
A mobile app and website (Figures 3.11 and 3.12) were developed to enable the

growers to access field data in a safe, fast, and secure manner. These applications offer a
variety of options to view current weather-soil status, hourly data averaging, and
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historical data, which is a reasonable basis for making precise farm management
decisions.

Figure 3.11. Mobile-Based Application for Accessing Real-Time Field Information.

Figure 3.12. Web-Based Application for Accessing Real-Time Field Information
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3.6
3.6.1

W-SSS Super-Node Deployment
Selection of W-SSSs Deployment Locations
Four W-SSSs Super-Node prototypes were developed and deployed at soybean fields

in the east-central region of South Dakota (Figure 3.13). The W-SSS1 and W-SSS2 were
installed in the same soybean field in Red Rock, SD, at different elevations. The W-SSS1
and W-SSS2 were located at 43° 38' 44.8116'' N 96° 29' 28.7052'' W at an altitude of 1555.1
feet and 43° 38' 44.88'' N 96° 29' 7.548'' W at an altitude of 1505.9 feet, respectively. The
W-SSS3 was deployed in the Volga, SD at 44° 18' 6.4044'' N 96° 55' 32.2752'' W at an
altitude of 1637.1 feet, whereas W-SSS4 was deployed in Eureka, SD at 44° 29' 4.7904''
N 96° 47' 45.096'' W at an altitude of 1712.6 feet.

Figure 3.13. W-SSSs Deployment Locations
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Figure 3.14. Low Elevation Deployment W-SSS1 (a) and High Elevation
Deployment W-SSS2 (b) in Red Rock, W-SSS3 Deployment in the Volga (c), and
W-SSS4 Deployment in the Eureka (d).
Soybean fields were chosen because it is a common crop in the area and prone to
weather-related diseases such as white mold [196]. During an interview conducted on July
11, 2018, Assistant Professor Emmanuel Byamukama, extension plant pathologist, South
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Dakota State University, stated that a diverse weather condition, soil properties, and land
topographies are a real test for W-SSSs performance. Therefore, the various soybean fields
were selected as well as specific sites within this field to assess potential weather variations
due to minor differences in elevation (Figure 3.14).
3.6.2

System Operation and Maintenance
The W-SSSs operated from July 25, 2018, to September 15, 2018. During this

time, each W-SSS recorded the following ten weather-soil parameters every 30 seconds:
air temperature, humidity, precipitation, wind speed and direction, solar radiation, soil
temperature and moisture at depths of 4" and 11", and leaf wetness. Collected data was
simultaneously stored internally in an SD card and sent to a server database in the cloud
for further review. The W-SSSs were regularly inspected to assess the battery status, power
system, the physical condition of the system, and to regulate the height and position of the
leaf wetness sensor to match the current crop canopy (Figure 3.15).

Figure 3.15. The Moveable Arm Holds the LW Sensor Close to the Crop Canopy.
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3.7
3.7.1

Results and Analysis
Data Collection and Transmission
Internet speed and Wi-Fi have increased considerably in recent years. However,

one consequence of data transmission via Wi-Fi is the vulnerability of the network resulting
in loss of packets and delays and reduced network performance. Therefore, the W-SSS
systems were investigated to determine if all data stored was also transmitted and received.
Two large data sets with more than 60,000 data points each stored in the cloud from WSSS1 and W-SSS2 were compared to the data saved locally in the SD. The data loss rate
for W-SSS1 and W-SSS2 was 0.013% and 0.009%, respectively (Figure 3.16). The reason
for the transmission error was a loss of connectivity between the Wi-Fi shield and the
internet hotspot. Thus, to avoid potential permanent data loss, the data was saved to the SD
card for later transmission to the cloud when a stable connection is available.

Figure 3.16. Data Transmission Rate from W-SSSs to the Cloud
A future improvement to reduce or prevent data transmission error would include
the addition of a binary Transmission Confirmation Tag (TCT) to the end of each data
packet. The TCT value is a one if an internet connection is available at the data transmission
time; otherwise, TCT will be zero. At a later time, when the internet connection becomes
available, all data packets with TCT = 0 will be re-transmitted to the cloud.
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3.7.2

Data Validation
Real-time field monitoring for precision agriculture relies on quality information

collected from a field to make informed decisions. However, the raw data received from
WSNs may include errors such as noise, drift, outliers, etc. due to environmental effects,
power problems, hardware damage, software problems, network problems, and security
attacks [197]. Therefore, a Graphical User Interface Data Validation Tool (GUIDVT) was
developed based on statistical techniques for validating sensed data based on the historical
data at a particular period (Figure 3.17).

Figure 3.17. Graphical User Interface Data Validation Tool
Visual Studio 2017 (Microsoft Corporation) and R language were used to develop
the validation tool. This tool looks for four common types of potential errors: out of
range, stuck-at, outliers, and missing values [197, 198].
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3.7.2.1 Out-of-Range Fault
Every sensor has a maximum and minimum possible value of parameter that can
be measured [23]. For instance, the humidity sensor cannot have a valid output higher than
100% RH. Table 3.4 shows the minimum and maximum sensed value from each applied
parameter in the W-SSS compared to the original sensor range, and data values out of the
sensing range were considered an out-of-range error. The data was analyzed and verified
that no sensor delivers any parameters that were outside of the manufacturer's
specifications.
Table 3.4. Minimum and Maximum Values for the Applied Sensors Parameter

W-SSS1
S. N.

Sensor's parameter

W-SS2

Sensor range
MIN

MAX

MIN

MAX

1.

Temperature

-40~+257 °F

46.3

99

40.85

100

2.

Humidity

0~100% RH

31.87

100

29.06

100

3.

Precipitation

0.0161*n

0

0.14

0

0.18

4.

Wind Speed

Not specified

0

13.63

0

10.96

5.

Wind Direction

0 to 315

0

315

0

315

6.

Sun radiation

0 to 1800 W/m2

0

1732.61

0

1554.08

7.

Soil Temperature at 11"

-40°C ~ 248°F

50.33

59.71

47.34

57.06

8.

Soil Moisture at 11"

0~100% RH

54.08

100

91

100

9.

Soil Moisture at 4"

0~100% RH

0

87.60

0

100

10.

Leaf wetness

250 ~ 1500 mV

0

171

0

201

3.7.2.2

Stuck-at Fault
Data that is "stuck" at a constant value either within or outside the expected range

is usually considered a Stuck-at fault or constant fault [197]. For this work, a series of data
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that exhibits zero or nearly zero variation for some time will be considered as a stuck-at
fault error [199]. The calculated variance for temperature in randomly selected periods of
an hour, day, and week shows values of 0.79, 192.24, and 206.91, respectively. Since the
statistical variance was greater than zero, this is strong evidence that the sensed data had
no stuck-at fault errors. However, some parameters such as relative humidity, wind speed,
sun radiation, soil moisture, and leaf wetness have some constant values by nature at a
specific period or at particular weather and soil conditions. For example, the solar radiation
at night will be zero; yet this would not be considered a fault. Accordingly, this assessment
technique was not appropriate for these parameters.
3.7.2.3 Outliers
Data that are within the sensor range but lying an abnormal distance from adjacent
data points are considered outliers [200]. The types of outliers investigated include
Additive, Innovation, Level Shift, and Temporary Change [39, 201]. The statistical
functions in R language were used to search the data set for outliers such as Temporary
Change (TC), Additive Outlier (AO), Level Shift (LS), and Innovation Outlier (IO).
Figure 3.18 shows the three TC potential outliers observed in the temperature data.
These potential outliers were a significant increase or decrease in a temperature value in a
series compared to the previous value. For example, on August 22, 2018, at 11:00 PM,
there was a decrease in temperature from 73.14 °F at index 524 to 56.16 °F at data index
525. Two potential outliers with a dramatic increase in temperature were observed at
exactly 9:00 AM on August 25 and 29. No other types of outliers were found.
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Figure 3.18. Three Potential Outliers Observed in the W-SSS2 Temperature Data.
3.7.2.4 Missing Values Fault
Missing data values can occur in sensor networks due to problems such as sensor
quality, power instability, sensor failure, and sensor interference [202]. No missing values
were observed.
3.7.3

Short-Time Forecasting Model for Assessing Data Quality
Time series analysis is valuable for assessing data quality when that data is periodic

[203]. An Autoregressive Integrated Moving Average (ARIMA) model was used to
evaluate the data quality by forecasting a short period of temperature. The stationarity and
seasonality of temperature data were investigated by using standard Dickey-Fuller. The
Dickey-Fuller results showed statistical significance at α=0.05; giving stationarity
evidence of the selected data. Also, the autocorrelation function plot in Figure 3.19 shows
significant decay in legs, which actively supports the Dickey-Fuller test results. A simple
check for seasonality was performed on an hourly average of temperature collected from
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W-SSS1 by examining the plot of the additive decomposition function. The peak around
noon in each day of the sample temperature data indicates that the time series contains
some daily seasonality (Figure 3.20).

Figure 3.19. Hourly Average Temperature, for Red Rock, August 1-31, 2018 (a), the
Autocorrelation Function (b)

Figure 3.20. Decomposition of the Additive Time Series
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3.7.3.1 Developing the ARIMA Models
For data quality, two ARIMA models were selected to forecast 24 hours of
temperature, one model with suspected outliers in its training set, and the other without
suspected outliers (Table 3.5).
Table 3.5. Selected ARIMA Models
N

Model

Training set Testing set outliers

1

ARIMA(1,0,2)(2,1,1)[24]

30 days

One day

With

2

ARIMA(1,0,1)(2,1,0)[24]

7 days

One day

Without

3.7.3.2 Interpreting the Fitted Models
Basic model diagnostics performed were to check the effect of the observed outliers
on the model behavior, as well as testing normality of the residuals. The Autocorrelation
Function (ACF) and Ljung-Box tests were used to investigate the autocorrelation among
forecasting residuals.

Figure 3.21. Autocorrelation Function Plot for Model 1 (a) and Model 2 (b)
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The correlogram plot of the ACF in Figure 3.21 shows that the autocorrelation
among ACF's lags never exceeded the error bounds. At the same time, the Ljung-Box test
for model 1 and model 2, indicated strong evidence of non-autocorrelations in the forecast
errors at lags 1-7 in both models.
For determining whether the forecast errors are normally distributed with mean zero
and constant variance, a Jarque–Bera test was carried out (Figure 3.22). While the Jarque–
Bera test was statistically insignificant, which means the residuals were not normally
distributed, the histogram shows that the residuals were approximately normally
distributed with mean zero and constant variance.

Figure 3.22. Forecasting Errors in Model 1 (a) and (b) and Model 2 (c) and (d)
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Figure 3.23 compares the 24 hours of forecasted temperature with the actual
recorded temperature for both models. Model 1 had an accuracy of 94.49% with Main
Absolute Percentage Error (MAPE = 5.51% ) and Main Absolute Squared Error (MASE =
0.58). Model 2 had an accuracy of 94.54% with (MAPE=5.46%) and (MASE = 0.55).
These initial diagnostic tests were simply used to assess the overall effect of both ARIAM
models in forecasting temperature with or without outliers.
The initial models model was conducted for data that include outliers, and the
results showed little evidence the potential outliers had little effect on the predicted
temprature. Future work will model additional covariates collected that were not included
in the analysis of Model 2 because that model's dataset did not have any outliers.

Figure 3.23. Forecasted Data (b and d) vs. Original Data (a and c)
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3.7.4

Site-Specific Versus Local data
Several sources of general weather information are available for growers such as

government stations, local TV, and radio.

However, the specific weather and soil

characteristics vary from region to region. This lack of site-specific information makes it
difficult to make precise decisions related to crop management. The nearest local weather
station, KFSD, is located in Sioux Falls, SD, and approximately 10 miles from the field
where W-SSS Super-Nodes were deployed. Figure 3.24 compares temperature, relative
humidity, and wind speed information recorded from W-SSS1, W-SSS2, and KFSD.
While the data trends are very similar, there are apparent differences in weather conditions.
For example, the daily temperature excursions are wider in the soybean field than in the
city. This deviation is likely due to the thermal mass of the concrete and asphalt in the city
of Sioux Falls moderating the temperature (heat island effect).

Figure 3.24. Comparison of W-SSS1, W-SSS2, and KFSD Temperature, Relative
Humidity, and Wind Speed.
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3.7.5

Site-Specific Data Variations
Site-specific information, especially crucial for PA, is lacking from the local

weather station. This limitation includes field parameters such as soil moisture, soil
temperature, and leaf wetness. While some stations do provide some of this information,
due to varying soil conditions, this information is not precise. Furthermore, the conditions
within a specific field can also vary tremendously [204]. While the geographic distance
separating W-SSS1 and W-SSS2 is only about 0.32 miles, their data represent very
different field conditions (Figure 3.25). The W-SSS1 is located at a higher elevation in the
field, which results in lower leaf wetness, lower soil moisture, and higher soil temperature.
Accordingly, the W-SSS2 location likely receives more rainfall runoff with lower
evaporative losses which results in higher leaf wetness and higher soil moisture.
Knowledge of these differences would allow a farmer to vary planting densities relative to
soil conditions, irrigation control, as well as pest/ herbicide management.

Figure 3.25. Comparison of Soil Moisture, Soil Temperature, and Leaf Wetness Data
Collected from W-SSS1 and W-SSS2.
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3.8

Conclusions
A weather-soil station was developed and successfully deployed for the 2018

growing season. ARIMA forecasting models showed an excellent fit to the data indicating
high-quality data that would be suitable for precision agriculture. The data obtained from
the weather-soil stations illustrate the differences in weather and soil conditions, both
relative to the local weather station as well as those within a particular field. Knowledge
of these differences, readily available on a cell phone application, is expected to facilitate
and improve PA. Statistical and machine learning techniques could be integrated into the
app for various PA applications that can make significant improvements in decisionmaking strategies.
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Chapter 4: Forecasting Soybean Leaf Wetness Duration in the Region of South
Dakota using Machine Advanced Learning
4.1

Abstract
Leaf Wetness Duration (LWD) is a crucial source of a risk for a variety of crops in

forms of bacterial, fungal, and water molds diseases. The environmental variable LWD is
not commonly available at local weather stations; however, estimating LWD based on sitespecific meteorological variables is an alternative method for spatial measurement. This
study aimed to develop empirical models based on advanced machine learning algorithms
to predict LWD on the canopy of the soybean crop in the region of South Dakota. The
promising results of the developed LWD models, such as Random Forest (RF) and
Gradient Boosting Decision Tree, can enable plant disease-warning systems in assessment
of the potential risk of plant diseases such as white mold. As a result, all models illustrated
applicability and suitability in the LWD forecast. However, the XGBoost and RF models
outperformed the other applied models by delivering remarkable results on all evaluation
processes for all used datasets with an accuracy greater than 95% in LWD prediction.
4.2

Introduction
Leaf Wetness (LW) indicates the presence of free water on plant canopy, trees,

grass, and bushes. The sources for wetness are rainfall, dew, fog, guttation, and irrigation.
The wetness phenomenon is easily observed with the naked eye as individual drops or
water films with a small thickness [148]. Condensed water vapor on a surface is a key for
dew formation, especially when canopy surface temperature drops below the dew point.
Moreover, the primary sources of water vapor that can cause dew are water vapor arising
from both the atmosphere above the crop canopy and the soil surface; the first type is called
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dewfall, while the second type is called distillation [205]. Dew typically occurs during
clear-sky nights when long-wave radiation from the canopy to the surrounding atmosphere
causes cooling of the plant canopy [206].
For centuries, the association between Leaf Wetness Duration (LWD) and plant
disease has been investigated and considered a critical factor for plant disease development
[206]. Discovery of the relationship between plant disease and leaf wetness started as early
as 1853 when DeBary linked a Phytophthora infestation in a potato crop with the presence
of free water on the plant canopy [207]. It is the time duration of conducive environmental
conditions that aid disease development: pathogen activities like infection, spore
production, and spore release, can increase risk ratio through leaf wetness period [207209]. Infection incidents were also linked with the air the temperature during wet periods
which is necessary to infect plants for germination of most plant pathogens [210]. For
instance, one of the top 10 fatal diseases in soybean crops is Sclerotinia Stem Rot (SSR)
(also known as white mold) requires leaf wetness for development [211]. In 2014, white
mold reduced the yield in the United States soybean growing regions by 1.1 million tons
costing farmers roughly $511 million based on market prices [212].
Even though LWD monitoring is very important for estimating the risk of outbreaks
of various plant diseases, measuring crop wetness duration can be a difficult task for many
growers due to the high costs of equipment setup, maintenance, and data management.
Moreover, the lack of a standard protocol for LW measurement leads to LW as a nonstandard meteorological variable for most official weather station networks. Thus, the
ability to model and forecast LWD from common weather station parameters may be a
suitable alternative to actual LWD measurement.
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Disease Warning Systems (DWS) have been widely developed and used for
management decision assistance to help prevent diseases and reduce risks among crops by
enabling growers to monitor and control the use of fungicide or bactericide sprays [213].
A critical limitation of disease-warning systems use is the lack of availability and reliability
of LWD data. Typically, the DWS decision to apply crop chemicals is based on fixed
calendar dates or the predicted risk of disease according to environmental conditions [214,
215]. Since LWD is a crucial factor for several types of plant diseases due to a favorable
temperature for infection, it is considered an essential input for DWS. Therefore, chemical
sprays based on the predicted risk are highly recommended for fungicide and bactericide
management due to lack of site-specific information for the microclimate within the field
[215, 216].
LWD models have been classified into three classes empirical, physical-based, and
hybrid. Empirical models for predicting LWD are generally developed based on regression
or classification analysis and the relationships between wetness and meteorological
parameters such as relative humidity, temperature, rainfall, net radiation, wind speed, and
soil moisture. Estimating LWD using Empirical models such as Number of Hours of
Relative Humidity (NHRH) and Classification And Regression Tree/Stepwise Linear
Discriminant (CART/SLD) are more tolerant to input data errors and have been widely
developed due to limited meteorological parameters [162, 164, 168]. Physical-based LWD
prediction models are usually built on the energy balance approach by simulating the
physical system of dew formation and evaporation on the leaf surface. Physical-based
models such as Penman-Monteith (PM) are distinguished by being spatially portable and
accurate [217]. Nevertheless, they are complicated and require extensive meteorological
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parameters such as net radiation which is an uncommon measurement at local weather
stations. The hybrid model generated by combining empirical and physical models would
be robust due to the strengths of both model types in terms of portability, reliability, and
generalizability.
4.3
4.3.1

Materials and Methods
Data collection and validation
Four Weather-Soil Sensor Stations (W-SSSs) [218] prototypes were developed and

deployed in the 2018 growing season at soybean fields with diverse weather conditions,
soil properties, and land topographies. All were located in the South Dakota region: Red
Rock with High Elevation (RRHE) and Red Rock Low Elevation (RRLE), Volga, and
Eureka. Also, the specific sites within the Read Rock field were chosen to assess potential
weather variations due to minor differences in elevation.
Table 4.1: Selected Location for Deployed W-SSSs
Station ID

Town

Latitude

Longitude

Elevation [ft]

W-SSS 1

Red Rock 43.645781 -96.491307

1555.1

W-SSS 2

Red Rock

-96.48543

1505.9

W-SSS 3

Volga

44.301779 -96.925632

1637.1

W-SSS 4

Eureka

44.484664 -96.795860

1712.6

43.64580

Nine site-specific weather-soil parameters were chosen for the prototype W-SSS.
These parameters, commonly used in PA applications, included air temperature, humidity,
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precipitation, wind speed and direction, solar radiation, soil temperature and moisture at
different depths (4" and 11"), and leaf wetness. The W-SSSs operated from July 25, 2018,
to September 15, 2018. During this time, each W-SSS recorded ten weather-soil parameters
every 30 seconds. Data was concurrently stored internally in an SD card and sent to a server
database in the cloud.

Figure 4.1. Developed Weather-Soil Sensor Stations

4.3.2

Data Validation
Data collected from a field may include errors such as noise, drift, and outliers. The

typical reasons for these errors include the effects of power problems, hardware damage,
software problems, network problems, and security attacks [197]. Since precision
agriculture relies on quality information collected from a field to make informed decisions,
several statistical techniques were used to assess the validity of the data provided by the
W-SSSs. For example, collected data show high quality by successfully passing the most
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necessary tests for data collected from a wireless sensor network such as Out-of-Range
Fault, Stuck-at Fault, Outliers, and Missing Values Fault.
4.3.3

Wetness measurement
There are various ways to measure LWD, whereas using electronic and mechanical

sensors are common ways. Electronic sensors represent wet or dry periods by measuring
resistance or dielectric constant based on the considered threshold. Flat and square-shaped
electronic sensors have printed-circuit electrodes to measure resistance. The resistance
(measured with a half bridge) is highest when the sensor electrodes are dry; dropping
gradually with adsorbed moisture. The presence of wetness or frost also alters the dielectric
constant on the sensor surface. Dielectric constant based electronic sensors measure a the
dielectric constant of the media about 1 cm from the upper surface of the sensor [219]. The
sensor output is a millivolt signal proportional to the amount of water or ice present on the
sensor surface, which is more accurate than other sensors used for LW measurement [219].
The Phytos 31 capacitive LW sensor has been specially designed to closely
approximate the thermodynamic properties of a leaf. If the specific heat of a plant leaf is
estimated at 3,750 J/kg K, the density is expected to be 0.95 g/cm3. The thickness of a
typical leaf is 0.4 mm and the heat capacity of the leaf is 1,425 J/m2 K. This is closely
approximated by the thin (0.65-mm) fiberglass construction of the PHYTOS 31, which has
a heat capacity of 1,480 J/m2 K. By mimicking the thermodynamic properties of a real
leaf; the PHYTOS 31 more closely matches the wetness state of the canopy. In this study,
a PHYTOS 31 dielectric constant sensor (Figure 4.2) was used and adjusted weekly to
ensure the height and position of the sensor matched the crop canopy.
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Figure 4.2. Leaf Wetness Measurement in the Field.
4.4

Machine Learning Algorithms
In ML, no one algorithm or solution can fit all problems. Several factors can affect

the decision to choose the best ML algorithm for a particular problem, such as type, kind,
and quality of data, type of input, and type of output. Most real problems are very open
and require a trial and error approach; therefore, many supervised learning algorithms for
classification and regression have been developed. Forecasting LWD is one of the realworld problems that need the trial and error approach of ML due to the variation in
microclimate, soil properties, plant variety. In this study, thus, several ML models were
developed to predict LWD on the canopy of the soybean crop.
Developed ML models include logistic regression, K Nearest Neighbor (K-NN)
classification, Support Vector Machine (SVM); each of which will be discussed in detail.
Also, advanced tree-based algorithms were used, such as the Classification and Regression
Trees (CART), Extreme Gradient Boosting (XGBoost), and Random Forest (RF)
algorithms. In all developed models, site-specific real-time collected data will feed to the
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model to perform the training process, and a new set of data will be used to test the model's
performance, as shown in Figure 4.3.

Figure 4.3. Principle of Leaf Wetness Forecasting Model.
4.5

Machine Learning Models Evaluation
Evaluating a model is a critical aspect of developing an efficient machine learning

model. The data was divided into training and testing groups to avoid overfitting of the
model. The training set is used to train the model and the testing set for evaluating the
model performance. Several evaluation metrics were used to estimate the general accuracy
of a model using new data. Since several ML models were investigated to estimate leaf
wetness duration, various ways of metric and non-metric techniques were used and
discussed to check model performance. For example, evaluation techniques such as
Confusion Matrix, Classification Accuracy, Precision, Recall, Specificity, Area Under
Curve (AUC), Receiver Operating Characteristics (ROC) curve, and Cross-Validation
were used for the various models.
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4.5.1

Training and Testing Data Sets
Data was collected from all soybean fields in real-time every 30 seconds. However,

the data was averaged in 15-minute periods before applying to the ML-based models. For
each location, data was divided into training (80%) and testing sets (20%). An All
Locations data set was randomly sampled and generated from all the other data sets.

Figure 4.4. Number of Data Rows Per Data Set

4.5.2

Confusion Matrix
A confusion matrix is matrix of N x N or table that is used for summarizing the

performance of an ML classification algorithm [220], where N represents the model
outcome or the number classes that the model has to predict. For binary classification, the
dimension of the confusion matrix is (2 x 2). The confusion matrix is the basis for
measuring Recall, Precision, Specificity, Accuracy, and AUC-ROC Curve. The elements
of the confusion matrix are:
1. True Positives (TP): Predicted positive and are actually positive.
2. True Negatives (TN): Predicted negative and are actually negative.
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3. False Positives (FP): Predicted positive and are actually negative.
4. False Negatives (FN): Predicted negative and are actually positive.

Figure 4.5. The Simple Form of the Confusion Matrix.
4.5.3

Model Accuracy
The most common way to judge a model performance is by using the metric

accuracy, and it is calculated from the confusion matrix.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

4.5.4

𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁

Precision
Precision (𝑃) helps to measure the percentage of positive cases out of the total

predicted positive case. It is calculated by the number of (𝑇𝑃) divided by the number plus
the number of (𝐹𝑃).

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
𝑇𝑃
=
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
𝑇𝑃 + 𝐹𝑃
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4.5.5

Recall
Recall (𝑅) or sensitivity is the percentage of actual positives that are correctly

predicted. It is calculated by the number of (𝑇𝑃) divided by the number (𝑇𝑃) plus the
number of (𝐹𝑁).

𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
𝑇𝑃
=
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
𝑇𝑃 + 𝐹𝑁
Table 4.2. Complete Confusion Matrix
Target

𝑪𝒐𝒏𝒇𝒖𝒔𝒊𝒐𝒏 𝑴𝒂𝒕𝒓𝒊𝒙

Positive

Negative

Positive

𝑇𝑃

𝐹𝑁

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝑉𝑎𝑙𝑢𝑒

𝑇𝑃
𝑇𝑃 + 𝐹𝑁

Negative

𝐹𝑃

𝑇𝑁

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝑉𝑎𝑙𝑢𝑒

𝑇𝑁
𝐹𝑃 + 𝑇𝑁

Model

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦

𝑇𝑃
𝑇𝑃 + 𝐹𝑃

4.5.6

𝑇𝑁
𝐹𝑁 + 𝑇𝑁

𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =

𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁

Variable Importance
Variable importance characterizes and ranks the statistical significance of each

predictor in the training process of the applied ML model and their contribution to the
model [221].
4.5.7

Quantifying Model Prediction Error
In ML, it is essential to analyze model behavior and prediction error to explain how

samples are correctly classified into the target category. Thus, several statistical measures
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were used depending on the applied model, such as Mean Absolute Error (MAE), Root
Mean Squared Error (RMSE), Out-Of-Bag (OOB) error, and Root Node Error (RNE)
[222].
4.5.7.1 Mean Absolute Error (MAE)
MAE helps to measure the average magnitude of the errors in a set of predictions
regardless of the error direction by using the absolute differences between forecast and
actual observation in the testing dataset [223].
1

1
𝑀𝐴𝐸 = ∑ |𝑦𝑗 − 𝑦̂𝑗 |
𝑛
𝑗=1

4.5.7.2 Root Mean Squared Error (RMSE)
The relationship between RMSE and classification lies in measuring the standard
deviation of the predictions. RMSE or Error-rate (misclassification) is used to measure
classifier performance [223].
𝑛

1
𝑅𝑀𝑆𝐸 = √ ∑(𝑦𝑗 − 𝑦̂𝑗 )2
𝑛
𝑗=1

Both MAE and RMSE describe average model prediction error in variable-ofinterest units with a range between 0 to ∞.
4.5.7.3 AUC – ROC curve
Receiver Operating Characteristic Curve (ROC) curve is an excellent measurement
for classification problems at various threshold settings; typically, the threshold is set to
0.5 or based on the best cut-off [224]. ROC is defined as a probability curve while the Area
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Under Curve (AUC) characterizes the relative accuracy by measuring the area separating
the ROC and a line drawn at 45-degree diagonal in the ROC space [225]. Classifiers that
have a better performance will give curves closer to the top-left corner. However, if FP =
TP, a random classifier is expected to show points lying along the diagonal. The main goal
of AUC-ROC is to show how well the developed model can distinguish between target
classes, such as Wet or Dry in our case.

Figure 4.6. AUC – ROC Curve

4.5.8

Cross-Validation
One of the crucial ways to enhance the performance of applied ML models is by

using the Cross-Validation technique [226], such as the k-fold cross-validation method.
This sophisticated approach uses the entire dataset to train and test a given algorithm by
randomly dividing the whole dataset into k subsets (also known as folds) to gain a less
biased estimate of prediction error.
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4.6
4.6.1

Forecasting LWD Models
Binary Logistic Classification Algorithm
Binary logistic regression, noted as binary classification [227], consists of a logistic

or sigmoid function (Figure 4.7) that is designed to map the outcome coded as 1 (Wet) or
0 (Dry). In general, the logistic regression model expects 𝑃(𝑌|𝑿) as a function of X, where
Y represents the dependent variables, while X represents the independent variables.

Figure 4.7. Standard Sigmoid Function for Binary Logistic Regression.
For predicting leaf wetness status (wet or dry), the binary logistic regression model
was used on five data sets with m observations, each containing n features. For each
observation, we will have m row vectors 𝑥𝑖 of dimension n+1 (Temperature, Humidity,
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WindSpeed, SoilMoisture, SoilTemperature, Irradiation). The model outcome or labels, Y
(leaf wetness status), can only be zero or one (wet or dry).
4.6.1.1 General Model
The conditional probability of a plant leaf status given observation 𝑿 can then be
modeled as the sigmoid function (Figure 4.7). Binary logistic regression is achieved by
taking the log odds of the event ln(P/1-P), where P is always between 0 and 1 to represnt
the event’s probability.

𝑃𝑖_𝑙𝑒𝑎𝑓
𝑍𝑖 = 𝑙𝑛 (
) = 𝛼 + 𝛽1 𝑋1 + ⋯ + 𝛽𝑛 𝑋𝑛
1 − 𝑃𝑖_𝑙𝑒𝑎𝑓

(1)

Where: 𝑷𝒍𝒆𝒂𝒇 is the probability that the leaf is dried or wet and 𝜶𝟎 is the intercept.

𝑃𝑖_𝑙𝑒𝑎𝑓

𝑒𝑧
𝑒 𝛼+𝛽𝑖 𝑥𝑖
= 𝐸(𝑦 = 1|𝑥𝑖 ) =
=
1 + 𝑒𝑧
1 + 𝑒 𝛼+𝛽𝑖 𝑥𝑖

(2)

4.6.1.2 Model Training and Fitting
For implementing the binary logistic classification model based on equation
(2), the glm() function with the family argument (binomial) from R package caret
was applied on all datasets to predict LWD in the soybean crop. The model fitting and
tuning parameter have been defined to train the model based on the training data set
(training set); also, all datasets, all features were centered and scaled as pre-processing to
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improve model performance. The type of resampling was specified by using 10-fold crossvalidation with (10) times of replicates, as illustrated in Figure 4.8.

Figure 4.8. Tuning and Fitting the Binary Classifier Model.
4.6.1.3 Variable importance
Predictors of Humidity, Irradiation, and Wind-Speed are most significant to the
binary classifier. In contrast, predictors such as Temperature, Soil-Moisture, and SoilTemperature were less significant, as illustrated in Figure 4.9. For example, the variable
significance of (all location) dataset of the applied predictors of Humidity, Soil-Moisture,
Wind-Speed, Irradiation, Temperature, Soil-Temperature was 36.752, 20.61, 19.857,
18.95, 10.543, 6.66, respectively. In general, the most significant predictor variable for all
datasets is humidity, with values that range from 14.826 to 36.752.
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Figure 4.9. Binary Logistic Classifier Features selection and Their Importance.
4.6.1.4 Model Performance
As illustrated in Table 4.3 and Figure 4.10, the binary logistic classifier model
provided an accuracy that ranges from 0.77 to 0.85. The classifier shows good accuracy
on datasets of sites of all locations, Eureka, and RRLE, with values of 0.85, 0.84, 0.87,
respectively, while datasets of RRHE and Volga show low accuracy of 0.81 and 0.77,
sequentially. In general, this weak performance was due to the linear decision boundary
that the Binary logistic classifier uses to distinguish between target classes.

88
Table 4.3. Binary Logistic Classifier Model Performance with All Datasets
All Locations Eureka RRHE RRLE Volga
Accuracy

0.85

0.84

0.81

0.87

0.77

Kappa

0.68

0.67

0.46

0.73

0.42

Sensitivity

0.77

0.79

0.51

0.82

0.45

Specificity

0.90

0.89

0.91

0.90

0.92

Pos Pred Value

0.84

0.89

0.67

0.85

0.73

Neg Pred Value

0.86

0.79

0.84

0.89

0.78

Balanced Accuracy

0.84

0.84

0.71

0.86

0.69

Figure 4.10. Binary Logistic Classifier Performance.
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4.6.1.5 AUC-ROC Curve
The ROC curves in Figure 4.19 were generated by plotting the True Positive (TP)
against the False Positive (FP) for all applied datasets, which indicates the trade-off
between sensitivity (TP) and specificity (1 – FP). The ROC curves in Figure 4.19 of both
datasets Volga and RRHE show less performance on ROC and AUC. Moreover, the AUC
for all datasets has values that range from 0.822 to 0.924, which indicates that the binary
logistic classifier model performed very well on datasets RRLE, all locations, and Eureka.
Optimal ORC curves
1.0
0.8

Sensitivity

0.6
0.4

All locations (AUC:0.913)
Eureka (AUC:0.919)
RRHE (AUC:0.871)
RRLE (AUC:0.924)
Volga (AUC:0.822)

0.2
0.0
1.0

0.8

0.6

0.4
Specificity

0.2

0.0

Figure 4.11. Optimal ROC Curves for the Binary Logistic Model for All Datasets
4.6.1.6 Model Prediction Error
Model prediction error in terms of the RMSEs and MAEs delivered small values
on average, as illustrated in Figure 4.12. The RMSE has values that range from 0.359 to
0.477, whereas the MAE shows values that range from 0.129 to 0.228. Moreover, the
conducted comparison between correct predicted and wrong predicted in Figure 4.13
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among both target classes wet and dry in all datasets supported the RMSE and MAE
results. The observed misclassification was small in both target classes compared to the
correct prediction.

Figure 4.12. RMSE and MAE for the Binary Logistic Classifier Applied on All
Datasets

Figure 4.13. Correct Classification VS. Misclassification in Both Classes Wet and Dry.
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4.6.2

K-Nearest Neighbors Algorithm
The supervised ML algorithm K-Nearest Neighbors (K-NN) uses a non-parametric

classification method to classify new data into the target class based on similarity to
neighboring observations [228].

Figure 4.14. Principle of K-NN Algorithm
4.6.2.1 Distance Function for Measuring Similarity
A new data point is classified by a majority vote of its neighbors to be assigned to
the target class most like its K nearest neighbors by calculating a distance function. There
are many ways to calculate the distance function, such as Euclidean, Manhattan, and
Minkowski functions. However, the Euclidean is a typical distance function that is usually
used by the K-NN algorithm for classification problems. For bivariate data represented by
(x,y), the formulas for these distances are:

𝑘

𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 = √∑(𝑥𝑖 − 𝑦𝑖 )2
𝑖=1
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𝑘

𝑀𝑎𝑛ℎ𝑎𝑡𝑡𝑎𝑛 = ∑ |𝑥𝑖 − 𝑦𝑖 |
𝑖=1
𝑘

1⁄
𝑞

𝑀𝑖𝑛𝑘𝑜𝑤𝑠𝑘𝑖 = (∑(|𝑥𝑖 − 𝑦𝑖 |)𝑞 )
𝑖=1

4.6.2.2 Selecting an Optimum K
Choosing an optimum hyperparameter K for the K-NN algorithm is not an easy
task since it can affect the performance of the classifier. K is considered as controlling the
decision boundary shape which can affect the overall accuracy of the final model. Applying
a small value of K will deliver an excellent fit with low bias and high variance. However,
choosing a large value of K will contribute to smooth decision boundaries with high bias
and low variance, as illustrated in Figure 4.14.

Figure 4.15. K-NN Decision Boundaries for Small and Large K [229].
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4.6.2.3 Model Training and Fitting
The K-NN classifier model was built to predict LWD in a soybean crop by using
the Euclidean distance function and Cross-Validated (10-fold, repeated 10 times) with
automatically selecting the best K between 1 and 60, inclusive. For all datasets, all features
were centered and scaled as pre-processing to enhance model performance.

Figure 4.16. Tuning and Fitting the K-NN Model.

For example, in Figure 4.15, the R code implementing the K-NN algorithm is given
with the specified option for tuning the model. As a result of automatic selecting K, K=5
was the best value that minimizes the gap between training and test data sets (all locations
dataset) since it delivered the highest ROC with a value of 0.98. Also, the best K selected
by the K-NN algorithm for the datasets of Eureka, RRHE, RRLE, and Volga was 5, 5, 6,
and 4, respectively. Applying a proper K will help the model to minimize the
misclassification rate by generating the right decision boundary.
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Figure 4.17. Number of Neighbors (K) versus ROC on All Locations Dataset.
4.6.2.4 Variable Importance
Selecting the right predictors is the key to model performance. In classification
models, there is unique variable importance for each applied predictor. All predictors used
in the K-NN model show functional significance (Figure 4.15). For example, the variable
significance of (all location) the applied predictors of Humidity, Temperature, Irradiation,
Wind-Speed, Soil-Temperature, and Soil-Moisture was 0.86, 0.77, 0.71, 0.69, 0.59, and
0.59, respectively. In general, the most significant predictor variable for all datasets is
humidity with values that range from 0.73 to 0.93.
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Figure 4.18. K-NN Features selection and Their Importance.
4.6.2.5 Model Performance
As shown in Table 4.4 and Figure 4.18, the K-NN model delivered an accuracy
that ranges from 0.89 to 0.94. Also, it shows high values for both sensitivity that ranges
from 0.82 to 0.93 and specificity that ranges from 0.93 to 0.95.
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Table 4.4. K-NN Model Performance in All Datasets.
All Locations Eureka RRHE RRLE Volga
Accuracy

0.94

0.93

0.92

0.94

0.89

Kappa

0.87

0.87

0.78

0.88

0.75

Sensitivity

0.92

0.93

0.82

0.93

0.82

Specificity

0.95

0.94

0.95

0.95

0.93

Pos Pred Value

0.92

0.94

0.85

0.93

0.84

Neg Pred Value

0.95

0.93

0.94

0.95

0.92

Balanced Accuracy

0.94

0.93

0.88

0.94

0.88

Figure 4.19. Performance of the K-NN Classifier with All Datasets.
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4.6.2.6 AUC-ROC Curve
The ROC curves in Figure 4.19 were generated by plotting the True Positive (TP)
against the False Positive (FP) for all applied datasets, which indicates the trade-off
between sensitivity (TP) and specificity (1 – FP). The ROC of both datasets Volga and
RRHE show poorer performance on ROC and AUC. Moreover, the AUC for all datasets
has values that range from 0.913 to 0.96, which indicates that the K-NN model performed
very well.

Figure 4.20. Optimal ROC Curves for the K-NN Model for All Datasets.
4.6.2.7 Model Prediction Error
Figure 4.20 describes the RMSEs and MAE for the applied LWD K-NN model on
all datasets. Overall, the LWD K-NN model delivered a minimal error rate for both RMSEs
and MAE in all sites (datasets). The RMSE has values that range from 0.241 to 0.326,

98
whereas the MAE shows values that range from 0.058 to 0.106. The results of RMSE and
MAE comparisons showed that the LWD K-NN model performed well for leaf wetness
prediction. Moreover, the conducted correlation between correct predicted and wrong
predicted in Figure 4.21 among both target classes wet and dry in all datasets supported the
RMSE and MAE results. The observed misclassification was very small in both target
classes compared to the correct prediction.

Figure 4.21. RMSE and MAE for the K-NN Classifier Applied on All Datasets.

Figure 4.22. Correct Classification VS. Misclassification in Both Classes Wet and Dry.
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4.6.3

Support-Vector Machine Algorithm
SVM is a supervised ML algorithm which can be applied for both classification and

regression problems. The SVM algorithm plots each data class as a data point in ndimensional space (where n represents features number or applied predictors) [230]. The
principle of the SVM algorithm for classification problems is to find the hyper-plane that
classified target classes with low misclassification error (Figure 4.23). The SVM algorithm
can be used as a linear or non-linear model to classify features prepared in a training set.

Figure 4.23. Principle of SVM Classifier
Since the SVM Classifier classes are binary (wet and dry) and the data is linearly
separable, the hyperplane will be a line that divides data points into two classes. The
equation of the hyperplane is written as:
𝑦 =𝑎∗𝑥+𝑏
𝑎∗𝑥+𝑏−𝑦 =0
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For vector 𝑋 = (𝑥, 𝑦) 𝑎𝑛𝑑 𝑊 = (𝑎, −1), the vector form hyperplane will be
𝑊. 𝑋 + 𝑏 = 0 . Thus, the general model hypothesis function ℎ is defined as:

ℎ(𝑥𝑖 ) = {

+1 𝑖𝑓 𝑤. 𝑥 + 𝑏 ≥ 0
−1 𝑖𝑓 𝑤. 𝑥 + 𝑏 < 0

Based on the model hypothesis, any data point that lies on the hyperplane or above
will be classified in class (+1); otherwise, it will be categorized in class (-1).
4.6.3.1 Model Training and Fitting
The SVM was developed with a radial basis function kernel and all data was
centered and scaled. The Cross-Validated (10-fold, repeated 10 times) was used for
resampling to find the best performance.

Figure 4.24. Tuning and Fitting the SVM Model.
4.6.3.2 Variable Importance
All predictors used in the SVM model show functional significance (Figure 4.25).
However, Temperature and Humidity show a higher importance than the other predictors.
For instance, the variable importance of (RRLE) dataset of Humidity, Temperature,
Irradiation, Wind-Speed, Soil-Temperature, and Soil-Moisture delivered values of 0.92,
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0.84, 0.89, 0.95, 0.92, 0.93, and 0.92, respectively. In general, the most significant predictor
variable for all datasets is humidity; with values that range from 0.72 to 0.92.

Figure 4.25. SVM Features selection and Their Importance.
4.6.3.3 Model Performance
As shown in Table 4.5 and Figure 4.26, the SVM model delivered an accuracy that
ranges from 0.84 to 0.92. The sites of RRLE, All locations, and Eureka show the highest
accuracy of 0.92, 0.90, and 0.90, respectively. Moreover, for the same datasets, SVM
shows high values for both sensitivity that ranges from 0.84 to 0.89 and specificity that
ranges from 0.92 to 0.95. In general, the lowest performance was recorded for both sites
RRHE and Volga.
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Table 4.5. SVM Model Performance in All Datasets
All Locations Eureka RRHE RRLE Volga
Accuracy

0.90

0.90

0.86

0.92

0.84

Kappa

0.79

0.81

0.60

0.84

0.61

Sensitivity

0.84

0.89

0.63

0.89

0.66

Specificity

0.93

0.92

0.93

0.95

0.92

Pos Pred Value

0.89

0.92

0.77

0.92

0.80

Neg Pred Value

0.90

0.88

0.88

0.93

0.85

Balanced Accuracy

0.89

0.90

0.78

0.92

0.79

Figure 4.26. Performance of the SVM Classifier with All Datasets.
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4.6.3.4 AUC-ROC Curve
With their curves very close to the upper left corner, datasets RRLE and Eureka
showed excellent performance on ROC and AUC with the observed AUC of 0.97 and
0.966, correspondingly. The average performance was recorded in all locations dataset
with AUC of 0.95, while the lowest-performing was recorded in Volga and RRHE datasets
with AUC of 0.884 and 0.896, respectively.

Optimal SVM ROC Curves
1.0
0.8

Sensitivity

0.6
0.4

All locations (AUC:0.950)
Eureka (AUC:0.966)
RRHE (AUC:0.0.896)
RRLE (AUC:0.970)
Volga (AUC:0.884)

0.2
0.0
1.0

0.8

0.6

0.4
Specificity

0.2

0.0

Figure 4.27. Optimal ROC Curves for the SVM Model for All Datasets.
4.6.3.5 Model Prediction Error
Figure 4.28 illustrates the RMSEs and MAE for the applied LWD SVM model on
all datasets. Overall, the LWD SVM model delivered a negligible error rate for both
RMSEs and MAE in datasets of RRLE, Eureka, and all locations with values of 0.075,
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0.96, and 0.102, respectively. However, RMSE shows a slightly higher error rate in datasets
of RRHE and Volga with values of 0.143 and 0.161, respectively.
The results of RMSE and MAE proved that the LWD SVM model performed well
for leaf wetness prediction at sites for RRLE, Eureka, and All locations and relatively well
on datasets for RRLE, Eureka. Moreover, the conducted correlation between correct
predicted and wrong predicted in Figure 4.29 among both target classes wet and dry in all
datasets supported the RMSE and MAE results. The observed misclassification was very
small in both target classes compared to the correct prediction.

Figure 4.28. RMSE and MAE for the SVM Classifier Applied on All Datasets.
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Figure 4.29. Correct Classification VS. Misclassification on Both Classes Wet and Dry.
4.6.4

Tree-Based Algorithms
One of the best and most used supervised learning in ML is tree-based algorithms.

Tree-based algorithms enable predictive models with high precision, consistency, and
interpretative ease [231]. Algorithms like decision trees, random forest, and gradient
boosting are being used in all kinds of data science problems (classification and
regression). Tree-based algorithms can work for both categorical and continuous features
and classes. The ML algorithm splits the dataset or sample into two or more homogeneous
trees using the most significant splitter from randomly generated input variables or model
features [232].
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Figure 4.30. Principal of Tree-Based Algorithms.
In a categorical variable decision tree that has categorical classes, the decision
regarding strategic splits can profoundly affect the overall tree's accuracy. Thus, decision
trees use multiple smart techniques to make a final decision to split a node into two or more
homogeneous sub-nodes. The most effective methods to break the tree into sub-nodes are
Gini index, Entropy, and Information Gain which perfectly performs with categorical target
classes such as wet or dry.
4.6.4.1 Calculate Gini for Split Tree
Calculating Gini for sub-nodes can be done by using the summation formula of
squared probability for success and failure. Then calculating Gini for the split by using
the weighted Gini score of each node in that sub-tree [233].
𝐽

𝐺𝑖𝑛𝑖 = 1 − ∑(𝑝𝑖 )2
𝑗=1
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Where j represents the number of classes that present in the current node, and p
represents the distribution of each class in the current node.
4.6.4.2 Calculate Entropy for Split Tree
Entropy is a method to measure impurity. The entropy is zero when the sample is
entirely homogeneous; otherwise, it has an entropy of one when the sample is equally
divided. A node which is less impure will require less information, and the more impure
node will need more information [233].
𝐽

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = ∑ 𝑃𝑗 𝑙𝑜𝑔2 𝑃𝑗
𝑗=1

4.6.4.3 Information Gain
Information gain is a statistical approach to gain information by selecting a specific
feature or reduction randomness [234]. The decision algorithm starts at the tree root and
divides the data on the predictor that contribute to the most significant Information Gain
(IG).

𝐼𝐺(𝐷𝑝 ) = 𝐼(𝐷𝑝 ) −

𝑁𝑙𝑒𝑓𝑡
𝑁𝑟𝑖𝑔ℎ𝑡
𝐼(𝐷𝑙𝑒𝑓𝑡 ) −
𝐼(𝐷𝑟𝑖𝑔ℎ𝑡 )
𝑁𝑝
𝑁𝑝

𝑊ℎ𝑒𝑟𝑒:
I could be either entropy or Gini-index.
𝐷𝑝 is the parent, 𝐷𝑙𝑒𝑓𝑡 is left child, and 𝐷𝑟𝑖𝑔ℎ𝑡 is the right child
4.6.4.4 CART Classifier
The supervised ML algorithm decision tree is predictive using some binary rules
for the target value calculation. It could be applied for either classification problems on
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categorical target variable or regression problems on a continuous target variable [235].
Also, it is well known as Classification and Regression Trees (CART). The CART model
is widely applied for many real-life applications such as credit scoring, marketing, and
diagnosis of medical conditions.
4.6.4.4.1 Structure of CART Algorithm
Decision trees algorithm consist of three major components:
•

Root Node: represents the tree root, which performs the first split.

•

Terminal Nodes: also known as leaves, which represent the predicted outcome or
target classes.

•

Branches: represents arrows connecting nodes to show the decision flow.

Figure 4.31. Structure of a Decision Tree
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4.6.4.4.2 Model Training and Fitting
The CART model was developed based on the "rpart" method with a tune length
of 5 using centered and scaled data. The Cross-Validated technique (10-fold, repeated 10
times) was used for resampling to find the best performance.

Figure 4.32. Tuning and Fitting the CART Model.
4.6.4.4.3 Variable importance
All predictors used in the CART model show low significance (Figure 4.25).
However, Temperature and Humidity show a higher importance than the other predictors
for most datasets. For instance, the variable importance of (All Locations) dataset of
Humidity, Temperature, Irradiation, Wind-Speed, Soil-Temperature, and Soil-Moisture
delivered values of 1856.70, 1269.10, 901, 753.70, 255.10, and 706.80, respectively. In
general, the most significant predictor variable for all datasets is humidity; with values that
range from 223.36 to 1856.70.
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Figure 4.33. CART Features selection and Their Importance.
4.6.4.4.4 Model Performance
As shown in Table 4.6 and Figure 4.34, the CART model delivered an accuracy
that ranges from 0.84 to 0.89. Even though all applied datasets provided very similar
accuracy equal or close to 0.85, the RRHE offered the lowest values of Kappa and
sensitivity at 0.52 and 0.50, respectively. In general, the lowest performance was recorded
for sites RRHE and Volga.
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Table 4.6. CART Model Performance in All Datasets.

All Locations Eureka RRHE RRLE Volga
Accuracy

0.85

0.85

0.84

0.89

0.84

Kappa

0.69

0.71

0.52

0.76

0.62

Sensitivity

0.78

0.83

0.50

0.85

0.74

Specificity

0.90

0.88

0.95

0.91

0.88

Pos Pred Value

0.83

0.89

0.79

0.87

0.75

Neg Pred Value

0.86

0.82

0.85

0.90

0.88

Balanced Accuracy

0.84

0.85

0.73

0.88

0.81

Figure 4.34. Performance of the CART Classifier with All Datasets.
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4.6.4.4.5 AUC-ROC Curve
The CART models generated the lowest performance on ROC and AUC for both
RRHE and Volga datasets with observed AUC values of 0.822 and 0.852, respectively.
The best performance was recorded in RRHE dataset with AUC of 0.91.

Figure 4.35. Optimal ROC Curves for the CART Model for All Datasets.
4.6.4.4.6 Model Prediction Error
Figure 4.36 illustrates the RMSEs and MAE for the applied LWD CART model on
all datasets. Overall, observed RMSE and MAE are slightly high compared to the error rate
generated from SVM and K-NN classifiers. For example, all RMSE values were recorded
close to 1 and all MAE values were observed close to 0.9
Moreover, the observed RNE represents the percent of correctly sorted records at
the first (root) splitting node, which is a more objective measure of predictive accuracy. As
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illustrated in Figure 4.36, RNE delivered a small error rate with values that range from
0.321 to 0.474. The observed misclassification was very small in both target classes
compared to the correct prediction.

Figure 4.36. RMSE, MAE, and RNE for the CART Classifier Applied on All Datasets.

Figure 4.37. Correct Classification VS. Misclassification in Both Classes Wet and Dry.
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4.6.4.5 Gradient Boosting Decision Tree Classifier
In winning Kaggle (the world’s largest data science community) competitions,
XGBoost is an ML algorithm that combines advanced ML algorithms [236]. XGBoost
creates a group of shallow trees sequentially with new tree learning and improvements to
the previous one, as illustrated in Figure 4.38. Even though shallow trees individually are
slightly weak predictive models, they could be "boosted" to create a powerful group of
trees which is often difficult to beat with other algorithms when properly tuned.
The main concept of boosting is to add new models based on a sequential ensemble
approach. The most significant advantage of boosting is attacking the bias, variance, and
trade-offs. The process starts by generating a weak model created using a small basic
decision tree then sequentially building new trees which boosts the model performance
[237]. The strength of the boosting approach is that when it generates a new tree, it tries to
improve up the previous one.

Figure 4.38. Sequential Ensemble Approach
4.6.4.5.1 Essential Boosting Components
The three essential components of the boosting algorithm are base learners,
training weak models, and sequential training concerning errors [238].
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•

The Base Learners
Boosting is a mechanism that can improve any type of weak learning model.

For base-learner, boosted algorithms use decision trees as a primary learning algorithm.
•

Training weak models
Each new model (tree) in the sequence slightly improves the previous

performance model by focusing on the training set rows where the previous tree
generated the most and largest errors.
•

Sequential Training Concerning Errors
Boosted trees are developed in series and each tree is grown using knowledge

from previously trees to improve the overall performance. The final model will be
created by fitting each new tree in the sequence to the previous tree's errors, as shown
in the following steps.
1. Generate the first tree 𝐹1 (𝑥) = 𝑦 based on the applied data set and then
calculate the residuals ℎ1 (𝑥) = 𝑦 − 𝐹1 (𝑥)
2. Adding the second new tree

𝐹2 (𝑥) = 𝐹1 (𝑥) + ℎ1 (𝑥) to the applied

algorithm, and then fitting the new tree to the previous tree's residuals
𝐹2 (𝑥) = 𝑦 − 𝐹2 (𝑥)
3. Repeat this process until the applied mechanism breaks the loop.
4. Generating the final model by assembling (j) individual trees
𝐽

𝑓(𝑥) = ∑ 𝑓 𝑗 (𝑥)
𝑗=1
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4.6.4.5.2 Model Training and Fitting
The XGBoost model was developed based on all datasets by using learning rate of
(eta = 0,01), min_split_loss (gamma = 0), and tune length of 5, and max_depth
of(max.depth = 3). The number of iterations was 10,000 with a subsampling ratio
(subsample = 1) to find the best performance.

Figure 4.39. Tuning and Fitting the XGBoost Model.
4.6.4.5.3 Variable importance
As shown in Figure 4.40, predictors Wind-Speed, Irradiation, and Temperature
showed less significance compared to Humidity, Soil-Temperature, and Soil-Moisture. In
general, the most significant predictor variable for all datasets is humidity, with values that
range from 0.16 to 0.42.
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Figure 4.40. XGBoost Features selection and Their Importance.
In addition, calculating the Gain metric factor for each generated tree in the model
can help determine which predictor is most important. It indicates the relative contribution
of the equivalent predictor to the model performance. When the predictor has a high value
of Gain, it implies that it is essential to generate a prediction. In Figure 4.41, humidity has
the higher value of the metric Gain, which supported the result of variable importance.
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Figure 4.41. Gain Information on All Applied Predictors.
4.6.4.5.4 Model Performance
As shown in Table 4.6, the XGBoost model delivered excellent accuracy on the
testing dataset on all applied sites (datasets) that ranges from 0.94 to 0.97. The success of
the XGBoost model is due to each new model (tree) in the sequence slightly improving the
previous performance model. Moreover, all evaluation factors such as Kappa, sensitivity,
and specificity delivered high values. For example, sensitivity has values that range from
0.91 to 0.95.
Also, even though data was collected from different fields with different weather
environments and soil conditions, the XGBoost classifier performed remarkably well on
all datasets. As illustrated in Figure 4.42, all model evaluation factors show values very
close to each other which indicates that the XGBoost model can be selected as a general
model.
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Table 4.7. XGBoost Model Performance in All Datasets
All Locations Eureka RRHE RRLE Volga
Accuracy

0.94

0.94

0.96

0.97

0.95

Kappa

0.88

0.89

0.90

0.93

0.89

0.93

0.91

0.95

0.90

Sensitivity

0.91

Specificity

0.96

0.96

0.98

0.98

0.98

Pos Pred Value

0.94

0.96

0.95

0.97

0.95

Neg Pred Value

0.94

0.93

0.97

0.97

0.95

Balanced Accuracy

0.94

0.95

0.94

0.97

0.94

Figure 4.42. Performance of the XGBoost Classifier with All Datasets.
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4.6.4.5.5 AUC-ROC Curve
It is clear, as shown in Figure 4.43, that all ROC curves are very close to the left
upper corner which indicates that the applied XGBosst has the perfect performance to
predict LWD on both target classes wet and dry. The close and high values of sensitivity
and specificity play a crucial role in both target classes and improved overall model
estimation. Also, the AUC delivered high values in all sites that range from 0.936 to 0.965.

Figure 4.43. Optimal ROC Curves for the XGBoost Model for All Datasets
4.6.4.5.6 Model Prediction Error
Figure 4.44 explains the RMSEs and MAE for the applied LWD XGBoost model
on all datasets. Overall, observed RMSE and MAE are negligible compared to the error
rates generated from other classifiers. For example, RMSE values were observed between
0.181 and 0.243. At the same time, all MAE values were found less than or equal to 0.05.
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Moreover, the conducted comparison between correct predicted and wrong
predicted in Figure 4.45 among both target classes wet and dry in all datasets supported the
RMSE and MAE results. The observed misclassification was very small in both target
classes compared to the correct prediction.

Figure 4.44. RMSE and MAE for the XGBoost Classifier Applied on All Datasets

Figure 4.45. Correct Classification VS. Misclassification in Both Classes Wet and Dry.
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4.6.4.6 Random Forest Classifier
RF is a supervised ML algorithm that can be applied to both regression and
classification problems. The RF algorithm utilizes randomly generated forests with several
trees to reach the most accurate performance. Since the RF classifier is very resistant to
overfitting, an increasing number of trees in the forest will improve the model accuracy
[239]. Instead of using one decision tree, the RF makes predictions from each tree and
generates the final prediction based on majority voting (Figure 4.46).

Figure 4.46. Principle of RF Model.
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4.6.4.6.1 Bagging
The RF generates many trees based on one training set by using random sampling
and then take the average of the individual models as the final one using the following
equation [240]. To reduce high variance that could occur, bootstrap aggregation or bagging
is the best way to avoid this issue. In general, using bagging can dramatically help to
improve the final predictions in which the model reduces the high variance by averaging
the accumulated variation generated by each tree.
𝐵

𝑓̂ 𝑎𝑣𝑔(𝑥) =

1
∑ 𝑓̂ ∗𝑏 (𝑥)
𝐵
𝑏=1

4.6.4.6.2 Out-Of-Bag Error Estimation
Each bagged tree will use two-thirds of the training set (observations) where the
likelihood of a sample not being selected is 1 − 1/𝑛, where n represents the total number
of samples [241]. Therefore, the probability of any sample not being chosen in each draw
1

is (1 − 1/𝑛)𝑛 in which this value will tend to 1/𝑒 which is ~ 3 , as n goes to the infinity.
This one-third of the samples is called Out-Of-Bag (OOB) observations because it is not
used to fit the given bagged tree. The overall OOB MSE classification error can be
calculated from each of the n selected observations and this OOB error can provide a valid
estimate for the test error.
4.6.4.6.3 Model Training and Fitting
Based on the error estimation rate plot shown in Figure 4.48, the suitable forest size
that can deliver the best accuracy is 500 trees. Also, as illustrated in Figure 4.47, the number
of predictors sampled for splitting at each node is mtry = 2.
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Figure 4.47. Tuning and Fitting the RF Model.

Figure 4.48. Estimation Error Rate During the Training Process.
4.6.4.6.4 Variable importance
The more random forest accuracy decreases due to a specific variable being
omitted, the more significant the variable is deemed. Therefore, variables with a substantial
mean decrease in accuracy are more important for the classification of the data. The mean
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decrease Gini is a measure of the contribution of each predictor to node homogeneity of
tree nodes and terminal leaves in the generated forest. The Gini coefficient for children's
nodes is calculated and compared to the original node when a specific variable is used to
split the node.

Figure 4.49. Mean Decrease in Accuracy.

Figure 4.50. Mean Decrease in Gini.
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4.6.4.6.5 Model Performance
As demonstrated in Table 4.8, the RF model provided excellent accuracy on the
testing dataset on all applied sites (datasets) that ranges from 0.93 to 0.96. The successes
of the RF model is due to its method of creating many trees and voting to make a final
classification. Moreover, all evaluation factors such as Kappa, sensitivity, and specificity
are delivered high values. For example, Kappa has values that range from 0.84 to 0.92.

Table 4.8. RF Model Performance in All Datasets.
All Locations Eureka RRHE RRLE Volga
Accuracy

0.96

0.96

0.93

0.96

0.95

Kappa

0.91

0.92

0.84

0.92

0.87

Sensitivity

0.93

0.96

0.86

0.94

0.91

Specificity

0.98

0.96

0.97

0.97

0.96

Pos Pred Value

0.96

0.97

0.92

0.95

0.92

Neg Pred Value

0.96

0.95

0.94

0.97

0.96

Balanced Accuracy

0.95

0.96

0.91

0.96

0.94
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Figure 4.51. Performance of the RF Classifier with All Datasets.
4.6.4.6.6 AUC-ROC Curve
As shown in Figure 4.52, ROC curves of datasets of Eureka, all locations, and
RRLE are very close to the left upper corner, which indicates that the applied RF has the
potentially accurately to predict LWD on both target classes wet and dry. However, the
datasets of RRHE and the Volga have great ROC curves as well. The close and high values
of sensitivity and specificity play a crucial role in both target classes and improved overall
model estimation. Also, the AUC of all models shows high values that range from 0.913
to 0.960.
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Figure 4.52. Optimal ROC Curves for the RF Model for All Datasets.
4.6.4.6.7 Model Prediction Error
Figure 4.44 describes the RMSEs and MAE for the applied LWD RF model on all
datasets. Overall, observed RMSE and MAE are negligible compared to the error rate
generated from other classifiers such as SVM or logistic classifier. For example, RMSE
values were observed between 0.198 and 0.258. At the same time, all MAE values were
found less than 0.07. Also, the OOB error rate test shows values that range from 0.04 to
0.05 which indicates the RF model performed very well with all datasets.
Moreover, the conducted comparison between correct predicted and wrong
predicted in Figure 4.54 among both target classes wet and dry in all datasets validated the
RMSE and MAE results. The observed misclassification was very small in both target
classes compared to the correct prediction.
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Figure 4.53. RMSE and MAE for the RF Classifier Applied on All Datasets

Figure 4.54. Correct Classification VS. Misclassification in Both Classes Wet and Dry.
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4.7

Conclusions
Leaf wetness duration prediction models were developed using machine learning

algorithms including binary logistic classification, K-NN, SVM, CART, XGBoost, and RF.
The models were employed on data collected in real-time from several soybean fields
located in the eastern region of South Dakota. The models' performance varied due to the
diversity of weather and soil properties across soybean fields. Overall, all models showed
applicability and suitability in the LWD forecast; however, XGBoost and RF models
delivered the best results on all evaluation tests for all applied datasets with accuracy
greater than 95%.
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Chapter 5: General Conclusions and Future Work
5.1

General Conclusions
The W-SSSs successfully operated from July 25, 2018, to September 15, 2018, in

four different soybean fields located in South Dakota in the 2018 season using an off-grid
power system, Arduino microcontroller, and Wi-Fi connection to the cloud. This data
collected in these fields included nine various parameters on weather and soil properties,
including air temperature, humidity, soil temperature, soil moisture, wind speed, wind
direction, precipitation, solar radiation, leaf wetness.
The developed weather-soil stations excellent performed with various weather and
soil conditions. Also, the power system has behaved as expected. Moreover, the data
obtained from the weather-soil stations illustrate the differences in weather and soil
conditions, which would allow a farmer to vary planting densities relative to soil
conditions, irrigation control, as well as pest-herbicide management.
This valuable data was used to develop advanced ML models to predict LWD on
soybean canopy to assist producers in detecting and controlling crop disease. Most of the
developed models, including binary logistic classifier, K-NN classifier, SVM classifier,
and tree-based algorithms such as the CART, XGBoost, and RF, show high accuracy in
predicting LWD.
Precision Agriculture (PA) is a site-specific management model that supports
improved farming decision systems based on statistical information analysis and real-time
computing modeling to reduce cost, risk, and enhance productivity. The Internet-of- thingsbased Weather-Soil Sensor Station (W-SSSs) developed in this research has great potential
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to enable growers and farmers to monitor their fields in real-time and making the right
decisions.
5.2

Future Work
Producers of soybeans lose hundreds of millions annually to white mold (also

known as Sclerotinia stem rot) and would greatly benefit from a way to detect the disease
early in the growth of the soybeans [242, 243]. To maximize the value of the presented
research in this dissertation, a new risk management technology named Sensor-Based Field
Monitoring System (S-BFMS) should be designed based on the obtained results to assist
and guide producers to monitor and detect soybean crop diseases. The S-BFMS solution
offers enhanced precision in detecting and controlling white mold based on high accurate
Early Warning System (EWS) and Decision Support System (DSS). Site-Specific real-time
data collection in weather and soil conditions are critical inputs to both EWS and DSS.
Moreover, this solution will be able to help producers make decisions on a broader range
of diseases.

Figure 5.1. The High Conceptual Level of S-BFMS
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5.2.1

Develop an EWS to Assess the Risk of White Mold.
The random forest model with an accuracy of 96% for predicting leaf wetness

duration will be used as input to the EWS. The early estimation of a leaf wetness duration
will aid the EWS to precisely predict the associated risk of white model development and
a site-specific likelihood of white mold disease.
The EWS aims to categorize the risk of white mold in one of three different levels,
low (< 10%), moderate (10-40%), and high (>40%), based on the probability for the disease
to develop. The percentage of predicted risk will illustrate the portion of the infected crop
compared to the whole crop.

Figure 5.2. The Suggested Diagram of Early Warning Disease System
The EWS will be developed by connecting the leaf wetness forecasting model with
real-time collecting of weather and soil parameters, field-history database, and system
knowledge base. Furthermore, crop information such as crop density and row spacing will
be used to improve the accuracy of the EWS. Current white mold prediction tools rely on
calculated weather factors that can have significant error margins. Using on-site sensors
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will significantly improve white mold management as well as other fungal disease
management in soybeans. The weather variables derived from the WSN will automatically
be fed into the leaf wetness forecasting model, and the risk of white mold indicated on the
user interphase. For maximizing the accuracy of the risk assessment, sensors will be
installed in locations in the field that are likely to develop white mold [244].
5.2.1.1 Spores Trap Network
White mold fungus can survive for several years in the soil as sclerotia. Mushroomlike structures called apothecia form on the soil surface from sclerotia which then releases
spores in the air to infect soybean flowers [245, 246]. Therefore, studying and predicting
how disease spores can move and spread across the field will contribute to white mold
mitigation strategies. The developed spores trap network based on rotatable and fixed
spores trapping tools Figure 5.3 will increase the EWS’s precision. The rotatable trapping
tool relies on the wind (speeds ≈ 10 mph) or a small motor (low wind speeds) to rotate the
blades.
(a)

(b)

Figure 5.3. (a) Rotatable Spores Trapping Tool, (b) Fixed Spores Trapping Tool
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This tool will be provided with wind speed and direction sensors to control and
switch the operation process between the natural wind and the motor to save energy and
extend battery life. The fixed spores trapping tool was designed to report all directions of
trapped spores. Knowing spore-spread directions will help researchers to upgrade the
system knowledge base to enable both the EWS and the DSS to make accurate predictions,
which is a crucial step that allows for reducing the cost of applying fungicides only to areas
at risk of infection.
5.2.2

Develop a Decision Support System
Making the right-decision at the right-time and using the right approaches are a

strong basis for efficient crop management and production technologies. Thus, a highly
effective DSS will be established by connecting it to an accurate knowledge base. The
knowledge base will be created based on a trusted source of information (data warehouse).
The system’s end-users, such as growers and extension professionals, will benefit from the
system.

Figure 5.4. Conceptual Diagram of the Suggested DSS
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The proposed DSS will help growers to make more effective decisions in how to
manage and control white mold based on environmental conditions, and white mold risk
factors such as row spacing used, the susceptibility of the variety planted, tillage, rotation,
and field history. The end-user interface will indicate, based on the sensor input data,
whether the risk for white mold development is high and fungicide application is needed
or when the risk is low, and there is no need for fungicide application. During the planning
and designing phase of the DSS, the following points are considered;
•

DSS should be relevant to a problem that is causing considerable concern to
farmers.

•

Work together with farmers throughout the design phase to include their
knowledge and experience to the knowledge-base.

•

Developers should be aware of the variety of options for farmers to choose from.

•

Designers must take the views of farmers and make use of the DSS very simple
and fast.

•

DSS should easily access information sources such as field history.

•

DSS is useful as the focus of a process of communication among farmers.
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