Abstract-According to the problem of structure light measuring for registration, such as the low efficiency of three-dimensional modeling because of overlapping points, a removing redundancy points technology based on multiepipolar line resolution had been explored out. The traditional method belonged to the post-processing point cloud. This algorithm was based on uniqueness of object point in multiview geometric constraint before the point cloud come out. First, the multiple view of the camera was unified to the global coordinate system. Then the threedimensional point clouds after calculating was been on the back projection. The distance between the two points that was greater than the given threshold would be reserved and the projection residual larger point would be reserved to avoid redundant point generation. Experiment proves that the algorithm proposed can removing redundancy points effectively and improving the efficiency of three-dimensional modeling without reducing the scanning density and accuracy, detailed information of the surface with large curvity can also be preserved.
INTRODUCTION
A 3-dimensional (3D) structured light measurement system based on multi-frequency phase shift needs a number of stitching measurements in order to get the global point cloud(Global point cloud is the point cloud with a unified coordinate system) of big objects that spatially span a wide range. When multiple point clouds measured in different times are stitched into a complete point cloud, there are often large quantities of redundant point clouds in the overlapping area between two original point clouds. The data amount of redundant point clouds becomes larger and larger with the increasing of stitching times, which affects the ensuing processing of 3D point cloud data and reduces the speed and accuracy of 3D modeling.
Deleting the redundant points in the overlap area is always after the three-dimensional point cloud generation. Liang, et al. adopted a normal constrained point cloud fusion method which largely depends on the choice of seed points [2] . Cao, et al. suggested using moving least square for multi-view cloud data fusion. However, their algorithm is still time-consuming [3] . Du proposed a mixed mode to refine point clouds [4] . Yang adopted a multi-resolution simplification algorithm, which is also computationally intensive [5] . Nira Dyn, et al. constructed a non-negative function which is to be used as a metric number according to the importance of points. Then the point clouds are simplified by using iterative methods. Likewise, the method is considered inefficient in speed. Alexa, et al. suggested calculating the effect of sample points on the moving surfaces of least square to simplify point clouds. However, the method is complex because it involves nonlinear optimization [7] . The above-mentioned methods are based on 3D point clouds and use data structures such as octree. Remove redundant point clouds by calculating the information such as curvatures and densities is computationally intensive and inefficient. Moreover, information such as the original scanned data is not guaranteed.
This study avoided the usage of traditional methods in the post-processing of point clouds. The uniqueness principle of the measurement object points and the correspondence between 3D point clouds and the 2-dimensional (2D) images in multi-views are utilized to automatically calculate the overlapping areas of the stitching and the previously measured areas. The 2D points in overlapping areas are not used for matching reconstruction, which avoids the generation of redundant data points in overlapping areas from the source.
II. REDUNDANT POINT DELETING METHOD
A 3D structured light measurement system based on binocular vision uses "Zhang Zhengyou" flat calibration to
International Conference on Logistics Engineering, Management and Computer Science (LEMCS 2015) calibrate the cameras which is crossed and obtains the internal parameters (central cooradinate of the image, focal distance, distortion coefficient) and external parameters (translation matric, rotation matrix) of the cameras. A world coordinate system is established for the left camera which coincides with the camera's own coordinate system [9] . The internal parameters of the left camera and the right camera are coincident, while the coordinate systems of the external parameters are not. However, the transformation matrix between two measurements can be calculated according to the labels on objects, or by the unlabeled stitching method. Then the external camera parameters which are scanned in different times can be unified into the same coordinate system. The parameters are then optimized by bundle adjustment. The redundant points are removed according to multi-epipolar constraints. As shown in Fig .1 , there is a unified world coordinate system OXYZ. P1L and P1R are the image points of P in the left camera and the right camera in the first measurement, respectively. P2L and P2R are the image points of P in the left camera and the right camera in the second measurement, respectively. Using the geometric relationship of a spatial triangle and the calibrated camera parameters, the 3D coordinates of P,
, can be calculated from the image points in the first measurement,
. Similarly, the 3D coordinates of P,
, can be calculated from the image points in the second measurement,
. The two measurements are for the same spatial point P; therefore, a redundant point is generated by calculating the two 3D coordinates ) ( is redundant and can be deleted. For areas with large curvature changes, the errors of back-projection are calculated to decide whether to delete or not.
A. Unifying external parameters of multi-view cameras
The transformation matrix M is solved by SVD decomposition. The coordinate system of the first measurement is 
Transform the projection matrix of the second measurement into
The coordinates of the point clouds calculated from
B. Calculating 3D points in overlapping areas
In structured light measurement based on binocular cameras, the higher frequency of the spatial measurement object is sampled with, the denser the obtained 3D points are and the better the object details can be reflected. However, in the stitching measurement process, the sampling frequency of the same space in two measurements can be different due to the camera shooting angles. Two or more spatial points in an image may be back-projected to one point, even though they don't overlap in space. Therefore, when 3D points in the image overlapping areas are calculated, images with high spatial sampling frequency is needed to be reserved to guarantee the preservation of details. Moreover, when the spatial sampling frequencies are closed, the accuracies of the 3D points of the overlapping areas calculated in different views are different. In order to increase the accuracy of point clouds after deleting redundant points, the errors of back-projection are required to compare with reserve points with high accuracy in two scans. The process method for points with high curvatures and high accuracy is as follows.
Define the unit plane of an object surface as a square with its side length being  .  is the average 3D point distance in the central area of the image plane when the surface is scanned. In this study,  is set to 0.02 mm.
Define the unit plane of the image plane as a square with its side length being 1  e , representing a unit pixel. Let the pixel in the left image in the first measurement, 11 P , correspond to 3D point 1 P , and the back-projection error of it is e1. Make the pixel in the left image be in the second measurement, 21 P , correspond to 3D , the pixel distance between the obtained points, 1 P and 1 P   , is not longer than e . However, the two points belong to different unit planes of the object, therefore they should be reserved. 
C. Algorithmic process of removing redundant points in overlapping areas caused by multiple scans
When global stitching scan is applied to relatively big objects, with the increasing of scan numbers, the redundant point clouds in common areas will also increase, the removal algorithm for the redundant point in overlapping areas is as follows:
Step , indicating whether the point with coordinates (u,v) in the i-th scan is involved in 3D point calculation. For the first measurement, set i to 1.
Step 2: From the second stitching measurement on, match the 3D labeled point, compute the transformation matrix of this measurement, 2 M .
Step 3: Unify the coordinate systems of the projection matrices of the left and the right cameras in the second measurement using the transformation matrix, obtaining
Step 4: Calculate the 3D point cloud data 
Step 5: Repeat Step 2 to Step 4 for the i-th stitching measurement. Project the data of the i-th measurement back to the left camera in the first, second, ... , and the (i-1)-th measurements.
D. This algorithm has the following advantages


The overlapping areas in stitching measurement can be automatically recognized. Only the redundant points in overlapping areas are processed, and the measuring accuracy and the sampling density are not damaged. In overlapping parts, unit spaces are defined. Only one 3D point in a unit space is reserved. That is, only one calculation operation is performed for this point. When calculating a 3D point, neither the camera parameters nor the original image matching relationship is changed. Therefore the calculated 3D point and the point of the original point cloud are correspondent, which makes the quality of the original point cloud undamaged. 
The overall accuracy of point clouds is improved. In structured light scanning systems, the accuracy of point clouds is affected by camera calibration accuracy and image matching accuracy, etc. Binocular back-projection error can quantitatively measure the error of the triangle formed by the image point of the dual camera image plane, the optical center and the object point. That is to say, theoretically, the combined effects of all kinds of errors on reconstruction can be measured. In this study, this index is used to remove the low-accuracy points in overlapping areas and reserve high-accuracy points. Therefore the overall quality of point clouds is theoretically improved, maximizing the effect of redundant point removal. Divide the point clouds of two scans on the image, and choose and reserve those with high accuracy in the unit plane.
There are two core points in the algorithm. The first is to identify the overlapping areas. The second is to perform a single object point calculation. The calculation of the two core points needs the projection matrix of the dual cameras in each scan in global coordinate system. Moreover, whatever stitching method needs, the calculation of the projection matrix of the current image is in the global coordinate system. Therefore the proposed algorithm is suitable for prevalent stitching methods. Due to the characters of structured light measurement, the proposed method can also be applied to measurements of big objects, such as vehicles. Combined with photogrammetric systems and registering the single point clouds with global labeling points, the overlapping point clouds are avoided and the data redundancy is largely reduced, which improve the efficiency of 3D modeling.
III. EXPERIMENTAL VERIFICATION
The 3D light measuring system established in this study consists of a raster projector (Mitsubishi DX-320 models of projectors with a resolution of 1024 * 768 and a brightness of 2500 lumens), two Daheng industrial cameras with Schneider lens (resolution of 1280 * 1024, focal length of 12mm), a calibration plate, a computer and a tripod.
Firstly, the 3D measuring system is calibrated to obtain the internal and external parameters of the cameras. The pasted circle centers are used as marker points. Two stitching measurements are performed on a jar, according to the multi-frequency heterodyne principle. Negative exponential sequence expansion is adopted for solving the phase of the point clouds [11] [12] . The M matrix for matching the marker points of circle centers is calculated by using SVD method. The marker points in overlapping areas are recognized and removed by using the proposed algorithm. Fig. 2(a) shows the enlarged overlapping parts of the point clouds in two measurements. It can be seen from the figure that the dark part around the mark circle with a large number of redundant point clouds is the overlapping part after stitching. Fig.2(b) shows the removal effect of overlapping points using the proposed method. It can be seen from Fig.2(b) that the effect is maximized. The above experiment verifies the effectiveness of the proposed method for removing redundant points of overlapping areas. Comparing the images in Fig.2 , it can be concluded that the point cloud can still describe the 3D morphology of the object. To further verify the performance of the proposed method, a part of the point cloud in the overlapping area is selected. Then compare the traditional removing algorithm for redundant point cloud with the proposed method. Results produced by the proposed method are compared with the outcome taken from uniform sampling and curvature sampling using Geomagic Studio. The region of the measured jar with maximum curvature change is triangulated for comparison. It can be seen from Table 1 that the proposed method achieves the best removing effect [13] . Fig.4(a) shows the original point cloud with a large number of redundant points. A large number of redundant triangles also exist after triangularization, which is shown in Fig.5(a) . Fig.4(b) and 4(c) show the point cloud after unified sampling and curvature sampling, respectively. Although redundant points can be reduced, they cannot be eliminated. Fig.5(b) and 5(c) are the results of triangularization. After using the two methods, the point clouds are not smooth. Fig.4(d) shows the result of the proposed method. It can also be known from Table 1 that the redundant point removing efficiency of the proposed method is relatively high. Fig.5 (d) shows the result of triangularization after the proposed method is used. The smoothness, point density and detail description ability are very close. Fig.3 shows the triangularization result of the measured object after using the proposed method to delete redundant point clouds. The point cloud shown in Fig.3 is smooth. In summary, the proposed method can balance the redundant point removal efficiency and the quality of obtained clouds. The method does not only have high efficiency of redundancy deletion, but also maintains the original detail information of objects. IV. CONCLUSIONS Traditional point cloud processing algorithms are generally used after point clouds are generated, including point cloud denoising and smoothing, overlapping point cloud deletion, and triangularization, etc. Establishing the topology structures of point clouds is required and is computationally intensive. The proposed overlapping point cloud deleting method uses the multi-view constraints and the uniqueness principle of object points before the structured measuring system obtains 3D point clouds. The proposed method deletes overlapping point clouds from the source and avoids the generation of redundant points. Experiments show that the method can effectively remove redundant points and better preserve object details in multiple stitching measurements, despite planes or curved surfaces, provided that the accuracy of a single measurement and the point cloud density is guaranteed.
