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 Economic load dispatch problem under the competitive electric market 
(ELDCEM) is becoming a hot problem that receives a big interest from 
researchers. A lot of measures are proposed to deal with the problem. In this 
paper, three versions of PSO method such as conventional particle swarm 
optimization (PSO), PSO with inertia weight (IWPSO) and PSO with 
constriction factor (CFPSO) are applied for handling ELDCEM problem. 
The core duty of the PSO methods is to determine the most optimal power 
output of generators to obtain total profit as much as possible for generation 
companies without violation of constraints. These methods are tested  
on three and ten-unit systems considering payment model for power 
delivered and different constraints. Results obtained from the PSO methods 
are compared with each other to evaluate the effectiveness and robustness.  
As results, IWPSO method is superior to other methods. Besides, comparing 
the PSO methods with other reported methods also gives a conclusion that 
IWPSO method is a very strong tool for solving ELDCEM problem because 
it can obtain the highest profit, fast converge speed and simulation time. 
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α1,α2 Acceleration constants 
c1,c2,c3 Coefficients in cost function of the kth thermal generating unit 
FCk Cost function of the kth unit 
FGbest,FBest The best fitness of the population and each individual d 
FPD, FRD Forecasted demand and forecasted reserve 
K1,K2,K3 Penalty factors 
L, MaxL Current iteration and maximum iteration 
NG Number of thermal generating units 
Pk Generated power of the kth thermal generating unit 
r, r1, r2 Randomly generated numbers in the range from 0 to 1 
RPk Reserved power of the kth thermal generating unit 
min max,k kRP RP  The minimum and maximum reserved power of the kth thermal generating unit 
Vd The velocity of the dth individual 
Int J Elec & Comp Eng  ISSN: 2088-8708  
 
Improved particle swarm optimization algorithms for economic load dispatch… (Tan Minh Phan) 
3919 
VPk,VRPk 
Velocity of individual corresponding to the updated step size of the generated power and the reserved 
power of the kth thermal generating unit 
wmin, wmax The minimum and maximum inertia weights 
Xd, XBest The position of the dth individual and the best position of the dth individual  




To generate electricity for supplying load demand of household and industrial zones, independent 
thermal power plants spent different expenses. They include operation and management expenses and cost 
for buying fuels where the fuel cost is considered as the most important part. For this reason, the fuel cost 
reduction at a possible level is a key mission of the operation process in the power plants. Such work is 
implemented and presented in economic load dispatch problem (ELD). ELD problem is an optimization 
strategy in aim to determine the most suitable power output of each thermal generating unit to supply load 
demand and exactly meet all constraints taken into account. As obtaining the most appropriate power output 
and satisfying all constraints, total electricity generation cost of all thermal generating units can be possible 
minimum dependent on the powerful ability of applied optimization tools. Studies on ELD problem have 
applied different optimization tools and presented in [1-7]. Observing from applications of the methods, 
it could see that such problem was defined under the centralized electricity market. In this circumstance, 
companies focused on supplying their generated electricity power with the least total cost. Along with global 
integration trend, the electrical power companies under the government’s management should be changed to 
private individual one to enhance their competitive ability more effectively [8]. Therefore, ELD problem 
related to the competitive environment is becoming an urgent issue. Because it boosts innovations in power 
system operation, scheduling, and control as well as improving service quality and competitiveness of power 
supplier. In the competitive environment, the core mission of the ELD problem is to determine the most 
optimal power output of generators to obtain total profit as much as possible for generation companies but 
without violation of constraints such as active power demand, active power reserve, generation limits and 
reserve limits [9]. Such problem has been getting the biggest interest of specialists and scientists, and it has 
been implemented in [10-15] with applications of different algorithms. These algorithms are binary fish 
swarm method (BFSM) [10], modified teaching learning based optimization technique (MTLBO) [11], binary 
whale optimization method (BWOM) [12], secant method and invasive weed method (HLR-SM-IWM) [13], 
memetic binary differential evolution (MBDE) [14], differential evolution (DE) [15], cuckoo search algorithm 
(CSA) [15] and Hopfield Lagrange network with different functions for determining continuous neuron outputs 
(HLNEF) [15].  
PSO, first formulated by Kennedy and Eberhart in 1995 [16], is a meta-heuristic methodology. 
The structure of PSO is completely different from genetic algorithm (GA), even though both of the methods 
are based on the population to find the best solution. In GA, individuals are newly updated according to 
the principle of natural selection through genetic mechanisms such as mutation, crossover, and reproduction. 
On the contrary, such individuals in PSO are updated thank to theirs velocity adjustment and the best velocity 
adjustment. PSO has been considered as one of the algorithms with the simplest calculation model because it 
has been encoded in a few line commands of computer code with some parameters. Ability and efficiency of 
PSO have been proven through many optimization problems in power system like reactive power and voltage 
control considering voltage security assessment [17], optimal design of power system stabilizers [18], solving 
the short-term hydrothermal coordination [19] and optimal power flow [20].  
In this research paper, the conventional PSO and two versions of PSO have been applied to handle 
ELD problem under the competitive environment to maximize profit of generation plants. These methods 
have been tested on one three-unit system and one ten-unit system with different constraints. 
The experimental results obtained from these PSO methods regarding total profit are compared to those from 
other methods such as DE [9], PSO [9], ALHN [9], PSO [15], CSA [15] and HLN methods [15]. As a result, 
the contributions of the paper can be given in detail as follows: 
- Apply three PSO methods for managing economic load dispatch problem under the competitive electric market.  
- Establish an objective function of ELDCEM problem to evaluate all solutions.  
- Apply conventional PSO and two improved PSO (IPSO) methods with inertia weight and constriction factor. 
- Show strong points of the two IPSO methods over PSO  
- Present the whole calculation process of the PSO methods for ELDCEM problem in detail 
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2. PROBLEM FORMULATION 
2.1.  Objective function 
Maximizing total profit is one of the most important tasks in solving the economic load dispatch 
problem under the competitive electric market [9]. Total profit (TPF) is determined by a difference between 
total revenue (TR) and total fuel cost (TFC), and formulated as the following model: 
 
TPF TR TFC   (1) 
 
In (1) the first part on the right side is total revenue (TR). TR is revenue from selling  
the generated power and reserved power. The price for generated power is called forecasted spot price (FSP) 
and the price for reserved power is called forecasted reserve price (FRP). Such reserved power is only sold  
if customers used it. So, the forecasted reserve price is more expensive than the forecasted spot price.  
It noticed that the reserved power was not used at all time. For evaluating the reserve required and produced,  







TR FSP P FRP RP
 
     (2) 
 
The second part is the total fuel cost (TFC). TFC is dependent on number of the power output 
generated by generators in the plants. In conventional ELD problem, a fuel cost function (FC) for the kth unit 
is described as a quadratic function below: 
 
 21 2 3 $ / ;   1, ,  ( ) . .k k k k k k k h k NGFC P c c P c P      (3) 
 
In the competitive electric market, the power reserve demand are always considered. So, power 
output of each unit in (3) now comprises generated power and reserved power. The new fuel cost function 
model is formulated by: 
 
 23 ;1 2  1, ,( $) .( ) . /( )   k k k k k k k k k k k NGFC P RP c c P RP c P hP R         (4) 
 
The total fuel cost (TFC) model using ω for determining the reserve required and produced is 




;(1 ). ( ) ,. ( )  1,  $ /
NG NG
k k k k k k
k k
k NGTFC FC P FC P RP h 
 
      (5) 
 
2.2. The set of constraints 
The objective function of ELDCEM problem is subjected to some constraints as follows: 





TR FSP P FRP RP
k kk k













- Generation capacity limit: Active power output of each unit must operate in the range of the minimum 
power output (
min
kP ) and the maximum power output (
max





   (8) 
 





   (9) 
 
- Generated and reserved power limit: The sum of the generated power and reserved power of each unit 





   (10) 
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3. METHOD 
3.1.  Original particle swarm optimization 
Similar to DE, PSO method also had a large variety of applications in engineering fields.  
Generally, PSO has used a population (Np) to perform the solution update process. Each individual d 
includes its position Xd and velocity Vd, where d = 1,…, Np. Such velocity corresponding to each particle d 
has been updated by its previous velocity, the distance between its current position and its owned best 
position and the distance between its current position and the best position of its neighbors. New position and 
velocity of each particle are formulated as the following equations: 
 
. .( ) . .( ); 1, ...,
1 1 2 2
new
V V r X X r X X d NpBestd d d Gbest d




X X V d Np
d d d
    (12) 
 
Although the conventional PSO has been known as a robust and fast tool in solving optimization 
problems, it still has some downsides in term of easily getting stuck in inefficient search zone and slow 
convergence for large systems under complex operation conditions and constraints. For that reason, 
researchers have proposed a different versions to cope with such downsides such as improved particle swarm 
optimizer (IPSO) [22], inertia weights particle swarm optimization (IWPSO) [23], constriction factor particle 
swarm optimization (CFPSO) [23] and modified particle swarm optimizer (MPSO) [24]. Such versions of 
PSO have suggested different improvements to update velocity formula of classical PSO method by using 
the inertia weights or constriction factor. The improvement detail of two IPSO methods have been presented as. 
 
3.2.  Particle swarm optimization with inertia weight (IWPSO) 
The inertia weight w was the first improved factor. The authors in [22-24] added it into the velocity 
formula of the original PSO to limit search space of solutions. However, w in [22, 23] was a random number 
and selected by experiences while authors in [24] prop osed a new model for w. This value was changed  
as the number of iterations altered. The velocity model [24] was presented as follows.  
 
. . .( ) . .( ); 1, ...,
1 1 2 2
new
V wV r X X r X X d NpBestd d d Gbest d
        (13) 
 
max min
. . ;  1, ...,max
w w
w w L L MaxL
MaxL

   (14) 
 
3.3.  Particle swarm optimization with constriction factor (CFPSO) 
The constriction factor (F) was a different improvement factor and applied in both [23] and [24]. 
With the same constriction factor formula, but authors in [24] gave a modification by applying two new 
acceleration values. The application of the constriction factor was given below [24]: 
 
. . .( ) . .( ) ; 1, ...,
1 1 2 2
new
V F V r X X r X X d NpBestd d d Gbest d
          (15) 
 
2
2/ | 2 4 |;   ; 2.05
1 2 1 2
F                 (16) 
 
In next section, conventional PSO, IWPSO and CFPSO methods [24] have been used to solve economic load 
dispatch problem under the competitive electric market. 
 
 
4. THE IMPLEMENTATION 
4.1.   Initialization 
In the PSO methods, Np individuals comprises velocity (Vd) and position (Xd). The position of 
the individual Xd includes active generated power ( ,k dP ) and reserved power ( ,k dRP ) as shown in (17). 
 




X P RP k NG
d k d k
Np
d
d    (17) 
 
The positions of three PSO methods are initialized as below: 
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k d k k k





RP RP r RP RP
k d k k k
    (19) 
 
Similar to position, the velocity of each individual d also includes velocity of active generated power 
and reserved power and is formed as the following (20). 
 
{ , }; 11, , ; , ...,
, ,
dV VP VRP k NG
d k d d
N
k
p    (20) 
 
The velocities of three PSO methods are initialized as below: Np 
 
min max min
.( ) 1, ..., ; 1, ...; ,
,
VP VP r VP VP k NG d Np
k d k k k
      (21) 
 
min max min
.( ) 1, ..., ; 1, ...
,
; ,VRP VRP r VRP VRP k NG d Np
k d k k k
      (22) 
 
In (21) and (22), the minimum and maximum velocities are determined by [25]: 
 
max max min max
;VP P VP VP
k k k k
    (23) 
 
max max min max
;VRP RP VRP VRP
k k k k
    (24) 
 
4.2.  Calculate fitness function for each solution 




( ) . ( ) . ( ) . ( )1 2 3
1 1 1
NG NG NG
Fitness TR TFC K P FP K PR FR K P PR PD Dk k k k k
k k k
          
  
     
     
 (25) 
 
4.3.  Updating the velocity and position of each individual 
In the PSO algorithms, new solutions are created by updating the velocity and position of each 
individual [27]. Firstly, such velocity is calculated as presented in section 3. The velocity value is dependent 
on four parameters such as the previous velocity, the previous position, the best previous position, and 
the best global position. Then, such position is computed as (12). For each generation, new solutions are 
verified for limitations. If a new solution value is lower than the minimum one, it will be set to such minimum 
value. If the new solution value is higher than the maximum value, it will be set to such maximum value. 
 
4.4. The whole computing procedure 
The whole search process of the PSO methods for solutions to the considered ELDCEM problem 
corressponding to the flowchart in Figure 1.  
 
 
Initial Np individuals 
Calculate fitness value 
for each individual
 L < MaxL




Update new velocity 















  Determine ,










 ,Gbest GbestF X
  Start select control 
parameters , LNp Max
 
 
Figure 1. Flowchart for the PSO algorithms 
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5. NUMERICAL RESULTS 
In this portion, the classical PSO, IWPSO, and CFPSO methods have been used to address ELDCEM 
problem. These methods are tested on three-unit system and ten-unit system with different constraints. 
The whole data of the two systems are taken from [9]. In the case of three-unit system, 50 successful trials have 
been implemented and 100 successful trials have been executed for the case of ten-unit system. The work was 
coded in Matlab program language and run on PC with processor Core i5-2.2 GHz, 4GB of RAM. Additionally, 
a control parameter selection of three PSO algorithms, such as population size, the maximum number of 
iterations, inertia weight and constriction factor has described in the next parts because it has played a very 
important role in finding the best solution. The first two parameters of the PSO algorithms are surveyed for each 
test system while other ones are determined as in [24]. 
 
5.1.   Three-unit system 
5.1.1. Selecting the most suitable parameters of the PSO methods for the first system 
As mentioned above, a couple of parameters (Np and MaxL) of three PSO methods for the first test 
system have been pursued to determine the most suitable parameters. For surveying the impact of 
the parameters, the population is set to 3, 5 and 10, respectively while the maximum iteration is set from 10 
to 100. With each value of the maximum iteration, 50 successful trials have been run for PSO,  
IWPSO and CFPSO methods. The maximum profit obtained by PSO algorithms for the first test system was 





Figure 2. The maximum profit given by 50 trial runs 
with Np=3 
 






Figure 4. The maximum profit given by 50 trial runs with Np=10 
 
 
The Figures show that the three methods can reach the best profit of 1,102.4502($/h) and the profit 
cannot be higher although the number of iterations continue to be increased. And as the population is 
increased, the PSO methods can easily find the best solution with smaller number of iterations. Table 1 sees 
that the highest profit is 1,102.4505($/h) and can be reached by setting population to 5 and the maximum 
iteration to 15. The parameters will be applied for initializing the control parameters of three PSO methods. 
Besides, the number of evaluations (NFE) is also added in such Table 1. NFE stands for the number of 
solutions created by the methods and is calculated by the following model [28-29]. 
 
. .
L cNFE Np Max N  (26) 
 
In (26), Nc is the number of generations in each iteration. For the PSO methods, the number of generations is 1. 
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Table 1. Comparisons of optimal parameter results for three cases  
 Method Np MaxL NFE Max. Profit($/h) 
Survey 1 PSO 3 50 150 1102,4437 
CFPSO 3 25 75 1102,4502 
IWPSO 3 20 60 1102,4502 
Survey 2 PSO 5 25 125 1102,4501 
CFPSO 5 15 75 1102,4504 
IWPSO 5 15 75 1102,4505 
Survey 3 PSO 10 10 100 1102,4505 
CFPSO 10 10 100 1102,4505 
IWPSO 10 10 100 1102,4505 
 
 
5.1.2. Result comparisons for the first system 
In this paragraph, three PSO methods are employed for the first system with three units by setting 5 
for the population, 15 for the maximum iteration. Table 2 outlines the maximum profit, the mean profit and 
the minimum profit of all solutions in cooperation with some parameters of PSO, two versions of PSO 
method and other reported methods. In comparison among the PSO methods, IWPSO and CFPSO methods 
can get the profits more effectual than PSO method in term of the maximum profit, the mean profit and  
the minimum profit. It means that they have better capability than PSO in finding the best solution.  
However, IWPSO is more effective than CFPSO because the IWPSO’s maximum profit is 1,102.451($/h) 
whereas that of CFPSO is 1,102.45 ($/h). Besides, PSO has not more stable than two IPSO methods because 
standard deviation of PSO method is higher than that of other ones. Namely, PSO’s standard deviation  
is 201.9246 while that of IWPSO and CPPSO methods is 166.3297 and 154.7186, respectively. In addition, 
results from three implemented PSO methods are also compared to other reported methods, such as DE [9], 
PSO [9], ALHN [9], DE [15], CSA [15], PSO [15] and HLNEF [15]. From the second column, all methods 
have the same best profit with 1,102.45 ($/h) except for IWPSO with 1,102.451 ($/h). It can be concluded 
that these methods can find the best solution to the first test system. However, new solutions produced  
by the PSO methods are only 75, those of PSO [15], CSA [15] and DE [15] are 2,500, 5,000 and 5,000 
respectively while those from DE [9], PSO [9], ALHN [9] and HLNEF [15] are not presented. It can give two 
comments: Firstly, the simulation time of the PSO methods is faster than other ones. Secondly, the possibility 
of searching the optimal solutions of IWPSO and CFPSO is more efficient than that of other methods.  
The solutions obtained by the PSO methods are presented in Table 3. 
 
 
Table 2. Comparison of result obtained for three-unit system  
Method Max. Profit ($/h) Mean. Profit ($/h) Min. Profit ($/h) STD Np MaxL NFE 
DE [9] 1,102.45 951.37 517.94 158.23 - - - 
PSO [9] 1,102.45 961.39 375.00 224.50 - - - 
ALHN [9] 1,102.45 - - - - - - 
DE [9] 1,102.45 635.3542 -111.923 - 5 500 5,000 
CSA [15] 1,102.45 1,099.229 1,040.159 - 5 500 5,000 
PSO [15] 1,102.45 938.8674 325 - 5 500 2,500 
HLN-EF [15] 1,102.45 1102.45 1102.45 -   - 
PSO 1,102.448 999.7856 325 201.9246 5 15 75 
CFPSO 1,102.450 1023.714 492.1755 154.7186 5 15 75 
IWPSO 1,102.451 999.8291 494.9503 166.3297 5 15 75 
 
 
Table 3. Optimal solution for the three-unit system obtained by the PSO methods 
Unit 
PSO IWPSO CFPSO 
Pk (MW) RPk (MW) Pk (MW) RPk (MW) Pk (MW) RPk (MW) 
1 325.5026 100.0000 324.5138 100.0000 324.4358 100.0000 
2 400.0000 0 400.0000 0 400.0000 0 
3 200.0000 0 200.0000 0 200.0000 0 
 
 
5.2. Ten-unit system 
In this case, we've run 100 successful trials for the PSO methods by setting 40 for the population 
and 60 for the maximum iteration. Results for comparison are summarized in Table 4. The highest profit,  
the mean profit and the lowest profit are 14,564.74 $/h, 14,479.18 $/h and 14,357.24 $/h, respectively whilst 
those of PSO method are 14,563.77 $/h, 14,337.03 $/h and 14,038.64 $/h, and those of CFPSO method are 
14,564.66 $/h, 14,319.77 $/h and 14,061.69 $/h, respectively. In addition, standard deviation of IWPSO  
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is two times smaller than that of PSO and CFPSO methods. In comparison to other remaining methods,  
IWPSO method is ranked the first with the highest profit of 14,564.74 $/h, HLN-EF [15] is ranked the second 
position with the second highest profit of 14,564.73 $/h and DE [15] is put at the last one with the lowest 
profit of 13,093.1919 $/h. In consideration of the mean profit and the lowest profit, IWPSO method always 
obtains better results than other ones excluding HLN-EF [15] and CSA [15]. In consideration of standard 
deviation value, that of IWPSO is 62.20832 while that of DE [9] and PSO [9] are 9,506 and 11,125, 
respectively. That of other ones are not found. In relation to converge speed, IWPSO method is faster than 
these considered methods because it only uses 2,400 evaluations while other considered methods employ 
from 5,000 to 10,000 evaluations. As a result, IWPSO method is a promising tool for solving this system. 
The solutions obtained by the PSO methods are presented in Table 5. 
 
 
Table 4. Comparison of result obtained for ten-unit system  
Method Max. Profit ($/h) Mean. Profit ($/h) Min. Profit ($/h) STD Np MaxL NFE 
DE [9] 14,280.7 2,803.87 2,148.52 9,506 - - - 
PSO [9] 14,510.11 2,435.99 4,971.47 11,125 - - - 
ALHN [9] 14,564.73 - - - - - - 
PSO [15] 13,158.0653 9,824.8414 6,246.4383 - 10 500 10,000 
CSA [15] 13,635.105 13,448.0525 13,177.6998 - 10 500 10,000 
DE [15] 13,093.1919 8,346.2441 3,729.71 - 10 500 5,000 
HLN-EF [15] 14,564.73 14,564.730 14,564.729 - - - - 
PSO 14,563.77 14,337.03 14,038.64 149.8791 40 60 2,400 
CFPSO 14,564.66 14,319.77 14,061.69 147.4767 40 60 2,400 
IWPSO 14,564.74 14,479.18 14,357.24 62.20832 40 60 2,400 
 
 
Table 5. Optimal solution for the ten-unit system obtained by the PSO methods 
Unit PSO IWPSO CFPSO 
Pk (MW) RPk (MW) Pk (MW) RPk (MW) Pk (MW) RPk (MW) 
1 455.0000 0 455.0000 0 455.0000 0 
2 455.0000 0 455.0000 0 455.0000 0 
3 130.0000 0 130.0000 0 130.0000 0 
4 130.0000 0 130.0000 0 130.0000 0 
5 162.0000 0 162.0000 0 162.0000 0 
6 80.0000 0 80.0000 0 80.0000 0 
7 25.0000 60.0000 25.0000 60.0000 25.0000 60.0000 
8 43.0000 0 42.9992 12.0008 42.9872 12.0128 
9 10.0000 45.0000 10.0000 45.0000 10.0000 45.0000 




In this paper, the competitive electric market has been considered in classical economic load dispatch 
problem and the more complicated problem has been solved by three PSO methods. The conventional PSO, 
IWPSO, and CFPSO methods have been applied to solve two test systems such as three and ten-units with 
payment model for power delivered. Result comparisons in term of the highest profit, the mean profit and 
the lowest profit indicate that the optimal solution found by IWPSO method is better than that of CFPSO 
method while that of PSO is the worst for the two test systems. As a result, IWPSO method was the best 
method among the PSOs and it can be a representative technique to complete with other ones for such 
problem. In consideration of the highest profit, IWPSO method and other considered ones can result in 
the same solution quality for the three-unit system. But for the ten-unit system, the search ability of IWPSO 
method overtakes that of the others. Furthermore, IWPSO method is the most stable and fastest method 
because it has a small standard deviation and uses smaller evaluations. For this reason, it can comment that 
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