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a b s t r a c t
In this paper, we consider a fourth-order boundary value problem with impulse. First, we
establish criteria for the existence of one or more than one positive solution of a non-
eigenvalue problem. Second, we are concerned with determining values of λ, for which
there exist positive solutions for an eigenvalue problem. In both problems, we shall use
the Krasnoselskii fixed point theorem.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
We are interested in proving the existence and multiplicity results for positive solutions to the fourth-order boundary
value problem with impulse (BVPI)
y(4) − q(x)y′′ = f (x, y), x ∈ [a, c) ∪ (c, b],
α1y(a)− β1y′(a) = 0, γ1y(b)+ δ1y′(b) = 0,
y′′(c − 0) = d1y′′(c + 0), y′′′(c − 0) = d2y′′′(c + 0),
α2y′′(a)− β2y′′′(a) = 0, γ2y′′(b)+ δ2y′′′(b) = 0
(1.1)
and the eigenvalue problem y(4) − q(x)y′′ = λf (x, y) with the same boundary conditions where λ > 0. Here a < 3a+b4 <
c < 3b−a4 < b, y(c − 0) is the left-hand limit of y(x) at c and y(c + 0) is the right-hand limit of y(x) at c.
We will assume that the following conditions are satisfied:
(H1) q(x) ≥ 0 is measurable function on [a, b] and ∫ ba q(x)dx <∞.
(H2) d1 > 0, d2 > 0, α2, β2, γ2, δ2 ≥ 0, α2 + β2 > 0, γ2 + δ2 > 0, if q(x) ≡ 0 on [a, c) ∪ (c, b] then α2 + γ2 > 0.
(H3) α1, β1, γ1, δ1 ≥ 0, α1δ1 + β1γ1 + α1γ1(b− a) > 0.
(H4) f (x, ξ) is a real-valued function continuous with respect to the collection of its arguments x ∈ [a, c)∪(c, b] and ξ ∈ R,
and f (x, ξ) ≥ 0 for ξ ∈ R+, where R+ denotes the set of non-negative real numbers. Moreover, for each ξ ∈ R there
exist finite limits
lim
(x,ξ)→(c,ξ0)
x<c
f (x, ξ) = f (c − 0, ξ0) and lim
(x,ξ)→(c,ξ0)
x>c
f (x, ξ) = f (c + 0, ξ0).
Positive solutions of boundary value problems for differential equations with impulse were earlier studied in [5,6]. For
the basic concepts of impulse differential equations we refer to [2,13]. Bereketoglu and Huseynov [3] studied nonlinear
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second-order differential equations subject to separated linear boundary conditions and to linear impulse conditions by
using the Krasnoselskii fixed point theorem.
Fourth-order boundary value problems have been studied in recent years [1,4,9,10,14]. However, our problem and results
in this paper are different from those in [1,4,9,10,14]. Our method is as in [11,12]. To the author’s knowledge, no one has
studied positive solutions for the fourth-order boundary value problem with impulse.
The key tool in our approach is the following Krasnoselskii fixed point theorem in cone [7,8].
Theorem 1.1. Let B be a Banach space, and let P ⊂ B be a cone in B . Assume Ω1, Ω2 are open subsets of B with
0 ∈ Ω1, Ω¯1 ⊂ Ω2, and let
A : P ∩ (Ω¯2 \Ω1)→ P
be a completely continuous operator such that, either
(i) ‖Ay‖ ≤ ‖y‖, y ∈ P ∩ ∂Ω1, and ‖Ay‖ ≥ ‖y‖, y ∈ P ∩ ∂Ω2; or
(ii) ‖Ay‖ ≥ ‖y‖, y ∈ P ∩ ∂Ω1, and ‖Ay‖ ≤ ‖y‖, u ∈ P ∩ ∂Ω2.
Then A has at least one fixed point in P ∩ (Ω¯2 \Ω1).
2. The preliminary lemmas
Denote by θ and ϕ the solutions of the homogeneous problem{
y′′ − q(x)y = 0, x ∈ [a, c) ∪ (c, b],
y(c − 0) = d1y(c + 0), y′(c − 0) = d2y′(c + 0), (2.1)
satisfying the initial conditions
θ(a) = β2, θ ′(a) = α2,
ϕ(b) = δ2, ϕ′(b) = −γ2.
Define the number ρ by
ρ =
−β2ϕ
′(a)+ α2ϕ(a), if x ∈ [a, c),
1
d1d2
[−β2ϕ′(a)+ α2ϕ(a)], if x ∈ (c, b]. (2.2)
Lemma 2.1 ([3]). Let conditions (H1) and (H2) hold. The number ρ defined by (2.1) is positive for x ∈ [a, c)∪ (c, b] ∪ {c± 0}.
Let G(x, s) be the Green function for the boundary value problemy
′′(x)− q(x)y(x) = 0, x ∈ [a, c) ∪ (c, b],
y(c − 0) = d1y(c + 0), y′(c − 0) = d2y′(c + 0)
α2y(a)− β2y′(a) = 0, γ2y(b)+ δ2y′(b) = 0
which is given by
G(x, s) = 1
ρ
{
ϕ(s)ψ(x), if a ≤ s ≤ x ≤ b,
ϕ(x)ψ(s), if a ≤ x ≤ s ≤ b.
Lemma 2.2 ([3]). Let conditions (H1) and (H2) hold. Then
G(x, s) ≥ 0, for x, s ∈ [a, c) ∪ (c, b].
Lemma 2.3. Assume that the conditions (H1)–(H4) are satisfied. If h(x) is a real-valued measurable function on [a, b] such that∫ b
a |h(x)|dx <∞, then the BVPI
y(4) − q(x)y′′ = h(x), x ∈ [a, c) ∪ (c, b],
α1y(a)− β1y′(a) = 0, γ1y(b)+ δ1y′(b) = 0,
y′′(c − 0) = d1y′′(c + 0), y′′′(c − 0) = d2y′′′(c + 0),
α2y′′(a)− β2y′′′(a) = 0, γ2y′′(b)+ δ2y′′′(b) = 0
(2.3)
has a unique solution
y(x) =
∫ b
a
G1(x, ξ)
∫ b
a
G2(ξ , s)h(s)dsdξ
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where
G1(x, s) = 1
α1δ1 + β1γ1 + α1γ1(b− a)
{
(γ1(b− s)+ δ1)(α1(x− a)+ β1), if a ≤ x ≤ s ≤ b,
(γ1(b− x)+ δ1)(α1(s− a)+ β1), if a ≤ s ≤ x ≤ b (2.4)
and
G2(x, s) = 1
ρ
{
ϕ(s)ψ(x), if a ≤ s ≤ x ≤ b,
ϕ(x)ψ(s), if a ≤ x ≤ s ≤ b. (2.5)
Here ρ is as in (2.5).
Proof. Let us consider the following BVP:y′′ = −
∫ b
a
G2(x, s)h(s)ds, x ∈ [a, c) ∪ (c, b],
α1y(a)− β1y′(a) = 0, γ1y(b)+ δ1y′(b) = 0.
(2.6)
The Green function associated with the BVP (2.4) is G1(x, s). This completes the proof. 
Lemma 2.4. Assume that the conditions (H1)–(H4) are satisfied. If h(x) ≥ 0 is a measurable function on [a, b] and ∫ ba h(x)dx <∞, then the unique solution y of the problem (2.3) satisfies
y(x) ≥ 0, for x ∈ [a, c) ∪ (c, b].
Proof. It is a subsequence of the facts that G1(x, s) ≥ 0, G2(x, s) ≥ 0 for x, s ∈ [a, c) ∪ (c, b]. 
Lemma 2.5. Let (H1)–(H4) hold. If h(x) ≥ 0 is a measurable function on [a, b] and ∫ ba h(x)dx < ∞, then the unique solution
y of the problem (2.3) satisfies
min
{
y(x) : x ∈
[
3a+ b
4
, c
)
∪
(
c,
3b− a
4
]}
≥ Γ ‖y‖
where ‖y‖ = max{y(x) : x ∈ [a, c) ∪ (c, b]} and
Γ := min
{
α1(b− a)+ 4β1
4α1(b− a)+ 4β1 ,
γ1(b− a)+ 4δ1
4γ1(b− a)+ 4δ1
}
. (2.7)
Proof. We have from (2.4) that
0 ≤ G1(x, s) ≤ G1(s, s), x, s ∈ [a, c) ∪ (c, b] (2.8)
and
G1(x, s) ≥ Γ G1(s, s), x ∈
[
3a+ b
4
, c
)
∪
(
c,
3b− a
4
]
, s ∈ [a, c) ∪ (c, b]
where Γ is as in (2.7). From (2.8), we get
y(x) ≤
∫ b
a
G1(ξ , ξ)
∫ b
a
G2(ξ , s)f (s, y(s))dsdξ for all x ∈ [a, c) ∪ (c, b].
Thus for x ∈ [ 3a+b4 , c) ∪ (c, 3b−a4 ],
y(x) ≥ Γ
∫ b
a
G1(ξ , ξ)
∫ b
a
G2(ξ , s)f (s, y(s))dsdξ
≥ Γ ‖y‖. 
3. Existence of one or more positive solutions
For η > 0, set
F(η) = max{f (x, y) : x ∈ [a, c) ∪ (c, b], y ∈ [0, η]},
H(η) = min{f (x, y) : x ∈ [a, c) ∪ (c, b], y ∈ [Γ η, η]},
where Γ is as in (2.7).
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Denote
M =
∫ b
a
G1(ξ , ξ)
∫ b
a
G2(ξ , s)dsdξ, (3.1)
N = max
x∈[a,c)∪(c,b]
∫ b
a
G1(x, ξ)
∫ 3b−a
4
3a+b
4
G2(ξ , s)dsdξ . (3.2)
Wework in the Banach space B of all real-valued continuous functions y on [a, c)∪ (c, b] for which the finite values y(c−0)
and y(c + 0) exist with the norm ‖y‖ = maxx∈[a,c)∪(c,b] |y(x)|. Let
K =
{
y ∈ B : y(x) ≥ Γ ‖y‖, x ∈
[
3a+ b
4
, c
)
∪
(
c,
3b− a
4
]}
(3.3)
(where Γ is as in (2.7)), then K is a cone. For each y ∈ K , denote
Ty(x) =
∫ b
a
G1(x, ξ)
∫ b
a
G2(ξ , s)f (s, y(s))dsdξ .
By Lemma2.5,we know that TK ⊂ K . Applying the Arzela–Ascoli Lemma,we can easy check that T is completely continuous.
Theorem 3.1. Let (H1)–(H4) hold. Suppose there exist two positive numbers η1 and η2 with η1 6= η2 such that
F(η1) ≤ η1M−1, H(η2) ≥ η2N−1.
Then (1.1) has at least one positive solution y satisfying
min{η1, η2} ≤ ‖y‖ ≤ max{η1, η2}.
Proof. We only show the case that η1 < η2. The other case can be treated by the same method.
From Lemma 2.3, we know that y is a solution of (1.1) if and only if y solves the fixed point problem y = Ty.
We will apply the Krasnoselskii fixed point theorem (see Theorem 1.1) to prove that T has a fixed point y ∈ K with
η1 ≤ ‖y‖ ≤ η2.
For y ∈ K with ‖y‖ = η1, we have that
f (x, y(x)) ≤ F(η1) ≤ η1M−1
hence
Ty(x) =
∫ b
a
G1(x, ξ)
∫ b
a
G2(ξ , s)f (s, y(s))dsdξ
≤ η1M−1
∫ b
a
G1(ξ , ξ)
∫ b
a
G2(ξ , s)dsdξ
≤ η1 = ‖y‖.
For y ∈ K with ‖y‖ = η2, we have that
Γ η2 ≤ y(x) ≤ η2, x ∈
[
3a+ b
4
, c
)
∪
(
c,
3b− a
4
]
and
min
{
f (x, y) : x ∈
[
3a+ b
4
, c
)
∪
(
c,
3b− a
4
]
, Γ η2 ≤ y(x) ≤ η2
}
= H(η2) ≥ η2N−1
so that
‖Ty‖ ≥ max
x∈[a,c)∪(c,b]
∫ b
a
G1(x, ξ)
∫ 3b−a
4
3a+b
4
G2(ξ , s)f (s, y(s))dsdξ
≥ η2N−1 max
x∈[a,c)∪(c,b]
∫ b
a
G1(x, ξ)
∫ 3b−a
4
3a+b
4
G2(ξ , s)dsdξ = η2 = ‖y‖.
Therefore, by the first part of the Krasnoselskii fixed point theorem, it follows that T has a fixed point y with η1 ≤ ‖y‖
≤ η2. 
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Theorem 3.2. Let (H1)–(H4) hold. If there exist j+ 1 positive numbers η1, η2, . . . , ηj+1 with η1 < η2 < · · · < ηj+1 such that
either
F(η2k−1) < η2k−1M−1 for all 2k− 1 ∈ {1, 2, . . . , j+ 1},
H(η2k) > η2kN−1 for all 2k ∈ {1, 2, . . . , j+ 1},
(3.4)
or
H(η2k−1) > η2k−1M−1 for all 2k− 1 ∈ {1, 2, . . . , j+ 1},
F(η2k) < η2kN−1 for all 2k ∈ {1, 2, . . . , j+ 1},
(3.5)
then (1.1) has at least j positive solutions.
Proof. We only prove the result under (3.4). In the case that (3.5) holds, the results can be proved by the same method.
Since F and H are continuous, 0 < N ≤ M , we know that there existΘi and τi with ηi < Θi < τi < ηi+1, i = 1, 2, . . . , j
such that
F(Θ2k−1) ≤ Θ2k−1M−1 H(τ2k−1) ≥ τ2k−1N−1 for all 2k− 1 ∈ {1, 2, . . . , j+ 1},
H(Θ2k) ≥ Θ2kN−1 F(τ2k) ≤ τ2kM−1 for all 2k ∈ {1, 2, . . . , j+ 1}.
From Theorem 3.1, for each i ∈ {1, 2, . . . , j}, (1.1) has a positive solution yi satisfying
ηi < Θi ≤ ‖yi‖ ≤ τi < Θj+1. 
Corollary 3.1. Let (H1)–(H4) hold. Assume that there exist two sequences {ηi}, {Θi} of (0,+∞) such that
(i) limi→+∞ ηi = +∞
(ii) limi→+∞Θi = +∞
(iii) limi→+∞ F(ηi)ηi < M
−1
(iv) limi→+∞ H(Θi)Θi > N
−1.
Then (1.1) has a sequence of positive solutions {yk} such that ‖yk‖ → ∞ as k→∞.
4. Boundary value problem with a parameter
In this section we consider the following BVPI with parameter λ,
y(4) − q(x)y′′ = λf (x, y), x ∈ [a, c) ∪ (c, b],
αy(a)− βy′(a) = 0, γ y(b)+ δy′(b) = 0,
y′′(c − 0) = d1y′′(c + 0), y′′′(c − 0) = d2y′′′(c + 0),
α2y′′(a)− β2y′′′(a) = 0, γ2y′′(b)+ δ2y′′′(b) = 0.
(4.1)
Define the non-negative extended real numbers f0, f 0, f∞ and f∞ by
f0 := lim
y→0+
inf min
x∈[a,c)∪(c,b]
f (x, y)
y
, f 0 := lim
y→0+
sup max
x∈[a,c)∪(c,b]
f (x, y)
y
,
f∞ := lim
y→∞ inf minx∈[a,c)∪(c,b]
f (x, y)
y
, f∞ := lim
y→∞ sup maxx∈[a,c)∪(c,b]
f (x, y)
y
,
respectively. These numbers can be regarded as generalized super or sublinear conditions on the function f (x, y) at y = 0
and y = ∞. Thus, if f0 = f 0 = 0 (+∞), then f (x, y) is superlinear (sublinear) at y = 0 and if f∞ = f∞ = 0 (+∞), then
f (x, y) is sublinear (superlinear) at y = +∞. (4.1) has a solution y = y(x) if and only if y solves the operator equation
y(x) = λ
∫ b
a
G1(x, ξ)
∫ b
a
G2(ξ , s)f (s, y(s))ds = (Tλy)(x),
where G1, G2 are defined by (2.4) and (2.5), respectively.
Let us define the cone K as in (3.3). By Lemma 2.5, TλK ⊂ K . It is also easy to check that Tλ : K → K is completely
continuous. We seek a fixed point of Tλ in the cone K .
Theorem 4.1. Assume that (H1)–(H4) are satisfied. Then, for each λ satisfying
1
NΓ f∞
< λ <
1
Mf0
, (4.2)
there exists at least one positive solution of (4.1), where Γ , M, N are as in (2.7), (3.1) and (3.2), respectively.
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Proof. Let λ be given as in (4.2). Now, let  > 0 be chosen such that
1
Γ N(f∞ − ) ≤ λ ≤
1
M(f0 + ) .
Now, turning to f0, there exists an H1 > 0 such that f (s, y) ≤ (f0 + )y for 0 < y ≤ H1. So, for y ∈ K with ‖y‖ = H1, we
have from the fact 0 ≤ G1(x, s) ≤ G(s, s) that
Tλy(x) = λ
∫ b
a
G1(x, ξ)
∫ b
a
G2(ξ , s)f (s, y(s))dsdξ
≤ λ(f0 + )
∫ b
a
G1(ξ , ξ)
∫ b
a
G2(ξ , s)y(s)dsdξ
≤ λ(f0 + )M‖y‖ ≤ ‖y‖.
Next, considering f∞, there exists Hˆ2 > 0 such that f (s, y) ≥ (f∞ − )y for y ≥ Hˆ2. Let H2 = max{2H1, Hˆ2Γ }. Then y ∈ K
and ‖y‖ = H2 imply
min
x∈[ 3a+b4 ,c)∪(c, 3b−a4 ]
y(x) ≥ Γ ‖y‖ ≥ Hˆ2,
and so
‖Tλy‖ = λ max
x∈[a,c)∪(c,b]
∫ b
a
G1(x, ξ)
∫ b
a
G2(ξ , s)f (s, y(s))dsdξ
≥ λ(f∞ − )
∫ b
a
G1(x, ξ)
∫ 3b−a
4
3a+b
4
G2(ξ , s)y(s)dsdξ
≥ λΓ (f∞ − )‖y‖ max
x∈[a,c)∪(c,b]
∫ b
a
G1(x, ξ)
∫ 3b−a
4
3a+b
4
G2(ξ , s)dsdξ
= λΓ (f∞ − )N‖y‖ ≥ ‖y‖ = H2.
Therefore, by the first part of Theorem (1.1), it follows that Tλ has a fixed point y satisfying H1 ≤ ‖y‖ ≤ H2. The proof is
completed. 
Theorem 4.2. Assume that (H1)–(H4) are satisfied. Then, for each λ satisfying
1
Γ Nf0
< λ <
1
Mf∞
, (4.3)
there exists at least one positive solution of (4.1) where Γ , M, N are as in (2.5), (3.1) and (3.2) respectively.
Proof. Let λ be given as in (4.3), and choose  > 0 such that
1
Γ N(f0 − ) ≤ λ ≤
1
M(f∞ + ) .
Beginning with f0, there exists an H1 > 0 such that f (s, y) ≥ (f0 − )y for 0 < y ≤ H1. So, for y ∈ K with ‖y‖ = H1 we
have
‖Tλy‖ = λ max
x∈[a,c)∪(c,b]
∫ b
a
G1(x, ξ)
∫ b
a
G2(ξ , s)f (s, y(s))dsdξ
≥ λ(f0 − )
∫ b
a
G1(x, ξ)
∫ 3b−a
4
3a+b
4
G2(ξ , s)y(s)dsdξ
≥ λΓ (f0 − )‖y‖ max
x∈[a,c)∪(c,b]
∫ b
a
G1(x, ξ)
∫ 3b−a
4
3a+b
4
G2(ξ , s)dsdξ
= λΓ (f0 − )N‖y‖ ≥ ‖y‖ = H1.
It remains to consider f∞. There exists an Hˆ2 > 0 such that f (s, y) ≤ (f∞ + )y, for all y ≥ Hˆ2. There are two cases:
(a) f is bounded, and (b) f is unbounded.
For case (a), suppose R > 0 is such that f (s, y) ≤ R, for all 0 ≤ y ≤ ∞. Let
H2 = max{2H1, λRM}.
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Then, for y ∈ K with ‖y‖ = H2, we have
Tλy(x) = λ
∫ b
a
G1(x, ξ)
∫ b
a
G2(ξ , s)f (s, y(s))dsdξ
≤ λR
∫ b
a
G1(ξ , ξ)
∫ b
a
G2(ξ , s)dsdξ
≤ λRM ≤ H2 = ‖y‖
so that ‖Tλy‖ ≤ ‖y‖.
For case (b), let g(h) := max{f (x, y) : x ∈ [a, c) ∪ (c, b], y ∈ [0, h]}. The function g is non-decreasing and
limh→∞ g(h) = ∞. Choose H2 = max{2H1, Hˆ2} so that g(H2) ≥ g(h) for 0 ≤ h ≤ H2.
For y ∈ K with ‖y‖ = H2,
Tλy(x) = λ
∫ b
a
G1(x, ξ)
∫ b
a
G2(ξ , s)f (s, y(s))dsdξ
≤ λg(H2)
∫ b
a
G1(ξ , ξ)
∫ b
a
G2(ξ , s)dsdξ
≤ λ(f∞ + )MH2 ≤ H2 = ‖y‖
so that ‖Tλy‖ ≤ ‖y‖.
It follows from Theorem 1.1 that Tλ has a fixed point. Hence the problem (4.1) has a positive solution. The proof is
completed. 
Example 4.1. Consider the following boundary value problem:
y(4) − y′′ = λex, x ∈ [1, 2) ∪ (2, 3],
y(1)− 2y′(1) = 0, 3y(3)+ 4y′(3) = 0,
y′′(2− 0) = 1
2
y′′(2+ 0), y′′′(2− 0) = 1
3
y′′′(2+ 0),
y′′(1)− y′′′(1) = 0, y′′(3)+ 2y′′′(3) = 0.
(4.4)
Taking a = 1, α1 = 1, β1 = 2, b = γ1 = 3, δ1 = 4, we have Γ = 11/20.
When taking f (x, y) = f (x) = ex, we get f0 = ∞, f∞ = 0.
In the case of p(x) ≡ 1, q(x) ≡ 1, d1 = 1/2, d2 = 1/3, α2 = β2 = γ2 = 1, c = δ2 = 2, the solutions of the problems
(2.1) are
θ(x) =
{
ex−1, if x ∈ [1, 2),
1
2
(5ex−1 − e3−x), if x ∈ (2, 3], (4.5)
and
ϕ(x) =
{ 1
12
(cosh(x− 1)+ 5 cosh(3− x)+ ex−1 + 5e3−x), if x ∈ [1, 2),
cosh(3− x)+ e3−x, if x ∈ (2, 3].
(4.6)
Therefore, we have
G1(x, ξ) = 116
{
(13− 3ξ)(x+ 1), if x ≤ ξ,
(13− 3x)(ξ + 1), if ξ ≤ x, G2(ξ , s) =
1
ρ
{
θ(s)ϕ(ξ), if s ≤ ξ,
θ(ξ)ϕ(s), if ξ ≤ s,
where θ, ϕ are as in (4.5) and (4.6) respectively and
ρ = 1
12
{
15e2 + 1, if x ∈ [1, 2),
6(15e2 + 1), if x ∈ (2, 3].
By using (4.2) and (4.3), we get M = 1.311537993, N = 0.4219821649. By Theorem 4.2, for each λ satisfying
0 < λ <∞, there exists at least one positive solution of the problem (4.4) (see Fig. 1).
Indeed, if y′′(x) = z(x), for x ∈ [1, 2)∪(2, 3] then the BVP (4.4) is equivalent to the following systemof integral equations:
y(x) =
∫ 3
1
G1(x, ξ)z(ξ)dξ
z(x) = −
∫ 3
1
G2(x, s)f (s, y(s))ds.
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Fig. 1. The solution of the BVP (4.4).
We obtain
z(x) =
{
r(x), if x ∈ [1, 2),
s(x), if x ∈ (2, 3]
and also
y(x) =
{
R(x), if x ∈ [1, 2),
S(x), if x ∈ (2, 3],
where
r(x) = 1
4(15e2 + 1) (5e
x − e2−x − 15e4−x − 5ex−2 + 122ex+2 − 2xex − 30xex+2),
s(x) = 1
2(15e2 + 1) (6e
x + 7e6−x + 55ex+2 − xex − 15xex+2 − 18e4−x − 6ex−2),
R(x) = e
−x
64(15e2 + 1) [−2(15x+ 63)e
x+1 + (369x− 1343)ex+3 + 80e2x−2 + 5(13− 3x)ex−1
+ 16(2x− 9)e2x − 154(x+ 1)ex+2 + 74(x+ 1)ex + 32(15x− 76)e2x+2 − 124(x+ 1)ex+4
+ 440(x+ 1)ex+5 + 16e2(15e2 + 1)],
S(x) = e
−x
64(15e2 + 1) [−2(15x+ 63)e
x+1 + (369x− 1343)ex+3 + 192e2x−2 + 5(13− 3x)ex−1
+ 32(x− 8)e2x + 2(147x− 637)ex+2 + 18(13− 3x)ex + 160(3x− 17)e2x+2 + 20(13− 3x)ex+4
+ 440(x+ 1)ex+5 + 32e4(18− 7e2)].
Thus for each positive λ, there exists one positive solution of problem (4.4).
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