We consider the problem of covering hypersphere by a set of spherical hypercaps. This sort of problem has numerous practical applications such as error correcting codes and reverse k-nearest neighbor problem. Using the reduction of non degenerated concave quadratic programming (QP) problem, we demonstrate that spherical coverage verification is NP hard. We propose a recursive algorithm based on reducing the problem to several lower dimension subproblems. We test the performance of the proposed algorithm on a number of generated constellations. We demonstrate that the proposed algorithm, in spite of its exponential worst-case complexity, is applicable in practice. In contrast, our results indicate that spherical coverage verification using QP solvers that utilize heuristics, due to numerical instability, may produce false positives.
Introduction
We consider the problem of determining whether a hypersphere is completely covered by a set of hyperspherical caps. An equivalent problem is whether the given set of hyperspherical cones centered in the origin, covers the whole space R d . A three dimensional version of the problem can be solved using the approach from [4] , but a solution to a generalized problem in arbitrary dimensional space has not, to the best of our knowledge, been proposed yet. The generalized problem of hyperspherical coverage by a set of hypercaps arises in areas such as coding theory [12] and multidimensional queries [11] .
Covering problems are important in computational geometry and have been extensively studied recently. Elbassioni and Tiwary [8] considered the following problem: Given a set of polyhedral hypercones C 1 , C 2 , . . . , C k and a convex set D ⊂ R d , check whether cones cover the set D or not. They proved NP completeness in several cases and connected it to the problem of determining whether a union of the convex sets is convex. Also in [3] the authors considered covering a given set of points with a given polygon, whether in [5] authors considered covering the set of points with two disjoint disks and two disjoint squares. Papers [7] and [18] consider covering a sphere (ball) with other spheres (balls).
Recently, development of algorithms for incremental density-based outlier detection [13, 16] have motivated the need to efficiently apply techniques for reverse k-nearest neighbor search. The minimal number of hypercaps that can completely cover a hypersphere is related to the theoretical upper bound for the number of reverse k-nearest neighbors of a given point and hence the complexity of incremental outlier detection algorithms [15] . Also, the sets of hypercaps that can completely cover the hypersphere are basis for practical algorithms for reverse k-nearest neighbors. In this paper, we consider hyperspherical coverage verification: for a given set of hypercaps on a hypersphere we determine whether the set completely covers the hypersphere. We are, however, not concerned how to determine the set of hypercaps that completely covers the hypersphere.
Using the reduction of concave quadratic programming (QP) problem, we demonstrate that spherical coverage verification is NP hard. As a consequence, an algorithm with non-polynomial worst-case complexity may still be viable and practical. We provide a generalized recursive algorithm that can perform coverage verification task for arbitrary dimension d. The proposed algorithm is based on reducing the problem to several lower dimension subproblems. In addition, we provide a method that can identify a point on a hypersphere not covered by any hypercap, if such a point exists.
We test the performance of the proposed algorithm on a number of generated constellations with different dimensionality. We demonstrate that the proposed algorithm, in spite of its exponential worstcase complexity, is applicable in practice, with acceptable average-case performance. In contrast, our results indicate that spherical coverage verification using heuristics-based QP solvers, may produce false positives and suffer from numerical instability.
Spherical coverage verification
In this section, we formally define a spherical coverage verification problem and demonstrate that the considered problem SphCovVer can be described as a system of non-linear equations and inequalities. Subsequently, we demonstrate that the problem at hand can be represented as quadratic programming problems with linear constraints.
Problem formulation
Suppose that we have n cones C 1 , . . . , C n in d-dimensional space R d , d ≤ 2 centered at point O = (0, . . . , 0) and defined by
Note that each cone C i is defined by point t i ∈ R d and real number −1 < θ i < 1. There holds cos ∠xOt i ≥ θ i for each x ∈ C i and x = O. For any two given points x, y ∈ R d , with (x, y) we denote usual scalar product as (x, y) = d i=1 x i y i and with x we denote the Euclidian norm x = (x, x).
Problem 1. (SphCovVer)
Check if cones C i cover the whole space R d . Equivalently, check if hypercaps
Without loss of generality, we can assume that all points t i belong to unit hypersphere S d (1), i.e., which holds t i = 1. Let t i = (t i1 , . . . , t id ). If x ∈ S d (1) then:
Observe that point x on the unit hypersphere S d−1 (1) is not covered by any of the cones C 1 , . . . , C n if and only if (x, t i ) < θ i for all i = 1, . . . , n. Therefore cones C 1 , . . . , C n cover the unit hypersphere S d−1 (1) if and only if the following non-linear system of equations and inequities does not have a solution
. . .
(1)
Spherical coverage verification as quadratic optimization problem
Denote by S the solution space of the linear system of inequalities obtained by dropping the first equation in (1) . Obviously S is the convex set. Denote byS the closure of S i.e., the solution space of the inequalities from (1) when each < is replaced by ≤. The setS is also convex. Let
. In other words,x and x * (i.e., m and M ) are solutions of the following QP problem:
IfS is unbounded (M = +∞) then let x * ∈S be any feasible point so that x > 1. We say that set S specified by constraints from (QP problem (2)) is degenerated if it is contained in some hyperplane H. Note that hyperplane H has to be of the form (x, t i ) = θ i , i.e. there have to exist two constraints i and j from eq. (2) where t ik = −t jk , k = 1, . . . , d and θ i = −θ j . In such case, the system of equations (1) obviously has no solutions.
The following lemma shows the connection between problem SphCovVer (i.e., the system (1)) and the QP problem (2): Lemma 1. The system of equations and inequities (1) has solutions if and only if M > 1, m < 1 andS is non-degenerated.
Proof.
(⇐:) Let M > 1, m < 1 andS be non-degenerated. Assume that x * is a boundary point ofS and consider a ball B d (x * , ρ) where ρ < x * − 1. SinceS is a non-degenerated polytope, there exists an internal point x * 1 ∈ S ∩ B d (x * , ρ). If x * is an internal point, we just set x * 1 = x * . Note that ρ < x * − 1 implies x * 1 > 1. The same way, we consider a boundary pointx ofS and construct a new pointx 1 ∈ S so that' x 1 < 1 (here we take ρ < 1 − x ).
Since
In other words, u is the solution of system (1). (⇒:) Let u be one solution of system (1). Hence u ∈ S and f (u) = 1. Since S is an open set, there exists a ball B d (u; ρ) ⊂ S. Denote by u 1 and u 2 the intersection points of B d (u; ρ) and line Ou, so that u ∈ (Ou 1 ). Obviously holds f (u 1 ) = (1 + ρ) 2 and f (
Non-degeneracy ofS follows immediately from the fact that (1) has solutions.
Spherical coverage verification is NP-hard
In this section, we prove that the spherical coverage verification problem (SphCovVer) is an NP hard problem. First, we demonstrate that the concave non degenerated quadratic programming decision problem (ConNDQPd) defined below can be polynomially reduced to SphCovVer. Then we demonstrate that the problem ConNDQPd is NP complete.
Note that the variant of the problem ConNDQPd without the non-degeneracy assumption is considered by Freund and Orlin in [10] (HB problem) where its NP completeness is proven. The degeneracy assumption makes the problem ConNDQPd considered here more restrictive than the one considered in [10] , implying that we need a different proof of NP completeness. It will be given in the next subsection.
Polynomial reduction of ConNDQPd to SphCovVer
Consider the following concave quadratic programming (QP) problem.
where c, a ij , b i ∈ R (c > 0) for i = 1, . . . , n, j = 1, . . . , d and the polytope specified by ≤ constraints from (3) is non-degenerated.
Also consider the following algorithm: 1. Normalize each constraint, i.e compute
2. Solve the minimization problem (2) (a convex optimization problem) in polynomial time and denote its minimum by m. If m ≥ 1, then output True. If the problem is infeasible, output False. Otherwise continue.
3. Drop each constraint which satisfies θ i > 1.
4. Form the instance of the problem SphCovVer from the remaining constraints and solve it. Output the complementary result.
The following theorem proves the correctness of Algorithm QP-SphCovVer.
Theorem 2. Algorithm QP-SphCovVer polynomially reduces the problem ConNDQPd to the problem SphCovVer.
Proof. Note that by (4) we form the equivalent problem of form (2) so that t i = 1 and c = 1. First assume that m > 1. Then all the feasible points satisfy x 2 > 1 and hence the output of problem ConNDQPd is True. Assume that m = 1. By assumption, the feasible set of the problem (3) is a non-degenerated polytope. Hence it cannot belong to the unit hypersphere (otherwise, it would reduce to the single point) and there is a feasible point x so that x > 1. It implies that the answer of ConNDQPd is True. Now assume that m < 1. Letx be the solution of minimization problem (2) . Then the following holds
Equation (5) implies θ i > −1, sincex is a feasible point. Without loss of generality, assume that θ 1 , θ 2 , . . . , θ p ≤ 1 and θ p+1 , θ p+2 , . . . , θ n > 1. We can consider cones
since −1 < θ i ≤ 1 and t i = 1 for all i = 1, 2, . . . , p. Also consider the corresponding system of first p + 1 equations from (1):
If cones C 1 , C 2 , . . . , C p cover R d , it implies that the system (6) (and also (1)) does not have a solution. According to Lemma 1, there must hold M ≤ 1, which implies that the answer of ConNDQPd is False.
Assume that cones do not cover R d and denote byx the solution of the system (6). Now, since the following relation holds for i = p + 1, p + 2, . . . , n:
we conclude thatx is also a solution of (1). According to Lemma 1, there holds M > 1 and the answer of ConNDQPd is True. This completes the proof.
NP completeness of ConNDQPd and SphCovVer
We prove that the problem ConNDQPd is NP hard by reducing it to the k-clique decision problem. Recall that, for a given graph G = (V, E), set Cl ⊆ V is a clique, if for every u, v ∈ Cl holds {u, v} ∈ E. In other words, a clique is every set Cl of vertices, so that each two vertices from Cl are adjacent. Clique Cl is called k-clique, if it contains exactly k vertices. The k-clique decision problem (see e.g., [6] ) can be formulated as follows:
It is known, ( [6] ) that the problem k-Clique is NP complete. The following lemma demonstrates that it can be polynomially reduced to the problem ConNDQPd.
Lemma 3. Problem k-Clique can be polynomially reduced to problem ConNDQPd.
Proof. For a given graph G = (V, E) with the vertex set V = {1, 2, . . . , n}, consider the following instance of problem ConNDQPd:
Here 0 < < 1 and its value will be determined later. If there exists a clique Cl of length k in graph G, then by setting
we obtain one feasible solution (x * 1 , x * 2 , . . . , x * n ) of the problem (7) satisfying (
Now assume that there is no clique of length k in graph G. We show that the decision problem (7) does not have the solution. Consider the following auxiliary optimization problem
Let (x 1 , x 2 , . . . , x n ) be an arbitrary feasible solution. It can be easily checked that x 2 i > 1 − (due to the quadratic condition in (8)) for i = 1, 2, . . . , n implying that
According to our assumption that there is no clique of length k in G, it must hold that p < k. Furthermore it holds that
Now by choosing = 2/n and by using k > p and (9), we obtain
According to the previous expression, each feasible solution of (8) satisfies f < 2k − n implying that the system (7) has no solutions.
As a direct consequence of the Lemma 3 and the NP completeness of the problem k-Clique, and since a verification of a solution for the eq. (3) is possible in polynomial time, the following corollary holds:
Now Corollary 4 and Theorem 2 directly imply:
Theorem 5. Spherical coverage verification, i.e., the problem SphCovVer, is NP hard.
Algorithms for spherical coverage verification
The simplest method for spherical coverage verification is to apply a non-deterministic Monte-Carlo approach. The idea is to generate a large number N (for example N = 10 10 ) of pseudo-random points x distributed uniformly on the sphere. For each generated point x we check if there is hypercap K i containing the point. If the answer for any point is negative, the algorithm outputs False. If the system of hypercaps K i , i = 1, . . . , n covers the unit sphere, this method always outputs the correct answer True.
If there is no coverage, this method will output the correct answer False with probability that increases with N . However, there is no guarantee that the algorithm will not return false positives (thus providing answer True for a non-covering system of hypercaps). Hence, in the subsequent subsections, we discuss algorithms for spherical coverage verification based on application of quadratic programming, and on the reduction of the given problem to lower dimensional subproblems.
QP-based verification
According to Section 2.1, cones C i , i = 1, . . . , n cover the space R d if an only if the system (1) has no solutions. According to Lemma 1, to check whether the system (1) has solutions, we need to solve the QP problems (2) and to determine whether the minimal value m and maximal value M of the objective function satisfy m < 1 < M . The following algorithm for solving problem SphCovVer arises from the aforementioned discussion:
and θ i ∈ (−1, 1).
Return
True if QP problems (2) are degenerated. Otherwise, solve both problems.
2. If any of the problems is not feasible, or m < 1 < M does not hold, return True. Otherwise return False.
To apply algorithm Cover-QP we need appropriate QP problem solvers. Note that the minimization problem can be solved in polynomial time, since it is convex. Since concave QP is NP complete (see Section 3.2), one of known heuristics can be applied ( [17] ).
Recursive algorithm
In this section, we describe our recursive algorithm for solving the problem SphCovVer 
Rationale of the algorithm
We restate the well-known definition of the inversion in R d . Definition 1. Let c ∈ R d be a given point, and let R be a positive real number. Inversion ψ c,R (x) is a function ψ c,R : R d → R d that maps every point x ∈ R d to a point y so that:
Point c is called the center of inversion ψ c,R and R is the radius of inversion.
Let us apply inversion ψ = ψ (1,0,...,0),1 on caps K i and unit hypersphere S d (1). It is well-known that an image of a hypersphere, by inversion whose center belongs to the hypersphere is a hyperplane. Thus, the image of the unit hypersphere is hyperplane x 1 = 1/2.
Denote by ∂X the boundary of a given set X, Particularly, we denote by D i = ∂K i the boundary of cap K i . Also, for a given hypersphere S denote by intS its interior and by extS its exterior. Images of caps K i , i = 1, . . . , n consist of d − 1-dimensional hyperspheres, belonging to hyperplane x 1 = 1/2 and their exteriors or interiors, depending whether the center of inversion is outside or inside the cap. More precisely, the following Lemma holds: Lemma 6. Let c = (1, 0, . . . , 0) ∈ R d and assume that c / ∈ D i for every i = 1, . . . , n. Image of D i , by an inversion ψ c,1 is a d − 1-dimensional hypersphere S i with center β i = (β i1 , . . . , β id ) and radius r i . Moreover, the image of
Values β i and r i are given by the following expressions:
Proof. Translate the coordinate system to the center of inversion, i.e., to point c = (1, 0, . . . , 0). The equation describing cap K i becomes (x = x − c):
Let ψ(x) = y. By the involution property of inversion, we can conclude that ψ(y) = x or in other words:
By replacing the last expression into (12) we obtain:
Replacing y = y + c finally yields:
Here condition θ i − t i1 > 0 is equivalent to c ∈ K i . In (14) we denote:
, r
The last expression (15) can be further simplified using
In Fig. 1 we illustrate Lemma 6 for three spherical caps D i , i = 1, 2, 3 and their images. Observe that c ∈ D 3 , hence D 3 maps to the exterior of sphere S 3 .
Due to Lemma 6, problem SphCovVer reduces to the following hyperplane cover verification (HpCovVer) problem: Problem 4. (HpCovVer) For given d − 1-dimensional hyperspheres S i , with center β i and radius r i belonging to the hyperplane x 1 = 1/2, and sets R i so that R i = S i ∪intS i or R i = S i ∪extS i (i = 1, . . . , n), check if sets R i cover the whole hyperplane. To simplify further discussion, if R i = S i ∪intS i set R i is called internal; otherwise we call it external. If all the sets R i are internal, then we can immediately conclude that the answer to the problem HpCovVer is False. This holds obviously from the fact that all sets R i are bounded and hence is also their union
Suppose, in contrast, that at least one set R i is external. If all sets R do not cover the whole hyperplane, there exists one hypersphere S i and point x ∈ S i so that it is uncovered by other sets R j , j = i. In other words, the following theorem holds: Theorem 7. Sets R 1 , . . . , R n with different boundaries S i = ∂R i cover the whole hyperplane x 1 = 1/2 if and only if every hypersphere S i is covered by other sets R j , j = i, i.e.,
Proof.
(⇐:) If sets R 1 , . . . , R n cover the whole hyperplane x 1 = 1/2, each hypersphere, S i as a subset of the hyperplane will be covered.
(⇒:) Denote an uncovered region of the hyperplane x 1 = 1/2 with Q. The boundary ∂Q consists of the union of spherical caps. Denote by A one of those caps and by S i the hypersphere which A belongs to. Since S i = S j for i = j, interior intA cannot be covered by remaining hyperspheres S j , j = i. In other words, there exists a point x ∈ intA \ i =j S j . Point x is covered by some set R k and since x / ∈ S k , there holds x ∈ intR k . Hence, there exists a ball B d−1 (x; δ) ⊆ intR k and holds B d−1 (x; δ) ∩ Q = ∅. This is the contradiction with the fact that x ∈ A is a boundary point of Q.
If S i = S j for i = j then either R i and R j cover the hyperplane (if one of them is internal and the other is external) or R i = R j . In the second case, we can eliminate one of them and continue.
According
We distinguish the following cases, depending on whether the pairs of hyperspheres S i and S j = ∂R j are disjoint: Case 1. Hyperspheres S i and S j have a nonempty intersection. In such a case S i ∩ R j is a hypercap K i j defined as:
where we define:
(18) Observe that for the points x i j from eq. (18), 1) , where θ i j is defined by eq. (18) . In such case either S i ⊂ R j (Case 2a) or S i ∩ R j = ∅ (Case 2b) holds. Which of these two sub cases holds can be determined e.g., by choosing the arbitrary point (for example x j + (r j , 0, . . . , 0)) on ∂S j and checking the inequality (14) for hypersphere S i .
For fixed i, if for any j the condition S i ⊂ R j (Case 2a) is satisfied, then eq. (16) holds and S i is covered. Therefore, the algorithm may continue with another value of i. Otherwise, it is sufficient to determine whether the sphere S i is covered by those hypercaps K j defined by eq. (17) and corresponding to the pairs of spheres (S i , S j ) satisfying Case 1 (note that pairs (S i , S j ) satisfying Case 2b do not need be considered due to disjointness of S i and R j ). This is an instance of problem SphCovVer, for dimension d − 1. Hence, we reduce original problem SphCovVer to at most n − 1 equivalent problems of dimension d − 1.
Base case of the algorithm
When d = 2, the inversion from Lemma 6 maps a 2D sphere (a circle) into a straight line and 2D caps (arcs) degenerate into intervals. Hence, as the base case, we choose case d = 2 of problem HpCovVer. We omit the first coordinate (which is equal to 1/2) of each point from sets S i and R i . Hence, we assume that there are given sets R i so that
The problem is to check if sets R i cover the whole real line R, i.e., n i=1 R i = R. Without loss of generality we can assume that R 1 , . . . , R s be external and R s+1 , . . . , R n internal. Let us define:
Obviously Note that the complexity of the Algorithm Cover2-2D is O(n log n) if an asymptotically optimal sorting algorithm is used for intervals sorting.
Algorithm outline
Next, we formulate complete recursive Algorithm Cover for solving the general case of problem SphCovVer. Algorithm 4. Cover Input: Caps K i , i = 1, . . . , n defined by t i ∈ S d (1), (d ≥ 2), and θ i ∈ (−1, 1).
1. If n = 1 then return False. = (1, 0, . . . , 0) ∈ R d . Check if c ∈ ∂K i for some i. In such a case, rotate the whole hypersphere in plane x 1 x 2 by a small angle δ so that c / ∈ ∂K i , i = 1, . . . , n (condition of Lemma 6). Step 1 of Algorithm Cover implicitly covers the case when the number of caps n is smaller than the number of dimensions d. In step 2, we introduce the rotation by a small angle δ. We may set δ to an arbitrary value, for example δ = 0.01. If, after the rotation, point c is again on arc C i , angle δ needs to be changed. One possibility is to exponentially decrease it by setting δ = pδ, where 0 < p < 1 (we used p = 0.9) and to repeat the same procedure until the point c is not on any arc C i .
Let c

Compute vectors β i and values r i using eq. (11). If
Step 3 performs inversion and checks whether the caps map into external or internal regions. If all regions are internal, as discussed earlier, the coverage is False. After this, we check whether the base case of recursion is achieved. Otherwise, Step 5 checks whether the conditions of the Theorem 16 are satisfied and, when needed, performs recursive calls of Cover.
The worst-case time complexity of algorithm Cover is exponential in terms of d and polynomial in terms of n as shown by the following theorem: 
Proof.
Algorithm Cover, Step 5, reduces d-dimensional problem SphCovVer to at most n problems of size n − 1 and dimension d − 1. The complexity of reduce operations (including inversion, eq. (11), and checking conditions from Step 5), is O(n 2 · d). Hence, the following recursive relationship holds
. Since time complexity of the base case, Algorithm Cover2-2D, is O(n log n), this leads to the statement of the theorem.
Localization of uncovered point
When the solution to SphCovVer problem is False, it may be of interest to identify a point on a hypersphere not covered by any of the caps. We demonstrate how this could be accomplished using results of Algorithm Cover.
The main idea of the proposed method is as follows. If unit hypersphere S d (1), is not completely covered by caps K 1 , . . . , K n , then angles of the corresponding cones C i can be slightly widened so that the resulting system of cones still does not cover the space. Further, as demonstrated in this section, it is possible to find a point on the boundary of the region covered by the enlarged cones, which corresponds to an uncovered point of the original problem.
Namely, when the output of Algorithm Cover is False, we can determine a point u ∈ S d (1) on the boundary of the covered region. Moreover, such a point belongs to an intersection of several boundaries D i = ∂K i , but u / ∈ intK i for every i = 1, . . . , n. If such a point belongs to exactly l boundaries D i , we call it (l, d)-boundary point. We propose a method for computation of the (l, d)-boundary point and then extend it to the computation of uncovered point. An example is illustrated in Fig. 3 . The main idea is to identify a boundary point in a lower dimensional space (during recursive steps of Cover) and connect it with the boundary point of the original problem. while β m i and r m i are corresponding values β i and r i obtained from m-th recursion call of Algorithm Cover. In the first case (l = 1), initial point u 1 is equal to −1 or 1, depending of whether c i or d i is uncovered by sets R j . Otherwise it is given by
, False is returned by Step 1 of Cover,
False is returned by Step 3 of Cover. 
Proof.
We first identify a boundary point in the base case when the False answer of Algorithm Cover is detected. Then we prove by induction that each recursive call (step 5.2 of Cover) results in an additional boundary to which the point belongs. There are two possibilities for the base case of induction:
1. Let the answer False be generated by Algorithm Cover2-2D. Define u 1 as follows
It is not difficult to observe that v 2 = (1/2, c i ) in the first and v 2 = (1/2, d i ) in the second case. This point corresponds to point u 2 = ψ c 2 ,1 (v 2 ) ∈ S 2 (1) (c 2 = (1, 0)) which is a boundary point of some arc K i and uncovered by other arcs K j , j = i. Hence, point u 2 is a required (1, 2)-boundary point for the case d = 2. The following Lemma 10 formalizes the fact that given cones C i , i = 1, . . . , n which do not completely cover space R d , can be enlarged (by increasing the central angle for a sufficiently small value) so that the resulting system of cones still does not cover the space.
Now let the answer
Lemma 10. If solution of SphCovVer problem is False for instance of cones C i = C(t i ; θ i ), i = 1, . . . , n, then there exists sufficiently small value α so that' the solution of SphCovVer problem for cones C α i = C(t i ; θ i − α), i = 1, . . . , n, is also False.
is an open set and there exists at least one internal uncovered point x ∈ U. Hence there exists a ball B d (x; ρ) so that B d (x; ρ) ⊂ U. Let γ i = arccos θ i . All angles γ i can be enlarged by value ∆γ = 2 arcsin(ρ/(2 x )) and corresponding enlarged cones will not contain point x.
Hence it is sufficient to set α = cos(∆γ).
Note that (l, d)-boundary point u d,α of the enlarged coverage problem (from Lemma 10) is an internal uncovered point of the original problem. This holds since the distance between point u d,α and arbitrary cone C i is at least
Hence, to find an uncovered point, it is sufficient to determine α (from Lemma 10), resolve the enlarged coverage problem and compute the boundary point (from Lemma 9). In practice, value α can be computed similarly as rotation angle δ (see step 2 of Algorithm Cover). E.g., we can set α = 0.01 and check if cones C α 1 , . . . , C α n cover the space R d . If the result is True, we can exponentially decrease α (e.g., by setting α = pα where 0 < p < 1) and repeat the same procedure until the result is False. In our implementation, we choose p = 0.9.
Due to considerations above, the complete algorithm for computing an internal uncovered point can be formulated as follows:
Algorithm 5. FindUncoveredPoint Input: Caps K i , i = 1, . . . , n defined by t i ∈ S d (1) and θ i ∈ [−1, 1].
Apply Algorithm
Cover with values t i and θ i . If the result is True, return True. Otherwise continue. 2. Set α = 0.01. 3. Set θ α i = θ i − α. Apply Algorithm Cover with values t i and θ α i and compute (l, d)-boundary point u d .
If the result is
True, set α = 0.9α and go to step 2. Otherwise return False and point u d .
Numerical examples
In this section, we compare performance of proposed recursive algorithm Cover for spherical coverage verification, Section 4.2, with an algorithm based on quadratic programming Cover-QP, Section 4.1. We demonstrate that the application of Cover-QP could lead to false positives (coverage incorrectly verified) while the proposed recursive algorithm Cover does not suffer from such a problem. Moreover, we demonstrate that the performance of Cover is satisfactory in practice, in spite of its worst-case exponential complexity.
Algorithm Cover is implemented in programming language C. To implement Cover-QP, we utilized the programming packages Mathematica and Matlab. To test the influence of different non-convex QP solvers on the results of the algorithm, we also created an AMPL model [9] for the Algortihm Cover-QP and tested it using MINOS and FortMp solvers.
Implementations are tested on several test examples. In the experiments, hypercaps are determined by constellations t i , i = 1 . . . , n of points and cones have a constant angle, i.e., θ i = θ. This stipulation comes from applications in methods for finding inverse k-nearest neighbors. Namely, an algorithm for reverse k-nearest neighbor problem from [1, 15] requires the covering constellation with minimal n and θ = cos(π/6) = √ 3/2. Test constellations are generated by the relaxation algorithm from [14] . This algorithm produces near-uniform placement of the points on d-dimensional hypersphere. It starts with a randomly generated set of initial points, where points interact through generalized electromagnetic interactions and each point has equal charge. The algorithm seeks the solution of the d-dimensional generalization of the Thompson's problem [2] , and searches iteratively for the equilibrium state (the state with minimal electrostatic energy).
Accuracy of algorithms
Our experimental results indicate that Algorithm Cover-QP, which utilizes solvers for concave QP problems, can be numerically very unstable. As a consequence, the result is a potentially large number of false positives (an algorithm falsely indicates that a sphere is covered by caps).
Consider constellation four D 85 obtained by relaxation algorithm for d = 4 and n = 85 (the whole constellation is given in the Appendix and can be found at tesla.cis.desu.edu/data/Constellations). This example clearly shows the instability of Algorithm Cover-QP. One reason for such instability may be the fact that optimization heuristics embedded in the QP solver traps into the local maximum and do not achieve the global maximum. Such a conclusion is supported by the fact that the optimal solution found by the solver changes when simple variable transformation x = x + c (c ∈ R d is a constant vector) is applied. Note that Algorithm Cover-QP can have only false positives (for a non-covering constellation, providing answer True), not false negatives. This can be explained by the fact that a point returned from the QP solver is always a feasible solution and the objective function value in this point cannot be larger than the global maximum.
Unlike Cover-QP, Algorithm Cover is not based on heuristics and randomized initial conditions, but on relatively simple and numerically stable algebraic operations. During our experiments, we could not identify any case where Cover would return incorrect results. Particularly, on the same test example as above (the constellation four D 85) Cover correctly returns False, and detects the following uncovered point:
x uncovered = (0.134309, 0.457496, −0.791181, −0.383002).
Since max 1≤i≤85 (x uncovered , t i ) = 0.865901 < cos(π/6) (see the Appendix for vectors t i of the constellation four d 85) we can verify that x uncovered is indeed uncovered. Note that the result of the Monte-Carlo based approach method (see Section 4) on four D 85 with N = 10 10 pseudo-random points was also incorrect (i.e., True). This again demonstrates why Algorithm Cover seems to be the only reliable method for spherical coverage verification.
Performance of recursive algorithm
We test the working time of the Algorithm Cover. Implementation is compiled by a GNU C compiler and runs on the machine with AMD Phenom II CPU on 3.0 GHz and CentOS 5.2 (Linux) operating system. Testing is performed for d = 3, 4, 5 and 200 ≤ n ≤ 500. Results are shown in the Fig. 4 . Execution times shown are obtained by averaging through 20 runs of the program on different constellations of the same dimensionality. All testing constellations corresponded to a sphere covered by caps (output of the Algorithm Cover was True). This restriction is added since the working time on constellations without coverage is considerably smaller due to the fact that Algorithm Cover does not complete recursion.
As it can be seen from the graph, Algorithm Cover is practically applicable and does not reach its theoretically obtained complexity. This can be explained by the fact that not all d − 1-dimensional hyperspheres S i intersect (Case 1 of subsection 4.1 holds). Practically, the number of hyperspheres intersecting S i is drastically smaller than n, which implies that the corresponding subproblems have a lower dimensionality. The applicability of Algorithm Cover made possible to determine the upper bound M u (d) of minimal number M(d) of hypercaps with θ = cos(π/6), covering the unit hypersphere. In [15] , it is proved that 
Conclusion
We have considered the spherical coverage problem: given a set of hypercaps in d-dimensional space, determine whether a d-dimensional hypersphere is completely covered by the hypercaps. We have demonstrated that the considered problem is NP hard by reducing concave quadratic programming (QP) problem to it. We have discussed two algorithms to resolve the spherical coverage problem: the first method (Algorithm Cover-QP) is based on the utilization of quadratic programming. The second method (Algorithm Cover) is recursive and based on the reduction of the main problem on O(n) problems of dimension d − 1. The recursive algorithm also provides a method to determine an uncovered point (if such a point exists).
While the worst-case time complexity of the proposed recursive method is O n d−1 log n , it is of practical interest, due to NP hardness of the considered problem (note also that the asymptotic complexity could be improved if, as the base case, we choose the case d = 3 of problem HpCovVer and utilize a method proposed in [4] to resolve it). However, numerical experiments indicate that the recursive algorithm almost never reaches maximal complexity and hence typically does not require prohibitive execution time. In contrast, Algorithm Cover-QP, with heuristics-based concave QP problem solvers, can be numerically unstable resulting in false positive detection (indicating false coverage of the sphere) and hence having limited practical application.
Our results indicate that the recursive algorithm may be the best algorithm for the problems having a relatively small dimension d. For the high values of d, where direct application of the recursive algorithm may be too time consuming, quadratic programming method still could be used as a presolve method, since it does not have false negatives.
We conclude the paper with the following open problem: 
