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This dissertation is focused on thermal transport at nanometer scale point and line 
constrictions and in nanowires with sawtooth surface roughness. To better understand 
thermal transport at a point contact such as that at the tip-sample junction of a scanning 
probe microscope, a Non Equilibrium Molecular Dynamics (NEMD) method is 
employed to calculate the temperature distribution and thermal resistance of a nanoscale 
point constriction formed between two silicon substrates. The simulation reveals surface 
reconstruction at the two free silicon surfaces and at the constriction. The radius of the 
heated zone in the cold substrate approaches a limit of about 20 times the average 
nearest-neighbor distance of boron doping atoms when the constriction radius (a) is 
reduced below the inter-dopant distance. The phonon mean free path at the constriction is 
suppressed by diffuse phonon-surface scattering and phonon-impurity scattering. The 
MD thermal resistance is close to the ballistic resistance when a is larger than 1 nm, 
suggesting that surface reconstruction does not reduce the phonon transmission 
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coefficient significantly. When a is 0.5 nm and comparable to the dominant phonon 
wavelength, however, the NEMD result is considerably lower than the calculated ballistic 
resistance because bulk phonon dispersion and bulk potential are not longer accurate. The 
MD thermal resistance of the constriction increases slightly with increasing doping 
concentration due to the increase in the diffusive resistance.  
The NEMD method is further employed to calculate the temperature distribution 
and thermal resistance at nanoscale line constrictions formed between two silicone 
substrates. Similar to the nano point constriction, the thermal resistance at the nano line 
constriction is dominated by the ballistic resistance for constriction width in the range of 
1 nm to 12 nm. 
An additional question that this dissertation seeks to answer is whether one can 
engineer the surface roughness on a nanowire to facilitate phonon backscattering so as to 
reduce the thermal conductivity below the diffuse surface limit. Monte Carlo simulation 
is used to show that phonon backscattering can occur at sawtooth surfaces of a silicon 
nanowire, suppressing the thermal conductivity below the diffuse surface limit.  
Asymmetric sawtooth nanowire surfaces can further cause phonon rectification, making 
the axial thermal conductance of the nanowire direction dependent. The phonon 
backscattering and rectification effects can be employed to enhance the thermoelectric 
figure of merit of nanowires.  
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Chapter 1  Introduction 
Dramatic technological advances in the past three decades have enabled the 
creation of structures with characteristic sizes smaller than 100 nm. Behavior of 
nanostructures is radically different from that of larger structures. As dimensions 
decrease, volumetric forces become negligible, quantum mechanical effects become 
pronounced, and boundaries and interfaces more strongly influence energy transport. The 
changes induced by shrinking dimensions to the nanoscale can be harnessed to build 
fundamentally new types of devices or to custom engineer, at the atomic scale, artificial 
materials with properties not found in nature.  
Thermal management is widely recognized to be an important aspect of these 
nanostructures and nanodevices, with the device performance being significantly affected 
by temperature. In addition, the device lifetime can be decreased drastically because of 
large thermal stresses that occur especially at interfaces. The ability of a structure to 
remove heat is best quantified by its thermal resistance, which is given by the 
temperature difference divided by input power. In microprocessor design, the allowable 
temperature drop between the transistor (where most of the heat is generated) and the 
ambient air is constant. As a result, the challenge for thermal management is to develop 
high-conductivity structures that can accommodate this fixed temperature drop with the 
increasing power densities that characterize new generations of microprocessors. When 
the characteristic size of the material is reduced below the mean free path of the energy 
carriers, thermal conductivity reduces below the bulk values, exacerbating the problem of 
heat dissipation. Thermal contact resistance plays a significant role in these nanostructure 
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devices, where the contact length scale between these devices and substrate can be as 
small as on the order of nanometers. A solid understanding of thermal transport in these 
nanoscale constrictions is critical to optimize the performance of these devices.  
1.1 NANOSCALE THERMAL SIMULATION APPROACHES 
An accurate numerical prediction of the thermal transport in nanoscale crystalline 
structures is very important for both fundamental physics and engineering applications.  
A comprehensive analysis of thermal conductivities of nanostructures can lead to a 
deeper understanding of phonon scattering mechanisms, which is of fundamental 
theoretical significance.  In addition, aggressive miniaturization of micro-electronic 
devices leads to substantially increased power dissipation.  Thermal management is 
problematic in such devices because at the sub 100 nm characteristic length scales, 
thermal conductivity deviates significantly from bulk values and accurate values are often 
not known.  A large number of studies report the thermal characteristics of bulk and 
microscale crystalline structures using both theoretical analysis and experimental 
techniques. The thermal energy in semiconductors such as silicon is mainly transported 
by phonons (Ashcroft and Mermin 1976), i.e. the quanta of lattice vibration. Boltzmann 
Transport Equation (BTE) governs the transport and interaction among phonons (Holland 
1963). The BTE describes the phonon’s transport by means of a diffusive term and the 
phonon’s interaction by means of a scattering term. The integral-differentia1 scattering 
term is commonly modeled by means of the relaxation time approximation (Ziman 1960; 
Narumanchi, Murthy et al. 2003; Narumanchi, Murthy et al. 2004). In this approximation, 
the scattering term is taken to be proportional to the difference between the phonons' 
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equilibrium distribution for the given temperature divided by the actual distribution to the 
average time required to reach equilibrium, i.e. the relaxation time. Models describing the 
interactions (scattering) among phonons have been developed (Klemens 1958; Han and 
Klemens 1993; Tamura, Tanaka et al. 1999). Additionally, models have been developed 
to account for the scattering between phonons and vacancies/impurities/isotopes 
(Klemens 1958; Balandin 1998; Tamura, Tanaka et al. 1999). It is through the relaxation 
time that the models developed for the different scattering mechanism enter the BTE. 
Finally, the scattering models have been validated via predictions of bulk silicon thermal 
conductivity at different temperatures (Holland 1963; Narumanchi 2003). These studies 
assume that the phonon properties (dispersion relation and relaxation time) are isotropic 
and equal to the phonon properties in the [l00] crystallographic direction of silicon. More 
recent BTE-based numerical approaches (Narumanchi, Murthy et al. 2004) incorporate 
the phonon-phonon scattering mechanisms by using individual scattering terms for each 
possible phonon-phonon scattering mechanism. The individual scattering terms are 
simplified by the relaxation time approximation, where the phonon-phonon relaxation 
times are computed using perturbation theory (Klemens 1958; Han and Klemens 1993). 
This approach is also validated by predicting the bulk silicon thermal conductivity, where 
the Griineisen parameter is used as the tuning parameter (Narumanchi, Murthy et al. 
2004).  BTE based approach offer a tremendous potential to model thermal transport. 
However, since many assumptions must be introduced to reach a closed form solution, 
the results usually deviate significantly from experimental observations. To predict bulk 
silicon thermal conductivity, BTE is solved at a time scale and length scales much larger 
than the phonons' relaxation time and mean free path, respectively. Different 
 4
mathematical expressions can be used for these quantities and still reproduce the bulk 
silicon thermal conductivity over the solid-state temperature span (Chung, McGaughey et 
al. 2004). Studies towards the numerical prediction of the relaxation times (McGaughey 
and Kaviany 2004) and phonon scattering rules (Sinha, Schelling et al. 2003) have been 
performed. 
Another method to simulate phonon transport properties is Molecular Dynamics 
(MD). MD (Allen and Tildesley 1987; Rapaport 2004) is a computation technique that 
simulates the behavior of materials and calculates their physical properties by solving the 
simultaneous equations of motions for a system of atoms interacting with a given 
potential. The field of MD has grown considerably due to monumental advances in 
computer speed and memory over the past two decades. In 1950s, MD simulation was 
first applied to calculate the inharmonic one-dimensional chains of atoms (Fermi et al., 
1965). Early work of MD simulation has been carried out by Alder et al. (1960), Gibson 
et al. (1960), and Rahrnan (1964). The MD technique has been applied to liquids and 
gases to give reasonable results (Allen and Tildesley, 1987; Evans and Morris, 1990; Lee 
et al., 1991) and determine the phonon spectra and nanoscale solid structure (Hakim and 
Glyde, 1990; Meyer and Entel, 1998; Wang et al., 1990). Work has also been done for 
studying the thermal conductivity of materials (Ladd, 1986; Volz et al., 1996). Recently, 
Lukes et al. (1998) used MD simulation to study the thermal conductivity of solid thin 
films, showing that the thermal conductivity decreased as film thickness was reduced. 
Using MD simulation, Volz and Chen (1999) investigated the thermal conductivity of 
silicon nanowires and found that the simulated thermal conductivity was about two orders 
of magnitude smaller than that of bulk silicon crystals. They also studied the thermal 
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conductivity of silicon crystals and the effect of the domain size and boundary conditions 
(Volz and Chen, 2000).  
A key advantage of MD is that it easily models materials with imperfections, 
interfaces, and irregularities due to the fact that it builds each structure atom by atom. 
This allows the construction and analyses of thin films, nanowires, carbon nanotubes, 
quantum dots, etc. Another advantage of MD is its conceptual simplicity and fundamental 
nature. The physical properties it calculates come directly from analysis of the position, 
velocities and forces acting on the atoms, whose atoms are governed only by the 
intermolecular potential specified in the simulation. Unlike other computational 
approaches, molecular dynamics simulations of thermal conduction do not explicitly 
model phonon motion nor utilize higher-level constructs such as relaxation times and 
scattering mechanisms. Rather all information derives from physical atom-atom 
interactions. A third benefit is the ability of MD to access extreme temperatures and 
pressure that are difficult or impossible to explore using experimental or analytical 
models.  
The primary drawback of MD is that its computationally intensive nature limits its 
applicability. Full first-principles quantum mechanical calculations provide the best 
description of behavior at small length scales but become computationally challenging 
beyond few tens of atoms. Using classical intermolecular potential models allows the 
treatment of significantly larger number of atoms.  
Different methods have been developed to calculate thermal conductivities using 
MD. The non-equilibrium molecular dynamics (NEMD) method consists of artificially 
imposing either a temperature gradient or a heat flux (Miiller-Plathe 1997; Jund and 
Jullien 1999; Lukes, Li et al. 2000; Daly and Maris 2002; Schelling, Phillpot et al. 2002) 
in a specific direction and computing the thermal conductivity in this direction by means 
of Fourier's law. The equilibrium molecular dynamics (EMD) method uses the Green-
Kubo relation (McQuarrie 1976; Allen and Tildesley 1987; Frenkel and Smit 2001) 
between the thermal conductivity and the time integral of the heat current autocorrelation 
function. The bulk thermal conductivities predicted with EMD and NEMD are in good 
agreement with experimental results (Volz and Chen 1999; Lukes, Li et al. 2000; Volz 
and Chen 2000; Schelling, Phillpot et al. 2002) and are within the statistical error of each 
other (Schelling, Phillpot et al. 2002). Previously, MD methods have been successfully 
used to predict the bulk thermal conductivity of crystalline materials, such as pure argon 
(Lukes, Li et al. 2000), diamond (Che, Cagin et al. 2000) and silicon (Volz and Chen 
1999; Volz and Chen 2000), SiGe (Volz, Saulnier et al. 2000) and GaAs (Daly and Maris 
2002) superlattices, silicon nanowires (Volz and Chen 1999), silica based crystal 
(McGaughey and Kaviany 2002) and amorphous materials, silicon (Lee, Biswas et al. 
1991) and germanium (Ding and Andersen 1986). The out-of-plane thin-film thermal 
conductivities have been predicted using non-equilibrium MD (Lukes, Li et al. 2000; 
Feng, Li et al. 2001; Choi and Maruyama 2003; Feng, Li et al. 2003; Chantrenne and 
Barrat 2004). These studies focus on solid argon (Lukes, Li et al. 2000; Feng, Li et al. 
2001; Choi and Maruyama 2003; Chantrenne and Barrat 2004) and on silicon at 500 K 
(Feng, Li et al. 2003). 
Another approach to simulate phonon transport properties is Monte Carlo 
simulation. In the MC simulation, self-consistent calculation must be guaranteed, in 
which an assumed distribution function of phonons  is used to evaluate scattering )(kf
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probabilities and the same must be obtained as the solution.  Since the electron-
electron interactions do not significantly affect electron transport properties in 
semiconductors, they are often neglected in the traditional MC simulation.  Several 
efforts carried out to account for electron-electron interactions have met with only partial 
success and these interactions remain a difficult problem to treat.  The MC method 
cannot be directly implemented to solve the BTE for phonon transport since phonon-
phonon interactions must be included in the simulation of phonon transport.  Phonon-
phonon scattering processes and phonon relaxation times or lifetimes are the basis of 
phonon transport.  Only at extremely low temperature, where ballistic transport arises, is 
the phonon-phonon interaction unimportant.  In 1988, Klitsner et al.  applied the MC 
method to study ballistic phonon transport and found good agreement with theoretical 
analysis (Klitsner et al. 1988).  Later Peterson simulated phonon transport using a MC 
method based on the Debye model, in which all of the phonons were assumed to have the 
same propagating speed, and no interactions between phonons were accounted for by 
assuming an average lifetime (Peterson 1994).  With these assumptions, heat transfer in a 
one dimensional cell array was simulated and the time evolution of temperature profile 
was predicted.  In 2002, Mazumdar and Majumdar reported MC simulation results for 
phonon transport in thin Si films (Mazumder et al. 2002).  In their work, different phonon 
polarizations and phonon dispersions were taken into account by considering the 
dependence of phonon lifetime on frequency, polarization, and temperature.  Their 
simulation results agreed well with the experimental data for temperatures lower than 
room temperature.  Chen et al.  used MC simulation method to calculate the thermal 
conductivity of silicon nanowires of various diameters for a wide temperature range 
)(kf
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(Chen et al. 2005). Pop et al. have used Monte Carlo simulation method to estimate the 
heat generation in electronic nanostructures (Pop et al. 2002).   
Boltzmann Transport Equations (BTE) can be solved analytically or numerically. 
To obtain a solution for BTE one needs to invoke many approximations. An equilibrium 
phonon distribution and scattering rate need to be estimated. This can make the solution 
deviate from actual experimental data. On the other hand, Monte Carlo (MC) simulation 
follows the trajectories of phonons in a solid. It uses the scattering mean free time which 
has been developed based on bulk material properties. However it does not need any 
approximation or simplification like BTE does. Ultimately however, both of them solves 
phonon transport and gives their distribution. However, the main shortcomings of MC 
simulation is i) the bulk material phonon dispersion is used and ii) it does not treat the 
surface realistically, i.e. it does not consider surface reconstruction. When the surface 
becomes important and the lengthscale becomes comparable to the wavelength of 
phonon, in which case the bulk phonon dispersion may not hold, then Molecular 
Dynamics (MD) simulation can be very helpful. MD simulation builds the model atom by 
atom, and doesn’t rely on the bulk phonon dispersion. Also the real surface 
reconstruction can be seen in MD simulation. One drawback of MD simulation is that 
due to huge number of atoms, the lengthscale that can be simulated is bound by the 
computational power. Whereas in MC simulation, a large number of phonons is 
represented as a single phonon, thus reducing the computational burden, and enabling us 




The objectives of this dissertation are to employ nanoscale thermal transport 
simulation methods to better understand thermal transport at nanometer scale point and 
line constrictions and in nanowires of sawtooth surface roughness.  
1.3 ORGANIZATION OF THIS DISSERTATION 
Chapter 2 of the dissertation describes molecular dynamics simulation of thermal 
transport at a nano point contact between two silicon substrates. Detailed description of 
the computation method results and discussions are addressed in the chapter. Chapter 3 
discusses the molecular dynamics simulation results of thermal transport at a nano line 
contact between two silicon substrates. Chapter 4 describes Monte Carlo (MC) simulation 
of phonon transport in a 22 nm diameter silicon nanowire with sawtooth surface 





Chapter 2 Molecular Dynamics simulation of thermal transport at a 
nanometer scale constriction in silicon 
2.1 INTRODUCTION 
Thermal transport across nanometer scale point and line constrictions and 
interfaces plays an important role in a number of technologies. Nanoscale point 
constrictions can be found in the tip-sample contacts of scanning probe microscopes, 
thermally assisted magnetic recording, and carbon nanotube thermal interface materials. 
Recently, Lyeo et al. reported an ultrahigh vacuum (UHV) scanning thermoelectric 
microscopy method (SThEM) for probing the local Seebeck coefficient (S) of 
nanostructured thermoelectric materials (Lyeo et al. 2004). In this method, an atomically 
sharp metal tip makes a nanometer size contact on a heated semiconductor sample, 
creating a large temperature gradient possibly of order 1010 K/m at the contact. The local 
temperature gradient causes carrier diffusion and results in a thermoelectric voltage that 
is proportional to the local Seebeck coefficient of the non-uniform temperature zone.  
The size of the resulting non-uniform temperature zone in the semiconductor 
determines the spatial resolution of the measurement, which appears to be about two 
times of the average nearest-neighbor inter-dopant distance of 4-10 nm in the doped 
GaAs samples. Because this length scale is comparable to the mean free paths of phonons 
and electrons, these energy carriers can have non-equilibrium energy distributions at the 
contact. Consequently, their temperature distributions cannot be obtained with the use of 
the heat diffusion equation.  
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The same issue is also present for a recently reported method for scaling down the 
bit size and increasing the data density in magnetic data storage. In this thermally assisted 
recording (TAR) method, (Harman et al. 2004) a heated tip is brought in close proximity 
to a magnetic film with a high magnetic anisotropic energy density. The hot tip raises the 
local film temperature so that data can be written locally to a bit as small as 50 nm when 
a magnetic field is applied. Adequate models are lacking for calculating the spatial extent 
of the heated zone that limits the bit size. 
Moreover, the super high thermal conductivity of carbon nanotubes has inspired 
several experimental efforts where CNTs are employed as thermal interface materials for 
electronic packaging ( Chuang et al. 2004; Xu et al. 2004). One intriguing problem in 
these efforts is the thermal resistance at the nanometer point contacts between a CNT and 
a planar surface. One measurement result has suggested that this resistance is rather high, 
but the mechanism is not well understood ( Hu et al. 2005). 
Meanwhile, Bi-based and III-V nanowire materials have been investigated for 
improving the energy efficiency of thermoelectric refrigerators and power generators (Lin 
et al. 2000; Mingo 2004). In nanowire thermoelectric devices, phonon and electron 
transport across nanoscale point contacts between the nanowires and the metal electrode 
can play a very important role on the device performance.   
There have been extensive theoretical studies of the thermal resistance of a point 
contact between two solid materials (Madhusudana 1996; Cooper et al. 1968). Two 
expressions of thermal resistance at a point constriction can be obtained, one for the 
macroscopic diffusive resistance at the Maxwell’s limit where the radius of the 
constriction (a) is much larger than the phonon mean free path (l) in the bulk material, i.e. 
the Knudsen number K ≡ l/a << 1, and another for the ballistic resistance at the Knudsen 
limit of K >> 1. Wexler unified these two limiting cases and introduced a single equation 
for the thermal resistance of an orifice by adding up the diffusive resistance (Rd) and 
ballistic resistance (Rb) (Wexler 1966): 
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   ,)( bd RRKR += γ  (2.1) 
where γ(K) is a slowly varying function with γ(0) = 1 and γ( ∞ ) = 0.694. The diffusive 
resistance is calculated to be (Madhusudana 1996): 
  ,2/1 kaRd =                                                         (2.2) 
where k is the thermal conductivity.  
The ballistic thermal resistance can be calculated as follows (Sharvin 1965; 
Weber et al. 1989; Little 1959; Nikolic et al. 1999). By integrating the ballistic phonon 
flux from different directions through a constriction or orifice with radius a much smaller 













nvTaq g h                                         (2.3) 
where ΔT is the temperature difference between the phonons immediately at the two sides 
of the constriction, vg is the phonon group velocity, <n0> is the occupation of phonons 
given by the Bose-Einstein distribution corresponding to the local equilibrium 
temperature T, D(ω) is the phonon density of states at frequency ω, and is the Planck’s 






























TR gb h                            (2.4) 
If the phonon group velocity is assumed to be independent of frequency, Eq. (2.4) is 
reduced to 
                 Rb = 4/(Cvgπa2 )             (2.5) 
If the phonon mean free path is also independent of frequency, Eq. (2.5) can be further 
expressed according to the thermal conductivity expression k = Cvg l/3 to be                
 Rb = 4l/(3πka2) = )3/(4 kaK π                                       (2.6) 
However, phonon group velocity and mean free path is not independent of 
frequency, thus this form of solution will give erroneous results. It is assumed in this 
analytical model that the deviation from the equilibrium distribution is small. This 
assumption is inappropriate for SThEM and other nanoscale point contacts, where large 
non-equilibrium prevails locally at the contact point. Moreover, Eq. (2.4) assumes 
complete phonon transmission at the constriction. This is a limiting case because atomic 
reconstruction can occur in a realistic constriction, potentially reducing the phonon 
transmission coefficient. When the constriction size is smaller than the dominant phonon 
wavelength (λ0), Rayleigh scattering of phonons can also reduce the transmission 
coefficient according to Prasher et al (Prasher 2006). Furthermore, the temperature 
distribution at the constriction is not given by this model.  
To better understand thermal transport at nanoscale constrictions, here we report a 
theoretical study of highly non-equilibrium thermal transport at a nanoscale constriction 
in silicon using Non Equilibrium (NE) Molecular Dynamics (MD) simulation.  The 
simulation method and results are discussed in the following sections. We have not used 
Monte Carlo simulation to solve this problem for the following reasons i) MC uses the 
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bulk material phonon dispersion which can deviate substantially when the lengthscale is 
comparable to the phonon wavelength ii) MC does not treat the surface realistically, i.e. it 
does not consider surface reconstruction. 
2.1 SIMULATION METHOD 
The MD technique is a deterministic non-quantum computational method, used to 
predict the trajectory of an ensemble of atoms by solving Newton’s second law of motion 











where mi and xi are the mass and location of ith atom. The total force Fi on atom i is due 
to the interaction with all the atoms in the ensemble, and is calculated by taking the 
gradient of the potential energy U. 
We have used a NEMD method to simulate thermal transport across a circular 
constriction formed between two Si (100) substrates, as shown in Fig. 2.1. The simulation 
box is a cube, for which the length in each of the three dimensions is 200 nm. There are 
about 400 million atoms in the cube. Atoms were arranged in diamond lattice structure 
and the simulation box coincides with the [100], [010] and [001] directions. The 
simulation box has been divided into two parts. The top half and the bottom half 
represent two Si substrates with their (100) surfaces facing each other. At the interface of 
the two Si substrates, there is a phonon blocking partition with a small circular 
constriction or orifice at the center that allows phonon transport between the two parts. It 
is assumed that except at the central constriction the surface atoms at one side of the 
phonon blocking partition do not have force interaction with the atoms at the other 
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surface. The two surfaces at the two sides of the partition are thus equivalent to two free 
surfaces facing each other without any energy transfer between them except at the 
constriction. In the simulation, the outer walls of the top part are maintained at 
temperature T1, and the outer walls of the lower part are maintained at a different 
temperature T2.  
 
FIG. 2.1: Schematic diagram of the simulation box. The initial temperature is 300 K. T1 = 
340 K and T2 = 300 K.  
Because the electron contribution to heat conduction in silicon is small, an 
atomistic model such as the MD method that ignores electron transport is appropriate for 
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the current problem. Further, a MD simulation can deal with highly non-equilibrium 
situations and can reveal atomic reconstruction at the surfaces. For this reason, this 
approach is appropriate for the problem of nanoscale constrictions and interfaces.  
Because one of our objectives is to find the temperature profile at the nano-
constriction, we have used the direct method that relies on imposing a temperature 
gradient across the simulation cell (Maiti et al. 1997; Schelling et al. 2002; Jund et al. 
1999), instead of the Green-Kubo approach (Che et al. 2000; Volz et al. 1999), which is 
an equilibrium MD method that uses current fluctuations to compute the thermal 
conductivity via the fluctuation-dissipation theorem.  
Among the interatomic potentials available for silicon, the Stillinger-Weber (SW) 
potential (Stillinger and Weber 1985) accurately predicts temperature related properties, 
such as the melting point (Stillinger and Weber 1985; Broughton and Li 1987) and the 
thermal expansion of silicon (Cook and Clancy 1993), as well as the elastic properties 
(Karimi, Yates et al. 1998) and the yield strength (Kallman, Hoover et al. 1993). 
 The SW potential utilizes two and three body interaction terms to stabilize the 
diamond lattice that consists of atoms held in place by strong and directional bonds. The 
reduced pair potentials are described as follows:   

















where r is the distance between atoms, a is the cut off radius, and A, B, p, q  are 
fitting parameters. This generic form automatically cuts off at r = a without 
discontinuities in any r derivatives. The three body interaction term is written as 
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The term f3a vanishes for θijk = cos-1(-1/3), favoring ideal tetrahedral bond. In 
these formulae, r is the distance between two atoms and jikθ  is the angle at the vertex at 
particle i of the triplet. The parameter values are A = 7.049, B = 0.602, p = 4, q = 0, λ = 
21.0, and γ = 1.2. At the phonon blocking partition, the potential between the two (100) 
Si substrates is switched off and the two substrates interact with each other through SW 
potential only at the central constriction. Except at the constriction, the two surfaces at 
the two sides of the partition are treated as two free surfaces following the method by 
Volz and Chen (Volz and Chen 1999).The integration method used for our Molecular 
Dynamics simulation is the Predictor-Corrector method (Rapaport 2004).  
We have investigated the case of uniform boron doping in the entire simulation 
box because boron is a common doping element in Si. Particles designated as dopants 
differ from silicon atoms in both the atomic mass and their interactions with their 
neighbors. In order to introduce some mismatch, the values of potential parameters A and 
B are changed to values that lead to an increase in the interatomic spacing between 
silicon and boron. Hence, the location of potential minima will be shifted to a slightly 
larger atomic spacing. Only substitutional doping atoms were considered in this work. 
Although interatomic spacing between a substitutional boron atom and a neighboring 
silicon atom is larger than that between two neighboring silicon atoms, the diamond 
lattice structure remains the same. Consequently, the three-body potential that stabilizes 
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the diamond lattice structure is the same for silicon and impurity. Following Kelly and 
Ungar (Kelly and Ungar 1990), we have chosen values for A and B as A = 8.535, B = 
0.80 for the impurity atoms. The location of the potential minimum for these parameters 
is about 2.45 Å, as compared to 2.35 Å for silicon-silicon interaction. The mass of the 
impurity atom is taken to be the atomic mass of boron.  
To implement the isothermal wall condition for the outer walls of the computation 
box shown in Fig. 2.1, we have employed the method of Maiti et al. 1997.  For the 
constant-temperature boundary condition, the heat current is calculated as following 
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where q(t) is the instantaneous heat current, Fij is the force and rij is the distance between 
the ith and jth particle, V is the volume. iE
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where hi is the enthalpy of the ith atom, is the pair potential energy and )(2 ijrf
),,,,,(3 kijjkiijkkijkij rrrf θθθ  is the three body potential.  
When a temperature gradient is applied in the NEMD simulation, the center of 
mass of the entire system tends to drift (Jund and Jullien 1999). The drift can result in an 
inaccurate measurement of the actual local temperature. We have used the velocity-
rescaling algorithm of Jund and Jullien that eliminates the drift (Jund and Jullien 
1999)..According to this algorithm the modified velocity at each iteration is given by 
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where  is the velocity of the center of mass of the ensemble of atoms in the domain 
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The + (or –) sign in Eq. (2.14) applies to the case when the atoms are in the 
domain where heat is added (or removed). For the constant temperature boundary 
condition, εΔ  is the difference in the total kinetic energy of the atoms in the domain 
before and after the constant temperature boundary condition is maintained. The relative 
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For this direct MD method, it is important to establish a steady-state heat current 
flow. This amounts to obtaining a stationary temperature profile as a function of time, 
thus insuring that only a steady-state current is allowed. It was found by Maiti et al. 1999, 
that long simulations of about 1 x 10-9 s were necessary to achieve a smooth temperature 
profile for a Si grain boundary system.  
In this work, we found that a steady state heat current was obtained for a total 
simulation time of 1.1 x 10-9 s, or 2 x 106 MD steps with each MD time step being 0.55 x 
10-15 s, as discussed in the following. We used a grid system to divide the simulation box, 
with each grid volume consisting of about 49 atoms. The average temperature of the 
atoms in each grid was calculated. The averaging was performed over a large number of 
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where M is the number of steps on which the averaging is performed, m is the mass of the 
silicon atom, vi is the velocity of the ith atom, n is the number of atoms in the cell, and Ntot 
is the total number of atoms in the simulation. Phonon dispersion for bulk silicon based 
on Stillinger-Weber potential was used in the right hand side of Eq. (2.16), and the 
temperature contained in the 0n  term is solved numerically from Eq. (2.16) (Li et al. 
1988). Here, although the MD simulation treats the vibrating atoms as classical particles, 
the total kinetic energy of the system is mapped onto the appropriate phonon distribution 
function 0n according to Eq. (2.16) in order to correctly define the temperature. A 
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would be erroneous for the current problem as the temperature of interest is much lower 
than the Debye temperature of silicon. 
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The total number of steps in the simulation is N, and thus M must be smaller than 
N-1. For small M, the fluctuations in the obtained time-averaged temperature are entirely 
statistical and not due to transient effects related to the heat current sources. As M 
increases, fluctuations due to transient effects may be observed. Figure 2.2(a) shows the 
time-averaged temperature of the grid space at the center of the constriction for a 200 nm 
size box and a doping concentration of 3 x 1020 cm-3. Each temperature point in the curve 
was the averaged value for 5000 MD steps. The averaging eliminates large temperature 
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fluctuation. As shown in Fig. 2.2(a), the system achieves steady state after about 1 x 106 
MD step. Hence, 2 x 106 MD step is sufficiently long for obtaining the time-averaged 
temperature profile and steady-state heat current. Because of the large number (400 
million) of atoms in the simulation box, it took about 30 days for each simulation that 
was run in dedicated Linux computer clusters to achieve steady state. Two of these 
workstations were equipped with four dual core Xeon processors with 8 GB of memory. 
Other workstations were equipped with Xeon processor and 2 GB memory.  
At both sides of the partition, the heat current across the outer walls of rectangular 
boxes of different vertical depths measured from the constriction was calculated. The 
width of the rectangular boxes is twice of the depth. The heat current was calculated for 
each individual grid cell on the outer walls of the rectangular box and added up to obtain 
the total heat current across the outer walls. The heat current calculation for each cell was 
based on Eq. (2.11) and was averaged over the last 8 x 105 steps. As shown in Fig. 2.2(b), 
the difference between the total heat current across boxes of different depths is within 
10%. The average value of all the heat current data calculated for different depths was 





FIG. 2.2: (a) Time averaged temperature of the grid space at the center of the constriction 
for a constriction radius of  2 nm and doping concentration of 3 x 1020 cm-3. (b) Time 
averaged total heat current across the boundaries of rectangular boxes at different vertical 
distances or depths measured from the constriction. The width of the box is twice of the 
depth.  
 
Figures 2.3(a) and 2.3(b) shows the two dimensional (2D) projection of the atoms 
inside a 2 nm thick, 12 nm high, 12 nm wide rectangular box centered at the constriction 
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at the beginning and at the completion of the simulation, respectively. The atoms are 
positioned in a diamond lattice structure in Fig. 2.3(a); whereas in Fig. 2.3(b) the surface 
















FIG. 2.3: (a)Two-dimensional projection of atoms in a 4 nm deep, 12 nm high, and 12 nm 
wide box centered at the constriction at the beginning, and (b) at the completion of the 
simulation; (c) Three-dimensional projection of atoms in a 4 nm deep, 12 nm high, and 
12 nm wide box centered at the constriction at the beginning, and (d) at the completion of 
the simulation; (e) Three-dimensional projection of atoms in a 4 nm deep, 12 nm high, 
and 12 nm wide box away from the free surface at the beginning, and (f) at the 
completion of the simulation; 
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Fig. 2.3(c) and 2.3(d) shows the same figures in a three-dimensional projection. Fig 
2.3(e) and 2.3(f) shows three dimensional projection of atoms away from the surface. The 
reconstruction occurs mainly within 2 nm distance from the two free surfaces at the 
partition. Because of the reconstruction, the two free surfaces become rough. The 
roughness can lead to diffuse phonon-surface scattering. 
As a bench-mark experiment to check the correctness of the MD code, we have 
modified the code according to Schelling et al.’s procedure to calculate the thermal 
conductivity of solid Si (Schelling et al. 2002). The calculated thermal conductivity at T = 
155 K, 255 K and 300 K are 322 W/m-K, 163 W/m-K and 119 W/m-K, respectively, in 
agreement with Schelling et al.’s simulation results and the measurement results in the 
literature (Schelling et al. 2002; Glassbrenner and Slack 1964). 
2.2 SIMULATION RESULTS AND DISCUSSIONS 
The temperature profile on the vertical plane passing through the center of the 
constriction is plotted in Fig. 2.4 where the doping concentration is Nd = 3 x 1020 
atoms/cm3. To compute the time-averaged spatial temperature distribution, we have used 
the results for the final 8 x 105 MD steps and have left out the data for the initial 1.2 x 106 
MD steps. This procedure ensures that we have allowed sufficient time so that the system 





















FIG. 2.4. Temperature distribution on the vertical section passing through the center of 
the constriction with a constriction radius of 2 nm, a boron doping concentration of 3 x 
1020/cm3.  
Figure 2.5 shows the temperature profile along the vertical axis passing the center 
point of the constriction. There is a temperature drop of about 28 K at the constriction 
and a drop of about 6 K each at the upper and lower walls of the simulation box.  
 
FIG. 2.5: Temperature profile along the vertical axis passing the center of the constriction 
as a function of the distance from the constriction. The constriction radius is 2 nm. The 




The temperature drops at the boundary is believed to be an artifact caused by enforced 
phonon scattering at the heat source and sink (Maiti et al. 1997; Schelling et al. 2002). 
There is a flat temperature region between the outer boundaries and the constriction, 
indicating that the artifacts due to the enforced phonon-boundary scattering at the outer 
boundaries diminish in this flat temperature region as well as near the constriction.  We 
have used the temperature drop across the constriction and between the two flat 
temperature regions for calculating the thermal resistance, thus eliminating the influence 
of the heat source or sink effect at the outer boundaries. Moreover, reducing the 
simulation box from 200 nm to 120 nm in each dimension would not change the 
temperature profile and temperature drop across the constriction. This was verified by 
simulation with a box size of 120 nm in each dimension. Hence, the 200 nm size 
simulation box is large enough to impose the isothermal boundary condition at the outer 
walls. 
2.2.1 Effect of the Constriction Radius 
We have examined the effect of the constriction radius (a) on the temperature 
distribution and thermal resistance of the constriction. We calculated the radius of the 
heated zone in the cold substrate as the distance (rT) on the vertical axis from the center 
of the constriction for which ΔT(rT) = T(rT)-T2 = 0.1 (T1-T2) .  The resulting value of 
ΔT(rT) is 4 K, which is small enough compared to T1-T2 and just slightly larger than the 
statistical precision of the simulation of about 2 K. Figure 2.6 shows the calculated rT as a 
function of  the constriction radius (a) in the range between 0.5 nm and 6 nm, for doping 
concentration of 3 x 1020 atoms/cm3. The calculated rT decreases rather slowly with 
decreasing a to approach about 20 times of the average nearest-neighbor inter-dopant 
distance (d) that is estimated to be d = (1/Nd)1/3 = 1.5 nm, where Nd is the number density 
of impurity dopants. Because the smallest length scale within which thermal equilibrium 
can be obtained cannot be smaller than the phonon mean free path (l), rT cannot be 
shorter than l when a is reduced below l. Hence, l at the constriction cannot be longer 
than 20d or 30 nm. 
 
FIG. 2.6.  rT as a function of a for Nd = 3 x 1020/cm3 corresponding to d = 1.5 nm. 
 
We have calculated the bulk phonon mean free path (l) using a procedure where 
the phonon dispersion is taken into account (Chen 1998; Chen 1997). At room 
temperature, about one-third of the specific heat of Si is due to optical phonons. Since 
optical phonons have a very low group velocity, their contribution to the bulk thermal 
conductivity is negligible and one only needs to calculate the mean free path for the 
acoustic phonons based on the kinetic theory k = Cvl/3, where k, C, v, and l are the 
thermal conductivity, specific heat, group velocity, and mean free path, respectively, of 
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the acoustic phonons. In addition to excluding the optical phonons, we calculated the 
phonon group velocity from the phonon dispersion weighed over the relative contribution 
to the specific heat. Based on the calculation we obtained the heat capacity and group 
velocity of acoustic phonons at room temperature as C = 0.93 x 106 J/m3-K, v = 1804 
m/s. Using the experimental value of thermal conductivity for bulk silicon at the doping 
concentration of 3 x 1020/cm, k = 50 W/m-K (Chen 1998; Chen 1997; Slack 1964), we 
calculated the bulk phonon mean free path to be l = 89 nm. 
The obtained bulk l is about three times of rT, which cannot be shorter than l at the 
constriction according to the above discussion.  This discrepancy is attributed to a shorter 
l at the constriction than in the bulk.  The shorter l is caused by frequent diffuse phonon 
scattering at the roughened free surface and phonon-impurity scattering at the vicinity of 
the constriction. Due to the interplay of these two scattering processes, phonons are 
scattered for multiple times by both the partition and impurity atoms before they escape 
the constriction. The short l in the vicinity of the constriction also explains that the 
diffuse outer walls do not introduce artifacts in the calculation results even when the bulk 
l is close to the vertical depth of the top or bottom part of the simulation box. 
The thermal resistances of the constriction were calculated for a doping 
concentration of 3 x 1020/cm3 and different constriction radii, as shown in Fig. 2.7. In the 
MD simulation, the thermal resistance is calculated as R = ΔT/q. Here, q is the total heat 
current calculated according to the above discussion and ΔT is the temperature drop at the 
constriction between the two flat temperature regions so that the temperature drops at the 
upper and lower walls of the simulation box are excluded from ΔT.  
 
FIG. 2.7.  The MD thermal resistance (filled circles) as a function of constriction radius 
(a) for Nd = 3 x 1020/cm3. Also plotted are Rb (solid black line) based on Eq. (2.4), Rd 
(dashed black line) from Eq. (2.2) with the use of the bulk k, and the total thermal 
resistance R (dotted line) calculated using Eqs. (2.1), (2.2), and (2.4).  
 
Figure 2.7 also shows the total thermal resistance R calculated using Eqs. (2.1), 
(2.2), and (2.4). Here, γ (K) is calculated following Wexler (Wexler 1966). Also plotted 
are the ballistic resistance Rb calculated from Eq. (2.4) and the diffusive resistance from 
Eq. (2.2). The Knudsen numbers corresponding to the constriction radius are larger than 
9, well within the Knudsen limit, so that the obtained thermal resistance from Eq. (2.1) 
mainly comes from the ballistic resistance Rb from Eq. (2.4). The MD results were found 
to be close to Rb when the constriction radius is larger than 1 nm, indicating that surface 
reconstruction does not reduce the phonon transmission coefficient significantly. At a = 
0.5 nm, however, the MD result is considerably lower than Rb. The discrepancy is 
attributed to the fact that bulk phonon dispersion and the SW potential are not longer 
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accurate at the constriction when a is reduced to be comparable to or smaller than the 
dominant phonon wavelength, which is about 1 nm in Si at 300 K.  
2.2.2 Effect of the Doping Concentration 
We have investigated the effect of the concentration of boron concentration Nd on 
rT. Nd was varied from 1019 cm-3 to 1021 cm-3 with a fixed a = 2 nm. Figure 2.8 shows rT 
together with the inter-dopant distance d as a function of Nd . At this constriction radius, 
rT decreases with increasing doping concentration, and is about 20d. This feature 
manifests the interplay between diffuse phonon-surface scattering by the free surface and 
phonon-impurity scattering at the constriction. The observation of decreasing rT with 
increasing doping concentration explains why the spatial resolution of SThEM was found 
to improve with increasing doping concentration in Lyeo et al’s experiment (Lyeo et al. 
2004).  
 




The lack of alloy scattering in Si could have led to the larger l and rT at the Si constriction 
considered here than in the III-V constriction in Lyeo et al.’s experiment. Nevertheless, 
the simulation result supports the experimental observation that the spatial resolution of 
SThEM and thus rT can be smaller than the bulk phonon mean free path. 
Figure 2.9 shows that the MD thermal resistance of the constriction increases 
slightly with Nd. Also shown in Fig. 2.9 are the total thermal resistance R calculated using 
Eqs. (1), (2), and (4) where the bulk k was used, and the ballistic resistance Rb from Eq. 
(2.4). The diffusive resistance Rd  based on Eq. (2.2) is shown in the inset of the figure. 
For the calculation of Rd, k of bulk silicon at different doping concentrations was taken 
from literature (Slack 1964; Asheghi et al. 2002). It can be expected that doping has a 
much smaller effect on the phonon dispersion, specific heat, and group velocity that 
determine Rb than on l that affects k and Rd.  Consequently, the increase in the thermal 
resistance with Nd should be mainly caused by the increase in Rd. In the calculation of Rb 
from Eq. (2.4) (as well as in the MD simulation), the phonon dispersion is assumed to be 
independent of the doping concentration, resulting in the constant Rb shown in Fig. 2.9 at 
different Nd. Note that the MD data increases more rapidly with Nd than the total 
resistance R from Eq. (2.1), although the amounts of increase are on the same order of 
magnitude. The use of the bulk k, which is larger than the effective k of the constriction, 
can underestimate Rd and yield the slower increase of the total resistance R with doping 
concentration. 
 
FIG. 2.9. MD thermal resistance (filled circles) of the constriction as a function of Nd for 
a = 2 nm. Also shown are Rb (line) from Eq. (2.4) and the total thermal resistance R (open 
squares) calculated using Eqs. (2.1), (2.2), and (2.4) with the use of the bulk k. The inset 




The MD calculation reveals several phenomena that are not shown by the 
analytical model (Eq. 2.1). Most notably, the radius of the heated zone in the cold 
substrate was found to approach a limit of 15-17 times the average nearest-neighbor 
distance of impurity doping atoms when the constriction radius is reduced below the 
inter-dopant distance. Because this limit cannot be smaller than the phonon mean path at 
the constriction, the phonon mean free path at the vicinity of the constriction should be 
much shorter than the bulk value. The shorter mean free path is due to multiple phonon 
scattering events both by the two reconstructed free surfaces at the two sides of the 
partitions and by the impurity atoms before phonons escape from the constriction. The 
calculated thermal resistances of the constriction are close to the ballistic thermal 
resistance obtained from the analytical model and increases only slightly with increasing 
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doping concentration due to the increase in the diffusive resistance. These results can 
help to better understand thermal transport at the tip-sample contacts of various scanning 




Chapter 3 Molecular Dynamics simulation of thermal transport at a 




Nano line interfaces are characteristic of nanoelectronic devices made of CNTs or 
semiconductor nanowires.  For example, Si nanowire thin film transistor (TFT) devices 
have been fabricated on glass and on flexible, low-cost polymer substrates (Friedman et 
al., 2005). Although the nanowire TFT device show better performance than conventional 
TFT devices, the nano- line interface between the nanowire and the low-thermal 
conductivity substrate will likely creates a high thermal resistance and leads to a high 
operating temperature that negatively impacts device performance and reliability. It is 
difficult to calculate this nanowire interface resistance because the contact area is 
complex. 
Nano line interfaces can also be found in the lower levels of metal interconnect 
line and via structures for future-generation ULSI devices. Thermal resistance between 
the nanoscale interconnect lines or vias and the dielectric medium is an important 
parameter for thermal management but has not been adequately characterized. The 
technological potential of this geometrical configuration is immense. Therefore it is very 
important to develop models for the thermal resistance of nano-sized curved surfaces 
such as spherical nanoparticles and cylindrical nanowires with a planar surface. 
As shown in chapter 2, two types of thermal resistance exists for a constriction. 
One is the macroscopic diffusive resistance (Rd) at the Maxwell’s limit where the half 
width of the nanoline constriction (a) is much larger than the phonon mean free path (l) in 
the bulk material, i.e. the Knudsen number K ≡ l/a << 1, and the other being the ballistic 
resistance (Rb) at the Knudsen limit of K >> 1. The total constriction resistance can be 
calculated by summing the diffusive resistance (Rd) and ballistic resistance (Rb) (Prasher 
2005): 
 bd RRR +=  (3.1) 













ln2  (3.2) 
where L is the length of the line, D is the distance from the center of the line and ks is the 
thermal conductivity of the substrate (Macgee et al. 1985; Bahadur et al. 2005) 
The ballistic thermal resistance can be calculated similar to as shown in Chapter 

























TR gb h  (3.3) 
For the case that the phonon group velocity is independent of frequency, Eq. (3.3) 
is reduced to 
 ( )ACvR gb 4=  (3.4) 
If the phonon mean free path is also independent of frequency, Eq. (3.4) can be 
further expressed according to the thermal conductivity expression k = Cvg l/3 to be 
 Rb = 4l/(3πkA) =  (3.5) )3/(2 kLK
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To better understand thermal transport at a nanoline constriction, this chapter 
reports a theoretical study of highly non-equilibrium thermal transport at a nanoline 
constriction in silicon using Non Equilibrium (NE) Molecular Dynamics (MD) 
simulation.  The simulation method and results are discussed in the following sections. 
3.2 SIMULATION METHOD 
The simulation setup is very similar to the setup described in Chapter 2. We have 
changed the size of the width of the simulation box from 200 nm to 20 nm, so that the 
simulation box size is 200 nm x 200 nm x 20 nm. Atoms were arranged in diamond 
lattice structure and the simulation box coincides with the [100], [010] and [001] 
directions. The simulation box has been divided into two parts. The top half and the 
bottom half represent two Si substrates with their (100) surfaces facing each other. At the 
interface of the two Si substrates, there is a phonon blocking partition with a nanoline 
constriction running through the center along the width that allows phonon transport 
between the two parts. This is shown in Fig. 3.1(a) and 3.1(b). Similar to the setup in 
Chapter 2, two surfaces at the two sides of the partition are equivalent to two free 
surfaces facing each other without any energy transfer between them except at the 
constriction. In the simulation, the top wall of the top part is maintained at temperature 
T1, and the bottom wall of the lower part is maintained at a different temperature T2. The 







FIG. 3.1. (a) Two dimensional schematic diagram of the simulation box. The initial 
temperature is 300 K. T1 = 340 K and T2 = 300 K. (b) Three dimensional schematic 




The Stillinger and Weber (SW) potential described in Chapter 2 has been used 
here. The integration method used for our Molecular Dynamics simulation is the 
Predictor-Corrector method. We have investigated the case of uniform boron doping in 
the entire simulation box. Details about the boron doping simulation method has been 
discussed in Chapter 2. We have used boron doping concentration of 3 x 1020 atoms/cm3 
for all the simulation run. The isothermal wall was implemented the same way as 
described in Chapter 2. The heat current is calculated the same way as given in Chapter 2 
eq. (2.11). We have also applied the velocity-rescaling algorithm of Jund and Jullien to 
eliminate the drift as described in Chapter 2. In this work, we found that a steady state 
heat current was obtained for a total simulation time of 1.1 x 10-9 s, or 2 x 106 MD steps 
with each MD time step being 0.55 x 10-15 s. The gird system is the same that was used is 
Chapter 2. The temperature in each grid was calculated according to eq. (2.16).  
3.3 SIMULATION RESULTS AND DISCUSSIONS  
Figures 3.2(a) and 3.2(b) shows the two dimensional (2D) projection of the atoms 
inside a 2 nm thick, 12 nm high, 12 nm wide rectangular box centered at the constriction 
at the beginning and at the completion of the simulation, respectively. The atoms are 
positioned in a diamond lattice structure in Fig. 3.2(a); whereas in Fig. 3.2(b) the surface 
atoms become disordered, indicating that surface reconstruction occurs as simulation 
proceeds. This was also observed in Chapter 2 for the simulation of nanopoint contact. 
 















Fig. 3.2: (a)Two-dimensional projection of atoms in a 4 nm deep, 12 nm high, and 12 nm 
wide box centered at the nanoline constriction at the beginning, and (b) at the completion 
of the simulation 
Figure 3.3 shows the temperature profile along the vertical axis passing the center 
point of the constriction. There is a temperature drop of about 28 K at the constriction 
and a drop of about 6 K each at the upper and lower walls of the simulation box. The 
temperature drop at the boundary is very similar to what we found for the nanopoint 
constriction simulation box in Chapter 2, and is believed to be an artifact caused by 
enforced phonon scattering at the heat source and sink (Maiti et al. 1997; Schelling et al. 
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2002). Compared to the nanopoint constriction, here also we find a flat temperature 
region between the outer boundaries and the constriction, indicating that the artifacts due 
to the enforced phonon-boundary scattering at the outer boundaries diminish in this flat 
temperature region as well as near the constriction.  We have used the temperature drop 
across the constriction and between the two flat temperature regions for calculating the 
thermal resistance, thus eliminating the influence of the heat source or sink effect at the 
outer boundaries. 
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FIG. 3.3. Temperature profile along the vertical axis passing the center of the constriction 
as a function of the distance from the constriction. The nanoline constriction half width is 
2 nm. The doping concentration is Nd = 3 x 1020 cm-3.  
 
We have examined the effect of the nanoline constriction half width (a) on the 
temperature distribution and thermal resistance of the constriction. We calculated the 
radius of the heated zone in the cold substrate as the function of distance (rT) on the 
vertical axis from the center of the constriction for which ΔT(rT) = T(rT)-T2 = 0.1 (T1-T2).  
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The resulting value of ΔT(rT) is 4 K, which is small enough compared to T1-T2 and just 
slightly larger than the statistical precision of the simulation of about 2 K. Figure 3.4 
shows the calculated rT as a function of  the nanoline constriction half width (a) in the 
range between 0.5 nm and 6 nm, for doping concentration of 3 x 1020 atoms/cm3. The 
calculated rT decreases slowly with decreasing a, and is comparable to the value 
calculated in chapter 2. It approaches about 20 times of the average nearest-neighbor 
inter-dopant distance (d) that is estimated to be d = (1/Nd)1/3 = 1.5 nm, where Nd is the 
number density of impurity dopants. As stated in chapter 2, rT  cannot be shorter than the 
phonon mean free path (l) and since rT  is about 20d or 30 nm, hence l at the constriction 
cannot be longer than 20d or 30 nm. Because the smallest length scale within which 
thermal equilibrium can be obtained cannot be smaller than the phonon mean free path 
(l), rT  cannot be shorter than l when a is reduced below l. Hence, l at the constriction 
cannot be longer than 20d or 30 nm. 
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The bulk phonon mean free path has been calculated in Chapter 2 to be l = 89 nm. 
The obtained bulk l is about three times of rT, which cannot be shorter than l at the 
constriction according to the above discussion.  This discrepancy is attributed to a shorter 
l at the constriction than in the bulk which is explained in detail in Chapter 2..   
The thermal resistances of the constriction were calculated for a doping 
concentration of 3 x 1020/cm3 and different nanoline constriction half width (a), as shown 
in Fig. 3.5. In the MD simulation, the thermal resistance is calculated as R = ΔT/q. Here, 
q is the total heat current calculated according to Eq. (2.11) and ΔT is the temperature 
drop at the constriction between the two flat temperature regions. Figure 3.5 also shows 
the total thermal resistance R calculated using Eqs. (3.1), (3.2), and (3.3). The Knudsen 
numbers corresponding to the nanoline constriction half width a are larger than 9, well 
within the Knudsen limit, so that the obtained thermal resistance from Eq. (3.1) mainly 
comes from the ballistic resistance Rb from Eq. (3.3). The total resistance was 1-2 order 
magnitude higher than the diffusive resistance Rd, hence neglecting the ballistic resistance 
would give erroneous estimation of thermal resistance for Knudsen number K>1. The 
MD results were found to be close to Rb indicating that surface reconstruction does not 
reduce the phonon transmission coefficient significantly. The analytical solution is in 





















FIG. 3.5.  The MD thermal resistance (filled circles) as a function of nanoline 
constriction half width (a) for Nd = 3 x 1020/cm3. Also plotted are Rb (solid black line) 
based on Eq. (3.3), Rd (dashed black line) from Eq. (3.2) with the use of the bulk k, and 
the total thermal resistance R (dotted line) calculated using Eqs. (3.1), (3.2), and (3.3). 
3.4 CONCLUSIONS 
MD simulation of the nanoline constrictions reveals similar results as those for 
nano point constrictions. The radius of the heated zone in the cold substrate was found to 
approach a limit of 20 times the average nearest-neighbor distance of impurity doping 
atoms when the constriction radius is reduced below the inter-dopant distance. The 
phonon mean free path at the constriction was found to be suppressed by diffuse phonon-
boundary scattering and phonon-impurity scattering. MD thermal resistances of the 
constriction are close to the ballistic thermal resistance, suggesting that surface 




Chapter 4 Monte Carlo Simulation of phonon transport in a silicon 
nanowire with sawtooth surface roughness 
4.1 INTRODUCTION 
Thermal transport in nanostructures such as nanowires and thin films are under 
intense investigation due their promise for various technologies such as high efficiency 
thermoelectrics (Chen and Shakouri 2002). They are also being investigated for 
understanding the physics of thermal transport at the nanoscale (Cahill et al. 2003). Two 
different size confinement effects can impact phonon transport in nanostructures. When 
the characteristic length of the nanostructure is reduced to be comparable to or below the 
bulk phonon mean free path, boundary scattering of phonons dominates, resulting in the 
suppression of the thermal conductivity (k) of the nanostructures below the corresponding 
bulk value. Phonon mean free path of bulk crystalline solids is typically in the range of a 
few to a few hundreds of nanometers at room temperature.  When the characteristic 
length is reduced further to be comparable to or smaller than the dominant phonon 
wavelength (λ0), which is about 1 nm in silicon at room temperature (Yang and Chen 
2004), the phonon dispersion can differ from bulk dispersion, modifying the phonon 
group velocity and thermal conductivity. Owing to the very small λ0 of phonons, unless 
the temperature is very low or the characteristic length is about 1 nm or smaller at room 
temperature, phonon dispersion in the nanostructures can still be described using the bulk 
dispersion and the main size effect on thermal conductivity is due to  boundary scattering 
of phonons (Mingo 2003; Prasher 2006). 
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A great deal of experimental and theoretical studies of thermal transport in 
nanowires and thin films have been reported. Theoretical studies based on Boltzmann 
Transport Equation (BTE), Molecular Dynamics simulation and Monte Carlo (MC) 
simulations have been used to explain micro and nano scale heat transport phenomena in 
these nanostructures. The BTE is often the starting point for the theoretical analysis of 
phonon transport (Callaway 1959; Holland 1963; Armstrong 1985; Chen 2001). Based on 
the lifetime assumption and with some simplifications; it is possible to achieve a closed 
form analytical solution for the BTE.  However, since many assumptions must be 
introduced to reach a closed form solution, the results usually deviate significantly from 
experimental observations. In 2002, Mazumdar and Majumdar reported MC simulation of 
phonon transport in thin Si films (Mazumder et al. 2002).  In their work, different phonon 
polarizations and phonon dispersions were taken into account by considering the 
dependence of phonon lifetime on frequency, polarization, and temperature. Chen et al.  
used MC simulation method to calculate the thermal conductivity of silicon nanowires of 
various diameters for a wide temperature range (Chen et al. 2005). For the smallest 
diameter of 22 nm, their and other’s calculation results differ significantly from the 
experimental data and cannot explain the unusually low thermal conductivity observed in 
the experiment (Li et al. 2003).  
In all these studies, the surface was treated as flat. The effect of surface roughness 
was incorporated by introducing partially diffuse and partially specular scattering of 
phonons at the surface. Diffuse scattering refers to the case that phonons loose their 
memories and are reflected back at a random direction when they encounter the 
boundary. Specular scattering is the case that phonons are reflected back following the 
Snell’s law of reflection from the surface when they encounter the boundary,.  
In the current literature boundary scattering of phonons is treated as either purely 
diffuse, purely specular or a combination of both (Ziman 1960). Purely diffuse scattering 
gives the lower bound of k and purely specular scattering yields no reduction in k 
assuming bulk phonon dispersion. The specularity parameter (p) is generally used as a 
fitting parameter for simulating the scattering from the interface (Mingo et al. 2003a; 
Mingo et al. 2003b; Dames et al. 2004).  In the case of a nanowire of diameter d, the 
effective mean free path (lB) due to boundary scattering is given by (Ziman 1960; Dames 







1  (4.1) 
For random surface roughness that obtains a Gaussian distribution, the specularity 
parameter p is usually evaluated using Ziman’s formula as (Ziman 1960): 
  (4.2) )/16exp( 223 λδπ−=p
where δ is the surface roughness and λ is the phonon wavelength. For perfectly smooth 
surface with δ several orders of magnitude smaller than λ0, p from Eq. (4.2) approaches 
the upper bound of 1 corresponding to purely specular surface scattering. For even 
atomically smooth surface where the surface roughness is comparable to atomic 
corrugation of 0.2-0.3 nm, Ziman’s formula yields a value of p approaching 0 for Si at 
room temperature with λ0 ≈ 1 nm. Corresponding to purely diffuse surface scattering, p = 
0 yields the lowest thermal conductivity of a nanowire when the bulk dispersion is still 
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applicable. This limit is referred as the diffuse surface limit (kdiffuse) of nanowire thermal 
conductivity.  
Most of the existing thermal conductivity measurement results of nanowires were 
found to be close to the diffuse surface limit (Li et al. 2003; Shi et al. 2004). For many of 
these semiconductor nanowires that are investigated for improving the energy efficiency 
of thermoelectric devices, the diffuse surface limit still yields a thermal conductivity 
much higher than state-of-the-art bulk or nanostructured thermoelectric materials.  
It has been reported that gas molecules in a channel can be backscattered by a 
rough surface (Berman et al. 1972). Such backscattering can reduced the thermal 
conductivity below the diffuse surface limit. The question that we seek to answer in this 
letter is whether one can engineer the surface roughness on a nanowire to facilitate 
phonon backscattering so as to reduce the thermal conductivity below kdiffuse.  
We note that nanowires of sawtooth surface roughness or zig-zag structures have 
been synthesized recently (Ross et al. 2005; Peng et al. 2007). Using Monte Carlo (MC) 
simulation, we show that phonon backscattering can indeed occur on such sawtooth 
nanowire surface, reducing the thermal conductivity below kdiffuse. Moreover, phonon 
backscattering at asymmetric sawtooth surfaces can further cause thermal rectification, 






Fig 4.1 Schematic diagram of a silicon nanowire with a square cross section and four V-
grooved side surfaces 
 
In order to investigate whether it is feasible to engineer nanowire surfaces to 
reduce k below kdiffuse, we employ Monte Carlo (MC) simulation to verify our speculation 
of phonon backscattering by the idealized V-shape surfaces of a Si nanowire with a 
square cross section shown in Fig. 4.1. The nanowire size is chosen to be 22 nm because 
a previous measurement of a Si nanowire of this diameter yielded k much lower than 
kdiffuse (Li et al. 2003). Note that this nanowire diameter is still much larger than λ0 for 
most of the temperature range of the measurement so that the bulk phonon dispersion 
should be still applicable. Our MC simulation results reveal that the thermal conductivity 
of the nanowire with symmetric sawtooth or V-shape surface roughness can indeed be 
reduced below kdiffuse when the V-groove height δ is increased to be larger than 0.5 nm.  
4.2 SIMULATION METHOD 
The Boltzmann equation for phonon transport in the presence of a temperature 















∇=  (4.4) 
N  is the distribution function,  q is the phonon wavevector,  T  is the local 
temperature,  is the phonon frequency, and  ω ct
N )(
∂
∂  is the rate of change of  due to 
collisions.  On the left side of Eq. (4.3),  can be replaced by , the equilibrium 





















  (4.6) 
Here is Planck’s constant divided by h π2 ,  is Boltzmann’s constant, and Bk ),( qq ′Φ  is 
the function describing the scattering rate from state q′  to state , which depends on the 
phonon frequency and polarization. 
q
Equation (4.5) is a nonlinear integro-differential equation.  The transition rate 
 on the right side of Eq. (4.5) is very complicated, and without simplification the 
formulation is difficult to solve.  This difficulty can be avoided by using MC.  To 
calculate thermal transport, MC does not try to solve Eq. (4.5) directly, but instead, 
follows a large number of phonons in a three-dimensional space subjected to a 
temperature gradient.  The simulation domain is divided into many cells and initial local 
),( qq ′Φ
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temperature is imposed on each cell according to the temperature gradient.  The initial 
velocity, polarization, and frequency of phonons are based on local temperatures. The 
number of phonons in each cell depends on the local temperature and the cell volume.  
For silicon, the frequency range between zero and the maximum cutoff frequency of the 
longitudinal acoustic branch is discretized into 1000 spectral intervals.  The number of 
phonons per unit volume in the ith spectral interval is calculated from the equilibrium 
Planck distribution 
 iiiiiii TADTAnLADLAnN ωΔω>ω<+ωΔω>ω=< ),(),(2),(),( ,0,0,0,0   (4.7) 
where ),( ,0 LAn iω  and ),( ,0 TAn iω are the Bose-Einstein distribution for the longitudinal 
and transverse acoustic branches, respectively, )( ,0 iD ω is the density of states, and 
bLA N/max,ωω =Δ , in which  is the number of intervals from zero to the maximum 
cutoff frequency of the longitudinal acoustic branch.  In Eq. (4.7), three acoustic branches 
in the phonon dispersion relation are taken into account, i.e. one longitudinal acoustic 
branch and two transverse acoustic branches.  Optical phonons are not considered 
because they contribute little to thermal conductivity due to their small group velocity.  In 
this paper  is selected to be 1000.  The total number of phonons can be obtained by 
summing up the phonons in the 1000 spectral intervals: 
bN
bN







The actual number of phonons per unit volume calculated from Eq. (4.8) is 
usually a very large number.  With the current computational power, it is impossible to 
simulate the movements of such a large number of phonons in each cell.  In order to save 
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computation time, a prescribed number of phonons are used to represent the actual 






W =  (4.9) 
Equation (4.9) indicates that one phonon in the simulation code will stand for W 
actual phonons.  
Once the phonons are produced, the simulation starts with all of the phonons in 
given initial conditions with appropriate sampled frequencies, group velocities, 
wavevectors, and polarizations.  A duration of free flight is set and all of the phonons 
move linearly from initial positions to new positions such that 
 tVrr igii Δ+= ,,0
rrr    (4.10) 
where ii rr ,0,
rr are the new and initial positions of the ith phonon, respectively, and is the 
free flight time.  The free flight time is kept constant during the simulation and its value 
should be set as small as possible in order not to miss any scattering events.  However, 
smaller  increases computation expense.  To avoid 
tΔ
tΔ undue computation burden, the 
time step in our simulation was set as one half of the smallest phonon scattering time. 
The phonon scattering time was evaluated from Table 4.1.  It was found that this 
time step gave stable simulation results.  If the phonon encounters a boundary during free 
flight, it is reflected as described in Section 4.3.1.  If it does not, the phonon lifetime is 




++=  (4.11) 
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where the total phonon lifetime Tτ  depends on the lifetime for impurity scattering , the 
lifetime for U processes , and the lifetime for N processes 
iτ
Uτ Nτ .  Each phonon has its 
own unique lifetime based on its frequency, polarization, impurity scattering time scale 
and local temperature (Holland 1963).   
Table: 4.1: Parameters used in Monte Carlo simulation 
Scattering process Inverse relaxation time parameter  
Impurity scattering 41 ωτ ii B=
−             ( ) 1−s iB  461032.5 −×   ( ) 3s
Three phonon    
N process    
Transverse  
 
41 TBTNN ωτ =
−    ( ) 1−s TB  13103.9 −×  ( ) 4deg −
Longitudinal  321 TBLN ωτ =
−       ( ) 1−s LB  30100.1 −×  ( ) s3deg −






















    ( ) 1−s
TUB  301050.5 −×  ( ) s
Longitudinal  321 TBLLU ωτ =
−    ( ) 1−s LB  30100.1 −×   
( ) s3deg −
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The calculation of these lifetimes is discussed in more detail in the following 
sections.  , the probability that a phonon has already existed for a free flight time )(tP tΔ  











The probability that the phonon is scattered after the free flight time is 
 )/exp(11 TtPP τΔ−−=−=  (4.13) 
To impose a statistical scattering mechanism on the phonon, a random 
number R is generated.  If PR < , the phonon will be scattered and replaced by a new 
phonon at a different state.  Then the new phonon begins its new free flight.  If PR > , 
the phonon will continue its free flight with its state unchanged.  If the simulation time is 
long enough, the system equilibrates, and the final results can be extracted through 
averaging over a fixed time step (Mazumder and Majumder 2001).  
When PR < , a scattered phonon is found, then, the following procedure is used 
to determine which scattering process the phonon engaged in. As described in Eq. (4.11), 
three scattering processes constitute the transition rate. However, in fact, the phonon can 
only engaged in one of them. In order to distinguish which process the phonon engaged 




















+=  (4.16) 
The probability that the phonon engaged in impurity scattering process can be 






/1 1=  (4.17) 
A random number is generated.  If iR ii PR < , the phonon will be scattered by 
impurities.  Otherwise, it engaged in three phonon scattering process.  The same approach 
is used to determine if the phonon is engaged in N or U scattering processes. 
4.3 SCATTERING MECHANISMS AND THEIR REALIZATION IN MC SIMULATIONS 
4.3.1 Boundary scattering 
During phonon transport, the primary phonon scattering processes are phonon-
boundary collisions, impurity scattering, and three-phonon inelastic interactions.  
Boundary collisions play an important role in thermal resistance as the structure size 
decreases to nanoscale.  When a phonon strikes the structure wall, a random number is 
first drawn.  If this random number is less than a prescribed specularity parameter , the 





•+= 2  (4.18) 
where are the direction vectors of the incident and reflected phonons and  is the 




If the random number is larger than d , the phonon is reflected diffusely at the surface.  




θ +ϕ θ ϕ += cossinsincossin 21 θ  (4.19) 
where 12cos,2 12 −== RR θπϕ ,  are random numbers, 21, RR 21 , tt
rr
 are unit surface 
tangents which must be perpendicular to each other such that 
 ntt r
rr
=× 21  (4.20) 
If d is set to 1, the boundary is perfectly smooth and all phonons will be 
specularly reflected.  In this case, the boundary scattering process does not contribute to 
thermal resistance. 
4.3.2 Impurity scattering 
Impurity scattering can be the dominant phonon scattering mechanism at low 
temperatures.  The time scale for scattering by impurities is expressed using a simple 
model by Vincenti and Kruger (Vincenti and Kruger 1977): 
 gi V
r
ασρ=τ−1  (4.21) 
whereα  is a constant of order unity, ρ  is the defect density per unit volume, and σ  is 









χπσ r  (4.22) 
Here r  is the atomic radius of the impurity and qr r=χ , q  is the phonon 
wavevector.  If only the isotope scattering is taken into account, Eq. (4.21) can be 
simplified as  
r
  (4.23) 41 ωτ ii B=
−
If a phonon is scattered by an impurity or a defect, its wavevector will be 
perturbed and its flight direction will be changed.  In order to simulate the impurity 
scattering process, a new wavevector and a new velocity direction will be generated 
based on the phonon’s frequency.  The phonon frequency and polarization keep their 
original values. 
4.3.3 Normal and Umpklapp scattering 
Different expressions for three-phonon scattering rates have been adopted in 
literatures.  Here we choose to use the expressions given by Holland (Holland 1963) 
because for bulk Si, extremely good fitting has been achieved with these expressions.  
The N and U scattering rates for transverse and longitudinal acoustic phonons are given 
as 
  (4.24) 321 TBLL ωτ =
−






















TU h  (4.26) 
Equation (4.26) gives the inverse lifetime for longitudinal phonons engaged in the 
N and U scattering processes.  For transverse phonons the U scattering processes do not 
begin until , where  is the transverse branch phonon frequency corresponding 
to .  The parameters  in these equations are listed in Table 
4.1.  
12ω≥ω 12ω




4.4 SIMULATION SETUP 
We have modeled the thermal conductivity of the silicon nanowire with 
symmetric sawtooth or V-shaped surface roughness of different sizes (δ) varied from 0.2 
nm to 4 nm, with each side surface of the V grooves assumed to be either specular or 
diffuse.  For comparison, we have also modeled a flat and diffuse case, where the details 
of surface roughness was ignored and all the nanowire surfaces were treated to be flat 
with phonon scattering by the flat surfaces assumed to be completely diffuse.  For the 
simulations, the nanowire length was kept at 40 microns, and the average cross section at 
22 nm x 22 nm. 
The silicon nanowire was divided into 20 individual cells. The time step used in a 
MC simulation should be smaller than the smallest scattering time scale to avoid missing 
a scattering process. In our simulation, the time step was chosen in such a way that during 
the time step interval, the distance traveled by the fastest phonons is about half of the size 
of the simulation cell. In addition, the length of the simulation domain should be much 
longer than the phonon mean free path. If the length scale is comparable to or smaller 
than that, we found temperature jumps at the two ends of the nanowire. Similar effect 
was also reported by Chen et al. (Chen et al. 2005). The total number of steps used for all 
the simulation cases was 8 x 105, which was found to be long enough to stabilize the 
temperature. For the thermal conductivity simulations reported here, the values of the 
effective thermal flux in each cell were all within ten percent of the averaged flux and the 
temperature profiles were close to being linear. Hence, our simulation results satisfy two 
criteria, namely (i) the effective thermal flux in each simulation cell is nearly the same, 
and (ii) the temperature profile is reasonably close to linear.  Note that the temperature 
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profiles should not be expected to be completely linear, since the thermal conductivity is 
temperature dependent.  
4.3 SIMULATION RESULTS AND DISCUSSIONS 
 
Figure 4.2(a) shows the temperature profile of a 40 micron long nanowire. The 
left end was kept at a constant temperature of 110 K and the right end at 100 K. The 
nanowire had a V-shape surface roughness of 2 nm. Figure 4.2(b) shows the temperature 
profile for the same nanowire with the left end kept at 305 K and right end at 295 K. Both 
Fig. 4.2(a) and 4.2(b) are quite linear. Fig. 4.2(a) shows higher slope at boundaries. This 
was also found to be true at lower temperatures. Chen et al. (2005) also reported similar 
effect. This is attributed to the fact that at lower temperature the mean free path of 
phonon is quite long and can be comparable to the length of the nanowire. This causes 
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Fig. 4.2(a) Temperature profile along a 40 micron long silicon nanowire with an average 
square cross-section of 22 nm x 22 nm and a surface roughness of 2 nm. The left end is 
kept at 110 K and the right end kept at 100 K. (b) The temperature profile of the same 
wire with the left end kept at 305 K and the right end kept at 295 K.   
In Fig. 4.3, we have plotted the thermal conductivity of the silicon nanowire at 
different temperatures for various surface roughness values. Also plotted are the thermal 
conductivity calculated for the flat and diffuse case, the experimental thermal 
conductivity data of a 22 nm diameter silicon nanowire, the MC simulation results of 
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Chen et al. of a 22 nm diameter nanowire, and the theoretical calculation of thermal 
conductivity of silicon nanowire by Prasher (Prasher 2006). Prasher’s calculations were 
based on grey medium approximation.  
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Fig. 4.3:Thermal conductivity of a 40 micron long silicon nanowire with average square 
cross-section of 22 nm x 22 nm for various temperatures for various surface roughness. 
Surface is treated specular. Also plotted are the experimental thermal conductivity data 
(Li et al. 2003), the MC simulation data from Chen et al. 2005, and the theoretical 
calculation results from Prasher (Prasher 2006). 
The thermal conductivity obtained by the MC simulation for the flat and diffuse 
case is 8.3, 11.3, and 12.35 W/m-K, respectively, for temperature 105, 200, and 300 K. 
These values are essentially kdiffuse, and are considerably higher than Li et al.’s 
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measurement values of 2.6, 4.7, and 6.9 W/m-K near the three temperatures (Li et al. 
2003). As shown previously by Chen et al., and Prasher, the difference between their 
calculation results and the experimental data of a 22 nm Si nanowire is significant (Chen 
et al. 2005; Prasher 2006). The modification of the phonon dispersion relation due to 
finite size of the wire can lead to a reduction in the effective group velocity of phonons in 
a nanowire; however, this is unlikely the reason because the discrepancy between the data 
and the model occurred at high temperatures, where the dominant phonon wavelength is 
well below 1 nm and much smaller than the diameter of the nanowire. The phonon 
dispersion can be altered due to size confinement only when the phonon wavelength is 
comparable to the diameter of the nanowire.  
 Figure 4.3 shows that the thermal conductivity values for different surface 
roughness values are lower than the flat and diffuse case at temperature 105 and 200 K. 
In Fig. 4.4, we have plotted k of the symmetric sawtooth surfaces of different δ values. 
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Fig. 4.4: Thermal conductivity of a 40 μm long silicon nanowire with either specular 
(unfilled symbols) or diffuse (filled symbols) sawtooth surfaces and average square 
cross-section of 22 nm x 22 nm as a function of V groove height (δ).  
For specular sawtooth surfaces, at δ ≈ 0.5 nm k is close to kdiffuse, and  decreases 
with increasing δ to be below kdiffuse for δ > 1 nm. For diffuse sawtooth surfaces with 
different δ values, k is smaller than kdiffuse and lower than the corresponding thermal 
conductivity for the specular sawtooth surfaces.  While kdiffuse is the lowest possible 
thermal conductivity of a nanowire with randomly-distributed surface roughness that 
scatter phonons completely diffusely, the observed k<kdiffuse is caused by the net 
backscattered phonon component on the sawtooth surface. 
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We want to emphasize that as the V-groove height δ is varied, the volume of the 
nanowire is constant and thus the effective diameter is kept the same. To further confirm 
that the observed thermal conductivity reduction below kdiffuse is indeed due to phonon 
backscattering instead of an effective reduction of the nanowire diameter, we have used 
the MC method to show that thermal rectification can occur in nanowires with 
asymmetric sawtooth surface roughness. As shown in Fig. 4.5, the net heat current is 
different when the temperatures at the two ends of the nanowire with asymmetric 









Fig 4.5: (a) Schematic diagram of a silicon nanowire with a square cross section and four 
side surfaces of asymmetric sawtooth roughness. (b) Net heat current as a function of 
sawtooth height (δ) for different end temperatures T1 and T2 for either diffuse or specular 
side surfaces of the saw-teeth. 
Here, the heat current rectification is due to different degrees of backscattering of 
phonons by the two asymmetric surfaces of the each sawtooth. The rectification effect is 
larger when the sawtooth surface is specular than when it is diffuse. Note that the net heat 
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current from the MC simulation is zero when the two ends of the nanowire are kept at the 
same temperature, suggesting that the MC results satisfy the second law of 
thermodynamics. 
Ziman’s formula in Eq. 4.2 can only give p in the range between 0 and 1 for 
random surface roughness that obtains a Gaussian distribution. Consequently, it can only 
account for the diffuse and specular (or forward scattered) components of phonons 
scattered by a surface, and fails to describe the backscattered component which can be 
dominant under certain conditions such as the sawtooth surface roughness. Analogous to 
the partially diffuse and partially specular surface that is described by 0 < p < 1, a 
partially diffuse and partially backscattering surface needs to be described with negative 
p in the range between 0 and -1. This will allow lB to be lower than the nanowire diameter 
obtained for the diffuse limit of p = 0. Similar to the upper limit of p = 1 for purely 
specular forward scattering, the lower limit of p = -1 correspond to complete 
backscattering of phonons by the V-grooved surfaces, which makes the mean free path 
zero resulting in zero thermal conductivity.    
B
By treating the V-grooved surfaces of the 22 nm diameter Si nanowires as 
geometrically flat and partially diffuse, partially backscattering surface that is described 
by 0< p <-1, we have calculated the thermal conductivity using MC simulation.  The 













Figure 4.6. Thermal conductivity of a 22 nm diameter silicon nanowire where the 
surfaces are treated as geometrically flat and characterized by specularity parameter p. 
Filled circles are the MC calculation results. The solid line is obtained using Eq. (4.29). 
Also shown in Fig. 4.6 are the results from an analytical model described below. 
This model obtains lB using Eq. (4.1), with both positive and negative p. The effective 
phonon-boundary scattering mean free time was obtained according to 
 ωωτ ,/),( pBB vlP =                                                        (4.27) 
where  is the velocity of phonons of frequency ω and phonon polarization P. The 
effective scattering mean free time accounting for different scattering mechanisms was 
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where τi, τU , and τN are the scattering mean free time for impurity, Umklapp, and 
Normal scattering process, respectively. The thermal conductivity was calculated as 











1                                           (4.29) 
In Eq. (4.29), vp,ω is the phonon group velocity and cω is the frequency dependent specific 



















                              (4.30) 
where D(ω) is the density of states per unit volume, h is the Planck’s constant, and kb is 
the Boltzmann constant.  
The phonon dispersion relation used to calculate the thermal conductivity was the 
experimental dispersion curve obtained by Brockhouse (Brockhouse 1959), which was 
discretized into 1000 intervals for integral calculation. The thermal conductivity of a 22 
nm diameter silicon nanowire was calculated based on Eq. (4.29) at temperature 300 K 
and for various p ranging from positive to negative values. As shown in Fig. 4.6, the 
analytical approach is in very good agreement with the MC simulation, both showing a 
decreasing k with decreasing p.    
By matching the k obtained by MC at 300 K for the V-grooved surfaces with 
those obtained by MC and the analytical approach (Eq. (4.29)) for geometrically flat 
surfaces, we have determined the corresponding p values if the V-grooved surfaces are 
assumed to be flat surfaces characterized by specularity p. The obtained p as a function of 
δ is shown in Fig. 4.7.  
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Fig. 4.7: The corresponding specularity (p) of the V-grooved surface as a function of the 
groove height (δ ) if the specular V-grooved surfaces are treated as geometrically flat 
with random surface roughness characterized by p. The filled circles are the results 
obtained by matching k from Fig. 4.5 with those of Fig. 4.6 for specular V-grooved 
surfaces. 
For δ of about 0.25 nm, a roughness comparable to atomic corrugation, p already 
reaches a value of 0 corresponding to totally diffuse scattering. This is still consistent 
with Ziman’s formula in Eq. 2. However, as δ increases further, p decreases to a negative 
value instead of saturating at 0 following Ziman’s formula. The negative p originates 
from phonon backscattering that is not properly treated in Ziman’s formula.   
4.4 CONCLUSIONS 
The Monte Carlo simulation reveals that certain types of surface roughness such 
as the sawtooth on a nanowire can lead to phonon backscattering and suppress the 
thermal conductivity below the diffuse surface limit. Phonon backscattering on 
asymmetric sawtooth surface roughness can further cause thermal rectification. Ziman’s 
formula for surface specularity p serves as the basis of various previous modeling efforts 
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on phonon transport in nanowires and thin films. Because Ziman’s formula can only 
obtain surface specularity parameter in the range of 0 and 1 for random surface roughness 
that obtains a Gaussian distribution, it can only account for the diffuse and specular 
components of scattered phonons, and is inadequate to describe the backscattered 
component that can be dominant at certain rough surfaces such as the sawtooth surfaces. 
We suggest that this problem can be addressed by introducing an extended p range 
between -1 and 1, where -1<p<0 describes partially diffuse and partially backscattering 
and 0<p<1 results in partially diffuse and partially specular scattering. Most importantly, 
the MC simulation results show that surface roughness can be engineered to facilitate 
phonon backscattering so that the diffuse surface limit of nanowire thermal conductivity 
can be beaten. In the n-type leg of a thermoelectric device, moreover, the net phonon flux 
direction is opposite to the electron flux direction. For an n-type nanowire, therefore, one 
can potentially employ an asymmetric surface roughness to reduce phonon conductivity 
primarily along one direction with much less reduction in the electron conductivity along 
the opposite direction, potentially increasing the ZT. 
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Chapter 5 Conclusions 
NEMD simulation method was employed to model the temperature distribution 
and thermal resistance of a nanoscale point constriction formed between two silicon 
substrates. The radius of the heated zone in the cold substrate was found to approach a 
limit of 20 times the average nearest-neighbor distance of impurity doping atoms when 
the constriction radius is reduced below the inter-dopant distance. The phonon mean free 
path at the constriction was found to be suppressed by diffuse phonon-boundary 
scattering and phonon-impurity scattering. When the constriction radius is larger than 1 
nm, the MD thermal resistances of the constriction are close to the ballistic thermal 
resistance, suggesting that surface reconstruction does not reduce the phonon 
transmission coefficient at the constriction significantly. When the constriction radius is 
0.5 nm, however, the MD result is considerably lower than the ballistic resistance 
calculated based on bulk phonon dispersion. The MD resistance increases slightly with 
decreasing specularity or increasing doping concentration due to the increase in the 
diffusive resistance.  
The NEMD method is further employed to calculate the temperature distribution 
and thermal resistance at nanoscale line constrictions formed between two silicone 
substrates. Similar to the nano point constriction, the thermal resistance at the nano line 
constriction is dominated by the nano line constriction for constriction half width in the 
range of 0.5 nm and 6 nm. 
Monte Carlo simulation of phonon transport was performed in a Silicon nanowire 
with sawtooth surface roughness. Phonon backscattering was observed from the nanowire 
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surface suppressing the thermal conductivity below the diffuse surface limit. In addition, 
asymmetric sawtooth nanowire surfaces can further cause phonon rectification, making 
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