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RESUMEN 
 
RESUMEN 
 
En este trabajo de investigación se estudiaron los 
métodos de planificación de tiempo real y se buscó 
generar una biblioteca en busca de aportar soluciones a 
algunas de las cuestiones la política de planificación de 
tiempo real. Se dispusieron herramientas teóricas que 
permitieron conocer si el sistema podrá en todo 
momento, garantizar la correcta ejecución de todas las 
tareas críticas. Los planificadores basados en 
prioridades dinámicas, a pesar de ser capaces de 
garantizar un mayor número de tareas que los de 
prioridades estáticas, no disponen de un test de 
planificabilidad eficiente.  
Los sistemas de tiempo real están compuestos tanto por 
tareas periódicas, que suelen asociarse a actividades 
criticas, como por tareas aperiódicas, sin ninguna 
urgencia en su ejecución, es deseable que estas se 
completen lo antes posible sin poner en peligro los 
plazos de las periódicas. Se han propuesto dos 
algoritmos para servir tareas aperiódicas basados en el 
concepto de holgura. El primero de ellos se apoya en 
una tabla pre calculada para aceptar las peticiones 
aperiódicas. El segundo, a cambio de reducir la 
complejidad espacial, tiene mayor coste temporal pues 
realiza todos los cálculos dinámicamente. Ambos 
algoritmos ofrecen, a las tareas aperiódicas, el menor 
tiempo de respuesta posible. 
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CONTEXTO 
 
Este trabajo forma parte del proyecto de investigación 
de la confección de un sistema operativo de 
características didácticas, el cual se encuentra en el 
marco de investigaciones que coordinada el 
departamento de Ingeniería e Investigaciones 
Tecnológicas que pertenece a la Facultad de Ingeniería 
de la Universidad Nacional de la Matanza 
INTRODUCCIÓN 
 
El desarrollo de un sistema operativo didáctico de 
características generales y de estructura tradicional 
escrito por los alumnos del Departamento de Ingeniería 
e Investigaciones Tecnológicas de la carrera de 
Ingeniería en Informática que recibe el nombre de 
SODIUM (Sistema Operativo Departamento Ingeniería 
Universidad de La Matanza)  llegó a un punto en que 
debía realizarse un análisis de código a fin de lograr 
una mejor respuesta, pero principalmente estandarizar 
los diversos programas. 
Fue así que se comenzó por sacar del KERNEL del 
sistema operativo SODIUM, llamadas al sistema que 
efectuaban diversas funciones colocándolos en área de 
usuario., lo que mejoró la comprensión de su función 
y/o funciones y permitió una mayor estabilidad durante 
la ejecución del sistema operativo. 
Se pensó entonces, en la posibilidad de pasar a un 
sistema operativo de tiempo real (TR), lo cual llevó a 
realizar un estudio para detectar diferencias entre lo 
existente y lo nuevo para saber cuáles son los pro y los 
contra de incluir o modificar el actual sistema 
operativo y llevarlo a un sistema operativo en tiempo 
real. 
Para realizar la aplicación del pasaje de un sistema 
operativo de características tradicionales a otro sistema 
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operativo de tiempo real se debe basar en un estudio 
exhaustivo  de las diferencias existentes en cada uno de 
ellos. 
Esto nos llevó a la disyuntiva de tener que optar por 
tres opciones: la primera es generar otro sistema 
operativo de estudio; la segunda es establecer uno solo 
que permita la convivencia de los dos sistemas y la 
tercera transferir el sistema operativo actual a un 
sistema operativo en tiempo real exclusivamente. En 
cada una de las opciones se incluye la aplicación de 
tecnologías adaptativas. 
La primera opción, generar otro sistema operativo, 
tiene las siguientes desventajas: 
a) Que al momento se están desarrollando 
nuevas funcionalidades definidas para el 
sistema operativo tradicional que está pasando 
por alguna de la siguientes etapas: de 
escritura, de test o de implementación que no 
podrían ser establecidas para el nuevo. 
b) Realizar una copia del sistema operativo 
tradicional para luego generar las estructuras 
necesarias para convertirlo en tiempo real no 
nos garantizan que las mismas funcionen al 
estar reestructuradas como servicios, para el 
primero. 
c) Que toda la programación es desarrollada por 
los alumnos que cursan la materia Sistemas 
Operativos, lo que impide solicitar 
modificaciones porque las mismas podrían 
comprometer la cursada.  
d) Generar dos sistemas operativos el 
mantenimiento separado de los mismos 
requeriría esfuerzos muy importantes que 
demorarían la estabilidad del sistema. 
e) Que se complica la posibilidad de realizar 
comparaciones de performance y 
funcionamiento entre ambos sistemas ya que 
deberíamos proveer de un tercero que tomara 
los datos de ambos para unificarlos y facilitar 
las conclusiones. 
La segunda, establecer un solo sistema operativo que 
permita la convivencia de los demás, tiene los 
siguientes puntos a favor:  
a) Para que sea un sistema operativo didáctico se 
deben tener los dos sistemas ejecutándose de 
acuerdo a las necesidades de los alumnos a fin 
de que se puedan establecer las 
comparaciones necesarias. 
b) Permitiría realizar un mantenimiento más 
acorde a las fuerzas de desarrollo con que 
cuenta el equipo reduciendo los tiempos de 
test y de corrección que conlleva cada avance. 
Por otro lado tiene como contrapartida los siguientes 
puntos: 
a) Complica la instalación del sistema operativo 
debido a que el volumen del mismo hace que 
tenga un peso importante 
b) Es necesario que partes importantes del 
Kernel que se desarrollaron y que son 
compiladas en forma monolítica deban ser 
compiladas en forma separadas para que los 
mismos se brinden en función de servicios.  
c) Que el punto anterior, en muchos de los casos 
sería como generar un nuevo sistema 
operativo. 
La tercera opción, convertir el actual sistema operativo 
a uno de tiempo real tiene a favor: 
a) Que nos permitiría fijar la atención en un solo 
desarrollo. 
b) Que los nuevos sistemas operativos están ya 
prácticamente enrolados en esta característica. 
Tienen como contrapartida que: 
a) En las cátedras actuales de la materia Sistemas 
Operativos se sigue trabajando obre sistemas 
operativos tradicionales como punto de 
partida. 
Como consecuencia de lo expuesto se llegó a la 
siguiente conclusión: 
1) Generar una función mixta en la cual se 
mantendría al sistema operativo tradicional 
pero separando algunos servicios del Kernel 
actual para que se encuentren ubicadas a nivel 
de usuario, con el propósito de que las mismas 
cumplan la función especificada y no influyan 
en la performance de un modelo u otro.  
2) Se decidió que se duplicarían las funciones de 
los diferentes algoritmos para evitar que los 
sistemas operativos deban ser compilados 
cada vez que se quiera probar una función en 
performance. 
3) Aplicación de tecnologías adaptativas para 
permitir la transmutación de uno a otro de los 
algoritmos involucrados como también de la 
elección del tipo de sistema operativo que se 
quiere utilizar. 
Se llegó a la conclusión de que era factible realizar, en 
primera instancia, una conjunción entre el Kernel del 
sistema operativo vigente y agregar los algoritmos de 
tiempo real utilizando para ello tecnologías 
adaptativas. 
Se realizaron los análisis correspondientes a los 
diferentes algoritmos que se van a aplicar, teniendo en 
cuenta que serán en principio los mismos que se 
utilizan en los sistemas operativos tradicionales, como 
base de selección, para poder realizar comparaciones 
necesarias con el objetivo de  marcar las diferencias 
entre los diferentes sistemas operativos.  
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Sin embargo es propio aclarar  que no todos los 
algoritmos de planificación pueden verificar todos los 
eventos. Si tomamos como ejemplo los algoritmos 
FIFO, SJFS o PRORIDADES (non-preemptive) no 
pueden evaluar los cambios de estado ya que son 
algoritmos no expropiativos lo que implica que 
cambiar de algoritmo en medio de la ejecución de un 
proceso implicaría violar su integridad, porque al 
cambiarlo en medio de su ejecución se perderían los 
beneficios que intrínsecamente cada uno tiene. 
Por otro lado no son sensibles a la creación de un 
proceso, ya que estos se encolarán a través de su propio 
criterio, pero no afectarán la ejecución actual. 
Como los eventos a utilizar serán únicamente 
dependientes del Modo Actual y no al modo en que 
solicitarán las transiciones será posible codificar 
funciones en el SODIUM que automáticamente 
monitoreen los eventos necesarios según el algoritmo 
de ejecución. Así no hará falta incluir eventos como 
condiciones de la tabla de decisión final. 
Una de las características más importantes del proyecto 
es que la codificación de los módulos principales que 
implementarán en el sistema operativo será realizada 
por los alumnos que cursan la materia Sistemas 
Operativos Avanzados.  
Esto implica un consumo de tiempo elevado, debido a: 
 Que los alumnos interactúan con otras 
materias y con sus responsabilidades laborales 
lo que determina una carga importante en el 
desarrollo del sistema operativo.  
 Que los nuevos cursos deben tener 
capacitación sobre lo ya desarrollado para 
poder continuar con la generación del sistema 
operativo. 
 Generar los trabajos prácticos necesarios para 
un normal desarrollo del proyecto. 
Se presenta entonces la necesidad de acortar tiempos 
para que el producto pueda estar disponible en un lapso 
prudencial para que cumpla con los requerimientos 
para los que fue ideado, siendo la responsabilidad del 
equipo de investigación de generar los puentes 
necesarios para amalgamar los diferentes programas 
generados por los alumnos, como el de preparar la base 
necesaria para que los próximos cursos puedan 
continuar con la tarea emprendida. 
Uno de esos puentes es la de construir una biblioteca 
que localice y circunscriba los desarrollos referentes a 
tiempo real 
PROBLEMAS A RESOLVER 
 
La generación de una biblioteca de tareas que permita 
el control de planificaciones estáticas en tiempo real se 
constituyó en un trabajo de gran envergadura por los 
inconvenientes que se presentaron en la misma. 
En un principio la generación de procesos de poca 
complejidad e independientes a los que se les asignó un 
prioridad externa, y sin posibilidades de modificación 
(prioridades internas) pareció ser un elemento simple 
pero posteriormente se fue complicando en forma 
escalonada. 
La biblioteca está basada en un planificador de 
características expulsivas (premptive) que provee una 
significativa garantía cuando ciertas condiciones de 
utilización del procesador son reunidas. 
En principio las características de construcción de la 
biblioteca se establecieron en base a programas escritos 
en lenguaje C que interactuaban en área del Kernel del 
sistema operativo lo que para programas de usuario 
cortos no presentaban problemas teniendo un tiempo 
de respuesta interesante por ser una primera 
aproximación, aunque pasó a ser lento cuando se 
incorporaron procesos usuario más sofisticados. Esto 
hizo que una de las premisas establecidas 
anteriormente (cambio de tarea – context switch – nulo 
o despreciable) no se cumplieran, por lo que se está 
pasando a una colección de procesos livianos, en los 
cuales los hilos trabajen en área de usuario para 
obtener una mayor velocidad de respuesta y minimizar 
los tiempos de context switch, con lo que esperamos 
lograr una eficiencia máxima. 
La biblioteca de tareas comprende un planificador rate 
monotonic que puede proporcionar una planificación 
eficiente cuando se cumplen ciertas condiciones en la 
utilización del procesador. 
La diferencia entre un sistema de computación en 
tiempo real y un sistema de computación de propósitos 
generales se encuentra no en las especificaciones de 
performance, pero si en la importancia que cada 
sistema, en lo referente a tiempos, tiene como 
consideraciones.  
En aplicaciones de tiempo real la exactitud de una 
computación depende no solo del resultado de la 
computación sino también del tiempo en que las salidas 
son generadas. 
Pensamos que para poder medir la importancia del 
desarrollo de la biblioteca tenemos que tener en cuenta 
los siguientes puntos: 
a) Velocidad predecible para la respuesta a 
eventos urgentes. 
b) Alto grado de planificación. Definida 
planificación como el alto grado de utilización 
de recursos o el menor tiempo de 
requerimientos que puedan ser garantizados 
para todos los procesos intervinientes. 
c) Estabilidad bajo carga transitoria. Cuando el 
sistema es sobrecargado por eventos, el 
cumplimiento de todos los plazos se hace 
imposible. Es en este caso en que la  
biblioteca debe garantizar los plazos para 
tareas críticas. 
____________________________________
                                        PAGINA - 75 -
Un sistema operativo de tiempo real debe satisfacer 
estas aplicaciones de computación con plazos 
implícitos, a través de la fuerza bruta implementada a 
través de hardware o por un golpe de suerte. 
Históricamente los más recientes sistemas operativos 
de tiempo real intentan ser “realmente rápidos” en 
lugar de ser de “tiempo real”. Esto es simple de 
explicar pero no tan simple de implementar. Lo último 
significa que la ejecución en tiempo de los servicios y 
las operaciones internas de un sistema operativo se 
ejecuten lo más rápidamente posible, para minimizar el 
tiempo de ejecución promedio y de esa manera tener 
un relativamente predecible límite superior para el peor 
caso de tiempo de ejecución.  
También hay que tener en cuenta que esos supuestos a 
menudo no son explícitamente identificados o siquiera 
conocidos. Cada sistema puede operar 
satisfactoriamente en tiempo real y proveer soluciones 
específicas para ciertas aplicaciones. 
Tradicionalmente, un sistema en tiempo real usa 
funciones cíclicas para planificar hilos de ejecución 
concurrentes. Bajo este acercamiento, un programador 
puede establecer una línea de tiempo de ejecución a 
mano para serializar la ejecución de secciones críticas 
y reunir plazos de tareas. 
Todo esto viene a establecer que las funciones 
manejables para sistemas simples se torna 
terriblemente inmanejable para sistemas grandes. 
Todo esto implica un doloroso proceso de desarrollo de 
código de modo que se ajuste a los intervalos de 
tiempo de un ciclo ejecutivo asegurando al mismo 
tiempo que la sección crítica de diferentes trabajos no 
se intercalen. 
 
Conclusiones 
 
El trabajo debe ser continuado con un proyecto que 
abarque desarrollos para más de un procesador y con 
un incremento del grupo de investigación para poder 
unificar las diferentes investigaciones que están 
produciendo los alumnos, que divididos en distintos 
grupos, generan más información que la que el grupo 
puede concentrar, lo que hace lenta la aparición de 
nuevas versiones del sistema operativo SODIUM 
completas, ya que la prioridad de las incorporaciones 
se realiza de acuerdo a los próximos compromisos 
asumidos con los nuevos cursantes 
FORMACIÓN DE RECURSOS HUMANOS 
Se realizó: 
 la primera transferencia de los conocimientos 
obtenidos  a los alumnos que cursan Sistemas 
Operativos, ya que realizaron el análisis de la 
arquitectura y las distintos formatos de 
ejecutables conjuntamente con el análisis del 
SODIUM e intervinieron en el desarrollo de 
los administradores. 
 Transferencia de conocimientos  a los 
alumnos de Sistemas de Computación II de la 
Universidad de La Matanza y a los alumnos 
de Sistemas Operativos de la Universidad 
Tecnológica Nacional, Regional  Buenos 
Aires. 
 Publicación de los avances en la investigación 
en dos congresos internacionales. 
 Se prevé continuar con las publicaciones en 
otros congresos internacionales   
Se está estudiando: 
  el realizar convenios de colaboración con 
otras universidades nacionales  estatales y 
privadas de las cuales recibimos ofrecimientos 
de colaboración, con el objetivo de  
intercambiar conocimientos y ampliar los 
alcances del sistema.  
En esta línea de investigación tenemos: 
 dos trabajos de la Maestría en informática  en 
curso. 
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