In this paper, we present several approaches designed to increase the robustness of BYBLOS. the BBN continuous speech, Hidden M&ov Model (HMM) recognition system. We address the problem of increased degradation in performance when there is mismatch in the characteristics of the training and the test microphones. First we compare RASTA processing and Cepst" Mean Subtraction as preprocessing methods, to compensate for unknown channel transfer function effects, when we have no information about the new microphone. Then we introduce a new algorithm that computes A probabilistic transfomiation from the training microphone codebook to that of a new microphone, given some information about the new microphone. We test this algorithm in supervised mode and. combined with a microphone selection method, in unsupervised mode. We present experimental results which show that the proposed algorithm combined with cepstrum mean subtraction, improves the recognition accuracy when the system is tested on a microphone with different characteristics than the one on which it was trained.
INTRODUCTION
Interactive speech recognition systems are usually trained on sub stantial amounts of speech data collected with a high quality close-taking microphone. During recognition, these systems require the same type of microphone to be used in order to achieve their standard accuracy. This is a highly restricting condition for practical applications of speech recognition systems. One can imagine a situation where it would be desirable to use a different microphone for recognition than the one with which the training speech was collected. For exaniple, some users may not want to wear a headmounted microphone. Others may not want to pay for a high quality microphone. Additionally, many applications involve recognition of speech over telephone lines and telephone sets with high variability in quality and characteristics. However. we know that even highly accurate automatic speech recognition systems perform very poorly when they are tested with microphones with different characteristics than the ones, that they were trained on [ l , 21. We could compensate for this degradation in performance either by retraining the HMMs with data collected with the new microphone encountered during the n:cognition stage, a mther expensive approach for real applications, or by training on a large number of microphones in the hope that the system will obtain the necessary robustness. In this paper we present a different approach by modeling the difference between the test and the training microphone prior lo mognition.
We have developed a technique for adaptation to a new microphone based on modifying the continuous densities in a tiedmixture HMM system, using a relatively small amount of stereo training speech. We call this method Tied-Mixture Normalization (TMN) and it is presented in Section 3. In section 4 we use. this method to address the microphone independence problem, by combining it with a microphone selection algorithm.
Prior to developmg the new algorithm, in the context of microphone independence, we evaluated the RASTA algorithm and the Cepstrwn Mean Subrracrion, two simple c e p s t m preprocessing methods, that try to alleviate. the effect of linear spectral distottion of recorded Speech.
CEPSTRUM PREPROCESSING
Microphones distolt the speech signal mainly into two distinct ways. First, they allow different levels of ambient noise that account for an additive effect in the recording speech and second they act as unknown linear filters, causing a variable spectral tilt that depends on the specific microphone characteristics. "he convolutional effect appears as an additive constant both in the log spectmm and the cepstrum domain. The RelAtive SpecTrAl (RASTA) Processing [3] aims at removing the influence of an unknown, slowly time varying channel transfer function on the speech features. It smoothes the cepstnun vector with a fiveframe averaging window, and also removes the effect of a slowly varying multiplicative lilter, by subtracting an estimate of the average cepst". In Cepstmm Mean Subtraction we compute the sample mean of the cepst" vector over the utterance, and then subtract this mean from the cepstmm vector at each frame.
In both methods, speech frames are not distinguished from noise frames. The processing is applied to all frames equally.
TIED MIXTURE NORMALIZATION
In a Tied-Mixture Hidden Markov Model (HMMI system [4, 51, speech is represented by an ensemble of Gaussian mixture densities. Every frame of speech that is quantized, is represented by a set of mean vectors and variances that characterize the mixture density codebook Tkis codebook has been derived from a subset of the trainmg data, therefore it is mostly characteristic of the location and distribution of the training data and the training microphone in the acoustic space. However if the codebook was created with data collected with some other microphone, due to the additive and convolutional effect on speech specific to this new microphone, the data would be distributed differently in the acoustic space and the ensemble of means and variances of the codebook would reflect the characteristics of the new micro-phone. This is the case of the mismatch in training and testing microphone. Without any compensation, we quantize the test data recorded with the new microphone, using the mixture codebook generated frm recordings with the training microphone. This inevitably results in a degradation in performance, since the codebook does not model the test data.
We introduce a new algorithm, called Tied Mixture Normalization (TMNJ to compute the codebook transformation from the training microphone to the new test microphone. The TMN algorithm requires a relatively small amount of stereo speech adaptation data, recorded simultaneously with the microphone used for training (primary microphone) and the new microphone (secondary microphone). Then using the stereo data we can adapt the existing HMM model to w o k well on the new testing condition despite the mismatch with the training conditions. Gaussian distributions are used as the bases of the tied-mixture distributions. We quantize the adaptation data from the first channel and we label each frame of speech with the index of the most likely Gaussian distribution in the tied-mixture codebook. Since there is an one-to-one correspondence between data of the first and second channel we use the VQ indices of the frames of the data of the first channel to label the corresponding frames of the data of the second channel. Then for each of the VQ clusters, from all the frames of the secondary microphone data with the same VQ label. we compute the sample mean and the sample covariance of the cepstrum vectors that represent a possible shift and scaling of this cluster in the acoustic space ( Fig. 2 ). These a~ the new means and covariances of the Gaussian distributions of the codebook and define a normalized codebook transformation to accommodate the secondary microphone. The new Gaussians distributions are then used in conjunction with the mixture weights (sometimes called the discrete probabilities) of the original model.
One of the possible weaknesses of the TMN algorithm is that each cluster of the original codebook is transformed independently of all the others. This assumption goes against our haition that a codebook transformation due to different microphone characteristics should maintain continuity between adjacent codebook clusters and shift all the clusters in the same general direction.
Modeling each codebook cluster independently, we may not estimate the correct transformation due to insufficient or distorted 
The weighting factor wiI is the probability {P(mIlm,)}a of centroid mk of the original codebook to belong to the ith cluster raised to the CY power. This weight is a measure of vicinity among clusters and the exponentiation controls the amount of smoothing between the clusters. Finally, the centroid c: of the ith cluster of the transformed codebook is:
Similarly the variances of the clusters of the new codebook are computed as the averaged summations over all sample variances computed in the first implementation of TMN.
MICROPHONE INDEPENDENCE
We present some work that we initially conducted towards the goal of microphone independence using the TMN algorithm. The identity of the test microphone is not known in microphone independence and the problem becomes much more complicated.
In this case, one technique is to estimate a TMN transformation for many different types of microphones and then select one of those transformations. We had available stereo training data using several mierophones that were not used in the test. We grouped the secondary microphones in the training into six broad categories, such as lapel, telephone, omni-directional, directional microphones, and two specific desk-mounted microphones. Then, using the TMN algorithm we estimated a transformed codebook for each of the microphone classes using stereo data from that microphone class and the Sennheiser. being sure that the adaptation data included both male and female speakers.
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To select which microphone transformation to use, for each of the seven microphone types (Sennheiser plus six altemate types) we estimated a mixture density consisting of eight Gaussians distributions. Then. given a sentence from an unknown microphone, we computed the probability of the data being produced by each of the seven mixture densities. The one with the highest likeli hood was chosen, and we then used the transformed codebook corresponding to the chosen microphone type. We found that on development data this microphone selection algorithm was correct about 98% of the time, and had the desirable property that it it never. misclassified the Sennheiser data.
DESCRIPTION OF EXPERIMENTS
AU of the experiments that will be described were performed using the BBN BYBLOS speech recognition system [7] .
Cepstrum Preproeesshg Results
The system was trained on the Wall Street Journal (WSJ) pilot corpus (WSJO) which contains 12 hours of training speech recorded from 12 speakers and was tested on the 5K-word development test using a bigram language model. The RASTA prepmcessing and the C e p s t m Mean Subtraction were tested on the verbalized punctuation (VP) 5K-word test set. Every test utterance was recorded simultaneously on the same microphone used in the lxaining (a high-quality noise-canceling Sennheiser microphone) and on some other microphone which was not known, but which ranged from an omni-directional boom-mounted microphone or table-mounted microphone, a lapel microphone, 01 a speaker-phone. We present the error rates for the baseline system which uses the normal mel-cepstral values and for the two preprocessing methods in Table 1 . The results show that the word error rue increases by a factor of three when the microphone is changed radically. The RASTA algorithm reduced the degradation to a factor of 2.3, while degrading the performance on the Sennheiser microphone just slightly. The mean subtraction also reduced the degradation, but did not degrade the performance on the training microphone.
Sennheiser Secondary-Mic
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Baseline System
12.0% 37.7% Rasta heprocessing 12.5% 27.8% Cepstral Mean Subtraction 11.8% 27.2% Table 1 . Comparison of word error rate among the base-
line BYBLOS system and two cepstrum preprocessing techniques
VJnknown microphone adaptation results
We compare the performance of the baseline system wlth no preprocessing, with the same system using cepstrum mean subtraction and one that uses the combination of mean subtraction and the microphone adaptation strategy we described in section 4 for the case of unknown microphones. Using the same training configuration, the recognition was performed on the 5K-word non-verbalized punctuation ( N W ) development test set using a bigram language model. The test contained speech collected with four microphones which we try to model with the generic microphone types transformations we described in section 4.
Sennheiser Secondary-Mic
Baseline System 11.6% 40.2% Cepstral Mean Subtraction 11.3% 32.4% Tied-Mixture Normalization 11.3% 21.3% Table 2 . Comparison of word error rate for the task of microphone independence
Again, the cepstral mean subtraction reduced the degradation somewhat. The TMN algorithm with microphone selection reduced the error rate by 30% relative to the cepstral mean subtraction.
Known Microphone Adaptation Results
Finally we describe OUT latest tesults on the task of microphone adaptation to a known microphone. The configuration of the recognition system is improved mainly by adding more training data We used 62 hours of training speech from the WSJO and WSJl corpora. collected from 37 speakers, with a Sennheiser close-tallcing microphone. Cepstmm Mean Subtraction is used as a standard feature of ow recognition system front-end. The recognition is done using trigram language models. The test data comes from the development and evaluation sets of the WSJl corpus and consists of stereo recordings with Sennheiser microphone and an Audio-Technica 853a directional stand-mounted microphone or a telephone handset over extemal telephone lines. Adaptation data was supplied separately consisting a total of 800 sterea recorded utterances from 10 speakers; 400 sentences recorded simultaneously with the Sennheiser and the Audio-Technica and 400 sentences recorded with the Sennheiser and the telephone handset.
The telephone handset dilTers radically from the other two microphones, having the main characteristic of allowing a much narrower band of frequencies than the others. Therefore we chose to bandlimit the. Sennheiser training data beween 300-3300 Hz to create new bandlimited phonetic word models. prior to applying any adaptation scheme. We also bandlimited the stereo adaptation data for the telephone handset. After the bandlimiting processing, we applied the TMN algorithm to both sets of adaptation data to generate the codebook transformations specific to the new microphones. During testing, the telephone data is bandlimited first, and data collected with both microphones is quantized using the corresponding transformed codebook. In Dev Eval Sennheiser 8.3% 7.9% Audio-Technica with no adaptation -10.6% Audio-Technica with TMN adaptation 9.0% 9.6% Table 3 . Comparison of word error rate for microphone adaptation using the Sennheiser or the Audio-Technica microphone Tables 3 and 4 we show the error rates of the baseline system when tested on the Sennheiser part of the data, and when it is tested on either of the secondary microphones. The mismatch between the Audio-Technica and the Sennheiser microphone does not cause a serious degradation compared with the degradation in error rate due to the mismatch between the telephone handset and the Sennheiser. which is severe. Furthermore. we see that Table 4 . Comparison of word error rate lor microphone adaptation using the Sennheiser or the Telephone handset microphone the TMN adaptation reduces the degradation in both cases. Combined with handlimiting the data, it has a significant effect on the telephone data reducing the e m r rate by a factor of 2.3.
1-435
CONCLUSIONS
We described and evaluated three different methods to improve the robustness of the BYBLOS recognition system with respect to mismatches between the training and test microphone. First, we implemented the Cepstral Mean Subtraction, a very simple cepstxum preprocessing technique. This method improves the recognition accuracy of the base system when a new test microphone is used, while it does not degrade the baseline performance when the system is tested on the training microphone. As a zsult we incorporated this method in the BYBLOS front-end as a standard feature.
Next we presented the Tied Mixrure Normalization algorithm, that computes a probabilistic transformation to map the codehook created fmm data collected with the training microphone to a codebook that models the data collected with the new test nucrophone. The algorithm uses only small amounts of stereo adaptation data to compute the transformation. We saw a significant improvement in performance by using this algorithm to adapt to two new microphones different from the training one.
Finally we developed a microphone selection algorithm to enable the Tied Mixture Normalization to do unsupervised adaptation. In this case the method is used with adaptation data that come from generic microphone classes. The microphone selection algorithm is used to select the most like codebook transformation. Our experiments showed that the combination of microphone selection with TMN gives a significant improvement in accuracy. Very important, that the microphone selection algorithm does not mixclassify the training microphone so this method does not degrade the recognition accuracy when the same microphone is used for training and testing.
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