Abstract Preparation of landslide susceptibility maps is considered as the first important step in landslide risk assessments, but these maps are accepted as an end product that can be used for land use planning. The main objective of this study is to explore some new state-of-the-art sophisticated machine learning techniques and introduce a framework for training and validation of shallow landslide susceptibility models by using the latest statistical methods. The Son La hydropower basin (Vietnam) was selected as a case study. First, a landslide inventory map was constructed using the historical landslide locations from two national projects in Vietnam. A total of 12 landslide conditioning factors were then constructed from various data sources. Landslide locations were randomly split into a ratio of 70:30 for training and validating the models. To choose the best subset of conditioning factors, predictive ability of the factors were assessed using the Information Gain Ratio with 10-fold cross-validation technique. Factors with null predictive ability were removed to optimize the models. Subsequently, five landslide models were built using support vector machines (SVM), multi-layer perceptron neural networks (MLP Neural Nets), radial basis function neural networks (RBF Neural Nets), kernel logistic regression (KLR), and logistic model trees (LMT). The resulting models were validated and compared using the receive operating characteristic (ROC), Kappa index, and several statistical evaluation measures. Additionally, Friedman and Wilcoxon signed-rank tests were applied to confirm significant statistical differences among the five machine learning models employed in this study. Overall, the MLP Neural Nets model has the highest prediction capability (90.2 %), followed by the SVM model (88.7 %) and the KLR model (87.9 %), the RBF Neural Nets model (87.1 %), and the LMT model (86.1 %). Results revealed that both the KLR and the LMT models showed promising methods for shallow landslide susceptibility mapping. The result from this study demonstrates the benefit of selecting the optimal machine learning techniques with proper conditioning selection method in shallow landslide susceptibility mapping.
Introduction
Understanding landslide mechanisms and mapping areas susceptible to landslides is essential for land use planning and may be considered as a standard tool that supports decision-making activities. However, due to the complex nature of landslides such as soil condition, root strength, bedrock, topography, hydrology, and human activities (Wu and Sidle 1995) , producing a reliable spatial prediction of landslides is still a challenging task. The best landslide model for an area depends not only on the quality of the data used (Jebur et al. 2014; but also strongly on the employed modeling approaches (Yilmaz 2009 ). To address this, a broad range of methods and techniques have been proposed from different points of view to understand their controlling factors and to predict their spatial-temporal distribution. These methods and techniques vary from simple expert knowledge to sophisticated mathematical procedures (Chung and Fabbri 2008; Cross 2002; Erener and Düzgün 2010; Fernández et al. 2003; Gokceoglu and Sezer 2009; and they can be grouped into physically based and statistics-based correlation analyses.
Physically based methods (Duc 2013; Montgomery and Dietrich 1994; Thanh and De Smedt 2014; Van Westen and Terlien 1996) require detailed data of geotechnical engineering and engineering geological aspect of the slope failure at site-specific locations in localized scale. These methods generally provide accurate results because of its site-specific and data dependency nature. Factor of safety is generally used as the index of stability by taking into account stabilizing and destabilizing factors for a number of scenarios (Gokceoglu and Aksoy 1996; Jia et al. 2012 ). The physicalbased models do not require landslide inventories and are most suitable for small and well-monitored slope failure sites. These methods are quite expensive and not practical for large-scale areas where detailed information on many geomorphological and geological factors is needed (Van Westen and Terlien 1996) .
Statistical-based correlation analysis assumes conditions that lead to slope failure in the past and present are likely to cause landslides in the future, therefore landslide inventory map and various conditioning factors should be collected in the first stage. Then, statistical models are trained and cross-validated using the two datasets and the resulting models are applied to estimate landslide occurrence probabilities. To obtain reliable results, statistical models require collection of large amounts of data which is time consuming and involves various complex processes (Tien Bui et al. 2012c ). In the literature, the most common statistical and machine learning models used in landslide modeling are logistic regression (Atkinson and Massari 1998; Costanzo et al. 2014; Felicisimo et al. 2013; Kavzoglu et al. 2014a; Lee 2005; Tien Bui et al. 2011; Tunusluoglu et al. 2008) , discriminant analysis (Guzzetti et al. 2006b ), fuzzy logic Ercanoglu and Gokceoglu 2002; Lee 2007; Pourghasemi et al. 2012a; Pradhan 2011; Tien Bui et al. 2012e) , artificial neural networks (Gomez and Kavzoglu 2005; Lee et al. 2003; Tien Bui et al. 2012c; Yilmaz 2009 ), support vector machines (Brenning 2005; Kavzoglu et al. 2014b; Tien Bui et al. 2012a, b; Yao et al. 2008; Yilmaz 2010) , decision tree (Nefeslioglu et al. 2010; Pradhan 2012; Tien Bui et al. 2012a , 2013a , and neuro-fuzzy Sezer et al. 2011; Tien Bui et al. 2012d) . Early review
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Original Paper on advantages and disadvantages of different approaches can be found in some published articles, for example, Chacon et al. (2006) . Despite many efforts that have been made in landslide susceptibility and hazard modeling, there still lies dispute on which method or technique is the best for the prediction of landslide prone areas (Carrara and Pike 2008) . Even 1 or 2 % of the increment of the prediction accuracy could control the resulting landslide susceptibility zones (Jebur et al. 2014; Pourghasemi et al. 2012b; Pradhan 2012; Tien Bui et al. 2012a , b, 2013a , and therefore it is necessary to accurately predict these zones with high-performance-based models.
The recent development in statistical algorithms, machine learning, and geographic information systems (GIS) have continuously introduced new and powerful techniques for landslide modeling (Vorpahl et al. 2012) . Some of these methods were reported to outperform the conventional methods (Tien Bui et al. 2013b) . Literature review shows that many advanced machine learning techniques such as kernel logistic regression and logistic model trees have seldom been explored for landslide modeling. Therefore, the investigation of these methods and techniques including their comparison with conventional methods is highly necessary to acquire adequate background to reach some reasonable conclusions. More importantly, there is still a lack of a quantitative-systematic comparison of available machine learning techniques in landslide susceptibility modeling.
The main objective of this study is therefore to evaluate and compare several state-of-the-art machine learning techniques for shallow landslide susceptibility modeling. Feature selection is adopted using the Information Gain Ratio with 10-fold crossvalidation technique which is seldom used in landslide modeling to assess the predictive capability of the conditioning factors. Then factors with null predictive ability were excluded to optimize landslide models. The receive operating characteristics (ROC), Kappa index, and various statistical evaluation measures were used for the assessment, validation, and comparison of the resulting models in order to choose the best model in this study. Finally, Friedman and Wilcoxon signed-rank tests were used to confirm significant statistical differences among the five models.
Study area and spatial database
Description of study area The study area (Fig. 1) is about 2253 km 2 and covers the whole area of Quynh Nhai district and most of the area of Muong La and Thuan Chau districts. It is located in the northern part of the Son La province that belongs to the Northwest mountainous area of Vietnam, between longitudes 103°28′E and 104°12′E, and latitudes 21°21′N and 22°02′N. It is an area with a high-density network of rivers and waterfalls being an abundant water source with a heavy flow rate. These conditions are suitable for the hydropower development in the region. The study area has the largest hydropower plant in Vietnam with an installed capacity of 2400 MW.
The topography is hilly with low relief mountains. The highest altitude is 2879 m above sea level, situated on the strip of the Hoang Lien Son Mountain range in the north. The lowest point is 70 m above sea level. The topographic inclination follows the NW-SE direction. Areas with slope greater than 15°cover about 76.47 % of the total area while areas with slopes between 15 and 35°account for 56 %, and areas with slope over 35°cover 20.44 %. On the other hand, areas with slope less than 8°only cover about 12.52 %.
The study area has two major faults: (1) the Da River that portrays in the NW-SE direction and (2) the Than Uyen that follows the semi-longitude direction. These faults divide the study area into many distinct structural zones. The Da River fault is the boundary between the Da River zone and the Son La zone, and the Than Uyen fault is the boundary between the Da River zone and the Tu Le zone (Dovzhikov et al. 1965) . These faults affect the geological formations in the study area. There are 28 formations with different ages, in which the formations such as Yen Chau, Suoi Bang, Nam Mu, Dong Giao, Vien Nam, and Muong Trai (Fig. 2) are the dominant formations. The terrigenous sediment rock group accounts for 83.9 % of the study area. Most landslide locations (87.8 %) have occurred in these formations.
The study area is situated in the tropical monsoon region with two separate seasons: (1) hot, rainy in the summer and (2) cold, dry in the winter. The rainy season is normally from April to September. The rainfall is concentrated in July, August, and September accounting for 80-92 % of the total annual rainfall with 300-700 mm/month. The largest daily rainfall is greater than 100 mm during the rainy season. The dry season is generally from October to March with average rainfall less than 50 mm/month. December and January are the two months that have irregular rain with rainfall between 10 and 30 mm/month. In the dry season, the largest daily rainfall ranges between 30 and 80 mm/day. The annual average rainfall ranges between 1200 and 1600 mm with average of 123 rainy days. The annual average temperature is 21.4°C, i.e., the highest and lowest average temperatures are 27 and 16°C, respectively. The annual average moisture is 81 %.
Natural vegetation type is the jungle class constituted by timber trees with closed canopy. The study area comprises forest land (16.7 %), woodlands sparse and shrubs land (38.3 %), perennial crop land (1.1 %), agricultural land (42.8 %), and water surface (1.1 %). The descriptive statistical results show that 53.1 % of landslides have occurred in agricultural land, followed by woodlands sparse and shrubs land (23.5 %), forest land (20.4 %), and perennial crop land (3 %).
The study area is mainly resided by an ethnic minority with traditional farming style with unplanned use of land. These traditional human activities have caused negative impacts to the natural environment.
Spatial database
The first important step in the landslide susceptibility mapping is to identify landslide locations that occurred in the past and present (Hungr et al. 2005; Jiménez-Perálvarez et al. 2011) . In this study, a detailed and reliable landslide inventory map ( Fig. 1) was constructed from two main sources: (1) the landslide database from the national project of Vietnam constructed by Yem (2006) with 26 landslide locations and (2) the landslide database inventory map constructed by Dan et al. (2011) with 72 landslide locations. A total of 98 shallow rotational landslides that have occurred during the last 30 years were registered.
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These landslides are mostly distributed on the banks of the Da river, the Son La hydropower lake, and near the road system (Tuan and Dan 2012 (Dan et al. 2011) . Many landslides occurred also in the tropical storm Rammasun from 19th to 22nd of July 2014, where the accumulated measured rainfall in these 4 days at the Quynh Nhai station was 255.3 mm. A total of 62 families were relocated due to these landslides. Figure 3 shows two pictures of new landslide locations in the study area.
Around 55 % of the landslides occurred in Muong Trai, Yen Chau, and Suoi Bang suites where the main lithologies are conglomerate, sandstone, aleurolite, and gritstone. Around 23 % of the landslides are distributed in Vien An, Nam Mu, and Dong Giao formations where clay shale, siltstones, light grey, and basic effusives are the dominant lithologies. Most landslides occurred in the saprolite on carbonate rocks (44 %) and the ferrosiallite on carbonate rocks (37 %). Only around 7 % of the landslides occurred in the Quaternary deposit.
In the previous study, Tuan and Dan (2012) have investigated and analyzed the relationship between landslide occurrences and conditioning factors for the study area, and based on their findings, 12 landslide conditioning factors [e.g., slope, aspect, altitude, relief amplitude, topographic wetness index (TWI), stream power index (SPI), sediment transport index (STI), lithology, fault density, land use, and rainfall] were selected in this study.
A digital elevation model (DEM) for the study area with a spatial resolution of 20×20 m was generated from ten national topographic maps in the scale 1:50,000. Based on the DEM data, seven geomorphometric factors were constructed: the slope map with six classes (Fig. 4a) , the aspect map with nine classes (Fig. 4b) , the altitude map with six classes (Fig. 4c) , the relief amplitude map with five classes (Fig. 4d) , the TWI map with five classes (Fig. 4e) , the SPI map with five classes (Fig. 4f) , and the STI map with five classes (Fig. 4g) . This is the only geological map available for the study area. The lithology map was constructed with seven groups based on clay composition, degree of weathering, and estimated strength and density ( (Fig. 4h) . The fault density map with six classes (Fig. 4i) was constructed. The weathering map (Fig. 4j) was constructed based on slope, lithology, and field survey by Dan et al. (2011) . The land use map with five classes (Fig. 4k ) was constructed based on the forest map at the scale 1:50,000 (Forest Inventory and Planning Institute 2005) and then was updated using field survey data (Dan et al. 2011 ). The rainfall map ( Fig. 4l) was constructed from the annual average of rainfall data for the period from 1990 to 2010 using the Inverse Distance Weighed method (Tuan and Dan 2012) . The precipitation data were sourced from the Institute of Meteorology and Hydrology in Vietnam.
Methodology Preparation of training and validation datasets
It is important to emphasize that landslide susceptibility mapping is considered to be a binary classification in which landslide index is separated into two classes, i.e., landslide and non-landslide. Landslide pixels are assigned a value "1" while non-landslide pixels are assigned a value "0". The resulting landslide susceptibility indexes are expressed in terms of probability of occurrence and vary between 0 and 1 (0-100 %).
Based on the initial set of the conditioning factors, the process of converting continuous variables into categorical classes were carried out using expert opinions to define the class intervals (Tien Bui et al. 2011) . Frequency ratio value was calculated for all categorical classes and then rescaled in the range 0.01 to 0.99. For landslide susceptibility modeling, the landslide locations should be divided into training and validation dataset. One set will be used for building models and the other will be used to validate the models and to confirm their accuracy (Chung and Fabbri 2008) . Since the dates of the landslide locations are mostly unknown, we randomly split the landslide locations in this study in two subsets with a 70:30 ratio. The first one (68 landslide grid cells) is used for building models whereas the second one (30 landslide grid cells) is used for the model validation, respectively. The same number of non-landslide grid cells was randomly sampled from the landslide-free area (Tien Bui et al. 2012a, c, d ). In the next step, values for the 12 landslide conditioning factors were extracted to build the training and validation data.
Landslide conditioning factor analysis

Correlation analysis
In landslide studies, multicollinearity refers to the nonindependence of conditioning factors that may occur in datasets due to their high correlation, thus resulting in erroneous system analysis (Dormann et al. 2013) . To quantify multicollinearity, several methods have been proposed such as Pearson's correlation coefficients (Booth et al. 1994) , the variance decomposition proportions (Schuerman 1983) , the conditional index (Belsley 1991) , and the variance inflation factors (VIF) and tolerances (Hair et al. 2009; Liao and Valliant 2012) . The VIF and tolerances methods are commonly used to check multicollinearity of conditioning factors in landslide studies (Tien Bui et al. 2011 ) whereas Pearson' correlation coefficients method is widely used in other fields (Dormann et al. 2013) .
To detect the multicollinearity, the VIF and tolerances measure the variation in the standard errors of the conditioning factors; thus, the higher the standard errors, the greater the multicollinearity (Allison 1999) . VIF >10 or tolerance <0.1 indicates a potential multicollinearity problem in the dataset (Hair et al. 2009; Keith 2006) . The correlation coefficient of two landslide conditioning factors, for example slope (Sl) and aspect (As), is assessed using the Pearson method and defined as the covariance of the two factors divided by the product of their standard deviations (Eq. 1). Pearson's correlation values larger than 0.7 indicate high collinearity (Booth et al. 1994 ).
where Sl is the mean of Sl.
Factor selection based on the information gain ratio
In landslide modeling, all conditioning factors in the initial set may not have the equal predictive ability, and even in some cases some of them may cause a noise that reduces prediction capability of the resulting models. Therefore, predictive abilities of the conditioning factor should be quantified and factors with low or null predictiveness should be removed. This will result in a more accurate prediction of the resulting models (Martínez-Álvarez et al. 2013 ).
There are several techniques to quantifying the predictive ability of factors such as Fuzzy-Rough sets (Dubois and Prade 1990) , Relief (Kononenko 1994), Information Gain (Hunter et al. 1966) , and Information Gain Ratio (Quinlan 1993) . Information Gain is based on information theory that tracks the decrease in entropy to quantify the importance of factors and is considered as the standard technique for measuring the predictive abilities of factors in data mining (Witten et al. 2011 ). However, Information Gain has a natural bias that tends to favor attributes with many possible values and, thus, may lead to a low prediction capability of resulting models (Xiaomeng and Borgelt 2004) . To overcome this issue, Quinlan (1993) proposed Information Gain Ratio where higher Information Gain Ratio indicates a higher predictive ability for the models. Information Gain Ratio was used in this study.
Given a training data S consists of n input samples, n(L i ,S) is the number of samples in the training data S belonging to the class L i (landslide, non-landslide). The information (entropy) that needs to classify S is calculated as:
The amount of information that needs to split S into (S 1 , S 2 ,…, S m ) regarding the landslide conditioning factor A is estimated as:
The Information Gain Ratio for a certain landslide conditioning factor A is computed as:
where SplitInfo represents the potential information generated by dividing the training data S into m subsets. SplitInfo is calculated as:
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Spatial prediction modeling of landslides In this study, a total of five classifiers were selected and compared including support vector machines (SVM), multilayer perceptron artificial neural networks (MLP Neural Nets), radial basis function artificial neural networks (RBF Neural Nets), kernel logistic regression (KLR), and logistic model trees (LMT). The analysis was carried out using the R programming environment, Weka 3.7, Matlab 7.11, and ArcGIS 10.
Support vector machines
Support vector machines (SVM) is a machine learning method based on statistical learning theory that transforms original input space into a higher-dimensional feature space to find an optimal separating hyperplane (Abe 2010; Kavzoglu and Colkesen 2009; Vapnik 1998) . SVM has been used for landslide modeling with reports that the prediction capability of models derived outperforms those obtained by conventional methods (Ballabio and Sterlacchini 2012; Pradhan 2012; Tien Bui et al. 2012a ). The performance of a SVM model is affected by the use of the kernel functions such as linear, polynomial, sigmoid, and radial basis function (RBF). However, RBF kernel is one of the most commonly used landslide modeling and was selected in this study.
The behavior of SVM using RBF kernel is influenced by the kernel width (γ) and the regularization (C) parameters; therefore, determination of the best pairs of parameters for the study was carried out. The optimal pairs of parameters were obtained using the grid search method which is widely used and still considered as one of the most reliable optimization techniques (Kavzoglu and Colkesen 2009; Zhuang and Dai 2006) . The best C and γ are 0.8 and 0.95, respectively, and obtained using the training data. With the best pair of parameters, the SVM model was built using the training data and then applied to calculate landslide susceptibility indexes for the entire study area.
Artificial neural networks
An artificial neural network is defined as a set of interconnected nodes which can be suitably used for the modeling of problems where relationships between causal factors and responses are complex such as landslides. Various algorithms for neural networks have been proposed in the literature. Multi-layer perceptron (MLP Neural Nets) and radial basis function (RBF Neural Nets) are the most widely used ANNs in landslide modeling.
The performance of the MLP Neural Nets is influenced by their structure, activation functions, and the way connection weights are updated (Haykin 1998). The ANNs generally consist of an input layer, one or more hidden layers, and an output layer (Kavzoglu and Mather 2003) . The number of input neurons is the same as the number of selected landslide conditioning factors whereas the number of hidden neurons is determined based on specific training data. Connection weights between the input neuron and the hidden neurons, the hidden neurons, and the outputs were first initialized and then updated using the back-propagation algorithm with two phases, i.e., forward and backward propagation. In the forward phase, the input is propagated forward through the layers resulting in a response at the output layer. The output response values are compared to target values, and the difference is estimated. In the backward phase, the connection weights were updated to minimize the difference.
The RBF Neural Nets are a popular alternative to the MLP Neural Nets and are extremely useful in solving complex problems such as landslides. However, they differ in the way that the hidden units perform computations (Witten et al. 2011) . Although RBF Neural Nets also have three layers, they have only one hidden layer which is referred to as the RBF units. The main function of the RBF units is to cluster the input data to reduce its dimensionality and to transform the data to a new space (Gil and Johnsson 2010) . The learning procedure of the RBF Neural Nets is carried out in two phases: (1) the numbers of clusters (hidden neurons) are calculated using the K-means algorithm and (2) optimal estimation of the kernel parameters.
For the MLP Neural Nets, the logistic sigmoid was used as the activation function (Şenkal and Kuleli 2009) . The training parameters for learning rate, momentum, and training time were set to 0.3, 0.2, and 500, respectively (Sasikala et al. 2014; Sossa and Guevara 2014) . To determine the number of neurons in the hidden layers, a test was carried out with varying numbers of neurons versus classification accuracy using both the training and validation data (Fig. 5) . In addition, the area under the ROC curve of the validation data was also used. The optimal number of neurons in the hidden layer was determined as 5 for the MLP Neural Nets model (Fig. 5a ) and 2 for the RBF neural nets model (Fig. 5b) .
Kernel logistic regression
Kernel logistic regression (KLR) (Cawley and Talbot 2008 ) is a kernel version of logistic regression that transfers the original input space into a high-dimensional feature space using kernel functions. Suppose that we have a training dataset with n input samples (x i ,L i ) with x i ∈R n , L i ∈{0,1}. x denotes a vector of the input space consisting of slope, aspect, altitude, relief amplitude, TWI, SPI, STI, lithology, fault density, weathering, land use, and rainfall. The two classes {0,1} represent non-landslide and landslide. The aim of KLR is to find a discriminant function (Eq. 5) which could separate the two classes, landslide and non-landslide.
where p is the logistic function that ranges between 0 and 1, K(x i ,x j ) is the kernel function that satisfies Mercer's condition (Mercer 1909) , b is the intercept, and α i is a vector of dual parameters.
Various kernel functions can be used such as the linear kernel, the polynomial kernel, and the normalized polynomial kernel; however, the radial basis function (RBF) kernel (Eq. 6) is considered as one of the most widely used and was employed in this study.
where δ is a tuning parameter. Using the grid search method, the best tuning parameter and regularized parameter for KLR obtained with the training data are 0.015 and 0.03, respectively.
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Logistic model tree Decision tree is a hierarchical model to recursively split landslide conditioning factors into two classes, landslide and nonlandslide, in terms of probability. The main advantage of the decision tree is the capability of decomposing complex problems into simpler issues with decision rules and applies the same strategy to a new problem. The ongoing development of machine learning has resulted in new powerful decision tree algorithms such as the logistic model tree (LMT) (Gama 2004) in which leaf nodes are replaced by a regression plane instead of a constant value (Witten et al. 2011) .
The LMT is a combination of the C4.5 decision tree (Quinlan 1993 ) and logistic regression functions in which the information gain is used for splitting, and the LogitBoost algorithm (Landwehr et al. 2005 ) is used for fitting the logistic regression functions at a tree node. To prevent the problem of over-fitting of the built LMT, the CART algorithm (Breiman et al. 1984 ) is used for pruning.
The LogitBoost algorithm performs additive logistic regression with least-squares fits for each class C i (landslide or non-landslide) as follows (Doetsch et al. 2009 ):
where D is the number of landslide conditioning factors and β i is the coefficient of the i-th component in the input vector x. The posterior probabilities in the leaf nodes of the LMT is computed using the linear logistic regression method (Landwehr et al. 2005 )
where C is the number of classes and the least-square fits To determine the minimum number of instances per node of LMT, a test on the training dataset versus classification accuracy was carried out and ten instances were selected.
Accuracy assessment and comparison
The receiver operating characteristics curve and Kappa index The performance of the landslide susceptibility models can be assessed using the receiver operating characteristic (ROC) curve analysis. The ROC curve is a graph based on the Sensitivity and Specificity with various cut-off thresholds. For quantitative comparison, the area under the ROC curves (AUC) that is the statistic summary of the overall performance of the landslide models is used. AUC can be interpreted as the probability that the classifier will correctly rank a randomly chosen landslide pixel to be more indicative of a landslide than a randomly chosen non-landslide. An AUC value of 1 indicates a perfect model that correctly classified all landslide and non-landslide pixels, whereas when AUC is equal to 0, it indicates a non-informative model (Walter 2002) . In order to test the significance of one classification scheme producing a higher AUC than another (Bradley 1997), the standard error of the AUC was used. The smaller the standard error, the better it is for the model.
The reliability of the landslide models could be measured using Kappa index (κ) (Cohen 1960; Saito et al. 2009; Tien Bui et al. 2012a; Van Den Eeckhaut et al. 2009 ). Kappa index explains the ability of the landslide models to classify the landslide pixels (Guzzetti et al. 2006a) and is calculated as the proportion of observed agreement beyond that expected by chance. According to Landis and Koch (1977) , the strength of agreement given the Kappa magnitude is for 0.8-1.0 almost perfect, 0.6-0.8 substantial, 0.4-0.6 moderate, 0.2-0.4 fair, 0-0.2 slight, and ≤0 poor.
Quality parameters and accuracy measure
In order to evaluate the performance of the trained landslide models, five statistical evaluation measures were used such as Accuracy, Sensitivity, Specificity, Positive predictive value, and Negative predictive value. Accuracy is the proportion of landslide and non-landslide pixels that the resulting models correctly classified; Sensitivity is the proportion of landslide pixels that are correctly classified as landslide occurrences; Specificity is the proportion of the non-landslide pixels that are correctly classified as non-landslide. The Positive predictive value is the probability of pixels that are correctly classified as landslide and the Negative predictive value is the probability of pixels that are correctly classified as non-landslide.
where TP (true positive) and TN (true negative) are the number of pixels that are correctly classified whereas FP (false positive) and FN (false negative) are the numbers of pixels erroneously classified.
Inferential statistics
Parametric and non-parametric statistical procedures could be used to evaluate whether a new landslide model is considered better than the other. The first one is most suitable for data that are normally distributed with equal variances (D'Arco et al. 2012) whereas the second one may be used regardless of statistical assumptions (Derrac et al. 2011) . A non-parametric test such as the Friedman test (Friedman 1937) requires no previous knowledge for the used data and still is valid even if the data are normally distributed (Martínez-Álvarez et al. 2013) and was selected in this study. The Friedman test is considered as one of the most important non-parametric tests for multiple comparisons to detect significant differences between the behaviors of two or more models (Beasley and Zumbo 2003) . The Friedman test has a null hypothesis, i.e., there are no differences between the performances of the landslide models. The p value, which is the probability of rejecting the null hypothesis if the hypothesis is true, is then estimated for each of the models. The higher the p value, the more likely that the null hypothesis is not true.
Relative importance of the landslide conditioning factors
Relative importance of the conditioning factors to a landslide model is affected by the use of methods and evaluation criteria. Therefore, factors that have a high contribution in a particular model may be useless for another and vice versa, thus the importance of a conditioning factor may represent a great variation. In this study, the relative importance and contribution of each conditioning factor was determined by excluding that factor and then calculating the overall accuracy Bui et al. 2012b) . The difference of the overall accuracy between these models indicates the quantitative importance of the factors.
Results and analysis
Landslide conditioning factor analysis In this study, multicollinearity among the condition factors were identified using the variance inflation factors (VIF) and tolerances (Table 1 ) and Pearson's correlation coefficient ( Table 2 ). The result shows that the highest VIF value is 3.085 and the lowest tolerance is 0.324. These values are satisfied critical values (VIF >10 or tolerance <0.1), which indicate no multicollinearity among the 12 conditioning factors. In the case of Pearson correlation, the highest correlation value (0.669) happened between relief amplitude and weathering. However, it is smaller than 0.7 that indicates high collinearity. (See Table 2 ) The next step is to select the best conditioning factors based on the Information Gain Ratio. Table 3 shows Information Gain Ratio calculated for a total of 12 landslide conditioning factors in this study with the average merit as the average Information Gain Ratio and its standard deviation using 10-fold cross-validation. It could be observed that the highest average merit is for altitude (0.546). It is followed by slope (0.413), weathering (0.389), relief amplitude (0.377), aspect (0.1), lithology (0.038), rainfall (0.029), and SPI (0.028). In contrast, four conditioning factors (fault density, land use, TWI, and STI) have "0" average merit, which indicates null predictiveness to the landslide occurrence. Therefore, the inclusion of the four factors may make a noise that negatively influences the resulting models, and thus they were removed from the analysis. Model results and analysis Using the best conditioning factors, SVM, MLP Neural Nets, RBF Neural Nets, KLR, and LMT were built using the training dataset. The result is shown in Tables 4 and 5 . It could be observed that the KLR and the MLP Neural Nets models have the highest performance in terms of classification accuracy and AUC. They are followed by the SVM, the LMT, and the RBF Neural Nets models. The Kappa index for the five models varied from 0.603 to 0.735 indicating a substantial agreement between the models and the reality.
The highest positive predictive value is for MLP Neural Nets model (95.59 %) indicating the probability that the model correctly classifies pixels in the landslide class in 95.59 % of the cases. It is followed by the KLR model (85.29 %), the SVM model (79.41 %), the LMT model (79.41 %), and the RBF Neural Nets model (77.94 %). However, the MLP Neural Nets model has the lowest negative predictive value (76.47 %) indicating that the probability to correctly classify pixels to the non-landslide class is only 76.47 %. The highest one is the KLR model (88.24 %), followed by the SVM (85.29 %), the LMT, and the RBF Neural Nets (82.35 %).
The KLR model has the highest sensitivity (87.88 %) indicating that 87.88 % of the landslide pixels are correctly classified to the landslide class, followed by the SVM model (84.38 %), the RBF Neural Nets model (81.54 %), the LMT model (81.82 %), and the MLP Neural Nets model (80.25 %). The MLP Neural Nets model has the highest specificity (94.55 %) indicating that 94.55 % of the non-landslide pixels are correctly classified with respect to the non-landslide class. It is followed by the KLR model (85.71 %), the SVM model (80.56 %), the LMT model (80.00 %), and the RBF Neural Nets model (78.87 %).
Once the SVM, the MLP Neural Nets, the RBF Neural Nets, the KLR model, and the LMT models were successfully trained in the training process, they were used to calculate the landslide susceptibility indexes for all the pixels in the study area. Landslide susceptibility indexes were reclassified into five susceptibility levels: very high, high, moderate, low, and very low, using the equal area classification method .
Based on the percentage of landslide pixels and the percentage of landslide susceptibility map, the five susceptibility classes in this study were determined as very high (5 %), high (10 %), moderate (10 %), low (20 %), and very low (50 %). For the purpose of visualization, only four landslide susceptibility maps produced from the SVM, the MLP Neural Nets, the RBF Neural Nets, and the KLR models are shown (Fig. 6) .
Model validation and comparison
The prediction probability of the susceptibility models was evaluated using the validation dataset, the area under the ROC curve, the Kappa index, and the statistical evaluation measures. The results are shown in Tables 6 and 7 . It could be seen that all the models have a good prediction capability with the highest one for the MLP Neural Nets model (AUC=0.902). The Kappa index varied from 0.633 to 0.667 (Table 6 ) indicating a substantial agreement between observed and predicted landslides.
The highest probability to correctly classify pixels to the landslide class is for the MLP Neural Nets model (86.67 %) whereas the RBF Neural Nets and the LMT models have the highest probability to correctly classify pixels to the non-landslide (Table 7) . Sensitivity is the highest for the LMT model (85.71 %) indicating that 85.71 % of landslide pixels are correctly classified to the landslide.
The MLP Neural Nets model shows the highest value of specificity (85.19 %) indicating that 85.19 % of non-landslide pixels are correctly classified to the non-landslide class.
In order to determine if there are statistically significant differences between the five landslide susceptibility models, the Friedman test at the 5 % significant level was used. The p value is 0.000 less (Table 8 ) that satisfied the initial assumption; therefore, the null hypothesis is rejected. The average ranking of the five landslide susceptibility models for the study area is shown in Table 9 . Since the result from the Friedman test shows only the significant differences of performance of the five landslide susceptibility models, the result is not able to provide comparisons between some of the five models. The Wilcoxon signed-rank test was therefore used to check the statistical significance of systematic pairwise differences between the landslide models. The null hypothesis is that there is no significant difference between the landslide susceptibility models at the significant level α=5 %. The p value and z value are used to assess the significance of differences between the susceptibility models. When the p value is less than the significant level (0.05) and the z value exceeded the critical values of z (−1.96 and +1.96), the null hypothesis should be rejected and the performance of the susceptibility models is significantly different.
The results are shown in Table 10 . The results show that the performance of the MLP Neural Nets models has a statistical significant difference with the other landslide models. The obtained p values <0.05 and the z values exceeded the critical values. The performance of the SVM and the LMT models is also significantly different (p value=0.013, z value=−2.483). In contrast, the performance difference is not statistically significant for the five pairwise susceptibility models and is indicated with a symbol "*" in Table 10 (p values >0.05 and z values did not exceed the critical values).
Variable importance
The result of the assessment of variable importance is shown in Fig. 7 . It could be observed that all the conditioning factors have contributed to the models; however, altitude is the most important factor, followed by aspect (Fig. 7) . The highest contribution of altitude is related to the fact that 65 % of landslide locations occurred in altitudes less than 300 m, whereas in the case of aspect, landslide locations (62.2 %) were mostly distributed in the west, south, and southwest facing slopes.
The other conditioning factors tend to have different contributions depending on the types of models used. The LMT model yields small contributions by weathering (5.39 %) and relief amplitude (8.33 %) while these factors have much higher contribution to the other model. The SVM and the KLR models have the most relative balance in the contribution of the conditioning factors while the LMT and the MLP Neural Nets models showed a biggest difference in contribution of the conditioning factors.
Discussion
Spatial prediction of landslides is considered to be one of the most difficult tasks in landslide hazard and risk assessment. Although various methods for shallow landslide susceptibility modeling has been proposed, the prediction accuracy of these methods is still debated (Akgun 2012) . It is clear that the prediction accuracy of a landslide model depends on the method used. Some new machine learning methods such as SVM and J48 Decision tree have shown better results than conventional methods (Tien Bui et al. 2012a Bui et al. , 2013a . The ongoing development of the machine learning field and GIS has resulted in many new machine learning methods and techniques, i.e., KLR and LMT; therefore, the exploration of new methods and techniques for shallow landslide modeling is highly necessary. We addressed this issue in this paper with the evaluation and comparison of five machine learning methods, including some of the most popular methods (such as the MLP Neural Nets, the RBF Neural Nets, and the SVM) and some state-of-the art advanced machine learning methods such as the KLR and the LMT.
In general, the MLP Neural Nets and the KLR models yielded significant better results than the other models in terms of the overall classification accuracy; however, the KLR model has more balance in terms of positive and negative predictive values (Table 4 ). The overall classification accuracy of the other models is almost the same (from 80.15 to 82.35 %). The construction of the MLP Neural Nets model requires a large number of parameters, and it is not easy to determine the optimal values for these parameters . In this work, these parameters were chosen based on classification accuracy and area under the ROC curve (Fig. 5) ; therefore, it may guarantee that these are the optimal parameter values. In contrast, it is easier to obtain the best parameters for the other models.
The goodness-of-fit of the training data for the five susceptibility models are good; however, it differs between the models, although the KLR and the MLP Neural Nets models show the highest degree of fit with AUC values of the ROC being 0.941 for the KLR model and 0.934 for the MLP Neural Nets model. But using only AUC for the assessment of model performance may not be the best approach because in some cases a high value for the AUC may not be a guarantee for a high spatial accuracy of the models (Aguirre-Gutiérrez et al. 2013) . Therefore, several statistical evaluation measures (Table 4) should be taken into account. Based on the probability that the model correctly classifies pixels to the landslide class in 95.59 % of the cases (Table 4) , the MLP Neural Nets model has the highest degree of goodness-of-fit, closely followed by the KLR model. Regarding the prediction power of the five susceptibility models, the MLP Neural Nets model has the highest prediction capability in terms of AUC value (Table 6) ; the positive predictive value and other parameters are shown in Table 7. The prediction power of the MLP Neural Nets model differs statistically significantly with the other models (Tables 8 and 9 ).
Selection of landslide conditioning factors and the determination of their classes are key points that affect the quality of landslide susceptibility models (Costanzo et al. 2012; Irigaray et al. 2007 ) and have been discussed in Chacon et al. (2006) . Although some methods have been proposed for the selection of conditioning factors such as linear (Costanzo et al. 2012; Fernández et al. 2003) , and GIS matrix combination method (Cross 2002) , the standard guidelines for the selection of conditioning factors are still debated. The selection of conditioning factors is mainly carried out based on the analysis of the landslide types and the characteristics of the study area (Ayalew and Yamagishi 2005) . In general, topography, geology, soil types, hydrology, geomorphology, and land use are widely accepted to use as conditioning factors in most landslide susceptibility modeling. When building susceptibility models, it is logical to say that not all the selected conditioning factors have a good predictive ability, and in some cases, some of them create noises and reduce the prediction quality; therefore, the feature selection should be used (Martínez-Álvarez et al. 2013) . In this study, no multicollinearity among the 12 conditioning factors was found (Tables 1 and 2 ), but the feature selection result showed that fault density, land use, TWI, and STI reveal non-predictive ability; therefore, the Information Gain Ratio was further considered for the conditioning factor selection.
Using the Information Gain Ratio, the amount of information that a conditioning factor can offer to the models is measured. The higher the value of the Information Gain Ratio, the higher the significance of the conditioning factor. In this study, the Information Gain Ratio is 0 for fault density, land use, TWI, and STI indicating that the four conditioning factors have null predictiveness to the models. This is because the distribution of landslide locations in the classes of the four conditioning factors is more even than the other conditioning factors. As a result, entropy of the two classes (landslide and non-landslide) did not decrease significantly when associated on the four conditioning factors.
The assessment of the contribution of the conditioning factors to the models is of great interest in the landslide analysis and has been discussed (Pavel et al. 2008) . In general, slope is widely reported among the more effective instability factors (Costanzo et al. 2012; Pradhan and Lee 2010b; Van Den Eeckhaut et al. 2006) . In this study, there are significant differences in the contribution of landslide conditioning factors to the landslide models, and this may lead to inconsistent conclusions. For example, relief amplitude contributes only 8.33 % for the LMT model but 14.2 % for the MLP Neural Nets model (Fig. 7) . To reduce bias, the determination of important factors could be based on majority voting among many models (Xu et al. 2014) . Accordingly, altitude, slope, and aspect are considered as the most important factors in this study. It is reasonable because most of the landslides in this study area occurred near the Da River and the lake of Son La hydropower where altitudes were less than 300 m within the slopes 8 to 35°. The west, south, and southwest are slope directions that are facing to the Da River and the lake of hydropower. The groundwater fluctuation gives rise to hydrodynamic forces that affect physical-mechanical properties of soils in these facing slopes (Do et al. 2000; Tuan and Dan 2012) . According to Dan et al. (2011) , the water that accumulates for the operation of the Son La hydropower has significantly increased and influenced the frequency of landslides in the basin, especially during the rainy season.
Concluding remarks
This paper contributes to a systematic comparison and evaluation of five machine learning methods for landslide susceptibility modeling.
The following issues are focused: (1) collinearity among the conditioning factors and feature selection using the Information Gain Ratio; (2) model assessment and comparison using the ROC, Kappa index, and the statistical evaluation measures; and (3) if the prediction capability of the landslide models is significantly different. According to this case study, the Information Gain Ratio could be used for the feature selection, and the MLP Neural Nets model and the KLR model yield more accurate and reliable results than the other models. The LMT model with a prediction capability of 86.1 % and a positive predictive value of 80 % is being considered as a promising technique for landslide susceptibility mapping. As a final conclusion, the results from this study may be useful for decision making and policy planning in areas prone to landslides.
