Among the many desirable properties of fuzzy inference systems not all of them are known to co-exist. For instance, a system based on a monotone fuzzy rule base need not be monotonic and interpolative simultaneously. Recently, Stěpnička and De Baets have investigated and shown the co-existence of the above two properties in the case of a fuzzy relational inference systems and the single-input-single-output (SISO) rule bases. An extension of these results to the multiple-input-single-output (MISO) case is not straight-forward owing to the lack of a natural ordering in higher dimensions. In this work, we study the MISO case and show that similar results are available when the monotone rule base is modeled based on at-most and at-least modifiers.
Introduction
A fuzzy inference mechanism can be viewed as a mapping which -with the help of a model of a given fuzzy rule base -gives a meaningful output from basically imprecise inputs modelled by fuzzy sets. Among many types of inference mechanisms and fuzzy rule based models proposed in fuzzy logic we highlight the fuzzy relational approach that is very common in the literature. The basic principles of such an approach consist in using an appropriate fuzzy relation to model a given fuzzy rule base and in modeling the fuzzy inference mechanism by an appropriate image of a fuzzy set under a fuzzy relation that is derived from a fuzzy relational composition. 3 Particularly, a fuzzy rule base containing rules of the form:
with X a variable in a universe U , Y a variable in a universe V , and A i and B i (i = 1, . . . , n) fuzzy sets in U and V , respectively, is modelled by a fuzzy relation U × V . Let us fix a residuated lattice 9 L = [0, 1], ∧, ∨, * , →, 0, 1 , where * is a left-continuous t-norm and → its adjoint residuum (also residual fuzzy implication 1 ), as the basic algebraic structure for the whole paper and let us denote the set of all fuzzy sets on U by F(U ). Then fuzzy rule base (1) is either modeled by the fuzzy relationR ∈ F(U × V ) defined bŷ
which reflects the conditional nature of the rules or by a popular alternative fuzzy relationŘ ∈ F(U × V ) defined by
As recalled above, within the fuzzy relational framework, the fuzzy inference mechanism is nothing else but a way of computing an image of a fuzzy set under a fuzzy relation that is derived from fuzzy relational composition. Zadeh's Compositional Rule of Inference (CRI) denoted by • (based on the direct image) is the most often used and well-established relational fuzzy inference mechanism. However, Pedrycz 10 proposed to use the BandlerKohout Subproduct (BKS) 2 denoted by (based on the subdirect image) andŠtěpnička with Jayaram 19 showed that this choice is fully comparable with the CRI.
We recall that given a fuzzy set A ∈ F(U ) and a fuzzy relation R ∈ F(U × V ), these images are the fuzzy sets in V defined by
Many real-world applications are fully automated and therefore require some defuzzification strategy to be employed at the end of the inference process. In case of crisp inputs we then obtain the so-called resulting function, which maps the crisp input from U to the crisp output from V obtained after the defuzzification.
Desirable properties -motivation for this work
There are many desirable properties of the fuzzy relational inference systems, e.g., continuity of the resulting function 18 or robustness 7, 19 of the system. Perhaps the most important property is the interpolativity of the inference mechanism which pertains to the solvability of the fuzzy relational equations:
where
and the goal is to find an appropriate R ∈ F(U × V ) that solves the system above. In other words, we search for a model R of a given fuzzy rule base (1) such that if an input is equal to one of the antecedents, it enforces the deduced output to be equivalent to the respective consequent. A tremendous job has been done in the filed of solvability of fuzzy relational equations and thus, we only refer to some relevant sources. 5, 6, 12 In general, it is sufficient for the antecedent fuzzy sets to form a Ruspini partition to ensure interpolativity, 17 which is also the naturally arising context in practical settings.
Recently another important issue with regards to fuzzy inference systems has been discussed -monotonicity of the resulting function. Given a monotone rule base which captures the monotonicity of the underlying system function, the resulting function is expected to preserve this monotonicity. The monotonicity problem was introduced by Broekhoven and De Baets. 20, 21 The investigation was motivated by the observation that having an obviously monotone fuzzy rule base, the resulting function may not always be monotone. Even worse, under generally common settings (Ř and the COG defuzzification), in many cases monotonicity cannot be guaranteed at all. Results obtained with the use ofR were even less optimistic. However, the application of the at-least (ATL) and at-most modifiers (ATM) 13 to both the antecedent and consequent fuzzy sets of the implicative modelR, foreshadowed promising results. Convincing results were obtained recently.
14,15
Unfortunately, applying the above ATL and ATM modifiers to antecedent fuzzy sets leads us out of the practical setting, as the modified antecedent fuzzy sets then no longer form a Ruspini partition, which, though not necessary, is a sufficient condition for interpolativity. Recently, Stěpnička and De Baets 16 have studied the interpolativity with these modified fuzzy rules, and hence, modified implicative models. While their study deals with the single-input-single-output (SISO) case, in this work we revisit the same issue but for the multiple-input-single-output (MISO) case.
Let us only briefly recall, that in the MISO case, antecedent fuzzy sets A i are defined on the Cartesian product of universes U = U 1 × · · · × U m and composed as follows:
Thus the rules in fuzzy rule base (1) may be expanded as follows
and modelled by a fuzzy relation
Interpolativity and Monotonicity

Interpolativity
We have recalled that the Ruspini partition formed by the antecedent fuzzy sets is a sufficient condition for the solvability of (6). In, 11 we may find a weaker solvability condition that also imposes requirements on antecedent fuzzy sets only. It is called finitary condition because it has to be fulfilled only on a finite number of nodes. Definition 2.1.
11 Let A i for i = 1, . . . , n be normal fuzzy sets on U . Then we say that they fulfill the finitary condition if
where x j is such that A j (x j ) = 1 and where i = j.
I. Perfilieva 11 has proved that assuming the finitary condition for antecedent fuzzy sets is a sufficient condition for the solvability of System (6) with @ ∈ {•, }. Note that originally this fact has been proven in 11 for discrete universes, i.e., for fuzzy sets represented by vectors and fuzzy relations represented by matrices. However, the result holds generally even in case of continuous universes as shown below. It has to be stressed that assuming the normality of antecedent fuzzy sets leads to sufficient conditions of the solvability that are even weaker than the finitary condition and that this observation (in case of @ ≡ •) has been published already in Moser and Navara.
8 However, the weaker conditions are given by inequalities that are not as easy to interpret in the practical setting of a fuzzy rule-based system and thus, the finitary conditions is more of a luxury from this point of view.
Monotonicity
We first recall an appropriate partial order relation ≤ f on fuzzy sets based on the ordering of their α-cuts. For a fuzzy set C on a universe U , its α-cut [C] α is the subset of U defined as
If U is a linear vector space over the real numbers R we can define the notion of a convex fuzzy set in a standard way.
9,18 Then, we can define the ordering of normal convex fuzzy sets. Definition 2.2. Given two normal convex fuzzy sets C 1 and C 2 on a universe U ⊆ R,
Definition 2.2 is a natural generalization of the well-known ordering of closed real intervals. Requiring this ordering to hold for all α-cuts then obviously leads to a partial order relation on normal convex fuzzy sets. It can be further generalized to non-normal or non-convex fuzzy sets. 4 Now, we recall the notion of a monotone fuzzy rule base 14, 15 that slightly generalizes the original one. 20 We only address the monotonicity of the increasing type here. Definition 2.3. Let the antecedent fuzzy sets of the fuzzy rule base (7) be linearly ordered on each of the axes. The fuzzy rule base (7) 4, 13 For a fuzzy set C on a universe U ⊆ R, the fuzzy sets C ↑ , C ↓ ∈ F (U ) are defined by Motivated by, 14, 15 we claim that every rule
in a monotone fuzzy rule base a may be understood as an at-least rule
and/or an at-most rule
that are naturally modelled by the following fuzzy relationŝ
a Note that in case of a decreasing relationship, the use of the modifiers would be mixed, in the sense that antecedent and consequent fuzzy sets would be subjected to different modifiers.
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respectively; the ATL (ATM) fuzzy rule base is modelled as followŝ
respectively. Thus, the ATL-ATM fuzzy rule base composed from both the newly introduced fuzzy rule bases is modelled as follows:
Interpolativity of the new models
As mentioned above, antecedent fuzzy sets after the application of ATL and/or ATM modifiers can no longer form a Ruspini partition that is a sufficient interpolativity condition. What is more alarming is that even the finitary condition may not be fulfilled. However, this does not mean that the interpolativity of these new models is not possible anymore. This is the crucial question that has been opened in 16 and that we discuss in this section.
In other words, we study whetherR is a proper model of the original fuzzy rule base and thus, whetherR can be a solution of the system (6), which is illustrated in Fig. 2 . Fig. 2 . Illustration of the studied problem.
Sketch of the proof: The proof of (9) uses the fact that a * (b ∧ c) = (a * b) ∧ (a * c) and the proof of (10) uses the fact that a
Lemma 3.2. For arbitrary antecedent fuzzy set
A i ∈ F(U 1 × · · · × U m ) A i •R ↑ ⊆ B ↑ i and A i •R ↓ ⊆ B ↓ i .
Moreover, if A i is normal then
A i R ↑ ⊆ B ↑ i and A i R ↓ ⊆ B ↓ i .
Sketch of the proof:
The proof uses the monotonicity of * and the fact that a * (a → b) ≤ b. For the proof follows from the isotonicity of →, the fact that and a → (b → c) = (a * b) → c and the normality.
Lemmata 3.1-3.2 hold generally for any dimension and moreover, they do not impose any conditions, e.g., on the convexity of involved fuzzy sets or on the monotonicity of the modelled fuzzy rule base. If we add some of these conditions, we may get further useful results. In the case of @ ≡ • we may also prove the opposite inequality to (11) for monotone fuzzy rule bases with valid finitary condition. It is formulated in the following result. 
Sketch of the proof: The proof is a complete analysis of all possible situations and is based on the normality of antecedent fuzzy sets (that is assumed as we require monotonicity of a fuzzy rule base) and the properties of ATL and ATM modifiers.
This immediately leads to the following corollary that is the crucial result for viewingR as a proper model of a monotone fuzzy rule base if we use the • inference mechanism. A similar result holds for if we narrow our focus on a restricted class of t-norms for which a * (1 − a) = 0 holds for arbitrary a ∈ (0, 1).
Conclusion
We have described our motivation stemming from the crucial mathematical properties of fuzzy inference systems in detail. The suggested ATL-ATM fuzzy rule base and its modelR may be safely used as a model of an original monotone fuzzy rule base because it helps to ensure not only the monotonicity of a resulting function (when using MOM defuzzification) but it is also a solution to the adjoint system of fuzzy relation equations. Let us stress that the finitary conditions played a crucial role in our investigation.
