Abstract. We continue our study of tempered oscillatory integrals I ϕ (a), here investigating the link with a suitable symplectic structure at infinity, which we describe in detail. We prove adapted versions of the classical theorems, which show that tempered distributions of the type I ϕ (a) are indeed linked to suitable Lagrangians extending to infinity, that is, extending up to the boundary and in particular the corners of a compactification of
Introduction
In his groundbreaking paper of 1971, [25] , Hörmander established a calculus of Fourier integral operators (FIOs) in terms of their Schwartz kernels, given by Lagrangian distributions, see also [19, 28, 29] . The theory then proved to have many important applications in various branches of mathematics, and especially in the theory of partial differential equations. A main feature of that theory is the possibility to pass from distributional expressions given by oscillatory integrals in local coordinates x ∈ R d , to invariantly defined geometric objects on manifolds. In local coordinates, an oscillatory integral is of the form I ϕ (a) = e iϕ(x,θ) a(x, θ) dθ, with the phase function ϕ being smooth and homogeneous of degree 1 in θ, and satisfying certain ellipticity conditions. The amplitude a ∈ S which contains all information about the position of singularities of the corresponding class of oscillatory integrals. Namely, we have which may be viewed as the local version of the analysis presented below. The involved objects extend the theory of classical oscillatory integrals, in the sense that they are tempered, and that their global singularities may be understood in terms of the global set of stationary points of their phase functions. The phase functions are assumed to be (inhomogeneous) SG-symbols, whose derivatives satisfy an ellipticity condition. Here the theory is complemented with the geometric picture, under the (natural) additional assumption that the phase function ϕ is SG-classical, that is a SG-symbol of order (1, 1) which admits polyhomogeneous expansions. We note that even in this case the distributions under consideration differ from Legendrian distribution. In fact, by [37, Proposition 10] , the singularities of the Fourier transforms of Legendrian distributions on Euclidean spaces are contained in compact sets, a feature that is not true for our class of distributions. We discuss how the global set of stationary points of a non-degenerate SG-classical phase functions form generalized Lagrangian submanifolds, which are submanifolds of a compactification of T * R d , a manifold with corners, which turns out to be the natural environment within which to perform our analysis. In particular, we prove that the generalized Lagrangian submanifolds mentioned above can always be parametrized by SG-classical phase functions and examine when two such parametrizations may be regarded as equivalent.
In subsequent works the authors will address the actual calculus of SG-Lagrangian distributions and FIOs, with emphasis to the principal symbol maps and applications to differential equations.
The paper is organized as follows. In Section 1 we recall various preliminary definitions and results. In particular, we list some of the basic element of the SG-calculus in Subsection 1.1, and give special emphasis to the subcalculus of SG-classical symbols in Subsection 1.2. In particular, we review in detail how the latter may be expressed in terms of an embedding ι :
into the closed unit ball centered in the origin. In Subsection 1.3 we recall the definition of tempered oscillatory integrals and the results concerning their singularities, studied in detail in [18] . In Section 2 we establish how the global set of (possible) singularitiesΛ ϕ of a family of oscillatory integrals associated with a fixed SG-phase function ϕ may be regarded as a generalized Lagrangian submanifold. In Subsection 2.1 we reformulate the results of Subsection 1.3 in terms of ι and subsets of the ball B d . In Subsection 2.2 we associate these objects with the principal symbol of ϕ. Furthermore, we introduce a symplectic structure "at infinity". Finally, relying on the previous analysis, we show howΛ ϕ may be regarded as a generalized Lagrangian in Subsection 2.3. Our main theorems are proved in Section 3, where we show the converse of the result proved in Subsection 2.3. Namely, given any SG-LagrangianΛ, it is always possible to find a SG-classical phase function ϕ locally parametrizing it, that is, Λ =Λ ϕ in suitable neighbourhoods of points p ∈ Λ. Subsequently, we also prove a theorem on the equivalence of phase functions in this context. Finally, for the convenience of the reader, in the Appendix we give a summary of the differential calculus on manifolds with corners (with reference to [32] ), which includes the results from that theory needed for our aims. 
that is, those having a Schwartz kernel in S (R 2d ), i.e. continuously mapping where H te,t ψ (R d ), t e , t ψ ∈ R, denotes the weighted Sobolev space
From their definition we have that
when s e ≥ r e and s ψ ≥ r ψ , with compact embedding in case both inequalities are strict, while
An elliptic SG-operator A ∈ L me,m ψ admits a parametrix P ∈ L −m ψ ,−me such that
, and it turns out to be a Fredholm operator.
We close this section by noting that SG-operators may be introduced on more general spaces. In 1987, E. Schrohe [42] introduced a class of non-compact manifolds, the so-called SG-manifolds, on which it is possible to transfer from R d the whole SG-calculus: in short, these are manifolds which admit a finite atlas whose changes of coordinates behave like symbols of order (0, 1) (see [42] for details and additional technical hypotheses). The manifolds with cylindrical ends are a special case of SG-manifolds, on which also the concept of SG-classical operator makes sense: moreover, the principal symbol of a SG-classical operator A on a manifold with cylindrical ends M , in this case a triple σ(A) = (σ ψ (A), σ e (A), σ ψe (A)), has an invariant meaning on M , see Y. Egorov and B.-W. Schulze [21] , B.-W. Schulze [43] , R. Melrose [33, 34] and Subsection 1.2 below.
1.2.
Classical SG-symbols. We now introduce the subclass of the classical SG symbols SG
Note that the only difference between the definition of the symbol space SG me,m ψ (R d × R s ) and the "standard"
, recalled in the Introduction, is that we allow that the two independent variables x, ξ belong to Euclidean spaces of (possibly) different dimensions d, s. In its classical formulation, the SG-calculus was developed by Schulze, see [43] , to which we refer for most of the contents of this subsection. We begin by recalling the basic definitions and results (see also, e.g., [21, 31] for additional details and proofs). In the following, a 0-excision function is a smooth function which identically vanishes in a neighbourhood of the origin, and which is identically equal to 1 outside a larger neighbourhood of the origin.
homogeneous functions of
order m e − j with respect to the variable x, smooth with respect to the variable θ, such that, for a 0-excision function χ e ,
ii) A symbol a(x, θ) belongs to the class SG
. . , homogeneous functions of order m ψ − k with respect to the variable θ, smooth with respect to the variable x, such that, for a 0-excision function χ ψ , 
).
Remark 1.3. Definitions 1.1 and 1.2 can be extended, in a natural way, from operators acting between scalars to operators acting between (distributional sections of) vector bundles. In that case, matrix-valued symbols are involved, whose entries satisfy the estimates (1.1) and admit expansions in homogeneous terms as above, see [43] .
The next two results are very useful when dealing with SG-classical symbols, see [21] .
. . , be a sequence of SGclassical symbols and a ∼ ∞ k=0 a k its asymptotic sum in the general SG-calculus.
|y| ≤ 1} and let ι be a diffeomorphism from
whose inverse is given, for 1 > |y| > 2/3,
Choose also a smooth function h :
and 1−h(y) = 0 for |y| < 2/3, so thatỹ = 1−h(y) is a boundary defining function on B d , i.e., it vanishes only at ∂B
Consider the map on SG
Then, (1.2) extends to an isomorphism
Remark 1.6. We remark that this isomorphism may be used to equip SG cl with a Fréchet topology.
To avoid confusion when different spaces are involved, we make systematic use of the following notation:
• y denotes " 
are usually denoted by the same symbol equipped with a tilde.
The following equivalent definition of SG-classical symbol has been given by I. Witt in [47] . 
, where⊗ π denotes the completed tensor product.
It easily turns out that SG-classical symbols are closed under differentiation, sums and products. Note also that the definition of SG-classical symbol implies compatibility conditions for the terms of the expansions with respect to x and ξ. In fact, defining the maps σ and SG me,m ψ cl(θ) , respectively, in terms of the asymptotic expansions in Definition 1.1 as , r e , r ψ , s e , s ψ ∈ R, σ(AB) = σ(A) σ(B), with component-wise product in the right-hand side. The same trivially holds for a product of two SG-classical symbols, namely, for any a ∈ SG re,r ψ cl
. It is also possible to canonically associate, with any a ∈ SG me,m ψ cl , the principal part of a,
. The next two propositions assert that a p in (1.3) is indeed completely determined by σ(a) and vice versa.
Proposition 1.11. Let (a e , a ψ ) be a couple of functions satisfying the following assumptions:
Then, there exists a ∈ SG me,m ψ cl
Theorem 1.12 below allows to express the ellipticity of SG-classical symbols and operators in terms of their principal symbol.
is SG-elliptic if and only if each element of the triple σ(A), respectively σ(a), is non-vanishing on its domain of definition.
In the following Definition 1.13 we introduce some additional notation, which we will make systematical use of. Definition 1.13. We define the SG-wave front space as
In a completely similar fashion, substituting s in place of d in the dimensions of the second factors in (1.4), we define B :
and, again with s in place of d in the dimensions of the second factors of (1. 
and accordingly S as the union of
Moreover, with π 1,0 ∈ SG
Finally, with any submanifold M of S d−1 or S s−1 , we associate the conic manifold
Note that
With Γ we will also denote the map y → µ · y, for any vector y ∈ R d and a fixed µ > 0.
In the sequel, we will systematically make use of the next two results. The first one shows that derivatives with respect to variable and covariable commute with the principal symbol map σ on SG me,m ψ cl . The second one is a characterization of the principal symbol of a ∈ SG me,m ψ cl in terms of the evaluation of the function ι
, defined in Theorem 1.5, at points in B, then pull-back and extension by homogeneity. By Theorem 1.12, SG-ellipticity of a can be then be expressed as the non-vanishing of ι me,m ψ SG (a) on B.
Proof. We prove the result only for σ e (a), since the argument for σ ψ (a) and σ ψe (a) is completely similar. By Definition 1.2, we have, for any (
with a 0-excision function χ e and a symbol p ∈ SG me−1,m ψ . This implies, for any
with q ∈ SG me−|α|−1,m ψ −|β| . In fact, all the terms in the sum for 0 < κ ≤ α have compact support with respect to x, so that they all belong to SG −∞,m ψ −|β| ⊂ SG me−|α|−1,m ψ −|β| . Now note that, in view of Definition 1.2 and Proposition 1.9, 
where id is the map identifying elements y, η of ∂B d and γ ∈ ∂B s with the corresponding elements of the unit spheres 
This implies immediately that, for y
which is equivalent to the first formula in the statement. The result for a ψ follows in the same way, exchanging the role of variable and covariable. To prove the formula for a ψe , it is enough to notice that it also holds
with 0-excision functions χ e , χ ψ , and symbols p ∈ SG me−1,m ψ , q ∈ SG me,m ψ −1 .
The desired result follows by restricting the related expression of ι
Finally, the statement about SG-ellipticity of classical symbols is an immediate consequence of the formulae proved above, of Theorem 1.12 and of the definition and properties ofỹ andγ from Theorem 1.5.
We conclude the subsection by recalling the notion of local ellipticity at points in B for SG-classical symbols. 
is elliptic at (y 0 , γ 0 ) ∈ B if and only if we have
where we define V • depending on the component B • ⊂ B for which we have
For R > 0 sufficiently large, we may set
More precisely, for a suitable symbol
• , of the type above, identically equal to 1 in a smaller subset U • ⊂ V • of the same type, • ∈ {e, ψ, ψe}, it turns out that a is SG-elliptic with respect to ζ, cfr. [7, 11, 14 ].
Tempered oscillatory integrals.
In this subsection we give a brief summary of the results we obtained in [18] . In that paper we have associated to a given (inhomogeneous) SG-phase function ϕ a family of tempered distributions, denoted by I ϕ (a), parametrized by amplitudes that are SG-symbols and established a bound on their singularities. We begin by recalling the definition of such phase functions.
(admissible, inhomogeneous) SG-phase function of order (n e , n ψ ) if it is real-valued and the associated function
is elliptic as an element of SG 2ne,2n ψ (R d × R s ), i.e. it satisfies, for some R > 0,
Remark 1.20. As previously mentioned, these SG-phase functions are not in general homogeneous, which is instead a standard assumption in the usual theory. Indeed, our approach is based on [48] , where a local theory of oscillatory integrals with inhomogeneous phase functions was developed.
Using the notion of admissible SG-phase function, we can now recall the definition of tempered oscillatory integrals given in [18] . Theorem 1.21. With any fixed admissible inhomogeneous SG-phase function ϕ of order (n e , n ψ ) we may associate a map
uniquely determined by the the following properties:
We call the resulting distribution I ϕ (a) a SG-oscillatory integral.
For the above families of tempered oscillatory integrals we proved an inclusion for their so-called SG-wave front set, which generalizes the corresponding one, valid in the standard setting, for Hörmander's wave front set WF cl (u), namely
see [25] . In order to state our result in the SG setting, we first recall the definition of the SG-wave front set. As before we make a strict distinction between the subsets of W SG and W SG . Here we introduce the wave front set as a subset of W SG , thus denoted WF SG :
its complement as follows:
For more exposition and properties of this notion of wave front set, we refer to [7, 14, 18, 33, 34] . We now give the definition of the substitutes for the sets C ϕ and Λ ϕ .
and C ϕ denotes the set
Denote by pr Cϕ the projection of
We define the set of stationary phase points of ϕ,Λ ϕ ⊂ W SG , given in terms of its complement in W SG , by
For convenience, we set
Then, we have the following bounds for the singularities of the temperate oscillatory integral I ϕ (a) defined in Theorem 1.21.
we have the inclusions
2. Submanifolds associated with SG-classical phase functions
In the Section 1.3, we have defined oscillatory integrals for a very general class of phase functions and amplitudes. In the classical theory of Hörmander, distributions defined by oscillatory integrals can be invariantly characterized as local representations of Lagrangian distributions associated with the geometric object Λ ϕ , which turns out to be a Lagrangian submanifold of the cotangent bundle.
In the sequel, we will restrict our attention to SG-classical phase functions of order (1, 1), namely, ϕ ∈ SG
, see [15, 16] , where it is possible to establish a similar geometric setup. In fact, under this stronger assumption, we will calculate the objects C ϕ and Λ ϕ in terms of the principal symbol of ϕ and discuss their geometric properties. The approach in that will be to use Proposition 1.15 to associate with C ϕ and Λ ϕ conic manifolds, in the same way as one associates with a classical symbol its homogeneous principal symbols. Recalling the existence of a canonical principal part for classical SG-symbols, defined in (1.3), we can write
Since e irϕ ∈ SG 0,0 , we may absorb the r ϕ part of the phase function in an oscillatory integral into the amplitude. We are thus reduced to the case of studying phase functions of the form
Using Proposition 1.15, we may obtain a representation of ϕ(x, θ) as a function on
Remark 2.1. This procedure, i.e. the use of Proposition 1.15, allows us to work simply with smooth functions on the product of two balls instead of symbols.
However, one has to be careful when differentials are involved, since we havẽ
Therein, the gradients are seen as vectors whose entries are SG-symbols. We separate strictly between variables on R d or R s (denoted x, ξ, θ) and such on B and B s (denoted y, η, γ).
Lemma 2.2. The condition that the associated function
is SG-elliptic of order (2, 2) is equivalent to the condition that γ ∇ x ϕ,ỹ ∇ θ ϕ is nowhere vanishing on B. Furthermore, we can write
Proof. By Proposition 1.15, we have that Φ is elliptic if and only if ι 2,2 SG (Φ) is nowhere vanishing on B. We can also write,
Since π 1,0 and π 0,1 are elliptic, (ι We may then look at the map λ ϕ :
We want to find an analogue to this function on (
extends it to (parts of) the boundary. We start by considering the map
We may compactify the image space to B d ×B s , by means of the map ι × ι, to look at the extension of
Remark 2.3. This construction may be visualized through the following commuting diagram:
Indeed, we know by Theorem 1.5 that the map (ι
is smooth up to the boundary. We will show that, close to the boundary components of E, this property yields the desired extension ofλ ϕ .
o by (2.1), can be extended as a smooth map to the subset
Proof. Since ι is a diffeomorphism, it is clear thatλ ϕ is smooth in the interior, i.e.
So, it is enough that we look at (2.1) for |y|, |γ| > 2/3. It is also clear that we have to prove the existence of the extension only for the second component ofλ ϕ , since the first one coincides with pr 1 , the projection on the first set of variables, which is of course smoothly extendable from the interior to the whole of B d × B s .
By Definition 1.2 and Proposition 1.14, we have, for a vector-valued symbol
Then,λ ϕ can be extended smoothly to
with arbitrary r , 1 > r > 2/3. In fact, this is clearly true for the first term appearing in the argument of ι in the right hand side of (2.4). For the second term, it is enough to observe that, by Theorem 1.5, for any
, that is, alsop is smooth on A 1 . Moreover, the values of both such extensions to A 1 remain bounded, and ι is smooth on R d . This implies that λ ϕ can be smoothly extended to any point in B e .
We now consider the subset of B d × B s given by
r > r > 2/3, so that, of course, B ell ⊂ A 2 . Observe that, again by Definition 1.2 and Proposition 1.14, we can also write, for a vector-valued symbol q ∈ SG 0,0 , (2.5)
q can be extended smoothly to B d × B s , since, by Theorem 1.5, for any q ∈ SG 0,0
. By Propositions 1.14 and 1.15, Definition 1.17 and Remark 1.18, at points (y 0 , γ 0 ) ∈ B ell we have
In the former case, the norm of the first term in the argument of ι in the right hand side of (2.5) tends to +∞ when |γ| → 1 − . Then, sufficiently close to (y 0 , γ 0 )
we have
is smooth up to the boundary. Moreover,
so such an expression cannot vanish close to (y 0 , γ 0 ), since |∇ x ϕ ψ (ι −1 (y 0 ), γ 0 )| = k > 0 and |γ ·q(y, γ)| < k/2 for (y, γ) ∈ V , suitably small neighborhood of (y 0 , γ 0 ), by |γ(γ 0 ) ·q(y 0 , γ 0 )| = 0. Then the smooth extendability of (2.6) to points in B ell ∩ B ψ follows.
The remaining case, that is, the result for (y 0 , γ 0 ) ∈ B ell ∩ B ψe , follows in a similar way, writing
with p ∈ SG −1,1 , q ∈ SG 0,0 and ∇ x ϕ(y 0 , γ 0 ) = 0, so that
with the last two terms smoothly extendable to (y 0 , γ 0 ) and vanishing there. The proof is complete.
Remark 2.5. Observe that, in view of the assumption (1.7),λ ϕ is well defined in a neighborhood of C ϕ . In fact, by Propositions 1.14 and 1.15, Definition 1.17, Remark 1.18, and Lemma 2.2, at points (y 0 , γ 0 ) ∈ C ϕ we necessarily haveγ∇ yφ (y 0 , γ 0 ) = 0 ⇔ |∇ x ϕ| 2 is elliptic at (y 0 , γ 0 ). Since this is equivalent to the fact that ι 0,1 SG (∇ x ϕ) does not vanish at (y 0 , γ 0 ), the same holds, by continuity, in a neighborhood of (y 0 , γ 0 ) in B.
We are now able to obtainΛ ϕ in terms ofλ ϕ and C ϕ :
For the sake of brevity, we omit the details of the proof, which follows the same methods used in the proof of Proposition 2.4 above. We now impose a regularity condition on ϕ, namely, its (SG−)non-degeneracy. 
We recall that, by Lemma 2.2, C ϕ is the set of boundary elements (y 0 , γ 0 ) jointly annihilated byỹ ∇ θ ϕ, j = 1, . . . , s. From that we are able to obtain a similar set-up for the different components of C ϕ , detailed in the next Proposition 2.8.
Then, the following properties hold true. • may be calculated as Sinceλ ϕ is smooth up to the boundary in a neighborhood of C ϕ , we obtain a similar statement forΛ ϕ , in view of Lemma 2.6.
Then, the following properties hold true. 
The aspect of clean intersection in Proposition 2.9 may be schematically visualized in 3 dimensions, where the variables parallel to the corner, (y , η ), are compressed into one direction, see Figure 1 . 
Proof. By Definition 1.23,
By Theorem 1.12 we have that |∇ θ ϕ| 2 is elliptic at (y 0 , γ 0 ) ∈ B if and only if the corresponding principal symbol is non-vanishing at the corresponding point (x 0 , θ 0 ) ∈ B. By Proposition 1.14, we have
for any of the components σ • ∈ {σ e , σ ψ , σ ψe } of the principal symbol, and the assertion follows.
Remark 2.11. Note that the C ψ ϕ -component coincides with the standard notion C ϕ for a homogenous phase function ϕ ψ .
Lemma 2.12. Similarly to Lemma 2.10, we define the triple (Λ
Proof. We start with the proof for Λ ψ ϕ , which coincides with the classical definition of the manifold of stationary points for a classical homogeneous phase function. We have, by Lemma 2.6,
By Lemma 2.2 we haveỹ ∇ θ ϕ(y, γ) = 0 on C ϕ . Thus, in view of the same Lemma, γ ∇ x ϕ(y, γ) = 0. Recalling (2.6) from the proof of Proposition 2.4 and using the fact thatγ vanishes on C ψ ϕ and Remark 2.1, we can write
where we have made use of the characterization of the principal symbol in Proposition 1.15 and of the commutativity property of differentiation and principal symbol map in Proposition 1.14. Making use of the homogeneity of ϕ ψ , we may write this simply as
which is the definition of Λ ψ ϕ , as claimed. In the same way we can write
where we have again made use of Proposition 1.15. The characterization of the corner component Λ ψe ϕ follows in exactly the same way.
As mentioned in the introduction to this subsection, it is a well-known result from the classical theory of Lagrangian submanifolds that Λ ψ ϕ as defined in Lemma 2.12 is a conic Lagrangian submanifold of
if it is conic in the second variable and the symplectic two-form ω vanishes over it. Equivalently one is able to obtain this by the vanishing of the canonical (or tautological) one-form α ψ (we refer to Chapter 3.7. of [19] for the details). In what follows, we will obtain an analogous statement for Λ e .
From the discussion in [19] we deduce that the two formulations of a closed d-dimensional submanifold being conic Lagrangian are equivalent by noticing that (using local canonical coordinates)
where the vector field ψ = ξ ·∂ ξ can be invariantly obtained through the definition
, that is, as the generator of the dilation in the fiber variable, see Section 21.1 in [28] .
. Define a vector field e on T * M by setting,
In local coordinates we have
Thus we have, in local canonical coordinates, α e = −i e ω = −xdξ, and therefore, again, dα e = ω. We can now obtain Lemma 2.14. Let ϕ be a non-degenerate classical SG-phase function. Then α e vanishes on Λ e ϕ .
Remark 2.15. We remark that, to our best knowledge, Lemma 2.14 indeed requires its own proof, and cannot be simply "deduced by symmetry" from the classical theory, due to the "asymmetrical definition" of Λ ϕ with respect to x and θ.
Proof. We adopt here the notation in [19] , and denote the induced coordinates on T x M by δx. We first notice that Λ e ϕ is, by definition, the image of
which is a smooth manifold by non-degeneracy of ϕ, under the map λ e ϕ = (pr 1 , ∇ x ϕ e ).
We can thus calculate its tangent space in terms of that of the preimage
is given by
and we thus have
Furthermore,
Computing α e = x · dξ on such a vector, we see that
Since ϕ e is 1-homogeneous in the first set of variables, by Euler's theorem for homogeneous functions this equals to
This proves the assertion.
We note an additional property that these kind of submanifolds, arising from SG-classical phase functions, have. It can be viewed as a "conormality in the corner"-condition. Proof. On Λ ψe we have, by Euler's theorem for homogeneous functions applied twice, Figure 1 . Therefore, we have to consider a number of cases when we define such a "submanifold". We consider the case whereΛ intersects the corner. 
) and the intersection being clean, • on the associated conifications
• in canonical coordinates we have the conormality condition x, ξ | Λ ψe = 0.
The triple (Λ e , Λ ψ , Λ ψe ) is then called a conic SG-Lagrangian submanifold of T * R d .
The "degenerate cases" are then straightforward to define. If there is no intersection in the corner, then one of the submanifolds (which will no longer have a boundary) may be empty, or they form two disjoint submanifolds of W e SG and W ψ SG respectively. We may sum up the results of the previous subsection as follows:
Parametrization of SG-Lagrangians
In this section we prove our main results. We first investigate, in the next theorem, how one is always able to find a SG-classical phase function to locally parametrize the SG-Lagrangians.
locally parametrizable by a non-degenerate SG-classical phase function, that is,
a functionφ ∈γ −1ỹ−1 C ∞ (Ũ ) such that the corresponding (locally defined)
Proof. We will only consider the case where (y 0 , η 0 ) ∈ Λ ψe , since the other possible situations will be covered by the same argument. The outline of the proof is classical, cf. [24] and [28] , but here some tools from the theory of manifolds with corners are essential to achieve the result, as well as the extension ofλ ϕ and the symplectic structure "at infinity" discussed in Subsection 2.2.
and we may assume, possibly after a rearrangement of variables in a neighbourhoodŨ of (y 0 , η 0 ), that Λ ψe is parametrized as
where, for some s ≤ d − 1, we have that η = (η 2 , . . . , η s ) and y = (y s+1 , . . . , y d−1 ) are independent variables and the remaining variables,
are smoothly dependent on (y , η ). We may further assume that y d and η 1 do not vanish in the chosen coordinate neighbourhood, that is we have, for some 1 ≥ c > 0, y d > c and η 1 > c. Due to the clean intersection at the corner
we may find, accordingly, parametrizations of Λ e and Λ ψ near the corner point (y 0 , η 0 ), namelỹ
Here we have the independent coordinates (y , η 1 , η ) on Λ e and (y , y d , η ) on Λ ψ .
The remaining variables onŨ ∩ Λ ψ may be written as functions smooth up to the boundary, y =Ỹ e (y , η 1 , η ), η =H e (y , η 1 , η ),
we haveỸ
This choice of coordinates induces coordinates on the associated conifications
. That is, we may take, as independent variables on Λ e ,
In particular, x may be defined implicitly in terms of the map
We obtain that x = µ(id×ι) * Ỹ e (y , ξ ) =: X e (x , ξ ) is a smooth function of x and ξ and polyhomogeneous in ξ , of maximal degree 0. By |(x , x )| = µ it is further 1-homogeneous in x . Similarly we have that ξ = ι −1 (id × ι) * H e (y , ξ ) =: Ξ e (x , ξ ) is 0-homogeneous in x and polyhomogeneous in ξ .
We can thus write, locally near (
In the same way we may write, in coordinates
We now define phase functions parametrizing these conic submanifolds in the given neighbourhoods. We set
By the above definitions of Ξ e and X ψ we observe that φ e is 1-homogeneous in x and 1-polyhomogeneous in ξ, whereas φ ψ is 1-homogeneous in ξ and polyhomogeneous in x. In fact these functions, restricted to suitable neighbourhoods in
, respectively, may be written as
for large arguments and Proposition 1.15, we obtain the desired symbol properties. We now show that ϕ e and ϕ ψ may be obtained as the respective principal symbol components of a single SG-phase function. For that we calculate the principal symbols of φ e and φ ψ by the means of the proof of Proposition 1.15. Using
in case y n → y with y n ∈ (B d ) o and y ∈ S d−1 as well as (3.1) and (3.2) in (3.5) and (3.6) we obtain in the corner component
and thus we have
which is nothing else than x, ξ restricted to S d−1 × S d−1 in Λ ψe and thus vanishes by the conormality assumption. We are then able to, using (3.1) and (3.2) and Proposition 1.11, continue (φ e , φ ψ ) to a single SG-symbol with principal symbol (φ e , ϕ ψ , φ ψe ).
We note that, so far, the resulting phase function is by no means non-degenerate, since it is actually constant in the ξ -variables. Getting rid of these redundant variables, we may define ϕ :
for some arbitrary ξ 0 . We then obtain the components of the principal symbol ϕ • = σ • ϕ for • ∈ {e, ψ, ψe} and may defineφ ∈γ
We now have to see that the functions ϕ • indeed parametrize Λ ϕ . For that we gather, by α
We may then use these to compute, using (3.3) and (3.4),
We therefore have ∇ θ ϕ • = 0 if and only if x = X • (x , θ), and we have obtained
In a similar fashion, using the remaining two identities,
We can thus (locally) parametrize Λ • by ϕ • . The proof is complete.
Having established that we can always find a (local) parametrizing phase function for such an SG-Lagrangian, we now investigate when two such phase functions may be considered equivalent. Then, there exists a local homeomorphismκ of the boundary S → S that is defined in a neighbourhood of the (y 0 , γ 0,2 ) in the corresponding faces, which is smooth on each face and such thatφ 2 •κ =φ 1 | S . ). This is, however, not a drawback, since the principal symbols of ϕ i carry all the information about the asscociated sets of singularitiesΛ ϕ and C ϕ , by Lemmas 2.10 and 2.12.
Proof. We assume (y 0 , η 0 ) ∈ Λ ψe since again this case (with slight adaptations) includes the others. Indeed, the case ofΛ ψ ϕ is known from the classical theory and our proof follows the classical outline of [25] and [19] . We begin by arrangingφ 1 andφ 2 such that they agree "up to second order" on C ϕ 1 . Consider the mapsΦ 1 , Φ 2 given by
By Theorem 1.5 and Proposition 2.4, these maps are well-defined and smooth up to the boundary in a neighbourhood of C ϕ i . By Lemma 2.2 and Lemma 2.6 we have, for (y, γ) ∈ S,
By the implicit function theorem, that is Theorem A.10, and the non-degeneracy assumption ofφ i we may thus locally invert in each face S ψ ∪ S ψe = B d × S s−1 and S e ∪ S ψe = S d−1 ×B s separately, to obtain the two maps defined in neighbourhoods of (y 0 , γ 0,i )
We may set, in a neighbourhood of (y 0 , η 0 , 0),
We also note that pr 1 •λ ϕ i = id. Therefore, the compositions Ψ
where W
• is a neighbourhood of (y 0 , γ 0 ) in C
. We thendefinẽ
This yields a continuous function on the boundary S that is smooth in the interior of each boundary face up to the corner. If we look at it as the principal symbol of a phase function, by means of Proposition 1.15, we see that ψ agrees (at the boundary) up to second order with ϕ 1 on C ϕ 1 , since their differentials vanish there (recall Lemmas 2.10 and 2.12) and both functions are agree at the point (y 0 , γ 0,1 ).
We can now essentially argue as in [25] on each of the two faces. In fact, since all the objects involved are smooth up to the boundary of each face, Seeley's Extension Theorem allows us to extend them smoothly to a mirror copy of S • , across S ψe .
Such extensions, of course, still agree at S ψe , and it is then possible to consider, for instance, Taylor expansions around points in S ψe . To simplify the notation, in the sequel we omit the indication e, ψ of the face, since the expressions will be well-defined on both faces. Letφ andψ be two non-degenerate phase functions parametrizing the same Lagrangian and agreeing up to second order on C ϕ = C ψ , up to the boundary, in the sense above. Using this and the non-degeneracy of ϕ, settingh j =ỹ ∂ θ j ϕ(y, γ), j = 1, . . . , s, we can write, at any given point in C ϕ ,
for a symmetric matrixB = (b jk (y, γ)). The non-degeneracy ofψ is then equivalent to det(I +BÃ) = 0 at (y 0 , γ 0 ),
. WhenB is sufficiently small, we can show the equivalence betweenψ andφ. In fact, by Taylor expansion,
with a symmetric matrixC = (c jk ) j,k=1,...,s . Setting
we prove the assertion if we show that there exist a matrixW = (w j,k ) j,k=1,...,s such thatW + tWCW =B.
It is well known that, under the condition that the signatures ofÃ andC agree, this equation has a solution for smallB, which is in our cases implied by the hypothesis (2) and the fact that the two phase functions agree on C ϕ . The statement then follows, by determining a continuous family of non-degenerate phase functionsψ t , t ∈ [0, 1], such thatψ 0 =φ andψ 1 =ψ. In fact, two elementsψ s andψ t of such a family will be equivalent for |s − t| sufficiently small. Since the procedure can be performed separately on the two faces, andψ andφ agree to second order up to the boundary including the corner, they are equivalent also there. The details of this analysis, with reference to [25] , are left to the reader.
In this appendix we will present some results from the analysis on manifolds with corners that are employed in the study of SG-Lagrangians. There are different definitions of manifold with corners, see [36] , and, e.g. [30, 32] . Even if in the main part of this document we will only deal with finite-dimensional manifolds with corners, here we shortly recall the approach of [32] , which in its original formulation is based on quadrants in general Banach spaces. Therein, the results needed for our purposes (notably, Theorem A.17 below) are explained in full detail, within the complete presentation of this theory.
Definition A.1. Let E be a real Banach space -in the applications of this paper R d -and let Λ = {λ 1 , . . . , λ n } be a linearly independent system of elements of L(E, R). Then, the set
is called (Λ-)quadrant (of order n) of E. The notation E + λ is used when Λ = {λ}. Obviously,
The notion of differentiability on open subsets of a quadrant of E can be introduced exactly as on open subsets of E Definition A.2. Let E and F be real Banach spaces, Λ = {λ 1 , . . . , λ n } a system of linearly independent elements of L(E, R), U an open set of E + Λ , f : U → F a map, and x ∈ U . Then, if there exists an element u ∈ L(E, F ) such that
f is said to be differentiable at x, u is called differential of f at x and is denoted by Jf (x). If f is differentiable at every x ∈ U , f is said to be differentiable on U .
The notion of differentiability and of differential in Definition A.2 is well-defined and coincides with the ordinary one when Λ = ∅. The basic properties and notions of differentiability, such as continuous differentiability and higher order differentiability, carry over to this notion of differentiation on quadrants. In particular, we call f of class ∞, or smooth (up to the boundary) in a (relatively) open subset
continuous and differentiable at every x ∈ U . Alternative definitions of maps of class ∞ on E + Λ can be given in terms of existence of extensions on open sets of E including U , or on neighborhoods in E of points x ∈ U , which are continuously differentiable of any order with respect to the standard notion. The definitions are non-equivalent in general, but turn out to be equivalent if E is an Euclidean space, see [32] , Sections 1.1 and 2.1, for details. Definition A.3. Let X be a set. The triple (U, ν, (E, Λ)) is a chart on X if:
(1) U ⊆ X, E is a real Banach space, Λ is a finite system of linearly independent elements of L(E, R); Given a C ∞ -manifold X, the set {U ⊆ X : U is the domain of a chart on X} is a basis for a topology on X. The space of smooth maps among C ∞ -manifolds X and Y denoted by C ∞ (X, Y ) is defined in a completely similar fashion to the usual, finite-dimensional, way. In particular the tangent bundle may be defined in a neighbourhood U given by a chart as U × E and consequently over the full manifold by imposing contravariant transformation behaviour. The differential of a smooth map f : X → Y in local coordinates then induces a map df : T X → T Y . It can be proved that the value ind(x) is invariant under (smooth) diffeomorphisms 5 of class ∞, that is, it has an invariant meaning on a manifold X. This implies that also the notions of boundary and interior are invariantly defined on X. More generally, for any k ∈ N 0 , it is possible to define ∂ k X, the k-boundary of X, as the set of all points x ∈ X such that ind(x) ≥ k. Again, we set ∂X := ∂ 1 X.
Moreover, for any k ∈ N 0 , the set {x ∈ X : ind(x) = k} is denoted by B k X. The set B 0 X is called the interior of X.
, and, for all j ∈ {1, . . . , d}, (V
, where
Then, it turns out that
is an atlas of class ∞ on B n . Furthermore, the topology of of the manifold (
is the usual (subset) topology of
Proposition A.6. Let X, X be C ∞ -manifolds, f : X → X a diffeomorphism.
Then, for any k ∈ N, f (∂ k X) = ∂ k X . In particular, if ∂ 2 X = ∅, f is a diffeomorphism of ∂X onto ∂X .
It is well known that the finite Cartesian product of manifolds without boundary is a natural, well-defined construction, which yields another manifold without boundary. However, in the category of manifolds with boundary (i.e., ∂ 2 X = ∅),
there is no such a natural finite product construction. It turns out that the category of manifolds with corners is the suitable one in which to define finite Cartesian products. 
Example A.9. This proposition allows us to construct a differential structure on B d ×B s , s ∈ N, in terms of that in Example A.5, that turns this set into a manifold with corners of codimension 2 such that
It is a remarkable aspect of this theory that the implicit function theorem extends to manifolds with corners, under a rather mild (and natural) additional condition on boundaries. In the next statement, given a map f : X × Y → Z, for any (a, b) ∈ X × Y , we write d 
We now state the definition of a submanifold (with corners) in this setting.
Definition A.11. Let X be a C ∞ -manifold and X ⊂ X. Then, X is a C ∞ -submanifold of X if, for every x ∈ X , there exist:
(1) a chart c = (U, ν, (E, Λ)) of X such that x ∈ U and ν(x ) = 0; (2) a closed linear subspace E of E that admits a closed topological supplement in E; (3) a finite linear system Λ of elements of L(E , R) such that ν(U ∩ X ) = ν(U ) ∩ E In particular, X o is an open submanifold of X and if ∂ 2 X = ∅, ∂X is a submanifold of X. In general, there is no relation between the boundary of X and that of a submanifold of X. This leads to the definition of special submanifolds, whose boundaries have "good positions" within the boundary of the ambient manifold.
Definition A.12. Let X be a submanifold of X. Then:
(1) X is a neat submanifold of X if ∂X = (∂X) ∩ X ; (2) X is a totally neat submanifold of X if, for all x ∈ X , ind X (x ) = ind X (x ), that is, B k X = X ∩ B k X for any k ∈ N 0 .
An equivalent condition for X to be a totally neat submanifold of X is that, for all x ∈ X ∩ B k X, ∂X = (∂X) ∩ X and T x X = (d x j )(T x X ) + (d x j)(T x B k X), where j : X → X and j : B k X → X are the canonical inclusions. The properties of being a neat or totally neat submanifold are invariant under diffeomorphisms. Definition A.13. Let f : X → X be a C ∞ -map and x ∈ X. f is called (smooth)
immersion at x if there is a chart c = (U, ν, (E, Λ)) on X such that ν(x) = 0, and a chart c = (U , ν , (E , Λ )) on X with ν (f (x)) = 0, such that f (U ) ⊆ U , E is a closed linear subspace of E which admits a topological supplement in E , ν(U ) ⊂ ν (U ) and ν • f |U • ν −1 : ν(U ) → ν(U ) is the inclusion map. If f is an immersion ∀x ∈ X, it is called immersion on X.
Theorem A.14. Let f : X → X be a smooth map and and x ∈ X with T x X finite dimensional such that f (x) ∈ (X ) o . Then, the following statements are equivalent:
(1) f is an immersion at x; (2) d x f is an injective map.
We now recall the definition of embeddings in this context, and describe how they can be characterized.
Definition A.15. Let f : X → X be a map of class p. Then, f is called embedding if it is an immersion and f : X → f (X) is a homeomorphism.
We may now give a characterization of embedded submanifolds.
Proposition A. 16 . Let X, X be C ∞ -manifolds and f : X → X a map. Then, the following statements are equivalent:
(1) f is a smooth embedding; (2) f (X) is a C ∞ -submanifold of X and f : X → f (X) is a diffeomorphism.
The next result, [32, Prop. 4.2.10], with which we conclude this subsection, shows that also on manifolds with corners the solutions to systems of equations give rise to submanifolds, provided that the corresponding differentials are linearly independent.
Theorem A.17. Let X be a smooth manifold and f 1 , . . . , f s : X → R ∈ C ∞ (X).
Consider the set Y = {x ∈ X : f 1 (x) = · · · = f s (x) = 0}, and suppose that, for every x ∈ Y , (d x (f 1 | B k X ), . . . , d x (f s | B k X )) is a linearly independent system of elements of (T x (B k X)) * , where k = ind(x). Then we have
(1) Y is a closed totally neat C ∞ -submanifold of X;
(2) T x (j)(T x Y ) = {v ∈ T x X : T x f 1 (v) = · · · = T x f n (v) = 0}, where j : Y → X is the inclusion map and x ∈ Y ; (3) For all x ∈ Y , codim x Y = s.
