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Abstract—One of the primary objectives of a distributed
storage system is to reliably store large amounts of source data
for long durations using a large number N of unreliable storage
nodes, each with clen bits of storage capacity. Storage nodes
fail randomly over time and are replaced with nodes of equal
capacity initialized to zeroes, and thus bits are erased at some
rate E . To maintain recoverability of the source data, a repairer
continually reads data over a network from nodes at a rate R,
and generates and writes data to nodes based on the read data.
The distributed storage source data capacity is the maximum
amount of source data that can be reliably stored for long periods
of time. We prove the distributed storage source data capacity
asymptotically approaches(
1− E
2 · R
)
·N · clen (1)
as N and R grow.
Equation (1) expresses a fundamental trade-off between net-
work traffic and storage overhead to reliably store source data.
Index Terms—distributed information systems, data storage
systems, data warehouses, information science, information the-
ory, information entropy, error compensation, mutual informa-
tion, channel capacity, channel coding, time-varying channels,
error correction codes, Reed-Solomon codes, network coding, sig-
nal to noise ratio, throughput, distributed algorithms, algorithm
design and analysis, reliability, reliability engineering, reliability
theory, fault tolerance, redundancy, robustness, failure analysis,
equipment failure.
I. OVERVIEW OF PRACTICAL SYSTEMS
A distributed storage system generically consists of inter-connected storage nodes, where each node can store a
large quantity of data. A primary goal of a distributed storage
system is to reliably store as much source data as possible for
a long time.
Commonly, distributed storage systems are built using
relatively inexpensive and generally not completely reliable
hardware. For example, nodes can go offline for periods of
time (transient failure), in which case the data they store is
temporarily unavailable, or permanently fail, in which case
the data they store is permanently erased. Permanent failures
are not uncommon, and transient failures are frequent.
Although it is often hard to accurately model failures, an in-
dependent failure model can provide insight into the strengths
and weaknesses of a practical system, and can provide a first
order approximation to how a practical system operates. In
fact, one of the primary reasons practical storage systems are
built using distributed infrastructure is so that failures of the
infrastructure are as independent as possible.
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Distributed storage systems generally allocate a fraction of
their capacity to storage overhead, which is used to help main-
tain recoverability of source data as failures occur. Redundant
data, which can be used to help recover lost source data, is
generated from source data and stored in addition to source
data. A repairer reads stored data to regenerate and restore
lost data as failures occur.
For practical systems, source data is generally maintained
at the granularity of objects, and erasure codes are used to
generate redundant data for each object. For a (n, k, r) erasure
code, each object is segmented into k source fragments, an
encoder generates r = n − k repair fragments from the k
source fragments, and each of these n = k + r fragments is
stored at a different node. An erasure code is MDS (maximum
distance separable) if the object can be recovered from any k
of the n fragments.
Replication is an example of a trivial MDS erasure code, i.e.,
each fragment is a copy of the original object. For example,
triplication can be thought of as using the simple (3, 1, 2)
erasure code, wherein the object can be recovered from any
one of the three copies. Many distributed storage systems use
replication.
Reed-Solomon codes [2], [3], [5] are MDS codes that are
used in a variety of applications and are a popular choice
for storage systems. For example, [22] and [19] use a (9, 6, 3)
Reed-Solomon code, and [24] uses a (14, 10, 4) Reed-Solomon
code. These are examples of small code systems, i.e., systems
that use small values of n, k and r.
Since a small number r + 1 of failures can cause source
data loss for small code systems, reactive repair is used, i.e.,
the repairer operates as quickly as practical to regenerate frag-
ments lost from a node that permanently fails before another
node fails, and typically reads k fragments to regenerate each
lost fragment. Thus, the peak read rate is higher than the
average read rate, and the average read rate is k times the
failure erasure rate.
As highlighted in [24], the read rate needed to maintain
source data recoverability for small code systems can be
substantial. Modifications of standard erasure codes have been
designed for storage systems to reduce this rate, e.g., local
reconstruction codes [20], [24], and regenerating codes [14],
[17]. Some versions of local reconstruction codes have been
used in deployments, e.g., by Microsoft Azure.
There are additional issues that make the design of small
code systems complicated. For example, placement groups,
each mapping n fragments to n of the N nodes, are used to
determine where fragments for objects are stored. An equal
amount of object data should be assigned to each placement
group, and an equal number of placement groups should map
a fragment to each node. For small code systems, Ceph [29]
recommends 100·Nn placement groups, i.e., 100 placement
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groups map a fragment to each node. A placement group
should avoid mapping fragments to nodes with correlated
failures, e.g., to the same rack. Pairs of placement groups
should avoid mapping fragments to the same pair of nodes.
Placement groups are continually remapped as nodes fail and
are added. These and other issues make the design of small
code systems challenging.
The paper [30] introduces liquid systems, which use erasure
codes with large values of n, k and r. For example, n = N and
a fragment is assigned to each node for each object, i.e., only
one placement group is used for all objects. The RaptorQ code
[4], [6] is an example of an erasure code that is suitable for a
liquid system, since objects with large numbers of fragments
can be encoded and decoded efficiently in linear time.
Typically r is large for a liquid system, thus source data
is unrecoverable only when a large number of nodes fail. A
liquid repairer is lazy, i.e., repair operates to slowly regenerate
fragments erased from nodes that have permanently failed. The
repairer reads k fragments for each object to regenerate around
r fragments erased over time due to failures, and the peak read
rate is close to the average read rate. The peak read rate for
the liquid repairer described in Section VI, is within a factor
of two of the lower bounds on the read rate, and the peak read
rate for the advanced liquid repairer described in Section VII
asymptotically approaches the lower bounds.
There are a number of possible strategies beyond those
outlined above that could be used to implement a distributed
storage system. One of our primary contributions is to provide
fundamental lower bounds on the read rate needed to maintain
source data recoverability for any distributed storage system,
current or future, for a given storage overhead and failure rate.
II. DISTRIBUTED STORAGE MODEL
We introduce a model of distributed storage which is
inspired by properties inherent and common to systems de-
scribed in Section I. This model captures some of the essential
features of any distributed storage system. All lower bounds
are proved with respect to this model.
A. Architecture
Figure 1 shows an architectural overview of the distributed
storage model. A storer generates data from source data
x ∈ {0, 1}xlen received from a source, and stores the generated
data at nodes. In our model we assume the source data
is randomly and uniformly chosen, and let random variable
X ∈U {0, 1}xlen, where ∈U indicates randomly and uniformly
chosen. Thus, ||X|| = H (X) = xlen, where ||X|| is the
length of X and H (X) is the entropy of X .
Figure 2 shows the nodes of the distributed storage system,
together with the network that connects each node to a repairer.
Each of N nodes C0, . . . , CN−1 can store clen bits, and the
capacity is N · clen. The storage overhead β is the fraction
of capacity available beyond xlen, i.e.,
β = 1− xlen
N · clen , (2)
thus xlen = (1− β) ·N · clen.
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Fig. 2: Storage nodes and repairer model.
As nodes fail and are replaced, a repairer continually reads
data from the nodes, computes a function of the read data, and
writes the computed data back to the nodes. The repairer tries
to ensure that the source data can be recovered at any time
from the data stored at the nodes.
As shown in Figure 1, after some amount of time t passes,
a recoverer reads data from the nodes to generate x′, which
is provided to a destination, where x is reliably recovered if
x′ = x. The goal is to maximize the amount of time t the
recoverer can reliably recover x.
B. Failures
A failure sequence determines when and what nodes fail
as time passes. A failure sequence is a combination of two
sequences, a timing sequence
t0 ≤ t1 ≤ · · · ≤ ti · · · ,
where for index i, ti is the time at which a node fails, and an
identifier sequence
y0, y1, . . . , yi, . . . ,
where yi is the identifier of the node that fails at time ti.
All clen bits stored at node yi are immediately erased at
time ti when the node fails, i.e., all clen bits of node yi
are initialized to zero at time ti when the node fails. This
can be viewed as immediately replacing a failed node with a
replacement node with storage initialized to zeroes. Thus, at
each time there are N nodes.
A primary objective of practical distributed storage archi-
tectures is to distribute the components of the system so
that failures are as independent as possible. Poisson failure
distributions are an idealization of this primary objective,
and are often used to model and evaluate distributed storage
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systems in practice. For a Poisson failure distribution with rate
λ, the time between when a node is initialized and when it
fails is an exponential random variable with rate λ, i.e., 1λ is
the average lifetime of a node between when it is initialized
and when it fails. Our main lower bounds in Section V are
with respect to Poisson failure distributions.
C. Network
The model assumes there is a network interface between
each node and the system over which all data from and to the
node travels. One of the primary lower bound metrics is the
amount of data that travels over interfaces from nodes to the
system, which is counted as data read by the system. For the
lower bounds, this is the only network traffic that is counted.
All other data traffic within the system, i.e. data traffic across
the system, data traffic over an interface from the system to
nodes, or any other data traffic that does not travel over an
interface from a node to the system, is not counted for the
lower bounds. It is assumed that the network is completely
reliable, and that all data that travels over an interface from
a node to the system is instantly available everywhere within
the system.
D. Storer
A storer takes the source data x and generates and stores
data at the nodes in a preprocessing step when the system is
first initialized and before there are any failures. We assume
that the recoverer can reliably recover x from the data stored
at the nodes immediately after the preprocessing step finishes.
For simplicity, we view the storer preprocessing step as
part of the repairer, and any data read during the storer
preprocessing step is not counted in the lower bounds.
For the lower bounds, there are no assumptions about how
the storer generates the stored data from the source data, i.e.
no assumptions about any type of coding used, no assumptions
about partitioning the source data into objects, etc. As an ex-
ample, the source data can be encrypted, compressed, encoded
using an error-correcting code or erasure code, replicated, or
processed in any other way known or unknown to generate
the stored data, and still the lower bounds hold. Analogous
remarks hold for the repairers described next.
E. Repairer
A repairer ensures that the source data is recoverable when
data generated from the source data is stored at the unreliable
nodes. A repairer for a system operates as follows. The
identifier yi is provided to a repairer at time ti, which alerts
the repairer that all clen bits stored on node yi are lost at
that time. As nodes fail and are replaced, the repairer reads
data over interfaces from nodes, performs computations on the
read data, and writes computed data over interfaces to nodes.
A primary metric is the number of bits the repairer reads over
interfaces from storage nodes.
Let Lseq(t) = (tseq, yseq) be the failure sequence up till
time t, where tseq = {t0, . . . , t`}, yseq = {y0, . . . , y`}, and
` = arg maxi{ti ≤ t}. The repairer R has access to Lseq(t)
at time t at no cost.
Let V (t) be the bits stored in the global memory of R,
where vlen = ||V (t)||,
C0(t), . . . , CN−1(t)
be the bits stored at nodes 0, . . . , N − 1, respectively, where
clen = ||Cj(t)|| is the capacity of each node j, and
S(t) = {V (t), {C0(t), . . . , CN−1(t)}}
is the global state of the system at time t, where slen =
||S(t)||. Thus,
slen = vlen +N · clen
is the size of the global system state at any time t.
The actions of R at time t are determined by
(t, V (t),Lseq(t)). If a node j fails at time t then R is notified
at time t that node j failed and Lseq(t) is updated. If R
reads data over the interface from node j at time t (when to
read from node j is determined by (t, V (t),Lseq(t))) then the
amount and location of the data read from Cj(t) is determined
by (t, V (t),Lseq(t)). The data read over the interface from
node j in response to a request initiated at time t is assumed
to be instantaneously available, i.e. all of the requested data
is available at time t over the interface from node j.
V (t) can be used by the repairer to store the programs the
repairer executes, store information from the past, temporarily
store data read from nodes, perform computations on read
data, temporarily store computed data before it is written to
nodes, and generally to store any information the repairer
needs immediate access to that is not stored at the nodes.
The distinction between V (t) and the nodes is that V (t) is
persistent memory (not subject to any type of failure in the
model) and available globally to R (there is no read or write
cost for accessing V (t)). R can also store such information
at the nodes, but this information is subject to loss due to
possible failures.
Repairers are allowed to use an unbounded amount of
computation, since computation time is not a metric of interest
in the lower bounds. The granularity of how much data is
read or written in one step is unconstrained, e.g. one bit
or Terrabytes of data can be read over an interface from a
node during a read step, and the lower bounds still hold.
The granularity of the timing of read and write steps is also
unconstrained, e.g. there may be a read step each nanosecond,
or every twenty minutes.
Local-computation repairers, inspired by [14] and [17], are
more powerful than repairers. The motivation for the local-
computation repairer model is that a node often has CPUs,
memory and storage, and often the impact of traffic between
storage and memory at a node is much less than the impact of
traffic over the interface from the node to the system. Thus, an
arbitrary amount of data may be accessed locally from storage
into local memory at a node, local CPUs may compute and
store in the local memory a much smaller amount of data from
the data accessed into local memory, and it is the much smaller
amount of data computed by the CPUs that is sent over the
interface from the node to the system. The model does not
count the data accessed from storage into local memory, it
only counts the data in the local memory that is read by the
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system over the interface from the node.
Formally, for a local-computation repairer, when data is to
be read over the interface from node j initiated at time t (when
to read from node j is determined by (t, V (t),Lseq(t))), a
copy of the entire global memory of the local-computation
repairer is assumed to be instantaneously available in the local
memory at node j at no cost. As the local computation at node
j progresses, the copy may evolve to be different than the
global memory of the local-computation repairer at time t, but
the only information the local-computation repairer potentially
receives about any changes to the copy in the local memory is
from the locally computed data read by the local-computation
repairer over the interface from node j. The locally computed
data is generated based on (t, V (t),Lseq(t), Cj(t)), and then
the locally computed data is read by the local-computation re-
pairer over the interface from node j. The local computational
power at node j and the throughput of the interface at node
j are assumed to be unlimited, and thus the locally computed
data requested at time t by the local-computation repairer is
available instantly at time t over the interface from node j.
Thus the data read over the interface from node j when
the request for the data is initiated at time t is determined
by (t, V (t),Lseq(t), Cj(t)). In this model only the locally
computed data is counted as data read over the interface from
node j; the data accessed from storage at node j to produce
the locally computed data (which could be all of Cj(t)) is not
counted.
For example, in the extreme a local-computation repairer
could locally access all data stored at a node to produce 1 KB
of locally computed data, and then only the 1 KB of locally
computed data is read over the interface from the node. In this
example, only 1 KB of data is counted towards data read by
the local-computation repairer. Thus there is a significant cost
to this generalization that is not counted in the amount of data
read from nodes by the repairer. These issues are discussed in
more detail in Section VIII.
A repairer is a special case of a local-computation repairer:
a repairer is simply a local-computation repairer where the
data accessed from storage at the node is directly sent over
the interface from the node to the repairer.
A repairer may employ a randomized algorithm, which
could be modeled by augmenting the repairer with random
and independently chosen bits. However, since the repairer is
deterministic for a fixed setting of the random bits and the
lower bounds hold for any deterministic repairer, the same
lower bounds hold for any randomized repairer. Thus, we
describe lower bounds only for deterministic repairers, noting
that all the lower bound results immediately carry over to
randomized repairers.
F. Recoverer
For any repairer R there is a recoverer A such that if the
source data is x and the state at time t is S(t) when the repairer
is R then A(S(t)) should be equal to x.
Source data x is recoverable at time t with respect to
repairer R and recoverer A if A(S(t)) = x. Source data
x is unrecoverable at time t with respect to repairer R and
recoverer A if A(S(t)) 6= x.
G. Applying the lower bounds to real systems
The description of the model makes some very unrealis-
tic assumptions about how real systems operate in practice.
However, it is these assumptions that ensure that the lower
bounds apply to all real systems. Consider a real system where
nodes fail randomly as in the model, but also portions of the
network intermittently fail, network bandwidth availability is
limited and varying between different parts of the system,
memory is not completely reliable, multiple distributed semi-
autonomous processes are interacting with different sets of
nodes, responses are not immediate to data requests over node
interfaces, processes are not immediately notified when nodes
fail, notification of node failure is not global, nodes are not
immediately replaced, computational resources are limited,
etc. We describe an omniscient agent acting with respect to
the model in the role of the repairer, where the agent emulates
the processes and behaviors of the real system. This shows the
lower bounds also apply to the real system.
In the model, nodes that fail are immediately replaced and
the agent is immediately notified. In the real system, a failed
node may not be replaced immediately. Thus, to emulate the
real system, the agent disallows any response to a request to
read or write data to a failed node from a process until the time
when the node would have been replaced in the real system.
In the real system, notifications of node failures may not
be instantaneous, and only some processes may be notified.
Thus, the agent only notifies the appropriate processes of node
failures when they would have been notified in the real system.
In the model, the agent receives an immediate and complete
response to a request for data over an interface to a node.
In the real system, interfaces can have a limited amount of
bandwidth, and there can be delays in delivering responses
to requests for data by processes over a node interface due
to computational limits or other constraints. Thus, the agent
delivers data to requesting processes with the delays and at
the speed of the real system.
In the real system, only a small portion of the global
memory state may be available in the local memory of a node
when local-computation repair is used. Thus, the agent may
only need a small portion of the global memory at the node
to emulate a local-computation repairer of the real system.
In the model, the agent acting as a repairer has one global
memory. In the real system, repair may be implemented by a
distributed set of processes R1, . . . ,Ri executing concurrent
reads and writes over node interfaces, each with their own
private memory V1(t), . . . , Vi(t) at time t. The agent R can
emulate R1, . . . ,Ri as follows. The global memory of R is
V (t) = {V1(t), . . . , Vi(t)}.
If processes Ri and Rj send bits between their local memories
at time t then these same bits are copied between Vi(t) and
Vj(t) by R at time t. The movement of data between the
local memories of the processes that the agent is emulating
is at no cost. Thus, the lower bound on the amount of data
read over interfaces from nodes by R in the model is a lower
bound on the amount of data read over interfaces from nodes
by R1, . . . ,Ri.
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In the model, the agent has a single interface with each node.
In the real system, a node can have multiple interfaces. These
multiple interfaces are considered as one logical interface by
the agent when counting the amount of data traveling over
interfaces from nodes to the agent, and the agent delivers
data traveling over the multiple interfaces to the appropriate
requesting processes of the emulated real system.
The count of data traffic for the lower bounds is conserva-
tive, i.e. the amount of data that travels over interfaces from
nodes to the agent is a lower bound on the amount of data
traveling over the network in the real system.
Thus, a real system, whether it is perfectly architected and
has non-failing infinite network bandwidth, zero computational
delays, instant node failure notification, or whether it is more
realistic as described above, can be emulated by the agent in
the model as described above. Since the lower bounds apply
to the agent with respect to the model, the lower bounds also
apply to any real system.
H. Practical parameters example
A practical system can have N = 105 nodes, clen = 1016
bits of capacity at each node, thus N ·clen = 1021. The amount
of storage needed by the repairer to store its programs and
state generously is at most something like vlen = 1013 bits.
Generally, clen >> vlen >> N . We assume clen ≥ N and
vlen << N · clen in our bounds with respect to growing N .
Practical values of β range from 2/3 (triplication) to 1/20
and smaller. In the example, xlen = (1−β) ·N · clen ≈ 1021.
In practice nodes fail each few years, e.g., 1/λ = 3 years.
III. EMULATING REPAIRERS IN PHASES
We prove lower bounds based on considering the actions
of a repairer R, or local-computation repairer R, running in
phases on a failure sequence. Each phase considers a portion
of a failure sequence with M failures, where each of the M
failures within a phase are distinct, as described in more detail
below.
For any M ≤ N , we write
〈y0, . . . , yM−1〉
when all identifiers are distinct, i.e., yi 6= yi′ for 0 ≤ i 6= i′ ≤
M − 1. We write
〈y0, . . . , yj−1, Yj , . . . , YM−1〉
when 〈y0, . . . , yj−1〉 are distinct identifiers, random variable
Yj is defined as
Yj ∈U {0, . . . , N − 1} − {y0, . . . , yj−1},
and for i = j + 1, . . . ,M − 1, random variable Yi is defined
as
Yi ∈U {0, . . . , N − 1} − {y0, . . . , yj−1, Yj , . . . Yi−1},
where ∈U indicates randomly and uniformly chosen. Thus,
〈y0, . . . , yj−1, Yj , . . . , YM−1〉 is a distribution on distinct iden-
tifiers.
A phase consists of executing R on a portion of a failure
sequence (tseq, yseq), where
tseq = {t0, t1, . . . , tM−1}
is the portion of the timing sequence and
yseq = 〈y0, y1, . . . , yM−1〉
is the portion of the identifier sequence that is revealed to R
as the phase progresses.
Before a phase begins, the storer generated and stored data
at the nodes based on source data x, and the repairer R has
been executed with respect to a failure sequence up till time
t−0 , where t
−
0 is just before the time of the first failure of the
phase at time t0. We assume that the recoverer A can recover
source data x from the state S(t−0 ).
Conceptually, there are two executions of R on (tseq, yseq)
in a phase. The first execution runs R normally from t−0 to
t+M−1 starting system state S(t
−
0 ) and ending in S(t
+
M−1),
where t−0 is just before t0, and t
+
M−1 is just after tM−1. Thus,
the failures at times t0 and tM−1 are within the phase, but R
does not read any bits before t0 or after tM−1 in the phase.
The following compressed state is defined by the first
execution of R. For i = 1, . . . ,M − 1, let Ryi be the
concatenation of the bits read by repairer R over the interface
from node yi between t0 and ti. More generally, if R is a
local-computation repairer, then Ryi is the concatenation of
the locally-computed bits read by R over the interface from
node yi between t0 and ti. Let
D = {V (t−0 ), {Cj(t−0 ) : j 6∈ yseq}, {Rj : j ∈ yseq}}
be the compressed state with respect to (x, (tseq, yseq)). The
first execution of R shows that D can be generated based on
repairer R, S(t−0 ) and (tseq, yseq).
The second execution uses the compressed state D in place
of S(t−0 ) to emulate R on (tseq, yseq) and arrive in the same
final state S(t+M−1) as the first execution. The initial memory
state of R is set to V (t−0 ) and the state of node j is initialized
to Cj(t−0 ) for all j /∈ yseq. Function f : {0, . . . , N − 1} →
{0, 1} is initialized as follows: f(j) = 1 if j ∈ yseq and
f(j) = 0 if j 6∈ yseq. R is emulated from t−0 to t+M−1 the
same as in the first execution with the following differences.
When R is to read bits over the interface from node j at time
t: if f(j) == 0 then the requested bits are read from Sj(t);
if f(j) == 1 then the requested bits are provided to R from
the next portion of Rj not yet provided to R. When R is to
write bits to a node j at time t: if f(j) == 0 then the bits
are written to Sj(t); if f(j) == 1 then the write is skipped.
At time t when j ∈ yseq first fails within the phase, f(j) is
reset to 0 and Sj(t) is initialized to all zero bits.
If R is a local-computation repairer instead of a repairer
then when R is to produce and read locally-computed bits
over the interface from node j at time t and f(j) == 0 the
requested bits are locally-computed by R based also on Cj(t).
It can be verified that the state of the system is S(t+M−1)
at the end of the emulation, whether R is a repairer or a
local-computation repairer. Thus, (S(t+M−1), (tseq, yseq)) can
be generated from (D, (tseq, yseq)) based on R.
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A key intuition is that if repairer R doesn’t read enough data
over interfaces from nodes that fail before they fail during
a phase then ||D|| < xlen and thus x cannot be reliably
recovered from D. On the other hand, x is recoverable at time
t+M−1 by A only if x can be recovered from D since D can
generate S(t+M−1) and A(S(t
+
M−1)) is supposed to equal x.
Thus, if repairer R doesn’t read enough data over interfaces
from nodes that fail before they fail during a phase then x is
unrecoverable at time t+M−1 by A. We formalize this intuition
below.
We let
x→(tseq,yseq) D →(tseq,yseq) x′
indicate that source data x is mapped before the start of the
phase to a value of S(t−0 ) by R, which in turn is mapped
by (tseq, yseq) to a value D by the first execution of the
emulation of R, which is mapped to a value of S(t+M−1) by
(tseq, yseq) by the second execution of the emulation of R,
which in turn is mapped by A to a value x′ ∈ {0, 1}xlen.
Compression Lemma 3.1: For any repairer or local-
computation repairer R and recoverer A, for any (tseq, yseq),
for any
X ⊆ X(tseq,yseq) =
{
x : x→(tseq,yseq) D ∈ {0, 1}xlen−`
}
,
PrX,(tseq,yseq)
[
(X ∈ X ) ∧ (X recoverable at t+M−1)
]
≤ 2−`.
Proof For any (tseq, yseq), for any X ⊆ X(tseq,yseq), for any
x ∈ X ,
x→(tseq,yseq) D →(tseq,yseq) x′
for some D ∈ {0, 1}xlen−` and some x′ ∈ {0, 1}xlen. Since
D ∈ {0, 1}xlen−`, the number of possible x′ values is at most
2xlen−`, thus x = x′ for at most 2xlen−` of the x ∈ X .
Let
ulen =
∑
j∈yseq
||Rj || (3)
with respect to (x, (tseq, yseq)) be the total length of data read
by R from nodes that fail before their failure in the phase.
Then,
||D|| = vlen + (N −M) · clen + ulen (4)
with respect to (x, (tseq, yseq)). Let
olen = N · clen− xlen + vlen + 1, (5)
and let
F =
⌈
olen
s
⌉
(6)
be the minimal number of nodes so that F · clen ≥ olen. Let
β′ =
F
N
(7)
Note that
β ≤ β′ ≤ β + vlen + 1
N · clen +
1
N
.
Generally, β′ ≈ β, e.g., for the practical system described in
Subsection II-H, β′ ≤ β + 10−7 + 10−4.
Hereafter we set M = 2 ·F < N , which implies β′ < 1/2.
This restriction is mild since β′ → 0 is more interesting in
practice than β′ ≈ 1.
Compression Corollary 3.2: For any repairer or local-
computation repairer R and recoverer A, for any (tseq, yseq),
for any
X ⊆ X(tseq,yseq) = {x : ulen ≤ (F − 1) · clen}
where ulen is defined with respect to (x, (tseq, yseq)),
PrX,(tseq,yseq)
[
(X ∈ X ) ∧ (X recoverable at t+M−1)
]
(8)
≤ 2−clen.
Proof Follows from Compression Lemma 3.1 with M = 2 ·
F ≤ N , ` = clen, and using Equations (4), (5), (6).
Note that 2−clen is essentially zero in any practical setting. For
example, 2−clen ≤ 10−3·1015 for the settings in Section II-H.
Note that Compression Lemma 3.1 and Compression Corol-
lary 3.2 rely upon the assumption that the source data is
uniformly distributed, and this is the root of the dependency
of all subsequent technical results on this assumption.
A natural relaxation of this assumption is that the source
data has high min-entropy, where the min-entropy is the log
base two of one over the probability of x, where x is the most
likely value for the source data. Thus the min-entropy of the
source data is always at most xlen.
Since the source data for practical systems is composed of
many independent source objects, typically the min-entropy of
the source data for a practical system is close to xlen. It can
be verified that all of the lower bounds hold if the min-entropy
of the source data is universally substituted for xlen.
IV. CORE LOWER BOUNDS
From Compression Corollary 3.2, a necessary condition for
source data x to be reliably recoverable at the end of the phase
is that repairer or local-computation repairer R must read a
lot of data from nodes that fail during the phase, and R must
read this data before the nodes fail.
On the other hand, R cannot predict which nodes are going
to fail during a phase, and only a small fraction of the nodes
fail during a phase. Thus, to ensure that enough data has been
read from nodes that fail before the end of the phase, a larger
amount of data must be read in aggregate from all the nodes.
Core Lemma 4.1, the primary technical contribution of this
section, is used to prove Core Theorem 4.2 and all later results.
Fix x, tseq = {t0, . . . , tM−1}, and yseq = 〈y0, . . . , yM−1〉.
For i ∈ {0, . . . ,M −1}, let tseqi = {t0, . . . , ti} be a prefix
of tseq, and let yseqi = 〈y0, . . . , yi〉 be a prefix of yseq. For
i ∈ {0, . . . ,M − 1}, j ∈ {0, . . . , N − 1}, let
rleni,j
with respect to (x, (tseqi, yseqi−1)) be the amount of data
read from node j up till time ti. For i ∈ {0, . . . ,M − 1}, let
rleni =
∑
j∈{0,...,N−1}
rleni,j
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with respect to (x, (tseqi, yseqi−1)). Let
uleni = rleni,yi
with respect to (x, (tseqi, yseqi)) be the total number of bits
read from the node yi up till it fails at time ti. Then,
ulen =
M−1∑
i=1
uleni
with respect to (x, (tseq, yseq)), where ulen is defined in
Equation (3).
Core Lemma 4.1: Fix β′ < 1/2. Fix c > 0 and let
δc = 2 · F · e−
2c·F
4 +c . (9)
For i = 1, . . . , 2 · F − 1, let
Γi = (1− c) ·
i · (N − i+12 ) · clen
2 · F − 1 . (10)
For any repairer or local-computation repairer,
Prx,(tseq,Yseq)
[(∀2·F−1i=1 rleni < Γi) ∧ (ulen > (F − 1) · clen)]
≤ δc,
for any x , tseq, and Yseq = 〈y0, Y1 . . . , Y2·F−1〉 for any y0.
Proof Fix x, tseq and y0. The parameterization with respect
to x and tseq are implicit in the remainder of the proof.
Fix η = (F − 1) · clen. We first prove that for any repairer
or local-computation repairer R′ there is a repairer or local-
computation repairer R such that
Pr
[(∀2·F−1i=1 rlen′i < Γi) ∧ (ulen′ > η)] (11)
≤ Pr [ulen > η]
and
Pr
[∀2·F−1i=1 rleni < Γi] = 1 (12)
with respect to 〈y0, Y1 . . . , Y2·F−1〉, and where rlen′i and ulen′
are defined with respect to R′ and rleni and ulen are defined
with respect to R.
Let predicate P be defined as follows on input
〈y0, . . . , yM−1〉.
P is true ⇐⇒ ∀2·F−1i=1 rlen′i < Γi
with respect to 〈y0, . . . , yM−1〉.
R acts the same way as R′ with respect to 〈y0, . . . , yM−1〉
for which P is true, thus rleni = rlen′i for i = 1, . . . ,M − 1,
and ulen = ulen′, with respect to 〈y0, . . . , yM−1〉 for which
P is true.
Fix 〈y0, . . . , yM−1〉 for which P is false, let
` = arg min
i=1,...,M−1
{rlen′i ≥ Γi}
with respect to 〈y0, . . . , yM−1〉. R acts the same way up
till time t`−1, but doesn’t read data from nodes after t`−1,
with respect to 〈y0, . . . , yM−1〉. Thus, rleni = rlen′i for
i = 1, . . . , ` − 1, rleni = rlen′`−1 for i = `, . . . ,M − 1,
with respect to 〈y0, . . . , yM−1〉. From this, ∀2·F−1i=1 rleni < Γi
with respect to any 〈y0, . . . , yM−1〉 for which P is false. Thus,
condition (12) holds for repairer R.
It can also be verified that ulen = ulen′ with respect to all
〈y0, . . . , yM−1〉 for which P is true. From this it follows that
Pr
[(∀2·F−1i=1 rlen′i < Γi) ∧ (ulen′ > η)]
= Pr [P = true ∧ ulen > η]
≤ Pr [ulen > η]
with respect to 〈y0, Y1 . . . , Y2·F−1〉, thus Inequality (11) holds.
The rest of the proof bounds Pr [ulen > η] for repairer or
local-computation repairer R, which provides the bound on
Inequality (11). It can be verified that
E [uleni] =
rleni −
∑i−1
`=1 ulen`
N − i (13)
with respect to 〈y0, . . . yi−1, Yi〉. Let
ρ =
(1− c) · clen
2 · F − 1 ,
τi =
i∑
`=1
` =
i · (i+ 1)
2
.
If
i−1∑
`=1
ulen` ≥ τi−1 · ρ (14)
with respect to 〈y0, . . . , yi−1〉 then
E [uleni] ≤ i · ρ (15)
with respect to 〈y0, . . . , yi−1, Yi〉. This follows from Equa-
tion (13), Condition (12), Inequality (14), and because
Γi − τi−1 · ρ
N − i = i · ρ.
Define z0 = 0, and for i = 1, . . . , 2 · F − 1,
Zi = zi−1 + uleni − i · ρ =
i∑
`=1
ulen` − τi · ρ (16)
with respect to 〈y0, . . . , yi−1, Yi〉, and define zi similarly with
respect to 〈y0, . . . , yi−1, yi〉. It can be verified that
τ2·F−1 · ρ = F · clen− c · F · clen = η − (c · F − 1) · clen,
thus
Pr [Z2·F−1 > (c · F − 1) · clen] = Pr [ulen > η] (17)
with respect to 〈y0, Y1, . . . , Y2·F−1〉.
It can be verified that
|zi − zi−1| ≤ clen
with respect to all 〈y0, . . . , yi−1, yi〉. Also, Equation (16) and
Inequalities (14) and (15) imply that if zi−1 ≥ 0 then
E [Zi] ≤ zi−1
with respect to 〈y0, . . . , yi−1, Yi〉. Thus, z0, Z1, . . . , Z2·F−1
with respect to 〈y0, Y1, . . . , Y2·F−1〉 satisfies the conditions of
Supermartingale Theorem 4.3 of Subsection IV-A with n =
2 · F − 1, c = clen, and α = (c · F − 1) · clen. Thus, from
Supermartingale Theorem 4.3 and Equation (17), it can be
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verified that
Pr [ulen > η] ≤ δc.
with respect to 〈y0, Y1, . . . , Y2·F−1〉. The lemma follows from
Inequality (11).
With the settings in Section II-H and β′ = 0.1, δc ≤ 3 · 10−7
when c = 0.1, and δc ≤ 2 · 10−39 when c = 0.2.
Core Theorem 4.2: Fix β′ < 1/2. Fix c with 0 ≤ c ≤ 1,
and Equation (9) defines δc. For any repairer R and recoverer
A, for any fixed tseq, with probability at least
1− (δc + 2−clen) ,
with respect to X and (tseq,Yseq), at least one of the
following two statements is true:
(1) There is an i ∈ {1, . . . ,M − 1} such that the average
number of bits read by the repairer between t−0 and t
−
i
per each of the i failures is at least
(1− c) · (1− β
′) · clen
2 · β′ . (18)
(2) Source data X is unrecoverable by A at time t+M−1.
Proof Apply Core Lemma 4.1 with respect to all x and
(tseq,Yseq). Apply Compression Corollary 3.2 with
X = {x : (∀2·F−1i=1 rleni < Γi) ∧ (ulen ≤ (F − 1) · clen)}
with respect to X and any (tseq, yseq). Use
Γi
i
≥ Γ2·F−1
2 · F − 1 ≥ (1− c) ·
(1− β′) · clen
2 · β′
for any i ∈ {1, . . . ,M − 1}, where Equation (10) defines Γi.
A. Supermartingale bound
We provide a probability bound used in the proof of Core
Lemma 4.1 that may be of independent interest. Any improve-
ment to this bound provides an immediate improvement to
Core Lemma 4.1. We generalize previous notation.
Supermartingale Theorem 4.3: Let, z0, Z1, . . . , Zn be a
random sequence of real-values defined with respect to another
random sequence {y0, Y1, . . . , Yn}, such that z0 = 0 and the
following conditions are satisfied for i = 1, . . . , n.
• zi is determined by {y0, y1, . . . , yi}.
• |zi − zi−1| ≤ c with respect to all {y0, . . . , yi−1, yi}.
• if zi−1 > 0 then E [Zi] ≤ zi−1 with respect to
{y0, . . . , yi−1, Yi}.
Then, for any α > 0,
Pr [Zn > α+ c] ≤ n · e
−α2
2·n·c2
Proof For ` = 1, . . . , n, let predicate P` be defined as follows
on input {y0, . . . , y`, . . . , yi}, with i ∈ {`, . . . , n}.
P` is true ⇐⇒ z`−1 ≤ 0 ∧ z` > 0
with respect to {y0, . . . , y`, . . . , yi}.
For each ` = 1, . . . , n and each {y0, . . . , y`} such that P`
is true, define a sequence as follows.
• z`,{y0,...,y`}` = z` with respect to {y0, . . . , y`}.
• For i = `+ 1, . . . , n,
Z
`,{y0,...,y`}
i = Zi ifz
`,{y0,...,y`}
i−1 > 0 (19)
Z
`,{y0,...,y`}
i = z
`,{y0,...,y`}
i−1 ifz
`,{y0,...,y`}
i−1 ≤ 0 (20)
with respect to {y0, . . . , y`, y`+1, . . . , yi−1, Yi}.
It can be verified that, for all {y0, . . . , y`, y`+1, . . . , yi},∣∣∣z`,{y0,...,y`}i − z`,{y0,...,y`}i−1 ∣∣∣ ≤ c (21)
with respect to {y0, . . . , y`, y`+1, . . . , yi}.
With respect to {y0, . . . , y`, y`+1, . . . , yi−1, Yi}: Equa-
tions (19) and (20) imply that z`,{y0,...,y`}i−1 = zi−1 if
z
`,{y0,...,y`}
i−1 > 0, and since E [Zi] ≤ zi−1 if zi−1 > 0, it
follows that
E
[
Z
`,{y0,...,y`}
i
]
≤ z`,{y0,...,y`}i−1
if z`,{y0,...,y`}i−1 > 0. From Equation (20),
E
[
Z
`,{y0,...,y`}
i
]
= z
`,{y0,...,y`}
i−1
if z`,{y0,...,y`}i−1 ≤ 0. Thus,
E
[
Z
`,{y0,...,y`}
i
]
≤ z`,{y0,...,y`}i−1 (22)
with respect to {y0, . . . , y`, y`+1, . . . , yi−1, Yi}.
From Equations (21) and (22), for ` = 1, . . . , n, for all
{y0, . . . , y`} such that P` is true,
z
`,{y0,...,y`}
` , Z
`,{y0,...,y`}
`+1 , . . . , Z
`,{y0,...,y`}
n
with respect to {y0, . . . , y`, Y`+1, . . . , Yn} is a supermartin-
gale. Thus, from the Azuma’s inequality,
Pr
[
Z`,{y0,...,y`}n − z`,{y0,...,y`}` > α
]
≤ e
−α2
2·(n−`)·c2 (23)
with respect to {y0, . . . , y`, Y`+1, . . . , Yn}. It can be verified
that z`,{y0,...,y`}` ≤ c if P` is true for {y0, . . . , y`}, thus
Pr
[
Z`,{y0,...,y`}n > α+ c
]
(24)
≤ Pr
[
Z`,{y0,...,y`}n − z`,{y0,...,y`}` > α
]
with respect to {y0, . . . , y`, Y`+1, . . . , Yn}.
It can be verified that, for any {y0, . . . , yn},
zn > α+ c ⇐⇒ (25)
∃n`=1 s.t. P` is true ∧ z`,{y0,...,y`} > α+ c
with respect to {y0, . . . , yn}. From Equation (25) it follows
that
Pr [Zn > α+ c] ≤ (26)
n∑
`=1
Pr
[
P` is true ∧ Z`,{y0,Y1,...,Y`}n > α+ c
]
(27)
with respect to {y0, Y1, . . . , Yn}. From Inequalites (26), (24),
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(23), it follows that
Pr [Zn > α+ c] ≤
n∑
`=1
e
−α2
2·(n−`)·c2 ≤ n · e −α
2
2·n·c2 , (28)
with respect to {y0, Y1, . . . , Yn}.
V. MAIN LOWER BOUNDS
All the failures within a phase are distinct in Section IV,
and thus the analysis does not apply to failure sequences where
the failures are independent. This section extends the results
to random and independent failure sequences.
Uniform Failures Lower Bound Theorem 5.2 presented be-
low shows lower bounds with respect to the uniform identifier
sequence for any fixed timing sequence tseq. The uniform
identifier sequence for a phase with M distinct failures can
be generated from the distributions Gseq and Yseq described
below.
Let Gi be an independent geometric random variable with
success probability N−iN , and thus E [Gi] =
N
N−i , and let
Gseq = {G1, . . . , GM−1}.
As before, let
Yseq = 〈y0, Y1, . . . , YM−1〉
be a random distinct identifier sequence for the phase.
The uniform identifier sequence Useq for the phase can be
generated as follows from Gseq and Yseq. Let gs0 = 0. For
i = 1, . . . ,M − 1, let
gsi =
i∑
j=1
Gj .
For i ∈ {1, . . . ,M − 1}, let
Ugsi = Yi,
and for j = gsi−1 + 1, . . . , gsi − 1, let
Uj ∈U {y0, Y1, . . . , Yi−1}.
Then,
Useq = {y0, U1, U2, . . . , UgsM−1}
is a random uniform identifier sequence.
Of interest in the proof of Uniform Failures Lower Bound
Theorem 5.2 is
E [gsi] =
i∑
j=1
N
N − j , (29)
since this is the expected number of failures in a phase until
there are i distinct failures beyond the initial failure. For 0 ≤
ζ < 1, define
lni(ζ) = ln
(
1
1− ζ
)
. (30)
Note that
ζ·N−1∑
j=0
1
N − j < lni(ζ ·N) <
ζ·N∑
j=1
1
N − j . (31)
Let
F ′ = 2 · F · lni(2 · β
′)
2 · β′ = lni(2 · β
′) ·N. (32)
It follows from Equations (29) and (31) that
E
[
gs2·F−1
] ≤ F ′.
Because lni(ζ)→ ζ as ζ → 0, F ′ → 2 · F as β′ → 0.
One can view Gseq as being part of the timing sequence
for a phase as follows. For i = 1, . . . , 2 · F − 1, let Tˆi = tgsi
be the time of the ith distinct failure beyond the initial failure.
This defines a timing sequence
Tˆseq = {t0, Tˆ1, . . . , Tˆ2·F−1},
and the corresponding distinct failures at these times are
Yseq = 〈y0, Y1, . . . , YM−1〉,
where Tˆseq is defined by (tseq,Gseq) and is independent of
Yseq.
A phase proceeds as follows with respect to source data x.
For each i = 1, . . . , 2 ·F − 1, Gi is chosen independently and
R is executed up till time Tˆ−i . If rleni ≥ Γi with respect to
x and {t0, Tˆ1, . . . , Tˆi} and {y0, Y1, . . . , Yi−1} then the phase
ends at time Tˆi. If the phase doesn’t end in the above process
then rleni < Γi for i = 1, . . . , 2 · F ′ − 1, and the phase ends
at time Tˆ2·F−1.
The condition rleni ≥ Γi doesn’t provide a guarantee that
the amount of data read by R up till time Tˆi is Γii per failure,
since the number of failures up till Tˆi is gsi, which is a random
variable that can be highly variable. To be able to prove that
R reads a lot of data per failure, we stitch phases together
into a sequence of phases, and argue that R must read a
lot of data per failure over a sequence of phases that covers
a large enough number of distinct failures. Distinct Failures
Lemma 5.1 below provides the technical details.
For −1 < ζ < 1, define
lnd(ζ) = ζ − ln(1 + ζ). (33)
Note that lnd(ζ)→ ζ22 as ζ → 0.
Distinct Failures Lemma 5.1: Fix β′ < 1/2. Fix d > 0
and let
δd = 2 · F · e
−2·β′·(1−2·β′)·N ·lnd(d)
1 + d
.
For any repairer R and recoverer A, for any x and tseq, with
probability at least 1− δd with respect to x and (tseq,Useq),
there is an m ≤ (1 + d) · 2 · F ′ such that a phase ends at tm
and the number of distinct failures in the sequence of phases
between t+0 and t
+
m is at least
2 · β′
(1 + d) · lni(2 · β′) ·m. (34)
Proof Fix a ` with 2 · F ≤ ` ≤ 4 · F . Stitch together phases
into a sequence of phases starting at time t0 until exactly `
distinct failures have occurred (this may occur in the middle
of a phase). Let p be the number of phases including the last
possibly partially completed phase. For j = 1, . . . , p, let dj
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be the number of distinct failures in phase j, let
Gseqj = Gj,1, . . . , Gj,dj
be the geometric random variables in phase j, where Gj,i has
success probability N−iN , and let
Gseq = Gseq1,Gseq2,Gseqp
be the geometric random variables in the sequence of phases.
Note that
∑p
j=1 dj = `, and
p∑
j=1
dj∑
i=1
Gj,i
is the number of failures in the sequence of phases.
The indices of the random variables in Gseq depend on the
history of the process, i.e., if the current index is i in phase j
then the next index is i+ 1 if the phase doesn’t complete, and
the next index is 1 if the phase does complete and the next
phase j + 1 starts, with the restriction that the index never
exceeds 2 · F − 1. However, Gj,i is chosen independently of
all previous history once index i in phase j is determined.
Thus, Gseq is a sequence of independent random variables, but
which random variables are in Gseq depends on the process.
Let pˆ = d `2·F−1e, for j = 1, . . . , pˆ−1 let dˆj = 2 ·F −1, let
dˆpˆ = `−(2·F−1)·(pˆ−1), define a sequence of ` independent
geometric random variables
Gˆseq = Gˆseq1, Gˆseq2, Gˆseqpˆ,
where
Gˆseqj = Gˆj,1, . . . , Gˆj,dˆj ,
and Gˆj,i has success probability N−iN .
As the sequence Gseq = Gseq1,Gseq2,Gseqp of ` geo-
metric random variables defined by the process above is being
generated, after index i of phase j has been determined, Gj,i
can be matched with an unmatched Gˆj′,i′ of Gˆseq, where
i′ = arg min
i′
{
i′ ≥ i : ∃j′ s.t. Gˆj′,i′ is unmatched
}
.
That a match can always be made can be shown based on the
observation that, for all i,
|{Gj,i′ ∈ Gseq s.t. i′ ≥ i}| ≤
∣∣∣{Gˆj,i′ ∈ Gˆseq s.t. i′ ≥ i}∣∣∣ .
This holds independent of which random variables are added
to Gseq by the process. Only a prefix of Gseq is known at
the time of each match, but all of Gˆseq is known a priori.
Random variable Gj,i can be defined as
Gj,i = arg min
n
{
Bn ≤ N − i
N
}
,
where {B1, B2, . . .} is an auxiliary set of independent random
variables uniformly distributed in [0, 1]. Each matched pair
Gj,i and Gˆj′,i′ , can be defined by the same auxiliary set, and
from i′ ≥ i it follows that Gˆj′,i′ ≥ Gj,i for all possible values
of the auxiliary set. Thus,
PrGseq
 p∑
j=1
dj∑
i=1
Gj,i ≥ η
 ≤ PrGˆseq
 pˆ∑
j=1
dˆj∑
i=1
Gˆj,i ≥ η
 ,
(35)
for any x and (tseq, yseq). With
`′ = ` · lni(2 · β
′)
2 · β′ , (36)
it can be verified from Equation (31) that
E
 pˆ∑
j=1
dˆj∑
i=1
Gˆj,i
 ≤ `′. (37)
Let
δ′d =
e−2·β
′·(1−2·β′)·N ·lnd(d)
1 + d
.
From Equation (37), using
`′ ≥ F ′ ≥ 2 · F = 2 · β′ ·N,
and from Theorem 2.1 of [34], it follows that
Pr
 pˆ∑
j=1
dˆj∑
i=1
Gˆj,i ≥ (1 + d) · `′
 ≤ δ′d. (38)
Consider executing the process until there are 2 ·F distinct
failures, and then continuing the process until the current phase
completes when there are some number ` of distinct failures
total, where ` is no longer fixed but instead determined by the
process, and let m be the total number failures determined by
the process. Since no phase has more than 2 · F − 1 distinct
failures, it follows that ` ≤ 4 · F distinct failures. Since there
are at most 2 ·F possible values for `, and from a union bound
and using Equations (38), (36), and (35),
m ≥ (1 + d) · lni(2 · β
′)
2 · β′ · `
with probability at most δd = 2 ·F · δ′d. Thus, with probability
at least 1− δd,
` ≥ 2 · β
′
(1 + d) · lni(2 · β′) ·m.
This also shows that, with probability at least 1− δd,
m ≤ 2 · (1 + d) · F ′,
since ` ≤ 4 · F = 2 · F ′ · 2·β′lni(2·β′) from Equation (32).
A. Uniform failures lower bound
Uniform Failures Lower Bound Theorem 5.2: Fix β′ <
1/2. Let c and δc be as defined in Core Lemma 4.1, and let
d and δd be as defined in Distinct Failures Lemma 5.1, and
let
δu = δd + F · (δc + 2−clen).
For any repairer R and recoverer A, for any fixed tseq, with
probability at least 1−δu with respect to X and (tseq,Useq),
at least one of the following two statements is true:
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(1) There is an m ≤ (1 + d) · 2 · F ′ such that the average
number of bits read by the repairer between t−0 and t
−
m
per each of the m failures is at least
(1− c)
(1 + d)
· (1− β
′) · clen
lni(2 · β′) . (39)
(2) Source data X is unrecoverable by A at time t+m.
Proof From Distinct Failures Lemma 5.1, there is a sequence
of phases that ends with m ≤ (1 + d) · 2 · F ′ failures where
the number of distinct failures is at least Equation (34) with
probability at least 1 − δd. From Core Theorem 4.2 with
respect to all x and (tseq,Gseq,Yseq) and using a union
bound over at most F phases in the sequence of phases, the
average number of bits read by R between t−0 and t
−
m per
each distinct failure is at least Equation (18) with probability
at least 1−F · (δc + 2−clen). Thus, overall the two statements
hold with probability at least 1− δu.
Since the end of one sequence of phases can be the
beginning of the next sequence of phases, it follows that the
average number of bits read by the repairer per failure must
satisfy Equation (39) over the entire lifetime of the system for
which the source data is recoverable.
Equation (39) holds independent of the timing sequence.
Thus, if there are a lot of failures over a period of time then
the read rate over this period of time must necessarily be high,
whereas if there are fewer failures over a period of time then
the read rate over this period of time can be lower. Automatic
adjustments of the read rate as the failure rate fluctuates is one
of the key contributions of the algorithms described in [30],
which shows that there are algorithms that can match the lower
bounds of Uniform Failures Lower Bound Theorem 5.2, even
for a fluctuating timing sequence.
B. Poisson failures lower bound
Uniform Failures Lower Bound Theorem 5.2 expresses
lower bounds in terms of the average number of bits read per
failure. Poisson Failures Lower Bound Theorem 5.3, presented
in this section, instead expresses the lower bounds in terms
of a read rate. The primary additional technical component
needed to prove Poisson Failures Lower Bound Theorem 5.3
is a concentration in probability result: the number of failures
for a Poisson failure distribution with rate λ over a suitably
long period of time is relatively close to the expected number
of failures with high probability.
The Poisson failure distribution with rate λ can be generated
as follows. For i ≥ 1, let Qi be an independent exponential
random variable with rate λ ·N , and let
Qseq = {Q1, . . . , QM−1}.
For i ≥ 1, let
Ti = t0 +
i∑
j=1
Qj ,
and let
Tseq = {t0, T1, . . . , TM−1}.
For i ≥ 1, let Ui be an independent random variable that is
uniformly distributed in {0, . . . , N − 1}, and let
Useq = {y0, U1, . . . , UM−1}.
Then, (Tseq,Useq) is a random failure sequence with respect
to the Poisson failure distribution with rate λ.
Capacity is erased from the system at a rate
E = λ ·N · clen
with respect to the Poisson failure distribution with rate λ.
Poisson Failures Lower Bound Theorem 5.3: Fix β′ <
1/2. Let c be as defined in Core Lemma 4.1, d be as
defined in Distinct Failures Lemma 5.1, and δu be as defined
in Uniform Failures Lower Bound Theorem 5.2. Let  > 0,
let
δ = δu + (1 + d) · 2 · F ′ · e
−2·F ·lnd()
1 + 
.
Let the failure sequence be a Poisson failure distribution with
rate λ, and let
∆ = (1 + d) · (1 + ) · 2 · lni(2 · β
′)
λ
.
For any repairer R and recoverer A, for any starting time t0,
with probability at least 1 − δ, at least one of the following
two statements is true:
(1) There is a t ≤ t0 + ∆ such that the average rate R the
repairer reads bits between t0 and t satisfies
R ≥ (1− c)
(1 + d) · (1 + ) ·
(1− β′)
lni(2 · β′) · E . (40)
(2) Source data X is unrecoverable by A at time t0 + ∆.
Proof From Uniform Failures Lower Bound Theorem 5.2,
there is a sequence of phases that ends with m ≤ (1+d)·2·F ′
failures where the number of distinct failures is provided by
Equation (39) with probability at least 1− δu. Since there are
at least 2 · F distinct failures in the process, m ≥ 2 · F .
For each m′ between 2 · F and (1 + d) · 2 · F ′, when
δ′(m′) =
e−m
′·lnd()
1 + 
,
it follows from Theorem 5.1 of [34] that
Pr
 m′∑
i=1
Qi ≥ (1 + ) · m
′
λ ·N
 ≤ δ′(m′).
Using a union bound, it follows that with probability at least
1− (1 + d) · 2 · F ′ · δ′(2 · F ),
m∑
i=1
Qi < (1 + ) · m
λ ·N .
Thus, the time t = t0 + tˆ when there are m failures in the
process satisfies
tˆ ≤ (1 + ) ·m
λ ·N (41)
with probability at least 1− (1 + d) · 2 · F ′ · δ′(2 · F ).
From Uniform Failures Lower Bound Theorem 5.2, and
combining Equations (39) and (41), it follows that with
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probability at least 1 − δ the rate at which the repairer reads
data between t0 and t is at least that in Equation (40) or else
the source data is unrecoverable at time t = t0 + tˆ, and thus
unrecoverable at time t0 + ∆ ≥ t0 + tˆ.
Note that δ shrinks exponentially fast as N grows. Also,
c, d, and  can all approach zero as N grows. Thus, as
N grows, the lower bound on R of Poisson Failures Lower
Bound Theorem 5.3 can be expressed asymptotically as
R
E ≥
1− β′
lni(2 · β′) . (42)
Since the end of one interval can be the beginning of the next
interval, it follows that R must also satisfy Equation (42) over
the entire lifetime of the system. Furthermore, as β → 0, the
lower bound approaches
R
E ≥
1
2 · β . (43)
C. Distributed storage source data capacity
Our distributed storage model and results are inspired by
Shannon’s communication model [1]. We define the distributed
storage source data capacity to be the amount of source
data that can be reliably stored for long periods of time by
the system. Equation (1) of the abstract is the asymptotic
distributed storage source data capacity as N and R grow.
Equation (43) shows that the distributed storage source data
capacity cannot asymptotically be larger than Equation (1),
and Equation (55) just after Advanced Liquid Poisson Failures
Theorem 7.2 shows that distributed storage source data capac-
ity asymptotically approaching Equation (1) can be achieved.
VI. LIQUID REPAIRER
We first describe a simplified description and analysis of the
liquid repairer described in [30], where the tradeoff between
β and the repairer read rate is around a factor of two worse
than optimal. This provides some intuition for the advanced
liquid repairer described in Section VII.
The repairers we describe operate as follows. The source
data is partitioned into objects, and an erasure code is applied
separately to each object. Descriptions of erasure codes are
provided in [5], [6]. The parameters of an erasure code are
(n, k, r). An object of size olen is partitioned into k source
fragments, each of size flen = olenk , and the erasure encoder
is used to generate up to r repair fragments, each of size flen,
from the k source fragments. An Encoding Fragment ID, or
EFI, is used to uniquely identify each fragment of an object,
where typically EFIs 0, . . . , k − 1 are used to identify the
source fragments, and EFIs k, . . . , n − 1 are used to identify
the repair fragments. The erasure decoder is used to recover
the object from a subset of the source and repair fragments
identified by their EFIs. We assume any k fragments can be
used to decode the object. This holds for Reed-Solomon [5],
and essentially holds for RaptorQ [6].
A. Liquid repairer with periodic failures
Liquid Periodic Failures Theorem 6.1: Fix β > 0 and let
(1−β)·N ·clen be the size of the source data. A liquid repairer
with respect to a periodic timing failure sequence ensures the
source data is always recoverable, with 1−ββ · clen data read
and at most clen data written per failure.
Proof A liquid repairer operates as follows. Let k = (1−β) ·
N , and r = β · N . Source data x of xlen bits is partitioned
into r equal-size objects x0, . . . , xr−1. For j = 0, . . . , r − 1,
the storer uses an (N, k, r)-erasure code to generate fragments
i = 0, . . . , k+ j from xj and stores fragment i for xj at node
i. Thus, node i stores all fragments with EFI i for all objects.
The fragment size is flen = clenr , since each node has
capacity to store a fragment for each of the r objects. The
storage overhead is β, since xlen = r·k·flen = (1−β)·N ·clen.
The invariant established by the storer and maintained by
the repairer is that, just before a failure, object xj has at least
k + j + 1 stored fragments, for j = 0, . . . , r − 1.
A failure decreases the number of stored fragments for an
object by at most one. Since the invariant ensures at least k+1
stored fragments for each object just before a failure, there are
at least k stored fragments for each object just after a failure,
and thus the source data is recoverable at all times.
The repairer executes the following repair step between
failures to reestablish the invariant. The repairer reads k stored
fragments for the object x0, uses the erasure decoder to recover
x0, uses the erasure encoder to generate the missing up to r
fragments from x0, and stores these fragments at the nodes.
Thus, the amount of data read per repair step is
rlen = k · flen = 1− β
β
· clen, (44)
the the amount of data written per repair step is at most
wlen = r · flen = clen,
and repairer network traffic per step is at most tlen = clenβ .
After a repair step, x0 has n stored fragments. The objects
are logically reordered at this point, i.e., for j = 1, . . . , r− 1,
the old xj becomes the new xj−1, and the old x0 becomes
the new xr−1. This reestablishes the invariant.
As described in [30], the liquid repairer uses a data orga-
nization that allows encoding and decoding each object as a
stream using as little as N · log(N) bits of memory, even
though an object as described in the proof of Liquid Periodic
Failures Theorem 6.1 is larger than the capacity of a node.
B. Liquid repairer with Poisson failures
Liquid Poisson Failures Theorem 6.2: Fix β > 0 and let
(1−β) ·N · clen be the size of the source data. For  > 0, let
δ = e−
2·(1− 2 )·β·N
4 .
Let the failure sequence be a Poisson failure distribution with
rate λ. With probability at least 1−M2 ·δ, a liquid repairer can
maintain recoverability of x for M failures when the repairer
peak read rate is
R ≤ 1− β
(1− ) · β · λ ·N · clen. (45)
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Proof Let ′ = /2. Set b = ′ · r + 1, r′ = (1 − ′) · r and
β′ = (1 − ′) · β. Thus, r′ + b = r + 1. A repair step is the
same as in the proof of Liquid Periodic Failures Theorem 6.1,
except that there are r′ objects instead of r, and the fragment
size is flen = clenr′ , and thus the repairer read data per step is
rlen = 1−ββ′ · clen, the repairer write data per step is at most
wlen = ββ′ · clen, and repairer network traffic per step is at
most tlen = clenβ′ .
Let b(t) be a counter that is updated as follows, where
initially b(0) = b.
• b(t+) = b(t−)− 1 if there is a failure at t.
• b(t+) = min{b(t−) + 1, b} if a repair step ends at t.
The invariant established by the storer and maintained by
the repairer is that object xj has at least k + b(t) + j stored
fragments at time t for j = 0, . . . , r′ − 1. Thus, b(tˆ) ≥ 0 for
tˆ ≤ t ensures the source data is recoverable at time t.
The invariant is reestablished after a failure at time t, since
each object loses at most one fragment and thus each object
has at most one less stored fragment due to the failure.
No repair step is executing at time t if b(t) = b. If there is
a failure at time t when b(t−) = b, then b(t+) = b − 1 and a
repair step is initiated. Repair steps are executed sequentially,
i.e. at most one repair step is executing at time. As soon as a
repair step completes, a next repair step can initiate.
The following shows that the invariant is reestablished for
a repair step that starts at t when b(t+) ≤ b − 1 and ends at
tˆ. Suppose there are m ≥ 0 failures between t+ and tˆ−. Since
b(t+) < b and b(tˆ−) = b(t+)−m,
b(tˆ+) = b(tˆ−) + 1 = b(t+) + 1−m ≤ b−m
and thus x0 has at least
n−m = k + b+ r′ − 1−m ≥ k + b(tˆ+) + (r′ − 1)
stored fragments at time tˆ+. Furthermore, xj has at least
k + b(tˆ−) + j = k + b(tˆ+) + (j − 1)
stored fragments at time tˆ+ for j = 1, . . . , r′ − 1. The objects
are logically reordered at time tˆ, i.e., for j = 1, . . . , r− 1, the
old xj becomes the new xj−1, and the old x0 becomes the
new xr′−1, and the invariant is reestablished.
The duration of a repair step is set to 1−
′
λ·N . Thus,
R ≤ 1− β
(1− ) · β · λ ·N · clen.
We now prove that with high probability the source data is
recoverable over M >> N failures. For the source data to be
unrecoverable, there must be a failure at t where b(t+) = b−1,
another failure at tˆ > t where b(tˆ+) < 0, and repair steps are
continually executing from t to tˆ.
For i ≥ 1, let Qi be an independent exponential random
variable with rate λ ·N . Then, the probability the source data
is unrecoverable within M failures is at most
M∑
i=1
M∑
m=b
Pr
 m∑
j=1
Qj ≤ 1− 
′
λ ·N · (m− b)
 , (46)
since 1−
′
λ·N · (m−b) is the time it takes to execute m−b repair
steps, and the source data is unrecoverable only if the number
of failures exceeds the number of repair steps by at least b
starting after a failure where repair steps initiate execution.
Let µm = E
[∑m
j=1Qj
]
= mλ·N . With
θ = ′ +
b · (1− ′)
m
,
1− ′
λ ·N · (m− b) = (1− θ) · µm.
From Theorem 5.1 of [34], Equation (46) is at most
M ·
M∑
m=b
e−
λ·N·µm·θ2
2 ≤M ·
M∑
m=b
e
− 12 ·
(
m·′2+ b2·(1−′)2m
)
.
It can be shown that for any m,
m · ′2 + b
2 · (1− ′)2
m
≥ 2 · ′ · b · (1− ′).
Since b > ′ · r, Equation (46) is at most
δ = M2 · e−′2·(1−′)·r.
Although the liquid repairer algorithm and analysis de-
scribed in Liquid Poisson Failures Theorem 6.2 is presented
because it is self-contained and relatively simple to understand,
the algorithm and analysis in [30] provides much tighter
bounds. Furthermore, [30] provides a much more sophisticated
algorithm that dynamically and automatically adjusts the repair
rate as the failure rate fluctuates.
VII. ADVANCED LIQUID REPAIRER
For small β, the liquid repairer read rate Equation (45) in
Liquid Poisson Failures Theorem 6.2 is around a factor of two
larger than the advanced liquid repairer read rate Equation (48)
in Advanced Liquid Poisson Failures Theorem 7.2 described
below in Section VII-B. The intuition for this gap in optimality
for the liquid repairer is that although the maximum number of
stored fragments per object is n = k+r, the average number of
stored fragments per object is around k+r/2, i.e., only k+j+1
stored fragments are needed for xj , for j = 0, . . . , r−1. Thus
β
2 of the allocated β storage overhead is not in use at each
time, but the amount of data read by the liquid repairer per
failure is inversely proportional to β.
The redundancy per object for the advanced liquid repairer
varies similar to that for the liquid repairer. The intuition
behind the better bound for the advanced liquid repairer is
that fragments are generated and stored using a strategy that
allows the unequal object redundancy to be distributed equally
among the nodes at each time, while maintaining the property
that the amount of data read by the repairer per failure is
inversely proportional to the maximum redundancy per object.
The advanced liquid repairer uses a maximum of around 2 ·β
redundancy per object, but the average redundancy per object
is β, and this redundancy is equally distributed among the
nodes at each time. Thus, the amount of data read per failure
by the repairer is inversely proportional to 2·β in Equation (48)
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of Advanced Liquid Poisson Failures Theorem 7.2 when the
storage overhead is β.
A. Advanced liquid repairer with periodic failures
As the core for proving the main algorithmic results, we
introduce the advanced liquid repairer and prove upper bounds
with respect to any failure sequence with a periodic timing
sequence. The advanced liquid repairer is based on [30].
Advanced Liquid Periodic Failures Theorem 7.1: Fix
β > 0 and let (1 − β) · N · clen be the size of the source
data. An advanced liquid repairer with respect to any failure
sequence with a periodic timing sequence ensures the source
data is always recoverable. The repairer read data per failure is
at most rlen ≈ 1+2·β2·β · clen, the repairer write data per failure
is at most wlen ≈ (2− β) · clen.
Proof The advanced liquid repairer description follows. Let
k = N − 1 be the number of source fragments in an object.
Let r > 0, and let n = N + r be the total number of possible
fragments for an object. The source data x is partitioned into
N groups of objects
xseq0, . . . , xseqN−1,
where, for i = 0, . . . , N−1, group xseqi consists of an ordered
set of r equal-size objects, i.e.,
xseqi = xi,0, . . . , xi,r−1.
There are N primary EFIs
f0, . . . , fN−1,
each assigned to one of the N nodes, where initially fi = i
for all i = 0, . . . , N − 1. The storer uses an erasure code to
generate and store primary fragment f` = ` for xi,j at node
`, for ` = 0, . . . , N − 1, i = 0, . . . , N − 1, j = 0, . . . , r −
1. Generally, EFI fi is assigned to node i and the primary
fragment fi for each object is stored at node i.
There is an ordered set of r helper EFIs
h0, . . . , hr−1.
Initially, hi = i+N for all i = 0, . . . , r−1. Helper fragments
for the group xseqi are stored at node i. The storer generates
and stores j + 1 helper fragments h0 = N, . . . , hj = N + j
for xi,j at node i, for i = 0, . . . , N − 1, j = 0, . . . , r − 1.
Generally at time t, the j+ 1 helper fragments h0, . . . , hj for
xi,j are stored at node i, for i = 0, . . . , N−1, j = 0, . . . , r−1.
Each node stores N ·r primary fragments and r·(r+1)2 helper
fragments, and thus the fragment size is
flen =
clen
r · (N + r+12 ) , (47)
and the total number of stored fragments for all N nodes is
N · r ·
(
N +
r + 1
2
)
.
The total number of source data fragments is
N · r · k = N · r · (N − 1),
and thus the storage overhead is
β =
r + 3
2 ·N + r + 1 .
Note that for large N ,
r ≈ 2 · β ·N
1− β .
The following invariants are established by the storer and
maintained by the repairer for each node i = 0, . . . , N − 1 at
time t−, where t is the time of a failure.
• Primary fragment fi for x`,j is stored at node i at time
t−, for ` = 0, . . . , N − 1, j = 0, . . . , r − 1.
• Helper fragments h0, . . . , hj for xi,j are stored at node i
at time t−, for j = 0, . . . , r − 1.
From the invariants, all N ·r objects can be recovered from
the primary fragments stored at the nodes at time t+, and thus
the source data always recoverable.
Suppose node i fails at time t and is replaced by a node
with all bits set to zeroes. To reestablish the invariants, the
repairer executes the following repair step for node i starting
at time t+ and ending at a time tˆ prior to the next failure.
At time t+ when the repair step begins, let h0, . . . , hr−1 be
the ordered set of helper EFIs, let f0, . . . , fN−1 be the primary
EFIs, and, for ` = 0, . . . , N − 1, let x`,0, . . . , x`,r−1 be the
ordering of xseq`.
Similarly, at time tˆ when the repair step ends, let
hˆ0, . . . , hˆr−1 be the ordered set of helper EFIs, let
fˆ0, . . . , fˆN−1 be the primary EFIs, and, for ` = 0, . . . , N − 1,
let xˆ`,0, . . . , xˆ`,r−1 be the ordering of xseq`.
Repair step: for i
Generate helpers: for i
Set hˆ0, . . . , hˆr−1 ← h1, . . . , hr−1, fi
Set fˆi = h0
for ` = 0, . . . , N − 1 do
Move helpers: from ` to i
Update helpers: for `
Generate helpers: for i
for j = 0, . . . , r − 1 do
Generate helper fragments h0, . . . , hj for xi,j
Move helpers: from ` to i
for j = 0, . . . , r − 1 do
Move fragment h0 = fˆi for x`,j from node ` to node i
Update helpers: for `
Set xˆ`,0, . . . , xˆ`,r−1 ← x`,1, . . . , x`,r−1, x`,0
for j = 0, . . . , r − 1 do
Generate helper fragments hˆ0, . . . , hˆr−1 for xˆ`,r−1
Thus, by time tˆ when the repair step ends, the first helper
EFI h0 becomes the primary EFI for the replacement node i,
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the remaining helper EFIs h1, . . . , hr−1 are shifted forward by
one position, and the primary EFI fi becomes the last helper
EFI. Thus,
hˆ0, . . . , hˆr−1 = h1, . . . , hr−1, fi,
fˆi = h0, and fˆ` = f` for ` 6= i. Furthermore, for ` =
0, . . . , N − 1, all of the objects in xseq` have cyclic shifted
by one position forward, i.e.,
xˆ`,0, . . . , xˆ`,r−1 = x`,1, . . . , x`,r−1, x`,0.
It can be verified the invariants are reestablished at tˆ when
the repair step completes. The number of fragment reads for
Generate helpers is (N − 1) · r and the number of fragment
writes is r·(r+1)2 . The number of fragment reads for Move
helpers is r and the number of fragment writes is r. The
number of fragment reads for Update helpers is N − 1 and
the number of fragment writes is r. Thus, using Equation (47),
the amount of read data for the execution of Repair step is
rlen ≤ N · (N + 2 · r)
r · (N + r+12 ) · clen,
and the amount of written data is
wlen =
2 ·N + r+12
N + r+12
· clen.
For large N ,
rlen ≈ (1 + 3β) · (1− β)
2 · β · clen ≤
1 + 2 · β
2 · β · clen
and
wlen ≈ (2− β) · clen.
B. Advanced liquid repairer with Poisson failures
The advanced liquid repairer of Advanced Liquid Poisson
Failures Theorem 7.2 is based on [30].
Advanced Liquid Poisson Failures Theorem 7.2: Fix β >
0 and let (1− β) ·N · clen be the size of the source data. For
 > 0 let
δ = e−
2·(1− 2 )·β·N
4·(2·β+1) .
Let the failure sequence be a Poisson failure distribution with
rate λ. With probability at least 1−M2 ·δ, an advanced liquid
repairer can maintain recoverability of the source data for M
failures when the peak repairer read rate
R = 1− β
1− ′ ·
(
1 +
1
2 · (β − ′)
)
· λ ·N · clen. (48)
Proof The advanced liquid repairer is essentially the same
as that described in the proof of Advanced Liquid Periodic
Failures Theorem 7.1, with the differences described below.
Let ′ = /2. Set b = ′ ·N + 1,
k = N − b = N · (1− ′)− 1.
Thus, the storage overhead is
β = 1− N − b
N + r+12
=
r + 1 + 2 · b
2 ·N + r + 1 .
It can be verified that
r ≤ 2 ·N · (β − 
′)
1− β .
Let b(t) be a counter that is updated as follows, where
initially b(0) = b.
• b(t+) = b(t−)− 1 if there is a failure at t.
• b(t+) = min{b(t−) + 1, b} if a repair step ends at t.
A system invariant is that at time t there is a node set
Np(t) ⊆ {0, . . . , N − 1} such that |Np(t)| ≥ k + b(t) and
the following invariants hold for each node i ∈ Np(t):
• Primary fragment fi for x`,j is stored at node i at time
t, for ` = 0, . . . , N − 1, j = 0, . . . , r − 1.
• Helper fragments h0, . . . , hj for xi,j are stored at node i
at time t, for j = 0, . . . , r − 1.
These invariants are established by the storer and maintained
by the repairer. From these invariants, the source data is
recoverable up to time t as long as b(tˆ) ≥ 0 for all tˆ ≤ t.
The invariants are reestablished at time t+ after a failure at
time t, since |Np(t+)| ≥ |Np(t−)| − 1.
A repair step is similar to the repair step in the proof of
Advanced Liquid Periodic Failures Theorem 7.1, with some
important differences. No repair step is executing at time t if
b(t) = b. If there is a failure at time tˆ when b(tˆ−) = b, then
b(tˆ+) = b − 1 and a repair step is initiated. Repair steps are
executed sequentially, i.e., at most one repair step is executing
at any time. As soon as a repair step completes, a next repair
step can initiate.
Suppose the following Repair step starts at time t and ends
at time tˆ, where i /∈ Np(t). Generate helpers, Move helpers,
and Update helpers are the same as described in the proof of
Advanced Liquid Periodic Failures Theorem 7.1.
Repair step: for i
for ` = 0, . . . , N − 1 do
while Move helpers: from ` to i is incomplete do
while node ` does not have helpers do
Generate helpers: for `
while node ` has helpers do
Move helpers: from ` to i
Set hˆ0, . . . , hˆr−1 ← h1, . . . , hr−1, fi
Set fˆi = h0
for ` = 0, . . . , N − 1 do
Update helpers: for `
The primary change to Repair step from the proof of Ad-
vanced Liquid Periodic Failures Theorem 7.1 is the following.
If node ` does not have helper fragments just before the
execution of Move helpers then Generate helpers is executed
first to generate helper fragments. If node ` fails during the
execution of either Generate helpers or Move helpers, then
Generate helpers is executed again. This repeats until Move
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helpers completes. Thus, the amount of data read during the
execution of Repair step can vary.
Suppose there are m ≥ 0 failures between t+ and tˆ−. Then
b(tˆ+) = b(t+) − m + 1. If node i is not among the failing
nodes then i ∈ Np(tˆ+), and since i 6∈ Np(t+) then
∣∣Np(tˆ+)∣∣ ≥
|Np(t+)| −m + 1. If node i is among the failing nodes then
i 6∈ Np(tˆ+), and since i 6∈ Np(t+) then
∣∣Np(tˆ+)∣∣ ≥ |Np(t+)|−
(m− 1). It follows that the invariants are reestablished at tˆ+.
The amount of data read per Repair step for the N execu-
tions of Move helpers and Update helpers is at most
(1− β) ·
(
1 +
1
2 · (β − ′)
)
· clen. (49)
The amount of data read for one execution of Generate
helpers within Repair step is at most
(1− β) · clen. (50)
Let
R = 1− β
1− ′ ·
(
2 +
1
2 · (β − ′)
)
· λ ·N · clen.
Then, using Equation (49) and Equation (50), the time to
complete the N executions of the Move helpers and Update
helpers portions of a repair step, plus the time for one
execution of Generate helpers, is at most
1− ′
λ ·N , (51)
and, from Equation (50), the time to complete one execution
of Generate helpers is at most
1− ′
λ ·N ·
2 · β
2 · β + 1 . (52)
The time to complete m− b Repair steps is at most
1− ′
λ ·N ·
(
m− b
2 · β + 1
)
, (53)
since 1−
′
λ·N · (m − b) is the time it takes to execute the Move
helpers and Update helpers portions of m − b Repair steps,
plus the time for m − b executions of Generate helpers, and
there can be at most m executions of Generate helpers when
there are m failures, and 1−
′
λ·N · b·2·β2·β+1 is at most the time for
b additional executions of Generate helpers.
The remainder of the proof is similar to the last part of
the proof of Liquid Poisson Failures Theorem 6.2. We prove
that with high probability the source data is recoverable over
M >> N failures. For the source data to be unrecoverable,
there must be a failure at t where b(t+) = b−1, another failure
at tˆ > t where b(tˆ+) < 0, and repair steps are continually
executing from t to tˆ.
For i ≥ 1, let Qi be an independent exponential random
variable with rate λ · N . Then, from Equation (53), the
probability the source data is unrecoverable within M failures
is at most
M∑
i=1
M∑
m=b
Pr
 m∑
j=1
Qj ≤ 1− 
′
λ ·N ·
(
m− b
2 · β + 1
) . (54)
Let µm = E
[∑m
j=1Qj
]
= mλ·N . With
θ = ′ +
b · (1− ′)
m · (2 · β + 1) ,
1− ′
λ ·N ·
(
m− b
2 · β + 1
)
= (1− θ) · µm.
From Theorem 5.1 of [34], Equation (54) is at most
M ·
M∑
m=b
e−
λ·N·µm·θ2
2 ≤M ·
M∑
m=b
e
− 12 ·
(
m·′2+ b2·(1−′)2
m·(2·β+1)2
)
.
It can be shown that for any m,
m · ′2 + b
2 · (1− ′)2
m · (2 · β + 1)2 ≥
2 · ′ · b · (1− ′)
2 · β + 1 .
Since b > ′ · r, Equation (54) is at most
δ = M2 · e− 
′2·(1−′)·r
2·β+1 .
As N grows and β goes to zero,  can go to zero, and
Equation (48) asymptotically approaches
R ≤ 1
2 · β · λ ·N · clen. (55)
VIII. RELATED WORK
The groundbreaking research of Dimakis et. al., described
in [14] and [17], is closest to our work: An object-based dis-
tributed storage framework is introduced, and optimal tradeoffs
between storage overhead and local-computation repairer read
rate are proved with respect to repairing an individual object.
We refer to the framework, the lower bounds, and the repairer
described in [14] and [17] as the Regenerating framework, the
Regenerating lower bounds, and the Regenerating repairer,
respectively.
The Regenerating framework models repair of a single lost
fragment, and is applicable to reactive repair of a single object.
The Regenerating framework is based on (n, k, d, α, γ): n
is the number of fragments for the object (each stored at a
different node); k is the number of fragments from which the
object must be recoverable; d is the number of fragments used
to generate a lost fragment at a new node when a node fails; α
is the fragment size; and γ/d is the amount of data generated
from each of d fragments needed to generate a fragment at a
new node.
A. Regenerating repairers
We consider Minimum Storage Regenerating (MSR) set-
tings (the object size is α · k), and fix d = n − 1, as these
are typically thought of as the most practical settings that
minimize storage overhead and minimize repairer traffic.
The Regenerating repairer [14], [17] is a local-computation
repairer (Section II-E). When a node fails, at each of the n−1
remaining nodes storing a fragment for the object a network
coding function is applied locally to the fragment at that node
to generate γn−1 bits that are read over the node interface by
the repairer, which uses all bits read over interfaces from the
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nodes to generate and store a fragment at the new node. The
γ
n−1 bits read over the node interface by the repairer from
each of the n−1 nodes is counted as data read by the repairer,
whereas accessing the fragment of size α to locally generate
the γn−1 bits at each node is not counted as data read by the
repairer. At the optimal setting that minimizes the amount of
data read over node interfaces by the repairer in this model,
α ≈ (n− k) · γ
n− 1 ,
thus the amount of data locally accessed at each node is n−k
times the size of the data counted as read over the interface
from the node.
The Regenerating repairer [33] is more advanced. When a
node fails, at each of the n − 1 remaining nodes a selected
subset of γn−1 bits of the fragment is read over the interfacee
from that node by the repairer, which uses all received bits over
interfaces from the nodes to generate and store a fragment at
the new node. This construction can use Reed-Solomon codes,
and is efficient for small values of k and n.
Each fragment is partitioned into sub-fragments for the
Regenerating repairer [33], and the number of sub-fragments
provably grows quickly as n − k grows or as the storage
overhead β = n−kn approaches zero. For example there are
1024 sub-fragments per fragment for k = 16 and n = 20,
and the Regenerating repairer generates a fragment at a new
node from receiving 256 non-consecutive sub-fragments over
an interface from each of 19 nodes. Accessing many non-
consecutive sub-fragments directly from a node is sometimes
efficient, in which case the amount of data read over interfaces
from nodes is equal to the amount of accessed data used to
create the read data, but typically it is more efficient to access
an entire fragment at a node and locally select the appropriate
sub-fragments to send over the interface from the node to the
repairer, in which case the amount of data locally accessed at
each node is n− k times the size of the data counted as read
over the interface from the node.
In contrast to the Regenerating repairers [14], [17], [33], the
repairer described in the proof of Advanced Liquid Poisson
Failures Theorem 7.2 directly reads unmodified data over
interfaces from nodes, e.g. using HTTP, thus the upper bound
on the amount of data read over interfaces from nodes also
accounts for all data accessed from nodes.
When Regenerating repairers [14], [17], [33] are used to
repair all objects in a system, the ratio of the amount of data
read per node failure to the capacity of a node is approximately
1
β with respect to any failure sequence with a periodic timing
sequence, which is around a factor of two above the lower
bound of approximately 12·β from Equation (43).
When Regenerating repairers [14], [17], [33] with small n
and k are used to repair objects as N grows, the needed peak
repairer read rate with respect to a Poisson failure distribution
grows far beyond the lower bound average read rate of Poisson
Failures Lower Bound Theorem 5.3. This is because there is a
good chance that multiple failures occur over a small interval
of time, implying that repair for failures must occur in a very
short interval of time. In contrast, for the repairer described in
the proof of Advanced Liquid Poisson Failures Theorem 7.2,
the peak repairer read rate essentially matches the lower bound
average read rate.
Thus, Regenerating repairers [14], [17], [33] minimize the
peak repairer read rate with respect to the Regenerating frame-
work for repairing individual objects using reactive repair, but
they do not provide optimal peak repairer read rate at the
system level when used to store and repair objects.
B. Regenerating lower bounds
Regenerating lower bounds on the local-computation re-
pairer read data rate prove necessary conditions on the Re-
generating framework parameters to ensure than an individual
object remains recoverable when using reactive repair. The
bounds are based on a specially constructed acyclic graph,
which corresponds to a specially constructed failure sequence,
and does not show for example a lower bound for uniformly
chosen failures. Also, the lower bounds are not extendable to
non-trivial timing sequences, e.g., Poisson failure distributions.
Consider applying the Regenerating framework at the sys-
tem level across all objects, e.g., n = N , and, for MSR
settings, k = K and α = xlenk for source data of size xlen. The
following two examples show this system level Regenerating
framework does not capture the properties of existing repairer
algorithms, thus the Regenerating lower bounds do not provide
system level lower bounds.
A system level Regenerating framework requirement would
be that all source data is recoverable from any K of the N
nodes. However, as described in Section I, small code systems
partition source data into objects, and fragments for objects are
distributed equally to all N nodes, thus small code systems
read data from almost all N nodes to recover all source data,
which violates this requirement.
Another system level Regenerating framework requirement
would be that data is only written to a node when it is added:
Writing data incrementally to a node over time as nodes fail
is not expressible. Liquid systems write data incrementally to
a node over a large number of failures after the node is added,
which violates this requirement.
IX. FUTURE WORK
There are many ways to extend this research, accounting
for practical issues in storage system deployments.
Failures in deployed systems can happen at a variable rate
that is not known a priori. For example, a new batch of
nodes introduced into a deployment may have failure rates
that are dramatically different than previous batches. The
paper [30] introduces repair algorithms that automatically
adjust to fluctuating failure rates.
Both time and spatial failure correlation is common in de-
ployed systems. Failures in different parts of the system are not
completely independent, e.g., racks of nodes fail concurrently,
entire data centers go offline, power and cooling units fail,
node outages occur due to rolling system maintenance and
software updates, etc. All of these events introduce compli-
cated correlations between failures of the different components
of the system.
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Intermittent failures are common in deployed systems, ac-
counting for a vast majority (e.g., 90%) of failures. In the case
of an intermittent node failure, the data stored at the node is
lost for the duration of the failure, but after some period of
time the data stored on the node is available again once the
node recovers (the period of time can be variable, e.g., ranging
from a few seconds to days). Intermittent failures can also
affect entire data centers, a rack of nodes, etc.
Repairing fragments temporarily unavailable due to tran-
sient failures wastes network resources. Thus, a timer is
typically set to trigger a fixed amount of time after a node
fails (e.g.,15 minutes), and the node is declared permanently
failed and scheduled for repair if it has not recovered within
the trigger time. Setting the trigger time can be tricky for a
small code system; a short trigger time can lead to unnecessary
repair, whereas a long trigger time can reduce reliability. The
paper [30] provides simulations that highlight the impact of
setting the trigger time for different systems.
Data can silently be corrupted or lost without any notifica-
tion to the repairer; the only mechanism by which a repairer
may become aware of such corruption or loss of data is by
attempting to read the data, i.e., data scrubbing. (The data is
typically stored with strong checksums, so that the corruption
or loss of data becomes evident to the repairer when an
attempt to read the data is made.) For example, the talk [32]
reports that read traffic due to scrubbing can be greater than
all other read data traffic combined. The paper [30] provides
simulations that highlight the impact of silent corruption on
different systems.
There can be a delay between when a node permanently
fails and when a replacement node is added. For example,
in many cases adding nodes is performed by robots, or by
manual intervention, and nodes are added in batches instead
of individually.
It is important in many systems to distribute the repair
evenly throughout the nodes and the network, instead of
having a centralized repairer. This is important to avoid CPU
and network hotspots. It can be verified that the algorithms
described in Sections VI and VII can be modified to distribute
the repair traffic smoothly among all nodes of the system.
Based on this, it can be seen that distributed versions of the
lower bounds and upper bounds asymptotically converge as
the storage overhead approaches zero.
Network topology is an important consideration in deploy-
ments, for example when objects are geo-distributed to multi-
ple data centers. In these deployments, the available network
bandwidth between different nodes may vary dramatically,
e.g., there may be abundant bandwidth available between
nodes within the same data center, but limited bandwidth avail-
able between nodes in different data centers. The paper [31]
addresses these issues, and the papers [20], [22] introduce
some erasure codes that may be used in solutions to these
issues. An example of such a deployment is described in [26].
Enhancing the distributed storage model by incorporating
the elements described above into the model and providing
an analysis can be of value in understanding fundamental
tradeoffs for practical systems.
X. CONCLUSIONS
We introduce a mathematical model of distributed storage
that captures some of the relevant features of practical systems,
and prove tight bounds on distributed storage source data
capacity. Our hope is that the model and bounds will be helpful
in understanding and designing practical distributed storage
systems.
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