In this paper, we consider first-order algorithms for solving a class of non-convex non-concave min-max saddle-point problems, whose objective function is weakly convex (resp. weakly concave) in terms of the variable of minimization (resp. maximization). It has many important applications in machine learning, statistics, and operations research. One such example that attracts tremendous attention recently in machine learning is training Generative Adversarial Networks. We propose an algorithmic framework motivated by the inexact proximal point method, which solves the weakly monotone variational inequality corresponding to the original min-max problem by approximately solving a sequence of strongly monotone variational inequalities constructed by adding a strongly monotone mapping to the original gradient mapping. In this sequence, each strongly monotone variational inequality is defined with a proximal center that is updated using the approximate solution of the previous variational inequality. Our algorithm generates a sequence of solution that provably converges to a nearly stationary solution of the original min-max problem. The proposed framework is flexible because various subroutines can be employed for solving the strongly monotone variational inequalities. The overall computational complexities of our methods are established when the employed subroutines are subgradient method, stochastic subgradient method, gradient descent method and Nesterov's accelerated method and variance reduction methods for a Lipschitz continuous operator. To the best of our knowledge, this is the first work that establishes the non-asymptotic convergence to a nearly stationary point of a non-convex non-concave min-max problem.
Introduction
This paper is motivated by solving the following min-max saddle-point problem:
The SVI and MVI corresponding to the min-max saddle-point problem (1) are defined with the set-valued mapping F (z) = (∂ x f (x, y), ∂ y [−f (x, y)]) ⊤ . The main contributions of this paper are summarized below:
• We analyze a generic algorithm motivated by the inexact proximal point method for solving a class of non-convex non-concave min-max problems, whose objective function f (x, y) is weakly convex in x with a fixed y and weakly concave in y with a fixed x. The updates are divided into multiple stages. At each stage, an appropriate algorithm is employed to approximately solve a strongly monotone variational inequality constructed by adding a strongly monotone mapping to the original mapping with a periodically updated proximal center.
• We prove the theoretical convergence of the proposed algorithm under the assumption that there exists a solution to the MVI defined with F (z) = (∂ x f (x, y), ∂ y [−f (x, y)]) ⊤ . We establish the iteration complexities for finding a nearly ǫ-stationary solution when different algorithms, including the stochastic subgradient method, the gradient descent method, the Nesterov's accelerated method and the variance reduction methods, are employed as a subroutine in the proposed framework for solving each strongly monotone variational inequality.
In particular, the iteration complexities is O(1/ǫ 6 ) when using the stochastic subgradient method and is O(1/ǫ 2 ) when using the gradient method or Nesterov's accelerated method under the additional smoothness assumption of f (x, y). 1 In the latter case, the complexity when using Nesterov's accelerated method improves the one when using the gradient method by a constant factor when the condition number of the original problem is large. The complexity results in this paper are presented in Table 1 .
• Moreover, our algorithms are directly applicable to the more general problem of solving the SVI when F is weakly monotone, and our analysis directly implies the non-asymptotic convergence to a nearly ǫ-accurate solution to the SVI under the condition that a solution to the corresponding MVI exists.
Application in Training GAN. As mentioned at the beginning, the considered min-max saddle point problem has broad applications in machine learning, statistics and operations research. Here we present one example in machine learning for training GAN [32, 4, 35] . GAN refers to a powerful class of generative models that cast generative modeling as a game between two networks: a generator network produces synthetic data given some noise and a discriminator network discriminates between the true data and the generator's output. Let us consider a recently proposed variant of GAN as an example, namely WGAN [4] . The optimization problem corresponding to WGAN can be written as
where f w (x) denotes a Lipschitz continuous function parameterized by w corresponding to the discriminator, g θ (z) denotes the parameterized function corresponding to the generator, P r denotes the underlying distribution of the data x, and P z denotes the distribution of noise z. Functions f w (·) and g θ (·) are usually represented by deep neural networks. When the deep neural network induces smooth f w (·) and g θ (·) (for example by only using smooth activation functions), then we Table 1 : Summary of complexity results for finding a nearly ǫ-stationary solution of the ρ-weaklyconvex weakly-concave min-max saddle-point problems (where ρ > 0) by using different algorithms to solve the strongly monotone subproblems. In the stochastic and deterministic settings, the complexity refers to the iteration complexity, and that in the finite-sum setting refers to gradient complexity. L refers to the Lipchitz constant and O() suppresses a logarithmic factor. The dependence on ρ, L is only highlighted under the condition of Lipchitz continuity in order to compare different methods. can show that the objective function of WGAN is weakly convex in θ and weakly concave in w under mild conditions. More applications of (1) with weakly-convex-weakly-concave function f (x, y) can be found in reinforcement learning [18] , learning a robust model under heavy-tailed noise [5] , adversarial learning [66] , etc.
Related Work
In this section, we review some closely related work to the considered min-max problem (1) and the problem of solving a general SVI (2). We notice that there is a growing interest on designing and analyzing first-order algorithms for solving non-convex problems. Instead of considering a min-max problem, most of them contribute to the non-convex minimization problem [29, 70, 30, 63, 61, 44, 1, 2, 25, 24, 72, 24] . Please note that this list is by no means complete. Next, we focus on related works that either share the similar design of algorithms or consider similar problems to or special cases of the problems in this paper.
Proximal-Point Based Algorithms for Non-Convex Problems. The proposed algorithm share the similarity with several previous works [26, 15, 44, 1, 14] for solving non-convex minimization problems using techniques related to the proximal-point method. The idea of proximal-point method is to solve a sequence of proximal subproblems exactly or inexactly that are formed by adding a strongly convex term into the original objective function with sequentially changed proximal centers and possibly sequentially changed regularization parameters. It has a long history in the literature of mathematical programming [64, 58, 28, 34, 46] . Recently, this idea was adopted for solving non-convex minimization problems when the objective function is weakly convex (including smooth objective functions). For a weakly convex function that becomes a convex function by adding a strongly convex quadratic term, an appropriate convex optimization algorithm can be employed for solving the subproblems. For example, Carmon et al. [11] use accelerated gradient method for solving the subproblems when the objective function is smooth. Davis & Grimmer [26] employed a stochastic subgradient method for strongly convex functions to solve the subproblems. Chen et al. [15] analyzed a general framework that uses any suitable stochastic convex optimization algorithms for solving the subproblems, which brought several interesting results for non-convex minimization problems (e.g., adaptive gradient methods). Lan & Yang [44] , Allen-Zhu [1] , Chen & Yang [14] have utilized the idea for solving finite-sum smooth problems with improved convergence. More recently, Rafique et al. [60] have considered weakly-convex and concave min-max problems following a similar idea. However, it is a non-trivial task to analyze similar algorithms for solving weakly-convex weakly-concave problems. In particular, all existing works whose analysis are built on the objective gap convergence for the proximal subproblems are not applicable to our considered min-max problem. The key novelty of our analysis lies on using the tools of variational inequalities, thus avoiding using the objective gap or the duality gap of the subproblems.
Solving Non-Convex Min-Max Problems in Machine Learning. Several recent works [13, 59, 66, 60, 18] have considered non-convex min-max problems and their applications in machine learning. However, their algorithms and analysis are either built on unrealistic assumptions or are restricted to a much narrower family non-convex min-max problems. For example, [13, 66, 18] assume the maximization problem can be solved exactly, which is either unrealistic or is very expensive. Qian et al. [59] considered a min-max robust learning problem and analyzed a primaldual style stochastic gradient algorithm. Their problem is easier than the considered problem in that the maximization problem is concave (or strongly concave) in terms of the max variable. Rafique et al. [60] considered weakly-convex and concave min-max problems and more applications in machine learning (e.g., distributionally robust learning). Owing to the concavity of the maximization part, they are able to establish the convergence to a nearly first-order stationary point for the equivalent minimization problem. In contrast, the considered problem in this paper is much harder and cover broader applications in machine learning (e.g., GAN training, reinforcement learning).
Analyzing Gradient-based Dynamics and GAN Training. Recently, there emerge a wave of studies that analyze gradient-based dynamics for min-max problems and investigate their properties for training GAN. Cherukuri et al. [16] analyzed the local and global asymptotic convergence properties of the gradient dynamics without projection for a min-max problem. Their analysis focus on the conditions under which the local or global asymptotic convergence to min-max saddle-points is guaranteed. In addition, their results require the gradients of the objective functions are locally Lipschitz continuous. In contrast, our analysis does not necessarily need the Lipschitz continuous gradient condition and our convergence is non-asymptotic. Daskalakis & Panageas [23] analyzed the limiting behavior of two gradient-based dynamics, namely gradient dynamics and optimistic gradient dynamics for a min-max problem with a twice-continuously differentiable objective function with Lipschitz continuous gradient and no constraint. Their analysis focus on the stability of the limiting points if the dynamics do converge. However, convergence might not be even guaranteed under the two considered dynamics. Recently, several papers also tried to analyze the convergence properties of different algorithms for training GAN [22, 39, 49, 33] . However, their results are either asymptotic [22, 39, 49] or their analysis require strong assumptions of the problem [49, 33] (e.g., the problem is concave in the max variable). In addition, almost all the results mentioned here except for [33] are restricted to the unconstrained case. As a result, these analysis either require strong assumptions of the problem that are unrealistic or cannot imply any convergence.
We also notice that two recent works have considered algorithms for solving min-max saddle-point problems (in particular for training GAN) from the perspective of variational inequalities [31, 47] . However, the analysis in [31] are for convex-concave problems or monotone variational inequalities. The authors of [47] analyzed the convergence/divergence of mirror descent and optimistic mirror descent methods for solving a non-convex non-concave saddle-point problem. The difference from our work is that in order to prove convergence they need to assume strong coherence assumptions about the min-max saddle-point problem and its corresponding MVI problem, e.g., every min-max saddle point is a solution to MVI. Under these strong assumptions, they proved asymptotic convergence to saddle-points of the min-max problem. In contrast, this paper considers a subclass of non-convex non-concave problems, and only makes a mild assumption about the corresponding MVI, and proves non-asymptotic convergence to a nearly ǫ-stationary point of the min-max saddle-point problem.
Solving SVI. Both SVI and MVI have a long history in the literature of mathematical programming [37] . When the set-valued mapping F is monotone, many efficient algorithms with non-asymptotic convergence guarantee have been developed for a VI problem itself or under the setting of a min-max problem [43, 65, 41, 55, 8, 53, 51, 50, 9] . When the set-valued mapping F is non-monotone, there also exist many studies that design and analyze algorithms for finding a solution to the SVI problem [67, 68, 7, 10, 3, 19] . However, the main difference between these works and the present work is that their convergence analysis is asymptotic except for [19] . An interesting similarity of these works to ours is that they also assume the condition that a solution to the associated MVI exists, which can be justified for certain problems (e.g., when the set-valued mapping F (z) is pseudomonotone [6, 17, 21, 20] ). To our knowledge, [19] is the first work that establishes non-asymptotic convergence for non-monotone variational inequalities by deterministic algorithms when the underlying mapping is single-valued and Lipchitz or Hölder continuous. However, for non-Lipchitz and non-Hölder continuous mappings, their convergence result is only asymptotic. In contrast, this work provides the first non-asymptotic convergence of stochastic and deterministic algorithms for solving the SVI problems with a set-valued mapping that is non-Lipchitz and nonHölder continuous but is weakly monotone. When the underlying mapping is single-valued and Lipchitz continuous, we show that the algorithm in [19] is likely to yield worse complexity than our algorithms for solving the min-max saddle-point problems in terms of finding nearly stationary points. For more detailed comparison, please refer to the discussion after Corollaries 2 and 4 for solving the SVI problem and the min-max saddle-point problem, respectively.
Preliminaries
We present some preliminaries in this section. All problems we consider are in the Euclidean space with inner product z, z ′ = z ⊤ z ′ . We use · to represent the Euclidean norm. It is worth mentioning that our analysis could be extended to non-Euclidean space. Let Proj Z [z] denote an Euclidean projection operation that projects z onto the set Z. Given a function h : R d → R∪{+∞}, we define the (Fréchet) subdifferential of h as
where each element in ∂h(x) is called a (Fréchet) subgradient of h at x. In this paper, we will analyze the convergence of an iterative algorithm for solving (1) through the lens of variational inequalities.
To this end, we first introduce some background on variational ineqalities. The following notions are classical:
• µ-Strongly monotone if
• ρ-Weakly monotone if
When F (z) is a singleton set, we will directly use F (z) to represent this single element.
It is notable that if F (z) is L-Lipchitz continuous it is also L-weakly monotone. The following lemma is standard but critical for our approach.
-strongly monotone for any γ < ρ −1 and any w ∈ Z.
Proof. Given any z and z ′ in Z, any ξ ∈ F (z) and any ξ ′ ∈ F (z ′ ), we have
where the second inequality is because of the ρ-weakly monotonicity of
Let us recall the definition of SVI and MVI. The Stampacchia variational inequality (SVI) problem, associated with F and Z, denoted by SVI(F, Z), concerns fining z * ∈ Z such that
A closely related but different problem is the Minty variational inequality (MVI) problem associated with F and Z, denoted by MVI(F, Z), concerns fining z * ∈ Z such that
In the literature of VI [54] , a solution z * that satisfies (9) is also called strong solution, and a solution z * that satisfies (10) is called a weak solution. When F is monotone, finding a solution for SVI(F, Z) is typically a tractable problem. So is finding a solution for MVI(F, Z) because, when F is monotone, it can be showed by definition that a solution of SVI(F, Z) is also a solution of MVI(F, Z) [54] . In this paper, we do not assume the involved set-valued mapping F to be monotone and aim to solve the SVI problem. In order to make the SVI problem tractable, the following assumption is made throughout the paper and is critical to establish all results in this paper.
Assumption 1.
i. The set Z is compact, i.e., there exists
ii. The mapping F is ρ-weakly monotone.
iii. The MVI(F, Z) problem has a solution.
When applying an iterative numerical algorithm to solve SVI(F, Z), it is generally hard to guarantee an exact solution for SVI(F, Z) after a finite number of iterations. Therefore, an alternative goal is to find an ǫ-gap solution of SVI(F, Z), namely, a solutionz such that
However, without additional assumption on F , finding an ǫ-gap solution for SVI(F, Z) in finite iterations can be also challenging even if F is monotone. For example, consider the SVI problem of finding z * ∈ [−1, 1] such that ξ * , z * − z ≤ 0 for some ξ * ∈ ∂|z * | and all z ∈ [−1, 1], which is associated to the convex minimization min z∈[−1,1] |z| and has a unique solution at 0. Hence, ifz is very close to 0 but not 0, we always have ξ ,z − z ≥ 1 for anyξ ∈ ∂|z| and z = −sign(z). To address this issue, we introduce the notion of nearly ǫ-gap solution to SVI(F, Z).
In order to show the existence of nearly ǫ-gap solutions, we define a proximal-point mapping (PPM) of F as
for w ∈ Z and 0 < γ < ρ −1 . According to Lemma 1,
has a unique solution denoted by w. The following lemma characterizes the relationship between w and w. Lemma 2. Let F γ w be defined in (12) for 0 < γ < ρ −1 and w ∈ Z. Denote by w the solution to SVI(F γ w , Z). We have
Proof. Since w is the solution to SVI(F γ w , Z), there exists ξ ∈ F ( w) such that
for any z ∈ Z. The conclusion is proved by reorganizing terms and using the fact that z − w ≤ D.
According to this lemma, if we can find a solution w ∈ Z such that w − w ≤ γǫ D , we will have max z∈Z ξ, w − z ≤ ǫ, namely, w is γǫ D -closed to an ǫ-solution of SVI(F, Z). Then w a nearly ǫ-gap solution of SVI(F, Z).
Before ending this section, we present a proposition to show that when F (z) is single-valued and Lipschitz continuous and Z is compact, then a nearly ǫ-gap solution SVI(F, Z) is also an ǫ-gap solution, and an ǫ-gap solution w implies that it is close to the solution of SVI(F γ w , Z) Proposition 1. When F (z) is single-valued and L-Lipschitz continuous and Z is compact, the following holds:
• If w is a nearly ǫ-gap solution to SVI(F, Z) such that w − w ≤ cǫ for some c > 0 and
, where w is the solution of
We can see that proving w − w ≤ O(ǫ) with w being the solution of SVI(F γ w , Z) is a more general approach that can cover both Lipschitz continuous single-valued mappings and nonLipchitz continuous set-valued mappings. In Section 5, we will further show that w − w ≤ O(ǫ) implies that w is a nearly ǫ-stationary solution to the corresponding min-max saddle-point problem. Moreover, the second part of Proposition 1 and the discussion presented in Section 5 imply that an ǫ-gap solution can only lead to a nearly √ ǫ-stationary solution, which is worse than directly proving w − w ≤ O(ǫ).
An Inexact Proximal Point Method for Weakly-Monotone SVI
In this section, we will present first-order algorithms for solving the SVI problem (9) . The method we use belongs to the inexact proximal point method. The method consists of solving a sequence of strongly monotone SVI approximately with each strongly monotone SVI constructed by adding
, an appropriate first-order algorithm is employed to find an approximate solution to SVI(F γ z k , Z), i.e., a point z k+1 that is close to the solution w of SVI(F γ z k , Z). The proximal center of the next subproblem is updated by using the approximate solution z k+1 . The method is described in Algorithm 1, where a subroutine ApproxSVI(
, where z k is used as an initial solution of the subroutine, η k denotes the step size and T k denotes the number of iterations used in the subroutine. Since the convergence rate of the IPP method depends on the convergence properties of ApproxSVI(F k , Z, z k , η k , T k ), we first present several algorithms for implementing ApproxSVI under different oracle models and different conditions of F and their convergence properties.
Algorithm 1 Inexact Proximal Point (IPP) Method for Weakly-Monotone SVI
1: Input: step size η k , integers T k and non-decreasing weights θ k , z 0 ∈ Z, 0 < γ < ρ −1 2: for k = 0, . . . , K − 1 do 3: [56] for Lipschitz continuous single-valued mapping that improves the dependence on the condition number over the gradient descent method and also discuss variance reduction methods for finite-sum problems. When the access to F (z) is only through a stochastic oracle that returns a random variable ξ(z) such that E[ξ(z)] ∈ F (z), we can use the stochastic subgradient method or other appropriate stochastic methods. When F (z) is single-valued and L-Lipschitz continuous and is available through a deterministic oracle, we can use the gradient descent method or the Nesterov's accelerated method to improve the convergence. To formally state the convergence properties of stochastic subgradient method and the gradient descent method for implementing ApproxSVI, we give the following assumptions.
Assumption 2. At least one of the following two statements holds A: For any z ∈ Z, there exists a stochastic oracle that returns a random variable ξ(z) such that
B: F (z) is single-value and there exists a constant L such that
Proposition 2. When Assumption 2A holds, Algorithm 2 guarantees that for any z ∈ Z
where
If F is µ-strongly monotone, we have
where w * denotes a solution to SVI(F, Z).
Remark: It is notable that although the inequalities in (14) are proved without using the monotonicity of the mapping F , they do not directly imply the convergence of a solution to SVI(F, Z) 
when T → ∞. The reason is that the results can be only interpreted as
The difference comes from that the max and the expectation cannot be switched. Indeed, as long as one can achieve an upper bound of
, then the same iteration complexity for solving the min-max saddle-point problem or its corresponding SVI as using stochastic subgradient method can be achieved. One example that is of particular interest to deep learning community (e.g., for training GAN [36] ) is the Adam-style stochastic algorithm [62] .
Proposition 3. When Assumption 2B holds and F is µ-strongly monotone, Algorithm 3 with η = µ/(2L 2 ) guarantees that for any z ∈ Z
where β = L/µ ≥ 1. In addition, we have
Remark: It is worth mentioning that proving the upper bound of
for any z ∈ Z is important for later analysis.
Next, we present the main theorem of this section. Its corollaries will be presented for using different methods to implement the subroutine ApproxSVI. Theorem 1. Suppose for a strongly monotone set-valued mapping F (z), ApproxSVI(F, Z, z 0 , η, T ) returns a solution z + such that
where ξ + ∈ F (z + ) and Θ is problem-dependent parameter. Under Assumption 1, by running Algorithm 1 with γ = 1/(2ρ), θ k = (k+1) α with a constant α > 0, and η k , T k such that ε(η k , T k , Θ) ≤ c/(k + 1) with c > 0, we have
wherez τ is the solution to SVI(F γ zτ , Z).
Remark: One can also derive a similar result using uniform sampling θ k = 1 when ε(η k , T k , Θ) ≤ c/(K + 1), which gives the convergence upper bound of
It is worth mentioning that nonuniform sampling based on the weights θ k = (k + 1) α was due to [15] .
Next, we provide two corollaries for using two different methods to implement ApproxSVI. 
and
wherez τ is the solution to SVI(F γ zτ , Z). The total iteration complexity is O(1/ǫ 6 ).
Remark:
The above result establishes the convergence result for finding an nearly ǫ-solution for SVI(F, Z). The total iteration complexity can be easily derived as K k=1 k 2 = O(1/ǫ 6 ). To the best of our knowledge, this is the first non-asymptotic convergence of stochastic algorithms for solving SVI without the monotone condition.
Corollary 2. Suppose Assumption 2B holds, and Algorithm 3 is used to implement ApproxSVI. Under Assumption 1, by running Algorithm 1 with γ = 1/(2ρ),
, and a total of stages K = 6(α + 1)D 2 /ǫ 2 we have
Remark: In the appendix, we present a variant based on Nesterov's accelerated method (with two gradient updates at each iteration) [56] , which can improve the above complexity when the condition number L/ρ ≫ 1 is large. Next, we compare the above result to that in [19] for solving a SVI with L-Lipschitz continuous single-valued mapping. With additional assumption, we can set ρ = L. Then the iteration complexity for ensuring
Proposition 1. In contrast, the extragradient algorithm studied by Dang & Lan [19] is a singleloop algorithm and needs to compute two gradient updates at each iteration and has an iteration complexity of O(L 2 D 4 /ǫ 2 ) for finding an ǫ-gap solution to the SVI. As we can see our complexity is worse by a log(1/ǫ) factor but only needs to perform one gradient update at each iteration. In the next section, we will show that our algorithms are likely to have better complexity for finding a nearly stationary solution for the corresponding min-max saddle-point problems than that of Dang & Lan [19] .
Corollary 1 and Corollary 5 can be easily proved using the result in Theorem 1 and Propositions 2 and 3. Next, we present the proof of Theorem 1.
Proof of Theorem 1. Let E k be the conditional expectation conditioning on all the stochastic events until z k is generated. Letz k be the solution of SVI(F k ) where F k is defined in Algorithm 1, meaning that
By assumption, we have
By the (γ −1 − ρ)-strong monotonicity of F k , we have
where the second inequality is obtained using (22) with z = z k+1 and (23) z =z k . Let z * be a solution MVI(F, Z), meaning that ξ ⊤ (z − z * ) ≥ 0 for any z ∈ Z and any ξ ∈ F (z). Note that such a z * exists by Assumption 1. According to the definition of F k (z k+1 ) and the fact that ξ k+1 ∈ F k (z k+1 ), we have
by the definition of z * . This inequality and (23) with z = z * together imply
As a result, we have
where the last inequality is by Young's inequality. Rearranging the inequality above gives
where the second inequality holds because of (24) . Multiplying both sides of the inequality above by θ k , taking expectation over all random events, and taking summation over k = 0, 1, . . . , K − 1, we have
By setting β = 1/2, γ = 1/(2ρ), and dividing (26) by
Following standard calculus we have
By noting the values of θ k = (k + 1) α and plugging the above inequalities into (27), we have
5 Solving Weakly-Convex-Weakly-Concave Min-Max Problems
In this section, we discuss the convergence result of Algorithm 1 for solving the considered minmax saddle-point problem (1). Its corresponding SVI problem is defined by the set-valued mapping F (z) := ∂f (x, y) := (∂ x f (x, y), −∂ y f (x, y)) ⊤ and the domain Z = X ×Y. Although one can use the convergence measure for the SVI problem defined in previous sections to measure the convergence of an iterative algorithm for solving min-max saddle-point problem (1), one may be interested in a more direct measure regarding the stationarity of a solution for the min-max saddle-point problem (1) . A point z ∈ Z is called first-order stationary point of the min-max saddle-point problem if
An iterative algorithm can be expected to find an ǫ-stationary solution such that
where dist(z, S) denotes the Euclidean distance from a point to a set. Similar to the previous argument, the non-smoothness nature of the problem makes it challenging to find an ǫ-stationary solution. To address this, we introduce the notion of nearly stationary point for a min-max saddlepoint problem.
Definition 4. A point w ∈ Z is called a nearly ǫ-stationary solution to (1) if there exists w = ( u, v) ⊤ ∈ Z such that
Such a notion of nearly stationary has been utilized in several works for tackling non-smooth non-convex minimization problems [25, 26, 15] . To make this problem tractable, the following assumption is made regarding the min-max saddle-point problem (1).
Assumption 3. f (x, y) is ρ-weakly-convex-weakly-concave, i.e., for any y ∈ Y, f (x, y) + ρ 2 x 2 is convex in terms of x, and for any x ∈ X , f (x, y) − ρ 2 y 2 is concave in terms of y. Since we will use the results presented in last section to study the convergence for solving a minmax problem, the following lemma justifies the Assumption 1 (ii) when f (x, y) is ρ-weakly-convex and ρ-weakly-concave. 
is ρ-weakly monotone. Let z = (x, y) and z ′ = (x ′ , y). By definition of weak monotonicity, we have for any y ∈ Y, any x,
where ξ = (ξ x , −ξ y ) and ξ ′ = (ξ ′ x , −ξ ′ y ). This implies that f (x, y) is ρ-weakly convex in x for any y ∈ Y. Similarly, we can show that f (x, y) is ρ-weakly concave in y for any x ∈ X . Suppose f (x, y) is ρ-weakly-convex-weakly-concave. Now let
. Adding these two inequalities together, we have
where ξ = (ξ x , −ξ y ) and ξ ′ = (ξ ′ x , −ξ ′ y ). This means F (z) is ρ-weakly monotone.
The following lemma will be used to prove that an obtained solution is nearly ǫ-stationary.
Proof. Since w is the solution to SVI(F γ w , Z) and F w is strongly monotone, then w is the min-max saddle-point of the convex-concave problem min x∈X max y∈Y f (x, y) +
which completes the proof.
Next, we present two corollaries regarding the convergence of Algorithm 1 for finding a nearly ǫ-stationary solution of the weakly-convex-weakly-concave saddle-point problem. (1) . Suppose Assumption 2A holds, and Algorithm 2 is used to implement ApproxSVI. Under Assumption 1(i), (iii) and Assumption 3, by running Algorithm 1 with γ = 1/(2ρ), θ k = (k + 1) α with α > 0, η k = c/(k + 1), T k = (k + 1) 2 with c > 0, and a total of stages K = O(1/ǫ 2 ) we have
The total iteration complexity is O(1/ǫ 6 ). Corollary 4. Suppose Assumption 2B holds, and Algorithm 3 is used to implement ApproxSVI. Under Assumption 1, by running Algorithm 1 with γ = 1/(2ρ),
It is an interesting question whether one can derive an ǫ-stationary result for the min-max problem (i.e., (29) ) from an ǫ-gap solution that satisfies (11) of the corresponding SVI. We will show that (29) is a stronger result than (11), i.e., ǫ-stationary solution is also an O(ǫ)-gap solution of the corresponding SVI but not vice versa. Let F (z) = (∂ x f (x, y), −∂ y f (x, y)) ⊤ and Z = X × Y. Suppose a solutionz is found such that dist 2 (0, F (z) + 1 Z (z)) ≤ ǫ 2 . Hence, there existsξ ∈ F (z) andζ ∈ ∂1 Z (z) such that ξ +ζ ≤ ǫ. Note thatζ is a vector in the normal cone of Z atz so that ζ ,z − z ≥ 0 for any z ∈ Z. Hence, we can easily show that
This means an ǫ-stationary solution is an ǫD-gap solution for the corresponding SVI. However, the reversed direction is not true. We consider the following problem in R 2 × R where the objective function is also viewed as a (constant) function of y. Consider the solution (x 1 ,x 2 ,ȳ) = (0, r, 0) which is on the boundary of the feasible region and corresponds to F (z) + 1 Z (z) = {ξ ∈ R 3 |ξ 1 = 1, ξ 2 ≥ 0, ξ 3 = 0}. As a result, dist 2 (0, ∂(f (x,ȳ) + 1 Z (x,ȳ)) = 1 but, because F (z) = (1, 0, 0), we have max z∈Z ξ ,z − z = r. Then, if r is small, we have z satisfying (11) . This means (29) is stronger than (11) .
In light of the above discussion, let us compare the result of applying the extragradient algorithm analyzed in [19] to the min-max problem (1) when f (x, y) is smooth both in x and y such that the corresponding F (z) is Lipchitz continuous. Their result is that finding az such that max z∈Z F (z),z − z ≤ ǫ requires a complexity of O(1/ǫ 2 ). According to Proposition 1, this implies that for finding a nearly ǫ-stationary solution to the min-max problem, the complexity of the extragradient algorithm analyzed in [19] is O(1/ǫ 4 ). In contrast, our complexity in Corollary 4 is O(log(1/ǫ)/ǫ 2 ). It is worth mentioning that it is unclear whether an improved analysis of the extragradient method as in [19] can have a better complexity than O(1/ǫ 4 ) for finding a nearly ǫ-stationary solution for a min-max saddle-point problem.
Examples and Discussions. Finally, we present some examples of the min-max problem whose objective function is weakly-convex and weakly-concave, and also provide more discussion on the key Assumption 1 (iii).
Example 1: When f (x, y) is L-smooth function in terms of x when fixing y and L-smooth function in terms of y when fixing x, it is L weakly-convex-weakly-concave. This kind of problems can be found in training GAN [4] and reinforcement learning [18] .
Example 2: Let us consider f (x, y) = x ⊤ Ay + φ(g(x)) − ψ(h(y)) where φ(·) and ψ(·) are Lipschitz continuous convex functions, g(x) and h(y) are smooth mappings. Following [27] , we can prove that f (x, y) is weakly convex in terms of x when fixing y, and weakly concave in terms of y when fixing y. It is notable that f (x, y) is not necessarily smooth.
Example 3: Let us consider f (x, y) = φ(g(x) − h(y)) where φ(·) is a non-decreasing smooth function, g(x) and h(y) are Lipchitz continuous convex functions. Following [69] , it can be proved that f (x, y) is weakly convex in terms of x when fixing y, and weakly concave in terms of y when fixing y It is notable that f (x, y) is not necessarily smooth. This problem can be found in robust statistics [5] .
Regarding Assumption 1 (iii), previous works [67, 68, 7, 10] have justified that when F (z) satisfies some generalized notion of monotonicity (e.g., pseudomonotone, quasi-monotone), a solution of MVI(F, Z) exists. Indeed, a similar assumption (for the non-convex minimization problem) has been made for analyzing the convergence of stochastic gradient descent for learning neural networks [45] and also was observed in practice [42] .
Conclusion
In this paper, we have presented the first non-asymptotic convergence result for solving non-convex non-concave min-max saddle-point problems. Our analysis is built on the tool of variational in-equalities. An inexact proximal point method is presented with different variations that employ different algorithms for solving the constructed strongly monotone variational inequalities.
A Proof of Proposition 1
For the first part, suppose there exists w,z ∈ Z wherez is a solution of SVI(F γ w , Z) such that w −z ≤ O(ǫ) and max z∈Z F (z),z − z ≤ ǫ. Since F (z) is Lipchitz continuous and Z is compact, we can assume there exists G > 0 such that max z∈Z F (z) ≤ G. Then for any z ∈ Z we have
For the second part, suppose there existsz ∈ Z such that max z∈Z F (z),z − z ≤ ǫ. Let z be a solution of SVI(F γ z , Z) so that
which, by the Lipchitz continuity of F , implies
By reorganizing terms, we have
B Proof of Proposition 2
The proof is straightforward following standard analysis of stochastic subgradient method. By the update for any z ∈ Z we have
Adding the inequalities for t = 0, 1, 2, ..., T − 1 leads to
Let τ be a random index from {0, 1, 2, ..., T − 1}. Using the last inequality, this leads to
where ξ (τ ) ∈ F (z (τ ) ). In case F is µ-strongly monotone, we have
where w * denotes a solution to SVI(F, Z) and ξ * ∈ F (w * ). Taking the expectation, of inequality above, yield the second inequality.
D Other Methods for Solving Strongly Monotone SVI with a Lipchitz Continuous Mapping
We first present an useful lemma in this section.
Lemma 5. Suppose that there exists an algorithm for a µ-strongly monotone SVI(F, Z) with LLipchitz continuous single-valued mapping F (z) that returns a solution z. Then by constructinḡ z = Proj( z − ηF ( z)) with η = 1/( √ 2L), we have
where w * is the solution of SVI(F, Z).
Proof. The following similar analysis as in the proof of Proposition 3, we can show that
By plugging the value of η,
D.1 Using Nesterov's Accelerated method
We first present the Nesterov's accelerated method [56] for solving strongly monotone SVI in Algorithm 4 and show that it could achieve smaller complexity than the GD method when the condition number L/ρ is large.
Proposition 4. When Assumption 2B holds and F is µ-strongly monotone, Algorithm 4 guarantees that for any z ∈ Z
where β = L/µ. In addition, we have
where w * denotes a solution to SVI(F, Z), and M = max z,w∈Z F (w) ⊤ (z − w) + 
S t+1 = S t + λ t+1 8: end for 9:
Proof. The proof is following. First, according to Theorem 3 in [56] , we have
Following Lemma 5, we have
Corollary 5. Suppose Assumption 2B holds, and Algorithm 4 is used to implement ApproxSVI. Under Assumption 1, by running Algorithm 1 with γ = 1/(2ρ),
, and a total of stages K = 6D 2 (α + 1)/ǫ 2 we have
wherez τ is the solution to SVI(F γ zτ , Z). The total iteration complexity is O(D 2 L log(1/ǫ)/(ρǫ 2 )).
Remark:
The total iteration complexity for finding a nearly ǫ-stationary solution of the corresponding min-max saddle-point problem is then O(Lρ/ǫ 2 ). By comparing to the result in Corollary 2, the above result of using Nesterov's accelerated method for solving the strongly monotone subproblems is better by a factor of L/ρ.
D.2 Using Variance Reduction methods
Next, we discuss how to use variance reduction methods for solving each strongly monotone SVI when the underlying F (z) is Lipschitz continuous and has a finite-sum form F (z) = 1 n n i=1 F i (z). Several studies have considered variance reduction algorithms for solving strongly monotone SVI or the strongly convex and strongly concave min-max problems [57, 60] . Here we briefly discuss how to leverage these results for our purpose. It is notable that in these studies, linear convergence is only proved for the point convergence, i.e., E[ z − w * ] where w * denotes the solution of the strongly monotone SVI. However, by using an additional gradient update as in Lemma 5, we can get the linear convergence for E[max z∈Z F k (z) ⊤ (z − z)]. Combining this result, existing convergence results of variance reduction algorithms for solving each strongly monotone SVI(F k , Z) and the result in Theorem 1, we can derive the complexity for solving the original SVI(F, Z) or the minmax saddle-point problem. For example, the complexity of SVRG-based algorithm for solving a strongly convex and strongly concave min-max smooth problem in the sense that E[ z − w * ] ≤ ǫ is O((n+L 2 /µ 2 ) log(1/ǫ)) [60] , which gives a total gradient complexity of O((n+L 2 /ρ 2 )/ǫ 2 ) for finding a solution z τ that satisfies (20) and (21) for the original problem. Equivalently, for finding a nearly ǫ-stationary solution of the original problem, the total gradient complexity is O((nρ 2 + L 2 )/ǫ 2 ). Such a complexity can be also improved to O((nρ 2 +Lρ)/ǫ 2 ) by using the acceleration technique [57] .
E Proofs of Weakly-Convexity-Weak-Concavity of Examples Example 1. When f (x, y) is L-smooth function in terms of x when fixing y and L-smooth function in terms of y when fixing x, it is L-weakly-convex-weakly-concave. Given the smoothness, we have
which gives us
which means f (x, y) + L 2 x 2 is convex in terms of x for any fixed y ∈ Y. Similarly, we can prove f (x, y) − L 2 y 2 is a concave function in terms of y for any x ∈ X . Example 2. Let us consider f (x, y) = x ⊤ Ay+φ(g(x))−ψ(h(y)) where φ(·) and ψ(·) are Lipschitz continuous convex functions, g(x) and h(y) are smooth mappings. By the convexity of φ(·), we have
By the smoothness of g(x), we know there exists L > 0 such that
Combining the above two inequalities we have
Since φ is Lipschitz continuous, there exists M > 0 such that ∇φ(g(x ′ )) ≤ M . As a result,
This proves the weak convexity of φ(g(x)). Similarly we can prove the weak convexity of ψ(h(y)). Since x ⊤ Ay is convex in terms of x when fixing y and concave in terms of y when fixing x. Thus, we have weak-convexity and weak-concavity of f (x, y).
Example 3. Let us consider f (x, y) = φ(g(x) − h(y)) where φ(·) is a non-decreasing smooth function, g(x) and h(y) are Lipchitz continuous convex functions. By the smoothness of φ, there exists L > 0 such that
Since g(x) is convex and Lipchitz continuous, we have
Noting that φ is non-decreasing function with φ ′ (·) ≥ 0, then we have
which implies weak-convexity in terms of x when fixing y. Similarly, which implies weak-concavity in terms of y when fixing x.
