Introduction
Feature selection is a crucial step in face recognition to achieve the desired recognition performance. Feature selection depends on the algorithms used in feature extraction. This paper discusses feature selection for appearance-based face recognition algorithms, where the eigen decomposition of certain covariance matrices is needed. The stepwise feature selection method MIZM ͑modified indifference zone method͒, which is proposed in this paper, determines the confidence interval of the number of features that should be retained in a face recognition system, where machine learning is implemented to extract features by PCA ͑principal component analysis͒ and LDA ͑linear discriminant analysis͒. Depending on whether PCA, LDA, or their variants are used in feature extraction for face recognition, the feature selection procedure differs. However, the common requirement is that in all methods, a feature number needs to be determined. The selected features should be as effective and efficient as possible. When the training set is huge, we should not use all the features, not only because the calculations are not efficient, but also because the set of all available features do not always yield the best performance and usually worsen recognition since irrelevant features become involved. Therefore, feature selection is an essential step for any face recognition technique. The classical approach to feature selection for PCA is to observe the scree plot and select the number corresponding to the lower limit converged upon. This heuristic method using the scree plot is easy to implement, but the selected features may not constitute the "best" feature set from all the extracted features, and the decision on how many features to keep is arbitrary. There are empirical results, used as a rule of thumb, such as by Belhumeur et al., 1 who proposed not using the first three eigenfaces because they are probably influenced by illumination changes. However, the analysis on the physical meaning of eigenfaces is database-dependent. Jain et al. provided a thorough review on statistical pattern recognition methods, 2 but there is no specific solution to the feature selection problem. Ekenel and Sankur used discrimination ability as a criterion to sequentially select either eigenface ͑PCA-based features͒, ICA ͑independent component analysis͒ features, or from a feature pool of both eigenface and ICA features for face recognition, where the selected features are not necessarily the ones with the most energy.
3 Nevertheless, energy, or variance of the feature, is an important indicator of a feature's ability in representation and discrimination. Ideally, the empirical features derived from a database should be a union of good features and irrelevant features. The good features assume larger energy than the irrelevant features, and thus the irrelevant features are easy to remove. However, easy removal is not feasible, because the population itself may vary, and the distribution of empirical features is very difficult, if not impossible, to derive, preventing the systematic selection of features.
This paper is the first to provide a statistical procedure for determining the confidence interval of the number of features that should be retained in face recognition. We adopt one of our authors' stepwise statistical procedure ͑de-noted as Chen's Procedure͒ in selecting the principal components, and we develop it into selecting the features in LDA-based face recognition. Chen's procedure is an extension of the indifference zone method used in ranking and selection. It has been proven to achieve the specified confidence level, and it can determine the number of signals in radar measurements more efficiently than the AIC ͑Akaike's information criterion͒ or MDL ͑minimum description length͒ methods. 4 Chen's procedure assumes that the noise is Gaussian, which is rarely the case for face recognition. A trial of Chen's procedure for eigenface selection ends up using all the eigenfaces, proving little value. Therefore, an extra step is added to whiten the lumped noise or the intrapersonal variations. The resulting objective function matches the objective function of the LDA method. Hence, the newly developed MIZM is incorporated within the LDA-based face recognition system. The rest of this paper is organized as follows. Chen's procedure is reviewed in Section 2, with addition to MIZM in Section 3. In the new approach, the distribution of the eigenvalues under the least favorable configuration is simulated to make sure that feature selection achieves the specified confidence level in both steps of the eigenpair selection in the DF-LDA ͑direct fractional-step LDA͒ method. The experiment in Section 4 shows that MIZM achieves higher accuracy than using all features or heuristically selected features. The relatively small number of features also points to the efficiency of the proposed MIZM feature selection method.
Chen's Procedure in Brief 2.1 Statement and Assumptions of Chen's
Procedure Chen et al. adopted the MUSIC ͑multiple signal classification͒ model to describe the measurement of a signal. 5 MUSIC assumes that a signal consists of q independent, complex, exponential components in the presence of Gaussian white noise. MUSIC is most often used in frequency component estimation, but in Chen's procedure and this paper, the frequency analysis is not explicit. A generalized MUSIC signal model is
where ⌽ i is the ith set of parameters of the system corresponding to the ith signal s i ͑t͒. A͑·͒ is a transformation function to derive the scaling factors on each signal component s i ͑t͒ based on the corresponding parameters set ⌽ i . The signal varies when time elapses, but the parameters are not time-varying, representing the intrinsic system property. ͚ i=1 q A͑⌽ i ͒s i ͑t͒ is rewritten in matrix form as As͑t͒. A is of size p ϫ q, where p is the dimension of measurements, and p Ͼ q. The intrinsic signal s͑t͒ ͓ϳN͑0 , ⌿͔͒ is a q ϫ 1 vector with s i ͑t͒as elements. The measurement x͑t͒ and the noise n͑t͒ ͑AWGN with covariance matrix 2 I p ͒ are p ϫ 1 vectors. The covariance matrix ⌺ of measurable x͑t͒ is thus given by
Again, as defined above, ⌿ is the signal covariance matrix, and I p is the noise covariance matrix. The goal of Chen's procedure is to determine q ͑q Ͻ p͒ from the sample covariance matrix S. ͑The case of q = p is trivial and not discussed here.͒ S is an observed version of ⌺. Let ͕ 1 , ... , p ͖ denote the set of eigenvalues of ⌺, and let each eigenvalue be associated with an eigenvector, a feature. From now on, feature notation does not differentiate between the eigenvalue and eigenvector within a pair. In Chen's procedure, the set of all possible features is ⍀ = ͕ 1 , ... , p ͖, and the preference zone ͑containing "good" features͒ is defined as
͑3͒
where the distance d͑ i , j ͒ = i / j , and ␦ * is the biggest noise-to-signal ratio ͑NSR, inverse to SNR͒, whose exact value depends on the application. The separation is correct ͑CS͒ if the sample preference zone S G is identical to ⍀ G . Given the level of statistical significance P * , Chen et al. 5 proved that the probability of correct seperation by Chen's procedure is no less than P * : P͉͑CS͉ Chen's procedure͒ Ն P * . ͑4͒
Ranking and Selection Formulation
Given the problem description and assumptions, the theories of ranking and selection are introduced in this section. If the data matrix, of size n ϫ p ͑where n is sample size, and p is the dimension of the measurements͒, conforms to a multivariate normal distribution, then the sample covariance matrix conforms to the Wishart distribution with p degrees of freedom. 
where ⌳, composed from , appears in the covariance matrix of eigenvalue differences. ᮀ Lemma 2. When the eigenvalues of ⌺ have nonunity multiplicities, the eigenvalues of S belonging to different eigenvalues of ⌺ are asymptotically independent. ᮀ Based on these two lemmas, Chen et al. proved Theorem 1 on the least favorable configuration for a correct separation, which is the worst-case scenario that needs to be taken into account. 
where q is an integer ͑q I͓1, p͔͒, and d͑ q+1
ᮀ Intuitively, Theorem 1 can be understood by realizing that the maximum noise-to-signal ratio is a preset value, ␦ * , depending on the application; when the actual NSR is smaller than ␦ * , the separation of noise from the signal will be easier. The worst-case scenario is when all signal components assume equal energy while all noise components are equally strong as when approaching the maximum NSR, ␦ * .
Stepwise Statistical Procedure
Intuitively, Chen's procedure first generates the empirical distribution of the sample covariance eigenvalues under each asymptotic least favorable configuration ͑ALFC͒, where the number of intrinsic signals, q, assumes a value between 1 to p, where p is the dimension of the measurements. After the data are collected, the sample covariance eigenvalues are compared to ALFC cases, and the confidence interval of q can be inferred. By Chen's procedure, no mathematical formulation of empirical distribution is needed, but instead, Monte Carlo simulation is implemented to generate the empirical distribution.
Chen's procedure is implemented as following: in each step, with the integer j ͑j =2, ... , p͒, set the true number of important components as j − 1, let p eigenvalues of ⌺ satisfy the ALFC in Eq. ͑6͒, and then compute the covariance matrix S based on this particular ⌺. Monte Carlo simulation is implemented to derive the distribution of empirical S. The lower limit is derived as a j = max͑␦ * , p j ͒, where p j is the 100͑1−␣ / 2͒th percentile of l j / l 1 from the Monte Carlo simulations of S. ␣ is a predetermined significance level, such as 0.01 or 0.05, as required by the system designer, and used in the Monte Carlo simulations to derive the percentiles. After all the lower limits, a 2 , a 3 , ... ,a p , are derived empirically, they are used on a practical data set to determine the true q. Chen's procedure claims that the lower bound on the number of "true" features from a data set, q, equals k −1 if k is the smallest integer in ͕2, ... , p͖ that satisfies
Similarly, the upper limit is derived as b j = min͑␦ * , p j ͒, where p j is the 100͑␣ / 2͒th percentile of l j / l 1 . After determining b 2 , b 3 , ... ,b p , Chen's procedure claims that the upper bound q = k if k is the largest integer in ͕2, ... , p͖ that satisfies
Chen's procedure is explained in more detail in Ref. 8 . The significance level of Chen's procedure is proven as follows.
Theorem 2.
For any ␦ * ͑0 Ͻ ␦ * Ͻ 1͒ and satisfying
asymptotically, when n goes to infinity,
⍀ ͕G,q͖ is the selected "good" feature set with true dimension q. ᮀ Theorem 2 indicates that for all practical SNR cases, Chen's procedure achieves the desired significance level asymptotically. The reason to use simulation to derive the distribution of the eigenvalues but not to use the asymptotic approximation, 2 distribution, is that when the sample size is not large, the empirical distribution of the eigenvalues of the sample covariance matrix deviates from the asymptotic 2 distribution. On the other hand, computer simulation truthfully represents the empirical distribution, which enables the evaluation of specific critical values ͑a j , b j ͒. This could not have happened without the development of computers.
Modified Indifference Zone Method "MIZM…
for Feature Selection in Face Recognition 3.1 Whitening for MIZM Chen's procedure is developed based on the generalized MUSIC model, which is theoretically sound in deriving the number of principal components in PCA to differentiate the trivial components from the significant components. In practice, Chen's procedure is efficient in deriving the signal number in radar measurements, 4, 5 when the noise is nearly white. If the noise is not white, Chen's procedure can be applied after the color noise is whitened by the inverse of the between-class scatter estimated from secondary measurements. 9 However, in face recognition, the betweenclass scatter is not Gaussian, and it is singular, thus whitening has to be done, but the inverse of the between-class scatter in Ref. 9 does not exist. This paper overcomes the singularity problem by direct subspace decomposition and proposes the modified indifference zone method ͑MIZM͒ for feature selection specifically designed for face recognition. MIZM extends Chen's indifference zone method from PCA to LDA, and MIZM can be applied to other LDA applications.
The variation of a face image ⌬ comes from three parts: Ĩ: intrinsic interpersonal variation discriminating human identities; T : intrapersonal variation such as illumination, expressions, and occlusions; Ñ : noise from acquisition, transmission, and so on. Namely,
Ĩ is the variation that is helpful in classifying the subjects, but T + Ñ are irrelevant variations for the purpose of face recognition. A successful face recognition system needs to tell Ĩ apart from the lumped variations T + Ñ . Suppose that the covariance matrix of all the face images is ⌺ 1 with size p ϫ p, which corresponds to the total variation ⌬, where p is the dimension of measurements, or the number of pixels in face recognition. Following the notations in Eq. ͑2͒, the covariance matrix of the intrinsic intrapersonal variation is assumed to be ⌿ with size q ϫ q ͑q Ͻ p͒, which corresponds to the q-dimensional interpersonal variation components, or features, that cause Ĩ. A transform matrix A generates the p variables in face images from these q features.
The q intrinsic features and the transform A are unknown. PCA-, 6,10-13 ICA-, 14, 15 and LDA- [16] [17] [18] [19] [20] [21] based face recognition algorithms are all successful attempts to decipher the transforms in deriving the features. Except for the interpersonal variation, all other variations are lumped together, and the covariance matrix of the lumped variations is assumed to be ⌺ 2 with size p ϫ p, which corresponds to T + Ñ . As a result,
⌺ 2 in face recognition is not white, and whitening is needed. However, due to the singularity of ⌺ 2 , the inverse of ⌺ 2 in face recognition is not available. We utilize direct subspace decomposition to overcome this difficulty. ⌺ 1 is estimated by the sample covariance from all training images, S total . ⌺ 2 is estimated by the sample covariance of the intraclass differences, S within . ⌺ 1 and ⌺ 2 are best estimated independently from two sets of training images. However, when the training images are limited, ⌺ 1 and ⌺ 2 can be estimated from the same set of training images. S total is the covariance matrix of all the vectorized and mean extracted training images, ͕x j ͖, j =1, ... ,n, where n is the total number of images. The total scatter is defined as
The within-class scatter is
where i is the ith group mean for face images belonging to group X i , and there are c groups ͑each subject is a group͒. The total scatter is the summation of the between-class scatter and the within-class scatter. The whitening is to analyze the eigen decomposition structure of S total S within −1 . Now that
the whitening is equivalent to finding S between S within −1 , which is the eigen decomposition used in the LDA method, 19 where the between-class variation is maximized while the within-class variation is minimized to discriminate between different classes. When LDA is applied in face recognition, the within-class scatter is singular; various methods have tried to solve this problem, such as the Fisherface method, 1 which uses PCA to first get rid of the null space of the within-class scatter. Similarly, in this paper, the problem of a singular S within exists, and appropriate data processing is needed to solve this problem.
Solution to Overcome the Singularity of S within
Subspace analysis of different face recognition algorithms reveals the feature space derived by different algorithms. Subspace analysis is illuminating to solve the singularity problem of S within in this paper, and thus we summarize it in this section. The common procedures of face recognition, enrollment, and recognition are illustrated in Fig. 1 . In enrollment, the images of the registered users are preprocessed, mean-extracted, vectorized, and paralleled to construct a data matrix. The covariance matrix of the data matrix is singular, because the number of features, q ͑q is at most n, the number of images͒; is less than the dimension of the images, p, or the number of pixels in an image. If the features are extracted and selected, users' gallery images are transformed into templates by the specific algorithms and stored. The processing techniques and the templates are adjusted concurrently. In recognition, the face recognition system receives a testing image, transforms the new image by the same algorithm, and compares it with the templates. The decision process may incorporate all kinds of classifiers. If the classifier is a learning algorithm requiring training such as a neural network or Bayesian network, the training database is split to learn the classifier structure and construct the templates. The decision is acceptance or refusal of the testing image with a claimed identity. If the user is accepted and the impostor is rejected, then it is a correct decision; otherwise, it is an incorrect decision.
The PCA-based eigenface method utilizes the range space of S total . 10, 11 In the LDA-based face recognition algorithms, within-class scatter is the covariance matrix of the different images of the same person. Between-class scatter is the covariance matrix of the differences between different subjects, where the means of different subjects are used as the representations of those subjects. The Fisherface method 1 utilizes the range space of S between and that of S within , but the null space of S within is shown to be more discriminative. The direct LDA ͑DLDA͒ methods 16, 18 utilize the range space of S between and the null space of S within , which achieve higher objective function values than the original LDA method. The DLDA method optimizes the following objective function:
where ⌽ is the feature set that needs to be extracted. The optimization solution is derived by DLDA, so it's denoted as ⌽ DLDA . ⌽ maximizes the between-class scatter while minimizing the total scatter. Equation ͑14͒ is not equivalent to Eq. ͑13͒, but both, DLDA and original LDA aim at maximizing between-class discrimination while tolerating within-class variation. More specifically, the DF-LDA ͑di-rect fractional-step LDA͒ method 21 is used in this paper, where more weights are given to closer samples for better separation in classification, 22 and the fractional step can further improve the discriminatory power. The difference of DF-LDA from DLDA is that in DF-LDA, a set of weighted scatters, Ŝ , instead of the traditional scatters, S, are used. The subscripts and the formulations in DFLDA are all the same as in DLDA. Namely,
where
and w͑d kl ͒ is the weight determined from the distance between two means, d kl = ʈ k − l ʈ. The weighting function is usually a monotonically decreasing function such as w͑d͒ = d −q to weight closer classes more heavily since they are more difficult to classify. w͑d͒ should drop faster than
T , and hence q = 3 is used in this paper. i is the ith group mean for face images, and is the average of the class means.
where S within is defined in the same way as in Eq. ͑12͒ but is not weighted.
Ranking Procedure in MIZM
In solving Eq. ͑14͒ to find the optimal feature set, which maximizes the between-class scatter while minimizing the total scatter, the features should be taken from the intersection of the range space of the between-class scatter and the null space of the total scatter. The separation of the range space from the null space is critical in this procedure, and the cardinalities of Ŝ between,range and Ŝ total,null need to be determined accurately. Let the integer ␥ 1 denote the number of features in space Ŝ between,range , and let the integer ␥ 2 denote the number of features in space Ŝ total,null പ Ŝ between,range . ␥ 1 and ␥ 2 should both be determined based on the training data, where c is the number of classes, or the number of users. Definitions of scatters in Eqs. ͑16͒ and ͑17͒ dictate that ␥ 1 Յ c − 1 and ␥ 2 Յ ␥ 1 .
As formulated in Section 2, Chen's procedure provides the number of significant principal components. From the viewpoint of spaces, the principal components span the range space of the covariance matrix; hence, the number of significant principal components is the dimension of the range space. Further, the total space is a union of the range space and the null space, and the cardinality of the total space is the summation of the cardinality of the range space and the cardinality of the null space. Therefore, given the cardinality of the total space, the derivation of the cardinality of the null space is equivalent to derive the cardinality of the range space, since the cardinality of the null space is a subtraction from the cardinality of the total space by the cardinality of the range space.
We implement indifference zone ranking and selection procedure on Ŝ between to find its range space, project Ŝ total onto this space, and then implement indifference zone ranking and selection procedure on Ŝ total to find its null space based on the relationship between range space and null space. We extend the usage of indifference zone ranking and selection procedure from PCA to LDA, which can be generalized for other LDA-based tasks.
Determination of ␥ 1
In Eq. ͑16͒, the number of total independent variables is c, but the difference calculation gets rid of one degree of freedom. Therefore, the maximum dimension of Ŝ between,range is c − 1. For each possible rank p, a Monte Carlo simulation is carried out to derive the 100͑1−␣ / 2͒th percentile a orig and the 100͑␣ / 2͒th percentile b orig of the eigenvalue distributions. a orig and b orig are vectors of length c − 1, and the elements of a orig and b orig correspond to different cases of the asymptotic least favorable configuration ͑ALFC͒. The number of samples in deriving the empirical covariance matrix is assumed to be three times the matrix dimension, and the number of Monte Carlo simulations is assumed to be 10,000. The critical values used in the actual comparison are a ␥ 1 = max͑a orig , ␦ * ͒ and b ␥ 1 = min͑b orig , ␦ * ͒. The actual eigenvalues of the sample between-class scatter, Ŝ between , are compared to a ␥ 1 and b ␥ 1 to determine the confidence interval of ␥ 1 .
Determination of ␥ 2
The final features are taken from the space Ŝ total,null പ Ŝ between,range . Therefore, the maximal possible value of ␥ 2 is ␥ 1 . The critical values used in selection, a ␥ 2 and b ␥ 2 , are derived in the same way that a ␥ 1 and b ␥ 1 are derived. The actual eigenvalues of the sample total scatter Ŝ total are compared to a ␥ 2 and b ␥ 2 to determine the confidence interval of the dimension of the range space ͓LB , UB͔. Then the confidence interval of ␥ 2 is ͓␥ 1 − UB , ␥ 1 − LB͔, since ␥ 2 is the dimension of the null space.
Experimental Results

On the ORL and UMIST Databases
The experiments are first implemented on the ORL and UMIST databases. The ORL database has 40 subjects, each with 10 images. Thirty-nine subjects are randomly selected as registered users, and 5 images of each user are randomly used for enrollment. The UMIST database, has 20 subjects, each with 24 to 84 images, with drastically different poses and illumination. Nineteen subjects, each with 12 images, are randomly used for enrollment. The images from registered users are used to evaluate the false rejection rate ͑FRR͒. The face images from imposters are used to evaluate the false acceptance rate ͑FAR͒.
The parameter ␦ * , used in the modified Chen's procedure, physically represents the inverse of the SNR of the major components to the "noisy" minor components. Here in face recognition, the ␦ * is taken as 0.2 in order not to discard too many features.
In implementing DF-LDA, singular-value decomposition ͑SVD͒ is utilized to derive the eigenstructure of each covariance matrix. The eigenspectra of Ŝ between,range and Ŝ total,null and the corresponding a ␥ i , b ␥ i ͑i =1,2͒ are plotted in Fig. 2 for inspection. The 0.2 heuristic line is overlapped with partial a ␥ i or b ␥ i and thus is not shown explicitly. The range of the feature number is determined where the eigenspectra fall between the upper bound ͑star line͒ and the lower bound ͑plus sign line͒. By MIZM, the rangespace dimension is selected as the average of the upper and lower bounds, as is ␥ 1 ; ␥ 2 is selected as ␥ 1 − rank͑⌫ 2 ͒. Specifically, the feature number is selected as ␥ 1 = 28 and ␥ 2 =28−7=21 for ORL, and ␥ 1 = 16 and ␥ 2 =16−3=13 for UMIST.
Due to the Monte Carlo simulation variation, the derived critical-value vectors a ␥ i and b ␥ i ͑i =1,2͒ may vary around the third decimal points; however, this variation won't influence the final results most of the time, since the eigenvalues of the covariance matrices in face recognition distribute relatively far apart and their ratios are around the first or second decimal points. If this variation becomes a problem, more Monte Carlo simulations can be implemented to decrease this variation.
MIZM essentially uses eigenvalues as indicators to the associated eigenvectors in identifying whether the features span range space or null space. Comparable feature selection schemes should use the same indicators. Therefore, the classification results are compared among MIZM and two other feature selection schemes: the first one simply uses all the features; the second one selects the features whose corresponding eigenvalues start to level off on the scree plot. The feature number and recognition rates are listed in Table  1 . 1 − FRR is the correct acceptance rate on registered users. 1−FAR is the correct refusal rate on imposters. The particular operating point in Table 1 is the minimal-cost balanced result by considering both errors. The improvement is highlighted in Table 1 . For the ORL database, the proposed feature selection method improves the correct recognition rate on registered users while maintaining the correct rejection rate on imposters rather than either using all features or using the features selected by watching the scree plot. For the UMIST database, if all features are used, the false acceptance rate is too high, which shows that overfitting occurred. The proposed method shows a 0.83% dropping in the correct acceptance rate than using the features selected by watching the scree plot, but the proposed method improves 3.06% on rejecting the imposters. Therefore, the overall performance of the proposed feature selection method is better than traditional methods. The result with the FERET database is explained in the next section.
On the FERET Database
The FERET database is provided by the NIST, which includes a total of 14,126 images from 1,199 individuals. FERET is the standard baseline database for evaluating face recognition performance. 23 By MIZM, the range-space dimension is selected as the average of the upper bound and lower bound, as is ␥ 1 ; ␥ 2 is selected as ␥ 1 − rank͑⌫ 2 ͒. Specifically, the feature number is selected as ␥ 1 = 100 and ␥ 2 = 175− 94= 81 for FERET. The performance of feature selection on FERET is listed in the rightmost column in Table  1 , MIZM improves significantly from using all features, and the margin between MIZM and the heuristic method is consistent. The improvement is highlighted in Table 1 .
In comparing the system performance in all applicable situations, log-scale ROC ͑receiver operating characteristic͒ and CMS ͑cumulative matching score͒ curves are also reported that compare MIZM with the other two methods that select features by the same indicators. If the features are derived from different algorithms and thus are not comparable, then the comparison of final recognition performance is feasible. ROC illustrates the relative relationship between FAR and FRR for all possible thresholds. CMS plot provides rank-k results. Rank k means that the true identity is within the first k candidate identities provided by the face recognition system. The rank-k result is particularly useful when face recognition is used for automatic screening, where further identification by other methods is carried on. The log-scale ROC curve is shown in Fig. 3 , where the margin between MIZM ͑the solid line͒ and the scree method ͑the dashed line͒ is consistent.
The CMS plot is shown in Fig. 4 , where the MIZM method ͑the solid line͒ achieves better recognition earlier along the rank axis.
Conclusions
We provided a new technique, MIZM ͑modified indifference zone method͒, by analyzing the null space and range space of the covariance matrix to overcome the singularity problem in extending an indifference zone method, Chen's procedure, from PCA to LDA. MIZM is applied to the direct fractional-step LDA ͑DF-LDA͒ face recognition technique. In light of the face recognition rate, MIZM is more effective for feature selection based on the experiments on the ORL, UMIST, and FERET databases than using all features or using heuristically selected features. The selected feature number by MIZM is relatively small, and hence computationally efficient.
Limitations and Future Work
The feature selection procedure needs the practical distribution of the eigenvalues of the sample covariance matrix, which is estimated by Monte Carlo simulation, and is known to be more accurate than the asymptotic approximations by the 2 distribution when the sample size is not large. However, the simulation is specific to the dimension of the sample covariance matrix, or the number p. Once the image size has changed, the simulation needs to be redone, which is time-consuming. Therefore, we would like to determine whether the simulation can be done for a larger p value, and select the former portion of the critical values a ␥ i and b ␥ i ͑i =1,2͒ for a possible smaller p value.
Currently, the critical values a ␥ i and b ␥ i ͑i =1,2͒ are determined on ratios of the sample covariance eigenvalues, which differ when 1 and l 1 , or p and l p , differ. Therefore, the absolute values of possible eigenvalues, instead of the ratios, may be used to enable the universal applicability of the critical values.
MIZM extends Chen's indifference zone ranking and selection method from PCA to LDA. This new statistical ranking and selection method, MIZM, is expected to be applicable in other LDA tasks.
