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ABSTRACT
Heat transfer inside microscale geometries is a complex and a challenging phenomenon.
As supercritical fluids display large variations in their properties in the vicinity of the critical point,
their usage could be more beneficial than traditional coolants. This numerical study, in two parts,
primarily focuses on the physics that drives the enhanced heat transfer characteristics of carbon
dioxide (CO2) near its critical state and in its supercritical state. In the first part of the study, the
flow of supercritical Carbon Dioxide (sCO2) over a heated surface inside a microchannel of
hydraulic diameter 0.3 mm was studied using three-dimensional computational fluid dynamics
(CFD) model. The temperature of the heated surface was then compared and validated with
available experimental results. Also, the heat transfer coefficients were predicted and compared
with experiments. Additionally, the acceleration and pressure drop of the fluid were estimated and
it was found that the available correlations for conventional fluids failed to predict the flow
characteristics of the CO2 due to its supercritical nature. In the second part of the analysis, a
relatively new phenomenon known as the Piston Effect (PE), also known as the fourth mode of
heat transfer, was studied numerically inside a microchannel of depth 0.1 mm using a twodimensional CFD model, and it was found that the adiabatic thermalization caused by PE was
significant in microgravity and terrestrial conditions and that the time scales associated with the
PE are faster than the diffusion time scales by a factor of 5 to 6400. In addition, this study revealed
the presence of PE in laminar forced convective conditions. A new correlation was developed to
predict the temperature raise of the bulk fluid that is farthest from the heated surface.
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CHAPTER 1. INTRODUCTION
Increasing demands in computational requirements, due to advances by the electronic
industries, are driving high heat fluxes in high-power density devices. Efficient thermal
management of these devices enhances their efficiency and structural integrity. Traditional
methods use coolants, such as air and water, to dissipate heat away from the electronic devices.
However, their capacity is limited by their thermo-physical properties or compatibility with
sensitive electronic devices.
Around it’s critical point, Carbon Dioxide (CO2) has excellent thermo-physical properties,
which can be leveraged to enhance heat transfer. Many traditional theoretical and experimental
studies have been conducted on water and air in both micro and macro geometries. A large number
of correlations are available to predict the heat transfer and flow characteristics, such as Nusselt
number and pressure drop. However, only few studies have been performed on flow of
supercritical Carbon Dioxide (sCO2) inside microchannels and very few correlations are available
to predict heat transfer and flow characteristics. Additionally, the flow and heat transfer behavior
of fluids vary significantly between macro and micro sized geometries. Thus, flow of sCO2 inside
micro channels poses difficulties due to its irregular fluid properties and micro scaled geometries.
These difficulties and lack of proper data prompted this study. Using computational fluid dynamics
(CFD) tools, the heat transfer and flow characteristics have been predicted and validated against
available experimental data.
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CHAPTER 2. LITERATURE REVIEW
2.1 Supercritical Carbon dioxide (sCO2)
Dostal et al. [1] performed a detailed and systematic evaluation of system design for the
family of sCO2 Brayton power for advanced nuclear reactors and found that the sCO2
recompression cycle has a better performance, is compact, simple, and thermally more efficient
than the traditional cycles. It was also mentioned that in 1948 Suzler Bros. filed a patent for the
concept of Brayton cycle using partial condensation of CO2 as one of the earliest works done on
CO2 cycles [1].
A large number of studies explored the potential benefits of sCO2 as a coolant in a range
of heat transfer applications inside macro and micro scale geometries. Kurizenga et al. [2]
conducted numerical and experimental studies for flow of sCO2 inside horizontal and parallel
semicircular channels to understand the heat transfer behavior and compared different correlations,
particularly Jackson’s and Dittus-Boelter correlations. They found that both correlations overpredicted the heat transfer near the critical point. Also, it was the Pitla correlation [3] that best
predicted experimental data with a modest scatter. A new correlation was developed using the
Jackson correlation [4] and the ratio of bulk specific heat of sCO2 and specific heat of an ideal gas.
It was also concluded that the SST k-ω model best predicted the experimental results.
Experimental study of heat transfer of flow of sCO2 inside channels (both horizontal and
vertical orientations) were performed by Duffey et al. [5] who found three modes of heat transfer,
namely, normal mode, deteriorated mode, and improved mode. The authors found that the
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deteriorated heat transfer occurs at low mass fluxes and at high heat fluxes. It was also concluded
that at supercritical pressure heat transfer was affected by flow orientations.
In a NASA technical note, Hendricks et al. [6] presented some of the important aspects of
heat transfer near-critical fluids. Peculiarities, such as spikes in wall temperature, oscillations,
large momentum pressure drops, non-compliance with conventional correlations, etc., were
observed. The authors concluded that the large density changes were the source of oscillations near
the critical point. Also, non-choking of critical flow was observed contrary to the belief that in
thermodynamic equilibrium the critical flow was expected to choke easily. But the observation of
non-choking could be due to the near-critical flow, which might not achieve thermodynamic
equilibrium.
Jackson [7] provided an important basis for correlating experimental data using a
comprehensive review of an earlier work on fluid flow and heat transfer at supercritical pressures.
It was noted that a smooth transition from liquid-like to gas-like occurred with an increase of
temperature for supercritical fluids. The authors provided an approach that accounts for the
combined effects of buoyancy and acceleration on heat transfer. Also, a physics based semiempirical model was developed for an improved criterion to determine conditions corresponding
to negligible buoyancy effects. The phenomenon of impaired forced convection was explained by
the conditions and reasons provided by the authors.
Kedzierski [8] experimentally examined different factors that cause deviations between
macro scale predictions and micro scale measurements in single-phase heat transfer and pressure
drop. Expressions for tube diameter were formulated where these factors become more influential.
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The authors stated that some new phenomenon known as enhanced eddy bursting and early
transition to turbulence inside microchannels might be causing differences between macro-flow
models and the actual measurements of micro scale flows. It was also found that inside micro tubes
compressible flow was prevalent, but it was not quantified. Also, these disparities could be
attributed to the data reduction methods used for microchannels as they were not accounting the
viscous dissipation.
In their experimental studies on the flow of supercritical and subcritical CO2 inside micro
tubes, Pettersen et al. [9] predicted heat transfer characteristics and pressure drop. Heat rejection
and heat absorption by the fluid were the focus areas of the experiments. It was found that sCO2
offers high heat transfer coefficients, and that the Gnielinski correlation combined with the
Haaland’s friction factor predicted the experimentally obtained Nusselt number well.
Liao et al. [10] investigated the heat transfer characteristics of sCO2 inside miniature tubes
(both vertical and horizontal), experimentally. 0.7, 1.4, and 2.16 mm diameter tubes were
considered in the experiments with pressures ranging from 74 to 120 bar, temperatures from 20 to
110 °C, and mass flow rates from 0.02 to 0.2 kg/min. The results showed that the Nusselt numbers
plunged significantly as the tube diameter was decreased below 1 mm. Correlations were
developed to predict average Nusselt number in both horizontal and vertical miniaturized heated
tubes. It was also observed that the heat transfer coefficients were decreased in downward flow
compared to upward, horizontal, and constant property flows, opposing the available results in the
literature.
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Using SST k-ω turbulence model in a commercial CFD tool Starccm+, Manda et al. [11],
numerically studied flow of sCO2 inside a microchannel of hydraulic diameter 300 μm over a wide
range of pressures, mass fluxes, and surface heat fluxes. The numerical results were within +/- 3%
of the available experimental results by Parahovnik et al. [12]. These simulations successfully
captured the density patterns that were observed in the experimental studies. In the same
experimental studies were conducted by Parahovnik et al. [12] on flow of sCO2 inside a
microchannel of hydraulic diameter of 0.3 mm to predict heat transfer and flow characteristics. It
was concluded that because of its gas-like conditions, such as low viscosity, sCO2 exhibited high
heat transfer coefficients, low pressure drop, and high Reynolds numbers, which are beneficial for
flows inside microchannels.
Convective heat transfer of water in rectangular high aspect ratio mini channels heated on
one side was investigated experimentally by Forrest et al. [13]. The observations include higher
critical Reynolds number, friction factor smaller than in circular tubes, and the deviation of
predictions using the correlations developed for circular tubes. It was also observed that the heat
transfer depended strongly on Prandtl number due to asymmetrical heating condition. New semianalytic correlation was developed for high aspect ratio rectangular channels with only one side
heating that predicted experimental data within +/- 5%.
Manda et al. [14] compared heat transfer characteristics of flow of water and sCO2 inside
a square microchannel of hydraulic diameter of 300 μm for a range of mass fluxes using
computational fluid dynamics. It was observed that for a same mass flux sCO2 experienced lower
pressure drop than water. It was also found that the heat transfer coefficient over the heater surface
was enhanced for sCO2 as a medium than water as the flow of sCO2 because of turbulent due to
5

its low dynamic viscosity. It was predicted that with sCO2 as the medium, the heater surface
maintained almost uniformly at higher mass fluxes. It was also concluded that traditional
correlations, such as Gnielinski and Dittus-Boelter, failed to predict the heat transfer characteristics
of sCO2.
Physics based semi-empirical models were presented by Jackson [15] for turbulent heat
transfer of supercritical fluids including the effects of buoyancy and acceleration. These models
captured the effects of drastically varying properties due to temperature in the vicinity of pseudocritical region. The buoyancy and acceleration parameters were formulated using the variable
property functions to take care of property changes due to temperature. It was observed that the
effects of buoyancy and acceleration could be neglected when respected parameters are less than
0.02.
He et al. [16] computational studied the convection heat transfer of sCO2 inside vertical
mini tube of diameter 0.948 mm using low-Re eddy viscosity turbulence model. Buoyancy effects
were found to be negligible even at high surface heat fluxes and the flow acceleration deteriorated
the heat transfer. The computational model was able to predict the results well for some
experiments, but the deviation between experimental data and predicted results was significant for
other experiments. For high heat fluxes it was observed that the turbulence was reduced due to the
increase in flow acceleration. The increased flow acceleration due to increased heat flux was also
mentioned by other researchers [12].
Garach et al. [17] experimentally studied the effects of different inlet conditions for the
flow of water inside microchannels and measured heat transfer and pressure drop in both laminar
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and transitional regimes with constant surface heat flux. The authors observed that the Nusselt
number for laminar flow increased linearly with the Reynolds number, rather than attaining a
constant value of 3.61 as mentioned in the literature but in the turbulent regime, the Nusselt number
shown agreement with Gnielinski correlation. The authors presented the Colburn j-factor results
and the effect of changing the inlet conditions was documented. Additional studies were proposed
to investigate the inlet conditions to better understand the transition regime.
Corradini [18] experimentally and numerically studied the flows of supercritical CO2 and
supercritical water in nuclear power plants. SST k-omega turbulence model well predicted the heat
flux within 5% to 20% of the experimental results. The pressure drop from numerical analysis was
observed to be overpredicted experimental results by 10% for high mass fluxes was underpredicted
experimental results by 10% for lower mass fluxes.
In an extensive study, Hall et al. [19] reviewed available correlations and experimental data
to predict forced convection heat transfer of supercritical fluids. The authors suggested to include
systematic experiments to study the effects of various parameters such as thermal entry with
variable property fluids, thermal boundary conditions, gravitational forces, and turbulence on heat
transfer and forced convection. It was also noted that empirical forced convection correlations for
supercritical fluids vary significantly, and suitable experimental methods, which will resolve the
thermal entry effects for supercritical fluids were proposed. It was also noted that the complex
nature of thermal boundary layer affects forced convection due to nonlinearities.
A numerical study was carried out by Ciao et al. [20] to simulate the flow and heat transfer
of sCO2 inside horizontal circular and triangular tubes with diameters less than 1 mm for laminar
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mixed convection settings. Drastic variations in the thermo-physical properties of the sCO2
induced buoyancy effects in the entrance region, thus inducing secondary flows that disturbed
velocity and temperature fields. The buoyancy effects enhanced mixing and heat transfer that
accelerated thermal equilibrium inside the flow. Drastic variations in properties of the fluid, didn’t
ensure fully developed conditions until the flow and the wall both reached thermal equilibrium.
Jiang et al [21] conducted experimental and numerical studies at various heat fluxes and
Reynolds numbers in a 99.2 μm tube to gain better understanding of convection heat transfer of
flow of sCO2 in vertical micro tubes from transition to turbulent regime. It was found that the
buoyancy and flow acceleration affected heat transfer characteristics significantly, and for low
Reynolds numbers the local temperature varied non-linearly near the pseudocritical pressures. But
the effect of buoyancy on heat transfer was reduced at higher Reynolds numbers (2600<Re<6700).
It was also observed that the AKN-low Re turbulence model predicted the experimental data better
than the realizable k-ɛ turbulence model (with enhanced wall treatment).
Cheng et al. [22] presented a comprehensive analysis of heat transfer and pressure drop
inside micro and macro channels using experiments on sCO2 cooling and found that the highest
heat transfer coefficient was obtained near the pseudocritical temperature. This finding was similar
to that was presented by other researchers [11] and [21]. It was also observed that the effect of
mass flux was highest around the critical point.
In an experimental study, Olson [23] measured heat transfer coefficients in the flow of
sCO2 inside a cooled horizontal tube with an internal diameter of 10.9 mm, a cooling length of 274
cm, and an adiabatic entrance length of 55.9 cm. None of the existing correlations were able to
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predict the measured Nusselt number when the average temperature of CO2 was less than the
pseudocritical temperature, except the Krasnoshchekvov-Protopopov correlation [19], which
however developed for constant surface heat flux but not for cooling. Also, it was observed that
the heat transfer coefficient was highest when the pressure and temperature were close to the
pseudocritical conditions and for high mass flow rates. This was attributed to the peaks in
properties of sCO2, such as thermal conductivity and specific heat.
In experimental and theoretical analyses of convective heat transfer of sCO2 inside tubes
with a diameter of 16 mm for high Reynolds numbers ranging from 350,000 to 680,000, Martin et
al. [24] found that the available correlations, that were developed for cooling of sCO2, generally
overpredict the Nusselt number with a significant error between 62% and 458%. The DittusBoelter correlation predicted the Nusselt number well, but the average relative error was 20%. For
the Gnielinski correlation the average relative error was 45% for the predicted Nusselt number. In
general, the available correlations overpredicted the Nusselt number. These deviations could be
because of the very high Reynolds numbers, as both correlations developed for relatively low
Reynolds numbers.
Li et al. [25] investigated the flow of sCO2 in a prototypic printed circuit board heat
exchanger in forced convective conditions numerically and experimentally and developed a new
correlation for both cooling and heating modes. Nine semi-circular channels, each with a hydraulic
diameter of 1.16 mm and a length of 0.5 m, were considered and it was concluded that the SST komega turbulence model predicted the flow and heat transfer characteristics well. The DittusBoelter correlation was modified by incorporating property ratio correction terms of the Jackson
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correlation to get a new correlation. The new correlation predicted 90% of the experimental data
with an accuracy of 25% in both cooling and heating modes.
Kurganov et al. [26] experimentally investigated heat transfer and hydraulic resistance of
coolants at supercritical pressures inside circular tubes in heating mode under normal and
deteriorated heat transfer conditions. It was concluded that for supercritical flows, the drastic
restructuring due to the combined effects of buoyancy and thermal acceleration results in the
deterioration of heat transfer.
In a numerical investigation on the local heat transfer characteristics of sCO2 inside a
horizontal semicircular microtube, Zhang et al. [27] concluded that the SST-omega model can
predict the heat transfer of sCO2, which is consistent with other authors [2] and [11]. It was
observed that the interaction of specific heat with buoyancy effects local heat transfer and
buoyancy plays important role in deteriorating the heat transfer compared to thermal acceleration.

2.2 Piston Effect (PE)
While some of the researchers put significant effort to get to know about the flow and heat
transfer characteristics of sCO2 heat transfer, only few researched about an under-appreciated
phenomenon that causes adiabatic thermalization or critical speeding up in heat transfer in the
vicinity of critical point. Often considered the fourth mode of heat transfer, other than conduction,
convection, and radiation, the Piston Effect (PE) is a fascinating phenomenon that was first
observed in space stations in late 1970s.
Studies suggest that in the vicinity of the critical point, heat transfer due to the thermoacoustic waves generated by sudden expansion of the fluid near the heated surface can be
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significant. These acoustic waves do work on the bulk fluid resulting in an increase of its
temperature.
Garrabos et al. [28] analytically and experimentally studied the response of CO2 to a heat
pulse in the vicinity of the critical condition. The analytical results were then compared to
experiments that were carried out under reduced gravity in the MIR space station. Two time scales,
a diffusion time scale and a PE time scale, obtained by analytical calculations agreed with
experiments. It was observed that a hot boundary layer near to the heat source showed a large
density-temperature related inhomogeneities. The authors analytically calculated that the time
scales associated with the PE are several orders of magnitude faster than the diffusion time scales.
Fast thermalization in supercritical fluids was observed by Bonetti et al [29] in the absence
of gravity. Using interferometry, it was found that the heat transport in supercritical CO2 (sCO2)
occurred due to a diffusive boundary layer and an adiabatic increase in density of the bulk fluid
due to the propagation of pressure waves. The authors also observed that the surface of the
boundary layer became unstable during its growth as a randomly positioned jet of inner fluid was
ejected into the bulk fluid.
A review paper by Hegg [30] about the dynamics of PE in the absence of gravity suggested
that there was no unambiguity in the existence of PE. Local overheating, low thermal energy
transfer efficiency, and bulk adiabatic temperature equilibration were observed. The author also
compared a unique set of density trend between experiments and computational model that
provides a qualitative effect of the piston effect on the bulk fluid density.
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Influence of convection in near-critical fluids on the PE under terrestrial conditions was
numerically studied by Zappoli [31], and it was observed that the hot surfaces produced heating
PE that generates compression waves, while the non-heated (cool) surfaces produced cooling PE
that generates expansion waves into the bulk. The cooling PE was responsible for decreasing the
overall effect of the PE. The numerical results were consistent with available experimental results,
and while it was first observed in microgravitational conditions, the PE can also be significant
under terrestrial conditions.
Garrabos et al. [32] experimentally and numerically observed the process of critical boiling
of SF6 in microgravitational conditions. These experiments were carried out in the French Alice 2
facility on board the MIR space station, and it was found that the leading characteristic time of the
PE depends on the compressibility ratio between the two phases in two-phase regime and it is
greater than for the single liquid phase regime. It was also observed that in the two-phase regime,
the thermal boundary layer only forms inside the liquid phase and compresses the vapor phase,
contrary to the phenomenon in the single-phase regime.
In an another experimental near-critical boiling study (in microgravitational conditions in
an orbiting space vehicle), Hegseth et al. [33] reported that the heating of co-existing gas and liquid
phases makes the fluid extremely compressible and expandable. The high compressibility, high
expandability, and low thermal diffusivity lead to the strong phenomenon of adiabatic heating,
also known as PE. These studies done by [32, 33] provide evidence of PE in near-critical boiling.
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Beysens et al. [34] made an important observation that the PE changed their vision of nearcritical phenomenon and importantly noted that the dynamics of PE were successfully used to
control the cryogenic reservoirs of the Ariane 5 rocket.
Most contemporary numerical study on PE were performed by Soboleva [35], in which a
thermally insulated square cavity with a finite heat source located at the bottom of the cavity was
considered. This two-dimensional simulation was based on Navier-Stoke equations and the Van
der Waals equation of state. The velocity plumes that were emanated from the heat source proved
that the PE (global thermalization) was independent of convective motions.
Zappoli et al. [36] numerically studied the phenomenon of anomalous heat transport by the
PE in supercritical CO2 under zero gravity using non-linear one-dimensional Navier-Stokes
equations. It was observed that the thermal energy was converted into kinetic energy in a hot
expanding boundary layer that increased the internal energy of the bulk fluid. It was also observed
that an enhancement in heat transport due to PE was completed within 1% of the diffusion time.
In a systematic analytical and numerical study using Van der Waals equation of state
Zappoli et al. [37] investigated heat and mass transport in a near-supercritical fluid and provided
quantitative evidence of the speeding up of heat transport compared to a pure diffusive process.
The numerical solution obtained using PISO algorithm was validated by the analytical solution.
According to Onuki et al. [38], in a fixed volume setting the adiabatic heating could be the
dominant temperature equilibration process. The change in the boundary temperature results in a
boundary diffusion layer that acts like a piston and instantaneously produces adiabatic
compression of the bulk fluid and in turn increases the temperature of the bulk fluid far from the
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heated boundary. Also, this adiabatic compression will nearly homogenize the pressure throughout
the sample.
Behringer et al. [39] calculated the temperature equilibration as a function of time for
binary mixtures (3He -4He) and pure fluids (3He) under constant density settings. The thermal
equilibration process at constant volume was found to be four times faster Cp/Cv >>1, than for the
constant pressure process.
An asymptotic analysis of Navier-Stokes equations near the liquid-vapor critical point was
conducted by Carles [40] to predict the behavior of thermoacoustic waves that cause PE in a real
fluid. The numerical analysis was able to capture thermoacoustic waves produced by strong
thermal expansion of the boundary layers. However, the numerical model didn’t consider the
viscosity of the fluid. The authors also mentioned that the bulk viscosity may have strong influence
on the PE, citing studies done by other researchers.
In the study of near-critical fluids, Gitterman [41] attempted to emphasize the characteristic
properties and possible applications of hydrodynamics of fluids near their critical point. Interesting
pretransitional phenomenon was observed for fluid near its critical point, such as transition from
mechanical equilibrium to convective instability and transition from laminar to turbulent. These
analogies were verified by the available experimental findings.
Klein et al. [42] in their experimental study about near critical SF6, identified some
theoretical misunderstanding about the use of thermal diffusivity for the calculation of the thermal
relaxation times at constant volume, stating that it should only be used for samples at constant
pressure. The authors acknowledged that the propagation of pressure waves resulted in an adiabatic

14

change of the temperature of the sample. This is an important finding that relates to the dependency
of the pressure and temperature of the sample at constant volume. The authors also experimentally
verified the phenomenon of critical speeding up of the temperature equilibration approaching the
critical point.
Three different equations of state (VdW, RK, and VdW+) were analyzed numerically by
Gorbunov et al. [43] while simulating the piston effect in near-critical fluids, where VdW and RK
were three-order equations and VdW+ was a fifth-order equation. The expressions for critical
isotherms were found for three equations, which were compared with the available experimental
results for SF6. It was found that the three-order equations and the fifth-order equation located on
either side of the experimental curves.
Parahovnik et al. [44] experimentally revealed the shift from boiling dominated heat
transfer to adiabatic thermalization for flow boiling under terrestrial condition. It was shown that
at a reduced pressure of 0.99, convection, evaporation and PE were responsible for 8.4%, 14%,
and 77.6% of the energy transfer out of the applied heat, respectively. The authors also citied that
the PE in forced convective conditions was supplemented due to the laminar characteristics of the
flow that generally prevail in microchannels due to their small hydraulic diameters.
Heat induced planar compressions shock waves in six different supercritical fluids, in
quiescent and uniform initial conditions, were investigated by Migliorino et al. [45], and it was
revealed that the conversion efficiency from thermal to mechanical power in the linear regime was
proportional to the base Gruneisen parameter, which is maximum for fluids in pseudo-liquid
conditions. But the conversion efficiency in the nonlinear regime was highest for ideal gases.
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Onuki [46] examined various effects of thermoacoustics in one-component supercritical
fluids in a one-dimensional geometry. It was emphasized that adiabatic changes take place with
propagation of sounds are much faster than the thermal diffusion in highly compressible fluids. It
was also concluded that as the critical point approached, the role of thermal diffusion layers was
diminished, while the bulk sound attenuation became stronger.
In a numerical analysis, Furukawa et al. [47] presented the hydrodynamics of compressible
fluids in gravity as a generalization of Boussinesq approximation that was used for incompressible
fluids. This 2-D analysis revealed some unique features of plume generation in transient and steady
state compressible fluids. Near to the critical point the temperature changes by the plumes at the
boundary walls were amplified and this behavior could be attributed to PE.
Polezhaev et al. [48-50] numerically presented an analysis of different time scales
associated with the unsteady fluid flow phenomenon near the critical point in microgravity and in
terrestrial conditions. They considered 2-D Navier-Stokes equations for a compressible gas with
VdW equation of state under micro and zero gravity conditions for a square model with a side wall
heating in the initial analysis. They concluded that convection and PE enhanced the heat transfer
compared to pure conduction model. However, they observed PE only in zero gravity conditions.
The onset of convection in a very compressible supercritical fluid was studied by Meyer et
al. [51] who analyzed the time-dependent temperature difference across the fluid layer along the
critical isochore for 3He. The experiments showed that the temperature difference profile gradually
evolved with reduced temperature. Kogan et al. [52] experimentally studied heat transfer and onset
of convection in a compressible fluid, 3He, near critical point. They acknowledged the effect of

16

PE on the temperature profiles inside the fluid. It was also noticed that the PE started to modify
the temperature and density spatial distributions even before the onset of convection.
In an experimental study of high-power heating of fluids (isopropanol in this case) in
transition from liquid to supercritical conditions, Rutin et al. [53] concluded that the conditions in
the model were not conducive for a natural onset of convection. They noted that the experimental
results obtained by them show that there was a complex nature heat transport inside the fluid near
their critical point.
Moldover et al. [54] experimentally studied the effects of gravity in fluids (Xenon) near
gas-liquid critical point. They presented equations that show the estimates of the gravitational
limitations in various critical phenomenon experiments. They also compared the gravitational
limitations between terrestrial conditions and microgravitational conditions. One of the
conclusions of this study includes the errors in measurements due to the presence of gravitational
forces.
Guenoun et al. [55] conducted experiments to investigate different aspects of the heat
transfer process in zero gravity, reduced gravity, and in terrestrial conditions of near-critical CO2.
They concluded that density inhomogeneities were relaxed by diffusion in the absence of gravity.
PE was seen as a dominant factor in the thermalization of the fluid and the time scale of PE was
much smaller than the diffusion time scale.
In measurements of the angular dependency and total intensity of scattered CO2 light near
the critical point, Lunacek [56] et al. identified string divergence of isothermal compressibility
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above the critical temperature of the gas. Other researchers, such as [55], cited these effects in their
studies on PE.
Experiments conducted in supercritical fluid under microgravity on board the MIR space
station were presented by Emelianov et al. [57]. These experiments were designed, using Alice-2
instrument [58], to study the effects of microgravity and the effects of specially excited vibration
on heat spread in a near-critical SF6. They confirmed that near the critical point, a heated layer
near the thermistor began to form a heat filament, which was attributed to the PE. They also
acknowledged that the temperature and density fields can predict the central effects of acoustics
on the flow field, including convection and PE [59].
In a high-speed visualization of PE near the gas-liquid critical point, Miura et al. [60]
investigated acoustic time scales using an ultrasensitive interferometer. Sound emitted by a weak
heat source altered the density (of the order of 10-7 g/cm3) and temperature (of the order of 10 µK)
of the fluid adiabatically. The investigations included the conversion of applied heat energy into
mechanical work. They conducted both experiments and numerical studies and both results
complemented each other. It was also concluded that the effects of the bulk viscosity on heat
transport were not well understood.
In a NACA technical note written by Chu [61], it was concluded that when the conductivity
of the medium was neglected then the changes in the flow field resulted by the addition of heat is
caused by the volumetric expansion of the gas near to the heated surface. They mentioned that
when heat was added to the gas at constant volume, the density of the gas was reduced near to the
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heated surface causing the gas to expand and produce pressure waves. “Piston like” motion of the
expanding gas carries energy from the heated surface into the bulk fluid.
An experimental study in microgravity by Nitsche et al. [62] found that the thermal
equilibration in near-critical fluids occurred much faster than diffusion, which was attributed to
the PE. Similarly, Dahl et al. [63,64] experimentally investigated the thermal relaxation and
metastable thermodynamic states of He3 near its critical point and observed intrinsic instabilities
that were attributed to an abrupt decrease in the critical density of the fluid. They also mentioned
that their experimental data was consistent with the findings of Chaskin et al. [65].
In an analytical work that systematically investigated the response of a confined gas in a
slot to a monotonically varying temperature disturbance, Kassoy [66] demonstrated the
propagation of acoustic waves in a thin expanding diffusion layer adjacent to the heated surface.
Different solutions were developed by a variety of perturbation methods using a ratio of acoustic
to diffusion time scales. It was also recognized that the accumulated effect of these acoustic waves
was a monotonically increasing velocity and pressure superimposed by a weaker acoustic field.
Similar observations made by Kempton [67] that an acoustic noise field can be generated in a gas
by varying the surface temperature on the confined boundary. Other studies [68, 69] emphasized
that a stress wave generated by an impulsive normal stress on a confined boundary can induce an
interactive thermal field into the system. Others [70] proved that surface generated stress waves in
a chemically reacting elastic solid will have a significant effect on the spatial distribution of the
heat release rate into the system.
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As the current study predicted, there was evidence of thermal jets induced by PE in nearcritical fluids. Because of a thermomechanical process, also known as PE, the velocity of the fluid
at the edge of the thermal boundary layer can become high and form a jet [71] into the bulk fluid.
It was found that the velocity of these jets could be high even if the heating energy as low as less
than 10-7 J.
The PE could be considered not only as a result of surface heating but also can be used as
a means to measure the bulk fluid viscosity of near-critical fluids. Carles et al. [72, 73] proposed
an indirect method that efficiently measure the bulk viscosity of a fluid near its critical point. In
this method the PE was used as a probe and trigger a dynamic response that was used to measure
the bulk viscosity of the fluid.
In other studies [74 – 79], the physics of thermoacoustic waves was explained numerically
by solving governing differential equations. Particularly [74] used two different types of
perturbations, internal source heating and boundary heating, in their study and concluded that the
type of sound generation was different in both methods. Other researchers [80 – 83] concluded
that even in the pressure driven flows the PE was responsible in the enhancement of heat transfer
near critical conditions. [84 – 86] theorized that the applied heat dissipates into the bulk fluid
through acoustic waves near to the critical point, where the thermophysical properties of the fluid
have large changes. And they termed the PE as the fourth mode of heat transfer.
Wunenburger et al. [87] experimentally studied the thermalization of two-phase fluid, SF6,
in low gravity and revealed that overheating was observed on the gas side, which was due to
adiabatic heat transfer in a highly compressible fluid. Barmatz et al. [88] provided an overview of
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the progress by using low-gravity environment of space to explore critical phenomenon and
acknowledged that conducting experiments in microgravitational conditions could significantly
improve the accuracy of measurements, as the density gradients in terrestrial conditions may
adversely affect the measurements.
In summary, a large number of studies investigated the flow of sCO2 in macroscale
geometries. However, only a few tried to investigate the thermophysical phenomenon inside
microscale structures. Additionally, almost no research was performed comparing the heat transfer
characteristics of water to sCO2 inside microchannels. Also, some studies investigated the PE in
near-critical CO2, but none have investigated the PE inside microchannels in forced convection
conditions.
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CHAPTER 3. RESEARCH OBJECTIVES
Based on the literature review, unresolved issues are still outstanding in predicting the flow
and heat transfer characteristics of sCO2 inside micro domains including the PE. To address these
shortcomings, the following are the main objectives of this study:
•

Stipulate accurate modeling techniques and correctly predict the flow and heat transfer
characteristics for flow of sCO2 inside microchannels.

•

The validity of available traditional correlations for sCO2.

•

Determine the optimum operating conditions for flow of sCO2 inside microchannels.

•

Evaluate the benefits of sCO2 as a coolant compared to water inside microchannels.

•

Model and correctly capture the Piston Effect (PE) for near-critical CO2.

•

Quantify the PE inside microchannels and predict the timescales in different operating
conditions.

•

Develop a correlation for the temperature of the bulk fluid due to PE.
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CHAPTER 4. RESEARCH PLAN
To achieve the above-mentioned objectives, the following plan was executed in this study.
•

Replicate an experimental model studied by Parahovnik et al. [12] accurately in
Solidworks and in Starccm+.

•

Analyze the available experimental data and use it to guide selection of the adequate
numerical models for the analysis in Starccm+.

•

Validate the results from the numerical simulations against the experimental data.

•

Infer the heat transfer coefficients (HTCs) from the simulations and compare them
against the HTCs calculated from the available traditional correlations.

•

Study pressure effect to infer the optimum operating conditions to achieve maximum
heat transfer with lowest mass flow rate.

•

Design a microchannel in two dimensions to reduce the CPU run time to model the PE.

•

Stipulate the methodology to model PE in quiescent condition in both terrestrial and
zero-gravity conditions to find the effect of gravity.

•

Use a pure diffusion model (conduction-only) to quantify the PE and compare the time
scales between PE and diffusion.

•

Validate the results with the available data from the literature.

•

Develop solutions for PE in forced convective conditions.

•

Compare different time scales and time constants associated with PE for different mass
fluxes.
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•

Design a control volume within the bulk fluid, and quantify the PE with first law of
thermodynamics to determine the work done by the PE on the bulk fluid in forced
convective conditions.

•

Propose a new correlation to predict the temperature raise of the bulk fluid using non
dimensional parameters.
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CHAPTER 5. RESULTS AND VALIDATION
5.1 Flow of sCO2 inside a microchannel with heat transfer 1
5.1.1 Experimental setup and numerical model
The operating conditions were set to match the experiments of Parahovnik et al. [12], with
inlet conditions were set to 7.84 MPa (78.4 atm) and 295.65 K. The inlet mass flux was set to 1170
kg/m2s and the heat flux ranged from 20.1 W/cm2 to 48.88 W/cm2. Five cases were simulated for
different heat fluxes. After travelling downstream over the heater, the liquid CO2 was heated to its
supercritical conditions. The properties of sCO2 were taken from NIST property database
REFPROP [89], which used the Span and Wagner equation of state (EoS) [90] to calculate the
properties of sCO2 at different temperatures and pressures. The experimental setup shown in the
Figure 1 [12] consisted of an open fluidic loop that included a micro device, two high pressure
vessels, one for the super-critical CO2 and another for nitrogen, pressure transducers,
thermocouples, valves and a device to measure the flow rate.

1

The material from this section was taken from:

U. Manda, A. Parahovnik and Y. Peles, "Theoretical Investigation of Boundary Layer Behavior
and Heat Transfer of Supercritical Carbon Dioxide (sCO2) in a Microchannel," 2020 19th IEEE
Intersociety Conference on Thermal and Thermomechanical Phenomena in Electronic Systems
(ITherm), 2020, pp. 888-892, doi: 10.1109/ITherm45881.2020.9190408. © 2020 IEEE.
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Figure 1. Experimental setup [11,12] © 2020 IEEE
The micro device used in the simulations shown in Figure 2 is the same used in the
experiments [11,12]. It had 0.69 mm diameter inlet and outlet, a groove for an O-ring, a
microchannel, and a heater inside the wall of the microchannel. In the current experimental setup,
there was no O-ring inside the groove, so the flow width is 1.86 mm, which is the total width of
the microchannel including the width of O-ring groove. The assembly process of the micro device
ensured that there is no leakage of sCO2 to ambient. The device was made up of fused Silica and
the heater was made up of Platinum.

Figure 2. Micro device used in the experiments [11,12] © 2020 IEEE
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The location of resistance temperature detectors (RTDs) in the experimental is setup shown
in the Figure 3. RTD0 is placed 0.06 mm upstream of the leading edge of the heater while RTD1
to RTD3 are placed on the heater.

Figure 3. RTD locations in the experimental setup (flow was from left to right) [11]. © 2020
IEEE

5.1.2 Geometry
Figure 4 depicts the model used for simulation, which duplicated the experimental conditions.

Figure 4. Microchannel geometry and dimensions used in the simulation (Dimensions in mm)
[11]. © 2020 IEEE
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The microchannel had one inlet and one outlet with a total length of 14.08 mm, a width of
1.86 mm, a total cross-sectional area of 0.31 mm2, and a heater size of 5.84 mm × 0.9 mm. The
heater shown in red color. The length of the developing section is 5.81 mm from the center of inlet
before the flow reaches the heated section. All dimensions shown in millimeters.
The cross-sectional dimensions of the microchannel are shown in Figure 5.

Figure 5. Cross-sectional dimensions of microchannel (Dimensions in mm) [11]. © 2020 IEEE
5.1.3 Mesh Independency Study
Six different meshes — Fine1 to Fine6 were analyzed for the test case of constant heat flux
of 34.8484 W/cm2. Fine1 mesh was being the least fine of all six meshes with 6,538,078 cells and
Fine6 mesh was the finest of all meshes with 17,834,535 cells. The average surface temperature
of the heater was compared among all six meshes. The average surface temperature with Fine1
mesh was 337.7 K and with Fine6 mesh was 338.42 K. The difference was only 0.72 K. Thus,
Fine1 mesh with 6,538,078 elements was chosen for further simulations.
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5.1.4 Examination of Model Uncertainties
The model was examined with two different turbulence models. A SST k-omega model
and a Lag EB k-epsilon model. Both models gave similar results, and it was decided to use the
SST k-omega model for its known capability to successfully handle both low Reynolds number
and high Reynolds number regions.
5.1.5 Validation with Experimental Data
Figure 6 shows a comparison between the computational results and the experimental data
for different RTDs. The maximum deviation was 13 K (3.6%) in the surface temperature of the
heater. At higher heat fluxes 43.3 W/cm2 and 48.88 W/cm2 the RTD0, which was placed upstream
the heater, registered around 5 K increase in temperature. However, at the lower heat fluxes RTD0
didn’t experience any increase in temperature. This can be correlated to the heat losses to the
developing section. As a result, the simulation slightly over-predicted the temperatures at higher
heat fluxes because the heat losses to developing section were not considered in the simulation.
Also, there was an increase in Reynolds number observed 1.1948 mm downstream of RTD3
towards the outlet due to exit effects. So, it was concluded that RTD3 didn’t experience
considerable exit effects.
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(a) RTD1

(b) RTD2

(c) RTD3
Figure 6. Comparison of heater surface temperature with experimental data [11]. © 2020 IEEE
Figure 7 compares density and temperature from the simulation with the image taken from
the experiment. The streaks from the experimental image shows the density variations caused by
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temperature differences. Similar trend observed in the CFD simulations. This visual observation
provides clear pattern of temperature and density distributions of sCO2 at different temperatures
and a match with experiments.

Figure 7. Temperature and density pattern from the CFD simulations and experiments for heater
heat flux of 43.3 W/cm2 [11, 91]. © 2020 IEEE

5.1.6 Modeling Methodology
The following were the continuity, momentum, energy, turbulent kinetic energy and eddy
dissipation equations solved in this analysis [92]:
Continuity equation:

∇⋅( ρ⊽ ) = 0

(1)

Momentum equation: ∇⋅(ρ⊽ ⊗⊽ ) = −∇⋅ p̅ I+∇⋅(T̅+TRANS)

(2)

Energy equation: ∇⋅(ρE̅⊽ ) = −∇⋅ p̅⊽ + ∇⋅ ( T̅ +TRANS) ⊽ − ∇⋅q̅

(3)

Where TRANS = 2μt S−(2/3) (μt ∇⋅⊽ ) I

(4)

Where T̅ was the mean viscous stress tensor and I was the identity tensor.
The following were the general transport equations for turbulent kinetic energy(k) and
specific eddy dissipation rate (ω) solved using SST k-ω model:
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Turbulent Kinetic energy equation: ∇⋅(ρk⊽) = ∇⋅[(μ+σk μt)∇k]+Pk−ρβ*fβ* (ωk−ω0k0)

(5)

Specific eddy dissipation equation: ∇⋅(ρω⊽) = ∇⋅[(μ+σω μt)∇ω]+Pω−ρβfβ(ω2−ω02)

(6)

Where fβ* was the free-shear modification factor, fβ was the vortex-stretching modification factor,
and Pk and Pω were production terms. The model coefficients used in SST k-ω model are
kappa=0.41, β*=0.09, β1=0.075, β2=0.0828, σk1=0.5, σk2=1.0, σω1=0.5, σω2=0.856, a1=0.31.
(The equations which contain these model coefficients, such as blending function etc., were not
shown here).
The momentum and pressure equations were solved using SIMPLE (Semi-Implicit
Pressure Linked Equations) algorithm. The flow and energy equations were solved in a segregated
manner and a first order convergence was achieved. Also, it is known that for a fine domain mesh
the effect of higher order terms can be neglected. To capture the viscous sublayer y+ need to be
lower than 5. In this case the y+ was maintained less than 1.5 to capture the effects of viscous
sublayer. All y+ wall treatment was used to capture near wall effects. The all y+ wall treatment is
suitable for wide range of mesh densities.
The inlet of the microchannel was modeled as mass flow inlet and outlet was modeled as
outlet. Constant heat flux boundary condition was given to the heater and the remaining boundaries
were modeled as adiabatic walls and no-slip boundary condition was given on all walls.
5.1.7 Results
5.1.7.1 Temperature and density profiles

Figure 8 shows the temperatures and density distributions on the heater surface, which were
able to capture the density streaks that were observed in the experiments. The peaks observed in
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the temperature contours agreed with the observations made by Hendricks et al. [6]. The arrow
represents the flow direction from left to right as shown in the Figure 8.

(a) Heat flux 20.18 W/cm2

(b) Heat flux 29.69 W/cm2
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(c) Heat flux 34.84 W/cm2

(d) Heat flux 43.30 W/cm2
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(e) Heat flux 48.88 W/cm2
Figure 8. Surface temperature and density contours of the heater for different heat fluxes.
As the boundary layer grows and the fluid cross-sectional enthalpy increases, the surface
temperature increases. The density patterns are matched with the experiments conducted by
Parahovnik et al [12].
5.1.7.2 Local Nusselt number 2

The Reynolds number for the mass flux of 1170 kg/ m2s was around 5100. Thus, the
Gnielinski correlation [93] was used to compare the Nusselt number with the simulations (Figure
9). At low heat fluxes the numerical results matched well with the correlation, but with increasing

2

The material from this and following sections of this chapter was taken from:

U. Manda, A. Parahovnik, and Y. Peles, 2022, “Heat Transfer Characteristics of Turbulent Flow
of Supercritical Carbon Dioxide (sCO2) in a Microchannel”, Case Studies in Thermal Engineering
(Under Review).
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heat flux, it gradually over predicted the correlation. (x/Dh was measured from the center of the
inlet).

(a) 20.18 W/cm2

(b) 29.69 W/cm2

36

(c) 34.84 W/cm2

(d) 43.3 W/cm2
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(e) Heater surface heat flux: 48.88 W/cm2
Figure 9. Local Nusselt number for different heater heat fluxes.
5.1.7.3 Pressure drop analysis

Figure 10 shows the absolute pressure distribution in the microchannel at different surface
heat flux for a mass flux of 1170 kg/m2s. A linear pressure drop throughout the length of the
channel is observed, which was independent of the heat flux. The pressure drop was linear because
the fluid in the entire domain was in liquid state except inside the thermal boundary adjacent to
the heater. Inside the thermal boundary layer, based on the temperature, the fluid goes into the
supercritical phase. As the region suffered this phase change was small, it couldn’t change the
pressure drop characteristics of the flow. This could be a reason for the pressure drop to be linear.
Though there was a linear pressure drop qualitatively, the fluid doesn’t experience large pressure
drop quantitatively. This could be due to, as the fluid changes into the supercritical state, the
dynamic viscosity falls, reducing friction between the adjacent fluid layers. Low friction leads to
low pressure drop.
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Figure 10. Absolute pressure inside the microchannel at different surface heat flux of the Heater.
Figure 11 compares the pressure drop with the simulation analysis and the pressure drop
calculated using a friction factor of 0.036 obtained from Moody’s chart for a smooth surface [94].
The pressure drop calculated by analytical formula and Moody’s chart under-predicted the
pressure drop estimated by CFD analysis. However, a friction factor of 0.055 well predicted the
pressure drop estimated by simulation. As the Moody’s chart was prepared based on macroscale
geometries,
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Figure 11. Pressure drop comparison between CFD and Moody’s chart.
5.1.7.4 Flow acceleration

The axial acceleration through the channel was calculated using the flowing equation:
𝜕𝑈

𝜕𝑈

𝜕𝑈

𝑎 = 𝑢 𝜕𝑥 + 𝑣 𝜕𝑦 + 𝑤 𝜕𝑧

(7)

As the heater did not cover the entire microchannel’s cross-section, different cross sections
were considered to calculate the acceleration. The vertical and transverse velocities were negligible
(i.e., the velocities 𝑣 and 𝑤 were neglected). Thus, the axial acceleration becomes:
𝜕𝑈

𝑎 = 𝑢 𝜕𝑥

(8)

Figure 12 shows different sections inside the microchannel for which axial the acceleration
was calculated.
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Figure 12. Location inside microchannel used to calculate velocity and acceleration at each
section.
A total of 17 cross-sectional planes created to calculate the velocity and acceleration, and
Figure 13 shows the average velocity for different heat fluxes from 20.18 W/cm2 to 48.8 W/cm2.
It can be clearly observed that as the sCO2 flows over the heater the velocity increase as the density
of sCO2 decreases with increasing temperature. Also, it can be observed that as the heat flux
increases the temperature of the fluid increases and the velocity increases.

41

Figure 13. Average velocity at each section for different heat fluxes.
The following Figure 14 shows the acceleration of the flow at each section for different
heat fluxes shown in the Fig.19. It can be observed that at the downstream of section 14 the flow
heavily accelerates, and this could be attributed to the exit effects.

Figure 14. Acceleration at each section for different heat fluxes.
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In Figure 15 the acceleration for sections 15 to 17 is not shown for the sake of clearly
understanding the acceleration pattern from section 1 through 14. As the heat flux increases the
acceleration increases but over majority of the portion of the heater the acceleration was uniform.

Figure 15. Acceleration at each section for different heat fluxes.
At lower heat fluxes, as the growth of boundary layer was sluggish different patterns of
acceleration were found at the starting of the boundary layer (upstream of the section 4). But on
the downstream of section 4 once the flow started to heat up it was accelerated almost uniformly.
Also, at the starting of the heater at lower heat fluxes the flow was near to its critical point where
the properties change drastically. That is also a reason for different acceleration patterns at the
starting of the heater at lower heat fluxes.
5.1.7.5 Parametric study to find optimum operating pressure

The operating pressure of CO2 has phenomenal effect of its thermophysical properties near
its critical point. Given that, the operating pressure can alter the heat transfer characteristics of
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flow of near-critical or supercritical CO2 over heated surface. Increasing the operating pressure
may heave beneficial heat transfer characteristics but that may negatively affect the structural
characteristics because the more the operating pressure the more the mechanical stresses the
components suffer. So, operating at an optimum pressure point would be beneficial in both
respects. The Figure 16 shows the average surface temperature of the heater at different
inlet/operating pressures. The inlet mass flux and heater surface heat flux were kept constant at
1170 kg/m2s and 34.84 W/cm2K, respectively. As the operating pressure increased from 7.84 MPa
to 11 MPa, the average heater temperature was reduced from 342.7 K to 331.4 K, a decrease of
11.3 K. But as the operating pressure was increased from 11 MPa to 20 MPa, the heater
temperature was reduced only by 6.2 K. So, it could be optimal to operate at 11 MPa instead of
7.84 MPa for better heat transfer characteristics of the flow.

Figure 16. Average heater surface temperature at different operating pressures.
The advantage of operating at higher pressure is shown in Table 1.
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Table 1. Advantage of higher operating pressure.

In Run A, the inlet mass flux was 1890 kg/m2s and the inlet pressure was 8.05 MPa. In Run
B, the inlet mass flux was 945 kg/m2s (a 50 % drop compared to Run A) and the inlet pressure was
11 MPa (a 36.6 % increase compared to Run A). In both runs the inlet temperature of the fluid and
the surface heat flux of the heater were kept similar. In steady state, the average temperature of the
heater in Run B was less than that in Run A. This result shows that with high operating pressure,
similar heater temperature could be achieved with more than 50 % reduction in the inlet mass
fluxes. Also, the higher the mass flux the higher the pressure drop. With high operating pressure,
the pressure drop was reduced by 82.4 %. Lower pressure drop means lower required pumping
power.
Figure 17 depicts the comparison of temperature profiles of the heater between Run A and Run
B. In Run B, the entire heater can be kept at fairy uniform temperature, whereas in Run A the
heater was experiencing dissimilar temperatures and more hot spots. Differential temperatures
increase thermal stresses in materials and thus prone to failures. So, operating at higher pressures
may have the following advantages.
1. Low and uniform temperatures of heat producing elements, thus increasing the life span of
the components.
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2. Low mass fluxes to produce similar cooling effects, thus reducing coolant costs.
3. Low pressure drop, reducing the required pumping power.

Figure 17. Heater surface temperature at different operating pressures.
5.1.8 Conclusions
•

The SST k-ω turbulence model successfully predicted the heat transfer characteristics of
flow of sCO2 inside microchannel.

•

Gnielinski correlation could be used to predict the Nusselt number at lower heat fluxes and
caution should be taken at higher heat fluxes.

•

The Gnielinski correlation was failed to predict the decreasing trend of Nusselt number
over the downstream of the heater for all heat fluxes.

•

It was the convection that dominates the heat transfer process as the Nusselt number was
high.
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•

Pressure drop trend for sCO2 was the same as that of traditional fluids and linear inside the
microchannel. But the friction factor, which used to calculate the pressure drop from
Moody’s chart, for sCO2 seems to be higher. And the microscale structure caused the
higher friction factor.

•

Acceleration seems to uniform over most of the length of the heater means the flow
uniformly accelerates.

5.2 Comparison of flow and heat transfer characteristics of water sCO 2 in a square
microchannel 3
5.2.1 Geometry
The geometry of the microchannel simulated in this study is shown in Figure 18. The
microchannel was 20 mm in length, had a square cross-section of 0.3 mm × 0.3 mm), and had a
hydraulic diameter of 0.3 mm.

3

The material from this section was taken from:

U. Manda, Y. Peles and S. Putnam, "Comparison of Heat Transfer Characteristics of Flow of
Supercritical Carbon Dioxide and Water inside a Square Microchannel," 2021 20th IEEE
Intersociety Conference on Thermal and Thermomechanical Phenomena in Electronic Systems
(iTherm), 2021, pp. 1207-1213, doi: 10.1109/ITherm51669.2021.9503192. © 2021 IEEE.
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Figure 18. Microchannel geometry and heater configuration used in the simulation. (not-toscale). © 2021 IEEE
5.2.2 Operating and boundary conditions
The water and sCO2 flows had the same mass flow rates and inlet temperature. Five
different sets of mass flow rates were used, and the inlet temperature was kept constant at 295.65
K. The inlet pressure was set at 7.84 MPa and 0.2 MPa for sCO2 and water, respectively. The inlet
mass flow rates and corresponding mass fluxes for sCO2 and water are given in Table 2.
Table 2. Inlet mass flow rates and mass fluxes for sCO2 and water. © 2021 IEEE

Condition
number
M1
M2
M3
M4
M5

Inlet mass
flow rate
kg/sec
3.63E-04
4.00E-04
5.00E-04
6.00E-04
7.00E-04

Mass flux
kg/m2s
4030
4444
5556
6667
7778

The red colored faces in Figure 18 represent the top and bottom surfaces of the
microchannel that were given a constant heat flux of 20 W/cm2. The side walls were modeled as
adiabatic. All walls of the channel were given no-slip boundary condition. The inlet was modeled
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as mass flow inlet and the outlet was modeled as outlet. The properties for sCO2 were taken from
NIST property database miniREFPROP [89]. The properties were supplied to Starccm+, a CFD
software tool used for simulation, via tables. These sCO2 properties (normalized values) at 7.84
MPa are plotted in Figure 19 as a function of temperature.

Figure 19. Normalized thermophysical properties of sCO2 (at 7.84 MPa). © 2021 IEEE
Properties for water were taken from IAPWS-IF97 formulation that was available in Starccm+
[92].
5.2.3 Modeling methodology
The CFD model had a total of 1.57 million cells including prism layers near the wall and
polyhedra away from the wall. Turbulent flow settings for sCO2 and laminar flow settings for
water were used, and the effect of gravity was not considered in the simulation. Remaining all
equations were the same that used in section 2.1.6.
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5.2.4 Results
5.2.4.1 Pressure drop analysis

The average pressure was calculated at nineteen different sections, each 1 mm apart, along
the length of the microchannel. The predicted average pressure drop at these sections from the
simulation was compared with the pressure drop calculated using the following, Darcy-Weisbach
[93] equation.
𝐺2 𝐿

𝛥𝑃 = 𝑓 2𝜌𝐷

ℎ

(9)

where 𝛥𝑃 is the pressure drop, f is the friction factor (from Moody’s chart), G is the mass flux, L
is the distance from the inlet, 𝜌 is the density of the fluid, and 𝐷ℎ is the hydraulic diameter, which
in this study was 0.3 mm. The measured pressure drop from the CFD simulation and the calculated
pressure drop from the Eq. 9 for condition numbers M1-M5 are shown in Figure 20.

Figure 20. Pressure drop predicted by CFD (lines) and Eq. (1) (symbols) along the length of the
microchannel for sCO2 and different mass flux conditions. © 2021 IEEE
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The pressure drop from the CFD simulation matched well with the pressure drop calculated
from the Eq. (9) but deviate to a degree at low mass fluxes. This discrepancy could be because in
the equation for pressure drop, the friction factors were formulated using traditional fluids and
these friction factors may differ for supercritical fluids for which the viscosity varies significantly
around the pseudocritical line. Also, at lower mass fluxes the fluid properties such as density and
dynamic viscosity varied significantly across the cross-section of the microchannel, that caused
the discrepancy between the predicted pressure drop from CFD and calculated pressure dop from
Eq. (9).
Figure 4(a) and 4(b) shows the variation of dynamic viscosity and density along the height
of the microchannel, respectively. For low mass fluxes, M1 and M2 (dotted line data), the variation
of properties between near wall and center of channel was significant relative to that for the higher
mass fluxes M3, M4, and M5 (solid line data). This is because the heater surfaces (top and bottom
surfaces of the channel) were at increased surface temperature at lower mass flux conditions. Also,
sCO2 at the lower mass flux conditions exhibits a more gas-like behavior, resulting in a decreased
pressure drop due to reduced friction between fluid layers and between the fluid and the wall. We
stress that the Eq. (9) was not suited to account for these property variations; this Eq. (9) over
predicts the pressure drop at lower mass fluxes.
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(a) Dynamic viscosity

(b) Density
Figure 21. Variation of dynamic viscosity and density of sCO2 along the height of the
microchannel. © 2021 IEEE
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Figure 22 shows comparison pressure drop between the inlet and the outlet of the
microchannel for water and sCO2 for all mass flow rates. Water has considerably higher pressure
drop than sCO2 for the given mass flow rate. This could be one of the beneficial aspects for sCO2
as it needs less pumping power.

Figure 22. Pressure drop between inlet and outlet for water and sCO2. © 2021 IEEE
The pressure drop increases with flow rate for both water and sCO2, but the rate of increase
for water was more than that for sCO2 because the viscosity of water is more than that of sCO2 at
a given temperature.
5.2.4.2 Heat transfer analysis

Dittus-Boelter correlation:
The local heat transfer coefficients predicted from the CFD simulations was compared
against available correlations, such as the Dittus-Boelter (Eq. 10) and the Gnielinski [93].
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4/5

𝑁𝑢𝐷 = 0.023 𝑅𝑒𝐷

𝑃𝑟 𝑛

(10)

Where D is the inside diameter of the circular duct, Pr is the Prandtl number, n=0.4 when the fluid
is being heated and n=0.3 when the fluid is being cooled. Since the flow was heated, n=0.4. This
correlation is applicable for the following conditions.
0.6 ≤ 𝑃𝑟 ≤ 160
𝑅𝑒𝐷 ≥ 10000
𝐿/𝐷 ≥ 10
Gnielinski correlation:
The Gnielinski correlation is given by Eq. (11).

𝑁𝑢𝑏 =

𝑓
8

( )(𝑅𝑒𝑏 −1000)𝑃𝑟
2
𝑓 0⋅5
(𝑃𝑟 3 −1)
8

(11)

1+12.7( )

Where f is the Moody’s friction factor [93]. This correlation is applicable for the following
conditions:
3000 ≤ Re ≤ 5×106
0.2 ≤ Pr ≤ 2000
Figure 23(a) shows the comparison between the Nusselt number obtained through the CFD
simulation and those calculated by the Dittus-Boelter and the Gnielinski correlations for sCO2. For
sCO2 the Reynolds number falls above 17000, and both correlations can be used, but both failed
to predict the Nusselt number qualitatively and quantitatively. The correlations did not capture the
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dip in the Nusselt number that the CFD predicted near a mass flux of 4500 kg/m2s, corresponding
to a sudden increase in the thermal conductivity of sCO2 in the vicinity of the pseudo-critical
temperature. The correlations could not capture that dip because they did not consider the
variations in fluid properties.
Figure 23(b) compares the Nusselt number calculated by the correlations and that predicted
by CFD for water and were able to capture the trend as the thermo-physical properties of water
were almost constant. The Gnielinski correlation predicted the Nusselt number well for inlet
Reynolds numbers between 1370 and 2600. As per theory the Dittus-Boelter correlation can be
used when the Reynolds number is larger than 10000.

(a) sCO2

(b) Water

Figure 23. Local Nusselt number comparison (at 12.5 mm from the inlet, L/Dh ~ 41) at different
mass fluxes. © 2021 IEEE
Figure 24 shows a comparison of the local heat transfer coefficients (HTC) between water
and sCO2 at different axial locations once the flow assumed to be fully developed for different
mass fluxes. The HTC decreases downstream for water and for sCO2 it increases downstream
because of the large changes in the fluid properties. Also, as the specific heat capacity of sCO2 is
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greater than that of water, the surface temperature of the heater can be maintained at a more
uniform temperature without considerable increase in the bulk temperature of the fluid.

Figure 24. Local HTC comparison between sCO2 and water at different mass flow rates. © 2021
IEEE
Figure 25 shows a comparison between sCO2 and water for a local temperature measured
12 mm from the inlet. At low mass flow rates, the water was slightly better but as the mass flow
rate increased sCO2 registered lower temperatures.

Figure 25. Local surface temperature comparison between sCO2 and water at different mass
flow rates. © 2021 IEEE
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Figure 26 compares average surface temperature at the bottom surface between sCO2 and
water. Again, at low mass flow rates water was slightly better, but as the mass flow rate increased
sCO2 registered lower average surface temperature of the heater.

Figure 26. Average surface temperature comparison between sCO2 and water at different mass
flow rates. © 2021 IEEE
Figure 27 shows the temperature profiles on the bottom heater surface for sCO2 and water.
For water, the temperature profiles were smooth, but for sCO2 some localized peaks or lows were
observed, similar to the observations made by Hendricks et al. [6]. This trend can be attributed to
the non-constant nature of the thermophysical properties of sCO2.
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(a) sCO2

(b) Water
Figure 27. Temperature contours on the bottom heater surface. © 2021 IEEE
As shown in Fig. 27 for sCO2 the surface temperature was almost uniform, but for water
the surface temperature increased from left to right (along the flow direction).
5.2.5 Conclusions
•

Although the flow for sCO2 was turbulent, deviations associated with the pressure drop
using a general pressure drop equation at lower mass fluxes were noted, which were
attributed to the supercritical nature of the fluid (such as property variation across the crosssection of the microchannel) and microscale geometry in which it was operated.

•

More research in the direction, such as conducting simulations on a wide variety of
microscale geometries and shapes could help reveal the nature of this results.
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•

The CFD analysis showed that sCO2 has lower pressure drop for a given mass flow rate or
more flow rate for a given pressure drop. Thus, for a given pumping power, more sCO2
can be delivered than water.

•

The CFD results shows that the heat transfer coefficient was enhanced with sCO2 relative
to water. At high mass flow rates, sCO2 provided an almost uniform temperature.

•

Nusselt number correlations, such as Dittus-Boelter and Gnielinski, failed to predict the
behavior of sCO2 accurately although the flow falls under completely turbulent regime. In
the future more research should be performed to formulate new correlations for the flows
inside microchannels and for supercritical fluids.

5.3 Piston Effect (PE) inside a microchannel 4
5.3.1 Numerical model
The 2-D domain used to study the PE at the micro scale, shown in Figure 28, consisted of
a rectangular microchannel with a depth of 100 µm, a length of 7.5 mm, and a heater element with
a length of 1.5 mm placed at the center of the top surface.

4

The material from this section was taken from:

U. Manda, A. Parahovnik, and Y. Peles, 2022, “The Piston Effect inside a microchannel with
Carbon Dioxide near Critical conditions”, Thermal Science and Engineering Progress (Under
Review).
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Figure 28. Geometry and dimensions of the microchannel used in the simulations (not-to-scale).
The left and right edges, shown in blue, were modeled as symmetry planes for quiescent flow
conditions (Case 1, Case 2, and Case 3) and mass flow inlet and outlet for the forced convective
flow conditions (Case 4).
5.3.2 Grid independency study
A total of six different mesh sizes were examined —15,000 to 340,000 elements were
analyzed with an inlet mass flux of 300 kg/m2.s, a constant surface heat flux of 6.75 W/cm2, and
an inlet fluid temperature of 296.46 K. Steady state simulations were conducted and the
temperature of the fluid was compared at a distance of 900 μm × 15 μm from the leading edge of
the heater (Figure 29). It was decided to use a mesh size of 85,000 elements as the predicted
temperature didn’t change with further refinement of the grid.

Figure 29. Grid independency study results.
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The computational domain was constructed in Starccm+ with a structured mesh of 3-µm
(cell length). The top and bottom sides, except for the heater, were modeled as adiabatic walls; the
left and right sides were modeled as symmetry planes for the quiescent flow simulations and mass
flow inlet and outlet for the forced convective flow simulations.
5.3.3 Modeling methodology
Explicit-unsteady formulation was used because its time scales enabled to account for
acoustic waves. The global time step formulation was used in which the explicit spatial integration
scheme was employed, and the same physical time step was used for all cells. The solver
automatically calculated the size of the time step based on the Courant number, C, which for
numerical stability requires:

𝐶=

𝑢Δ𝑡
<1
Δ𝑥
(12)

Where u is the velocity, Δx is the grid element size, and Δt is the time step.
The governing equations [92] used to solve the unsteady flow include:
Conservation of mass:
𝜕𝜌
𝜕𝑡

+ 𝛻 · (𝜌v) = 0

(13)

Conservation of linear momentum:
𝜕𝜌v
𝜕𝑡

+ 𝛻 · (𝜌v ⊗ v) = −𝛻 · (𝑝𝑰) + 𝛻 · 𝑻 + 𝑓𝑏
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(14)

Conservation of energy:
𝜕𝜌𝐸
𝜕𝑡

+ 𝛻 · (𝜌𝐸v) = 𝛻 · (v · 𝜎) − 𝛻 · 𝑞 + 𝑓𝑏 · v

(15)

Where p is pressure, I is identity vector, T is viscous stress tensor, fb is the body force (e.g., gravity),
E is the total energy per unit mass, q is the heat flux, and ⊗ is the outer product.
The Peng-Robinson equation of state [92] was used to calculate the pressure at different
temperatures and densities, and is given as:
𝑅𝑇

𝑎 𝛼(𝑇 )

𝑟
𝑝 = (𝑣−𝑏) − (𝑣2 +2𝑏𝑣−𝑏
2)

(16)

Where v is the specific volume and Tr is the reduced temperature, Tr = T/Tc, where Tc is the critical
temperature; 𝛼(𝑇𝑟 ) is given by the following expression, where ω is the acentric factor of the gas:
𝛼(𝑇𝑟 ) = [1 + (0.37464 + 1.54226 𝜔 − 0.2699 𝜔2 )(1 − 𝑇𝑟 0.5 )]2
The constants a and b are given by the following expressions:
0.4572 𝑅 2 𝑇𝑐 2
0.0778 𝑅𝑇𝑐
𝑎=
; 𝑏=
𝑝𝑐
𝑝𝑐
For Case 1, only the energy equation was solved with no flow. Implicit unsteady
methodology was employed, and the 2nd order temporal discretization and 2nd order spatial
discretization schemes were selected to solve the unsteady energy equation. The Gauss-Seidel
relaxation scheme (iterative method) was used to solve the governing equation.
In Case 2, an explicit-unsteady methodology (Runge-kutta scheme) was used to solve the
unsteady flow and energy equations in a coupled fashion with a Courant number of 0.5 to achieve
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a time step size of 3 ns. The body force term in the Navier-Stokes equations was not considered in
the solution. Residual smoothing and preconditioning of equations were disabled to preserve the
temporal accuracy of the unsteady solution. Upwind based AUSM+ flux-vector splitting scheme
was employed to evaluate the inviscid fluxes. 2nd order temporal and spatial discretization schemes
were employed to solve the unsteady flow and energy equations. In Case 3, the same methodology
used in the Case 2 was used, but the body force term was included in the Navier-Stokes and energy
equations. A reference gravity of -9.81 m/s2 and a reference density of 721.47 kg/m3 were used to
predict gravitational effects. Only in Case 3 the body force term, f b, in Eq. (14) and Eq. (15) was
considered in the solution.
In Case 4, first the quasi-steady state solution was obtained using implicit formulation for
the cold flow, for each mass flux, before the heater was turned on. The Courant number increased
linearly from 0.1 to 200 to achieve faster convergence. The Gauss-Seidel relaxation scheme was
used to solve the governing equations in the steady state solution, and a second order convergence
was achieved. After the heater was turned on, the solution was allowed to run transiently and the
same methodology used in Case 2 was employed, but with a Courant number of 0.95 to achieve
faster time marching.
In all cases, Venkatakrishnan gradient limiters [92], flow boundary diffusion, and
secondary gradients were turned on and laminar flow settings were considered. Also, in all cases
the initial temperature of the fluid was 296.46 K and the initial pressure was 7.308675 MPa. The
CO2 in the simulations was treated as a real gas and the Peng-Robinson equation of state [92] was
used to calculate the pressure at different temperatures and densities. The properties of CO2, such
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as specific heat, dynamic viscosity, and thermal conductivity, were supplied to the Starccm+ solver
via tables taken from NIST property database miniREFPROP [89].
5.3.4 Results
A total of four cases were analyzed including conduction only, quiescent flow (i.e., no
forced convection) in zero gravity and terrestrial conditions, and forced convection with zero
gravity. These conditions were compared among each other to quantify the PE. Properties, such as
pressure, density, and temperature were predicted from the simulation at a location that was 91
microns vertically down from the heated surface as shown in Figure 30.

Figure 30. Postprocessing location inside the microchannel. The heater is shown in red, and the
probe location is shown as a blue dot (not-to-scale).
5.3.4.1 Validation

The results of the simulations in this study were validated using the results reported by by
Hegg [30] and Miura et al. [60]. The density change with respect to the base density at the probe
location as a function of time is shown in Figure 31. The thermo-acoustic waves that were
generated by the heater reached the probe location at acoustic time scales. The expanding thermal
boundary layer adjacent to the heater surface compressed the bulk fluid, and as a result increased
the density of the bulk fluid. This pattern is consistent with the experimental and computational
results reported by Hegg [30] and Miura et al. [60].
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Figure 31. Variation of fluid density at the probe location due to the PE.
5.3.4.2 Case1: Conduction only

To quantify the PE, a baseline case was established that assumes only conduction in the
CO2 (i.e., only the energy equation, i.e., the conduction equation, was solved with no flow). This
allowed to decouple the PE from the conduction heat transfer process. It should be noted that
because the Rayleigh number is zero for zero-g, natural convection is completely suppressed (i.e.,
no advection due to buoyancy effects), and absent of the PE, heat transfer occurs only by
conduction. Thus, when no flow is allowed in or out of the domain, but advection is allowed by
the simulation (i.e., the domain is treated as a fluid with pertinent properties of the CO2), it will be
a result of the PE, and any deviation from the conduction simulation can be attributed to thermoacoustic waves.
An unsteady simulation was carried out at a time step of 1 nano second (until the simulation
time of 30 ms and a time step of 10 nano seconds afterwards) to predict the conduction time scale.
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The entire domain was initially kept at a temperature of 296.46 K and a constant heat flux of 6.75
W/cm2 was supplied to the heater. Figure 32 shows that the first temperature change of the fluid
at the probe position w.r.t time was detected only after 19 ms. The temperature gradually increased
and reached a value of 297.524 K after 100 ms.

Figure 32. Temperature as a function of time due to conduction only.
5.3.4.3 Case2: Quiescent medium with zero gravity

Explicit unsteady method with a Courant number of 0.5 was used, resulting in a time step
as low as 3 ns, which was required due to the small dimensions of the channel and the timescale
associated with thermo-acoustic waves. Once the acoustic/pressure waves were generated, they
propagated in all directions and reflected back from the adiabatic walls. These acoustic waves
carry energy that raised the temperature of the CO2 at the probe position.
The simulation revealed that the first pressure disturbance felt at the probe position was
0.347 µs after the heater was turned on. Figure 33 shows the pressure and transverse velocity
distributions inside the microchannel at a time of 2.73 µs. A pressure wave originated from the
heater surface, propagated throughout the channel, and triggered fluid motion in the stagnant fluid
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even in the absence of gravity. The fluid adjacent to the heater had a velocity of 225 μm/s,
vertically downwards, while the rest of the fluid was almost stagnant. The fluid layer next to the
heater surface with higher velocity had a thickness of approximately 3 microns. As the fluid moves
away from the heater (vertically downwards), it hits the adiabatic wall and appears to be deflected
sideways, forming a very thin boundary layer. (In all contour plots the probe is shown as a red
dot.)

(a)

(b)
Figure 33. Contours of pressure (a) and velocity (b) 2.73 µs after the heater was turned on.
Figure 34 shows pressure and velocity distributions 38.2 µs after the heater was turned on.
A new pressure wave that was generated by the heater and propagated throughout the micro
channel is converted back to internal energy increasing the temperature of the fluid. The
temperature detected by the probe at this time was 1.3 mK higher than the initial temperature and
the entire cavity (away from heater) witnessed the same temperature raise (i.e., a raise of 1.3 mK)
as the acoustic waves move through the cavity. The acoustic waves and the associated expansion
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of the fluid near the heater produced fluid motion in the quiescent fluid around 262 μm/s in the
direction perpendicular to the heater.

(a)

(b)
Figure 34. Contours of pressure (a) and velocity (b) 38.2 µs after the heater was turned on.
Temperature and pressure of the fluid at the probe location with respect to time, shown in
Figure 35, suggest that by the time the pressure wave reached the probe location, a temperature
raise was recorded.

Figure 35. Temperature and pressure at the probe location.
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Initially, each unique acoustic wave resulted in a fluid temperature increase of ~0.7 mK.
However, with time, the temperature of the fluid rose rapidly as the acoustic waves continued to
pressurize the entire cavity (e.g., after 1 ms the temperature increased by 26.52 mK). Initially, each
acoustic wave appeared to carry a strength of 560 Pa, and after a time of 5 ms, the temperature of
the entire cavity (away from the heater) rose by around 140 mK. (The conduction model predicted
a temperature increase only after about 19 ms).
The rapid decrease in the fluid’s density due to the temperature increase near the heated
wall resulted in rapid compression of the remining fluid in the region outside the thermal boundary
layer. Although the drop in density of the fluid near the heater was rapid, the raise in density of
the fluid away from the heater was less because the region occupied by the compressed fluid was
significantly larger compared to that of the expanding fluid inside the boundary layer. As shown
in Figure 36, after 14 ms, the density near the heater dropped by 321 kg/m3 while away from the
heater the density increased by around 18 kg/m3.

Figure 36. The density inside the fluid near (red curve) and away (blue curve) from the heater.
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Figure 37 shows the transverse velocity distribution inside the microchannel at different
times. Velocity plumes are originated from the heater surface at around 6.85 ms, a pattern that is
consistent with the observations of other studies, such as Soboleva [8] who observed a velocity
plume that started from the heater surface in the absence of gravity.
As time progressed, the velocity plumes, which had a maximum transverse velocity of 529
μm/s around 7.93 ms, diminished and at about 8.04 ms, almost all the velocity plumes
disappeared. It took only 1.19 ms for these velocity plumes to disappear and the adjacent fluid
layers were re-energized by the pressure waves emanated from the heated surface. Animations (not
showed here) revealed that this fluid layer oscillated like an automobile piston, transferring the
energy from the heated surface to the cold quiescent fluid. In this period of 1.19 ms the temperature
of the bulk fluid (away from the heater) rose from 296.65 K to 296.68 K (i.e., by ~30 mK).
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(a) t=6.85 ms

(b) t= 6.93 ms

(c) t= 7.04 ms

(d) t= 7.47 ms

(e) t= 7.93 ms

(f) t= 8.04 ms
Figure 37. Transverse direction velocity at different times.
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5.3.4.4 Case3: Quiescent medium in terrestrial conditions

The body force term with a gravitational acceleration of 1-g was considered while solving
the Navier-Stokes equations for this case. All the other boundary conditions, including the heater
heat flux, were kept similar to the zero-gravity case. The transient temperature of the fluid in the
probe position was compared to the zero-gravity condition (i.e., Case 2), and as shown in the Figure
38, gravitational effects were negligible leading to conclude that the PE is significant even in
terrestrial conditions at the micro scale. While this result is not surprising, it provided an additional
confidence in the simulation results.

Figure 38. Fluid temperature comparison between Case 2 (zero gravity) and Case 3 (terrestrial).
5.3.4.5 Case4: Forced convection

A total of four cases with different mass fluxes (200, 300, 400, and 500 kg/m2s) were
examined under forced convection conditions. The Reynolds numbers associated with the four
mass fluxes were 298, 447, 596, and 745, respectively. Initially a steady state solution was obtained
for the cold flow, for each mass flux, before turning on the heater to ensure that the flow was
hydrodynamically fully developed. Once the steady state was achieved, the heater was turned on
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(with a constant surface heat flux of 6.75 W/cm2) and the solution was allowed to run transiently.
The temperature raise of the fluid at the probe location was predicted and compared with the
temperature raise of the fluid in the quiescent case w.r.t to time (Figure 39).

Figure 39. Temperature raise of the probe for different mass fluxes. T(t) is the temperature
detected by the probe at time t, and Ti is the initial fluid temperature, i.e., 296.46 K.

The probe temperature peaked before falling back to the free stream temperature. The
initial increase in the probe temperature was attributed to the PE that took place immediately after
turning on the heater. The probe temperature increased with decreasing mass flux suggesting that
the PE dominance increases with diminishing mass flux and takes longer to reach the free stream
temperature.
The relation between the maximum probe temperature raise (Tmax – Ti) and the mass flux
is shown in Figure 40. The probe detected a raise of around 320 mK for a mass flux of 200 kg/m2.s
and around 140 mK for a mass flux of 500 kg/m2.s. The raise in the fluid probe temperature even
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at higher mass fluxes indicates that the PE is significant under forced convection conditions and
as the mass flux decreases the effect of PE increases.

Figure 40. Maximum temperature raise as a function of mass flux.
5.3.4.6 Time scale comparison between Case1 and Case2

Figure 41 compares the temperature of the fluid in the probe’s position calculated with the
conduction only model (Case 1) and the quiescent flow with zero gravity model (Case 2). After 10
ms, the quiescent flow model registered a raise of 305 mK at the probe location while the
conduction model didn’t register any noticeable change. It took 19.2 ms for the conduction only
model (Case 1) to register a temperature raise of 0.3 mK, while for the “quiescent flow” model
(Case 2) it took only 2.998 µs to register a similar temperature raise. Also, it took the “quiescent
flow” model (Case 2) 14.1 ms to raise the temperature of the probe by 452 mK, while for the
conduction-only model (Case 1) it took 75.208 ms. The PE time scales were 5 to 6400 times faster
than the diffusion time scales, which are comparable to other studies [28].
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Figure 41. Temperature comparison between Case 1 and Case 2.
5.3.4.7 The time constant

This can also be seen through the time constant (Ꞇ) for the probe, the time required for the
probe to reach 63.2% of its maximum value, as a function of the mass flux (Figure 42). It was also
observed that the probe reached its maximum value approximately around 2Ꞇ (not shown in Figure
42).
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Figure 42. Time constant (Ꞇ) as a function of mass flux.
5.3.5 Correlation to predict the temperature raise of the bulk fluid in forced convection
The normalized temperature is plotted as a function of the Fourier and Reynolds numbers
in Figure 43. Where Ө = [T(t)-T(t=0)]/[Tmax-T(t=0)], Tmax is the maximum temperature attained by
the probe, and T(t=0) is the initial temperature of the fluid, i.e., 296.46 K. As the time required for
the energy stored in the fluid by the piston effect to be convected out decreases with increasing
Reynolds numbers, the maximum dimensionless temperature shifts to larger Fourier numbers with
decreasing Reynolds numbers. The results suggest that the functional dependency on the Reynolds
number can be captured reasonably well with an exponential function according to (Figure 43(b)):

Ө = Fo * Re0.68
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(17)

(a) Normalized temperature as a function of the Fourier number

(b) Ө as a function of Fourier and Reynolds numbers
Figure 43. Ө as a function of non-dimensional parameters.
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5.3.6 Quantifying PE through first law of thermodynamics
To quantify the PE relative to the total heat transfer dissipated by the heater, the first law
of thermodynamics for an open system (Eq. 18) was used for a system that includes the fluid
outside the thermal boundary layer with dimensions shown in Figure 44.

Figure 44. The control volume (colored in green) inside the microchannel used to quantify the
energy transferred by the PE.
A fraction of the inlet mass flow enters the control volume (CV) through the left face and
leaves through the right face. Also, the flow can enter or leave through the top face of the CV. The
heat transfer rate to the system, 𝑄̇ , was assumed to be neglected while the power, - 𝑊̇ , was assumed
to be the work done by the PE on the system (note the negative sign in front of the power term).
The difference between the rate of change of internal energy (the term on the left-hand side of Eq.
18) and the net enthalpy transfer (third term on the right-hand side of Eq. 18) gives the net power
input to the CV (bulk fluid) by the Piston Effect.
𝑑𝐸
𝑑𝑡

= (𝑄̇ − 𝑊̇ ) + ∑𝑚̇ℎ

(18)

The relative power input (P), the power into the CV divided by the heater power, shown in
Figure 45 at different Reynolds numbers, accounted for 5 - 7 % of the heater power input. Initially,
when the heater was turned on, a pressure wave, emanated from the heated surface, entered the
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CV, which raised the internal energy of the bulk fluid. Also, the pressure wave causes downward
moment in the flow so that the enthalpy flux from the top entered the CV, causing the increase in
total enthalpy flux into the CV. As time progresses, the effect of the pressure wave diminished as
a result of the dominating momentum flux caused by the flow. This downward moment of the flow
increased the total enthalpy input into the CV, and the increase in the enthalpy caused the internal
energy of the bulk fluid to raise. As time progressed, an upward movement of the flow caused the
fluid to leave the CV, removing enthalpy from the CV. This reduced the internal energy of CV and
the temperature of the bulk fluid. As a result of this transition the maximum point in the power
input to the CV due to PE was observed. The location of the maximum point depends on the time
scale at which the fluctuations inside the fluid take place. The peak point in P was related to the
dimensionless temperature (Ө) through the Fourier number. (The simulation for the 500 kg/m2s
case was ran sufficiently long for the PE to completely diminish.)

Figure 45. Power input to the CV due to Piston Effect vs Fourier number.
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5.3.7 Conclusions
Using the explicit-unsteady methodology and the first law of thermodynamics, this study
successfully quantified the piston effect inside a microchannel, and the following were revealed:
•

The enthalpy flux added to the bulk fluid due to PE caused the adiabatic thermalization of
the bulk fluid.

•

The time scales at which the heat transport occurred due to PE are orders of magnitude
faster than the diffusion time scales.

•

The Peng- Robinson equation of state was successfully used predict the physics of PE for
the flow of near-critical Carbon Dioxide.

•

The adiabatic thermalization of the bulk fluid due to the PE is significant under terrestrial
conditions and even under some forced convective conditions.

•

The time periods required to reach the maximum temperature indicate that the PE is
significant in forced convection.

•

Using first law of thermodynamics, it was discovered that the PE is significant for certain
forced convection conditions that transfer 5-7% of total power input to the bulk fluid.

•

A new correlation was developed to predict the raise in the temperature of the bulk fluid
using Fourier number and Reynolds number.
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CHAPTER 6. SUMMARY
In summary, this research study successfully evaluated the flow and heat transfer
characteristics of flow of sCO2 inside microchannels using numerical methods. The results were
compared with available correlations, and it was found that these correlations, developed based on
traditional fluids and macroscale structures, are suitable for sCO2 to predict its characteristics.
Direct comparisons between water and sCO2 revealed that sCO2 could be a better coolant
than water for its low pressure drop and high heat transfer coefficients. It was also found that at
higher mass fluxes, sCO2 can provide almost uniform temperature over the heated surface, and
that could potentially reduce thermal stresses.
Finally, this study successfully predicted and quantified the PE inside microchannels in
near-critical CO2. The time scales associated with PE were revealed to be order of magnitude faster
than diffusion time scales. Also, the PE in forced convective conditions was numerically modeled
and it was found that PE could be significant even under some forced convective conditions. A
new correlation was proposed to predict the raise of the bulk fluid for a given mass flux using
Fourier and Reynolds numbers.
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CHAPTER 7. FUTURE WORK
This current research mainly focused on the applicability of available traditional correlations
for sCO2 inside microchannels and compared the benefits of sCO2 against water. Also, this research
attempted to quantify the Piston Effect (PE) using two-dimensional numerical model. The
following recommendations were made for future research:
•

Develop new correlations for the flow of sCO2 inside microchannels in terms of varying
properties, using simulations and experiments simultaneously, to reveal the effects of
property change on flow and heat transfer characteristics of sCO2.

•

By direct modeling of sCO2 and other coolants for different flow and heat conditions, the
real benefits of supercritical fluid over traditional fluids could be revealed and that could
be useful to predict the benefits of sCO2 in various applications, such as in space,
electronics, etc.

•

As the property change in near-critical fluids is a three-dimensional phenomenon,
simulating PE in three dimensional models would reveal the real effects of drastic change
in fluid properties on the movement of acoustic waves and their interaction with each other.

•

Quantify the PE by including boiling to capture the effects of phase change, as phase
change may augment PE in microchannels.

•

Optimize the operating conditions for PE to maximize heat transfer into bulk fluid, so that
the heat producing elements can be kept at lower temperatures.
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