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We characterize nonnegative matrices A with the following property: for every 
a 2 0, the linear programming problem max( 1, ~1). where Ay 5 0, y 2 0, is solved by 
successively maximizing the variables in arbitrary order. The concept of series- 
parallel graphs is central to the characterization. ‘i 1988 Academic Press, Inc. 
1. INTRODUCTION 
Let A be a nonnegative matrix in which each column and each row has 
at least one positive entry (which we tattily assume throughout), and let 
u 2 0. The linear programming problem - 
max(1, y): ~20, AyGa (1.1) 
is known as the packing problem. Let c be a permutation of the columns of 
A. The “a-greedy algorithm,” applied to the feasible region of (l.l), is 
max Y,, , then y,, . . . (1.2) 
We shall say that A is greedy if: 
for every ~12 0 and every 0, the a-greedy algorithm (1.2) solves 
the packing problem ( 1.1). (1.3) 
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The object of this paper is a characterization of greedy matrices. Essen- 
tial to the characterization is the concept of a series-parallel graph. A 
series-parallel graph is a directed multigraph with single source and single 
sink defined as follows: if [E(G)\ > 1, then G is obtained from a series- 
parallel graph G’ with ) E( G’)l = 1 E( G)I - 1 by replacing some edge (u, u) of 
G’ with 
(i) parallel replacement: two copies of this edge, (u, u),, (u, u)*, or 
(ii) series replacement: two edges (u, w) and (w, u), where u’ is a new 
vertex. 
An alternative definition is that a directed multigraph G with single 
source s and single sink t is a series-parallel graph if, when [E(G)1 > 1, 
there are two edge disjoint series parallel graphs G, and G,, with respective 
source sink pairs (sl, tl) and (sZ, tz) such that G is obtained from G, and 
Gz by 
(i’) parallel composition: S, and s2 are identified and become S, t, 
and t2 are identified and become t; or 
(ii’) series composition: t, and s2 are identified, S, becomes s and t, 
becomes t. 
For any directed multigraph G with one source and one sink, let M(G) 
be the path-incidence matrix of G: the rows of M(G) correspond to E(G), 
the columns to the set of source-sink directed paths P(G) = {P}, with 
mv = 1 if e E P, 0 if e $ P. It is known [ 1 ] that M(G) is a greedy matrix if 
and only if G is a series parallel graph. 
We define an augmented path incidence matrix I@(G) as a nonnegative 
matrix which can be partitioned, 
fi(G)= [ ‘:: iG,]. 
where M(G) is as before, N is arbitrary, every column of C is a convex 
combination of the columns of M(G). We do not exclude the possibility 
that C may be absent, or [N 0] may be absent. 
THEOREM 1.1. A nonnegative matrix A is greedy if and only if the matrix 
DA, where D is a diagonal matrix with dii = (maxi au)-‘, is an augmented 
path matrix ai(G) for some series parallel graph G. 
In the proof, it is convenient to consider first the case where A is a (0, 1) 
matrix. Then it is natural to think of the rows as elements of some finite set 
U, the columns of A as a system 9’ = {S, , S2, . ..} of nonempty subsets of U 
with U S, = U, and a,,, = 1 if and only if u E U is contained in S,. Let us also 
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assume Y is a clutter: i.e., Sj c Sk implies j = k. Call 9’ a greedy clutter if A 
is a greedy matrix. 
THEOREM 1.2. A clutter Y is greedy if and only if there is a series- 
parallel graph G such that U = E(G), Y = B(G). 
2. GREEDY AND SLENDER CLUTTERS 
If 9’ is a family of subsets of U, a subset Tc V is a blocking set for Y if, 
for every SE 9, Sn T # @, and a blocking set T is minimal if, for every 
u E T, T- (u} is not a blocking set. Now assume Y is a clutter, and let Y* 
denote the clutter of all minimal blocking sets for Y. It is well known that 
y**=y. (2.1) 
We shall say that Y is slender if, for every TE Y* and every SE Y, 
[Tn SI = 1. (2.2) 
Note Y is slender if and only if Y* is slender. 
If G is a series-parallel graph, let G* be the graph obtained from G by 
exchanging “parallel” with “series” in either the replacement construction 
or the composition construction. Then it is known that 
P(G*) = (P(G))*. 
To establish Theorem 1.2, we prove the following lemmas. 
(2.3) 
LEMMA 2.1. If 9 is greedy, 9’ is slender. 
LEMMA 2.2. If Y is slender, there is a series parallel graph G such that 
U=E(G), Y==(G). 
The fact that U = E(G), Y = 9(G), G a series-parallel graph imply Y is 
greedy was mentioned above. 
Proof of Lemma 2.1. Assume the lemma false. Then ATE sP*, S, E 9, 
and 
lS,,nTI>l. (2.4) 
Define the vector a in (1.1) as follows: let a, = 1 for UE T, otherwise let a, 
be very large. Since TE Y*, there exists Sj,, . . . . Sj,, E Y such that 
IS,, n TI = 1, k= 1, . . . . ITI. 
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Consequently, the optimum value in (1.1) is 1 TI. On the other hand, if c is 
the permutation which considers So first, the c-greedy algorithm will 
produce a value for (1.1) of at most 1 + ITJ - (Son Tj < 17’1, by (2.4). So 
lemma 2.1 is true. 
Proof of Lemma 2.2. We prove the lemma by induction on 1 UI. Sup- 
pose 9’ contains a set, say S,, which is disjoint from all other sets. Then, if 
there are no other sets, G is a path, and so a series-parallel graph. If there 
are other sets, they form a slender clutter in U-S,, so the induction 
hypothesis applies. It follows that G is the parallel composition of a path 
and a series-parallel graph, with 9 = 9(G). So we assume that each 9 has 
more than one set, and any two sets in Y have a non-empty intersection. 
Now let T, be a set in Y* of maximum cardinality. If T, is disjoint from 
every other set in Y’*, then from the preceding paragraph Y* = P(G) for 
some G. By (2.1) and (2.3), 9’ ** = Y= P(G*), and we are done. 
Hence there exists at least one set in Y* which makes a non-empty inter- 
section with T, . Let T, E Y* have maximum cardinality intersection with 
T, : 
lT2nTIl~ITnT,I for all Tf T,, TEY*. (2.5) 
Suppose T, - T2 is a single element, say T, - T2 = (~1. Then T, - T, is 
also a single element, say T, - T, = {u}, otherwise I T,( > ( T, I. From (2.2), 
for each SE 9, 
S contains u if and only if S contains u. (2.6) 
Replace u and u by a single element w, and, for each j, say Sj contains w  if 
and only if Sj contains u (and u). The new clutter 9” on U’ = U - {u, u} u 
( w  } is clearly slender, so by induction 9’ = 9(G’) for some series parallel 
graph G’. Now if the edge w  is replaced by the edges u and v in series, 
obtaining G, we reproduce the clutter Y on U, so Y = g(G). 
Therefore, we shall assume 
IT, - TJ > 1. (2.7) 
We shall show that if u, v E T, - T2, then for each TE Y*, 
T contains u if and only if T contains u. (2.8) 
By the reasoning of the previous paragraph, this will show that 
Y’* = B(G), for some series parallel graph G, so Y = 9(G*). 
Suppose (2.8) is false. Then there is a set T3 E Y* such that (say), 
u, VET,-T~, UE T,, v$T,. (2.9) 
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For each nonempty subset Kc { 1,2, 3) set TCKj z {U ( u E nj, K T’, a $ Tj 
for all Jo { 1, 2, 3) - K}. Then 
T(,z, Z 0; Tw) # 0; Tw + 0, TQ, # 0, Tc3, + 0. (2.10) 
The reasons are as follows. If Tc12) were empty, then T, n T2 c T3. But 
T3 contains U. Hence ) T3 n T,I > 1 T2 n T,(, violating (2.5). Since u E T,, 
Tc13) # 0. Since every set SE 9’ meeting Tt,2j muts meet T,, and (by (2.2)) 
cannot meet T3 in an element also in T2 or T,, it follows that Tc3) # 0. A 
similar argument shows Tc2, # 0. The fact that T(,, # 0 follows from 
0~ T,,,. 
We now show 
T -0. (23) - (2.11) 
Otherwise, Tc123J u T,,,, u Tcl, u Tc2,, a blocking set for Y not containing 
T, or T2, would contain a minimal blocking set T not containing T, or 
T2. Clearly9 Tc123j u Tc12, c T, implying ) T n T, 1 > 1 T2 n T, 1, contradicting 
(2.5). Next, 
if WOE T,,, and WOE Tc13), there is a set SE Y containing w2 and w3. 
(2.12) 
If not, T, u Tz - { w2, w3} would be a blocking set for 9, containing a 
minimal blocking set T' violating (2.5). 
T (iz3) u Tc2) u Tc3) contains a minimal blocking set f, and Tclz3) u T,,, c i? 
(2.13) 
That Tc123j u T(,, u Tc3) is a blocking set follows from T, being a block- 
ing set, for a set SE 9’ meeting T1 in T,,,, or TLl!, or TC13) meets Tc3, or To, 
or Tc2), respectively. Further, by (2.12), T(,, c T. The fact that TcL23j (if not 
empty) is contained in F is obvious. 
If fr T(,, n f, then i’# 0, p# T,,,. (2.14) 
A set SE Y meeting T(,,, meets Tc3, in an element of y, so T# 0. A set 
SEY meeting T,,, meets both T(,, and Tc3). But from (2.13) Tc2)c f If 
f= Tc3), f would contain two elements of this S. 
T (123) u Tw u Tc,,, u (T(,, - p) is a blocking set. (2.15) 
All we need show is that a set SE Y meeting Tcl, meets T(,, - f If not, S 
would meet i: and TC2), a contradiction. 
But the blocking set (2.15) contains a minimal blocking set which, by 
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(2.14), is neither T, nor T3, but must contain TC,,,,u Tf,,,u T(,,,, which 
contradicts (2.5). 
So (2.8) is true, and so is Theorem 1.2. 
3. GREEDY AND SLENDER MATRICES 
Given a nonnegative A, let Q(A) E {xlx’A 2 l’, x 2 O}. We say A is 
slender if 
every vertex X of Q(A) satisfies %‘A = 1. (3.1) 
LEMMA 3.1. If A is greedy, A is slender. 
Proof: Let X be a vertex of Q(A). It is well known that there is an 
objective vector a, and E > 0 such that the linear programming problem 
min(a, x): XE Q(A), (3.2) 
for all a such that Ia - a,[ < E, has its unique minimum at X. It follows that 
a, > 0, for if any coordinate of a, were nonpositive, there would exist a 
with Ju - a,1 < E and at least one coordinate of a negative. But, for such an 
a, (3.2) would have no minimum. Hence a, > 0. 
Consider the problem dual to (3.2): 
max( 1, y): y 2 0, Ay 2 a,. (3.3) 
Let yj be any coordinate of y, and choose c so that (T, = j. Since a, > 0, the 
a-greedy algorithm produces a jj such that ji > 0. By the duality theorem of 
linear programming, this implies (.?A), = 1. Hence A is slender. 
Let us index the rows of A by elements of a set U, with (UI = m. Assume 
A has n columns A r, . . . . A,. Let S,= {uIuUj>O), and let Y= (S,, . . . . S,}. 
LEMMA 3.2. I f  A is slender, then a subset T c U is a minimal blocking set 
for Y if and only if there is a vertex X of Q(A) such that T= Supp X. 
ProoJ: Let X be a vector of Q(A). Since X E Q(A), it follows that Supp X 
is a blocking set for Y, so there is a TEL?‘* with 
T c Supp X. (3.4) 
Let x(T) be (the indicator vector for T) defined by x,(T) = 1 if u E T, 0 
otherwise. Then for sufficiently large t, the vector tx( T) E Q(A). It is known 
[2] that every vector in Q(A) is the sum of a nonnegative vector and a 
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vector in the convex hull of the vertices of Q(A). This means that, for some 
vertex ? of Q(A), 
Supp 2 c Supp tx( T) = T. (3.5) 
Now we invoke the hypothesis that A is slender. Since 1 = ?A = <‘A, 
and Supp .?c Supp f, the only way that X can be a vertex of Q(A) is if 
X = 2. From (3.4) and (3.5), this means T = Supp X. 
On the other hand, if TE 9*, we see from the above that there is a ver- 
tex i of Q(A) such that (3.5) holds. But we already know that supp KE Y’*, 
so T= Supp 2. 
For the remainder of the paper, we assume that the largest entry in each 
row of A is 1. Note that premultiplying A by a positive diagonal matrix 
does not affect the properties “slender” or “greedy.” 
LEMMA 3.3. Zf A is slender, every vertex of Q(A) is a (0, 1) vector. 
Proof. By Lemma 3.2, XE Q(A) is a vertex of Q(A) if and only if 
Supp X = T, where TE Y*. So there exists a set Kc (1, . . . . n} of ITI 
columns of A which meet the rows of T in a submatrix with exactly one 
nonzero in each row and column. If one of these nonzero ad is less than 1, 
then the requirement that *‘Ai= 1 makes X, > 1. But some column 
kE { 1, . ..) n} has auk = 1, so ?A, > 1, violating (3.1). 
LEMMA 3.4. Assume A is slender, and let R E {j) every entry in Aj is 0 
or 1 }. Then 
RZ0, (3.6) 
if YR= {q: jER}, then 9*=9’:. (3.7) 
Proof: Let sj= {uIO<a,< l}, $= { sj). If (3.6) were false, then any 
? E $* is a blocking set for 9, so there is a TE Y* contained in 3. Since 
? E $*, there is a set K of ( ?I columns of A which meets the rows in ? in 
a submatrix containing exactly one number strictly between 0 and 1 in each 
row and column. Consider now (Lemma 3.3) the vertex x(T) of Q(A). Let 
u E T, j E K with 0 < aUj < 1. Then x(T)’ Aj cannot be an integer, contradic- 
ting (3.1). 
To prove (3.7), it is sufficient to show that T,EY~ implies T, is a 
blocking set f$r Y.<Assume otherwise, so R:- {jl T, n Sj= @} is not 
empty. Let Y’= { Sjlje R’}, and let T ~9”*. Then there is a set 
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Kc { 1, . ..) n} of IYl columns of A which meet the rows of T in a sub- 
matrix containing exactly one number strictly between 0 and 1 in each row 
and column. 
Now T, u T is a blocking set for Y, so there is a subset T c (T, u T’), 
where TE Y*. Further, Tn T’ # 0. Let UE Tn T’, then there is a j such 
that 0 < aUj < 1, with every other entry in Aj, in the rows of T, 0, or 1. It 
follows (see Lemma 3.3) that x’(T) Aj is not an integer, violating (3.1). 
LEMMA 3.5. Let y be feasible for (l.l), and satisfy 
z feasible for (1.1 ), y 5 z imply y = z. (3.8) 
Then. if A is slender, y solves ( 1.1). Thus, A slender implies A greedy. 
Proof. The last sentence follows from the preceding, since the a-greedy 
algorithm produces jj which satisfies (3.8). Now assume y satisfies (3.8), 
and let T = {ul A(y), = a,}. Then T is a blocking set for Y, for if 
S, n T= 0, we could raise yj and violate (3.8). Hence, there is a TE 9’*, 
with Tc T. Consideration of x(T) Ay shows that C yj = C ai: ie T, so y 
and x(T) are feasible solutions to (1.1) and its dual, with the same values 
for the objective function. Hence y is optimum in (1.1). 
Now we are ready to prove Theorem 1.1. Assume A = fi( G), where G is 
a series-parallel graph. By Lemma 3.5, to prove A greedy, it is sufftcient to 
prove A slender. Let X be a vertex of Q(M(G)), and let z be the subvector 
of X corresponding to rows of M(G). Then ZM(G) 2 1, which (since each 
column of C is a convex combination of columns of M(G)) implies Z’C 2 1. 
This in turn implies that the coordinates of X not in 5 must be 0. So all we 
need prove is B = [CM(G)] is slender. But z’M(G) 2 1 implies z’C 2 1 and 
z’M(G) = 1 implies z’C = 1. So all we need prove is that M(G) is slender. 
But M(G) is slender, since M(G) is greedy (Lemma 3.1). 
Now we must prove that, if A is greedy, there is a G such that 
A = k(G). By Lemma 3.1, A is slender. Return to Lemma 3.4, and let 
Kc R have the property that y;C, the family of corresponding subsets, are a 
set of distinct subsets of yX corresponding to minimal subsets of the family 
9,. Let V= lJ S,: j E K. Then YK is a clutter on V. Now A has the form 
A= 
N 0 [ 1 c M’
where M is the incidence matrix of the clutter &. Since A is slender, it 
follows from Lemmas 3.2 and 3.4 that the clutter y;C is slender, so by 
Theorem 1.2, M = M(G) for some series-parallel graph G. 
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All that remains to be shown is that every column of C is a convex com- 
bination of columns of M(G); i.e., of the incidence vectors of paths P in 
p(G). 
We will argue by induction on 1 VJ. Assume first that G arises from series 
replacement of an edge in a graph 6, which means that edge w  in ($ is 
replaced by two edges u and u in series to produce G. Let TE Y* contain 
u. Then T does not contain v, but (T- {u}) u (u} E Y*. It follows from 
Lemmas 3.1-3.3 that the rows of A corresponding to u and v are identical. 
If we delete one of these rows, the resulting matrix a is slender. But 2 is a 
slender matrix where A= M(6), and the induction hypothesis applies. 
Hence, A = k(G). 
So assume G is obtained from 6 by parallel replacement, in particular, 
edge w  in G is replaced by parallel edges u and v to produce G. We will 
make use of the following proposition whose proof we leave to the reader: 
if Q is a polyhedron with at least one vertex, and all vertices of 
Q lie on a hyperplane H, then Q n H has the same vertices as Q. (3.9) 
We now take a closer look at A: 
0 
A? 
0 
0 
Ii? 
where the fact that u and u are in parallel implies that A has the above 
form. Let us now consider the matrix A: 
N 0 
A=w c;+c: 1 0 [ I c lGfA 
Note that by Lemmas 3.2-3.4 every vertex of Q(A) has the coordinate 
corresponding to u and u, z, and z”, the same, both 0 or both 1. Hence, 
every vertex of Q(A) is in the linear space z, - zv = 0. Now i E Q(a) if and 
only if z E Q(A) where z, = av 7 = 2-,+., all other coordinates of z the same as in 
2. By (3.9), if d is a vertex of Q(A), the corresponding Z is a vertex of Q(A). 
Hence a is slender. 
By the induction hypothesis, every column cj of c is a convex com- 
bination of the columns of &?, where 
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Cji= 
cuj + *oj 
[ I cj ’ 
$j= 
1 0 
[ I Mi 
so C?=ci1+~2;1Jfi~, where 520, CA,,= 1. 
If ke write 
bt b, bz 
(-;[;I, -=[i ; ; 
then (using the convention O/O = 0), we have 
h+b 
+ 1 J-jMj+bl, 
j=bl+l 
a convex combination of the columns of M. 
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