In this paper, a numerical matrix method, which is based on collocation points, is presented for the approximate solution of a system of high-order linear differential-difference equations with variable coefficients under the mixed conditions in terms of Bessel polynomials. Numerical examples are included to demonstrate the validity and applicability of the technique and comparisons are made with existing results. The results show the efficiency and accuracy of the present work. All of the numerical computations have been performed on computer using a program written in MATLAB v7.6.0 (R2008a).
Introduction
Systems of high-order linear differential-difference equations and their solutions play a major role in science and engineering. The behaviour of most physical systems, such as biological applications in population dynamics and genetics, can be modelled by systems of differential equations. The mentioned systems of differential-difference equations are usually difficult to solve analytically; so a numerical method is required. Recently, systems of linear differential equations were solved using variational iteration method [1] , differential transformation method [2] , Adomian decomposition method [3] , differential transform method [4] , linearizability criteria [5] , decomposition method [6] , Tau method [7] , and homotopy analysis method [8] . In adidition, solutions of systems of linear integral and integro-differential equations were obtained using variational iteration method [9] , Taylor matrix method [10] , Haar functions method [11, 12] , Tau method [13] , differential transform method [14] , an efficient algorithm [15] , and homotopy perturbation method [16] . Also, systems of linear differential and integro-differential equations were solved using the Taylor collocation method and the Chebyshev collocation method by the research group around M. Sezer [17 -20] .
Since the beginning of 1994, Taylor, Chebyshev, and Legendre matrix methods have been used by Sezer et al. [17 -24] to solve differential, Fredholm-Volterra integral, Fredholm-Volterra integro-differential-difference equations, and systems of linear differential and Fredholm-Volterra integro-differential equations. Also, the Bessel matrix method has been used to find the approximate solutions of differential, integral, and integro-differential equations [25] .
In this study, in the light of the above-mentioned methods and by means of the matrix relations between the Bessel polynomials and their derivatives, we develope a new method which is called Bessel matrix method for solving a system of high-order linear differential-difference equations with variable coefficients in the form j (x) = y j (x), and y j (x) is an unknown function. The known functions P n i, j (x) and g i (x) are defined on the interval a ≤ x ≤ b, and also α, µ, a n i, j , b n i, j , and λ n,i are appropriate constants.
Our aim is to find an approximate solution of (1) expressed in the truncated Bessel series form
so that a i,n , n = 0, 1, 2, . . ., N are the unknown Bessel coefficients, N is chosen any positive integer such that N ≥ m, and J n (x), n = 0, 1, 2, . . . , N are the Bessel polynomials of first kind defined by
, n ∈ N, 0 ≤ x < ∞.
Fundamental Matrix Relations
Firstly, we can write J n (x) in the matrix form as follows:
where
We consider the desired solutions y j (x), j = 1, 2, . . ., k of (1) defined by the truncated Bessel series (3) . Then the function defined in relation (3) can be written in the matrix form
On the other hand, the relation between the matrix X(x) and its derivative X (1) (x) is
From the matrix (6), it follows that
is the unit matrix.
By using the relations (5), (6) , and (7) we have recurrence relations
Similarly, we obtain the matrix relations as follows:
where for α = 0, and µ = 0,
and for α = 0 and µ = 0,
Hence, the matrices y (n) (x), n = 0, 1, 2, . . ., m can be expressed as follows:
. . .
Method of Solution
First, we can write the system (1) in the matrix form
By using (11) and the collocation points defined by
the system of the matrix equations is obtained as
or briefly the fundamental matrix equation
Using relation (10) and the collocation points (12), we obtain
which can be written as
Substituting relations (14) into (13), we have the fundamental matrix equation
When the matrices P n , X,B,B,D, A, and G in (14) are written in full, it can be seen that their dimensions are,
Hence, the fundamental matrix equation (15) corresponding to (1) can be written in the form
which corresponds to a linear system of k(N + 1) algebraic equations in k(N + 1) unknown Bessel coefficients so that
Now let us form the matrix representation of the conditions. Using the conditions (2), we have
By using (10) at points a and b, substituting the matrices y ( j) (a) and y ( j) (b), which depend on the matrix of the Bessel coefficients A, into (17) and simplifying the result, we obtain
Let us define U as
thus, the fundamental matrix form for conditions becomes
Consequently, by replacing the rows of the matrix U and λ , by the rows of the matrix W and G, respectively, we havẽ
For convenience, if last mk rows of the matrix W are replaced, the augmented matrix of the above system is as follows [17 -20] :
However, we do not have to replace the last rows. For example, if the matrix W is singular, then the rows that have the same factor or all zero are replaced.
If rankW = rank [W;G] = k(N + 1), then we can write
Thus, the matrix A (thereby the unknown Bessel coefficients) is uniquely determined. Also the system (1) with conditions (2) has a unique solution. This solution is given by truncated Bessel series solution (3). On the other hand, when
, then we may find a particular solution. Oth-
The number of the conditions must be at most mk to have the unique solution, since the differentialdifference equation system has mth-order derivative at most and k unknown functions. On the order hand, the unique solution can sometimes be obtained using fewer conditions to the problem.
Accuracy of Solution
We can easily check the accuracy of the method. Since the truncated Bessel series (3) is the approximate solution of (1), when the function y i,N (x), i = 1, 2, . . ., k, and its derivatives, are substituted in (1), the resulting equation must be satisfied approximately; that is, for
and E i (x q ) ≤ 10 −k q (k q positive integer). If max 10 −k q = 10 −k (k positive integer) is prescribed, then the truncation limit N is increased until the difference E i (x q ) at each of the points becomes smaller than the prescribed 10 −k , see [10, 11, 22, 23] . On the other hand, the error can be estimated by the function
Numerical Examples
In this section, several numerical examples are given to illustrate the accuracy and effectiveness properties of the method and all of them were performed on the computer using a program written in MATLAB v7.6.0 (R2008a). In this regard, we have reported in tables and figures, the values of the exact solutions y i (x), i = 1, 2, . . ., k, the polynomial approximate solutions y i,N (x), i = 1, 2, . . ., k, and the absolute error functions e i,N (x) = |y i (x) − y i,N (x)|, i = 1, 2, . . ., k, at the selected points of the given interval. Example 1. [26] Let us consider first the linear differential-difference system given by
(1)
with the boundary conditions y 1 (0) = y 1 (1) = 1, y 2 (0) = −1, y 2 (1) = 0 and approximate the solution y(x) by the truncated Bessel series
where Hence, the set of collocation points (12) for N = 2 is computed as
and from (15) , the fundamental matrix equation of the problem is
where By solving this system, the unknown Bessel coefficients matrix is obtained as
Substituting the elements of the column matrix into (4), we have y 1 (x) = x 2 − x + 1, y 2 (x) = 3x 2 − 2x − 1 which are the exact solutions of (24).
Example 2. [4]
Consider the following linear differential system:
with the initial conditions y 1 (0) = 0, y 2 (0) = 1, and the exact solutions y 1 (x) = e −x − 1, y 2 (x) = 2 − e −x . Here, From (15) , the fundamental matrix equation of the problem is
As Example 1, we obtain the approximate solutions by Bessel polynomials of the problem for N = 3, 6, 10. In Tables 1 -4 and Figure 1 the numerical results obtained by the present method for N = 3, 6, 10 are compared with the differential transform method [4] of (25) . The current method seems more rapidly convergent than the differential transform method in [4] . Table 1 . Numerical results of solutions y 1 (x) of (25).
Exact solution
Transform Present method method [4] Table 2 . Numerical results of solutions y 2 (x) of (25). Table 4 . Numerical results of the absolute error functions e 2,N (x) for N = 3, 6, 10 of y 2 (x) of (25).
As can be seen from Tables 1, 2 
1 (x) + 4y
with the initial conditions y 1 (0) = 1, y 2 (0) = 0, and the exact solutions y 1 (x) = e −x + 3e −x / 3 − 3, y 2 (x) = −(1 2)e −x + (3 2)e −x / 3 − 1 + x. From (15), the fundamental matrix equation of the problem is
Using the procedure in Section 3, the approximate solutions by Bessel polynomials of the problem for i = 1, 2 and N = 5, 7, 10 become, respectively, Tables 5 -6 and Figure 2 display the comparison of results of the absolute error functions obtained by the Stehfest method [27] , the Chebyshev method [19] , and the present method for N = 5, 7, 10 of the system in (26) . It is seen from Tables 5 -6 and Figure 2 that the results obtained by the present method are better than those obtained by the other methods. Tables 5 -6 and Figure 2 show that as N increases, the errors decrease more rapidly. Example 4. Finaly, consider the linear fourth-order differential-difference system with variable coefficients y (4)
with the initial conditions y 1 (0) = 0, y (1)
Absolute errors Present method method [19] with Stehfest method [27] Table 6 . Numerical results of the absolute error functions of y 2 (x) of (26). Table 7 . Numerical results of solution y 1 (x) of (27) . Table 8 . Numerical results of solution y 2 (x) of (27) . Table 9 . Numerical results of solution y 3 (x) of (27). Table 10 . Numerical results of the absolute error functions e i,N (x) for i = 1, 2, 3 and N = 5, 9, 12 of (27).
Exact solution Present method
x i y 1 (x i ) N = 5, y 1,5 (x i ) N = 9, y 1,9 (x i ) N = 12,
x i y 2 (x i ) N = 5, y 2,5 (x i ) N = 9, y 2,9 (x i ) N = 12,
x i y 3 (x i ) N = 5, y 3,5 (x i ) N = 9, y 3,9 (x i ) N = 12,
Present method The absolute errors for y 1 (x)
The absolute errors for y 2 (x) The absolute errors for y 3 (x) 
3 (0) = 1, and the exact solutions y 1 (x) = sin(x), y 2 (x) = cos(x), y 3 (x) = e x . From (15) , the fundamental matrix equation of this system is { P 0 XBD + P 1 XB B 1D + P 2 XB B 2D + P 3 XB B 3D + P 4 XB B 4D } A = G.
Thereby, taking N = 5, 9, 12, we gain the approximate solution by Bessel polynomials of this system. Tables 7 -10 and Figure 3 show numerical results of the approximate solutions and the absolute error functions obtained by the present method for various N and the exact solution of (27) . It seems that the accuracy increases as N is increased. From Tables 7 -10 and Figure 3 , the obtained results have shown speedy convergence.
Conclusions
High-order systems of linear differential-difference equations are usually difficult to solve analytically. In many cases, it is required to approximate solutions. In this article, a new technique, using the Bessel polynomials of the first kind, to numerically solve systems of high-order linear differential-difference equations is presented. The comparision of the results obtained by the present method, the exact solutions, and the other methods reveals that the present method is very effective and convenient. One of the considerable advantage of the method is that the approximate solutions are found very easily by using the computer code written in MATLAB v7.6.0 (R2008a). Shorter computation time and lower operation count results in a reduction of cumulative truncation errors and an improvement of overall accuracy.
The method can be developed and applied to systems of linear integral and integro-differentialdifference equations but some modifications are required.
