In this paper, we derive optimal order a posteriori error estimates for the local discontinuous Galerkin (LDG) method for linear convection-diffusion problems in one space dimension. One of the key ingredients in our analysis is the recent optimal superconvergence result in [Y. Yang and C.-W. Shu, J. Comp. Math., 33 (2015), pp. 323-340]. We first prove that the LDG solution and its spatial derivative, respectively, converge in the L 2 -norm to (p + 1)-degree right and left Radau interpolating polynomials under mesh refinement. The order of convergence is proved to be p + 2, when piecewise polynomials of degree at most p are used. These results are used to show that the leading error terms on each element for the solution and its derivative are proportional to (p + 1)-degree right and left Radau polynomials. We further prove that, for smooth solutions, the a posteriori LDG error estimates, which were constructed by the author in an earlier paper, converge, at a fixed time, to the true spatial errors in the L 2 -norm at O(h p+2 ) rate. Finally, we prove that the global effectivity indices in the L 2 -norm converge to unity at O(h) rate. These results improve upon our previously published work in which the order of convergence for the a posteriori error estimates and the global effectivity index are proved to be p + 3/2 and 1/2, respectively. Our proofs are valid for arbitrary regular meshes using P p polynomials with p ≥ 1. Several numerical experiments are performed to validate the theoretical results.
Introduction
In this paper, we analyze a residual-based a posteriori error estimates of the spatial errors for the semi-discrete local discontinuous Galerkin (LDG) method applied to the following onedimensional linear convection-diffusion equation where c ≥ 0 is assumed to be a constant and k > 0 is the diffusion constant. For the sake of simplicity, we only consider the case of periodic boundary conditions. However, this assumption is not essential. We note that if other boundary conditions (e.g., Dirichlet or Neumann or mixed boundary conditions) are chosen, the LDG method can be easily designed; see [18, 39] for some discussion. In our analysis, the initial condition u 0 (x) and the source f (x, t) are assumed to be sufficiently smooth functions with respect to all arguments so that the exact solution, u(x, t), is a smooth function on [a, b] × [0, T ].
The LDG method we discuss in this paper is an extension of the discontinuous Galerkin (DG) method aimed at solving differential equations containing higher than first-order spatial derivatives. The DG method is a class of finite element methods, using discontinuous, piecewise polynomials as the numerical solution and the test functions. It was first developed by Reed and Hill [35] for solving hyperbolic conservation laws containing only first order spatial derivatives in 1973. Consult [24] and the references cited therein for a detailed discussion of the history of DG methods and a list of important citations on the DG method and its applications. The LDG method for solving convection-diffusion problems was first introduced by Cockburn and Shu in [26] . Since then, LDG schemes have been successfully applied to hyperbolic, elliptic, and parabolic partial differential equations [2-4, 6, 7, 14, 16-18, 25-28, 33, 34, 37, 38] , to mention a few. A review of the LDG methods is given in [10, 15, 16, [22] [23] [24] .
There are many motivations for using LDG methods. With their carefully devised numerical fluxes, LDG methods are robust and high-order accurate, can achieve stability without slope limiters, and are locally (elementwise) mass-conservative. This last property is very useful in the area of computational fluid dynamics, especially in situations where there are shocks, steep gradients or boundary layers. Moreover, LDG methods are extremely flexible in the mesh-design; they can easily handle meshes with hanging nodes, elements of various types and shapes, and local spaces of different orders. They further exhibit strong superconvergence that can be used to estimate the discretization errors.
Recent work on the LDG method method for diffusion and convection-diffusion problems has been reviewed in [13, 39] . In particular, Cheng and Shu [18] studied the superconvergence property of the LDG method for linear hyperbolic and convection-diffusion equations in one space dimension. They proved superconvergence towards a particular projection of the exact solution. The order of superconvergence is proved to be p + 3/2, when p-degree piecewise polynomials with p ≥ 1 are used. However, the superconvergence rate obtained in [18] is not optimal. In [7] , we constructed and analyzed the global convergence of an implicit residualbased a posteriori error estimates. We applied the superconvergence results of Cheng and Shu [18] and proved that these estimates, at a fixed time t, converge to the true spatial error in the L 2 -norm under mesh refinement. The order of convergence is proved to be p + 3/2. We further proved that the global effectivity indices converge to unity at O(h 1/2 ) rate. In this paper, we improve upon the results in [7] . Recent optimal superconvergence results are used to obtain optimal convergence rate in the L 2 -norm for the a posteriori error estimates and higher convergence rate for the global effectivity indices.
Recently, Yang and Shu [39] studied the superconvergence of the error for the LDG finite element method for one-dimensional linear parabolic equations when the alternating flux is used. They proved that the error between the LDG solution and the exact solution is (p + 2)-th order superconvergent at the Radau points with suitable initial discretization. They also proved superconvergence towards a particular projection of the exact solution. The order of superconvergence is proved to be p + 2. Their analysis is valid for arbitrary regular meshes and for P p polynomials with arbitrary p ≥ 1. They performed numerical experiments to demonstrate that the superconvergence rates are optimal. More recently, Cao and Zhang [13] studied the superconvergence properties of the LDG method for one-dimensional linear parabolic equations. They proved that the numerical fluxes converge at a rate of 2p + 1 for all mesh nodes and the domain average under some suitable initial discretization. They further proved a (p + 2)th superconvergence rate for the function value approximation at the Radau points. Moreover, they proved superconvergence toward particular projections of the exact solutions. More precisely, they proved that the LDG solutions converge to particular projections of the exact solutions with the order p + 2. Their numerical experiments demonstrate that the error estimates are optimal. The results in the present paper depend heavily on results from the references [13, 39] .
In this paper, we investigate the global convergence of the implicit residual-based a posteriori LDG error estimates which were constructed by the author in [7] . We first apply the recent optimal superconvergence results [39] to prove that, for smooth solutions, the true errors can be divided into significant and less significant parts. The significant parts of the discretization errors for the LDG solution and its spatial derivative are proportional to (p + 1)-degree right and left Radau polynomials, respectively. Superconvergence toward Radau interpolating polynomials are used to prove that our a posteriori LDG error estimates for the solution and its spatial derivative, at a fixed time, converge to the true spatial errors in the L 2 -norm under mesh refinement. The order of convergence is proved to be p + 2, when p-degree piecewise polynomials with p ≥ 1 are used. As a consequence, we prove that the LDG method combined with the a posteriori error estimation procedure yields both accurate error estimates and O(h p+2 ) superconvergent solutions. Finally, we prove that the global effectivity indices, for both the solution and its derivative, in the L 2 -norm converge to unity at O(h). Our results are valid for arbitrary regular meshes and schemes with p ≥ 1. These results improve upon our previously published work [7] in which the order of convergence in the L 2 -norm for the a posteriori error estimates and the global effectivity indices are proved to be p + 3/2 and 1/2, respectively. This paper is organized as follows: In Section 2, we present the LDG scheme for solving (1.1) and recall some recent superconvergence results which will be needed in our a posteriori error analysis. In Section 3, we present new optimal superconvergence results. Section 4 is the main body of the paper, where we present our a posteriori error estimation procedure and prove that these error estimates converge to the true errors under mesh refinement in L 2 -norm with optimal convergence rate. In Section 5, we present several numerical examples to demonstrate the asymptotic exactness of the a posteriori error estimates under mesh refinement in L 2 -norm. We conclude and discuss our results in Section 6.
The LDG Scheme and Preliminary Results
Here, we recall the LDG scheme for solving (1.1). We follow the method in [7, 39] and mostly use the notation therein. We divide the computational domain Ω = [a, b] into N intervals and v + i to denote the left limit and the right limit of v at the discontinuity point x i , i.e.,
The finite element space is defined as 
The semi-discrete LDG scheme we consider consists of finding
where the so-called numerical fluxesũ h ,û h andq h are the discrete approximations to the traces of u and q at the nodes. The initial condition u h (x, 0) ∈ V p h is obtained using a special projection of the exact initial condition u 0 (x). This particular projection will be defined later.
We would like to mention that the numerical fluxes have to be suitably chosen in order to ensure the stability of the method and also to improve the order of convergence. For the periodic boundary conditions, we consider the alternating fluxes (e.g., see [7, 18, 39] 
Even though we only consider the case of periodic boundary conditions, this assumption is not essential, since we do not use Fourier analysis. We note that if other boundary conditions are chosen, the numerical fluxes can be easily designed; see e.g., [17, 32] . For instance, the numerical fluxes associated with the mixed boundary conditions of the form u(a, t) = u 1 (t) and u x (b, t) = u 2 (t) can be taken as
Similarly, the numerical fluxes associated with the boundary conditions u x (a, t) = u 1 (t) and u(b, t) = u 2 (t) can be easily designed. For the Dirichlet boundary conditions, we use the socalled the minimal dissipation LDG (md-LDG) method; see, e.g., [6-9, 11, 16, 17, 32, 32] . More precisely, the numerical fluxes associated with the Dirichlet boundary conditions of the form u(a, t) = u 1 (t) and u(b, t) = u 2 (t) can be taken as
where the stabilization parameter δ for the LDG method is given by δ = p hi . The distinctive feature of the md-LDG method is that the stabilization parameter associated with the numerical trace of q is taken to be identically zero on all interior nodes (only the numerical flux at boundary x = b is penalized) and this is why its dissipation is said to be minimal.
Norms, projections, and properties of the finite element space
For any element I i , we define the inner product of two integrable functions, u = u(x, t) and v = v(x, t), on the interval 
Moreover, the H s (I i )-norm is defined as
We also define the norms on the whole computational domain Ω as follows:
The seminorm on the whole computational domain Ω is defined as |u(
We note that if u(·, t) ∈ H s (Ω), the norm ∥u(·, t)∥ s,Ω on the whole computational domain is the
. For simplicity, if we consider the norm on the whole computational domain Ω, then the corresponding index will be omitted. Thus, we use ∥u∥, ∥u∥ s , and ∥u∥ ∞ to denote ∥u∥ 0,Ω , ∥u∥ s,Ω , and ∥u∥ ∞,Ω , respectively. We also use ∥u(t)∥ to denote the value of ∥u(·, t)∥ at time t. In particular, we use ∥u(0)∥ to denote ∥u(·, 0)∥. Throughout the paper, we omit the argument t and we use ∥u∥ to denote ∥u(t)∥ whenever confusion is unlikely.
For p ≥ 1, we define P ± h u as two special Gauss-Radau projections of u into V p h as follows [18] : The restrictions of P
These special projections are used in the error estimates of the DG methods to derive optimal L 2 error bounds in the literature, e.g., in [18] . They are mainly used to eliminate the jump terms at the element boundaries in the error estimates in order to prove the optimal L 2 error
estimates. In our analysis, we need the following projection results [19] : If u ∈ H p+1 (I i ), then there exists a positive constant C independent of the mesh size h, such that
In the rest of the paper, we will not differentiate between various constants, and instead will use a generic constant C to represent a positive constant independent of the mesh size h, but which may depend upon the exact smooth solution of the partial differential equation (1.1a) and its derivatives. Finally, we state some properties of the finite element space V p h . Let us start with the following inverse properties [33] : For any v ∈ P p (I i ), there exists a positive constant C independent of v and h, such that
Preliminary results
Denote the errors between the exact solutions of (2.1) and the numerical solutions defined in (2.2) to be e u = u − u h and e q = q − q h . Following the standard technique in finite element analysis, we split the actual errors into two parts
where
are the errors between the numerical solutions and the projection of the exact solutions.
In [39] , the authors analyzed the same semi-discrete LDG method considered here. They selected a special projection of the initial condition for the LDG scheme u h (x, 0) ∈ V p h and proved that the LDG solution is O(h p+2 ) super close to P − h u. This special projection is designed to better control the error of the initial condition. See [39] for the exact implementation of this initial discretization. In particular, in their analysis, they designed the initial condition u h (x, 0) so that the following two requirements hold:
. As discussed in [39] , these requirements are needed in the analysis. However, we have observed similar results in the numerical experiments when using the projection u h (x, 0) = P − h u(x, 0). For the sake of completeness, we summarize their results in the next theorem. Theorem 2.1. Let p ≥ 1 and (u, q) and (u h , q h ) respectively, are solutions of (2.1) and (2.2). Then at t = T , there exists a constant C, which does not depend on h, but depends on T , ∥u∥ p+3 and ∥u∥ p+5 , such that
Proof. The main ideas come from Yang and Shu [39] . More precisely, the estimate (2.8) can be found in its Corollary 2.1. The estimates (2.11) and (2.12) can be found in its Lemma 3.6. The estimate (2.10) follows from (2.8) since e u =ē u + ϵ u and ∥ϵ u ∥ ≤ Ch p+1 by the projection result (2.5). Finally, the proof of the estimate (2.9) is similar to proof of (2.8) and is omitted.
Remark 2.1. The superconvergence results (2.8) and (2.9) are also proved in the recent paper by W. Cao and Z. Zhang [13] . More precisely, they can be found in its Corollary 4.3.
In the next corollary, we prove some optimal L 2 error estimates which will be needed for our a posteriori error analysis.
Corollary 2.1. Under the assumptions of Theorem 2.1, there exists a constant C such that
Proof. The proof follows from (2.7), the triangle inequality, the standard inverse inequality (2.6a), the projection result (2.5), and the estimates (2.8)-(2.9). Therefore the details are omitted. Now, we are ready to prove the optimal superconvergence rate toward Radau interpolating polynomials.
Superconvergence Toward Radau Interpolating Polynomials
In our analysis, we need some properties of Radau polynomials. We denote byL p the Legendre polynomial of degree p on [−1, 1], which can be defined by the Rodrigues formula [1] 
The Legendre polynomial satisfies the following properties: 
The (p + 1)-degree right and left Radau polynomials on [−1, 1] have p + 1 real distinct roots
respectively. Mapping the physical element I i into the reference element I by the standard affine mapping
we obtain the roots of R
Next, we define the monic Radau polynomials, ψ
In the next Lemma, we recall some results which will be needed in our a posteriori error analysis. 
where c p =
Proof. The proof of this lemma can be found in [7] , more precisely in its Lemma 2.1.
Next, we define four interpolation operators π ± andπ ± . The projection π − is defined as follows: For any function u, π − u Ii ∈ P p (I i ) and interpolates u at the roots of the (p + 1)-
and interpolates u at x
p+1 (I i ) and are defined as follows:
. . , p, and at an additional pointx
Remark 3.1. We would like to mention that the operatorsπ ± are only needed for technical purposes in the proof of the error estimates. We also would like to emphasize that the polynomialsπ ± u depend on the additional pointsx 
Moreover, we can easily verify thatπ ± u are given bŷ 
In the next Lemma, we recall some properties of P ± h and π ± [7] , which play important roles in our a posteriori error analysis. In particular, we show that the interpolation errors can be divided into significant parts and less significant parts. 
then the interpolation errors can be split as: 
Moreover,
Proof. The proof of this lemma can be found in [7] , more precisely in its Lemma 2.4. Now, we are ready to prove our main superconvergence results. In particular, we show that the significant parts of the discretization errors for the LDG solution and its derivative are proportional to (p + 1)-degree right and left Radau polynomials, respectively. 
Proof. Adding and subtracting
Taking the L 2 -norm and applying the triangle inequality, we get
Using the estimates (2.8), (2.9), and (3.7) we establish (3.8). Adding and subtracting π − u to e u and π + q to e q , we get
Furthermore, one can split the interpolation errors u − π − u and q − π + q on I i as in (3.6a) and (3.6b) to obtain
Next, we use the Cauchy-Schwarz inequality and the inequality |ab| ≤
) .
Summing over all elements and applying (3.6c)-(3.6f), and (3.8) yields
which complete the proof of (3.9d) for k = 0. In order to prove the estimates (3.9d) for k = 1, we use the Cauchy-Schwarz inequality and the inequality |ab| ≤
] .
Using the inverse inequalities ∥(π
Summing over all elements and applying (3.8) and the standard error estimates (3.6c), (3.6d) we establish (3.9d) for k = 1.
In the next section, we will use these superconvergence results to prove that the a posteriori LDG error estimates for the solution and its spatial derivative, which were introduced by the author in [7] , converge to the true spatial errors under mesh refinement.
A Posteriori Error Estimation
A posteriori error estimates lie in the heart of every adaptive finite element algorithm for differential equations. They are used to assess the quality of numerical solutions and guide the adaptive enrichment process where elements having high errors are enriched by h-refinement and/or p-refinement while elements with small errors are h-and/or p-coarsened. Furthermore, error estimates are used to stop the adaptive refinement process. For an introduction to the subject of a posteriori error estimation see the monograph of Ainsworth and Oden [5] . Several a posteriori error estimates are known for hyperbolic [20, 21, 30] and diffusive [31, 36] problems.
In this section, we prove optimal convergence rates in the L 2 -norm for the a posteriori error estimates introduced by the author in [7] and for the global effectivity indices. We first recall the weak finite element formulations to compute a posteriori error estimates for the convectiondiffusion equation. Replacing u by u h + e u and q by q h + e q in (2.1), we have
Multiplying (4.1a) and (4.1b) by arbitrary smooth test functions v and w, respectively, and integrating over I i , we obtain 
Using the properties in (3.3) and solving for α
Our error estimate procedure consists of approximating the true errors on each element I i by the leading terms as 
We note that E u and E q are computable quantities since they only depend on the numerical solutions u h , q h and f . Thus, our LDG error estimates are computationally simple and are obtained by solving a local steady problems with no boundary conditions on each element. An accepted efficiency measure of a posteriori error estimates is the effectivity index. In this paper, we use the global effectivity indices Θ u (t) = ∥E u ∥ / ∥e u ∥ and Θ q (t) = ∥E q ∥ / ∥e q ∥ . Ideally, the global effectivity indices should stay close to one and should converge to one under mesh refinement.
Next, we will show that the error estimates E u and E q converge to the true errors e u and e q , respectively, in the L 2 -norm as h → 0. Furthermore, we will prove the convergence to unity of the global effectivity indices Θ u (t) and Θ q (t) under mesh refinement.
Before stating our main result we state and prove the following preliminary results. 
Proof. Subtracting (4.5) from (4.3) and applying the triangle inequality, we get
Using the inequality ( 
Applying the Cauchy-Schwarz inequality, we obtain (a
. 
Finally, summing over all elements and using the fact that h = max
Applying the estimates (2.11), (2.12), and (3.9d), we establish (4.6).
The main results of this section are stated in the following theorem. In particular, we prove optimal convergence rates in the L 2 -norm for the a posteriori error estimates (4.4) and for the global effectivity indices. 
Then there exists a positive constant C independent of h such that
Consequently, there exist positive constants C 1 and C 2 independent of h such that
Finally, if there exist constants
then, at a fixed time t, the global effectivity indices in the L 2 converge to unity at O(h) rate i.e.,
Proof. First, we will prove (4.9). Since e u = α
where we used the inequality (a + b)
Summing over all elements and applying the estimates (3.9d) and (4.6) yields
Next, we will prove (4.10). Using the reverse triangle inequality, we have
Combining (4.12) and (4.9) completes the proof of (4.10). In order to prove (4.2), we divide the first inequality in (4.12) by ∥e u ∥ and the second inequality in (4.12) by ∥e q ∥ and we use the estimate (4.9) and the assumption (4.11) to obtain
Therefore, .2). In the previous theorem, we proved that the residual-based a posteriori error estimates converge to the true spatial errors at O(h p+2 ) rate. We also proved that the global effectivity indices in the L 2 -norm converge to unity at O(h) rate. We note that ||E u || and ||E q || are computationally efficient because our LDG error estimates are obtained by solving a local steady problem with no boundary conditions on each element. Additionally, (4.2) indicates that the computable quantity ∥E u ∥ provides an asymptotically exact a posteriori estimator on the actual error ∥e u ∥. Finally, we would like to mention that the computable quantities u h + E u and q h + E q converge to the exact solutions u and q at O(h p+2 ) rate. We emphasize that this accuracy enhancement is achieved by adding the error estimates to the approximate solutions only once at the end of the computation i.e., at t = T . .2) is valid under the assumption (4.11), our computational results given in the next section suggest that the global effectivity indices Θ u and Θ q in the L 2 -norm, respectively, converge to unity at O(h 2 ) and O(h) rates. Thus, the proposed error estimation technique is an excellent measure of the error and (4.2) indicates that our a posteriori error estimators are asymptotically exact.
Numerical Examples
In this section, we present several numerical examples to validate the optimal convergence rates in the L 2 -norm for the a posteriori error estimates (4.4)-(4.5). The initial condition is obtained using P − h . Even though our theorems require the initial condition designed in [39] , we have observed similar results with the use of the projection P − h . Temporal integration is performed by the ninth order strong-stability preserving (SSP) Runge-Kutta method [29] . The time step is chosen so that temporal errors are small relative to spatial errors. In our experiments, we take ∆t = 0.01h 2 to reduce the time error.
Example 5.1. We consider the following convection-diffusion problem 2) subject to the periodic boundary conditions. The exact solution is given by u(x, t) = e −t sin(πx). We solve this problem using the LDG method on uniform meshes having N = 5, 10, 20, 30, 40, 50 elements and using the spaces P p with p = 1, 2, and 3. We apply the error estimation procedure (4.4)-(4.5) to compute error estimates for the LDG solution and its derivative. In Table 5 .1 we present the global errors ||e u − E u || and ||e q − E q || at t = 1. These results indicate
. This is in full agreement with the theory. This example demonstrates that the convergence rate proved in this paper is optimal. We note that
As a consequence, the LDG method combined with our a posteriori error estimation procedure yields both accurate error estimates and O(h p+2 ) superconvergent solutions. More precisely, the computable quantities u h + E u and q h + E q , respectively, converge to the exact solutions u and q at O(h p+2 ). We emphasize that this accuracy enhancement is achieved by adding the error estimates E u and E q to the approximate solutions u h and q h only once at the end of the computation i.e., at t = T . This leads to very efficient computations of the post-processed approximations u h + E u and q h + E q . Additionally, it is computationally efficient because our LDG error estimates are obtained by solving a local steady problem with no boundary conditions on each element. The global effectivity indices Θ u and Θ q shown in Table 5 .2 suggest that the global effectivity indices converge to unity under h-refinement. The results shown in Table 5 .2 indicate that the convergence rates at t = 1 for Θ u − 1 and Θ q − 1 are, respectively, O(h 2 ) and O(h) under mesh refinement. Example 5.2. In this example, we test the global convergence of our a posteriori error estimates using nonuniform meshes. We consider the following problem: 14 , respectively. We compute the LDG solutions in the spaces P p with p = 1, 2, 3. We apply the error estimation procedure (4.4)-(4.5) to compute error estimates for the LDG solution and its derivative. The results shown in Table 5 .3 indicate that the errors ||e u − E u || and ||e q − E q || at t = 1 are both O(h p+2 ). The global effectivity indices Θ u and Θ q shown in Table 5 .4 suggest that the global effectivity indices converge to unity under h-refinement. In Table 5 .4 we present the convergence rates at t = 1 for Θ u − 1 and Θ q − 1 . These results indicate that Θ u − 1 and Θ q − 1 are O(h 2 ) and O(h), respectively. 
Concluding Remarks
In this paper, we studied the global convergence of the implicit residual-based a posteriori LDG error estimates, which were constructed by the author in [7] , for the LDG method for linear convection-diffusion problems in one space dimension. We used recent optimal superconvergence results to obtain optimal convergence rate in the L 2 -norm for the a posteriori error estimates. The order of convergence is proved to be p + 2, when p-degree piecewise polynomials with p ≥ 1 are used. As a consequence, we proved that the LDG method combined with the a posteriori error estimation procedure yields both accurate error estimates and O(h p+2 ) superconvergent solutions. Finally, we proved that the global effectivity indices, for both the solution and its derivative, in the L 2 -norm converge to unity at O(h). Our results are valid for arbitrary regular meshes and schemes with p ≥ 1. These results improve upon our previously published work [7] in which the order of convergence in the L 2 -norm for the a posteriori error estimates and the global effectivity index are proved to be p + 3/2 and 1/2, respectively. We are currently investigating the superconvergence properties and the asymptotic exactness of implicit a posteriori error estimates for LDG methods applied to nonlinear problems on rectangular and triangular meshes. Our future work will also focus on using these a posteriori error estimates to construct efficient adaptive high-order LDG methods.
