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Angewandte Mathematik wird in drei Teilen unter-
sucht. In Kapitel 1–3 werden anhand der erkenntnis-
theoretischen Resultate von Platon, Aristoteles, Kant
und Hegel die Begriffe Wissenschaft, Einzelwissenschaft
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und Mathematik expliziert. Es folgt in den Kapiteln 4–
7 unter Beru¨cksichtigung der vorhergehenden systema-
tischen Resultate eine Beschreibung der historischen
Durchsetzung der angewandten Mathematik. In Kapi-
tel 8–9 wird abschließend Peter Bulthaups These der
”
tendenziellen Transformation vonWissenschaft in Tech-
nologie“ fu¨r die angewandte Mathematik untersucht.
1 Was ist Wissenschaft?
1.1 Die aristotelische Bestimmung von Wissenschaft
als eine von vier Erkenntnisstufen
Aristoteles (384-322 v.Chr.) entwickelt in der Metaphy-
sik [3, Kap. I.1] und in der Analytica Posteriora [4,
II 19]) einen ersten Begriff der Wissenschaft. Er un-
terscheidet vier Stufen der Erkenntnis:




4.) Wissenschaft, Kunst, U¨berlegung
Diese Stufen sind aufsteigend bezu¨glich des erkenntnis-
theoretischen Fortgangs und absteigend bezu¨glich der
logischen Entwicklung, d.h. das spa¨tere ist logisch vor-
ausgesetzt.
Aus sinnlicher Wahrnehmung muß nicht Erinnerung ent-
stehen, da jene individuell ist, diese aber einen allgemei-
nen Aspekt hat. Erinnerung bedeutet
”
ein Bleiben des
Wahrnehmungsinhalts“ [4, 99 b 36], und dieses allgemei-
ne Moment bei der sinnlichen Wahrnehmung nicht vor-
handen ist. Um sich zu erinnern, muß vorher das zu
Erinnernde sinnlich wahrgenommen werden; logisch ist
das sinnlich Wahrgenommene eine Voraussetzung fu¨r
das Erinnern. Wenn ich erinnere, so bin ich in erkennt-
nistheoretischer Hinsicht fortgeschrittener als jemand,
der dieses Vermo¨gen nicht hat.
Aus Erinnerung muß nicht zwingend eine Erfahrung
oder Vorstellung entstehen, da letztere Spontaneita¨t
der Einbildungskraft erforderen, was jene nicht umfaßt.
Erfahrung stellt nur ganz bestimmte Erinnerungen in
einem Zusammenhang; dieser Zusammenhang aus dem
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Mannigfaltigkeit der Erinnerungen stellt sich nicht not-
wendig ein. Wieder ist die Erfahrung erkenntnistheo-
retisch spa¨ter als die Erinnerung; die Erinnerung aber
logisch vorausgesetzt.
Ebenso fu¨hrt Erfahrung nicht notwendig zu wissenschaft-
licher Erkenntnis, da diese die Kenntnis des Allgemei-
nen und des Zugrundeliegenden voraussetzt, wa¨hrend
fu¨r jene die Gewo¨hnung schon hinreichend ist. Technik
(τǫζηǫ) bezeichnet wie Kunst (ars) Wissenschaft zu-
gleich. Fu¨r die Kunst gilt: Sie ist nicht bloß praktisch
ausgerichtet, wie die Erfahrung, sondern geht auf die
Grundlagen; sie erkennt die Ursachen; sie ist lehrbar;
sie geht auf das Allgemeine und nicht auf das Einzelne.
Die jeweiligen U¨berga¨nge von einer Erkenntnisstu-
fe zur na¨chst ho¨heren sind nicht zwingend,
”
denn das
Zugrundeliegende bewirkt doch nicht selbst seine eigne
Vera¨nderung.“ [3, 984a21ff.]
Dem erkenntnistheoretischen Fortschritt von der sinn-
lichen Wahrnehmung bis zur Wissenschaft korrespon-
diert der historische Fortschritt in der Entwicklung der
Wissenschaft. Allerdings sind die Erkenntnisstufen ab-
steigend bezu¨glich der logischen Erkenntnis der sinn-
lichen Erscheinungen, denen das Allgemeine zugrunde
liegt, das erkannt werden muß, um das Einzelne zu be-
stimmen. Die Konsequenz ist: Das sinnlich Erste ist
das logisch Letzte, und der erkenntnistheoretische Fort-
schritt ist ein Ru¨ckgang in den Grund.
1.2 Nicht Praxis, sondern Muße ist notwendige
Bedingung fu¨r Wissenschaft
”
Man hat angefangen zu philosophieren, um die Unwis-
senheit zu fliehen. Daraus folgt, daß man um des Er-
kennens willen das Wissen verfolgt hat, nicht nur um
des Nutzens willen, nicht um irgendeines anderen Ge-
brauchs willen.“ [24, 872] So berichtet Hegel u¨ber die
Philosophie der Griechen und deren Motivation und
steht damit im Gegensatz zu der immer mal wieder
aufgestellten Behauptung, daß Wissenschaft das Re-
sultat der praktischen Auseinandersetzung des Men-
schen mit der Natur sei. Aber schon Aristoteles hatte
festgestellt, daß Muße eine notwendige Bedingung der
Mo¨glichkeit von Wissenschaft ist: Es mußte
”
so ziem-
lich alles zur Annehmlichkeit und Lebensfu¨hrung No¨ti-
ge vorhanden“ [3, 982a19ff.] sein, bevor
”
man diese Art
der Einsicht zu suchen“ [3, 982a23] begann. Die po-
tentielle Freistellung von Arbeit und die Bereitstellung
von Konsumtionsmitteln ist eine notwendige Bedingung
der Muße.
”
Als daher schon alles Derartige geordnet
war, [. . . ] bildeten sich in A¨gypten zuerst die mathe-
matischen Ku¨nste (Wissenschaften) aus, weil dort dem
Stande der Priester Muße gelassen war.“ [3, 981b20]
Dieser historischen Darstellung liegt das folgende syste-
matische Argument zugrunde: Muße setzt freie Zeit vor-
aus, und die ist in einer durch Herrschaft bestimmten
Gesellschaft nur fu¨r die Herrscher selbst und den von ih-
nen privilegierten (zum Beispiel die Priester) verfu¨gbar.
Insofern ist Muße eine fu¨r die Wissenschaft notwendige
Bedingung, die durch die Sklavengesellschaft historisch
durchgesetzt wurde:
”
Ohne Sklaverei kein griechischer
Staat, keine griechische Kunst und Wissenschaft. [. . . ]
Ohne die Grundlage des Griechentums und des Ro¨mer-
reichs aber auch kein modernes Europa. Wir sollten
nie vergessen, daß unsere ganze o¨konomische, politische
und intellektuelle Entwicklung einen Zustand zur Vor-
aussetzung hat, in dem die Sklaverei ebenso notwen-
dig wie allgemein anerkannt war.“ [18, S. 168] Allerdings
folgt aus dieser historischen Tatsache nicht, daß Muße
als notwendige Bedingung fu¨r Wissenschaft nur in einer
Klassengesellschaft hergestellt werden kann.
Aber auch wenn Praxis keine notwendige Bedingung
fu¨r Wissenschaft ist, so ko¨nnen praxisrelevante Frage-
stellungen initial fu¨r die Theorie sein, welche die Ursa-
chen fu¨r die Praxis erkennt.
1.3 Die Allgemeingu¨ltigkeit und Notwendigkeit der
Resultate der Wissenschaft
Weiter mit Aristoteles: Die Wissenschaft als ho¨chste Er-
kenntnisstufe geht notwendig auf
”
die ersten Ursachen
und Prinzipien.“ [3, 981b28] Nicht notwendig bedeutet
zufa¨llig, gerade das ist eine wissenschaftliche Aussage
nicht. Und ebenso sind ihre Resultate allgemeingu¨ltig:
Ein Wissenschaftler muß
”
den (allgemeinen) Begriff be-
sitzen.“ [3, 981a15] Nicht allgemein bedeutet empirisch
beschra¨nkt, einzeln. Um den allgemeinen Begriff zu er-
arbeiten, kann es zwar verschiedene
”
Ansa¨tze“ oder Be-
trachtungen geben, aber das Denken wird
”
von der Wahr-
heit selbst geno¨tigt“ [3, 984b10], und die Ansa¨tze mu¨s-
sen zu demselben Ergebnis gelangen. Fu¨r eine wissen-
schaftliche Erkenntnis sind Notwendigkeit und Allge-
meinheit unentbehrlich, so auch Kant zweitausend Jah-
re spa¨ter:
”
Notwendigkeit und strenge Allgemeinheit
sind also sichere Kennzeichen einer Erkenntnis a priori,
und geho¨ren auch unzertrennlich zusammen.“ [34, B 4]
1.4 Die Mathematik als Prototyp einer Wissenschaft
Die Mathematik war das erste Gebiet, in dem notwen-
dige und allgemeingu¨ltige Aussagen formuliert wurden;
siehe beispielsweise Euklids
”
Elemente“ [19]. Kant ist –
wie Adorno [2, S. 51] es ausdru¨ckt – u¨berzeugt
”
von der
ungeheuren Gewalt und Dignita¨t“ der Mathematik und
Naturwissenschaften, und Kant (1724-1804) schreibt:
”
Die M a t h e m a t i k ist von den fru¨hesten Zeiten
her [. . . ] den sicheren Weg einer Wissenschaft gegan-
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1.5 Womit muß der Anfang der Wissenschaft gemacht
werden?
So lautet die U¨berschrift eines Abschnitts zu Beginn
in Hegels Wissenschaft der Logik I [25, S. 53-65]. Hegel
(1770-1831) geht aus von der griechischen Erkenntnis
einer Aporie: poros – griech. Weg; a ist Verneinung:
a poros – Nicht-Weg, ausweglos. Hegel entwickelt in
der dialektischen Form diese Aporie weiter. Das ist –
wie wir sehen werden – das Problem des Anfangs.
1.5.1 Der Eristischer Satz: Der Anfang ist eine Aporie
Erstmals systematisch wurde das Problem des Anfangs
in der Wissenschaft im sogenannten Eristischen Satz
(Eristik: die Kunst des Streitens oder Disputierens: Eri-
stiker wurden die Schu¨ler des Eukleides von Megana
(400 v.u.Z.) wegen ihrer Neigung zum Wortstreit ge-
nannt [28]) formuliert:
”
Daß na¨mlich ein Mensch un-
mo¨glich suchen kann, weder was er weiß, noch was er
nicht weiß. Na¨mlich weder was er weiß, kann er suchen,
denn er weiß es ja, und es bedarf keines Suchens weiter;
noch was er nicht weiß, denn er weiß ja dann auch nicht,





Nichtwissen‘ sind aporetisch bestimmt: Weiß der
Mensch, so braucht er nicht zu forschen; weiß er nicht,
so kann er nicht forschen. Danach ist Forschung als Ver-
mittlung von Unwissen und Wissen nicht mo¨glich. Die
Konsequenz dieser Einsicht dru¨ckt Platon drastisch im
’
Menon‘ aus, in dem er dem Sklaven (der als Sklave
der Einsicht fa¨hig ist, was in der griechischen Gesell-
schaft allgemein nicht akzeptiert wurde) erstarren la¨ßt:
”
Daß ich voll Verwirrung geworden bin, und du [Menon,
AI] du¨nkst mich [. . . ] dem Zitterrochen zu gleichen.
Denn auch dieser macht jeden, der ihm nahekommt und
ihn beru¨hrt, erstarren.“ [41, 80a] (Der Zitterrochen ist
ein Knorpelfisch, der bis zu einem Meter Durchmes-
ser groß sein kann und dessen elektrische Organe 200
Volt stark sein ko¨nnen.) Der Sklave erstarrt, weil die
Praxis im Widerspruch zur gedachten Aporie steht: Es
gibt Forschung, man u¨berwindet die Unwissenheit und
gelangt zum Wissen. Platon weiß, daß es ein diskursi-
ves Verfahren nicht gibt, welches angibt, wie aus gege-
benen Pra¨missen der Widerspruch zu u¨berwinden ist,
um zu neuen Erkenntnissen zu gelangen. Wie trotzdem
neue wissenschaftliche Resultate erzielt werden ko¨nnen,
vermo¨gen die Griechen systematisch nicht zu fassen. Es
gibt die Spontaneita¨t der Einbildungskraft, aber woher
kommt sie und was treibt voran? In der Mathematik ist
uns diese Praxis sehr wohl bekannt: Voran treibt der
Widerspruch und der Zweifel; die
”
zu¨ndende Idee“ –
woher sich auch immer stammt – hat mit einem diskur-
siven Verfahren nichts zu tun.
1.5.2 Der Eros: die Einheit von Momenten
Im Symposion-Dialog [42] wa¨hlt Platon einen Mythos,
um die Aporie des Eristischen Satzes und deren U¨ber-
windung zdarzustellen. Wohlgemerkt – eine Aporie kann
logisch nicht u¨berwunden werden, es ist ein Widerspruch;
dem Widerspruch muß auf dem Grund gegangen wer-
den.
In der griechischen Philosophie ist der Eros weder
ein Gott noch ein Mensch, sondern ein Da¨mon, der
”
immer in der Mitte“ [42, 203e] steht und mit seinem
”
geschmeidigen Wesen [vermittelt, AI], denn sonst ver-
mo¨chte er nicht u¨berall sich anzuschmiegen“ [42, 196a]
zwischen dem Unsterblichen und dem Sterblichen. Im
platonischen Mythos wird der Eros gezeugt beim Ge-
burtsfest der Aphrodite, die Go¨ttin der Liebe, der Scho¨n-
heit und der sinnlichen Begierde. Des Eros Mutter ist
Penia, sie steht fu¨r ausweglos aber begierlich; des Eros
Vater ist Poros (griech. Weg), er steht fu¨r den Weg wis-
send aber gesa¨ttigt; die Mutter des Vaters ist Metis und
steht fu¨r Erfindung, Einfall, Gedanke, das entspricht
der Spontaneita¨t der Einbildungskraft. Die Gegensa¨tze
Penia und Poros sind aufeinander verwiesen: ausweg-
los (unwissend) und wissend, begierlich und gesa¨ttigt.
Wa¨ren nur Penia oder Poros, so wa¨re kein Weiterkom-
men, erst in ihrer Kombination ist ein Neues mo¨glich.
”
Zuerst ist er [Eros, AI] immer arm [. . . ] und der Du¨rf-
tigkeit Genosse.“ [42, 203c/d]
”
Nach seinem Vater wie-
derum stellt er dem Guten und Scho¨nen nach, ist tap-
fer, keck und ru¨stig, ein gewaltiger Ja¨ger, allezeit ir-
gend Ra¨nke schmiedend, nach Einsicht strebend, sinn-
reich, sein ganzes Leben lang philosophierend, ein arger
Zauberer, Giftmischer und Sophist, und weder wie ein
Unsterblicher geartet, noch wie ein Sterblicher, bald an
demselben Tage blu¨hend und gedeihend, wenn es ihm
gut geht, bald auch hinsterbend, doch aber wieder auf-
lebend nach seines Vaters Natur.“ [42, 203d/e]
Der systematische Grund fu¨r diesen Mythos ist, was
Hegel erst zweitausend Jahre spa¨ter entwickelte: die
Einheit von Momenten. Momente fu¨r sich genommen,
hier Poros und Penia, sind widersprechend, unselbsta¨n-
dig; dies ist die falsche Abstraktion im Eristischen Satz.
Die Momente bestehen erst in der Einheit, hier in der
Einheit Eros. In dieser Konstellation ist es dann erst
mo¨glich, daß Eros als Einheit von Poros und Penia et-
was Neues konstituiert. Das ist bei Platon angelegt:
”
In der Mitte zwischen beiden [Gott und dem Sterb-
lichen, AI] ist es [die Verrichtung des Eros, AI] also die
Erga¨nzung, daß nun das Ganze in sich selbst verbun-
den ist.“ [42, 202e] Das Ganze ist die Einheit, hier die
Einheit Erkenntnis mit den Momenten Unwissen und
Wissen, es ist nicht bedingt durch anderes, Platon sagt
”
in sich selbst verbunden“, und gleichzeitig verbindet
das Ganze ehemalige sich widersprechenden und fu¨r die
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Einheit konstitutiven Pole, die dann als Momente auf-
gehoben (zersto¨rt und aufbewahrt) sind.
1.5.3 Hegels Aufhebung des Eristischen Satzes: Das
Problem des Anfangs
Hegel beschreibt die Aufhebung des Eristischen Satzes,
die schon im Mythos Eros angelegt war, systematisch.
Dem Einwand, daß ein in sich widerspru¨chlicher Begriff,
ein nihil negativum, nichts bezeichnen kann, ha¨lt Hegel
entgegen, daß ein Begriff, der nichts bezeichnen kann,
nicht einmal sich selbst widersprechen kann. Sondern
dem Widerspruch von Unwissen und Wissen im Eri-
stischen Satz ist auf den Grund zu gehen. Hegel sagt
nicht, daß der Widerspruch zur Aufgabe zwingt, son-
dern geradezu umgekehrt, daß der Widerspruch fu¨r den
Begriff des Anfangs (der Forschung) notwendig ist. Er
faßt den Eristischen Satz in allgemeinerer Form als Pro-
blem des Anfangs in der Philosophie:
”
Der Anfang der
Philosophie muß entweder ein V e r m i t t e l t e s oder
U n m i t t e l b a r e s seyn, und es ist leicht zu zeigen,
daß er weder das eine noch das Andre seyn ko¨nne.“ [25,
S. 53, Z.5-8] Der Anfang muß vermittelt sein, weil er
zwischen Unwissen undWissen oder Zugrundeliegenden
und Entwickelten vermittelt; er muß unvermittelt sein,
weil er sonst auf das Vermittelte verweist, von dem er
abha¨ngt und dann kein Anfang wa¨re. Aber der Anfang
als ein zugleich vermittelter und unvermittelter wa¨re
widerspru¨chlich. Diese Aporie liegt im Begriff des An-
fangs, die Momente Zugrundeliegendes und Entwickel-
tes (oder Nichtwissen und Wissen) sind als isolierte be-
trachtet sich widersprechend. Das fu¨hrt nicht wie beim
Eristischen Satz zur Resignation. Sondern die Reflexi-
on auf den Begriff des Anfangs ergibt, daß die wider-
sprechenden Pole im Begriff des Anfangs aufgehoben
sind. Allgemein ausgedru¨ckt: Die Momente konstituie-
ren die Einheit. Sie sind notwendig sich widersprechend
und als solche widersprechende machen sie die Einheit,
hier den Begriff des Anfangs, aus. Aufgehoben sind die
Momente der Einheit in doppelter Bedeutung: Sie sind
zersto¨rt, weil sie als widersprechende erkannt sind und
so als isolierte keinen Bestand haben; sie sind aufbe-
wahrt, weil nur mit ihnen die Einheit begriﬄich zu fas-
sen ist. Hegel dru¨ckt diesen Sachverhalt wie folgt aus:
”
Ein System von Momenten ist eine Einheit Entgegen-
gesetzter, die nichts außer dieser Entgegensetzung, au-
ßer diesem Verha¨ltnisse sind, nicht gleichsam noch einen
U¨berschuß u¨ber einander haben, wodurch sie fu¨r sich
wa¨ren; sondern so gleichsam aufeinanderpassen, daß in-
dem sie in der That bey ihrer Entgegensetzung als ein
System oder als Einheit dargestellt werden, sie sich auf-
heben.“ [22, S. 9]
Ein weiteres Beispiel fu¨r eine Einheit von Momen-
ten ist in der aristotelischen vier-Ursachen-Lehre [3,
Kap. I.3] zwar so nicht ausgefu¨hrt aber angelegt: Form
und Materie sind Momente in der Einheit Ko¨rper. Die
Form ist stets in einer Materie und die Materie ist nicht
formlos, Form und Materie sind aufeinander verwiesen
und nicht selbsta¨ndig. Sie sind causae eines Ko¨rpers,
zum Beispiel der Statue. Sie bestehen neben anderen
Momenten (causa efficiens und causa finales) im Ko¨rper-
lichen. Im Abschnitt 4.2 wird ein mathematisches Bei-
spiel angegeben.
Der Eristische Satz ist u¨berwunden. Das treibende
Moment, diesen Satz zu u¨berwinden, ist bei Platon aus-
gedru¨ckt durch die Erstarrung des Sklaven. Sie dru¨ckt
den Widerspruch zwischen der Erkenntnis
’
Forschung
ist nicht mo¨glich‘ und
’
Forschung findet statt‘ aus. Es
ist also das materialistische Argument
’
Forschung fin-
det statt‘, welches die Entwicklung des Gedankens vor-
an treibt und dem Widerspruch auf den Grund geht.
Das zeigt, daß es problematisch wa¨re, die Philosophie
Hegels als ausschließlich idealistisch zu verstehen.
1.5.4 Fortschritt ist Ru¨ckgang
Das Verha¨ltnis der Momente Unwissen undWissen oder,
analog und allgemeiner, die Einheit des Anfangs mit
den Momenten Grund und Entwickeltes, soll weiter un-
tersucht werden. Dieses Verha¨ltnis wird in Abschnitt 1.6.1
zur Kla¨rung der mathematische Forschung beitragen.
”
Das Vorwa¨rtsgehen [ist] ein R u¨ c k g a n g in den
G r u n d, zu dem U r s p r u¨ n g l i c h e n und Wa h r -
h a f t e n, von dem das, womit der Anfang gemacht
wurde, abha¨ngt und in der That hervorgebracht wird.“
[25, S. 57, Z. 14–16] Das Vorwa¨rtsgehen, die gedankli-
che Entwicklung zu neuer Erkenntnis, ha¨ngt von seinem
Anfang ab, denn ex nihilo nihil fit. Indem man das er-
kenntnistheoretisch Neue entwickelt, erkennt man das
logisch Fru¨here, den Grund fu¨r das Neue. Deshalb ist
”
das Vorwa¨rtsgehen [. . . ] ein Ru¨ckgang in den Grund“.
Man schafft/erkennt den logischen Grund, der fu¨r das
Spa¨tere zugrunde liegt.
Dieser Prozeß, in dem der (erkenntnistheoretische)
Fortschritt zugleich ein (logischer) Ru¨ckgang ist, u¨ber-
windet die Starrheit der isolierten Momente, indem die
Momente nur in diesem Prozeß ihren Bestand haben.
Wieder ist fu¨r diesen Prozeß ein diskursives oder me-
thodisches Verfahren nicht angebbar, sondern der An-
fang als Resultat wird, wie auch immer, aktiv geschaf-
fen/hervorgebracht.
1.5.5 Der Anfang ist Bewegung und Resultat
Der Anfang wird als Gegenteil dessen erkannt, fu¨r was
er anfangs gehalten wurde. Er ist weder eine feste, ru-
hende Grundlage, noch ist er etwas, von dem auszu-
gehen ist. Hegel erkennt, daß die Wissenschaft (oder
synonym der Erkenntnisprozeß) Bewegung ist, indem
die erste Bestimmung zu einer letzten wird, indem sie
weiter entwickelt wird, und das erkenntnistheoretisch
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Letzte zugleich das logisch Fru¨here ist:
”
Das Wesentli-
che fu¨r die Wissenschaft ist [. . . ], daß das Ganze dersel-
ben ein Kreislauf in sich selbst ist, worin das Erste auch
das Letzte, und das Letzte auch das Erste wird.“ [25,
S. 57] Die Metapher
”




weil der Prozeß nicht im Kreislauf an die selbe Stelle
zuru¨ckkehrt, sondern zwar zu derselben Bestimmung
zuru¨ckkehrt, die dann aber weiter entwickelt ist. Noch-
mal: Es findet zugleich eine ru¨ckwa¨rtsgehende Erschlie-
ßung des Grundes (logisch) und eine vorwa¨rtsgehende
Entwicklung des Grundes (erkenntnistheoretisch) statt.
Der Anfang wird, indem auf ihn selbst reflektiert wird,
als Bewegung erkannt und diese Erkenntnis ist ein Re-
sultat, welches den Anfang selbst begru¨ndet. Siehe dazu
ausfu¨hrlicher [48].
1.6 Die Kopernikanische Wende
Die Mathematik ist fu¨r Kant – wie wir in Abschnitt 1.4
ausgefu¨hrt haben – der Prototyp der Wissenschaft. Nach
ihrem Vorbild leitet er die
”
Kopernikanischen Wende“
der Erkenntnistheorie ein, damit
”
ein bloßes Herumtap-
pen“ in der Philosophie ein Ende hat und sie
”
den siche-
ren Gang einer Wissenschaft gehe.“ [34, BVII] Bis zu
dieser Wende betrachtete man in der Erkenntnistheo-
rie getrennt die Natur einerseits und den kontempla-
tiven (passiv-beobachtenden) Verstand andererseits. In
verschiedenen Varianten hatten die Vertreter der Ab-
bildtheorie versucht zu erkla¨ren, wie die Gegensta¨nde
der Natur dem Verstand
”
eingegeben“ werden; der Ver-
stand schaut die Natur an und erkennt durch die An-
schauung die Natur. Kants schlagendes Argument ist,
daß aus endlich vielen Beobachtungen der Natur nicht
ein Allgemeines im Denken folgen kann: Ein Empiri-
sches, ein sinnlich Einzelnes, wie oft es auch betrach-
tet wird, kann als Endliches nicht zu einer allgemeinen
Aussage fu¨hren. Selbst fu¨r ein im Geiste Angeschau-
tes, nicht notwendig Empirisches, muß entgegengesetzt
argumentiert werden:
”
Bisher nahm man an, alle unse-
re Erkenntnis mu¨sse sich nach den Gegensta¨nden rich-
ten; [. . . ] man versuche es daher einmal, ob wir nicht
den Aufgaben der Metaphysik damit besser fortkom-
men, daß wir annehmen, die Gegensta¨nde mu¨ssen sich
nach unserem Erkenntnis richten.“ [34, BXVI] Das be-
schreibt in Ku¨rze die
”
Kopernikanische Wende“. Bevor
dies in den folgenden Unterabschnitten im einzelnen





Kritik der reinen Vernunft‘ nicht sowohl die speku-
lative Entwicklung, Hervorbringung, Erzeugung dieser
synthetischen Urteile a priori oder u¨berhaupt irgend-
welcher Wahrheiten sei, sondern vielmehr die Pru¨fung
ihrer Gu¨ltigkeit.“ [2, S. 51]
1.6.1 Das a-priori-Wissen
Kant gesteht Descartes, Leibniz und anderen Erkennt-
nistheoretikern zu, daß das Subjektive notwendig betei-
ligt ist an der Erkenntnis; aber Kant entwickelt nicht
wie jene die Erkenntnis aus dem reinen Denken, son-
dern er will zeigen, warum die Ergebnisse der Mathe-
matik und der Naturwissenschaften gu¨ltig sind. Er will
auch die Mathematik begru¨nden.
Als Beispiel mathematischer Erkenntnis fu¨hrt Kant
das mathematische Dreieck an:
”
Dem ersten, der den
g l e i c h s e i t i g e n T r i a n g e l demonstrierte [. . . ],
ging ein Licht auf; denn er fand, daß er nicht dem, was er
in der Figur sah, oder auch dem bloßen Begriffe dersel-
ben nachspu¨ren und gleichsam davon ihre Eigenschaf-
ten ablernen, sondern durch das, was er nach Begriffen
selbst a priori hineindachte und darstellte (durch Kon-
struktion), hervorbringen mu¨sse.“ [34, BXI-XII]
A priori heißt nicht, daß es eine gesonderte, zeitlich
vorhergehende Erkenntnis ist, sondern an der Erkennt-
nis ist ein Moment des Allgemeinen. Das Apriorische
geht nicht auf im empirischen Endlichen. Das Aprio-
rische ist nicht fu¨r sich zu bestimmen, sonst wa¨re es
eine
”
ho¨here Eingebung“, sondern das Apriorische ist
Resultat einer Reflexion: An der Erkenntnis ist ein Mo-
ment, das nicht in der sinnlichen Empfindung aufgeht,
das nur negativ bestimmt werden kann. Betrachtet man
Erkenntnisse, denen gar nichts Empirische beigemischt





a priori [sind beispielsweise, AI] alle Sa¨tze der Mathe-
matik.“ [34, B 4]
Bemerkenswert ist Kants Wendung
”
er nach Begrif-
fen selbst a priori hineindachte und darstellte (durch
Konstruktion), hervorbringen mu¨sse.“ [34, BXII] Das








Nur so kann das Neue entstehen.
1.6.2 Die Spontaneita¨t der Einbildungskraft
Betrachten wir wieder das kantsche Beispiel eines Drei-
ecks. Wie erkennt man, daß die Winkelsumme im Drei-
eck 180◦ betra¨gt? Dieses Resultat erkennt man weder
in der gezeichneten Figur, denn diese ist immer un-
genau, noch in dem Begriff des Dreiecks, denn dieser
entha¨lt die 180◦ nicht. Man muß konstruieren, man
muß darauf kommen, eine bestimmte Linie unter un-
endlich vielen Linien zu ziehen, um dann mittels geeig-
neter Winkelreflexionen und –verschiebungen das Re-
sultat zu beweisen. Die Beweisidee, oder die Sponta-
neita¨t der Einbildungskraft, folgt nicht analytisch durch
Zerlegen des Begriffs aus den Axiomen. Die Konstruk-
tion ist
”
a priori hineingedacht“ in den Begriff des Drei-
ecks, sie entspringt nicht dem empirischen Dreieck, son-
dern man erkennt am (nicht aus) dem empirischen Drei-




durch das, war es nach Begriffen selbst a prio-
ri hineingedachte und darstellte (durch Konstruktion),
hervorbringen mu¨sse.“ [34, BXII] Es erkennt die ta¨ti-
ge produktive Einbildungskraft als die Arbeit am Be-
griff. ImMythos ist das der Eros, siehe das
”
Symposion“
in [42]. Diese Konstruktion ermo¨glicht synthetische Ur-
teile a priori. Das, was an der Sache, am Gegenstand,
a priori gilt, erkenne ich durch die Konstruktion. Das
Apriorische ist nicht fu¨r sich zu bestimmen. Es wird erst
erkannt, indem erkannt wird, daß das uns empirisch Ge-
gebene nicht nur empirisch zu erkennen ist, die Erkennt-
nis notwendig ein nicht-empirisches Moment entha¨lt.
Der Verstand ist, ganz im Gegensatz zur Auffas-
sung des klassischen Realismus, nicht passiv kontempla-
tiv, sondern ta¨tige produktive Einbildungskraft, Spon-
taneita¨t der Einbildungskraft; das Erkennen hat ein
produktives Moment. Dieses produktive Moment ist das-
jenige, was Platon im Mythos in der Form des Eros
versucht hat auszudru¨cken.
Die Naturgesetze (siehe Abschnitt 2.2) werden durch
menschliche experimentelle Arbeit erkannt, sie entsprin-
gen keineswegs aus den Experimenten. Ebenso entspringt
die Theorie der Mathematik nicht, sondern muß er-
schaffen werden. Diese Arbeit der Erkenntnis leistet der
empirische Einzelcharakter. Es ist unerheblich, welcher
empirische Einzelcharakter den Satz aufstellt und be-
weist. Die Spontaneita¨t der Erkenntnis fu¨hrt zur Er-
kenntnis fu¨r die Gattung Mensch, das Subjektive ist
Moment.
Die Parallele zwischen der handwerklichen und gei-
stigen Arbeit ist wie folgt: Was bei dem Handwerker
der artistische Umgang mit dem Material ist, das ist bei
dem Wissenschaftler die produktive Einbildungskraft.
Die Erkenntnis ist nicht ein Willku¨rliches. Wissen-
schaft verfa¨hrt nicht nach dem
”
Modell Ostereier“: Das
Subjekt legt etwas Beliebiges in die Sache hinein und
findet dann dieses Etwas vor. Sondern:
”
Die Vernunft
muß mit ihren Prinzipien [. . . ] und mit dem Experi-
ment, das sie nach jenen [Prinzipien, AI] ausdachte,
[. . . ] an die Natur herangehen, zwar um von ihr belehrt
zu werden, aber nicht in der Qualita¨t eines Schu¨lers,
der sich alles vorsagen la¨ßt, [. . . ] sondern eines bestall-
ten Richters, der die Zeugen no¨tigt, auf die Fragen zu
antworten, die er ihnen vorlegt.“ [34, BXIII]
In der Mathematik wird nicht ein Beliebiges ausgedacht,
sondern es wird dasjenige erdacht, welches taugt, um
das schon vorhandene Material zu begru¨nden.
1.6.3 Die synthetischen Urteile a priori
Kants unterscheidet analytische und synthetische Urtei-
le. Analytische oder synonym Erla¨uterungs-Urteile sind
solche, bei denen
”
die Verknu¨pfung des Pra¨dikates mit
dem Subjekt durch Identita¨t [. . . ] gedacht wird. [. . . ]
Das Pra¨dikat B [eines Urteils, AI] geho¨rt zum Subjekt A
als etwas, was in diesem Begriffe A (versteckterweise)
enthalten ist.“ [34, B 10] Kants klassisches Beispiel fu¨r
ein analytisches Urteil ist: Alle Ko¨rper sind ausgedehnt.
Das Pra¨dikat ausgedehnt ist in dem Subjekt Ko¨rper
enthalten.
Synthetische oder synonym Erweiterungs-Urteile sind
solche,
”
in denen diese Verknu¨pfung [des Pra¨dikats mit
dem Subjekt] ohne Identita¨t gedacht wird. [. . . ] Das
Pra¨dikat B liegt ganz außer dem Begriff A, ob es zwar
mit demselben in Verknu¨pfung steht.“ [34, B 10] Fu¨r
Kant ist klar:
”
M a t h e m a t i s c h e U r t e i l e s i n d
i n s g e s a m t s y n t h e t i s c h .“ [34, B 14] Diese Be-
stimmung ist problematisch, Hegel schreibt:
”
Es wird
aber, wenn man diesen Unterschied [des analytischen
und synthetischen Erkennens, AI] na¨her betrachtet,
schwer sein, in ihm einen bestimmten Gedanken, viel-
weniger einen Begriff zu entdecken.“ [23, S. 202] Hier
soll nicht die gesamte Problematik der analytischen und
synthetischen Urteile thematisiert werden, sondern nur
die wesentlichen kantschen Bestimmungen bezu¨glich der
Mathematik ero¨rtert werden.
Konsistent ist die Bestimmung der analytischen Ur-
teile bezu¨glich der Mathematik: Analytische Urteile sind
solche, die den Begriff lediglich zergliedern. Wa¨ren ma-
thematische Urteile analytisch, dann wa¨re die Mathe-
matik tautologisch, es wu¨rde nichts Neues erkannt. Die
Mathematik wa¨re ein
”
intellektueller Urknall“: Das Ma-
terial wu¨rde existieren, woher auch immer.
”
Man muß
u¨ber diese Begriffe hinausgehen.“ [34, B 15] Mathemati-
sches Erkennen bedeutet nach Abschnitt 1.6.1 und 1.6.2,
daß selbst a priori in den Begriff hineinzudenken ist,
durch Konstruktion wird das Neue hervorgebracht und
dargestellt. Hervorbringen und konstruieren bedeutet
Synthesis. Also sind mathematische Urteile synthetisch.
1.6.4 Das Schema
Der Schematismus ist der Versuch Kants, zwischen rei-
nen Verstandesbegriffen und Anschauung, oder zwischen
Theorie und Praxis, oder zwischen Vernunft und Natur,
zu vermitteln. Was ist die Anschauung eines Begriffs?
Was ist eine Anschauung des Dreiecks oder des Banach-
raums? Es gibt ein Bild, welches ein Dreieck zeigt; aber
dieses Bild erfaßt nicht den Begriff des Dreiecks. Fu¨r
den Banachraum kann man ohnehin kein Bild erstel-
len. Kant sagt:
”
Das Schema ist doch vom Bilde zu
unterscheiden. [. . . ] Diese Vorstellung nun von einem
allgemeinen Verfahren der Einbildungskraft, einem Be-
griff sein Bild zu verschaffen, nenne ich das Schema
zu diesem Begriffe.“ [34, B 179-180] Dem Bild liegt zu-
grunde der allgemeine Begriff. Das Schema ermo¨glicht
das Erschaffen des Bildes, es liegt notwendig zugrun-
de. Fragt man weiter, woher dieses Vermo¨gen des em-
pirischen Einzelcharakters stammt, so antwortet Kant:
Dem Schema liegt zugrunde
”
eine verborgene Kunst in
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den Tiefen der menschlichen Seele.“ [34, B 180] Wie der
Einzelcharakter dazu in der Lage ist, das bleibt
”
ver-
borgen“ und interessiert in erkenntnistheoretischer Hin-
sicht nicht. Nicht verborgen ist das Verha¨ltnis von Sche-
ma und Bild. Das transzendentale Schema wird von
Kant als Drittes verstanden, welches die Gleichartigkeit
von Begriff und Vorstellung gewa¨hrleistet. “Das B i l d
ist ein Produkt des empirischen Vermo¨gens der produk-
tiven Einbildungskraft.“ [34, B 181] Das Vermo¨gen ist
empirisch, weil es sich auf Gegensta¨nde oder Bilder von
Gegensta¨nden bezieht. Es ist ein produktives Denken
no¨tig, um solche Bilder zu ermo¨glichen. Zusammenfas-
send:
”
Das S c h e m a sinnlicher Begriffe [. . . , ist, AI]
ein Produkt und gleichsam ein Monogramm der rei-
nen Einbildungskraft a priori, wodurch und wonach die
Bilder allererst mo¨glich werden.“ [34, B 181] Die Einbil-
dungskraft produziert das Schema und gleichzeitig ist
das Schema die ausgezeichnete Eigenschaft der Einbil-
dungskraft; durch das Schema ist die Einbildungskraft
erst das, was sie ist.
1.7 Die Gegenstandsbereiche und das System von
Wissen
Eine Wissenschaft von etwas muß einen bestimmba-
ren – gegen andere abgrenzbaren – Gegenstandsbereich
haben, u¨ber den sie handelt. Durch unterschiedliche
Gegenstandsbereiche wird die Wissenschaft in unter-
schiedliche Einzelwissenschaften unterteilt. Innerhalb des
Gegenstandsbereich einer Wissenschaft gibt es mannig-
faltige Einzelresultate, und diese in ihrer Gesamtheit
machen die jeweilige Einzelwissenschaft aus. Die Ein-
zelresultate sind so bezogen aufeinander, daß sie durch
ihren inneren Zusammenhang ein konsistentes System
von Wissen bilden. Eine Akkumulation von Einzelre-
sultaten allein schafft nicht notwendig dieses System
von Wissen. Insbesondere kann eine Wissenschaft nicht
hergestellt werden durch einen a¨ußerlichen Zusammen-
hang, indem lediglich Einzelresultate zu einem Begriff
zusammengestellt werden: Medienwissenschaft soll die
Wissenschaft sein, die alles in Bezug zu Medien unter-
sucht.
Aber eine Einzelwissenschaft entwickelt sich weiter durch
die Akkumulation und Integration von Einzeluntersu-
chungen. Diese Entwicklung ist nur mo¨glich auf Grund-
lage des vorhandenenWissens, letzteres ist eine notwen-
dige Voraussetzung. Interdisziplina¨re Forschung zwischen
Einzelwissenschaften kann fu¨r die jeweiligen Systeme
der Einzelwissenschaften fruchtbar sein und dann ge-
gebenenfalls zu einem neuen, umfassenderen System
fu¨hren.
”
Resultat der Entwicklung einer Wissenschaft
ist also nicht nur die Anha¨ufung einzelner Ergebnisse,
sondern ein System des Wissens, in dem diese Ergebnis-
se untereinander zusammenha¨ngen und das in jeder ein-
zelnen Forschung partiell aktualisiert wird.“ [13, S. 12]
2 Die Einzelwissenschaften
Nach den Ausfu¨hrungen zum Begriff der Wissenschaft
in Kapitel 1 werden in diesem Kapitel die Einzelwissen-
schaften Philosophie, Mathematik, Naturwissenschaf-




Der Gegenstandsbereich der Philosophie ist das Erken-
nen und das Wissen schlechthin. Der Philosophie ist
eigen, daß ihre methodischen Werkzeuge mit dem Ge-
genstandsbereich zusammenfallen: Sie beweist mit den
ersten Ursachen (i.e. den logischen Prinzipien, die zu-
grunde liegen) die ersten Ursachen (i.e. die logischen
Prinzipien, ohne die nicht gedacht werden kann). Der
Grund (erste Ursachen) und der Gegenstand (Ziel der
Wissenschaft) fallen zusammen. Aristoteles hatte dies
erkannt:
”
Durch diese [Methoden, AI] und aus diesen
[Prinzipien, AI] wird das andere erkannt, nicht aber
sie [die Philosophie, AI] aus dem Untergeordneten.“ [3,
982b2ff.] Durch die Prinzipien wird erkannt, sie sind
die methodische Grundlage; aus den Prinzipien wird
erkannt, sie sind die logische Grundlage. Die metho-
dische und logische Grundlage fallen zusammen, und
diese Grundlage ist die einzige Grundlage. Anders aus-
gedru¨ckt: Die Philosophie denkt nach u¨ber das Denken
selbst. Spezieller fu¨r die Logik ausgedru¨ckt: Der logische
Schluß als Resultat ist nur logisch (methodisch) mit lo-
gischen Grundlagen (Prinzipien) herzuleiten. Die Er-
kenntnis der philosophischen Gegensta¨nde ha¨ngt nicht
ab von einer ihr logisch vor– oder untergeordneten Wis-
senschaft, sondern der Gegenstandsbereich der Philoso-
phie fa¨llt zusammen mit Methoden und Prinzipien.
2.1.2 Die Reflexivita¨t der Philosophie
Die Philosophie ist
”
allein um ihrer selbst willen“ [3,
982b26]; sie ist die einzige Wissenschaft, in der Metho-
den und Prinzipien zusammenfallen. In methodischer
Hinsicht stellt sie die logischen Werkzeuge und deren
Tragweite bereit; in erkenntnistheoretischer Hinsicht er-
forscht sie das Sein als Seiendes, welches Grundlage je-
der Einzelwissenschaft ist. Weil Methoden und Prinzi-
pien zusammenfallen, ist die Philosophie zweifach und
einfach zugleich, sie ist reflexiv; siehe Abschnitt 3.4.
Die Philosophie ist nicht bedingt durch andere Wissen-
schaften, allerdings ist sie auch nicht losgelo¨st von allen
anderen, sondern sie bedingt alle anderen Einzelwissen-
schaften. Sie behandelt beispielsweise den Satz vom zu
vermeidenden Widerspruch und tertium non datur; die-
se logischen Werkzeuge liegen notwendig allen anderen
Einzelwissenschaften zugrunde.
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2.1.3 Der aristotelische Freiheitsbegriff
Nach Aristoteles ist die Philosophie
”
als allein unter al-
len frei; denn sie allein ist um ihrer selbst willen.“ [3,
982b26] Er setzt Reflexivita¨t und Freiheit gleich; das
ist der aristotelische Freiheitsbegriff. Aber – wie spa¨ter
Kant und Hegel kritisieren werden – die Reflexivita¨t
pur, na¨mlich das Denken des Denkens, ist leer. Oder an-
ders ausgedru¨ckt: das Denken fu¨r sich ist leer. Richtig
am aristotelischen Freiheitsbegriff ist, daß die Wissen-
schaft oder die Philosophie nicht bestimmt ist durch
anderes. Aber das wa¨re Freiheit im weitesten Sinne,
na¨mlich so zu handeln, wie man will, das alleine macht
Freiheit nicht aus. Die Freiheit im engeren Sinne wird
in Abschnitt 3.3 behandelt.
2.2 Die Naturwissenschaften
2.2.1 Die Gegenstandsbereiche der Naturwissenchaften
Die Physik untersucht die materiellen und energetischen
Verha¨ltnisse der Ko¨rper; die Chemie untersucht die Zu-
sammensetzung und die Reaktionen der Stoffe; die Bio-
logie untersucht das Leben und die Lebewesen.
Die Gegensta¨nde der Naturwissenschaften sind nicht
die Gegensta¨nde der Natur. Die Natur besteht aus vie-
len partikularen Gegensta¨nden. Die Gegensta¨nde der
Wissenschaft mu¨ssen identische Gegensta¨nde sein, sonst
sind notwendige und allgemeingu¨ltige Aussagen nicht
mo¨glich; siehe die Abschnitt 1.6. Deshalb kommt Pe-
ter Bulthaup zu der Aussage:
”
Aus dem empirisch Ge-
gebenen das Reproduzierbare herauszuarbeiten, [dar-
in] besteht gerade die wissenschaftliche Anstrengung.“
[13, S. 10] Oder anders ausgedru¨ckt:
”
Weil die Natur-
wissenschaften nicht einen identischen Gegenstand, die
Natur, haben, sondern eine Vielzahl von partikularen
Gegensta¨nden, [wurden sie] aus dem Naturzusammen-
hang isoliert.“ [13, S. 9] In dieser Arbeit des Isolierens
ist aufgehoben der Bezug der Gegensta¨nde der Natur-
wissenschaften zur Natur: Die Gegensta¨nde der Natur-
wissenschaften sind nicht Naturgegensta¨nde, aber sie
sind bezogen auf Gegensta¨nde der Natur.
2.2.2 Die Kopernikanische Wende
Die Kopernikanische Wende in philosophischer Hinsicht
haben wir in Abschnitt 1.6 ausgefu¨hrt. In den Naturwis-
senschaften ist die Kopernikanische Wende zugleich der
Beginn der Naturwissenschaften; vergleiche Abschnitt 5.3.
Kopernikus (1473–1543) u¨berwindet das aristotelische
Weltbild, indem er – im Unterschied zu seinen Vor-
ga¨ngern – nicht die Erscheinungen fu¨r das Wahre nimmt,
sondern den den Erscheinungen zugrundeliegenden Pro-
zeß sucht. Kepler (1571–1639) sagt, daß
”
die Natur in
den Lettern der Mathematik geschrieben“ sei; das ist
die Kopernikanische Wende in den Naturwissenschaf-
ten. Zwar ist dieses Weltbild verglichen mit dem ari-
stotelischen ein wesentlicher Fortschritt, aber es wird
fa¨lschlich unterstellt, daß der Mensch bloß die Natur zu
betrachten braucht und mit seinem verwandten mathe-
matischen Geist die mathematische Struktur der Natur
wiedererkennt. Salopp gesprochen findet der Mensch in
der Natur die quasi dinglichen Naturgesetze auf. So ist
es nicht. Sondern der Mensch produziert diese Gesetze
und muß dann als bestallter Richter die Natur no¨tigen,
ihm seine Fragen zu beantworten; vergleiche Kant [34,
BXIII]. Wir kommen in Abschnitt 5.3 darauf zuru¨ck.
2.2.3 Die Geltung der Naturgesetze
Die Inhalte der Naturwissenschaften, eben die Naturge-
setze, gelten mit Notwendigkeit und Allgemeinheit; das
Fallgesetz s = g
2
t2 zum Beispiel, welches den zuru¨ck-
gelegten Weg in Abha¨ngigkeit der Zeit beschreibt, gilt
notwendig und ohne Ausnahme und gilt allgemein fu¨r
jeden Ko¨rper. Die Geltung ist unabha¨ngig davon, ob
das Naturgesetz erkannt wird oder nicht. Allerdings gilt
ein Naturgesetz nicht fu¨r die Natur schlechthin oder
fu¨r den Gesamtzusammenhang der Natur, sondern fu¨r
(durch experimentelle Arbeit) isolierte partikulare Na-
turzusammenha¨nge:
”
Nur wenn aus dem universalen
Zusammenhang ein partikularer isoliert wird, ko¨nnen
aus dem allgemeinen Naturgesetz realisierbare Model-
le konstruiert werden, nur unter der Voraussetzung der
Isolierung von den universellen Zusammenhang la¨ßt die
universale Gesetzma¨ßigkeit sich bestimmen.“ [13, S. 40]
2.2.4 Die Herrschaft u¨ber die Natur
Schon in der Antike nutzte man – wenn auch in Un-
kenntnis der Naturgesetze – die Naturkra¨fte im Dienste
des Menschen. Durch sinnreiche Mechanismen werden
die Naturkra¨fte so kombiniert, daß damit der Zweck
des Menschen, wie zum Beispiel der Dienst der Na-
turkra¨fte in der Produktion, realisiert wird. Beispiels-
weise wird das Rad oder die Mu¨hle zum Antrieb ge-
nutzt.
”
Herrschaft u¨ber die Natur“ ist nur mo¨glich, in-
dem die Naturgesetze ausgenutzt werden, eine Vera¨nde-
rung der Naturgesetze ist nicht mo¨glich. Anders ausge-
dru¨ckt: Die Natur ist nicht durch den Menschen her-
stellbar, zersto¨rbar durch den Menschen ist sie sehr
wohl. Der Mensch ist zwar Teil der Natur, er kann
sich dieser aber (durch seine Intelligenz und der da-
mit entwickelten Werkzeuge) als a¨ußerliche Natur ent-
gegenstellen und sie bearbeiten:
”
An seinen Werkzeu-
gen besitzt der Mensch die Macht u¨ber die a¨usserliche
Natur, wenn er auch nach seinen Zwecken ihr vielmehr
unterworfen ist.“ [23, S. 256]
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2.3 Die Mathematik
2.3.1 Der Gegenstandsbereich der Mathematik
Der Gegenstandsbereich der Mathematik besteht aus
Zahlen, Gro¨ßen, Verha¨ltnissen und Strukturen;
”
from
Antiquity mathematics has focused on the concepts of
number, magnitude, order and form.“ [49] Die Zahlen
sind nicht identisch mit dem Denken, die Gegensta¨nde
der Mathematik unterscheiden sich vom Denken. Damit
ist die Mathematik – im Gegensatz zur Philosophie –
nicht reflexiv. Zwar sind die Gegensta¨nde der Mathe-
matik ideelle – das mu¨ssen sie als Gegensta¨nde einer
Wissenschaft sein –, aber sie haben nicht notwendig
einen (vermittelten) Bezug zu sinnlich wahrnehmbaren
Ko¨rpern, wie dies die Gegensta¨nde der Naturwissen-
schaften haben, siehe Abschnitt 2.2.1. Die Mathematik
nimmt eine Zwischenstellung zwischen der Philosophie
und den Naturwissenschaften ein. Hinsichtlich des Be-
zuges zur Natur gilt die Ordnung: Philosophie – Ma-
thematik – Naturwissenschaften.
Eine weitere Unterscheidung in reine und angewand-
te Mathematik werden wir in Abschnitt 4.3 ausfu¨hren.
2.3.2 Der Unterschied von Philosophie und
Mathematik
Anknu¨pfend an die kantschen Bestimmungen zur Ma-
thematik, wie in den Abschnitten 1.6.1 und 1.6.3 aus-
gefu¨hrt, wird in der Transzendentalen Methodenlehre
der
”
Kritik der reinen Vernunft“ der wesentliche Un-
terschied zwischen Philosophie und Mathematik wei-
tergefu¨hrt:
”
Der wesentliche Unterschied dieser beiden
Arten der Vernunfterkenntnis [der philosophischen und
der mathematischen, AI] [. . . ] beruht nicht auf dem Un-
terschied ihrer Materie, oder Gegensta¨nde.“ [34, B 742]
Daß Philosophie und Mathematik sich wegen ihrer un-
terschiedlichen Gegenstandsbereiche unterscheiden, das
ist ohnehin klar. Scharf kritisiert Kant die Auffassung,
daß Philosophie Qualita¨t und Mathematik Quantita¨t
zum Objekt haben; das wa¨re eine Vertauschung von
Ursache und Wirkung. [34, B 742] Sondern
”
die p h i -
l o s o p h i s c h e Erkenntnis ist die V e r n u n f t e r -
k e n n t n i s a u s B e g r i f f e n, die mathematische
[Erkenntnis ist die Vernunfterkenntnis, AI] aus der K o n -
s t r u k t i o n der Begriffe.“ [34, B 741] Der Gegenstand
des Mathematikers ist ein mathematischer Begriff und
ihm ist eigen, daß er konstruiert werden muß, d.h.
”
die
ihm korrespondierende Anschauung a priori darstellen.“
[34, B 741] Siehe Abschnitt 1.6.1. Der Mathematiker
”
soll [. . . ] u¨ber Eigenschaften, die in diesem Begrif-
fe nicht liegen, aber doch zu ihm geho¨ren, hinausge-
hen.“ [34, B 746] Das, was an der Sache, am Gegen-
stand, notwendig und allgemein gilt, erkennt der Ma-
thematiker durch die Konstruktion. Der Begriff des Drei-
ecks wird nicht zergliedert, um zu folgern, daß die Win-
kelsumme 180◦ betra¨gt, sondern
”
der Begriff [. . . ] la¨ßt
sich konstruieren, d.i. a priori in der Anschauung dar-
legen.“ [34, B 743] Der Begriff wird in der Anschauung
(Einheit von Gegenstand und Erkenntnis), im Denken
durch Begriffe, dargestellt oder konstruiert.
Im Unterschied dazu der Vernunftku¨nstler Philo-
soph, der
”
wohl durch ihn [den Begriff, AI] synthetisch
und a priori urteilen [kann, AI], aber nur diskursiv, nach
Begriffen.“ [34, B 748] Wa¨hrend der Vernunftku¨nstler
Mathematiker
”
intuitiv durch die Konstruktion des Be-
griffes [urteilt, AI].“ [34, B 748]
Mittels des Schematismus vermittelt Kant Anschau-
ung und Begriff in der Kontruktion:
”
Daß ich meinen
Gegenstand nach den Bedingungen [. . . ] der reinen An-
schauung bestimme. [. . . , Das, AI] ist die mathemati-
sche [. . . ] Konstruktion, vermittelst deren ich in einer
reinen Anschauung [. . . ] das Mannigfaltige, was zu dem
Schema eines Triangels u¨berhaupt, mithin zu seinem
Begriffe geho¨rt, hinzusetze, wodurch allerdings allge-
meine synthetische Sa¨tze konstruiert werden mu¨ssen.“
[34, B 746] Siehe Abschnitt 1.6.4.
Ein weiterer wesentlicher Unterschied zwischen Phi-
losophie und Mathematik ist der folgende: Die Mathe-
matik kann in nahezu vo¨lliger Unkenntnis der Philoso-
phie betrieben werden, wa¨hrend ohne die gebietenden
und zugrunde liegenden Resultate der reinen Mathema-




Technik‘ geht auf griechisch τεχνη zuru¨ck,
welches
”
ein zielgerechtes, sachgema¨ßes Ko¨nnen, eine
Fertigkeit, Geschicklichkeit oder Kunst (ars)“ bezeich-
net. [51, Artikel
’
Technik‘] Technik ist menschliche Ar-
beit, die die Natur einem Zweck gema¨ß umformt. So
werden besondere Gegensta¨nde herstellt; diese heißen
dann technische Gegensta¨nde, wie zum Beispiel Werk-
zeuge oder Maschinen. Nach ist die durch den Handwer-
ker hergestellte Beziehung zwischen Technik und Na-
tur ahnungslos und artistisch ist: Ahnungslos, weil der
Handwerker nicht um die Ursachen weiß; artistisch, weil
der Handwerker mit seiner Erfahrung die Natur u¨berli-
stet. List ist, den Hebel auszunutzen, ohne das Hebelge-
setz zu kennen Es hat immer wieder Versuche gegeben,
diese List u¨ber la¨ngere Zeit geheim zu halten (wie bei-
spielsweise das Arkanum zur Herstellung von Porzellan)
oder durch Patente zu sichern. Ein erster Versuch, das
handwerkliche Ko¨nnen und technische Prozesse zu do-
kumentieren, war das 1747 von d’Alembert und Dide-
rot begonnene Unternehmen einer Enzyklopa¨die. Das
Ziel der Technikwissenschaften ist, die Ahnungslosig-
keit weitgehend aufzuheben und das artistische durch
ein standardisiertes Verfahren zu ersetzen. Zwischen Na-
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turwissenschaft und Technik – jene die Wissenschaft
u¨ber die Natur, diese die
”
U¨berlistung der Natur“ –
vermitteln Technikwissenschaften und Technologie.
2.5 Die Technik– oder Ingenieurwissenschaften
Die Gegensta¨nde der Technikwissenschaften (oder syn-
onym Ingenieurwissenschaften) sind nicht die techni-
schen Gegensta¨nde. Wie schon zu den Gegensta¨nden
der Naturwissenschaften in Abschnitt 2.2 ausgefu¨hrt,
mu¨ssen die Gegensta¨nde der Wissenschaft identische
Gegensta¨nde sein, und das sind die partikularen techni-
schen Gera¨te nicht. Es kommt darauf an, aus den empi-
risch gegebenen technischen Gegensta¨nden das Repro-
duzierbare, das Identische herauszuarbeiten, um einzel-
ne empirische Gegensta¨nde oder Prozesse zu konstruie-
ren oder zu bauen.
Im Unterschied zu den Naturwissenschaften, ist der
Zweck der Technikwissenschaften ein funktionierendes
technisches Gera¨t oder Prozeß. Ein solchen Zweck gibt
es nicht in den Naturwissenschaften. Funktionieren be-
deutet fu¨r die letzteren, daß die theoretischen Ergebnis-
se in einem Experiment realisierbar sind. Die Technik-
wissenschaft geht einen Schritt weiter, es muß nicht nur
ein funktionierender Prototyp realisiert werden, son-
dern zahlreiche technische Gera¨te und Prozesse mu¨ssen
funktionieren. Die wissenschaftliche Grundlage eines tech-
nischen Gera¨tes in seiner Notwendigkeit und Allgemein-
heit muß soweit durchdrungen sein, daß Methoden, Ge-
ra¨te, Verfahren und Prozesse entwickelt werden, die zur
tatsa¨chlichen Bearbeitung der Natur verla¨ßlich sind.
Das ist nicht nur Analyse der Wirklichkeit, sondern Ein-
griff in die Wirklichkeit durch Bau neuer Gera¨te.
Im Unterschied zum aristotelischen Handwerker, der
ahnungslos mit viel Erfahrung zwar die Natur u¨berli-
stet, aber ohne den allgemeinen Begriff zu besitzen (sie-
he [3, 981a]), ist fu¨r die Technikwissenschaften wesent-
lich die Kenntnis der Naturgesetze und die der Mathe-
matik. Diese Kenntnis ist notwendig fu¨r die Notwen-
digkeit und Allgemeingu¨ltigkeit des Funktionierens der
Gera¨te und Prozesse, und das Funktionieren ist gewa¨hr-
leistet – analog zu der Reproduzierbarkeit des naturwis-
senschaftlichen Experiments, vergleiche Abschnitt 2.2.3 –
nur unter strikter Einhaltung der Randbedingungen der
Naturgesetze, identischer Konstruktion und gleichem
Bau. Der Technikwissenschaftler gibt ein standardisier-
tes Verfahren oder Prozeß an.
Damit ist die Erfahrung des Handwerkers und sein
artistisches Verha¨ltnis zum Material im hegelschen Sin-
ne aufgehoben: Die Erfahrung ist aufbewahrt, weil die
Funktion verstanden wird; das artistische Vorgehen ist
vernichtet, weil der Prozeß nicht mehr von Erfahrung
abha¨ngig ist, sondern standardisiert ist.
2.6 Technologie ist keine Wissenschaft
Der Begriff Technologie ist in vergangenen zweitausend
Jahren unterschiedlich belegt worden; siehe den Beitrag
’
Technologie‘ von Stephan Meier-Oeser in [51, S. 958–
962]. Die Bedeutung a¨nderte sich mit der Entwicklung
der Produktivkra¨fte. Seit dem 18. Jahrhundert ist Tech-
nologie die Lehre von materiellen Produkten. Christi-






was von den Menschen durch das Werk der Organe des
Ko¨rpers, insbesondere der Ha¨nde, hergestellt wird“; im
20. Jahrhundert war Technologie die
”
Lehre von tech-
nischen Verfahren bei der Herstellung von Produkten“;
und H. Lenk definierte 1971 sie als
”
methodisch-ratio-
nales Verfahren der Systemsteuerung“ und
”
einer opti-
malen beziehungsweise optimierenden Organisation ziel-
gerichteter Transformationsprozesse.“
Im auf den Internet einsehbaren
”
Universal-Lexikon“1





Industriell verwertbare technische Fa¨higkeiten
und Mo¨glichkeiten, oft auf der Grundlage neuer wis-
senschaftlicher Erkenntnisse, sowie innovative Produkte
und Fertigungsmethoden, [. . . ] Als Schlu¨sseltechnologi-
en eingestufte Technologien sind daher bevorzugter Ge-
genstand industrieller Forschung und staatliche Fo¨rde-
rung.“
Die Verwendung des Begriffs Technologie als Wissen-
schaft war und ist uneinheitlich. In der vorliegenden
Arbeit werden Technikwissenschaften und Technologie
nicht univok verwendet. Wir legen unsere verwendete
Bedeutung des Begriffs fest.
Technologie ist keine Wissenschaft. Als Indiz, kei-
neswegs als Argument, gilt, daß es Technologie als Stu-
dienfach nicht gibt. In der Technologie werden die in
den Einzelwissenschaften entwickelten Methoden und
Erkenntnisse benutzt und kombiniert, um die allgemei-
nen Voraussetzungen fu¨r technische Anwendungen zu
liefern. Zu dieser Kombination sind Systematik und
Kreativita¨t notwendig, es wird etwas Neues geschaf-
fen, es werden synthetische Urteile gefa¨llt, aber synthe-
tische Urteile allein qualifizieren nicht notwendig zur
Wissenschaft. Wa¨hrend bei den Technikwissenschaften
das Funktionieren der empirischen Gera¨te und Prozesse
ebenso wichtig ist wie das wissenschaftliche Versta¨ndnis
fu¨r dieses Funktionieren, ist diese Relation bei der Tech-
nologie eine andere: das wissenschaftliche Versta¨ndnis
ist untergeordnet. Zwar ist fu¨r jede Technologie eine
breite Kenntnis von avancierten Methoden der Mathe-
matik und der Technikwissenschaften notwendig, aber
ein Versta¨ndnis der Methoden ist nur insoweit gefragt,
wie es zur Anwendung no¨tig ist.
1 http://universal_lexikon.deacademic.com/297345/Schl
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Bis einschließlich in der Manufakturperiode ist das
Werkzeug das Mittel zur Bearbeitung der Natur im
Dienst des Menschen, und dieses Werkzeug wird vom
Handwerker ahnungslos bedient. Nach der industriellen
Revolution wird das Werkzeug von Maschinen, Pro-
zessen und Computern abgelo¨st, die ebenfalls Mittel
zur Bearbeitung der Natur im Dienst des Menschen
sind. Fu¨r die Technologie gilt tendenziell:
”
Durch Ar-
beitsteilung und Akkumulation, die als Spezialisierung
und als immer gro¨ßerer technischer Aufwand erschei-
nen, u¨berwiegt der Anteil des Erlernbaren, Methodi-
schen [. . . ] immer mehr die produktive Einbildungs-
kraft.“ [13, S. 14]
3 Die Attribute und die Einteilung der
Wissenschaften
In diesem Kapitel wird der Begriff Wissenschaft hin-
sichtlich Selbstbewußtsein, Reflexivita¨t, Autonomie und
Freiheit expliziert. Der Kompromiß zwischen begrenz-
tem Platz fu¨r die Darstellung und der Notwendigket,
die Begriﬄichkeit fu¨r das Folgende festzulegen, besteht
in einer dichten Darstellung.
3.1 Das materiale Moment der Wissenschaft/Freiheit
Die aristotelische Freiheitbegriff (siehe Abschnitt 2.1.3)
ist reine Reflexivita¨t. Das Denken des Denkens ist bei
sich, es ist eine Selbstbewegung des Gedankens, der im-
mer nur sich selbst – den reinen Gedanken – denkt.
Dann ist das Denken oder die aristotelische Freiheit
(siehe Abschnitt leer. Wie wird das Denken wirklich?
Nach Kant muß es sich beziehen auf ein Material, das
selbst nicht reine Reflexivita¨t ist. Die Philosophie muß
beantworten ko¨nnen, wie der
”
aus krummen Holz ge-
schnitzte Mensch“ die Welt erkennt; was ist Freiheit
und wie ist sie mo¨glich fu¨r die empirischen sinnlichen
Menschen? Die Mathematik behandelt Gro¨ßen und Struk-
turen, wie kann der Mensch diese objektiv erkennen?
Kant erkennt, daß das materiale Moment der Freiheit
zu dem der aristotelischen Freiheit hinzukommen muß.
3.2 Descartes: Das Selbstbewußtsein
Auf dem Wege zu einem engeren Freiheitsbegriff ist die
Bestimmung des Selbstbewußtseins wesentlich. Das hat
Descartes (1596-1659) geleistet, indem er das Selbstbe-
wußtsein als logische Form des radikalen Zweifels ent-
deckt:
”
ego cogito, ego sum.“ [15, I. 7] Das ego in
”
ego
cogito“ ist das grammatikalische Subjekt; das ego in
”
ego sum“ ist das grammatikalische Objekt. Urteilendes
Subjekt und Objekt des Urteils sind verschieden und
sind gleich; Subjekt und Objekt sind verschieden und
sind gleich; Bewußtsein und Gegenstand des Bewußt-
seins sind verschieden und sind gleich. Dieser Unter-
schied wird gedacht, er fa¨llt ins Denken. Im Unterschied
dazu beispielsweise das Sehen: Das Sehen ist nicht zu
sehen. Wegen dieser doppelten Funktion des ego ist das





denkendes Ding‘ (res cogitans) ist mit Ab-
sicht widersprechend gewa¨hlt: Das Ich ist sowohl ein
Ding als auch ein Denkendes. Descartes Schlußfolge-
rung ist
”
cogito ergo sum“. Die oft genannte U¨berset-
zung
”
ich denke, also bin ich“ ist falsch, aus dem Den-
ken folgt keine Existenz. Beispielsweise la¨ßt die Feststel-
lung
’
ich sehe‘ nicht den Schluß auf die Existenz des Ich
zu. Nur wegen der Reflexivita¨t ist der Schluß der Exi-
stenz zula¨ssig. Deshalb lautet die korrekte U¨bersetzung:
”
Ich denke, daß ich denke, also bin ich.“ Selbstbewußt-
sein ist nach Descartes die Erkenntnis, daß das Denken
in
”
ego cogito, ego sum“ einen Unterschied des Ich fest-
stellt, dieser Unterschied vom Ich festgestellt wird und
im Ich stattfindet. Damit erkennt sich das Denken als
Denkendes selbst, und genau das ist Selbstbewußtsein;
es ist ein sich auf sich beziehendes Denken. Peter Bult-
haup dru¨ckt das pra¨gnant aus:
”
Das Denken kann sich
den Unterschied von Denken und Gedachtem und da-
mit mittelbar sich selbst zum Gegenstand machen. So
wird es reflexiv.“ [14, S. 185]
Die Konsequenz dieses so konstituierten Ichs ist:
Das Selbstbewußtsein ist das Vermo¨gen zu denken. Das
Denken setzt sich selbst, es ist insbesondere nicht be-
dingt durch anderes. Die Wissenschaft wird nicht be-
stimmt durch ihr heteronome Zwecke. Dieses Selbstbe-
wußtsein ist eine notwendige Bedingung fu¨r die Freiheit.
Diese Freiheit im weiteren Sinne, die Freiheit des Wil-
lens, ist dem Zwang entgegengesetzt. Aber die notwen-
dige Bedingung erkla¨rt nicht, wie der Mensch erkennen
kann und wie das materiale Moment realisiert wird. Das
Selbstbewußtsein ist noch nicht Freiheit.
3.3 Die Freiheit der Wissenschaften
Kant untersucht die Relation
’
Ursache – Wirkung‘, um
in der dritten Antinomie der
”
Kritik der reinen Ver-
nunft“ [34] das Problem der Freiheit zu untersuchen.
Er verweist auf die Antinomie der folgenden Thesis und
Antithesis. Thesis:
”
Es ist noch eine Kausalita¨t durch
Freiheit [. . . ] anzunehmen notwendig.“ [34, B 472] Ga¨be
es diese nicht, sondern lediglich eine Kausalita¨t nach
Gesetzen der Natur, so wa¨re jedem Geschehen ein wei-
teres in der Zeit vorgeordnet und diese unendliche Kette
ha¨tte keinen Anfang. Somit kann Kausalita¨t nach Ge-
setzen der Natur nicht die einzige sein und es gibt eine
Kausalita¨t durch Freiheit. Diese Idee der Freiheit kann
noch Verschiedenes sein: Spontaneita¨t Gottes, Sponta-
neita¨t der Einbildungskraft, der freie Wille.
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Im Widerspruch dazu lautet die Antithesis:
”
Es ist kei-
ne Freiheit, sondern alles in der Welt geschieht lediglich
nach Gesetzen der Natur.“ [34, B 473] Ga¨be es eine Frei-
heit, nach welcher eine Folge von Zusta¨nden bega¨nne,
so fa¨nge diese Freiheit selbst schlechthin an. Dies wi-
derspra¨che aber der Kausalita¨t nach Freiheit, da jede
Wirkung eine Ursache haben muß.
Kants U¨berwindung – eine Auflo¨sung ist nicht mo¨g-
lich – dieser Antinomie ist, daß es je nach Ursache zwei
verschiedene Kausalita¨ten gibt: die
”
Kausalita¨t durch
Freiheit“ ist die intelligible Ursache einer Erscheinung,
und die
”
Kausalita¨t nach Gesetzen der Natur“ verknu¨pft
die Erscheinung mit anderen in der Zeit. Damit entsteht
das Problem, daß die intelligible Ursache – im Unter-
schied zu der nach Gesetzen der Natur – keine Ursache
innerhalb der Erscheinungen hat, Ursache und Wirkung
sind eminent verschieden. Kant fu¨hrt weiter aus, daß
die intelligible Ursache in
”
Kausalita¨t durch Freiheit“
nicht Idee sein kann. Nach Kant sind die Ideen von der
Vernunft hervorgebrachte regulative Prinzipien dieser
selbst, und somit kann eine Idee nicht konstitutiv sein.
Die Freiheit als Idee kann aber auch nicht regulativ sein,
sonst wa¨re sie nicht bestimmende Ursache fu¨r das Han-
deln. Eine regulative Idee hat keinen ihr korrespondie-
renden Gegenstand in der Erfahrung. Ulrich Ruschig
schreibt:
”
Konstitutiv darf Freiheit als Idee nicht sein,
regulative Idee kann sie als die bestimmende Ursache
fu¨r das Handeln nicht sein.“ [47, S. 2] Somit ist sie un-
bestimmt – so in Kants
”
Kritik der reinen Vernunft“.
3.4 Die Autonomie der Wissenschaften
= Die Selbstgesetzgebung der Vernunft
In der
”
Kritik der praktischen Vernunft“ [33] schließt
Kant auf die Existenz eines Freiheitsvermo¨gens, das
durch die Idee der Freiheit und durch das moralische
Gesetz bestimmt wird. Das Freiheitsvermo¨gen, oder die
intelligible Ursache des Handels, ist das
”
Ding an sich“.
Realisiert wird es durch den menschlichen Willen. Die-
ser ist autonom (insoweit erha¨lt er das artistische Mo-
ment) und bezieht sich auf einen Zweck, auf ein Mate-
rial. Er ist Zweck an sich selbst.
Die Natur produziert nicht das Erkennen ihrer eige-
nen Gesetze, sondern das eine Selbstbewußtsein denkt
’
der Mensch ist Zweck an sich selbst‘. Und dieser Satz
des menschlichen Bewußtseins ist bestimmend fu¨r den
Willen, es ist damit eine Kausalita¨t, diese Kausalita¨t
ist durch Freiheit. Der
’
Zweck an sich selbst zu sein‘
ist mehr als die reine Reflexivita¨t. Mit diesem Zweck
ist die Freiheit des Willens auf das
’
Reich der Zwecke‘
bezogen, und Freiheit hat ein materiales Moment.
Die Menschen verfassen (konstituieren) die Natur-
gesetze, und eben das ist Kausalita¨t durch Freiheit. Die
Freiheit der Wissenschaften realisiert sich in ihren je-
weiligen Gesetzen. Diese beweisen sich nicht von selbst;
daß sie aber bewiesen werden, hat einen Grund, und
der ist die intelligible Ursache analog zu Kants
”
Ding an
sich“. Realisiert wird die Freiheit durch die Menschheit,
indem diese die Resultate der Wissenschaften einer-
seits schafft und andererseits mit deren Hilfe vernu¨nf-
tige menschliche Zwecke verwirklicht.
Der Eristische Satz ist eine Aporie, weil es Wissen-
schaft gibt; siehe Abschnitt 1.5.1. Dieses materiale Ar-
gument benutzt ebenso Kant: Es gibt die Naturwissen-
schaften, und weil die Natur das Erkennen ihrer Gesetze
nicht selbst produziert, gibt es die Freiheit der Natur-
wissenschaften. Ebenso gibt es Mathematik, und damit
die Freiheit der Mathematik. Weiter ist im Erkennen
von allgemeinen Zusammenha¨nge in einer Wissenschaft
kein partikula¨rer Nutzen gegeben. Sondern es wird ein
allgemeines Gattungswissen produziert, und das ist ei-
ne Realisation der menschlichen Freiheit.
3.5 Die Rangordnung der Wissenschaften bezu¨glich des
aristotelischen Freiheitsbegriffs
Aristoteles fu¨hrt eine Rangordnung des Wissens be-
zu¨glich der Erkenntnisstufen ein, in der die Wissen-
schaft am ho¨chsten steht und die sinnliche Wahrneh-
mung am tiefsten; siehe Abschnitt 1.1. Eine entgegen-
gesetzte Rangordnung ergibt sich, wenn das Kriterium
das Handeln, die Tat, ist: Da
”
Erfahrung Erkenntnis
des Einzelnen ist“ [3, 981a15], so treffen
”
die Erfahre-
nen [die Handwerker, AI] mehr das Richtige [. . . ] als
diejenigen [die Wissenschaftler, AI], die ohne Erfahrung
nur den (allgemeinen) Begriff besitzen.“ [3, 981a13ff.]
Diese zwei Rangordnungen lassen sich in analoger
Weise auf die Einzelwissenschaften u¨bertragen. Die Ein-
zelwissenschaften lassen sich nach dem aristotelischen
Freiheitsbegriff
”
nicht um eines anderen willen“ zu sein
anordnen. Die Philosophie denkt u¨ber das Denken nach,
sie ist reflexiv; siehe die Abschnitte 2.1.2. Auch wenn
der Gegenstandsbereich jeder Naturwissenschaften nicht
die Gegensta¨nde der Natur sind (siehe Abschnitt 2.1.2),
so sind die Gegensta¨nde grundsa¨tzlich verschieden vom
Denken. Die Naturwissenschaften sind nicht reflexiv.
Die Mathematik, deren ideelle Gegensta¨nde sich nicht
notwendig auf die Natur beziehen und auch nicht auf
sich selbst, nimmt eine Mittelstellung zwischen Natur-
wissenschaften und Philosophie ein. Die Ingenieurwis-
senschaften haben technische Prozesse zum Gegenstand
und benutzen die Ergebnisse der Naturwissenschaften
und Mathematik. Insoweit ha¨tten wir die Rangordnung:
Philosophie, Mathematik, Naturwissenschaften, Inge-
nieurwissenschaften.
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3.6 Die Rangordnung der Wissenschaften bezu¨glich der
Praxis
Die obige Rangordnung dreht sich um, wenn die Rang-
ordnung bezu¨glich des Handels auf die Einzelwissen-
schaften angewandt wird. Aristoteles schreibt zum Un-
terschied von Erfahrung undWissenschaft:
”
Zum Zweck
des Handels steht die Erfahrung der Kunst nicht nach,
vielmehr sehen wir, daß die Erfahrenen mehr das Rich-
tige treffen als diejenigen, die ohne Erfahrung nur den
(allgemeinen) Begriff besitzen.“ [3, 981a13ff.] Der Wis-
senschaftler handelt in praktischen Dingen weniger ef-
fektiv als der Handwerker.
Aristoteles’ Erkenntnisstufen hinsichtlich des erkennt-
nistheoretischen Fortschritts werden in ihrer Reihen-
folge umgekehrt, wenn das Kriteriums der Praxis an-
gewendet wird. Das la¨ßt sich analog auf die Einzelwis-
senschaften u¨bertragen. Anhand der Gegenstandsberei-
che der Einzelwissenschaften kann verglichen werden,
inwieweit die jeweilige Wissenschaft zur Bearbeitung
der Naturgegensta¨nde taugt. Die Philosophie taugt un-
ter diesem Aspekt gar nicht. Die Mathematik ist zwar
notwendig fu¨r den praktischen Eingriff in die Natur,
aber sie allein taugt dazu nicht. Die Technikwissen-
schaften zielen auf die Bearbeitung der Natur:
”
Hand-
lungen und Entstehungen gehen auf das Einzelne.“ [3,
981a17] Wobei allerdings die Naturwissenschaften den
Technikwissenschaften zugrunde liegen. Damit ergibt
sich die umgekehrte Rangordnung wie in Abschnitt 3.5:
Ingenieurwissenschaften, Naturwissenschaften, Mathe-
matik, Philosophie.
3.7 Theoretische und praktische Wissenschaften
Kant fu¨hrt in seiner Vorrede zur
”
Kritik der reinen
Vernunft“ [34, B IX–X] die Unterscheidung von Wis-
senschaften in theoretische und praktische Erkenntnisse
der Vernunft aus, wobei Erkenntnis eine solche a priori
ist. Wissenschaft beinhaltet notwendig eine Erkennt-
nis, die unabha¨ngig von aller Erfahrung, i.e. a prio-
ri, ist. Die
”
Erkenntnis kann auf zweierlei Art auf ih-
ren Gegenstand bezogen werden“: Die theoretische Er-
kenntnis der Vernunft bestimmt bloß den Gegenstand
und seinen Begriff; die praktische Erkenntnis der Ver-
nunft macht den Gegenstand wirklich. Letzteres zielt
auf das Handeln ab, die
”
Kritik der praktischen Ver-
nunft“ behandelt die Ethik und das ethische Handeln.
Kant betont, daß der Begriff, der in der theoretischen
Erkenntnis bestimmt werden soll,
”
anderweitig gegeben
werden muß“. Fu¨r die Mathematik sind die Begriffe
durch den Gegenstandsbereich gegeben, fu¨r die Philo-
sophie bedeutet dieser Hinweis, daß die Begriffe nicht
aus sich selbst geschaffen werden. Mit dieser Unterschei-
dung kann man jetzt von theoretischer und praktischer
Wissenschaft sprechen. Als Beispiele fu¨r theoretische
Wissenschaften fu¨hrt Kant auf:
”
M a t h e m a t i k und
P h y s i k sind die beiden theoretischen Erkenntnisse
der Vernunft, welche ihre O b j e k t e a priori bestim-
men sollen.“ [34, B IX] Sowohl die Mathematik als auch
die Physik machen keine Gegensta¨nde, sondern sie tref-
fen Aussagen a priori u¨ber ihre Gegensta¨nde.
3.8 Reine und nicht-reine Wissenschaften
Kant fu¨hrt die Zergliederung in theoretische und prak-
tische Wissenschaften weiter: Sowohl die theoretischen
als auch die praktischen Wissenschaften haben einen
reinen und einen nicht-reinen Teil.
”
Der reine Teil [ist]
derjenige, darin Vernunft ga¨nzlich a priori ihr Objekt
bestimmt.“ [34, BX] Der nicht-reine Teil entha¨lt ne-
ben reinen Teilen
”
dasjenige, was aus anderen Quel-
len kommt“ und damit vermengt ist.
”
Die Mathematik
[ist] ganz rein“, die Physik
”
wenigstens zum Teil rein,
dann aber auch nach Maßgabe anderer Erkenntnisquel-
len als der der Vernunft.“ [34, BX] Wenn auch der Ge-
genstandsbereich der Physik nicht die Gegensta¨nde der
Natur ist (siehe Abschnitt 2.2), so ist dieser Gegen-
standsbereich doch vermittelt mit den Gegensta¨nden
der Natur. Das ist eine andere Quelle, und deshalb ist
die Physik nicht rein. Kant kann sich eine angewandte
Mathematik nicht vorstellen, eine solche gab es gegen
Ende des 18. Jahrhunderts nicht.
Eine andere Unterteilung in theoretische und prak-
tische Wissenschaften werden wir in Abschnitt 4.3 aus-
fu¨hren.
4 Die Mathematik
4.1 Der Standort der Mathematik innerhalb der
Wissenschaften
In den Abschnitten 2.3.1 und 2.5 wurde hinsichtlich des
Bezuges zur Natur die Ordnung Philosophie – Mathe-
matik – Naturwissenschaften – Ingenieurwissenschaften
entwickelt.
4.2 Anfang und Fortschritt in der Mathematik
In diesem Abschnitt geben wir zahlreiche Beispiele fu¨r
die allgemeinen Ausfu¨hrungen zur Aporie des Eristi-
schen Satzes, zum Problem des Anfangs und zur Bewe-
gung des Begriffs wie in den Abschnitten 1.5 und 1.6.4
allgemein ausgefu¨hrt. Der Anfang in der Mathematik
ist ein anderer als der in der Philosophie: Zu dem An-
fang der Philosophie geho¨rt eine erkenntnistheoretische
Entwicklung des Anfangs, ihre Gegensta¨nde mu¨ssen be-
gru¨ndet werden. Die Disziplinen der Einzelwissenschaft
Mathematik setzen einen Gegenstandsbereich voraus;
es wird gezeigt, was diese Gegensta¨nde sind, aber deren
Existenz wird nicht begru¨ndet. Eine Ausnahme macht
eventuell die Logik, aber dieser Bereich der Logik ist
eher der Philosophie zuzurechnen.
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Wir werden zeigen, wie in der Mathematik die Be-
wegung des Begriffs in Form einer spiralfo¨rmigen Kreis-
bewegung (siehe Abschnitt 1.5) in verschiedenen Ent-
wicklungsstufen der Mathematik stattfindet.
4.2.1 Mathematische Definitionen
Ein grundlegender mathematischer Begriff (wie beispiels-
weise die Stetigkeit in der Analysis) ist allein durch
seine Definition keineswegs zu verstehen. Zwar ist die
Definition nicht widerspru¨chlich, aber unversta¨ndlich.
Erst beispielhafte Ausfu¨hrungen, die zeigen, was aus
der Definition entwickelt werden kann (wie beispielswei-
se der Zwischenwertsatz), fu¨hren zu einem Versta¨ndnis
des Grundes der Definition. das logisch Erste wird ver-
standen durch das erkenntnistheoretisch Spa¨tere.
Die historische Entwicklung des Begriffs der Stetig-
keit zeigt, daß lange Zeit mit dem Material (stetige
Funktionen) gearbeitet wurde, um spa¨ter erkenntnis-
theoretisch zu entwickeln, was diesem Material logisch
fru¨her zugrunde lag.
Ein weiteres prominentes Beispiel ist der Dedekind-
sche Schnitt: Die reellen Zahlen sind die Grundlage fu¨r
den Großteil der Mathematik. Diese Grundlage wurde
Jahrhunderte lang hingenommen, bis 1872 durch den
Dedekindschen Schnitt die reellen Zahlen definiert wer-
den konnten. Der Umgang mit dem mathematischen
Material ist die Voraussetzung, um dessen Vorausset-
zung zu entwickeln. Das Material ist der Grund, um
dessen Grundlage zu entwickeln. Und dieser kreisende
Prozeß ist ohne Ende. Die reellen Zahlen werden nicht
anders aber tiefer verstanden, wenn man sie als Teil-
menge der Nichtstandard-Zahlen versteht.
4.2.2 Eine Promotion
Die mathematische Promotion ist ein weiteres klassi-
sches Beispiel fu¨r die Aporie des Anfangs wie in Ab-
schnitt 1.5.3 allgemein ausgefu¨hrt. Das zu erarbeitende
Resultat kennt man nicht, sonst wa¨re es keine Promo-
tion wert; man kennt bestimmte mathematische Resul-
tate und Methoden, aber man weiß nicht, wozu diese
fu¨hren ko¨nnen. Diese Aporie zwischen Unwissen und





schla¨gt und der Doktorand zwischen den Polen bekann-
te Resultate und nicht bekanntes Ziel vermitteln muß.
Je enger das Thema gefaßt ist, je besser man Methoden
angeben kann, desto eher ist das Projekt eine Diplomar-
beit als eine Dissertation. Das Thema kann nicht Nichts
sein, d.h. man muß ein Ziel angeben ko¨nnen, aber eben
nur ungenau. Die Aufgabe des Doktoranden ist, eine
neue Theorie oder ein neues Resultat zu erarbeiten.
Das heißt dann bei Hegel:
”
Der Begriff [des begreifen-
den Denkens; AI] erzeugt sich in ihrem [der Wissen-
schaft; AI] Verlaufe.“ [25, S. 27, Z. 14-28] Die Theorie
schafft erst ihre eigene Grundlage und ha¨ngt zugleich ab
von dieser Grundlage. Ist dieser Prozeß abgeschlossen –
wenn man davon u¨berhaupt sprechen kann –, so heißt
es bei Berthold Brecht:
”
Das Chaos ist aufgebraucht, es
war die beste Zeit.“ [11, S. 89]
4.2.3 Das Unendlichkleine
Zur Zeit Hegels bezweifelten die Mathematiker die Gu¨ltig-
keit der Differentialrechnung. Das Problem oder die
Aporie sei anhand der differenzierbaren Funktion ϕ :
R → R, x 7→ x2, illustriert. Es gilt
ϕ(x+ dx)− ϕ(x)
dx
= 2x+dx ∀ dx ∈ R\{0} ∀ x ∈ R.
Mit diesem Ausdruck ist die Steigung der Sekante durch
ϕ(x + dx) und ϕ(x) an der Stelle x beschrieben. Das
ist eine endliche Gro¨ße. Die Beziehung wird aporetisch,
wenn dx = 0 gesetzt wird: Dann steht auf der lin-
ken Seite der unsinnige Ausdruck 0
0
; auf der rechten
Seite steht 2x, das ist die Steigung der Tangente an
ϕ(x). Zu dieser Fragestellung entwickelte sich im 18.
und 19. Jahrhundert ein Streit unter den Mathemati-
kern, zu dem Hegel sagte: Es ist
”
vornehmlich aber die
Unvermo¨genheit [der Mathematiker, AI], den Gegen-
stand [der unendlich-kleinen Gro¨ßen, AI] als [dialekti-
schen, AI] B e g r i f f zu rechtfertigen, Schuld an den
Anfechtungen [der Mathematik, AI].“ [25, S. 251]
Fu¨r Hegel ist die Differentialrechnung ein ausgezeichne-
tes Beispiel, um zu zeigen, daß ein solcher Begriff nur
als Einheit von Momenten gefaßt werden kann; die Mo-
mente dx 6= 0 und dx = 0 als isolierte widersprechen
sich und fu¨hren nicht weiter. Erst in der Einheit beste-
hen sie
”
als verschwindende Gro¨ße d.h. solche, die nicht
mehr irgend ein Quantum, aber auch nicht nichts, son-
dern noch eine B e s t i m m t h e i t g e g e n a n d e -
r e s sind.“ [25, S. 252] Hegel konnte erkla¨ren, warum
das Unendlichkleine dx kleiner als jede gegebene Gro¨ße
ist und gleichzeitig nicht Null ist; es ist keine Gro¨ße
aber auch nicht Nichts. Damit griff er der Begru¨ndung
der Nichtstandardanalysis, wie sie erst in der Mitte des
20. Jahrhunderts eingefu¨hrt wurde, vorweg; ausfu¨hrli-
cher dazu siehe [31]. Hegel rezipierte auch die Diffe-
rentialrechnung Newtons im Detail, ausfu¨hrlicher dazu
siehe [8].
4.2.4 Der Anfang des Mathematikstudiums
Wie soll ein Student der Mathematik beurteilen, wo-
mit er sein Studium beginnen soll? Wegen seiner Un-
kenntnis der Mathematik kann er gar nicht sagen, wo-
mit anzufangen sei. Also muß er dem Wissenschaftsbe-
trieb sich anvertrauen, dem Angebot folgen; gerade mit
dieser Haltung ist er aber unwissenschaftlich; Wissen-
schaft heißt, sich seines eigenen Verstandes zu bedienen
und nicht der Bevormundung eines anderen zu folgen.
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Damit steckt der Student zu Anfang des Studiums in ei-
ner Aporie, die sich bei vielen Studenten in einer Orien-
tierungslosigkeit ausdru¨ckt. Praktisch wird die Aporie
mit
”
Augen zu und durch“ u¨berwunden, man lernt den
Stoff, um erst viel spa¨ter innermathematisch zu verste-
hen, warum der Stoff des Anfangs auch tatsa¨chlich den
Anfang ausmacht. Erst der
”
zweite Durchgang“ bei-
spielsweise in Form der Betreuung von U¨bungsgruppen
fu¨hrt dazu, daß der Anfang, nun in Kenntnis des dar-
auf aufbauenden Stoffes, als solcher durchdrungen wird.
4.3 Reine und angewandte Mathematik
Was ist reine Mathematik und was ist angewandte Ma-
thematik? Die Wortspiele rein/unrein und angewandt/
abgewandt fu¨hren nicht weiter. Wir versuchen diese Un-
terscheidung im Sinne Kants zu beantworten. Kant hat
die Wissenschaften in theoretische und praktische un-
terteilt (siehe Abschnitt 3.7), und diese jeweils weiter
unterteilt in reine und nicht-reine (siehe Abschnitt 3.8).
Eine weitergehende Einordnung der Disziplinen einer
Wissenschaft gab es zu seiner Zeit nicht; die Mathema-
tik nannte er
”
ganz rein“ [34, BX]. Das Kriterium der
reinen Wissenschaft kann man analog auf eine Disziplin
einer Wissenschaft anwenden. Wir fu¨hren das am Bei-
spiel der Mathematik frei nach Kant in Analogie zu [34,
BX] aus:
Die reine Mathematik ist diejenige, darin Vernunft
ga¨nzlich a priori ihre Objekte bestimmt; diese Objekte
sind Gegensta¨nde der Mathematik, die keinen Bezug zu
empirischen Gegensta¨nden der Natur haben. Die ange-
wandte Mathematik ist diejenige, darin Vernunft a prio-
ri ihre Objekte bestimmt; diese Objekte kommen teil-
weise aus anderen nicht-mathematischen Quellen oder
haben einen Bezug zu empirischen Gegensta¨nden der
Natur.
Beispielsweise geho¨rt die Bestimmung des Volumens
einer Kugel und deren Eigenschaften zur angewandten
Mathematik, ihr Objekt ist keine sinnlich wahrnehm-
barer Gegenstand, denn dieser kann als einzelner nicht
Gegenstand einer Wissenschaft sein, aber ihr Objekt
bezieht sich auf einen sinnlich wahrnehmbaren Gegen-
stand. Die Bestimmung der Primzahlen und deren Ei-
genschaften geho¨rt zur reinen Mathematik.
Angewandte Mathematik heißt deshalb nicht, daß
jedes ihrer Probleme eine direkte praktische Anwen-
dung haben muß, sondern lediglich, daß ihre Gegensta¨nde
einen vermittelten Bezug haben. Die Palette der An-
wendungen reicht von Problemen der theoretischen Phy-
sik, den anderen Naturwissenschaften, u¨ber Probleme
der Naturwissenschaften bis hin zu Problemen der Tech-
nikwissenschaften.
Kant hatte bei seiner Unterscheidung von reiner und
nicht-reiner Wissenschaft noch nicht gesehen, daß die-
se Unterscheidung zeitabha¨ngig ist. Die Unterscheidung
in reine und angewandte Mathematik ist zeitabha¨ngig.
Betrachte beispielsweise die Zahlentheorie, eine Diszi-
plin der Mathematik, von der Godefroy H. Hardy u¨ber-
zeugt war,
”
daß sie direkt weder zur Ausbeutung noch
zur Vernichtung vonMenschen verwendet werden kann“;
zitiert nach [50, S. 224]. Die Disziplin Zahlentheorie ge-
ho¨rte zum Zeitpunkt ihrer Entstehung zur reinen Ma-
thematik; mit nicht-mathematischen Anwendungen stand
sie in keinerlei Zusammenhang. Wenige Jahre spa¨ter
waren Hardys Resultate fundamental fu¨r die Kodie-
rungstheorie, welche von Bedeutung im zweiten Welt-
krieg war und in jedem weiteren Krieg sein wird. Die
Unterscheidung von angewandter und reiner Mathema-
tik unterliegt der zeitlichen Vera¨nderung. Ein Gebiet
der reinen Mathematik kann zur angewandten Mathe-
matik werden, wenn sich Anwendungen herausstellen.
4.4 Weder ein Primat der reinen noch der
angewandten Mathematik
Zum Versta¨ndnis des Verha¨ltnisses von reiner und an-
gewandter Mathematik betrachten wir Kant, der gleich
zu Beginn seiner Einleitung der
”
Kritik der reinen Ver-
nunft“ das Verha¨ltnis von reiner und empirischer Er-
kenntnis charakterisiert:
”
Daß alle unsere Erkenntnis
mit der Erfahrung [i.e. die Verarbeitung des rohen Stof-
fes sinnlicher Eindru¨cke zu einer Erkenntnis der Ge-
gensta¨nde, AI] anfange, daran ist gar kein Zweifel;
[ . . . aber . . . ] so entspringt sie darum doch nicht eben
alle a u s der Erfahrung.“ [34, B 1] In Analogie kann
man fu¨r die Mathematik formulieren: Daß alle unsere
Mathematik mit der praktischen Anwendung anfange,
daran ist gar kein Zweifel; aber so entspringt sie darum
doch nicht eben alle aus der Erfahrung.
Die angewandte Mathematik beruht auf den Resul-
taten der reinen Mathematik. Erst eine hinreichende
Verallgemeinerung und strukturelle Durchdringung der
Probleme der angewandten Mathematik durch die rei-
ne Mathematik schafft die Basis fu¨r Lo¨sungen.
Umgekehrt ist es zwar denkbar, daß die reine Mathe-
matik ohne jegliche Anwendung entsteht und betrieben
wird, sie wu¨rde aber tendenziell verku¨mmern. Histo-
risch hat sich immer wieder gezeigt, daß entscheidende
Impulse fu¨r rein mathematische Probleme aus den An-
wendungen kamen.
Ein Primat der reinen oder der angewandten Mathe-
matik gibt es nicht.
Eine Steuerung der reinen oder der angewandte Ma-
thematik von Seiten des Staates ist in dem engen Sin-
ne, daß Ergebnisse vorgegeben werden, nicht mo¨glich.
Die reine als auch die angewandte Mathematik sind au-
tonome Wissenschaften; siehe Abschnitt 3.4. Es gibt
kein methodisch geregeltes Verfahren, um das Synthe-
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tische einer Beweisidee zu erzwingen. Es ist weder vor-
hersehbar, welche und wieviel reine Mathematik fu¨r
die angewandte Mathematik nu¨tzlich ist, noch welche
angewandte Mathematik die weiterfu¨hrenden Impulse
fu¨r die reine Mathematik liefert. Allerdings kann man
gezielt Schwerpunkte innerhalb der reinen oder ange-
wandten Mathematik durch Streichung oder Ausschrei-
bung von Universita¨tslehrstu¨hlen, oder durch Drittmit-
tel, fo¨rdern. Damit gibt man nicht bestimmte Resultate
vor, sondern beeinflußt Disziplinen insgesamt.
4.5 Mathematische Anwendungen
Was sind mathematische Anwendungen? Allgemeiner
ausgedru¨ckt handelt es sich um die Inbetriebnahme von
Resultaten der angewandten Wissenschaften. Die ma-
thematische Anwendung ist keine angewandte Mathe-
matik, denn Mathematik steht adjektivisch im Termi-
nus. Eine mathematische Anwendung ist eine Anwen-
dung von Mathematik, und diese Anwendung von Re-
sultaten der Mathematik untersteht einem Zweck. Bei-
spielsweise kann der Zweck bei Anwendungen von Re-
sultaten der Zahlentheorie die Bestimmung des Oster-
festes sein oder auch die Verschlu¨sselung von Nachrich-
ten im 2. Weltkrieg. Es gilt dann zu bestimmen, ob eine
solche Anwendung moralisch ge- oder verboten ist. Dies
wird im Abschnitt 5.9
”
Die moralische Pflicht“ weiter
ausgefu¨hrt.
Die wissenschaftliche Arbeit zum Beweis eines Theo-
rems ist im Theorem erloschen. Deshalb sind Wissen-
schaft (wissenschaftliche Arbeit) und Resultate der Wis-
senschaften nicht in eins zu setzen.
5 Die Entstehung der angewandten
Mathematik (1543–1780)
Wir beschreiben, und werden im weiteren Bezug darauf
nehmen, die Entstehung der angewandten Mathematik
im christlichen Europa.
5.1 Die Wissenschaft im Mittelalter
Mit der Entstehung der Mathematik gab es auch an-
gewandte Mathematik. Allerdings entstand die Mathe-
matik in der Antike nicht aufgrund praktischer Proble-
me, sondern umgekehrt war die Muße der Priester not-
wendige und nicht hinreichende Voraussetzung fu¨r die
Entstehung der Mathematik; siehe Abschnitt 1.2. Bis
zum Ausgang des Mittelalters blieben die mathemati-
schen Anwendungen beschra¨nkt auf elementare Rech-
nungen der Ha¨ndler, Buchfu¨hrung, ein wenig Naviga-
tion und auf die Erstellung des Kalenders, insbeson-
dere der Bestimmung des Datums des Osterfestes; sie-
he [50, Kapitel 5]. Die Kulturzentren waren zu Beginn
des Mittelalters ausschließlich Klo¨ster. Die aufstreben-
den Sta¨dte waren mit neuen Schichten verbunden; Ju-
risten, A¨rzten und Lehrern wollten besser ausgebildet
sein. Auch Tuch- und Warenha¨ndler und Notare hatten
Anspru¨che, welche von den Klosterschulen nicht befrie-
digt werden konnten. Die Kathedralschulen blu¨hten, es
wurden die ersten Universita¨ten gegru¨ndet: 1119 Bolo-
gna, 1160 Paris, 1167 Oxford, 1209 Cambridge, 1222
Padua, 1224 Neapel, 1227 Salamanca.
”
Die Rationali-
sierung der Verwaltungen, das Vordringen der Rechen-
haftigkeit, die Organisation des Handels, die Entwick-
lung des Geldwesens, die Erfahrung in der Selbstverwal-
tung kommunaler Ko¨rperschaften und die selbsta¨ndige
Regelung von Rechtskonflikten“ [21, S. 207], das wa-
ren die Aufgaben, die von den Absolventen der Uni-
versita¨ten erwartet wurden. Trotzdem blieb das vor-
nehmliche Ziel der Ausbildung das der Geistlichkeit;
das Studium der Heiligen Schrift war eine notwendi-
ge Voraussetzung fu¨r die profanen Wissenschaften. Es
gab von Seiten des Staates oder der Feudalherren kein
systematisches Interesse an Wissenschaften geschweige
denn an der Mathematik.
5.2 Technische Erfindungen im Spa¨tmittelalter
Im Spa¨tmittelalter entwickelten Feudalherren und Staa-
ten ein Interesse an der Wissenschaft, weil sie sich davon
”
brauchbare“ technische Erfindungen versprachen. Als
prominentes Beispiel sei die Schiffahrt genannt; zum
Beispiel waren Verbesserungen des Kompasses von In-
teresse fu¨r die Kriegs- und Handelsflotten. Um die Zu-
verla¨ssigkeit und Effizienz der Eroberungsfahrten Vas-
co da Gamas (1469–1524) zu versta¨rken, durfte Hein-
rich der Seefahrer (1394–1460) eine Seefahrerschule an
der Algarve errichten. Diese Schule trug bekannte Re-
sultate der Nautik, Astronomie, Mathematik und des
Schiffbaus zusammen; sie schuf keine eigenen Resultate.
Es ist typisch, daß der Staat in die Errichtung von Schu-
len Hoffnungen zur Verbesserung seiner Kriegs- und
Handelsflotte setzte, die auch erfu¨llt wurden, aber eben
durch Akkumulation schon vorhandenen Wissens und
nicht durch die Entwicklung wissenschaftlicher Resul-
tate mit direkter Anwendung.
5.3 Die kopernikanische Wende: das mechanistische
Weltbild 1543–1687




Coelestium“ (1543) und endend mit Newtons
”
Philo-
sophiae Naturalis Principia Mathematica“ (1687), wur-
den klassische Naturwissenschaften wie Astronomie, Me-
chanik, Optik und Pneumatik entwickelt: Galilei formu-
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lierte das Fallgesetz, Kepler die Gesetze der Planeten-
bahnen, Newton begru¨ndete die Mechanik.
Was ist neu an der Mechanisierung des Weltbildes?
Technische Erfindungen im Spa¨tmittelalter wurden im
Sinne des aristotelischen Weltbilds eher als U¨berlistung
der Natur denn als deren Ausnutzung verstanden. Die
Kritik und U¨berwindung dieses Weltbildes wurde durch
die
”
kopernikanische Wende“ eingeleitet: Statt die Er-
scheinungen (zum Beispiel die Drehung der Sonne um
die Erde) fu¨r das Wahre zu nehmen, konstruierte man
einen den Erscheinungen zugrundeliegenden Prozeß, der
die Wahrnehmungen erzeugen sollte, der aber selbst
nicht wahrnehmbar war. Grundlage fu¨r dieses sogenann-
te mechanistische Weltbild war das Selbstbewußtsein,
wie von Descartes erkannt; siehe Abschnitt 3.2. Falsch
war das Weltbild, weil es nur das Kausalita¨tsprinzip,
die Gesetze von Ursache und Wirkung, zuließ, Kausa-
lita¨t durch Freiheit (siehe Abschnitt 3.3) aber ignorier-
te. Trotzdem fu¨hrte das falsche Weltbild einer mecha-
nisch funktionierenden Natur mit richtiger Kritik der
aristotelischen Naturvorstellung zu den ersten Natur-
gesetzen.
5.4 Die angewandte Mathematik als Konstituens des
mechanistischen Weltbildes
Eduard J. Dijksterhuis faßt das Neue des mechanisti-
schen Weltbildes pra¨gnant zusammen:
”
Die Mechani-
sierung, die das Weltbild beim U¨bergange von antiker
zu klassischer Naturwissenschaft erfahren hat, besteht
in der Einfu¨hrung einer Naturbeschreibung mittels ma-
thematischer Begriffe der klassischen Mechanik.“ [17,
S. 557] Auch wenn es Anwendungen der Mathematik
gab, seit es Mathematik gab, so fa¨llt die Geburt der an-
gewandten Mathematik erst in die Periode des mecha-
nistischen Weltbildes. Erst dann wurden naturwissen-
schaftliche Fragestellungen mathematisch formuliert;
dies ist eine notwendige Voraussetzung, um naturwissen-
schaftliche Resultate, Naturgesetze, zu finden. Gerade
dies ist typisch fu¨r die angewandte Mathematik, und
die Naturwissenschaften sind notwendig auf die Mathe-
matik verwiesen.
Allerdings verblieb die angewandte Mathematik be-
schra¨nkt auf naturwissenschaftliche Anwendungen. Pro-
bleme der mathematische Anwendungen, wie beispiels-
weise das Problem der Zeitmessung zur Bestimmung
des La¨ngengrades, wurden nicht-mathematisch gelo¨st;
es wurde nicht die angewandte Mathematik weiterent-
wickelt, um bei technischen Probleme eingesetzt zu wer-
den.
5.5 Die reine Mathematik
Zeitverschoben zu der Periode des mechanistischenWelt-
bildes (1543–1687) gab es von 1620 bis 1740 die soge-
nannte
”
Mathematik der Rationalisierung“ [52, S. 149],
in der die reine Mathematik wesentliche Fortschritte
verzeichnete: Descartes’ analytische Geometrie, Fermats
Zahlentheorie und die Infinitesimalrechnung Newtons
und Leibniz’, um nur einige zu nennen. Daß die neu
entstandene angewandte Mathematik der Grund fu¨r die
Fortschritte in der reinen Mathematik war, ist nicht mit
Grund anzunehmen. Daß es aber eine fruchtbare Wech-
selbeziehung zwischen reiner und angewandter Mathe-
matik gab, das steht außer Zweifel. Ebenso war die Be-
freiung vom aristotelischen Denken fo¨rderlich fu¨r die
Mathematik, und nicht zuletzt profitierte auch die rei-
ne Mathematik von der Finanzierung der Universita¨ten
und Akademien, die der Staat allerdings fo¨rderte in Er-
wartung ihm nu¨tzlicher technischer Erfindungen.
5.6 Die Nu¨tzlichkeit der angewandten Mathematik
Die Probleme der Naturwissenschaften und der Mathe-
matik im 16. und 17. Jahrhundert waren zwar durch
technische und insbesondere milita¨rische Anwendungen
motiviert (z. B. Pumpen im Bergbau, Pendeluhren, Bal-
listik), aber die Ergebnisse der angewandten Mathema-
tik der Zeit taugten in ihrer Allgemeinheit nicht zur
Lo¨sung technischer Probleme. Die Navigation, insbe-
sondere die Bestimmung des La¨ngengrades, blieb ein
zentrales Problem u¨ber die Jahrhunderte; siehe die span-
nende und detaillierte Darstellung von Jonathan Betts [7]:
Nachdem am 22. Oktober 1707 die englische Flotte die
franzo¨sische vernichtet hatte, strandete sie selbst vor
der englischen Ku¨ste, weil man den La¨ngengrad nicht
hat bestimmen ko¨nnen, und nahezu 2000 Seeleute er-
tranken. In England und anderen europa¨ischen La¨ndern
wurden immer wieder Preise zur Lo¨sung des Problems
Bestimmung des La¨ngengrades ausgeschrieben. So wur-
den z. B. 20.000 englische Pfund (heutiger Wert etwa
3,5 Millionen Euro) vom britischen Parlament 1714 aus-
geschrieben. Mit Christiaan Huygens’ Beitrag
”
De Ho-
rologium Oscillatorium“ war das Problem der exakten
Uhr zwar schon 1673 gelo¨st, aber die Theorie konnte
nicht praktisch umgesetzt werden. Das gelang erst 1775
dem Uhrmacher John Harrison, der ein a¨ußerst pra¨zises
Chronometer baute, allerdings ohne die wissenschaftli-
chen Ergebnisse der Zeit zu nutzen.
Dies ist ein exemplarisches Beispiel fu¨r die Unfa¨hig-
keit, die zur Verfu¨gung stehenden wissenschaftlichen
Theorien fu¨r praktische Zwecke anzuwenden.
Die Diskrepanz zwischen dem vorhandenen theoreti-
schen Wissen und den praktischen Anwendungen dieser




setzung der Reproduzierbarkeit [des naturwissenschaft-
lichen Experiments, AI] ist auf der Seite der Theorie das
universal geltende, identische Naturgesetz, restringiert
durch identische Randbedingungen, und auf der Seite
des praktischen Eingriffs in den Naturzusammenhang
die identische Versuchsanordnung.“ [13, S. 41]
’
Identi-
sche Versuchsanordnung‘ erforderte sowohl technischen
und als auch finanziellen Aufwand; jener war wegen der
mangelnden Technik nicht ohne weiteres herzustellen,
dieser wurde vom Staat nicht beglichen.
5.7 Forschung und Lehre
Weil die scholastischen Universita¨ten starr dem Stu-
dium der Heiligen Schrift und der Auslegung Aristo-
teles’ verschrieben waren, standen sie der neuen Ex-
perimentalphilosophie (i.e. der damalige Name fu¨r die
aufkommenden Naturwissenschaften) hemmend entge-
gen. [50, S. 113] Zwar
”
mieteten“ die Despoten der Auf-
kla¨rung, wie zum Beispiel Katharina die Große, sich
Wissenschaftler, um den eigenen Ruhm zu vergro¨ßern,
aber Akademien und Observatorien wurden gegru¨ndet
und finanziert in Erwartung von mehr Anwendungs-
bezug und damit verbundenen und verwertbaren wis-
senschaftlichen Resultaten: 1560 Academia Secretorum
Naturae in Neapel, 1603 Adademia dei Lincei in Rom,
1652 Academia Naturae Curiosum in Schweinfurt (die
spa¨tere Leopoldina in Halle), 1662 Royal Society in
London, 1666 Acade´mie des Sciences in Paris, 1700
Brandenburger Sozieta¨t der Wissenschaften (die spa¨te-
re Preußische Akademie der Wissenschaften), 1724 Pe-
tersburger Akademie der Wissenschaften); und die Stern-
warten 1460 Regio montanus in Nu¨rnberg, 1580 Urani-
enburg in Da¨nemark, 1672 Observatoire Royal in Paris,
1675 Royal Observatory in Greenwich, 1790 Sternwarte
auf dem Seeberg bei Gotha.
Auch die Form der wissenschaftlichen Kommunika-
tion a¨nderte sich, zu Bu¨chern und Korrespondenzen ka-
men wissenschaftliche Artikel hinzu; die Royal Society
gab die
”
Philosophical Transactions“ heraus. So schrieb
Richard Hooke in seinem Entwurf fu¨r die Statuten der
Royal Society 1663:
”
Gegenstand und Ziel der Royal So-
ciety ist es, die Kenntnisse von natu¨rlichen Dingen, von
allen nu¨tzlichen Ku¨nsten, Produktionsweisen, mecha-
nischen Praktiken, Maschinen und Erfindungen durch
Experimente zu verbessern – ohne sich in Theologie,
Metaphysik, Moral, Politik, Grammatik, Rhetorik oder
Logik einzumischen“; zitiert nach [9, S. 55/6]. Mit die-
ser Erwartung, die teilweise von den Wissenschaftlern
geteilt wurde, auf jeden Fall aber der wesentliche Grund
des Staates fu¨r die Finanzierung der Wissenschaften
war, blieb die Gattung der Wissenschaftler erhalten.
Allerdings verfu¨gte ab dann der Staat u¨ber die For-
schungsorganisation, denn der Staat trug die Kosten.
Die Lehre der Mathematik und Naturwissenschaften an
den Universita¨ten und Akademien hatte – im Gegensatz
zu heute – eine einzige Funktion: die Wissenschaftler fu¨r
die Wissenschaft auszubilden.
5.8 Die Abtrennung der Philosophie und die
Entstehung der Einzelwissenschaften
Descartes’ mathematisches Denken war durch Meta-
physik und Theologie gepra¨gt. Der Mathematiker der
Neuzeit war ein Gelehrter, fu¨r den die Trennung zwi-
schen Experimentalphilosophie, Mathematik und Phi-
losophie nicht existierte, geschweige denn, daß es eine
Trennung in reine und angewandte Mathematik gab.
Im 17. und der ersten Ha¨lfte des 18. Jahrhunderts kam
es zur Abtrennung der Philosophie und Herausbildung
der Einzelwissenschaften. Das obige Zitat von Robert
Hooke belegt, daß diese Trennung bewußt vollzogen
wurde, und ebenso schließt d’Alemberts mathematische
Physik bewußt metaphysische Aspekte aus. Ein Grund
fu¨r die Entstehung der Einzelwissenschaften lag sicher-
lich in der Akkumulation von Resultaten, die ein einzel-
ner Wissenschaftler immer weniger u¨berblicken konn-
te. Der Grund fu¨r die Abgrenzung von der Philosophie
war das aristotelische Weltbild, welches durch Philo-
sophie und Theologie den aufkommenden Experimen-
talwissenschaften hemmend entgegenstand. Die Inqui-
sition nahm Gallileo Galilei in seinen letzten zehn Le-
bensjahren in Gewahrsam. Langfristig aber mußten die
Resultate der Experimentalphilosophie anerkannt wer-
den, und das Ansehen der Philosophie verschlechter-
te sich. So schrieb Immanuel Kant 1781:
”
Es war eine
Zeit, in welcher sie [die Metaphysik, AI] die Ko¨nigin al-
ler Wissenschaften genannt wurde, [. . . ] jetzt bringt es
der Modeton des Zeitalters so mit sich, ihr alle Verach-
tung zu beweisen.“ [34, A VIII] Kants Absicht war die
Herstellung der Metaphysik als Wissenschaft:
”
Die Be-
arbeitung der Erkenntnisse, die zum Vernunftgescha¨fte
geho¨ren, [soll, AI] den sicheren Gang einer Wissenschaft
gehe[n].“ [34, B VII] Die Trennung war ein fu¨r alle mal
vollzogen. Die Mathematik hatte dabei Vorbildcharak-
ter:
”
Die Mathematik gibt das gla¨nzendste [Superlativ,
AI] Beispiel, einer sich, ohne Beihilfe der Erfahrung,
von selbst glu¨cklich erweiternden reinen Vernunft.“ [34,
B 740] Kant will die Notwendigkeit von Philosophie auf-
zeigen und zugleich den Einzelwissenschaften das Feld
ihrer Untersuchungen lassen.
5.9 Die moralische Pflicht
Zu Beginn der Neuzeit war das Selbstversta¨ndnis der
Wissenschaftler explizit politisch. Francis Bacon als ein
typischer Vertreter schreibt 1620:
”
Erwerbe sich nur
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das menschliche Geschlecht die Herrschaft u¨ber die Na-
tur [durch die Wissenschaften, AI], wozu es von Gott
bestimmt ist; bewa¨ltige es nur erst die Masse: fu¨r die
rechte Anwendung wird die gesunde Vernunft und die
Religion sorgen.“ [5, Aphorismus 129] Dieser allgemei-
ne Anspruch, na¨mlich durch die wissenschaftliche Er-
kenntnis der Natur die Lebensbedingungen der Men-
schen, und zwar aller, zu verbessern, erstreckt sich auf
jede wissenschaftliche Untersuchung, denn der Mo¨glich-
keit nach taugt jedes wissenschaftliche Resultat fu¨r die
Anwendung.
Dieser Anspruch ist mehr als eine Mo¨glichkeit, die
Anwendung aus der Wissenschaft heraus ist geboten:
Wissenschaft ist vernu¨nftig und frei; siehe Abschnitt 3.3
und 3.4. Die Realisierung ihrer immanenten Vernunft
und Freiheit ist Anwendung, und die Realisierung ihrer
eigenen Zwecke macht die Wissenschaft aus.
Fast 200 Jahre spa¨ter ist diese moralische Einsicht
immer noch Programm:
”
Von dem Fortgange der Wis-
senschaft ha¨ngt unmittelbar der ganze Fortgang des
Menschengeschlechts ab,“ [20, S. 328] so schreibt Johann
G. Fichte 1794 und leitet daraus
”
die wahre Bestim-
mung des Gelehrtenstandes [ab, AI]: es ist die
”
oberste
Aufsicht u¨ber den wirklichen Fortgang des Menschen-
geschlechtes im allgemeinen, und die stete Befo¨rderung
dieses Fortganges.“ [20, S. 328] Fichte leitet aus dem
kantschen Sittengesetz einen politischen Anspruch ab.
Der Deutsche Idealismus entdeckt, daß die menschliche
Arbeit und das Handeln einer Moral untersteht, und
da wissenschaftliche Arbeit eine besondere Form der
Arbeit ist, so ist auch diese der Moral verpflichtet. Die
Wissenschaft setzt selbst die Moral der Wissenschaft,
der einzelne Wissenschaftler ist dieser Moral verpflich-
tet. Fu¨r weitere Ausfu¨hrungen siehe Ulrich Ruschig [46,
S. 25–28] und [47].
6 Die angewandte Mathematik wird zum
Bestandteil der Lehre (1780–1860)
Mit der industriellen Revolution stieg der Bedarf an
Ingenieuren und Technikern. Im Konkurrenzkampf der
Nationalstaaten setzte man in Deutschland und Frank-
reich die Erwartung in die Technikwissenschaften und
begegnete der von England angefu¨hrten Vorherrschaft
der Industrie mit der Gru¨ndung von Ingenieurschulen.
1794 wurde in Paris die E´cole Polytechnique gegru¨ndet.
Obwohl Carl G.J. Jacobi [32, S.365] sie als
”
eine Schu-
le ohne Vorbild und ohne Nachbild in Europa“ kenn-
zeichnet, ist sie der Prototyp der Ingenieurschulen und
der spa¨teren Technischen Hochschulen. In Deutschland
wurden erst in der zweiten Ha¨lfte des 19. Jahrhunderts
die ersten Technischen Hochschulen gegru¨ndet: Karls-
ruhe 1865, Mu¨nchen 1868, Aachen 1870, Braunschweig
1872, Stuttgart 1876, Darmstadt 1877, Berlin 1879, Han-
nover 1880, Dresden 1890. Viele dieser Technischen Hoch-
schulen bestanden schon fu¨nfzig Jahre vor ihrer Gru¨ndung
als Institute oder Polytechnika. Es gab auch einzelne
naturwissenschaftliche Institute an den Universita¨ten.
Fu¨r eine sehr gute ausfu¨hrliche Darstellung dieser Ent-
wicklung siehe Susann Hensel [26].
6.1 Technische Hochschulen werden vom Staat
eingerichtet
Mit der industriellen Revolution entstand das Potential,
die Resultate der Wissenschaften, systematisch fu¨r die
industrielle Produktion zu nutzen. Der Staat erkannte
sein Bedu¨rfnis nach ausgebildeten Ingenieuren in den
neuen Technikwissenschaften und Forschungsergebnis-
sen in diesen Wissenschaften. Von der Industrie selber
konnten diese Bedu¨rfnisse nicht bedient werden; die in-
dustriellen Betriebe konnten im großen Maßstab weder
die allgemeine Ausbildung noch die Forschung finanzie-
ren. Diese Funktion u¨bernahm der Staat, indem er die
Universita¨ten bezu¨glich Forschung und Lehre entspre-
chend einrichtete.
6.2 Die Forschung
Es kam zu einer Spezialisierung der Wissenschaftler und
insbesondere der Mathematiker in reine und angewand-
te Mathematiker. Diese Trennung vollzog sich sowohl
in der Forschung als auch in der Lehre. Die wesent-
lichen mathematischen Resultate, und wesentlich be-
deutet, daß sie konstitutiv fu¨r den Fortschritt der Ma-
thematik waren, wurden von den wenigen Mathemati-
kern erzielt, die sa¨mtliche Gebiete beherrschten. Diese
”
Durchbru¨che“ sind zum gro¨ßten Teil in der reinen Ma-
thematik und teilweise in der mathematischen Physik
erzielt worden. Die zu Beginn der industriellen Revolu-
tion entstehenden Technikwissenschaften (das sind die
Baustatik, die technische Mechanik und das Maschinen-
wesen) waren noch weit davon entfernt, Wissenschaften
zu sein. Wie schon fu¨r die in Kapitel 5 betrachtete Peri-
ode galt auch jetzt noch:
”
Die neue und ungestu¨me ma-
thematische Produktivita¨t beruhte nicht in erster Linie
auf technischen Problemen, die von neuen Industrien
aufgeworfen wurden.“ [50, S. 147] Als Beispiel sei die
1868 vero¨ffentlichte erste wissenschaftliche Arbeit u¨ber
Regelungstheorie von James C. Maxwell [38] genannt.
Er zeigte, daß ein Fliehkraftregler notwendig mit Rei-
bung zu entwerfen ist, um die Stabilita¨t der zu regulie-
renden Drehgeschwindigkeit zu garantieren. Allerdings
war der Fliehkraftregler schon seit fast hundert Jahren
im Einsatz und selbstversta¨ndlich war aus der Erfah-




Ein notwendiger Bestandteil der Lehre in den Tech-
nikwissenschaften sind die Naturwissenschaften und die
angewandte Mathematik. Die neue Aufgabe der tech-
nischen Hochschulen – verglichen mit bisherigen Uni-
versita¨ten und Akademien – war die Ausbildung von
sehr vielen Studenten, und insbesondere in angewand-
ter Mathematik. Dies hatte Auswirkungen auf die Uni-
versita¨ten, an denen nun angewandte Mathematik zu
unterrichten war fu¨r angehende Lehrer, die an den Schu-
len die Schu¨ler auf die technischen Hochschulen vor-
zubereiten hatten. Wiewohl es mangelnde Kenntnisse
in der angewandten Mathematik an Hochschulen und
Schulen bis zur Mitte des 19. Jahrhunderts gab, bewirk-
te die industrielle Revolution, daß angewandte Mathe-
matik eine eigensta¨ndige Bedeutung in der Lehre be-
kam.
Die Ausbildung in der E´cole Polytechnique verlief
in zwei Etappen: in den ersten zwei Jahren wurde aus-
schließlich Mathematik und Naturwissenschaften unter-
richtet, erst im dritten und vierten Jahr wurde Technik
gelehrt. Diese Organisation der Lehre spiegelt den Cha-
rakter der Technikwissenschaften wider. Die mathema-
tische Grundlage dient dem Versta¨ndnis der Naturwis-
senschaften, und mittels der Naturwissenschaften las-
sen sich technische Anwendungen beschreiben. Dieser
inhaltliche Grund der Ausbildung wurde durch einen
historischen erga¨nzt. Nach der franzo¨sischen Revoluti-
on wurden die Universita¨ten weitgehend aufgelo¨st, und
Professoren fanden neue Anstellungen an der E´cole Po-
lytechnique. Diese Professoren waren keine Ingenieure,
sondern Naturwissenschaftler oder Mathematiker. Als
um 1850 in Deutschland die ersten technischen Hoch-
schulen und naturwissenschaftlichen Institute an den
Universita¨ten gegru¨ndet wurden (siehe den Beginn die-
ses Kapitels), war die Ausbildung nicht mehr zweipha-
sig wie bei der E´cole Polytechnique konzipiert, sondern
die einzelnen Gebiete griffen von Anfang an ineinander.
6.4 Der Verfall der Moral im 19. Jahrhundert
Die Konsequenz dieser Entwicklung fu¨r den einzelnen
Wissenschaftler bedeutete einerseits, daß er vom Staat
alimentiert wurde, und somit, im Vergleich seiner Be-
dingungen zu feudalistischen Zeiten, finanzielle Unab-
ha¨ngigkeit erlangte. Andererseits begann im 19. Jahr-
hundert, als Forschung und Lehre auf die Bedu¨rfnis-
se von Staat und Kapital ausgerichtet wurde, der Pro-
zeß der Aufgabe der akademischen Freiheit des Wis-
senschaftlers.
”
Akademische Freiheit [. . . ] bedeutet die
Freiheit der Lehre und der Forschung, ihre Unabha¨ngig-
keit von allen Bindungen und Kontrollen, die dem Pro-
zeß der Erkenntnis a¨ußerlich sind.“ [29, S. 425]
Mit dieser Entwicklung einher vera¨nderte sich auch
das Selbstversta¨ndnis der moralischen Pflicht der Wis-
senschaftler. Wa¨hrend der Wissenschaftler im 17. und
18. Jahrhundert zweifelsfrei davon ausging, im Dienste
und zum Wohle der Menschheit zu forschen (siehe das
Fichte-Zitat in Abschnitt 5.9), wurde dieses Versta¨nd-
nis im 19. Jahrhundert ein anderes. Jacobi kritisierte
1835 Fourier :
”
Es ist wahr, daß Herr Fourier der Mei-
nung war, daß das Hauptziel der Mathematik im o¨ffent-
lichen Nutzen und in der Erkla¨rung der Naturvorga¨nge
bestu¨nde; aber ein solcher Philosoph wie er ha¨tte wis-
sen mu¨ssen, daß das einzige Ziel der Wissenschaft die
Ehre des menschlichen Geistes ist und daß unter diesem
Gesichtspunkt ein Problem der Zahlen genauso wertvoll
ist wie eine Frage nach dem Bau der Welt.“ Zitiert nach
[50, S. 146f] Aber der Unterschied zwischen den Posi-
tionen
”
Hauptziel der Mathematik [liegt, AI] im o¨ffent-
lichen Nutzen“ (Fourier) und
”
einzige Ziel der Wissen-
schaft die Ehre des menschlichen Geistes“ (Jacobi) ist,
gemessen an
”
Fortgang des Menschengeschlechtes im
allgemeinen“ (Fichte), nur ein gradueller. Ist das Ziel
der Wissenschaft die Ehre des menschlichen Geistes, so





es ist nur noch der Selbstzweck und die Autonomie
bestimmend, der von Fichte formulierte wissenschaft-
simmanente politische Impuls ist gelo¨scht. Dann ist es
keineswegs mehr moralisch verwerflich, wenn geehrte
Nobelpreistra¨ger Kampfstoffe herstellen, alldieweil die
Anwendung vo¨llig getrennt von der wissenschaftlichen
Arbeit ist. Ob nun Selbstzweck allein, und damit unpo-
litisch und wertneutral, oder o¨ffentlicher Nutzen ohne
Zweckangabe und ohne Sittengesetz, beide Positionen
leiten den Verfall der wissenschaftlichen Moral ein.
7 Die Anwendung der angewandten
Mathematik (1860–1920)
7.1 Die Reproduzierbarkeit des naturwissenschaftlichen
Experiments und des technischen Prozesses




artistischen Umgang des Handwerkers mit dem Materi-
al. Die wissenschaftliche Grundlage war nicht erkannt.
Man versuchte in sogenannten Technologien, das wa-
ren Handwerkskunden, das artistische Verha¨ltnis pra¨zi-
se anzugeben, um es damit zu bewahren und zu stan-
dardisieren und den Aneignungsprozeß fu¨r andere zu
verku¨rzen. Erst im 19. Jahrhundert gelang die wissen-
schaftliche Erkenntnis von naturwissenschaftlichen und
technischen Prozessen; diese wurden beschrieben unter
der Angabe von Randbedingungen; das sind beim Na-
turgesetz Differentialgleichungen mit Randwertbedin-
gungen. Fu¨r das Funktionieren des technischen Prozes-
Zur gesellschaftlichen Funktion der angewandten Mathematik 21
ses oder die Reproduzierbarkeit des naturwissenschaft-
lichen Experiments sind identische Randbedingungen
notwendig; vergleiche Abschnitt 2.2.3 und 2.2.4. Bei-
spielsweise entwickelte Justus Freiherr von Liebig Mitte
des 19. Jahrhunderts ein Arsenal von standardisierten
Destillationskolonnen, Heizvorrichtungen etc., um re-
produzierbare Experimente fu¨r den Chemiker zu ermo¨gli-
chen. Der technische Apparat ist notwendig fu¨r die Natur-
und Technikwissenschaft; und ein solcher Apparat kann
nur gebaut werden, weil die Natur- und Technikwissen-
schaft hinreichend entwickelt sind. Gleichzeitig entsteht
durch diese notwendige Apparatur eine Abha¨ngigkeit
vom Geldgeber.
7.2 Das autonome und das materiale Moment der
wissenschaftlichen Arbeit
Bis zur Mitte des 19. Jahrhunderts war es weder mo¨glich,
die vorhandenen Forschungsresultate der Wissenschaft
in profitable Anwendungen umzusetzen, noch konnte
umgekehrt ausgehend von technischen Problemen die
Forschung zur Lo¨sung dieser Probleme dirigiert werden.
Der Grund ist ein systematischer:Wie in Abschnitt 1.5.1
zum Eristischen Satz ausgefu¨hrt, gibt es kein diskur-
sives Verfahren, welches aus Unwissen Wissen werden
la¨ßt. Die produktive Spontaneita¨t der Idee, die Spon-
taneita¨t der Einbildungskraft oder anders ausgedru¨ckt
das Synthetische einer Beweisidee, und erst dies gewa¨hr-
leistet die U¨berwindung des Eristischen Satzes, unter-
liegt keinemmethodisch geregeltemVerfahren. Das Dia-
lektische im Erkenntnisprozeß, na¨mlich daß das erkennt-
nistheoretische Spa¨tere das logisch Fru¨here ist, garan-
tiert die Autonomie der wissenschaftlichen Arbeit und
verhindert gleichzeitig, daß Forschung und Ergebnisse
gezielt zu planen sind.
Die Reproduzierbarkeit des naturwissenschaftlichen
Experiments und des technischen Prozesses erzwingt
die Bereitstellung von standardisierten hochspezialisier-
ten technischen Gera¨tschaften; siehe Abschnitt 7.1. Da-
mit ist in der zweiten Ha¨lfte des 19. Jahrhunderts das
bloße
”
Herumtappen“ u¨berwunden; aber das autonome
Moment der wissenschaftlichen Arbeit ist gepaart mit
einem materialen Moment: die Gera¨tschaften mu¨ssen fi-
nanziert werden, das kann der einzelne Wissenschaftler
oder Betrieb nicht leisten, es entsteht eine Abha¨ngigkeit
vom Staat.
Fu¨r die angewandte Mathematik tritt diese Ent-
wicklung erst wesentlich spa¨ter ein, na¨mlich dann, wenn
Mathematiker bei ihrer Arbeit auf die materiale Bedin-
gung Computer verwiesen sind; siehe dazu Abschnitt 8.2.
7.3 Das Verha¨ltnis von Universita¨t, Staat und
Industrie
Wie in Abschnitt 6.1 ausgefu¨hrt, entstand in der Neu-
zeit das Interesse des Staates an wissenschaftlichen Er-
gebnissen, um diese fu¨r Produktion und Kriegsfu¨hrung
zu nutzen. Da die dafu¨r notwendigen Wissenschaftler
und Techniker aus Kostengru¨nden, siehe Abschnitt 7.1,
nicht an Einzelbetrieben ausgebildet werden konnten,
gewa¨hrleistet der Staat durch die Universita¨t die ent-
sprechende Forschung und Lehre. Sein Interesse ist das
der Industrie in ihrer Gesamtheit, die konkurrierenden
Interessen der Einzelbetriebe mu¨ssen außer acht gelas-
sen werden. Ausgebildete Techniker, Lehrer und Wis-
senschaftler sollen universell einsetzbar sein. Dies erfor-
dert eine flexible allgemeine Ausbildung, die zugleich
praxisnah sein muß. Die Universita¨ten wurden beauf-
tragt, eine solche Ausbildung zu leisten, eine weiterge-
hende Reglementierung gab es nicht. Die Universita¨ten
waren autonom, es bestand im wesentlichen die
”
Frei-
heit von Forschung und Lehre“ mit der Einschra¨nkung,
daß von Technischen Hochschulen
’
angewandte‘ For-
schung und Lehre erwartet wurde. Die Wahl des konkre-
ten wissenschaftlichen Gegenstandes wurde nicht einge-
schra¨nkt.
7.4 Die Durchsetzung der angewandten Mathematik an
den technischen Hochschulen
In den folgenden historischen Bezu¨gen beschra¨nke ich
mich auf Deutschland, fu¨r die anderen Industrienatio-
nen gelten a¨hnliche Entwicklungen mit zeitlichen Ver-
schiebungen.
Dem Zeitalter der Restauration und der 48er Revo-
lution folgte ein wirtschaftlicher Aufstieg der Industrie-
staaten. Gegen Ende des 19. Jahrhunderts war Deutsch-
land die fu¨hrende Industrienation, England und Frank-
reich waren u¨berholt, der vorrangige Konkurrent waren
die Vereinigten Staaten von Amerika.
Das ohnehin niedrige mathematische Niveau der Aus-
bildung an den polytechnischen Schulen und den mei-
sten technischen Hochschulen und ebenso die geringe
Forschungsta¨tigkeit war, in Anbetracht der zunehmen-
den Mathematisierung der Naturwissenschaften, ein Man-
gel. Diese Kritik wurde von zwei Seiten an den Staat
herangetragen: Die Industrie - vertreten durch den Ver-
band Deutscher Ingenieure (VDI), gegru¨ndet 1856 -
forderte eine bessere Ausbildung der Absolventen und
mehr anwendungsrelevante Forschung; die technischen
Hochschulen selbst beziehungsweise deren Vertreter ver-
langten nachWissenschaft, um den Universita¨ten gleich-
gestellt zu werden; vergleiche [26, Abschnitt 3.2.1].
Die Aufwertung der Naturwissenschaften und der
wissenschaftlichen Ausbildung hatte zur Folge, daß mehr
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Mathematik gelehrt wurde. Die Erfolge in der Mathe-
matik wa¨hrend der zweiten Ha¨lfte des 19. Jahrhunderts
waren insbesondere in Deutschland immens. Um 1870/80
wurden zunehmend Mathematiker, und nicht mehr Na-
turwissenschaftler oder Ingenieure, als Professoren fu¨r
Mathematik an die technischen Hochschulen berufen.
Das bedeutete den Einzug der angewandten Mathema-
tik an den technischen Hochschulen. Es kam zu einer
Aufwertung der Mathematik an den technischen Hoch-
schulen; diese erhielten 1899 das Promotionsrecht, da-
mit waren sie den Universita¨ten gleichgestellt.
7.5 Die antimathematische Bewegung etabliert die
Lehre der angewandten Mathematik
In den nachfolgenden Jahren wurde zwar die angewand-
te Mathematik etabliert, allerdings wandelte sich die
inhaltliche Ausgestaltung. Die Kritik an der Vergro¨ße-
rung der Kluft zwischen einer weit entwickelten Mathe-
matik und den technischen Anwendungen (siehe Ab-
schnitt 5.6) kulminierte in die sogenannte
”
antimathe-
matische Bewegung“ (ca. 1890–1915), angefu¨hrt von In-
genieuren und Vertretern der Industrie; fu¨r eine ausfu¨hr-
liche gelungene Darstellung siehe [26, Abschnitt 5]. Die
nur wenige Jahre zuvor vertretene Position, daß na-
turwissenschaftliche und technische Fa¨cher nur wegen
der Mathematik zu einer Wissenschaft werden ko¨nnen,
wurde jetzt mit Argwohn betrachtet. In dieser Ausein-
andersetzung nahm Alois Riedler, Professor des Ma-
schineningenieurwesens an der Technischen Universita¨t
Berlin, eine exponierte Stellung ein; er wandte sich 1896
gegen die
”
Sucht, naturwissenschaftliche Fa¨cher nur dann
als wissenschaftlich anzusehen, wenn sie in mathemati-
sches Gewand gekleidet sind.“ [44, S. 305] Einen zwei-
ten Aspekt der Kritik aus dem Kreise der antimathe-
matischen Bewegung dru¨ckt ebenfalls Riedler aus:
”
Die
technischen Hochschulen verfolgen als Ziel ihrer Ausbil-
dung: die Anwendung der naturwissenschaftlichen Er-
kenntnis zu wirtschaftlichem Zwecke.“ [44, S. 305] Der
wirtschaftliche Zweck soll bei Forschungs- und Lehrin-
halten an den technischen Hochschulen im Vordergrund
stehen; diesem wissenschaftsheteronomen Zweck gilt die
Wissenschaft nur als Mittel, die Mathematik sei zwar
”
unerla¨ßliches Grundwerkzeug, aber nicht Grundlage
selbst.“ [44, S. 305]
In diesem Streit zwischen Mathematikern und Inge-
nieuren nahm der von beiden Seiten respektierte Ma-
thematiker Felix Klein eine integrative Funktion ein. In
seiner Leipziger Antrittsrede hatte er 1880 den Man-
gel der Umsetzung von wissenschaftlichen Resultaten
in praktische Anwendungen beklagt und machte dafu¨r
nicht die Mathematiker, sondern die Ingenieure verant-
wortlich:
”
Von Niemanden wird geleugnet, daß die rei-
ne Mathematik seit Anfang des Jahrhunderts nach den
verschiedenen Richtungen hin eine ma¨chtige und tief-
greifende Entwicklung erfahren hat. Aber fu¨r die An-
wendung scheint alle diese Entwicklung beinahe nutzlos
gewesen zu sein. Der Praktiker ignoriert unsere Fort-
schritte.“ [35]
Das Ergebnis der antimathematischen Bewegung fu¨r
die technischen Hochschulen war, daß diese das Pri-
mat der angewandten gegenu¨ber der reinen Mathema-
tik in der Forschung und Lehre immer wieder betonten
und in der Lehre dazu u¨bergingen, diese pragmatisch
hinsichtlich auf Methoden ausgerichtete Inhalte zu leh-
ren. Damit wurde zwar einerseits die angewandte Ma-
thematik in Forschung und Lehre an den technischen
Hochschulen ein etabliertes Gebiet, aber inhaltlich ver-
stand man unter angewandter Mathematik oftmals, et-
was u¨berspitzt ausgedru¨ckt, Methoden statt Inhalte.
Dieses Konzept ist im wesentlichen bis heute so bei-
behalten worden.
7.6 Die angewandte Mathematik als etablierte
Disziplin
Um die Jahrhundertwende erfuhr die angewandte Ma-
thematik eine Erweiterung: Sie bescha¨ftigte sich nicht
mehr ausschließlich mit Problemen der Naturwissen-
schaften, sondern auch mit technischen Problemen. 1897
wurde in Go¨ttingen das
’
Institut fu¨r angewandte Ma-




Wissenschaften mit Einschub ihrer Anwendungen‘ be-
gonnen. 1904 wurde Carl Runge auf Bestreben von Fe-
lix Klein auf die
’
Professur fu¨r angewandte Mathema-
tik‘ an die Georg-August-Universita¨t Go¨ttingen beru-
fen. Es war die erste Professur fu¨r angewandte Mathe-
matik in Deutschland, Carl Runge forschte zu numeri-
schen und graphischen Verfahren zur Lo¨sung von tech-
nischen Problemen. 1917 wurde in Preußen angewandte
Mathematik als Studienfach obligatorisch; 1921 wurde
die
’
Zeitschrift fu¨r angewandte Mathematik und Mecha-
nik‘ (ZAMM) gegru¨ndet; 1922 wurde die
’
Gesellschaft
fu¨r angewandte Mathematik und Mechanik‘ (GAMM)
gegru¨ndet.
7.7 Die außeruniversita¨re angewandte Mathematik
Gegen Ende des 19. Jahrhunderts wurde das Monopol
der Universita¨ten bezu¨glich der wissenschaftlichen For-
schung gebrochen. Es kam zu der Gru¨ndung außeruni-
versita¨rer Forschungsinstitute, an denen nicht gelehrt
wurde: 1887 Physikalische-Technische Reichsanstalt -
(PTR), 1889 Carl-Zeiß-Stiftung, 1898 Go¨ttinger Verei-
nigung, 1910 Robert-Bosch-Stiftung, 1911 Kaiser-Wil-
helm-Gesellschaft. In diesen Instituten war der Forschungs-
gegenstand nicht frei wa¨hlbar, sondern er war vorge-
schrieben durch diejenigen Anwendungen, die als Dienst-
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leistungsangebote eine profitable Produktion verspra-
chen. Die Forschung mußte interdisziplina¨r organisiert
werden, man arbeitete in Teams. Die Tendenz zur Trans-
formation der Einzelwissenschaften in Technologie war
damit eingeleitet. Fu¨r die angewandte Mathematik be-
deutete dies, daß ihre Methoden fu¨r die Anwendungen
im Vordergrund standen. Gefragt waren mathematische
Anwendungen, weniger die angewandte Mathematik.
7.8 Der Ruin der Moral im 20. Jahrhundert
In Abschnitt 6.4 hatten wir den stufenweisen Verfall
der Moral im 19. Jahrhundert dargestellt anhand von
stellvertretenden Positionen zum Begriff Wissenschaft:
”
Fortgang des Menschengeschlechtes im allgemeinen“
Fichte 1794,
”
Hauptziel der Mathematik im o¨ffentlichen
Nutzen und in der Erkla¨rung der Naturvorga¨nge“ Fou-
rier 1830,
”
einzige Ziel der Wissenschaft die Ehre des
menschlichen Geistes“ Jacobi 1835. Im 20. Jahrhundert
kam es zu einer weiteren graduellen Verschiebung:
”
Erst
die Anwendung [. . . ] ist die ho¨chste Stufe der Erkennt-
nis“, so Alois Riedler zitiert nach [30, S. 302]. Im 1.Welt-
krieg wurde ein solcher Nutzen realisiert:
”
Sowohl in
Fritz Habers Berliner Kaiser-Wilhelm-Institut fu¨r Phy-
sikalische Chemie und Elektrochemie als auch bei Bayer
liefen die Vorbereitungen fu¨r den milita¨rischen Einsatz
von chemischen Kampfstoffen. Haber leitete perso¨nlich
den ersten Angriff mit Chlor, allein am ersten Abend
starben 5000 Menschen.“ [45, S. 5] Dieses antimorali-
sche Verhalten ist das Gegenteil von Fichtes
”
Wissen-
schaft zum Wohle des gesamten Menschengeschlechts“
im Sinne der Aufkla¨rung. Man sieht, wohin Jacobis
Standpunkt
”
Wissenschaft als Ehre des menschlichen
Geistes“ fu¨hrt. Auch wenn nicht jeder Wissenschaft-
ler sich wie Haber mit dem Staat identifizierte und
zum Nationalisten wurde, so wurde doch spa¨testens
ab dem 20. Jahrhundert von dem Wissenschaftler sei-
ne Zusta¨ndigkeit fu¨r die Verknu¨pfung seines Handelns
mit den Fortschritten fu¨r das Menschengeschlecht ge-
leugnet. Die Moral der Wissenschaft war ruiniert.
8 Die tendenzielle Transformation von Natur-
und Technikwissenschaften in Technologie
In den vorhergehenden Kapiteln wurde gezeigt, wie bis
zum Beginn des 20. Jahrhunderts die Entwicklung in
der Wissenschaft dazu fu¨hrte, daß in der wissenschaft-
lichen Arbeit der methodische Anteil gegenu¨ber dem
artistischen Anteil zunehmend u¨berwog. In diesem und
dem nachfolgenden Kapitel wird gezeigt, wie sich diese
Tendenz versta¨rkte und im 20. Jahrhundert der Cha-
rakter der Natur- und Technikwissenschaften und der
Mathematik ein anderer wurde.
8.1 Die Zergliederung des menschlichen
Arbeitsprozesses
Bis zu den Zeiten der Aufkla¨rung waren Geschick und
Erfahrung des Arbeiters notwendig, um den nicht-identi-
schen Arbeitsgegenstand zu bearbeiten. Bestimmend
fu¨r den Arbeitsprozeß war das artistische Verha¨ltnis
zum Material und zum Gegenstand. Im Arbeitsprozeß
wurde nur das Werkzeug eingesetzt. Die Revolutionie-
rung des handwerklichen Arbeitsprozesses bis hin zur
industriellen Arbeit begann mit der Revolutionierung
der Arbeitsinstrumente, das ist die Einfu¨hrung der Ma-
nufaktur; siehe [37, 12.Kapitel]. Es folgte die Revolutio-
nierung des Antriebs fu¨r die unmittelbar an dem Gegen-
stand angreifenden Instrumente wie zum Beispiel die
Dampfmaschine; siehe [37, 13.Kapitel]. Mit der Indu-
striellen Revolution wurde die Maschine zum wesentli-
chen Bestandteil des Arbeitsprozesses. Die durch die
Dampfmaschine produzierte kinetische Energie stand
unabha¨ngig von den natu¨rlichen Voraussetzungen zur
Verfu¨gung; diese Eigenschaft wurde genutzt, um ein-
zelne Arbeitsprozesse in einfache Teilprozesse zu zer-
gliedern. Der kapitalistische Produktionsprozeß wurde
unabha¨ngig von dem einzelnen Arbeiter mit seinen indi-
viduellen Fa¨higkeiten, weil dessen Funktion im Produk-
tionsprozeß zu einer herstellbaren Qualifikation wur-
de. Hinzu kam, und das ist ganz wesentlich, die sy-
stematische und teilweise wissenschaftliche Durchdrin-
gung des Arbeitsprozesses mittels Natur- und Tech-
nikwissenschaften. Damit vera¨nderte sich die mensch-
liche Arbeit gema¨ß den umgestalteten Maschinen. Die
”
Perfektion“ dieser Entwicklung war gegen Ende des
20. Jahrhunderts der Taylorismus, na¨mlich die Analyse
und Zergliederung der menschlichen Arbeit, um sie im
Interesse des Kapitals fu¨r den Arbeitsprozeß optimal
einzusetzen. Siehe Abschnitt 8.3.
8.2 Der Computer – ein neues Produktionsmittel
Der Computer hat wesentlich den Charakter der In-
dustrialisierung, der Technologie, der Wissenschaften,
und vor allem der angewandten Mathematik vera¨ndert.
Wie die Dampfmaschine kinetische Energie und deren
Ausnutzung an nahezu beliebigen Orten ermo¨glichte, so
wurden durch den Computer Daten und deren schnelle
Ausnutzung an beliebigen Orten ermo¨glicht. Der Tay-
lorismus der Jahrhundertwende hatte auf ein Produk-
tionsmittel wie den modernen Computer nur gewartet.
Der Computer war seit den 1960er Jahren ein Katalysa-
tor fu¨r die schon in der ersten Ha¨lfte des 20. Jahrhunderts
begonnene Taylorisierung des Arbeitsprozesses; diese
wurde weiter zergliedert und intensiviert, durch den
Computer wurde der Taylorismus perfektioniert.
Eine analoge Beobachtung gilt auch fu¨r die Zerglie-
derung des wissenschaftlichen Arbeitsprozesses durch
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den Computer. Im gegenwa¨rtigen Abschnitt wird ge-
zeigt, daß der Computer ein Katalysator der tendenzi-
ellen Transformation von Natur- und Technikwissen-
schaften in Technologie war. In Kapitel 9 wird die-
se Transformation fu¨r die angewandte Mathematik ge-
zeigt.
8.2.1 Der Computer in den Natur- und
Technikwissenschaften
Der Computer vera¨nderte den Charakter der Natur-
und Technikwissenschaften, denn durch ihn konnten kost-
spielige und aufwendige Experimente durch Simulatio-
nen ersetzt werden. Das experimentelle Instrumentari-
um kann teilweise durch den Computer ersetzt werden
oder wesentlich gezielter genutzt werden, indem mittels
des Computers die experimentiellen Fragen an die Na-
tur vorbereitet werden.
8.2.2 Die Informatik als Wissenschaft?
Die wissenschaftliche Disziplin, die sich mit dem Com-
puter befaßt, ist die Informatik. Die Informatik lo¨ste
sich in den 1970er Jahren als eigensta¨ndige Disziplin
von der Mathematik ab oder wurde abgetrennt. Ob sie
sich zu einer Wissenschaft entwickeln wird, ist unklar.
Ihr Gegenstandsbereich ist die
”
Struktur und Organi-
sation von digitalen Rechenmaschinen und informati-
onsverarbeitender Prozesse“. Das scheint aber Mathe-
matik, insbesondere Logik, mit elektrotechnischen An-
wendungen zu sein. Friedrich L. Bauer, der maßgeb-
lich an der Entwicklung der Informatik beteiligt war,
geht der Frage nach dem Gegenstandsbereich explizit
nach, kommt aber nicht weiter als:
”
Im ganzen spannt
sich somit die Informatik wie eine Bru¨cke u¨ber die Ab-
gru¨nde und Untiefen der Programmierung, mit zwei
Bru¨ckenko¨pfen auf festem Land, die aber nicht zu ihr
geho¨ren: der (mathematischen) formalen Logik auf der
einen Seite, der (elektrotechnischen) Gera¨tetechnik auf
der anderen Seite.“ [6, S. 368]
8.3 Der Taylorismus
Der Begriff ‘Taylorismus’ geht zuru¨ck auf F.W.Taylors
Untersuchungen der ko¨rperlicher Arbeit eines Bandar-
beiters bei den Ford-Automobilwerken gegen Ende des
20. Jahrhunderts. Mit Taylorismus wird die Analyse
und Zergliederung des menschlichen Arbeitsprozesses
bezeichnet, um diesen fu¨r die Zwecke des Kapitals zu
organisieren. Die Umsetzung heißt dann in marxschen
Termini die
’
reelle Subsumtion der Arbeit unter das Ka-
pital‘.
8.3.1 Die Zergliederung der wissenschaftlichen Arbeit
Der wissenschaftliche Arbeitsprozeß vera¨nderte sich ana-
log zum menschlichen Arbeitsprozeß u¨ber die Jahrhun-
derte.
”
Erkenntnis zu wirtschaftlichem Zwecke“ wurde
zum erkla¨rten Ziel der Naturwissenschaften, siehe Ab-
schnitt 7.5. Die erforderlichen experimentelle Appara-
turen und Maschinen wurden hinsichtlich ihrer Funk-
tionen zergliedert. Mit anderen Worten: das materiale
Moment konnte weiter zergliedert werden. Weil der ein-
zelne Wissenschaftler seine Wissenschaft gar nicht mehr
u¨berschauen kann, ist diese Zergliederung der wissen-
schaftlichen Arbeit notwendig. Die Konsequenz dieser
Zergliederung beschrieb Friedrich Nietzsche 1872 wie
folgt:
”
So ein exklusiver Fachgelehrter ist dann dem Fa-
brikarbeiter a¨hnlich, der sein Leben lang nichts anderes
macht als eine bestimmte Schraube oder Handhabe zu
einem bestimmten Werkzeug oder zu einer Maschine,
worin er dann freilich eine unglaubliche Virtuosita¨t er-
langt.“ [39, S. 193] Die geistige Arbeit wird zerlegt in
Teilprozesse, und es kommt zu einer
”
instrumentellen
Verwendung des schon Erforschten“. [13, Seite 13] Letz-
teres bedeutet Technologie und nicht Wissenschaft. Al-
lerdings macht die Analyse und Zergliederung der gei-
stigen Arbeit alleine keinen Taylorismus aus; Tayloris-
mus bedeutet notwendig: die Bestandteile im Interesse
des Kapitals fu¨r den geistigen Prozeß optimal einzuset-
zen.
8.3.2 Taylorismus wissenschaftlicher Arbeit ist ein
Widerspruch in sich
Taylor zergliederte die ko¨rperlicher Arbeit eines Band-
arbeiters bei den Ford-Automobilwerken in einzelne Pha-
sen, um diese Phasen fu¨r das Endprodukt zu organisie-
ren. Es muß so zergliedert werden, daß das angestreb-
te Produkt effizienter erzielt wird. Die geistige Arbeit
selbst kann in solche Phasen nicht zerlegt werden, weil
der geistigen Arbeit das spekulative Element immanent
ist, dieses spekulative Element kann aber nicht – und
das macht die geistige Arbeit wesentlich aus – durch ein
diskursives oder methodisches Verfahren erzeugt wer-
den; siehe Kapitel 1. Der Taylorismus wissenschaftli-
cher Arbeit wu¨rde bedeuten, daß man aufbauend auf
der Zergliederung der geistigen Arbeit ein Verfahren
angibt, um Neues methodisch zu schaffen. Eine kon-
sequente Zergliederung der wissenschaftlichen Arbeit
bedeutet ihre Abschaffung. Max Horkheimer hat die-
se Tendenz schon 1952 diagnostiziert:
”
Die intellektuel-
le Fortbewegung der Wissenschaft, vor allem aber ihre
Durchorganisation zielen darauf ab, den Intellekt, das
spekulative Element des Denkens, ohne das nichts sich
bilden kann, zu liquidieren.“ [29, S. 402]
8.4 Die Steuerung von Forschung und Lehre
Die Autonomie der Wissenschaft verhindert eine Steue-
rung der Wissenschaft im engen Sinne: die Spontaneita¨t
der Einbildungskraft kann nicht gesteuert werden; sie-
he Abschnitt 4.4. Wenn es aber zu einer zunehmenden
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Zergliederung der wissenschaftlichen Arbeit kommt und
kommen muß, dann ko¨nnen die Geldgeber der notwen-
digen Forschungssta¨tten die Organisation und Zerglie-
derung der Forschung bestimmen, und daru¨ber ko¨nnen
Schwerpunkte und Inhalte von Forschung und Lehre
beeinflußt werden. Das sind keine wissenschaftsimma-
nenten Interessen.
Dieser Prozeß fand historisch statt. Der Staat richtete
ein oder vera¨nderte Bildungs- und Forschungsanstalten
im Hinblick auf die Beru¨rfnisse der Technologie. Univer-
sita¨ten waren nicht mehr die einzigen Sta¨tten, wo die-
ses realisiert wurde. Es wurden außeruniversita¨rer For-
schungsinstitute wie die Kaiser-Wilhelm-Institute ge-
gru¨ndet; dort wurde ausschließlich geforscht und nicht
gelehrt. Beispielsweise wurde von dem Kaiser-Wilhelm-
Institut in Berlin-Dahlem Katalysator-Forschung erwar-
tet. Wenn es auch nicht im voraus abzusehen oder in-
tendiert war, aber letztendlich entwickelte Fritz Haber
an diesem Institut das Giftgas; siehe Abschnitt 7.8.
Die Technologie beruht auf den gezielten Einsatz
der Resultate der Einzelwissenschaften, sie werden als
Dienstleistungen abgerufen. In der Technologie kam es
versta¨rkt auf den Einsatz interdisziplina¨rer Forschungs-
ergebnissen an. Der Staat nahm Einfluß, um die For-
schung an den Universita¨ten hinsichtlich Interdiszipli-
na¨rita¨t zu versta¨rken.
Die Lehre und die Studienga¨nge wurden an den Uni-
versita¨ten entsprechend den Bedu¨rfnissen des Staates
gea¨ndert. Das ist am Beispiel der Mathematik im Ab-
schnitt 9.3 ausgefu¨hrt.
Seit den 1980er Jahren setzte versta¨rkt die Steuerung
der Forschung und Lehre durch Drittmittel ein. Projek-
te wurden immer weniger direkt von den Universita¨ten
finanziert. Die Deutsche Forschungsgemeinschaft (DFG)
verteilt in Deutschland im Interesse des Staates die
Drittmittel; dazu kommen noch diverse Stiftungen der
verschiedensten Arten. Heutzutage ist es fu¨r die Kar-
riere eines Wissenschaftlers an der Universita¨t notwen-
dig, daß er Drittmittel eingeworben hat. Die DFG legt
die Bereiche fest, fu¨r die Drittmittel ausgegeben wer-
den, und steuert damit, welche Apparaturen, Diszipli-
nen und Methoden finanziert werden. So wurden bei-
spielsweise die Schwerpunkte Nanotechnologie oder Ener-
giesysteme gefo¨rdert. A¨hnlich verfahren Stiftungen, Max-
Planck-Institute und Fraunhofer-Institute.
8.5 Die tendenzielle Transformation von Natur- und
Technikwissenschaft in Technologie
Die Technologie hat den Zweck, standardisierte, siche-
re und profitable technische Gera¨te und Verfahren zu
analysieren oder herzustellen; siehe Abschnitt 2.6. Ihre
Arbeitsmethoden beruhen notwendig auf wissenschaft-
lichen Kenntnissen und beinhalten synthetische Urtei-
le zur Anwendung von wissenschaftlichen Resultaten.
Wesentlich sind ihr dabei zwar wissenschaftliche Me-
thoden, aber das allein macht eine Wissenschaft nicht
aus; allgemeingu¨ltige und notwendige Resultate wer-
den nicht erarbeitet. Die Sprache gibt einen Hinweis
auf diesen Sachverhalt: In dem aktuellen Buch [43] ist
stets von
”
lo¨sungsorientierter Mathematik“ die Rede,
die Lo¨sung ist das Resultat und entha¨lt nicht mehr die
wissenschaftliche Arbeit, die zum Resultat gefu¨hrt hat.
Seit dem 20. Jahrhundert wurde die methodische
Komponente in der natur- und technikwissenschaftli-
chen Forschung aufwendiger und kostspieliger, das ex-
perimentelle Instrumentarium wurde gro¨ßer und teu-
rer. Dies gilt ebenso fu¨r diejenigen reinen Disziplinen,
die seit den 1960er Jahren auf kostenspielige Großcom-
puter angewiesen waren. Der Schwerpunkt der wissen-
schaftlichen Arbeit verschob sich auf die Entwicklung
und Verwendung von Methoden. Implementierte nume-
rische Verfahren wurden zu materialisierten Methoden,
deren Inhalte und Hintergru¨nde die wenigsten Benutzer
verstehen.
Peter Bulthaup faßt 1973 diesen Prozeß wie folgt
zusammen:
”
Diese den exakten Wissenschaften imma-
nente Entwicklungstendenz fu¨hrt dazu, daß in ihnen
die Qualifikation der Arbeitskraft nicht nur notwendige,
sondern zum Teil schon hinreichende Bedingung wissen-
schaftlicher Arbeit ist, die sich von der von Technikern
in der Industrie geleisteten immer weniger unterschei-
det.“ [13, S. 13/14]
Unter
”
exakten Wissenschaften“ wird Bulthaup die Na-
turwissenschaften verstehen; wenn er in seinem Aufsatz
konkreter wird, dann betrifft es die Chemie. Ob diese
immanente Entwicklungstendenz auch in der Mathema-
tik gu¨ltig ist, wird in Abschnitt 9 untersucht.
Peter Bulthaup sagt, daß dieser Prozeß den Naturwis-
senschaft immanent ist, er wird nicht von außen be-
wirkt. Weiterhin sagt er nicht, daß die Naturwissen-
schaften in Technologie u¨bergehen, sondern daß es ein
tendenzieller Prozeß ist.
”
Die Wissenschaft selbst trans-
formiert sich tendenziell in Technologie.“ [13, S. 13] Die-
se Tendenz ist nicht abha¨ngig von der Gesellschafts-
form, in der das stattfindet, die Wissenschaft transfor-
miert sich. Die Konsequenz ist der tendenzielle Ruin der
Naturwissenschaften, denn, wie Max Horkheimer 1952
sagte:
”
Naturschutzparks fu¨r das spekulative Element
ko¨nnen nicht errichtet werden.“ [29, S. 402]
8.6 Die tendenzielle Transformation des
Wissenschaftlers zum wissenschaftlichen Lohnarbeiter
Die Technologie ist bestimmt durch die Anwendung
wissenschaftlicher Resultate der Naturwissenschaften und
der Mathematik, sie ist keine Wissenschaft; siehe Ab-
schnitt 2.6. In der Technologie ist die Herleitung wis-
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senschaftlicher Resultate nur bedingt relevant, im Vor-
dergrund steht die Anwendung der Resultate. Damit
entfa¨llt die Grundlage fu¨r die Autonomie wissenschaft-
licher Arbeit. Der Wissenschaftler kann zum Lohnarbei-
ter werden, wenn er vom Geldgeber (z.B. Staat, Indu-
strie, Drittmittelgebern) abha¨ngt; das wa¨re die formelle
Subsumtion der wissenschaftlichen Arbeit. Wenn Wis-
senschaft tendenziell zu Technologie wird, dann werden
Wissenschaftler tendenziell zu wissenschaftlichen Lohn-
arbeitern. Damit wa¨re die reelle Subsumtion der wissen-
schaftlichen Arbeit unter das Kapital umgesetzt.
9 Die tendenzielle Transformation von
angewandter Mathematik in Technologie
Die in Kapitel 8 aufgezeigte tendenzielle Transformati-
on in Technologie wird jetzt fu¨r die angewandte Mathe-
matik untersucht. In dem Transformationsprozeß der
Naturwissenschaften in Technologie spielt die Mathe-
matik eine herausragende Rolle. Wurde noch die Dampf-
maschine ohne Kenntnis der Thermodynamik entwickelt,
so basierte die Entwicklung des Elektromotors auf den
Resultaten der Elektrodynamik, fu¨r die wiederum ange-
wandte Mathematik notwendig war. Angewandte Ma-
thematik wurde konstitutiv fu¨r den technologischen Fort-
schritt. Wa¨hrend in der zweiten Ha¨lfte des 20. Jahr-
hunderts man noch oft behauptete, daß nur die Natur-
wissenschaften fu¨r Technologien relevant sind, gilt dies
heute uneingeschra¨nkt und prominenter fu¨r die Ma-
thematik. Dies belegen beispielsweise die Ausfu¨hrun-
gen in den Bu¨chern, die Mathematik und Technolo-






matik – Schlu¨sseltechnologie fu¨r die Zukunft · Verbund-
projekte zwischen Universita¨t und Industrie“ [27] und
”
matheon – Mathematics for Key Technologies“ [16].
In diesen Bu¨chern wird ausfu¨hrlich anhand von Bei-
spielen beschrieben, wie die Resultate der angewand-
ten Mathematik fu¨r Technologien genutzt werden.
”
Die
angewandte Mathematik in Deutschland [. . . , rangiert]
unter den Top 3 der Welt.“ [43, S. 13]
Das
’
Fraunhofer-Institut fu¨r Techno- undWirtschafts-
mathematik‘ (itwm) in Kaiserslautern behauptet in al-
len ihren Publikationen, daßMathematik eine Schlu¨ssel-
technologie ist. Ein Flyer aus dem Jahre 2014 hat das
Motto:
”
mathematik ist technologie“; es geht al-
lerdings aus dem Flyer nicht hervor, was das itwm un-
ter Technologie versteht. Im gegenwa¨rtigen Aufsatz ha-
ben wir entwickelt: Mathematik ist eine Wissenschaft,
Technologie ist keine Wissenschaft.
Das
”
DFG-Forschungszentrum Mathematik fu¨r Schlu¨s-
seltechnologien, Modellierung, Simulation und Optimie-
rung realer Prozesse“ (matheon) in Berlin unterschei-




In diesem Kapitel werden wir zeigen, daß die ten-
denzielle Transformation in Technologie auch fu¨r die
angewandte Mathematik gu¨ltig ist.
9.1 Der Computer in der angewandten Mathematik
Die Mathematik, und hauptsa¨chlich die reine Mathe-
matik, war konstitutiv fu¨r die Entwicklung des Com-
puters. Umgekehrt erfuhr die Mathematik, und insbe-
sondere die angewandte Mathematik, durch dieses neue
Hilfsmittel eine wesentliche Vera¨nderung. Der Compu-
ter war ein Katalysator fu¨r die Entwicklung von Metho-
den der angewandten Mathematik. Die Numerik wur-
de erst durch den Computer zu einer ausgereiften Dis-
ziplin, spa¨ter sollte sie sich weiterentwickeln zu
”
wis-
senschaftlichem Rechnen“. Wa¨hrend es bisher nur in
den Naturwissenschaften mo¨glich war, mittels des Ex-
periments dem Gegenstand der Untersuchung Fragen
zu stellen, so ermo¨glichte jetzt der Computer ein sol-
ches experimentelles Vorgehen auch in der Mathema-
tik. Weiterhin wurde es erst durch den Computer und
die Entwicklung numerischer Methoden mo¨glich, die
Lo¨sungen komplexer Probleme hinreichend genau zu
approximieren und zu visualisieren.
Die Weiterentwicklung der Wissenschaft Mathema-
tik kam in ein Stadium, in dem sich die Natur- und
Technikwissenschaften schon hundert Jahre fru¨her be-
fanden; siehe Abschnitt 7.2. Die immer aufwendigere
hochspezialisierte technische Apparatur in den Technik-
und Naturwissenschaften fu¨hrte zu einem materialen
Moment der wissenschaftlichen Arbeit. Die Apparatur
mußte finanziert werden. Mit der Einfu¨hrung der Groß-
computer galt das ebenso fu¨r diese. Das konnten sich
weder die Einzelwissenschaftler noch die Einzelbetrie-
be leisten. Die Finanzierung wurde indirekt den Uni-
versita¨ten u¨bertragen, und das hatte die Abha¨ngigkeit
der Universita¨ten vom Staat zur Folge. Mit anderen
Worten, die Erfindung des Computers hatte zur Kon-
sequenz eine materiale Bedingung fu¨r die wissenschaft-
liche Arbeit in der angewandten Mathematik.
9.2 Die Zergliederung der mathematischen Arbeit
A¨hnlich wie es Friedrich Nietzsche ausgedru¨ckt hat (sie-
he Abschnitt 8.3.1), so beobachtet auch Felix Klein 1926
die Zergliederung der geistigen Arbeit in der Mathe-
matik:
”
Da gibt es in jedem Kulturland Hunderte von
produzierenden Mathematikern, von denen jeder nur
eine ganz kleine Ecke seiner Wissenschaft beherrscht,
die ihm dann begreiflicherweise an Wichtigkeit alles an-
dere zu u¨bertragen scheint. Die Fru¨chte seiner Arbeit
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publiziert er in abgerissenen Einzelaufsa¨tzen in mehre-
ren, womo¨glich verschiedensprachigen, weitverstreuten
Zeitschriften. Die Darstellung, nur fu¨r wenige Spezial-
kollegen berechnet, entha¨lt sich jeder Andeutung eines
Zusammenhangs mit gro¨ßeren allgemeinen Fragen und
ist dadurch vielleicht schon einem etwas anderweitig in-
teressierten Kollegen schwer zuga¨nglich, einem gro¨ßeren
Kreise aber ga¨nzlich ungenießbar.“ [36, S. 5] In der Ma-
thematik fu¨hrt, analog zur großen Industrie, die Men-
ge von Einzelresultaten zu der Zergliederung von wis-
senschaftlichen Arbeitsprozessen. Der Zusammenhang
der Einzelresultate ist fu¨r den einzelnen Wissenschaftler
nicht pra¨sent. Die Wissenschaftler sind einen ihnen un-
durchschaubaren Prozeß unterworfen. Diese Abha¨ngig-
keit wird tendenziell ein allgemeiner Tatbestand der
Wissenschaften. Dieser Prozeß und der damit verbun-
denen Ruin des spekulativen Moments ist analog zu
dem in der Chemie, wie ihn Peter Bulthaup ausfu¨hrlich
expliziert hat; siehe [13, S. 10-14].
Nicolas Bourbaki schrieb 1971, als die Mathema-
tik im Vergleich zu 1930 eine wesentliche strukturel-
le Vera¨nderung erfahren hatte:
”
Man ko¨nnte fast sa-
gen, daß die nur auf die wesentlichen, na¨mlich struk-
turellen Daten der Probleme gerichtete axiomatische
Methode weiter nichts ist als das
’
Taylorsystem‘ der
Mathematik.“ [10] Diese Aussage ist zugespitzt. Wie in
Abschnitt 8.3.2 ausgefu¨hrt, ist ein Taylorismus in der
Wissenschaft nicht mo¨glich, weil jenes ein methodisches
Verfahren bedeutet, was dieses schon im Begriff aus-
schließt. Bourbaki ist deshalb vorsichtig und sagt
”
man
ko¨nnte fast sagen“. Richtig an der Aussage ist, daß es
durch die Betonung und Ausfu¨hrung der axiomatische
Methode zu einer immer weitergehenden Zergliederung
kommt. Die Axiome werden zu Gliedern. Das ist logisch
nicht mo¨glich. Aber wenn das methodische Moment im
mathematischen Prozeß u¨berwiegt, und der Anteil des
spekulativen Moments verschwindend klein wird, dann
mu¨ssen die Axiome anders interpretiert werden. Die-
se Beobachtung ist ganz im Sinne von Egbert Bries-
korn, der 1974 ausfu¨hrte:
”
So kann es dazu kommen,
daß die urspru¨nglich fortschrittliche Tendenz, die in
der Entwicklung einer mathematischen Arbeitstechnik
liegt, welche Bourbaki mit dem Taylorismus vergleicht,
umschla¨gt in ein hemmendes Moment, in die Trennung
von kreativer mathematischer Forschung einerseits und
die Vermittlung von vorgegebenen Wissen und fertigen
Techniken andererseits.“ [12, S. 233]
9.3 Die Lehre in der angewandte Mathematik
Die Lehre der angewandten Mathematik blieb bis in die
1960er Jahre an den technischen Hochschulen im we-
sentlichen unvera¨ndert. An den Universita¨ten wurden
Mathematiker vornehmlich fu¨r den Lehrerberuf ausge-
bildet. Zwar gab es ab 1942 den Diplommathematiker,
aber dieser wurde nicht spezifisch, z. B. als Versicherungs-
oder angewandter Mathematiker, ausgebildet. Im Ge-
genteil bestand seine Qualifikation gerade darin, in all-
gemeinen Strukturen zu denken und Wesentliches her-
ausarbeiten zu ko¨nnen.
In den 1960er Jahren setzten die Vertreter der Wirt-
schaft auf avancierte Technologie und forderten insbe-
sondere mehr und besser ausgebildete Ingenieure und
Naturwissenschaftler. Dies bewirkte zahlreiche Neugru¨n-
dungen von (Reform-)Universita¨ten. Einher ging eine
Umstrukturierung der Organisation von Forschung und
der Inhalte der Lehre. Es kam in gewissen Sinne zu ei-
ner Neuauflage der antimathematischen Bewegung (sie-
he Abschnitt 7.5), das Ziel war die
”
praxisorientier-
te“ Qualifikation der Absolventen. Der Universita¨tsab-
schluß sollte zu einer Beherrschung der Anwendung ma-
thematischer Methoden fu¨hren, die Fa¨higkeit zu model-
lieren und die gleichzeitige Herstellung interdisziplina¨rer
Bezu¨ge. Die Informatik wurde zum wesentlichen Be-
standteil der praxisorientierten Ausbildung. Reformu-
niversita¨ten wie Oldenburg und Bremen fu¨hrten das
Projektstudium Mathematik ein; siehe [1]. Im Projekt-
studium sollten Studenten der Diplommathematik gleich
zu Beginn des Studiums in Projekten studieren, um die
spa¨ter fu¨r den Beruf relevanten Fa¨higkeiten zu erler-
nen. Bei diesen Versuchen stellte sich heraus, daß oh-
ne Kenntnis der Herleitung der mathematischen Resul-
tate (genauer: ohne den Prozeß der wissenschaftlicher
Arbeit mit der damit enthaltenen produktiven Einbil-
dungskraft zu wiederholen), eine Anwendung von ma-




bedeuteten fu¨r die Mathematik eine Spezialisierung des
Diplomstudiengangs in Finanz-, Wirtschafts-, Techno-
mathematik und auch Informatik.
An der Technischen Universita¨t Kaiserslautern wurde
in den 1980er Jahren erstmals der Diplommathematik-
Studiengang Technomathematik eingefu¨hrt, um Mathe-
matiker fu¨r die Technologie auszubilden. Zahlreiche Uni-
versita¨ten haben heute einen solchen Studiengang.
Auch die Schulausbildung soll entsprechend den An-
spru¨chen der angewandten Mathematik zugeschnitten
werden. Allerdings ist dies noch nicht umgesetzt:
”
Die
angewandte Mathematik nimmt in der Ausbildung der
Lehrer bis heute einen bescheidenen Teil ein.“ [43, S. 18]
Zu Beginn des 21. Jahrhunderts wurde der Diplom-
studienganges Mathematik, der durchschnittlich drei-
zehn Semester dauerte, abgeschafft und Bachelor- und
Master-Studienga¨ngen eingefu¨hrt. Der in einem drei-
zehnsemestrigen Mathematikstudium erzielte intellek-
tuelle U¨berschuß war fu¨r den beno¨tigten mathemati-
schen Lohnarbeiter eine U¨berqualifikation. Das ließ sich
28 Achim Ilchmann
einsparen. Die Einfu¨hrung sechssemestriger Bachelor-
studienga¨nge vierzig Jahre nach Gru¨ndung der Refor-
muniversita¨ten war nur konsequent.
Das Ziel eines sechssemestrigen Bachelorstudiums
und eines zehnsemestrigen Masterstudiums in der ange-
wandten Mathematik ist auf Methoden, Modellierung
und Interdisziplinarita¨t ausgerichtet; es steht im Vor-
dergrund der Lehre eine
”
problemgetriebene, modell-
bezogene und lo¨sungsorientiere Mathematik“ – so das
Motto des itwm in Kaiserslautern und der Titel des
neuen Buches [43].
Dann la¨ßt das Studium der Mathematik die Erarbei-
tung der mathematischen Resultate nicht zu, es werden
Methoden angeeignet, um Resultate anzuwenden. Die
Erlernen, wie mathematische Beweise gefu¨hrt und ent-
wickelt werden, verku¨mmert notwendig. Fu¨r die Mathe-
matik bedeutet dies den Ruin der mathematischen Bil-
dung, und die Technologie kann ohne diese nicht sein.
9.4 Die Steuerung der Forschung in der angewandten
Mathematik
Fu¨r die Naturwissenschaften galt schon im 19. Jahrhun-
dert, daß die Finanzierung der von ihr beno¨tigten Appa-
ratur in der Forschung nicht von Einzelbetrieben gelei-
stet werden konnte. Diese Finanzierung u¨bernahm der
Staat. Daru¨ber nahm der Staat Einfluß auf die Schwer-
punkte der Forschung – nicht auf die Einzelresultate,
das ging nicht. Eine analoge Entwicklung galt fu¨r die
Mathematik mit der Einfu¨hrung von Großcomputern in
den 1970er Jahren.
Die Bedu¨rfnisse der avancierten Technologie, und
genau diese wurde in Deutschland forciert ausgebaut,
bedeuteten fu¨r die Mathematik: eine Zuru¨ckdra¨ngung
der reinen Mathematik und eine Aufwertung der an-
gewandten Mathematik; eine angewandte Mathematik,
die Resultate und numerische Methoden bereitstellt;
Grundlagenforschung nur dann, wenn langfristig ihr An-
wendungsbezug zu erahnen ist.
In der Forschung wurde dieser Zweck realisiert u¨ber
Drittmittelfo¨rderung, Denomination von Professoren-
stellen und die Einrichtung oder Schließung von uni-
versita¨ren oder außeruniversita¨ren Instituten.
Letztere vermo¨gen den Bedu¨rfnissen wesentlich bes-
ser nachzukommen als die Universita¨ten. Ein Prototyp
fu¨r diese Entwicklung ist das
’
Fraunhofer-Institut fu¨r
Techno- und Wirtschaftsmathematik‘ (itwm) aus Kai-
serslautern; siehe dazu ein ku¨rzlich erschienenes Buch
u¨ber deren Entwicklung [43]. Es zeigt, daß die wissen-
schaftliche mathematische Arbeit reell subsumiert wur-
de unter die Zwecke des Kapitals.
9.5 Die tendenzielle Transformation von angewandter
Mathematik in Technologie
Sowohl fu¨r den Gru¨nder als auch fu¨r den Direktor des
’
Fraunhofer-Institut fu¨r Techno- und Wirtschaftsma-
thematik‘ (itwm) ist das Ziel hinsichtlich der Mathe-
matik klar gesetzt:
”
Anwendbare Mathematik in wirk-
lich angewendete Mathematik umzusetzen.“ [43, S. 22]
Das itwm in Kaiserslautern und das matheon in Ber-
lin sind in dieser Hinsicht Prototypen, sie stehen stell-
vertretend fu¨r zahlreiche (technische) Universita¨ten, Max-
Planck-Institute und Fraunhofer-Institute.
Dieses Ziel wird umgesetzt, wie in den vorigen Ab-
schnitten fu¨r die Forschung und Lehre ausgefu¨hrt, in-
dem das methodische Moment in der mathematischen
Arbeit im Vordergrund steht. Genauer gesagt sind dies
Methoden der mathematischen Modellierung, Simula-
tion und Optimierung. Es geht um die Bereitstellung
von praxisrelevanten Verfahren und Algorithmen, das
spekulative Element ist dabei nicht gefragt.
Die Universita¨ten versuchen, den dazu erforderlichen
wissenschaftlichen Lohnarbeiter mit der entsprechender
Qualifikation auszubilden. Auch dabei bleibt das speku-
lative Element auf der Strecke liegen. Die angewandte
Mathematik in Gestalt der
”
Schlu¨sseltechnologie Ma-
thematik“ ist als Dienstleistung unter die Zwecke von
Staat und Kapitel subsumiert worden. Es findet eine
tendenzielle Transformation von angewandter Mathe-
matik in Technologie statt. Damit ist die Mathematik
als Wissenschaft ruiniert.
Trotzdem, und obwohl Max Horkheimer sagt
”
Na-
turschutzparks fu¨r das spekulative Element ko¨nnen nicht
errichtet werden“ [29, S. 402], gibt es neue bahnbrechen-
de Resultate in der Mathematik, und besonders in der
zuru¨ckgedra¨ngten reinen Mathematik. Siehe
”
Problems
solved since 1975“1. Die Wissenschaft Mathematik ist
nicht ruiniert.
9.6 Die Moral
Die tendenzielle Transformation der Wissenschaft in
Technologie korrespondierte zu der tendenziellen Trans-
formation der Moral des Wissenschaftlers zum Wohle
der gesamten Menschheit in die Unverantwortlichkeit
des Technokraten. Der wissenschaftliche Lohnarbeiter
verantwortet nicht das, was er tut, eben weil er subsu-
mierter Lohnarbeiter ist.
Heute gibt es im wesentlichen zwei Positionen zur
wissenschaftlichenMoral. Zum einen diejenigen, die wei-
terhin auf die Pflicht der Wissenschaft zum Wohle der
gesamten Menschheit pochen; zum anderen diejenigen,
die ihre Verantwortungslosigkeit damit zu begru¨nden
versuchen, daß die erste Position nichts weiter als ein
1
http://en.wikipedia.org/wiki/List_of_unsolved_problems_in_mathematics
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leeres Sollen sei. Ulrich Ruschig kritisiert, daß das
”
lee-
re Sollen“ die gesellschaftlichen Umsta¨nde, in denen
Wissenschaft betrieben wird, ignoriert:
”
Die reelle Sub-
sumtion wissenschaftlicher Arbeit unter die Zwecke von
Kapital und Staat hat inzwischen stattgefunden und
die materialen Bedingungen wissenschaftlicher Arbeit
soweit unterworfen, daß die Selbsta¨ndigkeit der Moral
als falsche Hypostase dekuvriert.“ [46, S. 30/1] Die zwei-
te Position ist mit demselben Argument zu kritisieren,
denn das
”
leere Sollen“ als Heuchelei abzutun verkennt
ebenso die Umsta¨nde, warum es zu einem solchen ge-
worden ist.
”
Der Zerfall der Moral ist nicht durch die
Moral selbst gesetzt.“ [46, S. 30] Es gilt zu verstehen,
wie der Zerfall mo¨glich war, um dann die Umsta¨nde so
einzurichten, daß das Sollen nicht mehr leer bleibt.
Danksagung Ich danke herzlichst Ulrich Ruschig
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