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THE TWISTED MEAN SQUARE AND CRITICAL ZEROS OF DIRICHLET
L-FUNCTIONS
XIAOSHENG WU
Abstract. The asymptotic formula for mean square of the Riemann zeta-function times
a Dirichlet polynomial of length T θ is proved when θ < 17/33 and θ < 4/7 for a special
form of the coefficient, while for a general Dirichlet L-function, it is only proved when
θ < 1/2, without any special better result, by Bauer [2] in 2000. This is due to the
additional Dirichlet character contained in the coefficient, which causes error terms harder
to control. In this work, we prove a general Dirichlet L-functions has the same results as
the Riemann zeta-function. A more general form of the coefficient than one in Conrey
[11] is also obtained for the θ < 4/7 case. As an application we obtain that, for every
Dirichlet L-function, more than .4172 zeros are on the critical line and more than .4074
zeros are on the critical line and simple.
1. Introduction
Let χ be a Dirichlet character with q its module and L(s, χ) be a Dirichlet L-function.
When s = σ + it with σ > 1, we can define L(s, χ) by
L(s, χ) =
∑
n≥1
χ(n)n−s.(1.1)
It is well known that L(s, χ) has the following function equation
L(1 − s, χ) = H(1 − s, χ)L(s, χ),(1.2)
where
H(1 − s, χ) = (2π)−sqs−1τ(χ)Γ(s)
(
e−πis/2 + χ(−1)eπis/2
)
.(1.3)
We are interested in asymptotic formula for
I(χ) =
∫ 2T
T
∣∣∣∣∣L
(
1
2
+ it, χ
)∣∣∣∣∣
2∣∣∣∣∣B
(
1
2
+ it, χ
)∣∣∣∣∣
2
dt,(1.4)
where χ is a primitive Dirichlet character and B(s, χ) is a Dirichlet polynomial
B(s, χ) =
∑
n≤y
χ(n)a(n)
ns
with an ≪ n
ǫ , y = T θ, and θ < 1.(1.5)
We restrict χ to be a primitive Dirichlet character since most properties of Dirichlet L-
functions to non-primitive characters can be deduced directly from ones to corresponding
primitive characters.
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Asymptotic formulae for I have been widely applied in studying L-functions, especially
in the distribution of values of L-functions, the location of their critical zeros and upper
and lower bounds for the size of L-functions. See for example, [3, 10–12, 20, 22].
The value of θ is crucial important since it limits the result we may obtained in most
cases. For example, a larger θ gives a larger lower bound for proportion of critical zeros,
and θ = 1 − ǫ means the Lindelo¨f hypothesis. Moreover, θ = ∞ implies the Riemann
hypothesis while it is normally conjectured θ < 1.
Asymptotic formula for I was firstly obtained for the Riemann zeta-function. In 1985,
Balasubramanian, Conrey and Heath-Brown in [1] gave the first explicit formula for the
Riemann zeta-function that
I(1) = T
∑
h,k≤y
a(h)a(k)
[h, k]
(
log
T (h, k)2
2πhk
+ 2γ − 1 + 2 log 2
)
+ O(T 1−ǫθ)(1.6)
where ǫθ is a constant decided by θ and (h, k), [h, k] denote the gcd and the lcm of h, k
respectively. In general, they proved that ǫθ > 0 for any given θ <
1
2
. Further, when a(m)
has the special form
a(m) = µ(m)F (m) with F ∈ F =
{
F : F (x) ≪ǫ x
ǫ , F ′(x) ≪
1
x
}
,
then ǫθ > 0 for any given θ <
9
17
. This larger θ for the special a(m) improved lower bound
for proportion of critical zeros of the Riemann zeta-function from 36.58% to 38%.
Definition (Separability). Let S be a set of arithmetical functions we consider. We say that
F is separable or has property of separability in S if F ∈ S and F (mn) can be expressed
as a finite sum of Fi(m)F j(n) with Fi,F j ∈ S.
In 1989, Conrey [11] actually proved an asymptotic formula for the more general form
I(α, β) =
∫ 2T
T
∣∣∣∣∣ζ
(
1
2
+ it + α
)
ζ
(
1
2
− it + β
)
B
(
1
2
+ it
)
B
(
1
2
− it
)∣∣∣∣∣dt(1.7)
with α, β ≪ log−1 T . The a(m) of special form as in [1] but with F separable in F was
focused on. By employing the Weil’s bound and a work of Deshouillers and Iwaniec
[13, 14] on Kloosterman sums, Conrey controlled the error terms for this special form of
a(m) when θ < 4
7
. Due to this larger θ, more than 40.88% zeros of the Riemann zeta-
function were proved on the critical line.
Recently Bettin, Chandee and Radziwiłł [5] broke the 1
2
barrier in (1.6) for the general
coefficient with a(m) ≪ mǫ only. In detail, the asymptotic formula for θ < 17
33
was proved.
Their work was carried out in a different approach, which began with an approximate
function equation of |ζ(1/2+it)|2 pointed out by Li and Radziwiłł in [18]. Then an estimate
for trilinear forms of Kloosterman fractions obtained in [4] is vital in estimation of error
terms. As consequences of θ > 1
2
, some interesting applications were also presented
in [5], especially on upper bounds for 2k-th moment of the Riemann zeta-function with
k = 1 + 1/n.
In contrast to the Riemann zeta-function, results known on general Dirichlet L-functions
are weaker. The asymptotic formula for I(χ) was only known for θ < 1
2
with q = o(logT ),
2
which was proved by Bauer [2] in 2000. Due to the Dirichlet character, when control-
ling error terms, Bauer found that the Kloosterman sum was too complicated to estimate.
Therefore, Bauer chose a way different to the one used in the Riemann zeta-function case,
which was similar as one used in Conrey and Ghosh [9]. This way can avoid the esti-
mation on Kloosterman sum entangled with the Dirichlet character by using some large
sieve inequalities, but only works for θ < 1
2
with q = o(logT ).
If want to extend θ to the right-hand side of 1
2
in any case, we can not avoid the estima-
tion on Kloosterman sum. However, for Dirichlet L-functions, the special Kloosterman
sum seems to be very complicated. A possible cause is the discreteness of χ, which
makes both coefficients of L(s, χ) and B(s, χ) non-differentiable, while special forms of
a(m) in [1] and [11] rely heavily on differentiability of F . Problems also arise when the
function equation produces addition among variables in the Dirichlet character and the
exponent. By following the way in [1, 11], we extend θ to the right-hand side of 1
2
uni-
formly in q with log q = o(logT ) for different forms of the coefficients. Our estimation
on error terms is also based on Weil’s bound and Deshouillers and Iwaniec’s estimate on
Kloosterman sums. However, before using these estimates, we should make some tech-
nical preparation carefully to strip the entanglement by the Dirichlet character at first.
Furthermore, we also obtain a more general form of a(m) that can be applied in Conrey’s
result for Dirichlet L-function. When employ this more general form, we obtain a larger
lower bound for proportion of critical zeros.
Let us move on to the detail of the work. Denote
L := log
qT
2π
.(1.8)
We actually consider the following general twisted second moment
I(α, β, χ) =
∫ 2T
T
∣∣∣∣∣L
(
1
2
+ it + α, χ
)
L
(
1
2
− it + β, χ
)
B
(
1
2
+ it, χ
)
B
(
1
2
− it, χ
)∣∣∣∣∣dt(1.9)
with α, β≪ 1/L. Our results are specified in the following theorem.
Theorem 1.1. Let χ be a primitive Dirichlet character and I(α, β, χ) be defined as above
with α = aα/L, β = bβ/L, where aα, bβ ∈ C and a, b ≪ 1. Suppose that a(m) ≪ǫ m
ǫ for
any ǫ > 0 and y = T θ. Then
I(α, β, χ) = T
φ(q)
q
Σ(β, α) − e−aα−bβΣ(−α,−β)
α + β
(1 + o(1)) + O(T 1−ǫθ)(1.10)
with
Σ(α, β) =
∑
h,k≤y
a(h)a(k)
h1+αk1+β
χ0(hk)(h, k)
1+α+β,(1.11)
and in particular α = β = 0
I(χ) =
φ(q)
q
∑
h,k≤y
a(h)a(k)
[h, k]
χ0(hk)
(
log
Tq(h, k)2
2πHK
+ 2γ − 1 + cq + 2 log 2)
)
+ O(T 1−ǫθ)
(1.12)
with cq =
∑
p|q(log p)/(p−1) and γ is the Eluer’s constant. Here ǫθ is a constant depending
on θ as follows:
3
(A): In general, we have ǫθ > 0 for any given θ <
17
33
;
(B): We have ǫθ > 0 for any given θ <
4
7
when a(n) has the special form
a(n) = µ(n)(F0 + F1 · (F2 ∗ F3))(n)
with Fi separable in F =
{
F : F (x) ≪ǫ x
ǫ , F ′(x) ≪ 1
x
}
for 0 ≤ i ≤ 3. In
addition, it also holds when at least one of F2 or F3 are restricted to be separable
in
{
F : F (x) ≪ǫ x
ǫ , F (x) = 0 for x ≥ y
3
4
}
with F0 and F1 separable in F.
Remark. We give some remarks as follows:
• We restrict χ to the primitive Dirichlet character since most properties of Dirich-
let L-functions to non-primitive characters can be deduced directly from ones to
corresponding primitive characters. However, if wants, one can deduce similar
results for the non-primitive characters case since the restriction to the primitive
character is only used to simplify the coefficient in the proof.
• The asymptotic formula for the case α = β = 0 in (1.12) is not a direct result
of (1.11), since the latter only approximate the main term by 1 + o(1). The exact
main term of I(α, β, χ) can also be extracted in the evolution of the theorem, which
seems to be tedious. For convenience, we present this approximation, which is
competent in almost all cases.
• If applied to related research on Dirichlet L-function, this theorem will extend
some results known only (or better) on the Riemann zeta-function to all Dirichlet
L-functions. For example, similar results on upper bounds for 2k-th moment of
Dirichlet L-functions with k = 1 + 1/n can be obtained in the same way as [5] by
(A), these upper bounds should be uniform in q with log q = o(logT ).
• The application of the first part in (B) is not clear by now, even on the simple case
F2 ∗ F3(n) = d2(n). However, the second part brings the direct benefit on critical
zeros.
When apply (B) of Theorem 1.1, we obtain that Dirichlet L-functions have more than
41.72% critical zeros. This will be presented formally in the following as Theorem 1.2,
and a complete proof will be given in Section 5.
Let N(T, χ) denote the number of zeros of L(s, χ), ρ = β + iγ′, with |γ′| ≤ T counted
with multiplicity. Also let N0(T, χ) denote the number of such critical zeros with β = 1/2,
and N∗
0
(T, χ) denote the number of such critical zeros with β = 1/2 and being simple.
Define κ(χ) and κ∗(χ) by
κ(χ) =
N0(T, χ)
N(T, χ)
, κ∗(χ) =
N∗0(T, χ)
N(T, χ)
.(1.13)
There is a long history on proportion of zeros lying on the critical line for the Riemann
zeta-function, and one may see [6, 11, 15, 17] for example. Following the approach of
Levinson [17], Conrey [11] and the observation of Heath-Brown [16], it is now known
that [6, 15]
κ(1) > .4128 and κ∗(1) > .40582(1.14)
4
for sufficiently large T . These results are published work. We also note that there are re-
sults which have not be published by now. Bui claims that κ∗(1) > .40589 in unpublished
note [7], also Partt and Robles [19] claims that κ(1) > .41491 by increasing the length of
Feng’s mollifier to 6
11
.
When consider Dirichlet L-function, it is proved in Bauer [2] that
κ(χ) > .365815 and κ∗(χ) > .356269(1.15)
uniformly in q with q = o(logT ) for sufficiently large T .
Theorem 1.2. We have, for any Dirichlet character χ,
κ(χ) > .4172 and κ∗(χ) > .4074(1.16)
uniformly in q with log q = o(logT ) for sufficiently large T .
Remark. We do not need to restrict this theorem to primitive characters since Dirich-
let L functions to non-primitive characters share the same non-trivial zeros as ones to
corresponding primitive characters.
When proving this theorem, we choose a mollifier whose coefficients come from (B)
of Theorem 1.1 with
a(n) = µ(n)
(
P1
(
log y/n
log y
)
+ P2
(
log y/n
log y
) ∑
p|n, p≤y3/4
P
(
log p
log y
))
.(1.17)
Here Pi and P are real polynomials that satisfy some minor conditions. This coefficients
can be saw as two parts, while the first one is due to Conrey’s mollifier and the second
is motivated by Feng’s mollifier. Let us see it in detail. In Feng’s mollifier, an additional
part of coefficients
µ(n)
∑
2≤k≤K
1
logk y
(Λ ∗ Λ ∗ · ∗ Λ︸          ︷︷          ︸
k
)(n)Pk
(
log y/n
log y
)
(1.18)
is injected. This additional part works mainly because its non-smoothness that can not
be approximated well by polynomials. Unfortunately, the non-smoothness also excludes
Feng’s coefficients from the special form of a(n) in [11]. Thus the length of mollifier for
this part is limited to θ < 1/2 in [15]. One may note that
µ(n)
∑
p|n
P
(
log p
log y
)
P1
(
log y/n
log y
)
(1.19)
works as well as the one in (1.18). When consider this sum on only one prime variable,
we note that terms with large primes do not work much since they can be approximated by
P(log n/ log y) well. That is to say, additional contribution of Feng’s coefficients actually
comes from small primes. Meanwhile, when controlling error terms with this coefficients,
we observe that the obstacle also comes from large primes. Thus we kick out these large
primes by restricting the sum in (1.19) to small primes less than y3/4. Then, due to (B)
of Theorem 1.1 we pull the mollifier back to the length of θ < 4/7 and obtain these new
lower bounds for κ(χ) and κ∗(χ).
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Notation. In the following, χ always denotes a primitive Dirichlet character with q its
modular. As usual, we also use ǫ to denote an arbitrarily small positive constant that may
vary from line to line.
2. The proposition
In this section, we present a proposition and then prove Theorem 1.1 by the proposition
similarly as [1].
Proposition 2.1. Let α = aα/L, β = bβ/L with aα, bβ ∈ C and aα, bβ ≪ 1. Let
s0 = 1/2+ iw with T ≤ w ≤ 2T. Suppose that η > 0, ∆ = T
1−η and that y = T θ. For χ is a
primitive Dirichlet character with q its modulus and log q = o(logT ), define
g(α, β,w) =
1
i∆π1/2
∫
(1/2)
e(s−s0)
2∆−2L(s + α, χ)L(1 − s + β, χ)B(s, χ)B(1 − s, χ)ds(2.1)
with (c) denoting the straight line path from c− i∞ to c+∞. We have, uniformly in aα, bβ,
and w, that
g(α, β,w) =
φ(q)
q
Σ(β, α) − e−aα−bβΣ(−α,−β)
α + β
(1 + o(1)) + O(T−ǫθ)(2.2)
with Σ(α, β) defined in (1.11), and in particular case α = β = 0
g(w) =
φ(q)
q
∑
h,k≤y
a(h)a(k)
[h, k]
χ0(hk)
(
log
wq(h, k)2
2πHK
+ 2γ + cq + O(T
−2η)
)
+ O(T−ǫθ)(2.3)
with cq =
∑
p|q(log p)/(p−1). Here ǫθ is a constant depending on θ in the following ways:
(A1): In general, ǫθ > 0 for any given θ <
17
33
;
(B1): When a(n) has the special form as in Theorem 1.1, ǫθ > 0 for any given θ <
4
7
.
Than Theorem 1.1 follows by the proposition exactly as in section 3 of Balasubrama-
nian, Conrey, and Heath-Brown [1] and section 5 of Conrey [11].
3. the main term of the proposition
In this section, we produce the main term for the proposition after preparing some
pivotal lemmas.
Lemma 3.1. Suppose that 1 < c < 2, χ is a Dirichlet character with q its modulus and
H(1 − s, χ) = (2π)−sqs−1τ(χ)Γ(s)
(
e−πis/2 + χ(−1)eπis/2
)
.(3.1)
Let
J(x, s0, β,∆, χ) =
1
i∆π1/2
∫
(c)
e(s−s0)
2∆−2H(1 − s + β, χ)x−sds.(3.2)
Then
J =
τ(χ)
qxβ
∞∫
0
vs0−β exp
(
−
∆2 log2 v
4
)(
e
(
−
xv
q
)
+ χ(−1)e
( xv
q
))dv
v
(3.3)
6
for any q, x , 0, ∆ > 0, s0 and β with Re(β) < c.
Proof. By a variable change s − β→ s, we have
J =
τ(χ)
qxβ
(J1 + χ(−1)J2)(3.4)
where
J1 =
1
i∆π1/2
∫
(c)
e(s+β−s0)
2∆−2Γ(s)
(
2πe
πi
2
x
q
)−s
ds(3.5)
and
J2 =
1
i∆π1/2
∫
(c)
e(s+β−s0)
2∆−2Γ(s)
(
2πe
−πi
2
x
q
)−s
ds.(3.6)
Then J1 and J2 follow the same as ones in Lemma 2 [1], which proves the lemma.
Lemma 3.2. Suppose χ is a Dirichlet character with q its modulus. Let
D
(
s, α, β,
H
Kq
, χ
)
=
∑
m,n
χ(m)χ(n)
ms+αns+β
e
(
mnH
Kq
)
,(3.7)
where H, K are integers (K ≥ 1) with any two of q,H,K coprime and α, β, s ∈ C. Then
D
(
s, α, β,
H
Kq
, χ
)
− K1−2s−α−βτ(χ)χ(K)χ(H)
×
(
q−s−αL(s + β, χ0)ζ(s + α) + q
−s−βL(s + α, χ0)ζ(s + β) − q
−2s−α−βφ(q)ζ(s + α)ζ(s + β)
)
is a entire function of s. Also, D satisfies the equation
D
(
1 − s, α, β,
H
Kq
, χ
)
=
2
(Kq)2
(
Kq
2π
)2s−α−β
Γ(s − α)Γ(s − β)
×
{
cos
π
2
(2s + α + β)A1
(
s, α, β,
H
Kq
, χ
)
+ cos
π
2
(α − β)A2
(
s, α, β,
H
Kq
, χ
)}
(3.8)
with
A1
(
s, α, β,
H
Kq
, χ
)
=
∑
1≤v,u≤qK
χ(u)χ(v))e
(uvH
Kq
)
F(s − α,
u
Kq
)F(s − β,
v
Kq
)(3.9)
and
A2
(
s, α, β,
H
Kq
, χ
)
=
∑
1≤v,u≤qK
χ(u)χ(v))e
(uvH
Kq
)
F(s − α,
u
Kq
)F(s − β,−
v
Kq
).(3.10)
Here F(s, x) is defined by F(s, x) =
∑∞
n=1 e(nx)n
−s for Re(s) > 1. Moreover, when α, β ≪
(logKq)−1, we have D
(
0, α, β, H
Kq
, χ
)
≪ǫ q
3/2+ǫK1+ǫ for any ǫ > 0.
Proof. The entire function about D was pointed out in [2], and the upper bound for
D
(
0, α, β, H
Kq
, χ
)
can be deduced directly from the entire function. Thus, to prove the
7
lemma we only need to prove the function equation. Let 0 < x ≤ 1, the Hurwitz zeta-
function is defined by
ζ(s, x) =
∑
n≥1
(n + x)−s(3.11)
for Re(s) > 1. We have from the definition of D that
D
(
s, α, β,
H
Kq
, χ
)
= (Kq)−2s−α−β
∑
1≤v,u≤Kq
χ(u)χ(v)e
(uvH
Kq
)
ζ
(
s + α,
u
Kq
)
ζ
(
s + β,
v
Kq
)(3.12)
for Re(s) ≥ 1 − min{Re(α),Re(β)}. By analytic continuation, one may obtain that (3.12)
is available in the whole plane. It is known for Hurwitz zeta-function that
ζ(1 − s, x) =
Γ(s)
(2π)s
{
e−πis/2F(s, x) + eπis/2F(s,−x)
}
.(3.13)
Making variable change s→ 1 − s and employing (3.13) in (3.12), we have
D
(
1 − s, α, β,
H
Kq
, χ
)
=
1
(Kq)2
(
Kq
2π
)2s−α−β
Γ(s − α)Γ(s − β)
∑
1≤v,u≤Kq
χ(u)χ(v)e
(
uvH
Kq
)
×
{
e−πi(s−α)/2F
(
s − α,
u
Kq
)
+ eπi(s−α)/2F
(
s − α,−
u
Kq
)}
×
{
e−πi(s−β)/2F
(
s − β,
v
Kq
)
+ eπi(s−β)/2F
(
s − β,−
v
Kq
)}
.(3.14)
One may note the following two formulae
∑
1≤v,u≤Kq
χ(u)χ(v)e
(
uvH
Kq
){
F
(
s − α,
u
Kq
)
F
(
s − β,
v
Kq
)
− F
(
s − α,
−u
Kq
)
F
(
s − β,
−v
Kq
)}
= 0
(3.15)
and
∑
1≤v,u≤Kq
χ(u)χ(v)e
(
uvH
Kq
){
F
(
s − α,
u
Kq
)
F
(
s − β,
−v
Kq
)
− F
(
s − α,
−u
Kq
)
F
(
s − β,
v
Kq
)}
= 0.
(3.16)
Then the lemma follows when we expand the two brackets in (3.14) and use above two
formulae to simplify it.
Lemma 3.3. Let χ be a Dirichlet character with q its modulus and H, K be integers with
K > 0 and any two of q, H, K coprime. Suppose that α, β, x ∈ C with α , β, α, β , 1,
Im(x) > 0 and let
S
(
x, α, β,
H
Kq
, χ
)
=
∑
m,n
χ(m)χ(n)
mαnβ
e
(
mnH
Kq
)
e(mnx).(3.17)
8
Then, for any c > 1 −min{Re(α),Re(β)},
S
(
x, α, β,
H
Kq
, χ
)
=L(1 − α + β, χ0)K
−1+α−βq−1τ(χ)χ(H)χ(K)z−1+αΓ(1 − α)
+ L(1 − β + α, χ0)K
−1+β−αq−1τ(χ)χ(H)χ(K)z−1+βΓ(1 − β)
+ D(0, α, β,
H
Kq
, χ) +
1
(Kq)2πi
∫
(c)
zs−1Γ(1 − s)Γ(s − α)Γ(s − β)
(
Kq
2π
)2s−α−β
×
{
cos
π
2
(2s + α + β)A1
(
s, α, β,
H
Kq
, χ
)
+ cos
π
2
(α − β)A2
(
s, α, β,
H
Kq
, χ
)}
ds(3.18)
with z = −2πix.
Proof. By Mellin’s formula,
S =
∑
m,n
χ(m)χ(n)
mαnβ
e
(
mnH
Kq
)
1
2πi
∫
(c)
Γ(s)(−2πimnx)−sds
=
1
2πi
∫
(c)
D
(
s, α, β,
H
Kq
, χ
)
Γ(s)z−sds(3.19)
where c could be any real number that satisfies c > 1 − min{Re(α),Re(β)}. We move the
path of integration for S to the line (1 − c). Since α , β and α, β , 1, we cross three
simple poles at 1 − α, 1 − β and 0. Then by Lemma 3.2 and the fact that the residue of
L(s, χ0) at 1 is q
−1φ(q), we have residues at these poles equal to
L(1 − α + β, χ0)K
−1+α−βq−1τ(χ)χ(H)χ(K)z−1+αΓ(1 − α)
+ L(1 − β + α, χ0)K
−1+β−αq−1τ(χ)χ(H)χ(K)z−1+βΓ(1 − β) + D(0, α, β,
H
Kq
, χ).(3.20)
If make the change of variable s → 1 − s and use Lemma 3.2, one will see that the
integration on the new line (1 − c) evolves into
1
(Kq)2πi
∫
(c)
zs−1Γ(1 − s)Γ(s − α)Γ(s − β)
(
Kq
2π
)2s−α−β
×
{
cos
π
2
(2s + α + β)A1
(
s, α, β,
H
Kq
, χ
)
+ cos
π
2
(α − β)A2
(
s, α, β,
H
Kq
, χ
)}
ds.(3.21)
Thus the lemma follows by Cauchy’s theorem.
Lemma 3.4 (Lemma 6, Conrey [11]). Let w be real with T ≤ w ≤ 2T, α = a′α/ logT,
β = b′β/ logT with a
′
α, b
′
β ∈ C and a
′
α, b
′
β ≪ 1. Let s1 = 1/2 − β + iw, 0 < δ < π/2 and
∆ = T 1−η with η > 0. Define
rδ(s1, α) =
∫
Lδ
vs1 exp(−∆2(log2 v)/4)(v − 1)−1+αdv/v,(3.22)
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where Lδ is the half-line Lδ = {re
iδ : r ≥ 0}. Then
rδ(s1, α) = −πie
−a′α + oη(1)(3.23)
as T → ∞, uniformly in a′α and s1.
It worth to alert here that a′α in above lemma is slightly different to aα we defined before.
However, one can easily note that
aα = a
′
α + α log q.(3.24)
Since log q = o(logT ), this also means aα = a
′
α + o(1) as T → ∞ .
Lemma 3.5 (Lemma 3, Balasubramanian. etc [1]). Let s1, δ, ∆ and rδ(s1, α) be defined
as in the above lemma. Then
rδ(s1, 0) − r−δ(s1, 0) = −2πi,(3.25)
and [
rδ(s1, 0) log(−i) + ∂2rδ(s1, 0)
]
−
[
r−δ(s1, 0) log i+∂2r−δ(s1, 0)
]
= 2πi
(
log u + γ + O(T−2η)
)
.(3.26)
Lemma 3.6 (Mertens Theorem).∑
p≤y
log p
p
= log y + O(1).(3.27)
Lemma 3.7 (Levinson [17]). ∑
p|n
log p
p
≪ log log n.(3.28)
We often will make use the estimate, for α≪ L−1 and log q = o(logT ),
q1+α = q(1 + o(1)) and
∏
p|q
(
1 −
1
p1+α
)
= φ(q)(1 + o(1))(3.29)
as α→ 0 or T → ∞. The first estimate is obvious and the second one follows immediately
from Lemma 3.7 by taking the logarithm on it.
We now begin the proof of the proposition. We split g(α, β,w) into the main tern and
error terms. In this section we produce the main term, and error terms will be estimated
in remainder sections, which seems to be very tedious.
Let η0 > 0 be a small and fixed real number. Then, we move the path of integration in
the definition of g(α, β,w) to the line c with c = 1 + η0. It is easy to see that |α|, |β < η0
for sufficiently large T since α, β ≪ 1/L. Thus, if χ is a principal Dirichlet character, in
moving the path we cross a pole at s = 1 − α. However, the contribution from the residue
is negligible since
exp((1 − α − s0)
2∆2)≪ exp(−T 2η),(3.30)
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which decay rapidly as T → ∞. We use the function equation (1.2) on L(1 − s + β, χ),
then we interchange summation and integration and have
g(α, β,w) =
∑
h,k≤y
χ(h)χ(k)a(h)a(k)
k
∑
m,n
m−αnβJ
(
mnh
k
, s0, β,∆, χ
)
+ oη(1)
=
τ(χ)
q
∑
h,k≤y
χ(h)χ(k)a(h)a(k)
hβk1−β
∑
m,n
m−α−β
∞∫
0
vs0−β exp
(
−
∆2 log2 v
4
)
×
(
χ(−1)e
(mnhv
kq
)
+ e
(
−
mnhv
kq
))dv
v
+ oη(1)(3.31)
by Lemma 3.1. Let δ > 0 be a small real number and Lδ be the half-line given in Lemma
3.4. We express the integral as a sum of two integrals and use Cauchy’s theorem to move
one path to Lδ and the other to L−δ. We interchange the integration and summation over
m, n to have
g(α, β,w) =
τ(χ)
q
∑
h,k≤y
χ(h)χ(k)a(h)a(k)
hβk1−β
(χ(−1)I1 + I2) + oη(1),(3.32)
where
I1 =
∫
Lδ
vs1 exp
(
−
∆2 log2 v
4
)
S
(
H(v − 1)
Kq
, α + β, 0,
H
Kq
, χ
)
dv
v
(3.33)
and
I2 =
∫
L−δ
vs1 exp
(
−
∆2 log2 v
4
)
S
(
−
H(v − 1)
Kq
, α + β, 0,−
H
Kq
, χ
)
dv
v
(3.34)
with s1 = s0−β and S defined as in Lemma 3.3. Here H = h/(h, k) and K = k/(h, k) since
(h, q) = 1 and (k, q) = 1. Then by Lemma 3.3, we have
I1 = M1 + R1 + E1(3.35)
where
M1 =
τ(χ)χ(K)χ(H)
q
∫
Lδ
vs1 exp
(
−
∆2 log2 v
4
)
×
[
L(1 − α − β, χ0)Γ(1 − α − β)K
−1+α−β
(
− 2πi
H
Kq
(v − 1)
)−1+α+β
+ L(1 + α + β, χ0)K
−1−α−β
(
− 2πi
H
Kq
(v − 1)
)−1]dv
v
,(3.36)
R1 = D
(
0, α + β, 0,
H
Kq
, χ
) ∫
Lδ
vs1 exp
(
−
∆2 log2 v
4
)
dv
v
,(3.37)
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and
E1 =
∫
Lδ
vs1 exp
(
−
∆2 log2 v
4
)
F1(v)
dv
v
(3.38)
with
F1(v) =
1
(Kq)2πi
∫
(c)
(
− 2πi
H
Kq
(v − 1)
)s−1
Γ(1 − s)Γ(s − α − β)Γ(s)
(
Kq
2π
)2s−α−β
×
{
cos
π
2
(2s + α + β)A1
(
s, α + β, 0,
H
Kq
, χ
)
+ cos
π
2
(α + β)A2
(
s, α + β, 0,
H
Kq
, χ
)}
ds.
(3.39)
Almost the same, one obtains similar expressions for I2 = M2 + R2 + E2.
Now we deduce the main term of the proposition which comes from M1, M2. Suppose
that rδ(s1, α) is defined as in Lemma 3.4.
M1 =
τ(χ)χ(K)χ(H)
q
[
L(1 − α − β, χ0)Γ(1 − α − β)
(
− 2πi
H
q
)−1+α+β
rδ(s1, α + β)
+ L(1 + α + β, χ0)
(
− 2πi
H
q
)−1
K−α−βrδ(s1, 0)
]
.(3.40)
Note that L(s, χ0) ∼ φ(q)/q(s − 1) for s near 1 and Γ(1) = 1. Thus, by Lemma 3.4,
M1 = −
τ(χ)χ(K)χ(H)φ(q)
2q(α + β)
(q−α−βH−1+α+βe−a
′
α−b
′
β − HK−α−β)(1 + o(1)).(3.41)
Similarly, we may have
M2 = −
τ(χ)χ(K)χ(−H)φ(q)
2q(α + β)
(q−α−βH−1+α+βe−a
′
α−b
′
β − HK−α−β)(1 + o(1)).(3.42)
Note that τ(χ)τ(χ) = χ(−1)q for primitive characters and q−α−βe−a
′
α−b
′
β = e−aα−bβ by (3.24)
. When use M1 and M2 to substitute I1 and I2 respectively in (3.32), we get the main term
of g(α, β,w) in the proposition.
For the precise form when α = β = 0, note that Γ′(1) = −γ and
L(1 + s, χ0) =
φ(q)
q
(
1
s
+ γ + cq + o(1)
)
(3.43)
as s→ 0. This means that
L(1 − s, χ0)Γ(1 − s)x
srδ(s1, s) + L(1 + s, χ0)rδ(s1, 0)
=
φ(q)
q
(
(γ + cq − log x)r(s1, 0) − ∂2rδ(s1, 0) + o(1)
)
(3.44)
with cq =
∑
p|q(log p)/(p − 1). Therefore when α, β→ 0 we have
lim
α→0
β→0
M1 = (−2πiH)
−1τ(χ)χ(K)χ(H)
φ(q)
q
((
γ + cq − log
−2πiHK
q
)
rδ(s1, 0) − ∂2rδ(s1, 0)
)
.
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Similarly we may obtain that
lim
α→0
β→0
M2 = (2πiH)
−1τ(χ)χ(K)χ(−H)
φ(q)
q
((
γ + cq − log
2πiHK
q
)
r−δ(s1, 0) − ∂2r−δ(s1, 0)
)
.
When use these limits of M1 and M2 to substitute I1 and I2 respectively in (3.32), we get
the main term of g(w) by applying the two equations in Lemma 3.5 to eliminate γδ(s1, 0)
and its derivative.
4. The error terms
In this section we consider the error terms which arise in the above section. Since χ(−1)
equal 1 or −1, we need to bound
τ(χ)
q
∑
h,k≤y
χ(h)χ(k)a(h)a(k)
hβk1−β
(Ri + Ei)(4.1)
for i = 1 and 2. It is not difficult to note that these two situations are identical, so we deal
with i = 1 only. For R1, by Lemma 4 of [1]∫
Lδ
vs1 exp
(
−
∆2 log2 v
4
)
dv
v
≪ exp(−T 2η),(4.2)
then we see from the upper bound of D
(
0, α, β, H
Kq
, χ
)
given in Lemma 3.2 that
R1 ≪ T
−20.(4.3)
This means that the contribution to (4.1) from R1 is negligible.
Remember the definition of E1. We may split the part of (4.1) which involves E1 into
two terms, one of which is
Z =
τ(χ)
q
∫
Lδ
∫
(c)
G(α + β, v, s1,∆, s)M (α, β, s, χ)dsdv?(4.4)
where
G(α, v, s1,∆, s) = − 2πiv
s1 exp
(
− ∆2
log2 v
4
)
Γ(s)Γ(1 − s)Γ(s − α)(2π)α−s
× cos(π/2(2s + α))e−πis/2(v − 1)s−1v−1(4.5)
and
M (α, β, s, χ) = qs−1−α−β
∑
h,k≤y
χ(h)χ(k)a(h)a(k)
H1−s+βK2−s+α(h, k)
A1
(
s, α + β, 0,
H
Kq
, χ
)
.(4.6)
Here H = h/(h, k) and K = k/(h, k) as before, and A1 is defined in Lemma 3.2. The other
term may be treated in the same way as this one will be.
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To estimate Z we should firstly talk out A1 in the right-hand side of (4.6). Recalling the
definition of A1 in Lemma 3.2 we have that
A1
(
s, α + β, 0,
H
Kq
, χ
)
=
∑
1≤v,u≤qK
χ(u)χ(v)e
(
uvH
Kq
)
F
(
s − α − β,
u
qK
)
F
(
s,
v
Kq
)
=
∑
1≤v,u≤qK
χ(u)χ(v)e
(
uvH
Kq
)∑
m
1
ms−α−β
e
(
mu
Kq
)∑
n
1
ns
e
(
nv
qK
)
.(4.7)
Denote the least positive residue mod Kq of Hu by a in (4.7). Suppose that H is defined
by
HH ≡ 1 (mod Kq), 0 < H ≤ Kq.(4.8)
Then we have
A1
(
s, α + β, 0,
H
Kq
, χ
)
=
∑
1≤a,v≤Kq
χ(aH)χ(v)e
(
av
Kq
)∑
m
1
ms−α−β
e
(
maH
Kq
)∑
n
1
ns
e
(
nv
Kq
)
=
∑
1≤a≤Kq
χ(aH)
∑
m
1
ms−α−β
e
(
maH
Kq
)∑
n
1
ns
∑
1≤v≤Kq
χ(v)e
(
(a + n)v
Kq
)
.(4.9)
We write v = rq + j and have the sum over v above equal to∑
1≤ j≤q
0≤r≤K−1
χ(rq + j)e
(
(a + n)(rq + j)
Kq
)
=
∑
1≤ j≤q
χ( j))e
(
(a + n) j
Kq
) ∑
0≤r≤K−1
e
(
(a + n)r
K
)
.(4.10)
Note that ∑
0≤r≤K−1
e
(
(a + n)r
K
)
=
K n ≡ −a (modK),0 otherwise.(4.11)
Thus, we restrict the situation to the case that (n + a)/K is a integer. Since
q∑
j=1
χ( j)e
(
n j
q
)
= χ(n)τ(χ),(4.12)
we have ∑
1≤ j≤q
χ( j)e
( (a + n) j
Kq
)
= χ
(a + n
K
)
τ(χ).(4.13)
Employing these into (4.9) we have
A1
(
s, α + β, 0,
H
Kq
, χ
)
=χ(H)τ(χ)K
∑
1≤a≤Kq
χ(a)
∑
m
1
ms−α−β
e
(
maH
Kq
) ∑
n≡−a(mod K)
1
ns
χ
(
a + n
K
)
=χ(H)τ(χ)K
∑
m
1
ms−α−β
∑
n
1
ns
∑
1≤a≤Kq
a≡−n(mod K)
χ(a)e
(
maH
Kq
)
χ
(
a + n
K
)
.(4.14)
For the sum over a above, we express a = −n + K j. Observe that j exactly runs through
all residues mod q when a take value through integers from 1 to Kq. Also one may note
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that value of each item in the sum over a above does not depend on the exact value of j
but on its residue mod q. Thus, we may take j just from 0 to q − 1 and have
∑
1≤a≤Kq
a≡−n(mod k)
χ(a)e
(
maH
Kq
)
χ
(
a + n
K
)
=
q−1∑
j=0
χ(−n + K j)e
(
m(−n + K j)H
Kq
)
χ( j).(4.15)
Employing this into (4.14) we get
A1
(
s, α + β, 0,
H
Kq
, χ
)
=χ(H)τ(χ)K
q−1∑
j=0
∑
m
1
ms−α−β
∑
n
1
ns
e
(
m(−n + K j)H
Kq
)
χ( j)χ(−n + K j).
(4.16)
Now we come to M . Employing (4.16) into (4.6) and arranging the sums over h and k
according to g ≡ (h, k) we get
M (α, β, s, χ) =qs−1−α−βτ(χ)
∑
g≤y
χ0(g)
g
q−1∑
j=0
∑
m,n
1
ms−α−βns
×
∑
H,K≤y/g
(H,K)=1
χ0(H)a(Hg)a(Kg)
H1−s+βK1−s+α
e
(
m(−n + K j)H
Kq
)
χ(K j)χ(−n + K j).(4.17)
In the above formula we have used the fact that
χ(H)χ(H) = χ0(H).(4.18)
The right-hand side of (4.17) seems to be complicated to estimate. This will be alleviated
if we can remove the influence of χ. When fixing j and residues of m, n and K mod
q, we note that χ(K j)χ(−n + K j) is a constant. It should be note that the fixation also
splits the right-hand side of (4.17) into q4 sums. Let j1, j2, j3, j4 are four constants with
0 ≤ ji ≤ q − 1. We designate j = j1 and residues of m, n,K mod q to be j2, j3, j4
respectively, then
e
(
m(−n + K j)H
Kq
)
χ(K j)χ(−n + K j) = e
(
−mnH + K j1 j2H
Kq
)
χ( j1 j3)χ( j1 j4 − j3),(4.19)
while, in the right-hand side, the last two factors are independent of m, n, H, K and≪ 1
now. It should be highlight that the fixation does not contain the variable H, which is
important for the discussion in the following. Thus M is split into q4 sums of the shape
Cτ(χ)
∑
g≤y
χ0(g)
g
∑
M,N,U,V
M1(M,N,U,V, α, β, g, s),(4.20)
where C ≪ 1 and
M1(M,N,U,V, α, β, g, s) =q
s−1−α−β
∑′
m∼M
∑′
n∼N
1
ms−α−βns
×
∑
u∼U
(u,q)=1
∑′
v∼V
(u,v)=1
a(ug)a(vg)
u1−s+βv1−s+α
e
(
−mnu + v j1 j2u
vq
)
(4.21)
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with that
∑′ denotes the sum on m, n,K for fixed residues j2, j3, j4 respectively. Here,
the notation x ∼ X means X < x ≤ 2X, and the sums on U and V have log y terms with
U,V ≪ y/g and the sums on M,N are for M = 2I, N = 2J with I, J = 0, 1, 2, · · · . When
devoted to obtaining uniform upper bound of M1 in g≪ y, one may note that the sum on
g here just contributes a multiple log y to Z. For convenience we get rid of the sum on g
by multiplying T ǫ in the following. Employing these into (4.4) we have that Z is a sum of
terms of the shape
Z1(M,N,U,V)≪ T
ǫ |τ(χ)|
2
q
∫
Lδ
∫
(c)
G(α + β, v, s1,∆, s)M1(M,N,U,V, α, β, g, s)dsdv.
(4.22)
Thus to estimate Z it is enough to estimate these Z1. To do this we classify these Z1 into
two cases:
Case one: UV < MNT 1−3η;
Case two: UV ≥ MNT 1−3η.
Here η > 0 is the small constant given in the proposition. We will see that Z1 in case one
can be controlled well even for very large U and V , and estimate in case two limits the
upper bound of θ according to different conditions of the proposition. When estimate Z1,
we also need the following lemma.
Lemma 4.1. Let G be defined by (4.5) with s1, ∆, and α as above. Suppose that δ = 1/T
and c1 ≤ c2 are any given constants. Then we have uniformly in α, s1 and c with c1 ≤ c ≤
c2 that ∫
Lδ
∫
(c)
(1 + |s|)|G(α + β, v, s1,∆, s)|dsdv≪ǫ ∆
−2c− 3
2T c+
3
2
+ǫ + ∆−c−
5
2T
5
2
+ǫ
for any ǫ > 0.
Proof. The proof of this lemma is almost the same as that of Lemma 5 of [1], thus we
only point out the difference between them. Since c1 ≤ c ≤ c2, the upper bound
|Γ(s)| ≪ (1 + |t|)c−
1
2 e−
π
2
|t|(4.23)
is also available, the main difference is due to a new estimate of
ac(x, δ) =
(
(x − 1)2 + 2x(1 − cos δ)
) c−1
2(4.24)
that
(4.25) ac(x, δ) ≪

max
{
1,
(
log∆
∆
)c−1}
if x ≤ 1 −
log∆
∆
;
(
log∆
∆
)c−1
+ δc−1 if |x − 1| ≤
log∆
∆
;
max
{
xc−1,
(
log∆
∆
)c−1}
if x ≥ 1 +
log∆
∆
.
We obtain this estimate by discussing c in two situations c − 1 ≥ 0 and c − 1 < 0. It
is easy to see from [1] that integrals over x ≤ 1 −
log∆
∆
and x ≥ 1 +
log∆
∆
are due to
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W1, W2 and W4, and one can easily follows the way in [1] to control them. For integral
on 1 −
log∆
∆
≤ x ≤ 1 +
log∆
∆
, we have
W3 ≪
log∆
∆
(
log∆
∆δ
)c+ 3
2
((
log∆
∆
)c−1
+ δc−1
)
≪ǫ ∆
−2c− 3
2T c+
3
2
+ǫ + ∆−c−
5
2T
5
2
+ǫ(4.26)
for any ǫ > 0, which proves the lemma.
4.1. Error with large M,N. In this subsection, we estimate contribution of Z1 in case
one UV < MNT 1−3η. For these Z1, we move the s path of integration to s = c + it with
some constant c > 2 to be specified later. In moving the path of the integration, we cross
poles at s = w with w = 2, 3, · · · , [c]. Since
M1(M,N,U,V, α, β, g,w)≪ q
w(MN)1−w+ǫ (UV)w+ǫ ,(4.27)
the residue at s = w is
Γ(w)Γ(w − α − β)(2π)α+β−w+1 cos(π/2(2w + α + β))e−πi(w+1)/2M1(M,N,U,V, α, β, g,w)
×
∫
Lδ
vs1(v − 1)w−1 exp
(
−
∆2 log2 v
4
)
dv
v
≪w (MN)
1−w+ǫT−10(4.28)
for any w when U,V ≪ T A for some given constant A > 0. Thus all these residues
contribute an error≪w T
−10 log2 T to Z.
On the new path of integration it is trivial that
M1(M,N,U,V, α, β, g, s) ≤ q
c−1
(
UV
MN
)c
MN.(4.29)
Employing this into (4.22), we have by Lemma 4.1 that
Z1(M,N,U,V) ≪ǫ q
c−1
(
UV
MN
)c
MN(∆−2c−
3
2T c+
3
2
+ǫ + ∆−c−
5
2T
5
2
+ǫ).(4.30)
If MN ≥ (UV)
c
c−2 , ie UV ≤ (MN)
c−2
c , we have
Z1(M,N,U,V) ≪ǫ (MN)
−1qc−1
(
∆−cT (c+
3
2
)η+ǫ + ∆−cT
5
2
η+ǫ
)
≪ǫ (MN)
−1∆−1(4.31)
for any c ≥ 2. Thus summing Z1 over M,N,U,V we find that there Z1 contribute an error
≪ǫ ∆
−1 to Z.
If MN ≤ (UV)
c
c−2 then both sums on M and N have ≪ logT terms, that is to say Z
contains ≪ q4 log4 T terms of these Z1. Remembering that UV < MNT
1−3η, we have
from (4.29) that
M1(M,N,U,V, α, β, g, s) ≤ q
c−1T c(1−3η)MN.(4.32)
Substituting this into (4.22), we have by Lemma 4.1 that
Z1(M,N,U,V) ≪ǫ q
c−1T c(1−3η)MN(∆−2c−
3
2T c+
3
2
+ǫ + ∆−c−
5
2T
5
2
+ǫ)
≪ǫ MN(T
−cη+ 3
2
η+2ǫ + T−2cη+
5
2
η+2ǫ)(4.33)
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since log q = o(logT ). Taking ǫ = 1
4
η we have
Z1(M,N,U,V) ≪η MNT
−(c−2)η ≪η (UV)
c
c−2T−(c−2)η.(4.34)
Let U, V ≪ T A for some given constant A > 0. There is certainly a constant cη,A > 2 that
the right-hand side of (4.34)≪ T−1 for any c ≥ cη,A. When take c = cη,A and multiply the
number of Z1, we find that these Z1 contribute an error≪ T
−1 log4 T to Z.
Thus we conclude that if U, V ≪ T A for some constant A > 0, all Z1 in case one
UV < MNT 1−3η contribute an error ≪ǫ ∆
−1 to Z. Thus, to prove the proposition it is
remained to estimate Z1 in case two UV ≥ MNT
1−3η, which limits the upper bound of θ.
We estimate Z1 with (A1) and (B1) of the proposition in the following two subsections
respectively.
4.2. Error with small M,N for (A1). We prove the first part of the proposition in this
subsection by estimating Z1 in case two UV ≥ MNT
1−3η with the condition (A1). It is
obvious that both sums on M and N have ≪ logT terms. Thus the number of Z1 in this
case is ≪ q4 log4 T . To estimate Z1 we move the s path of integration to s = 1/2 + it.
When moving the path, we cross a pole at s = 1 with residue
Γ(1 − α − β)(2π)α+β−1 cos(π/2(2 + α + β))M1(M,N,U,V, α, β, g, 1)
×
∫
Lδ
vs1 exp
(
−
∆2 log2 v
4
)
dv
v
≪η T
−10.(4.35)
Lemma 4.1 indicates that an estimate of Z1 in the new line can be obtained from an
uniformly upper bound of M1 in the same line. With condition (A1) we deduce this
uniformly upper bound from the following lemma.
Lemma 4.2 (Bettin and Chandee [4]). Let αm, βu, γv be complex numbers, where M ≤
m < 2M, U ≤ u < 2U, and V ≤ v < 2V. Then for any ǫ > 0, we have
∑
m
∑
u
∑
(v,u)=1
αmβuγve
(
mu
v
)
≪ǫ ||α|| ||β|| ||γ||
(
1 +
M
UV
) 1
2
×
(
(MUV)
7
20
+ǫ(U + V)
1
4 + (MUV)
3
8
+ǫ(MU + MV)
1
8
)
,
where || · || denotes the L2 norm.
Before using Lemma 4.2, we firstly adjust the expression of M1 in (4.21) as follows
M1(M,N,U,V, α, β, g, s) =q
s−1−α−β
∑′
m∼M
∑′
n∼N
1
ms−α−βns
×
∑
u∼U
(u,q)=1
a(ug)
u1−s+β
e
(
j1 j2u
q
)∑′
v∼V
(u,v)=1
a(vg)
v1−s+α
e
(
−mnu
vq
)
.(4.36)
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Then we employ the lemma with variable changes mn → m, u → u and vq → v in the
above equation. As s = 1/2 + it and UV ≥ MNT 1−3η, we have
M1(M,N,U,V, α, β, g, s)≪ǫ (MNUV)
7
20
+ǫ(U + V)
1
4 + (MNUV)
3
8
+ǫ(MNU + MNV)
1
8
≪ǫ y
33
20T−
7
20
+ 21
20
η+ǫ + y
15
8 T−
1
2
+ 3
2
η+ǫ .(4.37)
Combining this and Lemma 4.1 with c = 1/2 we have
Z1(M,N,U,V) ≪ǫ y
33
20T−
17
20
+ 81
20
η+ǫ + y
15
8 T−1+
9
2
η+ǫ .(4.38)
By counting the number we have that these Z1 contribute an error
≪ǫ q
4 log4 T
(
y
33
20T−
17
20
+ 81
20
η+ǫ + y
15
8 T−1+
9
2
η+ǫ
)
≪ǫ y
33
20T−
17
20
+ 81
20
η+ǫ + y
15
8 T−1+
9
2
η+ǫ(4.39)
to Z, which proves (A1) of the proposition with the help of estimate on contribution of all
Z1 in case one.
4.3. Error with small M,N for (B1). We prove the second part of the proposition in this
subsection by estimating Z1 in case twoUV ≥ MNT
1−3η with condition (B1). In this case,
we move the s path of integration in Z1 to s = c + it with c = η0, where η0 > 0 is a small
constant to be specified later. The residue at the pole s = 1 we cross is the same as one
in the above subsection. Thus we only need to estimate Z1 in the new path, which may
be deduced from an sufficient upper bound of M1. We will deduce the upper bound of
M1 firstly, which spends a lot of space and appears to be tedious, then the estimate of Z1
follows directly from this upper bound (see also the formula (4.98)) and Lemma 4.1.
Recall that
M1(M,N,U,V, α, β, g, s) =q
s−1−α−β
∑′
m∼M
∑′
n∼N
1
ms−α−βns
×
∑
u∼U
(u,q)=1
∑′
v∼V
(u,v)=1
a(ug)a(vg)
u1−s+βv1−s+α
e
(
−mnu + v j1 j2u
vq
)
,(4.40)
where
a(ug) = µ(ug)F (ug) + µ(ug)F1(ug)(F2 ∗ F3)(ug).(4.41)
According to (4.41), we split M1 into two terms
M1 = M10 +M11.(4.42)
with obvious meaning. Then we estimate M10 and M11 in the following subsection re-
spectively.
4.3.1. Estimate of M10. We come to M10 firstly. Due to the separability of F0 and famil-
iar properties of Mo¨bius function we have
M10 ≪ (MN)
−c(UVq)c−1
∑
m∼M
∑
n∼N
∑
v∼V
r(m)r(n)r(v)
∑
u∼U
(u,vqg)=1
µ(u)r∗(u)e
(
−mnu + v j1 j2u
vq
)
.
(4.43)
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Here the functions r are the same as that in [11], which may be different at each occur-
rence but all meet the following condition: r(n) depends on its argument n as well as
g, s, α, β, ji, q,M,N,U, and V , but it has r(n) ≪ǫ n
ǫ for any ǫ > 0 uniformly in all other
arguments. In addition,
r∗(u) = F0(u)u
s−1−βU1−c(4.44)
is also an r function but smooth in its dependency on u, satisfying
d
du
r∗(u)≪ (1 + |s|)u−1r(u)(4.45)
for some r(u), and having the property of separability as F0. It is easy to see that F0 is a
r∗ function and so are other Fi which meet F
′
i (x) ≪
1
x
. Also note that product of two r∗
functions is also a r∗ function. In virtue of the functions r, we have removed the restriction
that m, n to be fixed residues mod q. Thus, by denoting mn by n and MN by N, we may
combine the sums on m and n in U10 to have
M10 ≪ (N)
−c(UVq)c−1|S |(4.46)
with
S =
∑
n∼N
∑
v∼V
r(n)r(v)
∑
u∼U
(u,vqg)=1
µ(u)r∗(u)e
(
−nu + v j1 j2u
vq
)
.(4.47)
Let Ω = U
1
4 . It is easy to see that Ω < U ≪ u for large U. Thus, when using the
Vaughan’s identity
ζ(s)−1 = ζ(s)−1
(
1 − ζ(s)
∑
n≤Ω
µ(n)n−s
)2
+ 2
∑
n≤Ω
µ(n)n−s + ζ(s)
(∑
n≤Ω
µ(n)n−s
)2
(4.48)
to split µ(u), we note that the second term in the right-hand of the above formula does not
contribute anything. That means we actually obtain
µ(u) = c1(u) + c2(u),(4.49)
where
c1(u) =
∑
u1u2u3=u
u1>Ω, u2>Ω
µ(u3)c11(u1)c11(u2)(4.50)
for some function c11(x) ≪ x
ǫ , and
c2(u) = −
∑
u1u2u3=u
u1≤Ω, u2≤Ω
µ(u1)µ(u2).(4.51)
This leads to S = S 1 + S 2 with
S i =
∑
n∼N
∑
v∼V
r(n)r(v)
∑
u∼U
(u,vqg)=1
ci(u)r
∗(u)e
(
−nu + v j1 j2u
vq
)
(4.52)
for i = 1, 2. One may note that S i here are similar to that in [11] but with an extra factor
e
(
j1 j2u
q
)
. This extra factor should be treated in different ways when estimate S 1 and S 2.
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We come to S 1 at first. Group together u3 and the larger of u1 and u2 in (4.50) into a
variable b and naming the other variable a. Then due to the separability of r∗ we split S 1
into≪ǫ y
ǫ sums of the shape
S ′1 =
∑
n∼N
∑
v∼V
r(n)r(v)
∑
a∼A
b∼B
(ab,v)=1
r(a)r(b)e
(
j1 j2ab
q
)
e
(
−nab
vq
)
(4.53)
where U ≪ AB ≪ U and Ω ≤ A ≤ B. We need to separate variables a and b in the
coefficient, however the factor e
(
j1 j2ab
q
)
seems impossibly to be separated. Actually, we
do not separate it but dispel it in the following way. Note that the value of the factor
e
(
j1 j2ab
q
)
depends only on residues of a and b mod q but not the actually value of a and
b mod vq. Thus, when fix the residues of a and b mod q respectively, this factor is a
constant. By classifying a and b according to residues mod q we split S ′1 into q
2 sums of
shape
S ′′1 = C
∑
n∼N
∑
v∼V
r(n)r(v)
∑
a∼A
b∼B
(ab,v)=1
r(a)r(b)e
(
−nab
vq
)
(4.54)
with constant C ≤ 1 decided by residues of a, b mod q. Note that we have also removed
the restriction on sums of a, b to fixed residues mod q above since it can be absorbed by
r(a) and r(b). It is easy to see that S ′′
1
is almost the same to S ′
1
in [11] if we regard vq here
as v. Remember that log q = o(logT ) and UV ≥ NT 1−3η. We can follow the way in [11]
to obtain that
S ′′1 ≪ǫ max(TN, UVq)(yN)
ǫT−
1
2
+ǫy
7
8 ≪ǫ UVT
− 1
2
+3η+2ǫy
7
8(4.55)
by the following lemma.
Lemma 4.3. Suppose that V, B, N, A ≥ 1 and |c(a, n)| ≤ 1. Then for any integer d and
ǫ > 0 ∑
v∼V
∑
b∼B
(b,v)=1
∣∣∣∣∣
∑
n∼N
∑
a∼A
(a,v)=1
c(a, n)e
(
ndab
v
)∣∣∣∣∣
≪ (VBNA)
1
2
+ǫ{(VB)
1
2 + (N + A)
1
4 [VB(N + dA)(V + dA2) + dNA2B2]
1
4 }.
This lemma is Lemma 1 of Deshouillers and Iwaniec [14]. When treating S ′′1 , we
actually use its special case with d = 1, see also Lemma 9 in [11].
Now we come to consider S 2. By (4.51) and the separability of r
∗ we group together
u1 and u2 into a variable a and replace u3 by b to split S 2 into≪ǫ y
ǫ sums of the shape
S ′2 =
∑
v∼V
r(v)
∑
b∼B
(b,vg)=1
r∗(b)
∑
n∼N
r(n)
∑
a∼A
(a,v)=1
r(a)e
(
−nab + v j1 j2ab
vq
)
,(4.56)
where U ≪ AB ≪ U and A ≤ Ω2 = U
1
2 . Note that if A ≥ U
1
4 , S ′
2
reduces to the case S 1.
If A ≤ U
1
4 , we can estimate the sum on b by the Weil’s bound for the Kloosterman sum
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that
∑
b∼B
(b,vg)=1
e
(
lb
v
)
≪ǫ v
1/2(vg)ǫ(l, v)(1 + Bv−1).(4.57)
Since
d
du
r∗(u) ≪ (1 + |s|)u−1r(u),(4.58)
we have by Abel’s summation formula that
∑
b∼B
(b,vqg)=1
r∗(b)e
(
−nab + v j1 j2ab
vq
)
≪ (1 + |s|)(yq)ǫ(Vq)1/2((v j1 j2 − n)a, vq)
(
1 +
B
vq
)
.(4.59)
For aa ≡ 1 (mod vq) it follows that
((v j1 j2 − n)a, vq) = ((v j1 j2 − n), vq)
≤ q((v j1 j2 − n), v)
= q(n, v).(4.60)
Thus we have
S 2 ≪ǫ (1 + |s|)(yNT )
ǫV
1
2
(
1 +
B
vq
)∑
n∼N
∑
a∼A
∑
v∼V
(n, v)
≪ǫ (1 + |s|)(yNT )
ǫANV
1
2 (V + B)
≪ǫ (1 + |s|)(yNT )
ǫ(ANV
3
2 + NUV
1
2 ).(4.61)
For A ≪ U
1
4 , it follows
ANV
3
2 + NUV
1
2 ≪ Ny
7
4 ,(4.62)
which indicates that
S 2 ≪ǫ (1 + |s|)(TN)(yNT )
ǫT−1y
7
4 ≪ǫ (1 + |s|)UVT
−1+3η+ǫy
7
4(4.63)
as UV ≥ NT 1−3η. In conclusion, we have in any case
S 2 ≪ǫ (1 + |s|)UV
(
T−
1
2
+3η+2ǫy
7
8 + T−1+3η+ǫy
7
4
)
.(4.64)
Thus we conclude from above upper bounds of S i for i = 1, 2 that
S = S 1 + S 2 ≪ǫ (1 + |s|)UVT
ǫ+3η
(
T−
1
2 y
7
8 + T−1y
7
4
)
(4.65)
for any ǫ > 0. Then it follows immediately by employing (4.46) with c = η0 that
M10 ≪ (N)
−η0 (UVq)η0−1|S | ≪ǫ (1 + |s|)
(
UV
N
)η0
T ǫ+3η
(
T−
1
2 y
7
8 + T−1y
7
4
)
≪ǫ (1 + |s|)T
ǫ+3η+2η0
(
T−
1
2 y
7
8 + T−1y
7
4
)
.(4.66)
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4.3.2. Estimate of M11. We now come to M11. Note that
µ(ug)(F2 ∗ F3)(ug) = 0(4.67)
for (u, g) > 1. When (u, g) = 1, due to the separability of F2 and F3, (F2 ∗ F3)(ug) can be
separated to finite terms of the form (F2 ∗ F3)(g) · (F2 ∗ F3)(u). Since
µ(g)(F2 ∗ F3)(g) ≪ g
ǫ ≪ T ǫ ,(4.68)
we have
M11 ≪ T
ǫ(N)−c(UVq)c−1|S|,(4.69)
where
S =
∑
n∼N
∑
v∼V
r(n)r(v)
∑
u∼U
(u,vqg)=1
r∗(u)µ(u)(F2 ∗ F3)(u)e
(
−nu + v j1 j2u
vq
)
.(4.70)
Here
r∗(u) = F1(u)u
s−1−βU1−c,(4.71)
which is also a r∗ function and marked by r∗ again. We have combined sums on m and n
to one variable, also denoted by n, in (4.70) as we did in M10.
When U ≤ y
3
4 , a trivial estimate gives that
S≪ NUV ≪ UVT−1+3ηy
7
4 .(4.72)
That means that we only need to estimate these S with U > y
3
4 . Thus we always assume
U > y
3
4 in the following.
The difference between S here and S in M10 is the additional factor (F2 ∗ F3)(u). Thus
we need to separate µ(u)(F2 ∗ F3)(u) as µ(u) in M10. Note that
µ(u)(F2 ∗ F3)(u) =
∑
u1u2=u
(u1 ,u2)=1
µ(u1)µ(u2)F2(u1)F3(u2)
=
∑
u1u2=u
µ(u1)µ(u2)F2(u1)F3(u2)
∑
d|(u1,u2)
µ(d)
=
∑
d2 |u
µ(d)
∑
u1u2=u/d
2
(u1,d)=1, (u2 ,d)=1
µ(u1)µ(u2)F2(du1)F3(du2).(4.73)
Employing this with properties of Fi into (4.70), we have
S≪T ǫ
∑
d2≪U
∣∣∣∣∣∣
∑
n∼N
∑
v∼V
r(n)r(v)
×
∑
u1∼U1
(u1 ,vqdg)=1
∑
u2∼U2
(u2 ,vqdg)=1
µ(u1)F2(u1)r
∗(u1)µ(u2)r
∗(u2)e
(
−nd2u1u2 + v j1 j2d2u1u2
vq
)∣∣∣∣∣∣(4.74)
with U/d2 ≪ U1U2 ≪ U/d
2. Then we estimate S by classifying them in the following
three cases:
• dU1 ≥ Uy
− 3
4 and dU2 ≥ Uy
− 3
4 ;
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• dU1 < Uy
− 3
4 ;
• dU2 < Uy
− 3
4 .
We firstly treat such S, denoted by S′, with dUi ≥ Uy
− 3
4 for i = 1, 2. We also remove
the factor e
(
j1 j2d2u1u2
q
)
by fixing residues of d, u1 and u2 mod q, which splits S into not
more than q3 terms. It follows
S
′ ≪ T ǫ
∑
d2≪U
∑
v∼V
∑
u1∼U1
(u1 ,vd)=1
∣∣∣∣∣
∑
n∼N
∑
u2∼U2
(u2 ,vd)=1
r(n)r(u2)e
(
−nd2u1u2
vq
)∣∣∣∣∣.(4.75)
We assume that U2 ≤ U1 since the other case can be treated in the same way. Then by
Lemma 4.3 we have
S
′ ≪ T ǫ
∑
d2≪U
(NVU1U2)
1
2
{
(VU1)
1
2 + (N + U2)
1
4 [VU1(N + d
2U2)(V + d
2U22) + d
2NU21U
2
2]
1
4
}
≪ T ǫ
∑
d2≪U
( ∑
(α1 ,α2,α3,α4,α5)∈E
dα1Nα2Vα3U
α4
1
U
α5
2
)
1
4 ,
(4.76)
where
E = {(0,2, 4, 4, 2), (0, 4, 4, 3, 2), (2, 4, 3, 3, 4), (2, 3, 4, 3, 3),
(4, 3, 3, 3, 5), (2, 2, 4, 3, 4), (4, 2, 3, 3, 6)}.(4.77)
Remember that d2U1U2 ∼ U. When denote A = dU2 we have Uy
− 3
4 ≤ A ≪ U
1
2 . Note
that
α4 + α5 − α1 ≥ 4(4.78)
for all possible value happened in E. Thus we have
S
′ ≪ T ǫ
∑
d2≪U
d−1
( ∑
(a,n,u,v)∈E′
AaNnUuVv
)
1
4
≪ T ǫ
( ∑
(a,n,u,v)∈E′
AaNnUuVv
)
1
4(4.79)
with
E′ = {(−2,2, 4, 4), (−1, 4, 3, 4), (1, 4, 3, 3), (1, 2, 3, 4),
(3, 2, 3, 3), (2, 3, 3, 3), (0, 3, 3, 4)}.(4.80)
The set E′ is the same as E given by formula (90) in [11]. One may note that the last
two elements of them are different, it is possible due to a misprint in [11]. By employing
N ≤ UVT−1+3η, A ≪ U
1
2 and U,V ≤ y, we can treat every term with a ≥ 0 directly and
obtain that
AaNnUuVv ≪ U4V4T−2+12ηy
7
2(4.81)
for all terms in E′ since y ≤ T
4
7 . For a < 0, employing A ≥ Uy−
3
4 we have
A−2N2U4V4 ≪ U4V4T−2+6ηy
7
2(4.82)
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and
A−1N4U3V4 ≪ U4V4T−4+12ηy
27
4 .(4.83)
Thus we conclude that
S
′ ≪ǫ UVT
− 1
2
+ǫ+3ηy
7
8 .(4.84)
We now consider S with dU1 < Uy
− 3
4 , ie. dU2 ≥ y
3
4 . We split the Mo¨bius function to
two terms as in (4.49) that
µ(u2) = c
′
1(u2) + c
′
2(u2),(4.85)
where c′
i
(n) are defined as ci(n) but with Ω replaced by Ω
′ = Uy−
3
4d−1. This leads to
S = S1 +S2 where
Si ≪ T
ǫ
∑
d2≪U
∣∣∣∣∣
∑
n∼N
∑
v∼V
r(n)r(v)
∑
u1∼U1
(u1 ,vqdg)=1
∑
u2∼U2
(u2 ,vqdg)=1
r(u1)c
′
i(u2)r
∗(u2)e
(
−nd2u1u2 + v j1 j2d2u1u2
vq
)∣∣∣∣∣.
(4.86)
To treat S1, note that
c′1(u2) =
∑
u21u22u23=u2
u21>Ω
′ ,u22>Ω
′
µ(u23)c
′
11(u21)c
′
11(u22)(4.87)
with some function c′11(x) ≪
1
xǫ
. Grouping together u1, u23 and the larger of u21 and u22
into a variable b and renaming the other variable as a, we see that S1 is split into≪ǫ y
ǫ
sums of the shape
S
′
1 ≪ T
ǫ
∑
d2≪U
∣∣∣∣∣
∑
n∼N
∑
v∼V
r(n)r(v)
∑
a∼A
(a,vqdg)=1
∑
b∼B
(b,vqdg)=1
r(a)r(b)e
(
−nd2u1u2 + v j1 j2d2u1u2
vq
)∣∣∣∣∣(4.88)
where U/d2 ≪ AB ≪ U/d2 and Uy−
3
4d−1 ≤ A ≤ B. Due to the fact that both A and B are
not less than Uy−
3
4d−1, we can treat S′
1
the same as S′ above. By (4.84), this means that
S
′
1 ≪ǫ UVT
− 1
2
+ǫ+3ηy
7
8 .(4.89)
For S2, the treatment is based on the Weil’s bound. Remember that
c′2(u2) = −
∑
u21u22u23=u2
u21≤Ω
′,u22≤Ω
′
µ(u21)µ(u22).(4.90)
When grouping together u21, u22, d
2 and u1 into a variable a and replacing u23 by b, we
see that S2 is split into≪ǫ y
ǫ sums of the shape
S
′
2 ≪ T
ǫ
∑
d2≪U
∣∣∣∣∣
∑
n∼N
r(n)
∑
v∼V
r(v)
∑
a∼A
(a,vq)=1
r(a)
∑
b∼B
(b,vqdg)=1
r∗(b)e
(
−nd2ab + v j1 j2d2ab
vq
)∣∣∣∣∣(4.91)
where U/d2 ≪ AB ≪ U/d2 and A ≤ Ω′3. Note that Ω′4 = U4y−3d−4 ≤ Ud−2 ≪ AB, that
means B≫ Ω′. Now if A ≫ Ω′, thenS′2 actually reduces toS
′ above. If A ≪ Ω′, also by
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using the Weil’s bound and the Abel’s summation formula for the Kloosterman sum over
b, we obtain that
S
′
2 ≪ǫ (1 + |s|)T
ǫV
1
2
(
1 +
B
Vq
) ∑
d2≪U
∑
n∼N
∑
a∼A
∑
v∼V
((v j1 j2 − n)d2a, vq).(4.92)
Similarly as (4.60) we have
((v j1 j2 − n)d2a, vq) ≤ q(n, v).(4.93)
Since log q = o(logT ), it follows
S
′
2 ≪ǫ (1 + |s|)T
ǫV
1
2
∑
d2≪U
(
1 +
B
Vq
)∑
n∼N
∑
a∼A
∑
v∼V
(n, v)
≪ǫ (1 + |s|)T
ǫ
∑
d2≪U
(ANV
1
2 (V + B)).(4.94)
Due to A ≪ Ω′ ≤ Uy−
3
4d−1 and U/d2 ≪ AB ≪ U/d2, we get
S
′
2 ≪ǫ (1 + |s|)T
ǫ
(
y−
3
4NUV
3
2
∑
d2≪U
d−1 + NUV
1
2
∑
d2≪U
d−2
)
≪ǫ (1 + |s|)UVT
−1+3η+ǫy
7
4(4.95)
since N ≤ UVT−1+3η and U,V ≤ y.
It is remained to treat S with dU2 < Uy
− 3
4 , that is to say dU1 ≥ y
3
4 . If F2 is separable
in F, we can treat it the same as the case dU1 < Uy
− 3
4 . If F2 is separable in
{
F : F (x) ≪ǫ
xǫ , F (x) = 0 for x ≥ y
3
4
}
, it vanishes since F2(du2) = 0 in (4.73).
We conclude that
S ≪ǫ (1 + |s|)UVT
−1+3η+ǫy
7
4 + UVT−
1
2
+3η+ǫy
7
8(4.96)
in all cases. Then it follows immediately by using (4.69) with c = η0 that
M11 ≪ǫ (N)
−c(UVq)c−1|S| ≪ǫ (1 + |s|)
(
UV
N
)η0
T ǫ+3η
(
T−
1
2 y
7
8 + T−1y
7
4
)
≪ǫ (1 + |s|)T
ǫ+3η+2η0
(
T−
1
2 y
7
8 + T−1y
7
4
)
.(4.97)
With the help of the estimate on M10 obtained in last subsection, it follows that
M1 ≪ǫ (1 + |s|)T
ǫ+3η+2η0
(
T−
1
2 y
7
8 + T−1y
7
4
)
.(4.98)
Combining this and Lemma 4.1 with c = η0 we have
Z1 ≪ǫ T
2ǫ+3η+2η0
(
T−
1
2 y
7
8 + T−1y
7
4
)(
∆−2η0−
3
2T η0+
3
2
+ǫ + ∆−η0−
5
2T
5
2
+ǫ
)
≪ǫ y
7
8T−
1
2+
11
2 η+4ǫ + y
7
4T−1+
11
2 η+4ǫ .(4.99)
When counting the number≪ q4 log4 T , we observe that these Z1 contribute an error
≪ǫ y
7
8T−
1
2
+ 11
2
η+ǫ + y
7
4T−1+
11
2
η+ǫ(4.100)
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to Z. Then (B1) of the proposition follows from this and the estimate on contribution of
Z1 in case one in Section 4.1. Thus we complete proofs of the proposition and Theorem
1.1.
5. Application to the proportion of critical zeros
Suppose that log q = o(logT ) and χ is a Dirichlet character with q its modular. Let
Q(x) be a real polynomial satisfying Q(0) = 1 and Q′(x) = Q′(1 − x), and define
V(s) = Q
(
−
1
L
d
ds
)
L(s, χ).(5.1)
The well known Levinson’s method for Dirichlet L-function yields the inequality (see
also [11] and Appendix A in [12])
κ(χ) ≥ 1 −
1
R
log
(
1
2T
∫ T
−T
|Vψ(σ0 + it)|
2dt
)
+ o(1),(5.2)
where σ0 = 1/2−R/L, and R is a positive constant to be chosen later. Actually, if Q(x) is
a linear polynomial, the inequality gives a lower bound for the proportion of simple zeros
κ∗(χ). As in section 3 of [1], we have the integral in (5.2) that
1
2T
∫ T
−T
|Vψ(σ0 + it)|
2dt ∼ Q
(
−d
daα
)
Q
(
−d
dbβ
)
I(α, β, χ)
∣∣∣∣∣
aα=bβ=−R
.(5.3)
We choose a mollifier of the form
ψ(s) =
∑
n≤y
χ(n)a(n)nσ0−1/2
ns
(5.4)
where y = T θ with θ = 4
7
− ǫ and
a(n) = µ(n)
(
P1
(
log y/n
log y
)
+ P2
(
log y/n
log y
) ∑
p|n, p≤y3/4
P
(
log p
log y
))
(5.5)
with P1, P2, P are real polynomials that meet P1(0) = P2(0) = P(0) = 0 and P1(1) = 1.
Theorem 1.1 yields that to estimate I(α, β, χ) it suffices to consider Σ(α, β). Denote
F( j, s) =
∏
p| j
(
1 −
1
ps
)
,(5.6)
then we have
Σ(α, β) =
∑
h,k≤y
a(h)a(k)
h1+αk1+β
χ0(hk)(h, k)
1+α+β
=
∑
j≤y
j−1F( j, 1 + α + β)χ0( j)E(α, j)E(β, j)(5.7)
with
E(α, j) =
∑
h≤y/ j
a(h j)χ0(h)
h1+α
.(5.8)
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To estimate Σ(α, β), we need the following lemmas, which may be proved similarly as
the corresponding results for the Riemann zeta-function, see also [2, 8, 17, 21].
Lemma 5.1. Let χ0 be the principle character mod q and P be a real polynomial with
P(0) = 0. Suppose that
G =
∑
n≤y/ j
(n, j)=1
µ(n)
n1+α
χ0(n)P
(
log y/n j
log y
)
.(5.9)
Then we have
G =
1
F(q j, 1 + α, χ0)
(
αP
(
log y/ j
log y
)
+
1
log y
P′
(
log y/ j
log y
))
+ O
(
(log log y)3F1(q j, 1 − 2δ)
log2 y
)
+ O
(
(log log y)3F1(q j, 1 − 2δ)
log y
(
j
y
)δ/M)
(5.10)
uniformly in j ≤ y, log q = o(log y) and α ≪ 1
log y
. Here F( j, s) is defined by (5.6),
F1( j, s) =
∏
p|d(1 + 1/p
−s), δ = 1/ log log y and M is a absolute constant.
Proof. Note that χ0(n) = 1 for (n, 1) = 1 and vanishes otherwise, which means
G =
∑
n≤y/ j
(n,q j)=1
µ(n)
n1+α
P
(
log y/n j
log y
)
.(5.11)
Then one may prove the lemma the same as Lemma 10 in [8] with F( j, s) replaced by
F(q j, s).
Lemma 5.2. Let f (p) = 1 + O(p−c), c > 0 and f (n) =
∏
p|n f (p). If P is a polynomial
and χ0 denotes the principal character modula q ≥ 1, we have, for any integer k ≥ 0,∑
n≤y
µ2(n)χ0(n)
n
f (n) logk
y
n
=
φ(q)
q
· P f · (k + 1)
−1 logk+1 y + Ok(log
k y),(5.12)
where
P f =
∏(
1 +
χ0(p)( f (p) − 1)
p + 1
)(
1 −
χ0(p)
p2
)
.(5.13)
In the special case
f (p) =
1 − p−1−α−β
(1 − p−1−α)(1 − p−1−β)
,(5.14)
it follows P f = 1 + O(L
−1) for α, β≪ L−1.
Proof. If regards µ2(n)χ0(n) as µ
2(n) in the proof of Lemma 3.11 in [17], one can prove
the k = 0 case almost the same as [17]. The only difference is due to following equation∑
r≤y
χ0(r)
r
=
φ(q)
q
log y + O(1)(5.15)
used at last. For k ≥ 1 it follows by using the Abel summation with k = 0 case.
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Lemma 5.3. Let δ, δ′ ≥ 0 and δ + δ′ ≤ c < 1. Further let F1( j, s) =
∏
p|d(1 + 1/p
−s) as
before. Then for any positive integer r we have
(5.16)
∑
n≤y
(n,q)=1
µ2(n)
n1−δ
F1(n, 1 − δ
′)r =
Oc,r(log y) if δ = 0,Oc,r(yδ/δ) if δ > 0.
Proof. For δ = 0, it is a directly result of Lemma 5.2; For δ > 0, it is a trivial bound.
In this subsection estimate is uniformly in j ≤ y and α ≪ 1/L. Recall the expression
of E(α, j) with a(h j) given by (5.5). By separating the sum
∑
p|h j to
∑
p| j +
∑
p|h we have
E(α, j) =µ( j)
∑
h≤y/ j
(h, j)=1
u(h)χ0(h)
h1+α
(
P1
(
log y/h j
log y
)
+ P2
(
log y/h j
log y
) ∑
p|h j, p≤y3/4
P
(
log p
log y
))
=µ( j)
∑
h≤y/ j
(h, j)=1
u(h)χ0(h)
h1+α
P1
(
log y/h j
log y
)
+ µ( j)
∑
p≤min(y/ j, y3/4)
(p,q j)=1
µ(p)P
(
log p
log y
)
p1+α
∑
h≤y/p j
(h,p j)=1
u(h)χ0(h)
h1+α
P2
(
log y/h j
log y
)
+ µ( j)
∑
p|i
p≤y3/4
P
(
log p
log y
) ∑
h≤y/ j
(h, j)=1
u(h)χ0(h)
h1+α
P2
(
log y/h j
log y
)
.(5.17)
Thus we denote
E(α, j) = E1(α, j) + E2(α, j) + E3(α, j)(5.18)
with obvious meaning. Denote that
Vi(aα, t) = aαθPi(t) + p
′
i(t)(5.19)
and
W2(aα, t) =
∫ min(t, 3
4
)
0
e−aαθu
P(u)
u
V2(aα, t − u)du.(5.20)
Using Lemma 5.1 we get
E1(α, j) =L
−1 µ( j)
F(q j, 1 + α)
V1
(
aα,
log y/ j
log y
)
+ O(A1) + O(B1),(5.21)
E2(α, j) = − L
−1 µ( j)
F(q j, 1 + α)
W2
(
aα,
log y/ j
log y
)
+ O(A2) + O(B2)(5.22)
and
E3(α, j) =L
−1 µ( j)
F(q j, 1 + α)
V2
(
aα,
log y/ j
log y
) ∑
p| j
p≤y3/4
P
(
log p
log y
)
+ O(A3) + O(B3)(5.23)
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with
Ai ≪
(log log y)4F1(q j, 1 − 2δ)
log2 y
(
1 +
∑
p| j
P
(
log p
log y
)
+
∑
p≤y/ j
F1(p, 1 − 2δ)P
(
log p
log y
)
p
)
(5.24)
and
Bi ≪
(log log y)4F1(q j, 1 − 2δ)
log y
(
j
y
)δ/M(
1 +
∑
p| j
P
(
log p
log y
)
+
∑
p≤y/ j
F1(p, 1 − 2δ)P
(
log p
log y
)
p1−δ/M
)(5.25)
for all i = 1, 2 and 3 since 1≪ pα ≪ 1 and F1(p j, 1− 2δ) = F1(p, 1− 2δ)F1( j, 1− 2δ) for
(p, j) = 1. In evaluation of E2, we firstly use
∑
(p,q j)=1 =
∑
p −
∑
p|q j to remove the coprime
condition on the p sum, then estimate the first term by Lemma 3.6 (Mertens Theorem)
and move the second term to error terms due to the fact that
∑
p|q j log p/p ≪ log log y.
Employ (5.21)-(5.23) into (5.7) to separate Σ(α, β) to finite terms with obvious mean-
ing. Each term contains a sum on j and possible sums on prime variabls. We firstly
consider these terms containing Ai or Bi in Σ(α, β) , which contains a sum on a prime vari-
able at most. If the term does not contain a sum on prime variable, we estimate it directly
by Lemma 5.3; Otherwise, by interchanging the order of sums we can make it true that
the innermost sum is on j and other sums are on primes variables. As j is square free, if
the term contains two sums on prime variables, we should employ the formula∑
p1 | j
∑
p2 | j
=
∑
p| j
+
∑
p1 p2 | j
p1,p2
(5.26)
before interchanging the order. Since (q, j) = 1 and q1+α = 1 + O(L−1), we have
F(q j, 1 + α) = F(q, 1 + α)F( j, 1 + α) and F(q, 1 + α) =
φ(q)
q
(1 +L−1).
As F( j, 1 + α)±1 = O(F1( j, 1 − δ)) for all α ≪ 1/L, using Lemma 5.3 to the innermost
sum and employing
∑
p≤y
P
(
log p
log y
)
p
≪ 1 and
∑
p≤y
F1(p, 1 − 2δ)P
(
log p
log y
)
p
≪ 1(5.27)
deduced from Lemma 3.6 (Mertens Theorem) to other sums, we find that these terms
contribute an error≪ (log log y)7 log−2 y to Σ(α, β).
By employing main terms of Ei(α, j) and Ei(β, j) in the sum of Σ(α, β) in (5.7) we have
Σ(α, β) ∼
q2
φ(q)2
L−2
∑
j≤y
µ2( j)χ0( j)F( j, 1 + α + β)
jF( j, 1 + α)F( j, 1 + β)
G(α, y, j)G(β, y, j),(5.28)
where
G(α, y, j) = V1
(
aα,
log y/ j
log y
)
+V2
(
aα,
log y/ j
log y
) ∑
p| j
p≤y3/4
P
(
log p
log y
)
+W2
(
aα,
log y/ j
log y
)
(5.29)
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and G(β, y, j) has similar expression. Then we can split it into nine terms and evaluate it
term by term. If a term does not contain a sum on prime variable, we evaluate it directly
by Lemma 5.2; If a term contains sums on prime variables, by interchanging the order of
sums we can also make it true that the innermost sum is on j and the others are on prime
variables. Also, the formula ∑
p1 | j
∑
p2 | j
=
∑
p| j
+
∑
p1 p2 | j
p1,p2
(5.30)
should be employed at first when the term contains two sums on prime variables. Then
we evaluate the innermost sum on j by Lemma 5.2 with q replaced by qp and qp1p2
respectively according to the number of sums on prime variables it contained. The outer
sums on prime variables can be estimate by Lemma 3.6 (Mertens Theorem) one by one.
After doing these we actually have
Σ(α, β) =
∑
1≤i1 ,i2≤3
Σi1i2(aα, bβ) + O
(
(log log y)7 log−2 y
)
,(5.31)
where Σi1i2(aα, bβ) denote the main term of the sum on Ei1(α, j)Ei2(β, j). Then we have
Σi1i2(aα, bβ) = Σi2i1(bβ, aα) with
Σ11(aα, bβ) =
q
φ(q)
·
1
θL
∫ 1
0
V1(aα, 1 − t)V1(bβ, 1 − t)dt,(5.32)
Σ12(aα, bβ) = −
q
φ(q)
·
1
θL
∫ 1
0
V1(aα, 1 − t)W2(bβ, 1 − t)dt,(5.33)
Σ22(aα, bβ) = −
q
φ(q)
·
1
θL
∫ 1
0
W2(aα, 1 − t)W2(bβ, 1 − t)dt,(5.34)
Σ13(aα, bβ) =
q
φ(q)
·
1
θL
∫ 3
4
0
P(t)
t
dt
∫ 1−t
0
V1(aα, 1 − t − t1)V2(bβ, 1 − t − t1)dt1,(5.35)
Σ23(aα, bβ) = −
q
φ(q)
·
1
θL
∫ 3
4
0
P(t)
t
dt
∫ 1−t
0
W2(aα, 1 − t − t1)V2(bβ, 1 − t − t1)dt1
(5.36)
and
Σ33(aα, bβ) =
q
φ(q)
·
1
θL
{∫ 3
4
0
P(t)2
t
dt
∫ 1−t
0
V2(aα, 1 − t − t1)V2(bβ, 1 − t − t1)dt1
+
∫ 3
4
0
P(t)
t
dt
∫ min( 3
4
,1−t)
0
P(t1)
t1
dt1
∫ 1−t−t1
0
V2(aα, 1 − t − t1 − t2)V2(bβ, 1 − t − t1 − t2)dt2
}
.
(5.37)
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5.1. Proof of Theorem 1.2. We have from (5.2), (5.3) and Theorem 1.1 that
κ ≥ 1 −
1
R
log
(
Q
(
−d
daα
)
Q
(
−d
dbβ
)
Σ(β, α) − e−aα−bβΣ(−α,−β)
θ(aα + bβ)
)∣∣∣∣∣
aα=bβ=−R
.(5.38)
Then we substitute main terms of (5.32)-(5.37) into above formula by (5.31), also use
Mathematica with the following choices of parameters. With θ = 4
7
− ǫ, R = 1.3,
Q(x) = 1 − .642x − 1.227(x2/2 − x3/3) − 5.178(x3/3 − x4/2 + x5/5),
P1(x) = x − .617x(1 − x) − .125x
2(1 − x) − .148x3(1 − x)
P2(x) = x,
P(x) = 1.155x − 1.564x2 + .177x3,
we have κ(χ) > .4172. To get κ∗(χ) > .4074 we take R = 1.116,
Q(x) = 1 − 1.032x,
P1(x) = x − .525x(1 − x) − .183x
2(1 − x) − .085x3(1 − x),
P2(x) = x,
P(x) = .838x − .938x2 − .084x3.
Thus we prove Theorem 1.2.
Remark. If take the coefficients in a more general form as Feng’s coefficients
a(n) = µ(n)
(
P0
(
log y/n
log y
)
+
∑
1≤k≤K
Pk
(
log y/n
log y
) ∑
p|n, p≤y3/4
(
log p
log y
)k)
,(5.39)
we can improve the theorem slightly to
κ(χ) > .417277 and κ∗(χ) > .407475(5.40)
with K = 3.
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