In this paper, a robust MPC for constrained discrete-time nonlinear system with additive uncertainties is presented. This controller uses a terminal cost, a terminal constraint and nominal predictions. The terminal region and the constraints on the states are computed to get robust feasibility of the closed loop system for a given hound on the admissible uncenainties. Furthermore, it is proved that the closed-loop system is input-to-state stable with relation to the uncenainties. Therefore, the closed-loop system evolves towards a compact set where it is ultimately bounded. In case of decaying uncertainties, the closed-loop system is asymptotically stable. The convergence of the closed loop system is guaranteed despite the suhoptimality of the solution.
Introduction
The Moving Horizon or Model Predictive Control has hecome a preferred control strategy in academia and in the process industry. The reasons of this success include the constraints handling and the optimal criteria in the computation of the control action. Underlying control theoretic problems on linear MPC [ 2 ] and on nonlinear MPC [9] are well studied.
If the system is uncertain, then the stability, and probably, the feasibility of the nominal Mpc may he lost. Due to the receding horizon policy, the feedback loop provides some degree of robustness to the closed loop system ([121, [5] ). In order to achieve robustness, the controller must stabilize the system for all possible realizations of the uncertainty. Several robust MPC techniques have been proposed some of them are based on a nominal prediction as in (IO] In this paper, a robust MPC for constrained discrete-time nonlinear systems with additive uncenainties is presented. This controller is formulated as the standard MPC [9] , that is, with a fixed prediction horizon, a terminal cost and a terminal constraint and based on nominal predictions. The terminal region is substituted by a more conservative one, in a similar way to the one proposed in [IO] . The controller proposed in this paper is formulated for additive uncertainties merely hounded and the control law is not a dual-mode one, i.e. the commutation to a local control law is not required. Furthermore, constraints on the states are tackled by restricting the constraint set in order to get robust satisfaction of the constraint.
The terminal region and the constraints on the states are computed to get robust feasibility of the closed loop system and a hound on the admissible uncertainties is obtained.
Note that the computational burden is not increased by a p plying the proposed technique. Furthermore, it is proved that the closed-loop system is input-to-state stable with relation to the uncertainties. Therefore, the closed-loop system is asymptotically stable in case of decaying uncertainties. In case of not decaying unceltainties, the closed-loop system evolves towards a compact set where it is ultimately bounded. The convergence of the closed loop system is guaranteed despite the suboptimality of the solution.
The paper is organized as follows: in section 2, some preliminary results are posed, then the robust MPC strategy is presented. In section 3, some definitions and results in input-to-state stability are presented, following with stability and input-to-state stability analysis of the proposed MPC. An illustrative example is shown in next section, finishing with some conclusions.
Preliminary results

System description
Consider an uncertain nonlinear discrete-time system given by
where xk E IR" is the state of the system and uk E IR"' is the control vector at sample time k. The vector wk E R I ' is the uncertainty which is modeled as additive and it is hounded in a compact set W that contains the origin,
Notice that the additive uncertainty can model perturbed systems and a wide class of model mismatches. Take into account that these ones might depend on the state and on the input of the system: consider a real plant *,+I = P(x,,.,) then the additive uncertainty can be taken as
The only assumption on W is that it is bounded. This kind of model uncertainty has been used in previous papers about
The system is subject to constraints on the state and on the control action
where X is a closed set and LI a compact set, both of them containing the origin. The model given by xk+l =f(xk>Uk) It is worth remarking that the Lipschitz continuity of a function does not depend on the chosen norm in (6), but the value of the Lipschitz constant does.
2.2
Computing a bound on the effect of uncertainty Since there are mismatches between the real system and the nominal model, the predicted evolution using the nominal model might differ from the real evolution of the system. In order to consider this effect in the controller synthesis, a bound on the difference between the predicted and the real evolution is given in the following Iemma.
Lemma 1 Consider a system (1) such that assumption 1 is satisfied. Consider that the admissible set of uncertainties W is boundedby yin s-norm i.e. forall w, E W , llwklls 5 y.
Then,for a given sequence of inputs, the difference beween the nominal prediction of the state P(k + jlk) and the real state of the system x , +~ is bounded by nhere Lr is the Lipschirz constant of the nominal system in s-norm.
Prnof
By using the triangle inequality and the Lipschitz condition of the model we get that
Notice that the computed bound may be over-conservative due to the global nature of the Lipschitz constant used. This hound can be reduced considering the following procedures. 2 Adding a precompensator: Let us consider a feedback structure given by uk = K.x, + vk. then the system can he rewritten as
The controller K can he computed to reduce the Lipschitz constant of the system. Note that this is related to the attenuation of the disturbances provided by a feedback structure. This idea has been used to reduce the conservativeness of the open-loop nature of the predictions in MPC [I].
3. Using local approximations: The global nature of the Lipschitz constant makes the computed hound overconservative. This effect can he reduced using local approximations of the Lipschitz constant or using alternative procedures to compute the local hound at each sample time as in [6] where interval arithmetic is used.
3 Robust MPC strategy
Consider the finite horizon MPC optimization problem, which is stated as follows Taking into account that the optimal minimizer u;(xk)only depends on xk. and the receding horizon policy, the control law is given by uk = KMpc(xk) = u*(klk).
Restricted Constraint on the state
The satisfaction of the constraint on the state along the prediction horizon depends on the future realization of the uncertainties. On the assumption of additive uncenainty and Lipschitz continuity of the nominal model, it is possible to compute a hound on the future effect of the uncertainty on the system, as it has been stated in subsection 2.2. Then, by considering this effect on the state constraint on the nominal prediction, it is possible to guarantee that the evolution of the real state of the system will he admissible for all time.
Before tackling the point at stake it is necessary to define the following set operation. Let Xj he the set given by
where E$ is defined as
It is easy to show that if f ( k + ilk) E X, then, the real state will satisfy the constraint xk+j E X . This is an immediate consequence of (7) and the definition of the Ponuyagin difference of sets. Therefore, the set X j is used as the pointwise constraint on state set in the MPC problem (8) since it guarantees the satisfaction of the constraint on the states (3) for all admissible realization of the uncertainties. .This idea is related to the robustness constraint defined for Linear systems in [3] where the Kolmanovski set is subtracted to the state constraint set X .
The following lemma is useful for the stability proof.
Lemma2 L e f x E X j + I a n d l e f y e IR"suchthafIlx-ylls< L!. y, fhen y E X?
Proof:
Let us consider e j E B',. and let us denote z = x -y + e j . It is clear that
thus, z E B F ' . Taking into account that x E X j + ] . we have that y + cj = x + i E X , V e j E B',, which yields t o y E X j . where @ is a set given by @ = { x € IR" : V ( X ) 5 a} such that Once the set CD is computed, the terminal consuaint set C2 is given by the following assumption: b) P(k + Nlk) E n: First, it is going to be shown that
Assumption 4 yields to L(k + N -1 Ik) E 0 and hence, applying the local conuoller,L(k+Nlk) E R.
c) f ( k + j l k ) E X j : Considering that
Note that an ISS system is asymptotically stable in ah-
sence of input or if the input is decaying. If the input is merely bounded then the evolution of the system is ultimately hounded in a set which size depends on the bound of the input. I l a ( k + j l k ) -P ( k + j l k -l ) l l , 5~: .~ and iF(k), we find by recursion that
by lemma 2 we get that b(k + j l k ) E Xj.
Sinceb(k+N-IIk) €@PXN-,,thepredictedstate
is feasible for j = N -1, and hence the proof is completed.
Theorem 2 (Input-to-state stability) Let a system be described by ( I ) subject to (3) and (4 
uncertainties. Substituting for these expressions in (13) and considering that .fN-l E 0, from assumption 3 we get that For a prediction horizon N = 5, the bound of the uncertainty to guarantee closed-loop system stability using the MPC controller is 0.1364. Therefore, the closed-loop systemisstableforIAil< 1.364,i= 1,Z. Infig.1 itisshownthe evolution of the closed-loop system with A, = A2 = 1.364.
+V(ZN)
Note that, since the uncertainly is decaying, the closed-loop system is asymptotically steered to the origin.
In figure 2 the satisfaction of the constraint on state despite uncertainty is shown. The system is constrained tax, 5 0.6.
Depicted by a dashed line it is shown the evolution without considering the uncertainties on the constraint on the state.
If they are considered as it is proposed in this paper, then the evolution of the system satisfies the constraint as it is shown depicted by a solid line. 
Conclusions
In this paper, a robust MPC controller for constrained discrete-time nonlinear systems with additive uncertainties is presented. This strategy follows the general formulation of the M P C it is based on the nominal prediction of the states, and consider a terminal cost and a terminal constraint on the state. Assumptions on the design parameters of the MPC controller are given in order to guarantee robust constraints satisfaction. Input-to-state stability of the closed loop system is also achieved. Furthermore, conversence under suboptimality is shown.
The design is based on the computation of the bound on the mismatch between the nominal prediction and the uncertain evolution of the system. Since it is based on the Lipschitz continuity of the system, and considering the open-loop nature of the predictions, over-conservative bounds may be obtained. Some procedures to reduce it are shown.
