Abstract. Conditions for the uniform convergence in probability on the interval [0, T ] of wavelet decompositions of Orlicz stochastic processes of exponential type are found in the paper.
Introduction
In this paper we present the conditions for the uniform convergence in probability of wavelet decompositions of Orlicz stochastic processes of exponential type. The uniform convergence of wavelet decompositions of nonrandom functions is considered in the book [6] . Some problems related to the uniform convergence with probability one and in probability of wavelet decompositions of stochastic processes are studied in the papers [7, 8, 11, 12] for various spaces of random variables.
We consider a strictly Orlicz stochastic process X = {X(t), t ∈ R} of exponential type. We derive its wavelet decomposition in terms of continuous wavelet functions: η jk ψ jk (t).
We find sufficient conditions for the uniform convergence of these decompositions in probability to the original stochastic process X(t). Namely, we find conditions under which The paper consists of four sections. Section 2 contains necessary definitions of wavelet analysis and a theorem on the convergence of the wavelet decomposition to the original process in the norm of the space L 2 (R). In Section 3, we provide some notions of the theory of Orlicz stochastic processes. Section 4 contains conditions for the uniform convergence in probability of wavelet decompositions of Orlicz stochastic processes of exponential type.
Wavelet decompositions of stochastic processes
Let φ = {φ(x), x ∈ R} and ψ = {ψ(x), x ∈ R} be two functions of the space L 2 (R) and let φ(y) be the Fourier transform of φ:
Assume that
with period 2π and such that φ(0) = 0,
and φ(y) is continuous at the origin. In this case, the function φ(x) is called an f -wavelet. Let ψ(x) be the inverse Fourier transform of the function ψ(y) satisfying the following functional equality:
Then the function
It is known that the family of functions {φ 0k ; ψ jk , j = 0, 1, 2, . . . ; k ∈ Z} is an orthonormal basis in the space L 2 (R) (see, for example, [3, 4] ). Any function f (x) ∈ L 2 (R) can be represented in the form
Representation (7) is called the wavelet decomposition.
The series (7) converge in the norm of the space L 2 (R), that is,
The integrals determining α 0k and β jk are well defined for functions in L 1 (R) or for those in some other spaces. Thus representation (7) may, in fact, hold for a larger class of functions than the space L 2 (R). Let {Ω, F, P} be a standard probability space. Let X = {X(t), t ∈ R} be a stochastic process and let E X(t) = 0. Representation (7) can be proved for stochastic processes whose trajectories belong to the space L 2 (R) with probability one. However, many stochastic processes do not possess this property. For example, the trajectories of stationary processes do not belong to L 2 (R).
We study a representation for X(t) similar to (7), namely
where the integrals
are understood in the mean square sense. We prove the uniform convergence of the wavelet decomposition (9) for the following approximation:
Below we state Theorem 2.1 containing some sufficient conditions for the convergence in the norm of the space L 2 (Ω) of wavelet decompositions. The proof of this result can be found in [7] . If
3. Exponential type stochastic processes from Orlicz spaces
Let {Ω, F, P} be a standard probability space.
Definition 3.2 ([1]). Let U (x) be an arbitrary C-function. A family of random variables
is a Banach space with respect to the Luxemburg norm
is called an Orlicz space of exponential type if it is generated by a function
, Orlicz spaces of exponential type are denoted by Exp ϕ (Ω), while the norms in these space are denoted by · Exp ϕ .
Definition 3.4 ([1]
). Let T be a set of parameters. We say that a stochastic process
belongs to a space L U (Ω) if, for all t ∈ T, the random variable X(t) belongs to the space L U (Ω).
Definition 3.5 ([14]). We say that X(t) ∈ L U (Ω) is a strictly Orlicz stochastic process if there is a constant
C T such that, for all t 1 , t 2 , . . . , t n ∈ T and for all c 1 , c 2 , . . . , c n ∈ R, n k=1 c k X(t k ) U < C T E n k=1 c k X(t k ).
Theorem 3.2. Let T = [0, T ] and let
be a sequence of separable stochastic processes from an Orlicz space L U (Ω). Assume that
1) there exists an increasing function σ such that σ(h) → 0 as h → 0 and
2) the processes X n (t) converge in probability as n → ∞ to a separable process X(t) for all points t; 3) for all ε > 0, the integral
Then the processes X n (t) and X(t) are continuous and X n (t) → X(t) as n → ∞ uniformly in probability on T.
This result follows from the bound
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Lemma 3.1. Let the function σ(u) in (11) be given by
and let U (x) = exp{ϕ(x)} − 1. Then condition (12) holds if
Proof. Indeed,
Then the integral in (12) is estimated as follows: 
4) the following two integrals are well defined:
where 0 < β ≤ 1 and 0 ≤ α ≤ 1; 5) the following integrals exist:
Proof. Assumption 2) of Theorem 3.2 follows from Theorem 2.1. In view of Lemma 3.1, assumption (13) implies condition 3) of Theorem 3.2. Now we check that condition (11) holds for the representation X n,k j (t) and the function
Since X(t) is a strictly Orlicz stochastic process, X n,k j (t) is also a strictly Orlicz process (see [14] ). Thus we need to check the inequality
where B is a certain constant. We have
Now we estimate S 2 . A similar method applies to S 1 . Indeed,
First we consider E η jk η jl . Applying the Parseval equality, we get
Note that
In the next transformation we use integration by parts, assumptions 1), 2), and 5) of the theorem, and the inequality
where
To estimate the difference |ψ jl (t) − ψ jl (s)|, we use equality (14) . Then
Hence
To estimate the latter integral, we use the inequality
(see, for example, [13] ). We estimate the second term of the latter integral as follows:
In the next transformation, we apply assumptions 1) and 4) of Theorem 4.1 and the inequalities
From these results we have
The first term of the same integral (we call it I 1 ) can be estimated similarly. First we use the inequality
Now the first part of the integral is estimated as follows:
Taking into account the bounds (18) and (19), we obtain (20)
where c ψ = (c 2 + 4c 1 )/(4π). Therefore, for the case where l = 0 and k = 0, we have that
The series on the right hand side converges if β > 0.
The case of l = 0, k = 0 can be treated similarly. Thus
Similar reasoning is applied in the case of k = 0, l = 0. Hence
Using the bounds (21), (23), and (24), we get (25)
An analogous method is applied to
Namely, we estimate |E ξ 0k ξ 0l | in the case of k = 0, l = 0:
Similarly to (20) we derive the bound
Consider the case of k = 0, l = 0:
In the case of l = 0, k = 0, we have |E ξ 00 ξ 0k | ≤ A φ 1 /|k|. From the inequality (17) we get
whence we deduce that To complete the proof, we use Theorem 2.1, where X n,k j (t) → X(t) in the mean square sense as n → ∞ and k j → ∞ for j = 0, 1, . . . . Then relation (32), Theorem 3.2, and Lemma 3.1 imply that X n,k j (t) → X(t) uniformly in probability in the interval [0, T ] as n → ∞ and k j → ∞ for j = 0, 1, . . .
Concluding remarks
We have obtained sufficient conditions for the uniform convergence in probability in an interval [0, T ] of wavelet decompositions of strictly Orlicz stochastic processes of exponential type. We plan to apply these results for studying the rate of convergence of wavelet decompositions of strictly Orlicz stochastic processes.
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