In this paper, the author propose a new hash algorithm called cascade hashes. It uses three levels of hash tables, and higher level hashes work as fail-safes of lower level hashes. By this strategy, it could effectively reduce collisions in hash insertion. Thus it gains a constant worst case lookup time with a relatively high load factor(70%-80%) in random experiments. The mathematical basis is also analyzed.
Introduction
Hash table is a common data structure used in large set data storage and retrieval. It has an O(1) lookup time on average, but the worst case lookup time can be as bad as O(N)(N is the size of the hash table). Such a time variation is essentially caused by possibly many collisions during keys' hashing. In this paper, we present a cascade hash table which consists of three hash tables with different size. The author nicknames them as Monastery, Convent and Sanctuary. After constant probes, if an item can't find a free "cell"(slot) in Monastery, it will try to find a cell in Convent, or subsequently in Sanctuary. With this simple strategy, three hash tables will have descendent load factors, therefore descendent collision probabilities. So finally the probability that the item cannot find an empty cell in any hash table is slight. This enables the whole hash table to reach a high load factor with constant probes in random generated test set, before an "unsatisfiable" item(i.e., an item for which we cannot find a free slot in restricted probes) appears.
Implementation and mathematical analysis
In the implementation of cascade hashes, we use double hashing in every level of hash. We limit the number of probes in each level to 4. In turn, the hash table size is half of its preceding hash table. If an item can't find a free cell in Monastery in 4 probes, it will probe in Convent, and if still with bad luck, it turns to search Sanctuary. If an "unsatisfiable" item appears, the hash table will be enlarged and rehashed. The lookup procedure is similar to the insertion procedure. Clearly, insertion and lookup both take at most 12 probes, so the time complexity of cascade hashes is O(1). Now we analyze the state changing of the hashes. For simplicity, we assume the distribution of occupied cells is uniform, i.e., if we randomly pick up a cell, then the probability that it is occupied is the load factor L of the hash table. We also assume that the probe sequence is totally random. Now assume that after we insert n items into the hash table, the load factors of Monastery, Convent and Sanctuary are L Mn , L Cn , L Sn , respectively. When a new item comes, the probability that it can't find a free cell in Monastery is P 1 n+1 = L 3
Mn . If this happens, it try to search Convent. The probability that it can't find an empty room is P 2 n+1 = L 3
Cn . If still no free room is found, it turns to search Sanctuary. The probability that it can't find an empty cell is P 3 n+1 = L 3
Sn . So if an item can't find an empty cell in any hash table, the probability is
Sn . Now we analyze the relations between L Mn , L Cn and L Sn . Firstly we ignore Sanctuary and items in it because it's relatively small. With this simplification, an item will be put into Convent iff it can't find a room in Monastery. So the number of items I C n+1 in Convent after i+1 insertions will have expectation:
Mn ). So we get:
Similarly, we have:
.
These values are hard to compute. By experiments on random data sets, we get the result as in Table 1 . n: the number of items in hash table when the first "unsatisfiable" item appears Table 1 : Experiment result
From Table 1 , we can see that when hash tables are "full"(not really full, but we cannot insert a new item into it in restricted probes), n M /N M is around 0.95, n C /N C is 0.64 ∼ 0.72, but n S /N S is only 0.06 ∼ 0.09. So if a new item comes, the probability that it can't find an empty room in any hash table is not bigger than 0.95 4 × 0.72 4 × 0.09 4 = 0.000014.
Given a one level hash table, assume it has a load factor of 76%, then it will take at least log 0.76 0.000014 = 41 probes on average to obtain the same small "unsatisfiability" as cascade hashes, which is the basis of a high load factor. But cascade hashes just makes 12 probes meanwhile.
Conclusion
In this paper, we introduce a new hash algorithm -cascade hashes. It uses three levels of hashes, in every level, we use double hashing to probe an empty slot for a newly inserted item. Smaller hashes work as fail-safes of bigger hashes. The idea is simple, but it exceeds the performance of ordinary one level hash table surprisingly.
It is possible to achieve even better performance by adding more levels to the hash table. But the total probe count will increase. We can also change the probe count to find the balance between speed and load factor(apparently, if the probe count is increased, we could reach a higher load factor). The effectiveness of these variations still requires verification of future experiments.
