

















































































図2.1　Classification with labeled images.

























































































































用いられた CNNの構造を表 4.1 に示す。畳み込み，プーリング層を 5層，全結合層を 3層つな
げた，計 8層からなる深い層をもつネットワークにより高い分類精度を実現している。この研究で























Name Patch Stride Output map size Activation function
Input - - 224×224×3 -
Convolution1 11×11 4 55×55×96（48×48） ReL
Convolution2 5× 5 1 27×27×256（128×128） ReL
Max-pooling1 3×3 1 13×13×384（192×192） -
Max-pooling2 3×3 1 13×13×384（192×192） -
Max-pooling3 3×3 1 13×13×256（128×128） -
Fullyconnected1 - - 1×1×4,096 ReL
Dropout - - 1×1×4,096 -
Fullyconnected2 - - 1×1×4,096 ReL
Dropout - - 1×1×4,096 -








図5.1　Classification with proposed method.




































トとした。具体的には図 6.2 に示すように 1隻の小袖屛風画像に対し，縦に 40，横に 30 分割して
得られた 1,200 枚のうち，80 × 80 画素に満たないサイズの画像を除いた 1,141 枚を得た。この分割







て，菊のモチーフにおける代表画像と類似画像を図 6.4 ～図 6.8，松のモチーフにおける代表画像と
類似画像を図 6.9 ～図 6.13 に示す。小袖屛風画像中に現れる菊のモチーフは，その描かれ方が小袖
屛風の構図や時代背景によって大きく異なり，図 6.4 ～図 6.8 に示す通り，代表画像によってGoogle















図6.6　Example representation image of kiku 3 and similar images.
図 6.5　Example representation image of kiku 2 and similar images.
図 6.4　Example representation image of kiku 1 and similar images.
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図6.7　Example representation image of kiku 4 and similar images.
図 6.8　Example representation image of kiku 5 and similar images.




図6.10　Example representation image of matsu 2 and similar images.
図 6.11　Example representation image of matsu 3 and similar images.


















本実験では研究［3］で提案されているNesterov’s Gradient Descent（NAG）を用いた。 回目























































な実験設定を表 6.3 に示す。実験に用いた深層学習のネットワークは表 6.2 と同様である。
6.4.2　実験結果・考察













図6.15　Accuracy of neighborhood space.
図 6.16　Experiment 2.
表 6.1　Experiments setting 1.
表 6.2　Network structure.
Classification motif size 50
Representation image size of 1 motif 1
Similar images from each representation images 300




Weight decay coefficient 0.005
The percentage of vanishing neurons 50%
Name Patch Stride Output map size Activation function
Input - - 80× 80×3 -
Convolution1 5× 5 1 76×76×15 ReL
Max-pooling1 2×2 1 38×38×15 -
Convolution2 5× 5 1 34×34×30 ReL
Max-pooling2 2×2 1 17×17×30 -
Fullyconnected1 - - 1×1×8,000 ReL
Dropout - - 1×1×8,000 -
Fullyconnected2 - - 1×1×50 -
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Classification motif size 50
Representation image size of 1 motif 1
Similar images from each representation images 300




Weight decay coefficient 0.005
The percentage of vanishing neurons 50%





図6.19　Examples of motif classification 1.
図 6.20　Examples of motif classification 2.



























フの中で，代表画像に用いていない画像 51 枚とした。詳細な実験設定を表 6.4 に示す。
実験に用いた深層学習のネットワークは表 6.2 と同様である。
表6.4　Experiments setting 3.
Classification motif size 50
Representation image size of 1 motif 5
Similar images from each representation images 60




Weight decay coefficient 0.005
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A Neighbor Space Learning by Similar Image for the Easing of Sparsity
With the development of advanced image classification applications, the improvement of learn-
ing accuracy is more required. Recently, the feature extraction and learning methods for improving 
classification accuracy are progressing. In especially, deep learning approaches attract significant 
attention.
The CNN（convolutional neural network） is widely used in deep learning for image data. When 
learning, it needs to use a massive number of image data with labels as a supervisor. However, if the 
number of labeled data is not sufficient, it fails to classify unknown data because it cannot cover the 
whole space of data. Especially the labeling works which require specialist skill takes high cost; it 
cannot expect to prepare an enough dataset. To overcome the limitation, a high-precision classifica-
tion method from the small dataset is required.  
This study proposes a new learning method with small labeled data and its neighbor space. This 
method collects the neighbor samples with representative data in labeled data and learn its neigh-
bor space as a cluster. The experiment results show the technique enables to learn sparse space as 
a cluster space effectively and can allow classification of the motif of Kosode  byobu image.
Key words: CNN, similar image retrieval, image classification, sparse space
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