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Let [Xn]n=1 be a sequence of free, identically distributed random variables with
common distribution +. Then there exist sequences [Bn]n=1 and [An]

n=1 of
positive and real numbers, respectively, such that sequence of random variables
X1+ } } } +Xn
Bn
&An
converges in distribution to the semicircle law if and only if the function
H+( y)=|
[&y, y]
t2 d+(t)
is slowly varying in Karamata’s sense. In other words, the free domain of attraction
of the semicircle law coincides with the classical domain of attraction of the
Gaussian. We prove an analogous result for normal domains of attraction in the
sense of Linnik.  1996 Academic Press, Inc.
1. INTRODUCTION
Many results in recent years have corroborated the idea that the theory
of free random variables is a suitable framework for a noncommutative
analogue of classical probability. The key concept in this theory is the
notion of freeness, which is one of the possible types of independence for
noncommuting random variables. As in classical probability the concept of
independence gives rise to the classical convolution, here the concept of
freeness leads to a binary operation on the probability measures on the real
line, namely, the free additive convolution. Given two probability measures
on the real line, their free additive convolution is uniquely determined as
the distribution of the sum of free real random variables having those laws.
A surprising number of noncommutative counterparts of classical weak
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limit results hold for free additive convolution, for instance, the charac-
terizations of infinitely divisible and stable laws [2, 3, 9, 10, 11, 12], the
weak law of large numbers [1, 8], and the central limit theorem [9, 12].
Nonetheless we should stress that these results are not mere translations in
the noncommutative settings of classical arguments, but involve genuinely
new ideas and techniques. Following this pattern, in this paper we provide
a characterization of the laws satisfying the central limit theorem com-
pletely analogous to the classical one. The quite striking consequence of
this fact is that a law satisfies the free central limit theorem if and only if
it satisfies the classical central limit theorem, i.e., the domain of attraction
of the normal law and the domain of attraction of the semicircle law (the
noncommutative analogue of the normal law) coincide.
2. PRELIMINARIES AND NOTATION
To fix terminology, we recall in this section some definitions and results
from [3]. A W*-probability space (A, {) consists of a complex non-
commutative unital von Neumann algebra A with a normal faithful trace {.
As usual we identify A with ?(A), where ? is a faithful representation of A
on a Hilbert space. A (real) random variable is a selfadjoint operator X
affiliated with A (i.e., the spectral projections of X belong to A). Thus it
is possible to associate to a random variable X a probability measure +X
on the real line R, called the distribution of X, by +X={ b EX , where EX is
the spectral measure of X. Free additive convolution of probability
measures on R was introduced in [12] (see also [15] for a detailed presen-
tation of the subject). Namely, given two measures + and &, there exist two
free random variables (in the sense of [12]) X and Y such that +=+X and
&=+Y , and the free additive convolution of + and &, denoted by +  &, is
defined to be the distribution of X+Y. In the sequel, let C denote the
complex field, C+ and C& the upper and lower half plane, respectively,
and set
1:=[z=x+iy # C : y>0 and |x|<:y],
1:, ;=[z # 1: : y>;],
where : and ; are positive numbers. Given a probability measure + on R,
its Cauchy transform G+ : C+  C& is defined as the expectation of the
resolvent of the operator X associated to +, to wit,
G+(z)=|
+
&
1
z&t
d+(t), z # C+.
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The Cauchy transform is analytic and
lim
z # 1:
|z|  
zG+(z)=1
for every :>0. In fact this property characterizes an analytic function
G: C+  C& as the Cauchy transform of a probability measure + on R. It
is useful for our purposes to introduce the reciprocal of the Cauchy trans-
form, F+(z)=1G+(z), which maps C+ to C+. From the characterization of
G+(z), it is clear that
lim
z # 1:
|z|  
F+(z)
z
=1 (2.1)
for every :>0. By the Nevanlinna representation, an analytic function
F: C+  C+ can be written as
F(z)=a+bz+|
+
&
1+tz
t&z
d_(t), z # C+,
for some positive finite measure _ on R, some a # R, and some b0. Thus
from (2.1) the function F+ has a Nevanlinna representation of the form
F+(z)=a+z+|
+
&
1+tz
t&z
d_(t), z # C+. (2.2)
for some positive finite measure _ on R, and some a # R. It is also clear
from (2.2) that
IF+(z)Iz, z # C+.
For every :>0 there exists ;>0 such that F+ has an inverse (relative to
composition) F &1+ defined on 1:, ; . Obviously if 1:, ; /domain (F
&1
+ ), then
IF &1+ (z)Iz, z # 1:, ; .
Thus it is possible to define a function ,+ : 1:, ;  C& (with ;=;(:)),
which is uniquely determined by the measure +, as
,+(z)=F &1+ (z)&z, z # 1:, ; .
The function ,+ , sometimes called the ,-function of +, plays a central role
in free probability, similar to the role played by the characteristic function
in classical probability. Indeed, given two probability measures +1 and +2 ,
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we have ,+=,+1+,+2 if +=+1  +2 . This surprising result was first proved
by Voiculescu [13] for compactly supported measures, and was later
extended by Maassen [9] for measure of finite variance, and finally by
Bercovici and Voiculescu [3] for general measures. The following proposi-
tion from [1, 3], which describes the dependence of ,+ , on +, will be a
crucial tool for our purposes.
Proposition 2.1. Let [+n]n=1 be a sequence of probability measures
on R. The following assertions are equivalent:
(i) the sequence [+n]n=1 converges weakly to a probability measure +;
(ii) there exist :, ;>0 such that the sequence [,+n]

n=1 converges
uniformly on the compact subsets of 1:, ; to a function ,, and ,+n(z)=o( |z| )
uniformly in n as z  , z # 1:, ; ;
(iii) there exist :$, ;$>0 such that the functions ,+n are defined on
1:$, ;$ for every n, limn   ,+n(iy) exists for every y>;$, and ,+n(iy)=o( y)
uniformly in n as y  .
Moreover, if (i) and (ii) are satisfied, we that ,=,+ in 1:, ; .
3. SLOWLY VARYING FUNCTIONS
Let us first introduce some notation. Let f and h (# R or C) depend on
a parameter x which tends, say, to a. Then we write f th ( f=o(h)) as
x  a, if fh  1 ( fh  0) as x  a.
Definition 3.1. A measurable function l: [0, +)  [0, +] is said
to be slowly varying (in Karamata’s sense) if there exists y00 such that
l(( y0 , +))/(0, +), and for every t>0,
lim
y  
l(ty)
l( y)
=1.
A measurable function r: [0, +)  [0, +] is said to be regularly
varying of index \ if it is of the form r( y)= y\l( y), with l slowly varying.
We denote by R\ the class of regularly varying functions of index \ (R0 is
the class of slowly varying functions). Analogously, a positive sequence
[hn]n=1 is said to be slowly varying if, for every k=1, 2, 3, ...,
lim
y  
hkn
hn
=1.
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Not all slowly varying sequences extend to slowly varying functions;
however, if hn is a slowly varying sequence such that hn+1 hn  1, then
there exists l # R0 such that l(n)=hn , moreover, l can be chosen to be
continuous (see [5], Proposition 1.3.4 and Theorem 1.9.8).
It is easy to see that if l # R0 , the following hold:
(i) (l( y)): # R0 for all : # R;
(ii) l( y+t)tl( y) as y   for all t0;
(iii) For all =>0
lim
y  
y=l( y)=, lim
y  
y&=l( y)=0.
We now recall some remarkable properties of this class of functions
(for a complete treatise on the subject see [5]).
P1. Representation theorem. A function l=[0, +)  [0, +]
belongs to R0 if and only if it is of the form
l( y)=c( y) exp \|
y
x
=(t)
t
dt+ ( yx),
for some x>0, where c( y) and =( y) are measurable, c( y)  c #
(0, +), =( y)  0 as y  .
P2. If l # R0 it is possible to find a positive sequence [Bn]n=1 such
that Bn   as n  , and for every y>0,
n
B2n
l(Bn y)t1 (n  ).
P3. Uniform convergence. If l # R0 then
l(ty)tl( y) ( y  )
uniformly in t on each compact set K/(0, +).
P4. If l # R0 , x is so large that l( y) is locally bounded in [x, +) and
:>&1, then
|
y
x
t:l(t) dtt
1
:+1
y:+1l( y) ( y  ).
P5. If l # R0 , :<&1, then
lim
y   |
+
y
t:l(t) dt<,
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and
|
+
y
t:l(t) dtt&
1
:+1
y:+1l( y) ( y  ).
P6. Asymptotic inversion. If f # R\ with \>0, there exists g # R1\
with
f (g( y))t g( f ( y))ty ( y  ).
We would just like to sketch the proof of (P2) which we did not find in
the literature. Indeed, by Proposition 1.3.4 in [5], we can assume that l is
continuous. So (P2) is a direct consequence of the fact that y&2l( y)  0 as
y  .
In the sequel we will use the following notation. For x>y0, we denote
Iy=[&y, y], 2y=(&, & y) _ ( y, +), and 2y, x=(&x, & y) _ ( y, x).
Further, given a positive measure + on R and :0, we define
+(:)=|
+
&
t: d+(t),
provided that the above integral exists, i.e., converges absolutely (we some-
times write with abuse of notation +(:)< to mean that the integral
exists). We also denote by Var[+] the variance of +.
Definition 3.2. For a finite positive measure + on R we introduce the
functions /+ , H+ and L+ : [0, +)  [0, +) by
/+( y)= y2+(2y),
H+( y)=|
Iy
t2 d+(t),
and
L+( y)=|
+
&
y2t2
y2+t2
d+(t).
Notice that H+( y), L+( y)>0 for y large enough if and only if +{:$0 ,
:0, where $0 is the Dirac measure at zero. Moreover it is clear that
H+( y) and L+( y) are increasing in y, and using the monotone convergence
theorem and the dominated convergence theorem, it is easy to see that
H+( y) and L+( y) are bounded if and only if + has finite variance; in which
case H+( y), L+( y)  +(2) as y  . It is a well-known fact that H+ # R0 if
and only if /+( y)=o(H+( y)) as y   (see, e.g., Theorem VIII.9.2 in [6]).
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Proposition 3.3. Given a finite positive measure + on R, H+ # R0 if and
only if L+ # R0 . In this case H+( y)tL+( y) as y  .
Proof. It is clear that L+( y)H+( y)+/+( y). Suppose now that either
H+ or L+ is slowly varying. Then for every n1,
L+( y)
H+( y)
=
Cn( y)
H+( y) \|Iy
n2y2t2
n2y2+t2
d+(t)+|
2y
n2y2t2
n2y2+t2
d+(t)+ ,
where Cn( y)t1 as y  . Now
|
Iy
n2y2t2
n2y2+t2
d+(t)
n2
n2+1
H+( y),
moreover, integrating by parts, we get
|
2y
n2y2t2
n2y2+t2
d+(t)
= lim
x   |2y, x
n2y2t2
n2y2+t2
d+(t)
= lim
x   \
n2
n2+1
/+( y)&
n2y2
n2y2+x2
/+(x)+|
x
y
2n4y4
t(n2y2+t2)2
/+(t) dt+
=
n2
n2+1
/+( y)+|
+
y
2n4y4
t(n2y2+t2)2
/+(t) dt

n2
n2+1
/+( y).
Therefore
Cn( y)
n2
n2+1 \1+
/+( y)
H+( y)+
L+( y)
H+( y)
,
from where we get
Cn( y)
n2
n2+1

L+( y)
H+( y)+/+( y)
1.
Hence
n2
n2+1
lim inf
y  
L+( y)
H+( y)+/+( y)
lim sup
y  
L+( y)
H+( y)+/+( y)
1.
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Letting n   we conclude that
L+( y)tH+( y)+/+( y) ( y  ). (3.1)
If H+( y) # R0 the result follows at once from (3.1), since in that case
/+( y)=o(H+( y)) as y  . Assume then that L+ # R0 . The equality
H+( y)+/+( y)=|
+
&
fy(t) d+(t),
where
fy(t)={ t
2
y2
if |t |y,
if |t |>y,
leads to
(H+(2y)+/+(2y))&(H+( y)+/+( y))
=|
[&2y, &y] _ [ y, 2y]
(t2&y2) d+(t)+3y2+(22y)
3y2+(22y)
= 34 /+(2y).
By (3.1), dividing both sides of the above equation by L+(2y), we finally get
that /+( y)=o(L+( y)) as y  , which implies the result. K
If H+ # R0 then + (:)< for all :<2 (cf. Theorem 2.6.4 in [7]). Thus a
direct consequence of Proposition 3.3 is the following result.
Corollary 3.4. Let + be a finite positive measure on R. If L+ # R0 , then
+(:)< for all :<2.
The next technical lemma will be needed to prove Proposition 3.6.
Lemma 3.5. Let + be a finite positive measure on R. Then if L+ # R0 it
follows that
lim
y  
1
L+( y) |
+
&
yt3
y2+t2
d+(t)=0.
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Proof. If L+( y) is bounded + has finite variance, and the proof of the
lemma is carried out by the dominated convergence theorem. Assume then
that L+( y)   as y  . We have that
} |
+
&
yt3
y2+t2
d+(t) }|Iy
y |t | 3
y2+t2
d+(t)+|
2y
y |t | 3
y2+t2
d+(t)

1
y |Iy |t |
3 d+(t)+y |
2y
|t | d+(t). (3.2)
Select =>0. Since by Proposition 3.3 /+( y)=o(L+( y)) as y  , there
exists n>0 such that /+( y)L+( y)<=4 for all yn. For the first term of
the right-hand side of (3.2), integration by parts yields
1
y |Iy |t |
3 d+(t)=&/+( y)+
3
y |
y
0
/+(t) dt
3
y |
y
0
/+(t) dt. (3.3)
By (P4),
3
y |
y
0
/+(t) dt=
3
y |
n
0
/+(t) dt+
3
y |
y
n
/+(t) dt

3n3+(0)
y
+
3=
4y |
y
n
L+(t) dt
=
3n3+(0)
y
+
3=
4
C( y) L+( y),
where C( y)t1 as y  . For the second term of the right-hand side of
(3.2), again integrating by parts,
y |
2y
|t | d+(t)= lim
x  
y |
2y, x
|t | d+(t)
= lim
x   \/+( y)&
y
x
/+(x)+y |
x
y
/+(t)
t2
dt+
=/+( y)+y |
+
y
/+(t)
t2
dt.
By (P5), for yn,
y |
+
y
/+(t)
t2
dt
=y
4 |
+
y
L+(t)
t2
dt=
=
4
K( y) L+( y),
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where K( y)t1 as y  . Combining (3.3) and (3.4), and recalling that
/+( y)=o(L+( y)) as y  ,
lim sup
y  
1
L+( y) } |
+
&
yt3
y2+t2
d+(t) }
lim sup
y   \
3n3+(0)
yL+( y)
+
3=
4
C( y)+
/+( y)
L+( y)
+
=
4
K( y)+
==.
Letting =  0, we finish the proof. K
We conclude this section with a proposition which provides a relation
between a probability measure + on R and the measure _ that appears
in the Nevanlinna representation of F+ . We say that a probability measure
+ on R is non-degenerate if +{$c , c # R, where $c is the Dirac measure
at c.
Proposition 3.6. Let + be a non-degenerate probability measure on R
whose reciprocal of the Cauchy transform is given by (2.2). Then H+ # R0
if and only if either H_ # R0 or H_=0. In this case the following hold:
+(1)=_(1)&a; (3.5)
and
H+( y)&(+(1))2tH_( y)+_(0) ( y  ). (3.6)
Proof. The fact that + is non-degenerate implies that _ is not the zero
measure. Suppose first that H+ # R0 (in particular this implies that + has
finite mean). By Proposition 3.3,
IG+(iy)=&|
+
&
y
y2+t2
d+(t)
=&
1
y
+
1
y3
L+( y)
=&
1
y
+
1
y3
H+( y)+
1
y3
o(H+( y)) ( y  ).
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Moreover by Lemma 3.5
RG+(iy)=&|
+
&
y
y2+t2
d+(t)
=&
+(1)
y2
+
1
y3 |
+
&
yt3
y2+t2
d+(t)
=&
+(1)
y2
+
1
y3
o(H+( y)) ( y  ).
Thus
|G+(iy)| 2=
1
y2
+
(+(1))2&2H+( y)
y4
+
1
y4
o(H+( y)) ( y  ).
So, defining V+( y)=H+( y)&(+(1))2 (notice that V+ # R0 as well), we have
the following estimates:
IF+(iy)=
&IG+(iy)
|G+(iy)|2
= y+
1
y
V+( y)+
1
y
o(V+( y)) ( y  ), (3.7)
RF+(iy)=
RG+(iy)
|G+(iy)| 2
=&+(1)+
1
y
o(H+( y)) ( y  ). (3.8)
Since
IF+(iy)= y+
1
y
L_( y)+|
+
&
y
y2+t2
d_(t),
and
lim
y   |
+
&
y2
y2+t2
d_(t)=_(0),
from (3.7) we get
lim
y  
V+( y)
L_( y)+_(0)
=1.
Hence either L_ # R0 or L_( y)=0 for every y, and by Proposition 3.3, we
conclude that V+( y)tH_( y)+_(0) as y   (in particular, if L_=0, + has
finite variance, and Var[+]=_(0)). Finally (3.8) yields
&+(1)=a+ lim
y   |
+
&
(1& y2) t
y2+t2
d_(t)=a&_(1)
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by the dominated convergence theorem. Conversely, suppose that H_ # R0
(and so by Proposition 3.3 L_ # R0) or H_=0 (and so L_=0). Then,
defining a~ =a&_(1),
F+(z)=a~ +z+|
+
&
1+t2
t&z
d_(t), z # C+.
Thus,
IF+(iy)= y+|
+
&
y(1+t2)
y2+t2
d_(t)= y+
_ (0)+L_( y)
y
+
1
y
o(1) ( y  ),
and, by the dominated convergence theorem,
RF+(iy)=a~ +|
+
-
t+t3
y2+t2
d_(t)=a~ +
1
y
o(1) ( y  ).
Thus
|F+(iy)|2= y2+2_(0)+2L_( y)+a~ 2+o(1) ( y  ),
and we get
IG+(iy)=&
IF+(iy)
|F+(iy)|2
=&
1
y
+
_(0)+a~ 2+L_( y)
y3
+
1
y3
o(1) ( y  ),
which implies
y3 \IG+(iy)+1y+=L+( y)t_ (0)+a~ 2+L_( y) ( y  ).
So L+ # R0 , and the result follows from Proposition 3.3. K
The following corollary, which extends Proposition 2.2 in [9], is an
immediate consequence of Proposition 3.6.
Corollary 3.7. Let + be a probability measure on R whose reciprocal
of the Cauchy transform is given by (2.2). Then + has finite variance if
and only if _ has finite variance. In this case +(1)=_(1)&a, and Var[+]=
_(0)+_(2).
Proof. If +=$c then _ is the zero measure, a=&c, and the result is
obvious. If + is non-degenerate, the result comes directly from (3.5), and
applying the monotone convergence theorem to (3.6). K
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4. THE CENTRAL LIMIT THEOREM
The central limit theorem for free additive convolution was first proved
in [12] by Voiculescu for compactly supported measures. In the identically
distributed situation, the theorem states that, given a sequence [Xn]n=1 of
free identically distributed random variables with a compactly supported
common distribution + with standard deviation b>0, the random variable
(X1&+(1))+ } } } +(Xn&+(1))
- n b
converges in distribution (as n  ) to the so-called semicircle law #0, 1 .
Actually, in this compact support case a stronger form of convergence was
shown to hold [4]. The semicircle law #a, b , for a0 and b>0 is defined
as follows:
d#a, b(t)={
1
2?b2
- 4b2&(t&a)2 dt if t # [a&2b, a+2b],
0 otherwise.
This result was extended by Maassen [9] to measures of finite variance. In
[10] we proved the converse of this fact for a particular class of probability
measures, precisely, -infinitely divisible measures (see [3]). The semi-
circle law was first encountered by Wigner [16], when he studied the
distribution of the eigenvalues of large symmetric random matrices with
independent Gaussian entries. An explanation of the appearance of the
semicircle law in that situation was provided by Voiculescu [14]. Indeed,
he showed that scaled sums of such matrices are asymptotically free, and
the semicircle law appears as a consequence of the central limit theorem.
Thus the semicircle law seems to play a universal role in free probability,
similar to the role played by the normal law in classical probability. Notice
also that, like the normal law, the semicircle law is completely determined
by its mean and its variance. Indeed # (1)a, b=a and Var[#a, b]=b
2. A simple
calculation shows that
,#a, b(z)=a+
b2
z
,
from where we get
,#a1, b1+,#a2, b2=,#a1+a2, - b21+b22 ,
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which implies
#a1, b1  #a2 , b2=#a1+a2 , - b21+b22 ,
(the similarity with the classical convolution of the corresponding normal
laws is apparent). In order to state our results we need some preliminary
definitions. Let [Xn]n=1 be a free sequence of random variables with
common distribution + in a W*-probability space, and let [Bn]n=1 and
[An]n=1 be sequences of positive and real numbers, respectively. Set
Zn=Zn(+, Bn , An)=
X1+ } } } +Xn
Bn
&An .
Notice that, since we are interested in the distribution of Zn , we do not
emphasize the dependence of Zn on the particular choice of the sequence
[Xn]n=1 , which in fact does not affect +Zn .
Definition 4.1. If for some choice of the constants Bn and An the
random variable Zn(+, Bn , An) converges in distribution to #0, 1 , then +
belongs to the domain of attraction of the semicircle law (and we write
+ # D[#0, 1]).
Obviously, + # D[#0, 1] if and only if + # D[#a, r] for all a0 and r>0.
Indeed, it is enough to perform an appropriate scaling of the constants
Bn and An . If + # D[#0, 1], then + is non-degenerate, and the constants Bn
must necessarily be of the form Bn=- n hn , where [hn]n=1 is a slowly
varying sequence, and hn+1 hn t1 as n   (cf. Theorem 5.5 in [10]).
An interesting case is when hn is constant. This leads to the following
definition.
Definition 4.2. If for some choice of the constants An and for some
positive constant b the random variable Zn(+, - n b, An) converges in
distribution to #0, 1 , then + belongs to the normal domain of attraction of
the semicircle law (and we write + # ND[#0, 1]).
Again, + # ND[#0, 1] if and only if + # ND[#a, r] for all a0 and r>0.
In [10] we proved that stable laws and only stable laws (stable with
respect to free additive convolution) have a non-empty domain of attrac-
tion. Here, using the techniques developed in [1], we want to characterize
the domain of attraction of a particular stable law, namely, the semicircle
law. This would provide the most general form of the central limit theorem
for free additive convolution. In the classical case, a law + belongs to the
domain of attraction of the normal law if and only if + is nondegenerate,
and has almost finite variance, i.e., the function H+ # R0 (see, e.g., [6, 7]).
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Our result is that, in analogy with the classical case, + # D[#0, 1] if and only
if + has almost finite variance, and + # ND[#0, 1] if and only if + has finite
variance. In particular this implies that the free (normal) domain of attrac-
tion of the semicircle law coincide with the (normal) domain of attraction
of the normal law. Before going any further, let us formulate the problem
in terms of free additive convolution. Given a selfadjoint random variable
X affiliated with some W*-tracial probability space, and a scalar c>0, we
have
+c X=Dc +X ,
where the dilation Dc of a measure + is defined by Dc +(B)=+(c&1B), for
every Borel subset B/R. This relation can be translated into
,+cX (z)=c,+X\zc+
at the level of ,-functions. In view of the above considerations, our result
can be stated as follows.
Theorem 4.3 (General CLT). Let + be a non-degenerate probability
measure on R. The following conditions are equivalent:
(i) there esist sequences [Bn]n=1 and [An]

n=1 of positive and real
numbers, respectively, such that the sequence of measures [&n]n=1 converges
weakly to #0, 1 , where
&n=D1Bn +  } } }  D1Bn +
n times
 $&An ;
(ii) the function H+ is slowly varying.
Theorem 4.4 (CLT). Let + be a non-degenerate probability measure
on R. The following conditions are equivalent:
(i) there esist b>0 and a real sequence [An]n=1 such that the
sequence of measures [&n]n=1 converges weakly to #0, 1 , where
&n=D1- n b +  } } }  D1- n b +
n times
 $&An ;
(ii) the measure + has finite variance.
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Moreover if (ii) is satisfied, the constants b and An in (i) can be chosen
to be
b=(Var[+])12,
and
An=
- n &(1)
b
.
5. PROOF OF THE MAIN RESULT
We first establish some preliminary results. The proof of the following
lemma is in [1].
Lemma 5.1. Let + be a probability measure on R. Given a truncated
cone 1:, ; , there exists a truncated cone 1:$, ;$ such that F+(1:$, ;$)/1:, ; .
Lemma 5.2. Let + be a non-degenerate probability measure on R in the
domain of attraction of the semicircle law. Then there exists a function l # R0
such that
IF+(iy)= y+
1
y
l( y)+
1
y
l( y) o(1) ( y  ).
Proof. By Proposition 2.1 (ii), there exist a positive sequence [hn]n=1
and a real sequence [An]n=1 such that, denoting by &n the distribution of
Zn(&, - n hn , An),
lim
n  
,&n(z)=,#0, 1(z)=
1
z
uniformly on the compact subsets of some truncated cone 1:0, ;0 . But
,&n(z)=
- n
hn
,+(- n hnz)&An ,
so, taking the imaginary part,
I,+(- n hnz)=
hn
- n
I \1z++
hn
- n
o(1) (n  ) (5.1)
uniformly on the compact subsets of 1:0 , ;0 . Since [hn]

n=1 is a slowly
varying sequence, and hn+1 hn t1 as n  , there exists a h # R0 such that
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h(n)=hn . The function f ( y)=- y h( y) # R12 , and by (P6) there exists a
function g( y)= y2k( y), with k # R0 , such that g( f ( y))ty as y  . Hence
(h( y))2 k(- y h( y))t1 ( y  ).
Define a function l # R0 by l( y)=(k( y))&1. By (P3),
l(- n hn |z| )t(hn)2 (n  ) (5.2)
uniformly in z on every compact subset of C+. By Lemma 5.1, there exist
positive numbers :2 , :3 , ;2 , ;3 (with :0>:2 and ;0<;2) such that F+ has
an inverse on 1:2, ;2 , and 1:0, ;0#1:2, ;2#F+(1:3, ;3). Therefore for any
z # 1:3, ;3 it follows that
F+(z)=z&,+(F+(z)). (5.3)
In particular, defining :1 , ;1 such that :0>:1>:2 and ;0<;1<;2 ,
(5.1) holds for every z in the compact set
K=1:1 , ;1 & [|=!+i’ : ’2;1].
Observe that
.

n=1
- n hnK#1:1 , ; $1
for some ;$1>;1 . Indeed, - n hn   as n  , and 2 - n hn>
- n+1 hn+1 for n large enough. Thus using (5.2), renaming - n hnz by z,
and observing that
|Iz&1||z|&1 - 1+:21
for z # 1:1 , (5.1) becomes
I,+(z)=I \1z+ l( |z| )+
1
|z|
l( |z| ) o(1)
as |z|  , z # 1:1 . Since F+(iy)tiy as y  , by (P3) we conclude that
l( |F+(iy)| )=l( | y(1+o(1))| )tl( y) ( y  ),
and therefore
I,+(F+(iy))=&
1
y
l( y)+
1
y
l( y) o(1) ( y  ). (5.4)
Joining (5.3) and (5.4), we finally get
IF+(iy)= y&I,+(F+(iy))= y+
1
y
l( y)+
1
y
l( y) o(1) ( y  ). K
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The proof of the following lemma, which we include for reader’s
convenience, uses a standard argument of complex analysis.
Lemma 5.3. Let + be a probability measure on R. Then
d
dz
F &1+ (z)=1+o(1)
as |z|   is any truncated cone 1: .
Proof. For :>0, and |z| large enough, F &1+ (z)=z+|(z), with |(z)=
o( |z| ) as |z|  , z # 12: . Then there exists ;>0 such that 1:, ;/12:, ;/
domain(F &1+ ). Defining =tan
&1(:) and =tan&1(2:)&tan&1(:), and
taking z # 1: with |z| large enough such that |z| (cos()&sin())>; (note
that cos()>sin() for all :>0), the circle
Sz=[‘ # C : |‘&z|=|z| sin()]/12:, ; .
By the Cauchy integral formula, for such z,
} ddz |(z)}= }
1
2?i |Sz
|(‘)
(‘&z)2
d‘ }
max
‘ # Sz
||(‘)|
1
|z| sin()
max
‘ # Sz }
|(‘)
‘ } max‘ # Sz |‘|
1
|z| sin()
=max
‘ # Sz }
|(‘)
‘ }
1+sin()
sin()
=o(1) ( |z|  , z # 1:),
as desired. K
We are now ready to prove our main result.
Proof of Theorem 4.3 [(i) O (ii)]. Assume that + # D[#0, 1]. The
Nevanlinna representation (2.2) of F+(z) yields for y>0
IF+(iy)= y+
1
y
L_( y)+|
+
&
y
y2+t2
d_(t)
= y+
1
y
L_( y)+
1
y
_(0)+
1
y
o(1) ( y  ).
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In virtue of Proposition 3.3 and Proposition 3.6, we only need to show that
either L_ # R0 or L_=0. By Lemma 5.2 there exists l # R0 such that
IF+(iy)= y+
1
y
l( y)+
1
y
l( y) o(1) ( y  ).
Hence
L_( y)+_(0)tl( y) ( y  ), (5.5)
which proves the assertion.
[(ii) O (i)]. Suppose that H+ # R0 (and so by Proposition 3.6 L+ # R0).
Without loss of generality we can assume that + has mean zero. Combining
(3.7) and (3.8) in Proposition 3.6, we get
F+(iy)=iy&
1
iy
H+( y)+
1
y
}( y),
with }( y)=o(H+( y)) as y  . Fix :>0. By Lemma 5.3, ddzF &1+ (z)=
1+=(z), with =(z)=o(1) as |z|  , z # 1: , and since it is clear from the
above equation that F+(iy) # 1: , for y large enough, we have that
iy=F &1+ (F+(iy))
=F &1+ \iy& 1iy H+( y)+
1
y
}( y)+
=F &1+ (iy)&
1
iy
H+( y)+
1
y
}( y)+|
#
=(!) d!,
where # is the segment joining the points iy and iy&(iy)&1 H+( y)+
y&1}( y). Notice that
} |# =(!) d! }
1
y
(H+( y)+|}( y)| ) sup
! # #
|=(!)|=
1
y
H+( y) o(1) ( y  ),
which implies
,+(iy)=
1
iy
H+( y)+
1
y
H+( y) o(1) ( y  ). (5.6)
Since H+ # R0 , by (P2) it is possible to find a positive sequence [Bn]n=1
such that
n
B2n
H+(Bn y)t1 (n  ), (5.7)
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thus defining
&n=D1Bn +  } } }  D1Bn +
n times
,
we have that, for every n, the functions ,&n , are defined in a truncated
cone 1:, ; , and for y>;,
,&n(iy)=
n
Bn
,+(iBn y).
Recalling that Bn   as n  , and using (5.6), the above equation
becomes
,&n(iy)=
1
iy
n
B2n
H+(Bn y)(1+o(1))
as y   or n  . Therefore, in virtue of (5.7), we get
lim
n  
,&n(iy)=
1
iy
. (5.8)
By (P1), for y and n large enough,
H+(Bn y)
H+(Bn)
=
c(Bn y)
c( y)
exp \|
Bn y
Bn
=(t)
t
dt+ ,
and |=(t)|<1 for tBn . Then we get
exp \|
Bn y
Bn
=(t)
t
dt+exp } |
Bn y
Bn
=(t)
t
dt }exp |
Bn y
Bn
1
t
dt= y,
and we conclude that, for such n,
H+(Bn y)
H+(Bn)
 y(1+o(1)) ( y  ).
By (5.7), we also know that for n large enough, nB&2n H+(Bn) is bounded,
thus
},&n(iy)y }=
1
y2 \
n
B2n
H+(Bn)+\H+(Bn y)H+(Bn) + (1+o(1))  0 ( y  ) (5.9)
uniformly as n  . In force of (5.8) and (5.9), we can apply Proposition
2.1 (iii), and thus &n converges weakly to a measure &, and ,&(iy)=(iy)&1
for every y>;. The identity theorem then implies that ,&(z)=z&1 for every
z # 1:, ; , which in turn implies that &=#0, 1 . K
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Implication (ii) O (i) of the next theorem is in [9]. However, in view of
Theorem 4.3 we can provide a three-line proof.
Proof of Theorem 4.4 [(ii) O (ii)]. If + # ND[#0, 1], the function l
in Lemma 5.2 can be chosen to be l( y)=b2 (indeed, for such an l,
(5.2) holds). Thus by (5.5), the measure _ occurring in the Nevanlinna
representation (2.2) of F+ has finite variance, and _(0)+_(2)=b2. Hence by
Corollary 3.7 + has finite variance b2.
[(ii) O (i)]. Suppose that + has finite variance b2 and mean zero.
Then (5.6) becomes
,+(iy)=
b2
iy
+
1
y
o(1) ( y  ),
and the rest of the proof is exactly like in Theorem 4.3, with Bn=- n b. K
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