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Abstract

Causal Set Theory is an approach to quantum gravity that tries to replace
the continuum spacetime structure of general relativity with the spacetime
that has the property of discreteness and causality. From the standpoint
of causal set theory, our spacetime is made up of discrete points that are
causally related to one another. A causal set is said to be manifoldlike if it
can be faithfully embedded in a Lorentzian manifold. In this thesis, some of
the fundamental properties of causal sets are discussed. The first chapter is
devoted to the historical background of quantum gravity with a discussion
of some important approaches in brief. The second chapter revolves around
the history of causal set theory and its definition in detail. The third chapter
deals with the computation of faithfully embedded causal sets in flat and
curved spacetime and chain length distributions in flat spacetime in detail.
In the fourth chapter, dimension is calculated using Modified Myrheim–Meyer
dimension Estimator and Midpoint Scaling Dimensional Estimator.
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Chapter 1
Background
1.1

Motivation for Quantum gravity

Gravity was amongst the first observed phenomena in the universe, and yet, it stands out
as one of the least understood till today. The effects of gravity have been predicted with
precision, but their interaction of forces in the microscopic regime is yet to be understood.
So far, General relativity (GR) has the upper hand in explaining the classical particles and
their interaction including gravitational force, which is summarized by the field equation
given below. It was presumed that the field equation of GR is purely classical, in the
sense that physical quantities like position, velocity, strength, and direction have definite
values. However, after the development of quantum mechanics, the right-hand side of
the field equation, i.e., energy-momentum tensor incorporates the interaction of particles
via fundamental forces that are purely quantum mechanical. It makes perfect sense
because quantum mechanics was not developed when Einstein formulated his theory.
This inconsistency was also highlighted by Einstein himself.
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Gµν + Λgµν = kTµν

Here, k is the Einstein gravitational constant, Gµν represents the curvature of spacetime which is purely classical, Λ represents Cosmological Constant, and Tµν represents
the energy-momentum tensor which is known to be a quantum operator as evident from
Quantum electrodynamics (QED). QED, despite having some flaws, still counts as a very
reliable source because of the excellent accuracy in experimental and theoretical aspects.

Since quantum mechanical particles have probabilistic values for physical quantities,
the energy-momentum tensor in the macroscopic regime might not correspond to a structure of space and time in the quantum regime. As such, the need for proper formulation
of GR that comprises quantum mechanics was realized. It became even more appealing
when some of the bizarre predictions made by GR questioned the reliability of the theory
itself. General relativity failed to describe the inner working of black holes by predicting
the loss of information and the existence of a singularity contrary to the laws of quantum
mechanics. Since GR was not equipped to describe the events of singularities, General
relativity also failed to explain the physics of the early universe which depends upon the
study of singularities. These all add up to build one big question, “ How are we going
to satisfy general relativity with quantum mechanics?” To answer this question, quantum gravity was developed. Quantum gravity is a theory that describes the structure of
space-time where the quantum effects cannot be ignored. It tries to describe gravity with
the rules of quantum mechanics as opposed to general relativity. There is also another
motivation behind describing gravity in this fashion.
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1.2 Approaches to quantum gravity

The progress of physics has been greatly affected by the unification of major fundamental forces.

The unification of electricity and magnetism by Maxwell through

Maxwell’s equations revolutionized physics. Similarly, the unification of electromagnetism
with Newtonian mechanics lead to the formulation of special relativity and concluded that
the laws of Newton are a “low speed” approximation to the relativistic motion. After
the formulation of quantum mechanics, Dirac unified quantum mechanics with special
relativity to formulate quantum field theory. With all the successful unification, now we
stand at four fundamental forces of nature, i.e., strong force, weak force, electromagnetic
force, and gravitation force. The recent success of electro-weak theory in addition to the
past unification theories suggests that the unification process must continue forward for
the progress of physics. Today, we are left with only one fundamental force yet to be
unified with quantum mechanics and that is the gravitational force.

1.2

Approaches to quantum gravity

There have been many approaches made to find a complete theory of gravity. Some of
the major approaches put forward in the physics community (bar the causal set theory)
are briefly explained below.

1.2.1

String Theory

Commonly known as M-theory and superstring theory, the idea of string theory is to
replace the fundamental particles like electrons, quarks, photons with a 1D extended
object called string. In this framework, the existence of various particles depends on the
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modes of vibration of strings and one of these particles is the graviton. Graviton is a
massless spin-2 particle responsible for mediating gravitational interaction. The great
thing about string theory is “gravity” naturally falls out of math. This is the first time
that gravity and quantum field theory comes together in a single frame. However, the
problem with this theory is its testing. To create a consistent quantum theory of strings,
the strings must live in a higher number of dimensions than observed. To test these
theories, one should be able to know the precise geometry of these extra dimensions,
which is not possible with today’s physics. The mathematical elegance of this theory has
still held the interest of many physicists, and attempts have been made to advance this
theory from an experimental standpoint. However, the very existence of this theory is
still a major conjecture.

1.2.2

Canonical and Loop quantum gravity

Canonical quantum gravity (CQG) treats the spacetime metric of general relativity as a
field, and it tries to quantize it without splitting it into the flat and perturbative part as
opposed to string theory which does so. This theory uses a “canonical” or “Hamiltonian”
form to present the formulation of general relativity since there is a way to quantize
theories once put in this form. One can choose configuration variables and canonical conjugate momentum variables that can be encoded in phase space, and the time evolution
of these variables can be obtained. However, this theory runs into the problem of time.
The problem of time persists in CQG since it is still a formulation of GR which treats
time relatively while Quantum Field Theory (QFT) treats time as an absolute term.
Loop quantum gravity (LQG) replaces the spacetime of general relativity with a net-
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work of quantized loops of the gravitational field known as a spin network. It states that
not only matter but space itself also takes atomic form. Like string theory, it dives into
both GR and quantum mechanics, but it doesn’t introduce any extra dimensions. There
are some arguments to find a solution to the problem of spacetime singularities and black
hole entropy in LQG; however, there are no identifications of physical observables, which
makes these arguments ambiguous. Nevertheless, this theory has led to the development
of loop quantum cosmology, which studies the early universe and incorporates the big
bang into a broader theory called Big Bounce.

1.2.3

Spin-foam approach

This approach assumes that the underlying structure of spacetime is discrete. It is similar
to the Causal set theory which we are going to discuss in the next section. However, there
is no explicit approximation to the continuum from a discrete soap-foam structure made
so far. People have investigated different ways of preserving Lorentz invariance; however,
no consistent way has been found yet. The validity of approximation highly depends on
the frame of reference. It might preserve the symmetry in one frame of reference but
might break the symmetry if viewed from a different frame of reference which violates
the Lorentz invariance.

5

Chapter 2
Causal Set Theory

2.1

History behind causal set theory

The approaches, described in the last chapter, in some ways or another were not able to
describe gravity completely and even if they were, they were lacking feasible experiments
to confirm the theory. People started to look for all possible ways to come up with ideas
to resolve the problem of quantum gravity. In 1987, Bombelli, Lee, Meyer, and Sorkin
proposed Causal set theory as one of the approaches to quantum gravity inspired from the
result of Malament and Hawking that relates the causal, conformal, and metric structure
of relativistic spacetime. Let us dive into the history of causal set theory and its role as
a key approach to solving quantum gravity
After Einstein formulated his general theory of relativity, a newly formed mathematics
“Lorentzian geometry” got some attention from the scientific community. This new
mathematical framework was equipped with a pseudo-Riemannian metric with signature
(−,+,+,+). The framework gave rise to local lightcones which describe the temporal
evolution of light in Minkowski Space (Flat Spacetime). The light cone also played a
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vital role in defining the concept of causality.

Fig-1, shows a Minkowski Spacetime (M , gµν ) with 2 spatial directions, 1 time direction and a metric gµν .
Let us assume an event at the origin O(0,0,0) that is flashing a light signal. All the
events that can be reached by this light signal from the origin form a Future light cone,
while all the events that can send the light signal to the origin form a Past light cone.
The distance between two events is given by the spacetime interval,

ds2 = gµν dxµ dxν

This equation helps us find the causality relation between events. Under the metric
signature mentioned above, (−,+,+,+), the two events are said to be causally related
if the spacetime interval between them is timelike (ds2 < 0). On the other hand, the
two events are not causally related if the spacetime interval between them is spacelike
(ds2 > 0). The causal structure of spacetime provides us the knowledge of causality
relation between events in a given spacetime. Now, let’s define a partially ordered set

7

2.1 History behind causal set theory

(M,≺) that represents a causal structure of a causal spacetime with causal ordering (≺)
between the events in Minkowski spacetime.
In 1964, in the seminal paper titled “Causality Implies the Lorentz group”, Zeeman
was able to show that the physical invariants associated with (M , guv ) follow naturally
from its causal structure poset (M ,≺). This idea was then generalized to a larger class of
spacetime by Malament (1977) and Hawking (1976). In 1976, Hawking, along with King
and McCarthy, published a paper titled “A new topology for curved space-time which
incorporates the causal, differential, and conformal structures”, which established that
the topological structure of a spacetime determines its conformal structure (spacetime
structure that preserves angle) under favorable hypothesis. Likewise, in 1977, Malament
was able to prove that causal structure, in turn, determines the topological structure, but
the only trouble in doing so is the lack of conformal factor (λ), which is a smooth positive
function. Malament generalized these two results, which is now collectively known as
Hawking-King-McCarthy-Malament (HKMM) theorem.
The HKMM theorem states that,
If a causal bijection exists between two d-dimensional spacetimes which are
both future and past distinguishing, then these spacetimes are conformally
isometric when d>2.
This means that the causal structure poset (partially ordered set) of past and future
distinguishing spacetime is equivalent to its conformal geometry. The only difference
is the scalar conformal factor that is encoded in the volume element of the spacetime.
All conformally equivalent spacetimes have the same causal structure. By connecting
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the causal and conformal structure in classical spacetime of general relativity, David
Malament was able to influence Bombelli, Lee, Meyer, and Sorkin to come up with the
Causal set theory in 1987 in a paper titled “Space-time as a Causal Set”.
In the next section, we will be looking at the causal set hypothesis and its role in the
continuum approximation using the HKMM theorem.

2.2

Causal Set Hypothesis

The general philosophy of causal set theory as suggested by Sorkin is that the observed
physical properties of the universe, like its spacetime structure and dynamics, arise fundamentally from cause and effect. To study these properties in a precise manner, we must
formulate this cause and effect mathematically. To do so, axioms of causal set theory
were established. Based on these axioms, we can define causal sets as follows:
Definition: A locally finite partially ordered set with an order relation (≺) is called a
causal set (C,≺) if it satisfies the following properties:
Anti-Reflexive: ∀x ∈ C, we have x⊀ x.
Non- Circularity: ∀x and y ∈ C, we have x≺ y and y ≺ x implies x=y.
Transitive: ∀x, y, z ∈ C, we have x ≺ y, and y≺ z implies x≺ z.
Locally finite: ∀x, z ∈ C, we have |I(x, z)| < ∞.
a ≺ b means a is in the past of b, |.| is the cardinality of the set, and I(x,z)={y ∈ C| x≺
y≺ z|} is an order interval as an analogy to the Alexandrov interval(A0 ) in continuum. A
continuum approximations of x and z in x≺ z are Fut(x) and Past(z) respectively. Now,
A0 = Fut(x) ∩ Past(z), “causal diamond”.
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Anti-Reflexive property elucidates that one event is not causally related to itself.
Likewise, Non-circularity and Transitivity together define C as a partially ordered
set or poset in short. We can describe this poset from the Fig-2 diagram (Hasse diagram)
shown below. Sorkin, especially, proposed a particular view to observe this given diagram.
He called these dots as elements in the set, the line between them as causal relation, and
represented them in a matrix called “Causal matrix”. The property of the elements in
this matrix is described by

Mij = { 1 if i≺ j, 0 otherwise}

Fig-2, Hasse Diagram. Because of transitivity, we can ignore the line between (1)
and (5). Only the nearest neighbor relations are depicted, and the rest can be deduced
from transitivity.
Let’s introduce some terminology that will be useful later.
a) A link is defined as a pair of elements a, b ∈ C, =⇒a≺ ∗b, and I(a, b) = ∅
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b) A chain is a sequence of elements a0 , a1 , ......, an , =⇒ aj ≺ aj +1 for j = 0, 1, 2, ....(n−
1). The length of this chain is n.
c) If every aj , aj +1 forms a link, then the chain is called a path.
Local finiteness as described by Sorkin is “ a formal way of saying that a causal set is
discrete”. The condition implies that all order intervals in the set have finite cardinality.
Cardinality is the measure of the set’s size or the number of elements in the set.
As suggested by Sumati Surya in her paper titled “Causal set approach to quantum
gravity”, the essence of the HKMM theorem can be summarised as
Causal Structure + Volume Element = Lorentzian Geometry or,
Order + Number ∼ Lorentzian Geometry
This is called the “CST slogan” and is probably the most important statement in the
causal set theory. This theorem ensures that an entire continuum spacetime geometry
(M, g) can be recovered from two things: volume elements and causal order between
events. There exist a fundamental correspondence between the number of elements in a
causal set and its continuum volume. As suggested from local finiteness, the volume of a
causal set is finite, and the HKMM theorem ensures that it corresponds to a finite volume
in the continuum. Similarly, the discrete causal structure in a causal set is conjectured
to approximate the spacetime order. Both of these properties imply that a continuum
spacetime (M, g) is just an approximation of an underlying causal set (C,≺).
Discreteness is not just a tool used to regulate the continuum, but rather a fundamental feature of causal set theory. In the next section, we will be observing why discreteness
is such a big part of causal set theory.
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2.3

Notion of spacetime discreteness in causal set
theory

As opposed to what current physics employs, the causal set theory assumes that our
spacetime is discrete rather than continuous. The spacetime is assumed to be formed
from a discrete set of elements or “spacetime building blocks”. Even though the spacetime that describes gravity in general relativity is a continuum, causal set theory specifies
that it is not fundamental. In causal set theory, we are looking for a fundamental description of spacetime through discretization. Here, let us propose a model to show how
we can discretize a continuum spacetime and show that discreteness in causal set theory
is analogous to this model but with some additional stipulations.
Suppose we have a box filled with a material. Assume that the background metric
is defined by flat spacetime and its continuum description is given by the mass density
of the material, which is not fundamental. If we want to look for discrete structure, we
would want to quantize this “mass density”. Then, this quantized mass density would
be our fundamental structure. However, we need to be able to prove that the continuum
structure of the given mass density is just an approximation to its discrete structure if
we wish to replace continuum with discreteness. Assuming that there are identical atoms
in the material and mass density being altered only due to the number of these atoms,
we can discretize the continuum mass density by distributing the atoms in a space such
that the distribution in continuum approximation corresponds to the mass density. In
this case, we do not need to know the mass of the atom as long as we know the number
of atoms provided that mass density does not vary between minimum allowable space
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between atoms.
Discretization in causal set theory is not very different from this model. However, we
want to be consistent with the continuum Lorentzian invariance and metric in the causal
set. As suggested by Christ et al (1982), Quantum Chromodynamics (QCD) provides
us a way to preserve this symmetry through randomly generated lattice models where
atoms are uniformly distributed through a Poisson distribution. On average, atoms do
not pick any preferred direction, thus preserving Lorentz invariance. We will talk about
this more in the next chapter.

2.4

Continuum Approximation

We have been discussing continuum approximations as a correspondence between discrete
and continuum spacetime. From the HKMM theorem, the discrete causal order (C,≺)
corresponds to the causal order in the continuum, and the finite cardinality corresponds
to the volume of the spacetime region. However, we haven’t explicitly defined what it
means to be able to approximate a causal set into a continuum.
Let’s start by defining the term Embedding:
An object X is said to be embedded in another object Y if the mapping is injective
and structure-preserving (preserves global topological properties). A function (f) whose
domain is X is injective if: ∀a, b ∈X, whenever f(x)=f(y), then x=y
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Fig-3, shows an injective function
Let’s say a causal set X is embedded into a Lorentzian manifold Y . From Figure 3,
we can say that a manifold can correspond to many different causal sets. But not all the
causal sets can be embeddable into the manifold. Only those causal sets can be embedded
in a manifold (known as a faithful embedding) if the elements of the causal set preserve the
causal order with the uniform distribution of the elements with respect to the spacetime
volume given that the manifold has no length scales shorter than the average spacing.
Thus we can say, a Lorentzian manifold is said to be an approximation to a causal set
C if there exists a faithful embedding. The Poisson distribution is a natural choice to
obtain faithfully embeddable causal sets since points are randomly distributed at some
density ρc . The process of randomly distributing elements using the Poisson distribution
is called Sprinkling. In other words, we can say that a Lorentzian manifold is said to be
an approximation to a causal set C if C can be obtained from a Poisson sprinkling. The
probability of finding n elements in a Volume region “v” through a Poisson distribution
is given by
(ρc v)n
Pv (n) =
exp (−ρc v),
n!
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where
hni = ρc V0

We mentioned above that a manifold (spacetime) can correspond to different causal sets,
but, can two different manifolds correspond to the same causal set? In other words, is the
faithful embedding of a causal set unique? To answer that, the fundamental Conjecture
or Hauptvermutung of CST states that,
”A Causal Set can be faithfully embedded at density ρc into two spacetimes, if and
only if they are approximately isometric.”, where ” approximately Isometric” means that
two spacetime differs only at scales smaller than ρc .
This means that the faithful embedding ensures that the manifolds corresponding
to embeddable causal sets are approximately unique.

Now the question is, can all

the causal sets be faithfully embeddable in any manifold? This introduces the idea of
“Manifoldlikeness”. Causal sets which are ”manifold like” can be faithfully embedded into a Lorentzian manifold and those that cannot be faithfully embedded are called
”non-manifold like” causal sets. Most of the causal sets are of Kleitman-Rothschild
(KR) type, which is non-manifold-like. Identifying if the causal sets are manifoldlike or
non-manifoldlike just by looking at the causal set is an open problem. However, it doesn’t
mean that we cannot generate manifoldlike causal sets. In the next chapter, I will be
talking about how one can generate manifoldlike causal sets and study their properties.
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Chapter 3
Computation of causal set

3.1

Obtaining Manifoldlike causal sets

One way of obtaining Manifoldlike Causal Sets with approximately constant density in a
manifold is by Sprinkling. In this process, we generate a causal set by taking a Lorentzian
Manifold and sprinkling points randomly in it. In theory, we focus on a portion of
the causal set first and try to identify the portion that can be embeddable within the
Lorentzian manifold. However, approaching this way is very difficult because there are so
many causal sets that cannot be embeddable in the manifold. So, we used sprinkling in
a manifold to obtain casual sets. Let us go through the process of obtaining Manifoldlike
causal sets.
Let’s consider a Lorentzian manifold (M ) of finite volume (Vm ) which consists of
randomly sprinkled points. Let’s define a random variable (RA (xi )), i=1,2,3...k, in a

16

3.1 Obtaining Manifoldlike causal sets

region A ⊂ M , where A is an Alexandrov set with volume (Vm ), such that

RA (xi ) =





1 if xi ∈A

(3.1)




0 otherwise
Let’s introduce another random variable (Nn ) that counts the number of elements
that belongs to A upto a possible number n equal to the size of A such that

Nn =

n
X

RA (xi )

i=1

The manifold volume is finite, thus, the probability function for each random variable
(Nn )=k is given by a Binomial distribution,
k 
n−k
 
VA
n
VA
1−
F ((Nn ) = k) =
VM
VM
k

The expected value for the (Nn )=k in the Alexandrov set is given by
 
k 
n−k
n
X
n
VA
VA
k
1−
= ρVA ,
hNn i =
k
V
V
M
M
k=0
where ρ = n/VM
So far our assumption is that the volume of the manifold is finite. But if we take
the above distribution function to have VM and n →∞ maintaining a constant density
of ρ = n/VM . The above distribution now reduces to a Poisson distribution,

P (Nn = k) =

lim

VM ,n→∞,ρ→constant

17

F (Nn = k) = e−ρVA

(ρVA )k
k!

3.1 Obtaining Manifoldlike causal sets

The expected value of the number of points sprinkled in Alexandrov set with volume
VA is given by,
hNn i = ρVA

We have seen that a random sprinkling of points is described by a Poisson distribution. Any causal set that admits an embedding consistent with a Poisson Sprinkling is a
manifoldlike causal set.
Let’s discuss the mechanics of sprinkling in different spacetime:
Let’s look at the two-dimensional Minkowski space in detail since it is computationally
easy to calculate. Let’s take our manifold to be a square containing an Alexandrov set
that goes from t1 to t2 along the time direction and x1 =(t2 -t1 )/ 2 to x2 =(t1 -t2 )/ 2 along
the spatial direction. In order to sprinkle points in the manifold, consider choosing first
value to be time coordinate between t2 , t1 and second one to be space coordinate between
x2 , x1 . After sprinkling, we wish to keep only those points that lie inside the Alexandrov
set, and we identify them as their location. We repeat it until we get the desired points.
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Fig-4, Causal diamond inside a square manifold
For flat spacetime:
Line element: ds2 = −dt2 + dx2
Volume element:
Since

p
−g(x)dxdt

p
−g(x)= 1, there is no dependence on t or x for the volume element in

Minkowski space. Thus, we can choose points uniformly at random in both directions.
Let’s use computer’s function to generate a random number rt that can be translated to
a random number mt between t1 and t2 . They are related via equation below,

R mt
rt = Rt1t2
t1

dt
dt

,

where, mt ∈ [t1 , t2 ] and rt ∈ [0, 1],
We can now generate mt as a function of rt given by

mt = rt (t2 − t1 ) + t1

Similarly, the second coordinate (space) between x1 and x2 be mx such that,
R mx
rx = Rxx12
x1

dt
dt

,

mx = rx (x2 − x1 ) + x1
where, mx ∈ [x1 , x2 ] and rx ∈ [0, 1].
Now that we have generated coordinates (mt , mx ) randomly, we can determine if the
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generated points are in the diamond or not by satisfying this condition below,

(mt − t1 )2 > (mx )2

(mt − t2 )2 > (mx )2

This inequality checks if the generated points are timelike or not. In other words, it is
checking if the points are causally related or not. We can, then, encode this information in a partially ordered set using a relations or link matrix (also includes equivalent
information), which can be arranged in lower or upper triangular form.
Relation matrix:
Rij =





1 if i ≺ j

(3.2)




0 otherwise
If ≺ ∗ defines the link relation between elements, then the Link matrix is,

Lij =





1 if i ≺ ∗ j



0 otherwise

20

(3.3)

3.1 Obtaining Manifoldlike causal sets

Fig-5, Sprinkled Causal set for 2-d Minkowski Space with Total element n= 500
For de Sitter space:
Line element:
ds2 =

1
(−dt2 + dx2 )
H 2 t2

where H= Expansion rate, t ∈ (−∞, 0) and x ∈ (−∞, ∞)
Volume element: (H 2 t2 )−1 dxdt
It is evident from the volume element that the volume depends on t, thus, we can’t
choose a uniformly random value mt between t1 and t2 . For this reason, the density should
be higher at the top of an Alexandrov set. However, the volume element is independent
of x, thus, we can choose mx uniformly between x1 and x2 .
For the time coordinate, let’s choose mt such that
R mt
rt =

(H 2 t2 )−1 dt
t1
R t2
(H 2 t2 )−1 dt
t1
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Let’s express mt in terms of rt ,

mt =

t2 t1
,
rt (t1 − t2 ) + t2

where rt ∈ [0, 1] and mt ∈ (t1 , t2 ). Since I mentioned earlier that the volume element
is independent of the x coordinate, it will behave in the same way it did in Minkowski
space. So, we can write
mx = rx (x2 − x1 ) + x1 ,
where mx ∈ [x1 , x2 ] and rx ∈ [0, 1].
Now that we have generated (mt , mx ), we can use the same condition as we did in
Minkowski space to determine if it belongs to the causal diamond or not. The only
difference we will observe here is that the points across the time direction won’t sprinkle
uniformly. As we go higher on t, the volume of a small square around a point increases.

Fig-6, Sprinkled Causal Set for 2 − d de Sitter Spacetime with n = 500, H = 20, ρ =
40, 000.
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For Anti de Sitter space: Line element:

ds2 =

1
(−dt2 + dx2 ),
H 2 x2

where t ∈ (−∞, ∞) and x ∈ (0, ∞)
Volume element: (H 2 x2 )−1 dxdt
Everything works the same way as it did in the de Sitter case except that now the
volume element depends on x. As we move from x2 to x1 , we should expect the rise in
the volume of the small square around a point.
If we work out everything the same way above, we should get,

mt = rt (t2 − t1 ) + t1

mx =

x2 x1
rx (x2 − x1 ) + x1

Fig-7, Sprinkled Causal Set for 2-d Anti de Sitter Spacetime with n= 500, H=20, ρ=
40,000.
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3.2

Chain length distribution in Minkowski space

Earlier, we defined a k-chain (Ck ) as a set of k elements a1 , a2 , ..., ak−1 , ak , for which
a1 ≺a2 ≺a3 ≺ ... ≺ak−1 ≺ak . Then, the length of the chain is given by k − 1. Note that
for i = 1,2,3...k, ai ≺ai+1 need not be linked,i.e, there could exist an element such that
ai ≺ a ≺ai+1 for a∈C. However, if it happens to be linked,i.e., ai ≺ ∗a ≺ ∗ai+1 , then the
chain is called a path. A Path is a maximal chain of the causal set; the longest ones are
also called geodesics of the causal set.
The Lorentzian manifold chosen to be sprinkled can be a curved space. However,
for the time being, consider a small enough portion of the space where curvature won’t
matter, i.e., flat spacetime. Our goal in this section is to find an expected chain length of a
manifoldlike causal set. Let’s take k-chain elements with volume elements dV1 ,dV2 ,dV3 ,...,
dVk−1 inside an Alexandrov set A0 that goes from a0 to ak , where we define a random
variable X(dVi ), i=1,2,3...k-1 such that

X(dVi ) =





1 if there exist a chain with points in dVi

(3.4)




0 otherwise
Let Ck be another random variable that counts the number of chains of length k-1.

Ck =

k−1
X

X(dVi )

i=1

Now, let’s calculate the probability function for each volume elements as given by
Poisson distribution.
P (X(dVi ) = 1) = e−ρi−1 dVi
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(ρi−1 dVi )i
i!

3.2 Chain length distribution in Minkowski space

The points are distributed independently using the Poisson distribution. Now, the expected value of the random variable is given by ,

hX(dVi )i = ρi−1 dVi

Thus, the expected value for the chain can be obtained by

hCk i =
=

k−1
X
i=1
k−1
X

hX(dVi )i
ρi−1 dVi
(3.5)

i=1

Z

Z
dV1 ∗ ρ1

= ρo
Ao

Z
dV2 ∗ ρ2

A1

Z
dV3 ..........ρk−2

A2

n(n − 1)(n − 2)...(n − (k − 2))
=
V k−1

dVk−1
Ak−2

Z

Z
dV1

Ao

Z
dV2

A1

Z
dVk−1

dV3 ...
A2

Ak−2

Here the Alexandrov set (Ai ) is defined between points ai and ak assuming each
dVi ∈Ai−1 . We need to note something important. Initially, while calculating the density, ρi−1 =ρo was used which had produced more error in calculating the chain length
distribution. However, the density was later modified to ρi−1 = ρj =

n−j
,
V

j=1,2,3..k-2, to

improve accuracy. It means that given the information that there is a point in dV1 , the
probability that there is a point in dV2 will be given by
the density of the causal set.
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N −1
dV2 .
V

This, in turn, affects

3.2 Chain length distribution in Minkowski space

Fig-8, Alexandrov set inside a square manifold between elements a0 to ak
After integration, (3.5) simplifies to

n!
hCk iρ =
(n − (k − 1))!



Γ(d + 1)
2

k−2

Γ(d/2 + 1)Γ(d)
Γ((k − 1)d/2 + 1)Γ(kd/2)

(3.6)

where d is the dimension.
Eq.(3.6) is the modified version of chain length distribution. However, unmodified
chain distribution with ρ = ρo is given by,

hCk iρo = n

k−1



Γ(d + 1)
2

k−2

Γ(d/2 + 1)Γ(d)
Γ((k − 1)d/2 + 1)Γ(kd/2)

(3.7)

where d is the dimension.
We proposed that obtaining the chain length distribution would be helpful for us to
determine the properties of the causal set. The chain length distribution as shown in
Fig-5 should exhibit Gaussian-like features with strong peaks and quickly decaying tails
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in any dimensions. In principle, one can determine if a causal set is embeddable in ddimensional Minkowski space by comparing it with the expected chain length distribution.
We can also determine the dimension of the casual sets by determining the chain length
distribution. In various dimensions in Minkowski space, the chain length distribution is
different for the same number of elements. In the next section, we will be discussing the
ways to obtain dimension using chain length distribution.

Fig-9 Top left distribution of chain length is for 2-d Minkowski space, Top right: for
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3-d Minkowski space, Bottom left: for 4-d Minkowski space, where n=100.
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Chapter 4
Dimension

4.1

Definition of Dimension and Dimensional Estimator

In the previous section, we argued that the information of chain length distribution of a
causal set is enough to provide us many properties including dimensions and curvature
of the causal set. In this chapter, we will show how to use this distribution to calculate
dimensions of the manifold in which the causal set is embeddable. Before that, let’s
briefly discuss what dimension means in the context of causal sets.
A combinatorial notion of dimension for posets is defined as the smallest number of
total orders whose intersection gives rise to the partial orders. There are numerous ways
from which we can obtain dimensions for posets. We are primarily concerned with the
ones that give d-dimensions as a result when applied to posets that are obtained from the
uniform sprinkling of points. The processes that have this property are probabilistic in
nature, which comes in two kinds. In the first one, we will identify a local neighborhood
with interval A(x, y) and obtain dimension by analyzing the combinatorial properties

29

4.1 Definition of Dimension and Dimensional Estimator

such as chain, anti-chain, and path of the poset, where volume is used as a measure of
the size of each neighborhood. The second one, that of spectral dimension, uses a diffused
particle that executes a random walk from a given poset element and subsequent links
between elements to identify the local neighborhood around that point.
Since these dimensions also have probabilistic nature, they are subject to statistical
and systematical errors. We will be focusing on the first process since it produces fewer
errors than the second one. In order to make sure if the obtained dimension is correct, we
will add another dimensional estimator that uses the first approach as well. Comparing
two different dimensional estimators under the same approach will provide us accurate
information of dimension.
Our primary objective is to find a reliable dimensional estimator of causal sets that
works for general spacetime (Flat and Curved). There exist some difficulties in finding
an estimator for curved spacetime because the implementation of the estimator tends to
depend on the specific properties of the spacetime. However, one of the properties all
the physical spacetimes share is that locally, they can be approximated as flat spacetime.
From the standpoint of causal sets, if a causal set is faithfully embeddable in a curved
manifold, then there ought to be a subset that is faithfully embeddable to flat spacetime. So, we will be discussing two flat spacetime dimensional estimators below namely:
Modified Myrheim–Meyer dimensional Estimator and Mid-point scaling dimensional Estimator.
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4.2

Using Modified Myrheim–Meyer Dimensional Estimator

Let’s start by generating a poset by randomly sprinkling n points in an Alexandrov set
(A(x,y)) in d-dimensional Minkowski space where x and y are labelled as (x0 − xn+1 ); the
poset will then be identified as xi , i = 0, 1, 2, ..., n + 1 such that x1 , ..., xn = A(xo , xn+1 ).
These posets can then be encoded inside either of the two matrices, the Relation matrix
(R) and the link matrix (L) from 3.2 and 3.3. Using powers of R, the number of k-chains
of any given length can be obtained, while the path length can be obtained from the
powers of the L matrix.
In 1989, Meyer proposed a way to estimate dimension using k=3 chains in equation
3.7, which is known as Myrheim–Meyer dimensional Estimator. This equation ensures
that the value of the expected chain only depends on the dimension of the causal set and
the number of points inside the Alexandrov set. Now finding the dimension comes down
to just a matter of algebra.

hC3 i = n

2



Γ(d + 1)
2

1

Γ(d/2 + 1)Γ(d)
Γ(0)Γ(3d/2)

hC3 i
1 Γ(d + 1)Γ(d/2)
=
n2
4
Γ(3d/2)

(4.1)

Fig-6 shows an estimated dimension using equation 4.1 for the value of n ranging
from 100 to 900 in 2,3, and 4 dimensions. Using 15 different random sprinkled posets,
each value of d and N was calculated. The error bars show the standard deviation for
15 different estimates. This estimate relies on the exact relation between expected chain
length distribution and dimension rather than an approximation.
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Fig-10, The estimated dimension of Minkowski space is calculated using MyrheimMeyer Dimensional Estimator for dimensions 2,3,4.
As can be seen from the figure, statistical errors for dimensions are very high. As
mentioned earlier, Eq. 4.1 was modified to obtain a better approximation of dimensions.
The expected chain distribution is now obtained from formula 3.6. Therefore choosing
k=3 results in Modified Myrheim-Meyer Dimensional Estimator as given below,
n!
hC3 i =
(n − 2)!



Γ(d + 1)
2

hC3 i
1 Γ(d + 1)Γ(d/2)
=
n(n − 1)
4
Γ(3d/2)

1

Γ(d/2 + 1)Γ(d)
Γ(d + 1)Γ(3d/2)

(4.2)

Fig-7 shows an estimated dimension using equation 4.2 for the value of n ranging
from 100 to 900 in 2,3, and 4 dimensions. Using 15 different random sprinkled posets,
each value of d and N was calculated. The error bars show the standard deviation for
15 different estimates. This estimate relies on the exact relation between expected chain
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length distribution and dimension rather than an approximation. The statistical error is
less than the previous one.

Fig-11, The estimated dimension of Minkowski space is calculated using Modified
Myrheim-Meyer Dimensional Estimator for dimensions 2,3,4.
The above figure provides us a dimension for flat spacetime which is a local approximation of curved spacetime. Even though finding dimension in curved spacetime is difficult,
we can use the Modified Myrheim–Meyer dimensional Estimator used for flat spacetime
to approximate the dimension in curved spacetime for small curvature. However, if we
wish to calculate dimension for highly curved spacetime then we would also have to calculate curvature by solving for chain length distribution in Riemann Normal Coordinate
(RNC). RNC are used because it is unrealistic to solve for chain length distribution for
every possible manifold. By expanding in RNC, the metric can be divided into a constant
term and curvature term. This way, we can calculate chain length distribution in curved
spacetime in terms of dimension and curvature.
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4.3

Using Midpoint-Scaling Dimensional Estimator

This Dimensional Estimator was proposed by dr.Luca Bombelli. This Estimator uses the
fact that the volume of discrete spacetime interval A(x, y) is proportional to proper time
(T d ) between x and y. The volume of the interval A(x, y) was given by

d−1

π 2
V (A(x, y)) = d−1
T d,
2 d(d − 1)Γ((d − 1)/2)

(4.3.1)

where d=dimension.
Let’s choose a point xm inside the Interval A(x, y) with volume V , and express this
big interval A(x, y) in terms of two small intervals, i.e., A(x, xm ) and A(xm , y) with
corresponding volumes V1 and V2 respectively. Both of these intervals have different
cardinality, so let’s choose the interval with smaller cardinality and consider its volume
to be Vm . The trick here is to choose xm in such a way that the cardinality (nm ) of
Vm is as large as possible. Choosing this way ensures that the point xm will most likely
be in the middle of A(x, y) since the volumes of two intervals would be equal. If the
interval was embedded faithfully in the flat spacetime, then the height (proper time) of
the interval would be twice the height of each interval (Tm ),

T = 2Tm .
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4.3 Using Midpoint-Scaling Dimensional Estimator

Let’s take a ratio of 4.3.1 with the volume of smaller interval Vm and apply 4.3.2.

V
=
Vm

d−1
π 2
d−1
2
d(d−1)Γ((d−1)/2)
d−1
π 2
d−1
2
d(d−1)Γ((d−1)/2)


=

T
Tm

Td

(Tm )d

d

(4.3)

= 2d .

If the poset is obtained from randomly sprinkling points in a manifold, then the
expected value of the number of elements inside the interval is given by, n=ρV, where ρ
is the uniform density. For small interval, nm = ρVm , Now, plugging these values, (4.3)
will look,

d=

ln (n/nm )
.
ln 2

(4.3.3)

Fig 8 shows an estimated dimension using equation (4.3.3) for the value of n ranging
from 100 to 900 in 2,3, and 4 dimensions. Using 15 different random sprinkled posets,
each value of d and n was calculated. The error bars show the standard deviation for 15
different estimates. One of the important features obtained from the figure is that the
error bars are very high when n is small and start to decrease as n increases. This error
comes right from the definition of the dimension itself. For a smaller number of elements,
the chosen point might be a little off from the midpoint. Other than that, this method
is a pretty accurate dimensional estimator in flat spacetime.
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Fig-12, Midpoint-Scaling method of estimating dimensions in Minkowski space.
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Chapter 5
Conclusions
The purpose of this thesis was to compute manifold-like causal sets in both flat and
curved spacetime and calculate the dimension of the flat spacetime using two different
methods. We started the thesis by explaining the need for quantum gravity to resolve
the problem with General relativity and Quantum Mechanics. We proposed causal set
theory as one of the approaches to quantum gravity and explored its properties. We,
then, concluded that causal sets, that can faithfully be embedded in a manifold, can be
approximated to continuum spacetime. These types of causal sets are called Manifoldlike
causal sets which we computed by randomly sprinkling points in a Lorentzian manifold.
We were able to compute these causal sets for Minkowski spacetime, de Sitter spacetime,
and Anti de Sitter spacetime. For the Minkowski spacetime, since the volume element
was independent of space and time, we obtained a uniformly distributed causal set across
space and time. As for the de Sitter and the Anti de Sitter spacetime, the volume element
was either dependent on time (t) or space (x). As such, we computed causal sets that
were distributed highly as we go higher on t or x. Afterward, we derived an expression
for the chain length distribution in flat spacetime that came out to resemble the Gaussian
distribution. This observation also served as a test for all manifold-like causal sets. In
addition to that, we also made some corrections to the probability function by introducing
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conditional probability that reduced the error margin. For n=100, we looked at the chain
length distribution for 2,3, and 4 dimensions and observed that the maximum k-chain
length varies with dimension. This observation prompted us to calculate dimension using
chain length distribution.
To calculate the dimension, we first used Myrheim–Meyer Dimensional Estimator
using chain length distribution without modification. The estimator produced large statistical errors especially when n was small. After using modified chain length distribution,
the dimensions came out to be fairly accurate with less statistical error. We also discussed
the possibility of obtaining dimension in highly curved spacetime by performing expansion around Riemann Normal Coordinates (RNC). To confirm our results, we calculated
dimension using the Mid-point Scaling method which used the relationship between the
volume of the discrete spacetime interval and the proper time between the endpoints of
the interval. The result had produced some statistical errors which are mainly due to how
dimension was defined in the context of this approach. Nonetheless, the Midpoint-scaling
dimensional estimator was pretty accurate for estimations. However, the Myrheim–Meyer
Dimensional Estimator was found to be more accurate than Mid-point scaling since it
had produced smaller statistical errors than Midpoint-scaling estimator.
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