A one{to{one relation is established between the nonnegative spectral values of a vector in a primitive symmetric cone and the eigenvalues of its quadratic representation. This result is then exploited to derive similarity relations for vectors with respect to a general symmetric cone. For two positive de nite matrices X and Y , the square of the spectral geometric mean is similar to the matrix product XY , and it is shown that this property carries over to symmetric cones. We also extend the result that the eigenvalues of a matrix product XY are less dispersed than the eigenvalues of the Jordan product (XY + Y X)=2. The paper further contains a number of inequalities that are useful in the context of interior point methods, and an extension of Stein's theorem to symmetric cones.
In many ways, these primitives appear to be very similar to the set of nonnegative reals, but there are obviously many di erences as well. In particular, the primitives other than < + are nonlinear, and their dimension is at least 3. We like to stress that, despite the terms`matrix', complex', etc., all primitives are cones in the Euclidean space < N .
The above list of primitive symmetric cones is in fact a classi cation of the cones of squares in Euclidean Jordan algebras, see Jordan, Von Neumann and Wigner 13] . Symmetric cones were later characterized as homogeneous and self{dual, see Braun and Koecher 5] , as self{scaled, see G uler 12], Nesterov and Todd 15, 16] , and as the cones for which there exists a symmetric v{space construction, see Tun cel 24] .
Throughout this paper, we will often cite results from Faraut and Kor anyi 6]. Their book not only provides a comprehensive, up-to-date survey of symmetric cones and Euclidean Jordan algebras, but it also contains many new results.
In optimization, the class of linear optimization problems over symmetric cones was rst studied by Nesterov and Todd 15, 16] , and then by Faybusovich 7, 9, 8] and Tun cel 24, 25] . The 3 3 Hermitian matrices with octonion entries, also known as the algebra of Albert, is somewhat exceptional. Excluding the algebra of Albert, it is possible to treat optimization over symmetric cones using associative algebras, see Schmieta and Alizadeh 18] . Alizadeh et al. 1] developed a sofware package, SDPPack, for solving linear optimization problems over a subclass of the symmetric cones, viz. excluding the primitives of positive semi-de nite matrices with complex, quaternion or octonion entries. It implements an extension of the search direction that was previously proposed for semi-de nite programming by Alizadeh, Haeberly and Overton 3], which can be quite di erent from the search directions of Nesterov and Todd 15, 16] . However, the scaling of Nesterov and Todd was implemented by Sturm 20] in a more recent software package, SeDuMi, which also allows complex Hermitian positive semi-de niteness constraints.
The analysis of optimization methods over symmetric cones gives rise to a number of issues that have not been addressed in the theory of symmetric cones before. The aim of this paper is to ll in such gaps, in particular those that were encountered while developing 20] and writing 19] . This paper is organized as follows. Section 1 reviews some fundamental properties of symmetric cones. The Peirce decomposition is discussed in more detail, since it plays a crucial role throughout this paper. The Peirce decomposition decomposes the matrix representation of the Jordan product operator into its eigenvalues and eigenvectors. In Section 2, we characterize these eigenvectors in terms of the Lie algebra that is associated with the orthogonal automorphisms of a symmetric cone. In Section 3. the notion of similarity is extended to symmetric cones. Using the nice properties of the quadratic representation, we derive a powerfull similarity relation, viz. Theorem 2. Two notions of geometric means for symmetric cones are given in Section 4. In fact, these geometric means were already used implicitly in Nesterov and Todd 15, 16] . However, we derive new results on the spectral properties of these geometric means. Section 5 contains a number of inequalities, concerning norms and spectral values. These results are applicable in worst case analysis for optimization methods. We extend Stein's theorem to symmetric cones in Section 6.
Notation. Let 1 A review of symmetric cones
We summarize in this section some properties of symmetric cones that are relevant for this paper. A detailed treatment of symmetric cones can be found in 6].
An important quantity is the order of a symmetric cone, denoted by n(K). Geometrically, n(K) ? 1 is the ratio of the radii of the smallest circumscribing Lorentz cone and the largest inscribed Lorentz cone of K, and hence any Lorentz cone has order n(Lorentz) = 2. For a Cartesian product of symmetric cones K 1 and K 2 , it holds that n(
The order of the cone of n n positive semi-de nite matrices is n, and this holds not only for the real symmetric case, but also for the complex and quaternion Hermitian cases, as well as the 3 3
octonion Hermitian case (where the order is 3). As a special case, we have n(< + ) = 1. Since a symmetric cone K can be decomposed as the Cartesian product of primitives (Proposition III.4.5 in 6]), the above rules su ce to compute the order n(K) of an arbitrary symmetric cone K. Associated with a symmetric cone K < N of order n = n(K) is a set of Jordan frames, which are also known as complete systems of idempotents. A Jordan frame is a matrix F 2 < N n , such that F T F = I; F< n + = Img (F ) \ K; (2) i.e. the columns of F form an orthonormal basis of an n{dimensional linear subspace of < N , viz. Img (F ), and the nonnegative orthant on this subspace, i.e. F< n + , is precisely the intersection of this subspace with the cone K. For instance, for the cone of positive semi-de nite matrices, a basis of the subspace of diagonal matrices is a Jordan frame. The requirement that F T F = I is normally not made in the literature, but it can be done without loss of generality, as we will show later in this section.
Any vector x 2 < N has a spectral decomposition x = F(x) (x), where F(x) is a Jordan frame. The vector (x) 2 < n is unique up to permutations. Thus, x 2 K () (x) 0:
The components 1 (6) where` ' denotes the direct sum of matrices:
The Jordan frames F are also restricted to this block diagonal structure. It is known that if F is a Jordan frame, thenF is also a Jordan frame if and only ifF = QF for some Q 2 OAut(K). The smallest spectral value of x is denoted by min (x), and it holds that min (x) = minfy T x j y 2 K; kyk = 1g:
In particular, it follows that x 2 K; y 2 K =) x T y 0:
(8) It is also easily veri ed that x ? min (x) 2 K; kxk = k (x)k; (9) where the identity kxk = k (x)k is due to the fact that in our de nition of Jordan frames, F(x) T F(x) = I, see (2) . For the interior of the cone K, and it holds that x 2 int K () (x) > 0: (10) Remark that if K = < n + , we may take F(x) = I and (x) = x. For the cone of positive semide nite matrices, x is the vectorization of a symmetric or (complex or quaternion) Hermitian matrix X, (x) is the vector of eigenvalues of X and the columns F i (x) are vectorizations of the rank-1 matrices u(X)u(X) T , where u(X) is an eigenvector of X. In particular, there is a Jordan frame E such that Img E is the set of all diagonal matrices. Similarly, if X is a 3 3 octonion Hermitian matrix, then there is an orthogonal transformation Q 2 OAut(K) such that Q(X) is diagonal, and there is again a Jordan frame E for the diagonal matrices. Remark that vectorization for symmetric matrices is not merely a stacking of columns. Instead, the vectorization of a symmetric n n matrix yields a vector of length n(n+1)=2, see 2] for details.
For the complex, quaternion and 3 3 octonion cases, the vectorization yields a real vector of length n 2 , n + 2n(n ? 1) and 27, respectively. For the Lorentz cone, K = n (x 1 ; x 2 ) 2 < + < N?1 x 1 kx 2 k o ; (11) we have 
De ne the positive part of a real number as ] + := max(0; ). Given the spectral decom-
denote the`positive part' of a vector x 2 < N . the power x p is de ned as
Obviously, we allow p to be non-integer only if x 2 K, and negative only if det(x) := Q n i=1 i (x) 6 = 0. It is readily veri ed that x 2 corresponds with the usual matrix product if K is the cone of positive semi-de nite matrices, including the 3 3 octonion case. (For the 3 3 octonion case, X 2 is well-de ned in terms of the usual matrix product, but not X 3 , since X 2 X 6 = XX 2 in general.) If K is the Lorentz cone (11), then " x 1
In any case, we see that x 2 is a smooth function of x, and we may de ne an operation x y as
: (16) Thus, for the cones of positive semi-de nite matrices, we have x y = vec (XY + Y X)=2; (17) and for the Lorentz cone we have
The operation x y is a Jordan product; it is bilinear, commutative, but not associative (except if K = < N + ). It is the usual choice of the Jordan product for symmetric cones, with one exception:
the factor 1= p 2 in the Jordan product for the Lorentz cone. This factor is due to the fact that we normalize Jordan frames such that their columns are orthonormal, see (2).
Spectral structure of the Jordan product
Since the Jordan product is bilinear, we may associate with any x 2 < N an N N matrix L(x) such that L(x)y = x y for all y 2 < N : (19) It is known that L(x) is symmetric, and the spectral structure of L(x) has been described in terms of the so{called Peirce decomposition. The Peirce decomposition is an extension of the well known characterization of the eigensystem of a Kronecker sum 17].
Remark from ( Pre-multiplying with Q T , we obtain that L(x) = Q T L(Qx)Q: (20) Recall that given a Jordan frame E, we may choose Q 2 OAut(K) such that QF(x) = E. Therefore, (20) implies that it su ces to investigate the spectral decomposition of L(E ) for 2 < n , and one particular Jordan frame E. For the case of symmetric or Hermitian matrices, an obvious choice for E is the Jordan frame of diagonal matrices. Proposition 1 (Peirce decomposition) If K < N is a primitive symmetric cone of order n, then the eigensystem of L(x) is as follows:
It has eigenvalues i (x), with respective eigenvectors F i (x), for i = 1; 2; : : : ; n. If n > 1, it has the additional eigenvalues i (x) + j (x) 2 for i = 1; 2; : : : ; n ? 1; j = i + 1; i + 2; : : : ; n;
and any vector in Img (L(F i (x))L(F j (x))) is an eigenvector corresponding to the eigen-
The eigenstructure of L(x) as described above is known, see Chapter IV, and in particular Theorem IV.2.1 and Corollary IV.2.6 in Faraut and Kor anyi 6]. However, since the result plays such a crucial role throughout this paper, we provide a short proof, which also illustrates the structure of the speci c classes of primitive symmetric cones.
Proof. Due to relation (20) , it su ces to prove the proposition for one particular Jordan frame, say F(x) = E.
Consider the real symmetric, complex or quaternion Hermitian, and the 3 3 octonion Hermitian matrices, and let E denote the Jordan frame of diagonal matrices. Thus, E i = vec (e i e T i ).
Using (17), it follows that the Jordan product of the diagonal matrix X = diag ( (x)) with an arbitrary Hermitian matrix Y is given as
y ij for i = 1; 2; : : : ; n; j = 1; 2; : : : ; n:
For an arbitrary scalar , the vectorization of Y (i; j; ) := ( e i e T j + e j e T i ) is therefore an eigenvector of L(x), with eigenvalue ( i (x) + j (x))=2. For i = j, this reduces to vec (Y (i; i; )) = 2( + ) vec (e i e T i ) = 2( Re )E i ;
where Re denotes the real part of the (real, complex, quaternion or octonion) scalar . This proves the rst part of the proposition. For i 6 = j, and arbitrary z = vec (Z),
vec (e j (e T j Z) + (Ze j )e T j ) = 1 4 vec (z ij e i e T j + z ij e j e T i ): Since Y (i; j; ) is of the above form, this establishes the eigenvector structure for i 6 = j. Furthermore, since z ij is arbitrary, it follows that the rank of L(E i )L(E j ) is 1; 2; 4 or 8 for the real, complex quaternion or octonion case, respectively.
For the Lorentz cone, we have from (13) that
Hence, L(E (x)) has eigenvalues 1 (x) and 2 (x) with associated eigenvectors E 1 and E 2 , and also the eigenvalue ( 1 (x) + 2 (x))=2 with multiplicity N ? 2, for which the eigenvector space is Q.E.D.
Remark that the eigenstructure of L(x) follows from Proposition 1 for general (non-primitive) symmetric cones also, by observing the block diagonal structure of L(x), see (6) .
Proposition 1 shows that x 2 K if and only if L(x) is positive semi-de nite. Since L(x) is linear in x, it follows that a symmetric cone is the intersection of a linear subspace (of the same dimension) with the cone of positive semi-de nite matrices (in a higher dimension). In particular, linear optimization problems over symmetric cones can be formulated as semi-de nite programming problems. However, such a reformulation is computationally inattractive, because it transforms an N{dimensional problem into an N(N + 1)=2 dimensional problem.
1.2
The quadratic representation
The quadratic representation of x 2 < N is the matrix P(x), de ned as
It is known that exp L(x) = P(exp(x=2)), where exp( ) is the exponential function,
This reveals a certain Lie algebraic structure, see e.g. Gilmore 11] . In fact, if we let Remark from (22) that for real symmetric matrices, and complex and quaternion (but not octonion!) Hermitian matrices, we have P(x)y = vec (XY X); (23) where x and y are vectorizations of the matrices X and Y .
The eigenstructure of P(x) follows easily from Proposition 1, because x and x 2 share the same Jordan frame F(x). Thus, P(x) and L(x) share the same basis of eigenvectors. Furthermore, by combining Proposition 1 with (22), we immediately obtain that (24) for i = 1; 2; : : : ; n, and
for i = 1; : : : ; n ? 1 and j = i + 1; : : : ; n.
Notice from (24){(25) that P(x p ) = P(x) p and P(x)x p = x 2+p , where p can be any real number for which x p is de ned, see (15) . Also, if i (x) + j (x) 6 = 0 for all i and j, then L(x ?1 ) ?1 L(x) has the same eigenstructure as described in (24){ (25), and hence is identical to P(x), i.e.
x ?1 y = x (P (x)y) for all y 2 < N ; which explains why P(x) is called the quadratic representation.
If x ?1 exists, i.e. if i (x) 6 = 0 for all i, then K is invariant under P(x). Stated di erently, P(x)K = K; P(x) int K = int K for all invertible x 2 < N ; (26) see Proposition III.2.2 in Faraut and Kor anyi 6]. The above relation implies that if j i (x)j = 1 for all i, then P(x) 2 OAut(K). In the sequel, we will often use the following relation: P(x)P(y)P(x) = P(P(x)y) for any x; y 2 < N ; (27) which is cited from Proposition II.3.3 in Faraut and Kor anyi 6]. Remark from (23) that the above identity is trivially true for the case of symmetric matrices.
The Lie algebra and the Peirce decomposition
For a symmetic cone K, the set of derivations is de ned as ODer(K) := fR 2 < N N j R(x y) = ((Rx) y) + (x (Ry)) for all x; y 2 < N g:
The set of derivations forms the Lie algebra of OAut(K), i.e.
R 2 ODer(K) () exp(tR) 2 OAut(K) for all t 2 <:
For an introduction to Lie algebras, see Gilmore 11] . It is easily checked that ODer(K) is a linear subspace of the N N skew{symmetric matrices. In fact, it consists of the skew{symmetric matrices in the Lie algebra of Aut(K).
It is known that if R = L(x)L(y) ? L(y)L(x) for some x; y 2 < N , then R 2 ODer(K), see Proposition II.4.1 in Faraut and Kor anyi 6]. Now, let F be a Jordan frame, with columns F 1 ; : : : ; F n . Remark from (15) that for i 6 = j, we have (F i +tF j ) 2 = F i +t 2 F j , so that F i F j = 0, using (16) . Therefore, using also the commutativity of the Jordan product, we have for any
Img RF j for i 6 = j: (29) It is known from Proposition 1, that L(F i ) and L(F j ) share the same basis of eigenvectors, so Proof. Let F T RF = 0 for any R 2 ODer(K): Let F i ; F j and F k be three distinct columns of the Jordan frame F. Remark from (24) that P(F i + F j )F k = 0; P(F i ? F j )F k = 0:
Therefore, using also (33), we have
for t ! 0. However, since exp(tR) 2 OAut(K) for any t 2 <, and since P(y)K = K for all y 2 < N , we also have x T P(y) exp(tR) F k 0 for all t 2 <; y 2 < N ; x 2 K: Procedure 1 Procedure to deduce the spectral values of x with respect to a primitive symmetric cone K, from the eigenvalues of D(x). On output, 1 ; 2 ; : : : ; n are the spectral values of x.
Step 0 Let u 1 u 2 u N denote the eigenvalues of D(x). Set p = 1 and let
Step 1 If p = n then STOP. Otherwise, we can nd k such that fu 1 ; u 2 ; : : : ; u k?1 g J p ; fu 1 ; u 2 ; : : : ; u k g 6 J p ; considering also multiplicities (e.g. f1; 1g 6 f1g).
Step 2 
for x and y in a primitive symmetric cone K. We remark that with an analogous argument, it can also be shown that L(x) L(y) if and only if x y, even without restricting to x; y 2 K.
However, relation (43) turns out to be more useful in deriving further similarity relations.
If K is a Cartesian product of primitive symmetric cones, say K = K 1 K 2 K M , then D(x) has a block diagonal structure, where each block corresponds to a primitive symmetric cone, cf. Proof. Remark from (26) 
Applying (43) 
Inequalities
In this section, we derive some estimations that are particularly useful in worst-case analysis for interior point methods over symmetric cones, see the forthcoming paper 19].
In general, the operator 2{norm of a matrix Z is de ned as kZk = max y fkZyk j kyk = 1g. If Z is a symmetric matrix, then kZk is its spectral radius. Therefore, it follows from Proposition 1 that kL(x)k = k (x)k 1 , i.e. kx yk k (x)k 1 kyk for any x; y 2 < N :
By the commutativity of the Jordan product, we also have kx yk k (x)kkyk 1 . Similarly, it follows from (24){(25) that that kP(x)k = k (x)k 2 1 , and hence kP(x)yk k (x)k 2 1 kyk for any x; y 2 < N :
We know from Corollary 1 that if x; y 2 K, then D(x)y D(y)x. Hence, using (9), kD(x)yk = k (D(x)y)k = kD(y)xk, which together with (50) yields kD(x)yk k (x)k 1 kyk and kD(x)yk kxkk (y)k 1 for any x; y 2 K:
Using the Peirce decomposition (Proposition 1), it follows that the eigenvalues of the matrix L(x) 2 ? P(x) are of the form
Therefore, L(x) 2 ? P(x) is positive semi-de nite, and kx yk 2 = kL(x)yk 2 y T P(x)y for any x; y 2 < N :
In particular, if x 2 K then kx yk kD(x)yk. Remark from (2) that T z = P n i=1 i (z), for z 2 < N . However, from the Peirce decomposition, we also have L(x) = D(x) = x. Hence,
Together with (52) and (9) 
where we used (7). However, min (y) must be positive, because y 2 int K, and we thus arrive at a contradiction.
Q.E.D. Q.E.D.
The following lemma extends a result that is often used in semi-de nite programming, see Monteiro 14] , and later research papers on this subject. Lemma 2 For any x; y 2 < N with det(x) 6 = 0, we have min (x 2 y) min (P (x)y):
Proof. Suppose rst that det x 6 = 0. Using (9), we have L(x 2 ) y ? min (x 2 y)x ?2 = (x 2 y) ? min (x 2 y) 2 K:
Pre-multiplying with L(x 2 ) ?1 , and using Corollary 2, it follows that y ? min (x 2 y)x ?2 2 K: If we pre-multiply this inclusion with P(x), we have, using (26) , P(x)y ? min (x 2 y) 2 K; which shows that min (x 2 y) min (P (x)y), under the assumption that det x 6 = 0. By continuity, it nally follows that min (x 2 y) min (P (x)y) for all x; y 2 < N :
Q.E.D. Applying Lemma 2 with x and ?y, it follows that also max 1 i n i (x 2 y) max 
for all x; y 2 < N . 6 An extension of Stein's theorem
In thius section, we provide an extension of Stein's theorem to symmetric cones. Stein's theorem, with positive de nite matrices, plays an important role in the theory of di erence equations, see e.g. Ortega 17] . The extension to symmetric cones is an important ingredient in deriving the radius of quadratic convergence for Newton's method in interior point methods, see the forthcoming paper 19]. where the rst step follows from (24) . Thus, the theorem holds with x = .
To show the converse implication, assume that x 2 int K is such that x ? P(y)x 2 K. Remark from (24){(25) that k (y)k 2 1 is the largest eigenvalue of P(y), and hence P(y)u = k (y)k 2 1 u for some u 2 < N : ? . Hence, we may assume without loss of generality that u 2 K. Since also x ? P(y)x 2 K, it follows that 0 u T ( x ? P(y)x) = u T x ? u T P(y)x = ( ? k (y)k 2 1 )u T x; where the last step follows from (55). Furthermore, u T x > 0 because x 2 int K and 0 6 = u 2 K.
