• The sensor glove generates auditory feedback.
Introduction
Changes in sensitivity of the hand occurs mainly due to traumatic lesion of peripheral nerves [21] and can seriously affect its function, impairing the performance in the execution of daily life activities and reducing the quality of life of an individual [13, 16] . The recovery of sensory function of the hand is found to be unsatisfactory in clinical practice in most cases and still represents a challenge to reconstructive surgery [13, 17] .
Strategies of sensory reeducation of the hand have been introduced after nerve repair in order to help the patient to reinterpret the altered sensory stimuli originating in the injured hand [5] [6] [7] 19] . Currently, interventions such as the Sensor Glove System [16] , involving the principles of cross-modal plasticity and cortical audiotactile interaction have become important tools in the attempts to preserve as much as possible the cortical map of the hand during the immediate post-injury period.
The glove has microphones on the back of the fingertips. An amplifier is responsible for sending the sound to earphones. Thus, when it stimulates the fingertip, the individual is able to hear the sound generated by the touch of that finger on a specific texture [ [13] [14] [15] [16] . The sensor glove allows the individual "to hear what the hand should feel" and this process seems to be bridged by the common vibrational sense shared by tactile gnosis and auditory perception [13] . Other studies have pointed out positive results of its application when started early after nerve repair [15] .
The objective of this randomized controlled study was to determine whether training with auditory stimulus from a sensor glove would be effective in modulating cortical audiotactile integration in healthy subjects. Differences in the time course of BOLD (Blood Oxygenation Level Dependent Effect) activations between trained and untrained groups may shed light on sensory substitution mechanisms, thus paving the road for greater use of the sensor glove as a tool for the rehabilitation after peripheral nerve injuries in the upper limbs.
Methods
The study was approved by the Research Ethics Committee of the institution and all subjects gave written informed consent.
Subjects
Fourteen subjects (13 women and 1 man) with a mean age of 26.8 ± 1.4 years were invited and the inclusion criteria were normal hearing assessed by pure tone threshold audiometry; preserved sensitivity, strength and amplitude of movement of the upper limbs; hear the sound of velcro texture during fMRI exam. After randomization (random number table), the subjects were allocated to the training group (TG) and to the control group (CG).
Before the fMRI exam, TG subjects were trained to use the sensor glove model, whereas CG subjects were not trained and had no contact with the subjects of the TG or the sensor glove before the exam. Investigators with experience in hand therapy collected all data and trained the TG subjects.
Training
A sensor glove model developed by the authors [20] and similar to that described by Lundborg et al. [16] was used for training (Fig. 1) .
The objective of training was to habilitate the volunteers to replace touch for hearing as much as possible during the identification of textures using the sensor glove. It was based on the traditional programs of sensory reeducation of the hand and was performed for seven consecutive days before the fMRI exam. The volunteers were trained by the investigator, in a silent environment, only once a day in an individual session lasting 15 min.
During training, the subjects wore the glove with a single mini-microphone coupled to the second finger of the right hand and earphones, with the amplifier volume being adjusted to the most comfortable level for each subject. Five different textured materials were then presented to the subjects: rough velcro, velvet, jute, felt, and textured vinyl. Initially, the volunteers observed and heard the sound of passive touch of the texture on their right index finger and, then with eyes closed, just heard the sound of touch. At the end, they had to identify the textures based only on sound and at this time, they received feedback (correct or not). Each session (eyes open, eyes closed, identification) lasted 5 min, totalling 15 min.
The sound produced by touching the velcro texture was the one that most salient during the scanner noise and so was chosen to be used during the fMRI exam. Thus, the velcro texture touch was emphasized and standardized throughout the training. Subjects had no access to this information. To this end, the touch with each texture has always been intercalated with the velcro texture. In this way, during training, the texture with which the subjects had greater contact was velcro.
Stimulation procedures during fMRI
All subjects were submitted to the fMRI exam using a Philips Achieva 3T (Best, the Netherlands) magnetic resonance apparatus in four blocks of 30 s for the task and of four blocks of 30 s of rest. A complete run lasted for four and a half minutes.
During the functional exam, the subjects were submitted to three consecutive runs and received three different types of stimuli in the same order: tactile stimulus alone (task 1), tactile and auditory stimuli combined (task 2), and auditory stimulus alone (task 3).
The volunteer was positioned in the scanner and wore air duct earphones, an inbuilt device in the Achieva 3T scanner, that received the sound sent by the glove amplifier and partially blocked the noise of the scanner. An auxiliary investigator applied the tactile stimulus by passing the velcro texture on the tip of the volunteer's right hand second finger. The auditory stimulus was applied by another investigator, who was in the command room and wore a glove with a single microphone placed on the second finger of his left hand.
The audio-feedback intensity was adjusted at maximum level allowed by the amplifier and scanner sound control. Thus, the interference of the scanner characteristic noise was minimized by both earphones and audio-feedback setting on the highest possible intensity. Then, during auditory stimulation, the researcher applied the stimulus in his own finger over the microphone, and the sound captured was sent to the volunteer earphones.
For the simultaneous application of tactile and auditory stimuli, researchers worked as synchronously as possible by direct visual contact, and the researcher who was in the command room gestured to another the moment that stimulation should begin. The time of application of the stimuli was controlled by the researcher in the command room. Even though there was no millisecond precision in the timing of stimulation, this procedure was not deleterious, once the time resolution in both stimulation and image acquisition were in the range of thousands of milliseconds. Thus, asynchronies between both auditory and tactile stimulations can be considered as normally distributed, given the expertise of the researchers involved, the timing in communication and the sampling rate of the neurophysiological tool used here.
Acquisition and processing of images
Structural T1-weighted images were obtained using a standard gradient-echo sequence (TR = 7.2 ms, TE = 3.3 ms and 8
• spinning angle, 240 × 240, 180 slices). Three sets of functional echo-planar images were acquired (TR/TE = 2000/40 ms, matrix dimension 128 × 128 in-plane matrix, 30 slices, 135 volumes).
Functional images were processed using the software Brain Voyager TM QX 2.3 (Brain Innovation, the Netherlands). Pre-processing consisted of 3D movement correction, a 5-mm FWHM Gaussian spatial filter, and a temporal high-pass filter. Data were analyzed statistically by the General Linear Model [8] with the evolution of each voxel being compared to a modeled reference function. Statistical maps were calculated after correcting for multiple comparisons and false-discovery (q < 0.01). Thresholded maps are visualized on the structural images for anatomic reference.
Significant areas identified by the contrast (task 2 > task 3 + task 1) were spatially masked with a Brodmann template. The resulting maps were used as a guide to select seeds to extract the BOLD signal time courses. BA 40 was defined by the whole bilateral Brodmann template (Fig. 2) . Based on these seed volumes of interest (VOIs), the mean BOLD signal across subjects was calculated and plotted separately for each group and task. Mean BOLD signals for each run and group are depicted in Fig. 3 . The Table 1 Correlation indexes (Pearson's -r) between time course mean signals for different VOIs and groups. Mean BOLD signal was calculated along 27 consecutive sampling time points (Fig. 3) .
Trained
Untrained Significant limit for degrees-of-freedom = 26 is r = 0.374. n.s.: not significant. A1: primary auditory area; S1: primary somatosensory area; BA40: Brodmann area 40 bilateral.
correlation coefficients between average time courses under each group and run are illustrated in Table 1 .
Results
Significant BOLD activity was found in Brodmann areas 1, 2, 3 (somatosensory areas), 41, 42 (auditory areas), and 40 (associative area) according to each stimulation modality. The contrast between tasks was used to identify which activation was exclusive for each group in task 2 (task 2 > task 3 + task 1), that is, which areas were responsible for the associations across stimulus modalities. Significant clusters are depicted in Fig. 4 . The intersection of these clusters defined VOIs, whose mean BOLD signals across subjects and tasks are depicted in Fig. 3 .
In the tactile stimulation only, the somatosensory activation was higher for trained subjects in 9 of 14 sample points during the early and late periods of the task block ( Fig. 3A and B) . In Fig. 3C (tactile/auditory stimulation), it is observed that the auditory activity that precedes the global activity, in trained subjects, is coupled with the signal in the somatosensory areas, which remains constant during the task block. For untrained subjects (3D), the somatosensory activity matches the amplitude of the signal inside the associative area (BA 40) during the first half of the block (scans 2-6) and levels with the signal of the auditory areas later on (scans [11] [12] [13] [14] . The Pearson's moment correlation index was calculated in order to compare the coupling of signal curves across VOIs and tasks depending on group (Table 1) . High and significant indexes were found when signals for the three VOIs were correlated in tactile only and tactile/auditory stimuli. The differences between groups appeared for correlation indexes in the auditory stimuli only. In auditory only task, trained subjects showed high significant correlation between mean BOLD signal inside somatosensory and associative cortices (r = 0.66, p < 0.05). On the contrary, auditory only stimulation resulted in negative correlation for untrained subjects when inside primary auditory and primary somatosensory averaged signals were correlated (r = −0.75, p < 0.05).
Discussion
Previous studies have focused on the mechanisms of crossmodal plasticity and sensory substitution. The process is supposed to take place after successive pairings of cross-modal stimuli, which strengthens neural coupling through a variety of mechanisms, collectively known as long-term potentiation (LTP). This change in the strength between the nodes of a multi-scale network subserves learning and adaptive behavior and may be a consequence of increments of dendritic branching and a consequent rise in the number of synaptic buttons, diminished neurotransmitter recapture [9] , and intracellular cascade facilitation [2, 4] . Pairings of apparently disparate modes of stimulation seem to be modulated both by subcortical activity, as in the case of acetylcholine from nucleus basalis [9] or by cortico-cortical pathways, in which the GABAergic frontal neurons may have a preponderant role [3] .
The distinct pieces of evidence gathered here show that the training with the sensor glove model somehow influences cortical audiotactile integration mechanisms. Similar results were obtained by Lundborg et al. [14] in a study involving fMRI and their Sensor Glove System. These authors observed that, in trained individuals, under conditions similar to those used here, the auditory stimulation activated the somatosensory cortex.
In our study, we observed some trends of BOLD signal timecourse such as a greater activation of the somatosensory area during task 1; the pairing of the signal in the auditory area with the signal in the somatosensory area during task 2; and changes in the somatosensory signal during task 3, which indicate that training with a sensor glove can provide audiotactile integration.
As observed in Fig. 3A , the use of a sensor glove seems to influence the reaction in-group BOLD signal during the tactile stimulation. Trained individuals show higher activity in the somatosensory area for the same stimulus intensity, as compared to untrained subjects. Furthermore, in the same VOIs, the process of integration of touch and hearing in untrained subjects is being built during the stimulation (Fig. 3B and D) . In the trained subjects, the behavior of the BOLD signal (Fig. 3E) suggests that this process seems to be already established, as the negativity right after block onset may indicate that an increased inhibition occurs in consequence of pairing between auditory stimulation in previous training. Although a negative BOLD signal has been described previously in current literature as a mechanism of functional inhibition [11, 22] , we speculate that, instead of functional inhibition, the hemodynamic coupling is not established in a way that it controls the canonical coupling between metabolic demand and increase in blood flow. In this way, if the enhancement took place as a consequence of previous training with the sensor glove, the incoming information from the auditory/associative cortex may trigger unusually high demand for oxygen in somatosensory areas, rendering blood flow and volume constant, thus locally reducing the T2* signal. This point deserves further investigation, considering that the inhibitory processes cited early was detected in the ipsilateral side of suprathreshold electrical stimulation [11, 22] , thus in a different stimulus domain if compared to our approach.
There is still no consensus about the areas where the cortical audiotactile integrations occur, but some candidate areas have been proposed, such as the SII area [18] , posterior parietal and temporoparietal cortices [10] , and auditory cortex [1, 23] . Lemus et al. [24] , in a study with monkeys, observed that the areas SI (primary somatosensory cortex) and AI (primary auditory cortex) did not encode any other type of stimulus, except their own sensory modality, when the animals were stimulated simultaneously by tactile and auditory stimuli. Nevertheless, these authors suggest that other areas such as SII and premotor cortex may be associated with this cross-modal interaction.
Our results indicate that temporoparietal areas may be responsible for integrating inputs from the auditory cortex and feeding information into the adjacent somatosensory cortex. This can be seen in the mean BOLD signal succession inside somatosensory and associative areas in Fig. 3E , along with the correlation index for trained subjects in the auditory only task. Looking at the results from a wider point of view, we speculate that frontal areas influence this process, as indicated by a significant BOLD cluster in the left superior frontal gyrus (Fig. 4A ). This result along with previous findings that GABAergic neurons may mediate inhibition of cortical modulation in sensory areas [3] , may offer a likely explanation for the negative BOLD signal observed in the somatosensory area for trained subjects, while in the untrained subjects, the BOLD signal during this stimulation renders a negative but flat curve (Fig. 3F) . This indicates that the training with a sensor glove somehow changes the cortical activity in the somatosensory area by the influence of the adjacent associative areas (BA 40). Yet, this result shows similarity to the results of Schäfer et al. [22] , who studied the ipsilateral BOLD negativity during electrical stimulation on the hand.
One aspect of the data that needs to be discussed is the finding (Fig. 3) that the activation in BA 40 in task 2 is larger in untrained subjects relative to trained subjects. Although it seems paradoxical, we consider that this higher level of activation is due to the effort required by the ongoing multimodal training under high levels of the scanner background noise. Previous results indicate that brain function requires additional attention resources under noisier conditions, once acoustic noise promotes masking effects during tasks requiring focused attention on meaningful sounds [25] .
The negative nature of the BOLD signal in task 3 seems to have different origins depending on the group. Although there is a strong initial dip in the signal inside somatosensory areas for trained subjects, the signal turns positive around the 8th scan, being coupled with the signal inside associative area. In this way, there is a high positive correlation between the signals of those two volumes-of-interest (r = 0.66). On the contrary, the correlation for untrained subjects is negative and significant only for auditory and somatosensory areas, with a slight rise of the signal inside BA 40 volume-of-interest. Taking these results together with the subtle differences in the curve for tasks 1 and 2, let us conclude that there is a coupling between the stimulation processing depending on training.
In conclusion, the results found here and previously [12, 14] suggest that the auditory stimuli from the sensor glove can function as an alternative pathway for stimulation of the somatosensory area in situations where there is deprivation of sensory function (here, the volunteers had their hands covered by the glove fabric). In subjects who have real impairment of sensory function of the hand, we hypothesize that the sensor glove contributes to better recovery results of sensory function.
