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Abstract
We consider non-local in time semilinear subdiffusion equations on a bounded domain,
where the kernel in the integro-differential operator belongs to a large class, which covers
many relevant cases from physics applications, in particular the important case of fractional
dynamics. The elliptic operator in the equation is given in divergence form with bounded
measurable coefficients. We prove a well-posedness result in the setting of bounded weak
solutions and study the stability and instability of the zero function in the special case where
the nonlinearity vanishes at 0. We also establish a blowup result for positive convex and
superlinear nonlinearities.
AMS subject classification: 35R11, 45K05, 47G20
Keywords: time fractional diffusion, semilinear subdiffusion problem, weak solutions, well-
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1 Introduction
Let Ω be a bounded domain in RN . We consider the problem
∂t
(
k ∗ [u− u0]
)
− div
(
A(t, x)∇u
)
= f(u), t > 0, x ∈ Ω,
u = 0, t > 0, x ∈ ∂Ω, (1)
u|t=0 = u0, x ∈ Ω.
The kernel k ∈ L1, loc(R+) is given, and k ∗ v denotes the convolution on the positive halfline
R+ := [0,∞) w.r.t. the time variable, that is (k ∗ v)(t) =
∫ t
0 k(t− τ)v(τ) dτ , t ≥ 0. Note that for
sufficiently smooth u with u(0) = u0,
∂t
(
k ∗ [u− u0]
)
= k ∗ ∂tu. (2)
The kernel k belongs to a large class of kernels, it is merely assumed to satisfy the condition
(PC) k ∈ L1, loc(R+) is nonnegative and nonincreasing, and there exists a kernel l ∈ L1, loc(R+)
such that k ∗ l = 1 on (0,∞).
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In this case we say that k is a kernel of type PC (cf. [39]) and also write (k, l) ∈ PC. Note that
(k, l) ∈ PC implies that l is completely positive, cf. [5, Theorem 2.2] and [6], in particular l is
nonnegative.
Condition (PC) covers most of the relevant integro-differential operators w.r.t. time that
appear in physics applications in the context of subdiffusion processes. An important example
is given by (k, l) = (g1−α, gα) with α ∈ (0, 1), where gβ denotes the standard kernel
gβ(t) =
tβ−1
Γ(β)
, t > 0, β > 0.
In this case, the term ∂t(k ∗ v) becomes the classical Riemann-Liouville fractional derivative ∂αt v
of order α, and k ∗ ∂tv = cDαt v, the Caputo fractional derivative (cf. the right-hand side in (2)),
of the (sufficiently smooth) function v, see e.g. [17].
Another interesting example is given by the pair
k(t) =
∫ 1
0
gβ(t) dβ, l(t) =
∫ ∞
0
e−st
1 + s
ds, t > 0. (3)
In this case the operator ∂t(k ∗ ·) is a so-called operator of distributed order, see e.g. [19, 33].
Further examples will be discussed in Example 3.1 below.
Concerning the coefficients A = (aij) we assume that
(H) A ∈ L∞((0, T )× Ω;RN×N ) for all T > 0, and ∃ν > 0 such that
(
A(t, x)ξ|ξ
)
≥ ν|ξ|2, for a.a. (t, x) ∈ (0,∞)× Ω, and all ξ ∈ RN .
Problems of the form (1) with f = 0, in particular time fractional diffusion equations, have
attracted much interest during the last years, mostly due to their applications in the modeling
of anomalous diffusion, see e.g. [19, 20, 22, 31] and the references therein for the physical back-
ground. To provide some more specific motivation, consider for the moment the case Ω = RN ,
A(t, x) = I and f = 0, and let Z(t, x) denote the fundamental solution of the corresponding
equation satisfying Z|t=0 = δ0. If (k, l) ∈ PC, then Z can be constructed via subordination from
the heat kernel and one can show that Z(t, ·) is a probability density function on RN for all
t > 0, see [16]. Further, the so-called mean square displacement, which is defined in our case as
m(t) =
∫
RN
|x|2Z(t, x) dx, t > 0,
and describes how fast particles diffuse, is known to be given by
m(t) = 2N (1 ∗ l)(t), t > 0,
see [16]. In the time fractional diffusion case (i.e. the first example) one observes that m(t) = ctα
with some constant c > 0 (see also [22]), which shows that the diffusion is slower than in the
classical case of Brownian motion, where m(t) = ct. In our second example, the mean square
displacementm(t) behaves like c log t for t→∞, see [19]. In this case the corresponding diffusion
equation describes a so-called ultraslow diffusion process.
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Semilinear problems of the form (1) generalize the pure diffusion case (with f = 0) by
including a nonlinear source term. Such problems also occur as models for nonlinear heat flow
in materials with memory, see e.g. [13, 24].
The main results of this paper are the following. Assuming that f is locally Lipschitz contin-
uous we first establish local well-posedness for (1) in the framework of bounded weak solutions.
We also show that there is a maximal interval of existence [0, t∗) and that the solution blows up
as t→ t∗− if t∗ <∞ and f is defined on all of R, see Theorem 4.1 below. We point out that in
our local well-posedness result the coefficient matrix A is only assumed to satisfy condition (H),
in particular it is allowed to depend on time.
The second main result, Theorem 5.1, provides sufficient conditions for the stability and
asymptotic stability of the zero function; here we assume that f(0) = 0 and that f ′(0) exists. In
addition we restrict ourselves to the case where A is independent of t. In the special case, where
A is also symmetric, the stability condition is given by f ′(0) < λ∗, where λ∗ > 0 denotes the
smallest eigenvalue of the operator Lv = −div
(
A(x)∇v
)
(with Dirichlet boundary condition) in
L2(Ω). In the symmetric case we also prove instability of the zero function if f
′(0) > λ∗ and
l /∈ L1(R+), see Theorem 5.2.
The last main result, Theorem 6.2, is concerned with the blowup of solutions to (1). Here
we assume that A is independent of t and symmetric. Concerning f we impose a convexity and
superlinearity condition; these conditions on f are also widely used in the classical theory of
parabolic PDEs. We prove that for sufficiently large initial data u0 ≥ 0 the corresponding weak
solution to (1) blows up in finite time. We remark that in contrast to the instability result, here
the kernel l is also allowed to be integrable on R+.
Our proofs of the well-posedness and stability results require a couple of auxiliary results
such as, e.g., a comparison principle and an appropriate linear stability result. Some of these
results seem to be new and are interesting in its own right.
In view of condition (PC) the nonlocal PDE in (1) can be rewritten as a Volterra equation on
the positive halfline with a completely positive kernel; this can be seen by convolving the PDE
with the kernel l. If A is independent of t, the problem can be viewed as an abstract Volterra
equation of the form
v(t) + (l ∗ Lv)(t) = v0 + (l ∗ F (v))(t), t ≥ 0. (4)
Here v takes values in some Banach space of functions of the spatial variable and L denotes the
elliptic operator mentioned above. There has been a substantial amount of work on such abstract
(linear and nonlinear) Volterra and integro-differential equations since the 1970s, in particular
on existence and uniqueness, regularity, and long-time behaviour of solutions, see, for instance,
[2, 3, 4, 5, 10, 11, 37], and the monograph [26]. The results in [3] contain as a special case the
local well-posedness in continuous interpolation spaces of an abstract time fractional quasilinear
equation and are applicable to (4) with l = gα, α ∈ (0, 1). The existence and uniqueness results
in [11] are based on the theory of accretive operators and also apply to (4).
However, these abstract results are not applicable to solve (1) with rough coefficient matrix
A(t, x). In order to achieve this, an appropriate theory of weak solutions is required. In this
paper we make use of the results from [39] on weak solutions to abstract evolutionary integro-
differential equations in a Hilbert space setting. In the case with rough coefficient matrix A(t, x)
and f = 0, optimal L2-decay estimates were proved in [33].
In [7], the authors establish the global existence in a strong Lp-setting for a semilinear
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parabolic Volterra equation with Dirichlet boundary condition; here A(t, x) = I, but the nonlin-
earity may also depend on t, x and ∇u.
As to stability results in the nonlinear case, linearized stability for an abstract Volterra
equation has been studied in [15] in the abstract framework of accretive operators. Due to the
assumptions on the kernel, the results in [15] do not apply to our situation. Even the important
time fractional case is excluded there.
Concerning blowup results, there exist already some results on special cases of (1), mostly
with fractional dynamics. In [1], the authors show blowup in the case f(x) = x2−x and k = g1−α,
thereby solving a problem which was raised in [23]. Time fractional semilinear diffusion equations
with power type nonlinearity in the whole space are studied in [18]. The authors determine critical
exponents of Fujita type and establish necessary and sufficient conditions for the existence of
nontrivial global solutions. Blowup for one-dimensional time fractional diffusion problems with
a source term of the special form g1−α ∗ (δ(x−a)f(u(·, a))(t), where a ∈ Ω is fixed and δ denotes
the Dirac delta distribution is studied in [25]. In the purely time-dependent case, that is, in
the case without elliptic operator, one finds many blowup results for several kinds of Volterra
equations, see e.g. [21, 29]. However the general situation we consider in Theorem 6.1 with a
kernel k of type PC and a general positive, convex and superlinear function f does not seem to
have been studied so far. Moreover, the argument we give to prove Theorem 6.1, although well
known in the ODE case, seems to be totally new in the context of Volterra equations.
We would like to point out that the theory developped in this paper can be extended to
a more general class of equations which is obtained by adding an additional term k0∂tu, with
k0 ≥ 0, on the left-hand side of (1). In this situation, one has to replace condition (PC) by
(PC′) k ∈ L1, loc(R+) is nonnegative and nonincreasing, and there exists a kernel l ∈ L1, loc(R+)
such that k0l(t) + (k ∗ l)(t) = 1 on (0,∞).
Also in this situation, l is completely positive (see e.g. [5]), and thus nonnegative. The special
choice k0 = 1, k = 0 and l = 1 in this more general formulation leads to the classical parabolic
case, which is not covered by (1) under assumption (PC). We believe that the analogue (in the
classical parabolic case) of our nonlinear well-posednes result, Theorem 4.1, is known, however
we could not find a reference. It is not difficult to check that our arguments can be generalized to
the case with additional term k0∂tu, since l is the important kernel. However, this also requires
an extension of some auxiliary results cited from the literature in Section 3, in particular of the
basic linear existence result, Theorem 3.1. This is possible but not the subject of this paper, so
we confine ourselves to the situation described above.
As to other boundary conditions, we are convinced that our arguments can be adapted to
obtain corresponding results for homogenous Neumann and Robin boundary conditions. Again,
to achieve this one also has to prove first analogues of some of the auxiliary results cited from
the literature in Section 3.
Concerning limitations of our theory, we remark that in our framework, the nonlinearity f
cannot be allowed to depend on the gradient ∇u. Our method does not seem to apply either to
quasilinear equations, that is to the situation where the coefficient matrix A in (1) also depends
on u or ∇u. This is due to the lack of regularity. Note, however, that for A = A(u) and
k = g1−α with α ∈ (0, 1) and assuming more regularity on the initial value u0, the corresponding
quasilinear problem can be solved uniquely by means of maximal regularity, see e.g. [3, 36].
Another limitation is that superdiffusion equations are excluded, in particular the time frac-
tional case with time order α ∈ (1, 2), by the lack of the maximum principle. Equations of
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this type have also been studied quite intensively, we refer to [3, 8, 30, 26, 27, 37, 38] and the
references given therein.
The paper is organized as follows. In Section 2 we collect basic properties of kernels of type
PC and state a fundamental convexity property for operators of the form d
dt
(k ∗ ·). Section 3
is devoted to linear problems and provides important tools, which are required in the analysis
of the nonlinear problem. Section 4 contains the well-posedness result for (1). Section 5 deals
with stability and instability of the zero function. Finally, in Section 6 we study the blowup of
solutions, first in the purely time-dependent case and then in the full PDE case.
2 Preliminaries
We first collect some properties of kernels of type PC. Let (k, l) ∈ PC. For γ ∈ R define the
kernels sγ , rγ ∈ L1,loc(R+) via the scalar Volterra equations
sγ(t) + γ(l ∗ sγ)(t) = 1, t > 0,
rγ(t) + γ(l ∗ rγ)(t) = l(t), t > 0.
Both sγ and rγ are nonnegative for all γ ∈ R. For γ ≥ 0, this is a consequence of the complete
positivity of l (see [5], [26]). If γ < 0 this can be seen, e.g. by a simple fixed point argument
in the space of nonnegative L1((0, T ))-functions with arbitrary T > 0 and an appropriate norm.
Moreover, sγ ∈ H11, loc([0,∞)) for all γ ∈ R, and if γ ≥ 0, sγ is nonincreasing.
Convolving the rγ-equation with k and using that k ∗ l = 1, it follows that sγ = k ∗ rγ , by
uniqueness. Further, we see that
γ(1 ∗ rγ)(t) = 1− (k ∗ rγ)(t) = 1− sγ(t), t > 0,
which shows that for γ > 0 the function rγ is integrable on R+.
For γ > 0 let hγ ∈ L1,loc(R+) denote the resolvent kernel associated with γl, that is we have
hγ(t) + γ(hγ ∗ l)(t) = γl(t), t > 0, γ > 0. (5)
Note that hγ = γrγ = −s˙γ ∈ L1, loc(R+), in particular hγ is nonnegative. It is well-known that
for any f ∈ Lp([0, T ]), 1 ≤ p <∞, there holds hn ∗ f → f in Lp([0, T ]) as n→∞, see e.g. [35].
For γ > 0 we set
kγ = k ∗ hγ . (6)
It is known (see e.g. [35]) that kγ = γsγ , γ > 0, and thus the kernels kγ are also nonnegative
and nonincreasing, and they belong to H11, loc([0,∞)) as well.
We next state an important convexity inequality for operators of the form d
dt
(k ∗ ·). A proof
can be found in [16].
Lemma 2.1 Let T > 0 and U be an open subset of R. Let further k ∈ H11 ([0, T ]) be nonnegative
and nonincreasing, H ∈ C1(U) be convex, u0 ∈ U , and u ∈ L1([0, T ]) with u(t) ∈ U for a.a.
t ∈ (0, T ). Suppose that the functions H(u), H ′(u)u, and H ′(u)(k˙∗u) belong to L1([0, T ]) (which
is the case if, e.g., u ∈ L∞([0, T ])). Then
H ′(u(t))
d
dt
(
k ∗ [u− u0]
)
(t) ≥
d
dt
(
k ∗ [H(u)−H(u0)]
)
(t), a.a. t ∈ (0, T ). (7)
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3 Auxiliary results for the linearized problem
Let T > 0 and Ω ⊂ RN be a bounded domain. In what follows we will use the notation
ΩT := (0, T )× Ω and ΓT := (0, T )× ∂Ω. In this section we consider the linear problem
∂t
(
k ∗ [v − v0]
)
− div
(
A(t, x)∇v
)
= m(t, x)v + f(t, x), (t, x) ∈ ΩT ,
v = 0, (t, x) ∈ ΓT , (8)
v|t=0 = v0, x ∈ Ω.
Here k is a kernel of type PC, A is assumed to satisfy condition (H), m ∈ L∞(ΩT ), v0 ∈ L2(Ω),
and f ∈ L2((0, T );L2(Ω)). Denote by y+ and y− := [−y]+ the positive and negative part,
respectively, of y ∈ R.
We say that v is a weak solution (subsolution, supersolution) of (8) if
(a) v ∈W (T ) := {w ∈ L2((0, T );H12 (Ω)) : k ∗ w ∈ C([0, T ];L2(Ω)) and (k ∗ w)|t=0 = 0},
(b) v
(
v+, v−
)
∈ L2((0, T ); °H
1
2 (Ω)), where
°H12 (Ω) := C
∞
0 (Ω)
H12 (Ω),
(c) for any nonnegative test function
η ∈ H12 ([0, T ];L2(Ω)) ∩ L2([0, T ]; °H
1
2 (Ω))
with η|t=T = 0 there holds
∫ T
0
∫
Ω
(
− ηt
(
k ∗ [v − v0]
)
+ (A∇v|∇η)
)
dx dt = (≤, ≥)
∫ T
0
∫
Ω
(
mvη + fη
)
dx dt.
Existence and uniqueness of a weak solution to (8) under the above assumptions follow from the
results in [39, Theorem 2.1 and Corollary 4.1].
Theorem 3.1 Let the above assumptions on Ω, T , k, A and m be fulfilled. Then for any
f ∈ L2(ΩT ) and v0 ∈ L2(Ω) the problem (8) has a unique weak solution v ∈ W (T ) and
|k ∗ v|C([0,T ];L2(Ω)) + |v|L2((0,T );H12 (Ω)) ≤ C
(
|v0|L2(Ω) + |f |L2(ΩT )
)
,
where the constant C is independent of v, v0, and f .
Note that v ∈ W (T ) does not entail v ∈ C([0, T ];L2(Ω)) in general, so it is not so clear how to
interpret the initial condition. However, once one knows that the functions v and k ∗ (v − v0)
are sufficiently smooth, then v|t=0 = v0 is satisfied in an appropriate sense (see [39]). Further,
for any weak solution of (8) we have in addition d
dt
(k ∗ (v − v0)) ∈ L2([0, T ];H
−1
2 (Ω)), where
the time derivative has to be understood in the generalized sense and H−12 (Ω) denotes the dual
space of °H12 (Ω), see [39].
In order to derive a priori estimates for (8) in a rigorous way one needs a suitable time-
regularized version of (8). The following equivalent formulation has the advantage that the
singular kernel k is replaced by a more regular kernel. For a proof, we refer to [35, Lemma 3.1].
The idea behind the regularization is to replace d
dt
(k ∗ ·) by its Yosida approximations, see also
[32].
6
Lemma 3.1 Let the above assumptions be satisfied. Let v ∈ W (T ) be such that condition (b)
above is satisfied. Then v is a weak solution (subsolution, supersolution) of (8) if and only if for
any nonnegative function ψ ∈ °H12 (Ω) there holds∫
Ω
(
ψ∂t[kn ∗ (v − v0)] +
(
hn ∗ [A∇v]|∇ψ
))
dx = (≤, ≥)
∫
Ω
ψ
(
hn ∗ [mv + f ]
)
dx, (9)
for a.a. t ∈ (0, T ) and all n ∈ N. Here kn is defined as in (6).
We next state the weak maximum principle for (8) with m = f = 0. It can be found in [35,
Theorem 3.1].
Theorem 3.2 Let the above assumptions on Ω, T , k, A, and v0 be fulfilled. Assume that
m = f = 0. Then for any weak subsolution (supersolution) v of (8) there holds for a.a. (t, x) ∈ ΩT
v(t, x) ≤ max
{
0, ess sup
Ω
v0
} (
v(t, x) ≥ min
{
0, ess inf
Ω
v0
} )
,
provided this maximum (minimum) is finite.
We also need the following result.
Lemma 3.2 Let the above assumptions on Ω, T , k, and A be fulfilled. Let v0 ∈ L∞(Ω), f ∈
L∞(ΩT ), and assume m = 0. Let a ∈ (0, T ) and u ∈ W (a)∩L∞(Ωa) be the weak solution of (8)
on Ωa. Let g = fχ(0,a)(t) and suppose that w ∈ W (T ) is the weak solution of the problem
∂t
(
k ∗ [w − v0]
)
− div
(
A(t, x)∇w
)
= g(t, x), (t, x) ∈ ΩT ,
w = 0, (t, x) ∈ ΓT ,
w|t=0 = v0, x ∈ Ω.
Then there holds for a.a. (t, x) ∈ ΩT
min
{
0, ess inf
Ω
v0, ess inf
Ωa
u
}
≤ w(t, x) ≤ max
{
0, ess sup
Ω
v0, ess sup
Ωa
u
}
.
Proof. We only prove the upper bound for w. The lower bound then follows from the upper
bound for −w. Set
κ := max
{
0, ess sup
Ω
v0, ess sup
Ωa
u
}
.
Testing the time-regularized version of the problem for t ∈ (0, T ) with w+κ := (w − κ)+ gives∫
Ω
(
w+κ ∂t
[
kn ∗
(
[w − κ]− [v0 − κ]
)]
+
(
hn ∗ [A∇w]|∇w
+
κ
))
dx =
∫
Ω
w+κ
(
hn ∗ g
)
dx,
for a.a. t ∈ (0, T ). By Lemma 2.1 with H(y) = 12 (y+)
2, y ∈ R, applied to the first term, and
since H(v0 − κ) = 0, it follows that
∫
Ω
(
∂t
[
kn ∗H(w − κ)
]
+
(
hn ∗ [A∇w]|∇w
+
κ
))
dx ≤
∫
Ω
w+κ
(
hn ∗ g
)
dx,
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for a.a. t ∈ (0, T ). Convolving this inequality with the nonnegative kernel l, using that
l ∗ ∂t
(
kn ∗H(w − κ)
)
= ∂t
(
l ∗ k ∗ hn ∗H(w − κ)
)
= hn ∗H(w − κ)
(note that (kn ∗H(w − κ))|t=0 = 0), and sending n→∞, we infer that
|w+κ (t, ·)|
2
L2(Ω)
+ 2l ∗
∫
Ω
(
A∇w|∇[w+κ ]
)
dx ≤ 2l ∗
∫
Ω
gw+κ dx, a.a. t ∈ (0, T ).
But now gw+κ = 0 a.e. in ΩT , since on Ωa w and u coincide (by uniqueness) and thus w
+
κ = 0
a.e. in Ωa, by definition of κ. Using this and (H), it follows that
|w+κ (t, ·)|
2
L2(Ω)
≤ 0, a.a. t ∈ (0, T ),
that is w ≤ κ a.e. in ΩT . 
The next result provides the comparison principle for (8).
Theorem 3.3 Let the above assumptions on Ω, T , k, A and m be fulfilled. Let f ∈ L2(ΩT ) and
v0 ∈ L2(Ω). Suppose that u ∈ W (T ) is a weak subsolution of (8) and that v ∈ W (T ) is a weak
supersolution of (8). Then u ≤ v a.e. in ΩT .
Proof. We give only a sketch of the proof. Using Lemma 3.1 and setting w = u − v we have
w ∈W (T ), w+ ∈ L2((0, T ); °H12 (Ω)), and for any nonnegative function ψ ∈ °H
1
2 (Ω) there holds∫
Ω
(
ψ∂t[kn ∗ w] +
(
hn ∗ [A∇w]|∇ψ
))
dx ≤
∫
Ω
ψ
(
hn ∗ [mw]
)
dx, (10)
for a.a. t ∈ (0, T ) and all n ∈ N. We test this inequality with w+ and proceed similarly as in the
proof of Lemma 3.2, that is, we apply the convexity inequality from Lemma 2.1, convolve the
resulting inequality with l and let n→∞. Using also assumption (H) this leads to the inequality
|w+(t)|
2
L2(Ω)
≤ 2|m|L∞(ΩT )
(
l ∗ |w+(·)|
2
L2(Ω)
)
(t), a.a. t ∈ (0, T ).
Since l is nonnegative, this inequality implies that |w+(t)|2L2(Ω) = 0 a.e. in (0, T ), by the abstract
Gronwall lemma [40, Prop. 7.15], i.e. u ≤ v a.e. in ΩT . 
By means of the comparison principle we obtain the following result.
Corollary 3.1 Let the above assumptions on Ω, T , k, and A be satisfied. Let f ∈ L∞(ΩT )
and v0 ∈ L∞(Ω) and assume that m = 0. Let v ∈ W (T ) be the weak solution of (8). Then
v ∈ L∞(ΩT ) and
|v|L∞(ΩT ) ≤ |v0|L∞(Ω) + (1 ∗ l)(T )|f |L∞(ΩT ). (11)
Proof. Setting M = |f |L∞(ΩT ) we have
∂t
(
k ∗ [v − v0]
)
− div
(
A(t, x)∇v
)
≤M, (t, x) ∈ ΩT ,
v = 0, (t, x) ∈ ΓT ,
v|t=0 = v0, x ∈ Ω,
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in the weak subsolution sense. On the other hand, the function w(t, x) = w0 +M(1 ∗ l)(t) with
w0 = |v0|L∞(Ω) satisfies
∂t
(
k ∗ [w − w0]
)
− div
(
A(t, x)∇w
)
=M, (t, x) ∈ ΩT ,
w ≥ 0, (t, x) ∈ ΓT ,
w|t=0 = w0, x ∈ Ω.
Since v0 ≤ w0, the comparison principle implies v ≤ w a.e. in ΩT . Replacing v with −v and v0
with −v0 the same argument shows that −v ≤ w. Hence |v| ≤ w a.e. in ΩT . 
The subsequent lemma says that the positive part of a bounded weak subsolution to (8) with
m = 0 is a bounded weak subsolution to a related problem. By χM we mean the characteristic
function of the set M .
Lemma 3.3 Let the above assumptions on Ω, T , k, and A be satisfied. Let f ∈ L∞(ΩT ) and
v0 ∈ L∞(Ω) and assume that m = 0. Let v ∈W (T ) be a bounded weak subsolution of (8). Then
the positive part of v is a bounded weak subsolution of the problem
∂t
(
k ∗ [w − w0]
)
− div
(
A(t, x)∇w
)
= fχ{v≥0}, (t, x) ∈ ΩT ,
w = 0, (t, x) ∈ ΓT , (12)
w|t=0 = w0, x ∈ Ω,
where w0 = (v0)+.
Proof. Note first that v ∈ W (T ) ∩ L∞(ΩT ) implies that v+ belongs to the same space. The
claimed subsolution property of v+ can be shown by the same line of arguments as in [33,
Section 4]. The idea is to test the time-regularized subsolution inequality for v with a suitable
regularization H ′ε(v) of χ{v≥0} and to apply Lemma 2.1 to the convex function Hε. Letting
finally ε→ 0 yields the assertion. 
The last result of this section provides, among others, sufficient conditions for the stability of
the zero function for the linear problem (8) with f = 0. This result will also be crucial for the
nonlinear stability analysis. Here we will assume in addition that A is independent of t. By
λ1 > 0 we mean the first eigenvalue of the negative Dirichlet-Laplacian (−∆D) in L2(Ω). If A is
also symmetric, by λ∗ > 0 we denote the smallest eigenvalue of the operator Lv = −div
(
A(x)∇v
)
(with Dirichlet boundary condition) in L2(Ω).
Theorem 3.4 Let T > 0 and Ω be a bounded domain in RN . Suppose that (H) is satisfied and
that A is independent of t. Suppose that (k, l) ∈ PC for some l ∈ L1, loc(R+). Let v0 ∈ L∞(Ω)
and m, f ∈ L∞(ΩT ). Let v ∈ W (T ) be the weak solution of (8). Then v ∈ L∞(ΩT ) and there
exists a constant C > 0 that is independent of v, v0, f such that
|v|L∞(ΩT ) ≤ C
(
|v0|L∞(Ω) + |f |L∞(ΩT )
)
. (13)
Assume in addition that one of the two following stability conditions is satisfied.
(a) A is also symmetric and ess sup(t,x)∈ΩT m(t, x) < λ∗.
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(b) ess sup(t,x)∈ΩT m(t, x) < νλ1.
Then the constant C in (13) can be chosen independent of T and in the special case f = 0 there
holds
|v(t, x)| ≤ C˜sδ0(t)|v0|L∞(Ω), a.a. (t, x) ∈ ΩT , (14)
with some δ0 > 0 and C˜ > 0 independent of v, v0 and T . Here sδ0 is the relaxation function
whose definition was given in Section 2. In particular, if condition a) resp. b) holds for all T > 0
then the solution v of (8) with T =∞ tends to 0 as t→∞ whenever l /∈ L1(R+).
Proof. We give the argument in case that A is also symmetric. The proof in the nonsymmetric
case is the same, one only has to replace λ∗ by νλ1 in all formulas.
To establish the boundedness of v, we introduce the function ϑ ∈ H12 (Ω) as the weak solution
of the elliptic problem
−div
(
A(x)∇ϑ
)
= (λ∗ − ε)ϑ, x ∈ Ω,
ϑ = 1, x ∈ ∂Ω,
where we fixed some ε ∈ (0, λ∗). Note that ϑ is well-defined, thanks to the assumptions on A and
the Lax-Milgram lemma. The boundary condition on ϑ has to be interpreted in the weak sense
as ϑ − 1 ∈ °H12 (Ω). The comparison principle implies that ϑ ≥ 1 in Ω, and by elliptic regularity
theory we also have ϑ ∈ L∞(Ω).
Next, set µ := ess sup(t,x)∈ΩT m(t, x) and κ := µ − λ∗ + ε and consider the positive and
bounded function
ζ(t, x) = s−κ(t)ϑ(x)|v0|∞ + (1 ∗ r−κ)(t)ϑ(x)|f |∞, (t, x) ∈ ΩT .
By the definition of sγ and rγ (cf. Section 2) we have
∂t
(
k ∗ [sγ − 1]
)
= −γsγ , t > 0,
∂t
(
k ∗ [1 ∗ rγ ]
)
= −γ 1 ∗ rγ + 1, t > 0,
and thus with ζ0(x) := ϑ(x)|v0|∞,
∂t
(
k ∗ [ζ − ζ0]
)
− div
(
A(x)∇ζ
)
= κζ + ϑ(x)|f |∞ + (λ∗ − ε)ζ
= µζ + ϑ(x)|f |∞
≥ m(t, x)ζ + f(t, x).
Since also ζ0 ≥ |v0|∞ ≥ v0 in Ω, ζ is a supersolution of (8), which implies v ≤ ζ, by the
comparison principle, Theorem 3.3.
Looking at −v instead of v, the above argument shows that v ≥ −ζ in ΩT . Hence |v| ≤ ζ,
which in turn yields boundedness of v, together with (13).
Finally, suppose that the stability condition µ < λ∗ holds. Then we may select ε ∈ (0, λ∗)
such that κ = µ − λ∗ + ε < 0. In this case s−κ is nonincreasing and r−κ ∈ L1(R+), cf. Section
2. Therefore
|v|L∞((0,T )×Ω) ≤ |ϑ|∞
(
|v0|∞ + |r−κ|L1(R+)|f |∞
)
,
which proves the statement on the constant T . Assertion (14) follows from |v| ≤ ζ on ΩT and
the structure of ζ with δ0 = −κ > 0. As to the last claim we refer to [33, Lemma 6.1]. 
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To illustrate our linear stability result, we give some examples of pairs (k, l) ∈ PC and discuss
the decay behaviour of the corresponding relaxation function sµ for µ > 0. These and further
examples can be found in [33, Section 6].
Example 3.1 a) The classical time fractional case. We consider the pair
(k, l) = (g1−α, gα), where α ∈ (0, 1). (15)
In this case
sµ(t) = Eα(−µt
α), where Eα(z) :=
∞∑
j=0
zj
Γ(αj + 1)
, z ∈ C,
is the well-known Mittag-Leffler function (see e.g. [17]), which satisfies the estimate
1
1 + Γ(1− α)x
≤ Eα(−x) ≤
1
1 + xΓ(1+α)
, x ≥ 0,
see [33, Example 6.1]. Thus with C(α) = Γ(1 + α)−1 we obtain for µ > 0 the algebraic decay
estimate
sµ(t) ≤
1
1 + C(α)µtα
, t ≥ 0.
b) The time fractional case with exponential weight. We consider
k(t) = g1−α(t)e
−γt, l(t) = gα(t)e
−γt + γ(1 ∗ [gαe
−γ·])(t), t > 0,
with α ∈ (0, 1) and γ > 0. Let µ > 0 be fixed. Then sµ(t) ≤ Me−ωt for all t ≥ 0 where M is
independent of t and ω ∈ (0, γ) is the unique solution of ω = µ(γ−ω)1−α, see [33, Example 6.2].
c) An example of ultraslow diffusion. We consider the pair (3) already mentioned in the
introduction, that is
k(t) =
∫ 1
0
gβ(t) dβ, l(t) =
∫ ∞
0
e−st
1 + s
ds, t > 0.
It is shown in [33, Example 6.5] that (k, l) ∈ PC and that there is a number T > 1 independent
of µ ≥ 0 such that
sµ(t) ≤
1
1 + µ2 log t
, t ≥ T.
4 Well-posedness
We have the following result on the well-posedness of the nonlinear problem (1).
Theorem 4.1 Let Ω be a bounded domain in RN , and f ∈ C1−(I), where I 6= ∅ is an open
interval in R. Suppose that (H) is satisfied and that (k, l) ∈ PC for some l ∈ L1, loc(R+).
Suppose further that u0 ∈ L∞(Ω) with I0 := [ess infΩ u0, ess supΩ u0] ⊂ I and that 0 ∈ I. Then
the following holds.
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(i) There exists a maximal existence time t∗ ∈ (0,∞] such that problem (1) admits for any
a ∈ (0, t∗) a unique solution
u ∈ Z(a) := L∞((0, a)× Ω) ∩ L2((0, a); °H
1
2 (Ω)).
(ii) Given ε > 0 and δ ∈ (0, ε), there exists a ∈ (0, t∗) such that we have the implication
|u0|L∞(Ω) ≤ δ ⇒ |u|L∞((0,a)×Ω) ≤ ε.
(iii) If in addition u0 ≥ 0 a.e. in Ω and f(0) ≥ 0 then the solution u is nonnegative a.e. in
(0, t∗)× Ω.
(iv) If I = R and t∗ <∞ then
t∗ = sup{a > 0 : |u|L∞((0,a)×Ω) <∞}.
(v) Let a ∈ (0, t∗) and suppose that u¯ ∈ Z(a) solves (1) on Ωa with u0 replaced with u¯0 ∈
L∞(Ω) satisfying [ess infΩ u¯0, ess supΩ u¯0] ⊂ I. Let K be the union of the (essential) ranges
K = u
(
Ωa
)
∪ u¯
(
Ωa
)
⊂ I. Then there holds the stability estimate
|u− u¯|L∞(Ωa) ≤ C|u0 − u¯0|L∞(Ω), (16)
where the constant C = C(f,K, a, l).
In the following, by a global solution of (1) we mean a solution with t∗ =∞.
Proof of Theorem 4.1. 1. Stability estimate w.r.t. initial value and uniqueness. Let
a > 0 and set X(a) := L∞(Ωa). Suppose that u ∈ Z(a) solves (1) on Ωa and that u¯ ∈ Z(a)
solves (1) with u0 replaced with u¯0 on Ωa. Setting v = u− u¯ and v0 = u0 − u¯0 we then have (in
the weak sense)
∂t
(
k ∗ [v − v0]
)
− div
(
A(t, x)∇v
)
= f(u)− f(u¯), (t, x) ∈ Ωa,
v = 0, (t, x) ∈ Γa,
v|t=0 = v0, x ∈ Ω.
Since u and u¯ are (essentially bounded) solutions, we can modify u and u¯ on a set N ⊂ Ωa of
measure zero such that the union of their ranges K := u
(
Ωa
)
∪ u¯
(
Ωa
)
is a compact subset of I.
Since f ∈ C1−(I), f is Lipschitz continuous on K. Denoting by L the corresponding Lipschitz
constant we have
|f(u)− f(u¯)| ≤ L|u− u¯| = L|v| in Ωa,
and thus (in the sense of a weak subsolution)
∂t
(
k ∗ [v − v0]
)
− div
(
A(t, x)∇v
)
≤ L|v|, (t, x) ∈ Ωa,
v = 0, (t, x) ∈ Γa,
v|t=0 = v0, x ∈ Ω.
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Since |v|χ{v≥0} = v+, it follows from Lemma 3.3 that
∂t
(
k ∗ [v+ − (v0)+]
)
− div
(
A(t, x)∇v+
)
≤ Lv+, (t, x) ∈ Ωa,
v+ = 0, (t, x) ∈ Γa,
v+|t=0 = (v0)+, x ∈ Ω,
in the weak sense.
Setting ζ0 = |(v0)+|L∞(Ω), the nonnegative function ζ(t) = s−L(t)ζ0 (see Section 2 for the
definition of the relaxation function s−L) satisfies
∂t
(
k ∗ [ζ − (v0)+]
)
− div
(
A(t, x)∇ζ
)
≥ Lζ, (t, x) ∈ Ωa,
ζ ≥ 0, (t, x) ∈ Γa,
ζ|t=0 ≥ (v0)+, x ∈ Ω,
in the weak sense. Thus the comparison principle, Theorem 3.3, implies that
(
u− u¯
)
+
= v+ ≤ ζ(t) = s−L(t)|(u0 − u¯0)+|L∞(Ω) in Ωa.
Analogously, one obtains a corresponding upper bound for
(
u¯− u
)
+
. Combining both estimates
gives
|u− u¯|L∞(Ωa) ≤ C|u0 − u¯0|L∞(Ω), (17)
where C = C(L, a, l). This shows the stability estimate (16). In particular, taking u0 = u¯0 we
obtain uniqueness for problem (1).
2. Local existence. Let T > 0 and w ∈ Z(T ) be the weak solution of the linear problem
∂t
(
k ∗ [w − u0]
)
− div
(
A(t, x)∇w
)
= 0, (t, x) ∈ ΩT ,
w = 0, (t, x) ∈ ΓT ,
w|t=0 = u0, x ∈ Ω.
The function w is well-defined, thanks to Theorem 3.1 and Theorem 3.2. Moreover,
min
{
0, ess inf
Ω
u0
}
≤ w(t, x) ≤ max
{
0, ess sup
Ω
u0
}
, (18)
for a.a. (t, x) ∈ ΩT , by the maximum principle. Recall the assumptions I0 ⊂ I and 0 ∈ I. So, in
view of (18) the essential range of w is contained in a compact subset of the open interval I.
We next fix ρ > 0 such that I1 := [ess infΩT w − ρ, ess supΩT w + ρ] ⊂ I. For a ∈ (0, T ] we
introduce the non-empty set
Σ(a, ρ) := {v ∈ X(a) : |v − w|X(a) ≤ ρ}.
Invoking Corollary 3.1, we define a map Φ : Σ(a, ρ)→ Z(a) by assigning to u the weak solution
v = Φ(u) of the linear problem
∂t
(
k ∗ [v − u0]
)
− div
(
A(t, x)∇v
)
= f(u), (t, x) ∈ Ωa,
v = 0, (t, x) ∈ Γa,
v|t=0 = u0, x ∈ Ω.
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Note that in view of the choice of ρ, the term f(u) is well-defined for any u ∈ Σ(a, ρ). We
will show that for sufficiently small a the map Φ leaves Σ(a, ρ) invariant and becomes a strict
contraction in X(a).
Let u ∈ Σ(a, ρ) and v = Φ(u). Then the difference v − w solves the problem
∂t
(
k ∗ [v − w]
)
− div
(
A(t, x)∇(v − w)
)
= f(u) in Ωa,
v − w = 0 on Γa,
(v − w)|t=0 = 0 in Ω.
Corollary 3.1 yields the estimate
|v − w|X(a) ≤ δ(a)|f(u)|X(a)
≤ δ(a)
(
|f(u)− f(w)|X(a) + |f(w)|X(a)
)
, (19)
where the constant δ(a) = (1 ∗ l)(a)→ 0 as a→ 0.
Let L be the Lipschitz constant of f on the interval I1. Since u and w take values in I1, (19)
and the Lipschitz estimate for f imply
|v − w|X(a) ≤ δ(a)
(
L|u− w|X(a) + |f(w)|X(T )
)
≤ δ(a)
(
Lρ+ |f(w)|X(T )
)
. (20)
Next, let u1, u2 ∈ Σ(a, ρ) and vi = Φ(ui), i = 1, 2. Then v1 − v2 solves the problem
∂t
(
k ∗ [v1 − v2]
)
− div
(
A(t, x)∇(v1 − v2)
)
= f(u1)− f(u2) in Ωa,
v1 − v2 = 0 on Γa,
(v1 − v2)|t=0 = 0 in Ω,
and thus
|v1 − v2|X(a) ≤ δ(a)|f(u1)− f(u2)|X(a) ≤ δ(a)L|u1 − u2|X(a). (21)
Choosing a so small that
δ(a)(Lρ+ |f(w)|X(T )) ≤ ρ and δ(a)L ≤
1
2
,
we see from (20) and (21) that we may apply the contraction mapping principle to Φ. The unique
fixed point of Φ in the set Σ(a, ρ) lies in Z(a) and is a local in time weak solution of (1).
3. The maximally defined solution. The local solution u ∈ Z(a) obtained in the second
part can be extended to some larger time interval (0, a+ a1). In fact, let T > a and define now
the reference function w as solution of the linear problem
∂t
(
k ∗ [w − u0]
)
− div
(
A(t, x)∇w
)
= g(t, x) in ΩT ,
w = 0 on ΓT ,
w|t=0 = u0 in Ω,
where g(t, x) = f(u(t, x))χ(0,a)(t). Note that w|Ωa = u, by uniqueness. By Lemma 3.2,
min
{
0, ess inf
Ω
u0, ess inf
Ωa
u
}
≤ w(t, x) ≤ max
{
0, ess sup
Ω
u0, ess sup
Ωa
u
}
,
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for a.a. (t, x) ∈ ΩT .
Next, fix ρ > 0 such that I2 := [ess infΩT w − ρ, ess supΩT w + ρ] ⊂ I. For a1 ∈ (0, T − a] we
introduce the set
Σ(a, a1, ρ) := {v ∈ X(a+ a1) : v|Ωa = u a.e. inΩa, |v − w|X(a+a1) ≤ ρ},
which contains w. Define the mapping Φ : Σ(a, a1, ρ)→ Z(a+a1), which assigns to u¯ ∈ Σ(a, a1, ρ)
the solution v = Φ(u¯) of the linear problem
∂t
(
k ∗ [v − u0]
)
− div
(
A(t, x)∇v
)
= f(u¯) in Ωa+a1 ,
v = 0 on Γa+a1 ,
v|t=0 = u0 in Ω.
Since u¯|Ωa = u, we have v|Ωa = u, by uniqueness.
Setting z := v−w, it is evident that z|Ωa = 0. For t ∈ (a, a+ a1) we shift the time by setting
s = t− a and z˜(s, x) = z(t, x) as well as A˜(s, x) = A(t, x). Since z|Ωa = 0 we have
(k ∗ z)(t, x) =
∫ t
a
k(t− τ)z(τ, x) dτ =
∫ t−a
0
k(t− a− σ)z(σ + a, x) dσ
and thus
∂t(k ∗ z)(t, x) = ∂s(k ∗ z˜)(s, x).
Consequently, the problem for z˜ (to be understood in the weak sense) then reads as
∂s
(
k ∗ z˜
)
− div
(
A˜(s, x)∇z˜
)
= f(u¯(s+ a, x)), (s, x) ∈ Ωa1 ,
z˜ = 0, (s, x) ∈ Γa1 ,
z˜|s=0 = 0, x ∈ Ω.
By Corollary 3.1, it follows that
|z˜|X(a1) ≤ δ(a1)|f(u¯(a+ ·, ·))|X(a1)
with δ(a1) = (1∗ l)(a1)→ 0 as a1 → 0. Denoting by L the Lipschitz constant of f on the interval
I2 we may argue as in (19), (20) to get
|v − w|X(a+a1) ≤ δ(a1)
(
Lρ+ |f(w)|X(T )
)
.
Using the same time-shifting trick, we may repeat the argument from Step 2 for the contrac-
tion estimate to see that for any u1, u2 ∈ Σ(a, a1, ρ) and vi = Φ(ui), i = 1, 2,
|v1 − v2|X(a+a1) ≤ δ(a1)L|u1 − u2|X(a+a1).
We see that for sufficiently small a1 the contraction principle applies, yielding a unique fixed
point of Φ in Σ(a, a1, ρ), which is the unique weak solution of (1) on Ωa+a1 .
Repeating this argument we obtain a maximal interval of existence (0, t∗) with t∗ ∈ (0,∞]
(recall that T > 0 was arbitrarily fixed) that is the supremum of all τ > 0 such that (1) has a
unique solution u ∈ Z(τ). This proves (i).
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4. Proof of (ii). Fix a0 ∈ (0, t∗) and set m1 = ess infΩa0 u and m2 = ess supΩa0 u. Putting
g = f(u) on Ωa0 we have |g|X(a0) ≤ |f |L∞([m1,m2]) =:M and for any a ∈ (0, a0] we have
∂t
(
k ∗ [u− u0]
)
− div
(
A(t, x)∇u
)
= g, (t, x) ∈ Ωa,
u = 0, (t, x) ∈ Γa,
u|t=0 = u0, x ∈ Ω,
in the weak sense. By Corollary 3.1,
|u|X(a) ≤ |u0|L∞(Ω) +M(1 ∗ l)(a)→ |u0|L∞(Ω) as a→ 0.
5. Proof of (iii). Suppose u0 is nonnegative and that f(0) ≥ 0. Let u be the maximally
defined solution of (1) on Ωt∗ . Let a ∈ (0, t∗) and set m1 = ess infΩa u and m2 = ess supΩa u.
Let L be the Lipschitz constant of f on the interval [min{0,m1},max{0,m2}] ⊂ I. Then
f(u) = −
(
f(0)− f(u)
)
+ f(0) ≥ −L|u| a.e. in Ωa.
This implies that v := −u satisfies (with v0 = −u0)
∂t
(
k ∗ [v − v0]
)
− div
(
A(t, x)∇v
)
≤ L|v|, (t, x) ∈ Ωa,
v = 0, (t, x) ∈ Γa,
v|t=0 = v0, x ∈ Ω,
in the weak sense. We can now argue as in Step 1 to obtain that
∂t
(
k ∗ [v+ − (v0)+]
)
− div
(
A(t, x)∇v+
)
≤ Lv+, (t, x) ∈ Ωa,
v+ = 0, (t, x) ∈ Γa,
v+|t=0 = (v0)+ = 0, x ∈ Ω,
which in turn implies v+ = 0 in Ωa, by the same comparison argument as in Step 1 and since
(v0)+ = 0. This shows nonnegativity of u a.e. in Ωa. Since a ∈ (0, t∗) was arbitrary, this proves
claim (iii).
6. Proof of (iv). Let I = R and assume that t∗ < ∞. Suppose that there is b > 0 such
that |u|X(a) ≤ b for all a ∈ (0, t∗). We want to show that this contradicts the definition of t∗.
We follow the line of arguments given in Step 3. We may take a < t∗ with t∗ − a as small
as we want. By the uniform bound for |u|X(a) the Lipschitz constant L in Step 3 can be chosen
independently of a ∈ (0, t∗), and thus also a1 can be selected independently of the size of t∗ − a.
This means that for t∗ − a sufficiently small the number a+ a1 exceeds t∗, that is, the solution
can be extended to some interval [0, t∗ + ǫ] with ǫ > 0, a contradiction.
Consequently, |u|X(a) blows up as a→ t∗−. This shows (iv). 
5 Stability and instability results
In this section we will assume that f(0) = 0 and study the stability of the zero function for the
semilinear problem (1). We will further restrict ourselves to the case where the coefficient matrix
A does not depend on time t. Recall that λ1 > 0 denotes the first eigenvalue of the negative
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Dirichlet-Laplacian (−∆D) in L2(Ω). If A is also symmetric, by λ∗ > 0 we mean the smallest
eigenvalue of the operator Lv = −div
(
A(x)∇v
)
(with Dirichlet boundary condition) in L2(Ω).
We have the following stability result.
Theorem 5.1 Let Ω be a bounded domain in RN and f ∈ C1−(I), where I is an open interval in
R containing 0. Let f(0) = 0 and assume that f is differentiable at 0. Suppose that the condition
(H) is satisfied and that A is independent of t. Let l ∈ L1, loc(R+) be such that (k, l) ∈ PC.
Assume further that one of the two following stability conditions is satisfied.
(a) A is also symmetric and f ′(0) < λ∗.
(b) f ′(0) < νλ1.
Then 0 is stable in the following sense: for any ε > 0 there exists a δ > 0 such that whenever
|u0|L∞(Ω) ≤ δ the problem (1) admits a global solution u satisfying
|u|L∞((0,∞)×Ω) ≤ ε. (22)
Moreover, if |u0|L∞(Ω) ≤ δ we also have
|u(t, x)| ≤ Cδsε1(t), a.a. (t, x) ∈ (0,∞)× Ω, (23)
for some ε1 > 0 and some C > 0 independent of u and u0. In particular, if in addition l /∈
L1(R+), then 0 is even asymptotically stable, that is, 0 is stable and
|u|L∞((a,∞)×Ω) → 0 as a→∞.
Proof. We give the argument in the case where the stability condition b) is satisfied. The proof
is the same for a); one only has to replace νλ1 by λ∗ in the subsequent formulas.
Given ε > 0 we put ε0 = (νλ1 − f ′(0))/2. Since f is differentiable at 0, there is ρ > 0 such
that [−ρ, ρ] ⊂ I and
|f(y)− f ′(0)y| = |f(y)− f(0)− f ′(0)y| ≤ ε0|y| for all y ∈ [−ρ, ρ]. (24)
Let δ be a number in the interval (0, ρ/2] which will be fixed later.
Suppose that u0 ∈ L∞(Ω) with |u0|∞ ≤ δ. Let u be the corresponding solution of problem
(1) with maximal interval of existence [0, t∗(u0)). Let τ be the first exit time of u for the interval
[−ρ, ρ], that is
τ := sup{t1 ∈ (0, t∗(u0)) : |u(t, x)| ≤ ρ a.a. (t, x) ∈ (0, t1)× Ω}.
From Theorem 4.1 (ii) we know that τ > 0, since δ ≤ ρ/2.
Next, suppose that τ < ∞ and let t1 ∈ (0, τ). By Lemma 3.3, we have for the positive part
of u that
∂t
(
k ∗ [u+ − (u0)+]
)
− div
(
A(x)∇[u+]
)
≤ f(u)χ{u≥0}, (t, x) ∈ Ωt1 ,
u+ = 0, (t, x) ∈ Γt1 ,
u+|t=0 = (u0)+, x ∈ Ω,
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in the weak sense. Since |u(t, x)| ≤ ρ for a.a. (t, x) ∈ Ωt1 , we may use (24) and the relation
2ε0 = νλ1 − f ′(0) to estimate as follows (recall that f(0) = 0).
f(u)χ{u≥0} = f(u+) ≤ f
′(0)u+ + ε0u+ = (νλ1 − ε0)u+.
Setting v0 = (u0)+ we see that
∂t
(
k ∗ [u+ − v0]
)
− div
(
A(x)∇[u+]
)
≤ (νλ1 − ε0)u+, (t, x) ∈ Ωt1 ,
u+ = 0, (t, x) ∈ Γt1 ,
u+|t=0 = v0, x ∈ Ω,
in the sense of a weak subsolution.
Now let v be the bounded weak solution of
∂t
(
k ∗ [v − v0]
)
− div
(
A(x)∇v
)
= (νλ1 − ε0)v, (t, x) ∈ Ωt1 ,
v = 0, (t, x) ∈ Γt1 ,
v|t=0 = v0, x ∈ Ω,
cf. Theorem 3.4. By the comparison principle, Theorem 3.3, we have u+ ≤ v a.e. in Ωt1 . On the
other hand, we know from Theorem 3.4 that there exists ε1 > 0 and C˜ ≥ 1, both independent
of v, v0 and t1, such that
|v(t, x)| ≤ C˜sε1(t)|v0|L∞(Ω), a.a. (t, x) ∈ Ωt1 .
Thus
|u+(t, x)| ≤ C˜sε1(t)|(u0)+|L∞(Ω), a.a. (t, x) ∈ Ωt1 .
Concerning the negative part of u, we set f˜(y) = −f(−y) for −y ∈ I and multiply the
equation for u by −1, thereby getting
∂t
(
k ∗ [(−u)− (−u0)]
)
− div
(
A(x)∇(−u)
)
= f˜(−u), (t, x) ∈ Ωt1 ,
−u = 0, (t, x) ∈ Γt1 ,
(−u)|t=0 = −u0, x ∈ Ω.
We then proceed as above, now applying Lemma 3.3 to (−u)+. Note that f˜
′(0) = f ′(0) and thus
by using (24) we have
f˜(−u)χ{−u≥0} = f˜((−u)+) ≤ f
′(0)(−u)+ + ε0(−u)+ = (νλ1 − ε0)(−u)+.
By the same argument as above we now obtain
|(−u)+(t, x)| ≤ C˜sε1(t)|(−u0)+|L∞(Ω), a.a. (t, x) ∈ Ωt1 .
Combining the estimates for the positive and negative part of u yields
|u(t, x)| ≤ C˜sε1(t)|u0|L∞(Ω) ≤ δC˜sε1(t), a.a. (t, x) ∈ Ωt1 . (25)
Recall that C˜ ≥ 1. Choosing
δ = C˜−1 min
{
ε,
ρ
2
}
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it follows from (25) that
|u(t, x)| ≤ min
{
ε,
ρ
2
}
, a.a. (t, x) ∈ Ωt1 . (26)
Since t1 < τ was arbitrary, it follows that the estimate in (26) even holds in Ωτ . By Theorem
4.1 (iv) (f |[−ρ,ρ] can be extended to a function belonging to C
1−(R)) it is clear that τ < t∗(u0).
Knowing that |u| ≤ ρ/2 a.e. in Ωτ we can argue as in Step 3 in the proof of Theorem 4.1 to see
that there exists τ˜ ∈ (τ, t∗(u0)) such that |u| ≤ ρ a.e. in Ωτ˜ . This contradicts the definition of τ ,
so τ cannot be finite (as we assumed above). Theorem 4.1 (iv) then implies t∗(u0) = ∞. Once
we know this, (25) and (26) hold with t1 being replaced by∞ (Ω∞ := (0,∞)×Ω). In particular,
(22) is satisfied.
Finally, if l /∈ L1(R+) then we know from [33, Lemma 6.1] that sε1(t)→ 0 as t→∞, thereby
proving the last assertion of the theorem. 
We come now to an instability result. We will assume that A does not depend on time t and is
symmetric.
Theorem 5.2 Let Ω be a bounded domain in RN and f ∈ C1−(I), where I is an open interval in
R containing 0. Let f(0) = 0 and assume that f is differentiable at 0. Suppose that the condition
(H) is satisfied and that A is independent of t and symmetric. Assume that (k, l) ∈ PC with
l /∈ L1(R+). Suppose further that the instability condition
f ′(0) > λ∗
is fulfilled. Then 0 is unstable.
Proof. Fix ε0 ∈ (0, f ′(0) − λ∗). Since f ′(0) exists there is a ρ > 0 such that (24) is satisfied.
Suppose that 0 is stable. Then there exists δ > 0 such that for any u0 ∈ L∞(Ω) with |u0|L∞(Ω) ≤
δ the corresponding solution u of (1) exists globally and |u|L∞(0,∞)×Ω) ≤ ρ. We choose u0 ≡ δ.
Appealing to Theorem 4.1 (iii), the solution u is nonnegative.
Let ψ ∈ °H12 (Ω) be the positive eigenfunction to the eigenvalue λ∗ with |ψ|L1(Ω) = 1, see e.g.
[9]. Fix t1 > 0 and test the time-regularized problem for u with ψ. Using the eigenfunction
property of ψ this yields
∫
Ω
(
∂t
[
kn ∗
(
uψ − u0ψ)
]
+ λ∗uψ
)
dx =
∫
Ω
f(u)ψ dx+ ζn(t), a.a. t ∈ (0, t1),
where
ζn(t) =
∫
Ω
((
A∇u − hn ∗ [A∇u]|∇ψ
)
+
(
hn ∗ f(u)− f(u)
)
ψ
)
dx.
In view of (24), we have
f(u) ≥ f ′(0)u− ε0|u| =
(
f ′(0)− ε0)u.
Setting W (t) =
∫
Ω
ψu(t, x)dx and W0 =
∫
Ω
u0ψ dx = δ, it follows that
∂t
[
kn ∗ (W −W0)
]
(t) ≥ (f ′(0)− λ∗ − ε0)W (t) + ζn(t), a.a. t ∈ (0, t1). (27)
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Convolving (27) with l and sending n→∞, the term involving ζn drops (|ζn|L1((0,t1)) → 0),
and after taking a subsequence if necessary we obtain
W (t) ≥W0 + (f
′(0)− λ∗ − ε0)(l ∗W )(t) ≥W0 = δ > 0, a.a. t ∈ (0, t1).
Thus W (t) is bounded away from zero. Returning to (27), we set κ = f ′(0)−λ∗− ε0, divide the
inequality by W (t) and apply Lemma 2.1 with H(y) = − log y, y > 0, to the result
∂t
[
kn ∗ (logW − logW0)
]
(t) ≥ κ+
ζn(t)
W (t)
, a.a. t ∈ (0, t1).
Convolving next with l and sending n→∞, the term involving ζn drops again and we get
logW (t) ≥ logW0 + κ(1 ∗ l)(t), a.a. t ∈ (0, t1).
Since t1 > 0 was arbitrary, this in turn implies
W (t) ≥W0e
κ(1∗l)(t) = δeκ(1∗l)(t), a.a. t > 0. (28)
Since l /∈ L1(R+) and κ > 0, the right-hand side of (28) becomes infinite as t → ∞, which
contradicts
W (t) =
∫
Ω
u(t, x)ψ(x) dx ≤ ρ, a.a. t > 0.
The theorem is proved. 
6 Blowup
6.1 The purely time-dependent case
We consider first the problem
d
dt
(
k ∗ [u− u0]
)
(t) = f(u(t)), t > 0, u(0) = u0. (29)
Here k is of type PC. If we assume that f : I → R is locally Lipschitz continuous on the open
interval I ⊂ R and u0 ∈ I, then (29) possesses a unique solution u on a maximal interval of
existence [0, t∗(u0)) with u|[0,a] ∈ L∞((0, a)) for all a < t∗(u0). This can be shown by similar
arguments as in the Steps 1-3 in the proof of Theorem 4.1. It is not difficult to see, that the
solution even has more regularity, it belongs to H11 ((0, a)) for all a < t∗(u0). Moreover, if
f(I) ⊂ [0,∞) then u(t) ≥ u0 for all t ∈ [0, t∗(u0)). Note that (29) is equivalent to the Volterra
equation
u(t) = u0 +
(
l ∗ f(u)
)
(t), t ≥ 0.
Such equations are studied thoroughly in the monograph [12].
The basic theorem on blowup of solutions to (29) is the following.
Theorem 6.1 Let (k, l) ∈ PC, α0, α ∈ R with α0 < α. Let f : (α0,∞)→ R be locally Lipschitz
continuous and f |[α,∞) : [α,∞)→ (0,∞) be nondecreasing. Assume further that∫ ∞
α
dr
f(r)
<∞. (30)
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Then the following statements hold true.
(i) If l /∈ L1(R+) then for any u0 ∈ [α,∞) the solution of (29) (in the class described above)
blows up in finite time.
(ii) If l ∈ L1(R+) then there exists β ≥ α such that for any u0 ∈ [β,∞) the solution of (29)
blows up in finite time.
Proof. We will proceed by formal estimates, which can be made rigorous by regularizing the
problem in time. More precisely, convolving (29) with hn, n ∈ N (cf. (5)), the kernel k is
replaced by kn (cf. (6)), which is admissible in Lemma 2.1. This is the same trick we used
already in the previous sections.
Let u0 ≥ α and suppose the solution exists globally. Multiplying the equation by f(u(t))−1
then gives
1
f(u(t))
d
dt
k ∗ (u− u0) = 1, t > 0.
Define
F (y) =
∫ y
u0
dr
f(r)
, y ≥ u0.
Then F ′(y) = f(y)−1 and F is concave, since f is nondecreasing. Furthermore, F (u0) = 0. By
Lemma 2.1 it follows that
d
dt
(
k ∗ F (u)
)
≥ 1, t > 0.
Convolving this inequality with the nonnegative kernel l yields
F (u(t)) ≥ (1 ∗ l)(t), t ≥ 0. (31)
In the case l /∈ L1(R+), the right-hand side of (31) becomes infinite as t→∞. On the other
hand, the assumption (30) implies that the left-hand side of (31) stays bounded as t → ∞, a
contradiction. Hence u does not exist globally, which means we have blowup in finite time for
all u0 ≥ α.
In the case l ∈ L1(R+) we choose β ≥ α so large that
∫ ∞
β
dr
f(r)
< |l|L1(R+).
Then for u0 ≥ β we deduce from (31) that
(1 ∗ l)(t) ≤ F (u(t)) ≤
∫ ∞
β
dr
f(r)
< |l|L1(R+).
Sending t→∞ leads to a contradiction. 
Remark 6.1 Inspection of the proof of Theorem 6.1 shows that the statements of the previous
theorem remain true for weak supersolutions of (29), that is, for u : (0, t∗)→ R such that for all
a ∈ (0, t∗), we have u|(0,a) ∈ L∞((0, a)) and
∫ a
0
−ϕ˙(t)
(
k ∗ (u− u0)
)
(t) dt ≥
∫ a
0
ϕ(t)f(u(t)) dt, (32)
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for all nonnegative ϕ ∈ C1([0, a]) satisfying ϕ(a) = 0. Note that (32) is equivalent to
∂t
(
kn ∗ (u− u0)
)
(t) =
(
hn ∗ f(u)
)
(t), for a.a. t ∈ (0, a), and all n ∈ N.
Here hn is defined via (5) as before.
6.2 The PDE case
We consider again the nonlocal PDE problem (1). We will assume that A is independent of t and
symmetric. Let again λ∗ > 0 denote the smallest eigenvalue of the operator Lv = −div
(
A(x)∇v
)
(with Dirichlet boundary condition) and let ψ ∈ °H12 (Ω) denote the corresponding positive eigen-
function with |ψ|L1(Ω) = 1. The proof of the following blowup result uses the eigenfunction
method due to Kaplan [14], which is well known in the classical parabolic case, see also [28,
Section 17].
Theorem 6.2 Let Ω ⊂ RN be a bounded domain and (k, l) ∈ PC. Suppose that the condition
(H) is satisfied and that A is independent of t and symmetric. Let α0 ∈ R and f : (α0,∞)→ R
be a convex C1-function. Suppose that there exists α > max{0, α0} such that f(y) > 0 for all
y ≥ α and ∫ ∞
α
dy
f(y)
<∞. (33)
Then there exists M =M(λ∗, f, l) > 0 such that for any nonnegative u0 ∈ L∞(Ω) satisfying∫
Ω
u0ψ dx ≥M
the corresponding (weak) solution u(t;u0) of (1) blows up in finite time.
Proof. We proceed again by formal estimates. Let u0 ∈ L∞(Ω) be nonnegative and u be the
corresponding solution of (1). Let T ∈ (0, t∗(u0)) be arbitrarily fixed. Taking ψ as test-function
and setting W (t) =
∫
Ω
ψu(t, x)dx and W0 =
∫
Ω
u0ψ dx we obtain (cf. the proof of Theorem 5.2)
∂t
(
k ∗ [W −W0]
)
(t) + λ∗W (t) =
∫
Ω
f(u)ψ dx, a.a. t ∈ (0, T ).
Since f is convex and |ψ|L1(Ω) = 1, Young’s inequality yields∫
Ω
f(u)ψ dx ≥ f(W ),
and thus
∂t
(
k ∗ [W −W0]
)
(t) + λ∗W (t) ≥ f(W (t)), a.a. t ∈ (0, T ). (34)
From the convexity of f and assumption (33) it follows that there exists α1 > α such that
f(y) ≥ 2λ∗y and f ′(y) ≥ 0 for all y ≥ α1 (see also the proof of Theorem 17.3 in [28]).
Suppose now that W0 ≥ α1. We claim that (34) implies that W (t) ≥ α1 for a.a. t ∈ (0, T ).
In fact, letting M = |f(W )|L∞((0,T )) we can argue similarly as in the proof of Theorem 3.3 to
see that W (t) ≥ V (t) for a.a. t ∈ (0, T ) where V ∈ C([0, T ]) solves the problem
∂t
(
k ∗ [V −W0]
)
(t) + λ∗V (t) = −M, t ∈ (0, T ), V (0) =W0.
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The solution V is given by
V (t) = sλ∗(t)W0 − (1 ∗ rλ∗)(t)M, t ∈ [0, T ],
cf. also the proof of Theorem 3.4. By continuity of f , there exists α˜1 ∈ [α, α1) such that
f(y) ≥ λ∗y for all y ≥ α˜1. Recall that V (0) = W0 ≥ α1. Thus, by continuity of V , there exists
δ ∈ (0, T ] such that V (t) ≥ α˜1 for all t ∈ [0, δ]. This implies W (t) ≥ α˜1 for a.a. t ∈ (0, δ), that is,
f(W (t)) ≥ λ∗W (t) for a.a. t ∈ (0, δ). Applying this estimate in (34) and convolving the resulting
inequality with the kernel l yields W (t) ≥W0 for a.a. t ∈ (0, δ). Setting
δ1 := sup{s ∈ (0, T ) : W (t) ≥W0 for a.a. t ∈ (0, s)},
we already know that δ1 > 0. Suppose that δ1 < T . For t ∈ (δ1, T ) we may shift the time as in
Step 3 of the proof of Theorem 4.1 by setting s = t− δ1 and W˜ (s) =W (s+ δ1), s ∈ (0, T − δ1).
By positivity of W −W0 on (0, δ1) and since k is nonincreasing, we have formally
∂s
(
k ∗ [W˜ −W0]
)
(s) ≥ ∂t
(
k ∗ [W −W0]
)
(s+ δ1), a.a. s ∈ (0, T − δ1). (35)
This time-shifting property can be already found in [34, Section 3.1] in the time fractional
situation. Note that the rigorous statement/argument uses the time-regularized version of the
problem, where k is replaced with the more regular and nonincreasing kernel kn. From (34) and
(35) we deduce that
∂s
(
k ∗ [W˜ −W0]
)
(s) + λ∗W˜ (s) ≥ f(W˜ (s)), a.a. s ∈ (0, T − δ1),
in the weak sense. So we may repeat the argument from above to see that there exists δ˜ ∈
(0, T − δ1] such that W˜ (s) ≥W0 for a.a. s ∈ (0, δ˜). This leads to a contradiction to the definition
of δ1. Hence, the assumption δ1 < T was not true. This proves the claim.
Knowing that W (t) ≥W0 ≥ α1 for a.a. t ∈ (0, T ) it follows from (34) that
∂t
(
k ∗ [W −W0]
)
(t) ≥
1
2
f(W (t)), a.a. t ∈ (0, T ). (36)
Since f is nondecreasing on [α1,∞) and
∫∞
α1
dy
f(y) < ∞, we are in the situation of Remark 6.1,
which says that there is some M ≥ α1 depending only on α1, l, f such that for any nonnegative
u0 ∈ L∞(Ω) satisfying W0 ≥ M , the function W (t) satisfying (36) blows up in finite time, and
thus the same holds for the (weak) solution u(t;u0) of (1). 
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