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Доведено  взаємооднозначність двоознакового структурного поліадичного кодування двійкових даних.  
Reciprocation bi-indication  structural polyadic coding is proved. 
Вступ 
Одна з головних проблем, що виникають у 
процесі функціонування систем керування й 
зв’язку, полягає у великих тимчасових затримках 
на етапах обробки й передачі даних у телекому-
нікаційних системах [1]. Основна причина зумо-
влена потребою доведення більших обсягів да-
них. Для зменшення обсягів даних виконується 
їх компактне подання. Методи стискання поді-
ляють на два класи: стискання без втрати інфор-
мації і стискання із частковою втратою інформа-
ції [2; 3]. Найбільший ступінь стискання досяга-
ється методом із частковою втратою інформації. 
Однак у цьому випадку інформація на прийма-
льному боці буде частково безповоротно загуб-
лена. Методи першого класу забезпечують взає-
мооднозначне відновлення, але характеризують-
ся низькими значеннями ступеня стискання. От-
же, розроблення методів стискання без унесення 
похибок є актуальним напрямом досліджень. У 
праці [4] викладено метод двоознакового струк-
турного подання в поліадичному  просторі, що 
забезпечує виграш за ступенем стискання щодо 
існуючих методів стискання. Водночас, щоб від-
нести цей метод стискання до методів першого 
класу, необхідно довести, що в процесі оброб-
лення інформації похибки не вносяться. Отже, 
мета статті полягає в доведенні взаємооднознач-
ності двоознакового структурного поліадичного 
кодування двійкових даних. 
Обґрунтування взаємооднозначності      
двоознакового поліадичного подання           
двійкових даних 
Для того щоб обґрунтувати взаємооднознач-
ність процесу обробки, потрібно довести, що для 
двоознакового поліадичного числа 
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aaaaaamA    (1) 
із заданими значеннями довжини послідовності 
m , обмеженнями   на позиції із припустимою 
появою одиничних елементів і обмеженнями 
)(x  на кількість серій одиниць у припустимих 
зонах можна сформувати тільки один код-номер 





























































































































,       (2) 
де )(x  – вектор обмежень на кількість серій 
одиниць у припустимих зонах 





хх  ; 
 x
z  – кількість серій одиниць в z -й припус-
тимій зоні оброблюваної послідовності; 





  ; 
jzia  – елемент двійкового двоознакового по-
ліадичного числа j
xmA ),( )( ; 







r  – величина, що дорівнює кількості двій-
кових комбінацій, складених з )1(  imz  елеме-
нтів за умови 0jzia , а кількість серій одиниць 

















jzi  – рекурентний  параметр, дорівнює кількос-
ті двійкових перепадів (переходів між «0» і «1») 
для послідовності, що складається з )1(  imz  
неопрацьованих елементів. 
Теорема про взаємооднозначності             
двоознакового структурного подання         
двійкових даних у поліадичному просторі 
 Для обраного лексикографічного правила 
нумерації, заданих обмежень на кількість серій 
одиниць у кожній припустимій зоні й на розмі-
щення одиничних елементів для двійкової послі-
довності j
xmA ),( )(  (поданої записом (1)) мож-
на сформувати тільки один код-номер 
  jmN ,, , заданий співвідношенням (2).  
Доведення. Припустімо протилежне, тобто те, 
що знайдеться як мінімум один елемент, для яко-





aa ji . 
У цьому випадку щонайменше два двоознако-
ві двійкові поліадичні числа j
xmA ),( )(  й 
j
xmA ),( )(  з рівними m , обмеженнями )(x , 
  будуть мати однакове значення коду-номера  




x mNmN )()( ,,,, ; 

















































де  jzia  – двійковий елемент двоознакового полі-
адичного числа j
xmA ),( )( . Подамо вираз (3) 
для коду-номера  
j















































































































































































)(... )()(, ,,1 xxjZm jZZmjZZmZ rra   .        
Припустімо без втрати спільності, що існує 
такий найменший індекс   двійкового елемента, 















r  залежать від кількості 
серій одиниць )(xz  і від значень попередніх еле-
ментів. Оскільки   jiaa ji , для 1,1 i , 
)(x






rr  для  ,1i . Віднімемо із правих ча-
стин виразів (2) і (4) доданки з однаковими двій-
ковими елементами, і позначимо відповідно че-



















































































































)(... )()(, ,,1 xxjZm jZZmjZZmZ rra   .    
Оскільки передбачається, що для двійкових 
елементів ja   і 

 j
a , з одного боку, викону-
ється нерівність   jaa j , а з другого бо-
ку, }1;0{ ja , }1;0{

 ja , то 1 ja , а 
0
 j
a . Тоді значення величин ),( Q  і 






















































































































)(... )()(, ,,1 xxjZm jZZmjZZmZ rra   .  (5) 
Покажемо, що залишкове значення коду-













елементів  у припущенні, що 0
 j
a , обмежена 



































































)(... )()(, ,,1 xxjZm jZZmjZZmZ rra   .        (6) 























































Z NVN  .       
Для цього перетворимо формулу (5) з ураху-
ванням того, що для Zz ,1  значення сум у 









































































































































































































































































 )( )(xZN .           (7) 
З аналізу виразу (7) треба, щоб величина в 
правій частині цього співвідношення набула ма-












































Z NVN .    (8) 
Причому знак рівності у виразі (8) буде тоді й 
тільки тоді, коли значення елементів в γ -й зоні 















r  обчислюється в припущенні нульового зна-
чення ),γα,( j -го елемента 0, 













































Z NVN .   (9) 
Отже, нерівність (6) виконується. Відповідно 
до обраного лексикографічного правила [4] вста-
новлення порядкових номерів двійкових послі-
довностей із двох послідовностей ),( A  і 



















































порядковий номер буде більшими для тієї підпо-
слідовності, у якої старший елемент має більше 
значення. Оскільки за умовою    jj aa , то 
)),(()),((  ANAN . Відповідно до нерів-
ності (9) сумарна кількість двійкових послідов-
ностей, що містять в γ -й припустимій зоні )(x  
кількість серій одиниць і початковий елемент 
0
 jz
a , а в інших зонах з індексами 
Z,1φ   що мають відповідно довжину m  й 











































Z NVN .   (10) 
Водночас за умовою підпослідовність )γα,(A  
містить у припустимих зонах така ж кількість 
одиниць і кількість елементів, як і підпослідов-
ність ),( A , але перший елемент дорівнює 1, 
1γα ja . Отже, мінімальний номер підпослідов-
ності, що має кількість серій одиниць )(αβ
x  і по-
чатковий елемент 1γα ja , дорівнює величині 
(10). Тому для значення коду-номера ),( Q  













)1(  елементів з початковим 
елементом, рівним 1 ja  і кількістю серій 
)(x
  в γ -й припустимій зоні та в зонах з індек-
сами Z,1 , що мають відповідно довжину 
m  й кількість серій одиниць 
)(x











































Z NVN .               11) 
У зв’язку з тим, що в правих частинах спів-
відношень (6) і (11) та сама величина, то викону-
ється нерівність 
 ),(),(  QQ .  (12) 
За аналогією з розглядуваним випадком, коли 
нерівність    jj aa  виконується для  -го 
елемента γ -ї зони, можна показати, що нерів-
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ність (12) буде виконуватися для ситуації появи 
нерівних елементів у будь-якій припустимій зоні. 
Навпаки, рівність величин ),( Q  і ),( Q  
буде тільки в тому випадку, коли вони відповіда-
тимуть двійковим послідовностям ),( A  і 
)γα,(A  з рівними елементами. Тоді виконуєть-
ся рівність    jj aa . Звідси випливає, що для 
двійкової послідовності ),( )(xmA  , розглянутої 
як двоозначне поліадичне число із заданими па-
раметрами (довжина послідовності m , обмежен-
ня   на позиції із припустимою появою одинич-
них елементів і обмеження )(x  на кількість се-
рій одиниць у припустимих зонах), можна сфор-
мувати тільки один код-номер   jxmN )(,,  . І 
навпаки на основі заданого значення коду-
номера   jxmN )(,,   й параметрів m ,   і 
)(x  можна взаємооднозначно (без похибки) ві-
дновити елементи двійкової послідовності 
),( )(xmA  . 
Теорему про взаємооднозначності подання 
двійкових двоознакових поліадичних чисел 
доведено. 
При цьому, як випливає з аналізу виразів [4] 
для двоознакового поліадичного кодування двій-
кових даних, обробку організовують на основі 
цілочислових операцій. Всі проміжні дані в про-
цесі кодування є цілочисловими. Тому за зада-
ним значенням коду-номера   jxmN )(,,   мо-
жна без унесення похибки відновити вихідну 
двійкову послідовність ),( )(xmA  .  
Отже, метод двоознакового структурного по-
дання даних у двійковому поліадичному просто-
рі належить до класу методів стискання, які в 
процесі обробки не вносять похибки. 
Висновок 
1. Доведено, що двоознакове двійкове поліа-
дичне подання є взаємооднозначним, тобто вихі-
дні елементи обробляються без внесення       по-
хибки. 
2. На основі доведеної теореми про взаємоод-
нозначності подання формулюються умови, що 
забезпечують відновлення вихідних двійкових 
елементів. 
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