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It is the purpose of this paper to construct some new finite translation planes 
from the exceptional (irregular) near-fields, described by Dickson and Zassen- 
haus. The main portion of the paper is concerned with showing that these new 
planes are not contained in the class of generalized Andre planes, recently 
discovered by Foulser. A rather general and extremely useful result, which 
gives a necessary condition that certain Veblen-Wedderburn systems coor- 
dinatize isomorphic translation planes, is contained in Section 7 of the paper. 
1. INTRODUCTION 
In two recent papers [3, 51, classes of Veblen-Wedderburn systems 
which contain the Andre VW systems have been defined. These are the 
finite h-systems of Foulser and the (C)-systems of Wilke and Zemmer. It 
is easily verified that every h-system is a (C)-system. Further, it is not 
difficult to see that the finite exceptional nearfields are (C)-systems which 
are not X-systems. The object of the present paper is to show that there 
exist further, more interesting, examples of (C)-systems which are not 
h-systems, and to show that the translation planes obtained from these 
(C)-systems are not isomorphic to any of the planes coordinatized by 
h-systems. 
In Section 2 certain preliminary definitions and known results are stated. 
Section 3 contains a description of the exceptional near-fields and some 
properties of their multiplicative groups. It also contains a construction 
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of a class of (C)-systems, obtained by using certain automorphisms of the 
additive group of a near-field. In Section 4 there is a list of the additive 
automorphisms of the exceptional near-fields which give rise to proper 
(C)-systems. Section 5 is devoted to showing that certain of these (C)- 
systems are isotopic. Some algebraic properties of these (C)-systems are 
contained in Sections 6 and 7. A rather general and extremely useful 
result is contained in Theorem 7.4, which gives a necessary condition 
that certain VW systems coordinatize isomorphic translation planes. The 
final section, 8, is concerned with the number of non-isomorphic trans- 
lation planes obtained from these (C)-systems and showing that they are 
not isomorphic to h-planes. 
2. PRELIMINARIES 
In this paper a VW system will always mean a left Veblen-Wedderburn 
system. Although in [5], right (C)-systems were defined, here the definition 
of a left (C)-system is given. 
Let F(+, .) be a left near-field, and T an automorphism of F(+) with 
I T = 1, where I is the multiphcative identity of F. Denote by F* the 
non-zero elements of F and let h : F* -+ 2 be a mapping from F* into the 
integers such that 
(i) X(1) = 0, and 
(ii) for a, b E F* there is a unique integer m satisfying m = (a * (bTm)-l). 
Define a new multiplication 0 on F by 
xoyz x.yT 
I 
A(X) if x # 0, 
0 if x=0. 
It is easily verified that F(+, 0) is a left VW system. 
DEFINITION 2.1. Any VW system obtained from a near-field, as de- 
scribed above, is called a (C)-system. 
In [3] Foulser defines a h-system as follows: let F(+, .) be a finite field, 
F = GF(@), where q = ps, p a prime. Let T be the automorphism of F 
given by XT = x4 and let h : F* + Z, be a mapping from the non-zero 
elements of F into the integers modulo d. If w is a generator of the multi- 
plicative group of F = GF(qd), and a E F* with a = oi, then &z) may be 
written h(i), so that h may be regarded as a mapping from Z,_, into Z, , 
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where n = qd and Z,-l denotes the integers modulo n - 1. Define a new 
multiplication o on F(+, *) by 
x*y = 
x . yTAC~) if x # 0, 
0 if x = 0. 
Foulser proves [3, Lemma 2.1, p. 3821 that the new system I;,(+, 0) is a 
VW system if and only if h, viewed as a mapping of Z,-, into Z, , satisfies 
(i)’ h(0) = 0, 
(ii)’ for i, j E Z,-r with i = j (mod qt - I), where t = (d, A(i) - A(j)), 
we have i = j. 
Note that the condition h(0) = 0 is equivalent to h(l) = 0, when h is 
regarded as a mapping from F* into Z, . Stated in words, the condition 
(i)’ states that the image of the multiplicative identity of F(+, .) is 0. 
DEFINITION 2.2. Any VW system obtained from a finite field, F(+, .) = 
GF(qd), as described above is called a X-system. 
It is interesting to note that, for the special case in which a (C)-system is 
constructed from a finite field F(+, .) = GF(qd), with Tan automorphism, 
XT = X’J, of the field, it follows from the fact that F(+, 0) is a VW system 
together with Lemma 2.1 of Foulser [3, p. 3821 that condition (ii) on the 
mapping X implies condition (ii)‘. Essentially the converse of this is what 
is needed to see that every X-system is a (C)-system. 
THEOREM 2.1. Every h-system is a (C)-system. 
ProoJ Let F(+, .) = GF(qd) be a finite field and T : x + xq an auto- 
morphism of F of order d with h : F” --+ Z, satisfying conditions (i)’ and 
(ii)’ and the operation 0 given by 
I 
x . yp’z’ if x f 0, 
xoy= 0 if x=0; 
then F(+, 0) is a h-system. To see that this is also a (C)-system it is suffi- 
cient to show that X satisfies condition (ii). Thus, let a, b E F*. Since 
Fh(+, 0) is a VW system, the equation x 0 b = a has a unique solution x. 
But x o b = x . bTA(@, and hence x = a * (bTA(@)-l, whence 
X(x) = X(a - (bTA@)-l), 
and we see that m = h(x) is a solution of m = h(a . (bTm)-l). To see that 
this is the only solution suppose that k = h(a * (bT”)-l). Let y = a * (bT”)-l. 
Then A(y) = k, and y 0 b = y * bTA@) = a(bT’“)-l . bTk = a. Thus 
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y = x which implies k = h(v) = X(x). Hence there is a unique integer m 
such that m = h(a * @P-l. This proves the theorem. 
Foulser has shown [3, p. 3831 that every non-exceptional near-field is a 
X-system. An examination of the structure of their multiplicative groups 
shows that the exceptional near-fields (which are described in the next 
section) are not h-systems. Since the exceptional near-fields are trivially, 
i.e., with T = Z (the identity mapping) contained in the class of (C)- 
systems, we see that the X-systems form a proper subclass of the class of 
(C)-systems. The remainder of this paper is devoted to constructing a set 
of (C)-systems from the exceptional near-fields using mappings T # 1 
(the identity). Further it will be shown that these new VW systems give rise 
to translation planes which cannot be coordinatized by any h-system. 
3. THE EXCEPTIONAL NEAR-FIELDS AND CERTAIN AUTOMORPHISMS 
OF THEIR ADDITIVE GROUPS 
Examples of finite near-fields were given by Dickson [2] as early as 1905. 
Not until 1936, however, was the class of all finite near-fields determined. 
This was done by Zassenhaus and published in a well-known paper [6]. In 
addition to the so called non-exceptional near-fields, which are actually 
h-systems, Zassenhaus showed that there are exactly seven others. Indeed, 
the main part of his paper [6] is devoted to the determination of these 
seven exceptional near-fields. The exceptional near-fields are all of order 
p2, and the multiplicative groups are described by means of generators 
represented by matrix transformations of two generators of the additive 
group. Instead of listing the generators here, we refer the reader to Hall 
[4, p. 3911. We will, in a moment, describe the multiplicative groups of 
these seven near-fields and list certain properties of these groups for later 
reference. First, it should be pointed out, however, that in order to obtain 
left near-fields, the 2 x 2 matrices, which faithfully represent the multi- 
plicative groups, are used as left mappings to define the product of two 
elements, represented as pairs of integers modulo p. 
Zassenhaus has shown that the multiplicative group of any finite near- 
field of characteristic f2 contains a unique element of order two. This 
is the additive inverse of 1, which we will henceforth denote by E. Further 
it can be shown that E is in the center of the multiplicative group. This 
center element E will be used extensively in discussing the properties of 
the multiplicative groups needed for later use in this paper. 
All of the multiplicative groups of the seven exceptional near-fields are 
obtained from three basic groups plus several cyclic groups. The three 
basic groups are: 
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(1) G, , the unique group of order 48 with a single element E of order 2 
such that Go z S, , the symmetric group on four symbols; 
(2) M(2, 3), the unimodular group of 2 x 2 matrices over GF(3), 
this is the only group of order 24 with a single element E of order 2 such 
that M(2, 3)/(c) g A, , the alternating group on four symbols; and 
(3) M(2, 5), the unimodular group on GF(5), which is the only group 
of order 120 with a single element E of order two such that M(2, 5)/(c) z 
A,, the alternating group on five symbols. (See [l]). 
The following list, using the same numbering as Hall [4] and Zassenhaus 
[6], gives a description of the multiplicative groups of the exceptional 
near-fields in terms of the three groups mentioned above together with 
certain cyclic groups Ci, of order i : 
I. n = 52 > M 2s M(2, 3), 
II. n = 112 3 A4 E M(2, 3) x c, ) 
III. n = 72, Mz G,, 
IV. n = 232, M z G, x C,, , 
V. n = 112 , M z M(2, 5), 
VI. n = 29”, M z M(2, 5) x c, ) 
VII. n = 592 7 A4 g M(2, 5) x c29 . 
The corollary to the following theorem will be used to show that the 
VW systems, constructed later, are not X-systems. 
THEOREM 3.1. The groups M(2, 3) and M(2, 5) do not contain any 
normaI subgroups of order 3 and the group G3 does not contain a normal 
cyclic subgroup of order 8. 
Proof. The proof follows almost immediately from the properties of 
the groups M(2,3), M(2, 5), and G, mentioned above. Thus, suppose 
G 4 M(2, 3) with 1 G 1 = 3. The natural homomorphism v : M(2, 3) --+ 
M(2, 3)/(c) z A, then maps G onto a normal subgroup of M(2, 3)/(c) of 
order 3. This is clearly impossible, since A, contains no normal subgroup 
of order 3. Similarly, since A, contains no normal subgroup of order 3, 
it follows that M(2, 5) doesn’t contain such a group either. 
Next, suppose that G 4 G3, with G cyclic of order 8. Since G has an 
element of order 2, and G, has only one such element E, we have E E G. 
In fact if g is a generator of G, then g* = E. It follows that the natural 
homomorphism v : G3 ---f G3/(c) s S, maps G onto a normal cyclic 
subgroup of GJ(E) of order 4. Since S, does not contain a normal cyclic 
subgroup of order 4, no such G exists. 
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COROLLARY 3.1. The multiplicative groups of the near-jields numbered 
I, II, V and VI contain no normal subgroups of order 3 and the one numbered 
III contains no normal cyclic subgroup of order 8. 
Proof. Groups I, III, and V have already been disposed of in the theo- 
rem. For group II, suppose G u M(2, 3) 4’ C6, with ( G 1 = 3. Let 
(g, 8) be a generator of G. Since (3, 5) = 1, it follows that ci = I and 
hence that g generates a cyclic subgroup of order 3 of M(2, 3) and the 
normality of G in M(2, 3) x C, implies the normality of <g) in M(2, 3), 
a contradiction. Similarly group VI, M(2, 5) 1.: C, does not contain a 
normal subgroup of order 3. This completes the proof of the corollary. 
One method of obtaining (C)-systems from near-fields is the following. 
Let F(+, .) be a left near-field, and T an automorphism of F(+), with 
1 T = 1. Let G = (XT. x-l) be the subgroup of F*(.) generated by all 
elements of the form XT. .+, x E F*. The subgroup G may or may not be 
a proper subgroup of F*. In any event define a mapping h : F* -j 2 (the 
integers) by 
A(x) = 1; 
if XEG, 
if x $ G. 
Then, with the multiplication 0 given by x 0 y = x . yP(“), we see that 
F(+, 0) will be a VW system provided h satisfies the conditions (i) and (ii) 
of Section 2. It is clear that (i) is satisfied by h and indeed that F(+, 0) is 
simply the original near-field F(+, *) if G = F*. To see that (ii) is always 
satisfied, let a, b E F*, and suppose that a . b-l E G. Then 
a . (bT)p* . (bT) . b-l = ab-l E G, 
which implies that a . (bT)-l E G. This last equation also shows that 
a . (bT)-l E G implies a . b-l E G. Thus, we see that a . b-l E G if and only 
if a * (bT)-l E G. Now, consider the equation m = h(a * (bTm)-l). If 
a * b-l E G then clearly m = 0 is a solution. Further a . (bT)-l is also in G 
so that m = 1 is not a solution. If a . b-l $ G, then a * (bT)-’ $ G, and 
m = 1 is a solution. Further, it is clear in this case that m = 0 is not a 
solution. Thus condition (ii) is satisfied. 
We see then, that to obtain (C)-systems, which are not near-fields, 
from a near-field, by the process described above, we must first find all 
automorphisms T of the additive group of the near-field, which satisfy 
1 T = 1 and such that (XT. x-l} is a proper subgroup of the multiplicative 
group of the near-field. For the seven exceptional near-fields this search 
was made with a high-speed digital computer. The results of this search 
are given in the next section. 
For a given near-field F(+, .), different values of T, say T1 and T2 , 
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for which the groups Gi = (xTi . x-l), i = 1,2, are proper, may give rise 
to isomorphic, or, in some cases, isotopic (C)-systems, which would, of 
course, produce isomorphic projective planes. This section is concluded 
with a general theorem which will be useful in eliminating certain of the 
isomorphic (C)-systems. 
THEOREM 3.2. Let F(+, *) be a near-jield. Let T and H be automophisms 
of F(+) with 1 T = I H = I, and Gr = (XT. x-l), GH = (xH * x-l). 
Define mappings A, p : F* + 2 by h(x) = 0, 1, and p(x) = 0, 1 according 
as x is or is not in G, , GH , respectively. Define operations 0 and * by 
x o y = x - yTA("), x * y = x . yH*‘“‘. 
If there exists an automorphism S of the near-field F(+, .) such that 
H = S-ITS, then the (C)-systems F(+, 0) and F(+, x) are isomorphic. 
Proof: First it will be shown that GH = GrS. Let x E F*, then 
XT. x-l is a generator of GT . Now, (XT . x-l)S = xSS-lTS . (x3-l = 
xSH . (xS)-* E GH . Thus GrS g G,, . Further, let yH * y-l be an arbitrary 
generator of G,, . Clearly 
yH . y-l = yS-ITS . (yS-‘)-‘S 
= ( yS-lT . (yS-1)-l) S E GTS. 
Hence, GH E G,S, which together with G,S E Gw gives GH = Gr S. It 
follows that for all x E F*, h(x) = ~(~5’). 
Now, 
(x 0 y)S = (x - yTA’“‘)S 
= xs . ySS-lTA'"'S 
= xs . ySHA(z) 
= xs . ySH~(xs) 
= xs*ys. 
Thus, S is an isomorphism of F(+, 0) onto F(+, *). 
4. COMPUTER RESULTS 
The subgroups (XT * x-l), where T is a transformation of the form 
1 0 
( 1 a b 
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with b # 0 were first derived on a computer. The elements of the multi- 
plicative group F* were also derived on the computer using the definition 
given in Section 3. 
There are several facts which shorten considerably the time needed on 
the computer. To begin with define B by 
B = ((0, I)} u ((1, b) : 0 < b < p} 
where char. F = p. 
Clearly, every element in F* is a non-zero scalar multiple of a single 
member of B. Since F is a right vector space over 2, and T is linear over 
2,) we have for a in Z,*, (xa)T 1 (~a)-’ = XT. x-l so 
{XT. X-‘},inB = {XT * X-l}einF*. 
Consequently, it is sufficient to use (XT * ~-l}~i,,~ to generate (XT * x-l}. 
Now, let y = XT. Then 
(XT . x-l)-l = x . (XT)-’ 
= (XT) T-l . (XT)-’ 
= yT-1 * y-1. 
Hence, {XT * x-l} = {(XT-~ * x-l)-l}. Because of thus, (XT-~ * x-l) = 
(XT. x-l) and (XT-~. x-l) need not be computed when (XT. x-l) 
is known. 
Once (XT . x-l> is computed it is necessary to find the group it generates. 
From the standpoint of computer time, the most serious problem is 
encountered when (XT. x-l) = F*. Except for the largest near-field, 
it was sufficient to note that once (XT. x-l) was known to contain more 
than half the elements of F* then (XT. x-l) = F*. 
Further refinements were needed for VII where F* contains 3480 ele- 
ments and 3422 transformations had to be checked. Here, we wrote a 
program to give the orders of the elements of F*. From this information 
we derived three sets A, B, and C so that any set which contained an ele- 
ment from each of A, B, and C generated all of F*. In this case p = 59. 
These sets are: 
A = {(a, 0) : 1 < a < 58), 
B = W, 0, Q-4 5% 
c = ((9, 15), (49,44)). 
Each element in A has order 29 or 58; each element in B has order 4; and 
each element in C has order 3. 
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We will now list those subgroups (XT * x-l> where (XT. x-l} is a 
proper subgroup of F*. There were no proper subgroups of the form 
(XT. x-l> for IV or VII. 
In Table 1, the entry under Ti is the second row of the matrix of the 
transformation 
listed as (a, b). 
TABLE 1 
Hall A set of 
System Order Generators of Order of 
P No. ofF* i T (XTi . x-l> <XTi . x-1) 
5 I 24 1 
5 I 24 2 
5 1 24 3 
5 I 24 4 
5 I 24 5 
11 II 120 1 
I III 48 1 
7 III 48 2 
7 III 48 3 
7 III 48 4 
7 111 48 5 
7 III 48 6 
7 III 48 7 
7 III 48 8 
7 III 48 9 
11 v 120 1 
11 V 120 2 
11 V 120 3 
11 V 120 4 
11 v 120 5 
11 V 120 6 
11 V 120 7 
11 V 120 8 
11 V 120 9 
11 V 120 IO 
11 V 120 11 
29 VI 840 1 
(094) 
U,4J 
(294) 
(3, 4) 
(4,4) 
a 10) 
(092) 
644) 
(0, ‘4 
(I, 6) 
(2,6) 
(3,6) 
(4, 6) 
(596) 
(66) 
(0, 10) 
(I, 10) 
(2, 10) 
(3, 10) 
(4,101 
(5, 10) 
(6,lO) 
(7,lO) 
&IO) 
(9, 10) 
(IO, 10, 
(27,28) 
(0, I), @,a 
(292) 
c&l) 
(2, 4) 
(293) 
(0, I), (1,5> 
(1, 31, (2,O) 
(1, 31, (230) 
(3, O), ((42) 
(I,3 
(396) 
(6 I), (2, 1) 
(3,3) 
(0, I), (1, 5) 
(0, 21, (1, 3) 
(1,5), @,I) 
(6, 31, (8, 6) 
(8, 01, (695) 
(0, 7), (3, 8) 
(0, 11, (8, 51 
(2, Q (2>4> 
(2, I), (I,9 
(19 31, (3, 7) 
(4,4), (4, 9) 
(7, 9), (7, 7) 
(3, IO),@, 4) 
(0, I), (I, 22) 
- 
8 
6 
6 
6 
6 
24 
24 
24 
12 
8 
8 
12 
8 
12 
12 
24 
20 
20 
24 
20 
24 
24 
24 
20 
20 
20 
120 
From Theorem 3.2, if Ti = PITjS for San automorphism of the near- 
field then the (C)-systems formed by (XT, . x-l> and <xTj * x-l) are 
isomorphic. Since we are interested in the non-isotopic (C)-systems formed 
from (XT, . x-l), we will begin by giving sets of transformations Ti which 
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come from one another by conjugation with an automorphism of the 
near-field. 
In I, the only automorphisms (found on a computer) are (i 3 for a = 
1,2, 3,4. The automorphism S = (t i) generates this set of automorphisms 
and S-l = (i “9>. Viewed as a permutation on subscripts the mapping 
Ti --f S-lTiS becomes (1) (2,4, 5, 3) to T, , T3, T, , and T5 give rise to 
isomorphic (C)-systems. 
In III, S = (i “,) generates an automorphism group with S-l = (i i). 
Viewed as a permutation on subscripts, Ti --j SwlTiS becomes (1) (2) (3) 
(477, 5) t&8,9). 
In V, S = (i 2 is an automorphism with S-l = (i “3. Viewed as a 
permutation on subscripts, Ti --f S-lTiS becomes (1, 8, 7, 4, 6)(2, 11, 5, 
9, lW3). 
Hence, we are led to consider twelve (C)-systems. Denoting (xTi * x-l) 
in I by I-i, etc., they are: I-l, I-2, III-l, 111-2, 111-3, 1114, 111-6, V-l, V-2, 
V-3, II-l, and VI-l. 
It should be pointed out that M. L. Narayana Rao has been able, 
without use of the computer, to obtain the same list of subgroups given 
in this section. Although not extremely lengthy, his techniques and compu- 
tations, which were arrived at after an examination of the computer 
results, are too special to be included here. 
In the next section, the list of twelve (C)-systems will be reduced to nine 
by showing that there are three pairs of isotopic systems. 
5. Sobi~ IS~TOPISMS 
For the systems III-1 and 111-2, let T = Tl , then T, = T2, and, 
although the groups G, = (XT * x-l) and G, = (xT2 * x-l) are identical 
it does not follow immediately that the two (C)-systems, with multiplica- 
tions x o y = x . yTA’“) and x * y = x + Tzn(*), respectively, are isomorphic 
or even isotopic. It can be shown, however, that they are isotopic. Thus, 
let b $ G = G, = G2 and R = Lb-’ , the left multiplication by b-l in the 
near-field III, F(+, *). Then, since [E;* : G] = 2, we see that &b-l . x) = 
0, 1 according as x is not or is in G, respectively. Thus, TA@) = T2A(b-‘.s)+1, 
since T3 = I. Now, for all x, y E 1F(+, o), we have 
(xoy)R=b-l.x.yTA’“’ 
= b-1 . x . yT2W-'s)+l 
= b-1 . x . (ff)T2A(b-'") 
= (b-l . x) * yT 
= (x 0 1) R * (b .yT)R 
=(x~l)R;r(boy)R, 
S8za/I1/1-6 
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that is, the systems F(+, 0) and F(+, a), arising from III-1 and 111-2, are 
isotopic, and hence coordinatize isomorphic planes. Thus, we can delete 
III-2 and our list is reduced to at most eleven non-isotopic (C)-systems. 
Next it will be shown that the systems III-3 and III-6 are isotopic. 
To do this, certain properties of the multiplicative group M of the excep- 
tional near-field III and its subgroups (xT3 . x-l), and (xTg . x-l) will be 
needed. These results are contained in the following three lemmas. First, 
we consider three particular elements of the near-field III, a = (1, I), 
u = (6, l), and u = (2, 1). In the matrix representation of the multi- 
plicative group M of this near-field [see 4, p. 3911, these elements corre- 
spond to the following matrices under the isomorphism p: 
PM = (; $3 PC4 = (; $3 PC4 = (; $. 
Further, it is easily seen that u-l = (1, 1)-l = (3, 6) and aT, = (4, 6) 
and that 
PC4 = (; ;) and p(aT,) = (i $. 
Note also, that (xTg . x-l) = (u, v), and that (xT3 * x-l) = (a-%a, a-%a). 
This is easily verified by a simple computation and reference to Table 1, 
and gives the following lemma: 
LEMMA 5.1. The subgroups Hs = (xT3 * x-l) and HB = (XT, . x-l) 
of the multiplicative group M of the near-field III are conjugate subgroups 
and Hs = a-lH,a. 
LEMMA 5.2. For all y in the near-Jield III, (UT,) * (a-’ . y) T, = yT, . 
Proof. Using the fact that the left multiplication by z # 0 in the near- 
field is given by the matrix p(z), we have 
aT, * (a-’ * y) T3 = yp(a-‘) T,p(aT,) 
= yTB . 
LEMMA 5.3. If x $ H6 then u-l * x . (aT,) 6 H3. 
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Proof. If x = 0, the statement is trivial. Let x # 0 and x $ H6 , then 
Let r = u-l * x * a, 
* a). By Lemma 5.1 
hence by Lemma 5.1, 
a-4u E H3 . Thus r * (u-l . s - a) $ H, . 
Now, consider the (C)-systems III-3 and 111-6. Denote them by F(+, *) 
and F(+, o), respectively, and note that the multiplications *, 0 are given, 
in terms of the multiplication * of the near-field III, by: 
x * y = x * yT$“’ and x 0 y = x * YT~(~), 
respectively. Let R : F(+, 0) -+ F(+, *) be the mapping of F(+, 0) onto 
F(+, *) given by xR = u-l . x. It can be easily shown that (R, a, 1) is an 
isotopism of F(+, 0) onto F(+, *). Thus, consider the two cases (i) 
x E H6 and (ii) x q! H6: 
Case (i). Let x E H, and y E F(+, o), then (x 0 a)R * (1 0 y)R = 
[u-l . (x o a)] * [u-l * y] = (a-l * a . x) * (a-’ . y) since x E H6 . Further, 
x E H6 implies that u-l . x * a E H3 and hence (u-l . x * a) * (a-l * y) = 
u-1. * . 
xtg,GeEiIIi ‘= ‘-l 
- (x + y) = u-l * (x 0 y) = (x 0 y)R. Hence, for 
(x 0 y)R = (x 0 a)R * (1 0 y)R. 
Case (ii). If x $ H, , then (x 0 u)R * (1 0 y)R = [u-l * (x * UT,)] * [a-l . y]. 
By Lemma 5.3 we see that u-l * (x * UT,) $ H3 , hence 
(a-l - x - UT,) * (a-’ - y) = u-l . x . [uT8 . (u-l 1 y) TJ. 
By Lemma 5.2 UT, * (a-’ * y) T3 = yT, . Hence 
Up1 * x * [UT, - (dy) T,] = a-l * x * yT, = a-1 . (X o y) = (X 0 y)R, 
and again we have 
(x 0 y)R = (x 0 a)R * (1 0 y)R. 
Thus, the (C)-systems III-3 and III-6 are isotopic. 
In a similar way it may be show that the (C)-systems V-2 and V-3 are 
isotopic. In this case, let a = (3,2), u = (6, 3), and z) = (8,6). 
We see, finally, then that our list is reduced to at most nine non-isotopic 
(C)-systems: I-l, I-2, II-l, III-l, 111-3, 111-4, V-l, V-2, and VI-l. In the 
next section it will be shown that none of these nine (C)-systems is isotopic 
to a X-system. 
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6. SOME ALGEBRAIC PROPERTIES OF CERTAIN (C)-SYSTEMS 
The results of this section give information about the left and middle 
nuclei of (C)-systems constructed as in Section 3. Let F(+, .) be a near- 
field, Tan automorphism of F(+), with 1 T = 1. Let G = (XT. x-l> and 
A(X) = 0 for x E G, h(x) = 1 for x $ G. With x oy given by x 0 y = 
x . yTA@), F(+, 0) is a (C)-system. It will be called a proper (C)-system if 
and only if G is a proper subgroup of F*(.). Denote by Nz and N, , 
respectively, the left and middle nuclei of P*(o). 
LEMMA 6.1. Let F( +, 0) be a proper (C)-system of the type described 
above. If either [F* : G] # 2 or [F* : G] = 2 and T is an automorphism of 
F(+, *) with T2 # I, then Nz = G. 
Proof. In either case aE Nz if and only if (a 0 x) 0 y = a 0 (x 0 y) 
which implies 
a . xTA(a) . yTAla~z, = a . (x . yTAb3) TAla,, 
for all X, y E F*. Thus a E Nr if and only if 
xTA(a) . yTAkXo%, = (x . yTA’“‘) TAta, (6.1) 
holds for all x, y E F*. If a E G then h(a) = 0 and X(a 0 x) = X(a . x) = 
X(X) for all x E F*, and it is clear that (6.1) is satisfied by all x, y E F*. 
Thus, in either case we have 
G g Nl . (6.2) 
Now suppose that [F* : G] # 2, and let a E NL. Suppose a $ G. 
It will be shown that this leads to a contradiction. First, however, note that 
for z E F*, z E G if and only if zT E G, that is, T is a permutation of G. 
This follows trivially from the way in which the generators of G are defined. 
To proceed, a 4 G and [F* : G] # 2 implies the existence of a y $ G such 
that a . y $ G. Let x = yT-l, then x $ G, so that a 0 x = a -XT = 
a . y $ G. Since a E Nz , (6.1) holds for this x and all y E F*. Thus, we have 
xT.yT= (x.yT)T (6.3) 
for all y E F*. In particular (6.3) holds for yT = x-l. Thus, XT. x-l = 
1 T = 1, or XT = x for this particular X. Then (6.3) becomes 
x.yT= (x.yT)T, (6.4) 
which holds for all y E F*. If z E F*, there is a y E F* such that x * yT = z 
and hence (6.4) implies zT = z for all z E F*. This implies that T = I, 
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which contradicts the assumption that F(+, 0) is proper. Thus Nl G G, 
which together with (6.2) gives Nl = G. 
In case [F* : G] = 2 and T is an automorphism of F(+, .), with 
T2 # I, let a E NE and suppose a 6 G. For a fixed x $ G, we have a 0 x = 
a . XT E G, so that h(a 0 x) = 0. With this choice of x (6.1) then becomes 
XT. y = (x . yT)T, for all y E F*. (6.4) 
Since T is an automorphism, (6.4) implies that yT2 = y, for ail y E F* or 
T2 = 1, a contradiction. Thus, again NC & G. Hence, in view of (6.2) we 
have N, = G. This completes the lemma. 
LEMMA 6.2. Let F(+, 0) be a proper (C)-system of the type described 
above. If either [F* : G] # 2 or [F* : G] = 2 and T is an automorphism of 
F(+, .) with T2 # I, then 
N,,, = (a E G / (ay)T = aT. yT for all y  E F*}. 
Proqf In either case, a simple calculation shows that a E N, if and 
only if 
aTA’~’ . yTA(Z4 = @ . yTA’a’) TN”), (6.5) 
holds for all x, y E F*. Next, it will be shown that N, G G. Thus, assume 
(Case 1) that [F* : G] # 2 and let a E N, . Suppose a $ G. Then as in 
Lemma 6.1 there exists an x $ G such that x 0 a $ G. With this choice of 
x (6.5) becomes 
aT. yT = (a . yT)T, for all y E F*. (6.6) 
Choose y so that a * yT = 1, then (6.6) implies aT . a-l = 1 T = 1 or 
aT = a, and (6.6) may be written a * yT = (a . yT)T which implies 
zT = z for all z E F*. Again, this implies T = 1, contrary to the assump- 
tion that F(+, 0) is a proper (C)-system. Hence N, 2 G, in this case. 
Next, assume (Case 2) that [F * : G] = 2, and that T is an automorphism 
of F(+, .) with T2 # I. Let a E N, and suppose a 6 G. In this case, if 
x $ G then x 0 a E G. With such an x, (6.5) becomes 
aT.y = (a .yT)T, for all y E F*. (6.7) 
Since T is an automorphism of F(+, *), (6.7) implies that yT2 = y for all 
y E F*, a contradiction. Thus, N, g G in this case also, and in both cases 
we have a E N,,, implies a E G. 
With a E G, note that X(x 0 a) = h(x). Thus (6.5) becomes 
&‘WZ) . yTA(2) = (a . y) TN”). (6.8) 
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It is seen, then, that in either case, a E N, if and only if a E G and (6.8) 
holds for all X, y E F*, or in particular, for x $ G, al’ * yT = (a . y)T for 
all y E F*. This completes the proof of the lemma. 
LEMMA 6.3. Let F(+, 0) be a proper (C)-system as in the previous two 
lemmas. Further, let F be finite. If either [F* : G] # 2 and T2 = I, or 
[F* : G] = 2 and T is an automorphism of F(+, .) with T2 # I, then 
N,T= N,andN,T= N,. 
Proof. By Lemma 6.1, we have Nz = G, and we have already observed 
that T is a permutation of G. Hence NiT = N1 . To prove that N,T = 
N, , it is sufficient to show that for a E N, we have aT E G and (UT. y)T = 
aT2 . yT for all y E F*. That aT E G is obvious and if T is an automorphism 
of F(+, *), then the second condition on aT follows immediately also. 
Thus, let [F* : G] # 2 and T2 = I. Since a E N,, , we have (a * yT)T = 
aT . yT2 = UT * y. This implies 
(aT.y)T= (aT*y)T--l = a*yT= aT2*yT, 
and hence the second condition holds in this case also. In either case then 
a E N, implies aT E N, , or N,T 2 N, . The equality follows from the fact 
that N, is finite and T is one-to-one. This completes the lemma. 
COROLLARY 6.1. For any (C)-system satisfying the hypotheses of the 
lemma, the mapping T is an automorphism of N1 n N, . 
The following theorem is concerned with the nine (C)-systems described 
in Section 4. Each of these is obtained from an exceptional near-field by 
the process described at the beginning of this section. Each is obviously 
finite and proper. An examination of the table, given in Section 4, shows 
that, for all except III-l, we have [F* : G] f 2 and T2 = 1. For III-l, 
[F* : G] = 2 and Tis an automorphism of the near-field III with T3 = I. 
The next theorem follows immediately from this observation together 
with Lemma 6.1 and Corollary 6.1. 
THEOREM 6.1. For each of the nine (C)-systems I-l, I-2, II-l, III-l, 
111-3, 111-4, V-l, V-2, and VI-l, the Ieft nucleus Nt = (XT. x-l) and the 
mapping T is an automorphism of Ni n N, , where N, is the middle nucleus. 
Part of the following theorem is a corollary to Theorem 6.1. 
THEOREM 6.2. No two of the nine (C)-systems listed in Theorem 6.1 are 
isotopic or anti-isotopic. 
FINITE TRANSLATION PLANES 87 
Proof. Since a necessary condition that two VW systems be isotopic 
is that their left nuclei have the same order, it follows from Theorem 6.1 
that (i) I-l and I-2 are not isotopic, (ii) no two of III-l, III-3 and III-4 
are isotopic, and (iii) V-l and V-2 are not isotopic. From Lemma 6.2 and 
the remark preceding Theorem 6.1, it follows that, for each of the nine 
(C)-systems, we have N, c N1 . A necessary condition that two VW 
systems be anti-isotopic is that the left nucleus of one have the same order 
as the middle nucleus of the other. From this we deduce that statements 
(i), (ii), and (iii) above are valid with isotopic replaced by anti-isotopic. 
It remains to show that II-1 and V-l are neither isotopic nor anti- 
isotopic. The proof of this makes heavy use of special properties of the 
multiplicative groups of the exceptional near-fields II and V and is 
omitted for the sake of brevity. The crucial part of the proof is that the 
multiplicative group of II contains a normal subgroup of order 24 while 
the group of V does not. 
7. A PROPERTY OF ~-SYSTEMS AND ITS APPLICATION TO 
THE NEW (C)-SYSTEMS 
This section is devoted to showing that none of the nine (C)-systems, 
mentioned in Theorem 6.1, is isotopic to a h-system. With this in mind we 
present the following theorem which gives necessary and sufficient con- 
ditions that an arbitrary finite VW system be a h-system. 
Let V(+, *) be a finite, but otherwise arbitrary, VW system of order qd, 
where q = ps, p a prime. Denote by Nr and N, the left and middle nuclei 
of the multiplicative loop, V*, of non-zero elements of V. Let 
K = {k E v / (xy)k = x(yk) and (x + y)k = xk + yk for all x, y E V>. 
Then K is a subfield of V, called the kern, and we shall assume its order 
is q. Clearly K = GF(q). Let 
u = LCM{qm - l} for mid and 0 < m < d. 
Clearly u j qd - 1, and we let t = (qd - 1)/u. 
THEOREM 7.1. A VW system V(+, .) of order qd # 9, with K = GF(q) 
is a X-system ifand only ifthe subgroup N1 n N, of V*(.) contains a unique 
cyclic subq:yup C = (c) of order t (as defined above) with the property 
x. c = cq a . x for all x E V*, for some mapping h : V* -+ Zd (the integers 
modulo d). 
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Proof. As we shall see in a moment, the necessity of the condition 
follows in a straightforward way from the structure of a X-system. The 
sufficiency will not be used in this paper and since its proof is somewhat 
long it is omitted here. 
To prove the necessity let V(+, .) be a A-system of order qd with K = 
GF(q). Following Foulser, let N, = {wi E V* / i = ku}, where w is a 
generator of the multiplicative group of GF(qd) and wi is the 6th power 
of w in GF(qd). Foulser [3] has shown that the elements of N, form a 
cyclic subgroup of the multiplicative loop V*(a). Indeed he shows [3, 
Lemma 5.2, p. 3871 that, if qd # 9, then N,(.) is the unique cyclic subgroup 
of NL n N, of order t. Further, he shows that, for each wi E N, , h(wi) = 0. 
Thy;; let CY,, (c) ;here c = wU. Then, for all x E V*, clearly x * c = 
xc4 z 1 cq xxr@ z . x, where xy means multiplication in the field 
GF(qd). This completes the proof of the necessity. 
COROLLARY 7.1. An isotopic image of a h-system is a h-system. 
Proof. The proof consists, essentially, of showing that an isotopic 
image of a h-system satisfies the conditions of the theorem. 
In the next theorem, we shall be concerned with certain prime divisors 
of qd - 1. Let rr be a prime such that rr divides qd - 1 but does not divide 
qk - 1 for any k < d. Such a prime exists except in the following cases: 
(1) d = 2, q a prime, q = 2” - 1; and 
(2) d = 6, q = 2 ( see [l, Corollary 2, p. 3581 or [3, Lemma 1.1, 
p. 3801). 
In the non-exceptional cases define T to be one of the primes 7r. In 
Case (1) define 7 to be 2”. Case (2) will not enter the discussion since 
Foulser [3, Lemma 3, 4, p. 3851 has shown that there are no h-systems of 
order 26 with K = GF(2). 
THEOREM 7.2. Let F(+, 0) be a (C)-system of order qd # 9 obtained 
from a near-jield F(+, .), and satisfying the hypotheses of Lemma 6.3. 
Zf F(+, 0) is a X-system then F*(.) contains a normal cyclic subgroup of 
order T (as defined above). 
Proof. The multiplication 0 in F(+, 0) will be written x 0 y = x * yWz). 
Let NE and N, be the left and middle nuclei of F(+, 0). By Theorem 7.1, 
Ni n N, contains a unique cyclic subgroup C = (c), of order t = 
(qd - 1)/u. Further, for all x in F* 
x 0 c = p 0 x. (7.1) 
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In terms of the multiplication in F(+, *), (7.1) becomes 
since cq ‘\w E Nt n N,, & G implies dcq “‘)) = 0. From (7.2) we obtain 
x . cTu(x) . x-l = &(“) E C, for all x E F*. (7.3) 
Now, since T is an automorphism of NL n N,, by Corollary 6.1 and 
since C is the unique cyclic subgroup of Nz n N, of order t, it follows 
that T induces an automorphism on C and hence that cT is also a generator 
of C. Thus, (7.3) implies that C is a normal subgroup of F*(e). 
Now, consider the integer 7, associated with qd, defined above. In case 
J = 2, and q is a prime of form y = 2” - 1, we have u = q - 1, 
t = q + 1 = 25 = T and the theorem is proved. In the non-exceptional 
case Q- is a prime divisor of qd - 1. Further, T is relatively prime to each 
of the integers ym - 1, for m / d and 0 < m < d, of which u is the least 
common multiple. Thus (7, U) = 1. Since @ - 1 = tu, we see that T 1 t. 
Let t = kr. Now, the cyclic subgroup C = (c) contains a unique cyclic 
subgroup A = (a) of order 7 where a = cl;. Let my : z + x * z . x-l be an 
arbitrary inner automorphism of F*(.). Since C 4 F*(s), we see that 01, 
induces an automorphism of C. Thus Aol, is a cyclic subgroup of C of 
order 7. Since A is the only such subgroup of C, we have Aa, = A and 
hence A < F*(.). This completes the proof of the theorem. 
The next theorem is again concerned with the nine (C)-systems men- 
tioned in Theorem 6.1. 
THEOREM 7.3. None of the nine (C)-systems listed at the end of Section 5 
is isomorphic to a X-system. 
Proof. The remark preceding Theorem 6.1 indicates that each of the 
nine (C)-systems satisfies the hypotheses of Lemma 6.3. Further, none has 
order 9. Suppose that one of them is isomorphic to, and hence is itself, 
a h-system. Then Theorem 7.2 implies that the multiplicative group of 
the associated exceptional near-field contains a normal cyclic subgroup 
of order T. The following table gives the value of T for each of the five 
near-fields involved: 
Near-field I II III v VI 
Order Y 112 72 112 292 
7 3 3 8 3 3 
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We have already seen in Corollary 3.1 that none of the near-fields listed 
in the table can contain a normal cyclic subgroup of the order listed for 
the respective T. Thus, the assumption that one of the (C)-systems is 
isomorphic to a h-system leads to a contradiction, which proves the 
theorem. 
COROLLARY 1.2. None of the nine (C)-systems listed in Section 5 is 
isotopic to a X-system. 
Proof. Since an isotopic image of a X-system is again a h-system by 
Corollary 7.1, the proof follows immediately from the theorem. 
Since the proof of Corollary 7.1 is not given in this paper, it may be 
appropriate to point out that the proof of Corollary 7.2 also follows from 
two facts given in Foulser’s paper [3]. One is that every h-system of order 
p2 is an Andre system [3, p. 3831, and the second is that any isotopic image 
of an Andre system is an Andre system [3, p. 3911. 
The final theorem of this section gives a necessary condition that certain 
VW systems coordinatize isomorphic projective planes. 
THEOREM 7.4. Let FI and F, be VW systems with left nuclei N,, , Nzl of 
orders r, , r2 , respectively. If FI and Fz are not isotopic or anti-isotopic and 
coordinatize isomorphic planes then (rl , r2) = 1 or 2. 
Proof. Let n1 , nZ be the planes coordinatized by FI , F, , respectively, 
relative to 0, , X1 , Y, and 0, , X, , Y, . Let u be an isomorphism from 
rr, to 7r2 with 0,~ = 0s) X,o = X, , Y1u = Y, . If there is an isomor- 
phism from r1 to rrz which takes either X1 or Y, into one of X, or Y, , 
then we may assume that u is such an isomorphism. Let D = {X, , Y,} n 
{Xs , Ys}. Since FI and F2 are neither isotopic nor anti-isotopic it follows 
that the cardinality 6 of D is either 0 or 1. Thus 6 = 1 D 1 = 0 or 1. 
Let A be the set of all y, - 0,X, perspectivities of rrz and let B be the 
set of all Y3 - 0,X, perspectivities of ~~ . Then 1 A 1 = r2 and ( B j = rl 
(see [3, p. 3851). Let M = {p E L, 1 p E {Xzoi, YZol} for some collineation 
cy of 7~~ with Dar = D}. For p, q E M - {X, , Y,} define p N q provided 
p = qp for some g E A. Clearly N is an equivalence relation on M - (X, , Y,> 
and each equivalence class contains r2 points. Thus, 1 M [ = kr, + 2 for 
some integer k. Also, B is a group of permutations on M - {X, , Y,} with 
each orbit containing rI elements. Thus, I M 1 = tr, + 6 for some positive 
integer t. Equating these two expressions for I M j we obtain tr, - kr, = 
2-8=20r1.1tfollowsthat(r,,r2)=10r2. 
COROLLARY 7.3. If the set D, in the theorem, is null, then the points of 
the line L, in the pIane r2 (or rrJ may be partitioned into three mutually 
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disjoint sets A, , A, , A, such that / Ai / = 0 mod rj for i, j = 1,2 and 
i # j, I Ai I = 2 mod ri for i = 2, 1 and 1 A, / E 0 mod(LCM[r, , rz]). 
Proof. Since D is null, 6 = 1 D 1 = 0 so that / M ) = 0 mod rl . 
Further, as in the theorem, / M / = 2 mod r2 . Let A, = M, and let 
A, = (p E L, I p = X,cy or p = Yscr, for some collineation cx of n,}. 
The proof of the theorem, with the appropriate change of symbols, shows 
that/A,1 =Omodr,andIA,/ =2modr,. 
Since D = 4, it follows that A, IT A, = 9. Let A, = L, - (A, U A,). 
Then each of the collineation groups A and B acts as a regular permutation 
group on A, with orbits of size r2 and rl respectively. Thus, I A, I = 0 
mod(LCM[r, , rJ). 
8. THE PLANES OBTAINED FROM THE NINE NEW (C)-SYSTEMS 
THEOREM 8.1. If F(+, 0) is one of the new C-systems listed in Section 5, 
other than system I-l, and rr is the associated projective plane, then T is 
not isomorphic to a X-plane. 
Proof. By Corollary 7.2 we know that F(+, 0) is not isotopic to a 
h-system. Since any anti-isotope of a h-system is isotopic to a h-system 
we also know that F(+, 0) is not anti-isotopic to a h-system. The left 
nucleus of any X-system of order p2 contains a subgroup of order p + 1 
(see [3, Lemma 5.21). Since for each of the new (C)-systems, except I-1, 
(I G 1, p + 1) = (1 Nl /, p + 1) > 2 we may conclude from Theorem 7.4 
that r is not isomorphic to a X-plane. 
THEOREM 8.2. If Fl and F2 are two of the nine new (C)-systems, other 
than I-l and I-2, then Fl and Fz coordinatize non-isomorphic planes. 
Proof. Checking the orders of the left nuclei involved we see that in 
each case the greatest common divisor of any two orders is greater than 2. 
The proof follows from Theorems 6.2 and 7.4. 
As a final remark it should be mentioned that the nine new (C)-systems 
given in Section 5 define nine non-isomorphic translation planes none of 
which can be coordinatized by X-systems. To complete the proof of this 
statement three additional results are needed. The proofs of these results, 
listed below, are omitted here because of their length and special nature. 
The three results are: (i) The plane given by the (C)-system I-l is not 
isomorphic to a h-plane; (ii) the (C)-systems I-l and I-2 give rise to non- 
isomorphic planes; and (iii) the (C)-systems II-1 and V-l are neither 
isotopic nor anti-isotopic (stated as part of Theorem 6.2). 
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