Abstract. Rational Chebyshev approximations to the psi (digamma) function are presented for .5 á x S 3.0, and 3.0 ¿ x. Maximum relative errors range down to the order of 10-20.
1. Introduction. The principal mathematical properties of the psi (digamma) function (1) *(z) = dlln Tiz)]/dz = T'iz)/Tiz) are summarized by Davis [2] and Luke [3] . For real arguments, the function is traditionally computed using either the classical power series expansion with the recurrence relation (4) iKz + 1) = iKz) + 1/z.
The reflection formula (5) iKl -z) = xyiz) + x cotOrz) allows computation for negative arguments. (For complex arguments, see Luke [4] .) Recently, Luke [3] presented an expansion of \pix + 3), 0 i£ x ^ 1, in Chebyshev polynomials, 17 coefficients being required to compute the function with an absolute error on the order of 10"20. For computations outside of the primary range, it is still necessary to use one or more of the relations (3), (4) and (5) in addition to Luke's expansion. In this note, we present rational Chebyshev approximations which allow direct computation of \pix) for any x ^ .5 with various choices of maximum relative error, including some of the order of 10~20. For x < .5, either (4) or (5) is still required in conjunction with our approximations. 0  67  107  146  184  222  260  298  335  1  214*  289  359  426  491  2 
for these approximations only are given in Tables II and III. 2. Generation of the Approximations. by Wrench [5] .
The approximations were generated with standard versions of the Remes algorithm [1] in 25S arithmetic on a CDC 3600 computer, using values computed from variations of the methods described in Section 1. A Taylor series expansion about x0 was used to compute ^(x)/(x -x0) for arguments close to x0. For other small arguments, the computation was based upon Eq. (2), using the form
*(x) = (x-x ) I p xJ/ I qx\ .5lx<3.0 U j=0 3 / J-0 J * * * * * * * * * * * * * * ********************* * * * I* * * * * * * * * * * * * * * * * * * * * * * * * * * ********* ************************************ ***************************** ******* and upon a Taylor series expansion about 2.5, applying Eq. (4) when necessary. For arguments greater than 15.0, the asymptotic expansion was used. 3-0 * * * * * * * * -V * * * * * * * * * * * * * * * * * * * * * * * * * * * -V p.
Results.
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* ï * i * * * y y í i ;y y y -y -y ■■>■ y -y y * * * * -V * * * * * * * * * * * * * * * * -f * * -y -y y -y y * * * * * * * * * * * * * * * * * * * * * * * * * * * * where the maximum is taken over the appropriate interval, for the initial segments of the Lm Walsh arrays. Tables II and III present coefficients for the approximations along the main diagonals of these arrays. All coefficients are given to an accuracy greater than that justified by the maximal errors to allow precise determination of the corresponding octal or hexadecimal representations. Each approximation listed, with the coefficients just as they appear here, was tested against the master function routines with 5000 pseudorandom arguments. In all cases, the maximal error agreed in magnitude and location with the values given by the Remes algorithm.
4. Use of the Coefficients. The rational approximations all appear to be well conditioned. With a little care, they can be used to generate function values close to working machine precisions up to 20S.
To maintain machine precision in ^(x) for x close to x0, the computation of (x -x0) must be carried out in higher than machine precision to preserve the low order bits of x0. This can be achieved by breaking x0 into two parts, xl and x2, such that x0 = Xj + x2 to the precision desired, and such that the floating-point exponent on x2 is much less than that on x¡. Then (x -x0) is computed as (x -x0) = (x -Xi) -x2. This breakup of x0 is most easily accomplished by examining the octal or hexadecimal representation x0 = 1.35426 60615 26574 37556 06516 21031 36024 474028 = 1.762D8 6356B E3F6E 1A9C8 865E0 A4F02I6.
One remaining avoidable source of error is in the use of the reflection formula (5) for negative arguments. We suggest that z be broken into z = z, + z,, where z, is the integer part of z, and z, is the fractional part. Then Eq. (5) should be reformulated as iKl -z) = \yiz) ■+ x cotGizr).
