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1. Introduction
Let A be a periodic Jacobi matrix of the form
A =

a0 b1
...
b1 a1
. . .
...
. . .
. . . bn
...
bn an
... b0
· · · · · · · · · · · · ... · · · · · · · · ·
b0
... a0 b1
... b1 a1
. . .
...
. . .
. . .

, (1.1)
where ak, bk (k = 0, 1, . . . , n) are real numbers. We assume that bk > 0 (k = 0, 1, . . . , n). This matrix generates a self-
adjoint and bounded operator A (we use the same notation as for the matrix) on the space l2(Z+) of all sequences x = (xj),
where xj ∈ C (j ∈ Z+), such that∑∞j=0 |xj|2 < ∞. It is well known that the continuous spectrum of A consists of a finite
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number (n + 1) of compact intervals on the real line, and thus the complement of it is formed by a collection of intervals
(spectral gaps). Note that each spectral gap of A contains at most one eigenvalue of A.
In this paper we are concerned with perturbations of A. We perturb the operator A with a bounded operator (of rather
general form), and our purpose is to give conditions under which the set of perturbed eigenvalues in each spectral gap of
A is only finite. Estimate formulae for the number of perturbed eigenvalues are also given. This problem arose from the
practical necessities of quantummechanics, for instance, in the model of crystal lattice (see [11, p. 322]). We cite the works
of Naïman [16–18] (see also [11, Chapter 6]) inwhich the problem of the finiteness of the discrete spectrum is studied for the
perturbations of two-sided infinite periodic Jacobi matrices. Note that in [16] the perturbed operator is given by a diagonal
matrix. For some related material we also cite [1,9] and [19, Chapter 7].
The main results of this paper are obtained from the point of view of techniques of the perturbation theory of operators.
The abstract results obtained in the framework of [4,5] (and for related results see also [2,6,15]) play a crucial role in
establishing our main results. For convenience we present the corresponding abstract results (formulated in the form in
which they are required) in Section 2. In Section 3we discuss spectral properties of the unperturbed operator A needed later
in the explanation of the main results. This preparatory material is based on the theory of Toeplitz operators (or, in another
terminology, Wiener–Hopf discrete operators) [12] (see also [3]). We reduce the operator A to a block Toeplitz operator and
the needed spectral properties are derived bymeans of the factorization of its symbol. In particular, we give useful inversion
formulae for the considered periodic Jacobi matrices.
The main results of the paper are presented in Sections 4 and 5. In Section 4 we describe sufficient conditions under
which the perturbed discrete spectrum in each spectral gap of A is only finite. The results obtained in Section 4 revise and
extend those obtained in [4] where perturbations of matrix Wiener–Hopf operators and applications to perturbed periodic
Jacobi matrices are considered. Estimate formulae for the perturbed discrete spectrum are given in Section 5.
Themethods developed in the present paper can be applied tomore general operators involving block Toeplitz operators
or matrix Wiener–Hopf type operators.
2. The abstract framework
In what follows, H,H1,H2 denote the Hilbert spaces. We write B(H) for the set of all bounded linear operators on
H and B∞(H) (⊂ B(H)) for the set of all compact operators in H . B(H1,H2) stands for the set of all bounded linear
operators onH1 toH2. We denote byBp(H) (1 ≤ p <∞) the von Neumann–Schatten class of compact operators inH . In
particular,B2(H) stands for the Hilbert–Schmidt class. The norm ofBp(H) is denoted by ‖ ·‖p. The complete extension of a
densely defined and bounded operator A is denoted by [A]. The resolvent set and the spectrum of an operator A are denoted
by ρ(A) and σ(A), respectively. In the case of a self-adjoint operator A, we say that the spectrum of A is finite on an open
intervalΛ of the real axis if the setΛ∩σ(A) consists only of a finite number of eigenvalues of finite multiplicity. In this case,
by n(Λ; A) we denote the number of eigenvalues of A lying on the interval Λ (counted according to their multiplicities),
i.e. n(Λ; A) = dim EA(Λ)H , where EA is the spectral measure of A.
Next, we cite some abstract results needed for future references. These results are formulated in the precise form in
which they are required in Sections 4 and 5. The proof of Theorem 2.1 can be found in [4]. Theorem 2.2 is taken from [8].
In [4] (also, in [5,8]) it is noted the connection with related results from the works [2,15].
Theorem 2.1. Let A and B be self-adjoint and bounded operators onH such that the following conditions are satisfied :
(i) Λ = (a, b) is a spectral gap of A, i.e. Λ ⊂ ρ(A);
(ii) λ = a is not an eigenvalue of A;
(iii) The operator B is represented as B = S∗TS, where S is a bounded operator from H to another Hilbert space H1, i.e. S ∈
B(H,H1), T = T ∗ and T ∈ B∞(H1);
(iv) The operator S(A− aI)−1S∗ is densely defined and bounded inH1.
Then the spectrum of the perturbed operator H = A + B on Λ is only discrete and a is not an accumulation point for the set
σ(H) ∩Λ.
Theorem 2.2. In addition to the assumptions of Theorem 2.1, let each end point of Λ not be an eigenvalue of A and let both of
the operators S(A− aI)−1S∗, S(A− bI)−1S∗ be densely defined and bounded inH1. Then the spectrum of the perturbed operator
H onΛ is only finite. Moreover, if T ∈ Bp(H1) for any p, 1 ≤ p <∞, then
n(Λ;H) ≤ max{‖Q (a)‖p‖T‖pp, ‖Q (b)‖p‖T‖pp}, (2.1)
where Q (a) = [S(A− aI)−1S∗] and Q (b) = [S(A− bI)−1S∗].
In our applications we will need to study the case in which on the interval Λ = (a, b) can be contained points of the
discrete spectrum of the unperturbed operator A. Namely, as is pointed out in Section 3 the eigenvalues of the operator
generated by a periodic Jacobi matrix are distributed at most by one on each interior gap of it. The following assertion can
be made.
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Theorem 2.3. Let A and B be self-adjoint and bounded operators onH , and let the spectrum of A on the intervalΛ = (a, b) be
finite, i.e. dim EA(Λ)H < ∞. Under the hypotheses of Theorem 2.2 the spectrum of the perturbed operator H = A + B is also
finite onΛ, and if T belongs to one of the von Neumann–Schatten classesBp(H1) (1 ≤ p <∞), then
n(Λ;H) ≤ max{‖Q (a)‖p‖T‖pp, ‖Q (b)‖p‖T‖pp} + dim EA(Λ)H . (2.2)
Proof. Let dim EA(Λ)H = r , and denote P = EA(R \ Λ) and Q = EA(Λ). It will be convenient to distinguish the space
H0 = PH and to study the restriction of H to H0. To this end, we denote by i0 the canonical inclusion of H0 into H ,
and by p0 the projection operator of H onto H0. Similarly, let j0 (resp. q0) be the canonical inclusion (resp. projection) of
H ′0 = H 	 H0 intoH (resp. ofH ontoH ′0). Clearly, P = i0p0, p0i0 = I0 (I0 is the identity operator of the spaceH0), and
also Q = j0q0 and q0j0 = I ′0 (I ′0 is the identity operator ofH ′0). We write A0 = p0Ai0 for the restriction of A to the spaceH0,
and observe that the operator A0 is self-adjoint, and thatΛ ⊂ ρ(A0). It is also clear that the end points λ = a and λ = b are
not eigenvalues of the operator A0. Furthermore, the restriction B0 of B to H0 admits the factorization B0 = S∗0TS0, where
S0 = Si0 : H0 −→ H1 and T the same as in the factorization of B. Thus, for the operators A0 and B0 the conditions (i), (ii)
and (iii) of Theorem 2.1 are satisfied. In order to verify the condition (iv) of Theorem 2.1, we observe that the points λ = a
and λ = b belong to the resolvent set of the restriction A′0 = q0Aj0 of A toH ′0, and
Q (A− aI)−1Q = j0(A′0 − aI ′0)−1q0, Q (A− bI)−1Q = j0(A′0 − bI ′0)q0.
An easy calculation shows that
(A− λI)−1 = P(A− λI)−1P + Q (A− λI)−1Q (2.3)
whenever the operator (A − λI)−1 is well-defined, in particular for λ = a or λ = b. From this relation it follows that the
operator SP(A − aI)−1PS∗ is densely defined and bounded as S(A − aI)−1S∗. Additionally, we observe that A′0 − aI ′0 is a
non-negative operator. So, Q (A − aI)−1Q is also a non-negative operator, and therefore from the same relation (2.3), we
have
‖[SP(A− aI)−1S∗P]‖ ≤ ‖Q (a)‖. (2.4)
Now, since
S0(A0 − aI0)−1S∗0 = Si0p0(A− aI)−1i0p0S∗ = SP(A− aI)−1PS∗,
it follows
[S0(A0 − aI0)−1S∗0 ] = [SP(A− aI)−1PS∗],
and via (2.4), we obtain
‖S0(A0 − aI0)−1S∗0‖ ≤ ‖Q (a)‖. (2.5)
Analogously,
‖S0(A0 − bI0)−1S∗0‖ ≤ ‖Q (b)‖. (2.6)
Thus, for the operators A0 and B0 the condition (iv) of Theorem 2.1 is also fulfilled. By applying Theorem 2.1 to the operators
A0 and B0, we conclude that the spectrumof the operatorH0 = A0+B0 onΛ is only finite, and, taking into account evaluations
(2.5) and (2.6), if T ∈ Bp(H1) for any p, 1 ≤ p <∞, then
n(Λ;H0) ≤ max{‖Q (a)‖p‖T‖pp, ‖Q (b)‖p‖T‖pp}.
Since the operator H is a finite-dimensional extension of H0, it follows that the spectrum of H is also finite on Λ. The
estimate formula (2.2) can be proved by standard methods. If the estimation (2.2) were false, more exactly, if
n(Λ;H) > n(Λ;H0)+ r,
then there would exists an element u 6= 0 such that u ∈ EH(Λ)H ∩ KerQ and u ⊥ i0(EH0(Λ)H0). Further, we let
c = (a+ b)/2, d = (b− a)/2 and, then, it follows
‖(H − cI)u‖2 =
∫
|t−c|<d
|t − c|2d(EH(t)u, u) < d2‖u‖2.
On the other hand, since Pu = u, we have
p0(H − cI)u = (H0 − cI0)p0u,
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and we can obtain
‖(H − cI)u‖2 ≥ ‖p0(H − cI)u‖2 = ‖(H0 − cI0)p0u‖2
=
∫
|t−c|≥d
|t − c|2d(EH0(t)p0u, p0u) ≥ d2‖p0u‖2 = d2‖Pu‖2 = d2‖u‖2,
in contradiction with the previous estimation. This completes the proof of Theorem 2.2. 
Remark 2.4. As follows from the proof of Theorem 2.3 the estimate formula (2.2) for the number n(Λ;H) can be revised as
n(Λ;H) ≤ max{‖Q0(a)‖p‖T‖pp, ‖Q0(b)‖p‖T‖pp} + dim EA(Λ)H,
where Q0(a) = SP(A− aI)−1PS∗ and Q0(b) = SP(A− bI)−1PS∗.
For the case of infinite gaps the following result holds (cf. [8, Corollary 2.8]).
Theorem 2.5. Let A and B be self-adjoint and bounded operators onH , and suppose that the following conditions are fulfilled.
(i) The spectrum of A outside of the interval [a, b] is only finite, i.e.
r = dim EA(R \ [a, b]) <∞;
(ii) The points λ = a and λ = b are not eigenvalues of A;
(iii) The operator B admits a factorization as in condition (iii) of Theorem 2.1 such that the operators S(A−aI)−1S∗, S(A−bI)−1S∗
are densely defined and bounded, where T ∈ Bp(H1) for any p, 1 ≤ p <∞.
Then
n(Λa;H)+ n(Λb;H) ≤ max{‖Q (a)‖p‖T‖pp, ‖Q (b)‖p ‖T‖pp} + r,
whereΛa = (−∞, a) andΛb = (b,+∞).
As above we denote by Q (a) and Q (b) the bounded extensions of S(A− aI)−1S∗ and S(A− bI)−1S∗, respectively.
The proof of Theorem 2.5 can be given by applying arguments similar to those used in proving Theorem 2.3.
Remark 2.6. The assertion of Theorem 2.1 (just as of Theorems 2.2 and 2.3) remains true if instead of the condition (iv) it
is required that for an operator of finite rank K the operator B− K admits a factorization of the form B− K = S∗TS, where
S ∈ B(H,H1), T = T ∗ and T ∈ B∞(H1) (or, respectively, T ∈ Bp(H1) (1 ≤ p < ∞)). In particular, to such a situation is
reduced the case inwhich the operators A and B = S∗TS satisfy the conditions of Theorem 2.1 (or, respectively, Theorems 2.2
and 2.3) with S = PS1, S1 ∈ B(H,H1), P2 = P, P∗ = P and dim(I − P) <∞. In this case
H = A+ S∗1TS1 − K ,
where
K = S∗1PTQS1 + S∗1QTPS1 + S∗1QTQS1
with Q = I − P . Note that in these considered situations, the formula (2.1) (resp. (2.2) for the estimation of the number
n(Λ;H) ought to be with rank (K) added to its right side.
Similar remarks can be made with respect to Theorem 2.5.
3. Spectral properties of the unperturbed operator
Let A be the operator generated on the space l2(Z+) by a periodic Jacobimatrix of the form (1.1). The study of the operator
A can be reduced to a Toeplitz operator Â defined on the space l2(Z+;Cn+1) by the block Toeplitz matrix [Aj−k], where
A0 =

a0 b1
b1 a1
. . .
. . .
. . . bn
bn an
 , A−1 =

0 0 · · · 0
...
...
...
0 0 · · · 0
b0 0 · · · 0
 , A1 =

0 · · · 0 b0
0 · · · 0 0
...
...
...
0 · · · 0 0
 ,
and Aj = 0 for j = ±2,±3, . . . .l2(Z+;Cn+1) stands for the Hilbert space of all Cn+1- valued sequences x = (xj), xj ∈
Cn+1 (j = 0, 1, . . .), for which ‖x‖2 :=∑∞j=0 |xj|2 <∞. We use the same symbol | · | for the length (norm) of a vector from
Cn+1 and also for the standard matrix norm in Cn+1. The operator Â is similar to A, namely
Â = U−1AU,
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where the operator U : l2(Z+;Cn+1) −→ l2(Z+) is defined by
Ux = (ξ 00 , . . . , ξ n+10 , ξ 11 , . . . , ξ n+11 , . . . , ξ 1j , . . . , ξ n+1j , . . .)
for x = (xj), xj = (ξ 1j , . . . , ξ n+1j ) (j = 0, 1, . . .).
The symbol of the Toeplitz operator Â is the following matrix-valued function
Â(ζ ) = A−1ζ−1 + A0 + A1ζ , ζ ∈ T.
Here and in what follows T denotes the unit circle T = {ζ ∈ C | |ζ | = 1}.
The operator Â can be viewed as
Â = A−1V ∗ + A0 + A1V ,
where V is the elementary shift in l2(Z+;Cn+1), i.e.
Vx = (0, x1, x2, . . .) (x = (xj) ∈ l2(Z+;Cn+1)).
Further, for λ ∈ C, we denote
dlm(λ) = det

al − λ bl+1
bl+1 al+1 − λ . . .
. . .
. . . bm−1
bm−1 am−1 − λ
 (l,m = 0, 1, . . . , n),
where dlm(λ) := 0 for l > m and dmm(λ) := 1.
It is easily verified that
det(̂A(ζ )− λE) = bˆζ−1 + d(λ)+ bˆζ , ζ ∈ T, (3.1)
where bˆ = (−1)nb0b1 . . . bn, d(λ) = d0n+1(λ)− b20d1n(λ), E denotes the (n+ 1)-dimensional unit matrix.
Remark 3.1. The polynomial d(λ) occurs in Geronimus [10]. In the theory of orthogonal polynomials it is also known as the
Burchnall–Chaundy polynomial.
It is clear that, in the supposed conditions, the operator Â is self-adjoint and bounded in the space l2(Z+;Cn+1). Let
λj(ζ )(j = 0, 1, . . . , n; ζ ∈ T) denote the eigenvalues of matrix Â(ζ ) (obviously, they can be selected continuously on
T). In accordance with the theory of Toeplitz operators (see [12] or [3]) the essential spectrum of Â coincides with the set
σess(̂A) =⋃nj=0 λj(T), that is, it is formed by a collection of n+1 closed intervals of the real axis. Due to the similarity of A and
Â, this is also valid for the operator A. We enumerate this intervals from left to right by denoting [αj, βj] (j = 0, 1, . . . , n).
Two adjacent intervals of them can have only one common point, but in general βj−1 < αj for j = 1, . . . , n. Thus, in the
spectrum of Â (respectively, of A) spectral gaps can be formed. If (β, α) is a gap in the spectrum of Â, where α and β are end
points of certain mentioned intervals, then det(̂A(ζ ) − λE) for λ = α and λ = β are equal to zero, simultaneously, either
only at ζ = −1 or only at ζ = 1. Moreover, in each case the multiplicity of the corresponding root is equal to 2. To this
end, we note that the set of all values of the expression bˆζ−1 + bˆζ , where ζ is run over T, is the interval [−2bˆ, 2bˆ] and that
λ ∈ σess(̂A) if and only if d(λ) ∈ [−2bˆ, 2bˆ] (cf. (3.1)).Moreover, due to the continuity of d(λ) onλ, either d(α) = d(β) = −2bˆ
or d(α) = d(β) = 2bˆ.
It is worth noting that each spectral gap of A contains at most one eigenvalue of A. In order to explain this fact denote by A˜
the operator generated on the space l2(Z;Cn+1) by the doubly infinite matrix [Aj−k], where the matrices Aj (j = 0,±1, . . .)
are defined as mentioned above. If P is the usual projection of l2(Z;Cn+1) onto l2(Z+;Cn+1), i.e. Px = (x0, x1, . . .) for
x = (xj), xj ∈ Cn+1 (j ∈ Z), it is seen that
PA˜P + (I − P )˜A(I − P) = A˜+ K , (3.2)
where K = −PA˜(I − P)− (I − P )˜AP. Note that the spectrum of each of the operators PA˜P and (I − P )˜A(I − P), considered
in the corresponding invariant subspaces, coincides with the spectrum of Â. Since, as is easily verified, K is a finite rank
operator, namely rank (K) = 2, the assertion follows from relation (3.2).
However, there are no eigenvalues on the essential spectrum of Â (respectively, of A) and on the exterior gaps (−∞, α0)
and (βn,+∞). The first assertion follows from the arguments stated below (see Proposition 3.4), and, respectively, the
second one is a consequence of the fact that the norms of the operators Â and A˜ coincide. Thus, the eigenvalues of A are
distributed at most by one on each interior gap (βj−1, αj) (j = 1, . . . , n). Their total number does not exceed n.
We note that a number λ is an eigenvalue of A if and only if the following conditions hold
d0n(λ) = 0 and |bˆ| < b20|d1n(λ)|. (3.3)
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Moreover, each eigenvalue canbe only simple.More exactly, under the conditions (3.3), there holds (see Remarks 3.2 and3.3)
dimKer (A− λI) = dimCoker(A− λI) = 1.
The last assertion as well as the conditions (3.3) was pointed out in Heinig [14].
In the next section we consider the perturbations of periodic Jacobi matrices. We study the perturbed eigenvalues by
directly applying the abstract results presented in Section 2. In this connection it will be convenient to give inversion
formulae for Â − λI , where λ ∈ C. Thus, let λ be an arbitrary point of the complex plane, and denote by ζ1 = ζ1(λ)
and ζ2 = ζ2(λ) the roots of the equation det(̂A(ζ )− λE) = 0. Since ζ1ζ2 = 1, it can be assumed that |ζ1| ≤ 1 and |ζ2| ≥ 1.
Note that the case |ζ1| = |ζ2| = 1 is possible if only d(λ) ∈ [−2̂b, 2̂b], i.e. λ ∈ σess(A). Denote by fj(ζ ) (j = 0, 1, . . . , n) the
rows of the matrix-valued function
Â(ζ )− λE =

a0 − λ b1 · · · 0 b0ζ
b1 a1 − λ · · · 0 0
· · · · · · ·
0 0 · · · an−2 − λ bn
b0ζ−1 0 · · · bn an−1 − λ
 ,
counting from above to below, and we see that there exist numbers µj = µj(λ) (j = 0, 1, . . . , n) not all 0, such that∑n
j=0 µjfj(ζ1) = 0. Consider first the case that the rows fj(ζ ) (j = 0, 1, . . . , n− 1) are linear independent. Thenµn must be
not equal to 0, and we may assume that µn = −1. We form the matrix
M =

1
1
. . .
1
−µ0 −µ1 · · · −µn−1 1
 ,
and, as is clear, the matrixM (̂A(ζ )− λE) is obtained from the matrix Â(ζ )− λE by replacing the (n+ 1)th row fn(ζ ) by the
row fn(ζ )−∑n−1j=0 µjfj(ζ ). Since
fn(ζ1) =
n−1∑
j=0
µjfj(ζ1)
the numbers µj (j = 0, 1, . . . , n− 1) can be found from the following system
bjµj−1 + (aj − λ)µj + bj+1µj+1 = 0 (j = 1, . . . , n− 1),
(a0 − λ)µ0 + b1µ1 = b0ζ−11 , b0ζ1µ0 − bnµn−1 = an − λ. (3.4)
An easy calculation shows that
M (̂A(ζ )− λE) = J(ζ−1, ζ−11 )̂A1(ζ , λ), ζ ∈ T, (3.5)
where Â1(ζ , λ), J(ζ , α)(ζ , α ∈ C) denote the following matrices
Â1(ζ , λ) =

a0 − λ b1 · · · 0 b0ζ
b1 a1 − λ · · · 0 0
· · · · · · ·
0 0 · · · an−1 − λ bn
b0 0 · · · 0 µ0b0ζ1ζ
 , J(ζ , α) =

1
. . .
1
ζ − α
 .
Next, let gj(ζ ) (j = 0, 1, . . . , n) denote the columns of the matrix Â1(ζ , λ), counting from right to left. It is clear that
det Â1(ζ2, λ) = 0 and that the first n columns gj(ζ ) (j = 0, 1, . . . , n− 1) are linear independent. Therefore, we can find the
numbers νj = νj(λ) (j = 0, 1, . . . , n; νn = −1) such that∑nj=0 νjgj(ζ2) = 0. Arguing as above, we form the matrix
N =

1 −ν0
1 −ν1
. . .
...
1 −νn−1
1

and, on multiplying the matrix Â1(ζ , λ) on the right by N , we obtain
Â1(ζ , λ)N = Â0(λ)J(ζ , ζ2), ζ ∈ T, (3.6)
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where
Â0(λ) =

a0 − λ b1 · · · 0 b0
b1 a1 − λ · · · 0 0
· · · · · · ·
0 0 · · · an−2 − λ 0
b0 0 · · · 0 µ0b0ζ1
 .
Note that the numbers νj (j = 0, 1, . . . , n− 1) satisfy the following system of equations:
bjνj−1 + (aj − λ)νj + bj+1νj+1 = 0, (j = 1, . . . , n− 1),
(a0 − λ)ν0 + b1ν1 = b0ζ2, b0ν0 − µ0b0ζ1ζ2 = 0. (3.7)
From the last equation of the system (3.7) it follows that ν0 = µ0. In turn, from the next to the last equations of the
systems (3.4) and (3.7) it follows that νj = µj for j = 2, 3, . . . , n− 1.
Hence N = tM (tM denotes the transpose ofM). Denoting
Â−(ζ , λ) = M−1J(ζ−1, ζ−11 ), Â+(ζ , λ) = J(ζ , ζ2)N−1,
we have the following factorization
Â(ζ )− λE = Â−(ζ , λ)̂A0(λ)̂A+(ζ , λ), ζ ∈ T. (3.8)
It is easily verified that
Â−(ζ , λ) =

1
1
. . .
1
µ0 µ1 · · · µn−1 ζ−1 − ζ−11
 , Â+(ζ , λ) =

1 µ0
1 µ1
. . .
...
1 µn−1
ζ − ζ2
 .
In case the rows fj(ζ1) (j = 0, 1, . . . , n−1) are linear dependentwe choose the numbersµj = µj(λ) (j = 0, 1, . . . , n−1)
such that
f0(ζ1) =
n−1∑
j=1
µjfj(ζ1).
Then, we form the matrix
M˜ =

1 −µ1 · · · −µn−1 0
1
. . .
1
1
 ,
and, similarly as above, we obtain
M˜ (̂A(ζ )− λE) tM˜ = J˜(ζ−1; ζ−11 )˜A1(ζ , λ)˜J(ζ , ζ2), ζ ∈ T, (3.9)
where
J˜(ζ , α) =

ζ − α
1
. . .
1
 , α ∈ C,
and
Â1(ζ , λ) =

0 0 · · · 0 −b0ζ1ζ
0 a1 − λ · · · 0 0
· · · · · · ·
0 0 · · · an−1 − λ bn
−b0ζ1ζ−1 0 · · · bn an − λ
 .
In turn, the matrix-valued function A˜1(ζ , λ) can be written as
A˜1(ζ , λ) = D˜(ζ )˜A0(λ, ζ ), ζ ∈ T,
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where
D˜(ζ ) =

ζ
1
. . .
1
ζ−1
 , Â0(ζ , λ) =

0 0 · · · 0 −b0ζ1
0 a1 − λ · · · 0 0
· · · · · · ·
0 0 · · · an−1 − λ bn
−b0ζ1 0 · · · bnζ (an − λ)ζ
 .
From (3.9) it follows that
Â(ζ )− λE = A˜−(ζ , λ)˜D(ζ )˜A+(ζ , λ), ζ ∈ T, (3.10)
where
A˜−(ζ , λ) =

ζ−1 − ζ−11 µ1 · · · µn−1 0
1
. . .
1
1
 , A˜+(ζ , λ) = A˜0(ζ , λ)

ζ − ζ2
µ1 1
...
. . .
µn−1 1
0 1
 .
Remark 3.2. Note, as is easily verified, the condition that the rows fj(ζ1) (j = 0, 1, . . . , n − 1) are linear dependent is
equivalent with
d0n(λ) = 0 and (−1)nb0ζ1d1n(λ) = b1 · . . . · bn. (3.11)
Since, it was assumed that bj 6= 0 (j = 0, 1, . . . , n) and since ζ1 6= 0, from (3.11) it follows that d1n(λ) 6= 0 and then also
that det A˜0(ζ , λ) 6= 0 for ζ ∈ T.
Next, in case of the factorization (3.8), we denote by Â−(λ) and Â+(λ) the Toeplitz operators corresponding to the
symbols Â−(ζ , λ) and Â+(ζ , λ), respectively. Also, we preserve the notation Â0(λ) for the Toeplitz operator corresponding
to the constant symbol Â0(λ). In this context Â0(λ) is regarded as a diagonal operator in the space l2(Z+;Cn+1). From the
factorization (3.8) it follows that
Â− λI = Â−(λ)̂A0(λ)̂A+(λ). (3.12)
We note that the factors Â−(ζ , λ) and Â+(ζ , λ) in (3.8) can be written as
Â−(ζ , λ) = M1(E − Hζ−1), A+(ζ , λ) = (E − Hζ ) tM1,
where
M1 =

1
1
. . .
1
µ0 µ1 · · · µn−1 −ζ−11
 , H˜ =

0
0
. . .
0
ζ1
 ,
and consequently
Â−(λ) = M1(λ)(I − HV ∗), Â+(λ) = (I − HV ) tM1(λ), (3.13)
In (3.13) V denotes the elementary shift in l2(Z+;Cn+1). As above we preserve the notation H,M1 and tM1 for the operators
of multiplication by the matrices H,M1 and tM1, respectively.
Therefore, we have the following representation
Â− λI = M1(λ)(I − HV ∗)̂A0(λ)(I − HV ) tM1(λ). (3.14)
We point out that I−HV and I−HV ∗ for λ 6∈ σess(̂A) (that is the casewhen |ζ1| > 1 and |ζ2| < 1) are invertible operators
and their inverses are bounded operators in l2(Z+;Cn+1). For λ ∈ σess(̂A) they are also invertible operators, but the inverses
are not bounded operators, since, in this case, |ζ1| = |ζ2| = 1. In either case it follows from (3.14) that
(̂A− λI)−1 = ( tM1(λ))−1(I − HV )−1(̂A0(λ))−1(I − HV ∗)−1(M1(λ))−1, (3.15)
which for λ ∈ σess(A) is valid on the range Ran(̂A− λI).
Similarly, in case the rows fj(ζ1) (j = 0, 1, . . . , n − 1) are linear dependent or, equivalently, relations (3.11) hold, from
(3.10) we get
Â− − λI = A˜−(λ)˜D˜A+(λ), (3.16)
where A˜±(λ) and D˜ denote the Toeplitz operators corresponding to the symbols A˜±(ζ , λ) and D˜(ζ ), respectively.
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Remark 3.3. According to the theory of Toeplitz operators [12] in case of the factorization (3.10) if λ 6∈ σess(̂A), that is if
det(̂A(ζ )− λE) 6= 0 for ζ ∈ T, the operator Â− λI is not invertible. Moreover, due to the fact that two of the partial indices
of the matrix-valued function Â(ζ )− λE are equal to−1 and 1 and other ones to 0, there holds
dimKer (̂A− λI) = dim Coker(̂A− λI) = 1.
We conclude that a number λ for which det(A(ζ ) − λE) 6= 0 (ζ ∈ T) is an eigenvalue of A only under the conditions
(3.11).
Proposition 3.4. The essential spectrum σess(̂A) does not contain any eigenvalue of Â.
Proof. Indeed, in case of the factorization (3.8) the assertion follows from the representation (3.14) of Â − λI . In another
case of the factorization (3.10) we observe that
Â− λI = M˜1(I − H˜V )˜A0(λ)(I − H˜V ∗) tM˜1, (3.17)
where
M˜1 =

1 µ1 · · · µn−1 0
1
. . .
1
1
 , H˜ =

ζ2
0
. . .
0
0
 ,
and
A˜0(λ) =

0 0 · · · 0 −b0ζ1
0 a1 − λ · · · 0 0
· · · · · · ·
0 0 · · · an−1 − λ bn
−b0ζ1 0 · · · bn an − λ
 .
Since all factors in (3.17) are injective operators, λ cannot be an eigenvalue of Â. 
4. Perturbations of periodic Jacobi matrices. The discrete spectrum
In this section we study the discrete spectrum of the operators obtained by perturbations of periodic Jacobi matrices.
Let A be a self-adjoint operator generated in the space l2(Z+) by a periodic Jacobi matrix of the form (1.1). We perturb
the operator Awith an operator B = [bjk]∞0 defined on l2(Z+) by
Bx =
( ∞∑
k=0
bjkxk
)∞
0
, x = (xj)∞0 ∈ l2(Z+), (4.1)
where bjk (j, k = 0, 1, . . .) are complex numbers. In this paper we consider exclusively the case of compact and self-adjoint
perturbations. Thus, it is always assumed that B ∈ B∞(l2(Z+)), and that bjk = bkj (j, k = 0, 1, . . .). We denote the perturbed
operator by H , i.e. H = A+ B.
Theorem 4.1. Let A and B be defined as above. If B2 = [(j+ 1)(k+ 1)bjk]∞0 is a compact operator in l2(Z+), then the spectrum
of the perturbed operator H = A+ B on each gap of A is only finite.
Proof. Let α be one of the end points of an arbitrary gap Λ of A. In what follows α is supposed to be finite. We show that
under the supposed hypotheses α is not an accumulation point of those perturbed eigenvalues that belong toΛ. The proof
will be based on the abstract results presented by Theorem 2.1. For this purpose, we first pass to the perturbed operator
Ĥ = Â + B̂, where B̂ = U−1BU is defined on l2(Z+;Cn+1), and then we factorize the operator B̂ in such a way that the
assumptions of Theorem 2.1 will be fulfilled.
First, we assume that for λ = α there holds the factorization (3.8). For a determination let d(α) = −2bˆ. Then ζ1 = ζ2 = 1
and the matricesM1 and H in (3.14) become
M1 =

1
1
. . .
1
µ0 µ1 · · · µn−1 −1
 , H˜ =

0
0
. . .
0
1
 .
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We put S = (I − HV ) tM1, and introduce the operator L defined on l2(Z+;Cn+1) by
(Lx)j = Ljxj (j = 0, 1, . . . ; x = (xj)∞0 ∈ l2(Z+;Cn+1)), (4.2)
where
Lj =

1
. . .
1
(j+ 1)−1
 (j = 0, 1, . . .).
It is seen that
L−1j − HL−1j−1H∗ = E (j = 1, 2, . . .).
Hence the operators L and HV satisfy the hypotheses of Theorem 2.5 [7] and thus the following inequality holds
m‖Lu‖ ≤ ‖(I − HV )u‖, u ∈ l2(Z+Cn+1),
where m = 1/2. In other words this means that the operator L(I − HV )−1, being densely defined, is bounded. By duality,
(I − HV ∗)−1L is a bounded operator, too.
Now, we write
S∗−1̂BS−1 = (I − HV ∗)−1LL−1M1̂B tM1 L−1 L(I − HV )−1,
and observe that under our hypotheses the operator L−1M1̂B tM1 L−1 is densely defined (in fact it is defined on the range
of L) and admits a compact extension T0. The last assertion is guaranteed by the compactness of B2 = [(j+ 1)(k+ 1)bjk]∞0 .
Consequently, it can be concluded that the operator S∗−1̂BS−1 is also densely defined and admits a compact extension T .
In addition, according to (3.15), it follows at once that the operator S (̂A−αI)−1S∗ is densely defined and admits a bounded
extension (= (̂A0(α))−1). Therefore, in case of the factorization (3.8) all conditions of Theorem 2.1 are satisfied.
In another case of the factorization (3.10), we let S˜ = (I − H˜V )M˜>1 , and define the operator L˜ on l2(Z+Cn+1), by
(˜Lx)j = L˜jxj (j = 0, 1, . . . ; x = (xj)∞0 ∈ l2(Z+Cn+1)),
where
L̂j =

(j+ 1)−1
1
. . .
1
 (j = 0, 1, . . .).
Again by applying Theorem 2.5 [7] to L˜ and I − H˜V we have that the operators L˜(I − H˜V )−1 and (I − H˜V ∗)−1˜L are bounded.
Arguing as above we conclude that the operator S˜∗−1̂B˜S−1 is densely defined and admits a compact extension T˜ . It is clear
that B̂ = S˜∗T˜ S˜.
Next, we consider the following orthogonal projection P = H˜VV ∗ on l2(Z+Cn+1). Note that dim(I−P) = 1. Using (3.17),
an easy calculation shows that PS˜ (̂A− αI)−1˜S∗P is densely defined and admits the following bounded extension
[PS˜ (̂A− αI)−1˜S∗P] = VH˜ (˜A0(α))−1H˜V ∗.
Therefore, in case of the factorization (3.10) the assumptions of Theorem 2.1 are satisfied for the operators Â and S˜∗PT˜PS˜,
and thus an assertion from Remark 2.6 can be applied. This completes the proof of Theorem 4.1. 
Remark 4.2. Let BM = M1̂B tM1, BM˜ = M˜−11 B̂(tM˜1)−1, and denote by BMjk and BM˜jk the entries of BM and BM˜ , respectively. As
it follows from the proof of Theorem 4.1, for the case of the factorization (3.8) (resp. (3.10)) α is not an accumulation point
of the set σ(H) ∩Λ if the operator generated by [L−1j BMjk L−1j ]∞0 (resp. [˜L−1j BM˜jk L˜−1k ]∞0 ) is compact in l2(Z+;Cn+1).
In the remainder of this sectionwe consider the special case in which the perturbation B is such that B̂ is a block-diagonal
operator, that is B̂jk = 0 for j 6= k (j, k = 0, 1, . . .). As a consequence of Theorem 4.1 the following assertion holds. If
lim
j−→∞ j
2 |̂Bjj| = 0
(recall that the symbol | · | designates the standard matrix norm), then the discrete spectrum of the perturbed operator H is
only finite.
In the context of Remark 4.2we can formulate the following assertion. In case of the factorization (3.8) (i.e. the conditions
(3.11) are not fulfilled), if
lim
j−→∞ |L
−1
j B
M
jj L
−1
j | = 0,
then α is not an accumulation point of the discrete spectrum from the gapΛ.
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A similar assertion can be formulated in the case when the conditions (3.11) are fulfilled.
Theorem 4.3. Let α be one of the end points of an gapΛ of A forwhich the conditions (3.11) are not fulfilled, and let d(α) = −2̂b.
If the operator Γ generated by
Γ =

BM00L
−1
0 HB
M
11L
−1
1 HB
M
22L
−1
2 · · ·
0 BM11L
−1
1 HB
M
22L
−1
2 · · ·
0 0 BM22L
−1
2 · · ·· · · · · ·

is compact in l2(Z+;Cn+1), then α is not an accumulation point of the set σ(H) ∩Λ.
Proof. As in the proof of Theorem 4.1 we take
S = (I − HV ) tM1,
and prove that the operator S∗−1̂BS−1 possess a compact extension on l2(Z+;Cn+1). In this respect, we observe that
S∗−1̂BS−1 = Γ L(I − HV )−1,
where L is the operator defined by (4.2). Since L(I − HV )−1 is densely defined and bounded and Γ is a compact operator,
the assertion follows. 
Remark 4.4. For the case d(α) = 2̂b (i.e. when ζ1 = ζ2 = −1) the assertion of Theorem 4.3 remains valid if instead of the
compactness of Γ it is required the compactness of the operator
Γ1 =

BM00L
−1
0 −HBM11L−11 HBM22L−12 · · ·
0 BM11L
−1
1 −HBM22L−12 · · ·
0 0 BM22L
−1
2 · · ·· · · · · ·
 .
Remark 4.5. Similar results can be formulated for the case in which the conditions (3.11) are fulfilled (in this case we use
the factorization (3.10)).
Remark 4.6. If
∞∑
j=0
(j+ 1)|HBMjj L−1j |2 <∞, (4.3)
then Γ (and also Γ1) is an operator of Hilbert–Schmidt class. We note that from
∞∑
j=0
(j+ 1)3|HBMjj |2 <∞,
it follows (4.3).
5. Estimates of the number of perturbed eigenvalues
Let A be a self-adjoint operator generated in the space l2(Z+) by a periodic Jacobi matrix of the form (1.1), and let B be
a perturbation of A given by (4.1). Let Λ = (β, α) be a gap in the essential spectrum of A. Our aim is to estimate the total
number n(Λ;H) of the eigenvalues of the perturbed operator H = A + B from the gap Λ. From the beginning, let Λ be an
interior gap of A. As was mentioned above either d(α) = d(β) = −2̂b or d(α) = d(β) = 2̂b (we preserve the notations
used in the previous sections). Let for a determination d(α) = d(β) = −2̂b. In this case the roots of det(̂A(ζ )− αE) = 0 for
λ = α and λ = β are equal to 1, i.e. ζ1(α) = ζ2(α) = 1 and ζ1(β) = ζ2(β) = 1.
First, we consider the case in which there holds the factorization (3.8) (or, equivalently, the conditions (3.11) are not
fulfilled) at both the values λ = α and λ = β . In order to apply Theorem 2.3 we pass to the perturbed operator Ĥ = Â+ B̂
on l2(Z+;Cn+1) and assume that the operator B2 = [(j+ 1)(k+ 1)bjk]∞0 is compact in l2(Z+). Next, we take S = I − V and
introduce the operator L̂ defined on l2(Z+;Cn+1) by
(̂Lx)j = L̂jxj (j = 0, 1, . . . ; x = (xj)∞0 ∈ l2(Z+;Cn+1)),
where L̂j = (j + 1)−1E (j = 0, 1, . . .). In our hypotheses the operator L̂−1 B̂ L̂−1 is densely defined and admits a compact
extension B̂2. In fact B2 and B̂2 are compact operators (or, respectively, belong to the same von Neumann–Schatten class of
compact operators), simultaneously. Further, we write
(I − V ∗)−1B(I − V )−1 = (I − V ∗)−1̂L B̂2 L̂(I − V )−1,
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and as in the proof of Theorem 4.1 we apply Theorem 2.5 from [7] to the operators L̂ and I − V in order to conclude that
L̂(I − V )−1 and (I − V ∗)−1̂L are bounded operators. Note that the boundedness of these operators is also a consequence of
the Hardy inequality presented in [13] (see Theorem 331 in [13]). Thus, the operator (I − V ∗)−1B(I − V )−1 has a compact
extension T and, obviously
T = (I − V ∗)−1̂L B̂2 [̂L(I − V )−1]. (5.1)
Also, it is clear that B = S∗TS.
On the other hand, it is seen that
[(I − V )(I − HV )−1] = I − V + HV , (I − HV ∗)−1(I − V ∗) = I − V ∗ + HV ∗
and, consequently, in view of (3.15) we obtain that the operators S (̂A− αI)−1S∗ and S (̂A− βI)−1S∗ are densely defined and
bounded. Their corresponding extensions we denote by Q (α) and Q (β). An easy calculation shows that
‖Q (α)‖ ≤ 4|M1(α)|2‖(̂A0(α))−1‖, ‖Q (β)‖ ≤ 4|M1(β)|2‖(̂A0(β))−1‖. (5.2)
Since
‖[̂L(I − V )−1]‖ = ‖(I − V ∗)−1̂L‖ = 2
from (5.1) it follows
‖T‖ ≤ 4‖̂B2‖p. (5.3)
Taking into account that the gapΛ contains at most one eigenvalue of A and according to Theorem 2.3 we conclude that
n(Λ;H) ≤ ‖T‖ppmax{‖Q (α)‖p, ‖Q (β)‖p} + 1, (5.4)
where ‖Q (α)‖ and ‖Q (β)‖ are estimated by (5.2).
Thus, we have proved the following result.
Theorem 5.1. Let A be a self-adjoint operator generated in the space l2(Z+) by a periodic Jacobi matrix of the form (1.1), and let
B be an operator defined by (4.1). Let Λ = (β, α) be an interior gap of A and assume that the conditions (3.11) are not fulfilled at
both the values λ = α and λ = β . If B2 = [(j+1)(k+1)bjk]∞0 is a compact operator in the space l2(Z+), then the spectrum of the
perturbed operator H = A+B onΛ is finite. If B2 belongs to one of the von Neumann–Schatten classesBp(l2(Z+)), 1 ≤ p <∞,
then for the number n(Λ;H) of the perturbed eigenvalues in the gapΛ the estimate (5.4) holds.
Now, we consider the opposite case in which the conditions (3.11) are fulfilled at least at one of the values λ = α and
λ = β . For instance, let the conditions (3.11) are satisfied for λ = α. Again, let d(α) = d(β) = −2̂b. We proceed analogously
as before, but by combining with the arguments from Remark 2.6. To this end, we take S = P(I − V )with P = VV ∗. Assume
also that the operator B2 = [(j+1)(k+1)bjk]∞0 is compact in l2(Z+). As abovewe see that the operator (I−V ∗)−1̂B(I−V )−1
is densely defined and admits a compact extension T , which can be written as in (5.1). In turn, the perturbation operator B̂
can be represented as follows
B̂ = S∗TS + K , (5.5)
where K is a finite rank operator (cf. Remark 2.6) and
rank(K) ≤ 2rank(I − P) = 2(n+ 1).
In view of (3.17) it can be obtained that the operator S (̂A − λI)−1S∗ at λ = α is densely defined and admits a bounded
extension Q (α). Moreover, as is easily verified,
Q (α) = (tM˜1(α))−1V (I − H˜1V ∗)(˜A0(λ))−1(I − H˜1V )V ∗(M˜1(α))−1, (5.6)
where H˜1 = I − H˜ . Since |(M˜1(α))−1| = |M˜1(α)| and since ‖I − H˜1V‖ ≤ 2 from (5.6) it follows that
‖Q (α)‖ ≤ 4|M˜1(α)|2‖(˜A0(α))−1‖. (5.7)
Similarly, if the conditions (3.11) are also fulfilled at λ = β , one has
‖Q (β)‖ ≤ 4|M˜1(β)|2‖(˜A0(β))−1‖. (5.8)
Note that in case the conditions (3.11) are not fulfilled at λ = β for Q (β) there holds an estimation similar to that in (5.2)
with S = P(I − V ) as well.
Collecting all estimations, by assuming that the operator B2 belongs to one of the classes Bp(l2(Z+)) (1 ≤ p < ∞), we
finally obtain
n(Λ;H) ≤ ‖T‖ppmax{‖Q (α)‖p, ‖Q (β)‖p} + rank(K)+ 1, (5.9)
where ‖Q (α)‖ and ‖Q (β)‖ are estimated by (5.2) or (5.7) and (5.8) depending on whether the conditions (3.11) are fulfilled
or not, respectively.
Thus, the following result holds.
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Theorem 5.2. Let A and B be defined as in Theorem 5.1, let Λ = (β, α) be an interior gap of A and assume that the conditions
(3.11) are fulfilled at least at one of the values λ = α and λ = β . If B2 = [(j + 1)(k + 1)bjk]∞0 is a compact operator in
the space l2(Z+), then the spectrum of the perturbed operator H = A + B on Λ is finite. If B2 belongs to one of the classes
Bp(l2(Z+)), 1 ≤ p <∞, then the total number n(Λ;H) of the perturbed eigenvalues in the gapΛ can be estimated as in (5.9).
Remark 5.3. If in the proof of Theorem 5.1 (or, respectively, Theorem 5.2) d(β) = 2̂b i.e. when ζ1(α) = ζ2(α) = −1 and
ζ1(β) = ζ2(β) = −1, it can be taken S = I + V (or, respectively, S = P(I + V )with P = VV ∗).
Analogously, the perturbed eigenvalues in the exterior gaps of A can be estimated. Let, for instance, Λ = (−∞, α) be
the left infinite gap of A, and let d(α) = −2̂b. As above, we take S = I − V if conditions (3.11) are not fulfilled at λ = α,
and S = P(I − V )with P = VV ∗ for the opposite case. Since S(A− λI)−1S∗−→s 0 as λ −→ −∞we have to estimate only
Q (α) (cf. Corollary 2.7 [8]). Taking into account that there are no eigenvalues of A on the exterior gaps instead of (5.4) and
(5.9) we have
n(Λ;H) ≤ ‖Q (α)‖p‖T‖pp (5.10)
in case the conditions (3.11) are not fulfilled at λ = α and, respectively,
n(Λ;H) ≤ ‖Q (α)‖p‖T‖pp + rank(K) (5.11)
with K defined as in (5.5) in case the conditions (3.11) hold at λ = α. In case that d(α) = 2̂b (cf. Remark 5.3) the estimates
(5.10) and (5.11) are carried out with S = I + V and S = P(I + V )with P = VV ∗, respectively.
In case that d(α) = d(β) = −2̂b (or d(α) = d(β) = 2̂b) we can take the same operator S for both the end points α and
β to estimate the number of perturbed eigenvalues in the gaps Λα = (−∞, α) and Λβ = (β,∞). We take S = I − V (or
S = I + V ) if the conditions (3.11) are not fulfilled at both the points λ = α and λ = β , and S = P(I − V ) (or S = P(I + V ))
for the opposite case. In accordance with these we write B̂ = S∗TS with T ∈ B∞(l2(Z+;Cn+1)) (actually T is an extension
of (I − V ∗)−1̂B(I − V )−1 (or, respectively, (I + V ∗)−1̂B(I + V )−1)), and denote Q (α) and Q (β) to be the extensions of the
densely defined operators S(A−αI)−1S∗ and S(A−βI)−1S∗, respectively. According to Theorem 2.5 the following estimate
holds
n(Λα;H)+ n(Λβ;H) ≤ max{‖Q (α)‖p‖T‖pp, ‖Q (β)‖p‖T‖pp} + rank(K)
with K = 0 in case that the conditions (3.11) are not fulfilled at λ = α and λ = β , and K defined as in (5.5) in the opposite
case.
Remark 5.4. The results of Sections 4 and5 canbe extended to other related classes of operators as, for instance, to perturbed
matrix Wiener–Hopf operators, to block Jacobi operators, etc..
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