We explore the pricing performance of Support Vector Regression for JEL classification: G13, G14
Introduction
The Black and Scholes (BS) (1973) model is considered as the most prominent achievement in the options pricing theory. Empirical research has shown that the formula suffers from systematic biases known as the volatility smile/smirk anomaly, which is a result of the simplistic assumptions that govern its pricing dynamics (see Rubinstein, 1994 , Bates, 2003 , Bakshi et al., 1997 , Andersen et al., 2002 . More elaborated parametric Option Pricing Models (OPMs) that allow for stochastic volatility and jumps have been introduced in an attempt to eliminate some of the BS biases (i.e. Bakshi et al., 1997) . Although these models seem to produce more accurate pricing results compared to the BS model, yet they are quite challenging and complex when used for real time applications and none is so flexible enough to provide results fully consistent with the observed market data (Bates, 1996 , Bakshi et al., 1997 , Eraker, 2004 . This is why BS has shown severe time endurance and is still widely used by practitioners (Dumas et al., 1998, Hull and Suo, 2002) . In addition, simplistic extensions of BS like the Corrado and Su (CS) (1996, 1997) model and the use of BS in the context of Deterministic Volatility Functions (DVF, see Dumas et al., 1998) generate quite accurate prices for a wide spectrum of European financial options (i.e. Hull and Suo, 2002) .
Financial markets are complex and characterized by a stochastic (time interchanging) behavior resulting to multivariate and highly nonlinear option pricing functions. There is also evidence indicating that market participants change their option pricing attitudes from time to time (i.e. Rubinstein, 1994) .
Parametric OPMs may fail to adjust to such rapidly changing market behavior (see also Cont and Fonseca, 2002 , for evidence of noticeable variation in daily implied parameters). There is a great quest for nonparametric techniques that can potentially alleviate the limitations of parametric OPMs. In addition to this, practitioners have always a need for more accurate OPMs that can be utilized in real-world applications. Under such cases, Support Vector Regression (SVR) 1 is a powerful nonparametric-data driven approach to be applied in the empirical options pricing research.
SVR models have not gained yet any significant popularity in financial econometric applications although they are widely used in electrical engineering, bioinformatics, pattern recognition, text analysis, computer vision etc (see Smola and Schölkoph, 1998 , and references therein). SVR has evolved in the framework of statistical learning theory (see Vapnik, 1995 and 1998 , for extensive details) and can be utilized for problems involving linear or nonlinear regression. The main advantage of SVR over other nonparametric techniques is that it encompass statistical properties that enable the resulting models to generalize satisfactorily well to unseen data. Another significant characteristic is that they involve the solution of a convex optimization problem with a unique global (and also sparse) solution. In contrast, other nonparametric methods used for regression analysis usually have non-convex error functions which entail the risk of having multiple local minima solutions.
In this paper our main contribution is to develop SVR models for pricing European options and to compare them with parametric OPMs. We consider the traditional SVR approach as originally developed by Vapnik based on the ε -insensitive loss function ( ε -SVR thereafter, see Vapnik, 1995) which is considered to be more robust when noise is non Gaussian. In addition, we consider the Least Squares Support Vector Regression (LS-SVR) which is a subsequent variant of the original methodology, proposed by Suykens and co-workers (see Suykens et al., 2002) . LS-SVR can be more robust when noise is Gaussian and it relies on fewer tuning hyper-parameters that can expedite the estimation process. It also minimizes a least squares loss function which is most common in empirical options pricing studies (see Christoffersen and Jacobs, 2004 ).
To our knowledge this is the first time that such a comprehensive application is considered 2 for options pricing. In this study we estimate SVR models using two different target functions (desired output). One that approximates the unknown empirical options pricing function explicitly by modeling the market prices of the call options (called the market target function) and one implicitly by modeling the residual between the actual call market price and the parametric option price estimate (called the hybrid target function). These target functions have been also considered previously in the empirical options pricing research (see Andreou et al., 2008 and references therein) . We compare them with the parametric BS model using overall average implied parameters and contract specific implied volatility versions derived by the DVF method.
In the following we first review the parametric models and the market and hybrid ε -SVR and LS-SVR models. Then we discuss the dataset and the 2 There are some studies that apply the Support Vector Machines in financial time series. Müller et al. (1999) apply them for approximating the noisy Mackey-Glass system and the Santa Fe Times Series Competition (set D). Gestel et al. (2001) apply LS-SVR for one-step ahead prediction of the weekly 90-day T-bill rate and the daily DAX30 closing prices. Cao and Tay (2003) apply SVM to forecast the five day relative difference in percentage of price for five futures contracts. methodologies employed to get the implied parameter estimates. Subsequently we review the numerical results.
The parametric models used
We consider the Black and Scholes (1973) formula since is a benchmark and widely referenced model. The BS formula for European call options modified for dividend-paying underlying asset is:
where BS c is premium paid for the European call option, S is the spot price of the underlying asset, X is the exercise price of the call option, r is the continuously compounded risk free interest rate, In this study we also employ the DVF approach which was proposed by Dumas et al. (1998) . DVF can be used to estimate per contract volatility for the BS model and it is a practical approach for mitigating the volatility smile
anomaly. For our analysis we estimate the following DVF specification for the empirical implied volatility functions:
Based on Dumas et al. (1998) the above model specification seems to work well for the market under consideration.
The nonparametric approaches
SVR is a powerful methodology for handling function estimation problems for many reasons (Smola and Schölkoph, 1998) . First of all, the model complexity does not need to be determined a-priori as in other nonparametric regression techniques. It is determined endogenously as part of the optimization problem in such a way that maximizes the generalization capability of the model (minimizing at the same time the fear for overfitting).
More importantly, a unique solution is found after estimation as a solution of a (convex) Quadratic Programming (QP) problem with linear constraints, which depends on the estimating data and the selection of few tuning hyperparameters. In addition, the solution to the QP problem provides the necessary information for choosing the most important datapoints, known as support vectors, among all the data; based on the SVR formulation, support vectors uniquely define the estimated regression function so in this manner the estimated coefficients are informative. Yet, the performance of the SVR technique depends by the choice of the loss function which is inextricably linked with the noise in the data (Gaussian or not) and by other data regularities (e.g. non-stationary financial data). In the following section, we briefly demonstrate the essensial programming formulations for the methodologies used in this paper.
ε-insensitive support vector regression
The application of SVR was initially developed only for performing linear regression. The technique has been extended to handle nonlinear regression applications based on a very intuitive idea (see Vapnik, 1995 Vapnik, , 1998 input space (see Müller et al., 1999) .
The idea behind the SVR is to estimate the coefficient values w and b that optimize the generalization ability of the regressor by minimizing the following regularized loss function:
where t denotes the target function observed in market data, P denotes the number of datapoints considered. In addition, ( )
is the form of the SVR function approximation and is given by:
is the so-called Vapnik's ε -insensitive loss functions defined as:
In the above formulations ( )
where j ξ and j ψ are defined in the prime space and they are introduced in order to make the solution of the optimization problem feasible for all datapoints that are outside the ε -tube.
Transforming the above into its dual formulation 3 and after applying the kernel trick results to the following quadratic programming problem that depends only by the dual variables * γ and
with:
In nonlinear regression problems the primal weights vector w can become infinite dimensional due to the applied transformation To successfully apply the methodology for nonlinear regression problems it is necessary to apply the kernel trick by choosing a proper kernel function:
A function that is symmetric, continuous and satisfies Mercer's condition (see Vapnik, 1995 for details) is an admissible for this case. The Gaussian kernel is a widespread kernel function that is admissible for use with SVR: is infinite dimensional and also that SVR are universal approximators (see Vapnik, 1995 and 1998 for details), an implication of paramount importance that is contributing to their growing popularity.
Least squares support vector machines
The Least Squares Support Vector Machines method is a variant of the ε -SVR originally proposed and developed by Suykens and co-workers (see Suykens et al., 2002) . According to this approach the model estimated is given by the following optimization problem in the primal weight space 4 : 4 We will continue using the notation w and b but the reader should be careful not to confuse these free parameters with the ones used in ε -SVR; although their meaning is closely related the estimation techniques are different.
where the resulting LS-SVR model that characterizes the estimated regression function is given by:
Compared to ε -SVR, LS-SVR preserve the following characteristics. First, the Gaussian kernel function given by Eq. (11) can be used in this case too.
Second, the dual problem above corresponds to solving a linear KarushKuhn-Tucker (KKT) system which is a square system with a unique (global) solution when the matrix has full rank 5 . Third, the error variable j e is used to control deviations from the regression function instead of the slack variables To create an informative dataset we rely on the following filtering rules:
We first eliminate all observations that have zero trading volume since they do not represent actual trades. Second, we eliminate observations that violate either the lower or the upper arbitrage options bounds. Third, we eliminate all options with less than six or more than 260 days to expiration to avoid extreme option prices that are observed due to potential illiquidity problems.
Similarly, price quotes of less than 1.0 index points are not included. Finally, we demand at least four datapoints per maturity to secure that during the implied parameters extraction process, every maturity period is satisfactorily represented.
Splitting the data
SVR methodology is potentially more powerful when used with small datasets since the models can be estimated very fast when the dataset is small. Moreover, using shorter time horizons might be beneficial in capturing the fast changing market conditions which are probably missed with long time horizon estimations. Using shorter time horizons makes the estimation of nonparametric models more competitive to parametric OPMs which are usually calibrated on a daily basis. For these reasons we use a chronological data partitioning via a rolling-forward procedure. Finally, model capacity for SVR models is part of the optimization problem but cross-validation may be needed so as to properly select the tuning hyper-parameters to ensure high out of sample accuracy.
For ε -SVR and LS-SVR we have conducted a pilot study using data Regarding the data splitting, our estimating (training) sample is always by using one month of data (around 23 trading days) and our validation sample is always 5 trading days. After estimating all possible model combinations using the hyper-parameter combinations the regression model with the least Root Mean Squared Error (RMSE) in the validation dataset is chosen and used for out of sample pricing for the 5 trading days following the validation sample.
In this paper the period March 2003 to August 2004 is a period where
we can get out of sample pricing estimates from all models. For this out of sample period we have 21644 datapoints for which we compute and tabulate:
the Root Mean Square Error (RMSE), the Mean Absolute Error (MAE), the Median Absolute Error (MdAE) and the 5 th Percentile of Absolute Error (P 5 AE) and 95 th Percentile of Absolute Error (P 95 AE). The focus of our analysis will be based on the RMSE measure since Bates (2000, p. 202) points out that RMSE is a relatively intuitive error measure and is useful for comparison with other work in empirical option pricing.
Implied parameters
The methodology employed here for the estimation of the overall average implied volatility (single per day) is similar to that in previous studies (Bakshi et al., 1997 , Christoffersen et al., 2006 that adopt the Whaley (1982) simultaneous equation procedure to minimize a price deviation function with respect to the unobserved parameters. Market option prices ( 
To find optimal implied parameter values per model k we solve an optimization problem that has the following form: ). Finally we note that for pricing at time instant T, the implied structural parameters derived at day T -1 are used together with all other needed information based on day T. Daily recalibration of the implied parameters (DVF and av) for parametric OPMs is also adopted by Bakshi et al. (1997) and Christoffersen and Jacobs (2004) (see also Hull and Suo, 2002) .
The set of alternative models
With the BS models we use as input S, X, T 9 , y d 10 , r 11 , and any of the following two volatility estimates:
BS j σ where j = {av, DVF } with j BS denoting the alternative BS parametric models. The dividend adjusted moneyness ratio 9 Time to maturity is computed assuming 252 days in a year. 10 We have collected a daily dividend yield provided by Thomson Datastream. Jackwerth (2000) also assumes that the future dividends for the S&P 500 index can be approximated by a dividend yield. 11 Previous studies have used 90-day T-bill rates as approximation of the interest rate. In this study we use nonlinear cubic spline interpolation for matching each option contract with a continuous interest rate, r , that corresponds to the option's maturity.
For this purpose, 1, 3, 6, and 12 months constant maturity T-bills rates (collected from the U.S. Federal Reserve Bank Statistical Releases) were considered. . In total we examine four ε -SVR models and four LS-SVR. The out of sample results for ε -SVR are shown in Table 2 and for LS-SVR in Table 3 . First, we always observe the hybrid models to perform considerably better than the models estimated with the market target function. Second, the models estimated with There are two additional observations we can make from these tables.
Analysis of pricing results
First, we should note that in three out of the four cases, the performance of the LS-SVR models is better compared to the ε -SVR models. The only exception is performance. If the error in the data is governed by a pure Gaussian noise then we may observe LS-SVR that are optimized based on a sum of squares loss function to perform better t; ε -SVR can potentially perform better when noise is non-Gaussian (Müller et al., 1999) . In addition, ε -SVR that use inappropriate large values for ε may introduce systematic bias to the estimation and considerably underfit the relationship (Müller et al., 1999) .
Conclusions
In this paper we investigate the options pricing performance of ε - 
