Abstract: Graph labelling is one of the noticed contexts in combinatorics and graph theory. Graceful labelling for a graph G with e edges, is to label the vertices of G with 0, 1, L, e such that, if we specify to each edge the difference value between its two ends, then any of 1, 2, L, e appears exactly once as an edge label. For a given graph, there are still few efficient classical algorithms that determine either it is graceful or not, even for trees -as a well-known class of graphs. In this paper, we introduce an adiabatic quantum algorithm, which for a graceful graph G finds a graceful labelling. Also, this algorithm can determine if G is not graceful. Numerical simulations of the algorithm reveal that its time complexity has a polynomial behaviour with the problem size up to the range of 15 qubits. A general sufficient condition for a combinatorial optimization problem to have a satisfying adiabatic solution is also derived.
Introduction
Based on the adiabatic theorem [1] , adiabatic quantum computation (AQC) is a quantum algorithm which was introduced in 1998, first as an alternative for Grover's search algorithm [2] . AQC is shown to be robust against unitary control errors and decoherence [3] , thus, it might be simpler for experimental implementations [4] . An algorithm based on AQC is inherently suitable for solving optimization problems [5, 6] , whose answer is encoded in the ground state of a predetermined problem Hamiltonian.
To set up an AQC system, first the initial Hamiltonian H 0 should be determined, which has a known and easy-toconstruct ground state. Second, the problem Hamiltonian H p must be determined, which has all possible values of the total cost function as its eigenvalues. The ground state of H p represents the solution of the problem. Next, the system is set up in the ground state of H 0 , and is evolved to the ground state of H p by a general interpolating scheme:
slowly enough to fulfil the adiabatic conditions [5] , where the function s(t) varies in [0, 1] . According to the adiabatic theorem, the system remains in the ground state of its instantaneous Hamiltonian (1) during the total evolution time T, which must be determined proportional to inverse square of g min , which is the minimum gap between the two lowest energy levels during the whole evolution [1, 7] . Time complexity of an adiabatic algorithm is usually determined by analysing how g min (and consequently T) changes with the problem size.
In the first 2000s, the pros and cons of AQC were studied on some instances of satisfiability problem [7, 8] . Thereafter, while many different works were discussing the efficiency and applicability of AQC [9] [10] [11] , others suggested and experimentally implemented several AQC algorithms to solve different NP problems and some hard problems in graph theory [12] [13] [14] [15] [16] [17] [18] [19] [20] (see also [4, 5] ). A wide variety of other NP and hard problems may also be converted into a combinatorial optimization problem (COP). Here, we introduce an adiabatic quantum algorithm for graceful labelling (GL) problem, a graph theoretic problem which belongs to the complexity class NP.
For the first time, Rosa [21] called a function f a β-valuation of a graph G with m edges, if f is an injection from the vertices of G to the set {0, 1, …, m} such that, when each edge {v, w} is assigned the label |f(v) − f(w) |, the resulting edge labels are distinct. Golomb [22] subsequently called such labellings graceful labellings and this is now the popular term. Erdös had believed that almost all graphs are not graceful, but many graphs that have some sort of regularity of structure are graceful [23] . Also, we know that every tree can be embedded as an induced subgraph of a graceful tree [24] . So, there is no forbidden subgraph characterization of various particular kinds of graceful graphs.
Beside their importance in combinatorics [25] , graceful graphs have found a wide range of applications in other fields of science, such as the X-ray crystallographic analysis, coding theory, communication network addressing, optimal circuit design, and database management [26] . By now, the graceful labelling problem is solved only for very special cases of graphs. Only few optimization methods are able to determine the gracefulness of a given graph in general [27] [28] [29] , and none of them improve the time complexity of the problem. A famous, long-standing open problem in graceful labelling, first conjectured by Ringel and Kotzig [30] , is graceful tree conjecture which states that "all trees are graceful." Up to now, it is verified just for all trees up to 35 vertices. For more details and results one can see [31] , where it is an extensive survey on graph labellings that is periodically updated.
In this paper, we propose an adiabatic quantum algorithm which determines the gracefulness of a graph by finding all (probable) graceful labellings for it. Since almost all graceful graphs have more than one graceful labelling, degeneracy in the ground state of the H[s(T) = 1] = H p in (1) is highly probable. This causes g min to vanish, that is, T cannot be determined finitely. To overcome this problem, two approaches are provided. First one, according to [6, 14] , is to consider a finite alternative for the total evolution time such as t = T′, for which the system may experience excitation and the algorithm may fail. Thus, the success probability P s , which is the probability of finding the system in the ground state of H p after a measurement at t = T′, is less than 1. We describe this constraint for our algorithm further and estimate T′ using P s . Our numerical simulations show that the run-time grows polynomially with the problem size (number of qubits). This implies that the GL problem can be implemented on much faster devices than that are already presented, with probably much less resources. Moreover, we propose another approach, which is to consider the minimum gap over the interval [0, s 0 ], where 0 < s 0 < 1 is the point after which the system would not excite to an undesired state. Hence, with a non-zero alternative for g min , again we can find an upper bound for T. This approach suggests a sufficient condition for efficiency of an AQC algorithm associated with a COP.
The paper is organised as follows: after the introduction, Section 2 depicts necessary mathematical backgrounds to formulate the GL problem as a COP, considering that the reader is familiar with basic notions in graph theory (see [19] , for a terse description of these notions). Section 3 explains the adiabatic quantum formalism of our algorithm. Some notes for implementation and the two approaches for bounding the time T are represented in Section 4. Finally, we analyse our simulation results in Section 5, and conclude in the last section.
Preliminaries
Definition 1: A graceful labelling of a graph G =(V, E) with N vertices and e edges is a one-to-one mapping f of the vertex set V(G) = {0, 1, …, N − 1} into the set {0, 1, …, e} with the following property: if we define, for any edge e i = {u, v} ∈ E(G), the value f·(e i ) = | f(u) − f(v) |, then f· is a one-to-one mapping of the set E(G) onto the set {1, 2, …, e}. We define L V (G) and L E (G), the set of vertex and edge labels of G, respectively.
Therefore, when G admits a graceful labelling, clearly by definition, cannot admit a GL, since according to Rosa [21] "it has too many vertices" and "not enough labels" to be graceful. So we can focus only on graphs with e + 1 ≥ N.
Definition 2:
Suppose G is a graph with N vertices and e edges. The extension of G, which we denote by G′, is the union of G with r = e + 1 − N isolated vertices. Therefore G′ has N′ = N + r = e + 1 vertices, which are labelled from 0 to N′ − 1. Similarly we define A′ to be the extension of matrix A, which is the N′ × N′ adjacency matrix of G′.
Obviously, G′ is graceful whenever G admits a graceful labelling. We observe that A′ has just some zero rows and columns more than A. Hence, the total number of 1's in both A and A′ are equal.
). An important gain of these extensions is that in A′, the equality 1 ij a = ′ has two meanings: first that there exists an edge e k between vertices v i and v j , and second that the edge's label is f·(e k ) = | i − j |.
Definition 3:
Let A′ is defined as previous. The i-th minor diagonal of A′, which we denote by b i , is the i-th sequence of elements of A′, located parallel to the main diagonal. That is, for 1 ≤ i ≤ N′ − 1, b i is the following sequence:
, , , , , .
The last two definitions are illustrated in Figure 1 as compared by Figure 2 .
One can simply check that in an extension matrix A′, for all elements of each minor diagonal b i the difference between the row and column indices is fixed and equal to i. So, if we denote the Hamming weight Since, any labelling f(A′), which we denote it by A″, is the adjacency matrix of an extension graph G″, isomorphic 2 to G′, we can write it in terms of A′ and a permutation matrix, uniquely as follows:
Here P π , or simply P, is the matrix representation of a permutation π on the finite set {0, 1, …, N′ − 1}. We have already shown, in (2) , that how a bijection [on L V (G′)], which relabels G′ to a GL, can be rewritten in terms of A′ (which is fixed for each graph) and a permutation matrix P (which differs for different mappings). So, for a given graph G our problem is, indeed, to find a permutation matrix that leads to a GL for its extension G′. For the sake of briefness, we follow the idea in [19] to map a permutation π to an integer sequence s int , or equivalently, its N′U-bit binary sequence s b , where U is the minimum number of bits required for binary representation of N′ − 1, i.e. U = [Log 2 N′]. Conversely, to correspond an N′U-bit binary string s b to a permutation, [19] asserts that it must satisfy two simple conditions. Moreover, here we define a different third condition to guarantee that a satisfying bit string b s * corresponds to a permutation that leads to a GL. We obtain the idea for this condition from Theorem 1. Now we are ready to introduce a COP which is equivalent to finding a GL for a graph G. We choose C 1 and C 2 exactly the same as in the literature [19] (using N′ instead of N), and define the third cost function as follows:
in which ,( )
is the k-th element of b i (the i-th minor diagonal of A″). To write C 3 (s int ) explicitly in terms of the bits of s b , according to (2) we can rewrite (3) in terms of the elements of P and A′, and consequently in terms of the binary elements of s b .
Adiabatic Quantum Computation for Gracefulness of a Graph
In order to introduce an adiabatic quantum algorithm for graceful labelling problem, according to (1), we just need to identify H 0 and H p for our specific problem. Since we have considered L-bit binary strings like s b , and our 1 The Hamming weight of a binary string is the number of its nonzero elements. 
This necessitates that:
in which the l-th qubit of the quantum register (0 ≤ l ≤ L-1),
is described by the one-bit Hamiltonian
l is the two dimensional identity operator corresponding to this qubit [7] . We can see that the eigenstates of H p correspond to all possible bit strings s b .
On the other hand, since the initial Hamiltonian H 0 should not be diagonal in the basis that diagonalises H p , we choose:
as a well-known initial Hamiltonian for COPs, where l x σ is the x-Pauli operator for the qubit l. The ground state of H 0 is:
where |x l = 0〉 is the ground state of the l-th qubit. In the basis of eigenstates of H p , i.e. the standard basis, the state (7) is the easy-to-construct uniform superposition of all CBS [7] , i.e.
Finally, by substituting (5) and (6) in (1), we obtain the total time-dependent Hamiltonian H(s(t)) for the adiabatic evolution that determines the gracefulness of G at time T, where s(T) = 1. We may alternatively use H(t) and H(s) to refer to the same concept of the total Hamiltonian. However, H(t) has more emphasis on the dependence to the time, and H(s) generally denotes the matrix structure. Evolution path is developed by the way s(t) varies with t.
Illustrative Notes for Implementation
To illustrate our adiabatic approach, we consider the only three-vertex tree, K 1,2 , with the input labelling shown in Figure 3b . The algorithm will search for permutations that change this labelling to a graceful one. When the input is a tree with e edges, no extension is needed, since we have N = e + 1 and r = 0, i.e. G′ = G. Thus, for K 1,2 we have N′ = e + 1 = 3 and U = 2, hence L = 6. The evolution of some first eigenvalues (corresponding to the instantaneous lowest energy levels) of H(s(t)) (or simply H(s)) during the procedure is shown in Figure 3a . One can see that in H p for K 1,2 , the degree of degeneracy, D, is four. So, after a true adiabatic evolution, the quantum register would be in a superposition of {|001001〉, |011000〉, |010010〉, |100001〉}.
Thus, after measurement we may obtain any of the corresponding bit strings or their equivalent integer strings (0, 2, 1), (1, 2, 0), (1, 0, 2), or (2, 0, 1). The corresponding permu-
, and π
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, respectively) change the current labelling to graceful ones, which are the only possible graceful labellings for K 1,2 , divided into two isomorphic classes, shown in Figure 3(c1-2) . Therefore, degeneracy in the ground state of H p is inherent for this optimization problem. We denote the gap between the two lowest instantaneous energy levels by g(s). Figure 3 also shows that g(s) tends to zero and the system may experience excitation as s(t) tends to 1. This means that we cannot determine the evolution time proportional to inverse square of g min , as usually suggested for an adiabatic algorithm in the absence of degeneracy. Generally, it is still unknown that whether an adiabatic evolution with g min = 0 may end up in a desired state in an acceptable time or not. However, there are approaches to bound the required evolution time T.
First Approach: Alternative Evolution Time
Since g min = 0, in order to be determined that our system successfully passes a true adiabatic evolution with probability 1, the time of evolution (T) must be infinitely large. However, according to [6, 14] , we can estimate an alternative evolution time T′, after which the system will be in one of the degenerated ground states, with a desired success probability P s < 1. To do so, we solve the Schrödinger equation
for the total Hamiltonian H(t), given by (1), and with the initial ground state (8). Then we can properly determine the general state of our system at any time T′, i.e. |ψ(t = T′)〉. Consequently, to calculate the probability of the state of the system being the j-th degenerated ground state of H p , i.e. 0 | , j p ψ 〉 we use:
Then, we define the total success probability, P s , as follows:
.
We call it total success probability since it is a lower bound for the probability of successfully finding the minimum value of the total cost function C(s b ). As we show in Section 5, for the current example K 1,2 , we obtained P s 0.25 at time T′2.5.
In the next section we see that the graceful labelling problem, even for the simplest example (K 1,1 ), has a degree of degeneracy (D = 2). This actually decreases the probability of the system to pass an adiabatic evolution. However, as we stated above, since any of the degenerated final ground states leads to a graceful labelling, the total success probability for any specified T′ is (at least) the sum of partial success probabilities ( ) j s P at t = T′. The importance of this consideration will be more illustrated when we note that for the real-scaled examples, D may increase intensively. Specially, Sheppard in [32] showed that there are exactly e! graceful graphs with e edges, where half of them correspond to different labellings for the same graphs (isomorphic labellings). Including the automorphisms of each labelling will increase D even more.
We should also note that with the same number of vertices, for graphs which are not graceful D can be much greater than D for graceful ones (because in this case, D is the number of degenerated ground states with a positive common eigenvalue, i.e. the number of bit strings which are not necessarily correspond to permutations, but the value of C(s b ) for them is the same). This means that, though our algorithm is a true-biased Monte-Carlo algorithm, when it declares that a graph is not graceful, it can be a reliable output with a high probability. In such cases, by repeating the algorithm, one can ramp up the probability of returning the correct output to a number as close to unity as desired [33] .
Second Approach: Alternative Minimum Gap
We can see the evolution of energy levels from a matrixbased point of view. Since all operators in (1) are (hermitian) matrices, the following theorem holds [34] . We now focus on the evolution of Gershgorin disks of H(s), especially G 0 (H(s)) and G 1 (H(s)) corresponding to the two distinct lowest instantaneous eigenvalues, say λ 0 (s) and λ 1 (s). A precise look at the real value matrix H(s) in (1), with (5) and (6) 
∑
It is clear that Gershgorin disks contract during the evolution. Specifically, G 0 and G 1 collapse in respectively on the two distinct lowest eigenvalues, e.g. 0 and 1. So there always exists a unique point 0 < s 0 < 1, for which the two disks are tangent and afterwards are completely separated. Thus, for s > s 0 , G 0 contains only the desired eigenvalues (i.e. the eigenvalues which tend to the degenerated eigenvalue λ 0 as s(t)→1). Since after s 0 the disks will not overlap, the gap between the eigenvalues corresponding desired states and undesired states is larger than g(s). That is, excitation to undesired energy levels for s > s 0 is improbable. We take min g′ to be the minimum of g(s) during [0, s 0 ]. Hence, 0 min g > ′ is an alternative for g min whenever degeneracy in the final ground state is inevitable (e.g. the problem has more than one answer). Since all eigenvalues of H(s) are real, the boundaries of G 0 and G 1 have a unique common real point at s = s 0 . Solving O 0 (s) + r 0 (s) = O 1 (s) − r 1 (s) for s leads to
We know that g→0 as s→1. Thus, smaller s 0 gives greater , min g′ which leads to a better bound for the evolution time. Let denote the distance between the two lowest distinct values of the corresponding cost function C(s b ) by
As a corollary, this approach implies that an AQC algorithm, which obeys (1) with (5) and (6), can be efficiently applied to a COP if the value d cop is comparable with the number of qubits suggested by the algorithm. However, in the next section we show that the converse of this statement may not be true.
Simulation Results
We now perform a detailed analytical review of our simulation results. Table 1 presents a guide to the graphs that we discuss here. To avoid ambiguity, in this paper we intentionally use Z n to denote the paths with n vertices, which is usually denoted by P n in graph theory.
We simulated the evolution of an adiabatic quantum setup according to our algorithm, for all graphs with up to e = 4 edges and N = e + 1 = 5 vertices, as described in Section 4. These results are obtained by numerically solving (9) for the total Hamiltonian (1) with ( ) , t s t T = using the Runge-Kutta method. The calculations are performed using Mathematica 8.0.4 for Linux, on four Dual-Core AMD Opteron(TM) 2218 processors with 16 GB of RAM. A simplified version of the code for the graph in Section 4 is available in supplementary materials.
To achieve the results of the simulations for each graph, we numerically solved (9) for the evolution times T′ = 1, 2, …, 20. Following the first approach described in Section 4, for each evolution time, we calculated the total success probability using (10) and (11) . Then, we interpolated the results at P s = 0.25. This leads to an estimation for the minimum time that is needed for a successful evolution of the corresponding adiabatic quantum computing system, based on our algorithm.
We categorised these results in Table 2 according to the number of qubits (L). The dependence of the average of these evolution times (for each category) on the size of the system (number of the qubits) is shown in Figure 4 (solid line). It shows an exactly quadratic fit to the simulated data. Because of incorporating all possible graphs corresponding to the same L, this excellent fit suggests that the time complexity of the algorithm be (at least) of a polynomial order. Moreover, if we categorise the results by Table 1 : Guide to the names of the graphs.
the known classes of graphs such as stars (K 1,n ) and paths (Z n ) 3 , we will see that an approximately quadratic fit still remains (see Fig. 4 dashed and dotted lines) . According to our classical computer capabilities, these statements are based on the simulations up to 15 qubits. Now let consider the second approach in Section 4. According to Figure 3a and simulations for some other graphs, we observed that
This leads to an upper bound for the evolution time T, though for this algorithm the results are not as well as the first approach (See Tab. 2). The reason is that d cop does not exceed 1 unless for K 1,n as the best case with d cop = 2, which is not comparable with L. This expresses why the corollary in the previous section is not a necessary condition. The second approach would be much more efficient for problems with small D such as [17] .
We obtained the degeneracy degrees of the ground states of H p for all graphs with at most six edges, by calculating C(s b ) for all possible L-bit strings (L = 18, 21) on a classical computer. Based on these data, we can verify that our algorithm, results the same as some existing theories about gracefulness of some known classes of graphs [31] . Table 3 This shows that, with a desired accuracy, our algorithm can find the correct answer for different types of the graphs.
On the other hand, Table 4 shows that, with a fixed number of edges, how D differs for the different classes of graphs. Especially, it shows the remarkable difference between these values of D for the not graceful graphs such D is the dimension of degeneracy space of ground states of H p and T′ is the evolution time to reach the success probability P s = 0.25. See Table 1 for a guide to the names of the graphs. Figure 4: The average evolution time growth, and the evolution time growth for Z n and K 1,n with the number of qubits, for P s = 0.25 (R as C 5 , C 6 , and Butterfly (F 2 ), and the other graphs with the same number of edges.
Conclusions
In this paper, we have introduced an adiabatic quantum algorithm for graceful labelling problem for finite graphs. We discussed that however degeneracy in the ground state of the problem Hamiltonian may decrease the chance of the system to pass a true adiabatic evolution, but it does increase the probability of finding the system in any of the desired eigenstates (or a superposition of them), after any pre-estimated evolution time T′. Then we suggest a new approach for an alternative for g min which, under conditions, can be useful when each instance of a problem has more than one answer. We also did some simulations for some simple graphs. The simulations are carried out for systems of up to 15 qubits. Finally, we performed a detailed analysis of the simulation results, which showed that the time complexity of the algorithm can be of a polynomial order with respect to the number of qubits. Moreover, we tested that, for all graphs up to six edges, the results of our algorithm are in line with some known theories and conjectures for different classes of graphs. Our further researches will try to investigate if the inherent properties of graphs can be embedded in the COP in a way that balances L with d cop , or if the alternatives to Gershgorin disks can improve s 0 in (14) .
