Análisis de regresión con datos imprecisos: Un nuevo enfoque que utiliza distancias difusas y sus aplicaciones by Aguilar-Peña, María-de-la-Concepción
 UNIVERSIDAD DE JAÉN 
FACULTAD DE CIENCIAS 
EXPERIMENTALES 
DEPARTAMENTO DE ESTADÍSTICA 
E INVESTIGACIÓN OPERATIVA 
 
 
 
 
 
TESIS DOCTORAL 
 
ANÁLISIS DE REGRESIÓN CON DATOS 
IMPRECISOS: UN NUEVO ENFOQUE QUE 
UTILIZA DISTANCIAS DIFUSAS Y SUS 
APLICACIONES 
 
 
PRESENTADA POR: 
MARÍA DE LA CONCEPCIÓN AGUILAR PEÑA 
 
 
DIRIGIDA POR: 
DRA. DÑA. CONCEPCIÓN BEATRIZ ROLDÁN LÓPEZ DE 
HIERRO 
DR. D. ANTONIO FCO. ROLDÁN LÓPEZ DE HIERRO 
 
 
JAÉN, 30 DE JULIO DE 2015 
 
ISBN 978-84-8439-935-3 

Universidad de Jae´n
Departamento de Estad´ıstica e Investigacio´n Operativa
Ana´lisis de regresio´n con datos imprecisos:
Un nuevo enfoque que utiliza distancias difusas
y sus aplicaciones
Memoria de TESIS DOCTORAL realizada bajo la direccio´n de los profeso-
res doctores Concepcio´n Beatriz Rolda´n Lo´pez de Hierro y Antonio Francisco
Rolda´n Lo´pez de Hierro y presentada por la Doctoranda Mar´ıa de la Concepcio´n
Aguilar Pen˜a para optar al grado de Doctora en Estad´ıstica:
Fdo: Mar´ıa de la Concepcio´n Aguilar Pen˜a
VoBo de los directores:
Fdo: Dra. Da. Concepcio´n B. Rolda´n y Fdo: Dr. D. Antonio F. Rolda´n

La presente Tesis Doctoral esta´ avalada a la fecha de su lectura
por los siguientes art´ıculos publicados en revistas del JCR:
C. Aguilar-Pen˜a , A.F. Rolda´n-Lo´pez-de-Hierro, C. Rolda´n-Lo´pez-de-Hierro,
J. Mart´ınez-Moreno, Estimation of a fuzzy regression model using fuzzy distan-
ces, IEEE Transactions on Fuzzy Systems. Factor de impacto: 8.746 (Posicio´n 1
de 123 en la categor´ıa ’Computer Sciences, Artificial Intelligence’, y posicio´n 1
de 249 en la categor´ıa ’Engineering, Electrical & Electronic’ segu´n JCR 2014).
C. Aguilar-Pen˜a, A.F. Rolda´n-Lo´pez-de-Hierro, C. Rolda´n-Lo´pez-de-Hierro,
J. Mart´ınez-Moreno. A family of fuzzy distance measures of fuzzy numbers. Soft
Computing. D.O.I.: 10.1007/s00500-014-1497-0. Factor de impacto: 1.271 (Posi-
cio´n 58 de 102 en la categor´ıa ’Computer Science, Interdisciplinary Applications’
segu´n JCR 2014, actual).

Agradecimientos
Dedicado a mi marido e hijos. Gracias por vuestro apoyo y carin˜o.
Quiero tambie´n dar las gracias a mis supervisores, Dra. Da Concepcio´n B.
Rolda´n Lo´pez de Hierro y Dr. D. Antonio F. Rolda´n Lo´pez de Hierro por su
paciencia y direccio´n en esta memoria.

I´ndice
Resumen V
Abstract VII
1. Introduccio´n 1
2. Preliminares 13
2.1. El modelo de regresio´n cla´sico . . . . . . . . . . . . . . . . . . . 13
2.1.1. Planteamiento del problema de regresio´n . . . . . . . . . 14
2.1.2. Las funciones de pe´rdida . . . . . . . . . . . . . . . . . . 15
2.1.3. El me´todo de mı´nimos cuadrados para la regresio´n lineal 17
2.1.4. Medidas de bondad del ajuste . . . . . . . . . . . . . . . 20
2.1.5. Diagnosis en el modelo de regresio´n lineal . . . . . . . . 22
2.1.6. Seleccio´n de variables explicativas . . . . . . . . . . . . . 24
2.2. Teor´ıa de Conjuntos Difusos . . . . . . . . . . . . . . . . . . . . 26
2.2.1. Valores Difusos . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.2. Algunas clases de nu´meros difusos . . . . . . . . . . . . . 30
2.2.3. Operaciones entre nu´meros difusos . . . . . . . . . . . . 35
i
ii I´NDICE
2.2.4. Variables aleatorias difusas . . . . . . . . . . . . . . . . . 38
2.2.5. Valor esperado de una variable aleatoria difusa . . . . . . 39
3. Medida de la distancia entre nu´meros difusos 41
3.1. Medidas de distancias entre conjuntos arbitrarios . . . . . . . . 42
3.2. Medidas de distancias entre intervalos compactos . . . . . . . . 48
3.3. Medidas de distancia entre nu´meros difusos . . . . . . . . . . . . 53
3.3.1. Un orden parcial sobre los nu´meros difusos trapezoidales 53
3.3.2. Medidas de similitud entre nu´meros difusos . . . . . . . . 55
3.4. Aplicaciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.4.1. La topolog´ıa inducida sobre T . . . . . . . . . . . . . . . 71
3.4.2. Estudio comparativo con los resultados de otros autores . 74
3.4.3. Ranking . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4. Me´todos de regresio´n difusa 79
4.1. Un primer acercamiento al problema de regresio´n difusa . . . . . 79
4.2. El planteamiento del problema de regresio´n difusa . . . . . . . . 84
4.3. Una nueva metodolog´ıa de regresio´n difusa . . . . . . . . . . . . 90
4.3.1. El procedimiento de estimacio´n cuando las amplitudes de-
penden de las variables explicativas . . . . . . . . . . . . 92
4.3.2. El procedimiento de estimacio´n cuando alguno de las am-
plitudes no depende de las variables explicativas . . . . . 93
4.3.3. Una extensio´n de la metodolog´ıa previa . . . . . . . . . . 99
4.4. Medidas de bondad de ajuste . . . . . . . . . . . . . . . . . . . 99
C. Aguilar
I´NDICE iii
5. Ejemplos ilustrativos 103
5.1. Resumen de la metodolog´ıa propuesta . . . . . . . . . . . . . . . 103
5.2. Ejemplo 1: Amplitudes dependientes de variables explicativas . . 106
5.3. Ejemplo 2: Datos ampliamente utilizados . . . . . . . . . . . . . 114
5.4. Ejemplo 3: Amplitudes independientes de variables explicativas . 120
5.5. Ejemplo 4: Las variables de entrada son difusas . . . . . . . . . 127
5.6. Ejemplo 5: 100 % de variabilidad difusa explicada . . . . . . . . 130
6. Conclusiones y observaciones finales 133
Bibliograf´ıa 137
C. Aguilar

Resumen
El ana´lisis de regresio´n es una herramienta estad´ıstica potente con muchas
aplicaciones en diferentes a´reas. Este problema en un entorno difuso ha sido
tratado en la literatura desde diferentes puntos de vista y teniendo en cuenta
una variedad de datos de entrada/salida (reales o difusos). En esta memoria se
presenta una nueva metodolog´ıa basada en una familia de medidas de distancia
difusas entre nu´meros difusos arbitrarios que se define utilizando algunas de las
caracter´ısticas posibilistas y geome´tricas ma´s importantes de cualquier nu´mero
difuso. A continuacio´n, en este contexto y utilizando el me´todo de mı´nimos cua-
drados se propone una nueva te´cnica de regresio´n difusa para resolver problemas
lineales y no lineales. Este proceso de estimacio´n, en general, se puede conside-
rar fa´cil de aplicar en la pra´ctica y no se limita a nu´meros difusos triangulares.
Finalmente, algunos ejemplos nume´ricos ilustran su utilidad y aplicabilidad.
v

Abstract
Regression analysis is a powerful statistical tool which has many applications
in different areas. This problem under a fuzzy environment has been treated
in the literature from different points of view and considering a variety of in-
put/output data (crisp or fuzzy). In this study we present a new methodology
based on a family of fuzzy distance measures between arbitrary fuzzy numbers
which involve some of the most important possibilistic and geometric charac-
teristics of any fuzzy number. Next in this context and using the method of
least squares we propose a new fuzzy regression technique to solve linear and
non-linear problems. This estimation process, in general, can be considered easy
to apply in practical situations and it is not limited to triangular fuzzy num-
bers. Finally, numerical examples are provided to illustrate its usefulness and
applicability.
vii

CAPI´TULO 1
Introduccio´n
El principal objetivo de la presente Memoria es el de introducir un nue-
vo me´todo de regresio´n difusa basado en criterios de decisio´n difusos y cuyos
resultados sean tan buenos, e incluso mejores, que los obtenidos empleando pro-
cedimientos reales. Como veremos, esta nueva perspectiva nos obliga a afrontar
diversos problemas que, habiendo sido ya tratados inconexamente en algunos
casos en la literatura existente en el tema, nunca se han profundizado lo sufi-
ciente como para dar una respuesta satisfactoria a este problema desde un punto
de vista genuinamente difuso.
Una de las principales tareas de todas las ciencias naturales y sociales, en
general, es la de encontrar las posibles relaciones que pueden existir entre las
magnitudes que intervienen en los procesos f´ısicos que son objeto de estudio de
esa disciplina. Las te´cnicas actuales proporcionan una amplia gama de posibili-
dades para abarcar feno´menos cada vez ma´s complejos, donde intervienen cada
vez ma´s factores explicativos y magnitudes que, en ocasiones, pueden resultar
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dif´ıciles de medir (por ejemplo, a nivel subato´mico).
El ana´lisis de regresio´n es una potente herramienta que tiene una amplia
variedad de aplicaciones en muchas a´reas de investigacio´n. Esta metodolog´ıa se
centra en encontrar las posibles relaciones que puedan existir entre una variable
dependiente y una o ma´s variables independientes. Los modelos as´ı obtenidos
son ampliamente utilizados en procesos de prediccio´n y previsio´n.
Los primeros estudios sobre regresio´n datan del siglo XIX, cuando Sir Francis
Galton afronto´ el problema de construir un modelo af´ın para explicar la relacio´n
entre dos variables reales cuantitativas. Con el paso del tiempo, el ana´lisis de
regresio´n ha adquirido una enorme importancia dentro de las ciencias en ge-
neral, que, normalmente, ya no pueden ser concebidas sin tener en cuenta la
necesidad de realizar estudios emp´ıricos para la bu´squeda de modelos que nos
lleven a comprender que´ variables independientes son las que mejor explican el
comportamiento de la variable dependiente.
Los fundamentacio´n ba´sica sobre la que se construye el ana´lisis de regresio´n
(al menos, su vertiente parame´trica) es la siguiente: cuando se pretende estu-
diar la influencia de una o ma´s variables independientes (o explicativas) sobre
el comportamiento de otra variable dependiente (o explicada), hay que partir
de diversas consideraciones. E´stas son, a menudo, geome´tricas y f´ısicas, y nos
llevan a plantearnos la posibilidad de que un modelo concreto, dependiente de
ciertos para´metros, pueda explicar, en mayor o menor medida, los hechos que
acontecen en el desarrollo del proceso natural. A continuacio´n debe desarrollar-
se una observacio´n lo ma´s detallada posible del mencionado proceso, tomando
muestras aleatorias de las magnitudes que nos parezca que pueden influir en el
mismo. Teniendo en cuenta una medida de la diferencia que puede existir entre
los datos reales que se han observado emp´ıricamente y los que pudieran postu-
larse a nivel teo´rico, en muchas ocasiones es posible estimar aquellos para´metros
del modelo que mejor explican el proceso, en el sentido de que el error global
que se cometa sea el mı´nimo posible.
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cabe hacer las siguientes reflexiones.
En primer lugar, es importante evitar hacer difuso lo que no lo es o de-
terminar como cierto o aleatorio aquello que es difuso. Por ello, conviene
realizar una adecuada distincio´n entre incertidumbre y aleatoriedad.
La necesidad de refinar cada vez ma´s los experimentos desarrollados con
objeto de obtener modelos ma´s precisos, nos lleva que la toma de datos
no puede ser observada como un detalle menor. Las magnitudes que se
emplean en la ciencias son cada vez ma´s complejas y demandan de instru-
mentos de medida y de simulacio´n cada vez ma´s sofisticados. Por ejemplo,
cabe citar la exploracio´n aeroespacial, la astronomı´a y la meca´nica cua´nti-
ca como ejemplos de campos de estudio en los que la precisio´n de los
aparatos de medida juega un papel cada vez ma´s importante si queremos
obtener resultados relevantes. Superar esta dificultad, en ocasiones, lleva
a trabajar con variables que ya no toman un valor real concreto. De es-
ta forma, partimos de la premisa fundamental de que los valores exactos
de ciertas magnitudes son, intr´ınsecamente, inciertos y, por ello, lo ma´s
razonable es considerar que dichos valores esta´n comprendidos dentro de
ciertos l´ımites razonables. Surge as´ı la necesidad de obtener conclusiones
basadas en variables propiamente imprecisas y de emplear datos difusos.
La aleatoriedad o incertidumbre estoca´stica del resultado experimental
es otra fuente de incertidumbre a tener en cuenta. Gran cantidad de ex-
perimentos no producen los mismos resultados cuando son sometidos a
condiciones iniciales semejantes. Existe un grado de aleatoriedad en la
experimentacio´n que entran˜a la necesidad de considerar modelos proba-
bil´ısticos, cuyos resultados no son valores reales concretos, sino que existe
un margen de error propiamente intr´ınseco al experimento, y que no se
explica necesariamente por la imprecisio´n de los aparatos de medida. Este
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tipo de incertidumbre se formaliza a trave´s de de la Teor´ıa de la Probabi-
lidad y segu´n Zadeh [70], esta teor´ıa por s´ı sola no aborda el concepto de
parcialidad y no cuenta con los mecanismos necesarios para presentar el
significado de percepciones y realizar ca´lculos con dichas representaciones.
En teor´ıa de la probabilidad, un proceso es estoca´stico o no estoca´stico;
una serie temporal es estacionaria o no estacionaria, un evento sucede o
no sucede; los eventos A y B son independientes o no independientes; y
as´ı sucesivamente.
Teniendo en cuenta lo anterior, en muchos problemas de la vida real, el
analista se encuentra la presencia simulta´nea de datos ciertos (se conocen
todos sus posibles valores, nume´ricos o no nume´ricos que afectan a cada
estado), aleatorios (sus posibles valores se ven afectados por leyes de pro-
babilidad) e inciertos (no pueden obtenerse leyes de probabilidad debido
al conocimiento parcial o al desconocimiento de dicha ley). Es por ello,
que hay situaciones en las que contamos con datos medibles y otras veces
so´lo disponemos de datos valuables.
No es sencillo manejar esta incertidumbre (tambie´n denominada impreci-
sio´n, vaguedad o ambigu¨edad en muchos contextos). Una de las perspec-
tivas ma´s adecuadas para hacerlo es la teor´ıa de conjuntos difusos (sobre
cuyos fundamentos volveremos ma´s adelante a lo largo de la presente Me-
moria), que ofrece la posibilidad de generalizar los nu´meros reales a nu´me-
ros difusos. E´stos son entidades probabil´ısticas que determinan el grado de
certidumbre que se puede tener de que cierto valor de una variable tome
valores dentro de un intervalo concreto.
En este contexto, la gestio´n de la incertidumbre cuenta con este nuevo
enfoque que no debe de entenderse como competitivo respecto al enfoque
probabil´ıstico sino complementario. Lo incierto y lo aleatorio se unen sin
inconveniente ninguno e incluso se puede afirmar que ambos convergen a
C. Aguilar
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cepcio´n dando as´ı lugar a conceptos como el de variable aleatorias difusa,
proceso estoca´stico difuso, etc.
Dar un enfoque difuso a un problema planteado evita la pe´rdida de in-
formacio´n que se produce con el uso de me´todos estad´ısticos tradicionales
que trabajan con valores promedios ocultando los valores extremos y per-
mite entender la realidad incorporando informacio´n de gran valor, tales
como juicios razonados acerca de lo que va a suceder. En este sentido,
los modelos de regresio´n difusa son muy u´tiles para establecer rangos de
incertidumbre.
Uno de los principales ingredientes en teor´ıa de regresio´n es la nocio´n de
medida de la distancia. Cuando se menciona la palabra “distancia”, nos
viene a la cabeza irremediablemente la distancia eucl´ıdea, que es la que
utilizamos todos los d´ıas en el mundo real. Aplicada a nu´meros reales, la
distancia que los separa es la longitud del intervalo cuyos extremos son
esos nu´meros reales, es decir, la diferencia, en valor absoluto, entre los dos
nu´meros. Cuando tratamos de trasladar esta nocio´n al campo difuso, no
encontramos una respuesta plenamente satisfactoria. Aunque Mizumoto
y Tanaka [40] establecieron en su momento una aritme´tica ba´sica entre
nu´meros difusos que extiende a la aritme´tica real, no es posible determinar
una nocio´n de diferencia de nu´meros difusos que sea coherente con la
incertidumbre de los procesos que tratan de describir. En concreto, no se ha
determinado ninguna forma de restar nu´meros difusos que sea compatible
con la suma de los mismos, es decir, si a una diferencia de nu´meros difusos
le sumamos el sustraendo, nunca obtenemos el minuendo. De esta forma,
las operaciones elementales entre nu´meros difusos establecen, ma´s bien,
una estructura semilineal, donde las principales operaciones a considerar
o, al menos, las que ma´s sentido emp´ırico tienen, son la suma y el producto
por escalares no negativos.
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La ausencia de una definicio´n ba´sica de diferencia de nu´meros difusos,
coherente con la suma de los mismos, provoca inconsistencia al tratar de
definir la distancia entre dos nu´meros difusos como la diferencia entre
ellos. De hecho, no es nada sencillo tratar de encontrar una me´trica, con
aplicaciones pra´cticas, definida sobre todo el conjunto de nu´meros difusos,
ni siquiera tomando valores reales (de todas formas, esto ser´ıa un poco
absurdo, pues estar´ıamos tratando de dar un valor exacto para determinar
la distancia entre dos cantidades inciertas). En la literatura existente en el
tema pueden encontrarse muchos art´ıculos en los que los autores anuncian
la intervencio´n de me´tricas reales pero, a la hora de la verdad, e´stas no son
me´tricas en sentido estricto: por ejemplo, a menudo es posible encontrar
dos nu´meros difusos diferentes que, aplicando la metodolog´ıa propuesta,
esta´n a distancia cero el uno del otro.
Las ma´s modernas aproximaciones a este problema no mencionan expl´ıci-
tamente la palabra me´trica, sino que ma´s bien hablan de medida de simi-
litud (ve´ase, por ejemplo, [61]). Esta nomenclatura responde con mayor
claridad al procedimiento desarrollado pues, en cierta forma, tratan de dar
una medida de la semejanza o de la diferencia entre dos nu´meros difusos,
pero no tratan de describir un proceso que garantice cumplir los cuatro
axiomas tradicionales que se emplean para definir la nocio´n de distancia.
Estas medidas de similitud suelen basarse en consideraciones geome´tricas
y/o anal´ıticas dependiendo de las formas de los nu´meros difusos conside-
rados. No obstante, en muchas ocasiones, suelen proporcionar nu´meros
reales como medidas de similitud lo cual, nuevamente, es incoherente con
la visio´n probabil´ıstica del feno´meno estudiado.
Por u´ltimo, hemos de comentar que cualquier procedimiento que trate de
buscar los para´metros de un modelo que, globalmente, produzcan el menor
error posible deben, al menos, definir en que´ sentido utilizan la palabra
“menor”. Desafortunadamente, aunque se han introducido muchos o´rdenes
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ellos ha ofrecido resultados plenamente satisfactorios en todos los campos
de estudio en los que se ha empleado. De hecho, si existiese un orden
parcial comu´nmente aceptado, e´ste jugar´ıa un papel esencial en a´mbitos
tan importantes como la toma de decisiones, a´rea en la que se han hecho
grandes avances en los u´ltimos an˜os, especialmente en el campo difuso.
Ni que decir tiene que la necesidad de un orden parcial tambie´n se pone
de manifiesto cuando tratamos de buscar una nocio´n de me´trica entre
nu´meros difusos que verifique la archiconocida desigualdad triangular.
Uno de los primeros resultados que expl´ıcitamente condujeron a la necesidad
de introducir una nueva visio´n probabil´ıstica de algunos feno´menos naturales fue
el principio de incertidumbre de Heisenberg (1927), que establece la imposibili-
dad f´ısica de conocer, a la vez y con toda exactitud, la posicio´n y la velocidad de
una part´ıcula elemental (por ejemplo, de un electro´n). A grandes rasgos, pode-
mos explicar este principio de la siguiente forma: si se desea conocer la posicio´n
exacta de una part´ıcula elemental, podemos enviarle un haz de fotones. Al cho-
car un foto´n con el electro´n, conoceremos la posicio´n exacta, en ese momento,
del electro´n. Pero el choque modificara´ el vector velocidad del electro´n de una
forma incontrolable de tal manera que, con total precisio´n, ya no conoceremos
su velocidad despue´s del choque.
Esta incertidumbre nos lleva a plantearnos si un nu´mero real es la mejor
forma de medir magnitudes f´ısicas, o ma´s bien e´stas han de ser interpretadas
desde un punto de vista probabil´ıstico. Uno de los primeros en generalizar el
concepto de distancia real haciendo intervenir un sentido probabil´ıstico fue K.
Menger. En 1942, Menger introdujo la nocio´n de espacio me´trico estad´ıstico.
An˜os despue´s de su primer intento, modifico´ sus axiomas de una forma ma´s
sencilla de interpretar: la distancia entre dos puntos del espacio dejo´ de ser un
nu´mero real, y paso´ a ser una funcio´n de distribucio´n probabil´ıstica que mide,
para cada nu´mero real x, la probabilidad de que la distancia entre dos puntos
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dados sea menor que x. E´l llamo´ a estas nuevas estructuras emsemble flous, que
se traduce del france´s como conjuntos difusos o borrosos.
Pero el verdadero fundador de la teor´ıa de los conjuntos difusos es, induda-
blemente, L.A. Zadeh. Esta teor´ıa esta´ basada en la idea de que no siempre
es posible determinar con total exactitud si un elemento pertenece o no a un
conjunto. Matema´ticamente, la idea de Zadeh [70] puede ser formalizada como
sigue. Ya era conocido con anterioridad que la pertenencia de un elemento a un
conjunto puede ser equivalentemente expresada utilizando una cierta aplicacio´n
llamada funcio´n caracter´ıstica del conjunto. Cada subconjunto A de un cierto
universo U viene completamente determinado por la aplicacio´n fA : U → {0, 1}
que vale 1 sobre los elementos de A y 0 sobre el resto de elementos. Si se
reemplaza el conjunto discreto {0, 1} por el intervalo I = [0, 1], entonces el valor
de fA(x) puede expresarse como la probabilidad (o el grado de certeza que se
tiene) de que el elemento x pertenezca al conjunto A. As´ı, un conjunto difuso
no es ma´s que una funcio´n F : U → [0, 1] que expresa, de cierta forma, la
incertidumbre que tenemos de que un elemento pertenezca, o no, a un conjunto.
A partir de la idea pionera de Zadeh se han propuesto cientos de trabajos en los
que la naturaleza imprecisa en el comportamiento de un sistema dado responde
mejor a un modelo difuso que a un modelo real estoca´stico. Y hoy posiblemente
sean millones los trabajos que se han desarrollado en el campo de la teor´ıa
de los conjuntos difusos y de sus aplicaciones. En la actualidad, este campo de
investigacio´n posee una gran relevancia tanto por sus implicaciones matema´ticas
o teo´ricas como por sus aplicaciones pra´cticas. Esta teor´ıa se ha utilizado con
e´xito para tratar la informacio´n imprecisa, incompleta o imprecisa, as´ı como la
incorporacio´n de un juicio subjetivo de expertos en problemas de ana´lisis.
Utilizando la idea de conjunto difuso, se han propuesto, a lo largo del tiempo,
multitud de posibles definiciones acerca del concepto de espacio me´trico difuso
(cabe citar, por ejemplo, las aproximaciones dadas por I. Kramosil y J. Micha´lek
[34], A. George y P.V. Veeramani [23], F. Castro-Company y S. Romaguera [7],
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bil´ıstico, por B. Schweizer y A. Sklar [56]). Sin embargo, ninguna concepcio´n
trata, de manera particular, el problema de co´mo definir una nocio´n de distancia
entre dos nu´meros difusos arbitrarios. Desde nuestro punto de vista, con objeto
de no perder informacio´n y de respetar el cara´cter impreciso de los datos que
se manejan, no cabe duda de que la distancia entre dos nu´meros difusos debe
de ser otro nu´mero difuso. Para nosotros, e´sta es una condicio´n indispensable.
Sin embargo, no esta´ claro co´mo considerar una forma cano´nica para asociar
un nu´mero difuso a dos nu´meros difusos que se pueden interpretar como la
cercan´ıa o lejan´ıa entre ellos. De hecho, no esta´n claras las propiedades que de-
bemos exigir a una aplicacio´n como lo que buscamos. El problema es doble: por
un lado, siguiendo la nocio´n cla´sica, una me´trica en un conjunto debe tomar
valores en el intervalo de los nu´meros reales no negativos, pero no esta´ clara la
nocio´n de “no negatividad” entre nu´meros difusos; por otro lado y relacionado
directamente con lo anterior, al carecer de un orden parcial que pueda decidir
acerca de la “positividad”, o no, de un nu´mero difuso, la desigualdad triangular
se transforma en un axioma dif´ıcilmente generalizable.
Sin embargo, teniendo en cuentas sus posibles aplicaciones (ve´ase, por ejem-
plo, [8, 22, 46, 62, 63, 64]), las cuales reflejan la importancia de encontrar una
buena definicio´n, es habitual relajar algunas de estas condiciones exigibles para
conseguir formas ma´s generales para determinar la semejanza/diferencia entre
dos nu´meros difusos. Cabe entonces hablar de medidas de similitud, donde los
axiomas que se exigen, que parten ma´s bien de consideraciones geome´tricas,
son menos estrictos. As´ı, se puede hablar de semime´tricas, pseudome´tricas, ul-
trame´tricas, quasime´tricas, etc.
Si queremos introducir una metodolog´ıa para evaluar la semejanza entre dos
nu´meros difusos, lo que parece razonable es interpretar tal valor como un nu´me-
ro difuso. Muchos investigadores han trabajado con medidas de distancia entre
nu´meros (ve´ase, por ejemplo, [3, 4, 13]), pero muy pocos de ellos han utiliza-
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do esta interpretacio´n dentro del conjunto de todos los nu´meros difusos. Por
ejemplo, una medida (muy general) de la distancia trapezoidal difusa entre dos
nu´meros difusos se desarrolla en [27]. Pero, en todos los casos, la distancia so´lo
se define para formas simples de nu´meros difusos, tales como nu´meros difusos
trapezoidales, ya que el uso de formas menos regulares puede llevarnos a ca´lculos
muy complicados.
Uno de los objetivos principales de esta Memoria, y al que dedicamos ı´nte-
gro el Cap´ıtulo §3, es el de presentar una familia de medidas de similitud en el
conjunto formado por todos los nu´meros difusos. Esta familia no se restringe u´ni-
camente a nu´meros nu´meros difusos trapezoidales, sino que abarca el conjunto
completo de nu´meros difusos. Por lo tanto, ofrecemos muchas formas diferentes
para obtener un nu´mero difuso que se pueda interpretar como la cercan´ıa entre
dos nu´meros difusos. Nuestra metodolog´ıa esta´ basada en hacer intervenir al-
gunos de los elementos posibilistas y geome´tricos ma´s importantes de cualquier
nu´mero difuso para definir un nuevo nu´mero difuso. Las principales ventajas de
los elementos de la familia de medidas de similitud que vamos a introducir son
las siguientes:
se definen en el conjunto de todos las nu´meros difusos (no so´lo entre nu´me-
ros difusos trapezoidales);
algunos de los subconjuntos ma´s u´tiles del conjunto de todos los nu´me-
ros difusos (incluyendo nu´meros difusos triangulares y trapezoidales) son
cerradas bajo estas medidas de similitud;
en algunos casos, como en conjunto de los nu´meros difusos trapezoidales,
son aute´nticas me´tricas difusas;
en estos casos, este conjunto esta´ dotado de una topolog´ıa Hausdorff que
verifica el primer axioma de numerabilidad;
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por otra parte, una vez que hemos fijado los elementos geome´tricos que
intervienen en nuestra definicio´n, el ca´lculo de la medida de la distancia
es un proceso muy fa´cil, intuitivo y con un coste computacional muy bajo;
finalmente, esta familia nos permite resolver problemas que se plantean en
un ambiente difuso aportando nuevas soluciones, en unos casos, y en otros
obteniendo resultados tan buenos o similares a los obtenidos por otras
te´cnicas ma´s complejas.
En relacio´n a e´ste u´ltimo punto, la familia de medidas de similitud que
introducimos nos permite afrontar, de forma novedosa, el problema de regresio´n
difusa en el siguiente sentido. Partimos del hecho de que, en general, la mayor´ıa
de los trabajos de investigacio´n que se han desarrollado en este campo presentan
un conflicto entre el uso de medidas de distancia reales y la interpretacio´n de los
datos difusos como distribuciones de posibilidad. En este sentido, la solucio´n que
proponemos en esta Memoria, considerando una medida difusa de similitud, es
compatible con esta interpretacio´n. Adema´s el proceso asociado de estimacio´n
nume´rica es muy fa´cil de aplicar en comparacio´n con otros me´todos que son
relativamente complejos. La principal contribucio´n de la nueva formulacio´n que
presentamos en esta Memoria es ser capaz de considerar distancias difusas, de
obtener para´metros difusos fa´cilmente para desarrollar modelos de regresio´n
lineal y no lineal, y considerar una amplia gama de datos difusos.
Esta Memoria esta´ organizada de la siguiente manera:
En el primer cap´ıtulo se presentan algunas nociones ba´sicas de la teor´ıa
de regresio´n y de la teor´ıa de conjuntos difusos.
En el segundo cap´ıtulo se introduce la primera parte esencial de nuestra
investigacio´n: como alternativa a la nocio´n de me´trica real, se proponen
nuevos conceptos de “me´tricas” sobre un conjunto arbitrario, y que deben
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tomar valores en el mismo conjunto, y se estudian sus principales propie-
dades. Este cap´ıtulo se completa con un estudio comparativo que permite
ver co´mo actu´a el orden parcial introducido en relacio´n a otros o´rdenes
parciales considerados con anterioridad por otros autores.
En el tercer cap´ıtulo, en base a los resultados del cap´ıtulo anterior, se in-
troduce la segunda parte esencial de nuestro trabajo de investigacio´n, que
puede ser considerado como el objetivo principal de la presente Memoria:
proponer una nueva te´cnica de regresio´n difusa siguiendo el me´todo de
mı´nimos cuadrados y utilizando las medidas de distancia difusas intro-
ducidas en el cap´ıtulo anterior, que permita dar al problema planteado
un enfoque flexible, ı´ntegramente difuso y que sea fa´cil de entender por
investigadores de otras a´reas.
En el cuarto cap´ıtulo se ilustra la aplicacio´n del ana´lisis de regresio´n di-
fuso a datos reales y se realiza un estudio comparativo con los resultados
obtenidos por otros autores.
Finalmente, en el quinto cap´ıtulo, se incluyen las conclusiones principales
que hemos obtenido con nuestro trabajo de investigacio´n, as´ı como algunas
posibles l´ıneas de investigacio´n futuras, pendientes de afrontar.
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Preliminares
En este cap´ıtulo vamos a presentar las nociones ba´sicas y los principales
resultados que nos hara´n falta a lo largo de esta memoria. En primer lugar, ha-
remos un repaso a las principales te´cnicas empleadas en el Ana´lisis de Regresio´n
Cla´sico y, a continuacio´n, describiremos algunas de las principales caracter´ısticas
de la Teor´ıa de Conjuntos Difusos.
2.1. El modelo de regresio´n cla´sico
El ana´lisis de regresio´n es una te´cnica estad´ıstica que se emplea para estudiar
las relaciones que pueden existir entre diferentes variables aleatorias, analizando
y modelando dichas relaciones a trave´s de numerosos me´todos.
Este me´todo comenzo´ a desarrollarse con los estudios realizados por Sir Fran-
cis Galton (1822-1911) acerca del ana´lisis de regresio´n lineal. Dicha te´cnica juega
un papel muy importante en la teor´ıa de la Estad´ıstica ya que proporciona un
procedimiento ba´sico para desarrollar una gran variedad de te´cnicas estad´ısticas
esenciales como el ana´lisis discriminante, el disen˜o de experimentos, etc.
Desde un punto de vista general, dado que no se conoce la verdadera forma
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del proceso de generacio´n de datos, el ana´lisis de regresio´n depende, en gran
medida, de las suposiciones que hagamos acerca de co´mo se van obteniendo los
datos. Por ello, en las u´ltimas de´cadas, se han desarrollado numerosos me´todos
de regresio´n para dar respuesta a las diferentes necesidades que van surgiendo en
la pra´ctica. Para facilitar este trabajo, existen numerosos programas estad´ısticos
que han contribuido, en gran medida, a la comprensio´n del proceso desarrollado
y al uso de esta te´cnica por investigadores/as que no son expertos/as en este
tema. Los modelos obtenidos permiten plantear desde soluciones muy simples
hasta modelos bastante ma´s complejos y sofisticados.
En esta seccio´n presentamos, de una forma simple, el problema general del
ana´lisis de regresio´n. En lo que sigue, denotaremos por R al conjunto formado
por todos los nu´meros reales, y RN denotara´ el producto cartesiano de N copias
ide´nticas de R.
2.1.1. Planteamiento del problema de regresio´n
En general, el problema de regresio´n consiste en encontrar las relaciones que
pueden existir entre varias variables estad´ısticas. Para ello, es usual suponer que
una de esas variables (que notaremos por y) depende, en algu´n sentido, de las
dema´s variables (que notaremos por x1, x2, . . . , xN). Se dice, entonces, que y es
la variable dependiente (tambie´n llamada de salida, endo´gena o respuesta) y
que X = (x1, ..., xN) representa las variables independientes (tambie´n llamadas
de entrada, exo´genas o explicativas). De esta forma, se trata de buscar una
funcio´n que permita explicar los valores de y dependiendo de los valores de las
variables x1, x2, . . . , xN . Si so´lo hay una variable explicativa (es decir, si N = 1),
el problema de regresio´n se denomina simple, mientras que si hay ma´s de una
variable explicativa, hablamos de regresio´n mu´ltiple.
De esta forma, cuando el conocimiento de una o varias variables (x1, x2, . . . ,
xN) nos permite inferir, en mayor o menor grado, el valor de otra variable (y), se
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dice que existe una relacio´n de dependencia estad´ıstica (o estoca´stica) entre ellas.
Los me´todos de regresio´n estudian la construccio´n de un modelo estad´ıstico (a
trave´s de una funcio´n) que explique esta relacio´n de dependencia de la variable
y respecto a las variables explicativas x1, x2, . . . , xN . El objetivo esencial del
ana´lisis de regresio´n es el de predecir el comportamiento de la variable respuesta
conocido el comportamiento de las variables explicativas que influyen sobre ella.
Formalmente, dado un conjunto de n datos {Xi, yi}ni=1 obtenidos a partir de
la variable aleatoria conjunta (X, y) (donde Xi ∈ RN y suponemos que yi es
el valor de la variable respuesta y correspondiente a Xi ∈ RN) y una funcio´n
f(x, a), el objetivo es encontrar el vector de para´metros a = (a1, a2, . . . , ak) ∈ Rk
tal que
yi = f(Xi, a) para cada i ∈ {1, 2, ..., n} .
2.1.2. Las funciones de pe´rdida
Para afrontar el problema de Regresio´n Cla´sico, se considera una funcio´n
que mida la distancia entre el valor real yi obtenido en el experimento y el valor
f(Xi, a) predicho por el modelo. Dicha forma de medir se denomina funcio´n de
pe´rdida. La eleccio´n ma´s habitual para la funcio´n de pe´rdida es la norma Lp,
que se basa en las funciones
dp(x, y) = |x− y|p para cada x, y ∈ R,
donde p es un nu´mero real positivo. En sentido estricto, veremos que dp es
una aute´ntica me´trica u´nicamente si 0 < p ≤ 1 (si p > 1, entonces dp es una
semime´trica). De esta forma, el error cometido por el modelo puede expresarse
como
Lp(y − f(X, a), X) = ‖y − f(X, a)‖p (2.1)
Los errores concretos de prediccio´n que se obtienen en la pra´ctica, es decir, los
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valores ‖ yi − f(Xi, a) ‖p, se denominan residuos. Si consideramos una muestra
aleatoria de datos {Xi, yi}ni=1 obtenida de (X, y), y tomamos p = 2, la siguiente
suma
SRC =
n∑
i=1
‖ yi − f(Xi, a) ‖2 ,
que nos aporta un valor global del error total cometido, se denomina suma de
residuos al cuadrado. El objetivo del proceso de regresio´n es el de encontrar los
valores o´ptimos para el vector de para´metros a = (a1, a2, . . . , ak) de manera que
la suma de residuos asociados a la muestra utilizando el criterio Lp sea mı´nima.
Cuando p = 1, el criterio L1 de minimizacio´n de residuos se denomina me´todo
de desviaciones absolutas, mientras que si p = 2, el criterio L2 de minimizacio´n
de residuos cuadra´ticos es conocido como me´todo de mı´nimos cuadrados. Cada
uno de ellos tiene sus ventajas y sus inconvenientes. Desde luego, el criterio
de mı´nimos cuadrados es el ma´s utilizado en el a´mbito de la regresio´n por sus
magn´ıficas propiedades y sus sencillez de uso. No obstante, el criterio L1 es ma´s
robusto en el sentido de que es menos sensible a la existencia de valores at´ıpicos
(es decir, valores excepcionales de la distribucio´n que son ma´s grandes o ma´s pe-
quen˜os que la mayor parte de los valores de la muestra). De esta forma, el criterio
L1 puede ser u´til en estudios donde la presencia de los valores extremos deba
ser ignorada de manera segura y efectiva. Si fuese importante prestar atencio´n a
los valores at´ıpicos, entonces el me´todo de mı´nimos cuadrados ser´ıa una opcio´n
mejor. Las soluciones encontradas utilizando el me´todo de mı´nimos cuadrados
son estables en el sentido de que, para cualquier pequen˜o ajuste de los datos,
el ajuste de regresio´n se movera´ so´lo ligeramente; es decir, los para´metros de
regresio´n son funciones continuas dependientes de los datos y, adema´s, este pro-
cedimiento siempre produce una u´nica solucio´n (en contraste con el me´todo de
desviaciones absolutas, el cual puede arrojar soluciones mu´ltiples e inestables).
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2.1.3. El me´todo de mı´nimos cuadrados para la regresio´n
lineal
Teniendo en cuenta las propiedades anteriores, la funcio´n de pe´rdida ma´s
utilizada es aque´lla que utiliza el criterio L2. En este caso, considerando una
funcio´n de pe´rdida cuadra´tica, diremos que se realiza un ajuste por mı´nimos
cuadrados. Otra de las suposiciones ma´s frecuentes (que lleva a un modelo re-
lativamente simple) consiste en asumir que la funcio´n f que se emplea para
desarrollar el proceso de regresio´n es lineal (en caso de no serlo, en algunas
ocasiones, el modelo se puede linealizar mediante transformaciones de las va-
riables). La Regresio´n Lineal Cla´sica, para cada observacio´n, asume el modelo
lineal siguiente:
yi = β0 + β1x1i + ...+ βNxN i + εi para cada i ∈ {1, 2, ..., n} ,
donde los para´metros βi son desconocidos y los residuos aleatorios εi han de
cumplir las siguientes condiciones.
1. El valor esperado de los residuos es cero, es decir, E[εi] = 0, para cada
i ∈ {1, 2, ..., n}.
2. La varianza de los residuos es un valor constante, o sea, V ar (εi) = σ
2 para
cada i ∈ {1, 2, ..., n} (esta propiedad se conoce como homocedasticidad).
3. Hay una ausencia de autocorrelacio´n entre los te´rminos aleatorios de los
distintos elementos de la muestra, lo que se traduce en que las covarianzas
Cov(εi, εj) toman el valor cero, para cualesquiera valores i, j ∈ {1, 2, ..., n}
con i 6= j.
El modelo lineal general se puede expresar en notacio´n matricial como sigue:
y = Xβ + ε,
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donde y es el vector de dimensio´n n que contiene las observaciones de la variable
respuesta, X es la matriz de dimensio´n n×(N+1) que contiene las observaciones
de la variable explicativa y una columna de unos, y β es el vector (N + 1) × 1
que contiene los para´metros desconocidos que queremos estimar, es decir:
y1
y2
...
yn
 =

1 x11 · · · x1N
1 x21 · · · x2N
...
...
. . .
...
1 xn1 · · · xnN


β0
β1
...
βN
+

ε1
ε2
...
εn
 .
Para encontrar una solucio´n al problema podemos considerar una funcio´n
pe´rdida como la funcio´n dada en (2.1). Sin embargo, tal y como hemos comen-
tado al principio, el me´todo de estimacio´n por mı´nimos cuadrados es el ma´s
utilizado y consiste en minimizar la suma de los residuos al cuadrado, es decir,
minimizar la expresio´n
SRC = ‖ ε ‖2 =
n∑
i=1
ε2i = ε
tε = (y −Xβ)t (y −Xβ) = yty−2ytXβ+βt (X tX) β.
Derivando con respecto a β e igualando a cero, obtenemos que el valor o´ptimo
para el para´metro (N + 1)-dimensional β es:
βˆ =
(
X tX
)−1
X ty. (2.2)
Este valor se conoce como estimador de mı´nimos cuadrados. El teorema de
Gauss-Markov asegura que e´ste es el estimador insesgado de mı´nima varianza
(lo que se conoce como eficiente). Esta propiedad es una de las razones por las
que este me´todo es ampliamente utilizado en diferentes contextos. Sin embargo,
este resultado no garantiza que la varianza de los estimadores sea necesariamente
pequen˜a. En concreto, el teorema de Gauss-Markov asegura que los estimadores
mı´nimo-cuadra´ticos son los mejores dentro de la clase de estimadores que son
insesgados y que se obtienen como funciones lineales de las observaciones, pero
no asegura que no puedan existir otros estimadores (por ejemplo, no lineales)
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que sean mejores. Por consiguiente, podr´ıa existir un estimador sesgado que
tuviera menor varianza que el calculado por mı´nimos cuadrados.
Cuando la varianza σ2 es desconocida, el estimador que se emplea para
aproximarla es
σˆ2 =
1
n+N − 1
n∑
i=1
(yi − yˆi)2 ,
donde los valores yˆi se obtienen utilizando la solucio´n dada en (2.2). A la ra´ız
cuadrada de σˆ2 se le denomina, a veces, el error esta´ndar de regresio´n y tiene
las mismas unidades que la variable respuesta. Dicha medida representa la des-
viacio´n esta´ndar de los valores de y sobre la recta de regresio´n estimada y puede
utilizarse como indicador del grado de ajuste del modelo de regresio´n, aunque al
tener las mismas unidades de medida que la variable endo´gena no nos permite
comparar la bondad de ajuste de dos modelos con variable endo´gena diferente.
Adema´s, debido a que σˆ2 depende de los residuos del modelo, cualquier viola-
cio´n de las hipo´tesis que se asumen sobre el modelo o cualquier especificacio´n
erro´nea del mismo pueden influir en σˆ2 como estimador de σ2. Por esta razo´n,
decimos que σˆ2 es un estimador de σ2 dependiente del modelo.
Utilizando la ecuacio´n lineal del modelo y la estimacio´n calculada para el
vector de para´metros desconocidos, podemos hacer estimaciones puntuales (o
predicciones) para la variable y, que denotamos por yˆi, para un valor determi-
nado Xi de X, mediante la expresio´n:
yˆi = βˆ0 + βˆ1x1i + ...+ βˆNxN i = Xβˆ.
Dado que cada estimacio´n esta´ sujeta a un margen de error, puede ser convenien-
te determinar un intervalo de confianza en el que suponemos que esta´ contenido
el verdadero valor de la variable estimada. Para obtener estos intervalos, pa-
ra resolver contrastes de hipo´tesis y para estudiar el comportamiento de los
para´metros que intervienen en el modelo, se supone que los residuos siguen una
determinada distribucio´n. Por lo general, se supone que dichos errores siguen
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una distribucio´n Normal esta´ndar:
εi ; N (0, 1) .
En estas condiciones, el estimador para el vector de coeficientes del modelo sigue
otra distribucio´n Normal, cuyos para´metros son:
βˆ ; N
(
β, σ2
(
X tX
)−1)
.
A partir de esta distribucio´n, es posible obtener un intervalo de confianza al
(1− α) 100 por ciento para los valores de β y resolver contrastes de hipo´tesis
sobre este para´metro concreto. Tambie´n hemos de destacar el hecho de que,
para resolver un problema de regresio´n, es necesario un nu´mero mı´nimo de
observaciones de tal forma que, a medida que este nu´mero aumenta, tambie´n
aumentan los grados de libertad y, as´ı, los intervalos de confianza se hacen cada
vez ma´s precisos.
2.1.4. Medidas de bondad del ajuste
Una primera evaluacio´n del ajuste de una recta de regresio´n puede hacerse
mediante la varianza residual, considerando que el modelo ajustado sera´ poco
representativo cuando la varianza residual es grande. Sin embargo, esta medi-
da no es u´til para comparar rectas de regresio´n de variables distintas, porque
depende de las unidades de medida de la variable dependiente.
Como medida ma´s adecuada del ajuste, existe un indicador de la dispersio´n
relativa que expresa la proporcio´n o el grado de variabilidad de la variable
dependiente explicada por el modelo lineal ajustado. A este indicador se le
denomina coeficiente de determinacio´n y resuelve el problema de las unidades
de medida. Dicho coeficiente se representa por R2 o r2. Para su ca´lculo, tenemos
en cuenta que la variabilidad del conjunto de datos se mide a trave´s de diferentes
sumas de cuadrados: la suma total de cuadrados, STC,
STC =
n∑
i=1
‖ yi − y¯ ‖2 ,
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la suma de cuadrados de regresio´n (tambie´n llamada suma de cuadrados expli-
cada), SEC,
SEC =
n∑
i=1
‖ f(Xi, a)− y¯ ‖2 ,
y la suma de cuadrados de los residuos (tambie´n llamada suma residual), SRC,
SRC =
n∑
i=1
‖ yi − f(Xi, a) ‖2 .
La definicio´n ma´s general que se puede dar del coeficiente de determinacio´n es
la siguiente:
R2 = 1− SRC
STC
.
En algunos casos (por ejemplo, para los modelos lineales), la suma total de
cuadrados es igual a la suma de las otras dos sumas de cuadrados y la definicio´n
anterior de R2 es equivalente a
R2 =
SEC
STC
=
SEC/n
STC/n
.
En esta u´ltima expresio´n, este coeficiente se obtiene como el cociente entre la
varianza explicada por la regresio´n y la varianza total y, por ello, a menudo se
interpreta como la proporcio´n de variabilidad de la respuesta explicada por la
regresio´n. En este caso, el coeficiente de determinacio´n tiene la propiedad de que
so´lo toma valores comprendidos entre 0 y 1 (0 ≤ R2 ≤ 1), y es usual expresarlo
en porcentaje. Puede comprobarse que si la recta ajustada pasa por todos los
puntos observados, entonces la varianza residual es nula y R2 = 1, en cuyo
caso el modelo de regresio´n explica el 100 % de la variabilidad de la variable y.
As´ı, valores de R2 cercanos a 1 se interpretan como que la mayor parte de la
variabilidad de la respuesta es explicada por el modelo de regresio´n. Por otro
lado, si la varianza explicada por la regresio´n es nula, entonces R2 = 0. Esto
sucede cuando la variable independiente (X) no es capaz de explicar ninguna
variacio´n de la variable dependiente (y).
El coeficiente de correlacio´n lineal de Pearson (rxy) tiene por objeto medir
el grado de asociacio´n lineal entre dos variables. Este coeficiente verifica que
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r2xy = R
2, por lo que toma valores entre −1 y 1. Sin embargo, posee la ventaja
de que su signo aporta nueva informacio´n: si r = −1, hay una asociacio´n lineal
negativa perfecta entre las variables de forma que cuando una variable crece, la
otra decrece; por contra, si r = 1, hay una asociacio´n lineal positiva perfecta
entre las variables, y el crecimiento de una variable conlleva tambie´n aumento en
la segunda; finalmente, si r = 0, no hay asociacio´n lineal entre las variables. Es
importante tener en cuenta que el coeficiente de correlacio´n lineal mide el grado
de asociacio´n lineal entre las variables, por lo que es un estad´ıstico inapropiado
si la relacio´n no es lineal.
Si los para´metros se estiman mediante el me´todo de mı´nimos cuadrados, el
coeficiente R2 aumentara´ a medida que crece el nu´mero de variables involucradas
en el modelo. Sin embargo, disponer de ma´s variables explicativas no siempre
significa aumentar la precisio´n con la que podemos determinar la variable res-
puesta. Este hecho nos lleva a introducir un coeficiente alternativo, denominado
R2-ajustado y denotado por R¯2, que trata de eliminar la influencia de variables
superfluas en la determinacio´n de la bondad del ajuste, que se define como:
R¯2 = 1− (1−R2) n− 1
n−N − 1 .
2.1.5. Diagnosis en el modelo de regresio´n lineal
Un aspecto que se olvida frecuentemente es que los modelos de regresio´n
se basan en hacer unas determinadas suposiciones sobre los datos y que e´stas
no siempre se cumplen, por lo que es preciso comprobar si las hipo´tesis ba´sicas
del modelo se dan en nuestros datos. Es lo que se conoce como diagnosis
del modelo. Tendremos que contrastar entre otras las hipo´tesis de linealidad,
normalidad, homocedasticidad, no autocorrelacio´n e independencia.
Hipo´tesis de normalidad: La hipo´tesis de normalidad de los errores alea-
torios es necesaria para realizar inferencias respecto a los para´metros y
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para la construccio´n de los intervalos de prediccio´n. El supuesto de nor-
malidad no es absolutamente esencial si el objetivo planteado consistiese
u´nicamente en la estimacio´n puntual de los para´metros del modelo. Como
hemos visto, los estimadores mı´nimo cuadra´ticos son estimadores o´ptimos,
con independencia de la distribucio´n de probabilidad que siga el te´rmino
de perturbacio´n aleatoria. Si adema´s la variable aleatoria se distribuye
normalmente, puede demostrarse que los estimadores mı´nimo cuadra´ti-
cos tendera´n a serlo tambie´n, a medida que aumente indefinidamente el
taman˜o de la muestra.
Hipo´tesis de no multicolinealidad: Esta hipo´tesis implica que ninguna de
las variables explicativas puede obtenerse como combinacio´n lineal de las
dema´s. Si una combinacio´n lineal de las columnas de X puede ser cercana
a 0, el ca´lculo de (X tX)
−1
se vuelve inestable y esto produce un aumento
considerable del valor absoluto de los coeficientes.
Hipo´tesis de homocedasticidad: El termino σ2 puede no ser constante,
y variar entre las diversas observaciones, lo que se denomina problema
de heterocedasticidad. En presencia de heterocedasticidad los estimadores
mı´nimos cuadra´ticos de los coeficientes de regresio´n siguen siendo inses-
gados aunque su varianza ya no sera´ la mı´nima posible. Esto implica que
los coeficientes de regresio´n tendra´n errores esta´ndares ma´s grandes y los
contrastes se vera´n gravemente afectados debido a una pe´rdida de sensi-
bilidad.
Hipo´tesis de no autocorrelacio´n e independencia: La acepcio´n ma´s fre-
cuente del te´rmino autocorrelacio´n hace referencia a la correlacio´n exis-
tente entre los elementos de una serie de observaciones ordenadas en el
tiempo o en el espacio. En el contexto de la regresio´n se supone que la
autocorrelacio´n no existe en los errores aleatorios. Si esto no fuera as´ı, es-
tar´ıamos ante el problema de existencia de autocorrelacio´n. Los efectos de
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la autocorrelacio´n sobre los estimadores pueden ser muy graves: los inter-
valos de confianza y contrastes de hipo´tesis basados en las distribuciones
t de student y F de Snedecor ya no ser´ıan apropiados. Tampoco lo ser´ıan
los intervalos para las predicciones. Generalmente, la subestimacio´n de la
varianza proporciona al analista una falsa impresio´n de precisio´n.
Hipo´tesis de linealidad: La hipo´tesis de relacio´n lineal entre la variable
respuesta y las variables explicativas es una asuncio´n ba´sica en el ana´lisis
de regresio´n. En ocasiones encontramos que esta suposicio´n es inapropiada.
2.1.6. Seleccio´n de variables explicativas
En muchas situaciones se dispone de un conjunto grande de posibles varia-
bles explicativas, una primera pregunta es saber si todas las variables deben de
entrar en el modelo de regresio´n y, en caso negativo, se quiere saber que´ variables
deben entrar y que´ variables no deben entrar en el modelo de regresio´n. Intui-
tivamente parece bueno introducir en el modelo todas las variables explicativas
significativas (segu´n el contraste individual de la t) al ajustar el modelo con
todas las variables posibles. Pero este procedimiento no es adecuado porque en
la varianza del modelo influye el nu´mero de variables del modelo y e´sta crece al
aumentar el nu´mero de variables explicativas. Adema´s puede haber problemas
de multicolinealidad cuando hay muchas variables explicativas.
Para responder a este problema se dispone de diferentes procedimientos es-
tad´ısticos. Bajo la hipo´tesis de que la relacio´n entre las variables regresoras y la
variable respuesta es lineal existen procedimientos paso a paso (o stepwise) que
permiten elegir el subconjunto de variables regresoras que deben estar en el mo-
delo. El algoritmo paso a paso tiene las ventajas del algoritmo de introduccio´n
progresiva pero lo mejora al no mantener fijas en el modelo las variables que ya
entraron en una etapa, evitando de esta forma problemas de multicolinealidad.
En la pra´ctica, es un algoritmo muy utilizado ya que proporciona resultados
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razonables cuando se tiene un nu´mero grande de variables explicativas.
Finalmente comentar que cuando tenemos una variable dependiente dico-
to´mica que deseamos predecir, o para la que queremos evaluar la asociacio´n o
relacio´n con otras (ma´s de una) variables independientes y de control, el procedi-
miento a realizar es una Regresio´n Log´ıstica (binaria) Multivariante. La Regre-
sio´n Log´ıstica es probablemente el tipo de ana´lisis multivariante ma´s empleado
en Ciencias de la Vida. No cabe ninguna duda que este tipo de regresio´n es una
de las herramientas estad´ısticas con mejor capacidad para el ana´lisis de datos en
investigacio´n cl´ınica y epidemiolog´ıa, de ah´ı su amplia utilizacio´n. En este caso,
la variable no sigue una distribucio´n normal, sino binomial. Para dar solucio´n
a este problema se hace una transformacio´n del modelo esta´ndar, resultando el
modelo log´ıstico
pi(x) =
eXβ
1 + eXβ
El me´todo de estimacio´n que se utiliza en este caso es el de ma´xima verosimilitud
que consiste en elegir los para´metros de un modelo como aquellos que hagan
ma´xima la probabilidad de obtener la muestra observada, de acuerdo con los
datos disponibles.
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2.2. Teor´ıa de Conjuntos Difusos
Desde la aparicio´n de la teor´ıa de conjuntos difusos, son incontables las
aplicaciones que se han hecho de ella en el mundo de la investigacio´n y de la
ingenier´ıa. A continuacio´n, presentamos algunos conceptos fundamentales de
esta teor´ıa.
2.2.1. Valores Difusos
En esta seccio´n vamos a introducir las nociones que utilizaremos de conjunto
difuso y de nu´mero difuso. Para ello, recordamos brevemente la motivacio´n
inicial que llevo´ a Zadeh, en 1969, a definir el concepto de conjunto difuso.
Sea X un conjunto no vac´ıo que sirva a modo de universo. Un subconjunto
A de X puede verse como una coleccio´n concreta de elementos de X. Dado un
elemento x de X, escribimos x ∈ A si x esta´ incluido en A y escribimos x /∈ A
si el elemento x no pertenece a A. De esta forma, a cada subconjunto A de X
podemos asociarle la siguiente funcio´n:
µA : X → {0, 1}, µA(x) =
 1, si x ∈ A,0, si x /∈ A.
La funcio´n µA se denomina funcio´n caracter´ıstica del subconjunto A y, dentro
de X, lo determina completamente puesto que un elemento de X pertenece
a A si µA toma el valor 1 sobre e´l, y no pertenece a A si µA toma el valor
cero. Si reemplazamos el conjunto discreto {0, 1} por el intervalo real [0, 1], una
aplicacio´n F : X → [0, 1] puede expresar, para cada punto x del universo X, la
probabilidad (o certidumbre) que tenemos de que el elemento x pertenezca al
conjunto difuso. De esta forma, un conjunto difuso no es ma´s que una coleccio´n
de elementos en un universo provistos de un cierto grado (expresado entre 0
y 1) de pertenencia al conjunto. El grado ma´ximo de pertenencia es 1 cuando
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estamos seguros de que el elemento pertenece al conjunto, y el grado mı´nimo es
0 cuando tenemos la seguridad de que el elemento no pertenece al conjunto. No
obstante, existe una amplia gama de valores intermedios que expresan nuestro
grado de certeza sobre la pertenencia o no del elemento al conjunto.
Existen muchas nociones diferentes de nu´mero difuso, en el que el ma´ximo
de la funcio´n de pertenencia puede ser menor que 1 o en la que sus conjuntos
de nivel no son necesariamente intervalos (ve´ase [65, 66, 49, 50]). No obstante,
para nuestros propo´sitos, seguiremos la siguiente definicio´n. En lo que sigue,
R denotara´ el conjunto de los nu´meros reales, R+0 = [0,∞) sera´ el intervalo
formado por todos los nu´meros reales no negativos e I sera´ el intervalo cerrado
[0, 1].
Definicio´n 2.2.1 (Conjunto difuso) Un conjunto difuso sobre R es una funcio´n
A : R→ I.
Como hemos indicado anteriormente, el valor A(x) denota el grado de per-
tenencia del nu´mero real x al conjunto difuso A.
Definicio´n 2.2.2 (α-corte) Dado un conjunto difuso A y un nu´mero α ∈ (0, 1],
el α-corte (o el conjunto de nivel α) de A, que denotamos por Aα, es el conjunto
Aα = {x ∈ R : A(x) ≥ α}.
Los nu´meros difusos que utilizaremos son conjuntos difusos que cumplen
ciertas condiciones (para ma´s detalles acerca de la nocio´n de nu´mero difuso,
remitimos al lector a [17, 18, 19, 40, 68]).
Definicio´n 2.2.3 (Nu´mero difuso) Un nu´mero difuso sobre R es un conjunto
difuso A sobre R tal que, para todo α ∈ (0, 1], el conjunto de nivel Aα = {x ∈
R : A(x) ≥ α} es un intervalo cerrado y no vac´ıo de R.
Es claro que si 0 < α ≤ β ≤ 1, entonces A1 ⊆ Aβ ⊆ Aα. De esta forma, A1
es siempre el menor conjunto de nivel del nu´mero difuso A.
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Definicio´n 2.2.4 (Nu´cleo) El nu´cleo de un nu´mero difuso A es su 1-corte, es
decir,
kerA = A1 = {x ∈ R : A(x) = 1}.
Figura 2.1: Un ejemplo de nu´mero difuso cuyo nu´cleo es {10}
Dado que so´lo consideramos nu´meros difusos cuyo nu´cleo sea no vac´ıo, e´stos
deben cumplir la hipo´tesis de normalidad, es decir, para cada nu´mero difuso
A, existe x0 ∈ X tal que A(x0) = 1. Sin embargo, con la nocio´n anterior, un
nu´mero difuso A podr´ıa no tomar el valor cero (ve´ase la Figura 2.2).
Figura 2.2: Un nu´mero difuso que no se anula en R.
Tiene entonces sentido realizar la siguiente definicio´n.
Definicio´n 2.2.5 (Soporte) El soporte de un nu´mero difuso A es la clausura en
R del conjunto de valores sobre los que A toma valores estrictamente positivos,
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es decir,
suppA = {x ∈ R : A(x) > 0}.
En lo que sigue, so´lo consideraremos nu´meros difusos con soporte compac-
to y denotaremos por F a la familia de todos los nu´meros difusos (de soporte
compacto). De esta forma, los nu´meros difusos sobre R que utilizaremos son
aque´llos cuyos α-cortes son intervalos cerrados y cuyo soporte es acotado. En
particular, para cada α ∈ I, el α-corte Aα de un nu´mero difuso A es un subin-
tervalo compacto (y no vac´ıo) de R. Consecuentemente, puede expresarse como
Aα = [ aα, aα ], donde aα es el extremo inferior y aα es el extremo superior del
intervalo Aα. Siguiendo esta notacio´n, tambie´n denotamos el soporte de A por
suppA = A0 = [ a0, a0 ].
Dado un nu´mero difuso A y variando α on I, podemos considerar dos funcio-
nes a, a : I→ R donde a (α) = aα y a (α) = aα para todo α ∈ I. Estas funciones
determinan completamente el nu´mero difuso A, es decir, es equivalente conocer
un nu´mero difuso A : R→ I que sus funciones asociadas a, a : I→ R.
Lema 2.2.6 (Ve´ase [24]) Un conjunto difuso A es un nu´mero difuso si, y solo
si, existen dos funciones continuas a la izquierda a, a : I → R tales que a es no
decreciente, a es no creciente y Aα = [ aα, aα ] para todo α ∈ I.
Un intervalo compacto real queda determinado por su centro (su punto me-
dio) y su amplitud (la distancia entre sus extremos). Utilizaremos el te´rmino
radio de un intervalo compacto para denotar a la mitad de su amplitud, es de-
cir, a la distancia entre su centro y uno de sus extremos. De esta forma, si c ∈ R
es el centro y r ≥ 0 es el radio, entonces el intervalo es [c− r, c+ r]. Aplicadas
estas nociones al nu´cleo A1 = [ a1, a1 ] de un nu´mero difuso A, introducimos los
siguientes conceptos.
Definicio´n 2.2.7 (Centro y amplitudes) El nu´mero real
DcA = a1 + a1
2
(2.3)
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es el centro de un nu´mero difuso A, y su amplitud (en ingle´s, spread) es
sprA = a1 − a1
2
.
No´tese que podemos considerar dos funciones Dc : F → R y spr : F → R+0
que asignan, a cada nu´mero difuso A, su centro y su radio, respectivamente.
Como toman valores reales, ambas funciones pierden informacio´n del nu´mero
difuso. En este sentido, se las denomina defusificaciones.
En lo que sigue, una defusificacio´n1 sera´ un proceso en el que las cantidades
difusas se aproximan por nu´meros reales (vistos como nu´meros difusos escalares
o crisp), es decir, una funcio´n D : F → R. Existen muchos me´todos de valo-
racio´n diferentes con una amplia variedad de nombres, algunos muy conocidos:
valor medio, ambigu¨edad, valor esperado, centro de gravedad, a´rea bajo el nu´mero
difuso, etc. (ve´ase, por ejemplo, [5, 66]). Nosotros no impondremos condiciones
adicionales a las defusificaciones que consideraremos en esta memoria. No obs-
tante, acorde a (2.3), una de las defusificaciones ma´s importantes (denotada por
Dc) es la que a cada nu´mero difuso A le asocia su centro DcA.
2.2.2. Algunas clases de nu´meros difusos
A continuacio´n, presentamos una familia de nu´meros difusos que poseen
formas geome´tricas muy simples pero que, a la vez, son ampliamente utilizados
en la investigacio´n actual ya que satisfacen las necesidades de modelizacio´n que
se plantean en los problemas difusos y, en general, son ma´s fa´ciles de fijar y de
manejar.
Definicio´n 2.2.8 (Nu´mero difuso generalizado de tipo LR generalizado) Un
nu´mero difuso (generalizado) de tipo LR (left right, de Dubois y Prade) [17,
1Del ingle´s defuzzification. A lo largo de esta Memoria, preferimos el te´rmino defusificacio´n
en lugar de defuzzificacio´n porque nos parece ma´s natural.
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18, 19] es un nu´mero difuso A = (a1/a2/a3/a4)LR, donde a1, a2, a3, a4 ∈ R,
a1 ≤ a2 ≤ a3 ≤ a4, dado por la siguiente funcio´n de pertenencia:
A(x) =

L
(
x− a1
a2 − a1
)
, si a1 < x < a2,
1, si a2 ≤ x ≤ a3,
R
(
a4 − x
a4 − a3
)
, si a3 < x < a4,
0, en cualquier otro caso,
donde L,R : I→ I son funciones continuas y estrictamente crecientes tales que
L(0) = R(0) = 0 y L(1) = R(1) = 1.
Figura 2.3: Representacio´n gra´fica del nu´mero difuso LR (a/b/c/d)LR.
Claramente, el nu´cleo de A es [a2, a3] y su soporte es [a1, a4]. Una clase de
nu´meros difusos (generalizados) de tipo LR que esta´n determinados de manera
u´nica por sus nu´cleos y sus soportes son los nu´meros difusos trapezoidales.
Definicio´n 2.2.9 (Nu´mero difuso trapezoidal (generalizado)) Un nu´mero difu-
so (generalizado) trapezoidal es un nu´mero difuso A = (AI/AJ/AR/AS), donde
AI , AJ , AR, AS ∈ R son nu´meros reales que verifican AI ≤ AJ ≤ AR ≤ AS, y
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cuya funcio´n de pertenencia viene dada por:
A(x) =

x− AI
AJ − AI , si A
I < x < AJ ,
1, si AJ ≤ x ≤ AR,
AS − x
AS − AR , si A
R < x < AS,
0, en cualquier otro caso.
Denotaremos por T a la familia formada por todos los nu´meros difusos trape-
zoidales (generalizados) sobre R.
La Figura 2.4 muestra la representacio´n gra´fica del nu´mero difuso trapezoidal
(a/b/c/d), donde a, b, c y d son nu´meros reales tales que a < b < c < d.
Figura 2.4: Representacio´n gra´fica del nu´mero difuso trapezoidal (a/b/c/d).
Los nu´meros difusos trapezoidales son casos particulares de los nu´meros
difusos LR, donde L(x) = R(x) = x para todo x ∈ I. Claramente, el nu´cleo de
un nu´mero trapezoidal A es [AJ , AR], y su soporte es [AI , AS]. De esta forma,
comprobamos que estos nu´meros esta´n caracterizados por sus nu´cleos y sus
soportes, es decir, si A y B son dos nu´meros difusos trapezoidales, entonces
A = B si, y so´lo si, kerA = kerB y suppA = suppB.
En realidad, el concepto tradicional de nu´mero difuso trapezoidal ocurre
cuando AI < AJ < AR < AS, pues su representacio´n gra´fica es la de un trapecio
de altura 1, cuya base menor es su nu´cleo [AJ , AR] y cuya base mayor es su
soporte [AI , AS]. En este caso, los nu´meros AI , AJ , AR y AS se denominan
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esquinas (en ingle´s, corners) del nu´mero difuso. No obstante, permitiendo la
igualdad entre algunos de estos valores, incluimos algunas clases de nu´meros
difusos que no son continuos como aplicaciones.
(a) Trapezoidal (b) Triangular (c) No continuo
(d) No continuo (e) Real (f) Rectangular
Figura 2.5: Distintas clases de nu´meros difusos trapezoidales (generalizados).
Basa´ndonos en la forma de su representacio´n gra´fica, podemos distinguir
entre los siguientes tipos de nu´meros trapezoidales.
Definicio´n 2.2.10 Un nu´mero difuso trapezoidal A = (AI/AJ/AR/AS) es:
real (o crisp) si AI = AJ = AR = AS;
rectangular si AI = AJ ≤ AR = AS;
triangular si AI ≤ AJ = AR ≤ AS.
Claramente, R puede embeberse en T si interpretamos cada nu´mero real
como su correspondiente valor difuso crisp: si r ∈ R, entonces r˜ ∈ T , donde
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r˜ : R→ I esta´ dado, para todo x ∈ R, por
r˜(x) =
 1, si x = r,
0, si x 6= r.
El centro del nu´mero trapezoidal A = (AI/AJ/AR/AS) es
Ac =
AJ + AR
2
.
No obstante, en este caso, cabe hablar de sus tres amplitudes (o spreads), que
vienen dados por los siguientes valores no negativos:
Am =
AR − AJ
2
≥ 0, A` = AJ − AI ≥ 0, As = AS − AR ≥ 0.
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es decir, si A y B son dos nu´m r s difusos trapezoidales, entondes A = B s´ı, y
so´lo s´ı, kerA = kerB y suppA = suppB.
Claramente, el nu´cleo de A es [AJ , AR] y su soporte es [AI , AS]. El nu´mero
Ac = A
J+AR
2
es su centro y los diferenciales (spreads) son los siguientes valores:
Am =
AR − AJ
2
≥ 0, A` = AJ − AI ≥ 0, As = AS − AR ≥ 0.
El centro y los diferenciales tambie´n determinan un nu´mero difuso trapezoidal
ya que AI = Ac − Am − A`, AJ = Ac − Am, AR = Ac + Am y AS = Ac +
Am + As. En este sentido tambie´n es usual utilizar la siguiente notacio´n A =
Tra(Ac, Am, A`, As) (ve´ase Fig. 2.1).
   
0 
 1 
AI      AJ   Ac  AR                   AS    
Al     A
m  Am        Ar   
 
0 
 1 
AI    AJ = Ac = AR                 AS    
    Al                    Ar   
 
0 
 1 
   AI =AJ   Ac  AR                AS    
        A
m  Am        Ar   
 
Figura 2.1: Ejemplos de nu´meros trapezoidales generalizados
Sea T la familia de todos los nu´meros difusos trapezoidales (generalizados)
sobre R. Claramente, R puede embeberse en T : si r ∈ R, entonces r˜ ∈ T , donde
r˜ : R→ I esta´ dado, para todo x ∈ R, por
r˜(x) =
 1, if x = r,0, if x 6= r.
Un nu´mero difuso trapezoidal es real (respectivamente, rectangular, triangular)
si a1 = a2 = a3 = a4 (respectivamente, a1 = a2 ≤ a3 = a4, a1 ≤ a2 = a3 ≤ a4).
Un nu´mero trapezoidal real se dice que es un nu´mero difuso crisp (cuanti-
tativo).
Finalmente comentar que los investigadores que trabajan con nu´meros di-
fusos trapezoidales suelen considerar las defuzzificaciones que asignan, a cada
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El centro y las tres amplitudes tambie´n determinan un nu´mero difuso tra-
pezoidal ya que
AI = Ac − Am − A`,
AJ = Ac − Am,
AR = Ac + Am,
AS = Ac + Am + As.
En este sentido, es usual utilizar la siguiente notacio´n:
A = Tra(Ac, Am, A`, As), (2.4)
donde el primer argumento Ac denota su centro y sus tres u´ltimos argumentos
son las amplitudes del nu´mero difuso trapezoidal A (ve´ase la Figura 2.6).
Obse´rvese que un nu´mero difuso trapezoidal A = Tra(Ac, Am, A`, As) es
triangular si, y so´lo si, Am = 0. De esta forma, denotaremos por
A = Tri(Ac, A`, As)
al u´nico nu´mero difuso triangular cuyo centro es Ac y cuyas amplitudes (iz-
quierda y derecha) son A` y As. Y en el caso de que las amplitudes izquierda y
derecha sean iguales, denotaremos por
A = Tri(Ac, A)
al u´nico nu´mero difuso triangular sime´trico cuyo centro es Ac y cuyas amplitudes
(izquierda y derecha) son A` = As = A.
2.2.3. Operaciones entre nu´meros difusos
Existe una aritme´tica entre los nu´meros difusos (ve´ase [40]) que extiende la
aritme´tica real. Sin embargo, la forma ma´s habitual para operar con nu´meros
difusos es utilizando la aritme´tica de intervalos con los α-cortes y las funciones
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a y a. De esta forma, la suma y el producto por escalares positivos se define
como sigue: para cada A,B ∈ F y cada r > 0,
C = A+ B siendo cα = aα + bα y cα = aα + bα,
E = rA siendo eα = raα y eα = raα.
Cuando r ∈ R y A ∈ F , escribiremos r +A = r˜ +A.
Proposicio´n 2.2.11 1. Si a, b ∈ R y A ∈ F , entonces a + (b + A) = (a +
b) +A.
2. Si r ∈ R, A,B ∈ F y r +A = r + B, entonces A = B.
3. Si r ∈ R, A,B ∈ F y A = r + B, entonces B = (−r) +A.
Demostracio´n : (1) Dado que [r˜]α = [r, r] para cada r ∈ R, deducimos que, para
cada α ∈ I,
[ r +A ]α =
[
r +Aα, r +Aα
]
= [ r + aα, r + aα ] .
De esta forma,
[ a+ (b+A) ]α = [ a+ (b+ aα) , a+ (b+ aα) ] = [ (a+ b) + aα, (a+ b) + aα ]
= [ (a+ b) +A) ]α .
Dado que los α-cortes determinan el nu´mero difuso, concluimos que a+(b+A) =
(a+ b) +A.
(2) Teniendo en cuenta que, para cada α ∈ I,
[ r + aα, r + aα ] = [ r +A ]α = [ r + B ]α =
[
r + bα, r + bα
]
,
concluimos que aα = bα y aα = bα, por lo que A = B.
(3) Si, para cada α ∈ I,
[ aα, aα ] = [A ]α = [ r + B ]α =
[
r + bα, r + bα
]
,
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entonces aα = r + bα y aα = r + bα. De esta forma, bα = (−r) + aα y bα =
(−r) + aα, lo que, razonando como antes, significa que B = (−r) +A.
Lema 2.2.12 Si D es una defusificacio´n y A ∈ T , entonces existe un u´nico D∗A ∈
T tal que A = DA+D∗A.
Demostracio´n : So´lo hay que tomar a = DA ∈ R y D∗A = (−a) +A. Entonces,
utilizando el primer apartado de la Proposicio´n 2.2.11, se tiene que
DA+D∗A = a+ ((−a) +A) = (a− a) +A = A.
Y su unicidad se deduce del tercer apartado de la misma proposicio´n.
En el siguiente resultado, describimos algunas relaciones entre esta aritme´ti-
ca y una familia de defusificaciones que incluye, como caso particular, a la
defusificacio´n Dc.
Lema 2.2.13 Para todo i ∈ {1, 2, . . . , n}, sean βi, γi ∈ R y αi ∈ I constantes
arbitrarias y sea D : F → R la defusificacio´n dada por:
DA =
n∑
i=1
(
βi aαi + γi aαi
)
para cada A ∈ F .
Entonces, para cada A,B ∈ F y cada r > 0, se tiene que:
D(A+ B) = DA+DB y D(rA) = rDA
En particular, si Dc es la defusificacio´n dada en (2.3), entonces
Dc(A+ B) = DcA+DcB and Dc(rA) = rDcA.
Demostracio´n : Es claro que:
D(A+ B) =
n∑
i=1
(
βi A+ Bαi + γi A+ Bαi
)
=
n∑
i=1
(
βi(aαi + bαi) + γi(aαi + bαi)
)
=
n∑
i=1
(
βiaαi + γiaαi
)
+
n∑
i=1
(
βibαi + γibαi
)
= DA+DB.
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De manera ana´loga,
D(rA) =
n∑
i=1
(
βirAαi + γirAαi
)
=
n∑
i=1
(
βirAαi + γirAαi
)
= r
n∑
i=1
(
βiaαi + γiaαi
)
= rDA.
Como DcA = (1/2)a1 + (1/2)a1 para todo A ∈ F (es decir, n = 1 y β1 = γ1 =
1/2), las mismas propiedades se verifican para Dc.
2.2.4. Variables aleatorias difusas
Las variables aleatorias difusas esta´n cobrando un gran intere´s en la u´ltimos
an˜os debido a su enorme aplicabilidad en estudios de tipo probabil´ıstico. En
primer lugar, recordamos el concepto de vector aleatorio.
Definicio´n 2.2.14 (Vector aleatorio) Sea (Ω,A, P ) un espacio de probabilidad
y sea (RN ,B) su σ-a´lgebra de Borel. Un vector aleatorio es cualquier funcio´n
medible X : Ω→ RN . Si N = 1, diremos que X es una variable aleatoria.
Las variables aleatorias reales cla´sicas se denominan variables aleatorias crisp
(cuantitativas) en el contexto difuso. Existen otras nociones de variable aleatoria
difusa que han sido introducidas por diferentes autores. Entre ellas, destacamos
las siguientes dos:
la definicio´n debida a Kwa¨kernaak [35], que interpreta una variable alea-
toria difusa como una percepcio´n difusa de una variable aleatoria cuanti-
tativa (crisp); y,
la debida a Puri y Ralescu [48], que considera las variables aleatorias
difusas como conjuntos aleatorios difusos.
En esta memoria, utilizamos la segunda concepcio´n.
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Definicio´n 2.2.15 ( Variable aleatoria difusa) Sea (Ω,A, P ) un espacio de pro-
babilidad. Se dice que una funcio´n X : Ω → F es una variable aleatoria difusa
con valores en el espacio medible (Ω,A) si, para cada α ∈ [0, 1], el α-corte
Xα : Ω → R dado por Xα(ω) = X(ω)α para todo ω ∈ Ω, es una variable
aleatoria.
Definicio´n 2.2.16 ( Variable aleatoria difusa trapezoidal) Una funcio´n X :
Ω → T es una variable aleatoria difusa trapezoidal si la representacio´n de
X , dada por
(XI/XJ/XR/XS) : Ω→ R4,
es un vector aleatorio.
2.2.5. Valor esperado de una variable aleatoria difusa
En ocasiones es interesante resumir la informacio´n de una variable aleatoria
difusa utilizando un u´nico valor que nos permita conocer globalmente su com-
portamiento, realizar comparaciones, etc. La siguiente nocio´n de valor esperado
de una variable aleatoria difusa tambie´n se debe a Puri y Ralescu [48].
Definicio´n 2.2.17 ( Valor esperado de una variable aleatoria difusa trapezoi-
dal) El valor esperado de una variable aleatoria difusa trapezoidal X , es el u´nico
conjunto difuso E[X ] en T cuya representacio´n es
(E[XI ]/E[XJ ]/E[XR]/E[XS]).
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CAPI´TULO 3
Medida de la distancia entre nu´meros
difusos
Uno de los problemas con mayores aplicaciones en las diversas ramas de la
ciencia es el de encontrar una nocio´n de distancia entre objetos de diferentes
clases que sea acorde al tipo de objetos que se manejan. Entre nu´meros reales,
sin duda alguna, la distancia eucl´ıdea es la ma´s conocida y utilizada. En un con-
junto arbitrario X, una distancia es una funcio´n d que a cada par de elementos
de X le asocia un nu´mero real, y que verifica cuatro archiconocidas propiedades
(entre ellas, la desigualdad triangular). En el conjunto F de los nu´meros difusos
es relativamente sencillo inventarse una distancia real. Sin embargo, al tratarse
F de un conjunto de nu´meros difusos, no parece adecuado que la distancia en-
tre dos nu´meros difusos sea un nu´mero real, debido esencialmente a la enorme
pe´rdida de informacio´n que ello conlleva. Desde luego, parece ma´s coherente que
la distancia entre dos nu´meros difusos sea otro nu´mero difuso. En este campo
no se han hecho grandes avances, especialmente cuando se afronta el conjunto
F en toda su extensio´n (entre ciertas clases de nu´meros difusos concretos, por
ejemplo, entre nu´meros triangulares y/o trapezoidales, s´ı se pueden encontrar
ma´s aportaciones). La diferencia entre dos nu´meros difusos no sirve como dis-
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tancia pues, entre otras cuestiones, no existe una forma adecuada de definir la
diferencia entre dos nu´meros difusos que sea coherente con la suma, es decir, de
manera que A−A sea el nu´mero difuso 0˜).
En el pasado, muchos/as autores/as han anunciado la presentacio´n de di-
versas me´tricas en el conjunto F , pero sus formas de medir la distancia entre
dos nu´meros difusos no cumpl´ıan todas las condiciones para ser una aute´ntica
me´trica: en algunas ocasiones porque no cumpl´ıan la desigualdad triangular y,
en otras, porque la distancia pod´ıa ser cero partiendo dos nu´meros difusos di-
ferentes. En realidad, recientemente se habla ma´s de medida de similitud (en
ingle´s, similarity measure) que de me´trica en el conjunto F , pues se trata ma´s
de determinar co´mo de parecidos o de diferentes son dos nu´meros difusos que
de cumplir estrictamente con los axiomas de distancia. En este cap´ıtulo presen-
tamos varias formas de medir la similitud entre dos nu´meros difusos, de manera
que se obtenga un nuevo nu´mero difuso, de forma que, en muchos casos, nuestra
definicio´n puede considerarse una aute´ntica distancia. Nuestra metodolog´ıa tiene
en cuenta la forma geome´trica de los nu´meros de partida y depende de algunas
de las caracter´ısticas esenciales de los mismos. Adema´s, se podra´ tener cierto
control sobre las formas geome´tricas que se deseen obtener como distancias.
3.1. Medidas de distancias entre conjuntos ar-
bitrarios
En esta seccio´n vamos a introducir las caracter´ısticas ba´sicas que debe cum-
plir una aplicacio´n que pretenda extender el concepto de distancia sobre un
conjunto X, pero tomando valores sobre el propio conjunto X. Ma´s adelante,
aplicaremos esta visio´n al conjunto F formado por todos los nu´meros difusos.
Antes de ello, recordemos que una me´trica (o distancia) sobre un conjunto
no vac´ıo X es cualquier funcio´n d : X × X → R que verifique las siguientes
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propiedades.
Positividad: para cada x, y ∈ X se tiene que d(x, y) ≥ 0.
Identidad de los indiscernibles: para cada x, y ∈ X se tiene que d(x, y) = 0
si, y so´lo si, x = y.
Simetr´ıa: para cada x, y ∈ X se tiene que d(x, y) = d(y, x).
Desigualdad triangular: para cada x, y, z ∈ X se tiene que d(x, z) ≤
d(x, y) + d(y, z).
Si d es una me´trica sobre X, se dice que el par (X, d) es un espacio me´trico.
Con objeto de extender la definicio´n anterior a un conjunto arbitrario X,
debemos empezar por considerar una aplicacio´n d : X × X → X que tome
valores sobre el propio conjunto X. Una de las primeras dificultades consiste
en determinar el tipo de valores no negativos que conformara´n el rango de la
me´trica. Para ello, utilizaremos un punto concreto del espacio y un orden parcial
(o, en general, una relacio´n binaria) sobre el conjunto. Adema´s, este conjunto
debera´ estar provisto de una operacio´n suma que sea coherente con el orden
parcial de cara a verificar algu´n tipo de desigualdad triangular.
Planteado este problema sobre un conjunto X arbitrario, la respuesta no
parece trivial. Por ejemplo, si X es la siguiente familia de etiquetas lingu¨´ısticas
X = { “muy malo”, “malo”, “regular”, “bueno”, “muy bueno” } ,
entonces, ¿que´ etiqueta puede considerarse como la distancia entre “regular” y
“bueno”? Au´n as´ı, el conjunto anterior esta´ intuitivamente ordenado. No obs-
tante, si X es un conjunto finito de colores, ¿que´ otro color puede considerarse
como la distancia entre ellos?
Como una primera aproximacio´n al problema antes mencionado, presenta-
mos una forma natural de manejar una medida de la distancia entre dos puntos
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de un conjunto X que toma valores sobre el mismo conjunto X. Un orden parcial
y un punto fijo sera´n los conceptos clave que nos permiten considerar elementos
no negativos sobre X. Ma´s adelante presentaremos ejemplos de esta clase de dis-
tancias sobre el conjunto formado por todos los intervalos reales y compactos,
y estudiaremos algunas propiedades.
Definicio´n 3.1.1 Una relacio´n binaria sobre X es un subconjunto no vac´ıo R
de X ×X. Por simplicidad, denotamos x y si (x, y) ∈ R, y diremos que  es
la relacio´n binaria sobre X. Esta notacio´n nos permite escribir x ≺ y cuando
x  y y x 6= y. Escribiremos y  x cuando x  y. Diremos que x e y son -
comparables, y escribiremos x  y, si x  y o y  x. Una relacio´n binaria 
sobre X es reflexiva si x x para cada x ∈ X; es transitiva si x z para cada
x, y, z ∈ X tales que x y e y  z; y es antisime´trica si x y e y  x implican
que x = y.
Una relacio´n reflexiva y transitiva 4 sobre X es un preorden (o un quasior-
den) sobre X. En tal caso, (X,4) es un espacio preordenado. Si un preorden
4 es tambie´n antisime´trico, entonces 4 se llama un orden parcial, y (X,4)
es un espacio parcialmente ordenado (o un conjunto parcialmente ordenado).
Utilizaremos el s´ımbolo  para denotar una relacio´n binaria general sobre X,
y el s´ımbolo 4 para una relacio´n binaria reflexiva sobre X (por ejemplo, un
preorden o un orden parcial).
Definicio´n 3.1.2 Sea 0X un punto de un conjunto X dotado de una relacio´n
binaria 4 (usualmente, supondremos que se trata de un orden parcial). Consi-
deremos el conjunto
X+0,4 = {x ∈ X : 0X 4 x}
y sea s : X+0,4 × X+0,4 → X+0,4 una aplicacio´n. Una funcio´n de distancia sobre
(X, 0X ,4, s) (o una me´trica) es una aplicacio´n d : X ×X → X+0,4 que verifica,
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para cualquier x, y, z ∈ X,
(i) d(x, x) = 0X ,
(ii) si d(x, y) = 0X , entonces x = y;
(iii) d(x, y) = d(y, x),
(iv) d(x, z) 4 s(d(x, y), d(y, z))
En tal caso, diremos que (X, 0X , s) es un espacio me´trico con respecto al
orden parcial 4. La funcio´n d es:
una pseudome´trica si verifica (i), (iii) y (iv);
una semime´trica ( sobre (X, 0X ,4)) si verifica (i), (ii) y (iii);
una pseudosemime´trica ( sobre (X, 0X ,4)) si verifica (i) y (iii).
No´tese que la positividad de la me´trica d se impone al tomar e´sta valores
sobre el subconjunto X+0,4, y la identidad de los indiscernibles se desdobla en las
propiedades (i) y (ii). Obse´rvese tambie´n que, aunque una semime´trica o una
pseudosemime´trica no esta´n obligadas a cumplir la propiedad (iv), s´ı es verdad
que deben estar valuadas en el conjunto X+0,4, donde juega un papel fundamental
la relacio´n binaria 4.
Ejemplo 3.1.3 Cuando X coincide con R, R+0 o un intervalo del tipo [0, r]
(donde r es un nu´mero positivo real), provisto del orden parcial usual ≤ y la
suma de nu´meros, la nocio´n anterior de me´trica coincide con el concepto de
distancia en sentido cla´sico.
Ejemplo 3.1.4 Un conjunto parcialmente ordenado con dos puntos diferentes
pero comparables puede ser siempre provisto de una me´trica en el sentido de
la Definicio´n 3.1.2. Por ejemplo, sean 0X y 1X dos puntos diferentes de un
conjunto X parcialmente ordenado tal que 0X 4 1X , y definamos d(x, y) = 0X ,
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si x = y, y d(x, y) = 1X , si x 6= y. Entonces d es una semime´trica sobre
(X, 0X ,4). Adema´s, si s : X+0,4 × X+0,4 → X+0,4 es una funcio´n sime´trica tal
que 1X 4 s(1X , x) para todo x ∈ X+0,4, entonces d es una funcio´n de distancia
sobre (X, 0X ,4, s). Tiene sentido que esta me´trica se denomine me´trica discreta
sobre X.
Una de las equivocaciones ma´s frecuentes cuando se aplica el me´todo de
mı´nimos cuadrados consiste en decir que la aplicacio´n d : R×R→ R+0 dada por
d (x, y) = (x− y)2 para cada x, y ∈ R,
es una me´trica real. Sin embargo, esto no es cierto, ya que no cumple la de-
sigualdad triangular. Por ejemplo, no´tese que
(2− 1)2 > (2− 1.5)2 + (1.5− 1)2 .
En este caso, debemos hablar de una semime´trica, como demostramos en el
siguiente enunciado.
Lema 3.1.5 Si p, q > 0, entonces la funcio´n φ : R× R→ R+0 , dada por
φ(x, y) = q |x− y |p para cada x, y ∈ R,
es una semime´trica sobre (R, 0,≤).
Y si 0 < p ≤ 1, entonces φ es una me´trica sobre (R, 0,≤,+).
Demostracio´n : Es claro que φ(x, y) = 0 si, y so´lo si, x = y, y que φ(x, y) =
φ(y, x). Si p = 1, entonces q |x− z| ≤ q |x− y|+ q |y − z|, lo que significa que φ
es una me´trica. Supongamos que 0 < p < 1 y vamos a demostrar que
|x− z |p ≤ |x− y |p + | y − z |p . (3.1)
Fijemos x, z ∈ R. Si x = z, entonces (3.1) es trivial. Supongamos que x < z sin
pe´rdida de generalidad. Consideremos la funcio´n h : R → R dada por h(y) =
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|x− y |p+ | y − z |p−|x− z |p para cada y ∈ R. Claramente, h es continua sobre
R y h(x) = h(z) = 0. Llamemos a = (z − x)p. Entonces, podemos descomponer
h a trozos de la siguiente forma:
h(y) =

(x− y)p + (z − y)p − a, si y < x,
(y − x)p + (z − y)p − a, si x ≤ y ≤ z,
(y − x)p + (y − z)p − a, si y > z.
No es dif´ıcil demostrar que h′(y) < 0 para cada y < x y que h′(y) > 0 para cada
y > z. Por tanto, h es estrictamente decreciente en ]−∞, x[ y estrictamente
creciente en ]z,∞[. De esta forma, h posee, al menos, un mı´nimo absoluto,
que se encuentra en el intervalo [x, z]. No obstante, como h′′(y) < 0 para cada
y ∈ ]x, z[, deducimos que su mı´nimo no esta´ en el intervalo ]x, z[, por lo que,
obligatoriamente, debe estar en el conjunto {x, z}. Dado que h(x) = h(z) = 0,
concluimos que h(y) ≥ 0 para cada y ∈ R, por lo que la desigualdad (3.1) es
cierta.
Repitiendo los argumentos de la demostracio´n anterior y teniendo en cuenta
que la funcio´n x 7→ xk es estrictamente creciente en R+0 cuando k > 0, se prueba
la siguiente extensio´n.
Lema 3.1.6 Si p, q, k > 0, entonces la funcio´n ψ : R+0 × R+0 → R+0 , dada por
ψ(x, y) = q
∣∣xk − yk ∣∣p para cada x, y ∈ R,
es una semime´trica sobre (R+0 , 0,≤).
Y si 0 < p ≤ 1, entonces ψ es una me´trica sobre (R+0 , 0,≤,+).
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3.2. Medidas de distancias entre intervalos
compactos
Desde nuestro punto de vista, existe una doble motivacio´n para conside-
rar distancias entre intervalos reales compactos. Por un lado, los α-cortes de los
nu´meros difusos que consideramos en esta memoria son intervalos compactos que
sirven para caracterizar completamente a los nu´meros difusos de los que proce-
den. Por otro lado, las operaciones ba´sicas entre nu´meros difusos se definen en
te´rminos de sus α-cortes. Por esta razo´n, dado que las me´tricas que presentare-
mos entre nu´meros difusos estara´n expresadas en te´rminos de dichos conjuntos
de nivel, vamos a introducir algunas distancias entre intervalos compactos en el
sentido de la Definicio´n 3.1.2.
En lo que sigue, sea I la familia formada por todos los subintervalos com-
pactos no vac´ıos de R, y sea 0I el intervalo 0I = [0, 0]. La suma de intervalos de
I viene dada por:
sI([a, b], [c, e]) = [a, b] + [c, e] = [a+ c, b+ e] (3.2)
para cada [a, b], [c, e] ∈ I. Veamos una primera forma de aplicar las nociones
anteriores.
Ejemplo 3.2.1 Consideremos sobre I el orden parcial v dado por
[a, b] v [c, e] si a ≤ c y b ≤ e.
En este contexto, el conjunto
I+0I ,v = {[a, b] ∈ I : [0, 0] v [a, b]} = {[a, b] ∈ I : 0 ≤ a ≤ b}
coincide con la familia de intervalos compactos de extremos no negativos. Es
conocido (ve´ase [1]) que la funcio´n d : I × I → I+0I ,v, dada por
d([a, b], [c, e]) = [ mı´n(|a− c| , |b− e|),ma´x(|a− c| , |b− e|) ] (3.3)
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para todo [a, b], [c, e] ∈ I, es una distancia sobre (I, 0I ,v, sI) en el sentido de
la Definicio´n 3.1.2.
Aunque el ejemplo anterior cumple todas las caracter´ısticas de una me´trica
sobre el conjunto I en el sentido de la Definicio´n 3.1.2, para nuestros propo´sitos,
utilizaremos una me´trica diferente en este conjunto. Para describirla, observemos
que cualquier aplicacio´n arbitraria d : I ×I → I esta´ determinada por la forma
de asociarle a cada pareja de intervalos compactos otro intervalo caracterizado
por sus extremos inferior y superior. De esta forma, denotaremos d = [ d, d ],
donde d, d : I × I → R miden los extremos inferior y superior del intervalo, es
decir,
d(I, J) = [ d(I, J), d(I, J) ] para cada I, J ∈ I.
Sobre el conjunto I, consideremos el orden parcial ⊆ dado por la inclusio´n
natural de subconjuntos, es decir,
[a, b] ⊆ [c, e] si c ≤ a ≤ b ≤ e.
Definimos δ : I × I → I como
δ([a, b], [c, e]) = [− |a− c| , |b− e| ] (3.4)
para todo [a, b], [c, e] ∈ I, o sea,
δ([a, b], [c, e]) = − |a− c| y δ([a, b], [c, e]) = |b− e| .
Lema 3.2.2 Para cada intervalos I, I ′, J, J ′, K ∈ I, se verifican las siguientes
propiedades.
1. δ : I × I → I+0I ,⊆ es una me´trica sobre (I, 0I ,⊆, sI).
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2. Si I ⊆ I ′ y J ⊆ J ′, entonces δ(I, I ′) + δ(J, J ′) = δ(I + J, I ′ + J ′).
3. δ(I +K, J +K) = δ(I, J).
4. Si I ⊆ J ∩K y δ(I, J) = δ(I,K), entonces J = K.
5. Si I ⊆ J , entonces I +K ⊆ J +K.
Demostracio´n : Supongamos que I = [a, b], I ′ = [a′, b′], J = [c, e], J ′ = [c′, e′] y
K = [f, g].
(1) En primer lugar, dado que − |a− c| ≤ 0 ≤ |b− e|, es claro que 0I ⊆
δ (I, J) = [− |a− c| , |b− e| ]. As´ı, δ (I, J) ∈ I+0I ,⊆ para cada I, J ∈ I. Por otro
lado, δ (I, I) = [0, 0] = 0I . Adema´s, δ (I, J) = [− |a− c| , |b− e| ] = 0I si, y
so´lo si, a = c y b = e, en cuyo caso I = J . Tambie´n es obvia la simetr´ıa de δ.
Finalmente, dado que
|b− g| ≤ |b− e|+ |e− g| y − |a− f | ≥ − |a− c| − |c− f | ,
deducimos que
δ(I,K) = [− |a− f | , |b− g| ] ⊆ [− |a− c| − |c− f | , |b− e|+ |e− g| ]
= [− |a− c| , |b− e| ] + [− |c− f | , |e− g| ]
= δ(I, J) + δ(J,K) = sI (δ(I, J), δ(J,K)) ,
por lo que tambie´n se cumple la desigualdad triangular, y δ : I × I → I+0I ,⊆ es
una me´trica sobre (I, 0I ,⊆, sI).
(2) Si I ⊆ I ′ y J ⊆ J ′, entonces a′ ≤ a ≤ b ≤ b′ y c′ ≤ c ≤ e ≤ e′. De esta
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forma,
δ(I + J, I ′ + J ′) = δ([a, b] + [c, e] , [a′, b′] + [c′, e′])
= δ([a+ c, b+ e] , [a′ + c′, b′ + e′])
= [− |(a+ c)− (a′ + c′)| , |(b+ e)− (b′ + e′)| ]
= [− |(a− a′) + (c− c′)| , |(b− b′) + (e− e′)| ]
= [− ((a− a′) + (c− c′)) , (b′ − b) + (e′ − e) ]
= [− (a− a′) , b′ − b ] + [− (c− c′) , e′ − e ]
= [− |a− a′| , |b′ − b| ] + [− |c− c′| , |e′ − e| ]
= δ(I, I ′) + δ(J, J ′).
(3) Se deduce de que
δ(I +K, J +K) = δ([a, b] + [f, g] , [c, e] + [f, g])
= δ([a+ f, b+ g] , [c+ f, e+ g])
= [− |(a+ f)− (c+ f)| , |(b+ g)− (e+ g)| ]
= [− |a− c| , |b− e| ] = δ(I, J).
(4) Supongamos que I ⊆ J ∩K (es decir, c ≤ a ≤ b ≤ e y f ≤ a ≤ b ≤ g) y
que δ(I, J) = δ(I,K). Esto significa que
[ c− a, e− b ] = [− |a− c| , |b− e| ] = δ(I, J) = δ(I,K)
= [− |a− f | , |b− g| ] = [ f − a, g − b ] .
As´ı, c− a = f − a y e− b = g − b. Por tanto, [a, b] = [c, e], es decir, J = K.
(5) Supongamos que I ⊆ J , es decir, c ≤ a ≤ b ≤ e. Entonces c+ f ≤ a+ f
y b+ g ≤ e+ g. Como a ≤ b y f ≤ g, entonces a+ f ≤ b+ g. Uniendo todas las
desigualdades, deducimos que c+ f ≤ a+ f ≤ b+ g ≤ e+ g, lo que significa que
I +K = [a, b] + [f, g] = [a+ f, b+ g] ⊆ [c+ f, e+ g] = [c, e] + [f, g] = J +K,
lo que concluye la demostracio´n.
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La diferencia entre la aplicacio´n d definida en (3.3) y la aplicacio´n δ dada en
(3.4) se observa, por ejemplo, sobre los siguientes intervalos, pues:
d ([3, 5] , [−1, 6]) = [1, 4] and δ ([3, 5] , [−1, 6]) = [−4, 1] .
Cuando la suma de intervalos compactos y la me´trica δ se aplican a ciertos
conjuntos de nivel de nu´meros difusos, encontramos las siguientes relaciones con
la suma de nu´meros difusos.
Lema 3.2.3 Si A,B ∈ F , entonces
ker(A+ B) = kerA+ kerB,
supp(A+ B) = suppA+ suppB,
spr(A+ B) = sprA+ sprB y
δ(kerA, suppA) = [ a0 − a1, a0 − a1 ] .
Demostracio´n : Por definicio´n,
ker(A+ B) = [A+ B1,A+ B1] = [a1 + b1, a1 + b¯1]
= [a1, a1] + [b1, b¯1] = kerA+ kerB.
De forma similar,
supp(A+ B) = [A+ B0,A+ B0] = [a0 + b0, a0 + b¯0]
= [a0, a0] + [b0, b¯0] = suppA+ suppB.
Ana´logamente,
spr(A+ B) = (A+ B1 +A+ B1)/2 = (a1 + b¯1 − a1 − b1)/2
= (a1 − a1)/2 + (b¯1 − b1)/2 = sprA+ sprB.
La u´ltima propiedad se deduce de que
δ(kerA, suppA) = δ([ a1, a1 ] , [ a0, a0]) = [− |a1 − a0| , |a1 − a0|]
= [ a0 − a1, a0 − a1 ] .
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3.3. Medidas de distancia entre nu´meros difu-
sos
En esta seccio´n, introducimos una familia de medidas de distancia entre
nu´meros difusos arbitrarios que dependen de una defusificacio´n, de una dis-
tancia intervalar en I con respecto a un orden parcial v sobre I, y algunas
pseudosemime´tricas reales. Antes de esto, describimos una relacio´n binaria so-
bre el conjunto F que, particularizada a la familia de todos los nu´meros difusos
trapezoidales, se convierte en un orden parcial.
A lo largo de esta seccio´n, sea (D, d,v) una terna donde D : F → R es una
defusificacio´n, v es un orden parcial sobre I, y d = [ d, d ] : I × I → I+0I ,v es
una distancia intervalar sobre (I, 0I ,v, sI) en el sentido de la Definicio´n 3.1.2.
3.3.1. Un orden parcial sobre los nu´meros difusos trape-
zoidales
Definicio´n 3.3.1 Para cualesquiera nu´meros difusos A,B ∈ F , escribiremos
A 4 B con respecto a (D, d,v) si DA ≤ DB, sprA ≤ sprB y d(kerA, suppA) v
d(kerB, suppB). Si consideramos (Dc, δ,⊆), so´lo escribiremos A 4 B.
En la definicio´n anterior, podr´ıamos considerar distancias entre diferentes α-
cortes de los nu´meros difusos A y B. Sin embargo, principalmente nos interesan
los nu´meros difusos trapezoidales porque tienen la ventaja se ser representacio-
nes simples que puede medirse e implementarse con facilidad por investigado-
res/as de diferentes a´mbitos. Por lo tanto, so´lo hemos considerado sus nu´cleos y
sus soportes ya que son los conjuntos de nivel que caracterizan dichos nu´meros
difusos.
Teorema 3.3.2 La relacio´n 4 con respecto a (D, d,v) verifica las siguien-
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tes propiedades para todos los nu´meros difusos A,B, C ∈ F .
1. Es reflexiva y transitiva.
2. 0˜ 4 A con respecto a (D, d,v) si, y so´lo si, D0˜ ≤ DA.
3. Supongamos que DC = α c1 + β c1 para cada C ∈ T (donde α, β ∈ R y
α + β 6= 0). Si A y B son nu´meros difusos trapezoidales, A 4 B con
respecto a (D, δ,⊆) y B 4 A con respecto a (D, δ,⊆), entonces A = B.
En particular, 4 es un orden parcial sobre T . Adema´s, si A 4 B, enton-
ces A+ C 4 B + C y rA 4 rB para todo r > 0.
Demostracio´n : El primer apartado es trivial. Para (2), observemos que spr 0˜ =
0 ≤ sprA y d(ker 0˜, supp 0˜) = d(0I , 0I) = 0I v d(kerA, suppA). Con respecto
al tercer apartado, si A 4 B y B 4 A, entonces
DA = DB,
sprA = sprB,
δ(kerA, suppA) =
= δ(kerB, suppB)

⇔

αa1 + βa1 = αb1 + βb1,
a1 − a1 = b1 − b1,
a1 − a0 = b1 − b0,
a0 − a1 = b0 − b1

⇔
⇔

a1 = b1,
a1 = b1,
a0 = b0,
a0 = b0

⇔
 kerA = kerB,suppA = suppB
 .
Como el nu´cleo y el soporte caracterizan completamente a un nu´mero difuso
trapezoidal, entonces A = B.
Ahora supongamos que A 4 B. Utilizando el Lema 3.2.3,
Dc(A+ C) = DcA+DcC ≤ DcB +DcC = Dc(B + C).
Como sprA ⊆ sprB, el Lema 3.2.3 y el apartado (5) del Lema 5 nos muestra
que
spr(A+ C) = sprA+ spr C ≤ sprB + spr C = spr(B + C).
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Finalmente, como
δ(kerA, suppA) ⊆ δ(kerB, suppB),
por el apartado (5) del Lema 3.2.2, tenemos que
δ(kerA, suppA) + δ(ker C, supp C) ⊆ δ(kerB, suppB) + δ(ker C, supp C),
y el apartado (2) del Lema 3.2.2 implica que
δ(kerA+ ker C, suppA+ supp C) ⊆ δ(kerB + ker C, suppB + supp C),
es decir,
δ(ker(A+ C), supp(A+ C)) ⊆ δ(ker(B + C), supp(B + C)).
Por lo tanto,
A+ C 4 B + C.
La misma demostracio´n es va´lida para probar que rA 4 rB.
3.3.2. Medidas de similitud entre nu´meros difusos
No es dif´ıcil considerar una distancia sobre T . Por ejemplo, sean φ1, φ2, φ3,
φ4 : R× R→ R+0 cuatro me´tricas sobre R y definamos
D((a/b/c/e), (a′/b′/c′/e′)) =∼ (φ1(a, a′) + φ2(b, b′) + φ3(c, c′) + φ4(e, e′)) ,
donde ∼ r = r˜ denota la forma cano´nica de ver un nu´mero real r como un
nu´mero difuso r˜. En tal caso, D es una distancia sobre T . Sin embargo, estas
me´tricas son esencialmente reales, por lo que conllevan una pe´rdida de informa-
cio´n muy importante. Adema´s, no es fa´cil generalizarlas a la familia de todos
los nu´meros difusos. Por ello, estas me´tricas no son demasiado interesantes en
el ambiente difuso.
C. Aguilar
56 CAPI´TULO 3. MEDIDA DE LA DISTANCIA ENTRE NU´MEROS DIFUSOS
En esta subseccio´n describimos una aplicacio´n D : F × F → F que asigna,
a cada par de nu´meros difusos A y B, otro nu´mero difuso D(A,B) que trata de
dar una idea de lo parecidos o de lo diferentes que son los nu´meros difusos A y
B. La definicio´n que vamos a utilizar se basa en las siguientes consideraciones
geome´tricas.
El centro de D(A,B) debe depender so´lo de los puntos que el/la inves-
tigador/a considere que son ma´s importantes para A y B, es decir, el/la
investigador/a debe considerar una defusificacio´n D : F → R que asocie
un punto concreto de cada nu´mero difuso (su media, su ambigu¨edad, etc.).
La distancia entre estos puntos sera´ determinante para calcular D(A,B).
Como consecuencia, si φ1 mide distancias entre nu´meros reales, utilizare-
mos la propiedad
Dc(D(A,B)) = φ1(DA,DB)
para construir D(A,B).
La amplitud de D(A,B) debe depender, esencialmente, de las amplitudes
de A y B. En este sentido, cuanto mayores sean los radios de A y de B,
mayor deber´ıa ser el radio de su medida de similitud. Como consecuencia,
entendemos que debe cumplirse que
sprD(A,B) = ψ2(sprA, sprB)
donde ψ2 mide la distancia entre nu´meros reales no negativos.
El/la investigador/a debe tener el control sobre el tipo de nu´meros difusos
que desea obtener como medidas de distancia. De esta forma, introduci-
remos ciertas funciones h1 y h2 que nos permitira´n decidir si la distancia
obtenida es un nu´mero difuso triangular, trapezoidal, rectangular, LR o
crisp, dependiendo de los objetivos del estudio.
En el soporte de D(A,B) tendra´n influencia los nu´cleos y los soportes de
A y B, y la forma en la que medimos la distancia entre ellos.
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Si el/la investigador/a lo considera importante, la forma en la que se deter-
mina la distancia entre dos nu´meros difusos debera´ ser capaz de extender
la notacio´n real en dos sentidos: (1) Si a y b son nu´meros reales, enton-
ces D(a˜, b˜) debe de ser coherente con la forma en la que el investigador
mide la distancia real entre a y b (que, por ejemplo, podr´ıa ser |a− b|);
(2) algunos/as investigadores/as han utilizado, en la familia formada por
todos los nu´meros difusos triangulares, medidas de distancia reales como
la siguiente:
D [(a/b/c) , (a′/b′/c′)] = (a− a′)2 + (b− b′)2 + (c− c′)2. (3.5)
Como se puede comprobar fa´cilmente, esta medida de distancia no es una
distancia verdadera en el sentido cla´sico porque no verifica la desigualdad
triangular. Sin embargo, tiene una propiedades muy buenas (por ejemplo,
en regresio´n difusa, es considerada como funcio´n pe´rdida en el me´todo
de mı´nimos cuadrados) que debera´n poder contemplarse en las medidas
que presentemos. Como la expresio´n (3.5) define una pseudosemime´trica
en la familia de todos los nu´meros difusos triangulares, tambie´n vamos a
considerar esta familia de medidas de similitud.
Como consecuencia de las consideraciones previas, proponemos la siguiente
familia de medidas de similitud entre los nu´meros difusos. Observemos que, en
algunos casos particulares, una me´trica parecida fue considerada en [61].
Teorema 3.3.3 Sea D : F → R una defusificacio´n, sean q1, q2 ≥ 0 dos cons-
tantes no negativas, sean h1, h2 : I → [0,∞) dos funciones no crecientes y
continuas a la izquierda en I, sean φ1, φ3, φ4 : R × R → R+0 tres pseudose-
mime´tricas sobre R y sea ψ2 : R+0 ×R+0 → R+0 una pseudosemime´trica sobre
R+0 . Entonces, para cualesquiera nu´meros difusos A,B ∈ F , existe un u´nico
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nu´mero difuso C ∈ F tal que, para todo α ∈ I,
C α = q1φ1(DA,DB)− q2ψ2 (sprA, sprB)
− h1(α) φ3 (δ(kerA, suppA), δ(kerB, suppB)); (3.6)
C α = q1φ1(DA,DB) + q2ψ2 (sprA, sprB)
+ h2(α) φ4 (δ(kerA, suppA), δ(kerB, suppB)). (3.7)
Demostracio´n : Como φ1, φ3, φ4, ψ2, h1, h2 ≥ 0 y q1, q2 ≥ 0, entonces, para cada
α ∈ I, C α y C α verifican
C α ≤ q1φ1(DA,DB) ≤ C α.
De esta forma,
[C α, C α] es un subintervalo compacto de R. Como h1, h2 : I →
[0,∞) son dos funciones no crecientes y continuas a la izquierda sobre I, de-
ducimos que C y C son funciones continuas por la izquierda sobre I, C es no
decreciente y C es no creciente. Utilizando el Lema 2.2.6, estas funciones de-
terminan un u´nico nu´mero difuso C ∈ F cuyos α-cortes vienen dados por las
expresiones (3.6)-(3.7).
En la siguiente definicio´n presentamos una forma de asociarle a cada par
de nu´meros difusos A y B otro nu´mero difuso D(A,B) que nos servira´, en lo
sucesivo, para determinar la semejanza o la diferencia entre los nu´meros A y B
y, en algunos casos, servira´ como me´trica en algunos subconjuntos de F .
Definicio´n 3.3.4 Sea D : F → R una defusificacio´n, sean q1, q2 ≥ 0 dos
constantes no negativas, sean h1, h2 : I → [0,∞) dos funciones no crecientes y
continuas por la izquierda sobre I, sean φ1, φ3, φ4 : R × R → R+0 tres pseudo-
semime´tricas sobre R y sea ψ2 : R+0 × R+0 → R+0 una pseudosemime´trica sobre
R+0 . Para cualesquiera nu´meros difusos A,B ∈ F , denotaremos por D(A,B) al
u´nico nu´mero difuso C dado en el Teorema 3.3.3, es decir, para cada α ∈ I, los
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extremos del α-corte de D(A,B) esta´n dados por las siguientes expresiones:
D(A,B)
α
= q1φ1(DA,DB)− q2ψ2 (sprA, sprB)
− h1(α) φ3 (δ(kerA, suppA), δ(kerB, suppB)); (3.8)
D(A,B)α = q1φ1(DA,DB) + q2ψ2 (sprA, sprB)
+ h2(α) φ4 (δ(kerA, suppA), δ(kerB, suppB)). (3.9)
La definicio´n anterior nos permite considerar una aplicacio´n D : F×F → F
que depende de las constantes no negativas q1 y q2, de la defusificacio´n D :
F → R, de las funciones h1 y h2 y de las pseudosemime´tricas φ1, φ3, φ4 y ψ2.
Estas constantes y funciones debera´n ser determinadas por el/la investigador/a
al comiendo del estudio, dependiendo de sus intereses, o en funcio´n de la clase
de estudio que se quiere desarrollar. La principal ventaja de D es la enorme
clase de particularizaciones que se pueden obtener sobre el conjunto F en toda
su extensio´n, y no so´lo sobre los nu´meros difusos triangulares o trapezoidales.
Las funciones h1 y h2 reciben el siguiente nombre en el ambiente difuso.
Definicio´n 3.3.5 Una negacio´n difusa es una funcio´n no creciente h : I → I
tal que h(0) = 1 y h(1) = 0.
Ejemplos de negaciones difusas continuas son la negacio´n esta´ndar h(α) =
1−α, la negacio´n coseno h(α) = (1+cos(piα))/2, la negacio´n de Sugeno h(α) =
(1− α)/(1 + λα) y la negacio´n de Yager h(α) = (1− αλ)1/λ.
Antes de continuar, presentamos, en la Tabla 3.1, algunos ejemplos que
muestran co´mo actu´a la funcio´n D en diferentes casos: en las primeras colum-
nas, la distancia es necesariamente un nu´mero triangular o trapezoidal (cuando
h1(α) = h2(α) = 1− α para todo α ∈ I); sin embargo, en la u´ltima columna, el
investigador desea considerar formas ma´s complejas.
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Figura 3.1: Accio´n de la aplicacio´n D utilizando diferentes funciones h1 y h2
(Tabla 3.1), siendo A = (5.2/6/12) y B = (6.5/8/9.4).
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Figura 3.2: Accio´n de la aplicacio´n D utilizando diferentes funciones h1 y h2
(Tabla 3.1), siendo A = (2/3/4/5) y B = (5/7/9/11).
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Figura 3.3: Accio´n de la aplicacio´n D utilizando diferentes funciones h1 y h2
(Tabla 3.1), siendo A = (−1.5/0/3/7) y B = (−3/− 1/1/2).
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Tabla 3.1: Algunas medidas D(A,B), donde D = Dc, d = δ, q1 = q2 = 1 y
φi(x, y) = ψ2 (x, y) = |x− y|p.
Nu´mero difuso p = 1 p = 0.75
trapezoidal h1(α) = h2(α) = 1− α
A = (5.2/6/12)
B = (6.5/8/9.4)
(1.3/2/6.6) (0.076/0.84/3.98)
A = (2/3/4/5)
B = (5/7/9/11)
(3/4/5/6) (0.248/1.248/1.842/2.842)
A = (−1.5/0/3/7)
B = (−3/− 1/1/2)
(0.5/1/2/5) (0.166/0.761/1.95/4.23)
Nu´mero difuso p = 0.75
trapezoidal h1(α) = 1− α4, h2(α) = cos(piα/2)
A = (5.2/6/12)
B = (6.5/8/9.4)
L(t) ≈ 0.9292 4√1.752t− 0.1325, 0.076 ≤ t ≤ 0.84
R(t) ≈ (2/pi) arc cos (0.318t− 0.268) , 0.84 ≤ t ≤ 3.98
A = (2/3/4/5)
B = (5/7/9/11)
L(t) ≈ 0,707 4√4x− 0.99, 0.248 ≤ t ≤ 1.248
R(t) ≈ (2/pi) arc cos (x− 1.842) , 1.842 ≤ t ≤ 2.842
A = (−1.5/0/3/7)
B = (−3/− 1/1/2)
L(t) ≈ 0.993 4√1.733x− 0.288, 0.166 ≤ t ≤ 0.761
R(t) ≈ (2/pi) arc cos (0,439t− 0,855) , 1.95 ≤ t ≤ 4.23
La Figura 3.1 muestra el efecto de las funciones h1 y h2 sobre la medida
de distancia entre dos nu´meros trapezoidales A (representado en color azul) y
B (representado en color violeta). El nu´mero D(A,B) se ha dibujado en color
verde. Las dos primeras figuras muestran que, como demostraremos ma´s ade-
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lante, el resultado es, de nuevo, un nu´mero difuso trapezoidal cuando tomamos
h1(α) = h2(α) = 1 − α. Cuando las funciones h1 y h2 no son las mencionadas
anteriormente, el resultado no es necesariamente un nu´mero difuso trapezoidal.
E´ste es el caso del tercer gra´fico de la Figura 3.1, en el que la medida de dis-
tancia entre dos nu´meros difusos trapezoidales es un nu´mero difuso de tipo LR.
Las Figuras 3.2 y 3.3 representan este efecto de la medida de similitud D sobre
dos nu´meros difusos trapezoidales diferentes y se interpretan de la misma forma
que la Figura 3.1.
Observacio´n 3.3.6 No´tese que en la Definicio´n 3.3.4 hemos utilizado la me´tri-
ca δ : I×I → I+0I ,⊆ definida por la expresio´n (3.4). En realidad, se podr´ıa haber
utilizado cualquier otra me´trica d : I × I → I+0I ,v. No obstante, de cara a las
aplicaciones pra´cticas que consideraremos, nos basta con utilizar δ. Se deja para
estudios posteriores la posibilidad de utilizar otra me´trica d sobre (I, 0I ,⊆, sI).
Observacio´n 3.3.7 Observemos que la forma geome´trica de D(A,B) esta´ de-
terminada no so´lo por h1 y h2, sino tambie´n por δ(kerA, suppA), por δ(kerB,
suppB) y por las pseudosemime´tricas φ3 y φ4.
Observacio´n 3.3.8 Teniendo en cuenta las aplicaciones, estamos muy intere-
sados en la defusificacio´n Dc, las funciones hi(α) = 1−α para cualquier α ∈ I, la
distancia intervalar δ con respecto a la inclusio´n ⊆ y el orden parcial 4 sobre T .
Sin embargo, muchas propiedades son ciertas en un contexto ma´s general. Por
lo tanto, desarrollaremos los aspectos teo´ricos en el caso ma´s general posible,
utilizando medidas de similitud arbitrarias.
Ejemplo 3.3.9 Si q2 = 0 y h1(α) = h2(α) = 0 para todo α ∈ I, entonces, para
cada A,B ∈ F , D(A,B) es el nu´mero difuso crisp q1φ1(DA,DB). Por ejemplo,
podemos obtener
q1|(DA)k1 − (DB)k1 |p1
donde q1, k1 > 0. En tal caso, si consideramos los nu´meros difusos crisp A = a˜
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y B = b˜, q1 = k1 = p1 = 1 y Da˜ = a, entonces D es, sobre el conjunto de los
nu´meros difusos crisp, la me´trica eucl´ıdea D(a˜, b˜) = |a− b|.
A lo largo del resto de esta seccio´n, vamos a probar que las consideraciones
geome´tricas que nos han llevado a introducir la Definicio´n 3.3.4 se cumplen bajo
hipo´tesis adicionales sobre las variables q1, q2, D, h1, h2, φ1, φ3, φ4 y ψ2.
Lema 3.3.10 Para todo A,B ∈ F ,
D(B,A) = D(A,B) y D(A,A) = 0˜,
es decir, D es una pseudosemime´trica sobre (F , 0˜).
Demostracio´n : Como φ1, φ3, φ4 y ψ2 son pseudosemime´tricas, entonces
φ(DA,DA) = 0 y φ(DA,DB) = φ(DB,DA)
para cada φ ∈ {φ1, φ3, φ4, ψ2} y cada A,B ∈ F . Como consecuencia, para cada
α ∈ I,
D(A,A)
α
= q1φ1(DA,DA)− q2ψ2 (sprA, sprA)
− h1(α) φ3 (δ(kerA, suppA), δ(kerA, suppA))
= q10− q20− h1(α) 0 = 0,
y, de igual forma, D(A,A)α = 0. Por lo tanto, D(A,A) = 0˜. Adema´s, como δ
es tambie´n sime´trica,
D(B,A)
α
= q1φ1(DB,DA)− q2ψ2 (sprB, sprA)
− h1(α) φ3 (δ(kerB, suppB), δ(kerA, suppA))
= q1φ1(DA,DB)− q2ψ2 (sprA, sprB)
− h1(α) φ3 (δ(kerA, suppA), δ(kerB, suppB))
= D(A,B)
α
,
y, de la misma forma, D(B,A)α = D(A,B)α para cada α ∈ I. Dicho de otro
modo, D(B,A) = D(A,B).
C. Aguilar
64 CAPI´TULO 3. MEDIDA DE LA DISTANCIA ENTRE NU´MEROS DIFUSOS
El siguiente teorema muestra que, bajo ciertas condiciones, algunos de los
subconjuntos ma´s u´tiles de F (incluido el conjunto T de los nu´meros trape-
zoidales) son cerrados bajo D. Esta propiedad garantiza que se puede elegir, a
priori, el rango de la me´trica segu´n los intereses y la profundidad del estudio:
por ejemplo, si consideramos que los nu´meros difusos triangulares son adecua-
dos para explicar los feno´menos del experimento que se considere, tiene sentido
imponer desde el principio que la medida de similitud entre ambos tambie´n sea
un nu´mero difuso triangular.
Teorema 3.3.11 Si se toman h1(α) = h2(α) = 1 − α para cada α ∈ I en
(3.8)-(3.9) y A y B son nu´meros difusos trapezoidales (respectivamente,
triangulares, rectangulares, reales), entonces D(A,B) es tambie´n un nu´me-
ro difuso trapezoidal (respectivamente, triangular, rectangular, real).
De esta forma, si q1, q2 > 0, D = Dc y φ1, ψ2, φ3 y φ4 son semime´tricas,
entonces la aplicacio´n D : T × T → T es una semime´trica sobre (T , 0˜,4).
Demostracio´n : Supongamos que A = Tra(Ac, Am, A`, As) y B = Tra(Bc, Bm,
B`, Bs) son dos nu´meros trapezoidales arbitrarios. Entonces
δ(kerA, suppA) = δ ([Ac − Am, Ac + Am] , [Ac − Am − A`, Ac + Am + As])
=
[− ∣∣ (Ac − Am)− (Ac − Am − A`) ∣∣ ,
| (Ac + Am)− (Ac + Am + As) | ]
=
[−A` , As ] .
Por consiguiente, para cada A ∈ T ,
δ(kerA, suppA) = −A` y δ(kerA, suppA) = As.
Dado que sprA = Am y sprB = Bm, entonces las expresiones (3.8)-(3.9) quedan
de la siguiente manera:
D(A,B)
α
= q1φ1(DA,DB)− q2ψ2(Am, Bm)− (1− α) φ3(−A`,−B`),
D(A,B)α = q1φ1(DA,DB) + q2ψ2(Am, Bm) + (1− α) φ4(As, Bs).
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De esta forma, D(A,B) es el nu´mero trapezoidal
D(A,B) = Tra ( q1φ1(DA,DB), q2ψ2(Am, Bm), φ3(−A`,−B`), φ4(As, Bs) )
(3.10)
para cada A,B ∈ T , lo que demuestra que D(A,B) tambie´n es un nu´mero difuso
trapezoidal. As´ı, la aplicacio´n D : T × T → T esta´ bien definida. Adema´s, se
tiene lo siguiente.
Si A y B son nu´meros difusos triangulares, entonces Am = Bm = 0, de
donde D(A,B)m = q2ψ2(Am, Bm) = 0. As´ı, D(A,B) tambie´n es triangu-
lar.
Si A y B son nu´meros difusos rectangulares, entonces A` = As = B` =
Bs = 0, de donde
D(A,B)` = φ3(−A`,−B`) = φ3(0, 0) = 0 y
D(A,B)s = φ4(As, Bs) = φ4(0, 0) = 0.
Por tanto, D(A,B) tambie´n es rectangular.
Si A y B son nu´meros difusos reales, entonces Am = A` = As = Bm =
B` = Bs = 0, de donde D(A,B)m = D(A,B)` = D(A,B)s = 0. As´ı,
D(A,B) tambie´n es real.
Supongamos ahora que q1, q2 > 0 y que D = Dc. El Lema 3.3.10 nos ase-
gura que D es una pseudosemime´trica sobre (F , 0˜). Adema´s, si ocurriese que
D(A,B) = 0 para ciertos A,B ∈ T , la expresio´n (3.10) nos garantizar´ıa que
q1φ1(DcA,DcB) = q2ψ2(Am, Bm) = φ3(−A`,−B`) = φ4(As, Bs) = 0.
Como q1, q2 > 0 y φ1, ψ2, φ3 y φ4 son semime´tricas, deducimos que A
c = DcA =
DcB = Bc, Am = Bm, A` = B` y As = Bs. De esta forma, A = B, lo que
concluye que D es una semime´trica sobre (F , 0˜).
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Observacio´n 3.3.12 Una de las elecciones ma´s naturales que puede hacer un/a
investigador/a al desarrollar un proceso de regresio´n difusa consiste en tomar
h1(α) = h2(α) = 1− α para cada α ∈ I,
φ1(x, y) = q1
∣∣xk1 − yk1 ∣∣p1
φ3(x, y) = q3
∣∣xk3 − yk3 ∣∣p3 ,
φ4(x, y) = q4
∣∣xk4 − yk4 ∣∣p4
 para cada x, y ∈ R,
ψ2(x, y) = q2
∣∣xk2 − yk2 ∣∣p2 para cada x, y ∈ R+0 ,
en las expresiones (3.8)-(3.9), donde qi, ki, pi > 0 para cada i ∈ {1, 2, 3, 4}. En
tal caso, el Lema 3.1.6 nos asegura que φ1, ψ2, φ3 y φ4 son semime´tricas. En
tal caso, la expresio´n (3.10) nos asegura que
D(A,B) = Tra
(
q1
∣∣∣ (DA)k1 − (DB)k1 ∣∣∣p1 , q2 ∣∣∣ (Am)k2 − (Bm)k2 ∣∣∣p2 ,
q3
∣∣∣ (A`)k3 − (B`)k3 ∣∣∣p3 , q4 ∣∣∣ (As)k4 − (Bs)k4 ∣∣∣p4 ) (3.11)
para cada A = Tra(Ac, Am, A`, As) y B = Tra(Bc, Bm, B`, Bs).
Adema´s, en el caso de que se elija D = Dc, tendremos que
D(A,B) = Tra
(
q1
∣∣∣ (Ac)k1 − (Bc)k1 ∣∣∣p1 , q2 ∣∣∣ (Am)k2 − (Bm)k2 ∣∣∣p2 ,
q3
∣∣∣ (A`)k3 − (B`)k3 ∣∣∣p3 , q4 ∣∣∣ (As)k4 − (Bs)k4 ∣∣∣p4 ) , (3.12)
lo que nos dice que, bajo ciertas condiciones, la medida de similitud D opera
componente a componente cuando los nu´meros difusos trapezoidales se expresan
de la forma A = Tra(Ac, Am, A`, As).
En este caso, el orden parcial 4 tambie´n se tomar´ıa componente a compo-
nente ya que
A 4 B
⇔ [ DcA ≤ DcB, sprA ≤ sprB, δ(kerA, suppA) ⊆ δ(kerB, suppB) ]
⇔ { Ac ≤ Bc, Am ≤ Bm, [−A` , As ] ⊆ [−B` , Bs ] }
⇔ { Ac ≤ Bc, Am ≤ Bm, A` ≤ B` , As ≤ Bs } . (3.13)
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En [52], Rolda´n et al. hicieron un completo estudio de los nu´meros difusos
cuya imagen es un subconjunto finito o infinito numerable de I. Tambie´n en este
caso se puede conseguir que la medida de similitud tome estos valores difusos.
Teorema 3.3.13 Si h1 y h2 tienen imagen finita (respectivamente, nume-
rable), entonces D(A,B) es un nu´mero difuso de imagen finita (respecti-
vamente, numerable).
Los siguientes resultados muestran algunas propiedades me´tricas de la dis-
tancia D que nos permiten afirmar que, en algunos casos, D es una me´trica
sobre (T , 0˜,+) con respecto al orden parcial 4.
Lema 3.3.14 Si h1(1) = h2(1) = 0, entonces la medida de distancia D verifica
las siguientes propiedades.
1. kerD(A,B) = [q1φ1(DA,DB)− q2ψ2 (sprA, sprB),
q1φ1(DA,DB) + q2ψ2 (sprA, sprB)].
2. Dc(D(A,B)) = q1φ1(DA,DB).
3. sprD(A,B) = q2ψ2 (sprA, sprB).
4. D(A,B) < 0˜ con respecto a (Dc, δ,⊆).
Demostracio´n : Como h1(1) = h2(1) = 0, es claro que:
kerD(A,B) = [D(A,B)
1
, D(A,B)1]
= [ q1φ1(DA,DB)− q2ψ2(sprA, sprB),
q1φ1(DA,DB) + q2ψ2 (sprA, sprB) ].
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(2) A partir de (1):
Dc(D(A,B)) =
D(A,B)
1
+D(A,B)1
2
=
1
2
(
q1φ1(DA,DB)− q2ψ2(sprA, sprB) +
q1φ1(DA,DB) + q2ψ2 (sprA, sprB)
)
= q1φ1(DA,DB).
(3) Similarmente:
sprD(A,B) =
D(A,B)1 −D(A,B)1
2
=
1
2
(
q1φ1(DA,DB) + q2ψ2 (sprA, sprB)−
(q1φ1(DA,DB)− q2ψ2(sprA, sprB))
)
= q2ψ2 (sprA, sprB).
(4) Si D = Dc, entonces el apartado 2 muestra que
Dc(D(A,B)) = q1φ1(DA,DB) ≥ 0.
As´ı, el apartado 2 del Lema 3.3.2 garantiza que D(A,B) < 0˜ con respecto a
(Dc, δ,⊆).
Teorema 3.3.15 Si h1(1) = h2(1) = 0 y φ1, φ3, φ4 y ψ2 son pseudome´tricas,
entonces
D(A, C) 4 D(A,B) +D(B,A)
para cada A,B, C ∈ F .
Demostracio´n : Consideremos la terna (Dc, δ,⊆) y vamos a probar las tres con-
diciones que verifican las pseudome´tricas. Por un lado, por el Lema 2.2.13 y el
apartado 2 del Lema 3.3.14,
Dc(D(A, C)) = q1φ1(DA,DC) ≤ q1φ1(DA,DB) + q1φ1(DB,DC)
= Dc(D(A,B)) +Dc(D(B, C)) = Dc(D(A,B) +D(B, C)).
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Por otro lado, utilizando el Lema 3.2.3 y el apartado 3 del Lema 3.3.14,
sprD(A, C) = q2ψ2 (sprA, spr C) ≤ q2ψ2 (sprA, sprB) + q2ψ2 (sprB, spr C)
= sprD(A,B) + sprD(B, C) = spr(D(A,B) +D(B, C)).
Finalmente, vamos a probar que:
δ(kerD(A, C), suppD(A, C)) ⊆
δ(ker(D(A,B) +D(B, C)), supp(D(A,B) +D(B, C))).
Segu´n el Lema 3.2.3, el apartado 2 del Lema 3.2.2, y teniendo en cuenta que φ3
y φ4 verifican la desigualdad triangular, deducimos que:
δ(kerD(A, C), suppD(A, C)) = −h1(0) φ3 (δ(kerA, suppA), δ(ker C, supp C))
≥ −h1(0) φ3 (δ(kerA, suppA), δ(kerB, suppB))
− h1(0) φ3 (δ(kerB, suppB), δ(ker C, supp C))
= δ(kerD(A,B), suppD(A,B)) + δ(kerD(B, C), suppD(B, C))
= δ(kerD(A,B) + kerD(B, C), suppD(A,B) + suppD(B, C))
= δ(ker(D(A,B) +D(B, C)), supp(D(A,B) +D(B, C)))
y, de la misma forma,
δ(kerD(A, C), suppD(A, C)) = h2(0) φ4 ( δ(kerA, suppA), δ(ker C, supp C))
≤ h2(0) φ4 ( δ(kerA, suppA), δ(kerB, suppB))
+ h2(0) φ4 ( δ(kerB, suppB), δ(ker C, supp C))
= δ(kerD(A,B), suppD(A,B)) + δ(kerD(B, C), suppD(B, C))
= δ(kerD(A,B) + kerD(B, C), suppD(A,B) + suppD(B, C))
= δ(ker(D(A,B) +D(B, C)), supp(D(A,B) +D(B, C))).
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Por lo tanto:
δ(kerD(A, C), suppD(A, C))
= [ δ(kerD(A, C), suppD(A, C)), δ(kerD(A, C), suppD(A, C)) ]
⊆ [ δ(ker(D(A,B) +D(B, C)), supp(D(A,B) +D(B, C))),
δ(ker(D(A,B) +D(B, C)), supp(D(A,B) +D(B, C))) ]
= δ(ker(D(A,B) +D(B, C)), supp(D(A,B) +D(B, C))).
El resultado ma´s importante de esta seccio´n nos permite asegurar que, en
algunos casos, la medida de similitud D : F × F → F es una me´trica en el
conjunto de los nu´meros difusos en el sentido de la Definicio´n 3.1.2.
Teorema 3.3.16 Si q1, q2 > 0, h1(α) = h2(α) = 1 − α para cada α ∈ I,
D = Dc y consideramos la distancia intervalar δ sobre I con respecto al
orden parcial ⊆, entonces D es una me´trica sobre (T , 0˜,+) con respecto al
orden parcial 4, cualesquiera que sean las me´tricas φ1, φ3, φ4 y ψ2.
Demostracio´n : El Teorema 3.3.11 nos permite afirmar que siA,B ∈ T , entonces
D(A,B) ∈ T . El Lema 3.3.2 muestra que 4 es un orden parcial sobre T . El
apartado 4 del Lema 3.3.14 nos permite afirmar queD(A,B) < 0˜. El Lema 3.3.10
nos garantiza que D es una pseudosemime´trica sobre (T , 0˜). El Teorema 3.3.15
nos dice que D verifica la desigualdad triangular. Finalmente, si D(A,B) = 0˜,
entonces
φ1(DA,DB) = ψ2 (sprA, sprB)
= φ3 (δ(kerA, suppA), δ(kerB, suppB))
= φ4 ( δ(kerA, suppA), δ(kerB, suppB)) = 0.
Como φ1, ψ2, φ3 y φ4 son me´tricas, deducimos que DA = DB, sprA = sprB y
δ(kerA, suppA) = δ(kerB, suppB), es decir, A 4 B y B 4 A y, por lo tanto,
A = B.
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3.4. Aplicaciones
Disponer de una me´trica sobre un conjunto permite desarrollar una serie
de propiedades que no ser´ıan posibles sin la distancia. Aunque nuestra me´trica
toma valores difusos, vamos a deducir algunas consecuencias directas de la forma
en la que medimos la similitud entre dos nu´meros difusos.
3.4.1. La topolog´ıa inducida sobre T
Una me´trica real sobre un conjunto arbitrario induce, de manera natural, una
topolog´ıa Hausdorff. Veamos, a continuacio´n, que la me´trica difusa D tambie´n
induce, de manera natural, una topolog´ıa sobre T . Para ello, demostramos la
siguiente propiedad.
Proposicio´n 3.4.1 Bajo la hipo´tesis del Teorema 3.3.16, si A,B ∈ T , y D(A,B)
es un nu´mero difuso crisp, entonces existe r ∈ R tal que A = r+B, es decir, A es
una traslacio´n de B.
Demostracio´n : Supongamos que A = (a/b/c/e) y B = (a′/b′/c′/e′). Si D(A,B)
es un nu´mero difuso crisp, entonces
ψ2 (sprA, sprB) = φ3 (d(kerA, suppA), d(kerB, suppB))
= φ4 ( δ(kerA, suppA), δ(kerB, suppB)) = 0.
Esto significa que sprA = sprB y δ(kerA, suppA) = δ(kerB, suppB), es decir,
c− b
2
=
c′ − b′
2
, b− a = b′ − a′ y e− c = e′ − c′.
Si llamamos r = a − a′, resulta que b − b′ = c − c′ = e − e′ = r, por lo que
a = r + a′, b = r + b′, c = r + c′ y e = r + e′.
Esto nos permite considerar una topolog´ıa sobre T como se muestra a con-
tinuacio´n.
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Teorema 3.4.2 Bajo la hipo´tesis del Teorema 3.3.16, consideremos, para
cada A ∈ T y cada r > 0, el conjunto
Nr(A) = {B ∈ T : D(A,B) ≺ r˜}.
Entonces, la familia {Nr(A)}r>0 es un sistema de entornos de A en una
topolog´ıa Hausdorff sobre T que verifica el primer axioma de numerabilidad.
Demostracio´n : En primer lugar, vamos a caracterizar:
Nr(A) = {B ∈ T : B = (DcB −DcA) +A y q1φ1(DcA,DcB) < r }.
En efecto, sea B ∈ Nr(A). Como D(A,B) ≺ r˜, Entonces
• q1φ1(DcA,DcB) = Dc(D(A,B)) ≤ Dcr˜ = r;
• 0 ≤ q2ψ2 (sprA, sprB) = sprD(A,B) ≤ spr r˜ = 0 ⇒ sprA = sprB;
• 0I ⊆ δ(kerD(A,B), suppD(A,B)) ⊆ δ(ker r˜, supp r˜) = δ([r, r], [r, r]) = 0I
⇒ kerD(A,B) = suppD(A,B)
⇒ D(A,B) es rectangular.
Como D(A,B) es rectangular, pero sprD(A,B) = 0, entonces D(A,B) es un
nu´mero difuso crisp. En este caso, la proposicio´n anterior demuestra que B es
una translacio´n de A, es decir, existe s ∈ R tal que B = s+A. Considerando la
defusificacio´n Dc, observamos que DcB = Dc(s +A) = Dcs + DcA = s + DcA,
y, por lo tanto, s = DcB − DcA. Si q1φ1(DcA,DcB) = r, entonces D(A,B) 4 r˜
y r˜ 4 D(A,B), por lo que D(A,B) = r˜, pero suponemos que D(A,B) ≺ r˜.
Entonces, q1φ1(DcA,DcB) < r.
A continuacio´n, veamos que βA = {Nr(A)}r>0 es un sistema de entornos de
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A. Tenemos que probar tres propiedades.
• A ∈ U para cada U ∈ βA.
• Para cada U, V ∈ βA, existe W ∈ βA tal que W ⊆ U ∩ V.
• Para cada U ∈ βA, existe U0 ∈ βA tal que para cada B ∈ U0 existe V ∈ βB
tal que V ⊆ U.
Las dos primeras son triviales, ya que A ∈ Nr(A) para todo r > 0 y Nr3(A) ⊆
Nr1(A) ∩ Nr2(A) si 0 < r3 < mı´n(r1, r2). Sea U = U0 = Nr(A) y sea B ∈
Nr(A). Si B = A, podemos tomar V = U . Supongamos que B 6= A. Como
q1φ1(DcA,DcB) < r, sean s, ε > 0 tal que q1φ1(DcA,DcB) < s < s + ε < r.
Consideremos V = Nε(B) ∈ βB y veamos que Nε(B) ⊆ Nr(A). En efecto, sea
C ∈ Nε(B). Sabemos que C = (DcC −DcB) +B y q1φ1(DcB,DcC) < ε. Entonces:
q1φ1(DcA,DcC) ≤ q1φ1(DcA,DcB) + q1φ1(DcB,DcC)
< s+ ε < r.
Por otro lado, teniendo en cuenta las propiedades de la Proposicio´n 2.2.11,
C = (DcC − DcB) + B
= (DcC − DcB) + [(DcB −DcA) +A]
= [(DcC − DcB) + (DcB −DcA)] +A
= (DcC − DcA) +A.
Por lo tanto, C ∈ Nr(A) y as´ı hemos probado que Nε(B) ⊆ Nr(A). Utilizando
estas tres propiedades, es conocido que existe una u´nica topolog´ıa en T tal que
βA = {N1/n(A)}n∈N es un sistema (numerable) de entornos de A. So´lo queda
demostrar que define una topolog´ıa Hausdorff.
Sea A,B ∈ T tal que A 6= B. Distinguimos dos casos. En primer lugar,
supongamos que DcA 6= DcB y sea r = q1φ1(DcA,DcB)/4 > 0. Para probar que
C. Aguilar
74 CAPI´TULO 3. MEDIDA DE LA DISTANCIA ENTRE NU´MEROS DIFUSOS
Nr(A) ∩Nr(B) = ∅, supongamos que C ∈ Nr(A) ∩Nr(B). En este caso,
4r = q1φ1(DcA,DcB) ≤ q1φ1(DcA,DcC) + q1φ1(DcC,DcB)
< r + r = 2r,
lo cual es absurdo. Por lo tanto, Nr(A) ∩Nr(B) = ∅.
Ahora supongamos que DcA = DcB. Como C ∈ Nr(A) ∩ Nr(B), entonces
C = (DcC−DcA)+A y C = (DcC−DcB)+B. Por lo tanto, podemos probar que
A = (DcA−DcC) + C y B = (DcB −DcC) + C (utilizando la tercera propiedad
de la Proposicio´n 2.2.11). Como DcA = DcB, se deduce que A = B, pero esto
es imposible. Por lo tanto, Nr(A)∩Nr(B) = ∅ y, en cualquier caso, la topolog´ıa
generada por los sistemas de entornos dados es Hausdorff.
3.4.2. Estudio comparativo con los resultados de otros
autores
Adabitabar Firozja et al. [1] realizaron un estudio de medidas de similitud
basado en distancias intervalares y lo compararon con cuatro me´todos que ya
hab´ıan sido estudiados por otros investigadores (ve´ase [38, 10, 11, 27]) utilizando
los mismos datos. Los resultados de la comparacio´n se muestran en [1, Tabla 2].
Las Tablas 3.2 y 3.3 muestran los conjuntos de nu´meros difusos (triangulares
o trapezoidales) que se emplearon y las distancias que los distintos autores
obtuvieron entre dichos nu´meros difusos. En concreto, la Tabla 3.2 muestra
medidas de similitud reales entre los nu´meros difusos propuestos obtenidas por
Lee [38], Chen [10], y Chen y Chen [11]. De la misma forma, la Tabla 3.3 presenta
las medidas de similitud obtenidas por Guha y Chakraborty [27], y por Firozja
y otros [1]. Adema´s, en la Tabla 3.3, mostramos las medidas de similitud que se
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Tabla 3.2: Conjuntos de nu´meros de difusos {A,B} y medidas de similitud
obtenidas por algunos autores.
Conjunto A B
Conjunto 1 (0.1/0.2/0.3/0.4) (0.1/0.25/0.4)
Conjunto 2 (0.1/0.2/0.3/0.4) (0.4/0.55/0.7)
Conjunto 3 (0.1/0.2/0.3/0.4) (0.4/0.5/0.6/0.7)
Conjunto 4 (0.3/0.3/0.3) (0.3/0.3/0.3)
Conjunto 5 (0.2/0.2/0.2) (0.3/0.3/0.3)
Conjunto 6 (0.1/0.2/0.3) (0.3/0.3/0.3)
Conjunto 7 (0.1/0.2/0.3) (0.2/0.3/0.4)
Conjunto Lee [38] Chen [10] Chen and Chen [11]
Conjunto 1 0.9167 0.975 0.8357
Conjunto 2 0.5 0.7 0.42
Conjunto 3 0.5 0.7 0.49
Conjunto 4 # 1 1
Conjunto 5 0 0.9 0.9
Conjunto 6 0.5 0.9 0.54
Conjunto 7 0.6667 0.9 0.81
obtienen empleando nuestra metodolog´ıa cuando D = Dc, h1(α) = h2(α) = 1−α
y φi(x, y) = ψ2 (x, y) = |x− y|p, donde p ∈ {1, 0.5}.
Obse´rvese que, por un lado, nuestro me´todo produce un nu´mero difuso crisp
cuando B es una traslacio´n de A. Y, por otro lado, tambie´n se observa que
nuestra metodolog´ıa extiende el caso real al caso difuso. Pensamos, pues, que
ambas son propiedades naturales desde el punto de vista intuitivo y lo´gico, lo
que justifica el intere´s por las distancias de similitud que presentamos.
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Tabla 3.3: Medidas difusas obtenidas por otros investigadores y medidas obte-
nidas a partir de nuestra metodolog´ıa utilizando p = 1 y p = 0,5.
Conjunto Guha y Chakraborty [27] Firozja y otros [1]
Conjunto 1 (0.825/0.95/1) [0.952, 1]
Conjunto 2 (0.525/0.65/0.75/0.877) [0.741, 0.815]
Conjunto 3 (0.5/0.6/0.8/0.9) [0.77, 0.77]
Conjunto 4 (1/1/1) [1, 1]
Conjunto 5 (0.9/0.9/0.9) [0.9, 0.9]
Conjunto 6 (0.85/0.9/0.95) [0.833, 1]
Conjunto 7 (0.8/0.9/1) [0.91, 0.91]
Conjunto p = 1 p = 0.5
Conjunto 1 (−0.1/− 0.05/0.05/0.1) (−0.447/− 0.224/0.224/0.447)
Conjunto 2 (0.2/0.25/0.35/0.4) (0.1/0.324/0.771/0.995)
Conjunto 3 0.3 0.548
Conjunto 4 0 0
Conjunto 5 0.1 0.316
Conjunto 6 (0/0.1/0.2) (0/0.316/0.632)
Conjunto 7 0.1 0.316
3.4.3. Ranking
En esta seccio´n presentamos un ranking sobre F (no so´lo sobre T ) inspirado
por la medida de similitud D que se basa en comparar dos nu´meros difusos mejor
que dar como resultado un u´nico nu´mero real. Sea D : F → R una defusificacio´n,
y sea d = [ d, d ] : I × I → I+0 una medida de similitud con respecto a un orden
parcial v sobre I. Sean A,B ∈ F dos nu´meros difusos diferentes. Si A 4 B
(respectivamente, B 4 A) con respecto a (D, d,v), entonces escribiremos A ≺ B
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(respectivamente, B ≺ A). Supongamos que A 4 B y que B 4 A con respecto
a (D, d,v). En este caso, aplicaremos el siguiente algoritmo.
Si DA < DB (respectivamente, DB < DA), escribiremos A ≺ B (respec-
tivamente, B ≺ A).
Si DA = DB y sprA < sprB (respectivamente, sprB < sprA), entonces
escribiremos A ≺ B (respectivamente, B ≺ A).
Si DA = DB, sprA = sprB y d(kerA, suppA) > d(kerB, suppB) (res-
pectivamente, d(kerA, suppA) < d(kerB, suppB)), entonces escribiremos
A ≺ B (respectivamente, B ≺ A).
Finalmente, si suponemos queDA = DB, sprA = sprB, d(kerA, suppA) =
d(kerB, suppB) y d(kerA, suppA) < d(kerB, suppB) (respectivamente,
d(kerA, suppA) > d(kerB, suppB)), entonces escribiremos A ≺ B (res-
pectivamente, B ≺ A).
A continuacio´n, vamos a comparar nuestra metodolog´ıa con otros procesos
de ranking. En [45], los autores describieron un nuevo me´todo para calcular el
ranking entre nu´meros difusos, y compararon sus algoritmos con metodolog´ıas
que se hab´ıan propuesto anteriormente para ello (ve´ase [45, Tabla 5]). Datos
similares ya se consideraron en [61]. Si usamos nuestra metodolog´ıa considerando
el a´rea como la defusificacio´n, obtenemos los siguientes resultados, que esta´n de
acuerdo con los resultados obtenidos por la mayor´ıa de los me´todos de ranking
previos.
La Tabla 3.4 muestra los resultados del ranking obtenido utilizando la me-
todolog´ıa propuesta. Esta tabla pone de manifiesto que nuestra definicio´n de
medida de similitud permite la comparacio´n de nu´meros difusos que pertenecen
a clases distintas.
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Tabla 3.4: Ranking obtenido utilizando nuestra metodolog´ıa.
A1 A2 A3
Conjunto 1 (0.4/0.5/1) (0.4/0.7/1) (0.4/0.9/1)
Conjunto 2 (0.3/0.4/0.7/0.9) (0.3/0.7/0.9) (0.5/0.7/0.9)
Conjunto 3 (0.3/0.5/0.7) (0.3/0.5/0.8/0.9) (0.3/0.5/0.9)
Conjunto 4 (0/0.4/0.7/0.8) (0.2/0.5/0.9) (0.1/0.6/0.8)
Ordenacio´n
Conjunto 1 A1 ≺ A2 ≺ A3
Conjunto 2 A1 ≺ A2 ≺ A3
Conjunto 3 A1 ≺ A3 ≺ A2
Conjunto 4 A1 ≺ A2 ≺ A3
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CAPI´TULO 4
Me´todos de regresio´n difusa basados en
distancias difusas
El ana´lisis de regresio´n es una poderosa herramienta estad´ıstica que tiene
muchas aplicaciones en diferentes a´reas. El problema del ana´lisis de regresio´n
en un entorno difuso ha sido tratado en el pasado desde diferentes puntos de
vista, teniendo en cuenta una amplia variedad de procedimientos y de datos de
entrada y de salida (reales o difusos). El objetivo principal de este cap´ıtulo es
describir una nueva metodolog´ıa para resolver problemas de regresio´n difusos
considerando las dos nociones fundamentales introducidas en el cap´ıtulo ante-
rior: me´tricas (o semime´tricas) difusas y el orden parcial sobre el conjunto de
nu´meros difusos trapezoidales.
4.1. Un primer acercamiento al problema de
regresio´n difusa
Cuando afrontamos un problema de regresio´n difusa, surgen, de manera na-
tural, cinco cuestiones ı´ntimamente relacionadas con la incertidumbre inherente
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al modelo, y que han sido tratadas con mayor o menor profundidad en el pasado.
1. En primer lugar, aunque el problema del ana´lisis de regresio´n en un en-
torno difuso ha sido estudiado por diferentes autores desde diversos puntos
de vista y teniendo en cuenta una amplia variedad de datos (tanto de en-
trada como de salida), nos damos cuenta de que, en general, la mayor´ıa de
los trabajos de investigacio´n consideran distancias reales. Esto conlleva un
conflicto entre la solucio´n del problema de regresio´n difusa y la interpre-
tacio´n de los datos difusos como distribuciones de posibilidad (ve´ase, por
ejemplo, Na¨ther [44], Coppi et al. [15], Rolda´n et al. [53] y las referencias
que se encuentran dentro de los mismos, ya que proporcionan revisiones
extensas de los principales enfoques del problema de regresio´n difusa), es
decir, afrontamos un problema difuso utilizando te´cnicas reales.
2. En segundo lugar, si las distancias reales no son coherentes en este en-
torno, debemos plantearnos el uso de distancias difusas para llevar a cabo
el proceso de regresio´n. En este sentido, debido a sus posibles aplicaciones
en diversas a´reas, la nocio´n de me´trica juega un papel clave en muchos
campos de estudio que interpretan la medida de la distancia entre dos
puntos como la diferencia entre ellos. Tradicionalmente, la distancia en-
tre dos puntos ha sido siempre un nu´mero real. Incluso en un contexto
difuso, la distancia entre dos nu´meros difusos suele interpretarse como un
nu´mero real considerando, por ejemplo, el a´rea entre ellos (ve´ase [12, 53]).
Sin embargo, esta concepcio´n no capta completamente la imprecisio´n e
incertidumbre del proceso y, en consecuencia, no es consistente con fac-
tores como la vaguedad y la ambigu¨edad que afectan al comportamiento
del feno´meno estudiado en el entorno difuso. Por lo tanto, es ma´s razona-
ble utilizar un nu´mero difuso, en lugar de un nu´mero real, para medir la
distancia entre dos nu´meros difusos.
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3. En estrecha relacio´n con el problema anterior surge la necesidad de intro-
ducir un orden parcial en el conjunto de los datos difusos que nos permita
encontrar el modelo que alcanza el menor error difuso.
4. Cuando consideramos variables aleatorias difusas en el ana´lisis de regre-
sio´n, este problema se vuelve, en general, muy complejo y podemos en-
contrar grandes dificultades en la bu´squeda de soluciones o´ptimas, espe-
cialmente en el caso de problemas no lineales. Esto ha llevado a la ma-
yor´ıa de los/as investigadores/as a considerar este problema u´nicamente
en situaciones muy particulares. Para simplificar el modelo, se han venido
considerando hasta ahora nu´meros difusos con formas geome´tricas muy
simples, es decir, los datos se han restringido a intervalos nume´ricos o, co-
mo mucho, a nu´meros difusos triangulares y, adema´s, el modelo se limita
al caso lineal.
5. Por u´ltimo, teniendo en cuenta que un estudio emp´ırico puede considerar,
al mismo tiempo, variables reales y variables difusas, una metodolog´ıa de
regresio´n difusa ha de ser capaz de tratar, de una manera unificada, ambos
casos. Las metodolog´ıas que so´lo consideran nu´meros difusos no reales (por
ejemplo, los nu´meros difusos triangulares o trapezoidales) no pueden dar
una respuesta adecuada a este problema cuando alguna de las variables
que interviene en el problema no es difusa sino real. Nuestra metodolog´ıa
proporciona un procedimiento para cubrir ambas posibilidades. En este
sentido, desde nuestro punto de vista, las me´tricas difusas deben extender
el caso de las me´tricas reales.
Las tres primeras cuestiones planteadas quedaron resueltas en el cap´ıtulo
anterior. Por ello, utilizando el orden parcial difuso y la familia de medidas
de similitud entre nu´meros difusos introducidas en dicho cap´ıtulo, el objetivo
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consiste ahora en desarrollar una nueva metodolog´ıa que tenga en cuenta las
siguientes caracter´ısticas:
debe permitir obtener modelos de regresio´n difusos tanto lineales como no
lineales;
debe utilizar un proceso de estimacio´n que, en general, pueda considerarse
fa´cil de aplicar en la pra´ctica (a diferencia de otros me´todos cuya aplicacio´n
pra´ctica resulte ser ma´s compleja); y
debe considerar una amplia variedad de datos difusos, que sean apropiados
para manejar la incertidumbre presente en los estudios de la vida real (y
que, por lo tanto, no se limite a intervalos o a nu´meros difusos triangula-
res).
Los pasos que vamos a seguir en las siguientes secciones son los siguientes. En
primer lugar, vamos a establecer el modelo de regresio´n con variables explicativas
reales y una variable respuesta trapezoidal a partir de las medidas difusas de
similitud entre los nu´meros difusos trapezoidales introducidas en el cap´ıtulo
anterior. A continuacio´n obtendremos el error difuso total y la solucio´n o´ptima
considerando el orden parcial 4. Para resolver el procedimiento de estimacio´n,
distinguiremos tres casos, segu´n si las amplitudes dependen (o no) de variables
explicativas reales, o de si se considera como entrada un vector aleatorio difuso.
Desarrollaremos nuestra metodolog´ıa de la manera ma´s general posible (con
objeto de poder afrontar problemas de regresio´n muy diversos) si bien, por
simplicidad, en los ejemplos pra´cticos que presentaremos en el siguiente cap´ıtulo,
utilizaremos casos muy concretos (como la defusificacio´n Dc).
En la Figura 4.1 resumimos el proceso que vamos a desarrollar en la siguiente
seccio´n.
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Figura 4.1: Diagrama de flujo que resume el me´todo de regresio´n difusa.
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4.2. El planteamiento del problema de regre-
sio´n difusa en el caso trapezoidal
El problema que afrontaremos en este cap´ıtulo puede ser planteado de la
forma que sigue. Sean X e Y dos variables aleatorias donde X = (X1, ..., XN)′
es un vector aleatorio real e Y es una variable aleatoria trapezidal1. De entrada,
podemos decir que si la variable respuesta Y no fuese trapezoidal, siempre es
posible considerar un operador de aproximacio´n O : F → T que transforme
cualquier nu´mero difuso en un nu´mero difuso trapezoidal Y ′ y que sea, en algu´n
sentido, el ma´s cercano al nu´mero difuso original (por ejemplo, puede conside-
rarse, dentro del conjunto de todos los nu´meros difusos trapezoidales, el que ma´s
se aproxima con un intervalo esperado ide´ntico al del nu´mero difuso original,
ve´ase [26]).
Supongamos que estamos interesados es explicar el comportamiento de la
variable Y a partir de los valores de la variable X. En este caso, el modelo de
regresio´n que vamos a considerar puede formalizarse como:
Y = Tra(Y cX,ac + εc,MX,am + εm, IX,a` + ε`, SX,as + εs), (4.1)
donde εc, εm, ε` y εs son los residuos (es decir, variables aleatorias reales ta-
les que E[εc|X] = E[εm|X] = E[ε`|X] = E[εs|X] = 0 y cuyas varianzas son
finitas) y ac = (ac1, . . . , acN)
′, am = (am1, . . . , amN)
′, a` = (a`1, . . . , a`N)
′ y
as = (as1, . . . , asN)
′ son los (N × 1)-vectores de los para´metros asociados al vec-
tor aleatorio X. Por lo tanto, la esperanza condicionada, es decir, la funcio´n de
regresio´n de la poblacio´n, es:
E[Y|X] = Tra(Y cX,ac ,MX,am , IX,a` , SX,as).
Para predecir los valores de la variable difusa Y a partir del vector X, nuestro
1Ma´s adelante, en la Subseccio´n §4.3.3, nos plantearemos el caso en el que X = (X1, ...,XN )′
es un vector de variables aleatorias difusas.
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objetivo sera´ determinar una aplicacio´n
Z : domX → T (4.2)
que modelice dicho comportamiento. Obse´rvese que cualquier aplicacio´n de la
forma que estamos buscando (que pueda servir como solucio´n del problema de
regresio´n) debe poder expresarse utilizando la notacio´n introducida en (2.4), de
manera que podemos suponer que
ZX = Tra(Y cX ,MX , IX , SX),
donde
Y c : domX → R y M, I, S : domX → R+0
son funciones arbitrarias. Resolver el problema de regresio´n difusa sera´ deter-
minar las mejores funciones Ŷ c, M̂ , Î y Ŝ, dentro de una clase concreta de
funciones dependientes de ciertos para´metros, para predecir el comportamiento
de la variable Y dependiendo de los valores que toma el vector X. Es muy im-
portante observar que la primera funcio´n (Ŷ c) modelizara´ el centro del nu´mero
difuso, por lo que puede tomar cualquier valor real, pero las otras tres (M̂ , Î
y Ŝ) describen el comportamiento de las amplitudes, por lo que so´lo pueden
tomar valores no negativos.
Para afrontar el problema de determinar las funciones Ŷ c, M̂ , Î y Ŝ que
intervienen en la modelizacio´n, habra´ que tener en cuenta tres factores.
En primer lugar, debemos determinar una forma de medir la distancia
que existe entre dos nu´meros difusos dados. Para ello, utilizaremos una
medida de similitud D del tipo de las aplicaciones definidas por las ecua-
ciones (3.8)-(3.9). Como vimos en el cap´ıtulo anterior, esta aplicacio´n
D : F × F → F se interpreta como una forma de decidir co´mo de pa-
recidos o de diferentes son dos nu´meros difusos A y B en te´rminos de
otro nu´mero difuso D(A,B). En general, esta aplicacio´n verifica propie-
dades muy similares a las de una aute´ntica me´trica, y tiene la ventaja de
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que, bajo ciertas suposiciones, podemos afirmar que se comporta, sobre
el conjunto de nu´meros difusos trapezoidales, como una aute´ntica me´trica
D : T × T → T (recue´rdese el Teorema 3.3.16). Es por ello que, desde el
principio de la investigacio´n, deben fijarse los elementos variables que inter-
vienen en las expresiones (3.8)-(3.9), a saber, la defusificacio´n D : F → R,
las constantes no negativas q1, q2 ≥ 0, las funciones (no crecientes y conti-
nuas por la izquierda sobre I) h1, h2 : I→ [0,∞), las pseudosemime´tricas
φ1, φ3, φ4 : R × R → R+0 consideradas sobre R y la pseudosemime´trica
ψ2 : R+0 × R+0 → R+0 considerada sobre R+0 . Todas estas variables de-
pendera´n de las necesidades de la investigacio´n: por ejemplo, considerar
una pseudosemime´trica de mı´nimos cuadrados φi(x, y) = (x− y)2 produ-
cira´ una u´nica solucio´n, la cual es estable para pequen˜as variaciones de las
condiciones iniciales, pero una pseudosemime´trica de desviaciones absolu-
tas ψ2(x, y) = |x− y |, a pesar de no tener las ventajas anteriores, protege
frente a valores at´ıpicos.
Una vez fijada la medida de similitud (o me´trica)D, tambie´n es importante
determinar, a priori, los para´metros de los que depende la relacio´n binaria
4 considerada en la Definicio´n 3.3.1. Aunque, en general, la relacio´n 4
so´lo es reflexiva y transitiva (lo que se conoce como un preorden), tambie´n
es verdad que, bajo ciertas condiciones, se transforma en un orden parcial
sobre T (recue´rdese el Lema 3.3.2). En este sentido y, dependiendo de
las caracter´ısticas de la investigacio´n desarrollada, han de fijarse el orden
parcial v sobre I y la distancia intervalar d = [ d, d ] : I × I → I+0I ,v
sobre (I, 0I ,v, sI) en el sentido de la Definicio´n 3.1.2 (la defusificacio´n
D : F → R ya se fijo´ en el punto anterior).
Una vez fijados los aspectos anteriores, consideremos un experimento alea-
torio en el que observamos la variable conjunta (X,Y) sobre n unidades
estad´ısticas, es decir, supongamos que disponemos de una muestra alea-
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toria
{Xi,Yi = Tra(Yi,Mi, Ii, Si)}ni=1
obtenida a partir de (X,Y).
Utilizando los tres elementos anteriores, determinaremos el error difuso total
del modelo (4.1) asociado a la muestra aleatoria simple {Xi,Yi}ni=1, que viene
determinado por la expresio´n
E =
n∑
i=1
D(Yi,ZXi). (4.3)
Como puede observarse, el valor de E no es real, sino que es un nu´mero difuso.
Su valor concreto dependera´ de los vectores de para´metros ac, am, a` y as que
se elijan para determinar las funciones Y c, M , I y S dentro de ciertas clases
concretas de funciones (polino´micas, exponenciales, logar´ıtmicas, etc.). Si la me-
dida de similitud D se ha tomado para que e´sta sea una aute´ntica me´trica sobre
T , entonces el valor del error difuso total sera´ un nu´mero difuso trapezoidal.
De esta forma, el objetivo principal del problema de regresio´n difusa que nos
planteamos sera´ el de determinar una aplicacio´n
Ẑ : domX → T , ẐX = E[Y|X] = Tra(Ŷ cX , M̂X , ÎX , ŜX)
tal que el error difuso total (4.3) sea tan pequen˜o como sea posible con respecto
a la relacio´n binaria 4 sobre T (que, dependiendo de co´mo se hayan elegido sus
factores, puede ser un aute´ntico orden parcial sobre T ).
Con este objetivo en mente, debemos hacer las siguientes apreciaciones.
B En realidad, a lo largo de la presente memoria, nos centraremos en el caso
difuso trapezoidal pues, en esta situacio´n, podemos disponer de un orden
parcial y de una aute´ntica me´trica difusa. No obstante, otras investiga-
ciones en las que los datos de entrada y/o salida no fuesen trapezoidales,
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pueden ser afrontadas de la misma forma, utilizando una medida de si-
militud D (aunque no sea una me´trica) y un preorden 4 (aunque no sea
un orden parcial). Dejamos este caso para investigaciones futuras, y nos
centraremos en el caso trapezoidal, que es suficientemente general como
para modelizar una enorme cantidad de experimentos difusos aleatorios.
B Una primera forma de afrontar el problema anterior podr´ıa ser la siguiente:
teniendo en cuenta que el objetivo final es el de encontrar cuatro funcio-
nes Y c : domX → R y M, I, S : domX → R+0 que sirvan para establecer
el modelo ZX = Tra(Y cX ,MX , IX , SX), cabe la posibilidad de desarrollar
cuatro procedimientos de regresio´n real (por mı´nimos cuadrados) que de-
terminen el modelo difuso. Como resultado de estos procesos, elegir´ıamos
para Y c, M , I y S aquellas funciones que tuviesen un mayor coeficiente
de determinacio´n real, R2. Este procedimiento ya ha sido propuesto en el
pasado y, como veremos ma´s adelante, presenta algunas deficiencias impor-
tantes desde el punto de vista teo´rico (como la necesidad de no negatividad
para las amplitudes M , I y S). Queremos advertir de que no va a ser e´sta,
en absoluto, nuestra metodolog´ıa. Como detallaremos a continuacio´n, no-
sotros tambie´n proponemos buscar varias funciones tanto para modelizar
los centros como para las amplitudes (posiblemente, dependiendo de las
necesidades de la investigacio´n, se elija el me´todo de mı´nimos cuadrados,
pero otros me´todos tambie´n ser´ıan admisibles). Sin embargo, la validez
de dichos modelos no vendra´ determinada por un coeficiente R2 real, sino
que habra´ que combinar varios de estos modelos para determinar el error
difuso total, que sera´ un nu´mero difuso, dependiendo de una me´trica (o
medida de similitud) plenamente difusa. De esta forma, utilizando el or-
den parcial que ya introdujimos, trataremos de determinar la combinacio´n
ma´s adecuada de modelos para los centros y las amplitudes que produzca
el menor error difuso total. As´ı, nuestra metodolog´ıa esta´ completamente
basada en nociones difusas y no reales: no se utilizan distancias reales sino
C. Aguilar
4.2. El planteamiento del problema de regresio´n difusa 89
difusas, y no buscamos un modelo o´ptimo segu´n un coeficiente de deter-
minacio´n real, sino empleando un orden parcial en el conjunto de nu´meros
difusos. Como veremos, esta metodolog´ıa no siempre lleva a que el modelo
con el menor coeficiente R2 real es el ma´s apropiado. Es ma´s, esta meto-
dolog´ıa suele producir modelos (en la mayor´ıa de ocasiones, no lineales)
ma´s eficientes que los generados por los procedimientos, reales o difusos,
descritos por otros autores/as.
B Como hemos visto anteriormente, para considerar la medida de similitud
D y la relacio´n binaria 4 hay que fijar, desde el principio de la inves-
tigacio´n, varias constantes, funciones y pseudosemime´tricas reales de las
que dependera´n las caracter´ısticas fundamentales de D y de 4. Esto dota
al investigador/a de una enorme cantidad de posibilidades diferentes (lo
cual es una de las ventajas de nuestra metodolog´ıa). No obstante, ante
elecciones particulares de todas estas variables, podemos observar (como
hacemos en el siguiente teorema) que el archiconocido me´todo de regresio´n
por mı´nimos cuadrados puede verse como un caso concreto de todas las
variables que intervienen en nuestro proceso de estimacio´n.
Teorema 4.2.1 Si D = Dc, h1 y h2 son dos negaciones esta´ndar, q0 = q = 1 y
φ0(x, y) = ψ(x, y) = φi(x, y) = ϕi(x, y) = |x− y|2 para cualesquiera x, y en sus
respectivos dominios, entonces la solucio´n del correspondiente problema
difuso de regresio´n coincide con la solucio´n obtenida por el me´todo de
m´ınimos cuadrados.
Este resultado nos anima a considerar el me´todo de mı´nimos cuadrados,
que ha sido ampliamente utilizado en la literatura, por diversas razones: (1)
existe una gran cantidad de software, incluso gratuito, que puede emplearse;
(2) permite obtener modelos lineales y no lineales; (3) para el caso de datos
reales, esta´ disponible en muchos paquetes estad´ısticos; (4) es fa´cil de usar y
comprender; (5) en muchos casos, proporciona buenas aproximaciones; (6) tiene
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ventajas en el ca´lculo; (7) es muy adecuado para el aprendizaje, etc. Nuestro
propo´sito no es mejorar este me´todo, sino utilizar este criterio para desarrollar
una metodolog´ıa difusa que sea ma´s u´til y potente. Por eso, utilizaremos este
procedimiento en la mayor´ıa de las aplicaciones que presentaremos en el cap´ıtulo
siguiente.
4.3. Una nueva metodolog´ıa de regresio´n difusa
En esta seccio´n explicamos la metodolog´ıa que proponemos para resolver el
problema de regresio´n difusa. Supongamos que hemos fijado todos los elementos
necesarios para determinar la medida de similitud D y la relacio´n binaria 4.
Utilizando el Lema 2.2.12 dentro del conjunto formado por todos los nu´meros
trapezoidales T , podemos descomponer la funcio´n Z de la siguiente forma,
Z = DZ +D∗Z,
donde DZx ∈ R es un nu´mero real y D∗Zx ∈ T es un nu´mero trapezoidal. Estas
dos partes diferentes del modelo nos obligan a dividir nuestra metodolog´ıa en
dos partes.
En primer lugar, consideremos la muestra aleatoria real {(Xi,DY i)}ni=1.
Al fijar la defusificacio´n D : F → R, estamos admitiendo que el pun-
to que ma´s nos interesa de cada nu´mero difuso Yi es DY i. Por tanto,
nos parece razonable utilizar la muestra real {(Xi,DY i)}ni=1 para aplicar
te´cnicas de regresio´n reales, como son el me´todo de mı´nimos cuadrados
(que es ampliamente conocido y utilizado) y el me´todo de desviaciones
absolutas (que presenta otras ventajas: por ejemplo, se comporta mejor
frente a valores at´ıpicos). Estas te´cnicas nos permiten encontrar algunas
funciones que pueden servir para modelar el comportamiento de la fun-
cio´n que determine los centros de la solucio´n del problema. No obstante,
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no debemos conformarnos con una u´nica funcio´n. Utilizando cualquiera
de los paquetes estad´ısticos disponibles y la semidistancia real que ma´s
interese al investigador/a (o que tenga ma´s sentido en el contexto del pro-
blema), se debe generar una amplia variedad de formas funcionales con el
objeto de modelizar la funcio´n Ŷ c = D̂Z. Dichos modelos sera´n ordenados
en orden decreciente del valor R2 en una tabla (a este respecto, te´ngase
en cuenta los matices que introduciremos en la Observacio´n 4.4.1) que se
denominara´ Tabla de ajustes.
Toda vez que se tiene una tabla con los diferentes modelos que pudieran
ser va´lidos para estimar el centro Ŷ c = D̂Z del modelo que buscamos,
pasamos a buscar una funcio´n de regresio´n para estimar la parte difusa
trapezoidal:
D̂∗ZX = Tra(0, M̂X , ÎX , ŜX).
Es decir, nos planteamos encontrar las funciones M̂ , Î y Ŝ que determi-
nara´n esta segunda parte del modelo. En este caso, hay una importante
diferencia con el apartado anterior: estas funciones no pueden tomar va-
lores negativos, pues representan a las amplitudes de la aplicacio´n difusa
que servira´ como solucio´n del problema. Para afrontar esta parte, tendre-
mos que distinguir entre dos casos distintos segu´n si D∗Z depende, o no,
de las variables explicativas que estemos considerando. En el primer caso,
si hay dependencia estad´ıstica, buscaremos modelos adecuados para las
amplitudes (ve´ase la Subseccio´n §4.3.1). Si no es as´ı, proponemos ajustar
una funcio´n constante (como se describira´ en la Subseccio´n §4.3.2).
De esta forma, la combinacio´n de un modelo para el centro Ŷ c = D̂Z junto
con un modelo para la parte difusa D̂∗Zx = Tra(0, M̂X , ÎX , ŜX), siguiendo las
consideraciones previas e intentado que el error difuso total (4.3) sea lo menor
posible respecto del orden parcial 4, nos conducira´ al modelo de regresio´n difusa
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resultante mediante la expresio´n:
Ẑx = D̂Z + D̂∗Zx = (Ẑ1x/Ẑ2x/Ẑ3x/Ẑ4x) ∈ T . (4.4)
Para describir los dos casos que pueden plantearse, supongamos que, toda
vez que se ha confeccionado una tabla de ajustes que ofrezca diferentes funciones
para modelizar la funcio´n Ŷ c que determinara´ los centros, tratamos de buscar
otras funciones M, I, S : domX → R+0 para modelizar las amplitudes. En tal
caso, recurriremos a las muestras aleatorias reales {(Xi,Mi)}ni=1, {(Xi, Ii)}ni=1 y
{(Xi, Si)}ni=1. Aplicando un me´todo similar al que empleamos para obtener la
anterior tabla de ajustes, deberemos buscar nuevos modelos que puedan servir
para M , I y S. Dado que ninguna de las tres funciones M , I y S presenta
caracter´ısticas diferentes de las otras dos, en las dos siguientes subsecciones des-
cribimos co´mo determinar una de ellas (en concreto, M), aplica´ndose el mismo
proceso a las otras dos (eso s´ı, cabe la posibilidad de que una de ellas s´ı dependa
de las variables explicativas y otra no, por lo que se aplicar´ıan los dos me´todos
diferentes de las dos siguientes subsecciones).
Cuando se encuentran modelos reales con un coeficiente R2 cercano a 1 (es
decir, modelos significativos), podemos afirmar que las variables explicadas de-
penden del vector de variables explicativas X = (X1, ..., XN)
′. Por contra, coe-
ficientes R2 cercanos a cero (modelos no significativos) nos impiden establecer
tal afirmacio´n, por lo que el me´todo que emplearemos sera´ diferente.
4.3.1. El procedimiento de estimacio´n cuando las ampli-
tudes dependen de las variables explicativas
Para determinar la funcio´n M del modelo, utilizaremos la muestra aleatoria
real {(Xi,Mi)}ni=1 y, dependiendo de las pseudosemime´tricas que se empleen en
D, buscaremos diferentes formas funcionales para M . En este caso, supongamos
que se han obtenido algunas posibilidades para M con coeficientes R2 cercanos
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a 1. En tal caso, volveremos a confeccionar una tabla de posibles ajustes para
M , ordena´ndolos de forma decreciente segu´n su coeficiente R2.
El software que normalmente se emplea para desarrollar estos procesos de
regresio´n reales no es capaz de asegurar, a priori, que las diferentes opciones
para la funcio´n M tomara´n exclusivamente valores no negativos. A este respecto,
varios autores han presentado metodolog´ıas difusas para tratar de resolver este
problema. Nosotros no somos partidarios de establecer condiciones a priori para
conseguir que las funciones que aqu´ı se obtengan este´n obligadas a tomar valores
no negativos, porque dichas condiciones suelen llevar a modelos no significativos,
lo que invalida el proceso de regresio´n. Todo al contrario, la metodolog´ıa que
aqu´ı se propone esta´ basada en conseguir cuantos ma´s modelos significativos
mejor y, a posteriori, se estudiara´ su signo dentro del dominio donde la variable
explicativa X tome valores (fuera de este dominio, no tiene sentido estudiar
su signo). Por lo tanto, entre las diferentes funciones que podr´ıamos calcular,
debemos de ser cuidadosos de elegir los modelos que se ajustan mejor en el
sentido de la Observacio´n 4.4.1 de entre aque´llos que so´lo tomen valores no
negativos y este´n bien definidos en el conjunto de todos los puntos para los
que estamos interesados en obtener predicciones. Este proceso se ilustra en la
Seccio´n §5.2 del siguiente cap´ıtulo.
4.3.2. El procedimiento de estimacio´n cuando alguno de
las amplitudes no depende de las variables expli-
cativas
Existen algunos casos en los que las amplitudes no dependen de las varia-
bles explicativas, o en los que el me´todo descrito anteriormente no proporciona
buenos resultados, ya que no da lugar a un modelo significativo para alguna de
las amplitudes, o porque los modelos ma´s significativos toman valores negati-
vos en el dominio de X. En estos casos, proponemos ajustar una constante no
C. Aguilar
94 CAPI´TULO 4. ME´TODOS DE REGRESIO´N DIFUSA
negativa considerando una funcio´n de error como la que se describe a continua-
cio´n. Hacemos hincapie´ en que este problema no ha sido considerado por otros
investigadores utilizando una semime´trica difusa general D, como aqu´ı hacemos.
A lo largo de la presente subseccio´n, supongamos que para una o varias
amplitudes no ha sido posible ajustar un modelo significativo, y que estamos
interesados en estimar una constante. Para elegir dicha constante, supondremos,
como en la Observacio´n 3.3.12, que se han elegido
h1(α) = h2(α) = 1− α para cada α ∈ I,
φ1(x, y) = q1
∣∣xk1 − yk1 ∣∣p1
φ3(x, y) = q3
∣∣xk3 − yk3 ∣∣p3 ,
φ4(x, y) = q4
∣∣xk4 − yk4 ∣∣p4
 para cada x, y ∈ R,
ψ2(x, y) = q2
∣∣xk2 − yk2 ∣∣p2 para cada x, y ∈ R+0 ,
en las expresiones (3.8)-(3.9), donde qi, ki, pi > 0 para cada i ∈ {1, 2, 3, 4}. En
tal caso, como vimos en (3.11), la me´trica D viene dada por
D(A,B) = Tra
(
q1
∣∣∣ (DA)k1 − (DB)k1 ∣∣∣p1 , q2 ∣∣∣ (Am)k2 − (Bm)k2 ∣∣∣p2 ,
q3
∣∣∣ (A`)k3 − (B`)k3 ∣∣∣p3 , q4 ∣∣∣ (As)k4 − (Bs)k4 ∣∣∣p4 ) (4.5)
para cadaA = Tra(Ac, Am, A`, As) y B = Tra(Bc, Bm, B`, Bs), y el orden parcial
4 es, segu´n (3.13),
A 4 B ⇔ { Ac ≤ Bc, Am ≤ Bm, A` ≤ B` , As ≤ Bs } .
Por consiguiente, si Yi = Tra(Yi,Mi, Ii, Si) y ZXi = Tra(Y cXi ,MXi , IXi , SXi)
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para cada i ∈ {1, 2, . . . , n}, entonces el error difuso total es
E =
n∑
i=1
D(Yi,ZXi)
=
n∑
i=1
Tra
(
q1
∣∣∣ (DY i)k1 − (DZ i)k1 ∣∣∣p1 , q2 ∣∣∣Mk2i −Mk2Xi ∣∣∣p2 ,
q3
∣∣∣ Ik3i − Ik3Xi ∣∣∣p3 , q4 ∣∣∣Sk4i − Sk4Xi ∣∣∣p4 )
= Tra
(
q1
n∑
i=1
∣∣∣ (DY i)k1 − (DZ i)k1 ∣∣∣p1 , q2 n∑
i=1
∣∣∣Mk2i −Mk2Xi ∣∣∣p2 ,
q3
n∑
i=1
∣∣∣ Ik3i − Ik3Xi ∣∣∣p3 , q4 n∑
i=1
∣∣∣Sk4i − Sk4Xi ∣∣∣p4
)
.
Dado que minimizar el error difuso total equivale, en este caso, a minimizar cada
componente, y dado que las funciones de minimizacio´n de cualquier amplitud
son similares, es suficiente aprender a determinar el mı´nimo absoluto de una
funcio´n error e : ]0,∞[→ [0,∞[ como la siguiente:
e(x) =
n∑
i=1
∣∣xk − aki ∣∣p
=

n∑
i=1
(
aki − xk
)p
, si 0 < x ≤ a1,
r∑
i=1
(
xk − aki
)p
+
n∑
i=r+1
(
aki − xk
)p
, si ar < x ≤ ar+1
(1 ≤ r ≤ n− 1),
n∑
i=1
(
xk − aki
)p
, si x > an,
(4.6)
donde p > 0, k > 0 y 0 < a1 < a2 < . . . < an (siendo n ≥ 2 porque n = 1 es
un caso trivial). No´tese que p1 y k1 se denotan aqu´ı, por simplicidad, por p y k,
respectivamente. Claramente, e es una funcio´n continua en ]0,∞[ y de clase C∞
en ]0,∞[{a1, a2, . . . , an}. Ma´s au´n, la funcio´n e es estrictamente decreciente
en ]0, a1[ y estrictamente creciente en ]an,∞[. Entonces e tiene, al menos, un
mı´nimo absoluto en ]0,∞[, que esta´ en [a1, an]. Esto prueba que el problema de
regresio´n difusa siempre tiene una solucio´n. Para encontrarla distinguimos entre
si p > 1, p = 1 o 0 < p < 1.
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Caso p > 1. Supongamos p > 1 en (4.6). Teniendo en cuenta la descompo-
sicio´n en partes de e, podemos probar que
l´ım
x→a+i
e′(x)− l´ım
x→a−i
e′(x) = 0 para cada i ∈ {1, 2, . . . , n},
por lo que la funcio´n e es de clase C1 en ]0,∞[. Adema´s, su derivada es
e′(x) =

−p k xk−1
n∑
i=1
(
aki − xk
)p−1
, si 0 < x ≤ a1,
p k xk−1
[
r∑
i=1
(
xk − aki
)p−1 − n∑
i=r+1
(
aki − xk
)p−1]
, si ar < x ≤ ar+1
(1 ≤ r ≤ n− 1),
p k xk−1
n∑
i=1
(
xk − aki
)p−1
, si x > an.
Como e′(x) < 0 si x ∈ ]0, a1] y e′(x) > 0 si x ∈ [an,∞[ , el teorema de Bolzano,
aplicado a e′, nos garantiza que existe un valor x0 ∈ ]a1, an[ tal que e′(x0) = 0.
Como p > 1, entonces e′′(x) > 0 para cualquier x ∈ ]0,∞[{a1, a2, . . . , an}, por
lo que e′ es estrictamente creciente en ]0,∞[. Por tanto, e′ tiene un u´nico cero,
que claramente es un mı´nimo absoluto. Para encontrar este punto, tenemos que
resolver la ecuacio´n e′(x0) = 0 en ]a1, an[, que es equivalente al sistema:{
r∑
i=1
(
xk0 − aki
)p−1
=
n∑
i=r+1
(
aki − xk0
)p−1
en el intervalo ]ar, ar+1]
}r=n−1
r=1
.
Caso p = 1. Si p = 1 en (4.6), entonces tanto e como su primera derivada,
vienen dadas por:
e(x) =
n∑
i=1
∣∣xk − aki ∣∣ ,
e′(x) =

−k n xk−1, si 0 < x < a1,
(2r − n) k xk−1, si ar < x < ar+1,
k n xk−1, si x > an.
En cada intervalo ]0, a1[ , ]a1, a2[ , . . . , ]an−1, an[ , ]an,+∞[ el signo de e′ depende
de los siguientes nu´meros:
Mr = 2r − n, para cada r ∈ {0, 1, 2, . . . , n}.
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Entonces
−n = M0 < M1 < M2 < . . . < Mn−1 < Mn = n.
En los primeros intervalos, e′ es negativo (por lo tanto e es estrictamente decre-
ciente) y en el final de los intervalos e′ es positiva (por lo que e es estrictamente
creciente). Si Mr 6= 0 para todo r, entonces e tiene un u´nico mı´nimo absolu-
to, que es la mediana del conjunto de los datos {a1, a2, . . . , an}. Si Mr = 0 para
algu´n r, entonces e alcanza su mı´nimo en todos los puntos del intervalo [ar, ar+1]
ya que la mediana no esta´ un´ıvocamente determinada entre ar y ar+1 (son los
valores centrales de la distribucio´n).
Caso 0 < p < 1. Si 0 < p < 1 en (4.6), no es dif´ıcil probar que, para cada
r ∈ {1, 2, . . . , n},
l´ım
x→a−r+1
e′ (x) = −∞ y l´ım
x→a+r
e′ (x) = +∞.
Si existe algu´n x0 ∈ ]ar, ar+1[ tal que e′ (x0) = 0, entonces podemos encontrar
un valor ε0 > 0 verificando que ]x0 − ε0, x0 + ε0[ ⊆ ]ar, ar+1[ y e′ (x0 − ε) >
0 > e′ (x0 + ε) para cada ε ∈ ]0, ε0[. Entonces, e′ solo puede tener un cero en el
intervalo ]ar, ar+1[, y es creciente antes del cero y decreciente despue´s del cero.
Por lo tanto, este cero so´lo puede ser un ma´ximo local, por lo que el mı´nimo de
e en cada intervalo [ar, ar+1] debe estar en {ar, ar+1}. De esta forma, el mı´nimo
absoluto de la funcio´n e en el intervalo [a1, an] debe estar en el conjunto de
nodos {a1, a2, . . . , an}.
Resumimos todos los casos considerados en el siguiente teorema que da el
estimador Mˆ para M (los estimadores de I y S se obtienen mediante expresiones
similares).
Teorema 4.3.1 Sean X una variable aleatoria, sea Y una variable aleatoria
difusa trapezoidal verificando la ecuacio´n (4.1) y sea {Xi,Yi}ni=1 una mues-
tra aleatoria obtenida de (X,Y), siendo Yi = Tra(Yi,Mi, Ii, Si) para cada
i ∈ {1, 2, . . . , n}. Sea Yˆ cX un modelo ajustado obtenido a partir de los datos
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{Xi, Yi}ni=1. Entonces el problema de regresio´n (en M, I, S ≥ 0) para alguna
medida de similitud D definida en (4.5):
Z = ZM,I,S : domX → T , ZX = Tra(Yˆ cX ,M, I, S), X ∈ domX,
EI,M,S =
n∑
i=1
D(Yi,ZXi) m´ınimo con respecto a 4,
tiene solucio´n. El estimador Mˆ para M es el siguiente estimador (estima-
dores para I y S pueden obtenerse de forma simular):
a) Si p > 1, Mˆ es la u´nica solucio´n positiva del sistema de ecuaciones:
Mˆ →

r∑
i=1
(
xk −Mki
)p−1
=
n∑
i=r+1
(
Mki − xk
)p−1
en el intervalo ]Mr,Mr+1]
r=n−1
r=1
 . (4.7)
b) Si p = 1, Mˆ es la mediana de las amplitudes (Mˆ → medianMi).
c) Si 0 < p < 1, Mˆ se obtiene buscando los siguientes valores:
Mˆ →Mj tal que
{
n∑
i=1
∣∣Mkj −Mki ∣∣p }n
j=1
es m´ınima. (4.8)
Adema´s, Mˆ esta´ u´nicamente determinada en los siguientes casos:
B p > 1, o
B p = 1 y la mediana de las correspondientes amplitudes es u´nica, o
B 0 < p < 1 y los correspondientes valores en (4.8) tienen un u´nico m´ınimo
absoluto.
En el caso p = 2 (que es muy interesante porque lleva al me´todo de mı´nimos
cuadrado), el sistema (4.7) tiene una u´nica solucio´n:
Mˆ =
k
√
Mk1 +M
k
2 + . . .+M
k
n
n
.
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En el caso p = 3, el sistema (4.7) es equivalente al sistema bicuadra´tico:
(2r − n)x2k − 2xk
(
r∑
i=1
Mki −
n∑
i=r+1
Mki
)
+
(
r∑
i=1
M2ki −
n∑
i=r+1
M2ki
)
= 0
en el intervalo ]Mr,Mr+1]

r=n−1
r=1
.
En situaciones pra´cticas, M̂ , Î y Ŝ pueden calcularse fa´cilmente como la
solucio´n de un problema de minimizacio´n, directamente programando y mini-
mizando la funcio´n distancia.
4.3.3. Una extensio´n de la metodolog´ıa previa
Nuestro modelo de regresio´n difusa se puede generalizar para el caso en el
que las variables explicativas tambie´n son difusas, es decir, al caso en el que
X = (X1, ...,XN)′ es un vector de variables difusas trapezoidales e Y es una
variable difusa trapezoidal. En base a una muestra aleatoria {X1i, ...,XNi,Yi}ni=1,
si estamos interesados en analizar la relacio´n entre Y y X1, ...,XN , entonces, este
problema se puede reducir a los casos anteriores considerando como variable de
entrada la vector aleatorio real
X ′ =
(
X11 , X
2
1 , X
3
1 , X
4
1 , X
1
2 , ..., X
4
N−1, X
1
N , X
2
N , X
3
N , X
4
N
)′
.
De hecho, si X1, ...,XN no son trapezoidales, tambie´n podemos considerar un
operador de aproximacio´n que lo transforme de manera adecuada.
4.4. Medidas de bondad de ajuste
Despue´s de describir los procedimientos que proponemos para determinar
las funciones que modelizara´n el experimento aleatorio difuso, cabe plantearse
una medida de bondad de ajuste que sea u´til para evaluar nuestra metodolog´ıa.
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Dado que el error total que nosotros calcularemos es un nu´mero difuso y no
un nu´mero real, nuestra metodolog´ıa no es comparable con ningu´n otro pro-
cedimiento introducido hasta la fecha. No obstante, a falta de realizar estudios
posteriores sobre esta cuestio´n, para poder mostrar la eficiencia de nuestro me´to-
do, vamos a calcular, en cada uno de los ejemplos que presentemos, las medidas
de bondad de ajuste que se emplean en el contexto real, aunque trasladadas al
ambiente difuso. De esta forma veremos que, utilizando los estimadores cla´sicos
de bondad de ajuste que surgen en el contexto real, nuestros modelos mejoran
los existentes ya que conducen a un error menor en el sentido que comentamos
en la siguiente observacio´n.
Hemos visto que, aplicando la metodolog´ıa anterior, obtendremos diferentes
modelos de regresio´n difusa, que hemos denotado como
Zx = D̂cZx + D̂∗cZx = (Z1x/Z2x/Z3x/Z4x) ∈ T .
Para evaluar la bondad de ajuste de los diferentes modelos, algunos/as auto-
res/as han considerado principalmente las estimaciones nume´ricas dadas por los
siguientes estad´ısticos.
Por un lado, podemos calcular la suma total de cuadrados debida al error
(ve´ase [12, 53]), que denotamos por SSE, y que viene dada por:
SSE =
4∑
j=1
SSEj,
donde los valores {SSEj}4j=1 se obtienen mediante
SSEj =
n∑
i=1
(
Yji −Zjxi
)2
, 1 ≤ j ≤ 4,
siendo Yi = (Y1i /Y2i /Y3i /Y4i ) para cada i ∈ {1, 2, . . . , n}. Algunos autores
(ve´ase [12]) tambie´n utilizaron como medida comparativa la suma del error
total
4∑
j=1
Ej, donde Ej =
SSEj
4
para cada j ∈ {1, 2, 3, 4}.
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Por otro lado, otros autores (ve´ase, por ejemplo, [15]) consideraron un
coeficiente R-cuadrado (o ajustado) dado, utilizando nuestra medida de
distancia, por
R˜2 = 1− SSE
SST
= 1−
4∑
j=1
n∑
i=1
(
Yji −Zjxi
)2
4∑
j=1
n∑
i=1
(
Yji − Yji
)2 ,
donde
Yji =
1
n
n∑
i=1
Yji
es la media de los valores observados.
Observacio´n 4.4.1 Los modelos de regresio´n simples involucran una u´nica va-
riable de respuesta dependiendo de una u´nica variable predictora. En este ca-
so, los paquetes estad´ısticos ajustan una gran variedad de formas funcionales
y calculan diferentes medidas estad´ısticas de la bondad de ajuste para modelos
parame´tricos: (1) la suma de cuadrados debida al error (SSE) y (2) R-cuadrado
o R-cuadrado ajustado. Normalmente, los modelos se disponen en orden de-
creciente del coeficiente R-cuadrado. Recordemos que los valores del coeficiente
R-cuadrado oscilan de 0 a 100 %. Un valor R-cuadrado alto indicara´ un modelo
u´til mientras que un bajo R-cuadrado significa que el modelo correspondiente no
debe ser tenido en cuenta por el/la investigador/a. Tambie´n hay que tener en
cuenta que si aumentamos el nu´mero de variables en nuestro modelo, el coefi-
ciente R-cuadrado aumentara´, si bien el ajuste puede no haber mejorado en un
sentido pra´ctico. Para evitar esta situacio´n, debemos usar los grados de libertad
para obtener el estad´ıstico R-cuadrado ajustado.
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CAPI´TULO 5
Ejemplos ilustrativos
En este cap´ıtulo presentamos algunos ejemplos para ilustrar co´mo se aplica
el me´todo que hemos propuesto en el cap´ıtulo anterior, aplicados a situaciones
reales que han sido ya estudiadas por diversos investigadores en esta materia. De
esta forma, podemos comparar los resultados obtenidos empleando nuestro pro-
ceso con los obtenidos empleando te´cnicas anteriores. Antes de ello, repasamos
las l´ıneas generales del me´todo propuesto en el cap´ıtulo anterior.
5.1. Resumen de la metodolog´ıa propuesta
Para mayor claridad, antes de describir ejemplos concretos de la metodolog´ıa
que proponemos en cada uno de los casos que pueden ocurrir, resumimos bre-
vemente el procedimiento completo que hemos detallado en el cap´ıtulo anterior
(recue´rdese tambie´n la Figura 4.1):
Paso 1. Teniendo en cuenta las caracter´ısticas del estudio que se desea
realizar, comenzaremos fijando todos los factores que intervienen para poder
considerar en el estudio la medida de similitud D y la relacio´n binaria 4. Puede
ser conveniente que se utilicen aquellas funciones y constantes que hagan que D
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sea una aute´ntica me´trica sobre T y que 4 sea un aute´ntico orden parcial sobre
T . En particular, podr´ıa ser de mucha utilidad que estos factores llevaran al
me´todo de mı´nimos cuadrados o al me´todo de mı´nimas desviaciones absolutas.
Paso 2. Generar una muestra aleatoria simple {(X i,Yi)}ni=1 de la variable
conjunta (X,Y), y expresar cada uno de los nu´meros trapezoidales en funcio´n
de su centro y de sus amplitudes, es decir, de la forma Yi = Tra(Yi,Mi, Ii, Si)
para cada i ∈ {1, 2, . . . , n}.
Paso 3. Utilizando la medida de similitud D y el software estad´ıstico apro-
piado para tal tarea, confeccionar tablas de ajustes tanto para la funcio´n Y c :
domX → R que modelizara´ los centros como para las funciones M, I, S :
domX → R+0 que describira´n las amplitudes (ve´ase, por ejemplo, los resul-
tados de la Tabla 5.1). Dichas tablas de ajustes estara´n ordenadas en orden
decreciente del coeficiente R2 (o R2-ajustado, segu´n sea el caso). Se tendra´n en
cuenta dos observaciones muy importantes:
Si alguno de los procesos de regresio´n real no produce modelos razona-
blemente significativos, entonces habra´ que ajustar una funcio´n constante
atendiendo a la metodolog´ıa desarrollada en la Subseccio´n §4.3.2.
Entre los muchos modelos significativos que puedan generarse para las
funciones que modelizan las amplitudes, habra´ que descartar aquellos mo-
delos que puedan tomar valores negativos en el dominio de la variable
explicativa X = (X1, X2, . . . , XN).
Paso 4. Utilizando cada uno de los posibles emparejamientos de las funciones
que pueden modelizar los centros y las amplitudes, construiremos la funcio´n
estimacio´n
Ẑ = Tra(Ŷ c, M̂ , Î, Ŝ).
Paso 5. Para cada una de las posibilidades anteriores, calcularemos el error
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difuso total mediante la expresio´n
E =
n∑
i=1
D(Yi,ZXi).
Estos resultados se pueden presentar en una tabla (ve´ase, por ejemplo, la Tabla
5.2).
Paso 6. Ordenar los modelos difusos utilizando el orden parcial 4 introdu-
cido en la Definicio´n 3.3.1, teniendo en cuenta los errores difusos obtenidos en
el paso anterior para cada uno de los modelos. En los ejemplos, estos resultados
se muestran en una tabla denominada Tabla de ajustes difusos. Veremos que,
aunque pueda parecer lo contrario, el orden establecido entre los modelos en el
paso 3 segu´n un coeficiente R-cuadrado real no coincide necesariamente con la
ordenacio´n de los modelos obtenida cuando e´stos se disponen en este paso de
acuerdo con el orden difuso introducido (ve´ase, por ejemplo, la Tabla 5.4).
Obse´rvese que los pasos 5 y 6 son la clave para entender que nuestra meto-
dolog´ıa es claramente diferente de los procedimientos utilizados anteriormente
por otros autores: los errores difusos se calculan y se clasifican de acuerdo con
un orden parcial difuso sobre el conjunto de todos los nu´meros difusos trapezoi-
dales. Por lo tanto, nuestra te´cnica no se limita al ana´lisis multivariante cla´sico
y, como veremos en los ejemplos, la mejor estimacio´n se consigue con funciones
difusas que no se podr´ıan obtener con el simple uso de te´cnicas reales cla´sicas.
Una de las propiedades ma´s interesantes de la metodolog´ıa propuesta es
la enorme cantidad de posibilidades que tiene el/la investigador/a para fijar
la medida de similitud (o me´trica) D y la relacio´n binaria (u orden parcial)
4 sobre T . No obstante, en los siguientes ejemplos, por simplicidad y por su
sencillez de manejo, supondremos que elegimos los factores necesarios en D y
en 4 para obtener el me´todo de mı´nimos cuadrados al desarrollar los procesos
de regresio´n reales. De esta forma, salvo que se indique lo contrario, tomaremos
D = Dc, h1 y h2 sera´n las negaciones esta´ndar y tomaremos pseudosemime´tricas
del estilo φ0(x, y) = |x− y|p0 , ψ(x, y) = |xk − yk|p, φi(x, y) = |xki − yki |pi y
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ϕi(x, y) = ||x|k′i −|y|k′i |p′i cualesquiera que sean x, y en sus respectivos dominios.
5.2. Ejemplo 1: Caso en el que las amplitudes
dependen de variables explicativas
En este primer ejemplo del cap´ıtulo mostramos la aplicabilidad de la meto-
dolog´ıa propuesta empleando una situacio´n difusa en la que se pueden observar
con detalle cada uno de los pasos descritos anteriormente.
En 2010, Ferraro et al. [20] analizaron la relacio´n de dependencia de las ventas
del comercio minorista (en millones de do´lares) en Estados Unidos durante el
an˜o 2002 dependiendo del nu´mero de empleados del negocio (ve´ase la Tabla
2 de [20]). La variable independiente X es una variable real que toma valores
enteros, ya que se trata del nu´mero de empleados/as que trabajan en cada uno
de los 22 sectores productivos analizados. Sin embargo, la variable Y mide las
ventas estimadas en cada uno de esos sectores, por lo que no son exactas, y sus
valores se reflejan en forma de intervalos. Para desarrollar nuestra metodolog´ıa,
en este estudio identificamos cada uno de esos intervalos con un nu´mero difuso
triangular cuyo centro coincide con el centro del intervalo dado y cuya amplitud
es su radio. Dada la simetr´ıa de los nu´meros difusos que consideraremos, so´lo
cabe desarrollar dos procesos de regresio´n real, uno para los centros y otro para
la u´nica amplitud no trivial (en este caso, M = 0 e I = S). De esta forma, el
mismo modelo se aplicara´ para las amplitudes izquierda y derecha.
Habiendo fijado la me´trica D y el orden parcial 4, y disponiendo ya de
una muestra de la variable conjunta (X,Y), desarrollamos procesos de regresio´n
real por mı´nimos cuadrados para modelizar el centro de los datos y su amplitu-
des, obteniendo modelos muy significativos para los centros pero no tanto para
la amplitud. La Tabla 5.1 muestra un listado, obtenido mediante un paquete
estad´ıstico, con los cinco mejores modelos que proporciona el programa tanto
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para los centros (con coeficientes R-cuadrado superiores al 90 %) como para las
amplitudes (con coeficientes R-cuadrado ligeramente superiores al 60 %). Uti-
lizamos la terminolog´ıa y la notacio´n que utiliza el propio paquete estad´ıstico
para denotar a sus propios modelos.
Tabla 5.1: Tabla de ajustes para el centro (parte superior) y para las amplitudes
(parte inferior) izquierda y derecha del ejemplo propuesto en la Seccio´n §5.2.
Modelos propuestos para modelizar la funcio´n Ŷ c
Modelo Funcio´n R-cuadrado
Ra´ız cuadrada de Y (29.9912 + 0.000107839x)2 94.80 %
Ra´ız cuadrada de X 1807.91 + 1.83701 · 10−8 x2 94.26 %
Multiplicativo 0.0155958x0.999421 91.58 %
Lineal 0.0180685x− 672.731 91.46 %
Exponencial exp(7.2127 + 0.000002872x) 90.62 %
Modelos propuestos para modelizar la funcio´n Ŝ
Modelo Funcio´n R-cuadrado
Multiplicativo 0.016733x0.878572 65.26 %
Ra´ız cuadrada de Y (18.2688 + 0.00004375x)2 64.01 %
Exponencial exp (5.9244 + 0.00000248x) 62.47 %
Doble rec´ıproco 1/ (0.000237192 + 246.094/x) 61.45 %
Lineal 0.0034698x+ 185.714 60.75 %
Al considerar cinco modelos para los centros y otros cinco modelos para la
amplitud, encontramos veinticinco posibilidades conjuntas. Para cada uno de
los veinticinco posibles emparejamientos, calculamos el error difuso total E , que
queda expresado en la forma (a/b/c/d) (aunque pueda parecer una tarea muy
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larga y complicada, un ordenador de gama media tarda menos de 10 segundos
en desarrollarla). Los resultados obtenidos se muestran en la Tabla 5.2. Como
puede observarse, coherentemente con el hecho de que los nu´meros difusos que
se emplean son triangulares y sime´tricos, tambie´n los errores difusos totales son
triangulares y sime´tricos. De esta forma, los pasaremos a la notacio´n que resalta
su centro y su amplitud, es decir, los expresamos en la forma
(a− b/a/a/a+ b) = Tra(a, 0, b, b) = Tri(a, b).
Los resultados de esta conversio´n pueden observarse en la Tabla 5.3.
Finalmente, la Tabla 5.4 muestra el resultado que se obtiene al ordenar estos
modelos conforme al orden parcial difuso establecido. De esta forma, el modelo
de regresio´n difusa que determinamos utilizando el proceso que propusimos en
el cap´ıtulo anterior es Ẑx = Tri(Ŷx, Îx, Ŝx), donde
Ŷx = 1807.91 + 1.83701 · 10−8x2 e Îx = Ŝx = 0.0034698x+ 185.714.
A continuacio´n comparamos los resultados que hemos obtenido utilizando
nuestra metodolog´ıa con los resultados obtenidos en [20]. Cabe aclarar que la
metodolog´ıa desarrollada en [20], que se nota por MF, emplea una transforma-
cio´n logar´ıtmica de las amplitudes para evitar el problema de asignacio´n de
valores negativos a los mismos. Como resultado de su proceso de regresio´n, se
proponen para modelizar el centro y la amplitud las funciones llamadas lineal y
Exponencial, respectivamente, en la Tabla 5.1.
Ŷ MFx = 0.0180685x− 672.731 e Î MFx = ŜMFx = exp (5.9244 + 0.00000248 x) .
La metodolog´ıa propuesta en este trabajo, que se nota por MR, indica que los
modelos que, conjuntamente, son ma´s adecuados para el centro y las amplitudes
son los llamados cuadrado de X y lineal, respectivamente.
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Como se muestra en la Figura 5.1, el modelo MF presenta varios proble-
mas. Cuando el nu´mero de empleados es inferior a 6000, las ventas del comercio
minorista que predice el modelo MF entran en valores negativos. Observamos
tambie´n que, debido al comportamiento natural de la funcio´n exponencial, el
modelo estimado MF tendr´ıa graves problemas de modelizacio´n cuando el nu´me-
ro de empleados aumenta (ve´ase la figura 5.1 b)).
Por otro lado, la Tabla 5.5 incluye los resultados de una comparacio´n de los
modelos de regresio´n difusos MF y MR utilizando SSE y R-cuadrado (recue´rdese
la Observacio´n 4.4). No´tese que, aunque podr´ıamos haber tenido en cuenta las
cuatro esquinas del nu´mero difuso rectangular, en este caso, dado que los valores
de salida son recta´ngulos (o nu´meros difusos con un centro y un u´nica amplitud
significativa), tiene ma´s sentido utilizar una u´nica suma de cuadrados para los
centros (SSE2 = SSE3) y otra para la amplitud (SSE4, que ser´ıa igual a SSE1,
que no se ha tenido en cuenta). Finalmente, como conclusio´n de las medidas
de bondad de ajuste calculadas, podemos afirmar que el modelo MR es ma´s
apropiado que el modelo MF.
Tabla 5.5: Comparacio´n de SSE y R2 para los modelos propuestos por MF y
MR.
Modelo de regresio´n difusa SSE1 SSE2 = SSE3 SSE4
Ferraro et al. [20] (MF) 7.99227 · 107 6.58725 · 107
Metodolog´ıa propuesta (MR) 3 .68159 · 107 4.42727 · 107
Modelo de regresio´n difusa SSE ΣjEj R˜
2
Ferraro et al. [20] (MF) 9.39716 · 107 3.05639 · 108 7.64099 · 107
Metodolog´ıa propuesta (MR) 8.53534 · 107 2.10715 · 108 5.26787 · 107
Observacio´n 5.2.1 Como acabamos de ver, algunos/as autores/as establecen
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(b) Prediccio´n a gran escala.
Figura 5.1: Comparacio´n entre los modelos MF (en color azul) y MR (en color
verde.
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a priori condiciones de no negatividad sobre las funciones Mx, Ix y Sx. En este
contexto, para el problema de analizar las relaciones de regresio´n lineal, Coppi
et al. [15] propusieron un modelo para datos de entrada reales y respuesta di-
fusa de tipo LR. Los autores consideraron un procedimiento de estimacio´n por
mı´nimos cuadrados iterativo e impusieron una condicio´n de no negatividad en el
problema de minimizacio´n nume´rica para evitar amplitudes estimadas negativas.
Ferraro et al. [20] propusieron un modelo alternativo para superar la condicio´n
de no negatividad, porque las deducciones para los modelos con estas restriccio-
nes normalmente hacen el problema ma´s complejo y menos eficiente (ve´ase [20]
y las referencias que contiene al respecto). Para superar esta dificultad, emplea-
ron transformaciones logar´ıtmicas sobre los valores de las amplitudes. Nosotros
estamos en contra de tales restricciones impuestas desde el principio pues la va-
riedad de modelos que son propuestos actualmente por el software actual permite
determinar, casi siempre, modelos significativos que toman valores no negativos
en el dominio de la variable de entrada X.
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5.3. Ejemplo 2: Caso con datos analizados por
muchos investigadores diferentes
En esta seccio´n vamos a introducir un ejemplo que, si bien carece del nivel
de detalle y complejidad que se hab´ıan introducido en estudios anteriores, tiene
la enorme ventaja de que ha sido considerado en la literatura previamente por
muchos investigadores (ve´ase [12, 16, 29, 33, 37, 42, 53, 60, 69]) para la evalua-
cio´n experimental y la comparacio´n de las diferentes metodolog´ıas propuestas.
Desarrollamos, pues, esta seccio´n, como un estudio comparativo.
Tabla 5.6: Datos de Tanaka et al. y sus correspondientes amplitudes.
X Y I Y c Y S Ii Si
1 6.2 8 9.8 1.8 1.8
2 4.2 6.48 6 2.2 2.2
3 6.9 9.5 12.1 2.6 2.6
4 10.9 13.5 16.1 2.6 2.6
5 10.6 13 15.4 2.4 2.4
En 1987, Tanaka et al. disen˜aron un ejemplo para ilustrar la metodolog´ıa
de regresio´n difusa que propon´ıan con objeto de tratar el problema en el que
hay una u´nica variable exploratoria nume´rica y una u´nica variable dependiente
difusa, la cual tomaba valores difusos triangulares sime´tricos. En su ejemplo
consideraron cinco pares de observaciones que incluimos en la Tabla 5.6.
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Tabla 5.7: Tabla de ajustes para el centro (parte superior) y para las amplitudes
izquierda y derecha (parte inferior) del ejemplo propuesto en la Seccio´n §5.3.
Modelos propuestos para modelizar la funcio´n Ŷ c
Modelo Funcio´n R-cuadrado
Doble cuadrado
√
45.4676 + 5.80222x2 78.84 %
Cuadrado de X 6.97118 + 0.28262 x2 77.74 %
Cuadrado de Y
√
3.905 + 35.129 x 77.27 %
Ra´ız cuadrada de Y-Cuadrado de X (2.65312 + 0.0446295 x2)
2
76.42 %
Lineal 4.95 + 1.71 x 76.09 %
...
...
...
Modelos propuestos para modelizar la funcio´n Ŝ
Modelo Funcio´n R-cuadrado
Doble rec´ıproco 1/(0.344065 + 0.208324/x) 90.24 %
Multiplicativo 1.87501 · x0.212984 78.01 %
Ra´ız cuadrada de Y - log X (1.37031 + 0.156125 log x)2 77.04 %
Log X 1.8806 + 0.458902 log x 75.94 %
Lineal 1.84 + 0.16x 57.14 %
...
...
...
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La Tabla 5.7 nos da un listado de algunos de los mejores modelos para
centros y amplitudes, ordenada utilizando el criterio de R-cuadrado. La Tabla
5.8 presenta los errores difusos totales E , calculados de la forma (a/b/c). Para la
correcta ordenacio´n de estos errores difusos por el orden parcial introducido, se
muestra en la Tabla 5.9 sus correspondientes expresiones en la forma Tri(Ac, As)
(teniendo en cuenta que son sime´tricos). Entonces, en la Tabla 5.10, se presentan
todos los modelos ordenados atendiendo al criterio difuso propuesto. Es muy
importante tener en cuenta que este ranking no coincide con el criterio de R-
cuadrado.
Finalmente, el modelo propuesto por nuestra metodolog´ıa utilizando el or-
denamiento difuso anterior es
Ẑx = Tri
(√
45,4676 + 5,80222x2 ,
1
0,344065 + 0,208324/x
)
para cada x ∈ domX.
La Tabla 5.11 muestra los resultados del estudio comparativo entre nuestro
modelo y los modelos previos obtenidos por otros autores, utilizando SSE, ΣjEj
y R˜2.
Como conclusio´n, podemos decir que el enfoque puramente difuso propuesto
en esta Memoria mejora significativamente los resultados obtenidos por otros
autores.
5.4. Ejemplo 3: Caso en el que las amplitudes
no dependen de las variables explicativas
Las instituciones acade´micas utilizan los datos de satisfaccio´n de los/as es-
tudiantes para comprender, cambiar y mejorar el entorno del campus, creando
as´ı ambientes ma´s propicios para el desarrollo de los estudiantes. En este senti-
do, la satisfaccio´n del estudiante es un indicador de la capacidad de respuesta
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de la institucio´n a las necesidades de los estudiantes y una medida de la eficacia,
el e´xito y la vitalidad institucionales. La mayor´ıa de los cuestionarios que re-
cogen opiniones y juicios de los/as estudiantes se disen˜an utilizando una escala
Likert de cinco puntos o una escala de nu´meros enteros. Sin embargo, como las
evaluaciones de opinio´n/valoracio´n son datos intr´ınsecamente imprecisos, varios
estudios sugieren que podr´ıa ser ma´s razonable y factible el uso de una escala
de nu´meros difusos para evitar la pe´rdida de informacio´n y, por lo tanto, es ma´s
conveniente utilizar me´todos de regresio´n difusos en lugar de los me´todos de
regresio´n tradicionales.
El objetivo principal de esta investigacio´n era el de conocer si existe alguna
relacio´n entre la nota obtenida por cada alumno/a en la prueba inicial y el
grado de satisfaccio´n del alumnado al terminar sus estudios en la asignatura
de Estad´ıstica. En concreto, se trataba de comprobar si la nota inicial puede
explicar, en mayor o menor medida, el grado de satisfaccio´n con respecto a la
asignatura. De esta forma, la variable explicativa X, que era la nota obtenida por
el alumnado en la prueba inicial, es una variable real continua que toma valores
en el intervalo real [0, 10]. Por otro lado, la variable explicada Y , que med´ıa el
grado de satisfaccio´n del alumnado al terminar sus estudios en la asignatura de
Estad´ıstica, es una variable aleatoria que toma valores difusos trapezoidales con
soporte contenido en el intervalo [0, 100] (siendo 0 la mı´nima satisfaccio´n y 100,
la ma´xima).
La investigacio´n se llevo´ a cabo en el segundo cuatrimestre del curso
2011/2012, en la Escuela Te´cnica Superior de Ciencias de la Informacio´n y
Telecomunicaciones de la Universidad de Granada, entre el alumnado de Es-
tad´ıstica, asignatura del primer curso de la titulacio´n de Ingenier´ıa Informa´tica.
Al principio del curso, el profesor explico´ el propo´sito del estudio y dio instruc-
ciones para valorar, de manera ano´nima, la satisfaccio´n del alumnado respecto
de esta asignatura (lo cual se har´ıa al final del cuatrimestre). La prueba inicial
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se desarrollo´ en el mes de febrero de 2012, y se valoro´ con un nu´mero real en
el intervalo [0, 10]. Para garantizar el anonimato, durante la misma se entrego´ a
cada estudiante un nu´mero personalizado. Al terminar sus estudios de dicha
asignatura, durante el mes de junio de 2012, se pidio´ a los estudiantes que res-
pondiesen a varias preguntas, utilizando para ello nu´meros difusos con soporte
compacto contenido en el intervalo [0, 100]. En dicho cuestionario, el alumnado
deb´ıa reflejar su nu´mero personalizado, que ser´ıa independiente del examen final
de la asignatura. Se dio una semana para recoger las respuestas de satisfaccio´n
de los estudiantes. El nu´mero de estudiantes matriculados en la asignatura que
participaron en la investigacio´n fue de 54. Por sexos, un 11.11 % eran mujeres,
mientras que un 88.89 % eran varones. Los datos obtenidos en este estudio se
muestran en la Tabla 5.12.
Aplicando el ana´lisis de regresio´n cla´sico por mı´nimos cuadrados a trave´s
de un paquete estad´ıstico, podemos encontrar una lista de posibles funciones
para modelizar la funcio´n Y c que determinara´ los centros, resultando e´stas ser
significativas. Sin embargo, en este caso, ningu´n modelo puede ser considerado
significativo para los datos de las amplitudes y, en consecuencia, el me´todo de
mı´nimos cuadrados no parece el ma´s razonable. La Tabla 5.13 resume los mejores
modelos que proporciona el programa estad´ıstico ordenados segu´n su coeficiente
R-cuadrado.
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Tabla 5.12: Tabla de datos correspondiente al ejemplo de la Seccio´n §5.4.
Xi Y
1
i Y
2
i Y
3
i Y
4
i Xi Y
1
i Y
2
i Y
3
i Y
4
i
8.2 60 70 75 82 2.2 37 43 50 60
2.1 33 47 50 58 8 85 90 90 95
1.9 30 35 40 45 2.8 40 50 53 63
5 57 63 65 75 6 65 75 78 85
5 57 68 73 85 3.1 43 50 55 62
3.1 45 48 50 60 5 55 63 70 82
3.8 50 55 58 70 2.2 38 50 54 63
5 60 68 70 81 9 88 94 96 100
8.5 75 87 89 97 6.6 70 74 75 87
6.5 75 81 83 90 6 70 74 75 78
3.3 46 50 53 55 3.5 50 60 62 75
7.5 72 77 80 85 5.3 45 60 63 71
1.5 32 45 55 58 7.2 70 77 83 90
7 75 84 87 100 1.2 35 40 45 53
2.5 50 60 64 75 1.3 27 30 40 45
6 70 75 75 80 5 60 65 70 75
2.6 44 50 55 58 3.8 50 55 60 65
1.5 32 44 47 55 9.5 80 90 95 100
3.3 45 60 60 70 5.5 60 73 75 85
5 60 67 70 75 6 63 65 72 80
6 65 70 72 80 8 87 90 92 96
8 73 85 88 98 1.2 20 27 30 35
1.4 30 33 35 45 5.1 57 64 67 79
2.5 40 46 48 55 2.7 44 55 58 70
7 70 75 77 80 5.5 60 65 68 77
6.2 70 80 85 92 5 55 63 65 75
9.3 80 90 95 100
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Tabla 5.13: Tabla de ajustes para el centro (parte superior) y para las amplitudes
(parte inferior) del ejemplo propuesto en la Seccio´n §5.4.
Modelos propuestos para modelizar la funcio´n Ŷ c
Modelo Funcio´n R-cuadrado
Cuadrado de Y
√
862.2x+ 329.6 91.30 %
Ra´ız cuadrada de X 27.68
√
x+ 6.22 91.19 %
Lineal 6.64x+ 32.93 90.73 %
Ra´ız cuadrada doble (1.77
√
x+ 4.24)
2
90.66 %
Multiplicativo 33.23x0.446 89.57 %
Mejores modelos obtenidos para las amplitudes M̂ , Î y Ŝ
Diferencial Funcio´n R-cuadrado
Para M̂
√
1.218 + 10.197/x 14.98 %
Para Î 1/(0.154 + 0, 0322/x) 0.55 %
Para Ŝ
√
80.905− 0.4197x2 4.70 %
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Dado que las amplitudes no dependen de la variable explicativa, nuestra
metodolog´ıa propone ajustar una funcio´n constante para estimarlos, conforme
a lo explicado en la Subseccio´n §4.3.2. En este caso, nos planteamos el uso de
una pseudosemime´trica del tipo
φ(x, y) =
∣∣xk − yk ∣∣p ,
donde k, p > 0 son variables fijadas por la persona encargada de la investigacio´n.
Para estudiar la influencia de dichas constantes, presentamos, a continuacio´n,
tres casos posibles. La Tabla 5.14 muestra los errores difusos totales obtenidos al
elegir diferentes posibilidades para la funcio´n que modeliza los centros (primera
columna) y para las constantes p y k: en la segunda columna, p = 2 y k = 1
(me´todo de mı´nimos cuadrados), en la tercera, p = 1 y k = 3, y en la cuarta,
p = 0.5 y k = 2.5. En la segunda fila de dicha tabla escribimos el modelo que
resulta ma´s adecuado para D̂∗cZ (es decir, para M̂ , Î y Ŝ) dependiendo de los
diferentes valores de p y de k.
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Figura 5.2: Datos de satisfaccio´n observados segu´n la calificacio´n del estudiante
y el modelo de regresio´n difusa estimado
Ẑx = Tra((1.76654
√
x+ 4.24198)2, 1.745, 7.642, 7.736).
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Como conclusio´n, observamos que, en todos los casos estudiados (donde cam-
bian p y k), la mejor opcio´n para modelizar el centro no es la funcio´n con mayor
coeficiente R-cuadrado real. En este caso, es mejor el modelo
Ŷ c = D̂cZx = (1.76654
√
x+ 4.24198)2.
La Figura 5.2 traza el modelo de regresio´n difusa obtenida para el caso p = 2
y k = 1, que viene dado por Ẑx = Tra(Ŷx, M̂ , Î, Ŝ), donde
Ŷx = (1.76654
√
x+ 4.24198)2,
M̂ = 1.745283, Î = 7.641509 y Ŝ = 7.735849.
5.5. Ejemplo 4: Caso en el que las variables de
entrada son difusas
En [67], Wu propuso un enfoque para la construccio´n de un modelo de re-
gresio´n difusa. Para ilustrar su metodolog´ıa, utilizo´ un ejemplo en el que dos
variables de entrada difusas X1 y X2 trataban de explicar el comportamien-
to de una variable de respuesta difusa Y , tomando todas ellas valores difusos
triangulares. Los datos que emplearon esta´n recogidos en la Tabla 5.15. Ma´s
tarde, Chen y Hsueh [12] volvieron a considerar los mismos datos para explicar
su procedimiento de regresio´n y compararon sus resultados con los resultados
obtenidos anteriormente por el enfoque de Wu (ve´ase la Tabla III en [12]).
En este ejemplo, aplicamos nuestra metodolog´ıa para explicar la relacio´n de
dependencia entre la variable aleatoria triangular difusa Y y las dos variables
aleatorias difusas triangulares X1 y X2.
De acuerdo con lo que proponemos en la Subseccio´n §4.3.3, este problema
debe afrontarse expresando la variable difusa Y en funcio´n de las seis variables
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Tabla 5.15: Datos originales utilizados por Wu [67] y por Chen y Hsueh [12],
que se analizan en la Seccio´n §5.5.
Variable explicativa 1 Variable explicativa 2 Variable respuesta
X1 = (X
`
1/X
c
1/X
s
1) X2 = (X
`
2/X
c
2/X
s
2) Y
(151/274/322) (1432/2450/3461) (111/162/194)
(101/180/291) (2448/3254/4463) (88/120/161)
(221/375/539) (2592/3802/5116) (161/223/288)
(128/205/313) (1414/2838/3252) (83/131/194)
(62/86/112) (1024/2347/3766) (51/67/83)
(132/265/362) (2136/3782/5091) (124/169/213)
(66/98/152) (1687/3008/4325) (62/81/102)
(151/330/463) (1524/2450/3864) (138/192/241)
(115/195/291) (1216/2137/3161) (82/116/159)
(35/53/71) (1432/2560/3782) (41/55/71)
(307/430/584) (2592/4020/5562) (168/252/367)
(284/372/498) (2792/4427/6163) (178/232/346)
(121/236/370) (1734/2660/4094) (111/144/198)
(103/157/211) (1426/2088/3312) (78/103/148)
(216/370/516) (1785/2605/4042) (167/212/267)
aleatorias reales X`1, X
c
1, X
s
1 , X
`
2, X
c
2 y X
s
2 que componen las variables difusas
X1 =
(
X`1/X
c
1/X
s
1
)
y X2 =
(
X`2/X
c
2/X
s
2
)
(observemos que, en este caso, Xm1 =
Xm2 = 0).
Siguiendo la metodolog´ıa que hemos explicado anteriormente, el modelo de
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Tabla 5.16: Comparacio´n de los errores de estimacio´n de varios modelos usando
SSE (seccio´n §5.5).
Autores Modelo de regresio´n difusa ajustado SSE
Wu 3.453 + 0.496X1 + 0.009X2 3674.819
Chen-Hsueh 0,507X1 + 0.009X2−¨(−18.167/0.060/10.592) 2217.535
Nuestra metodolog´ıa ẐX = Tri(Yˆ cX , IˆX , SˆX) (ve´ase (5.1)-(5.3)) 1784.483
regresio´n difusa ajustado es ẐX = Tri(Yˆ cX , IˆX , SˆX), donde
Yˆ cX = 2.5246 + 0.0068X
`
1 + 0.5269X
c
1 − 0.0248Xs1
+ 0.0006X`2 + 0.0043X
c
2 + 0.0034X
s
2 , (5.1)
IˆX = 15.3986 + 0.0411X
`
1 + 0.1892X
c
1 − 0.03489Xs1
− 0.0041X`2 + 0.021Xc2 − 0.016Xs2 , (5.2)
SˆX = 4.5245 + 0.5813X
`
1 − 0.4936Xc1 + 0.2551Xs1
− 0.0092X`2 + 0.0154Xc2 − 0.0080Xs2 , (5.3)
cuyos valores de R-cuadrados ajustados son 99.8234 %, 91.9099 % y 88.9876 %,
respectivamente. La Tabla 5.16 muestra que el error de estimacio´n total SSE de
nuestra propuesta es el ma´s bajo: 1784.483. Por u´ltimo, obse´rvese que el valor
R-cuadrado del modelo que hemos obtenido con la metodolog´ıa propuesta es de
R˜2 = 0.9909.
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5.6. Ejemplo 5: Caso en el que el modelo pro-
puesto explica el 100 % de la variabilidad
difusa observada
En algunos casos, nuestra metodolog´ıa puede producir resultados excelentes.
Por ejemplo, consideremos el caso experimental siguiente, que fue presentado
por Kim y Bishu en [37], y que ma´s tarde ha sido ampliamente estudiado, entre
otros, en [12, 14, 28, 41, 58]. En este ejemplo, tenemos en cuenta los tiempos
de respuesta cognitivos del personal de sala de la planta de energ´ıa nuclear en
un suceso anormal (ma´s detalles se pueden encontrar en [37]). La Tabla 5.17
presenta los datos originales. Un modelo difuso (por lo general, lineal) se asume
entre el tiempo de respuesta cognitiva y la experiencia de las personal dentro
de la sala de control (en an˜os) y la experiencia fuera de una sala de control (en
an˜os) y la educacio´n (en an˜os).
Las observaciones de las variables independientes son datos reales (X =
(X1, X2, X3)) aunque las observaciones de la variable dependiente (Y) se presen-
tan como nu´meros difusos triangulares sime´tricos (por tanto, M = 0 e I = S).
Aplicando la metodolog´ıa que proponemos, se obtiene el modelo de regresio´n
difusa ẐX = Tri(Yˆ cX , SˆX), donde
Yˆ cX = exp(−788.318− 9.20165 X1 − 3.9764 X2 + 111.28 X3
+ 0.889021 X21 + 0.746288)X
2
2 − 3.92647X23 + 14.2274
√
X1);
SˆX = exp(−791.587− 9.18783 X1 − 3.98627 X2 + 111.799 X3
+ 0.887756 X21 + 0.748419)X
2
2 − 3.94458X23 + 14.2211
√
X1).
Este modelo no so´lo es bueno, sino que es el mejor posible, ya que el conjunto
de datos se ajusta perfectamente a este modelo (R˜2 = 100 %). Por lo tanto, no
es necesario compararlo con los modelos obtenidos en [12, 14, 28, 37, 41, 58].
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Conclusiones y observaciones finales
Muchos trabajos han propuesto diferentes nociones de medida de la distan-
cia entre las nu´meros difusos, que han demostrado su aplicabilidad en estudios
emp´ıricos. Sin embargo, para dar un nu´mero real con el fin de describir la si-
militud entre dos nu´meros difusos implica una gran pe´rdida de informacio´n
importante. Adema´s, en general, las medidas que se proponen, en general, no
verifican los cuatro axiomas cla´sicos de una me´trica. Por otro lado, tan so´lo
unos pocos de trabajos interpretaban la medida de distancia entre dos nu´meros
difusos como otro nu´mero difuso.
Para superar estos inconvenientes, esta memoria presenta una nueva fami-
lia de medidas de distancia entre nu´meros difusos que da como resultado otro
nu´mero difuso. Para resolver a este problema, previamente, hemos introducido
una nocio´n de me´trica sobre un conjunto arbitrario que toma valores en el mis-
mo conjunto que es una relacio´n binaria reflexiva y transitiva, entre los nu´meros
difusos que, en el caso particular de que los nu´meros difusos que estamos consi-
derando sean trapezoidales, es un orden parcial. Este orden parcial nos permite
considerar nu´meros difusos no negativos en la que nuestra familia de medidas
de distancia toma valores.
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Las principales ventajas de la familia de medidas de similitud introducida
son los siguientes:
1. se puede medir la similitud entre dos nu´meros difusos arbitrarios y no se
restringe so´lo a nu´meros difusos triangulares o trapezoidales;
2. la medida de la distancia entre dos nu´meros difusos arbitrarios es tambie´n
un nu´mero difuso;
3. esta familia depende de una amplia gama de diferentes valores (inclu-
yendo constantes, defuzzificaciones y pseudosemimetricas) que permite al
cient´ıfico tener distintas posibilidades de medicio´n;
4. el investigador puede controlar desde el principio el tipo de nu´mero difuso
que se puede obtener;
5. esta metodolog´ıa extiende el caso real de tal manera que podemos consi-
derar, en el mismo estudio, nu´meros difusos y reales;
6. si el investigador considera que es importante, es posible manejar una u´nica
clase de nu´meros difusos (por ejemplo, el nu´meros difusos triangulares),
ya que, bajo ciertas condiciones generales, la medida de distancia D se
puede aplicar a ciertas clases de nu´meros difusos en s´ı mismas;
7. una vez que hemos fijado los elementos geome´tricos que utilizaremos en
la medida de distancia D (es decir, q1, q2, D, h1, h2, φ1, φ3, φ4 y ψ2
dependiendo del intere´s del investigador), el ca´lculo de D (A,B) es un
proceso muy fa´cil, intuitivo y con un coste computacional muy bajo.
La metodolog´ıa descrita se ilustra para comparar nuestros resultados con
los obtenidos por otros procedimientos anteriores ma´s complejos, demostrando
as´ı el potencial de posibles aplicaciones a la clasificacio´n de nu´meros difusos.
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Utilizando esta familia, en esta memoria ha explorado el problema de analizar
relaciones de regresio´n difusa lineales y no lineales entre una variable respues-
ta difusa y variables explicativas que son caracteres cuantitativos. La mayor´ıa
de los investigadores usan formas simples de nu´meros difusos en estudios de la
vida real porque son ma´s fa´ciles de fijar y manejar. Por lo tanto, en esta me-
moria la imprecisio´n de la variable respuesta esta´ descrita por nu´meros difusos
trapezoidales.
En general, cuando las variables aleatorias difusas se consideran en ana´lisis
de regresio´n para construir las relaciones entre las variables respuesta y explica-
tivas, este problema se vuelve ma´s complejo y podemos encontrar dificultades
en encontrar soluciones o´ptimas, especialmente para para problemas no lineales.
Como la formulacio´n propuesta un me´todo ampliamente utilizado y conocido,
el me´todo de mı´nimos cuadrados, la principal contribucio´n de esta formulacio´n
es ser capaz de obtener los para´metros difusos fa´cilmente, dando resultados que
son compatibles con aquellos obtenidos por te´cnicas ma´s complicadas tal y como
se muestra en los ejemplos.
Observar que no es necesario imponer restricciones de no negatividad y que
si no encontramos un modelo que se ajuste de forma significativa a los datos,
en algunas situaciones es va´lido utilizar una constante para la estimacio´n del
mismo, como hemos visto en los ejemplos.
Finalmente el uso de nuevas distancias difusas nos permite ser consistentes
con el tipo de datos considerados.
Resumiendo, las principales ventajas del me´todo de regresio´n difusa que
presentamos son:
proporciona a los investigadores un enfoque relativamente sencillo para el
problema de analizar las relaciones de regresio´n cuando los datos observa-
dos pueden verse afectados por diferentes fuentes de incertidumbre;
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en nuestro estudio, no es necesario tener en cuenta restricciones de no
negatividad desde el principio;
los investigadores pueden estudiar relaciones estad´ısticas entre variables
difusas con un me´todo que se puede aplicar en diferentes contextos;
la te´cnica no se limita a considerar modelos lineales;
no se limita a intervalos nume´ricos o variables fuzzy triangulares (como
en otras investigaciones);
la metodolog´ıa no se limita a variables explicativas reales;
Pensamos que es necesario realizar investigaciones futuras para encontrar
nuevas propiedades de la familia de medidas de similitud introducidas y co´mo
aplicar esta familia a contextos reales. En trabajos futuros, estamos interesados
en la descripcio´n de nuevas familias ma´s generales de nu´meros difusos en las que
algunos casos particulares de D sean distancias en el sentido de la definicio´n
3.1.2, y tambie´n en la sustitucio´n del intervalo I = [0, 1] por un ret´ıculo ma´s
general L (ve´ase [49, 50]). Adema´s, estamos interesados en la aplicacio´n de
nuestras medidas de distancia en la resolucio´n de problemas estad´ısticos en los
que este´ presente la incertidumbre y sea necesario el uso de una medida de
distancia para su solucio´n.
C. Aguilar
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