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Abstract: A common statistical task lies in showing asymptotic normality of certain
statistics. In many of these situations, classical textbook results on weak convergence
theory suffice for the problem at hand. However, there are quite some scenarios where
stronger results are needed in order to establish an asymptotic normal approximation
uniformly over a family of probability measures. In this note we collect some results in
this direction. We restrict ourselves to weak convergence in Rd with continuous limit
measures.
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In this note we collect some results on asymptotic normal approximation uniformly
over a family of probability measures. We restrict ourselves to weak convergence in
Rd with continuous limit measures.
In this paper we derive a range of uniform versions of results known in the classi-
cal weak convergence theory as for instance in Durrett (2010); Van der Vaart (2000);
Pollard (2012).
Section 1 contains the definitions of what we shall mean by uniform weak convergence
and uniform convergence in distribution. More specifically, we establish in Section 2
a uniform version of Portmanteau’s Theorem for the defined uniform weak conver-
gence and show in Section 3 the sufficiency of deriving weak convergence on genera-
tors which are closed under finite intersections. In Section 4 the relationship between
uniform weak convergence of probability measures of random variables and uniform
convergence in distribution of their distribution functions is established. In what fol-
lows, uniform versions of Lévy’s Continuity Theorem and the Cramér-Wold Theorem
are derived in Section 5 and uniform versions of the Continuous Mapping Theorem
and Slutzky’s Theorem are established in Section 6. Finally, a uniform version of the
Lindeberg-Feller Theorem is verified in Section 7 providing a tool for obtaining uni-
form central limit theorems.
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1. Preliminaries
1.1. Notation
We use the following notation in this paper. By FX we denote the cumulative distri-
bution function of a random vector X and by PX its law. Let φX be the characteristic
function of a random vector X .
Moreover, we assume that Θ is some arbitrary set and for any ϑ ∈ Θ, (Xϑn )n∈N is a
sequence of real-valued random vectors in Rd . Likewise, for any ϑ ∈ Θ, let Xϑ be
random vectors in Rd with continuous distribution.
1.2. Uniform convergence in distribution
We write Xϑn
D,Θ
=⇒ Xϑ if
sup
ϑ∈Θ
|FXϑn (x)−FXϑ (x)|= o(1), ∀x ∈ R
d .
In this case we say that Xϑn converges uniformly over Θ in distribution to X
ϑ . We
say that (PXϑ )ϑ∈Θ is uniformly absolutely continuous over Θ with respect to some
continuous probability measure Q, if for any ε > 0 there exists a δ > 0 such that for
any measurable A⊂ Rd with Q(A)< δ one has that supϑ∈ΘPXϑ (A)< ε. Note that by
continuous probability measure we mean that the measure of singletons is zero, i.e.
Q({x}) = 0 for any x ∈ Rd .
1.3. Uniform weak convergence
In the same spirit we define uniform weak convergence for probability measures. Let
(X ,d) be some metric space and let A be its Borel σ -algebra. Let for any ϑ ∈ Θ,
(µϑn )n∈N be a sequence of probability measures on (X ,A ). Similarly, for any ϑ ∈Θ,
let µϑ be a probability measure on (X ,A ). In the same manner as for the law of
random vectors we define uniform absolute continuity over Θ for (µϑ )ϑ∈Θ, that is
(µϑ )ϑ∈Θ is uniformly absolutely continuous over Θ with respect to some continuous
probability measure µ if for any ε > 0 there exists a δ > 0 such that for any A ∈ A
with µ(A)< δ it follows that supϑ∈Θ µ
ϑ (A)< ε. Eventually, we say that µϑn converges
uniformly weakly over Θ to µϑ and write µϑn
w,Θ
=⇒ µϑ if and only if
sup
ϑ∈Θ
∣∣∣
∫
gdµϑn −
∫
gdµϑ
∣∣∣= o(1)
for any real-valued, bounded and continuous function g : X → R.
2. Uniform Portmanteau Theorem
We start with a uniform version of the Portmanteau theorem.
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Theorem 2.1 (Uniform Portmanteau). Let (µϑ )ϑ∈Θ be uniformly absolutely contin-
uous over Θ with respect to some continuous probability measure µ . The following
conditions are equivalent:
1. µϑn
w,Θ
=⇒ µϑ ;
2. supϑ∈Θ |
∫
gdµϑn −
∫
gdµϑ | = o(1) for any real-valued, bounded and Lipschitz
continuous function g : X → R;
3. limsupn supϑ∈Θ(µ
ϑ
n (F)− µ
ϑ (F))≤ 0 for any closed set F ⊂X ;
4. liminfn infϑ∈Θ(µ
ϑ
n (G)− µ
ϑ (G))≥ 0 for any open set G⊂X ;
5. limsupn supϑ∈Θ
(
gdµϑn −
∫
gdµϑ )≤ 0 for any real-valued, bounded and upper-
semi-continuous function g : X → R;
6. liminfn infϑ∈Θ
(
gdµϑn −
∫
gdµϑ ) ≥ 0 for any real-valued, bounded and lower-
semi-continuous function g : X → R;
7. supϑ∈Θ |µ
ϑ
n (A)−µ
ϑ (A)|= o(1) for any set A ∈A such that supϑ∈Θ µ
ϑ (∂A) =
0.
Proof of Theorem 2.1. It is clear, that 1. implies 2. Now, we show that 2. implies 3. Let
F ⊂X be a closed set and for k ∈ N let
Fk = {x ∈X | d(x,F)≤ 1/k},
where d(x,F)= inf{d(x,y) | y∈F}.Additionally, for any x∈X let gk,F(x)=max{1−
kd(x,F),0}. Then gk,F is Lipschitz continuous with 1F ≤ gk,F ≤ 1Fk . Thus,
limsup
n
sup
ϑ∈Θ
(µϑn (F)− µ
ϑ(F)) = limsup
n
sup
ϑ∈Θ
(∫
1Fdµ
ϑ
n −
∫
1Fdµ
ϑ
)
≤ limsup
n
sup
ϑ∈Θ
(∫
gk,Fdµ
ϑ
n −
∫
1Fdµ
ϑ
)
≤ limsup
n
sup
ϑ∈Θ
(∫
gk,Fdµ
ϑ
n −
∫
gk,Fdµ
ϑ
)
+ limsup
n
sup
ϑ∈Θ
(∫
gk,Fdµ
ϑ −
∫
1Fkdµ
ϑ
)
+ sup
ϑ∈Θ
(∫
1Fkdµ
ϑ −
∫
1Fdµ
ϑ
)
.
Now, the first term on the right-hand side of the latter inequality is zero by assumption
2. The second is smaller than zero by construction of gk,F . Concerning the third term,
note that by continuity of measure µ(Fk\F)→ 0 for k→∞. Consequently, considering
the limit k→ ∞ it follows by the uniform absolute continuity of (µϑ )ϑ∈Θ with respect
to µ and reasons of monotonicity that the third term tends to zero.
3. is equivalent to 4. by taking complements. Similarly, 5. and 6. are apparently equiv-
alent. Moreover, 5. and 6. together imply 1. We prove that 3. implies 5. Let g : X →R
be a bounded, upper-semi-continuous function with a< g< b for some a,b∈R. Then,
sup
ϑ∈Θ
(∫
gdµϑn −
∫
gdµϑ
)
= sup
ϑ∈Θ
∫ b
a
(
µϑn (g ≥ x)− µ
ϑ(g≥ x)
)
dx
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≤
∫ b
a
sup
ϑ∈Θ
(
µϑn (g ≥ x)− µ
ϑ(g≥ x)
)
dx
Thus, by Fatou’s lemma and by 3.
limsup
n
sup
ϑ∈Θ
(∫
gdµϑn −
∫
gdµϑ
)
≤
∫ b
a
limsup
n
sup
ϑ∈Θ
(
µϑn (g≥ x)− µ
ϑ (g≥ x)
)
dx≤ 0,
which implies 5. It remains to incorporate 7. in the implication flow. Next, we show
that 3. and 4. imply 7. and vice versa. Starting with 3. and 4. implies 7. , we consider
some A∈A such that supϑ∈Θ µ
ϑ (∂A) = 0. Let A◦ denote its interior and A¯ its closure.
Clearly, A◦ ⊂ A⊂ A¯ and A◦ is open and A¯ is closed. Furthermore, µϑ (A◦) = µϑ (A¯) =
µϑ (A) for any ϑ ∈Θ. Thus, by 3.
limsup
n
sup
ϑ∈Θ
(µϑn (A)− µ
ϑ(A))≤ limsup
n
sup
ϑ∈Θ
(µϑn (A¯)− µ
ϑ(A¯))≤ 0
and by 4.
liminf
n
inf
ϑ∈Θ
(µϑn (A)− µ
ϑ (A))≥ liminf
n
inf
ϑ∈Θ
(µϑn (A
◦)− µϑ (A◦))≥ 0.
Both latter inequalities together imply 7. Now suppose 7. holds. Let x∈X and F ⊂X
be closed. Define for r ≥ 0
BF(r) = {x ∈X | d(x,F)≤ r}, and CF(r) = {x ∈X | d(x,F) = r}.
Then, (CF(r))r≥0 is a partition of X . Note that there exists a countable set R⊂ [0,∞)
such that µ(CF(r)) = 0 for r ∈ [0,∞)\R, otherwise we could contradict the mea-
sure properties of µ . It holds that ∂BF(r) ⊂ CF(r) and thus µ(∂BF(r)) = 0 for r ∈
[0,∞)\R. Due to uniform absolute continuity of (µϑ )ϑ∈Θ with respect to µ one has
that supϑ∈Θ µ
ϑ (∂BF(r)) = 0 for r ∈ [0,∞)\R. Hence, there exists a sequence rk ց 0
such that
sup
ϑ∈Θ
µϑ (∂BF(rk)) = 0, ∀k ∈ N.
Since F ⊂ BF(rk) and by 7. we have for any k ∈ N
limsup
n
sup
ϑ∈Θ
(µϑn (F)− µ
ϑ(BF(rk)))≤ limsup
n
sup
ϑ∈Θ
(µϑn (BF(rk)− µ
ϑ(BF(rk))) = 0.
Considering the limit k → ∞ and noticing that by reasons of monotonicity the left-
hand side of the latter display tends to limsupn supϑ∈Θ(µ
ϑ
n (F)− µ
ϑ (F)) concludes
the lemma.
3. Uniform weak convergence on generators
The following lemma shows that it suffices to show uniform weak convergence on
some generator which is closed under finite intersections.
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Lemma 3.1. Let (µϑ )ϑ∈Θ be uniformly absolutely continuous over Θ with respect
to some continuous probability measure µ and let B˜ be a collection of open subsets
which is closed under finite intersections. Furthermore, each open set of X can be
represented as a countable union of elements in B˜. Then,
sup
ϑ∈Θ
|µϑn (A)− µ
ϑ (A)|= o(1) (3.1)
for all A ∈ B˜ implies that µϑn
w,Θ
=⇒ µϑ .
Proof of Lemma 3.1. Let G1,G2 ∈ B˜. By (3.1) and since G1∩G2 ∈ B˜, we have
sup
ϑ∈Θ
|µϑn (I1 ∪ I2)−µ
ϑ (I1 ∪ I2)|
≤ sup
ϑ∈Θ
[∣∣µϑn (I1)−µϑ (I1)∣∣+ ∣∣µϑn (I2)−µϑ (I2)∣∣+ ∣∣µϑn (I1 ∩ I2)−µϑ (I1 ∩ I2)∣∣
]
= o(1).
Therefore, we can assume without loss of generality that B˜ is closed under finite
unions. Let G⊂X be open and let Ai ∈ B˜ be such that G=∪
∞
i=1Ai. Due to continuity
of measure, for each δ > 0 there exists an integer N˜ such that µ(G)≤ µ(∪N˜i=1Ai)+ δ .
By the uniform absolute continuity of (µϑ )ϑ∈Θ over Θ with respect to µ there exists
an integer N such that for any ε > 0
µϑ (G)≤ µϑ (∪Ni=1Ai)+ ε, ∀ϑ ∈ Θ.
Therefore,
liminf
n
inf
ϑ∈Θ
(µϑn (G)− µ
ϑ (G)+ ε)≥ liminf
n
inf
ϑ∈Θ
(
µϑn (G)− µ
ϑ (∪Ni=1Ai)
)
≥ liminf
n
inf
ϑ∈Θ
(
µϑn (∪
N
i=1Ai)− µ
ϑ(∪Ni=1Ai)
)
= 0,
where the last equation is due to (3.1), since ∪Ni=1Ai ∈ B˜. Letting ε → 0 completes the
proof by means of 3. of Theorem 2.1.
4. Relation between uniform weak convergence and uniform convergence in
distribution
The following theorem relates the uniform weak convergencewith the uniform conver-
gence in distribution.
Theorem 4.1. Let (µϑ )ϑ∈Θ be uniformly absolutely continuous over Θ with respect
to some continuous probability measure µ . Let X = Rd and thus A be the Borel-σ -
algebra on Rd . Setting
Fϑ ,n(x) = µ
ϑ
n
(
(−∞,x]
)
, and Fϑ (x) = µ
ϑ
(
(−∞,x]
)
, x ∈Rd .
The following two statements are equivalent:
1. µϑn
w,Θ
=⇒ µϑ ;
V. Bengs and H. Holzmann/Uniform weak convergence theory 6
2. supϑ∈Θ |Fϑ ,n(x)−Fϑ(x)|= o(1), ∀x ∈ R
d .
The latter theorem implies immediately the following corollary.
Corollary 4.2. If (PXϑ )ϑ∈Θ is uniformly absolutely continuous over Θ with respect to
some continuous probability measure Q, then the following two statements are equiv-
alent:
1. PXϑn
w,Θ
=⇒ PXϑ ;
2. Xϑn
D,Θ
=⇒ Xϑ .
Proof of Theorem 4.1. That 1. implies 2. follows immediately from 7. of Theorem 2.1,
since the sets
Ax = (−∞,x], x ∈ R
d
are such that supϑ∈Θ µ
ϑ (∂Ax) = 0, due to continuity of (µ
ϑ )ϑ∈Θ. Thus,
sup
ϑ∈Θ
∣∣Fϑ ,n(x)−Fϑ(x)∣∣= sup
ϑ∈Θ
∣∣µϑn (Ax)− µϑ(Ax)∣∣= o(1).
To verify that 2. implies 1. we make use of Lemma 3.1 by considering
B˜ = {(a,b) | a < b, a,b ∈ Rd}
which satisfies the assumptions of Lemma 3.1 if A is the Borel-σ -algebra onRd . Note
that
µϑn
(
(a,b)
)
= Fϑ ,n(b−)−Fϑ ,n(a), and µ
ϑ
(
(a,b)
)
= Fϑ (b)−Fϑ (a),
where Fϑ ,n(b−) = limxրbFϑ ,n(x). Thus, it suffices to show that
sup
ϑ∈Θ
∣∣Fϑ ,n(x−)−Fϑ(x)∣∣= o(1), ∀x ∈ Rd .
For this purpose, firstly obtain by monotonicity
limsup
n
sup
ϑ∈Θ
(
Fϑ ,n(x−)−Fϑ(x)
)
≤ limsup
n
sup
ϑ∈Θ
(
Fϑ ,n(x)−Fϑ(x)
)
= 0.
Secondly, we have
liminf
n
inf
ϑ∈Θ
(
Fϑ ,n(x−)−Fϑ(x)
)
≥ 0,
which concludes the proof. Indeed, let ε > 0 then there exists by the uniform absolute
continuity of (µϑ )ϑ∈Θ over Θ w.r.t µ a δ > 0 such that
Fϑ
(
x− δ (1, . . . ,1)T
)
≥ Fϑ (x)− ε, ∀ϑ ∈Θ,
due to continuity of µ . Thus by 2. there exists N ∈N such that Fϑ ,n
(
x−δ (1, . . . ,1)T
)
≥
Fϑ (x)− 2ε for any n≥ N and any ϑ ∈Θ. By monotonicity obtain
liminf
n
inf
ϑ∈Θ
(
Fϑ ,n(x−)−Fϑ(x)
)
≥−2ε,
which yields the assertion by considering ε → 0.
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Approximation result
The next theorem is most useful to verify uniform convergence in distribution for two
sequences of random vectors if the uniform distributional limit for one sequence is
known and the distance between the random vectors is uniformly tending to zero in
probability.
Theorem 4.3. Let for any ϑ ∈ Θ, (Yϑn )n∈N be a sequence of real-valued random vec-
tors in Rd . Suppose that Xϑn
D,Θ
=⇒ Xϑ and ||Yϑn − X
ϑ
n ||2 = oP,Θ(1) and in addition
(PXϑ )ϑ∈Θ is uniformly absolutely continuous over Θ with respect to some continuous
probability measure Q. Then,
Yϑn
D,Θ
=⇒ Xϑ .
Proof of Theorem 4.3. Let g : Rd → R be a bounded, Lipschitz-continuous function
with Lipschitz constant L> 0. Let ε > 0, then
sup
ϑ∈Θ
∣∣∫ gdPYϑn −
∫
gdPXϑn
∣∣≤ Lε + 2||g ||∞ sup
ϑ∈Θ
Pϑ
(
||Xϑn −Y
ϑ
n ||2 > ε
)
.
Thus,
sup
ϑ∈Θ
∣∣∫ gdPYϑn −
∫
gdPXϑ
∣∣
≤ Lε +2 ||g ||∞ sup
ϑ∈Θ
Pϑ
(
||Xϑn −Y
ϑ
n ||2 > ε
)
+ sup
ϑ∈Θ
∣∣∫ gdPXϑn −
∫
gdPXϑ
∣∣.
The second term on the right-hand side of the latter inequality tends to zero, as does
the third by 2. of Theorem 2.1. Considering ε → 0 yields that supϑ∈Θ |
∫
gdPYϑn
−∫
gdPXϑ |= o(1). Now, Corollary 4.2 and 2. of Theorem 2.1 complete the proof.
5. Uniform versions of Lévy’s Continuity Theorem and Cramér-Wold Theorem
We start with an auxiliary result giving a sufficient condition to verify weak conver-
gence for a family of probability measures of random variables.
Lemma 5.1. Suppose (PXϑ )ϑ∈Θ is uniformly absolutely continuous over Θ with re-
spect to some continuous probability measure Q. Let Y be some random vector in Rd .
If
PXϑn +σY
w,Θ
=⇒ PXϑ+σY , ∀σ > 0
then PXϑn
w,Θ
=⇒ PXϑ .
Proof of Lemma 5.1. Let g : Rd → R be a bounded and continuous function. For all
ε > 0 there exists a δ > 0 such that if ||x−z ||2 < δ then |g(x)−g(z)|< ε/6. Let σ be
small enough such that supϑ∈ΘPXϑ
(
||Y ||2 ≥ δσ
−1
)
< ε/12||g ||∞. Such a σ exists due
to the uniform absolute continuity of Xϑn w.r.t. Q. Thus,
sup
ϑ∈Θ
∣∣∫ gdPXϑn −
∫
gdPXϑn +σY
∣∣≤ sup
ϑ∈Θ
∣∣∫ 1{σ ||Y ||2<δ} gd(PXϑn −PXϑn +σY )
∣∣
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+ sup
ϑ∈Θ
∣∣∫ 1{σ ||Y ||2≥δ} gd (PXϑn −PXϑn +σY )
∣∣
≤ ε/6+ 2 ||g ||∞ sup
ϑ∈Θ
PXϑ
(
||Y ||2 ≥ δσ
−1
)
≤ ε/3
Similarly,
sup
ϑ∈Θ
∣∣∫ gdPXϑ −
∫
gdPXϑ+σY
∣∣≤ ε/3.
Next, by assumption there exists N ∈ N such that
sup
ϑ∈Θ
∣∣∫ gdPXϑn +σY −
∫
gdPXϑ+σY
∣∣≤ ε/3, ∀n≥ N.
Thus, by triangle inequality
sup
ϑ∈Θ
∣∣∫ gdPXϑn −
∫
gdPXϑ
∣∣≤ ε, ∀n≥ N,
which concludes the lemma.
The next theorem is sufficient to derive a uniform version of Lévy’s continuity theorem.
Theorem 5.2. Assume that (PXϑ )ϑ∈Θ is uniformly absolutely continuous over Θ with
respect to some continuous probability measure Q. The following two statements are
equivalent:
1. PXϑn
w,Θ
=⇒ PXϑ ;
2. supϑ∈Θ |φXϑn (t)−φXϑ (t)|= o(1), ∀t ∈ R
d .
Corollary 4.2 and Theorem 5.2 imply the following uniform version of Lévy’s conti-
nuity theorem.
Theorem 5.3 (Uniform Lévy’s continuity theorem). Assume (PXϑ )ϑ∈Θ is uniformly
absolutely continuous over Θ with respect to some continuous probability measure Q.
Then the following two statements are equivalent:
1. Xϑn
D,Θ
=⇒ Xϑ ;
2. supϑ∈Θ |φXϑn (t)−φXϑ (t)|= o(1), ∀t ∈ R
d .
Proof of Theorem 5.2. Suppose PXϑn
w,Θ
=⇒ PXϑ holds. The implication
sup
ϑ∈Θ
|φXϑn (t)−φXϑ (t)|= o(1), ∀t ∈R
d
follows immediately by splitting exp(itTX) into its real and imaginary part, which are
both bounded continuous functions.
Otherwise, assume that supϑ∈Θ |φXϑn (t)− φXϑ (t)| = o(1), for any t ∈ R
d . Let σ > 0
and let Y ∼ Nd(0, Id) be independent of X
ϑ
n for any ϑ ∈ Θ and any n ∈ N. Then, for
any g : Rd → R which is bounded and continuous obtain with Fubini’s theorem
∫
gdPXϑn +σY
=
∫ ∫
g(y)ϕd,σ2Id (y− x)dydPXϑn (x)
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=:
∫
g(y)Iϑn (y)dy,
whereϕd,σ2Id is the density function ofNd(0,σ
2Id) and I
ϑ
n (y)=
∫
ϕd,σ2Id (y−x)dPXϑn (x).
Similarly, ∫
gdPXϑ+σY =
∫
g(y)Iϑ (y)dy
with
Iϑ (y) =
∫
ϕd,σ2Id (y− x)dPXϑ (x).
By means of the inversion formula and a substitution
ϕd,σ2Id (y− x) = (2piσ)
−d
∫
exp(iσ−1tT (y− x)− || t ||22/2)dt.
Thus, by Fubini’s theorem
Iϑn (y) = (2piσ)
−d
∫
exp(−iσ−1tTy− || t ||22/2)
∫
exp(iσ−1tTx)dPXϑn (x)dt
= (2piσ)−d
∫
exp(−iσ−1tTy− || t ||22/2)φXϑn (σ
−1t)dt
and analogously
Iϑ (y) = (2piσ)−d
∫
exp(−iσ−1tTy− || t ||22/2)φXϑ (σ
−1t)dt.
Hence,
sup
ϑ∈Θ
∣∣∫ gdPXϑn +σY −
∫
gdPXϑ+σY
∣∣
≤ (2piσ)−d ||g ||∞
∫ ∫
|exp(−iσ−1tTy− || t ||22/2)| sup
ϑ∈Θ
∣∣φXϑn (σ−1t)−φXϑ (σ−1t)
∣∣dtdy,
which tends to zero for n→ ∞ by dominated convergence. This implies
PXϑn +σY
w,Θ
=⇒ PXϑ+σY , ∀σ > 0
and the proof is finished by using Lemma 5.1.
The following uniform version of the Cramér-Wold Theorem follows immediately
from Theorem 5.3.
Theorem 5.4 (Cramér-Wold Theorem). Assume (PXϑ )ϑ∈Θ is uniformly absolutely con-
tinuous over Θ with respect to some continuous probability measure Q. If aTXϑn
D,Θ
=⇒
aTXϑ for any a ∈ Rd , then Xϑn
D,Θ
=⇒ Xϑ .
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6. Uniform versions of the Continuous Mapping Theorem and Slutzky’s
Theorem
Lemma 6.1. Let for any ϑ ∈Θ, (Yϑn )n∈N be a sequence of real-valued random vectors
in Rd and (cϑ )ϑ∈Θ be deterministic real vectors in R
d with Yϑn = c
ϑ + oP,Θ(1). Fur-
thermore, suppose (PXϑ )ϑ∈Θ is uniformly absolutely continuous over Θ with respect to
some continuous probability measure Q, and Xϑn
D,Θ
=⇒ Xϑ . Then, it holds that
(Xϑn ,Y
ϑ
n )
D,Θ
=⇒ (Xϑ ,cϑ ).
Proof of Lemma 6.1. For any x1,x2 ∈ R
d it holds that
F(Xϑn ,cϑ )
(x1,x2) = FXϑn (x1)Fcϑ (x2), and F(Xϑ ,cϑ )(x1,x2) = FXϑ (x1)Fcϑ (x2).
Thus,
sup
ϑ∈Θ
∣∣F(Xϑn ,cϑ )(x1,x2)−F(Xϑ ,cϑ )(x1,x2)
∣∣≤ sup
ϑ∈Θ
∣∣FXϑn (x1)−FXϑ (x1)
∣∣= o(1),
which shows (Xϑn ,c
ϑ )
D,Θ
=⇒ (Xϑ ,cϑ ). Note that supϑ∈Θ ||(X
ϑ
n ,Y
ϑ
n )− (X
ϑ
n ,c
ϑ ) ||2 =
oP,Θ(1) and with Theorem 4.3 the assertion follows.
The following theorem is a uniform version of the continuous mapping theorem.
Theorem 6.2 (Uniform Continuous Mapping Theorem). Let H : Rd → Rs be con-
tinuous. If (PXϑ )ϑ∈Θ is uniformly absolutely continuous over Θ with respect to some
continuous probability measure Q and Xϑn
D,Θ
=⇒ Xϑ , then
H(Xϑn )
D,Θ
=⇒H(Xϑ ).
The proof follows directly from Corollary 4.2 since for any bounded continuous func-
tion g :Rd →R the composition g ◦H is still bounded and continuous.
Theorem 6.3 (Uniform Slutzky’s Theorem). Let for any ϑ ∈ Θ, (Yϑn )n∈N be a se-
quence of real-valued random vectors in Rd and (cϑ )ϑ∈Θ be deterministic real vectors
in Rd with Yϑn = c
ϑ + oP,Θ(1). Furthermore, suppose (PXϑ )ϑ∈Θ is uniformly abso-
lutely continuous over Θ with respect to some continuous probability measure Q, and
Xϑn
D,Θ
=⇒ Xϑ , then
Xϑn +Y
ϑ
n
D,Θ
=⇒ Xϑ + cϑ and Xϑn ·Y
ϑ
n
D,Θ
=⇒ Xϑ · cϑ ,
where the multiplication is to be understood componentwise.
Proof of Theorem 6.3. The functions (x,y) 7→ x+ y and (x,y) 7→ x ·y are continuous,
such that applying the uniform continuous mapping theorem 6.2 in combination with
Lemma 6.1 yields the assertion.
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7. Uniform Lindeberg-Feller-Theorem
For the derivation of a uniform version of the Lindeberg-Feller-Theorem we need the
following auxiliary results.
Lemma 7.1. For z1, . . . ,zn ∈ C and w1, . . . ,wn ∈ C, where C is the field if complex
numbers, with supi |max{zi,wi}| ≤ θ for some θ > 0. Then,
∣∣∣ n∏
i=1
zi−
n
∏
i=1
wi
∣∣∣≤ θ n−1 n∑
i=1
|zi−wi|.
For the proof see for instance Lemma 3.4.3 in Durrett (2010).
Lemma 7.2. Let r ∈ N. Then for any random variable X with E|X |r+1 < ∞ it holds
∣∣∣ϕX(t)−
r
∑
k=0
E
(itX)k
k!
∣∣∣≤ Emin{|tX |r+1,2|tX |r}.
A proof of this result is given for instance in Durrett (2010), see Equation (3.3.3).
With L’Hôpital’s rule obtain the following result.
Lemma 7.3. Let ϑ ∈ Θ and for each n let cϑn, j, 1≤ j ≤ n be real-values with
1. supϑ∈Θmax j |c
ϑ
n, j| → 0;
2. supϑ∈Θ |∑
n
j=1 c
ϑ
n, j−λ | for some λ ∈ R;
3. supϑ∈Θ supn ∑
n
j=1 |c
ϑ
n, j|< ∞.
Then, supϑ∈Θ |∏
n
j=1(1+ c
ϑ
n, j)− exp(λ )| → 0.
Theorem 7.4. For each n∈N andϑ ∈Θ let Xϑn,i, 1≤ i≤ n be centered and independent
random vectors in Rd . Assume that (PXϑn,i
)ϑ∈Θ is uniformly absolutely continuous over
Θ with respect to some continuous probability measure Q. Moreover, suppose that
1. supϑ∈Θ || ∑
n
i=0EX
ϑ
n,i
(
Xϑn,i
)T
−Σ ||2 = o(1), for some semi-positive-definite matrix
Σ ∈ Rd×d;
2. For any ε > 0 it holds that limsupn supϑ∈Θ ∑
n
i=1E
(
||Xϑn,i ||
2
2 1||Xϑn,i ||2>ε
)
= 0;
Then,
sup
ϑ∈Θ
∣∣P(Xϑn,1+ . . .+Xϑn,n ≤ x)−ΦΣ(x) ∣∣= o(1),
where ΦΣ is the cumulative distribution function of N(0,Σ).
Proof. By the uniform Cramér-Wold theorem 5.4 it suffices to show the univariate
version of Theorem 7.4. Therefore, suppose that Xϑn,i are random variables in R and
Σ = σ2 is a positive value. We show that
sup
ϑ∈Θ
∣∣ n∏
i=1
ϕ
Xϑn,i
(t)− exp
(
− t2σ2/2
)∣∣= o(1), ∀t ∈ R. (7.1)
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By the uniform Lévy-continuity Theorem 5.3 this would complete the proof.
Let t ∈ R be fixed. Set zϑn,i = ϕXϑn,i
(t) and wϑn,i = (1− t
2E[(Xϑn,i)
2]/2). At first, note that
|zϑn,i| ≤ 1 for each n, i,ϑ as well as
E[(Xϑn,i)
2]≤ ε2+E
[
(Xϑn,i)
21|Xϑn,i|>ε
]
,
for any ε > 0, so that by the second assumption
sup
ϑ∈Θ
sup
i
E[(Xϑn,i)
2]→ 0. (7.2)
This implies for n large enough that |wϑn,i| ≤ 1 for all n, i and ϑ . Hence, by Lemma 7.1
∣∣∣ n∏
i=1
zϑn,i−
n
∏
i=1
wϑn,i
∣∣∣≤ n∑
i=1
|zϑn,i−w
ϑ
n,i|. (7.3)
By Lemma 7.2 we have for any ε > 0
|zϑn,i−w
ϑ
n,i| ≤ Emin
(
|t Xϑn,i|
3 , 2|t Xϑn,i|
2
)
≤ ε t3E
(
|Xϑn,i|
2 1|Xϑn,i|≤ε
)
+ 2t2E
(
|Xϑn,i|
2
|Xϑn,i|>ε
)
.
By the assumptions 1. and 2. of the theorem in combination with (7.3) it follows that
limsup
n
sup
ϑ∈Θ
∣∣∣ n∏
i=1
zϑn,i−
n
∏
i=1
wϑn,i
∣∣∣≤ limsup
n
sup
ϑ∈Θ
n
∑
i=1
|zϑn,i−w
ϑ
n,i| ≤ ε t
3 σ2.
Letting ε → 0 the right-hand side of the preceding display converges to zero. To verify
(7.1) it remains to show that
limsup
n
sup
ϑ∈Θ
∣∣∣ n∏
i=1
wϑn,i− exp
(
− t2σ2/2
)∣∣∣= 0.
But this is immediate from Lemma 7.3 by setting cϑn,i = −t
2E[(Xϑn,i)
2]/2. Indeed, (7.2)
shows 1. of Lemma 7.3, while assumption 2. of this theorem implies
sup
ϑ∈Θ
∣∣ n∑
i=1
cϑn,i−
σ2 t2
2
∣∣→ 0,
and assumption 2. shows the last assumption of Lemma 7.3.
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