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Abstract
Maximum entropy reinforcement learning (RL) methods have been successfully applied to
a range of challenging sequential decision-making and control tasks. However, most of existing
techniques are designed for discrete-time systems. As a first step toward their extension to
continuous-time systems, this paper considers continuous-time deterministic optimal control
problems with entropy regularization. Applying the dynamic programming principle, we derive
a novel class of Hamilton–Jacobi–Bellman (HJB) equations and prove that the optimal value
function of the maximum entropy control problem corresponds to the unique viscosity solution
of the HJB equation. Our maximum entropy formulation is shown to enhance the regularity of
the viscosity solution and to be asymptotically consistent as the effect of entropy regularization
diminishes. A salient feature of the HJB equations is computational tractability. Generalized
Hopf–Lax formulas can be used to solve the HJB equations in a tractable grid-free manner
without the need for numerically optimizing the Hamiltonian. We further show that the optimal
control is uniquely characterized as Gaussian in the case of control affine systems and that, for
linear-quadratic problems, the HJB equation is reduced to a Riccati equation, which can be
used to obtain an explicit expression of the optimal control. Lastly, we discuss how to extend
our results to continuous-time model-free RL by taking an adaptive dynamic programming
approach. To our knowledge, the resulting algorithms are the first data-driven control methods
that use an information theoretic exploration mechanism in continuous time.
Key words. Hamilton–Jacobi–Bellman equations, Entropy, Optimal control, Dynamic pro-
gramming, Reinforcement learning
1 Introduction
The idea of using a stochastic policy with high entropy has attracted great interest in various
sequential decision-making problems over the past decade. Such randomized behaviors may en-
courage the exploration of informative regions of state and action spaces. In reinforcement learning
(RL), maximum entropy methods have been recognized as a useful exploration mechanism, effec-
tively balancing the exploration-exploitation tradeoff [23,26]. Moreover, maximum entropy policies
prescribe all the possible ways of performing a task of interest, instead of having solely the best
way to carry out the task. Thus, it has been empirically observed that the resulting policies are
robust with respect to perturbations in systems or environments [24, 61]. Another benefit of using
relative entropy or Kullback-Leibler (KL) regularization is to improve computational tractability
in particular settings of Markov decision processes (MDPs) [49].
∗This work was supported in part by the Creative-Pioneering Researchers Program through SNU and the National
Research Foundation of Korea funded by the MSIT(2020R1C1C1009766).
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2Maximum entropy optimal control methods have been the best studied in discrete-time RL,
where balancing the exploration-exploitation tradeoff is critical. Discrete-time MDPs with entropy
regularization have been considered in [23, 61], where it was shown that an associated Bellman
equation generalizes its standard counterpart, and the optimal policy is in the form of Boltzmann
distributions.1 The Bellman equation has been used to devise variants of value iteration and
Q-learning, called soft Q-iteration and soft Q-learning, respectively [21, 23]. Deep RL algorithms
based on such maximum entropy formulations have been empirically demonstrated to achieve state-
of-the-art performances on several benchmark tasks [24]. Motivated by the success of maximum
entropy RL, [52] examined the role of entropy regularization in continuous-time stochastic control,
although a concrete RL or data-driven control method was not proposed. However, all the existing
methods focus on stochastic systems, in which it is natural to use a randomized control policy. This
motivates us to ask, Is there an analog of maximum entropy methods for deterministic (possibly
nonlinear) systems?
This paper answers the question in the affirmative by deriving and analyzing novel Hamilton–
Jacobi–Bellman (HJB) equations for continuous-time deterministic optimal control problems with
entropy regularization. We adopt a relaxed control formulation [59,60] to accommodate randomized
control inputs in continuous-time deterministic systems. Applying the dynamic programming (DP)
principle, we derive the HJB equation and the structure of optimal controls for the maximum
entropy control problem. Interestingly, our Hamiltonian can be considered as the soft maximum
of its standard counterpart. This resembles the structure of the Bellman equation for maximum
entropy RL [23,61]. Another analogy is observed in the form of our optimal control, which is shown
to be a Boltzmann distribution. From the perspective of statistical mechanics, our Hamiltonian
and optimal control can further be interpreted as the negative value of the Helmholtz free energy
and the corresponding canonical ensemble, respectively. We prove that the optimal value function
of our maximum entropy control problem corresponds to the unique viscosity solution of the HJB
equation. A useful byproduct of our maximum entropy formulation is the improved regularity of
the value function; specifically, its sub- and super-differentials have at most one element. This
regularity result is useful in optimal controller synthesis. We further show that our value function
converges uniformly to the value function of the standard optimal control problem without entropy
regularization as the temperature parameter α tends to zero (or, equivalently, as the effect of
entropy regularization diminishes). This observation confirms the asymptotic consistency of our
HJB equations for maximum entropy control.
An important benefit of our maximum entropy control formulation is computational tractability.
In the case of control-affine systems and quadratic control costs, we show that the optimal control is
uniquely characterized as a normal distribution with a mean corresponding to the optimal control
for the standard problem without entropy regularization. Using the structural property and the
HJB equation, we derive an algebraic Riccati equation and an explicit expression of the optimal
control for maximum entropy linear-quadratic problems. When considering fully nonlinear systems
and cost functions, generalized Hopf–Lax formulas [10] can be used to numerically solve our HJB
equation without discretizing the state space. An important observation is that it is more tractable
to use generalized Hopf–Lax formulas in the maximum entropy control case than in the standard
case. The reasons are twofold. First, our Hamiltonian can be explicitly computed unlike the
standard Hamiltonian involving an optimization problem which is possibly nonconvex. Second, our
Hamiltonian is differentiable when the vector field and the cost function are differentiable in state
as opposed to its standard counterpart. Thus, in our maximum entropy setting, it is tractable to
use the characteristic ordinary differential equations (ODEs) for generalized Hopf–Lax formulas.
1These results have been further generalized using the Tsallis entropy in [34].
3Returning to the main motivation for using maximum entropy methods, we discuss how to
extend the idea of model-free RL with entropy regularization to the continuous-time setting by
employing our HJB framework. Specifically, we consider linear-quadratic problems with unknown
model parameters and propose maximum entropy methods for data-driven control by taking the
adaptive dynamic programming approach in [28]. This approach guarantees closed-loop stability
during the process of learning as well as convergence to the optimal control under a rank condition.
To the best of our knowledge, these are the first RL-based algorithms that use an information theo-
retic exploration mechanism in continuous time. Unlike conventional continuous-time RL methods
that use heuristic exploration mechanisms (e.g., -greedy, injecting an artificial noise), our algo-
rithms enhance the exploration capability of controls by maximizing their entropy in a principled
manner. The results of our numerical experiments demonstrate that our maximum-entropy method
outperforms its standard counterpart in terms of both learning speed and sample efficiency. Our
numerical studies also confirm the importance of weighting the entropy term in balancing the
exploration-exploitation tradeoff.
The rest of this paper is organized as follows: In Section 2, we introduce the maximum entropy
control problem and show the existence of optimal solutions. Section 3 presents the main theoretical
results about the HJB equations for maximum entropy control. In Section 4, we provide the
tractable methods for solving the maximum entropy control problems. In Section 5, we discuss RL-
based algorithms for learning the maximum entropy optimal control in the linear-quadratic setting
without knowing model parameters. Section 6 presents the results of numerical experiments to
demonstrate the performance of our methods.
2 Maximum Entropy Optimal Control of Deterministic Continuous-
Time Systems
2.1 Notation
For any measurable space X, we denote the set of all probability measures on X by P(X). For any
bounded set A, let |A| denote its volume. Given x0 ∈ Rn and R > 0, we let B(x0, R) denote the
Euclidean ball centered at x0 with radius R. For symmetric matrices A and B with the same size,
A  B represents that B −A is a positive semidefinite matrix.
2.2 Problem Setup
Consider a deterministic continuous-time dynamical system of the form
x˙(t) = f(x(t), u(t)), x(t) ∈ Rn, u(t) ∈ U ⊂ Rm, t > 0, (2.1)
where x(t) and u(t) denote the system state and the control input at time t, respectively. Here, U
is the set of admissible control actions. Given x ∈ Rn and t ∈ [0, T ], we consider the following cost
functional of u:
Jx,t(u) :=
∫ T
t
r(x(s), u(s)) ds+ q(x(T )), x(t) = x. (2.2)
Here, r : Rn × U → R and q : Rn → R denote a running cost and a terminal cost of interest,
respectively. Given the initial condition x(0) = x, the standard finite-horizon optimal control
problem can then be formulated as
min
u∈U
Jx,0(u), (2.3)
4where
U := {u : [0, T ]→ U | u is measurable}
is the set of admissible controls. Throughout the paper, we assume the following standard conditions
on f , r and q:
Assumption 2.1. (i) f : Rn × U → Rn is continuous.
(ii) There exists a constant C > 0 such that
|f(x,u)| ≤ C(1 + |x|+ |u|).
(iii) There exists a modulus ωf : [0,+∞)2 → [0,+∞) such that
|f(x,u)− f(y,u)| ≤ ωf (|x− y|, R) ∀u ∈ U, ∀x,y ∈ B(0, R) and ∀R > 0.
(iv) For all x,y ∈ Rn and u ∈ U ,
(f(x,u)− f(y,u)) · (x− y) ≤ L|x− y|2.
(v) The function u 7→ r(x,u) is lower semicontinuous for each x ∈ Rn.
(vi) r : Rn × U → Rn is continuous and there exists a modulus ωr : [0,+∞)→ [0,+∞) such that
|r(x,u)− r(y,u)| ≤ ωr(|x− y|) ∀x,y ∈ Rn.
(vii) q : Rn → R is continuous and there exists a modulus ωq : [0,+∞)→ [0,+∞) such that
|q(x)− q(y)| ≤ ωq(|x− y|) ∀x,y ∈ Rn.
We note that all these conditions, except (v), are standard in the literature of HJB equations for
optimal control (e.g., [2]). The condition (v) will be used to guarantee the existence of minimizers
to the following optimization problem:
min
u∈U
{p · f(x,u) + r(x,u)}
for each x,p ∈ Rn in our analysis of HJB equations.
To consider a maximum entropy variant of the optimal control problem, we now generalize
the notion of controls by taking the relaxed control approach. This approach was first introduced
by Young [59, 60], and then widely applied to calculus of variations [36, 53], deterministic optimal
control [1, 54, 55] and stochastic optimal control [6, 20, 25]. Consider a function µ : [0, T ] → P(U).
Given A ⊆ U , µ(t;A) is defined as the probability of u(t) being contained in A, i.e.,
µ(t;A) := P (u(t) ∈ A), A ⊆ U
for each t ∈ [0, T ]. The time-dependent probability measure µ(t; ·) can be interpreted as a relaxed
version of the original control. Employing the relaxed control µ, we consider the following modified
version of the original dynamical system (2.1):
x˙(t) =
∫
U
f(x(t),u)µ(t; du). (2.4)
5In words, the rate of changes in x(t) is the average of f(x(t),u) with respect to the probability
measure µ(t; ·). One may understand the dynamics (2.4) as a generalization of its original coun-
terpart (2.1). For any classical control u : [0, T ] → U , let the relaxed control action be the Diract
delta measure concentrated at u(t), i.e.,
µ0(t; du) = δu(t)(du).
Then, (2.4) is reduced to the original dynamical system:
x˙(t) =
∫
U
f(x(t),u)δu(t)(du) = f(x(t), u(t)).
Another interpretation of the relaxed control system, in terms of differential inclusions, can be
found in Appendix A.
We are now ready to define the maximum entropy optimal control problem. As discussed in
the introduction, we consider the cost functional as a weighted sum of (2.2) and the entropy of the
relaxed control µ. Recall that the (differential) entropy of the measure µ(t; ·) ∈ P(U) is defined as
H(µ(t, ·)) :=
{
− ∫U dµdu log dµdu du if µ du
−∞ otherwise.
Our new cost functional for maximum entropy optimal control is defined as follows:
Jαx,t(µ) :=
∫ T
t
(∫
U
r(x(s),u)µ(s; du)− αH(µ(s; ·))
)
ds+ q(x(T )), x(t) = x. (2.5)
Here, the weight α ∈ R is called the temperature parameter. By minimizing this cost functional,
we can find a high entropy-control that keeps the original cost sufficiently small. Given the initial
condition x(0) = x, the finite-horizon maximum entropy optimal control problem is formulated as
min
µ∈M
Jαx,0(µ). (2.6)
The set of admissible relaxed controls M must be carefully chosen taking into account the
following conditions. First of all, for the system (2.1) and the cost functional (2.5) to be well-
defined, the probability measure µ(t; du) for each fixed time t ∈ [0, T ] needs to satisfy∫
U
|f(x,u)|µ(t; du) < +∞,
∫
U
|r(x,u)|µ(t; du) < +∞ ∀(t,x) ∈ [0, T ]× Rn.
Furthermore, the solution to (2.4) exists if there exist a function c ∈ L1([0, T ];R) and a modulus
ωf : [0,+∞)2 → [0,+∞) such that∫
U
|f(x,u)|µ(t; du)du ≤ c(t)(1 + |x|) ∀x ∈ Rn,∣∣∣∣∫
U
f(x,u)µ(t; du)−
∫
U
f(y,u)µ(t; du)
∣∣∣∣ ≤ ωf (|x− y|, R) ∀x,y ∈ B(0, R) and ∀R > 0.
By Assumption 2.1 (ii) and (iii), the first condition is reduced to the condition that t 7→ ∫U |u|µ(t; du)
is integrable on [0, T ], while the second condition automatically holds. Lastly, the cost functional
(2.5) does not blow up if the maps t 7→ ∫U r(x(t),u)µ(t; du) and t 7→ H(µ(t; ·)) are also integrable.
Putting these together, we define the set of admissible controls M as follows.
6Definition 2.1. The set of admissible controls M is defined as a set of time-dependent measures
µ : [0, T ]→ P(U) that satisfy the following conditions:
1. For all (t,x) ∈ [0, T ]× Rn,∫
U
|f(x,u)|µ(t; du) < +∞,
∫
U
|r(x,u)|µ(t; du) < +∞.
2. The maps
t 7→
∫
U
|u|µ(t; du), t 7→
∫
U
r(x(t),u)µ(t; du), t 7→ H(µ(t; ·))
are integrable over [0, T ].
Before studying the existence of an optimal solution, we introduce another interpretation of the
maximum entropy formulation below. The cost functional (2.5) can be understood from a different
perspective using the Kullback–Leibler divergence or the relative entropy. Recall that, given a
separable metric space X and two probability measures µ and ν on X, the Kullback–Leibler(KL)
divergence from ν to µ is defined as
DKL(µ‖ν) :=

∫
X
dµ
dν
log
dµ
dν
dν =
∫
X
log
dµ
dν
dµ if µ ν
+∞ otherwise.
When U is compact, the entropy H(µ) can be expressed in terms of KL divergence associated with
the uniform probability distribution U (du) = du|U | as follows:
H(µ) = −
∫
U
dµ
du
log
dµ
du
du = −
∫
U
log
dµ
|U |U (du)dµ = −
∫
U
(
log
dµ
U (du)
− log |U |
)
dµ
= −
∫
U
log
dµ
U (du)
dµ+ log |U | = −DKL(µ‖U ) + log |U |.
Therefore, the cost functional (2.5) can be rewritten as
Jαx,t(µ) :=
∫ T
t
(∫
U
r(x(s),u)µ(s; du) + αDKL(µ(s; ·)‖U )
)
ds+ q(x(T ))− α(T − t) log |U |. (2.7)
Hence, minimizing the cost functional is equivalent to minimizing a weighted sum of the original
cost and the KL divergence from the uniform probability measure U to the relaxed control µ. In
other words, the problem is to find a relaxed control µ that keeps the expected cumulative cost
sufficiently small and is not too far from the uniform distribution. We can reinterpret the quantity∫
U
r(x(s),u)µ(s; du) + αDKL(µ(s; ·)‖U )
as the sum of the running cost and the cost of choosing the control µ, where the uniform distribution
can be understood as a passive transition, since the uniform distribution is a neutral control in the
absence of any information. In a series of research studies [17,47,49], a similar KL control cost has
been considered in discrete-time MDPs, allowing the transition probabilities to be fully controlled.
For this class of MDPs, the Bellman equation is linear and thus efficiently solvable. This result
has been extended to online MDPs [22] and ODE methods for MDPs [8]. Moreover, as observed
in [46,48], the continuous-time stochastic control problems that can be efficiently solved using path
7integrals are a special case of these MDPs with KL control costs. The path integral control problems
consider control-affine systems with a particular covariance condition to reformulate the resulting
HJB equations as linear [29, 30, 45].2 It is worth emphasizing that our problem setting is more
general than the linearly solvable MDPs in the sense that we consider fully nonlinear systems and
cost functions. However, [17, 47, 49] consider MDPs with fully controlled transition probabilities
and cost functions in a particular form. Similarly, path integral control uses control-affine systems
and cost functions quadratic in u under a special condition on covariance matrices.3 Since our
problem formulation does not assume such particular structures, our HJB equation for maximum
entropy control is nonlinear, unlike theirs. Nevertheless, we will show in Section 4 that our HJB
equation is more tractable to solve compared to its standard counterpart.
Remark 2.1. The condition H(µ(t; ·)) ∈ L1([0, T ]) in the set of admissible controls implies that
H(µ(t; ·)) < +∞ for a.e. t ∈ [0, T ]. Therefore, µ(t; du)  du for a.e. t ∈ [0, T ], and by the
Radon-Nikodym theorem, there exists a measurable function g : [0, T ] × U → [0,+∞) such that
µ(t; du) = g(t,u)du a.e t ∈ [0, T ]. Moreover, since µ(t; ·) is a probability measure defined on U ,
we directly have
∫
U g(t,u)du = 1 for a.e. t ∈ [0, T ], which implies that g is a probability density
function on U . Thus, in the remainder of the paper, we interchangeably use relaxed control µ(t,du)
and its probability density g(t,u). We may reformulate the maximum entropy optimal control
problem in terms of the density g. Let us define the differential entropy of the density function g
as
H(g(t, ·)) = −
∫
U
g(t,u) log g(t,u)du.
We also introduce the following density version of the set of admissible controls:
G := {g : [0, T ]→ L1+,1(U) | gdu ∈M} ,
where L1+,1(U) denotes the set of nonnegative integrable function on U whose integration is 1:
L1+,1(U) :=
{
φ : U → R+ :
∫
U
φ(u)du = 1
}
.
Then, the cost functional (2.5) can be rewritten using the density g as
Jαx,t(g) :=
∫ T
t
(∫
U
r(x(s),u) g(s,u) du− αH(g(s, ·))
)
ds+ q(x(T )), x(t) = x, (2.8)
and the finite-horizon maximum entropy optimal control problem can be expressed as
min
g∈G
Jαx,0(g). (2.9)
From Section 3, we mainly use the density version (2.9) of the maximum entropy optimal control
problem, which is equivalent to the original version using measures (2.6).
2Interestingly, this class of linearly solvable MDPs turns out to be considered as an inference problem [31]. The
duality between discrete-time stochastic control and inference has been further generalized and used to devise a
convergent posterior policy iteration algorithm [43].
3The lifting technique in [57] can be used to handle a slightly more general class of cost functions.
82.3 Existence of Optimal Controls
One of the most fundamental questions on the maximum entropy control problem is the existence
of optimal controls or, equivalently, the minimizers of (2.6). We first study whether there exists a
control µ? ∈M that achieves the infimum of the cost functional.
Theorem 2.1. Suppose that Assumption 2.1 holds. Moreover, we assume that the control set U
is compact and f, r and q are Lipschitz continuous in x. Then, for each (x, t) ∈ Rn × [0, T ], there
exists µ? ∈M such that
Jαx,t(µ
?) = inf
µ∈Mt
Jαx,t(µ),
where Mt :=
{
µ|[t,T ] : [t, T ]→ P(U) | µ ∈M
}
.
Setting t = 0 in the theorem implies the existence of an optimal control.
Proof. Fix (x, t) ∈ Rn × [0, T ]. Let {µi}∞i=1 ⊂Mt be a sequence of admissible policies such that
lim
i→∞
Jαx,t(µi) = inf
µ∈Mt
Jαx,t(µ).
Thus, the costs Jαx,t(µi) are bounded. By using the reformulation (2.7), we observe that∣∣∣∣∫ T
t
(∫
U
r(xi(s),u)µi(s; du) + αDKL(µi(s; ·)||U )
)
ds+ q(xi(T ))− α(T − t) log |U |
∣∣∣∣ < C
for some constant C independent of i, where xi denotes the system state of (2.4) when the control
µi is employed. Under Assumption 2.1, the state xi(s) is bounded by a constant C0 depending on
f and T by Lemma B.5. Therefore, there exist constants Cr and Cq such that
|r(xi(s),u)| < Cr, |q(xi(T ))| < Cq ∀u ∈ U, i = 1, 2 . . . , t ≤ s ≤ T.
Then, we can uniformly bound the integral of the KL divergence term as follows:∣∣∣∣∫ T
t
DKL(µi(s; ·)||U ) ds
∣∣∣∣ < 1α [C + (T − t)Cr + Cq + α(T − t)| log |U ||] .
On the other hand, for each µi, we define a probability measure νi on [t, T ]× U as
νi(ds, du) :=
1
T − tµi(s; du)ds,
i.e., the probability measure νi has a density
1
T−tµi(s; du) with respect to s, and also consider
the probability measure U[t,T ](ds, du) :=
1
(T−t)dsdu. Then, the KL-divergence from U[t,T ] to νi is
uniformly bounded by a constant, independent of i, as follows:
∣∣DKL(νi||U[t,T ])∣∣ =
∣∣∣∣∣
∫ T
t
∫
U
1
T−tµi(s; du)
1
(T−t)|U |du
log
(
1
T−tµi(s; du)
1
(T−t)|U |du
)
1
(T − t)duds
∣∣∣∣∣
=
∣∣∣∣∣
∫ T
t
∫
U
µi(s; du)
1
|U |du
log
(
µi(s; du)
1
|U |du
)
1
(T − t)duds
∣∣∣∣∣
≤ 1
T − t
∣∣∣∣∫ T
t
DKL(µi(s; ·)||U )ds
∣∣∣∣
≤ 1
α(T − t)(C + (T − t)Cr + Cq + α(T − t) log |U |) =: M.
9It follows from Lemma B.3 that {ν ∈ P([t, T ]×U) | DKL(ν||U[t,T ]) ≤M} is a compact subset of
P([t, T ]×U), and therefore there exists a subsequence {νik}∞k=1 such that νik
∗−⇀ ν ∈ P([t, T ]×U).
Then, by Lemma B.4, there exists a family of probability measures {ρ(s; du)}s∈[t,T ], ρ(s; ·) ∈ P(U),
such that for any measurable function φ : [t, T ]× U → R,∫
[t,T ]×U
φ(s,u) ν(ds, du) =
∫ T
t
(∫
U
φ(s,u)ρ(s; du)
)
ν(pi−11 (ds)),
where pi1 : [t, T ]×U → [t, T ] is the projection with respect to the first argument, i.e., pi1(s,u) = s.
Since the marginal of νi on [t, T ] is identical to
1
T−tds, the marginal of the weak-∗ limit ν should
also be the uniform probability measure, i.e., ν(pi−11 (ds)) =
1
T−tds. Therefore, we have∫
[t,T ]×U
φ(s,u)ν(ds, du) =
1
T − t
∫ T
t
(∫
U
φ(s,u)ρ(s; du)
)
ds,
which implies that 1T−tρ(s; du) is the density of ν with respect to the s-variable. Therefore, we can
express ν as ν(ds, du) = 1T−tρ(s; du) ds. Moreover, since DKL(ν||U[t,T ]) ≤M , we have∫ T
t
|H(ρ(s; ·))|ds ≤
∫ T
t
DKL(ρ(s; ·)||U ) ds+ (T − t)| log |U ||
= (T − t)DKL(ν||U[t,T ]) + (T − t)| log |U || < +∞,
which implies ρ ∈Mt. Finally, we show that ρ indeed minimizes Jαx,t over Mt. It follows from the
choice of µi that
inf
µ∈Mt
Jαx,t(µ)
= lim inf
i→∞
{∫ T
t
(∫
U
r(xi(s),u)µi(s; du) + αDKL(µi(s; ·)||U )
)
ds+ q(xi(T ))− α(T − t) log |U |
}
≥ lim inf
i→∞
{∫ T
t
∫
U
r(xi(s),u)µi(s; du)dt
}
+ α lim inf
i→∞
∫ T
t
DKL(µi(s; ·)||U )ds
+ lim inf
i→∞
q(xi(T ))− α(T − t) log |U |
=
∫ T
t
∫
U
r(x(s),u)ρ(s; du)ds+ q(x(T )) + α(T − t) lim inf
i→∞
DKL(νi||U[t,T ])− α(T − t) log |U |,
where the last equality comes from the weak-∗ convergence of νi to ν and∫ T
t
DKL(µi(s; ·)||U ) ds = (T − t)DKL(νi||U[t,T ]).
By the lower semicontinuity of the KL divergence (Lemma B.2), we have
lim inf
i→∞
DKL(νi||U[t,T ]) ≥ DKL(ν||U[t,T ]).
Therefore, we conclude that
inf
µ∈Mt
Jαx,t(µ) ≥
∫ T
t
∫
U
r(x(s),u)ρ(s; du)ds+ q(x(T )) + α(T − t)DKL(ν||U[t,T ])− α(T − t) log |U |
=
∫ T
t
(∫
U
r(x(s),u)ρ(s; du) + αDKL(ρ(s; ·)||U )
)
ds+ q(x(T ))− α(T − t) log |U |
= Jαx,t(ρ).
This implies that ρ is a minimizer of Jαx,t over Mt.
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2.4 Discrete-Time Approximation
Before introducing an HJB-based method for solving the maximum entropy control problem, we
discuss practical issues in implementing relaxed controls to continuous-time dynamical systems.
There are two major issues. First, it is unclear how to use a probability distribution as a control
action. Second, in practical systems, it may be infeasible to continuously exert the control actions.
As a means of addressing these practical issues, we introduce the following discrete-time stochastic
system with sampling interval ∆t:
xk+1 = xk + (∆t)
2f(xk, uk), uk ∼ µ(k(∆t)2, ·), (2.10)
where ∆t is set to be 1N for some fixed natural number N for convenience. We show that the state
of this discrete-time system converges to that of the original relaxed control system, as ∆t tends
to zero.
Proposition 2.1. Suppose that Assumption 2.1 holds. We further assume that the control set
U is compact, f is Lipschitz continuous with respect to space variable and µ : [0, T ] → P(U) is
continuous in time in the sense that for any continuous bounded function φ : U → R,∣∣∣∣∫
U
φ(u)µ(t; du)−
∫
U
φ(u)µ(s; du)
∣∣∣∣→ 0 as |t− s| → 0. (2.11)
Then, for any natural number K, we have
|x(T )− xK | ≤ |x(0)− x0|+ o(1) a.s. as ∆t→ 0,
where T = K(∆t)2. In particular, if x(0) = x0, then
|x(T )− xK | = o(1) a.s. as ∆t→ 0.
Proof. Fix an arbitrary natural number N and let ∆t := 1N . We compare the two states at time
∆t = N(∆t)2 as
|x(∆t)− xN | =
∣∣∣∣∣x(0) +
∫ ∆t
0
∫
U
f(x(s),u)µ(s; du)ds− x0 − (∆t)2
N−1∑
k=0
f(xk, uk)
∣∣∣∣∣
≤
∣∣∣∣x(0) + ∫ ∆t
0
∫
U
f(x(s),u)µ(s; du)ds− x(0)−∆t
∫
U
f(x(0),u)µ(0; du)
∣∣∣∣
+
∣∣∣∣∣x(0) + ∆t
∫
U
f(x(0),u)µ(0; du)− x0 − (∆t)2
N−1∑
k=0
f(xk, uk)
∣∣∣∣∣
≤ |x(0)− x0|+ ∆t
∣∣∣∣∣
∫
U
f(x(0),u)µ(0; du)− 1
N
N−1∑
k=0
f(xk, uk)
∣∣∣∣∣︸ ︷︷ ︸
=:I
+o(∆t).
We now choose i.i.d. random variables vk whose distribution follow µ(0; ·) and then further estimate
the term I as follows:
I ≤
∣∣∣∣∣
∫
U
f(x(0),u)µ(0; du)− 1
N
N−1∑
k=0
f(x0, vk)
∣∣∣∣∣+
∣∣∣∣∣ 1N
N−1∑
k=0
f(x0, vk)− 1
N
N−1∑
k=0
f(xk, vk)
∣∣∣∣∣
+
∣∣∣∣∣ 1N
N−1∑
k=0
f(xk, vk)− 1
N
N−1∑
k=0
f(xk, uk)
∣∣∣∣∣ = o(1) +
∣∣∣∣∣ 1N
N−1∑
k=0
(f(xk, vk)− f(xk, uk))
∣∣∣∣∣ ,
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where we used the law of large numbers, Lipschitz continuity of f and the fact that |xk−x0| = o(1).
We now let Zk := f(xk, vk)−f(xk, uk). Then, since f is continuous and the control set U is compact,
it is easy to see that the variance Var[Zk] < C for some constant C independent of k. Therefore,
by Kolmogorov’s strong law of large numbers [19], we have(
1
N
N−1∑
k=0
Zk − 1
N
N−1∑
k=0
E[Zk]
)
→ 0 a.s.
On the other hand, since µ(0; ·) and µ(k(∆t)2; ·) are close each other in the sense of (2.11), we have
E[Zk]→ 0 as ∆t = 1N → 0. Thus, we arrive at the following convergence result:
1
N
N−1∑
k=0
Zk → 0 a.s.
This implies that I ≤ o(1), and consequently
|x(∆t)− xN | ≤ |x(0)− x0|+ o(∆t) a.s. as ∆t→ 0.
Hence, until the finite time T = K(∆t)2, we have
|x(T )− xK | = |x(T )− xTN2 | ≤ |x(0)− x0|+ TN × o(∆t) = |x(0)− x0|+ o(1) a.s. as ∆t→ 0.
To numerically demonstrate the performance and the utililty of our maximum entropy methods,
we use the discrete-time approximation (2.10) in Section 6.
3 Soft Hamilton–Jacobi–Bellman Equations
In this section, we derive the HJB equations for the maximum entropy control problems. We then
show that the optimal value function, defined by
Vα(t,x) := inf
g∈G
Jαx,t(g),
corresponds to the unique viscosity solution of the HJB equation. We further study some properties
of the HJB equations.
3.1 Dynamic Programming and Soft HJB Equations
To begin, we apply the dynamic programming principle to the maximum entropy control problem
to obtain the following equality, which will be used in deriving the HJB equation.
Lemma 3.1. Suppose that Assumption 2.1 holds. Then, the value function Vα satisfies the following
equality:
Vα(t,x) = inf
g∈G
{∫ t+h
t
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds+ Vα(t+ h, x(t+ h))
}
, (3.1)
where x(s) is the solution to (2.4) with control g ∈ G and initial condition x(t) = x.
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Proof. Although the proof is almost identical to the standard optimal control case [2, Proposition
3.2, Section 3], we provide the full proof for the completeness of the paper. Fix an arbitrary g ∈ G.
It follows from the definition of Jαx,t(g) that
Jαx,t(g) =
∫ T
t
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds+ q(x(T ))
=
∫ t+h
t
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds
+
∫ T
t+h
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds+ q(x(T ))
≥
∫ t+h
t
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds+ Vα(t+ h, x(t+ h)).
Now, taking infimum with respect to g ∈ G on both sides yields
Vα(t, x) ≥ inf
g∈G
{∫ t+h
t
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds+ Vα(t+ h, x(t+ h))
}
.
To obtain the reverse direction of the inequality, we fix an arbitrary g ∈ G and ε > 0 and let x(s)
be the solution to (2.4) with control g for t ≤ s ≤ t+ h. Choose a control g′ ∈ G satisfying
Vα(t+ h, x(t+ h)) ≥ Jαx(t+h),t+h(g′)− ε.
We construct another control g˜ ∈ G as
g˜(s) =
{
g(s) for t ≤ s < t+ h,
g′(s) for t+ h ≤ s ≤ T.
We define x˜(s) be a solution to (2.4) with the control g˜ for the time interval t ≤ s ≤ T . In
particular, x˜(s) = x(s) for t ≤ s ≤ t+ h. Then, we have
Vα(t, x) ≤ Jαx,t(g˜) =
∫ t+h
t
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds
+
∫ T
t+h
(∫
U
r(x˜(s),u)g′(s,u) du− αH(g′(s, ·))
)
ds+ q(x˜(T ))
=
∫ t+h
t
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds+ Jαx(t+h),t+h(g
′)
≤
∫ t+h
t
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds+ Vα(t+ h, x(t+ h)) + ε.
We now take an infimum over g ∈ G to obtain
Vα(t, x) ≤ inf
g∈G
{∫ t+h
t
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds+ Vα(t+ h, x(t+ h))
}
+ ε.
Since ε was arbitrarily chosen, the result follows.
To formally derive the HJB equation that the value function Vα should satisfy, we now tempo-
rally assume that Vα is smooth. This assumption will be relaxed in the next subsection by using the
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viscosity solution framework. Rearranging (3.1), dividing it by h and letting h → 0, we formally
have
0 = lim
h→0
inf
g∈G
{
Vα(t+ h, x(t+ h))− Vα(t,x)
h
+
1
h
∫ t+h
t
(∫
U
r(x(s),u)g(s,u)du− αH(g(s, ·))
)
ds
}
= inf
g∈G
{
∂tVα +∇xVα · x˙(t) +
∫
U
r(x,u)g(t,u)du− αH(g(t, ·))
}
= ∂tVα + inf
g∈G
{
∇xVα ·
(∫
U
f(x,u)g(t,u)du
)
+
∫
U
r(x,u)g(t,u)du− αH(g(t, ·))
}
= ∂tVα(t,x) + inf
g∈G
{∫
U
(∇xVα(t,x) · f(x,u) + r(x,u)) g(t,u) du− αH(g(t, ·))
}
.
(3.2)
We can further simplify the HJB equation in a more explicit form, using the entropy term H(g(t, ·)).
Let
L(x,p,u) := p · f(x,u) + r(x,u),
where p ∈ Rn. Then, the minimization problem in (3.2) is of the form
inf
g∈G
{∫
U
L(x,p,u)g(t,u)du− αH(g(t, ·))
}
. (3.3)
We show that it admits a closed-form optimal solution, which is in the form of Boltzmann distri-
butions.
Lemma 3.2. Suppose that U is compact. Then, the unique optimal solution of the minimization
problem (3.3) is given by
g∗α(x,p,u) :=
exp(− 1αL(x,p,u))∫
U exp
(− 1αL(x,p,u)) du = exp(−
1
α(p · f(x,u) + r(x,u)))∫
U exp
(− 1α(p · f(x,u) + r(x,u))) du .
Furthermore, the optimal value of (3.3) is
inf
g∈G
{∫
U
L(x,p,u)g(t,u)du− αH(g(t, ·))
}
= −α log
∫
U
exp
(
− 1
α
L(x,p,u)
)
du.
Proof. The optimization problem (3.3) can be reformulated as
inf
g∈G
{∫
U
L(x,p,u)g(t,u)du− αH(g(t, ·))
}
= α inf
g∈G
{∫
U
L(x,p,u)
α
g(t,u)du−H(g(t, ·))
}
= α inf
g∈G
{∫
U
L(x,p,u)
α
g(t,u)du +DKL(g(t, ·)du||U )
}
− α log |U |,
where U denotes the uniform probability measure defined by U (du) = du|U | . Using Lemma B.1
with φ = L(x,p,u)α , µ = g(t,u)du and γ = U , we conclude that the unique optimal solution g
∗
α of
the minimization problem above is given by
g∗α(x,p,u) :=
exp(− 1αL(x,p,u))∫
U exp
(− 1αL(x,p,u)) du ,
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and the corresponding optimal value is obtained as
−α log
∫
U
exp
(
− 1
α
L(x,p,u)
)
U (du)− α log |U | = −α log
∫
U
exp
(
− 1
α
L(x,p,u)
)
du.
By Lemma 3.2, we can substitute the minimizer g∗α into the HJB equation (3.2) to obtain
0 = ∂tVα(t,x) +
(∫
U
L(x,∇xVα,u)g∗α(t, u) du− αH(g∗α(t, ·))
)
= ∂tVα(t,x)− α log
∫
U
exp
(
− 1
α
L(x,∇xVα,u)
)
du
= ∂tVα(t,x)− α log
∫
U
exp
(
−∇xVα · f(x,u) + r(x,u)
α
)
du.
Thus, the HJB equation for maximum entropy control can be written as{
∂tVα(t,x)−Hα(x,∇xVα) = 0 on (0, T )× Rn
Vα(T,x) = q(x) in {t = T} × Rn, (3.4)
where the Hamiltonian is given by
Hα(x,p) := α log
∫
U
exp
(
−p · f(x,u) + r(x,u)
α
)
du. (3.5)
Remark 3.1. It is worth comparing this Hamiltonian with its standard counterpart
H0(x,p) := max
u∈U
{−p · f(x,u)− r(x,u)}.
Note that Hα(x,p) can be interpreted as a version of the soft maximum value of −p · f(x,u) −
r(x,u), which is the objective function in the standard Hamiltonian. Motivated by this observation,
we refer to the Hamiltonian (3.5) and the HJB equation (3.4) as the soft Hamiltonian and the soft
HJB equation, respectively.
Before studying the viscosity solution of the soft HJB equation, we discuss several properties of
the soft Hamiltonian Hα.
Proposition 3.1. Suppose that Assumption 2.1 and the control set U is compact. Then, the
Hamiltonian Hα(x,p) has a finite value and is convex in p.
Proof. First, we show that Hα is finite, i.e., Hα(x,p) < +∞ for all (x,p) ∈ Rn ×Rn. By Assump-
tion 2.1 (i) and (v), for each (x,p) ∈ Rn × Rn,
min
u∈U
{p · f(x,u) + r(x,u)}
admits an optimal solution and has a finite optimal value, say C = C(x,p). Therefore, we have
exp
(
−p · f(x,u) + r(x,u)
α
)
≤ exp
(
−C
α
)
,
which implies that Hα(x,p) ≤ −C(x,p) + α log |U |.
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We now show that the map p 7→ Hα(x,p) is convex. Fix x ∈ Rn and a constant 0 < λ < 1. By
the Ho¨lder’s inequality for pair
(
1
λ ,
1
1−λ
)
, we obtain
Hα(x, λp1 + (1− λ)p2)
= α log
∫
U
exp
(
−(λp1 + (1− λ)p2) · f(x,u) + r(x,u)
α
)
du
= α log
∫
U
exp
(
−
(
λ
p1 · f(x,u) + r(x,u)
α
+ (1− λ)p2 · f(x,u) + r(x,u)
α
))
du
= α log
∫
U
exp
(
−p1 · f(x,u) + r(x,u)
α
)λ
exp
(
−p2 · f(x,u) + r(x,u)
α
)1−λ
du
≤ α log
[(∫
U
exp
(
−p1 · f(x,u) + r(x,u)
α
)
du
)λ(∫
U
exp
(
−p2 · f(x,u) + r(x,u)
α
)
du
)1−λ]
= λ
(
α log
∫
U
exp
(
−p1 · f(x,u) + r(x,u)
α
)
du
)
+ (1− λ)
(
α log
∫
U
exp
(
−p2 · f(x,u) + r(x,u)
α
)
du
)
= λHα(x,p1) + (1− λ)Hα(x,p2).
Thus, p 7→ Hα(x,p) is convex for each x ∈ Rn.
We discuss a few notable aspects regarding the convexity of the soft Hamiltonian Hα.
1. Instead of using the Ho¨lder’s inequality, we can directly calculate the gradient and the Hessian
of Hα with respect to p as
∇pHα = ∇p
(
α log
∫
U
exp
(
−p · f + r
α
)
du
)
= α
∇p
∫
U exp
(
−p·f+rα
)
du∫
U exp
(
−p·f+rα
)
du
= −
∫
U exp
(
−p·f+rα
)
fdu∫
U exp
(
−p·f+rα
)
du
,
and
∇2pHα =
1
α
((∫
U
exp
(
−p · f + r
α
)
f ⊗ fdu
)(∫
U
exp
(
−p · f + r
α
)
du
)
−
(∫
U
exp
(
−p · f + r
α
)
fdu
)
⊗
(∫
U
exp
(
−p · f + r
α
)
fdu
))
×
(∫
U
exp
(
−p · f + r
α
)
du
)−2
.
Let
gp(u;x) :=
1
Zp
exp
(
−p · f(x,u) + r(x,u)
α
)
, Zp :=
∫
U
exp
(
−p · f + r
α
)
du,
and
f¯p(x) :=
∫
U exp(−p·f+rα )f(x,u)du
Zp
= Egp [f(x, ·)],
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where Egp [f(x, ·)] denotes the expectation of u 7→ f(x,u) with respect to the probability
density gp(u;x). Then, the gradient and the Hessian of Hα with respect to p can be expressed
as
∇pHα = −f¯p(x) = −Egp(f(x,u)),
and
∇2pHα =
1
α
∫
U (f − f¯p)⊗ (f − f¯p) exp
(
−p·f+rα
)
du
Zp
=
1
α
Covgp [f(x, ·)],
where Covgp [f(x, ·)] denotes the covariance matrix of the map u 7→ f(x,u) with respect to the
probability density gp. Therefore, we conclude that ∇2pHα  0. By using this formulation, we
may interpret the gradient and the Hessian of the soft Hamiltonian Hα as the expected value
and the covariance matrix of u 7→ f(x,u) with respect to the probability density gp(u;x).
The probability density gp can be interpreted as a Boltzmann distribution if we consider the
quantity p · f(x,u) + r(x,u) as “energy” (c.f. Remark 3.2).
2. Furthermore, if we assume that there exists r > 0 such that4
B(0, r) ⊂ conv[f(x, U)] ∀x ∈ Rn, (3.6)
where conv[f(x, U)] denotes the convex hull of f(x, U) := {f(x,u) ∈ Rn | u ∈ U}, then
we can show that Hα is strictly convex in p. To see this, suppose not. Then, the Ho¨lder’s
inequality in the proof of Proposition 3.1 holds with equality for some x,p1 and p2 in Rn.
However, the equality condition for the Ho¨lder’s inequality implies that
exp
(
−(p1 − p2) · f(x,u)
α
)
≡ C ∀u ∈ U
for some constant C, or equivalently
(p1 − p2) · f(x,u) ≡ −α logC =: C˜ ∀u ∈ U,
where C˜ is a constant independent of u. Therefore, the set f(x, U) is a subset of the hyper-
plane
{z ∈ Rn | (p1 − p2) · z = C˜},
which contradicts the assumption that B(0, r) ⊂ conv f(x, U). Thus, the Ho¨lder’s inequality
strictly holds, and Hα is strictly convex in p.
The following proposition shows some regularity of the soft Hamiltonian, which will be used to
guarantee the uniqueness of the viscosity solution of HJB equation (3.4).
Proposition 3.2. Suppose that Assumption 2.1 holds and the control set U is compact. Then, the
soft Hamiltonian Hα satisfies the following conditions:
|Hα(x,p)−Hα(y,p)| ≤ |p|ωf (|x− y|, R) + ωr(|x− y|) ∀x,y ∈ Rn s.t. |x|, |y| < R
|Hα(x,p)−Hα(x, q)| ≤ C
(
1 + |x|+ sup
u∈U
|u|
)
|p− q|.
4This condition can be interpreted as the condition that the dynamics at any state x ∈ Rn can be driven to any
direction.
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Proof. It follows from the definition of Hα that
|Hα(x,p)−Hα(y,p)| = α
∣∣∣∣∣∣log
∫
U exp
(
−p·f(x,u)+r(x,u)α
)
du∫
U exp
(
−p·f(y,u)+r(y,u)α
)
du
∣∣∣∣∣∣ .
However, note that for any measurable functions F,G ≥ 0, we have∫
U
F (u) du ≤ max
u∈U
{F (u)/G(u)}
∫
U
G(u) du.
Thus, we further estimate |Hα(x,p)−Hα(y,p)| as
|Hα(x,p)−Hα(y,p)| ≤ α
∣∣∣∣log maxu∈U
{
exp
(
−p · (f(x,u)− f(y,u)) + r(x,u)− r(y,u)
α
)}∣∣∣∣ .
Since the exponential function is an increasing function, we can move the maximum operator inside
the exponential. Therefore, for any x,y ∈ Rn such that |x|, |y| < R, we have
|Hα(x,p)−Hα(y,p)| ≤ α
∣∣∣∣maxu∈U
{
−p · (f(x,u)− f(y,u)) + r(x,u)− r(y,u)
α
}∣∣∣∣
= max
u∈U
{p · (f(y,u)− f(x,u)) + r(y,u)− r(x,u)}
≤ |p|ωf (|x− y|, R) + ωr(|x− y|).
The second assertion can be shown in a similar way as follows:
|Hα(x,p)−Hα(x, q)|
= α
∣∣∣∣∣∣log
∫
U exp
(
−p·f(x,u)+r(x,u)α
)
du∫
U exp
(
−q·f(x,u)+r(x,u)α
)
du
∣∣∣∣∣∣ ≤ α
∣∣∣∣log maxu∈U
{
exp
(
−(p− q) · f(x,u)
α
)}∣∣∣∣
= max
u∈U
{(q − p) · f(x,u)} ≤ |p− q|max
u∈U
|f(x,u)| = C|p− q|
(
1 + |x|+ max
u∈U
|u|
)
.
Remark 3.2. In the soft HJB equation (3.2), the idea of the maximum entropy optimal control is
translated into minimizing ∇xVα(t,x) · f(x,u) + r(x,u)− αH(g) = L(x,∇xVα,u)− αH(g), i.e.,
min
g∈G
{∫
U
L(x,∇xVα,u)g(u)du− αH(g)
}
.
It is remarkable that this optimization problem resembles the minimization of the Helmholtz free
energy F in physics, defined as
F := U − TS, U : internal energy, T : Temperature, S: Entropy.
Thus, if we interpret L as “internal energy” and the temperature parameter α as a physical tem-
perature, the quantity to be minimized is exactly the same as the Helmholtz free energy. Moreover,
the optimal control g∗α corresponds to the canonical ensemble of the given L(x,∇xVα,u):
g∗(x,∇xVα,u) :=
exp
(− 1αL(x,∇xVα,u))∫
U exp
(− 1αL(x,∇xVα,u)) du = exp (−βL(x,∇xVα,u))Z ,
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where β = 1α is an inverse temperature in statistical mechanics and Z is a partition function. Then,
with the canonical ensemble, the corresponding Helmholtz free energy is given by
F = −α logZ = −Hα(x,∇xVα),
which is the exact minimum value of the quantity
∫
U L(x,∇xVα,u)g(u)du−αH(g) in Lemma 3.2.
This observation suggests a connection between maximum entropy optimal control and statistical
mechanics. A deeper connection may provide more insights into maximum entropy optimal control
from the perspective of statistical mechanics. We leave this as future research.
3.2 Viscosity Solutions
The soft HJB equation has been derived under the assumption that the value function Vα is con-
tinuously differentiable. We now relax this assumption and show that Vα satisfies the soft HJB
equation in the sense of viscosity solutions [11,12]. Recall the definition of the viscosity solution of
the HJB equation for the terminal-value problem.
Definition 3.1. A continuous function V : [0, T ] × Rn → R is a viscosity solution of the HJB
equation (3.4) if the following conditions hold:
1. V (T,x) = q(x) for all x ∈ Rn.
2. (Subsolution) For any φ ∈ C1([0, T ]× Rn) such that V − φ has a local maximum at (t0,x0),
∂tφ(t0,x0)−Hα(x0,∇xφ(t0,x0)) ≥ 0.
3. (Supersolution) For any φ ∈ C1([0, T ]×Rn) such that V −φ has a local minimum at (t0,x0),
∂tφ(t0,x0)−Hα(x0,∇xφ(t0,x0)) ≤ 0.
Note that the inequalities in the definition of sub- and supersolutions are reversed compared to
the ones in their standard definition. This is because our HJB equation is a terminal value problem
as opposed to the one in the standard definition. The following theorem states that the soft HJB
equation (3.4) has a unique viscosity solution, which corresponds to the value function Vα of the
maximum entropy control problem.
Theorem 3.1. Suppose that Assumption 2.1 holds and the control set U is compact. Then, the
value function Vα is the unique viscosity solution of the HJB equation (3.4).
Proof. The idea of our proof is adopted from the proof of [18, Theorem 2, Section 10.3]. We first
show that Vα satisfies the two conditions in the definition of viscosity solutions.
• (Supersolution): Suppose there exists φ ∈ C1([0, T ]×Rn) such that Vα − φ has a local minimum
at (t0,x0). We need to show that
∂tφ(t0,x0)−Hα(x0,∇xφ(t0,x0))) ≤ 0.
Suppose the inequality fails to hold. Then, there exists a neighborhood N of (t0,x0) such that
∂tφ(t,x)−Hα(x,∇xφ(t,x))) ≥ η > 0 ∀(t,x) ∈ N . (3.7)
Then, there exists δ > 0 such that for any (t,x) ∈ N satisfying |(t,x)− (t0,x0)| < δ,
φ(t,x)− φ(t0,x0) ≤ Vα(t,x)− Vα(t0,x0).
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On the other hand, it follows from Lemma B.5, we can choose a small time interval h such that
|x(s)− x0|+ |s− t0| < δ ∀x ∈ [t0, t0 + h]
for any choice of g, where x(s) is a solution to (2.4) with control g ∈ G. Now, it follows from the
definition of the value function, there exists a control g1 ∈ G such that
Vα(t0,x0) +
ηh
2
>
∫ t0+h
t0
(∫
U
r(x(s),u)g1(s,u) du− αH(g1(s, ·))
)
ds+ Vα(t0 + h, x(t0 + h)).
We then have
ηh
2
>
∫ t0+h
t0
(∫
U
r(x(s),u)g1(s,u) du− αH(g1(s, ·))
)
ds+ Vα(t0 + h, x(t0 + h))− Vα(t,x)
≥
∫ t0+h
t0
(∫
U
r(x(s),u)g1(s,u) du− αH(g1(s, ·))
)
ds+ φ(t0 + h, x(t0 + h))− φ(t,x)
=
∫ t0+h
t0
(∫
U
r(x(s),u)g1(s,u) du− αH(g1(s, ·)) + d
ds
φ(s, x(s))
)
ds
=
∫ t0+h
t0
(∫
U
r(x(s),u)g1(s,u) du− αH(g1(s, ·)) + ∂sφ(s, x(s))
+∇xφ(s, x(s)) ·
(∫
U
f(x(s),u)g(s,u) du
))
ds
=
∫ t0+h
t0
(
∂sφ(s, x(s)) +
∫
U
(∇xφ(s, x(s)) · f(x(s),u) + r(x(s),u))g1(s,u) du− αH(g1(s, ·))
)
ds.
Lemma 3.2 implies that the optimal value of
min
g∈G
{∫
U
∇xφ(s, x(s)) · f(x(s),u) + r(x(s),u))g(s,u) du− αH(g(s, ·))
}
is equal to −Hα(x(s),∇xφ(s, x(s))), which is achieved at
g(s,u) =
exp(− 1α(∇xφ(t, x(s)) · f(x(s),u) + r(x(s),u)))∫
U exp
(− 1α(∇xφ(t, x(s)) · f(x(s),u) + r(x(s),u))) du .
Thus, it follows from (3.7) that
ηh
2
>
∫ t0+h
t0
(∂sφ(s, x(s))−Hα(x(s),∇xφ(s, x(s)))) ds ≥ ηh,
which is a contradiction. Therefore, we conclude that
∂tφ(t0,x0)−Hα(x0,∇xφ(t0,x0)) ≤ 0.
• (Subsolution) Similarly, let φ ∈ C1([0, T ]×Rn) such that Vα−φ has a local maximum at (t0,x0).
Then, for (t,x) close enough to (t0,x0),
φ(t,x)− φ(t0,x0) ≥ Vα(t,x)− Vα(t0,x0).
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Choose an arbitrary constant control g(t,u) ≡ g2(u) and let x(s) be a solution to (2.4) with control
g2 for t0 ≤ s ≤ t0 + h. By the dynamic programming equation (3.1) for Vα,
Vα(t0,x0) ≤
∫ t0+h
t0
(∫
U
r(x(s),u)g2(u) du− αH(g2(·))
)
ds+ Vα(t0 + h, x(t0 + h)).
Thus, we have
0 ≤
∫ t0+h
t0
(∫
U
r(x(s),u)g2(u) du− αH(g2(·))
)
ds+ Vα(t0 + h, x(t0 + h))− Vα(t0,x0)
≤
∫ t0+h
t0
(∫
U
r(x(s),u)g2(u) du− αH(g2(·))
)
ds+ φ(t0 + h, x(t0 + h))− φ(t0,x0)
=
∫ t0+h
t0
(∫
U
r(x(s),u)g2(u) du− αH(g2(·)) + d
ds
φ(s, x(s))
)
ds
=
∫ t+h
t
(∫
U
r(x(s),u)g2(u) du− αH(g2(·)) + ∂sφ(s, x(s))
+∇xφ(s, x(s)) ·
(∫
U
f(x(s),u)g2(u) du
))
ds.
Dividing both sides of inequality by h and letting h→ 0, we obtain
0 ≤ ∂tφ(t0,x0) +
∫
U
(∇xφ(t0,x0) · f(x0,u) + r(x0,u))g2(u) du− αH(g2(·)).
Taking the infimum of both sides with respect to g2 yields
0 ≤ ∂tφ(t0,x0)−Hα(x,∇xφ(t0,x0))
by Lemma 3.2. Therefore, the value function Vα satisfies the two conditions in the definition of
viscosity solutions, and it also satisfies the terminal condition. This suggests that the value function
Vα is a viscosity solution of the soft HJB equation.
By the regularity of the soft Hamiltonian Hα(x,p) in Proposition 3.2, the uniqueness of the
viscosity solution directly follows from the comparison principle of HJB equations (for example, [2,
Theorem 3.15, Section III]).
Finally, we show that the value function Vα is also a viscosity supersolution of the HJB equation
that has the opposite sign compared to (3.4). The following proposition will be used in the next
subsection, where we present the optimality condition in Proposition 3.4.
Proposition 3.3. Suppose that Assumption 2.1 holds and the control set U is compact. Then, the
value function Vα is a viscosity supersolution of the following HJB equation:
− ∂tVα +Hα(x,∇xVα) = 0. (3.8)
Proof. Let φ ∈ C1([0, T ]×Rn) such that Vα−φ has a local minimum at (t0,x0) ∈ (0, T )×Rn, and
fix an arbitrary g ∈ G. Let x(s) be a solution to (2.4) with control g and x(t0) = x0. Then, by the
dynamic programming principle, we have
Vα(t0 − h, x(t0 − h)) ≤ Vα(t0,x0) +
∫ t0
t0−h
(∫
U
r(x(s),u)g(s,u)du− αH(g(s, ·))
)
ds.
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We can then deduce that
φ(t0,x0)− φ(t0 − h, x(t0 − h)) ≥ Vα(t0,x0)− Vα(t0 − h, x(t0 − h))
≥ −
∫ t0
t0−h
(∫
U
r(x(s),u)g(s,u)du− αH(g(s, ·))
)
ds.
Dividing both sides by h and letting h→ 0, we have
∂tφ(t0,x0) +∇xφ(t0,x0) ·
∫
U
f(x0,u)g(t0,u)du +
∫
U
r(x0,u)g(t0,u)du− αH(g(t0, ·)) ≥ 0.
Minimizing both sides with respect to g(t0, ·) and using Lemma 3.2 again, we conclude that
∂tφ(t0,x0)−Hα(x0,∇xφ(t0,x0)) ≥ 0,
which implies that Vα is a supersolution of (3.8).
3.3 Conditions for Optimality and Optimal Control Synthesis
We now provide necessary and sufficient conditions for the optimality of control g ∈ G in terms of
the generalized derivatives of Vα as in [2]. For any given x and g ∈ G, we let
η(t) := Vα(t, x(t)) +
∫ t
0
(∫
U
r(x(s),u)g(s,u)du− αH(g(s, ·))
)
ds, (3.9)
where x(t) is a solution to (2.4) governed by control g with initial data x(0) = x. Then, it follows
from Lemma 3.1 that for any h > 0,
η(t+ h)− η(t) =
∫ t+h
t
(∫
U
r(x(s),u)g(s,u)du− αH(g(s, ·))
)
ds
+ Vα(t+ h, x(t+ h))− Vα(t, x(t)) ≥ 0.
Therefore, the map t 7→ η(t) is non-decreasing and it is constant if and only if g ∈ G is optimal.
Suppose for a moment that Vα is continuously differentiable. Then, η is constant if and only if
dη
dt
= ∂tVα(t, x(t))+∇xVα(t, x(t)) ·
∫
U
f(x(t),u)g(t,u)du+
∫
U
r(x(t),u)g(t,u)du−αH(g(t, ·)) = 0.
By the HJB equation (3.4), we have
∇xVα(t, x(t)) ·
∫
U
f(x(t),u)g(t,u)du +
∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·))
= −Hα(x(t),∇xVα(t, x(t))) = −α log
∫
U
exp
(
− 1
α
∇xVα(t, x(t)) · f(x(t),u) + r(x(t),u)
)
du.
Therefore, it follows from Lemma 3.2 that the optimal control g should be given as
g(t,u) =
exp
(− 1α∇xVα(t, x(t)) · f(x(t),u) + r(x(t),u))∫
U exp
(− 1α∇xVα(t, x(t)) · f(x(t),u) + r(x(t),u)) du .
However, since the value function is not continuously differentiable in general, we need the following
generalized notion of derivatives to characterize the optimality condition.
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Definition 3.2 ( [2]). Let V : [0, T ]×Rd → R be a continuous function. Then, the superdifferential
D+V and subdifferential D−V at (t0,x0) are defined as
D+V (t0,x0)
:=
{
(pt,px) ∈ R+ × Rn
∣∣∣∣∣ lim sup(t,x)→(t0,x0) V (t,x)− V (t0,x0)− (pt(t− t0) + px · (x− x0))(|t− t0|+ |x− x0|) ≤ 0
}
,
and
D−V (t0,x0)
:=
{
(pt,px) ∈ R+ × Rn
∣∣∣∣∣ lim inf(t,x)→(t0,x0) V (t,x)− V (t0,x0)− (pt(t− t0) + px · (x− x0))(|t− t0|+ |x− x0|) ≥ 0
}
.
Moreover, the (generalized) Dini directional derivatives ∂±V at (t0,x0) with the direction (s0,y0)
are defined as
∂+V (t0,x0; s0,y0) := lim sup
ε→0+
(s,y)→(s0,y0)
V (t0 + εs,x0 + εy)− V (t0,x0)
ε
,
∂−V (t0,x0; s0,y0) := lim inf
ε→0+
(s,y)→(s0,y0)
V (t0 + εs,x0 + εy)− V (t0,x0)
ε
.
Intuitively, the Dini derivatives provide upper and lower bounds on the infinitesimal directional
change, particularly when the function V is not differentiable. It is well-known that (pt,px) ∈
D+V (t0,x0) (D
−V (t0,x0), respectively) if and only if there exists φ ∈ C1(R × Rn) such that
∇(t,x)φ = (pt,px) and V − φ attains a local maximum (minimum, respectively) at (t0,x0) [2].
Therefore, if V is a viscosity solution of the soft HJB equation (3.4), we have
pt −Hα(x0,px) ≥ 0 ∀(pt,px) ∈ D+V (t0,x0)
and
pt −Hα(x0,px) ≤ 0 ∀(pt,px) ∈ D−V (t0,x0).
We record the following properties of the super-, subderivatives and Dini derivatives that will be
used in this subsection.
Lemma 3.3 ( [2]). Suppose the map x : [0, T ]→ Rn is differentiable at t and V : [0, T ]× Rn → R
is a continuous function. Let id : [0, T ]→ [0, T ] be an identity map, i.e., id(t) = t and let the map
V ◦ (id, x) : [0, T ]→ R be defined by (V ◦ (id, x))(t) = V (t, x(t)). Then,
∂−(V ◦ (id, x))(t; 1) ≥ ∂−V (t, x(t); 1, x˙(t)),
∂+(V ◦ (id, x))(t; 1) ≤ ∂+V (t, x(t); 1, x˙(t)).
If V is locally Lipschitz continuous, then both of the inequalities hold with equality.
Lemma 3.4 ( [2]). Let V : [0, T ]× Rn → R be a continuous function. Then,
D−V (t0, x0) =
{
(pt,px) : pts0 + px · y0 ≤ ∂−V (t0,x0; s0,y0) ∀(s0,y0) ∈ [0, T ]× Rd
}
,
D+V (t0, x0) =
{
(pt,px) : pts0 + px · y0 ≥ ∂+V (t0,x0; s0,y0) ∀(s0,y0) ∈ [0, T ]× Rd
}
.
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We now present the necessary conditions for optimality. The following proposition is a variation
of the necessary conditions presented in [2, Theorem 3.37, Section 3] for the standard optimal control
problems.
Proposition 3.4. Suppose that Assumption 2.1 holds and the control set U is compact. We further
assume that control g ∈ G is an optimal solution to the maximum entropy control problem (2.6)
with initial data x, and let x(t) be the system trajectory governed by control g with x(0) = x. Then,
we have
1. for a.e. 0 ≤ t ≤ T ,
∂−Vα(t, x(t); 1, x˙(t)) +
∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·)) ≤ 0;
2. for a.e. 0 ≤ t ≤ T ,
−∂+Vα(t, x(t);−1,−x˙(t)) +
∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·)) ≤ 0;
3. for a.e. 0 ≤ t ≤ T and all (pt,px) ∈ D±Vα(t, x(t)),
pt +
∫
U
(px · f(x(t),u) + r(x(t),u)) g(t,u)du− αH(g(t, ·)) = 0;
4. for a.e. 0 ≤ t ≤ T and all (pt,px) ∈ D±Vα(t, x(t)),
g(t,u) =
exp
(− 1α(px · f(x(t),u) + r(x(t),u)))∫
U exp
(− 1α(px · f(x(t),u) + r(x(t),u))) du . (3.10)
Proof. Since g is optimal, η in (3.9) is a constant function. We note that η can be represented as
η(t) = (Vα ◦ (id, x))(t) +
∫ t
0
(∫
U
r(x(s),u)g(s,u)du− αH(g(s, ·))
)
ds.
By Lemma 3.3, we obtain
0 =
dη(t)
dt
= ∂−(Vα ◦ (id, x))(t; 1) +
∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·))
≥ ∂−Vα(s, x(t); 1, x˙(t)) +
∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·)),
which implies the first condition to hold. Using the fact that
dη(t)
dt
= −∂+(Vα ◦ (id, x))(t;−1) +
∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·)),
we deduce that the second condition holds.
We now use Lemma 3.4 to obtain
∂−Vα(t, x(t); 1, x˙(t)) ≥ pt + px · x˙(t) = pt +
∫
U
px · f(x(t),u)g(t,u)du
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for all (pt,px) ∈ D−Vα(t, x(t)). Together with the first condition, we deduce that for all (pt,px) ∈
D−Vα(t, x(t)),
pt +
∫
U
(px · f(x(t),u) + r(x(t),u)) g(t,u)du− αH(g(t, ·)) = 0.
Similarly, the assertion for D+Vα in Lemma 3.4 and the second condition impliy that for all
(pt,px) ∈ D+Vα(t, x(t)),
pt +
∫
U
(px · f(x(t),u) + r(x(t),u)) g(t,u)du− αH(g(t, ·)) = 0.
Therefore, the third condition holds.
Lastly, since Vα is a viscosity solution of (3.4), we have for all (pt,px) ∈ D+Vα(t, x(t)),
0 ≤ pt −Hα(x(t),px) ≤ pt +
∫
U
(px · f(x(t),u) + r(x(t),u)) g(t,u)du− αH(g(t, ·)) = 0, (3.11)
where the second inequality comes from Lemma 3.2. Therefore, all the inequalities above should
hold with equality. By Lemma 3.2, we conclude that
g(t,u) =
exp
(− 1α(px · f(x(t),u) + r(x(t),u)))∫
U exp
(− 1α(px · f(x(t),u) + r(x(t),u))) du .
For (pt,px) ∈ D−Vα(t, x(t)), we note that the first inequality in (3.11) holds with equality by
Proposition 3.3. Therefore, the same conclusion holds for (pt,px) ∈ D−Vα(t, x(t)).
The first and second conditions in Proposition 3.4 indicate that the sum of the infinitesimal
change of Vα along the trajectory and the infinitesimal cost should be less than 0, which implies
the quantity η is non-increasing when the optimal control g is implied. When the set D±Vα(t, x(t))
is non-empty, the third condition implies that the quantity η is a constant function along the
trajectory.
Unlike the standard optimal control case, we have the following improved regularity of the value
function Vα as a useful byproduct of the necessary conditions for optimality.
Corollary 3.1. Suppose that Assumption 2.1 holds, the control set U is compact, and condition
(3.6) holds. We further assume that the control g is an optimal solution to the maximum entropy
control problem (2.6) with initial data x, and let x(t) be the system trajectory governed by g with
x(0) = x. Then, the set D±Vα(t, x(t)) has at most one element.
Proof. If D±Vα(t, x(t)) = ∅, then the assertion clearly holds. We now assume that there exist two
elements (p1t ,p
1
x), (p
2
t ,p
2
x) ∈ D±Vα(t, x(t)). By the fourth condition in Proposition 3.4,
g(t,u) =
exp
(− 1α(px · f(x(t),u) + r(x(t),u)))∫
U exp
(− 1α(px · f(x(t),u) + r(x(t),u))) du
for all (pt,px) ∈ D±Vα(t, x(t)). Then, we have
p1x · f(x(t),u) = p2x · f(x(t),u) ∀u ∈ U.
By condition (3.6), we conclude that p1x = p
2
x. Then, it follows from the third condition in Propo-
sition 3.4 that p1t = p
2
t . Therefore, D
±Vα(t, x(t)) has at most one element.
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Note that the improved regularity of Vα is due to the explicit representation (3.10) of optimal
control g. Therefore, we deduce that the maximum entropy formulation enhances the regularity of
the value function.
We now provide sufficient conditions for optimality, which are extensions of those in the standard
optimal control case [2, Theorem 3.38, Section 3]:
Proposition 3.5. Suppose that Assumption 2.1 holds and the control set U is compact. Let x(t)
be the system trajectory governed by some control g with x(0) = x. We assume that Vα is locally
Lipschitz in a neighborhood of {x(t) | 0 ≤ t ≤ T}. Then, g is optimal if any of the following
conditions holds:
1. for a.e. 0 ≤ t ≤ T ,
∂−Vα(t, x(t); 1, x˙(t)) +
∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·)) ≤ 0;
2. for a.e. 0 ≤ t ≤ T ,
−∂+Vα(t, x(t);−1,−x˙(t)) +
∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·)) ≤ 0;
3. for a.e. 0 ≤ t ≤ T , there exists (pt,px) ∈ D±V (t, x(t)) such that
pt +
∫
U
(px · f(x(t),u) + r(x(t),u)) g(t,u)du− αH(g(t, ·)) ≤ 0.
Proof. Recall that the optimality of g is equivalent to the fact that η defined by (3.9) is a constant
function. Since we already observe that η is a non-decreasing function, it suffice to show that η is
a non-increasing function.
Suppose the first condition holds. Then, it follows from Lemma 3.3 that
dη(t)
dt
= ∂−(Vα ◦ (id, x))(t; 1) +
∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·))
= ∂−Vα(t, x(t); 1, x˙(t)) +
∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·)) ≤ 0.
Thus, η is a non-increasing function and therefore, g is optimal. The optimality of g under the
second condition can be shown in a similar manner.
Lastly, we assume that the third condition holds. Without loss of generality, we choose (pt,px) ∈
D+V (t, x(t)) satisfying the third condition. Then,
dη(t)
dt
= ∂−Vα(t, x(t); 1, x˙(t)) +
∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·))
≤ ∂+Vα(t, x(t); 1, x˙(t)) +
∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·))
≤ pt + px · x˙(t) +
∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·)) ≤ 0.
This implies that η is non-increasing, and therefore g is optimal.
Finally, we provide a necessary and sufficient condition of optimality, which is a corollary of the
preceding two propositions.
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Corollary 3.2. Suppose that Assumption 2.1 holds and the control set U is compact. Let x(t) be
the system trajectory governed by some control g with x(0) = x. We assume that Vα is locally
Lipschitz in a neighborhood of {x(t) | 0 ≤ t ≤ T}. Then, g is optimal if and only if any of the
following conditions holds:
1. For a.e. 0 ≤ t ≤ T ,
∂−Vα(t, x(t); 1, x˙(t)) +
∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·)) ≤ 0.
2. For a.e. 0 ≤ t ≤ T ,
−∂+Vα(t, x(t);−1,−x˙(t)) +
∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·)) ≤ 0.
We further assume that D±V (t, x(t)) 6= ∅. Then, g is optimal if and only if there exists (pt,px) ∈
D±V (t, x(t)) for a.e. 0 ≤ t ≤ T such that
pt +
∫
U
(px · f(x(t),u) + r(x(t),u)) g(t,u)du− αH(g(t, ·)) ≤ 0.
In this case, the optimal control g can be represented as
g(t,u) =
exp
(− 1α(px · f(x(t),u) + r(x(t),u)))∫
U exp
(− 1α(px · f(x(t),u) + r(x(t),u))) du . (3.12)
Proof. The proof directly follows from Proposition 3.4 and Proposition 3.5.
We now discuss how to synthesize an optimal control using the conditions for optimality. When
the value function Vα is differentiable at every points (t,x) ∈ [0, T ] × Rn, then it follows from
Corollary 3.2 that an optimal control is uniquely characterized as a feedback map Φ : [0, T ]×Rn →
L1+,1(U), defined by
(Φ(t,x))(u) = Φ(u; t,x) =
exp
(− 1α(∇xVα(t,x) · f(x,u) + r(x,u)))∫
U exp
(− 1α(∇xVα(t,x) · f(x,u) + r(x,u))) du .
On the other hand, when the value function Vα is merely continuous but not differentiable, we
introduce the following set of controls satisfying Condition 1 in Corollary 3.2:
S1(t,x) :=
{
φ ∈ L1+,1(U) : ∂−Vα
(
t,x; 1,
∫
U
f(x,u)φ(u)du
)
+
∫
U
r(x,u)φ(u)du−αH(φ(·)) ≤ 0
}
.
If D±Vα(t,x) 6= ∅ for all (t,x) ∈ [0, T ] × Rn, we define S2 as the set of densities that can be
expressed as the form (3.12) in Corollary 3.2:
S2(t,x) :=
{
φ ∈ L1+,1(U) : φ(u) =
exp
(− 1α(px · f(x,u) + r(x,u)))∫
U exp
(− 1α(px · f(x,u) + r(x,u))) du for (pt,px) ∈ D±Vα(t,x)
}
.
By Corollary 3.1, the set D±Vα(t,x) is a singleton whenever it is non-empty. Therefore, we note
that the set S2(t,x) is also a singleton.
Consider feedback controls Φi such that
Φi(t,x) ∈ Si(t,x), i = 1, 2.
Then, by Corollary 3.2, Φi’s are optimal under the same conditions as those in Corollary 3.2.
Corollary 3.3. Suppose that Assumption 2.1 holds and the control set U is compact. Moreover,
we assume that Vα is locally Lipschitz. Then, the feedback control Φ1(t,x) is optimal. We further
assume that D±Vα(t,x) 6= ∅ for all (t,x). Then, the feedback control Φ2(t,x) is also optimal.
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3.4 Asymptotic Consistency
It seems reasonable to expect that, as α → 0, Vα converges to the value function of the standard
optimal control problem (2.3). This subsection is devoted to showing this convergence property.
We first formally describe the convergence result. Recall the Laplace principle [15]: for any
measurable function φ : U → R,
lim
α→0
(
−α log
∫
U
exp
(
−φ(u)
α
)
du
)
= inf
u∈U
φ(u).
Therefore, the Hamiltonian Hα(x,p) := α log
∫
U exp
(
−p·f(x,u)+r(x,u)α
)
du converges pointwisely
to
H0(x,p) := − inf
u∈U
{p · f(x,u) + r(x,u)} .
Thus, at the formal level, the soft HJB equation (3.4) converges to the following HJB equation:
∂tV0 −H0(x,∇xV0) := ∂tV0 + inf
u∈U
{∇xV0 · f(x,u) + r(x,u)} = 0 (3.13)
as α → 0. It is well-known that this HJB equation admits the unique viscosity solution, which
coincides with the value function of the standard optimal control problem (2.3). Thus, it is natural
to use the HJB equations to establish the desired convergence result regarding the value functions.
We begin by showing the following uniform convergence of the Hamiltonian Hα to H0 as α
tends to 0.
Lemma 3.5. Suppose that Assumption 2.1 holds and the control set U is compact. Then, the soft
Hamiltonian Hα : R2n → R converges uniformly to the standard Hamiltonian H0 : R2n → R on
any compact subset of R2n as α→ 0.
Proof. Fix an arbitrary (x,p) ∈ R2n. We first notice that
Hα(x,p) = α log
∫
U
exp
(
−p · f(x,u) + r(x,u)
α
)
du
= α log
∫
U
exp
(
−p · f(x,u) + r(x,u)
α
)
U (du) + α log |U |
=: H˜α(x,u) + α log |U |,
where U denotes the uniform probability measure defined by U (du) = du|U | . Differentiating H˜α
with respect to α yields
∂
∂α
H˜α(x,p) = log
∫
U
exp
(
−p · f(x,u) + r(x,u)
α
)
U (du)
+ α
∫
U exp
(
−p·f(x,u)+r(x,u)α
)
p·f(x,u)+r(x,u)
α2
U (du)∫
U exp
(
−p·f(x,u)+r(x,u)α
)
U (du)
= log
∫
U
exp
(
−p · f(x,u) + r(x,u)
α
)
U (du)
+
1
α
∫
U exp
(
−p·f(x,u)+r(x,u)α
)
(p · f(x,u) + r(x,u))U (du)∫
U exp
(
−p·f(x,u)+r(x,u)α
)
U (du)
.
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For simplicity, we let F (u) = F (u;x,p) := exp
(
−p·f(x,u)+r(x,u)α
)
and consider it as a function of
u since (x,p) is fixed. Then, we have
∂
∂α
H˜α(x,p) = log
(∫
U
F (u)U (du)
)
−
∫
U F (u) logF (u)U (du)∫
U F (u)U (du)
.
Since the function φ(r) := r log r is convex and U (du) is a probability measure on U , the Jensen’s
inequality gives(∫
U
F (u)U (du)
)
log
(∫
U
F (u)U (du)
)
≤
∫
U
F (u) logF (u)U (du).
Thus, ∂∂αH˜α(x,p) ≤ 0 for all (x,p) ∈ R2n. Moreover, we already observe that the Laplace prin-
ciple implies the pointwise convergence limα→0 H˜α(x,p) = H0(x,p). By the monotonic pointwise
convergence of H˜α to H0, Dini’s theorem [44] implies that H˜α converges uniformly to H0 as α→ 0
on any compact subset of R2n. Finally, the constant α log |U | converges uniformly to 0 as α → 0.
Therefore, we conclude that Hα converges locally uniformly to H0 as α→ 0.
Next, we show that the value function Vα is bounded and Lipschitz continuous, uniformly in α.
Lemma 3.6. Suppose that Assumption 2.1 holds, U is compact, and 0 < α ≤ 1. Moreover, we
assume that r and q are locally Lipschitz continuous in x, i.e., for every R > 0 and x,y ∈ B(0, R),
we have
|r(x,u)− r(y,u)| ≤ C(R)|x− y|, |q(x)− q(y)| ≤ C(R)|x− y|.
Let Vα be the unique viscosity solution to (3.4). Then, for any compact subset K of Rn,
|Vα(t,x)| ≤ C ∀(t,x) ∈ [0, T ]×K,
|Vα(t,x)− Vα(s,y)| ≤ C(|t− s|+ |x− y|) ∀(t,x), (s,y) ∈ [0, T ]×K,
where the constant C does not depend on α.
Proof. Our proof is similar to that for the standard optimal control case [18].
• (Step 1): We first prove the uniform boundedness of Vα. Choose the uniformly distributed
constant control g¯(t,u) ≡ 1|U | . Then, by the definition of Vα,
Vα(t,x) ≤ Jαx,t(g¯) =
∫ T
t
∫
U
r(x(s),u)
1
|U |du ds− α
∫ T
t
H(g¯(s, ·)) + q(x(T ))
≤ TCr + Cq + αT log |U | ≤ TCr + Cq + αT | log |U ||,
(3.14)
where we use
H(g¯(s, ·)) = −
∫
U
1
|U | log
1
|U |du = log |U |.
On the other hand, for any control g ∈ G,∫ T
t
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds+ q(x(T )) ≥ −(T − t)Cr − Cq − α
∫ T
t
H(g(s, ·)) ds.
We also notice that
H(g(t, ·)) = −
∫
U
g(t,u) log g(t,u)du = −DKL(gdu||U ) + log |U | ≤ log |U |.
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Therefore,∫ T
t
(∫
U
r(x(s),u)g(u) du− αH(g(s, ·))
)
ds+ q(x(T )) ≥ −(T − t)Cr − Cq − α(T − t) log |U |.
Taking infimum of both sides with respect to g ∈ G yields
Vα(t,x) ≥ −(T − t)Cr − Cq − α(T − t) log |U | ≥ −TCr − Cq − αT | log |U ||. (3.15)
By (3.14) and (3.15), we obtain that for 0 < α ≤ 1,
|Vα(t,x)| ≤ TCr + Cq + αT | log |U || ≤ TCr + Cq + T | log |U ||.
Note that the bound TCr + Cq + T | log |U || does not depend on the temperature parameter α.
• (Step 2): We now prove the Lipschitz continuity of Vα in x. Choose any ε > 0 and x,y ∈ K.
Then, there exists g¯ ∈ G such that
Vα(t,y) ≥
∫ T
t
(∫
U
r(y¯(s),u)g¯(u) du− αH(g¯(s, ·))
)
ds+ q(y¯(T ))− ε,
where y¯(s) is a solution to (2.4) with control g¯ and initial condition y¯(t) = y. We also let x¯(s)
denote the solution to (2.4) with the same control g¯ and initial condition x¯(t) = x. By Lemma B.5,
both x¯(t) and y¯(t) are bounded. Therefore, we have
Vα(t,x)− Vα(t,y) ≤
∫ T
t
(∫
U
r(x¯(s),u)g¯(u) du− αH(g¯(s, ·))
)
ds+ q(x¯(T ))
−
∫ T
t
(∫
U
r(y¯(s),u)g¯(u) du− αH(g¯(s, ·))
)
ds− q(y¯(T )) + ε
=
∫ T
t
∫
U
(r(x¯(s),u)− r(y¯(s),u))g¯(u) duds+ (q(x¯(T ))− q(y¯(T ))) + ε
≤ C
∫ T
t
|x¯(s)− y¯(s)| ds+ |x¯(T )− y¯(T )|+ ε,
where the constant C in the last inequality only depends on the local Lipschtiz constant of r and
q. On the other hand, again thanks to the stability estimate in Lemma B.5, we have
|x¯(s)− y¯(s)| ≤ C|x¯(t)− y¯(t)| = C|x− y|, t ≤ s ≤ T.
Therefore, we have
Vα(t,x)− Vα(t,y) ≤ C|x− y|+ ε,
where the constant C depends on f, r, q and T but it is independent of α. We now change the role
of x and y to obtain
|Vα(t,x)− Vα(t,y)| ≤ C|x− y|+ ε.
Since ε was arbitrarily chosen, we conclude that Vα is Lipschitz continuous in x.
• (Step 3): Lastly, we show the Lipschitz continuity of Vα in t. Fix any ε > 0 and 0 ≤ t < t¯ ≤ T .
Choose g ∈ G such that
Vα(t,x) ≥
∫ T
t
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds+ q(x(T ))− ε,
30
where x(s) is the solution to (2.4) with x(t) = x and control g. We define a delayed control g¯ as
g¯(s) = g(s + t − t¯), where t¯ ≤ s ≤ T . Let x¯(s) be the solution to (2.4) satisfying x¯(t¯) = x. Note
that x¯(s) = x(s+ t− t¯) for t¯ ≤ s ≤ T . We then have
Vα(t¯,x)− Vα(t,x)
≤
∫ T
t¯
(∫
U
r(x¯(s),u)g¯(s,u) du− αH(g¯(s, ·))
)
ds+ q(x¯(T ))
−
∫ T
t
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds− q(x(T )) + ε
=
∫ T
t¯
(∫
U
r(x(s+ t− t¯),u)g¯(s+ t− t¯,u) du− αH(g(s+ t− t¯, ·))
)
ds+ q(x(T + t− t¯))
−
∫ T
t
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds− q(x(T )) + ε
=
∫ T+t−t¯
t
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds+ q(x(T + t− t¯))
−
∫ T
t
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds− q(x(T )) + ε
= −
∫ T
T+t−t¯
(∫
U
r(x(s),u)g(s,u) du− αH(g(s, ·))
)
ds+ q(x(T + t− t¯))− q(x(T )) + ε.
Recall that
H(g(s, ·)) = −DKL(gdu||U ) + log |U | ≤ log |U |.
By the boundedness of x(t) and the local Lipschitz continuity of r and q, we have
Vα(t,x)− Vα(t¯,x) ≤ C|t− t¯|+ ε,
where the constant C is independent of α. Since the role of t and t¯ can be switched and ε was
arbitrarily chosen, we conclude that
|Vα(t,x)− Vα(t¯,x)| ≤ C|t− t¯|,
which implies the Lipschitz continuity of Vα in t.
The previous lemma provides the boundedness and the equicontinuity of Vα. This leads to the
following local uniform convergence result for Vα.
Theorem 3.2. Suppose that Assumption 2.1 holds, U is compact and 0 < α ≤ 1. Moreover, we
assume that r and q are locally Lipschitz continuous in x. Let Vα and V0 be the unique viscosity
solutions to (3.4) and (3.13) respectively. Then, for any compact subset K of Rn,
Vα → V0 uniformly on [0, T ]×K.
Proof. Lemma 3.6 implies that the value functions {Vα}0<α≤1 are uniformly bounded and equicon-
tinuous on [0, T ]×K for every compact subset K of Rn. By the Arzela`-Ascoli theorem [44], there
exists a subsequence {αn} and a limit function V0 such that
Vαn → V0, uniformly on [0, T ]×K.
Therefore, combining this with the uniform convergence of Hα to H0 (Lemma 3.5), we conclude
that V0 is a viscosity solution to (3.13) [2, Proposition 2.2 in Section II]. Since (3.13) has a unique
viscosity solution, we further obtain that the entire sequence {Vα}0<α≤1 converges uniformly to V0
on [0, T ]×K as α→ 0.
31
3.5 Infinite-Horizon Case
In this subsection, we briefly discuss the infinite-horizon case. Consider a cost functional of the
form
Jαx (µ) :=
∫ ∞
0
e−λt
(∫
U
r(x(t),u)dµ− αH(µ(t; ·))
)
dt,
where λ > 0 is a discount factor, and x(t) is the solution to (2.4) with control µ and initial condition
x(0) = x. We choose the set of admissible controls for the infinite-horizon problem as follows.
Definition 3.3. The set of admissible controls M∞ is defined as the set of time-dependent proba-
bility measures µ : [0,+∞)→ P(U) that satisfy the following conditions:
1. For all (t,x) ∈ [0,∞)× Rn, we have∫
U
|f(x,u)|µ(t; du) < +∞,
∫
U
|r(x,u)|µ(t; du) < +∞.
2. The map
t 7→
∫
U
|u|µ(t; du)
is locally integrable, i.e., integrable over any finite time interval [0, T ] with T < +∞.
3. The maps
t 7→ e−λt
∫
U
r(x(t),u)µ(t; du), t 7→ e−λtH(µ(t; ·))
are integrable on [0,+∞).
If an admissible control µ ∈ M∞ is executed, the solution x(t) is globally well-posed and the
cost functional Jαx (µ) is well-defined.
We first show that the infinite-horizon maximum entropy control problem has an optimal solu-
tion under some conditions similar to those in Theorem 2.1. The idea of proof is almost the same as
that for Theorem 2.1, with modifications to probability measures. However, since the time horizon
is now infinite, we need the boundedness of f and r.
Theorem 3.3. Suppose that Assumption 2.1 holds and the control set U is compact. Moreover,
we assume that f and r are bounded and Lipschitz continuous in x. Then, for each x ∈ Rn, there
exists µ? ∈M∞ such that
Jαx (µ
?) = inf
µ∈M∞
Jαx (µ).
Proof. Fix x ∈ Rn and let {µi}∞i=1 ⊂M∞ be a sequence of admissible controls such that
lim
i→∞
Jαx (µi) = inf
µ∈M∞
Jαx (µ).
Thus, the costs Jαx (µi) are bounded. Using a cost reformulation similar to (2.7), we deduce that∣∣∣∣∫ ∞
0
e−λt
(∫
U
r(xi(t),u)µi(t; du) + αDKL(µi(t, ·)||U )
)
dt− α
λ
log |U |
∣∣∣∣ < C
for some constant C independent of i, where xi denotes the solution to (2.4) with control µi. Then,
we can uniformly bound the following integral of the KL-divergence term:∣∣∣∣∫ ∞
0
e−λtDKL(µi(t; ·)||U ) dt
∣∣∣∣ < 1α
(
C +
α
λ
| log |U ||+ αCr
λ
)
.
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As in the proof of Theorem 2.1, we introduce the following probability measure on [0,+∞)×U for
each µi:
νi(dt,du) :=
e−λt
λ
µi(t; du)dt
and let U∞(dt,du) := e
−λt
λ|U |dtdu. Then, the KL-divergence from U∞ to νi is uniformly bounded by
a constant M :
|DKL(νi||U∞)| =
∣∣∣∣∣
∫ ∞
0
∫
U
e−λt
λ µi(t; du)
e−λt
λ|U |du
log
(
e−λt
λ µi(t; du)
e−λt
λ|U |du
)
e−λt
λ|U |dudt
∣∣∣∣∣
=
∣∣∣∣∣
∫ ∞
0
∫
U
µi(t; du)
1
|U |du
log
(
µi(t; du)
1
|U |du
)
e−λt
λ|U |dudt
∣∣∣∣∣
=
1
λ
∣∣∣∣∫ ∞
0
e−λtDKL(µi(t; ·)||U )dt
∣∣∣∣ ≤ 1αλ
(
C +
α
λ
| log |U ||+ αCr
λ
)
=: M.
Hence, by the argument in the proof of Theorem 2.1, there exists a subsequence {νik}∞k=1 such that
νik
∗−⇀ ν ∈ P([0,+∞)×U), and there exists ρ : [0,∞)→ P(U) such that ν(dt,du) = e−λtλ ρ(t; du) dt.
To avoid overload in notation, we let {νi} denote the subsequence {νik} from now on.
We now show that ρ minimizes Jαx over M∞. We notice that
inf
µ∈M
Jαx (µ) = lim inf
i→∞
{∫ ∞
0
e−λt
∫
U
r(xi(t),u)µi(t; du)dt+
α
λ
DKL(νi||U∞)
}
− α
λ
log |U |
≥ lim inf
i→∞
{∫ ∞
0
e−λt
∫
U
r(xi(t),u)µi(t; du)dt
}
+
α
λ
lim inf
i→∞
DKL(νi||U∞)− α
λ
log |U |
≥ lim inf
i→∞
{∫ ∞
0
e−λt
∫
U
r(xi(t),u)µi(t; du)dt
}
+
α
λ
DKL(ν||U∞)− α
λ
log |U |,
where the lower semi-continuity of the KL-divergence is used. Thus, it suffice to show that∣∣∣∣∫ ∞
0
e−λt
∫
U
r(xi(t),u)µi(t; du)dt−
∫ ∞
0
e−λt
∫
U
r(x(t),u)ρ(t; du)dt
∣∣∣∣→ 0 as i→ +∞,
where x(t) denotes the system state of (2.4) when control ρ is employed. By the triangle inequality,∣∣∣∣∫ ∞
0
e−λt
∫
U
r(xi(t),u)µi(t; du)dt−
∫ ∞
0
e−λt
∫
U
r(x(t),u)ρ(t; du)dt
∣∣∣∣
≤
∣∣∣∣∫ T
0
e−λt
∫
U
r(xi(t),u)µi(t; du)dt−
∫ T
0
e−λt
∫
U
r(x(t),u)ρ(t; du)dt
∣∣∣∣
+
∣∣∣∣∫ ∞
T
e−λt
∫
U
r(xi(t),u)µi(t; du)dt−
∫ ∞
T
e−λt
∫
U
r(x(t),u)ρ(t; du)dt
∣∣∣∣ =: I1 + I2.
As in Theorem 2.1 for any fixed T > 0, I1 → 0 as i→∞. On the other hand, I2 can be estimated
as
I2 ≤ 2Cr
∫ ∞
T
e−λtdt =
2Cr
λ
e−λT .
Therefore, for any ε > 0, there exists T = T (ε) such that 2Crλ e
−λT < ε2 . For such fixed T (ε), there
exists an index N(ε) such that∣∣∣∣∣
∫ T (ε)
0
e−λt
∫
U
r(xi(t),u)µi(t; du)dt−
∫ T (ε)
0
e−λt
∫
U
r(x(t),u)ρ(t; du)dt
∣∣∣∣∣ < ε2 for i > N(ε).
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In conclusion, for any ε > 0, there exists an index N(ε) such that for i > N(ε),∣∣∣∣∫ ∞
0
e−λt
∫
U
r(xi(t),u)µi(t; du)dt−
∫ ∞
0
e−λt
∫
U
r(x(t),u)ρ(t; du)dt
∣∣∣∣ < ε,
which implies the desired convergence property. Thus, we finally have
inf
µ∈M
Jαx (µ) ≥
∫ ∞
0
e−λt
∫
U
r(x(t),u)ρ(t; du)dt+
α
λ
DKL(ν||U∞)− α
λ
log |U |
=
∫ ∞
0
e−λt
(∫
U
r(x(s),u)ρ(t; du) + αDKL(ρ(t; ·)||U )
)
dt− α
λ
log |U |
= Jαx (ρ).
As emphasized in Remark 2.1, we can consider density functions g as control variables instead
of measures µ. Let the set G∞ be defined by
G∞ :=
{
g : [0,+∞)→ L1+,1(U) | gdu ∈M∞
}
and consider the cost functional
Jαx (g) :=
∫ ∞
0
e−λt
(∫
U
r(x(t),u) g(t,u) du− αH(g(t, ·))
)
dt, x(0) = x.
The corresponding value function is given by Vα(x) := infg∈G∞ Jαx (g). By the dynamic program-
ming principle, we obtain the following lemma.
Lemma 3.7. The value function Vα for the infinite horizon problem satisfies
Vα(x) = inf
g∈G∞
{∫ h
0
(∫
U
r(x(t),u)g(t,u)du− αH(g(t, ·))
)
dt+ e−λhVα(x(h))
}
,
where x(t) is the solution to (2.4) with initial condition x(0) = x.
Since the proof of this lemma is almost identical to that of Lemma 3.1, we have omitted the
proof.
Using this lemma, we can formally derive the following soft HJB equation for the infinite-horizon
problem:
λVα +Hα(x,∇xVα) = 0 on Rn, (3.16)
where the soft Hamiltonian, given by
Hα(x,p) = α log
∫
U
exp
(
−p · f(x,u) + r(x,u)
α
)
du,
is identical to that in the finite-horizon case. Recall the following standard definition of viscosity
solutions to stationary HJ equations:
Definition 3.4. A continuous function V : Rn → R is a viscosity solution of (3.16) provided that
1. (Subsolution) For any φ ∈ C1(Rn) such that V − φ has a local maximum at x0,
λV (x0) +Hα(x0,∇xφ(x0)) ≤ 0.
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2. (Supersolution) For any φ ∈ C1(Rn) such that V − φ has a local minimum at x0,
λV (x0) +Hα(x0,∇xφ(x0)) ≥ 0.
We can show that the soft HJB equation (3.16) has a unique viscosity solution, which coincides
with the value function Vα of the infinite-horizon problem. Since the proof is almost the same as
that for the finite-horizon case, we have omitted the proof.
Theorem 3.4. Suppose that Assumption 2.1 holds and the control set U is compact. Then, the
value function Vα is the unique viscosity solution of the HJB equation (3.16).
The conditions for optimality can be obtained using almost the same argument as in the finite
horizon case. In particular, optimal controls can be constructed as Φi(x) ∈ Si(x),5 where
S1(x) :=
{
φ ∈ L1+,1(U) : ∂−Vα
(
x;
∫
U
f(x,u)φ(u)du
)
+
∫
U
r(x,u)φ(u)du−αH(φ(·)) ≤ λVα(x)
}
,
and
S2(x) :=
{
φ ∈ L1+,1(U) : φ(u) =
exp
(− 1α(px · f(x,u) + r(x,u)))∫
U exp
(− 1α(px · f(x,u) + r(x,u))) du for px ∈ D±Vα(x)
}
.
4 Tractable Methods for Maximum Entropy Optimal Control
A salient feature of the maximum entropy control problem is its tractability. In this section, we
discuss tractable methods based on the soft HJB equation.
4.1 Control-Affine Systems
We consider a control-affine system with f(x,u) = f1(x) + f2(x)u and a cost function of the
form r(x,u) = r1(x) +
1
2u
>Ru. Here, we assume that f1(0) = 0, R is a symmetric positive
definite matrix, and r1(x) is a positive definite function, i.e., r1(x) ≥ 0 for all x ∈ Rn \ {0} and
r1(0) = 0.
6 As in the standard optimal control problem for control-affine systems, we set U = Rm.
The maximum entropy control problem for control-affine systems can then be formulated as
min
g∈G∞
∫ ∞
0
e−λt
(∫
U
(
r1(x(t)) +
1
2
u>Ru
)
g(t,u)du− αH(g(t, ·))dt
)
, (4.1)
where x(t) is the solution to
x˙(t) =
∫
U
(f1(x(t)) + f2(x(t))u)g(t,u)du, x(0) = x.
Since the control set U is not compact in this case, we cannot directly use the theory in Section 3.
Instead, we consider a different method to obtain an optimal control and compare it with the theory
of soft HJB equations in Section 3. The following theorem indicates that the optimal control is
uniquely characterized as a normal distribution. Furthermore, its mean corresponds to the optimal
control for the standard problem without an entropy term.
5When using S2, we further assume that D
±Vα(x) 6= ∅ for all x ∈ Rn.
6The positive definiteness of r1 is needed for the asymptotical stability of the closed-loop system with optimal g
?
α
in Theorem 4.1.
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Theorem 4.1. Suppose that V0 is a unique C
1-positive definite solution to the following HJB
equation:
λV0 +
1
2
(∇xV0)>f2(x)R−1f2(x)>(∇xV0)− r1(x)− (∇xV0)>f1(x) = 0. (4.2)
Then, the optimal control g?α ∈ G∞ for the maximum entropy optimal control problem for the control-
affine system (4.1) is uniquely given as the probability density function of the normal distribution
N (−R−1f2(x)>∇xV0(x), αR−1), i.e.,
g?α(x,u) :=
√
detR
(2piα)m
exp
(
− 1
2α
(u +R−1f2(x)>∇xV0(x))>R(u +R−1f2(x)>∇xV0(x))
)
.
Note that V0 is the (optimal) value function of the standard optimal control problem.
Proof. We split the proof into two steps. First, we show that g?α is given as the probability density
of a normal distribution. Then, we confirm that the mean and the covariance of the normal
distribution have the desired form.
• (Step 1) : We first highlight that, in the control-affine case, the system (2.4) (with µ(t; du) =
g(t,u)du) can be simplified as
x˙(t) =
∫
U
(f1(x(t)) + f2(x(t))u)g(t,u)du = f1(x(t)) + f2(x(t))
∫
U
ug(t,u)du
= f1(x(t)) + f2(x(t))E[g],
where E[g] denotes the mean of the probability density g. Therefore, the system dynamics is
completely determined by the mean of g. Moreover, the running cost is expressed as∫
U
r(x,u)g(t,u) du =
∫
U
(r1(x) +
1
2
u>Ru)g(t,u)du = r1(x) +
1
2
∫
U
(u>Ru)g(t,u)du
= r1(x) +
1
2
∫
U
((u− E[g])>R(u− E[g]))g(t,u)du + 1
2
E[g]>RE[g]
= r1(x) +
1
2
∫
U
tr((u− E[g])>R(u− E[g]))g(t,u)du + 1
2
E[g]>RE[g]
= r1(x) +
1
2
∫
U
tr(R(u− E[g])(u− E[g])>)g(t,u)du + 1
2
E[g]>RE[g]
= r1(x) +
1
2
tr(RCov[g]) +
1
2
E[g]>RE[g],
where Cov[g] denotes the covariance of the probability density g. Hence, for the control-affine sys-
tem with the quadratic control cost, the system dynamics as well as the running cost are determined
by the mean and the covariance of the probability density. Therefore, to minimize the total cost,
the optimal control g?α should maximize the entropy when the mean and the covariance are fixed.
On the other hand, it is well-known that the normal distribution has the maximum differential
entropy among all probability distributions with the same mean and covariance. Therefore, the
optimal control should be given as a normal distribution.
• (Step 2): Now, suppose that the optimal control g?α(t) follows the normal distributionN (c(t),Σ(t)).
Since the entropy of the normal distribution N (c,Σ) is given by 12 log det(2pieΣ), the cost can be
explicitly calculated as∫
U
r(x,u)g?α(t,u)du−αH(g(t, ·)) = r1(x)+
1
2
tr(RΣ(t))+
1
2
c(t)>Rc(t)−α
2
log det(Σ(t))−αm
2
log(2pie).
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Note that the system trajectory x(t) does not depend on the covariance matrix. Thus, an optimal
covariance matrix Σ(t) minimizes
1
2
tr(RΣ(t))− α
2
log det(Σ(t))
for all t > 0. To find such Σ, let Σ˜ = RΣ. Then, we need to find Σ˜ that minimizes
tr(Σ˜)− α log det(R−1Σ˜) = tr(Σ˜)− α log det(Σ˜).
Since the trace and the determinant of Σ˜ solely depend on the set of eigenvalues, the problem is
equivalent to find the set of eigenvalues {λ1, . . . , λm} of Σ˜ that minimizes
tr(Σ˜)− α log det(Σ˜) =
m∑
i=1
λi − α log
m∏
i=1
λi =
m∑
i=1
(λi − α log λi).
This quantity is minimized when λi = α for all i = 1, 2, . . . ,m. Therefore, Σ˜ should be equal to
αI, and thus Σ = αR−1. Now, the optimal control problem is reduced to find c(t) that minimizes∫ ∞
0
e−λt
(
r1(x(t)) +
1
2
c(t)>Rc(t) + C
)
dt,
where C is a constant and x(t) satisfies x˙(t) = f1(x(t)) + f2(x(t))c(t). However, this is equivalent
to the standard optimal control problem with the control-affine system and the quadratic cost.
Therefore, if V0 is a C
1-positive definite solution to the HJB equation (4.2), it is unique in the same
class [28]. Furthermore, c(t) should be given as the optimal control of the standard version, which
is uniquely given as −R−1f2(x(t))>∇xV0 [35]. Note that the control c(t) stabilizes the system
by the positive definiteness of r1. In conclusion, the optimal control g
?
α ∈ G∞ is uniquely given
as the normal distribution with mean c(t) = −R−1f2(x(t))>∇xV0(x(t)) and covariance matrix
Σ(t) = αR−1.
Using the optima control g?α identified in Theorem 4.1, we can directly derive the soft HJB
equation for the control-affine case.
Proposition 4.1. Suppose that V0 ∈ C1(Rn) is a solution of the HJB equation (4.2). Then, the
value function Vα for the maximum entropy optimal control problem (4.1) is given by
Vα(x) = V0(x)− α
2λ
log
(2piα)m
detR
.
Moreover, it satisfies the following HJB equation in the classical sense (and hence in the sense of
viscosity solutions):
λVα +
1
2
(∇xVα)>f2(x)R−1f2(x)>(∇xVα)− r1(x)− (∇xVα)>f1(x) + α
2
log
(2piα)m
detR
= 0.
We note that this is exactly the same as the soft HJB equation (3.16) for the control-affine case.
Proof. First, we simplify the cost term as follows:∫
U
r(x(t),u)g?α(t,u)du− αH(g(t, ·))
= r1(x(t)) +
1
2
c(t)>Rc(t)− mα
2
log(2pie) +
1
2
tr(αI)− α
2
log det(αR−1)
= r1(x(t)) +
1
2
c(t)>Rc(t)− mα
2
log(2pie) +
mα
2
− α
2
log
αm
detR
= r1(x(t)) +
1
2
c(t)>Rc(t)− α
2
log
(2piα)m
detR
,
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where c(t) = −R−1f2(x(t))>∇xV0(x(t)) is the same as in the proof of Theorem 4.1. Therefore, the
value function Vα can be explicitly calculated as
Vα(x) = J
α
x (g
?
α) =
∫ ∞
0
e−λt
(∫
U
r(x(t),u)g?α(t,u)du− αH(g?α(t, ·))
)
dt
=
∫ ∞
0
e−λt
(
r1(x(t)) +
1
2
c(t)>Rc(t)− α
2
log
(2piα)m
detR
)
dt
=
∫ ∞
0
e−λt
(
r1(x(t)) +
1
2
c(t)>Rc(t)
)
dt− α
2λ
log
(2piα)m
detR
= V0(x)− α
2λ
log
(2piα)m
detR
,
where the last equality comes from the fact that c(t) is an optimal control for the standard optimal
control problem without an entropy term. Thus, if V0 is a C
1-solution of the HJB equation (4.2),
then Vα is a C
1-solution of the following HJB equation:
λVα +
1
2
(∇xVα)>f2(x)R−1f2(x)>(∇xVα)− r1(x)− (∇xVα)>f1(x) + α
2
log
(2piα)m
detR
= 0.
We now provide several quantitative comparisons between the standard and the maximum
entropy optimal control problems for the control-affine case. We can interpret the optimal control
R−1f2(x)>∇xV0(x) for the standard version as a Dirac measure µ?0 = δ(u+R−1f2(x)>∇xV0(x)).
Considering the Dirac measure as a normal distribution with zero covariance matrix, the difference
between µ?α = g
?
αdu and µ
?
0 can be measured by the 2-Wasserstein distance as
W2(µ
?
α, µ
?
0)
2 = tr(αR−1) = αtr(R−1).
Therefore, as α → 0, the convergence of µ?α to µ?0 is of order α
1
2 . Next, we quantify the effect of
the entropy term. Recall that the entropy of the normal distribution N (c,Σ) is 12 log det(2pieΣ),
we have
H(g?α(t, ·)) =
1
2
log det(2pieαR−1) =
1
2
log
(
(2pieα)m
detR
)
=
1
2
log
(
(2piα)m
detR
)
+
m
2
.
Therefore, the total entropy in the cost functional Jαx (g
?
α) is equal to∫ ∞
0
e−λtαH(g?α(t, ·)) dt =
α
λ
(
1
2
log
(
(2piα)m
detR
)
+
m
2
)
.
The pure running cost without the entropy is then given by
Vα(x)+α
∫ ∞
0
e−λtH(g?α)dt = V0(x)−
α
2λ
log
(2piα)m
detR
+
α
λ
(
1
2
log
(
(2piα)m
detR
)
+
m
2
)
= V0(x)+
mα
2λ
.
Therefore, when using the maximum entropy method, the pure optimal running cost is increased
by mα2λ compared to the standard optimal cost V0(x). The cost difference is proportional to the
temperature parameter α and the input dimension m.
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4.2 Linear-Quadratic Problems
As a special case of the previous subsection, we consider a linear-quadratic problem with f(x,u) =
Ax + Bu and r(x,u) = 12x
>Qx + 12u
>Ru. It is well known that the value function V0 of the
standard linear-quadratic problem without an entropy term can be expressed as V0(x) =
1
2x
>Px,
where P is a symmetric positive definite solution to the following algebraic Riccati equation (ARE):
λP + PBR−1B>P −Q− PA−A>P = 0. (4.3)
Using Proposition 4.1, the value function Vα of the maximum entropy linear quadratic problem is
directly obtained as
Vα(x) =
1
2
x>Px− α
2λ
log
(2piα)m
detR
and the optimal control is uniquely given as
g?α(x,u) :=
√
detR
(2piα)m
exp
(
− 1
2α
(u +R−1B>Px)>R(u +R−1B>Px)
)
.
We compare our results for the LQ problem with the results for its stochastic counterpart in [52].
When all the coefficients for the stochastic terms in [52] are zero and the cost function is purely
quadratic in state and control variables, the value function and the optimal control in [52, Theorem
4] are equivalent to Vα and g
?
α, respectively.
We further observe that the pure running cost is calculated as∫ ∞
0
e−λtr(x(t),u)g?α(x(t),u)du = Vα(x) + α
∫ ∞
0
e−λtH(g?α)dt = V0(x) +
mα
2λ
=
1
2
x>Px +
mα
2λ
,
which is consistent with the previous result for stochastic systems [52, Theorem 8]. Therefore, our
results on the maximum entropy linear-quadratic problem are consistent with the results regarding
its stochastic counterpart in [52]. Furthermore, we extend those results to the more general setting
of control-affine systems.
4.3 Generalized Hopf–Lax Formula
As discussed in Section 3.3, constructing an optimal control g?α requires the viscosity solution of
the soft HJB equation (3.4). Since a general HJ equation does not have a closed-form solution,
it is typical to use numerical methods such as finite-difference methods [13, 39]. However, the
computational cost for grid-based methods grows exponentially with the dimension of the state
space, making them impractical even with six- or seven-dimensional state spaces. Therefore, there
have been some efforts to find simple representations of the viscosity solution of HJ equations.
When the Hamiltonian does not depend on the state variable, there is a well-known Hopf–Lax
formula [27], which can be used for computing the solution without discretizing the state space. In
a series of recent works [9,10,14], the Hopf–Lax formula has been generalized to handle a larger class
of HJ equations. We use the generalized Hopf–Lax formula for the state-dependent Hamiltonian
proposed in [10] to solve the soft HJB equation (3.4) in a grid-free manner.
To begin with, we reformulate the terminal value problem (3.4) into the initial value problem
by letting Wα(t,x) := Vα(T − t,x). Then, Wα is the unique viscosity solution of the initial value
problem
∂tWα +Hα(x,∇xW ) = 0, W (0,x) = q(x). (4.4)
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The solution Wα(t,x) can be written as one of the following representations [10]:
Wα(t,x) = min
v∈Rn
{
q(γ(x,v, 0))
+
∫ t
0
[p(x,v, s) · ∇pHα(γ(x,v, s), p(x,v, s))−Hα(γ(x,v, s), p(x,v, s))] ds
}
,
(4.5)
or
Wα(t,x) = max
v∈Rn
{
x · v − q∗(p(x,v, 0))
−
∫ t
0
[Hα(γ(x,v, s), p(x,v, s))− γ(x,v, s) · ∇xHα(γ(x,v, s), p(x,v, s))] ds
}
,
(4.6)
where γ(x,v, s) and p(x,v, s) are given as the solution to the following characteristic ODEs:7
γ˙(x,v, s) = ∇pHα(γ(x,v, s), p(x,v, s)), γ(x,v, t) = x
p˙(x,v, s) = −∇xHα(γ(x,v, s), p(x,v, s)), p(x,v, t) = v
(4.7)
and q∗ is the Legendre-Fenchel transformation of q, defined by q∗(v) := maxx∈Rn {x · v − q(x)}.
In particular, when f(x,u) = f(u) and r(x,u) = r(u), the soft HJB equation becomes
∂tWα +Hα(∇xWα) = 0, Hα(p) := α log
∫
U
exp
(
−p · f(u) + r(u)
α
)
du.
In this state-independent case, we have ∇xHα ≡ 0, and therefore p(x,v, s) = p(x,v, t) = v. Then,
the formula (4.6) is reduced to
Wα(t,x) = max
v∈Rn
{x · v − q∗(v)− tHα(v)} ,
which can be shown to be equivalent to the classical Hopf–Lax formula.
We note that either (4.5) or (4.6) can be used only if the Hamiltonian Hα(x,p) can be explicitly
evaluated for any given (x,p). As mentioned, in the maximum entropy control problem, we are
able to explicitly calculate the Hamiltonian as
Hα(x,p) = α log
∫
U
exp
(
−p · f(x,u) + r(x,u)
α
)
du.
However, in the standard optimal control problem without an entropy term, the Hamiltonian is
given by
H0(x,p) = − inf
u∈U
{p · f(x,u) + r(x,u)}, (4.8)
which has no explicit representation in terms of (x,p) in general. Even worse, it is challenging
to compute the standard Hamiltonian H0(x,p) when the optimization problem above is noncon-
vex. Unlike such standard optimal control cases, grid-free methods based on generalized Hopf–Lax
7The bi-characteristic curves (γ, p) in (4.7) may exist only local-in-time for a Hamiltonian which is not Lips-
chitz continuous. The generalized Hopf–Lax formula has a fundamental limitation if the global existence of the
bi-characteristic curves is not guaranteed. This issue of bi-characteristic curves may occur regardless of entropy
regularization.
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formulas are applicable to a large class of maximum entropy control problems even when it is im-
possible to evaluate the standard Hamiltonian. Therefore, it is more tractable to use generalized
Hopf–Lax formulas in the maximum entropy control case than in the standard case. It is also worth
emphasizing that, unlike the standard Hamiltonian H0, the soft Hamiltonian Hα is differentiable
with respect to p and x if x 7→ f(x,u) and x 7→ r(x,u) are differentiable. This additional regular-
ity of Hα allows us to use the characteristic curve formulation (4.7) in maximum entropy control
even when the standard Hamiltonian is not differentiable.8
5 Linear-Quadratic Control with Unknown Model Parameters
Recall that one of important motivations for using the maximum entropy formulation is to enhance
the exploration capabilities of RL agents, thereby better balancing the exploitation-exploration
tradeoff when system models are not fully known. In discrete-time settings, there have been a
number of empirical evidences in the effectiveness of maximum entropy RL methods [21, 23, 24,
26, 41]. However, to our knowledge, RL methods for continuous-time dynamical systems adopt
heuristic exploration mechanisms, such as -greedy and injecting an artificial noise signal (e.g.,
[5, 16,28,32,37,40,50,58]).
In this section, we claim that the idea of maximum entropy RL can be extended to the
continuous-time setting using our soft HJB framework. Specifically, we consider the following
maximum entropy linear-quadratic control problem with unknown parameters:
min
g∈G∞
Jαx (g) :=
∫ ∞
0
e−λt
(∫
U
(x(t)>Qx(t) + u>Ru)g(t,u)du− αH(g(t, ·))
)
dt,
where x(t) is the state trajectory of
x˙(t) = Ax(t) +B
∫
U
ug(t,u)du, x(0) = x. (5.1)
In Section 4.2, we have already shown that the value function is given as a quadratic function
Vα(x) =
1
2x
>Px + c, where P is a symmetric positive definite solution to the ARE (4.3) and the
optimal control is given as a normal distribution g?α = N (−R−1B>Px, αR−1) =: N (−Kx, αR−1),
where K = R−1B>P . Therefore, to obtain the optimal control g?α, we need to find a pair of matrices
(P,K) by solving the ARE (4.3), which can be reformulated as
(A−BK)>P + P (A−BK)− λP +Q+K>RK = 0.
Suppose first that the system matrices A and B are fully known. Throughout this section, we
assume that the pair (A − λ2 I,B) is stabilizable9 and that the pair (A − λ2 I,Q
1
2 ) is observable10
The policy iteration method in [33] can be used to numerically solve the ARE. Starting from an
arbitrary gain matrix K0 such that A − λ2 I − BK0 is Hurwitz, we set Pk as a symmetric positive
definite solution to
(A−BKk)>Pk + Pk(A−BKk)− λPk +Q+K>k RKk = 0, k ≥ 0, (5.2)
8When the standard Hamiltonian is not differentiable, the remark in [10] suggests to use its subdifferentials in the
characteristic formula (4.7), regarding the ODE as a differential inclusion. However, although using subdifferentials
is theoretically reasonable, it is challenging to explicitly compute the subdifferential of H0, thereby making the
differential inclusion approach impractical.
9This condition automatically holds when the pair (A,B) is stabilizable.
10By the Popov-Belevitch-Hautus rank test, this is equivalent to the observability of the pair (A,Q
1
2 ).
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and update the gain matrix as Kk+1 := R
−1B>Pk. Then, it directly follows from [33] that the
sequence of (Pk,Kk+1) converges to (P,K), where P is the unique positive definite solution to the
ARE (4.3) and K = R−1B>P . This property is summarized as the following convergence result
for maximum entropy policy iteration:
Proposition 5.1. Suppose that the initial gain matrix K0 is chosen so that A − λ2 I − BK0 is
Hurwitz. Let {(Pk,Kk+1)} be a sequence of matrix pairs constructed by (5.2). Then, the matrix
A− λ2 I −BKk is Hurwitz, P  Pk+1  Pk, and limk→∞(Pk,Kk) = (P,K).
However, when the system matrices A and B are unknown, we cannot directly solve (5.2).
Instead, data-driven methods can be used to indirectly perform the iterative procedure above. In
the following subsections, we present on-policy and off-policy methods to learn the optimal pair
(P,K) using system trajectory data. The on-policy method uses sample data generated using the
most recent (P,K) pair at every iteration. Therefore, one cannot recycle samples produced by old
pairs. However, in the off-policy method, sample data generated by previous estimates of (P,K) are
reusable. The two methods use the adaptive dynamic programming approach [28] in our maximum
entropy setting.
5.1 On-Policy Method
Let pik : Rn → L1+(U) be the Markov policy, at iteration k, that maps system state x(t) to input
gk(t, ·). With this policy, the closed-loop system of (5.1) at iteration k can be written as
x˙(t) = Ax(t) +B
∫
U
upik(x(t);u) du = (A−BKk)x(t) +B
∫
U
u
[
pik(x(t);u)du− δ−Kkx(t)(du)
]
=: (A−BKk)x(t) +B
∫
U
uεk(t; du),
where the measure εk(t; du) is defined as the difference between the Dirac measure δ−Kkx(t)(du)
and gk(x(t),u)du. Differentiating e
−λtx>(t)Pkx(t) with respect to t and using (5.2), we obtain
d
dt
(e−λtx>(t)Pkx(t))
= −λe−λtx>(t)Pkx(t) + e−λt
(
(A−BKk)x(t) +B
∫
U
uεk(t; du)
)>
Pkx(t)
+ e−λtx>(t)Pk
(
(A−BKk)x(t) +B
∫
U
uεk(t; du)
)
= e−λtx>(t)((A−BKk)>Pk + Pk(A−BKk)− λPk)x(t) + 2e−λt
(∫
U
uεk(t; du)
)>
B>Pkx(t)
= −e−λtx>(t)(Q+K>k RKk)x(t) + 2e−λt
(∫
U
uεk(t; du)
)>
RKk+1x(t).
(5.3)
For given l time intervals [ti, ti + δt], i = 1, 2 . . . , l, we integrate (5.3) from ti to ti + δt to derive the
following set of l equations that the pair (Pk,Kk+1) should satisfy:
e−λ(ti+δt)x>(ti + δt)Pkx(ti + δt)− e−λtix(ti)>Pkx(ti)− 2
∫ ti+δt
ti
e−λs
(∫
U
uεk(s; du)
)>
RKk+1x(s)ds
= −
∫ ti+δt
ti
e−λsx>(s)(Q+K>k RKk)x(s)ds.
(5.4)
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These equations can be compactly expressed as a single matrix equation using a vectorization
operator [28]. For a given m × n matrix A = (aij), the vectorization vec(A) of the matrix A is
defined as
vec(A) := (a11, . . . , am1, a12, . . . , am2, . . . , a1n, . . . , amn)
>.
By the well-known identity vec(ABC) = (C> ⊗A)vec(B), (5.4) can be written as
Θk
(
vec(Pk)
vec(Kk+1)
)
= Ξk, (5.5)
where
Θk =

e−λtx>(t)⊗ x>(t)
∣∣∣t1+δt
t1
−2 ∫ t1+δtt1 e−λs (x> ⊗ (∫U uεk(s; du))>R)ds
...
...
e−λtx>(t)⊗ x>(t)
∣∣∣tl+δt
tl
−2 ∫ tl+δttl e−λs (x> ⊗ (∫U uεk(s; du))>R)ds
 ∈ Rl×(n2+nm),
(5.6)
and
Ξk :=

− ∫ t1+δtt1 e−λsx>(s)(Q+K>k RKk)x(s) ds
...
− ∫ tl+δttl e−λsx>(s)(Q+K>k RKk)x(s) ds
 ∈ Rl. (5.7)
Note that the matrices Θk and Ξk can be computed using the system state and input trajectory
data even when A and B are unknown. Thus, (Pk,Kk+1) can be found by solving the linear
matrix equation without knowing A and B, under a suitable rank condition on Θk. The following
proposition follows directly from [28, Theorem 2.3.6].
Proposition 5.2 (Convergence of on-policy learning). Under the condition that
rank (Θk) =
n(n+ 1)
2
+mn, (5.8)
there exists a unique pair (Pk,Kk+1) with Pk = P
>
k satisfying (5.5). If, in addition, the initial gain
matrix K0 is chosen so that A− λ2 I −BK0 is Hurwitz,11 then
• A− λ2 I −BKk is Hurwitz;
• the pair (Pk,Kk+1) converges to the optimal pair (P,K) as k →∞.
This proposition indicates the convergence property that the optimal pair (P,K) can be learned
using our method. Furthermore, the gain matrices Kk constructed at any intermediate steps
guarantee the exponential stability of e−
λt
2 x(t).
All the steps in the data-driven control method are summarized in Algorithm 1, which is an
unapproximated version. Practical systems may not take an input in the form of probability density.
If that is the case, we can sample a control input from the distribution N (−Kkx(ti), αR−1) and
exert it to the system. The integrals in (5.6) and (5.7) can then be approximated accordingly. The
sampling approach is supported by the discrete-time approximation result in Section 2.4.
11In general, finding such a stabilizing gain matrix K0 may be nontrivial. To address this issue, one may use the
value iteration method proposed in [4].
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Algorithm 1: On-policy maximum entropy method for data-driven LQ control
1 Initialize the gain matrix K0 so that A−BK0 is Hurwitz;
2 for k = 0, 1, 2, . . . do
3 Initialize t1 = 0;
4 while the rank condition (5.8) is not satisfied do
5 Execute the control N (−Kkx(ti), αR−1) and collect controlled trajectory data;
6 Construct the ith row of Θk and Ξk in (5.6) and (5.7);
7 Set ti+1 = ti + δt;
8 end
9 Find the pair (Pk,Kk+1) by solving (5.5);
10 Stop if |Pk − Pk+1| < ε, where ε is a predefined threshold;
11 end
When constructing the matrices Θk and Ξk, we use the system state controlled with the most
recent gain matrix Kk. Thus, in every iteration, new trajectory data must be collected using the
current gain matrix Kk. This implies that Algorithm 1 is an on-policy method.
We now discuss the difference between the adaptive DP method in [28] and our method. The
adaptive DP method adopts sinusoidal signals as a heuristic exploration mechanism, and thus uses
the input u = −Kkx + e, where e is an exploration noise constructed as the sum of sinusoidal
signals. However, our method uses a principled information theoretic exploration mechanism. As
a result, our control N (−Kkx, αR−1) itself has an exploration capability and our method does not
need to inject a separate artificial noise, which may degrade the overall performance. Our result
also confirms that the common practice of using Gaussian noise in RL is effective in the sense of
maximum entropy, if the mean and the covariance matrix are carefully chosen, when considering
linear-quadratic problems.
5.2 Off-Policy Method
The on-policy method in the previous subsection needs trajectory data newly generated using the
most recent gain matrix in every iteration. To improve sample efficiency, we now present an off-
policy variant of Algorithm 1. Unlike the on-policy method in the previous subsection, we fix a
control g0 and use the trajectory data generated under g0 in all iterations. The closed-loop system
with g0 is given by
x˙(t) = Ax(t) +B
∫
U
ug0(t,u)du. (5.9)
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Differentiating ddt(e
−λtx>(t)Pkx(t)) with respect to t and using (5.2) and (5.9), we obtain
d
dt
(e−λtx>(t)Pkx(t))
= −λe−λtx>(t)Pkx(t) + e−λt
(
Ax(t) +B
∫
U
ug0(t,u)du
)>
Pkx(t)
+ e−λtx>(t)Pk
(
Ax(t) +B
∫
U
ug0(t,u)du
)
= e−λtx>(t)(A>Pk + PkA− λPk)x(t) + 2e−λt
(∫
U
ug0(t,u)du
)>
B>Pkx(t)
= e−λtx>(t)(−Q−K>k RKk +K>k B>Pk + PkBKk)x(t) + 2e−λt
(∫
U
ug0(t,u)du
)>
RKk+1x(t)
= e−λtx>(t)(−Q−K>k RKk +K>k RKk+1 +K>k+1RKk)x(t) + 2e−λt
(∫
U
ug0(t,u)du
)>
RKk+1x(t)
= e−λtx>(t)(−Q−K>k RKk)x(t) + 2e−λtx>(t)K>k RKk+1x(t) + 2e−λt
(∫
U
ug0(t,u)du
)>
RKk+1x(t)
= −e−λtx>(t)(Q+K>k RKk)x(t) + 2e−λt
(
Kkx(t) +
∫
U
ug0(t,u)du
)>
RKk+1x(t).
(5.10)
Integrating (5.10) over [ti, ti + δt], i = 1, 2, . . . , l, yields
e−λ(ti+δt)x>(ti + δt)Pkx(ti + δt)− e−λtix(ti)>Pkx(ti)
− 2
∫ ti+δt
ti
e−λs
(
Kkx+
∫
U
ug0(s,u)du
)>
RKk+1x(s)ds
= −
∫ ti+δt
ti
e−λsx>(s)(Q+K>k RKk)x(s)ds.
(5.11)
We have l equations of (5.11) to calculate the matrices (Pk,Kk+1) using trajectory data. To
transform (5.11) into a single matrix equation, we introduce the following matrices:
∆ =
(
e−λtx(t)⊗ x(t)
∣∣∣t1+δt
t1
, e−λtx(t)⊗ x(t)
∣∣∣t2+δt
t2
, . . . , e−λtx(t)⊗ x(t)
∣∣∣tl+δt
tl
)>
∈ Rl×n2 ,
I1 =
(∫ t1+δt
t1
e−λsx⊗ xds, ∫ t2+δtt2 e−λsx⊗ xds, . . . , ∫ tl+δttl e−λsx⊗ xds)> ∈ Rl×n2 ,
I2 =
(∫ t1+δt
t1
e−λsx⊗ (∫U ug0(s,u)du) ds, . . . , ∫ tl+δttl e−λsx⊗ (∫U ug0(s,u)du) ds)> ∈ Rl×mn.
(5.12)
Then, the l equations in (5.11) can be combined to the following linear matrix equation:
(
∆,−2I1(In ⊗K>k R)− 2I2(In ⊗R)
)( vec(Pk)
vec(Kk+1)
)
= −I1vec(Q+K>k RK). (5.13)
Again, under a suitable rank condition on the matrices I1 and I2, the matrices (Pk,Kk+1) satisfying
(5.13) can be obtained as a unique solution to the linear equation (5.13). The following proposition
follows directly from [28, Theorem 2.3.12].
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Algorithm 2: Off-policy maximum entropy method for data-driven LQ control
1 Initialize the gain matrix K0 so that A−BK0 is Hurwitz.
2 Initialize t1 = 0;
3 while the rank condition (5.14) is not satisfied do
4 Execute the control N (−Kkx(ti), αR−1) and collect controlled trajectory data;
5 Construct the ith row of ∆, I1 and I2 in (5.12);
6 Set ti+1 = ti + δt;
7 end
8 for k = 0, 1, 2, . . . do
9 Find the pair (Pk,Kk+1) by solving (5.13);
10 Stop if |Pk − Pk+1| < ε, where ε is a predefined threshold;
11 end
Proposition 5.3 (Convergence of off-policy learning). Under the condition that
rank
((
I1, I2
))
=
n(n+ 1)
2
+mn, (5.14)
there exists a unique pair (Pk,Kk+1) with Pk = P
>
k satisfying (5.13). If, in addition, the initial
gain matrix K0 is chosen so that A− λ2 I −BK0 is Hurwitz, then
• A− λ2 I −BKk is Hurwitz;
• the pair (Pk,Kk+1) converges to the optimal pair (P,K) as k →∞.
The off-policy method also generates gain matrices Kk, stabilizing the system (up to the factor
e−
λt
2 ), and guarantees convergence to the optimal pair (P,K). Algorithm 2 describes the off-policy
version of our maximum entropy data-driven control. As in the on-policy case, in practice, we may
sample a control input from the normal distribution and numerically approximate the integrals in
(5.12). While the on-policy method in the previous subsection needs to collect new trajectory data
in every iteration, Algorithm 2 only uses the data collected in the beginning to construct the data
matrices ∆, I1 and I2. Then, it repeatedly uses the same data matrix during the learning process.
Thus, Algorithm 2 is an off-policy method.
6 Numerical Examples
We provide numerical examples to demonstrate the performance and the utility of our maximum
entropy optimal control methods. The second numerical experiment concerns the effectiveness
of the generalized Hopf–Lax formula in solving soft HJB equations. In the second case study, a
nonlinear system is controlled using the maximum entropy method with known model information.
In the third set of experiments, we demonstrate the performance of our data-driven method in the
linear-quadratic setting when the model parameters are unknown.
6.1 Solution of Soft HJB Equations via a Generalized Hopf–Lax Formula
We first demonstrate that the soft HJB equation (3.4) can be effectively solved using the generalized
Hopf–Lax formula in Section 4.3. We consider a Van der Pole oscillator with the following nonlinear
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Figure 1: The numerical viscosity solution of the soft HJB equation at t = 0.1 obtained by (a) the
Godunov scheme, and (b) the grid-free scheme.
vector field and running cost function:
f(x,u) =
(
x2,−2(x21 − 1)x2 − x1 + (2 + sin(x1x2))
(
u +
1
3
u3 + sinu
))
r(x,u) = |x|+ |u|
(6.1)
together with the terminal cost function q(x) = ‖x‖1. The set of available control U is chosen as
[−1, 1]. Recall that the soft HJB equation can be written as the following initial value problem:
∂tWα +Hα(x,∇xWα) = 0, Hα(x,p) = α log
∫
U
exp
(
−p · f(x,u) + r(x,u)
α
)
du,
Wα(0,x) = q(x).
(6.2)
We compare the numerical viscosity solution obtained by using the grid-free method in [10] and
that computed using the Godunov monotone scheme [3,39]. Figure 1 shows the results obtained by
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Figure 2: The difference between the two solutions; one obtained by the Godunov scheme, and
another obtained by the grid-free scheme.
the two methods; the overall solution shapes are almost identical. The difference between the two
solutions is shown in Figure 2. More precisely, the figure shows the value of W 1α−W 2α, where W 1α is
the numerical solution obtained by the Godunov scheme and W 2α is the solution constructed by the
grid-free scheme. The difference is reasonably small; thus, the grid-free method successfully solves
the HJB (6.2). The maximum of the absolute difference between two solutions is 0.0692, which
is 3.29% of the ‖W 2α‖L∞ . As a remark, we note that there are two regions where the difference
is relatively large. The first region is the boundary of the domain. In the Godunov scheme, the
extrapolating boundary condition is used, and it may introduce numerical errors. The other region
is the center of the domain. This is due to the numerical dissipation of the Godunov scheme, where
the solution is non-smooth, although it is less diffusive than other monotone schemes (e.g., [38]).
This dissipation indicates that the Godunov solution at this non-smooth region is smoothing out,
thereby causing an undesirable overestimation of the numerical solution.
6.2 Nonlinear Systems with Known Model Parameters
We now use the grid-free scheme based on the Hopf–Lax formula to solve a nonlinear maximum
entropy optimal control problem. Consider the following modified Van der Pole oscillator [56]:
x˙1 = x2,
x˙2 = −2(x21 − 1)x2 − x1 + (2 + sin(x1x2))
(
u+
1
3
u3 + sin(u)
)
,
x˙3 = x4,
x˙4 = −x3 − 0.2x4 + x1
(6.3)
with initial data x(0) = (0.05, 0.25, 0, 0.02). The running cost r(x,u) and the terminal cost q(x)
are chosen as
r(x,u) = ‖x‖1 + |u|, q(x) = ‖x‖1.
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Figure 3: Uncontrolled and controlled (x1, x2) trajectories of the Van der Pole oscillator.
Again, the set of available control U is [−1, 1]. The standard HJB equation is given by
∂tV −H0(x,∇xV ) = 0, H0(x,p) := − inf
u∈U
{p · f(x,u) + r(x,u)} ,
where f(x,u) is the vector field of (6.3). Note that the minimization problem in the Hamiltonian
H0 is nonconvex due to the nonlinearity of u → f(x,u). Thus, evaluating H0 is computationally
challenging. However, the soft Hamiltonian (3.5) is explicitly represented as an integral, which can
be computed using existing numerical methods. Thus, it is computationally tractable to use the
generalized Hopf–Lax formula-based method for solving the corresponding soft HJB equation (3.4)
for maximum entropy control. In the experiment, the temperature parameter was chosen as α = 1.
We construct the optimal control policy g?α by solving the converted HJB equation (4.4) with
the generalized Hopf–Lax formula introduced in Section 4.3. As emphasized in Footnote 7, the
generalized Hopf–Lax formula-based method can be unstable when solving HJB equations for a
long period of time due to the issue in the global existence of bi-characteristic curves, regardless of
entropy regularization. To control the nonlinear system (6.3) for a long period of time, say T = 20,
we construct maximum entropy suboptimal controls by successively solving the subproblems with
T ′ = 2.5 for 8 times. Figure 3 shows the controlled and the uncontrolled trajectories of the first two
states. As shown in the result, the maximum entropy controller successfully drives the nonlinear
system near the origin, while the uncontrolled system converges to a limit cycle far from the origin.
6.3 Linear Systems with Unknown Model Parameters
In this subsection, we use the data-driven methods in Section 5 to solve linear-quadratic control
problems with unknown model parameters.
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Figure 4: On-policy case: System trajectories controlled by (a) u ≡ 0 (uncontrolled), (b) the
maximum entropy method with α = 1, and (c) the standard method. The vertical line indicates
when learning is completed.
Table 1: On-policy case: Quantitative comparisons between the maximum entropy method and the
standard adaptive DP method in [28].
Uncontrolled Max entropy
(α = 1)
Standard
Total running cost 686.92 467.77 496.48
Settling time t = 206.88 t = 6.60 t = 8.36
Avg. # of data for rank condition N/A 155 431.5
Total # of data N/A 930 1726
Learning time N/A t = 9.30 t = 17.26
Computation time (sec) N/A 1.36 4.84
6.3.1 On-Policy Method
Consider a linear system of the form:12
x˙(t) = Ax(t) +Bu(t), x(t) ∈ R10, u(t) ∈ R10.
The matrix A is chosen to be Hurwitz. Thus, with the initial gain matrix K0 = 0, A− λ2 I−BK0 is
Hurwitz for any λ > 0. Our specific choice of A has the eigenvalues at −9.9067, −4.8468, −2.4977,
−2.2825, −1.597 −1.4836 ± 1.1164i, −0.7143, −0.3318 and −0.01. As shown in Figure 4 (a), the
system converges to 0 very slowly. The running cost function is chosen as r(x,u) = 0.01|x|2 + |u|2
and the discount factor is set to be λ = 10−10.
We first use the on-policy method in Section 5 with δt = 0.01 to learn the optimal gain matrix
K. We compare our method and the adaptive DP algorithm in [28], which is also data-driven, with
12The matrices A and B are randomly generated using the internal function rss in MATLAB, which produces an
arbitrary linear system model. The matrix A is then modified by adding a constant multiplication of the identity
matrix so that each eigenvalue of A has a real part no greater than −0.01. The matrix B is then multiplied
by 0.1. The system matrices used in Section 6.3.1 and 6.3.2 can be downloaded from the following link: http:
//coregroup.snu.ac.kr/DB/sys_matrix.mat.
50
Table 2: Effect of α on the on-policy method.
α 1 0.5 0.1 0.05 0.01
Avg. # of data 155 155 155 155 155.5
Total running cost 467.77 387.49 371.59 370.72 370.93
α 5× 10−3 10−3 8× 10−4 6× 10−4 4× 10−4
Avg. # of data 158.6 190.25 197.50 277.25 548.5
Total running cost 371.86 381.78 382.93 405.07 458.22
the following sinusoidal exploration noise:
e = a
100∑
k=1
sin(ωkt), ωk ∼ U(−ω¯, ω¯),
where a and ω¯ denote the amplitude and the frequency of the sinusoidal exploration, respectively.
We use α = 1 for the maximum entropy method and a = 0.5 and ω¯ = 100 for the standard
adaptive DP method. The threshold for convergence is set to be ε = 5 × 10−1. Figure 4 (b) and
(c) show the system trajectories controlled by the two on-policy learning methods. Both methods
successfully learn the optimal gain matrix K after several iterations. However, the learning speed
of the maximum entropy method is much faster than that of the standard method. To be precise,
our method finishes learning at t = 9.30 (with the actual total computation time of 1.36 seconds),
while its standard counter part finishes learning at t = 17.26 (with the actual total computation
time of 4.84 seconds). The dashed vertical lines in Figure 4 indicate the times at which learning is
completed. Note also that the trajectories controlled by the on-policy methods are not smooth at
which the gain matrices Kk are updated.
Table 1 provides quantitative comparisons of the two methods. First, our method significantly
reduces the total running cost without the entropy term, accumulated over [0, 500]. Together
with the improved learning speed, this implies that our method better balances the exploration-
exploitation tradeoff compared to the standard method. To see how fast the two methods stabilize
the system, we also compute the settling time, defined as the earliest time after which the trajectory
stays in the interval [−1, 1]:
Settling time := min
{
t ≥ 0 : max
1≤i≤10
|xi(s)| ≤ 1, for s ≥ t
}
.
As reported in Table 1, the settling time of the maximum entropy method is t = 6.60, while that
of the standard method is t = 8.36. This result indicates that our method better stabilizes the
system during the learning process compared to the standard method.
Another remarkable result is the difference in sample efficiency. Our method needs 155 data
to satisfy the rank condition (5.8) in each iteration, while the standard method needs 431.5 data
on average, as reported in Table 1. Interestingly, the smallest number of data required to meet
the rank condition is 155. This implies that our maximum entropy method optimally performs
exploration in the sense of satisfying the rank condition. As a result of sample efficiency, our
method outperforms the standard method in terms of both learning speed and computation time.
We finally examine the effect of the temperature parameter α in balancing the exploitation-
exploration tradeoff. As shown in Table 2, the average sample size required to satisfy the rank
condition decreases with the temperature parameter α. This result is consistent with our intuition
that a control with higher entropy has a better exploration capability than that with lower entropy.
51
(a)
0 20 40 60 80
-30
-20
-10
0
10
20
(b)
0 20 40 60 80
-30
-20
-10
0
10
20
(c)
Figure 5: Off-policy case: System trajectories controlled by (a) u ≡ 0 (uncontrolled), (b) the
maximum entropy method with α = 1, and (c) the standard method. The vertical line indicates
when learning is completed.
Table 3: Off-policy case: Quantitative comparisons between the maximum entropy method and the
standard adaptive DP method in [28].
Uncontrolled Max entropy
(α = 1)
Standard
Total running cost 2983.3 1258.5 1780.4
Settling time t = 194.40 t = 31.47 t = 44.14
Total # of data N/A 610 1871
Learning time N/A t = 6.10 t = 18.71
Computation time (sec) N/A 9.74 93.66
As a result, for α ≥ 0.05, the total running cost decreases as α decreases or, equivalently, as the
entropy of our control diminishes. In this range, the performance increases as the controller focuses
more on exploitation. However, for α ≤ 0.05, the total running cost increases as α decreases. In
this range, the controller needs a better exploration capability to present a better performance.
Therefore, there exists an appropriate range of α to balance the exploitation-exploration tradeoff;
in our case, α ≈ 0.05 is a reasonable choice.
6.3.2 Off-Policy Method
We now consider the linear systems with 20-dimensional state and action spaces, i.e., x(t) ∈ R20
and u(t) ∈ R20. The matrix A is chosen to be Hurwitz; thus, K0 = 0 is a valid initial gain
matrix. The eigenvalues of A are −3.9597, −3.5452, −1.9443, −1.7884, −1.0196±4.1172i, −0.8337,
−0.5845, −0.4872, −0.4231, −0.4007 ± 1.9894i, −0.3531, −0.3220, −0.2948, −0.2543, −0.2543,
−0.2112 ± 3.3826i and −0.01. We used the same running cost r, discount factor λ, sample time
δt, and sinusoidal noise signal e as those used in the on-policy methods. The threshold for the
stopping criterion was chosen as ε = 10−3. Figure 5 shows the uncontrolled state trajectories and
the trajectories controlled by the two off-policy methods. As in the on-policy case, our maximum
entropy method learns the optimal gain matrix much faster than the standard method does. Unlike
the on-policy methods, the off-policy counterparts collect data without any update on the gain
matrix until the vertical dashed-lines in Figure 5. At this time instance, the optimal gain matrix is
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Table 4: Effect of α on the off-policy method.
α 1 0.1 0.01 0.005 0.004 0.003 0.002
Total # of data 610 610 615 687 742 801 1537
Total running cost 1258.5 1137.4 1141.4 1175.1 1196.5 1225.7 1479.8
constructed according to Algorithm 2 and then applied to the system. Thus, the state trajectories
are not smooth only at this single time instance, whereas the on-policy methods present many
non-smooth instances.
Table 3 shows the quantitative results of our experiments in the off-policy case. The same
performance measures are used as those in the on-policy case. As shown in Table 3, the maximum
entropy method outperforms its standard counterpart in terms of the total running cost, response
speed, sample efficiency, learning speed, and computation time.
The effect of temperature α on the off-policy maximum entropy method is shown in Table 4. The
overall tendency is similar to that in the on-policy case. As α increases, the exploration capability
of our control improves. Thus, the control with high entropy (large α) can learn the optimal gain
matrix using a small sample. The total running costs indicate the exploration-exploitation tradeoff
in the off-policy method as well; in this case, α ≈ 0.1 balances the tradeoff reasonably well.
A Interpretation of Relaxed Control Systems
We provide another interpretation of the dynamical system (2.4) with relaxed control in terms of
differential inclusions, when the control set U is compact. For any control µ ∈M, the system (2.4)
is a solution to the following differential inclusion:
x˙(t) ∈ F (x(t)), F (x) = conv[f(x, U)], f(x, U) := {f(x,u) | u ∈ U}, (A.1)
where conv[A] denotes the convex hull of set A. To see this, it suffices to show that f¯ :=∫
U f(x,u)µ(t,du) ∈ conv[f(x, U)]. Suppose f¯ ∈ (conv[f(x, U)])c. Note that conv[f(x, U)] is a
closed convex set, and {f¯} is a singleton, which is convex and compact. Thus, there exists a
hyperplane {x | a>x = b} such that
a>f¯ > b, a>f(x,u) < b ∀u ∈ U.
It follows from the definition of f¯ that
a>f¯ =
∫
U
a>f(x,u)µ(t,du) ≤
∫
U
b µ(t,du) = b,
which is a contradiction. Therefore, f¯ ∈ conv[f(x, U)].
B Lemmas
In this appendix, we provide the mathematical lemmas used in the paper. Let X be a separable
metric space and P(X) be the set of all Borel probability measure defined on X.
Lemma B.1 ( [7]). Let φ : X → R be any bounded measurable function. Then, for any µ, γ ∈ P(X),
− log
∫
X
e−φ(x)γ(dx) ≤
∫
X
φ(x)µ(dx) +DKL(µ||γ).
Moreover, the equality holds if and only if µ(dx) = e
−φ(x)γ(dx)∫
X e
−φ(x)γ(dx) .
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Proof. We define a new measure ν ∈ P(X) as
dν
dγ
(x) =
e−φ(x)∫
X e
−φ(x)γ(dx)
.
Then, we have∫
X
φ(x)µ(dx) +DKL(µ||γ) =
∫
X
φ(x)µ(dx) +
∫
X
log
(
dµ
dγ
)
dµ
=
∫
X
φ(x)µ(dx) +
∫
X
log
(
dµ
dν
)
dµ+
∫
X
log
(
dν
dγ
)
dµ
= − log
∫
X
e−φ(x)γ(dx) +DKL(µ||ν) ≥ − log
∫
X
e−φ(x)γ(dx).
The equality of the last inequality holds if and only if µ = ν = e
−φ(x)γ(dx)∫
X e
−φ(x)γ(dx) .
Lemma B.2 (Lower semicontinuity of relative entropy [42]). Let µ, γ ∈ P(X). If {µn} is a sequence
in P(X) such that µn weakly converges to µ, then
DKL(µ||γ) ≤ lim inf
n→∞ DKL(µn||γ).
Using the lower semicontinuity of relative entropy, we can prove that the level set of P(X) with
respect to the relative entropy is compact.
Lemma B.3 (Compactness of level sets [7]). For any γ ∈ P(X) and M > 0, the level set PM :=
{µ ∈ P(X) | DKL(µ||γ) ≤M} is compact.
Proof. Let {µn}∞n=1 be a sequence in P(X) such that DKL(µn||γ) ≤ M . We will show that the
sequence {µn} is tight. It follows from Lemma B.1 that for any bounded measurable function
φ : X → R, ∫
X
φ(x)µn(dx)− log
∫
X
eφ(x)dγ ≤ DKL(µn||γ) ≤M. (B.1)
Now, let δ > 0 be a fixed constant. We choose a sufficiently small ε so that M+log 2
log(1+ 1ε)
≤ δ. Since
the singleton of a measure is tight, there exists a compact subset K of X that γ(Kc) ≤ ε. Now, we
define a map φ as
φ(x) :=
{
0, if x ∈ K,
log
(
1 + 1ε
)
if x ∈ Kc.
By (B.1), we have
log
(
1 +
1
ε
)
µn(K
c)− log
(
γ(K) +
(
1 +
1
ε
)
γ(Kc)
)
≤M
Rearranging the terms yields
µn(K
c) ≤ 1
log
(
1 + 1ε
) (M + log(γ(K) + (1 + 1
ε
)
γ(Kc)
))
=
1
log
(
1 + 1ε
) (M + log(1 + 1
ε
γ(Kc)
))
≤ 1
log
(
1 + 1ε
)(M + log 2) ≤ δ.
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This estimate implies that the sequence of measures {µn}∞n=1 is tight. By the Prokhorov’s Theorem,
there exists a subsequence {µnk}∞k=1 of {µn} and µ ∈ P(X) such that µnk weakly converges to µ.
Finally, the lower semi-continuity of DKL(·||γ) (Lemma B.2) implies that
DKL(µ||γ) ≤ lim inf
k→∞
DKL(µnk ||γ) ≤M.
Therefore, µ ∈ PM and this implies that PM is compact.
The following is the disintegration theorem of the measure on product space.
Lemma B.4 (Disintegration theorem [51]). Let X and Y be Polish spaces. If pi is a probability
measure on X × Y with marginal µ on X, i.e., pi(A × Y ) = µ(A) for any measurable set A ⊂ X,
then there exists a measurable map x 7→ pix from X to P(Y ) such that
pi =
∫
X
(δx ⊗ pix)µ(dx),
or equivalently ∫
X×Y
φ(x, y)pi(dx,dy) =
∫
X
(∫
Y
φ(x, y)pix(dy)
)
µ(dx).
Lemma B.5. Suppose that Assumption 2.1 holds, and the control set U is compact. Let x = x(t)
be the solution to (2.4) with control µ and initial data x. Then, there exists a constant C such that
x(t) satisfies the following stability estimates:
|x(t)| ≤ eLt|x|+ C
L
(eLt − 1),
|x(t)− x(s)| ≤ C(t− s), 0 ≤ s ≤ t.
Moreover, let y = y(t) be another solution to (2.4) with initial data y. Then,
|x(t)− y(t)| ≤ eLt|x− y|.
Proof. We first compute that
d|x(t)|2
dt
= 2x(t) ·
∫
U
f(x(t),u)µ(t; du) = 2
∫
U
x(t) · f(x(t),u)µ(t; du).
By Assumption 2.1,
x(t) · f(x(t),u) ≤ x(t) · f(0,u) + L|x(t)|2 ≤ C|x(t)|+ L|x(t)|2,
where C = supu∈U |f(0,u)|. Therefore, we have
2|x(t)|d|x(t)|
dt
=
d|x(t)|2
dt
≤ 2C|x(t)|+ 2L|x(t)|2,
which implies that
d|x(t)|
dt
≤ C + L|x(t)|.
By the Gro¨nwall–Bellman inequality, we deduce that
|x(t)| ≤ eLt|x(0)|+ C
L
(eLt − 1).
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We now show the second inequality in the statement. By definition,
x(t) = x(s) +
∫ t
s
∫
U
f(x(τ),u)µ(τ ; du) dτ.
Since x(t) ≤ eLt|x(0)|+ CL (eLt − 1), which is independent of µ, we obtain
|x(t)− x(s)| ≤
∫ t
s
∫
U
|f(x(τ),u)|µ(τ ; du)dτ ≤ C(t− s).
Finally, we notice that
d
dt
|x(t)− y(t)|2 = 2(x(t)− y(t)) ·
∫
U
(f(x(t),u)− f(y(t),u))µ(t; du)
≤ 2L
∫
U
|x(t)− y(t)|2µ(t; du) = 2L|x(t)− y(t)|2.
Thus,
d
dt
|x(t)− y(t)| ≤ L|x(t)− y(t)|,
and the result follows.
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