Abstract-Details are provided about a hybrid mapping strategy where a map is constructed from the robot self-movements. The expression of noise in the robot trajectory can be such that different space descriptions are extracted even when the robot traverses the environment repeatedly in the same way. This has a negative impact on the graph representing the environment, which would have many paths representing the same portion of the environment. This increase in map redundancy is obviated by introducing in the robot the capacity to forget the portions of the map that are uncommon. Two such mechanisms are proposed and tested in a simulated Khepera. Their impact on the map is assessed by evaluating some features of the resulting graph; one in particular is a measure of how stable is the map, which we call energy.
I. INTRODUCTION
In [1] a hybrid mapping strategy was described, where the environment is represented by a sequence of linguistic descriptions representing movements like: small straight movement, followed by a large (with respect to distance) wide (with respect to curvature) curve to the left, etc. This requires that the robot maintains sensorial contact with the environment, which is achieved by having the robot following the environment contours.
Also making part of the map are the places in the environment where a movement ends (e.g., a straight movement) and a new one starts (e.g., a curve), which are saddle points of the trajectory. These places are represented in the map by their coordinates´Ü Ý µ, a measure of frequency of occurrence, which is denoted weight (to be defined later), and a type, having values junction (with subtypes single junction, cross, single contour and corridor) or interesting spots (e.g., a lit lamp). Places then delimit straight portions, edges, junctions and some types of interesting objects in the environment; this property makes them peculiar for localization. The amount of places stored in the map depends solely on the complexity of the environment configuration, i.e., the amount of movements the robot needs to contour the environment (all or at least a big part of it); this is a known feature of topological maps.
In grid-based maps the environment is described by a sequence of cells (typically having square shape) displayed in rectangular form, where each cell is described by its coordinates, along with a measure of occupancy (e.g., [10] and [21] ), which hardly ascribes interesting semantics from a localization point of view. The number of such cells grows with the number of space dimensions and the size of the environment, and not with the complexity of space, as happens in our approach. Grid-based approaches are then characterized by storing a large amount of place coordinates (e.g., see [20] ). The exact amount of places is dependent on the grid size the robot programmer finds to be adequate, taking in mind the robot hardware (e.g. sensors, encoders), the task to be performed, and an abstract balance between precision (small grids lead to greater precision) and efficiency (small grids imply heavy computation). The efficiency of the localization process is ultimately dependent on the size of the grid, which typically presents a high computational complexity in metric maps.
In the proposed approach, a map is a directed weighted graph, where nodes represent places (as defined before) and arcs represent the movements the robot executed to reach places. In this paper we focus on places only. Namely, we are concerned with the fact that even though the robot is instructed to follow the same contours in the environment, it does not always execute the same set of movements and visit the same places in sequence, due to noise in the sensory and actuator subsystems. This raises the problem of creating several descriptions for the same portion of the environment, which results in possibly having a too large and redundant graph representing the environment. Consequently, it will be exponentially more difficult to find/search for best/optimal paths.
We accept the general principle that repetition is an important basis for learning, i.e., we adopt a view of learning based on practice, where repeated use ascribes more confidence to what is known, but we also consider the not so generally accepted idea that disuse determines what shall be forgotten. We then rely on the hypothesis that forgetting is a fully distributed mechanism to remove outliers and obsolete places.
This approach seems also useful for dynamic environments. In this case some features of the environment change beyond the robot control. So, there is a validity in time to the positions obstacles (walls, furniture, and people) occupy in space. An important question arises: what are the reasons for a particular place to be new in the map? At least three possibilities exist.
The place corresponds to a region of the environment that was never visited before.
The place is new because the robot executed a slightly different trajectory (i.e., a different sequence of movements/places) due to errors, although the region of the environment being visited is the same (in this case, the environment is different in the eyes of the robot).
Finally, the place is new because the region being visited did change after the last visit of the robot.
Ideally we should know in what ways has the environment changed. If this is the case, then it is possible to propagate those changes to the map, erasing some movements (arcs) and places (nodes), and inserting new ones. This type of learning is objective, in the sense that only the necessary/required changes are made. On the other hand, since it is difficult to detect environment changes, then we have no constructive and purposeful way of erasing information and inserting new one. We then hypoth- Fig. 1 . Plant of the environment used in the simulation. Obstacles are represented by small squares (¾). We also present two (extreme) examples of trajectories Khepera performs when following the environment out perimeter, starting and ending in home (top-left position). Such trajectories, which we call laps, are evaluated from path integration, and are the basis for the evaluation of the executed movements and visited places. In each lap, Khepera executes 43 different movements, and visits 43 places (home counts only once). We observe that different laps often generate different trajectories, even though the environment is static. So, for the same environment, the robot elicits different but concurrent space descriptions.
esize that there should be a validity in time for any information the robot acquires from the environment.
II. MAP CONSTRUCTION AND UPDATE
We report experiments over a simulated Khepera robot. The robot executes about 3200 steps and travels about 5600 simulator units to complete one lap around the environment. Figure 1 depicts a plant view of the environment and two such trajectories, where the environment is contoured by the robots left side. We let the robot execute 50 laps around the environment, in sequence, and then discuss the evolution of the map for the cases of learning with and without forgetting. In order to have a realistic situation as possible, we inject noise in the simulator ( [14] ) by randomly affecting the robot position (Ü Ý) and orientation ( ) as evaluated by the kinematic model by ¦½ ± and ¦ ±, respectively.
Initially the robot is at home and knows nothing about the environment, except to recognize home. After it leaves home, for each executed movement there is a comparison between the corresponding place 1 (denoted Ô) and each one in the map (denoted Å), in order to find the one most similar to Ô. We then seek a place (denoted È Á ) such that (2) where Ë ´Ô È µ ¾ ¼ ½ and Ë Ç´Ô È µ ¾ ¼ ½ denotes fuzzy predicates representing the similarity in position and robot orientation, respectively. Both Ë and Ë Ç are defined by sigmoid functions in such a way as to consider any two places as equal if they differ no more than two robot diameters, and if the respective orientations do not differ more than ½¼ AE . In the reported experiments we use¯ ¼ ¾.
In case there is a place in Å (say È Á ) similar to the present place (say Ô), then the robot is visiting familiar territory. Its weight (denoted Û Á ) is reinforced by the respective amount of similarity; Û Á Û Á · Ë´Ô È Á µ. If Ô is similar to no place in Å, then Ô was never visited before; it is then introduced in Å by linking it to the place visited before by way of the executed movement.
Defined in this way, Û ½ Ô´Å µ is a measure of place È visiting frequency: a high/low weight implies a frequent/infrequent place. There is wide acceptance that memories get extinct because of gradual fading, or because old memories are displaced by new learning ( [5] ), for instance, catastrophic learning. If we allow Û to decrease as time passes, without È being visited, È will be extinct if too much time passes; this is an example of forgetting by gradual fading.
III. LEARNING AND FORGETTING
Map learning must be done incrementally. The learning approach should then have provision for concept learning in the face of changing definitions, which happens as new observations are processed. Some of the paradigms allowing incremental learning include self organizing maps ( [6] , [12] ), case-based learning ( [9] , [10] ), evolutionary algorithms ( [17] ), probabilistic approaches ( [11] , [4] ), and reinforcement learning ( [13] ), to mention a few. A common approach to incremental learning in the presence of changing definitions is by ascribing lesser and lesser importance to old observations.
There are important reasons to consider the use of forgetting in a mapping strategy. First, we observe that even though the environment is static the robot does not generate equal trajectories each time it traverses it (refer to fig. 1); this is due to noise in both sensors and actuators. As a consequence, outlier places are created, which shall disappear due to forgetting. Second, when the environment changes some descriptions become obsolete as new ones are acquired. Forgetting also provides the means for those outdated descriptions to vanish. Forgetting is then a simple and decentralized mechanism to throw away obsolete space descriptions, allowing a fast recovery after context change. In case of high environment dynamics the map gets too complex, consequently it will be exponentially more difficult to find optimal paths. Place forgetting is also an automatic way to have the size of the map in a tractable scale.
Remember that Û´Øµ represents the weight of a place at time Ø. We want Û´Øµ to decrease proportionally to time passed (¡Ø) and to Û´Øµ itself. We then have ¡Û´Øµ «¡ØÛ´Øµ, where « represents a scaling constant. Rewriting, ¡Û´Øµ ¡Ø «Û´Øµ.
Considering arbitrarily small variations, i.e., ¡ ¼, we have 
which is the implementation of forgetting by exponential decay (ED) we use. The value of « allows some control over the rate of decay of the exponential, permitting forgetting to act more quickly or more slowly, eventually depending on the size and complexity of the environment (e.g., total amount of places composing it). Its value can be constant or change with time (e.g., « could decrease as the number of places increases). For the moment we assume a constant value that is hand-tuned (details in next paragraph). The evolution of the weight of two different places as the robot concludes laps around the environment (like the ones in fig. 1 ) is presented in fig. 2 . The left part refers to a place which is visited in each lap. The place is never missed because it is near home. Error accumulation is not big enough to provoke serious trajectory drift, so the robot evaluates every place as being the same (according to exps. 1 and 2 and text therein). The peaks happen in the time instants where the place is visited. Note that the peak values are near 1, which mean that the place is always found with the same pose; because of this we conclude that this place a very stable one. After the visit, the weight of the place drops as governed by forgetting, following exp. 3. In the right part of fig. 2 we present the weight evolution of a place for some laps around the same environment. The exponential is parameterized (we refer to « in exp. 3) in such a way that a place is forgotten if two consecutive laps are executed without visiting it; this explains why the place is forgotten around iteration 35000 (a place is removed from the map when its weight is residual) and not at lap 4. Such extinction could be of advantage if the corresponding portion of the environment changed. In case the environment did not change, then the place was missed because of trajectory drift (whatever the cause: incremental errors in odometry or a different trajectory was executed due to an abnormal percept or unnoticed small object on the ground passed over by a wheel). In this case, the place that was forgotten is replaced by another one that refers to approximately the same location in the environment, which means that forgetting does not imply serious flaws all the time.
However, note that a time evolution like the one in fig. 2 has the disadvantage of making difficult to discover the most frequent places among every place in the map. In fact, because the decay factor is exponential, the weight of every place (frequent or not frequent) decreases from a maximum value (i.e., 1) to near its minimum (i.e., 0) very fast. In other words, it is difficult to differentiate between a seldom visited place recently visited and a very frequent one visited a while ago; both would have small weights after some time. This fact is our main motivation for an improvement. We hypothesize on the benefits of postponing forgetting proportionally to the amount of evidence of place frequency. Such postponement is intended to be of advantage for frequent places and irrelevant for infrequent ones. In other words, a very frequent place should be harder to forget, while an infrequent one should be more easily forgotten.
The weight decay of a frequent place can then be delayed in time, giving it the opportunity to stay longer with a maximum weight. The advantage is that one now has the means to decide which places are more frequent, possibly electing some of them (those having a weight above a certain threshold value for some time) to be reliable landmarks. Such lasting landmarks have at least two advantages: they can act as intermediary and momentary homes, and, for the matter of path evaluation, they constitute highly trustful places, i.e., paths that pass across them minimize path uncertainty. In respect to the first advantage, we remind that path integration error is small near home, and that errors are reset when the robot arrives home. So, if there is the chance of having many of these trustful places throughout the environment, then a path between any two far away places can be seen as a set of small paths linking trustful places. That analysis, however, is not done in this paper.
We propose as an alternative that forgetting should have the behavior of a sigmoid. We remind our inspirational heuristic: the more frequent is the place, the more difficult should it be to forget. In this sense, we can have the shape of the sigmoid depending on the number of visits to the place in at least two ways, whose illustrations are presented in fig. 3 : i) the sigmoid changes from A to B as place frequency increases, or, ii) similarly, from A to C. Alternatively, one can choose a stochastic decay behavior, allowing a sigmoid like B or C to be selected with a higher probability for those places having higher weights. Because stochastic programs are eminently more difficult to analyze than deterministic ones, we shall not discuss this approach any further. Since we required a forgetting law that should allow the differentiation between a frequent place that is not visited for a while and an infrequent one that was recently visited, we choose the policy corresponding to sigmoid translation (i.e., from A to C in fig. 3 ).
Note that such increasing resistance to forget a frequent place is made on the basis that if the place is frequent then its validity in time should be increased. However, such validity should not be stressed too much. After all, a very frequent place can refer to a location in the environment that can also change; so one should keep intact the capacity to forget it. This is done by imposing a saturation limit on how much the sigmoid is shifted to the right. In the experiments carried out, we allowed such shifting to occur only five times. Each sigmoid shift corresponds to postpone forgetting for about one lap around the environment.
On the other hand, note that as the amount of environment covered by the robot increases, the average time needed to return to any place also increases, so the decay rate should decrease as the number of places visited for the first time increases. As previously mentioned, this can be implemented by allowing « in 3 to depend inversely on the number of places in the map. This topic is not analyzed in this paper. In fig. 4 the time evolution of the places mentioned in fig. 2 is presented.
Finally, imagine a place that was visited so many times as to imply that its weight is evaluated by a sigmoid maximally shifted to the right. One can say that such place reached the maximum rank in the memorization strength of the robot (because the time to forget it is maximum, taking into consideration the properties of its memory). Now assume that the place is forgotten because too much time passed without a visit (this implies its deletion from the map). Finally, after all this, assume that the place is visited one more time. The question is: should there be a loosely memory trace about such a place, in order to recover that somewhere in the past the place reached the level of maximum memorization strength (sigmoid maximally shifted to the right), or forgetting should be total and definite (no memory trace whatsoever)? We opted for assuming that forgetting should not be total, i.e., we assume the existence of a memory store in the robot where such forgotten places are kept. So, when a "new" place is found, such memory store is searched for it. If it is found, then the place is not totally new; in fact, the robot had already visited it. In response to that, the sigmoid of the "new" place will be the one found in the respective place in the memory store, i.e., the "new" place recover the memorization strength it had in the past. This is a case of sensitization like in animal behavior ( [15] ) and nerve systems ( [16] ).
IV. MAP ENERGY
We now go into the details of measuring map stability from the weight of places. We first define the energy of place Ô as Ô ½ Û Ô , and finally the energy of the map as È . If the weight of a place is high (Û Ô ½), then its energy is low, meaning that it is a stable place in the map. Remember that Û Ô ½ implies that Ô was found many times in the same location of the environment. We can now define the stability of a map by its respective energy. The more stable places there are, the more stable is the corresponding map. Because a stable map would be constituted by many stable places, the contribution of a stable place to map stability would be maximum. On the other hand, if its weight is small, then its energy would be high, and its contribution would be minimum. Note that when the weight of a Fig. 4 . Illustration of evolution of weight as a consequence of forgetting by sigmoid decay (SD), for the cases of a frequent place (at left), and a nonfrequent one (at right). In both cases, the postponement of forgetting as the place becomes more frequent/familiar is evident (the flat zone in the sigmoids increases). Observe that the place at right is not forgeted in the same time horizon as the homologous case in fig. 2 .
place is too small, the place is deleted from the map by a garbage collection mechanism. Map energy is an interesting measure of map quality since it merges in a single number the quality of a possibly large amount of places representing an also large or complex environment. Ideally, ¼. Such value would be difficult to reach for complex environments, since when the robot commits itself with (re)visiting some region, forgetting would have an impact in places of other regions, by decreasing the respective weights and increasing map energy as time passes.
Map energy is not only a measure of map quality; it can also help the robot in playing an active role in exploring the environment. Consider the following two extreme situations. First, imagine that every place has weight 1, meaning that there is a trustful and stable relation between places in the map and places in the environment. The map energy is minimum. In opposition, if every place shows a small weight (not too small as to imply its deletion), then there is great uncertainty about each place as being a good representative of the respective place in the environment, either because there was a small match between both places, or because too much time has passed since the place in the environment was visited. Small weights (high energy) then ascribe low confidence to the places in the map. Consequently, high energy can be seen as evidence that more information should be received from the environment -either time should pass in order to forget places that correspond to not (anymore) valid locations, or time should pass in order for the places in the map to reach maximum weight due to repetitive visits to the respective location in the environment. This opens the way to active exploration/exploitation strategies to keep the map up to date (i.e., stable).
V. EXPERIMENTS
The evolution of the number of places as the robot concludes each lap of a total of 50 is presented in fig. 5 . The graph corresponds to an average of 25 experiments of 50 laps each. We also present the 95% confidence intervals for each lap. First, note that we are under the consequences of severe noise: ¦½ ± in position and ¦ ± in orientation. Remember also that the environment is composed by 43 different places, as can be seen in fig. 1 .
We observe that the number of different places in the map follows a kind of logarithm law, ending with about 95 differ- ent places being found. We observe that there are abnormal laps (i.e., outlier laps), which introduce considerable amounts of new places, and that as times passes the probability of the robot executing a trajectory that introduces new places decreases. The ratio ¿ ¼ is then a good measure of map quality. Ideally, the robot visited only and always the 43 places composing the environment, leading to a ratio ¿ ¿ ½. So, the farther such ratio will be from 1 the worst is the map. Such measure cannot be used on-line by the robot since there is no way to tell a priori how many places compose the environment.
The other two lines in fig. 5 attest that forgetting improves map quality; indeed the number of places found is near 43. After the first lap, we observe that the number of places found increases as abnormal laps are executed, and decreases as the respective places are forgotten. We observe non significant differences between forgetting by SD and by ED. At first, we expected that the number of places resulting from forgetting by ED would be lower than the case of forgetting by SD, since in the last case the most frequent places get accumulated in the map, while in the former there is no such memory. So, we find interesting that the number of places is similar in both cases. Map quality, however, would be higher for the sigmoid case, since frequent places take longer to forget, while the infrequent ones soon fade away -this is a regression to the average effect.
Map quality is better assessed when observing the respective energy. In figs. 6 and 7 we present the evolution of energy per lap and energy per place per lap for the 50 laps, respectively, along with the respective 95% confidence intervals. The average map energy per lap is about 40 and the average energy per place per lap is about 0.75 for the case of forgetting by ED, and about 4 and 0.05 for the case of forgetting by SD, respectively; a 10 fold improvement for energy and 16 fold improvement for energy per place. We observed sets of 50 laps where about 10 laps had zero energy; this means that the most probable places where correctly learned and maintained (i.e., safe from being forgotten).
The energy per place after each lap shows the same behavior as energy, since the number of places in each type of forgetting is almost the same.
Remember that the map is represented by a directed weighted graph, where nodes represent places and arcs represent the movements the robot executed to reach places. A final mea- sure of forgetting performance is relative to the number of successors in the graph. In fig. 8 we present the average number of successors per place in the map after each lap. Again, the graphs were evaluated by averaging 25 sets of 50 laps each, from which we evaluated the respective 95% confidence intervals. As expected, the average number of successors is monotonically non-decreasing in the case of no forgetting, which worsens the quality of the map as a good representative of the environment (path search would be more time consuming and there are many paths referring to the same portions of the environment -high redundancy). In what respects both types of forgetting, we see that the case of ED shows a lesser average number of successors, since it is almost memoryless. In the case of SD, on the other hand, there are many cases of places where forgetting takes time to act, since its weight is saturated in the maximum value. These places contribute for a higher average number of successors.
VI. FINAL REMARKS
In this paper we addressed the problem of how a particular mapping approach scales with the contingency of noise in both the sensory and actuator systems of the robot, as it traverses its environment over and over again. Since we are assuming very basic capabilities in the sensory system of the robot (eight infrared distance sensors and one encoder per wheel), where movements are classified and places are evaluated from the robot self-movements only, there is no way as to avoid aliasing and redundancy in the representation. So, instead of allowing the map to increase in size, by incrementally storing each new place, which would correspond to admit infinite memory capabilities in the robot, we adopt the view that although repetition is the basis of learning, disuse should be the basis of forgetting. Experimental analysis was performed attesting the interest in having a "forgetting" robot. The benefits are: the graph is kept in a more "tractable" size, since forgetting imposes a limit in the number of places and paths among places; and, forgetting is a decentralized way of getting rid of information that could be outdated or have residual importance since it might be too infrequent.
Even though the use of forgetting as an effective way to deal with dynamic concepts is a recognized idea in the machine learning community [19] , its use in robotics (and mapping in particular) is not so common. However, some references can be pointed. The concept of increasing (route) strength proportionally to frequency of use is applied in [8] to improve path search. In [18] , the environment is partitioned into clusters, whose prior probability diminishes if too much time passes without a visit. Less probable clusters will participate in path planning with less probability. In [3] , to each landmark is associated a measure of persistence that grows proportionally (similar to our exponential case) to the number of visits to places/spots in the environment. There is also the possibility to forget, but it is static since it does not depend on the landmark strength (as happens in our sigmoidal case). In [7] , a decay is used as a mean to apply a SLAM technique to environments with "many more" features. In [6] , ED is used as a means to decrease the weights between neurons, possibly leading to unlearning a relation assembled by Hebbian learning. A similar approach can be found in [12] . In [17] , a decay factor is used to preserve diversity in a population of evolved robots in a navigation task.
There are more benefits of using forgetting apart from inhibiting information to become "fossil", as stated previously. Common sense connotes forgetting to brain malfunction. Even if this is so, there is much that can be done in order to prevent such memory loss. Training or rehearsal is the most used solution. One interesting advantage of forgetting by SD is that the evaluation of the precise moment a place would vanish due to forgetting is possible, which in its own right allows the evaluation of paths that inhibit places to be forgotten. How? A place should be visited just before its weight drops to near zero. This would be interesting matter for future work.
