The Lambert W function is defined as the multivalued inverse of the function w ! we w ¼ z. It has been applied to stability analysis of a class of fractional delay systems whose transcendental characteristic equation (TCE) can be remodelled in the form (as þ b)e cs þ d ¼ 0. The approach of using the Lambert W function to time-domain analysis of a class of feedback fractional-order time-delay systems is extended. It should be noted that, owing to the multivaluedness of a transfer function of fractional order, the approach has two pitfalls that must be circumvented with care. Because remodelling the TCE of a feedback fractional delay system to allow for the Lambert W function representation of roots introduces superfluous poles to the original TCE, a clarification of the relationship between the roots of the remodelled TCEs and the poles of the system is provided. As a result, the time response function of the system can be approximated by a finite series of eigenmodes written in terms of Lambert W functions. As the singularities of a fractional-order system include both the poles and the branch cut(s) of the transfer function, the neglect of the response portion contributed by the branch cut(s) incurs a significant transient response error. In order to compensate for such a transient response error, three schemes of optimal approximation with specified poles are developed. Simulation results show that the proposed approaches to time-domain analysis of feedback fractional delay systems can indeed enlarge the application scope of the emerging Lambert W function.
Introduction
Time delays are often encountered in controlled systems, typically as a result of transporting mass and/or energy. They are also used to model high-frequency dynamics of high-order systems. The presence of a time delay in feedback control gives rise to a closed-loop characteristic equation of the form A(s) þ B(s)e 2ts ¼ 0, where A(s) and B(s) are polynomials in s. Such a transcendental characteristic equation (TCE) has an infinite number of roots, which makes analytical stability analysis of a time-delay system extremely difficult. In the literature, no simple and general algebraic criterion, like the Routh -Hurwitz criterion for delay-free systems, has been presented for the test of root distribution of a TCE with respect to the imaginary axis of the complex plane. For a given feedback time-delay system, the Hurwitz stability test is usually performed with a graphical method; for example, the Nyquist criterion [1] or D-partition technique [2 -4] .
The transcendence of characteristic equations is also a key hindrance to development of an effective time-domain analysis method for time-delay systems. Unlike delay-free systems, for which the number of characteristic roots is finite and a closed-form solution exists, the time response function of a time-delay system cannot be expressed in a closed form. As a consequence, the time-domain analysis of a feedback delay system resorts usually to a finiteseries approximation of its time response function or to a numerical inverse Laplace transform method. For the finite series approximation, a system of orthogonal polynomials [5 -7] or splines [8] is often chosen as the expansion basis. As for the use of numerical Laplace inversion methods for time domain analysis of time-delay systems, the FFT-based algorithms [9] are computationally most efficient and the algorithm based on numerical integration of Bromwich's integral can guarantee solution accuracy [10] .
In recent years, the Lambert W function [11] , due to the fact that it has become a standard library function in many computer algebra systems, has gained in popularity in various fields of science and engineering [12, 13] , including in the study of a class of time-delay systems. Every function that satisfies
is called a Lambert W function. The idea of applying a Lambert W function to time-delay systems originates from Wright [14] in the early 1950s, and was further expanded by Asl and Ulsoy [15] and Chen and Moore [16] . These applications are mainly concerned with the stability of a time-delay system whose transcendental characteristic equation can be remodelled in the form
which admits the Lambert W function solution
In particular, Chen and Moore [17] dealt with the problem of constructing stability bounds for fractional-order timedelay systems using the Lambert W function. The purpose of this paper is to extend the increasingly popular Lambert W function to time-domain analysis of a class of feedback fractional-order time-delay systems. It is motivated by the fact that many real-world physical phenomena can be more adequately described by fractional-order derivative-based models than by integerorder models [18 -24] . Previously, the Lambert W function was used by Asl and Ulsoy [15] to find the solution of a system of first-order delay-differential equations. In fact, they represented the time response function in a linear combination of a finite number of dominant eigenmodes and obtained the expansion coefficients with an interpolation or curve-fitting criterion. In this paper we point out that, due to the multivaluedness of the transfer function of fractional order, there are two pitfalls in a direct extention of Asl and Ulsoy's approach of using the Lambert W function to analyse time-domain behaviour of fractional delay systems: one is that the remodelled TCEs give superfluous roots to the original TCE and the other is that the time response function of fractional order is contributed not only by its poles but also by its branch cut(s). Hence, with a clarification of the relationship between the roots of the remodelled TCEs and poles of the original TCE, we are able to approximate the time response function of a fractional delay system by a finite series of dominant eigenmodes expressed in terms of the Lambert W function. In order to compensate for the error incurred by the neglect of the contributions of truncated eigenmodes and branch cuts, the series expansion coefficients are determined to minimise an integral of squared error.
It is noted that, even for delay-free fractional-order systems, an effective analytical time-domain analysis and simulation method is still lacking. They are usually analysed via the Laguerre series approximations [25 -27] . Recently, Podlubny [28] has applied a Mittag -Leffler-type function to obtain explicit analytical expressions for the impulse and unit-step responses of a feedback fractionalorder system. However, their expressions are in the form of a double infinite series, which, as pointed out by Hwang et al. [10] , has a convergence problem. Furthermore, based on the series expansion using B-splines, this has also suggested a computationally efficient FFT-based algorithm to obtain the time response functions of feedback fractional-order systems. In fact, this approach yields an approximate finite-series expansion expression for the time response function from which the time response values at any time point can be calculated. A minor disadvantage of the method is that a suitable convergence abscissa involved in the FFT-based computation of Bromwich's integral, which can affect the solution accuracy, has to be set by a user without prior information.
2
Transcendental equations with Lambert W function solutions Consider the proportional feedback control system shown in Fig. 1 
. Taking the mth power on both sides of the above equation, we obtain an equation for the nth power of the unknown function (s þ a)e (mt/n)s . This resultant equation has the following n solutions for (s þ a)e (mt/n)s :
where l ¼ 0, 1, . . . , n 2 1. An alternative way of casting the original TCE (5) into a form that admits Lambert W function solutions is that of first taking the nth root and then the mth power on both sides of (5) . Such an operation leads to the following n remodelled TCEs:
where j ¼ 0, 1, . . . , n 2 1. Because n and m are assumed to be coprime, for a given l [ f0, 1, . . . , n 2 1g there exists a unique positive j [ f0, 1, . . . , n 2 1g such that jm 2 nk ¼ l, where k is an integer. This implies that the set of n TCEs in (6a) is equal to that in (6b). Note that (6a) can be simplified to
and each of the above remodelled TCEs has a countably infinite number of roots. According to (2) and (3), we can represent the roots of the n remodelled TCEs in terms of the Lambert W function as
K p ! 0 and m odd
where s l,k denotes the kth root of the lth remodelled TCE in (6c). It is noted that the Lambert function W(z) is multivalued and as such it has many branches [11, 29] . The different possible branches are denoted by W k (z) for any k ¼ 0, +1, +2, and so on. Owing to the multivaluedness of the function (s þ a)
1/m for a positive integer m . 1, a root s l,k of the remodelled TCEs (6) is not necessarily a pole of the transfer function (4), as shown in Fig. 2 for the case with (n/m, K p , t, a) ¼ (2/3, 1.5, 0.5, 1). It has been observed in [30] that the set of poles of system (4) is a subset of the set of roots of the n remodelled TCEs in (6) . In particular, some observations about the relationship between the system's poles and the roots of the remodelled TCEs include the following.
Each set of roots fs
, is a pole of the system, then s l,kþjm for j ¼ +1, +2, . . . , are poles of the system. 3. If the root s l,k has a non-negative imaginary part, then the branch index k ! 21.
4. If the root s l,k is complex, then there is a root s l 0 ,k 0 which is the complex conjugate of s l,k .
With these observations, we can obtain the non-negative imaginary-part poles of the system (4) via the Lambert W function evaluation as follows:
Step 1. Compute the roots s l,k , k ¼ 21, 0, . . . , m 2 1; l ¼ 0, 1, . . . , n 2 1 of the remodelled TCEs with the Lambert W function expression (7).
Step 2. For each l [ f0, 1, . . . , n 2 1g, find the least index n(l ) from the integer set f21, 0, . . . , m 2 1g such that =fs l,n(l ) g ! 0 and s l,n(l ) satisfies the original TCE (5), where =f . g denotes the imaginary part of the indicated quantity.
. . , n 2 1 in the order of decreasing real parts and denote the rearranged poles by s 0 , s 1 , . . . , s n21 . Then s 0 , s 1 , . . . , s n21 are the first n non-negative imaginary-part poles of the system with <fs 0 g . <fs 1 g . . . . . <fs n21 g, where <f . g denotes the real part of the indicated quantity.
Step 4. Compute the remaining non-negative imaginarypart poles as
Step 5. Set the complex conjugate poles s k for computed positive imaginary-part poles s k , k ¼ 1, 2, . . .
Computation of time responses for fractional delay feedback systems
Without loss of generality, we consider the computation of unit-step response of the fractional delay feedback system shown in Fig. 1 . More precisely, we are to obtain the inverse function y 0 (t) of the Laplace transform
in terms of the eigenmodes of the system. Once the delay-free response function y 0 (t) is obtained, the system step response function can be represented by (8), we can obtain the corresponding time function value y 0 (t) for each specified t ! 0 by evaluating Bromwich's integral [31] y 0 ðtÞ ¼ 1 i2p
where s is greater than the abscissa of convergence of Y 0 (s); that is, Y 0 (s) has no singularity in the half plane of <fsg ! s. It has been pointed out by Hwang et al. [10] that Bromwich's integral can be computed via first letting s ¼ s þ i tan x/2 in (9) and then solving the initial value problem dŷ 0 ðx; tÞ dx
to give an accurate approximate solution y 0 (t) ¼ŷ 0 (p; t). This numerical approach, although reliable and accurate, only gives a pointwise solution to the inverse Laplace transform problem. Here, as motivated by the fact that the Lambert W function evaluation has become a standard function of many popular mathematical software packages, we seek here to approximate the time-response function y 0 (t) by its dominant eigenmodes. Because (2), which defines the Lambert W(z) function solution, has double roots W 0 (z) ¼ W 21 (z) ¼ 21 when z ¼ 2e 21 , we can assume for m . 1 all the poles of the TCE (5) are simple. In this case, it is intuitive to assume 
where s k are the poles of the system. In the above expansion, the coefficients c 0 and c k are given by
The partial fraction expansion (11) for Y 0 (s) naturally leads to the time function
It is noted that expression (13) for representing the time response y 0 (t) in terms of the system's eigenmodes e s kt is correct for integer-order delay systems, as has been used by Asl and Ulsoy [15] . However, for a fractional-order delay system, the singularities of Y 0 (s) consist of isolated poles and a non-isolated branch cut associated with the multivalued function (s þ a)
1/m , and hence the expression is not an exactly correct representation for y 0 (t). To see this, we construct a closed contour G as shown in Fig. 3 to enclose all the poles of Y 0 (s) while excluding the branch cut (21, 2a) . In this figure, G R þ and G R 2 are quarter circles of radius R ! 1 centring at the origin, G e is a small open circle of radius e!0 centring at the point s ¼ 2a, and G C þ (resp. G C 2) is the line lying above (resp. below) the branch cut (21, 2a) , which joins G R þ and G e (resp. G R 2 and G e ).
As
Using Jordan's Lemma [32] , it can be shown that the second and fourth integrals in the last equation vanish as R ! 1 and e ! 0, because along the arcs G R þ and G R 2 of infinity radius the integrals are zeros because of the vanishing integrand on these two arcs. Hence, applying the Cauchy residue theorem to the first integral in (14) and substituting
into the third integral, we finally obtain an expression for the time response function y 0 (t):
c k e s k t À y 0;c ðtÞ ð 15aÞ
where the coefficients c 0 and c k are given in (12) . Notice that y 0 c (t) in (15) is contributed by the branch cut of the multivalued function ffiffiffiffiffiffiffiffiffiffiffi s þ a m p . Figure 4 shows the time function y 0 c (t) for the system with parameters (n/m, K p , t, a) ¼ (2/3, 1.5, 0.5, 1).
It can be seen from this figure that the neglect of y 0 c (t) will incur a significant transient error in the time response y 0 (t) of the system. This is particular true for small time t. However, in practice, it is inconvenient to compute the improper integral (15b) or to compute an infinite number 
where
which has no pole at s ¼ 0 for c 0 given by (12a). Using Parseval's identity [32] , the performance index J(l) can be equivalently evaluated in the frequency domain by
Ài1
Eðs; lÞEðÀs; lÞ ds ð21Þ
Substituting (19) into (21) and using the Cauchy residue theorem [32] , we have
Here, it is noted that the closed-form solutions to the integrals J k (l) and K k,l , that is, the last equations of (23b) and (23c), are obtained by first closing the contour of integration on a semicircle of infinity radius and then applying Cauchy's residue theorem. Also noted is that a closedform solution to the integral I 0 (l) in (23a) is in general not available. However, the I 0 (l) can be evaluated rather accurately with a numerical integration scheme as displayed in (10), although it is not needed in the determination of the optimal expansion coefficients d k .
The necessary conditions for the minimum of the performance index J(l) are that the first-order partial derivatives of J(l) with respect to the decision variables d k vanish, that is,
Substituting expression (22) for J(l), we have
This is a set of (2N þ 1) linear equations, which allows the (2N þ 1) unknowns d 0 k s to be uniquely determined. The above derivation is easily adapted to the case where the system has no real pole; that is, the term d 0 e s 0 t is absent from the expansion (16) .
An alternative approach to compensating the error caused by neglecting of the relaxed response y 0 c (t) in (15) , where the unknowns A . 0 and a . 0 are to be determined so that the integral of square error is minimised. In this case, the approximate solution to y 0 (t) in (15a) is approximated bỹ
which has the Laplace transform
Hence, the Laplace transform of the error variable ẽ(t) ¼ y 0 (t) 2 ỹ 0 (t) is given bỹ
where Y 0 (s) is given by (8) and
Moreover, the corresponding integral of the square error can be represented bỹ
Ài1Ẽ ðsÞẼðÀsÞ ds ð30Þ
Substituting (28) into the last equation and using the Cauchy residue theorem, we havẽ
ð31Þ where
is independent of the unknowns A and a. With the expression in (31), the necessary conditions for A and a to minimise the performance index J˜are easily obtained as follows:
where X 0 0 (a) ¼ dX 0 (a)/da. To obtain the optimal A and a, one has to solve the above two non-linear algebraic equations. Once the optimal real mode Ae 2at has been obtained, we can further improve the response solution by optimally tuning the expansion coefficients f k of the approximation
with the method of solving a system of linear equations, as presented for determining optimal coefficients d k in the expansion (16) . Finally, it should be mentioned that the closed-loop transfer function of the feedback delay system in Fig. 1 
As a result, the impulse response of the system, which is the inverse of the Laplace transform G(s), can be expressed as
where u(t) is the unit step function, G(x) is the gamma function, and int( . ) denotes the integer part of the indicated quantity. Moreover, the unit step response y 0 (t), which is the integral of the impulse response g(t), can be represented by
Gððk þ 1Þn=mÞ
Here we see that the expansion of feedback delay transfer function G(s) in a power series in delay e 2ts allows one to represent the impulse and unit step responses of the system by explicit expressions (36) and (37). In actual computation, however, there are difficulties in using these two expressions. First, they involve the gamma function evaluations and, consequently, invoking a library gamma function from a commercial mathematical software package is unavoidable. Secondly, the number of expansion terms involved in these two expressions may be very high when the ratio of time to delay time, that is, t/t, is very large. This is particularly the case when the delay time t is relatively small. Thirdly, there is generally no exact form for the integral in (37), and, therefore, the use of this expression for computing the step response y 0 (t) inevitably needs numerical integration of a definite integral for each t. Nevertheless, the expression (37) is quite favourable for computing the unit step response y 0 (t) for the case where the delay time t is relatively large.
Simulation results
Consider the fractional delay feedback control system in Fig. 1 with the parameters (n/m, K p , t, a) ¼ (2/3, 1.5, 0.5, 1). Note that these parameters are chosen to account for the pitfall in using the Lambert W function evaluation to calculate the poles of a feedback fractional delay system. For this system, there are n ¼ 2 remodelled TCEs and their roots are computed with Maple's Lambert W function [34] . Figure 2 shows the computed roots of the two remodelled TCEs and the poles of the system. From this figure it is seen that the feedback system is stable, because all the poles are located in the open left half of the s-plane. The dominant poles are obtained by letting
. . , and
The time response y 0 (t) computed by solving a set of initial value problems (10) with the numerical integration routine DIVPAG of the IMSL package [35] is shown in Fig. 5 . In obtaining this response, we set the maximum step length of integration to 0.01 and the error tolerance to 1Â10
210 . These function values are very close to those computed from expression (37) and, hence, they are reasonably chosen as the exact solutions for the comparison purpose. To compute dominant eigenmode approximation of the response, we set c 0 ¼ 0 and d 0 ¼ 0 because the system has no real pole. Table 1 shows the error of the response obtained by a direct truncation of the expansion (16) with N ¼ 50, incurred by the neglect of the portion contributed by the branch cut. It is obvious from this table that the major error is indeed caused by neglecting the contribution of the branch cut. To remedy this disadvantage 25 . Figure 6 compares the relative errors, (ŷ 0 (t) 2 y 0 (t))/y 0 (t), of the computed approximate responsesŷ 0 (t). It is clear that the proposed optimal approximation with exponentially weighted error criterion can compensate the transient response error. The conclusion is further supported by Figure 7 , which shows the goodness of the approximations using a different number of dominant poles.
As a second approach to compensate truncated terms, which include non-dominant modes c k e s k t for jkj . N ¼ 50 and the response portion y 0 c (t) contributed by the branch cut, we have solved the non-linear equations (33) to obtain an optimal real mode Ae 2at with A ¼ 0.03182607 and a ¼ 1.87192810 for the approximate responseỹ 0 (t). The ISE performance index for this approximation is J ¼ 2.93477169 Â 10 27 , which is smaller than J(0.0) ¼ 0.886688306 Â 10 24 , the ISE of the approximationŷ 0 (t) with the weighting parameter l ¼ 0. With this mode Ae 2at fixed in (34), we have computed the optimal expansion coefficients f k in the expansion (34) . The ISE performance index for this approximate response y
, which is smaller than J˜.
Conclusions
In this paper, the approach of using a Lambert W function for the time-domain analysis of a class of fractional-order time-delay feedback systems has been presented. It is noted that there are two pitfalls associated with the approach due to the multivalued characteristic of the transfer function of the fractional-order system. The first pitfall is that of remodelling the system transcendental characteristic equation to equations that admit their roots being represented by the Lambert W function. This equation remodelling introduces superfluous roots, which are not the poles of the system. A rule for picking up poles of the system from the roots of the remodelled TCE has been established in this paper. This rule can eliminate unnecessary computation of the superfluous roots of the remodelled TCEs. The second pitfall is that of assuming that the time response of a fractional delay system is determined solely by its poles. In fact, the singularities of the transfer function of a fractional-order system include poles and branch cuts. The neglect of the time response contributed by the branch cut inherently leads to a significant transient response error.
To compensate the error caused by neglecting the contribution of the branch cut, three optimal approximation schemes for using dominant eigenmodes of the system have been proposed. Simulation results have verified the merit of these optimal approximation schemes for the time responses of fractional delay feedback control systems. Because the poles of a fractional delay system can be computed using the Lambert W function evaluation, the proposed usage will greatly facilitate time-domain analysis of fractional delay systems.
