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Abstract
This thesis proposes an adaptive algorithm which applies feature extraction and cluster-
ing techniques for cloning detection and localization in digital images. Multiple contri-
butions have been made to test the performance of different feature detectors for forensic
use. The first contribution is to improve a previously published algorithm by Wang et
al. by localizing tampered regions using the grey-level co-occurrence matrix (GLCM)
for extracting texture features from the chromatic component of an image (Cb or Cr
component). The main trade-off is a diminishing detection accuracy as the region size
decreases.
The second contribution is based on extracting Maximally Stable Extremal Regions
(MSER) features for cloning detection, followed by k-means clustering for cloning lo-
calization. Then, for comparison purposes, we implement the same approach using
Speeded Up Robust Features (SURF) and Scale-Invariant Feature Transform (SIFT).
Experimental results show that we can detect and localize cloning in tampered images
with an accuracy reaching 97% using MSER features. The usability and efficacy of our
approach is verified by comparing with recent state-of-the-art approaches.
For the third contribution we propose a flexible methodology for detecting cloning in
images, based on the use of feature detectors. We determine whether a particular match
is the result of a cloning event by clustering the matches using k-means clustering and
using a Support Vector Machine (SVM) to classify the clusters. This descriptor-agnostic
approach allows us to combine the results of multiple feature descriptors, increasing the
potential number of keypoints in the cloned region. Results using MSER, SURF and
SIFT outperform state of the art where the highest true positive rate is achieved at
approximately 99.60% and the false positive rate is achieved at 1.6%, when different de-
scriptors are combined. A statistical filtering step, based on computing the median value
of the dissimilarity matrix, is also proposed. Moreover, our algorithm uses an adaptive
technique for selecting the optimal k value for each image independently, allowing our
method to detect multiple cloned regions.
Finally, we propose an adaptive technique that chooses feature detectors based on the
type of image being tested. Some detectors are robust in detecting features in textured
images while other detectors are robust in detecting features in smooth images. Com-
bining the detectors makes them complementary to each other and can generate optimal
results. The highest value for the area under ROC curve is achieved at approximately
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98.87%. We also test the performance of agglomerative hierarchical clustering for cloning
localization. Hierarchical and k-means clustering techniques have a similar performance
for cloning localization. The True Positive Rate (TPR) for match level localization is
achieved at approximately 97.59% and 96.43% for k-means and hierarchical clustering
techniques, respectively. The robustness of our technique is analyzed against additive
white Gaussian noise and JPEG compression. Our technique is still reliable even when
using a low signal-to-noise (SNR = 20 dB) or a low JPEG compression quality factor
(QF = 50).
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Chapter 1
Introduction
Image content can be altered easily without leaving any visible traces. This has led
to the development of image forensic techniques for finding clues within an image to
help determine whether the image is original or tampered. Image forensic tools can be
classified into one of two main categories: active and passive. Active techniques require
the presence of authentication data, embedded in the image during the acquisition pro-
cess. Passive techniques, on the other hand, rely only on the image content for tamper
detection. Passive forensics is increasing in significance due to the availability of various
software tools that can be used to alter original content without visible traces, and the
increasing public awareness of such tampering. Many passive image tamper detection
techniques have been proposed in the literature, some of which use feature extraction
methods for tamper detection and localization.
Multimedia content integrity is becoming a major issue of concern nowadays due to the
ability to change or modify any type of media such as audio, video or images using any of
the abundant multimedia editing software (e.g. Photoshop). Image manipulation goes
far back in history. One of the earliest forms of photograph manipulation happened in
1864 when parts from three different images were combined into one composite image.
Figure 1.1 shows the composite image on the left (taken during the American civil
war) where the face of General Ulysses S. Grant is placed on the body of Major General
Alexander M. McCook while riding his horse [1]. The background is of prisoners captured
at the battle of Fisher’s Hill in Virginia. In the digital age, image manipulation is
becoming more common. Therefore, images can no longer be trusted especially when
1
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Figure 1.1: One of the earliest examples of photograph manipulation (1864) [1].
used as evidence in a court of law since tampering may not be visible to the naked
eye. As a result, the field of digital image forensics is targeted towards studying and
analyzing digital images and confirming authenticity or tampering. Although the field
of image forensics is a fairly new research field, it is expanding very rapidly. Many
researchers have proposed distinct and effective approaches for image tamper detection.
Image tampering may take different forms. Cloning is a well-known tampering technique
where part of an image is copied and pasted in another part of the same image. Splicing
is another tampering technique in which one or more images (or parts of an image) are
merged into one composite image (Figure 1.2). Image forensic tools can be classified
into two main categories: active and passive. Watermarking, for example, has been used
for copyright protection of digital media while other watermarking techniques such as
fragile and semi-fragile watermarks have been used to detect and localize alteration to
the media content. On the other hand, passive forensic tools are used to authenticate
and verify the digital content and also detect any tampering applied to the media. The
analysis is therefore performed on a blind basis. Chapter 2 gives more details about
these two categories.
1.1 Research Significance & Motivation
Many algorithms have been developed for passively validating the authenticity of images
[3], [4], [5]. There is a persistent need for image forensics to detect image manipulations
and verify the image content. Although many techniques have been proposed in the
literature for verifying digital image content, there still remains a need for effective
Chapter 1 3
Figure 1.2: Digital image splicing example [2].
techniques to address some challenges such as detection of multiple cloned regions, lo-
calization of cloned areas, robustness against geometric transformations and other image
degradation (e.g. compression and noise). These challenges are the main motivation for
the work in this thesis. The aim of this thesis is to develop and analyze new techniques
for tamper detection in digital images. More precisely, this research focuses on cloning
detection and localization in digital images. We specifically choose to focus on cloning
because it is one of the most common types of tampering in digital images. The other
common type of tampering in digital images is splicing which is beyond the scope of this
thesis and will be addressed in our future work. The motivation behind this research
is to address the main challenges that are still facing researchers in the field of image
forensics. These challenges are:
• Detection of multiple tampered regions.
• Detection of tampered regions where geometric transformations have been applied.
• Detection of tampered regions with low spatial frequency (e.g. smooth regions
with minimum texture).
• Localization of tampered regions.
• Robustness against JPEG compression and noise.
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1.2 Research Methodology
In this thesis we focus on pixel-based tamper detection techniques, because of their ease
of use since they do not need human intervention. In contrast, techniques based on
geometric/lighting/shadow analysis need a human to select the regions of interest, so
it cannot be applied in bulk to many images. Feature extraction is utilized for cloning
detection in digital images in combination with clustering for cloning localization. We
specifically choose this methodology because feature extraction could uncover matches
between different regions in an image which could indicate the presence of cloning. The
rationale behind using clustering is that we need to distinguish between original matches
(i.e. matches between two original regions in an image such as two authentic windows)
and cloned matches (i.e. matches between original regions and cloned regions such as
an original tree and its clone). The proposed algorithm has three main components:
feature extraction (for cloning detection), clustering and SVM for cloning localization.
The following sections highlight the main objectives and contributions of the thesis in
more detail.
1.3 Research Aims and Objectives
The aims and objectives of this research are as follows:
• Propose and analyze a tamper localization approach using Gray-Level Co-occurrence
Matrix (GLCM).
• Propose and analyze cloning detection techniques based on feature extraction (us-
ing Maximally Stable Extremal Regions (MSER), Speeded Up Robust Features
(SURF), Scale-Invariant Feature Transform (SIFT), Shi-Tomasi, and Harris de-
tectors).
• Propose and analyze clustering techniques such as k-means and hierarchical clus-
tering for cloning localization.
• Incorporate a Support Vector Machine (SVM) for cloning localization.
• Propose and analyze an adaptive algorithm for detecting cloning in regions with
different textures.
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• Investigate performance trade-off of algorithms in cloning detection and localiza-
tion. The performance is measured using different metrics such as true positive
rate, false positive rate, and pixel level detection.
• Compare our proposed algorithm’s performance with similar state-of-the-art tech-
niques proposed by Amerini et al.[6] and Chen et al.[7].
• Investigate our algorithm’s robustness against white Gaussian noise and JPEG
compression with different quality factors.
1.4 Contributions
The contributions in this thesis are focused on adapting feature extraction and clustering
techniques for digital image forensics. The following subsections provide more details
on each contribution. Figure 1.3 shows the hierarchy of digital image forensics and
highlights the contributions of this thesis within the digital image forensics domain.
1.4.1 Forgery Localization Based on Image Chroma Feature Extrac-
tion
We extend an algorithm by Wang et al. [8] that uses GLCM for extracting texture
features from the chromatic component of an image. Wang et al.’s algorithm is able to
detect whether a whole image is tampered or original. However, if the image is tampered
it does not localize the location of the tampering. We improve the algorithm by adding
localization of tampered regions. We can localize tampered blocks as small as 8 × 8
pixels.
1.4.2 Cloning localization based on feature extraction and k-means
clustering
We propose using a feature detector which, as far as we are aware of, has not been
used for tamper detection before. Our proposed technique is based on extracting MSER
features for cloning detection [9]. The feature extraction process is followed by k-means
clustering for cloning localization. The main goal behind using a clustering technique
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Figure 1.3: Hierarchy of digital image forensics with a highlight on the contribution
of this thesis.
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such as k-means is to distinguish between original matches (i.e. matches between original
regions in an image) and cloned matches (i.e. matches between original and duplicated
regions in an image). Furthermore, we implement the same approach two other feature
detectors: SURF and SIFT. Our results for using the MSER detector can be effectively
used for cloning detection with a 97% detection accuracy.
1.4.3 A Cloning Localization Approach Using k-Means Clustering and
SVM
An algorithm that uses different combinations of feature detectors for detecting cloning
in images is proposed. The first combination of feature detectors we use is: MSER &
SURF. The second combination is MSER & SURF & SIFT. The third combination is
SURF & SIFT. The goal behind testing these different combinations is to show which
combination gives the best performance in cloning detection. We also propose using
k-means clustering for cloning localization. The next step in cloning localization uses
SVM to classify the clusters (i.e. distinguish between clusters having original matches
and clusters having cloned matches). A statistical filtering step is also proposed, in-
creasing the homogeneity of the clusters and thereby improving results. Furthermore,
our algorithm works well when there are multiple cloned regions. An adaptive technique
is used for selecting the optimal k value for each image independently. Finally, we show
that our algorithm works well when the training and testing images come from different
datasets.
1.4.4 Adaptive Algorithm for Detecting Cloning in Images with Dif-
ferent Textures
An improvement to our previous algorithm is implemented by proposing an adaptive
technique that chooses feature detectors based on the type of image being tested. The
ability to select feature detectors make the proposed technique adaptive. Some detectors
are robust in detecting features in textured images while other detectors are robust in
detecting features in smooth images. Combining the detectors makes them complemen-
tary to each other and can significantly improve cloning detection and localization in
images. Finally, we test the performance of hierarchical clustering for cloning localiza-
tion. We use the same algorithm and change the clustering technique. Results show
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that agglomerative hierarchical clustering performs as good as k-means clustering in
terms of having similar pixel level detection rates. However, k-means has the advantage
of being less computationally expensive compared to agglomerative hierarchical cluster-
ing. Finally, we evaluate the performance of our proposed technique by analyzing its
robustness against additive white Gaussian noise (AWGN) and JPEG compression with
different quality factors (QFs).
1.5 Publications
1.5.1 Journal Paper Under Review
Areej S. Alfraih, Johann A. Briffa, and Stephan Wesemeyer. A Cloning Localization
Approach Using k-Means Clustering and SVM. (Accepted for publication in July 2015
in SPIE Journal of Electronic Imaging).
1.5.2 Conference Papers
Areej S. Alfraih, Johann A. Briffa, and Stephan Wesemeyer. Cloning localization based
on feature extraction and k-means clustering. International Workshop on Digital-forensics
and Watermarking, Taipei, Taiwan, October 1-4, 2014.
Areej S. Alfraih, Johann A. Briffa, and Stephan Wesemeyer. Forgery Localization Based
on Image Chroma Feature Extraction. International Conference on Imaging for Crime
Detection and Prevention (ICDP), pages 163-166, IET, 2013.
1.6 Thesis Outline
The thesis is organized as follows:
• Chapter 2 describes the relationship between the multimedia security, data hiding
and digital forensics domains. We briefly highlight the recent state-of-the-art tech-
niques in the first two domains. Next, we address the third domain focusing on
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digital image cloning and splicing detection and localization techniques in the liter-
ature. We also give a brief summary of the main characteristics and disadvantages
of the tamper detection techniques discussed in the chapter.
• Chapter 3 explains our improvement on Wang et al.’s algorithm [8] by adding
localization of tampered regions using GLCM.
• Chapter 4 analyzes MSER features for cloning detection in digital images and how
k-means clustering technique can be applied for cloning localization.
• Chapter 5 discusses the advantages of combining different feature detectors, such as
MSER and SURF, for cloning detection. Furthermore, we analyze the combination
of k-means clustering and SVM for cloning localization.
• Chapter 6 discusses the application of Shi-Tomasi and Harris detectors for smooth
region detection. Moreover, we evaluate the performance of another clustering
technique (e.g. agglomerative hierarchical clustering) in cloning localization. Fi-
nally, we show the robustness of our technique against additive white Gaussian
noise and JPEG compression.
• Chapter 7 summarizes, concludes and discusses future work in digital forensics.
Chapter 2
Literature Review
This chapter is focused on reviewing digital forensic techniques for source device iden-
tification and multimedia tamper detection. The tasks of multimedia/digital forensics,
according to Chen et al. [10], can be grouped into six categories as follows:
1. Source classification.
2. Device identification.
3. Device linking.
4. Processing history recovery.
5. Tamper detection.
6. Anomaly investigation.
However, the two categories with greater public interest are: source identification [11],
[12] and [13] and tamper detection [14], [15] and [16]. Source identification refers to
linking the digital image to its capturing device and identifying the make and model
of that device. This is particularly useful for validating the real source of the image.
However, this cannot be effectively achieved unless proper image features are selected for
the analysis process. In [17] Hu et al. discussed the significance of robust feature selection
for source camera identification purposes. Furthermore, there has been a significant
number of methods in the literature that explore finding the sources of digital images
based on some artifacts, (e.g. artifacts caused by sensor or lens or color filter array),
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in the capturing device [12], [13]. For example, Li [11] proposed a technique that used
sensor pattern noise as a unique ‘fingerprint’ to help in tracing back the camera used in
capturing the digital image. Another technique by Hu et al. used a different and robust
‘fingerprint’ based on matching signs between query and reference for source camera
identification [18]. The following subsection gives more details on techniques used for
source device identification.
2.1 Source Device Identification
The techniques in this section rely on analyzing some artifacts caused by the capturing
device to link the device to the digital content it captured. There has been many
techniques for identifying the source camera based on sensor pattern noise (SPN) [19],
[20], and [12]. The sensor is one of the components inside a camera which is responsible
for converting light into a digital representation. Figure 2.1 shows the schematic diagram
for the acquisition pipeline in typical camera devices.
Figure 2.1: Acquisition pipeline in typical camera devices.
Kang et al. proposed a technique that improved the performance of camera identification
based a novel camera reference phase sensor pattern noise (SPN). In another work by
Corripio et al. [20], they proposed a technique that extracted wavelet based features
and sensor patter noise for source camera identification. A more recent work by Li et
al.[12], proposed a new scheme to resolve two important problems about sensor pattern
noise (SPN). The first problem is that SPN can be severely distorted by the details in
a digital image. The second problem is associated with having a high computational
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cost for computing correlation between SPNs when the SPN has high dimentionality.
The proposed scheme is based on principal component analysis (PCA). The SPN is
transformed into eigenspace spanned by the principal components. The dimentionality
reduction property of PCA will reduce the size of SPN and reduce the time needed for
computing the similarity between SPNs. Experiments were conducted using different
image sizes. The computational time for computing the normalized cross-correlation
(NCC) were as low as 0.05 seconds while three state-of-the-art techniques were around
7 seconds. The same authors proposed a novel reference estimator based on composite
sensor pattern noise to improve the performance of source camera identification in [13].
The estimator was based on a smoothness and brightness measurement for evaluating
the quality of SPN blocks. Results showed that the proposed method was more efficient
than the methods based on the averaged reference SPN in resolving the problem of
source device identification when the imaging camera was not presented.
2.2 Tamper Detection Techniques in Digital Multimedia
In this section we provide a literature review about recent digital multimedia forensic
techniques. We first give a very brief overview of the techniques proposed for audio
and video tamper detection. However, the discussion about audio and video tamper
detection techniques is limited since they are beyond the scope of this thesis. As such,
we will review a wide range of techniques for digital image tamper detection, which is
the main focus of this thesis.
In [14], Hu et al. proposed a new method which analyzed the electric network frequency
(ENF) in an audio signal to determine authenticity or tampering. They also proposed
an enhanced method for audio tamper detection in [21]. Similarly, there has been many
proposed techniques for video tamper detection such as [15], and [22]. In [15], Hu et al.
proposed detecting video frame duplication based on the fingerprints that are extracted
from discrete cosine transform (DCT) coefficients. In another work by Goodwin and
Chetty [22], they proposed a novel model for video tamper detection. The model was
based on information fusion and feature transformation.
For digital image tamper detection techniques, image content validation is of major
significance especially when an image is used as evidence in a court of law. Image
Chapter 2 13
forgeries can vary in form as we described earlier in Chapter 1. When it is performed
using a professional image editing software it would be almost impossible for the naked
eye to distinguish between original and altered images. Hence, the role of passive image
forensics is becoming increasingly important. According to Farid [23], passive image
forensic tools/techniques can be classified into the following categories:
• Pixel based: analyze pixel level by using statistical means [16],[6] and[24].
• Camera based: analyze imperfections in an image by using artifacts caused by the
camera lens, sensor, or on-chip post-processing [25], [26] and [27].
• Physical based: analyze relationship between physical objects, light, and the cam-
era by using physical theories[28], [29] and [30].
• Geometric based: analyze locations of objects in the world relative to the camera
by using geometry[31] and [32].
• Image format based: analyze statistical correlations caused by compression schemes
by using statistical methods[33], [34] and [35].
Many passive techniques have been proposed in the literature for splicing and cloning de-
tection. The following review highlights the recent tamper detection techniques grouped
according to their categories (i.e. pixel based, camera based, etc.).
2.2.1 Pixel Based Methods
Pixel based methods analyze the image at pixel level and can be further divided into two
main categories: feature extraction methods and statistical methods. Feature extraction
methods use feature descriptors to extract features from the whole image or from image
blocks. Afterwards, a comparison between keypoints or blocks is made to detect cloning
in cases of similarity. Statistical methods, on the other hand, use techniques based on
analyzing correlations, histograms or any other statistical representation of pixels. The
following two subsections presented the most recent work in each of these two categories.
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2.2.1.1 Feature Extraction Methods
Many algorithms based on feature detection and extraction have been presented. Feature
detectors are either keypoint-based or block-based. Keypoint-based detectors extract
keypoint features from a whole image, where block-based detectors extract features from
image blocks. Christlein et al. [36] compared the performance of keypoint-based and
block-based detectors. Experiments were performed to measure both image-level and
pixel-level performances. The results of their application showed that keypoint-based
detectors such as SURF and SIFT outperformed other detectors in terms of tamper
detection in addition to having very low computational cost. Block-based detectors, on
the other hand, have a higher computational cost, but they can improve results when
the image contains low contrast regions.
A recent key paper by Amerini et al. [16], described a technique based on extracting
SIFT features, and compared them to determine matching regions. Agglomerative hi-
erarchical clustering was used to localize the cloned areas in an image, followed by an
estimation of the geometric transformation used in the tampering process. The main
challenge for the technique occurred when the cloned region was spatially close to the
original source. The same authors eventually proposed an improved technique to over-
come this challenge in [6], using J-Linkage to perform robust clustering in the space
of the geometric transformation. The improvement in [6] was 12.6% (TPR for cloning
detection) over the results in [16]. Similarly, Bourouis et al. [24] proposed another mod-
ification of the clustering methodology of [16]. This was given as an example application
for the Bayesian learning of mixture models with generalized inverted Dirichlet mixtures.
Experimental results showed that the technique was effective by achieving 93.27% TPR,
but not better than 93.42% TPR as achieved in [16]. A common problem with all the
above techniques is the high computational cost for partitioning the data into a specific
number of clusters.
Other improvements to [16] involved the use of different feature descriptors without
clustering, thus, avoiding the associated computational cost. For example, Zhao and
Zhao [37] used Harris Feature Points instead of SIFT, with Local Binary Patterns (LBP)
as feature vectors. They also simplified the detection of matches by using the best-bin-
first (BBF) algorithm. Their results showed an improvement over the use of SIFT; in
particular, they showed that SIFT could not find reliable feature points in small regions
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and regions with minimum visual structure. In another work, YunJie et al. [38] extracted
anisotropic rotationally invariant features, by decomposing overlapping blocks using
dual tree complex wavelet transform (DTCWT) and applying the Fourier transform to
the subband energies. Feature matching was performed after lexicographical sorting
of the feature vectors. Their results showed an improvement over the use of SIFT,
even after JPEG compression has been applied. Another similar approach is due to Li
et al. [39], using the Polar Harmonic Transform (PHT) to extract rotation and scale
invariant features from circular blocks. Again, lexicographical sorting was used for match
detection.
Ryu et al. [40] presented a method for detecting copy-rotate-move tampering using
Zernike moments. The image was divided into overlapping blocks and Zernike moments
were calculated for each block. All computed moments were vectorized. The complete
set of vectors was then lexicographically sorted. The Euclidean distance was computed
between adjacent pairs of vectors. If the distance was less than the specified thresh-
old, then the two blocks were suspected to be tampered. The same authors improved
their technique in [41] by extracting the magnitudes of Zernike moments from image
blocks and using them as features. Afterwards, locality sensitive hashing (LSH) was
used for removing falsely matched block pairs. In another work [42], Imamoglu et al.
proposed using Krawtchouk moments for tamper detection in digital images. Results
showed that the technique was robust in detecting copy-move tampering in regular and
irregular shaped regions. It was also robust against additive white Gaussian noise and
blurring attacks. Similarly, Davarzani et al. [43] used Multiresolution Local Binary
Patterns (MLBP) as block features. Their technique could efficiently detect duplicated
regions even if they were rotated, scaled, blurred or compressed. However, duplicated
regions with arbitrary rotation angles could not be detected. The authors mentioned
that combining with SIFT might possibly overcome this challenge.
Independently of [16], Bo et al. [44] extracted SURF for copy-move detection. Their
method seemed to perform well, even in cases of rotation and scaling; however, no
quantitative results were given, making it impossible to compare. This method was
later extended by Shivakumar and Baboo [45] by combining SURF with the use of the
KD-tree (short for k-dimensional tree) algorithm for matching features. The KD-tree
is used to organize points in a k-dimensional space. Based on their results, the main
drawback of the method was failure in detecting very small regions.
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In another work, Shi et al. [46] proposed a method that used a natural model for
splicing detection. The image features were extracted from the test image then applying
a multi-size block DCT. Afterwards, the Markov transition probabilities were extracted
from the test image. The proposed model worked effectively on the Columbia Image
Splicing Detection Evaluation Dataset [47] achieving an accuracy of 92%. Furthermore,
it outperformed the algorithms proposed by Ng et al. [48], Fu et al. [49] and Chen et
al. [50] that obtained accuracy levels of 72%, 80% and 83%, respectively.
Carvalho et al. [51] presented a method that extracted texture and edge based features
from color images. Classification was then performed using an SVM classifier. Pan and
Lyu [52] extracted SIFT features then determined duplicate regions based on a feature
matching technique. Similarly, Chen et al. [7] presented a method that detected Harris
corner interest points in an image, then statistical analysis was performed to represent
image regions around Harris points. Chen et al.’s method [7] outperformed Pan and
Lyu’s method [52] achieving a cloning detection accuracy of approximately 92.15% and
89.96%, respectively.
Muhammad [53] extracted features from the chrominance component of an image for
image tamper detection. His method computed the Weber Pattern (WP) histogram
which was used as a texture feature for the image. A classifier was then used to make a
final decision on the image. This method showed an increase of 18% in detection accuracy
compared to the method by Peng et al. [54] which extracted compound statistical
features from gray scale images for tamper detection. Similarly, Hussain et al. [55]
presented a method that extracted Weber Law Descriptors (WLD) from the chrominance
component of images. An SVM classifier was then used to make a final decision on the
whole image.
In summary, we can see that all the above techniques extracted features either from the
whole image or from image blocks to detect tampering. The computational time for
block based methods can be higher than keypoint based methods [36]. Furthermore,
some methods can detect only one type of tampering such as copy-pate since it is based
on feature matching. While other methods can detect any type of tampering such
as splicing and copy-paste. These methods are more practical and useful in real case
scenarios since they can be used to test any type of image regardless of the type of
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tampering applied. These methods become even more useful when they implement
localization of tampered regions.
2.2.1.2 Statistical Methods
Many statistical methods have been proposed for detecting tampering based on study-
ing pixel correlations and this section gives an overview of the most recent methods.
Lin et al. [56] presented a method that analyzed the inter-channel similarities of RGB
channels in color images. Their research addressed the issue of cut-and-paste tamper-
ing detection. According to the authors a cut-and-paste image tampering could be
exposed by detecting contrast enhancement between the background and copied region.
The contrast enhancement would in turn disturb the inter-channel pixel correlations.
The tamper detection was tested using a classifier for different block sizes (16×16 and
128×128). Experimental results outperformed results from [57] by Stamm et al. which
also analyzed the effects of contrast enhancement on high-frequency components in the
histogram spectrum. The TPRs for the classification were 90% and 95% for the 16×16
and 128×128 blocks, respectively. Furthermore, the technique was robust against the
anti-forensic algorithm proposed by Barni et al. [58].
Dong et al. [59] proposed a technique based on analyzing the artifacts that tampering
introduced in pixel correlation and coherence. The proposed technique relied on the
concept of pixel “run” which gave the number of consecutive pixels having the same
gray level intensity with respect to a particular linear alignment. Although the method
produced the desired results its accuracy level ranges between 69.75% and 84.36% de-
pending on feature sets used.
In another work, Popescu and Farid [60] analyzed pixel correlations that were sensitive
to re-sampling or any kind of tampering. Whether it was up-sampling or down-sampling
the process will definitely introduce varying correlations between neighboring pixels. The
algorithm, however, showed low performance when it was tested on JPEG images due
to quantization errors added to the image by the lossy compression technique.
Ng and Chang [61] proposed a method for tamper detection that was based on analyzing
signal behavior. According to the authors, the joining of composites from different
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sources caused some kind of disturbance in the continuity of signals at the tampering
point. The proposed method achieved tamper detection accuracy of 70%.
Chen et al. [50] suggested using phase congruency for tamper detection. According
to the authors, tampering caused abrupt transitions with respect to edges, corners and
lines (which are all characterized as high frequency components in the Fourier transform
domain). Therefore, the technique predicted the gray-scale pixel values based on their
neighboring pixels’ gray-scale values. Then the predicted image is subtracted from the
tested image to compute prediction error. This process removed the low frequency char-
acteristics leaving the high frequency characteristics which were then used for tamper
detection. Although the proposed algorithm proved effective in tamper detection, the
reported accuracy rate did not exceed 83%.
In another work by Wang et al. [8], a splicing detection algorithm was proposed based
on analyzing the GLCM of image chroma and edge analysis. Their idea was to separate
a color image into its Y, Cb, and Cr components then apply an edge detector to the chro-
matic components (Cb or Cr) . The GLCM is then extracted from the edge image and
used as a feature vector for training and testing SVM. According to the authors, splic-
ing introduces obvious sharp edges that would stand out when compared to authentic
edges. Therefore, images which had objects with sharp edges were detected as spliced
while images which had objects with smooth edges were detected as authentic. The
best detection accuracy achieved was 90.5%. Finally, Liu et al. [62] proposed a splicing
detection algorithm that was based on image edge analysis and blur detection. The
blurring operation averaged the values of neighboring pixels in order to give a smooth
visual effect. Therefore, the algorithm was designed to analyze the blur features that
were introduced to the image then detected the changes in pixel values.
In summary, we can see that the techniques mentioned in this section use different
statistical methods to measure the correlation between image pixels.
2.2.2 Camera Based Methods
Cameras have intrinsic characteristics associated with them, and images will carry many
traces of these characteristics. Fortunately, analyzing those different traces can signifi-
cantly aid in the process of passive tamper detection. Fang et al. [63] suggested a splicing
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detection technique based on computing pixel color sharpness and “inter-channel sin-
gular value difference.” Their experiments were performed on 363 original and spliced
images. All color channels in an image were down-sampled by a factor of 2 in both the x
and y axes. An interpolation was then performed on the down-sampled image, followed
by a comparison of singular values between the interpolated and original image. Finally
a statistical classifier was used to authenticate the image based on the color sharpness
and singular value difference figures. The technique used was effective in achieving a
splicing detection accuracy of 90%.
Ferrara et al. [25] proposed a method that analyzed the artifacts introduced by the
camera’s color filter array (CFA) during the demosaicking process. The efficacy of
the approach was verified by testing different cameras equipped with different CFAs.
Similarly, Hu et al. [26] described in their work how the camera’s intrinsic parameters can
be used for composite detection. The proposed detection process involved homography
estimation which could be represented as a linear mapping of coordinates. Experiments
on manipulated and real images showed the effectiveness and reliability of the proposed
algorithm.
Similarly, Chennamma and Rangarajan [27] proposed a technique for splicing detection
in images using lens radial distortion. In order to prove image authenticity, all parts of
the image must share consistent characteristics of the acquisition device. The authors
suggested using lens aberrations as a “unique fingerprint”. The main drawback of the
technique was that it relied on straight edges for estimating the radial distortion. In an-
other work, Hsu and Chang [64] proposed an automatic algorithm for splicing detection.
The detection technique was based on the camera response function (CRF). An image
was divided into different shaped regions in which one CRF was estimated from each
region. The experiment focused on detecting anomalies around the spliced boundaries.
Local image features and CRF-based cross fitting were calculated and passed to statis-
tical classifiers for authentication. The performance level of the technique achieved a
precision level of 70%.
Gloe et al. [65] proposed an efficient technique based on evaluating chromatic aberration
for digital image forensics. They claimed that a similar method proposed by Johnson
and Farid [66] that used chromatic aberrations, has a high computational cost due to
using an iterative brute-force search algorithm. They suggested an alternative method
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that reduced run-time using local estimates of lateral chromatic aberration. The ap-
proach computed the displacement vectors and not the complete parameter vectors for
each block obtaining results similar to Johnson and Farid’s. In another similar work,
Yerushalmy and Hel-Or [67] proposed the analysis of another type of aberration called
purple fringing aberration (PFA) for tamper detection. The technique was based on
detecting all the PFA events in an image and determining their directions. The image
center was determined based on the combined PFA event directions. Therefore, if the
PFA event in a specific region of an image did not point towards the image center then
this would suggest that it was not original. Yerushalmy and Hel-Or’s algorithm pro-
duced lower error rates for a larger number of test images as compared to Johnson and
Farid’s algorithm as well as generating a higher tamper detection rate.
In summary, we can see that the techniques mentioned in this section analyze the differ-
ent artifacts introduced by the camera to detect tampering in images. However, these
techniques rely on lens distortions (e.g aberrations and fringing) which rarely exist in
cameras nowadays due to enhancement in technology. In other words, these techniques
might be outdated.
2.2.3 Physical & Geometric Based Methods
Wu et al. [30] proposed a method for detecting image forgeries through estimating 3D
metrics on vertical and arbitrary planes along with shadow geometry. Their approach
used geometric constraints in an image for detecting forgeries. One of the main draw-
backs of the proposed technique was that it was not robust against noise. Zhang et al.
[32] proposed a method for detecting and extracting photo composites based on planar
homography and graph cut. They claimed that all existing methods suffered from two
major weaknesses: lack of automatization and segmentation. They addressed these is-
sues by utilizing graph-cut-based segmentation techniques in addition to online feature
selection for automatically extracting tampered regions.
Liu et al. [29] proposed a framework for identifying image composites through shadow
matte consistency. Shadow boundaries were extracted from an image then the shadow
matte value was used to measure color characteristics of shadows. However, there were
some cases in which the proposed method failed in detecting image composites, such as
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when the composites shadow was copied into the target image or when the shadow was
complex.
Zhang et al. [28] proposed a similar method for detecting photographic composites using
shadows. The method relied on measuring shadow color characteristics using shadow
matte and exploring how planar homology models the shadow relations.
Mahdian and Saic [31] suggested that when two images were spliced together there
would be an involvement of geometric transformations such as scaling, rotating or skew-
ing performed on the target image which would be detected as a sign of tampering.
They analyzed the interpolation and re-sampling of signals using statistical means. The
proposed method was tested using two different digital image formats (TIFF and JPEG)
achieving accuracy results of approximately 100%.
In summary, we can see that the techniques mentioned in this section analyze the dif-
ferent kinds of geometric transformations and/or physical changes to detect tampering
in images.
2.2.4 Format Based Methods
Zhulong et al. [33] proposed a method to detect two scenarios of copy-paste forgeries.
For the first scenario, two JPEG images were saved in a loss less format while the sec-
ond scenario was saved in a JPEG format. The sum of absolute difference between
images was computed between the test image and the re-saved compressed image to
find the tampered region. Experimental results showed that tampering could be de-
tected in both scenarios. Similarly, Tralic et al. [68] proposed a copy-paste detection
method that extracted and analyzed blocking artifact grids (BAGs) introduced during
JPEG compression. A mismatch in BAGs would occur if there was a case of copy-paste
tampering.
Bianchi et al. [34] proposed a method which could discriminate between original and
tampered regions in an image by computing the probability of 8×8 discrete cosine trans-
form block for being double compressed. The efficacy of their approach has been vali-
dated by testing different forensic scenarios. Similarly, in [69] Thing et al. proposed an
improvement over two other techniques [70] and [71] using double JPEG compression
Chapter 2 22
detection. The average improvements over the two methods were 40.31% and 44.85%
for TNR and TPR, respectively.
Battiatto and Messina [35] assessed the effectiveness of three existing techniques by using
different datasets in terms of resolution size, compression ratio and considering different
types of tampering to show the strengths and weaknesses of each technique. The first
analyzed technique was by Ye et al. [72] which used quantization table approximation.
According to Battiatto and Messina, the technique used by Ye et al. had high tamper
detection only at low resolution sizes. In other words the higher the resolution, the lower
the tamper detection performance. A solution for the weaknesses in Ye et al.’s work was
proposed in the second assessed technique proposed by He et al. [73]. The solution
was effective but the periodicity estimation n(k) - repetition of similar characteristics at
regular intervals - relies on prior knowledge of the initial quantization factor. Therefore,
Battiatto and Messina showed some examples of periodicity estimation n(k) where the
quantization factor was unknown and therefore had to be estimated from the image
under analysis.
The last assessed technique was by Farid [74] which compared the original compressed
JPEG image with its re-compressed version. The main drawback of the technique was
its limited effectiveness because it relies on the fact that the tampered region was of
lower resolution than the target image. However, the technique was effective when
used on low quality images and could detect small regions that have been tampered.
Battiatto and Messina provide a comprehensive image dataset [75] that should be used
when evaluating the strengths and weaknesses of any tamper detection technique.
In another work [76], Luo et al. proposed splicing detection through analyzing the
artifacts introduced by lossy JPEG compression. A blocking artifact characteristics
matrix (BACM) was developed to show that in original images the BACM would have
a symmetric shape. This symmetrical property would be destroyed if there was an
instance of splicing in the image.
In [77], Zuo et al. proposed an algorithm for detecting image composites. The image was
divided into blocks in which a block measure factor was computed for each block. This
block measure factor was composed of re-sampling characteristics in addition to JPEG
compression characteristics. Then the block measures from each block were compared to
each other to extract composites. The proposed algorithm was effective and accurate in
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composite detection with any combination of uncompressed and JPEG images. However,
the algorithm failed to detect composites when the tampered image was composed of
one or more uncompressed images.
In summary, the techniques mentioned in this section analyze compression artifacts to
detect tampering in images.
2.3 Summary
This chapter covered a wide range of techniques used in the multimedia forensics re-
search field. However, the main focus of the literature review was on tamper detection
techniques for digital images. We have shown techniques that could detect cloning,
splicing or both kinds of tampering. Some of the techniques were designed to localize
tampered regions while others were not. Generally, it became apparent that multimedia
forensic analysis is a significant topic of research. Meanwhile, there are many challenges
still facing researchers in the field of image forensics. Some of the main challenges are:
• Detection of multiple tampered regions.
• Detection of tampered regions where geometric transformations have been applied.
• Detection of tampered regions with low spatial frequency (e.g. smooth regions
with minimum texture).
• Localization of tampered regions.
• Robustness against JPEG compression and noise.
In this thesis we address all these challenges and we propose an adaptive algorithm to
overcome them. We start by improving Wang et al.’s algorithm [8] by adding localiza-
tion of tampered regions. Chapter 3 explains why this algorithm was selected and how
localization of tampered regions is applied. Chapter 4 improves on Amerini et al.’s work
[6] by using MSER for cloning detection and k-means clustering for cloning localization.
Chapter 5 discusses the advantages of combining different feature detectors. Chapter 6
discusses the application of the Shi-Tomasi and Harris detectors for smooth region de-
tection. Finally Chapter 7 summarizes, concludes and discusses future work in digital
forensics.
Chapter 3
Feature Extraction for Tamper
Localization in Digital Images
The literature review in Chapter 2 discussed some tamper detection techniques which can
detect tampering without localizing the tampered regions. Although tamper detection
is important, it is equally important to localize tampered regions. This chapter explains
the experimental work that was done to add localization to Wang et al.’s algorithm [8].
Experimental results from [8], [78], [55], and [53] show that analyzing the chrominance
component of images is very effective for tamper detection and could outperform results
obtained by using gray scale or luminance component of RGB color images. Wang et
al.’s technique was selected for conducting further research because it used a boosting
feature selection algorithm (BFS) for selecting optimal features and therefore, reducing
computational cost. The algorithm is effective in tamper detection (90.5% detection
rate), however, it lacks localization of tampered regions. Therefore, we extend their
work to localize tampered regions. Figure 3.1 shows the schematic diagram for Wang et
al.’s algorithm [8] and the proposed localization method. The following sections in this
chapter give technical details about Wang et al.’s algorithm and an explanation of the
proposed method for localizing tampered regions.
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(a) Wang et al.’s algorithm
(b) Proposed localization method
Figure 3.1: Schematic diagrams for Wang et al.’s algorithm and our proposed local-
ization method.
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(a) RGB Format (b) Y Component (c) Cb Component (d) Cr Component
Figure 3.2: YCbCr Components of a Colored Image.
3.1 Image Chroma
An image can be separated into its YCbCr channels that represent luminance and
chrominance components. This is a family of color spaces similar to RGB. The im-
age content is in the Y component while the Cb and Cr represent the blue-difference
and red-difference chroma components. Fig. 3.2 shows the Y, Cb, and Cr components
of an RGB colored image. Wang et al.’s algorithm extracts features from either the Cb
or Cr components. The next section explains which features are extracted to be used
for tamper detection.
3.2 Gray Level Co-occurrence Matrix
Feature detection is a method for extracting significant key features from an image.
There are different kinds of feature detection algorithms such as affine invariant feature
detectors, region detectors, edge detectors and corner detectors. The gray level co-
occurrence matrix is another detector which can be used for extracting second-order
texture information from an image. This is achieved by computing the joint Probability
Distribution Function (PDF) of gray pairs in an image. In the field of image forensics,
image features can be extracted and analyzed in order to determine whether or not an
image is authentic. A tampering attack such as cloning or splicing involves covering
an original region in an image with another region (which can be from the same image
or from another image). The outline of the region that was used for covering up part
of the image will usually be sharper than the outline of original objects in the image
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[8]. Therefore, analyzing the edges of objects in the image will give an indication about
whether or not a tampering attack has occurred. In other words, a texture analysis is
required to make a decision about a certain image. For this reason, the GLCM is chosen
for analyzing the different textures in the image. The next section explains how Wang
et al.’s algorithm is implemented.
3.3 Algorithm Description
The first step in the algorithm of [8] is to separate the image into its Y, Cb, and Cr
components. The Cb (or Cr) is used for feature extraction. According to [8], the
splicing process leaves traces that are visible in the Cb or Cr components more than the
Y component. For example, spliced regions will have sharp edges while the authentic
objects in the image will have smooth edges.
An edge detector was used on the chroma component of the image before applying
feature extraction. A simple detector is adopted that generates edge images Eh, Ev, Ed,
and E−d as follows [48]:
Eh(i, j) =| x(i+ 1, j)− x(i, j) | (3.1)
Ev(i, j) =| x(i, j + 1)− x(i, j) | (3.2)
Ed(i, j) =| x(i+ 1, j + 1)− x(i, j) | (3.3)
E−d(i, j) =| x(i+ 1, j − 1)− x(i, j) | (3.4)
where x(i, j) represents the gray value of a pixel at row i column j.
The GLCM stores the extracted second-order texture information from the chroma com-
ponent of the image. This matrix is transformed into a feature vector. A dimension
reduction process is applied to the feature vectors using BFS [79]. This step is im-
plemented to obtain optimal features and to reduce the computational complexity of
training and testing SVM [80].
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3.4 Application to Digital Image Forensics
Wang et al.’s algorithm can detect splicing with an accuracy reaching 90.5%. However,
the algorithm does not show which region is tampered. Therefore, we implement the
same algorithm on image blocks to determine which blocks are tampered. The following
sections explain the experimental setup and results.
3.4.1 Experimental Setup
Images used in this experiment are from two different databases:
• CASIA TIDE (contains 7491 original and 5123 tampered images ) [81]
• Image Tampering Database (contains 1500 images - 50% original and 50% tam-
pered). This database is not published.
The CASIA TIDE database [81] has a combination of uncompressed and JPEG images
of different sizes, varying from 240×160 to 900×600 pixels. All tampered images were
generated using Adobe Photoshop. Tampered regions were either from the same original
image or from another image. The Image Tampering database has 6 different sets of
uncompressed images of size 1024×1024 pixels. Each set has a different type of tam-
pering attack performed with GIMP or Photoshop using tools such as: content-aware,
clone stamp and copy-paste. The content-aware attack works by filling a certain region
in an image with new data automatically generated based on the region’s neighborhood.
Clone stamp attack fills a region in an image with existing pixels from another region
that is chosen manually. Copy-paste attack works by copying the pixels of a region then
pasting them as a new layer on top of existing pixels in another region. Table 3.1 lists all
the datasets from the Image Tampering Database. We specifically choose this database
because the tampering was performed using professional tools (i.e. GIMP and Photo-
shop) which makes it challenging to be detected. Figure 3.3 shows one sample from
each set in the Image Tampering Database where the tampered regions are marked with
black rectangles. We start by testing Wang et al.’s algorithm on the datasets in the
Image Tampering Database and [81] in order to select a chromatic component for the
localization experiment (either Cb or Cr). We create training and testing sets composed
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Table 3.1: Datasets From Image Tampering Database.
Set Algorithm Software No. of Images
A Clone Stamp Photoshop 150
B Clone Stamp GIMP 150
C Content-aware Photoshop 150
D Content-aware GIMP 150
E Copy-paste Photoshop 75
F Copy-paste GIMP 75
of 1000 and 500 images, respectively. The images in each set consist of 50% tampered
and 50% original. Each whole image is then converted to its Y, Cb, Cr components. We
use SVM for training and testing each component individually to test the algorithm’s
performance in detecting tampering. A five-fold cross validation and fine grid-search
were performed on the training dataset in order to find the optimal Radial Basis Func-
tion (RBF) kernel parameters for testing. The default SVM discrimination thresholds
were used.
The SVM classification results are shown in Figure 3.4. We use the Receiver Operat-
ing Characteristic (ROC) curve as our performance metric because it is a well known
graphical plot for measuring a classifier’s performance. We also use the Area Under
Curve (AUC) metric to compare the performance of different curves. Results from Fig-
ure 3.4(a) show that detecting tampering based on analyzing the Cb and Cr components
gives better results than analyzing the Y component. We compute the AUC to compare
each component. The Y component generated the lowest AUC value of approximately
86.56% while Cb and Cr components generated approximately 96.98% and 93.35%, re-
spectively. This result indicates that tampering leaves more obvious traces on the Cb
and Cr components than the Y component. Therefore, we choose the Cb component for
the next experiment since it generated the best results in whole image tamper detec-
tion. Similarly, the results in Figure 3.4(b) show that the Cb component has obtained
the highest AUC value of approximately 94.92% while the Y and Cr components have
obtained 89.53% and 92.07%, respectively.
Again, we use the same two datasets (the Image Tampering Database and [81]) in
this experiment. The first step involves dividing images into non-overlapping blocks
of the following sizes: 128×128, 64×64, 32×32, 16×16 and 8×8 pixels. Obviously,
only tampered blocks were picked from the tampered images since we already have
enough original blocks taken from the original images. A random selection process
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(a) Set A - original (b) Set A - tampered
(c) Set B - original (d) Set B - tampered
(e) Set C - original (f) Set C - tampered
Figure 3.3: Samples from Image Tampering Database. Black rectangles show the
location of tampering.
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(g) Set D - original (h) Set D - tampered
(i) Set E - original (j) Set E - tampered
(k) Set F - original (l) Set F - tampered
Figure 3.3: (continued) Samples from Image Tampering Database. Black rectangles
show the location of tampering.
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(a) Image Tampering Database of Cloning with Modern Tools.
(b) CASIA TIDE.
Figure 3.4: SVM classification results for Y, Cb, and Cr components of color images
using the dataset in (a) the Image Tampering Database and (b) [81].
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was performed on the blocks to be chosen for training and testing the classifier. Each
random block was then split into its Y, Cb, and Cr components. Feature extraction was
performed on the Cb component of each image block. SVM was used for testing image
blocks. At each size, blocks were divided separately into a training set and a testing
set. Half of the training set is authentic and the other half is tampered. The testing
set contained 100 authentic and 100 tampered blocks. Training was performed once
for each block size independently for each of the six tampered image sets. Tampered
blocks were determined by comparing individual blocks from the original image to the
corresponding blocks from the tampered image. When there is a change in any pixel
value, the block was considered tampered. An RBF kernel was chosen to generate the
model to be used for prediction/testing. A five-fold cross validation and grid search was
performed on the training set to obtain the optimal RBF kernel parameters. For SVM,
the default discrimination thresholds were used. It is important to have an equal amount
of original and tampered blocks in the training set and testing set (although the total
number of blocks in the training sets may vary for different block sizes while all testing
sets have 200 blocks total). The reason behind this is to ensure that we have the same
confidence for false positive and false negative results and not just the overall accuracy.
The binomial proportion confidence interval for the final accuracy is computed as follows
[82]:
pˆ± z1− 1
2
α
√
1
n
pˆ(1− pˆ), (3.5)
where pˆ, n and z1− 1
2
α are the estimated classification accuracy, testing sample size and
confidence factor, respectively.
3.4.2 Results and Discussion
We use two common metrics (TPR and FPR) to measure the performance of the pro-
posed technique as follows:
TPR =
# correctly classified tampered blocks
total number of tampered blocks
(3.6)
FPR =
# incorrectly classified original blocks
total number of original blocks
. (3.7)
The ROC curves in Figures 3.5, and 3.6 show the SVM classification results for each
block size in each set. The general expectation is to have a ROC curve as close as possible
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to the upper left corner of the graph because this represents and ideal result where a
high TPR and low FPR is achieved. The best ROC performance was achieved by the
64×64 blocks in set D (Figure 3.5(d)). The TPR (tampered detected as tampered) is
88% and the FRP (original detected as tampered) is 30%. A similar performance is
achieved by the ROC curves in Figure 3.6 where the highest TPR is around 70% and
the FPR is around 20% for the 64×64 blocks. The worst ROC curve performance was
obtained by 128×128 in set C (represented by a straight blue line in Figure 3.5(c)). The
straight line means that SVM’s classification performance is similar to a random guess.
In that case, the TPR and FPR values are equal for each discrimination threshold used
by SVM. Overall, the performance of making a decision on image blocks is lower than
making a decision on the whole image. This could indicate that when the test blocks
do not contain sufficient information (i.e. no tampered edges present), then SVM’s
ability to make a correct decision about the block’s status (i.e. tampered or original)
will diminish.
In order to validate this claim an experiment was made where 50 tampered blocks
were manually selected. The selection process is manual because we have to select
blocks containing tampered edges which is a visual process. Half of the blocks contained
tampered edges (i.e. the blocks contained a mixture of original and tampered pixels).
The other half of tampered blocks did not contain any tampered edges (i.e. all the pixels
in the blocks were tampered). The classifier was then used for testing each category of
blocks separately. There was an increase of 8% in detection accuracy and a decrease of
8% in the FNR when tampered edges were present in the blocks. Furthermore, the results
in Figures 3.5, and 3.6 show that the block size plays a role in the detection accuracy.
The smaller the block size the lower the detection accuracy. There are some cases
where smaller blocks achieved a slightly better accuracy than larger blocks, however, the
accuracy results still remain within each others’ confidence interval. Tables 3.2 and 3.3
show the obtained classification accuracy for each block size along with its confidence
interval for the datasets in the Image Tampering Database and [81], respectively. All
confidence intervals were computed for 95% confidence. The results were similar to
what we expected, the accuracy decreases for smaller block sizes because the algorithm
works by detecting ‘sharp edges’ of tampered regions. Therefore, when a block does
not contain any pixels from the edges of the tampered region it will not be detected as
tampered.
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(a) Set A.
(b) Set B.
Figure 3.5: ROC curves for different block sizes for A and B sets.
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(c) Set C.
(d) Set D.
Figure 3.5: (continued) ROC curves for different block sizes for C and D sets.
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(e) Set E.
(f) Set F.
Figure 3.5: (continued) ROC curves for different block sizes for E and F sets.
Chapter 3 38
Figure 3.6: ROC curves for different block sizes for CASIA TIDE dataset.
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Table 3.4: Detection accuracy (%) based on Kodak Image Database.
Technique Block Size 60×60 90×90 120×120
Chen et al. [7] 99.17 100 100
Ours 100 100 100
Our proposed localization technique presented in this chapter improves on Wang et
al.’s algorithm [8] by incorporating localization of tampered regions. We compare our
results with a recent state-of-the-art technique by Chen et al. [7] using the Kodak image
database [83]. We specifically choose this method for comparison because their technique
is based on feature extraction for tamper detection which is the same methodology used
by Wang et al.. Furthermore, they localize tampering using different block sizes which
is similar to our proposed improvement. Therefore, we can ensure a fair comparison
between the two techniques. Chen et al. used Harris corner points and step sector
statistics for region duplication detection in digital images. We implemented the same
experimental setup as proposed in [7] to facilitate fair comparison. We downloaded 24
PNG images of size 512×768 pixels from [83]. We copied square blocks and pasted them
in another location of the image using different sizes. The selected block sizes were
60×60, 90×90, and 120×120 which corresponded to approximately 0.91%, 2.06%, and
3.66% of the image size. We performed 5 different copy-paste attacks for each block size
using 24 images generating 360 tampered images (120 tampered images for each block
size). Each block was converted to its Y, Cb, and Cr components. Then we trained and
tested the SVM classifier for each block size separately (using the Cb component and
using an equal number of authentic blocks). Each tampered block contained a clear edge
from the tampered region. The detection accuracy for each block size compared to [7]
is shown in Table 3.4. The detection accuracy refers to the proportion of true positives
(tampered images correctly detected as tampered). The performance of our technique
was similar to Chen et al.’s technique as shown in Table 3.4. Our tamper detection rate
was 100% for all 3 block sizes while the technique in [7] achieved a slightly lower detection
rate of 99.17% for the 60×60 block size. The proportion of mis-detected original blocks
(original detected as tampered) for our technique was 1.7% for the 60×60 block size and
0.83% for the 90×90 and 120×120 block sizes, respectively.
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3.4.3 Summary
The objective of this experiment was to determine whether we can localize tampered
regions in an image using an SVM classifier. Results in this chapter showed that this
was possible but, the detection accuracy for most of the cases decreased as the block size
decreased. The algorithm performed efficiently when the edge of a tampered region was
present within the block to be tested. The extracted features seemed to be more sensitive
to certain types of tampering attacks and therefore, performed better in detecting them.
Furthermore, our localization technique achieved slightly better results (100%) than
Chen et al.’s technique [7] (99.17%).
In Chapter 4, we will investigate how tamper detection and localization may be af-
fected by using different features. We also show how clustering can be used for tamper
localization in images.
Chapter 4
Clustering for Cloning
Localization
The technique proposed in this chapter uses the same methodology as in Chapter 3
(e.g feature extraction for tamper detection). The new contribution in this chapter is
that we propose using different feature detectors for cloning detection in digital images.
We also apply k-means clustering for cloning localization. The following sections give
an overview of clustering followed by an explanation of our experimental work using
a technique that combines feature extraction for cloning detection and clustering for
cloning localization.
4.1 Overview of Clustering Techniques
Clustering is a methodology that uses unsupervised learning for grouping data based
on distance measurements, density measurements or statistical distributions. Measuring
these factors depends on the type of clustering model used. There are different clustering
models such as:
• Connectivity model [84]:
This model is based on the notion that objects that are close to each other are
more similar than objects that are far away. Distance measurement is used to group
objects together into different clusters. Clusters form depending on the distance
42
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between their objects. This process works by creating a hierarchy where clusters
start merging together at certain distances. The connectivity model uses different
methods for computing the distance. Therefore, there are options for choosing a
distance function. In addition, a linkage criterion has to be chosen. Single-linkage
clustering, for example, is a popular method that uses the minimum of object
distances. Complete linkage clustering, on the other hand, uses the maximum of
object distances. Hierarchical clustering is a technique that uses the connectivity
model. It works by assigning datapoints to as many clusters as required in a
hierarchical form. Afterwards, similar clusters are merged together. Hierarchical
clustering can be either agglomerative (starts with single datapoints then combine
them into clusters) or divisive (starts with the whole set then divide them into
partitions).
• Centroid model [84]:
A well-known clustering technique that uses the centroid model is k-means clus-
tering. The number of clusters needs to be specified in advance. The number of
cluster centroids is determined based on the number of k. Objects are then allo-
cated to the nearest cluster centroid where squared distances from the cluster are
minimized. The k-means algorithm uses an iterative approach. In each iteration
the squared distance is computed and new datapoints are assigned to the cluster
or existing datapoints are removed from it and the cluster centroid is reassigned
according to the new computation in each iteration. This chapter shows how we
implement k-means for cloning localization.
• Distribution model [85]:
This model uses statistical measurements for partitioning datapoints into different
clusters. Objects that belong to the same statistical distribution are clustered
together. The main drawback of this model is the problem of ‘overfitting’ which
means it is sensitive to noise. The most known algorithm used in this model is the
expectation-maximization algorithm that uses the Gaussian distribution.
• Density model [84]:
This model defines clusters based on areas of higher density compared to the rest of
the dataset. Objects that do not fall within these ares are considered border points
that separate clusters from each other. The Density-Based Spatial Clustering
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of Applications with Noise (DBSCAN) [86], one of the most popular clustering
algorithms, is similar to linkage based clustering because it assigns datapoints to
clusters based on certain distance thresholds. However, it only assigns datapoints
that fit a certain density criterion.
• Subspace model [87]:
Also known as biclustering, block clustering [88], co-clustering, or two-mode clus-
tering. This model is based on generating biclusters where a subset of rows in an
m × n matrix have similar characteristics over a subset of columns or vice versa.
• Group model [85]:
This model provides grouping information only because the algorithms used in this
category do not provide a refined clustering model.
Furthermore, the clustering process can either be hard or soft. Hard clustering forces
every object in the data into a cluster where as soft clustering (also called fuzzy clus-
tering) measures the likelihood of belonging to a cluster for each object. This thesis
focuses on clustering techniques that are based on the first two models because they
achieved good results in cloning localization in digital images [16], [6] and [89]. The
following sub-section discusses the first clustering technique and the second technique
will be addressed in Chapter 6 .
4.2 MSER Features
The MSER feature detector is a blob detector. It applies different levels of intensity
thresholds to the image in order to find ‘stable’ regions. The algorithm then checks
the region size variation when different thresholds are applied. The region is considered
stable if the variation is less than a specified threshold value. The reason behind choosing
MSER features to conduct this experiment is that they were proven to be useful in a
wide range of applications such as image segmentation [90] and video stabilization [91].
Furthermore, MSER can detect regions in various image conditions such as blur and
dense textures. Mikolajczyk et al. [92] compared the performance of six different region
detectors including MSER. They found that MSER outperformed the other five region
detectors in detecting regions with different view points. Moreover, MSER consistently
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resulted in the highest score through many tests such as light change, viewpoint change,
and scale change [92]. In this chapter, We compare MSER’s performance against SIFT
[93] and SURF [94] as they are the two most well-known robust features used for cloning
detection in images.
4.3 Application in Digital Image Forensics
4.3.1 Method Description
Our proposed method is composed of four main steps. The first step is based on feature
extraction and keypoint matching. The second step computes two metrics (slope and
length) which will then be used in the clustering phase. The third step uses k-means
clustering. Finally, the last step is making a decision on the image.
First we start by choosing three different sets of features. The two most commonly used
features for cloning detection are SIFT [93], SURF [94]. The third set of features is
MSER[9].
We start by extracting a collection of keypoints depending on the specified feature
detection algorithm (i.e. SURF, SIFT, or MSER). Each keypoint has a corresponding
feature vector containing multiple elements called detectors. In order to find matches
between keypoints, we compute the Euclidean distance between keypoint detectors. If
the Euclidean distance between detectors is less than the threshold we specified based
on image heuristics, then it is considered a match.
After finding all the matches we compute length and slope of the line connecting each
pair of matches (i.e. between 2 keypoints). The length of the line, or distance between
matching features, is computed as follows:
d(p, q) =
√√√√ n∑
i=1
(pi − qi)2, (4.1)
where p and q are points in the Euclidean space, and pi and qi are the i
th element
in the Euclidean vector of points p and q, respectively. The angle is the inverse tan-
gent function, (denoted as atan), and is computed for the line connecting two matched
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keypoints. It is defined as the principal value θ in the range (−pi, pi) of the argument
function applied to the complex number x+ iy:
θ = atan(y, x), (4.2)
where θ is the angle in radians between the positive x-axis and the line between the point
(x, y) and the origin. We are using this measurement to find out if there is a similarity
in the directions of the lines connecting two regions in an image.
After computing the slopes and lengths of all the lines connecting matched keypoints, we
use k-means clustering to group similar keypoint matches together. We start by setting
the number of clusters to two. One cluster would contain the matches between original
regions in the image and the other cluster would contain matches between original and
cloned regions. Original images will have two clusters of matches that are original (i.e.
matches between original regions in the image).
To distinguish between clusters of tampered matches and clusters of original matches (i.e.
matches between similar original textures), we compute the standard deviation for the
lengths in each cluster. In cases of cloning we will usually have a set of lines with similar
slopes and lengths. Therefore, the standard deviation of the lengths in the tampered
matches cluster will be smaller than the original matches cluster. The final step in the
algorithm is to make a decision on the image based on the standard deviation of the
lengths in each cluster. We generated histograms of standard deviations of tampered
clusters in tampered images in order to find a threshold for making the final decision on
an image. We are currently using a fixed threshold for decision making. If the image is
tampered the algorithm will specify which cluster represents cloning. Figure 4.1 shows
the algorithm’s flowchart and Figure 4.2 shows an example of the algorithm’s final output
where the blue lines represent matches detected as cloned while the red lines represent
matches detected as original.
4.3.2 Experimental Setup and Results
The images used in our experiments are from the MICC-F2000 dataset [16], containing
1300 original and 700 tampered images. All tampered regions are rectangular shaped,
and on average occupy 1.12% of the whole image. Tampered images were obtained by
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Figure 4.1: Algorithm flowchart.
cloning another part of the same image; translation, rotation, scaling, or a combination
was applied to the cloned region.
We performed separate experiments for each feature detection algorithm (MSER, SURF
and SIFT), and compared with two state-of-the-art techniques by Amerini et al. [16],[6].
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Figure 4.2: Tamper detection and cloning localization. The blue lines represent
matches detected as cloned. The red lines represent matches detected as original.
The TPR and TNR results can be found in Table 4.1. Results from Table 4.1 show that
MSER’s TPR is better than SURF and SIFT by 4% and 9%, respectively, when com-
bined with our clustering method. We also observed that MSER was more successful
Table 4.1: Comparison of cloning detection and localization results.
MSER SURF SIFT [16] [6]
TPR(%) 97 93 88 93.42 94.86
TNR(%) 92 90 93 88.39 90.85
than SURF and SIFT in detecting features within the cloned region when it under-
went asymmetric scaling and rotation. An example of this can be seen in Figure 4.3
where MSER was able to find matching features between the cloned and original regions
(represented by yellow lines) while SURF and SIFT did not find any matching features
between those regions.
Figure 4.3: Detection of features within cloned regions with asymmetric downscaling
and rotation. The yellow lines represent matches identified as cloned.
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We can also see from Table 4.1 that MSER has the highest TPR of 97%. To confirm
this result we repeated the experiment for image subsets from MICC-F2000 with the
following transformations: a) translation, b) 90◦ rotation, c) symmetric upscaling ×1.2,
d) symmetric downscaling ×0.2, e) asymmetric upscaling ×1.1x, 1.6y and 40◦ rotation,
and f) asymmetric downscaling ×0.7x, 0.9y and 30◦ rotation. Each subset contains 50
tampered and 50 original images. We were limited to such a small subset because there
are only 50 tampered images for each geometric transformation available. Results can
be found in Table 4.2 which shows that MSER had a higher TPR compared to SURF
in both downscaling and upscaling+rotation. Furthermore, MSER outperformed SIFT
in all cases except pure translation and rotation.
All three algorithms perform worse with asymmetric scaling+rotation, where the de-
crease in TPR is 8% or more compared to symmetric scaling.
Table 4.2: TPR(%) results for different geometric transformations.
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MSER 94 94 96 98 82 74
SURF 100 98 96 94 80 86
SIFT 100 100 88 58 18 18
There are three main challenges for our proposed method. The first challenge involves
the use of a fixed threshold on the standard deviation of distances in a cluster to decide
whether an image is tampered. Using a fixed threshold is not effective because it is
not adaptive to different images. This lack of adaptiveness led to high FPRs as shown
in Table 4.1 where the FPR values for MSER, SURF, and SIFT are 8%, 10%, and
7%, respectively. The second challenge involves the detection of cloned regions that are
rotated by 90◦. The rotation is detected visually for each image. In these cases, matches
within the cloned region will have more varied angles to account for the rotation. If
these matches are in the same cluster, the standard deviation increases. If it is higher
than the threshold, the cluster is marked as untampered, giving a false indication of
authenticity. An example of such scenario is given in Figure 4.4 which shows our solution
to overcome this challenge. Increasing the number of clusters (up to 6 clusters) improves
Chapter 4 50
detection results (blue and green lines represent matches detected as cloned while red
lines represent matches detected as original). The third challenge involves the nature of
(a)
(b)
Figure 4.4: 90◦ rotation results. Changing the number of clusters from (a) 2 to (b)
4 improves detection results. The blue and green lines represent matches detected as
cloned. The red lines represent matches detected as original.
the k-means algorithm, which has to assign every match to a cluster. If any matches that
are not due to cloning are assigned to the cluster with cloning matches, the standard
deviation of the cluster will increase. Again, if it is higher than the threshold, the cluster
is marked as untampered, giving a false indication of authenticity.
In order to improve performance in these cases, we tried increasing the number of clusters
used from 2 through 6. Results can be found in Table 4.3 which shows that there is
an improvement in the TPR when the number of clusters is increased from 2 to 3.
We can see further improvements when we use 4 clusters. Increasing the number of
clusters further does not seem to make a difference, with the results for 5 and 6 clusters
being consistent with the use of 4 clusters. With 7 clusters, k-means started generating
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empty clusters for many images in the dataset. Finally, we measured the processing time
Table 4.3: TPR(%) results for different geometric transformations and different no.
of clusters.
Rotation Upscale Downscale
Clusters MSER SURF SIFT MSER SURF SIFT MSER SURF SIFT
3 96 100 100 98 98 90 90 96 60
4 98 100 100 98 100 92 90 96 60
5 98 100 100 98 100 92 90 96 60
6 98 100 100 98 100 92 90 96 60
for our proposed technique (using MSER) compared to the technique presented in [16]
(using SIFT). The processing time was measured for 20 JPEG images (10 original and
10 tampered) of size 2048× 1536 pixels. Matlab R2013a was used on a machine with an
Intel Core 2 Duo E8400 CPU and Ubuntu 12.04 LTS. The average processing times are
given in Table 4.4 which shows that our method is faster than Amerini et al.[16] because
the MSER algorithm generates far fewer keypoints than SIFT and SURF thus, speeding
up feature matching and clustering. When the speed of MSER and SURF on the 200
dataset were measured, detection results for MSER were achieved in approximately 30
minutes while it took approximately triple the time for SURF.
Table 4.4: Average rrocessing times in seconds.
Ours Amerini[16]
10 Tampered Images 0.61318 6.2940
10 Original Images 0.78664 5.8921
4.3.3 Summary
The objective of this experiment was to evaluate the performance of MSER features for
cloning detection and use k-means clustering for cloning localization. MSER features
generated good results with a TPR of 97%. We also compared the performance of
MSER features against the two most well-known and used features for cloning detection
SIFT and SURF. Results showed that MSER features were robust and could be used in
the field of image forensics. However, the performance of MSER features was slightly
lower than SURF in some cases of geometric transformations. We also found that SIFT
was more sensitive than MSER and SURF to asymmetric geometric transformations.
Our cloning detection results (97% using the MSER detector) outperformed results
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from [16] (93.42%)and [6] (94.86%) that implemented SIFT extraction and hierarchical
clustering. In addition, there was an improvement in the processing time (0.61318
seconds as opposed to 6.2940 seconds). Finally, although our technique achieved a good
detection accuracy, it had three main challenges:
• making a decision whether or not a cluster is tampered lacks adaptiveness.
• difficulty in detecting 90◦ rotated regions.
• presence of false positive matches in tampered clusters.
In Chapter 5, we address all three challenges by proposing the following refinements:
• employ SVM for making a decision on clusters.
• combine MSER & SURF & SIFT to detect different geometric transformations
(i.e. rotation and scaling).
• apply a statistical filtering methods to eliminate false positive matches from tam-
pered clusters.
Chapter 5
SVM for Cloning Localization
In this chapter we propose an algorithm that refines the algorithm we proposed in
Chapter 4. The algorithm is similar to what we proposed in Chapter 4 (i.e. it uses
feature extraction, and k-means clustering for cloning detection and localization). The
refinement is threefold:
• we combine different feature detectors to enhance the cloning detection process
specifically when geometric transformations have been applied to cloned regions.
• we employ SVM to decide whether or not a cluster is tampered.
• we implement a statistical filtering method to eliminate false positive matches from
tampered clusters.
The proposed algorithm in this chapter also improves the algorithm of Amerinin et
al. [6]. We specifically choose to compare with this method because it used the same
methodology we are adopting (i.e. feature extraction and clustering for cloning detec-
tion and localization). While Amerini et al.’s algorithm [6] is effective for the detection
of cloning, the overall accuracy (94.86%) is still not sufficiently high for automated use
on bulk data sets. We tackle this problem by improving Amerini et al.’s algorithm sig-
nificantly increasing the overall cloning detection accuracy to 99.60%. Specifically, we
apply a number of measures to increase the robustness of the initial feature matching
process. This includes the use of clustering to separate matched features that corre-
spond to tampered regions from ones that do not, statistical filtering to increase the
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homogeneity of the clusters, and the use of supervised learning to determine whether a
cluster contains true or false matches. We refer to true matches as those corresponding
to a cloning event, while false matches do not (i.e. they are simply matches between
similar original textures). Experimental results are given for three different feature de-
tectors, used separately and in conjunction. We also compare our obtained results with
recent state-of-the-art techniques by Amerini et al.[6, 16], Bourouis et al.[24] and Ryu
et al.[41]. We choose to compare with these specific techniques because they are recent
and they use a similar approach compared to our proposed approach (i.e. feature ex-
traction or clustering or machine learning for cloning detection). An automatic system
is also proposed to adapt the clustering algorithm parameter to the number of tampered
regions in a given image. The following sections give technical details of the proposed
algorithm and the obtained results.
5.1 Algorithm Description
The following subsections give technical details about each phase of the proposed algo-
rithm.
5.1.1 Keypoint Extraction and Matching
We start by extracting a set of keypoints using one or more feature detection algorithms.
Each keypoint has a corresponding vector of detectors. For every keypoint we compute
the Euclidean distance between its keypoint detector and all the keypoint detectors
of the remaining keypoints. Picking the keypoint with the lowest minimum distance
provides a potential match for the original keypoint. However, as this always provides a
match and the keypoint might not actually have a match, these false positives need to be
discarded. This is achieved by observing that keypoint detectors that are true matches
will, in general, have a very low Euclidean distance. Therefore, the false positives can
be filtered out by applying a threshold to the Euclidean distance above which these
potential matches are discarded. We chose the threshold after analyzing the distribution
of Euclidean distances for true matches from a database of images. Consequently, if the
computed distance is less than this fixed threshold, we consider the pair of keypoints to
be a true match.
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5.1.2 Clustering Matches
For each matching pair of points, we compute a set of metrics describing the line con-
necting them, to be used to cluster the matching pairs using k-means clustering. Since
we want the algorithm to cluster true matches together, we require metrics that will be
numerically similar for all matching pairs within a cloned region. For this purpose we
use the length, slope, and midpoint coordinates of the line between matching pairs at
image coordinates (x1, y1) and (x2, y2). The length of the line, l is given by the Euclidean
distance between the matching features in image coordinates.
l =
√
(x2 − x1)2 + (y2 − y1)2 (5.1)
The angle, θ, is given by the principal value in the range (−pi, pi) of the inverse tangent
function of the slope of the line connecting the two points.
θ = arctan
(
y2 − y1
x2 − x1
)
(5.2)
The midpoint, (xm, ym) is simply given by
(xm, ym) =
(
x1 +
x2 − x1
2
, y1 +
y2 − y1
2
)
(5.3)
After computing the metrics describing each pair of matches, we use the k-means clus-
tering algorithm with k = 2 to group similar matches together. We set the number of
clusters to two, expecting one cluster to contain true matches and the other to contain
false matches. Note that when an original image is analyzed, this will result in two
clusters of false matches.
5.1.3 Filtering Clustered Matches
We also propose an optional filtering technique to remove likely false matches from the
true cluster. Due to the nature of the clustering algorithm, a number of false matches
may be allocated to the cluster with true matches. This occurs because k-means must
allocate every given match to a cluster, and it may happen that a particular false match
is closer to the centroid of the cluster with true matches. Having too many false matches
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Table 5.1: Area under ROC curve for different cutoff values using combined MSER
& SURF features (MICC-F2000).
Cutoff (%) AUC (%)
50 99.93
60 99.80
70 99.72
80 99.58
90 99.56
no filter 99.41
in the cluster with true matches will affect the metrics that we use later to classify the
cluster. Removing these false matches should enhance the classifier’s ability to classify
a cluster correctly as containing true matches while it should only marginally affect the
classification of a false cluster.
To apply the filter, for each match within a cluster we determine its distance from the
cluster centroid. We then compute the median value of these distances. Any match
where this distance is more than the median value is removed (i.e. filtered out). The
objective is to disregard all outlying matches; the use of the median value is an aggressive
approach to this end. To verify our choice of cutoff point we test a range of cutoff values
from 50% to 100% (equivalent to no filtering). Table 5.1 shows the AUC values using
different cutoff points for filtering out false matches (combined MSER & SURF features).
5.1.4 Classifying Clusters of Matches
To determine which cluster consists of true matches, we use SVM. For each cluster we
determine a feature vector describing the similarity of the lines connecting the matching
pairs of points. The feature vector is used by a (previously trained) SVM classifier
to determine whether the cluster contains true or false matches. We expect a cluster
of true matches to contain lines that are very similar to each other, while a cluster
of false matches is likely to be more varied. Prior to determining this variation, we
need to ‘normalize’ the length of the lines connecting the keypoint pairs by determining
the average of all the lengths in each cluster and dividing by it. The reason for this
‘normalization’ is to minimize any variation due to the size of the tampered area or the
distance from its clone source.
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We now use the following metrics to distinguish between true and false matches: a) the
standard deviation of the normalized lengths of the lines, b) the standard deviation of
the slopes of the lines, c) the median value of the dissimilarity matrix of the lengths of
the lines, and d) the median value of the dissimilarity matrix of the slopes of the lines.
We expect these four metrics for the cluster containing true matches to be smaller than
the cluster of false matches. The SVM classifier must first be trained by supplying the
metrics and corresponding ground truth for the cluster of matches from a training set
of images. For any given cluster, observe that it is not immediately obvious what the
ground truth should be, as the matches in the cluster may not be all true or false. We
consider two options: the cluster is considered as ‘true’ either if at least one match in
the cluster is true (0% threshold) or if at least half the matches in the cluster are true
(50% threshold).
The final step is to take a decision on the image based on the outcome of the cluster
classification. Specifically, if SVM detects that one or both clusters contain true matches,
the image is considered to be tampered. Otherwise (i.e. only if both clusters are classified
as containing false matches), the image is considered to be original. This approach is
summarized in the flowchart of Figure 5.1. An example of the final output from our
method is shown in Figure 5.2(e).
5.1.5 Adaptive Choice of k
When an image is identified as tampered, we then use an algorithm that adaptively
updates the value of k for each image. This is meant to improve the pixel-level detection
rate, particularly for images with multiple tampered regions. The algorithm works by
computing the average silhouette value [95] for matches in all clusters, and choosing the
value of k corresponding to the first peak in silhouette value. The silhouette value is a
metric that measures the performance of the clustering algorithm, by determining how
well each match fits with its cluster (coherence) and how far it is from other clusters
(separation). The silhouette value for match i is computed as follows:
s(i) =
b(i)− a(i)
max (a(i), b(i))
, (5.4)
where a(i) is the average distance (within match detector space) from match i to the
other matches in the same cluster, and b(i) is the lowest average distance from match
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Figure 5.1: Flowchart of our algorithm.
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i to matches in the remaining clusters. The silhouette value for any match in a cluster
ranges from −1 to 1. A high silhouette value indicates that a match is clustered with
similar points and that it is also separated from other clusters.
5.1.6 Summary of Proposed Method
To summarize, our proposed method implements the following steps:
1. Read input image and convert it to gray scale.
2. Extract features.
3. Match features based on Euclidean distance between detectors.
4. For each match, compute distance, slope and midpoint (x, y).
5. Cluster matches using k-means clustering (initially with k = 2).
6. Apply filtering to remove outlying matches from both clusters.
7. For each cluster of matches, compute the standard deviation and median of dis-
similarity matrix for the lengths and slopes of lines connected each matched pair.
8. Use these cluster metrics with SVM to distinguish between clusters of true matches
and clusters of false matches.
9. For images where at least one cluster is detected as tampered:
(a) Compute average silhouette value of all clustered matches.
(b) Increment k and repeat from step 5 until the silhouette value is lower than
that for the previous value of k.
(c) The final value of k that will be selected is the value that corresponds to the
first peak in silhouette value.
Figure 5.2 shows the outputs for different steps of the algorithm. The following section
explains the originality in our proposed method.
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(a) Input image (note this is a tampered image, the
boat is cloned).
(b) Output of step 3: matching features connected
with a yellow line; features are identified by a yellow
circle.
(c) Output of step 5: matching pairs grouped into
two clusters, represented by green and magenta cir-
cles.
(d) Output of step 6: filtering applied to remove out-
lying matches in both clusters.
(e) Output of step 8: each cluster is classified using
SVM as a true match (blue lines) or a false match
(red lines).
Figure 5.2: Outputs for different steps of the algorithm.
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5.1.7 Originality in Proposed Method
Experimental results from [16] and [6] show that hierarchical clustering is an effective
method for tamper localization, but it comes at a high computational cost. In this work
we take advantage of this effectiveness, using match clustering to help identify true from
false matches. This allows us to relax the criteria for considering two similar feature
vectors as matches, potentially increasing the number of matches considered. We also
replace the computationally expensive hierarchical clustering with a simpler clustering
method using the k-means algorithm, for a gain in computational performance. Once
matches are clustered into true and false clusters, we apply a new filtering technique
to remove the outliers. This effectively removes false matches from the true cluster,
improving the match detection accuracy and reliability.
The k-means algorithm requires the user to choose the number of clusters beforehand,
which can be a problem in cases where the number of clusters is unknown. In our
case, however, this is not a problem, as we generally expect to have two clusters: one
containing true matches, and the other containing false matches. Furthermore, once an
image is identified as tampered, we can easily increase the number of clusters to improve
region detection.
All pixel-based techniques, including ours, rely on feature extraction to find matching
regions. However, not all feature detectors are equivalent. We broaden our consideration
of feature detectors to include the popular SIFT [93] and SURF [94], as well as MSER
[9]. To our knowledge, MSER has never been used for tamper detection in digital images.
We include it for its diversity from SIFT and SURF, and because it can detect keypoints
in conditions that are difficult for SIFT and SURF. In other applications, MSER has
proven useful in image segmentation [90] and video stabilization [91]. For further details
on MSER, the reader is referred to the work by Mikolajczyk et al. [92], comparing
the performance of six region detectors (including MSER). It was shown that MSER
outperforms the other region detectors in detecting regions with different view points
[92].
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5.2 Experimental Setup and Results
To facilitate comparison with other published results, we report results on three different
image datasets: MICC-F2000 [16], MICC-F600 [6], BOSS [41]. The first dataset tested
is MICC-F2000 which contains 1300 original images and 700 tampered images of size
2048 × 1536. Details about the different types of geometric transformations and scale
factors used can be found in [16]. We use 450 images for training and 250 images
for testing, from each of the original and tampered subsets. This allows us to use all
available tampered images, while keeping the number of original and tampered images
equal in both the training and testing datasets. It is important to note that the training
and testing sets have images with the same types of geometric transformations to ensure
effective training and testing. All features used for classification were scaled to the range
[0, 1]. A five-fold cross validation and fine grid-search were performed on the training
dataset in order to find the optimal RBF kernel parameters.
5.2.1 Comparison of Detectors and Effect of Filtering
We first run separate experiments with each of the three feature detection algorithms:
MSER, SURF, and SIFT, to compare their performance. The results at cluster level, in
the form of ROC curves, are shown in Figure 5.3. Results are given with and without
the filtering method of Section 5.1.3, for both options of setting ground truth. From
these results we can see that in every case, filtering generally improves the classification
results, particularly when ground truth uses the 0% threshold. When ground truth
uses a 50% threshold, the difference is less pronounced. This clearly indicates that in
most cases, clusters that should be classified as true contain false matches. This occurs
because many typical images, with a number of textured areas, will result in many
matches between original regions (i.e. false matches), some of which will get clustered
with the true matches. When the cluster with true matches also has too many false
matches, the classification metrics increase in value, causing SVM to classify the cluster
as ‘false’. This gives a false indication of originality.
Focusing on the results where ground truth uses a 0% threshold, we can also see that,
without filtering, SIFT has the best overall performance. The results using SURF fea-
tures are similar to those of SIFT. This is not surprising, as the two detectors are
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somewhat related. The results using MSER are worse than the other two detectors (a
drop of approximately 10% in the TPR).
5.2.2 Combining Feature Detectors
In order to improve our results further, we consider combinations of feature detectors. It
is important to note that we are not combining feature vectors, rather, we are combining
matches produced by different feature detectors. This is possible because our technique
is detector-agnostic. Results for various combinations are shown in Figure 5.4. Consider
first the combination of SURF and MSER features. It is immediately obvious that the
result of the combination is better than using either detector alone (an improvement
of approximately 10% in TPR). The main reason behind this improvement is that the
two feature detectors are very different from each other and therefore each detection
algorithm will generate different features. Combining different features therefore gives
us more matches, and the more matches we have within a tampered region, the stronger
the indication that it is tampered.
Next, we add SIFT to the previous combination. These results are similar to those of
the MSER and SURF combination. This is expected because SIFT features are very
similar to SURF features. We validate this claim further by considering the combina-
tion of SURF and SIFT without MSER. In this case, results for the SURF and SIFT
combination are similar to SURF or SIFT alone. These results validate our conclusion
that it is the difference between MSER and SURF features that causes the considerable
improvement in results for their combination. An illustration of the difference in feature
extraction for MSER compared to SURF and SIFT is shown in Figure 5.5. A summary
of results, comparing performance at match level with and without filtering is given in
Table 5.2. We also compute image level TPR and FPR statistics to compare with the
best results from three recent techniques [6, 16, 24], as shown in Table 5.3.
5.2.3 Fine-Grained Detection Rates
We analyze the performance of the filtering technique further by considering TPR and
FPR at match level and the true and false coverage for pixel level. At match level TPR
and FPR are computed as defined in Chapter 3. The true and false coverage at pixel
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(a) MSER
(b) SURF
Figure 5.3: SVM classification results for clusters of matches, with and without
filtering, for (a) MSER & (b) SURF feature detectors using MICC-F2000. Ground
truth for a cluster is considered as ‘true’ either if at least one match in the cluster
is true (0% threshold) or if at least half the matches in the cluster are true (50%
threshold).
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(c) SIFT
Figure 5.3: (continued) SVM classification results for clusters of matches, with and
without filtering, for SIFT feature detector using MICC-F2000. Ground truth for a
cluster is considered as ‘true’ either if at least one match in the cluster is true (0%
threshold) or if at least half the matches in the cluster are true (50% threshold).
Table 5.2: Area under ROC curve at match level, with and without filtering using
MICC-F2000.
Features No Filter Filtered
MSER 90.59 91.34
SURF 95.46 98.00
SIFT 94.79 98.55
MSER + SURF 99.41 99.93
MSER + SURF + SIFT 99.30 99.65
SURF + SIFT 94.55 97.39
Table 5.3: TPR and FPR image level results using MICC-F2000 dataset.
MSER SURF SIFT MSER&
SURF
MSER&
SURF&
SIFT
SURF&
SIFT
[24] [6] [16]
TPR 96 98 98.80 99.60 99.20 98.80 93.27 94.86 93.42
FPR 2.4 3.2 2.8 1.6 2 3.6 11.26 9.15 11.61
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(a) MSER + SURF
(b) MSER + SURF + SIFT
Figure 5.4: SVM classification results for clusters of matches, with and without
filtering, for combinations of feature detectors using MICC-F2000. Ground truth for
a cluster is considered as ‘true’ either if at least one match in the cluster is true (0%
threshold) or if at least half the matches in the cluster are true (50% threshold).
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(c) SURF + SIFT
Figure 5.4: (continued) SVM classification results for clusters of matches, with and
without filtering, for SURF & SIFT combination of feature detectors using MICC-
F2000. Ground truth for a cluster is considered as ‘true’ either if at least one match in
the cluster is true (0% threshold) or if at least half the matches in the cluster are true
(50% threshold).
level is computed as:
TrueCoverage =
# correctly classified true matches× 256
total number of tampered pixels
(5.5)
FalseCoverage =
# incorrectly classified false matches× 256
total number of untampered pixels
. (5.6)
In each case, the results are determined over the set of test images being used, rather than
individually for each image. The tampered pixels are found by generating the difference
image for the original and tampered images then finding the locations of the non-zero
pixel values and labeling them accordingly. When computing the coverage at pixel level,
we consider each match to be related to the 16× 16 neighborhoods of the corresponding
keypoints. This is true for the SIFT detector, and a reasonable approximation for the
other two detectors.
Table 5.4 and Table 5.5 show the TPR and FPR, with and without filtering, for the
feature detectors and combinations used earlier at match level and the true and false
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(a) MSER
(b) SURF
(c) SIFT
Figure 5.5: An example where (a) MSER detects a matching feature between the
tampered and original regions (represented by an orange star) while (b) SURF and (c)
SIFT do not detect any matching features.
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Table 5.4: TPR and FPR results at match level, with and without filtering.
TPR FPR
Features No Filter Filtered No Filter Filtered
MSER 91.53 93.19 20.41 19.50
SURF 96.31 96.47 23.76 21.84
SIFT 96.26 96.60 24.02 16.02
MSER + SURF 97.59 98.07 23.99 21.27
MSER + SURF + SIFT 97.22 97.37 28.08 25.11
SURF + SIFT 96.43 96.85 26.19 24.56
Table 5.5: True coverage and false coverage results at pixel level, with and without
filtering.
True Coverage False Coverage
Features No Filter Filtered No Filter Filtered
MSER 5.32 6.06 0.16 0.14
SURF 6.54 7.88 0.10 0.09
SIFT 7.49 7.77 0.05 0.04
MSER + SURF 15.22 17.12 0.18 0.16
MSER + SURF + SIFT 11.24 11.45 0.21 0.17
SURF + SIFT 13.42 14.41 0.22 0.16
coverage for pixel level. In all cases, the results were obtained using SVM’s default dis-
crimination threshold. It is clear from these results that the proposed filtering technique
improves performance at both match level and pixel level. While the absolute difference
is small, it is encouragingly consistent, and remains when features are combined. As a
result, this step should always be employed. It is important to note that the true cover-
age for pixel level shows the coverage area for feature detectors based on the number of
features detected in each tampered region. As a result, these figures are small since we
are not using contouring. The reason why we did not implement contouring is because
we believe it is beyond the necessity for this specific application. Our technique can
detect cloning and can localize cloned regions, which is the main objective for passive
forensic techniques.
For individual images, we also consider the relationship between the true coverage at
pixel level, which we refer to as the coverage, and the size of the tampered region.
This relationship can be shown as a two dimensional histogram of coverage against the
tampered region size, where the tampered region size is computed as a fraction of the
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image size. These results for the feature detectors used individually and in the same
combinations as before are shown in Figure 5.6 and Figure 5.7, respectively.
When the feature detectors are used individually, most images have coverage area of up
to 10% of the tampered region size. We have observed that coverage area is generally
poor for larger tampered regions (greater than 10% of the image area). In these cases,
the combined features generally have higher coverage than the individual detectors, due
to an increase in the overall number of matches considered; the more matches there are,
the higher the potential coverage area.
5.2.4 Images with Multiple Tampered Regions
We consider next our technique’s performance on images with multiple tampered regions.
For this purpose, we use the MICC-F600 dataset which contains realistic and challenging
attacks. The dataset contains 440 original images and 160 tampered images with one to
seven cloned regions per image. Image sizes range from 800 × 533 to 3888 × 2592; the
cloned regions also have a range of sizes and shapes. Moreover, the cloned regions were
geometrically transformed (i.e. rotated and scaled).
Since the results from our previous experiment on the MICC-F2000 dataset show that
combining MSER & SURF features gives the best performance, we use only that com-
bination for our remaining experiments. Furthermore, we also keep the training data
from the MICC-F2000 dataset. This resolves two issues: a) the MICC-F600 dataset is
very small, making it difficult to split into training and testing sets of sufficient size, and
b) it is interesting to see how well our method performs when the training and testing
images are from different image databases. The ROC curve in Figure 5.8 shows the de-
tection performance for the MICC-F600 dataset, following training on the MICC-F2000
dataset. Results show that the technique performs well even though the training dataset
was different. This gives an indication for the efficacy of our technique in a practical
situation, where the test cases are usually from a source independent of the training set.
We compute image level TPR and FPR statistics in order to compare with [16] and [6].
Table 5.6 shows that there is a good improvement over results reported in [16] and [6]
using the MICC-F600 dataset.
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Figure 5.6: Relationship between coverage area and tampered region size for feature
detectors used individually. The different colors on the color map represent the number
of images for each coverage area and region size.
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Figure 5.7: Relationship between coverage area and tampered region size for feature
detectors used in combination. The different colors on the color map represent the
number of images for each coverage area and region size.
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Figure 5.8: SVM classification results for clusters of matches using MICC-F600 and
combined MSER & SURF features.
Table 5.6: Comparison of image level results for k-means clustering using MICC-F600
dataset.
Proposed [16] [6]
TPR 96.88 69.0 81.6
FPR 3.13 12.5 7.27
5.2.5 Adaptive Choice of k
To validate the fixed initial choices of k = 2, we repeat the experiment on the MICC-
F600 dataset using a range of values of k, as shown in Figure 5.9. We also computed the
AUC value for each case; the highest AUC value of 98.80% was obtained for k = 2. This
indicates that starting with k = 2 is a good compromise that works well for determining
whether an image is tampered or not.
The algorithm for selecting k described in Section 5.1.5 was tested on three small subsets
from MICC-F600 of five images each, where the subsets contained two, three, and four
cloned regions, respectively. Where there was a choice, the first five suitable images were
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Figure 5.9: SVM classification results for clusters of matches with different k values
using combined MSER & SURF features.
chosen. We tested every image for k ∈ {2, . . . , 8}, and for each case we computed the
average silhouette value and the coverage area. Results for the subset with two cloned
regions are shown in Table 5.7. It can be seen that the value of k corresponding with
the first peak in silhouette value (marked in bold) also gives the highest coverage. We
have observed similar behavior for most images in the other two subsets.
5.2.6 Performance on Smooth and Textured Regions
Finally, we test the performance of our technique in detecting cloned regions with varying
amount of texture, as in Ryu et al. [41]. We use the same dataset, with original images
from the BOSS dataset, of size 512 × 512. Cloned regions are all 96 × 96, rotated
by an angle θ ∈ {0◦, 10◦, . . . , 90◦}. The test set contains 1000 original images and
1000 tampered images; the cloned regions are smooth in half the tampered images
and textured in the other half. A cloned region is considered textured if it has 50 or
more SIFT keypoints. As in our earlier experiment we use MICC-F2000 for training.
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Table 5.7: Average silhouette values and coverage area for five images with two cloned
regions.
k = 2 3 4 5 6 7 8
Image 1
Silhouette value 0.5314 0.7538 0.6742 0.5006 0.5696 0.5653 0.5381
Detected regions 1 2 2 1 1 1 1
Coverage area 2.3 3.9 3.2 2.1 2.5 2.4 2.5
Image 2
Silhouette value 0.6963 0.8146 0.8003 0.7771 0.7559 0.6254 0.6158
Detected regions 2 2 2 2 2 2 2
Coverage area 7.2 7.2 7.2 7.1 7.1 6.9 6.9
Image 3
Silhouette value 0.5631 0.6376 0.4929 0.4509 0.4052 0.4031 0.3163
Detected regions 1 1 1 1 1 0 0
Coverage area 0.9 1.1 0.7 0.5 0.2 0 0
Image 4
Silhouette value 0.6132 0.6487 0.6174 0.6059 0.5284 0.5882 0.5670
Detected regions 2 2 2 2 2 2 2
Coverage area 8.0 8.0 7.7 7.0 5.9 5.9 6.0
Image 5
Silhouette value 0.5157 0.4706 0.5184 0.4395 0.4341 0.4662 0.4445
Detected regions 2 2 2 2 2 2 2
Coverage area 26.6 22.5 26.6 21.3 20.0 21.9 22.1
The image level results for our technique compared with the image level ROC curves
obtained by Ryu et al. are shown in Figure 5.10. It is important to note that we did
not plot the ROC curve for our method because it shows cluster level detection and not
image level detection. Compared to Ryu et al., our method increases detection results by
approximately 13% for the textured cloned regions while the detection of smooth regions
is not as robust because MSER & SURF are not able to find feature keypoints when
the cloned region has low spatial frequency (e.g. a patch of sky or sea). It is important
to note that the method in [41] was compared to six existing methods, outperforming
them all. The detection of smooth regions is addressed in Chapter 6.
5.3 Summary
In this chapter we proposed a flexible algorithm for detecting cloning in images, based on
the use of feature detectors. Rather than using increasingly complex matching criteria to
determine whether a particular match was the result of a cloning event, we clustered the
matches using a simple algorithm and use a supervised learning algorithm to classify
the clusters. This detector-agnostic approach allowed the results of multiple feature
detectors to be combined, increasing the potential number of keypoints in the cloned
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Figure 5.10: Image level results using BOSS and combined MSER & SURF features.
region. Results showed a very significant improvement on the techniques presented in
[16], [6] and [41], particularly when different detectors were combined. A statistical
filtering step was also proposed to increase the homogeneity of the clusters and thereby
improved SVM’s classification accuracy by more than 5%. Finally, our algorithm used
an adaptive technique for selecting the optimal k value for each image independently.
This allowed our method to work well when there were multiple cloned regions in the test
images, and where usually the number of tampered regions was not known beforehand.
We showed that our algorithm worked well when using different datasets for training
and testing. This is a significant advantage for practical applications, where the test
cases are generally from a source independent to any available training dataset. In
summary, the proposed algorithm provided a useful framework for further improvement,
as each component could be replaced independently (i.e. feature detectors and clustering
method).
One of the principal remaining difficulties for our proposed technique in this chapter
was cloning detection in regions with low spatial frequency (i.e. smooth regions with
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minimum or no texture such as a patch of sky). We will tackle this issue in Chapter 6
by analyzing more feature detectors for cloning detection in smooth regions which can
be used to overcome this challenge.
Chapter 6
Cloning Detection in Smooth
Regions and Agglomerative
Hierarchical Clustering
Experimental results from the previous chapter show that our algorithm’s cloning de-
tection diminishes when the cloned region has minimum or no texture. In this chapter
we improve the technique proposed in Chapter 5 by explaining how to overcome the
challenge of cloning detection in smooth regions. In addition, we evaluate the perfor-
mance of hierarchical clustering for cloning localization and test the robustness of our
technique against AWGN and JPEG compression.
6.1 Background on Feature Detectors
Cloning detection results from Chapter 5 showed that combining MSER and SURF de-
scriptors performed very well across different datasets (highest TPR was approximately
97.59%). However, this combination was not effective in detecting cloning in smooth
regions because both descriptors were not able to detect any features at all within the
cloned regions for smooth images in the BOSS dataset. In this chapter we propose in-
corporating new feature descriptors to overcome the challenge of cloning detection in
smooth regions.
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According to [96], FAST (Features From Accelerated Segment Test) [97] is an efficient
keypoint detector. FAST uses a circle of 16 pixels to classify whether a candidate point
p is a corner. Each pixel in the circle is labeled from 1 to 16. For a given candidate point
p, each location on the circle can be denoted by p → x. The intensity of a candidate
pixel p is denoted by Ip and the threshold value is t. The status of each pixel, Sp→x
must be either darker, similar or brighter as follows:
Sp→x =

d, Ip→x ≤ Ip − t (darker)
s, Ip − t < Ip→x < Ip + t (similar)
b, Ip + t ≤ Ip→x (brighter)
(6.1)
BRISK (Binary Robust Invariant Scalable Keypoints) [98] is an extension to FAST. In
[96] a set of seven different feature detectors (including FAST and BRISK) were tested
for their matching precision and speed. Feature detection results from [96] showed that
the largest number of keypoints were extracted by FAST, indicating that FAST could
be an effective detector to incorporate with MSER and SURF to detect features in
smooth regions. In addition, FAST is a corner detector which is different from MSER (a
region detector) and SURF (an affine invariant detector). This diversity makes the three
detectors complementary to each other. For this reason we choose to test FAST and
BRISK (which are corner detectors) in addition to two other well-known corner feature
detectors Harris [99] and ShiTomasi [100]. Both Harris and Shi-Tomasi algorithms work
by computing a corner response function C across an image. The Harris detector defines
the corner response as follows:
C = |H| −m(traceH)2, (6.2)
where H represents a 2×2 matrix computed from image derivatives and m represents an
empirically determined constant between the values of 0.04 and 0.06. The Shi-Tomasi
detector relies on a model that is based on feature monitoring and tracking [100]. This
model is very different and distinct from the models used by MSER and SURF which
rely on texture measurements for feature detection. The Shi-Tomasi detector uses the
smallest eigenvalue of H as the corner strength function as follows:
F = min (λ1, λ2), (6.3)
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where λ1 and λ2 represent the x and y locations, respectively for the smallest eigenvalue.
6.2 Experimental Set-up
For our experiments, each detector is first analyzed individually to see whether it is
able to detect features within cloned regions. The detector that can detect the most
features in the cloned regions will be incorporated in the previous combination (MSER
+ SURF) for cloning detection in smooth regions. The BOSS [41] dataset is used to test
each detector’s ability to find features within cloned regions. The test dataset contains
1000 tampered images (including both textured and smooth images). Table 6.1 shows
feature detection results for each detector. Results from Table 6.1 show that the Shi-
Tomasi detector outperforms other detectors in detecting the most features within cloned
regions, and having the least number of images where no features are detected within
the cloned regions. Based on the results from this preliminary experiment, we choose
the Shi-Tomasi detector to be incorporated into the previous combination of (MSER
+ SURF) detectors. We believe that using the Shi-Tomasi detector will improve our
technique’s performance in detecting smooth cloned regions.
Table 6.1: Feature detection results for BOSS dataset.
Combined
MSER&
SURF
BRISK FAST Harris Shi-Tomasi
Average number
of matches de-
tected in cloned
region
19 2 7 46 158
Percentage of im-
ages where ZERO
features were de-
tected in cloned
regions
32.3 66.2 52.1 25.4 7.7
6.3 New Feature Detector Combination
For cloning detection we incorporate the Shi-Tomasi detector into the combined MSER
+ SURF detectors to improve cloning detection in smooth images. The test set contains
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Figure 6.1: SVM classification results for clusters of matches using BOSS and com-
bined Shi-Tomasi & MSER & SURF features (smooth and textured images in separate
sets).
1000 original images and 1000 tampered images; the cloned regions are smooth in half of
the tampered images and textured in the other half. Cloned regions are all with sizes of
96× 96, rotated by an angle θ ∈ {0◦, 10◦, . . . , 90◦}. Classification results for combining
the Shi-Tomasi & MSER & SURF detectors are shown in Figure 6.1. We also show the
classification results for combining the MSER & SURF detectors without the Shi-Tomasi
detector in Figure 6.2. The ROC curves from Figures 6.1 and 6.2 show that the smooth
region detection results have improved slightly with the incorporation of the Shi-Tomasi
detector. The AUC value for MSER and SURF was 98.73% but with the Shi-Tomasi
detector, the AUC value has improved to 98.89%. Although this improvement is not
significant and very minor, it becomes more apparent at image level where the increase
in cloning detection for smooth regions reached 18% after incorporating the Shi-Tomasi
detector with MSER and SURF. On the other hand, the AUC for textured regions has
decreased from 99.63% to 98.28% with the Shi-Tomasi detector. The reason behind
this decrease is that the Shi-Tomasi detector uses the minimum eigenvalue algorithm
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Figure 6.2: SVM classification results for clusters of matches using BOSS and com-
bined MSER & SURF features (smooth and textured images in separate sets).
for detecting features. This algorithm generates a significant number of features since
it detects corners, line endings, and points on curves as interest points. Therefore,
using this detector with textured images will generate false matches which in turn will
affect the overall detection performance. To verify this further, we also apply the Shi-
Tomasi detector with MSER and SURF to the MICC-F2000 and MICC-F600 datasets.
The ROC curves in Figure 6.3 show that cloning detection performance diminished
significantly after incorporating the Shi-Tomasi detector with the MSER and SURF
detectors.
6.4 Modified Cloning Detection Algorithm
Based on the results obtained in the previous experiment, we have found that the Shi-
Tomasi detector extracts a significant number of features from textured images which
could lead to a high false positive rate. Moreover, the computational cost for using
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Figure 6.3: SVM classification results for clusters of matches using MICC-F2000 &
MICC-F600 and combined Shi-Tomasi & MSER & SURF features.
that detector with textured images is significantly higher (approximately double the
processing time) and is not suitable for real-time applications. However, it could be
very effective in situations where other detectors are not able to detect many features
within a certain image. Therefore, we modify our previous algorithm so that the Shi-
Tomasi detector is incorporated into the combination of MSER and SURF only when the
image is smooth. Ryu et al. [41] utilized a threshold which was adopted from Pan and
Lyu’s work [52] to distinguish between textured and smooth images. We use the same
threshold criteria used in [41] and [52] to differentiate between those two categories. Any
image that has less than 50 SURF features is considered a smooth image. Therefore,
any cloned region in that image will be considered a smooth region. We run a test
on the BOSS dataset with a training set consisting of 1000 images (half original and
half tampered) and likewise 1000 images in the testing set. In this experiment we did
not separate the smooth and textured images into different sets. Instead, we have all
the test images in one set. The algorithm will compute the number of SURF features
before any further processing is performed. When the image has less than 50 SURF
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features, the Shi-Tomasi detector will be used to extract features from the image along
with MSER and SURF features. A flowchart of the modified algorithm is shown in
Figure 6.4 where the modification is highlighted in red. The ROC curve in Figure 6.5
shows that incorporating the Shi-Tomasi detector only when the image is smooth is
effective in cloning detection (AUC = 98.82%). Figure 6.6 shows the cloning detection
results for the three detectors in smooth regions.
6.5 Robustness Against Geometric Transformation
Although the Shi-Tomasi detector is robust in detecting features in smooth regions, it is
sensitive to geometric transformations. The performance of the detector drops when the
cloned region is rotated. For additional verification, we test 536 smooth images from the
BOSS dataset where the cloned regions are, rotated by an angle θ ∈ {10◦, 20◦, . . . , 90◦}.
The percentage of images where no features were detected in the cloned regions was
77%. We replicate the same experiment using the Harris corner detector since it was
the second best in feature detection (Table 6.1). The percentage of images where no
features were detected in the cloned regions was 30%. This is a significant difference
which indicates that the Harris corner detector is more robust in detecting features when
geometric transformations have been applied to the cloned regions. Therefore, smooth
region detection can be further improved by incorporating the Harris corner detector
to detect rotated smooth regions. We incorporate the Harris corner detector only when
the images is smooth (i.e. has less than 50 SURF features). So now the Shi-Tomasi and
Harris detectors are incorporated to the combination of MSER and SURF to improve
detection results.
This new combination is used on the same BOSS dataset where the training set has
1000 images (half original and half tampered) and the testing set is likewise. Results
have improved slightly as can be seen in Figure 6.7. The AUC before adding the Harris
detector was 98.82% and after adding it the AUC increased to 98.87%. Although the
improvement in cluster level detection is very slight, it becomes more evident at image
level results where the TPR using Harris was 70% and 23% using Shi-Tomasi. This
indicates that adding the Harris detector does have an advantage and it can improve
cloning detection results when geometric transformation has been applied to cloned re-
gions. Each detector in the current combination (i.e. MSER + SURF + Shi-Tomasi +
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Figure 6.4: Modified cloning detection algorithm flowchart. The modification is
highlighted in red).
Chapter 6 86
Figure 6.5: SVM classification results for clusters of matches using BOSS and com-
bined Shi-Tomasi & MSER & SURF features (smooth and textured images in the same
set).
Harris) has its own distinct advantage since each detector can detect different features
for different image scenarios. These detectors complement each other because each one
of them is robust in detecting features under certain conditions. MSER and SURF are
robust in detecting features in textured regions even in cases where geometric transfor-
mations have been applied (i.e. scaling, rotation). Shi-Tomasi and Harris are robust
in detecting features in smooth regions. However, when the cloned regions are scaled
or rotated, the Harris detector outperforms the Shi-Tomasi detector in finding features
in those regions. This feature combination can be made adaptive so that the relevant
detectors will be used according to the image being tested. This adaptability feature
is very important as it makes the algorithm useful for any datasets. Finally, we com-
pute the processing time required for the feature extraction and matching phase using
different detector combinations. The processing times were computed for 10 tampered
images from the BOSS dataset and the average time is reported in Table 6.2.
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Figure 6.6: Cloning detection results in smooth regions. Left column is combined
MSER & SURF detectors. Right column is after incorporating the Shi-Tomasi detector
with MSER + SURF. The yellow lines with orange stars and cyan lines with green stars
represent cloning.
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Figure 6.7: SVM classification results for clusters of matches using BOSS and Harris
& Shi-Tomasi & MSER & SURF features (smooth and textured images in the same
set).
Table 6.2: Comparison of average processing times (in seconds) for three detector
combinations using BOSS Dataset.
Detector Combination Processing Time
MSER+SURF 0.1188
MSER+SURF+Shi-Tomasi 1.5512
MSER+SURF+Shi-Tomasi+Harris 2.0094
6.6 Hierarchical Clustering for Cloning Localization
Hierarchical clustering [84] works by generating a hierarchy of clusters using a den-
drogram that depicts the distances between clusters. The clustering algorithm uses a
linkage criterion for computing distance measurements. Hierarchical clustering can ei-
ther be agglomerative or divisive. The agglomerative approach, for example, starts with
individual elements then combines them into clusters. The divisive approach, on the
other hand, starts with the complete set of points to be clustered and divides them into
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partitions. It is important to note that generally hierarchical clustering is highly com-
putational and therefore, will be slow when working with large datasets. Furthermore,
it does not handle outliers efficiently since they will add more clusters or they will cause
existing clusters to merge together. In our next experiment we will test the performance
of agglomerative hierarchical clustering for cloning localization. We specifically choose
agglomerative over divisive because it is less comuptationally expensive. The literature
shows that in practice, divisive hierarchical clustering is not commonly used due to its
expensive computational cost [101] [102].
Agglomerative hierarchical clustering proved very successful according to the cloning
detection results obtained by Amerini et al.[6]. Therefore, we test the performance
of this clustering technique. The objective is to determine how hierarchical clustering
compares with the k-means clustering technique in terms of pixel level detection and
processing time.
Cloning detection results from experiments in Chapter 5 showed that when MSER and
SURF were combined, a high cloning detection rate (TPR 99.60%) was achieved. There-
fore, this combination will be used to test the performance of hierarchical clustering. The
algorithm remains unchanged (as previously described in Chapter 5) except for chang-
ing the clustering algorithm to agglomerative hierarchical clustering. The MICC-F2000,
MICC-F600, and BOSS datasets are used for conducting this experiment. The training
and testing setup is also the same as described in Chapter 5. To ensure a fair comparison
between the two clustering techniques the number of clusters is set to two as we did for
k-means. The filtering step is removed because the exact same process cannot be imple-
mented for hierarchical clustering since it is not a centroid based technique. The ROC
curve in Figure 6.8 shows the SVM classification results for clusters of matches using
hierarchical clustering. Based on the ROC curve, the hierarchical clustering achieves
a very similar performance to k-means clustering across the three different datasets.
Table 6.3 shows the AUC values for each clustering technique using different datasets.
Although each clustering technique is based on a different model, their performance
remains the same when each algorithm’s parameters are adjusted to work under the
same conditions, such as having the same number of clusters (i.e. two clusters). In
order to verify the results further, we compute the TPR and FPR figures at match and
pixel levels for hierarchical clustering using the MICC-F2000 dataset. Table 6.4 shows
these results compared to k-means. The difference between k-means and hierarchical
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Figure 6.8: SVM classification results for clusters of matches using hierarchical clus-
tering and combined MSER & SURF features.
clustering is very minimal and remains within a very similar range (TPR = 97.59%
and 96.43%, respectively). Furthermore, our hierarchical clustering results are com-
pared with two other techniques by Ameriniet al. which were also based on hierarchical
clustering. Table 6.5 shows that our technique outperforms Amerini et al. [16] and [6]
by achieving a TPR of 97.50% while the other two techniques had a TPR of 69% and
81.60%, respectively.
Table 6.3: AUC values (%) for k-means and hierarchical clustering using different
datasets.
Technique MICC-F2000 MICC-F600 BOSS (textured) BOSS (smooth)
k-means 99.41 98.80 99.63 98.73
hierarchical 99.61 97.76 99.47 98.54
Finally we compute the average processing time for the k-means and hierarchical cluster-
ing techniques. The technical specifications for computational processing are as follows:
Intel Core i5-560M processor 2.66 GHz with Turbo Boost up to 3.20 GHz, Windows
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Table 6.4: TPR and FPR results for the two clustering techniques.
Match Level Pixel Level
Technique TPR FPR TPR FPR
k-means 97.59 23.99 15.22 0.18
hierarchical 96.43 22.16 16.65 0.12
Table 6.5: Comparison of image level results for Hierarchical clustering using MICC-
F600 dataset.
Proposed [16] [6]
TPR 97.50 69.0 81.6
FPR 3.75 12.5 7.27
Table 6.6: Comparison of average processing times (in seconds) for k-means and
hierarchical clustering using different datasets.
Technique MICC-F2000 MICC-F600 BOSS
k-means 0.0065 0.0066 0.0038
hierarchical 0.0075 0.0410 0.0016
7 Home Premium (64-bit), 4GB Memory, Matlab 2013a. The processing times were
computed using three different datasets as follows:
• 250 tampered images form MICC-F2000 (single cloned regions)
• 160 tampered images from MICC-F2000 (multiple cloned regions)
• 1000 images from BOSS (textured and smooth regions)
Table 6.6 shows the average processing times for the two clustering techniques using
different datasets. When the parameters are set to the same conditions, hierarchical
clustering is found to be as fast as k-means. We specifically set the number of maxi-
mum clusters to 2 in order to compare fairly. However, when the number of clusters is
not specified, the algorithm takes a longer time to process the images. To verify, the
MICC-F2000 was tested again without specifying the number of clusters. The aver-
age processing time was found to have increased from 0.0075 seconds to 0.0103 seconds
representing an increase of approximately 37.3% in average processing time.
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6.7 Robustness Against Additive White Gaussian Noise &
JPEG Compression
In this experiment the performance of our proposed cloning detection technique is tested
against two types of image degradations (e.g. AWGN and JPEG compression) with
different quality factors. These two types of attacks are chosen because they are common
in the literature and there is a significant number of techniques that address them
making it convenient to compare results. The robustness of our technique is compared
with the algorithm proposed by Chen et al. [7]. Chen et al.’s algorithm also used the
Harris detector for cloning detection in digital images, which is similar to our proposed
algorithm. The main difference is that we combine the Harris detector with: MSER,
SURF, and Shi-Tomasi for cloning detection.
The aim of the robustness experiment is to determine whether the cloning detection
performance of our technique is affected when the tampered region is scaled and ro-
tated, as well as being compressed and contaminated with noise. The same robustness
experiment is implemented as in [7] to facilitate a fair comparison of results. The Ko-
dak image database [83] is used for the experiments. It contains 24 RGB uncompressed
PNG images of size 768×512 pixels. All the images are first converted to grayscale be-
fore creating the tampered image set. The tampered block size in all images is 90×90
pixels which is 2.06% of the whole image size. Each tampered block is scaled using
the following scaling factors (0.8, 0.9, 1.1, 1.2, 1.3) and rotated with a random angle
θ ∈ {0◦, 360◦}. Afterwards, additive white Gaussian noise is applied to the whole im-
age using the following signal-to-noise ratios: (SNR = 40, 35, 30, 25, 20 dB) or JPEG
compression is applied using the following quality factors: (QF = 90, 80, 70, 60, 50).
This is applied to every image in the dataset which means we have 24 images for each
scaling factor and a total of 120 images with different scaling factors. The additive white
Gaussian noise and JPEG compression are applied individually to the 120 images using
the SNR ratios and JPEG quality factors mentioned above. Therefore, the total number
of tampered images used in this experiment is 600 images.
The proposed combination of detectors (i.e. MSER, SURF, Shi-Tomasi and Harris) is
used for this comparative analysis. Results for additive white Gaussian noise can be
found in Table 6.7. Cloning detection results from Table 6.7 show that the performance
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of our technique is reliable (82.50% detection rate) even for a low value of SNR at 20 dB.
Moreover, it outperforms Chen et al.’s technique [7] which achieved 81.67% detection
rate at the same SNR of 20 dB. Table 6.8 shows the performance of our technique
against JPEG compression with different quality factors. Our technique demonstrates
good robustness and is able to detect cloning (77.50%) even at a low JPEG quality
factor (QF = 50). Moreover, our technique is more robust against JPEG compression
(77.50% detection rate) than Chen et al.’s technique (76.67%). Figure 6.9 shows a few
image examples of cloning detection for the following two scenarios:
• upscaling (factor of 1.1) and rotation (10◦) and AWGN (SNR = 20 dB).
• upscaling (factor of 1.1) and rotation (10◦) and JPEG compression (QF = 50).
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(a) Tampered image (rota-
tion and upscaling applied to
cloned region).
(b) AWGN added to tam-
pered image (SNR = 20 dB).
(c) JPEG compression ap-
plied (QF = 50).
(d) Tampered image (rota-
tion and upscaling applied to
cloned region).
(e) AWGN added to tampered
image (SNR = 20 dB).
(f) JPEG compression applied
(QF = 50).
(g) Tampered image (rota-
tion and upscaling applied to
cloned region).
(h) AWGN added to tam-
pered image (SNR = 20 dB).
(i) JPEG compression applied
(QF = 50).
Figure 6.9: Examples of cloning detection with image degradations (e.g. AWGN and
JPEG compression). The blue lines with orange stars represent matches detected by
SVM as cloned. The red lines represent matches detected by SVM as original.
6.8 Summary
In this chapter we improved on the cloning detection results obtained in Chapter 5.
Cloning detection results from the previous chapter showed that our algorithm’s per-
formance became poorer when the image had low spacial frequency. This was due to
the feature detectors (MSER & SURF) inability to detect features in smooth images.
Therefore, to remedy this drawback, we proposed incorporating two feature detectors
(Shi-Tomasi and Harris) with the previous combination of MSER and SURF. These two
detectors proved to be very successful in detecting features within smooth cloned regions,
achieving an AUC of approximately 98.87%. Furthermore, we tested the performance of
hierarchical clustering for cloning localization. Results showed that hierarchical and k-
means clustering had a similar performance (TPR = 96.43% and 97.59%, respectively).
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Finally, we tested the robustness of our technique against additive white Gaussian noise
and JPEG compression. Our technique was found to be reliable even when tested at a
low SNR of 20 dB and also a low JPEG compression quality factor at 50 achieving a
TPR of 82.50% and 77.50%, respectively.
Chapter 7
Conclusions and Future Work
7.1 Summary
In this thesis we focused on cloning detection and localization in digital images. The
adopted algorithm was based on feature extraction and clustering. We have shown that
certain combinations of feature detectors can give optimal results for cloning detection.
Furthermore, we have shown that using clustering and a support vector machine are
useful and can be incorporated within the proposed algorithm effectively. In this the-
sis, we have proposed an adaptive algorithm that relies on three main phases: feature
extraction, clustering and SVM. The algorithm is adaptive because it can analyze each
image independently based on its texture and it can select the optimal value of k to be
used in the clustering phase. One of the main advantages of the proposed algorithm was
its efficacy in detecting cloning when the training and testing datasets are different. The
results we have obtained in this research confirm that using feature extraction, clustering
and SVM for cloning detection in digital images is effective and robust. Moreover, ex-
perimental results show that this technique can outperform other recent state-of-the-art
techniques. The following paragraphs summarize the work proposed in this thesis.
In Chapter 3 an improvement to Wang et al.’s algorithm was implemented by adding
localization for tampered regions. The algorithm used gray-level co-occurrence matrix
(GLCM) to extract second order texture features form the chromatic component of
digital images. A support vector machine was used to predict the image’s authenticity
or tampering based on the extracted features. The same technique was used for image
98
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blocks with different sizes. Results showed that we can localize tampering effectively.
Our proposed technique achieved an accuracy of approximately 100% using the Kodak
dataset. This work was significant because it can detect two main types of attacks on
digital images which are cloning and splicing.
Chapter 4 provided an analysis of three feature extraction techniques for cloning detec-
tion: MSER, SURF, SIFT. The k-means clustering technique was used to distinguish
between original and tampered matches. For comparison purposes, the performance of
SIFT and SURF feature detectors were tested. MSER achieved the highest TPR (97%)
compared to SURF and SIFT which achieved 93% and 88%, respectively.
Chapter 5 explained the improvement we implemented to the algorithm proposed in
Chapter 4. An algorithm that relies on feature extraction, k-means clustering and SVM
was proposed. The performance of MSER, SURF and SIFT were tested individually and
in combination. Results showed that combining MSER and SURF achieved optimal re-
sults for image level cloning detection (TPR = 99.60%). A statistical filtering technique
was proposed for improving SVM’s detection results. Furthermore, an adaptability fea-
ture was incorporated to the proposed algorithm by selecting the optimal value of k
independently for each image depending on the best silhouette value obtained.
In Chapter 6 the Shi-Tomasi and Harrris detectors were incorporated for smooth region
detection. The proposed algorithm was modified by enabling it to select the appropriate
feature detector based on the texture of the image. This additional characteristic im-
proved cloning detection results significantly (AUC= 98.87%). Furthermore, we tested
the performance of agglomerative hierarchical clustering for cloning localization. Ex-
perimental results showed that both hierarchical and k-means clustering techniques are
robust and can localize cloning very effectively achieving a TPR of 96.43% and 97.59%,
respectively. Finally, an analysis of the robustness of our technique against additive
white Gaussian noise and JPEG compression was provided. We showed that our tech-
nique is still reliable in cloning detection even with a low JPEG compression quality
factor (QF = 50) and a low signal-to-noise ratio (SNR = 20 dB) achieving a TPR of
77.50% and 82.50%, respectively.
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7.2 Conclusion
The technology available nowadays allows manipulation of digital media in unlimited
ways. The technology in the future will definitely allow more manipulations in ways
that seem unimaginable today. Therefore, it is extremely significant that the field of
image forensics stays up to date to keep up with the continuous evolution of technology.
It is also important to keep in mind that as the tamper detection techniques continue
to improve and expand, there will be new tampering techniques and new anti-forensics
techniques which will make the detection process more challenging. Furthermore, there
are certain challenges that still face this fast growing filed such as dealing with noise,
lossy compression and complicated types of geometric transformations. However, the
field of image forensics has come a long way and huge leaps are being made into its
advancement. This will no doubt make it hard and time-consuming to doctor digital
images without being detected. Finally, all the results presented in this thesis confirm
that using feature extraction, clustering and SVM are effective in cloning detection and
localization. The next section presents some of the ideas we wish to incorporate in our
future work.
7.3 Future Work
In the following subsections we present some of the ideas we intend to pursue for future
work.
7.3.1 Combination of Forensic Tools
Results from this thesis showed that combining feature detectors achieved good results.
We predict that combining another type of forensic tool (i.e. camera based methods,
format based methods, etc.) can improve detection results as well. Our pixel-based
algorithm could be combined with any of the other methods described in Chapter 1.
This type of combination could boost results significantly because of the diversity of the
used tools.
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7.3.2 Splicing Detection
Our plan is to address another common type of tampering, which is splicing [103], [104],
[105]. We aim to develop a technique that can detect splicing and cloning in the same
time. These types of techniques are more useful in real case scenarios since we will not
have prior knowledge about the type of tampering present in the digital image that is
under investigation.
7.3.3 Anti-Forensic Techniques Investigation
Investigate recent anti-forensic techniques which are designed to diminish or impair the
tamper detection capability of forensic techniques. Our main aim is to design a tamper
detection technique that is robust against the most recent anti-forensic approaches. The
objective is to develop a forensic method for tamper detection that maintains accuracy
and legitimacy.
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