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Abstract. Copyless streaming string transducers (copyless SST) have
been introduced by R. Alur and P. Cerny in 2010 as a one-way de-
terministic automata model to define transformations of finite strings.
Copyless SST extend deterministic finite state automata with a set of
registers in which to store intermediate output strings, and those regis-
ters can be combined and updated all along the run, in a linear manner,
i.e., no register content can be copied on transitions. It is known that
copyless SST capture exactly the class of MSO-definable string-to-string
transformations, as defined by B. Courcelle, and are equi-expressive to
deterministic two-way transducers. They enjoy good algorithmic proper-
ties. Most notably, they have decidable equivalence problem (in PSpace).
In this paper, we show that they still have decidable equivalence problem
even without the copyless restriction. The proof reduces to the HDT0L
sequence equivalence problem, which is known to be decidable. We also
show that this latter problem is as difficult as the SST equivalence prob-
lem, modulo linear time reduction.
1 Introduction
The theory of languages is extremely rich and important automata-logic corre-
spondances have been shown for various classes of logics, automata, and struc-
tures. There are less known automata-logic connections in the theory of trans-
formations. Nevertheless, important results have been obtained for the class of
MSO-definable transformations, as defined by Courcelle. Most notably, it has
been shown by J. Engelfriet and H.J. Hoogeboom that MSO-definable (finite)
string to string transformations are exactly those transformations defined by
deterministic two-way transducers [6]. This result has then been extended to
ordered ranked trees by J. Engelfriet and S. Maneth, for the class of linear-size
increase macro tree transducers [7]. More recently, MSO-definable transforma-
tions of finite strings have also been characterized by a new automata model,
that of (copyless) streaming string transducers, by R. Alur and P. Cerny [1].
Copyless streaming string transducers (SST) extend deterministic finite state
automata with a finite set of string variables X,Y, . . . . Each variable stores
an intermediate string output and can be combined and updated with other
variables. Along the transitions, a finite string can be appended or prepended to
a variable, and variables can be reset or concatenated. The variable updates along
the transitions are formally defined by variable substitutions and the copyless
restriction is defined by considering only linear substitutions. Therefore, variable
update such as X := XX are forbidden by the copyless restriction. The SST
model has then been extended to other structures such as infinite strings [5],
trees [2], and quantitative languages [3].
Copyless SST enjoy many good algorithmic properties such as decidable
equivalence problem (given two copyless SST, do they define the same transfor-
mation?) or decidable typechecking (given a copyless SST T and two finite au-
tomata A,B, does T (L(A)) ⊆ L(B) hold?). While the copyless SST equivalence
problem is known to be decidable in PSpace, it is unknown whether decidability
still holds without the copyless restriction. In this paper, we close this question
and show that (copyfull) SST have decidable equivalence problem. We reduce
this problem to the HDT0L sequence equivalence problem, which is decidable [8],
but its complexity is unknown. We actually prove a slightly more general result
on the class of non-deterministic SST: we show that checking whether a given
non-deterministic SST defines a function is a decidable problem, again by re-
duction to the HDT0L equivalence problem. Conversely, we show that the SST
equivalence problem is as hard as the HDT0L sequence equivalence problem,
modulo linear time reduction.
2 Streaming String Transducers
For all finite alphabets Σ, we denote by Σ∗ the set of finite words over Σ, and by
ǫ the empty word. Let X be a finite set of variables denoted by X,Y, . . . and Γ
be a finite alphabet. A substitution σ is defined as a mapping σ : X → (Γ ∪ X )∗.
Let SX ,Γ be the set of all substitutions. Any substitution σ can be extended to
σˆ : (Γ ∪ X )∗ → (Γ ∪ X )∗ in a straightforward manner. The composition σ1σ2
of two substitutions σ1 and σ2 is defined as the standard function composition
σˆ1σ2, i.e. σˆ1σ2(X) = σˆ1(σ2(X)) for all X ∈ X .
Definition 1. A streaming string transducer (SSTfor short) is a tuple T =
(Σ,Γ,Q, q0, Qf , δ,X , ρ, F ) where:
– Σ and Γ are finite sets of input and output alphabets;
– Q is a finite set of states with initial state q0;
– δ : Q× Σ → Q is a transition function;
– X is a finite set of variables;
– ρ : δ → SX ,Γ is a variable update function ;
– Qf is a subset of final states;
– F : Qf ⇀ X
∗ is an output function.
The concept of a run of an SST is defined in an analogous manner to that of
a finite state automaton. The sequence 〈σr,i〉0≤i≤|r| of substitutions induced by
a run r = q0
a1−→ q1
a2−→ q2 . . . qn−1
an−−→ qn is defined inductively as the following:
σr,i=σr,i−1ρ(qi−1, ai) for 1 < i ≤ |r| and σr,1 = ρ(q0, a1). We denote σr,|r| by σr.
If r is accepting, i.e. qn ∈ Qf , we can extend the output function F to r by
F (r) = σǫσrF (qn), where σǫ substitute all variables by their initial value ǫ. For
all words w ∈ Σ∗, the output of w by T is defined only if there exists an accepting
run r of T on w, and in that case the output is denoted by T (w) = F (r). The
domain of T , denoted by Dom(T ), is defined as the set of words w on which
there exists an accepting run of T . The transformation JT K defined by T is the
function which maps any word w ∈ Dom(T ) to its output T (w).
In [1], the variable update are required to be copyless, i.e. no variable can
occur more than once in the rhs of the substitutions ρ(t), for all t ∈ δ. One of the
main result of [1] is to show that this restriction allows one to capture exactly
the class of MSO-definable transformations.
BiSST A biSST T = (Σ,Γ,Q, q0, Qf , δ,X , ρ, F ) is defined as an SST, except for
the output function F , which is a function from Qf to X
∗ ×X ∗. The semantics
of SST can be naturally extended to biSST such that JT K is a function from Σ∗
to Γ ∗ × Γ ∗. A biSST T is diagonal if for all w ∈ Σ∗, T (w) = (s, s) for some
s ∈ Γ ∗.
Non-deterministic SST and biSST SST and biSST can be naturally extended
with non-determinism. In the non-deterministic setting, transitions are defined
by a relation δ ⊆ Q × Σ × Q. Since there might be several accepting runs
associated with an input word w, a non-deterministic SST (resp. biSST) T
defines a relation from Σ∗ to Γ ∗, (resp. from Σ∗ to Γ ∗×Γ ∗), defined as the
set of pairs (w,F (r)) such that r is an accepting run of T on w. A non-
deterministic SST T is functional if it defines a function, i.e. for all wordsw ∈ Σ∗,
|{w′ | (w,w′) ∈ JT K}| ≤ 1. A non-deterministic biSST T is diagonal if for all
words w,w1, w2 ∈ Σ
∗, if (w, (w1, w2)) ∈ JT K, then w1 = w2.
Synchronised Product of SST Let T1 and T2 be two non-deterministic SST:
T1=(Σ,Γ,Q
(1), q
(1)
0 , Q
(1)
f , δ
(1),X (1), ρ(1), F (1)) and T2 = (Σ,Γ,Q
(2), q
(2)
0 , Q
(2)
f , δ
(2),
X (2), ρ(2), F (2)). For all transitions t1 = (q1, a1, p1) ∈ δ
(1) and t2 = (q2, a2, p2) ∈
δ(2), the product transition t1⊗t2 is defined only if a1 = a2, by ((q1, q2), a1, (p1, p2)).
We define the product T1⊗T2 of T1 and T2 as a biSST that simulates both SST
T1 and T2 in parallel on the same inputs, and produces the pair of respec-
tive outputs of these SSTs. Formally, T1 ⊗ T2 is the biSST T = (Σ,Γ,Q
(1) ×
Q(2), (q
(1)
0 , q
(2)
0 ), Q
(1)
f ×Q
(2)
f , δ
(1) ⊗ δ(2),X (1) ⊎ X (2), ρ, F ) where:
– for all t1 ⊗ t2 ∈ δ
(1) ⊗ δ(2), all X ∈ X (1) ⊎ X (2), ρ(t)(X) = ρ(i)(ti)(X) if
X ∈ X (i)
– F is defined only on Q
(1)
f × Q
(2)
f , by F (q1, q2) = (F
(1)(q1), F
(2)(q2)) for all
(q1, q2) ∈ Q
(1)
f ×Q
(2)
f .
The following proposition is immediate by construction of T1 ⊗ T2:
Proposition 1. Given two non-deterministic SST T1 and T2, the following
holds:
1. Dom(T1 ⊗ T2) = Dom(T1) ∩Dom(T2),
2. JT1 ⊗ T2K = {(w, (w1, w2)) | (w,w1) ∈ JT1K ∧ (w,w2) ∈ JT2K},
3. if both T1 and T2 are deterministic, then so is T1 ⊗ T2.
3 SST Functionality and Equivalence Problems
The functionality problem for non-deterministic copyless SSTs, as well as the
equivalence problem of (deterministic) copyless SSTs, are both known to be
decidable in PSpace [4]. We show that both problems are still decidable even if
one drops the copyless assumption.
More precisely, the functionality problem asks, given a non-deterministic SST
T , whether it is functional, i.e., whether JT K is a function. The equivalence prob-
lem asks, given two (deterministic) SST T1 and T2, whether they define the same
function, i.e. JT1K = JT2K. We show that both problems reduce to the diagonal
problem of biSST: given a biSST T , it amounts to decide whether T is diagonal.
The following result is indeed trivial:
Proposition 2. Let T be a non-deterministic SST. Then T is functional iff
T ⊗ T is diagonal.
The equivalence problem of (deterministic) SST can be reduced to the func-
tionality problem of non-deterministic SST:
Proposition 3. Let T1, T2 be two deterministic SST. Then T1 and T2 are equiv-
alent iff
1. Dom(T1) = Dom(T2), and
2. T1 ⊗ T2 is diagonal.
In the rest of this section, we therefore focus on the diagonal problem for
non-deterministic biSST, and show its decidability by reduction to the HDT0L
equivalence problem.
HDT0L Sequence Equivalence Problem An HDT0L instance I is given two finite
alphabet A,B, 2n + 2 morphisms h1, . . . , hn, h, g1, . . . , gn, g such that hi, gi :
A∗ → A∗ and h, g : A∗ → B∗, and two words v, w ∈ A∗. The HDT0L sequence
equivalence problem asks to decide, given such an instance I, whether for all
sequences i1, . . . , ik such that ij ∈ {1, . . . , n}, the following holds
h(hi1(. . . hik(v) . . . )) = g(gi1(. . . gik(w) . . . ))
In this case, we say that I is valid. This problem is known to be decidable [8]
but its precise complexity unknown.
Lemma 1. Given a biSST T , one can construct in polynomial time an HDT0L
instance IT such that T is diagonal iff IT is valid.
Proof. Let T = (Σ,Γ,Q, q0, Qf , δ,X , ρ, F ). We define the two alphabets of IT
as follows:
– A = {αq | α ∈ X ∪ Γ ∪ {$,#}, q ∈ Q} ∪ {#}
– B = Γ
We first introduce the morphism subscriptq : (X ∪ Γ ∪ {$,#})
∗ → A∗, for
every state q ∈ Q, and α ∈ X ∪ Γ ∪ {$,#}, by subscriptq(α) = αq.
We then define the following morphisms:
– Morphism f iq : A
∗ → A∗, where q ∈ Qf and i = 1, 2:
f iq(α) =
{
subscriptq($πi(F (q))) if α = #
ǫ otherwise.
– Morphism ft : A
∗ → A∗, where t = (q, a, q′) ∈ δ:
ft(α) =


subscriptq(ρ(t)(X)) if α = Xq′ with X ∈ X
subscriptq(a) if α = aq′ with a ∈ Γ ∪ {$}
ǫ otherwise
– Morphism fq0 : A
∗ → B∗:
fq0(α) =
{
a if α = aq0 with a ∈ Γ
ǫ otherwise
We define the instance IT of the HDT0L equivalence problem by:
– v = w = #
– the pairs (hq, gq) = (f
1
q , f
2
q ) for all q ∈ Qf
– the pairs (ht, gt) = (ft, ft) for all transitions t ∈ δ
– the final pair (h, g) = (fq0 , fq0)
We claim that T is diagonal iff IT is valid.
Consider a sequence i1, . . . , ik such that ij ∈ Qf ∪ δ. We say it is valid if
ij ∈ Qf iff j = k, and the sequence of transitions i1, . . . ik−1 is a sequence of
consecutive transitions of T , and verifies that the source of i1 is the initial state
q0 of T , and that the target state of ik−1 is the state ik.
We state the two following properties which can be proven by induction :
(i) given an accepting run r : q0
u
−→ q of T , corresponding to transitions
t1, . . . , tn, the following equality holds for i = 1, 2:
fq0(ft1(. . . ftn(f
i
q(#) . . . ))) = πi(T (u))
(ii) given any sequence i1, . . . , ik which is not valid, we have
h(hi1(. . . hik(#) . . . )) = ǫ = g(gi1(. . . gik(#) . . . ))
First suppose that IT is valid, we show that T is diagonal. Take u = a1 . . . an ∈
Dom(T ) and t1 . . . tn the sequence of transitions of T on u. Suppose that q is the
final state reached by tn. Then, we have by hypothesis
fq0(ft1(. . . ftn(f
1
q (#) . . . ))) = fq0(ft1(. . . ftn(f
2
q (#) . . . )))
from which we get π1(T (u)) = π2(T (u)).
Conversely, either the sequence i1, . . . , ik is not valid, and then equality fol-
lows from the property (ii) stated above, or it is valid, and it then follows from
property (i) and from the fact that T is diagonal.
4 From HDT0L sequence equivalence to SST equivalence
problem
In this section, we show that the SST equivalence problem is as difficult as the
HDT0L sequence equivalence problem.
Lemma 2. Given an HDT0L instance I, one can construct in linear time two
(deterministic) SST T1 and T2 such that T1 and T2 are equivalent iff I is valid.
Proof. Let I = (A,B, g, h, g1, h1, . . . , gn, hn, v, w) be an HDT0L instance. We
construct two SSTs T1 and T2 such that I is valid iff T1 and T2 are equivalent.
The two SST both have two states q0, q1 and p0, p1 respectively, where q0, p0 are
initial, and p1, q1 are final. The input alphabet of both Ti is Nn = {0, 1, . . . , n}
and the output alphabet is B. They both have the same set of variables X =
{Xa | a ∈ A}. Their transitions are defined by:
– for T1: q0
0
−→ q1, and for all i ∈ Nn \ {0}, q1
i
−→ q1,
– for T2: p0
0
−→ p1, and for all i ∈ Nn \ {0}, p1
i
−→ p1.
To define the update functions, we first introduce the morphism renameX :
A∗ → X ∗ defined for all a ∈ A by renameX(a) = Xa. Then, the update functions
ρ1 and ρ2 of T1 and T2 respectively are defined, for all a ∈ A, by:
– ρ1(q0, 0, q1)(Xa) = h(a),
– ρ1(q1, i, q1)(Xa) = renameX(hi(a)) for all i ∈ Nn \ {0},
– ρ2(p0, 0, p1)(Xa) = g(a),
– ρ2(p1, i, p1)(Xa) = renameX(gi(a)) for all i ∈ Nn \ {0}.
Finally, the respective output functions of T1 and T2 are defined by F1(q1) =
renameX(v) and F2(p1) = renameX(w).
In order to show the correctness of the construction, it suffices to remark
that given a run r1 = q0
0
−→ q1
i1−→ q1 . . . q1
ik−→ q1 in T1, the output F1(r1) of r1 is
exactly h(hi1(. . . hik(v) . . . )), i.e. T1(0i1 . . . ik) = h(hi1(. . . hik(v) . . . )). Similarly,
T2(0i1 . . . ik) = g(gi1(. . . gik(w) . . . )).
Example 1. Let us illustrate this construction on some example. Consider the
following HDT0L instance (A,B, h, g, h1, g1, v, w) with A = {a, b, c, d}, B =
{e, f}, v = c and w = cd, and the morphisms are defined as follows:
h = g : a→ e h1 : a→ a g1 : a→ a
b → f b → b b → b
c → ǫ c → acb c → ca
d→ ǫ d→ ǫ d → db
For instance, we can obtain the following deriviations:
v = c
h1−→ acb
h1−→ a2cb2
h1−→ a3cb3
h
−→ e3f3
w = cd
g1
−→ cadb
g1
−→ ca2db2
g1
−→ ca3db3
g
−→ e3f3
The two constructed SSTs are then the following:
q0 q1
Xc0
∣∣∣∣∣∣∣∣
Xa := e
Xb := f
Xc := ǫ
Xd := ǫ
1
∣∣∣∣∣∣∣∣
Xa := Xa
Xb := Xb
Xc := XaXcXb
Xd := ǫ
T1 : p0 p1
XcXd0
∣∣∣∣∣∣∣∣
Xa := e
Xb := f
Xc := ǫ
Xd := ǫ
1
∣∣∣∣∣∣∣∣
Xa := Xa
Xb := Xb
Xc := XcXa
Xd := XdXb
T2 :
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