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Abstract
This paper is devoted to the full system of incompressible liquid crystals, as modeled in the Q-tensor
framework. The main purpose is to establish the uniqueness of weak solutions in a two dimensional
setting, without imposing an extra regularity on the solutions themselves. This result only requires
the initial data to fulfill the features which allow the existence of a weak solution. Thus, we also
present a revisit of the global existence result in dimension two and three.
1. Introduction
The main aim of this article is to prove the uniqueness of weak solutions for a type of coupled Navier-
Stokes and Q-tensor systems proposed in [5] and studied numerically and analytically in [1,14,16–18,36]. This
type of system models nematic liquid crystals and provides in a certain sense an extension of the classical
Ericksen-Leslie model [14], whose uniqueness of weak solutions was proved in [38]. In the remainder of this
introduction we will briefly present the equations and state our main result.
The system models the evolution of liquid crystal molecules together with the underlying flow, through a
parabolic-type system coupling an incompressible Navier-Stokes system with a nonlinear convection-diffusion
system. The local orientation of the molecules is described through a function Q taking values from R+×Ω ⊂
R+ × Rd,d = 2, 3 into the set of so-called d-dimensional Q-tensors that is
S
(d)
0
def
=
{
Q ∈ Md×d;Qij = Qji, tr(Q) = 0, i, j = 1, . . . , d
}
(the most relevant physical situations being d = 2, 3). The evolution of the Q’s is driven by a gradient
flow of the free energy of the molecules as well as the transport, distortion and alignment effects caused by
the flow. The flow field u : R+ × Ω → Rd satisfies a forced incompressible Navier-Stokes system, with the
forcing provided by the additional, non-Newtonian stress caused by the molecules orientations, thus expressed
in terms of Q. We restrict ourselves to the case Ω = Rd and work with non-dimensional quantities. The
evolution of Q is given by:
∂tQ+ u · ∇Q− S(∇u,Q) = −Γ∂Fe
∂Q
(1)
with Γ > 0. Here
Fe(Q) =
ˆ
Rd
L
2
|∇Q|2 + (a
2
tr(Q2)− b
3
tr(Q3) +
c
4
tr2(Q2)) dx (2)
1
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is the free energy of the liquid crystal molecules and ∂Fe∂Q denotes the variational derivative. The L, a, b, c
constants are specific to the material with:
L > 0 and a, b, c ∈ R, c > 0 (3)
If u = 0 the Q-tensor equation would simply be a gradient flow of the free energy. For u 6= 0 the molecules
are transported by the flow (as indicated by the convective derivative ∂t+u ·∇) as well as being tumbled and
aligned by the flow, fact described by the term
S(∇u,Q) def= (ξD +Ω)(Q + 1
d
Id) + (Q+
1
d
Id)(ξD − Ω)− 2ξ(Q+ 1
d
Id)tr(Q∇u) (4)
where D
def
= 12
(∇u + (∇u)T ) and Ω def= 12 (∇u− (∇u)T ) are, respectively, the symmetric part and the
antisymmetric part, of the velocity gradient matrix ∇u. The constant ξ is specific to the liquid crystal
material.
The flow satisfies the forced Navier-Stokes system:
∂tu+ (u · ∇)u = ν∆u +∇p+ λ∇ · (τ + σ)
∇ · u = 0
where ν, λ > 0 with λ measuring the ratio of the elastic effects (produced by the liquid crystal molecules) to
that of the diffusive effects. The forcing is provided by the additional stress caused by the presence of the
liquid crystal molecules, more specifically we have the symmetric part of the additional stress tensor:
τ
def
=
[
− ξ
(
Q+
1
d
Id
)
H − ξH(Q+ 1
d
Id
)
+ 2ξ
(
Q+
1
d
Id
)
QH − L∇Q⊙∇Q
]
(5)
and the antisymmetric part:
σ
def
= QH −HQ (6)
where we denoted
H
def
= −∂Fe
∂Q
= L∆Q− aQ+ b[Q2 − tr(Q
2)
d
Id]− cQtr(Q2) (7)
Summarising we have the coupled system:
(∂t + u · ∇)Q − S(∇u,Q) =Γ(L∆Q− aQ+ b[Q2 − tr(Q
2)
d
Id]− cQtr(Q2))
∂tu+ (u · ∇)u =ν∆u +∇p+ λ∇ · (QH −HQ)
+ λ∇ ·
[
− ξ
(
Q+
1
d
Id
)
H − ξH(Q+ 1
d
Id
)
+ 2ξ
(
Q+
1
d
Id
)
QH − L∇Q⊙∇Q
]
∇ · u =0 (8)
where Γ, L, ν, c > 0, a, b ∈ R. Let us observe that this is a slight extension of the system considered in [36],
where λ = 1. However, this does not create any major difficulties compared to equations in [36] but it is more
relevant from a physical point of view.
The main result of the paper is the uniqueness of weak solutions, which are defined in a rather standard
manner:
Definition of weak solutions A pair (Q, u) is called a weak solution of the system (8), subject to initial
data
Q(0, x) = Q¯(x) ∈ H1(Rd;S(d)0 ), u(0, x) = u¯(x) ∈ L2(Rd;Rd),∇ · u¯ = 0 in D′(Rd) (9)
if Q ∈ L∞loc(R+;H1) ∩ L2loc(R+;H2), u ∈ L∞loc(R+;L2) ∩ L2loc(R+;H1) and for every compactly supported
ϕ ∈ C∞([0,∞)× Rd;S(d)0 ), ψ ∈ C∞([0,∞)× Rd;Rd) with ∇ · ψ = 0 we haveˆ ∞
0
ˆ
Rd
(−Q · ∂tϕ− ΓL∆Q · ϕ)−Q · u∇xϕdxdt
−
ˆ ∞
0
ˆ
Rd
(ξD +Ω)(Q+
1
d
Id) · ϕ+ (Q+ 1
d
Id)(ξD − Ω) · ϕ− 2ξ(Q+ 1
d
Id)tr(Q∇u) · ϕdxdt
=
ˆ
Rd
Q¯(x) · ϕ(0, x) dx + Γ
ˆ ∞
0
ˆ
Rd
{
− aQ+ b[Q2 − tr(Q
2)
d
Id]− cQtr(Q2)
}
· ϕ dxdt (10)
and ˆ ∞
0
ˆ
Rd
−u∂tψ − uαuβ∂αψβ + ν∇u∇ψ dt dx−
ˆ
Rd
u¯(x)ψ(0, x) dx
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= Lλ
ˆ ∞
0
ˆ
Rd
Qγδ,αQγδ,βψα,β −Qαγ∆Qγβψα,β +∆QαγQγβψα,β dx dt
+ξλ
ˆ ∞
0
ˆ
Rd
(
Qαγ +
δαγ
d
)
Hγβψα,β +Hαγ
(
Qγβ +
δγβ
d
)
ψα,β − 2(Qαβ + δαβ
d
)QγδHγδψα,β dx dt (11)
We can now state our main result, which is the existence and uniqueness of weak solutions:
Theorem 1.1. Let d = 2, 3 and take
Q(0, x) = Q¯(x) ∈ H1(Rd;S(d)0 ), u(0, x) = u¯(x) ∈ L2(Rd),∇ · u¯ = 0 in D′(Rd)
Then the system (8) admits a global weak solution. Moreover if d = 2, then uniqueness holds.
Remark 1.2. With minor modifications to the proof, that are left to the interested reader, the result also holds
when the system is d = 2 in the domain but d = 3 in the target, which physically corresponds to a situation
where there is no dependence in one of the three spatial directions.
The main part of the theorem is about uniqueness, as the existence part is just a fairly straightforward
revisit of the arguments in [36]. The main difficulties associated with treating the system (8) are related
to the presence of the Navier-Stokes part. One can essentially think of the system as a highly non-trivial
perturbation of a Navier-Stokes system. It is known that for Navier-Stokes alone the uniqueness of weak
solutions in 2D can be achieved through rather standard arguments, while in 3D it is a major open problem.
The extended system that we deal with has an intermediary position, as the perturbation produced by
the presence of the additional stress-tensor generates significant technical difficulties related in the first place
to the weak norms available for the u term. A rather common way of dealing with this issue is by using a
weak norm for estimating the difference between the two weak solutions, a norm that is below the natural
spaces in which the weak solutions are defined. This approach was used before in the context of the related
Leslie-Ericksen model [20] as well as for the usual Navier-Stokes system in [15] and [29].
In our case, for technical convenience we use a homogeneous Sobolev space, namely H˙−
1
2 . The fact that
the initial data for the difference is zero (i.e. (δu, δQ)t=0 = 0) helps in controlling the difference in such
a low regularity space. However, one of the main reasons for chosing the homogeneous setting is a specific
product law, see Theorem A.1 in the Appendix. The mentioned theorem shows that the product is a bounded
operator from H˙s(R2) × H˙t(R2) into H˙s+t−1(R2), for any |s|, |t| ≤ 1 such that s + t is positive. We note
that evaluating the difference at regularity level s = 0 i.e. in L2, would only allow to prove a weak-strong
uniqueness result, along the lines of [35]. Working in a negative Sobolev space, H˙s with s ∈ (−1, 0) allows
to capture the uniqueness of weak solutions. We expect that a similar proof would work in any H˙s with
s ∈ (−1, 0) and our choice s = − 12 is just for convenience.
Our main work is to obtain the delicate double-logarithmic type estimates that lead to an Osgood lemma, a
generalization of the Gronwall inequality (see [2], Lemma 3.4). Indeed the uniqueness reduces to an estimate
of the following type:
Φ′(t) ≤ χ(t)
{
Φ(t) + Φ(t) ln
(
1 + e+
1
Φ(t)
)
+Φ(t) ln
(
1 + e+
1
Φ(t)
)
ln ln
(
1 + e +
1
Φ(t)
)}
,
where Φ(t) is a norm of the difference between two solutions and χ is apriori in L1loc.
In addition to these there are some difficulties that are specific to this system. These are of two different
types, being related to:
• controlling the “extraneous” maximal derivatives: that is the highest derivatives in u that appear in
the Q equation and the highest derivatives in Q that appear in the u equation,
• controlling the high powers of Q , such as Qtr(Q2) in particular those that interact with u terms (such
as Qtr(Q∇u)).
The first difficulty is dealt with by taking into account the specific feature of the coupling that allows for
the cancellation of the worst terms, when considering certain physically meaningful combinations of terms.
This feature is explored in the next section where we revisit and revise the existence proof from [36]. In what
concerns the second difficulty, this is overcome by delicate harmonic analysis arguments leading to the double
logarithmic estimates mentioned before.
The paper is organised as follows: in the next section we revisit the existence arguments done in cite [36],
providing a slight adaptation to our case and a minor correction to one of the estimates used there. The main
benefit of this section is that it exhibits in a simple setting a number of cancellations that are later-on crucial
for the uniqueness argument. In the third section we start by introducing a number of technical harmonic
analysis tools related to the Littlewood-Paley theory and then use them in the proof of our main result. Some
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standard but perhaps less-known tools, toghether with some more technical estimates are postponed into the
appendices.
Notations and conventions. Let S
(d)
0 ⊂Md×d denote the space of Q-tensors in dimension d, i.e.
S
(d)
0
def
=
{
Q ∈ Md×d;Qij = Qji, tr(Q) = 0, i, j = 1, . . . , d
}
We use the Einstein summation convention, that is we assume summation over repeated indices.
We define the Frobenius norm of a matrix |Q| def=
√
trQ2 =
√
QαβQαβ and define Sobolev spaces of Q-
tensors in terms of this norm. For instance H1(Rd, S
(d)
0 )
def
= {Q : Rd → S(d)0 ,
´
Rd
|∇Q(x)|2 + |Q(x)|2 dx <∞}
where |∇Q|2(x) def= Qαβ,γ(x)Qαβ,γ(x) with Qαβ,γ def= ∂γQαβ . For A,B ∈ S(d)0 we denote A : B = tr(AB),
|A| = √tr(A2) and ‖(A, B)‖X = ‖A‖X + ‖B‖X , for any suitable Banach space X . We also denote Ωαβ def=
1
2 (∂βuα − ∂αuβ),uα,β
def
= ∂βuα and (∇Q⊙∇Q)ij = Qαβ,iQαβ,j.
2. The energy decay, apriori estimates and scaling
In the absence of the flow, when u = 0 in the equations (8), the free energy is a Lyapunov functional of the
system. If u 6= 0 we still have a Lyapunov functional for (8) but this time one that includes the kinetic energy
of the system. These estimates provide as usually the basis for obtaining apriori estimates for the system.
The propositions in this section show this and their proofs follow closely the ones of the similar propositions
in [36] where they were done for the case λ = 1. The reason for including them is to display in relatively
simple setting the cancellations that will appear again in the proof of the uniqueness theorem but in a much
more complicated framework. We have:
Proposition 2.1. The system (8) has a Lyapunov functional:
E(t)
def
=
1
2
ˆ
Rd
|u|2(t, x) dx +
ˆ
Rd
Lλ
2
|∇Q|2(t, x) + λ(a
2
tr(Q2(t, x))− b
3
tr(Q3(t, x)) +
c
4
tr2(Q2(t, x))) dx (12)
If d = 2, 3 and (Q, u) is a smooth solution of (8) such that Q ∈ L∞(0, T ;H1(Rd)) ∩ L2(0, T ;H2(Rd)) and
u ∈ L∞(0, T ;L2(Rd)) ∩ L2(0, T ;H1(Rd)) then, for all t < T , we have:
d
dt
E(t) = −ν
ˆ
Rd
|∇u|2 dx− Γλ
ˆ
Rd
tr
(
L∆Q− aQ+ b[Q2 − tr(Q
2)
d
Id]− cQtr(Q2)
)2
dx ≤ 0 (13)
Proof. We multiply the first equation in (8) to the right by −λH , take the trace, integrate over Rd and by
parts and sum with the second equation multiplied by u and integrated over Rd and by parts (let us observe
that because of our assumptions on Q and u we do not have boundary terms, when integrating by parts). We
obtain:
d
dt
ˆ
Rd
1
2
|u|2 + Lλ
2
|∇Q|2 + λ(a
2
tr(Q2)− b
3
tr(Q3) +
c
4
tr2(Q2)) dx
+ν
ˆ
Rd
|∇u|2 dx+ Γλ
ˆ
Rd
tr
(
L∆QL− aQ+ b[Q2 − tr(Q
2)
d
Id]− cQtr(Q2)
)2
dx
= λ
ˆ
Rd
u · ∇Qαβ
(
−aQαβ + b[QαγQγβ − δαβ
d
tr(Q2)]− cQαβtr(Q2))
)
dx︸ ︷︷ ︸
def
= I
+λ
ˆ
Rd
(−ΩαγQγβ +QαγΩγβ)
(
−aQαβ + b[QαδQδβ − δαβ
d
tr(Q2)]− cQαβtr(Q2))
)
dx︸ ︷︷ ︸
def
= II
− λξ
ˆ
Rd
(
Qαγ +
δαγ
d
)
DγβHαβdx︸ ︷︷ ︸
def
=J1
−λξ
ˆ
Rd
Dαγ
(
Qγβ +
δγβ
d
)
Hαβdx︸ ︷︷ ︸
def
= J2
+2λξ
ˆ
Rd
(
Qαβ +
δαβ
d
)
Hαβtr(Q∇u)dx︸ ︷︷ ︸
def
= J3
+Lλ
ˆ
Rd
uγQαβ,γ∆Qαβ dx︸ ︷︷ ︸
def
=A
−Lλ
2
ˆ
Rd
uα,γQγβ∆Qαβ dx︸ ︷︷ ︸
def
= B
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+
Lλ
2
ˆ
Rd
uγ,αQγβ∆Qαβ︸ ︷︷ ︸
def
= C
dx+
Lλ
2
ˆ
Rd
Qαγuγ,β∆Qαβ dx︸ ︷︷ ︸
C
−Lλ
2
ˆ
Rd
Qαγuβ,γ∆Qαβ dx︸ ︷︷ ︸
B
+Lλ
ˆ
Rd
Qγδ,αQγδ,βuα,β dx︸ ︷︷ ︸
def
=AA
−Lλ
ˆ
Rd
Qαγ∆Qγβuα,β dx︸ ︷︷ ︸
def
= CC
+Lλ
ˆ
Rd
∆QαγQγβuα,β dx︸ ︷︷ ︸
def
= BB
+λξ
ˆ
Rd
(
Qαγ +
δαγ
d
)
Hγβuα,β dx︸ ︷︷ ︸
def
=JJ 1
+λξ
ˆ
Rd
Hαγ
(
Qγβ +
δγβ
d
)
uα,β dx︸ ︷︷ ︸
def
=JJ 2
−2λξ
ˆ
Rd
(
Qαβ +
δαβ
d
)
uα,βtr(QH) dx︸ ︷︷ ︸
def
=JJ 3
= −Lλ
ˆ
Rd
uα,γQγβ∆Qαβ dx︸ ︷︷ ︸
2B
+Lλ
ˆ
Rd
uγ,αQγβ∆Qαβ dx︸ ︷︷ ︸
2C
−Lλ
ˆ
Rd
Qαγ∆Qγβuα,β dx︸ ︷︷ ︸
CC
+Lλ
ˆ
Rd
∆QαγQγβuα,β dx︸ ︷︷ ︸
BB
= 0 (14)
where I = 0 (since ∇ · u = 0), II = 0 (since Qαβ = Qβα) and for the second equality we used
ˆ
Rd
uγQαβ,γ∆Qαβ dx︸ ︷︷ ︸
A
+
ˆ
Rd
Qγδ,αQγδ,βuα,β dx︸ ︷︷ ︸
AA
=
ˆ
Rd
uγQαβ,γ∆Qαβ dx
−
ˆ
Rd
Qγδ,αQγδ,ββuα dx−
ˆ
Rd
Qγδ,αβQγδ,βuα dx =
ˆ
Rd
1
2
Qγδ,βQγδ,βuα,α dx = 0
together with Qαα = Hαα = uα,α = 0, J3 = JJ 3 and
J1 + J2 =
ˆ
Rd
1
2
Qαγuγ,βHαβ +
1
2
Qαγuβ,γHαβ +
1
2
uα,γQγβHαβ +
1
2
uγ,αQγβHαβ dx
+
2
d
ˆ
Rd
DαβHαβ =
ˆ
Rd
1
2
(
Qαγuγ,βHαβ + uγ,αQγβHαβ
)
+
1
2
(
Qαγuβ,γHαβ + uα,γQγβHαβ
)
dx
+
1
d
ˆ
Rd
(uα,β + uβ,α)Hαβ dx =
ˆ
Rd
HβαQαγuγ,β +QγαHαβuβ,γ dx+
2
d
ˆ
Rd
uα,βHαβ dx = JJ 1 + JJ 2.
Finally, the last equality in (14) is a consequence of the straightforward identities 2B+BB = 2C + CC = 0.

It can be easily checked that the system has a scaling, namely we have:
Lemma 2.2. Let (Q, u, p) be a solution of (8). Then letting
uδ
def
= δu(δx, δ2t), Qδ
def
= Q(δx, δ2t), pδ(x, t)
def
= δ2p(δx, δ2) (15)
we have that (Qδ, uδ, pδ) satisfy (8) with F (Q) = −aQ + b[Q2 − tr(Q
2)
3 Id] − cQtr(Q2) replaced by Fδ(Qδ) =
δ2
[
−aQδ + b[(Qδ)2 − tr(Q
2
δ)
3 − cQδtr(Qδ)2
]
. We note that, in dimension two, the space H˙1(R2) × L2(R2) is
invariant by the scaling.
In the following we assume that there exists a smooth solution of (8) and obtain estimates on the behaviour
of various norms.
Proposition 2.3. Let (Q, u) be a smooth solution of (8) in dimension d = 2 or d = 3, with restriction (3),
and smooth initial data (Q¯(x), u¯(x)), that decays fast enough at infinity so that we can integrate by parts in
space (for any t ≥ 0) without boundary terms. We assume that |ξ| < ξ0 where ξ0 is an explicitly computable
constant, scale invariant, depending on a, b, c, d,Γ, ν, λ.
For (Q¯, u¯) ∈ H1 × L2x,we have
‖Q(t, ·)‖H1 ≤ C1 + C¯1eC¯1t‖Q¯‖H1 , ∀t ≥ 0 (16)
with C1, C¯1 depending on (a, b, c, d,Γ, L, ν, Q¯, u¯). Moreover
‖u(t, ·)‖2L2x + ν
ˆ t
0
‖∇u‖2L2x ≤ C1 (17)
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Proof. We denote:
Xαβ
def
= L∆Qαβ − cQαβtr(Q2), α, β = 1, 2, 3 (18)
Then equation (13) becomes:
d
dt
E(t) + ν‖∇u‖2L2x + ΓλL
2‖∆Q‖2L2x + Γλc
2‖Q‖6L6 − 2cLΓλ
ˆ
Rd
∆QαβQαβtr(Q
2) dx+ a2Γλ‖Q‖2L2x+
+ b2Γλ
ˆ
Rd
tr
(
Q2 − tr(Q
2)
d
)2
dx ≤ 2aΓλ
ˆ
Rd
tr(XQ) dx︸ ︷︷ ︸
def
= I
−2bΓλ
ˆ
Rd
tr(XQ2) dx︸ ︷︷ ︸
def
= J
+2abΓλ
ˆ
Rd
tr(Q3) dx
(19)
Integrating by parts we have:
− 2cLΓλ
ˆ
Rd
∆QαβQαβtr(Q
2)dx = 2cLΓλ
ˆ
Rd
Qαβ,kQαβ,ktr(Q
2)dx + 2cLΓλ
ˆ
Rd
Qαβ,kQαβ∂k
(
tr(Q2)
)
dx
= 2cLΓλ
ˆ
Rd
|∇Q|2tr(Q2) dx+ cLΓλ
ˆ
Rd
|∇ (tr(Q2)) |2 dx ≥ 0 (20)
(where for the last inequality we used the assumption (3) and L,Γ, λ > 0). One can easily see that
I = −L
2
‖∇Q‖2L2x − c‖Q‖
4
L4 (21)
On the other hand, for any ε > 0 and C˜ = C˜(ε, c) an explicitly computable constant, we have:
J = L
ˆ
Rd
Qαβ,kkQαγQγβ dx− c
ˆ
Rd
tr(Q2)tr(Q3) dx
≤ −L
ˆ
Rd
Qαβ,kQαγ,kQγβ dx− L
ˆ
Rd
Qαβ,kQαγQγβ,k +
ˆ
Rd
tr(Q2)
(
C˜
ε
tr(Q2) + εtr2(Q2)
)
dx
≤ Lε
ˆ
Rd
|∇Q|2tr(Q2) dx+ C˜
ε
‖∇Q‖2L2x +
ˆ
Rd
tr(Q2)
(
C˜
ε
tr(Q2) + εtr2(Q2)
)
dx
Using the last three relations in (19) we obtain:
d
dt
E(t) + ν‖∇u‖2L2x + ΓλL
2‖∆Q‖2L2x + c
2Γλ‖Q‖6L6 + a2Γλ‖Q‖2L2x + 2cLΓλ
ˆ
Rd
|∇Q|2tr(Q2) dx
+cLΓλ
ˆ
Rd
|∇ (tr(Q2)) |2 dx ≤ 2|a|Γλ(L
2
‖∇Q‖2L2x + c‖Q‖
4
L4) + 2|b|ΓλLε
ˆ
Rd
|∇Q|2tr(Q2) dx
+2|b|ΓλC˜
ε
‖∇Q‖2L2x + 2|b|Γλ
ˆ
Rd
tr(Q2)
(
C˜
ε
tr(Q2) + εtr2(Q2)
)
dx+ 2|ab|Γλ(ε‖Q‖2L2x +
C˜
ε
‖Q‖4L4)
Taking ε small enough we can absorb all the terms with an epsilon coefficient on the right into the left
hand side, and we are left with
d
dt
E(t) + ν‖∇u‖2L2x + ΓλL
2‖∆Q‖2L2x + Γλc
2‖Q‖6L6 + Γλa2‖Q‖2L2x
+2cLΓλ
ˆ
Rd
|∇Q|2tr(Q2) dx+ cLΓλ
ˆ
Rd
|∇ (tr(Q2)) |2 dx ≤ C¯ (‖∇Q‖2L2x + ‖Q‖4L4) (22)
with C¯ = C¯(a, b, c).
The last relation is not yet enough because the Q terms without derivatives in E(t) are not summing to a
positive number. However, let us note that, if a > 0 we obtain the a-priori estimates by using the inequality
tr(Q3) ≤ 38 tr(Q2) + tr(Q2)2. If a ≤ 0 we have to estimate separately ‖Q‖L2x and this ask for a smallness
condition for ξ.
We need to control in some sense low frequencies of Q. To this end we multiply the first equation in (8)
by Q, take the trace, integrate over Rd and by parts and we obtain:
1
2
d
dt
ˆ
Rd
|Q|2(t, x) dx = Γ
(
− L
ˆ
Rd
|∇Q|2 dx− a
ˆ
Rd
|Q(x)|2 dx+ b
ˆ
Rd
tr(Q3) dx− c
ˆ
Rd
|Q|4 dx
)
+
ˆ
Rd
tr(ΩQ2 −QΩQ) dx︸ ︷︷ ︸
def
= I
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+ ξ
ˆ
Rd
Dαγ(Qγβ +
δγβ
d
)Qαβ + (Qαγ +
δαγ
d
)DγβQαβ − 2(Qαβ + δαβ
d
)Qαβtr(Q∇u) dx︸ ︷︷ ︸
def
= II
Recalling that Q is symmetric we have I = 0. Also:
|II| = |2ξ||
ˆ
Rd
1
d
DαβQαβ +DαγQγβQβα−QαβQαβtr(Q∇u) dx| ≤ C(d)
ˆ
Rd
ε|∇u|2+
ˆ
Rd
|ξ|2
ε
(|Q|2+ |Q|6) dx
Thus we get:
d
dt
ˆ
Rd
|Q|2 dx ≤ C(d)ε
ˆ
Rd
|∇u|2 dx+ |ξ|
2
ε
ˆ
Rd
|Q|2 + |Q|6 dx+ Cˆ
ˆ
Rd
|Q|2 + |Q|4 dx (23)
with Cˆ = Cˆ(a, b) > 0.
Let us observe now that there exists M = M(a, b, c) large enough, so that
M
2
tr(Q2) +
c
8
tr2(Q2) ≤ (M + a
2
)tr(Q2)− b
3
tr(Q3) +
c
4
tr2(Q2) (24)
for any Q ∈ S0.
Multiplying the equation (23) by M and adding to (22) we obtain:
d
dt
(E(t) +M‖Q‖2L2x) + ν‖∇u‖
2
L2x
+ ΓλL2‖∆Q‖2L2x + Γλc
2‖Q‖6L6 + a2‖Q‖2L2x
+2cLΓλ
ˆ
Rd
|∇Q|2tr(Q2) dx+ cLΓλ
ˆ
Rd
|∇ (tr(Q2)) |2 dx
≤ C¯
(
‖∇Q‖2L2x + ‖Q‖
4
L4
)
+MC(d)ε
ˆ
Rd
|∇u|2 dx+ M |ξ|
2
ε
ˆ
Rd
|Q|2 + |Q|6 dx+MCˆ
ˆ
Rd
|Q|2 + |Q|4 dx (25)
We chose ε small enough so that MC(d)ε < ν. Finally we make the assumption that |ξ| is small enough,
depending on a, b, c, d, ν so that
M |ξ|2
ε
≤ Γλc2
Then taking into account equation (24) we obtain the claimed relation (16).
We note that the ξ small hypothesis is necessary because we are in infinite domain, for example, in the
periodic domain, we can add a constant to the functional and get the apriori Lp estimates without any
smallness condition on ξ.
3. The existence of weak solutions
The next proposition follows closely the similar result in [36] where it was done for λ = 1. The purpose
for including it here is to provide an alternative approximation system thus correcting the proof in [36] and
also to show how the cancellations that appeared previously in the derivation of the energy law still survive
at the approximate level but with some differences, phenomenon which will appear in a much more complex
setting in the proof of uniqueness in the next section.
Proposition 3.1. For d = 2, 3 there exists a weak solution (Q, u) of the system (8) subject to initial conditions
(9). The solution (Q, u) is such that Q ∈ L∞loc(R+;H1)∩L2loc(R+;H2) and u ∈ L∞loc(R+;L2)∩L2loc(R+;H1).
Proof. As first step of the construction of weak solutions for the system (8) we construct for any fixed
ε > 0 a global weak solution
Qε ∈ L∞loc(R+;H1) ∩ L2loc(R+;H2) uε ∈ L∞loc(R+;L2) ∩ L2loc(R+;H1)
for the modified system obtained by mollifying the coefficients of the equation for the Q tensor and by adding
to the equation of the velocity a regularizing term. This term is needed in order to estimate some ”bad” terms
which does not disappear in an energy estimate. For the simplicity of the notations, we drop the indices ε
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and we denote the solution (Qε, uε) by (Q, u).
∂tQ+ (Rεu)∇Q−
((
Rε(ξD +Ω)
)
(Q+ 1dId)
)
−
(
(Q + 1dId)Rε(ξD − Ω)
)
+2ξ
(
(Q+ 1dId)tr
(
Q∇Rεu
))
= ΓH
∂tu+ (Rεu)∇u− ν∆u +∇p = −εPRε
(∑d
l,m=1∇Qlm (Rεu · ∇Qlm) |Rεu∇Q|
)
+εP∇ ·Rε
(
∇Rεu|∇Rεu|2
)
− λξ∇ · Rε
((
Q+ 1dId
)
H
)
− ξP∇ ·Rε
(
H
(
Q+ 1dId
))
+2λξ∇ · Rε
((
Q+ 1dId
)(
QH
))− LλRε(∇ · tr(∇Q∇Q))
+LλP∇ ·Rε (Q∆Q−∆QQ)
(Q, u)|t=0 = (RεQ,Rεu).
where Rε is the convolution operator with the kernel ǫ
−dχ(ǫ−1·).
In order to construct the global weak solution for this system, we use the classical Friedrich’s scheme. We
define the mollifying operator
Ĵnf(ξ)
def
= 1{2−n≤|ξ|≤2n}fˆ(ξ).
We consider the approximating system:
∂tQ
(n) + Jn
(
RεJnu
n∇JnQ(n)
)
− Jn
(
(ξJnRεD
(n) + JnRεΩ
(n))(JnQ
(n) + 1dId)
)
−Jn
(
(JnQ
(n) + 1dId)(ξJnRεD
(n) − JnRεΩ(n))
)
+2ξJn
(
(JnQ
(n) + 1dId)tr
(
JnQ
(n)∇JnRεu(n)
))
= ΓH˜(n)
∂tu
n + PJn(PJnRεun∇PJnun)− ν∆PJnu(n) =
−εPJnRε
(∑d
l,m=1∇JnQ(n)lm
(
RεJnu
n · ∇JnQ(n)lm
)
|RεJnun∇JnQ(n)|
)
+εP∇ · JnRε
(
∇RεJnu(n)|∇RεJnu(n)|2
)
−λξP∇ · Jn
((
JnQ
(n) + 1dId
)
H˜(n)
)
− λξP∇ · Jn
(
H˜(n)
(
JnQ
(n) + 1dId
) )
+2λξP∇ · Jn
((
JnQ
(n) + 1dId
)(
JnQ
(n)H˜(n)
))− LλPJn(∇ · tr(JnQ(n)∇JnQ(n)))
+LλP∇ · Jn
(
JnQ
(n)∆JnQ
(n) −∆JnQ(n)JnQ(n)
)
(26)
where P denotes the Leray projector onto divergence-free vector fields, M is a positive constant, and H˜(n) def=
L∆JnQ
(n)−aJnQ(n)+ bJn[(JnQ(n)JnQ(n))− tr(JnQ
(n)JnQ
(n))
d Id]− cJn
(
JnQ
(n)
∣∣JnQ(n)∣∣2). We take as initial
data (JnRεQ¯, JnRεu¯).
The system above can be regarded as an ordinary differential equation in L2 verifying the conditions of the
Cauchy-Lipschitz theorem. Thus it admits a unique maximal solution (Q(n), u(n)) ∈ C1([0, Tn);L2(Rd;Rd×d)×
L2(Rd,Rd)). As we have (PJn)2 = PJn and J2n = Jn the pair (JnQ(n),PJnu(n)) is also a solution of (26).
By uniqueness we have (JnQ
(n),PJnu(n)) = (Q(n), u(n)) hence (Q(n), u(n)) ∈ C1([0, Tn), H∞) and (Q(n), u(n))
satisfy the system:
∂tQ
(n) + Jn
(
Rεu
n∇Q(n)
)
− Jn
(
(ξRεD
(n) +RεΩ
(n))(Q(n) + 1dId)
)
−Jn
(
(Q(n) + 1dId)(ξRεD
(n) −RεΩ(n))
)
+ 2ξJn
(
(Q(n) + 1dId)tr
(
Q(n)∇Rεun
))
= ΓH¯(n)
∂tu
n + PJn(Rεun∇un)− ν∆u(n) =
−εPJn
(∑d
l,m=1∇Q(n)lm
(
Rεu
n · ∇Q(n)lm
)
|Rεun∇Q(n)|
)
+εP∇ · JnRε
(
∇Rεu(n)|∇Rεu(n)|2
)
−λξP∇ · Jn
((
Q(n) + 1dId
)
H¯(n)
)
− λξP∇ · Jn
(
H¯(n)
(
Q(n) + 1dId
))
+2λξP∇ · Jn
((
Q(n) + 1dId
)(
Q(n)H¯(n)
))
−LλPJn(∇ · tr(∇Q(n)∇Q(n))) + LλP∇ · Jn
(
Q(n)∆Q(n) −∆Q(n)Q(n))
(27)
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where H¯(n)
def
= L∆Q(n) − aQ(n) + bJn[(Q(n)Q(n))− tr(Jn(Q
(n)Q(n)))
d Id]− cJn(Q(n)|Q(n)|2). The initial data is
(JnQ¯, Jnu¯). We recall now a few properties of Jn :
Lemma 3.2. The operators P and Jn are selfadjoint in L2. Moreover Jn and PJn are also idempotent and
Jn commutes with distributional derivatives.
We proceed in a manner analogous to the proof of Proposition 2.1 and multiply the first equation in (27)
by −λH¯(n), take the trace, integrate over Rd and by parts, and add to the second equation multiplied by u(n).
Let us observe that almost all the cancellations in the proof of (2.1) hold, except for a few terms that need to
be estimated separately. We also have some more new terms that we added in the regularization, terms that
control the ones which do not cancel. Thus we have:
d
dt
ˆ
Rd
1
2
|un|2 + Lλ
2
|∇Q(n)|2 + λ(a
2
|Q(n)|2 − b
3
tr(Q(n))3 +
c
4
|Q(n)|4) dx
+ν
ˆ
Rd
|∇un|2 dx+ Γλ
ˆ
Rd
tr
[
Jn
(
L∆Q(n) − aQ(n) + b[(Q(n))2 − tr((Q
(n))2)
3
Id]− cQ(n)∣∣Q(n)∣∣2)]2 dx
+ε
ˆ
Rd
|Rεu∇Q(n)|3 dx+ ε
ˆ
Rd
|Rε∇un|4 dx
≤ λ
ˆ
Rd
Jn
(
Rεu
n · ∇Q(n)αβ
)
Jn
(
bQ(n)αγQ
(n)
γβ − cQ(n)αβ
∣∣Q(n)∣∣2) dx
+λ
ˆ
Rd
Jn
(
−RεΩ(n)αγQ(n)γβ +Q(n)αγ RεΩ(n)γβ
)
Jn
(
bQ
(n)
αδ Q
(n)
δβ − cQ(n)αβ
∣∣Q(n)∣∣2) dx (28)
hence :
d
dt
ˆ
Rd
1
2
|un|2 + Lλ
2
|∇Q(n)|2 + λ(a
2
|Q(n)|2 − b
3
tr(Q(n))3 +
c
4
|Q(n)|4) dx+ ν ˆ
Rd
|∇un|2 dx
+Γλ
ˆ
Rd
L2|∆Q(n)|2 dx+ Γλa2
ˆ
Rd
|Q(n)|2 dx+ C(b2, d,Γ, λ)
ˆ
Rd
|Q(n)|4 dx+ Γλc2
ˆ
Rd
∣∣Jn(Q(n)|Q(n)|2)∣∣2 dx
+ε
ˆ
Rd
|Rεu∇Q(n)|3 dx+ ε
ˆ
Rd
|Rε∇un|4 dx
≤ 2Γλc
ˆ
Rd
L∆Q(n) ·Q(n)|Q(n)|2 dx︸ ︷︷ ︸
def
= I
−2Γλ
ˆ
Rd
L∆Q(n) · (− aQ(n) + bJn [(Q(n))2 − tr(Q(n))2
d
Id)
] )
dx
−2Γλ
ˆ
Rd
cQ(n)|Q(n)|2 ·
(
aQ(n) − bJn
[
(Q(n))2 − tr(Q
(n))2
d
Id
])
dx
+λ
ˆ
Rd
Jn
(
Rεu
n · ∇Q(n)αβ
)
Jn
(
bQ(n)αγQ
(n)
γβ − cQ(n)αβ
∣∣Q(n)∣∣2) dx︸ ︷︷ ︸
def
= II
+C
ˆ
Rd
|Rε∇un|2|Q(n)|2 dx+ Γc
2
8
ˆ
Rd
|Jn(Q(n)|Q(n)|2)|2 dx+ C
ˆ
Rd
|Q(n)|4 dx
We have that
II =
ˆ
Rd
(
Rεu
n · ∇Q(n)αβ
)
Jn
(
bQ(n)αγQ
(n)
γβ − cQ(n)αβ
∣∣Q(n)∣∣2) dx
≤
(
4
Γc2
+
1
4C(b2, d,Γ)
) ˆ
Rd
|Rεun · ∇Q(n)|2 dx
+
C(b2, d,Γ)
2
‖Q(n)‖4L4 +
Γc2
8
ˆ
Rd
|Jn(Q(n)|Q(n)|2)|2 dx
≤ ε
2
ˆ
Rd
|Rεun · ∇Q(n)|3 + C(ε, b2, c2, d,Γ)
ˆ
Rd
d∑
l,m=1
|Rεun · ∇Q(n)lm | dx
+
C(b2, c2, d,Γ)
2
‖Q(n)‖4L4 +
Γc2
8
ˆ
Rd
|Jn(Q(n)|Q(n)|2)|2 dx
≤ ε
2
ˆ
Rd
|Rεun · ∇Q(n)|3 dx+ C1(ε, b2, c2, d,Γ)
ˆ
Rd
|un|2 dx+ C2(ε, b, c, d2,Γ)
ˆ
Rd
|∇Q(n)|2 dx
+
C(b2, d,Γ)
2
‖Q(n)‖4L4 +
Γc2
8
ˆ
Rd
|Jn(Q(n)|Q(n)|2)|2 dx
(29)
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Using the fact that I ≤ 0 and the estimate for II shown before, we replace in (28) and obtain:
d
dt
ˆ
Rd
1
2
|un|2 + Lλ
2
|∇Q(n)|2 + λ(a
2
|Q(n)|2 − b
3
tr(Q(n))3 +
c
4
|Q(n)|4) dx
+ν
ˆ
Rd
|∇un|2 dx+ Γλ
ˆ
Rd
L2|∆Q(n)|2 dx+ ε
2
ˆ
Rd
|Rεun · ∇Q(n)|3 dx+ ε
2
ˆ
Rd
|∇Rεun|4 dx
≤
ˆ
Rd
|Q(n)|2 + |Q(n)|4 dx+ C
ˆ
Rd
|∇Q(n)|2 dx+ C(ε)
ˆ
Rd
|u(n)|2 dx
This estimate does not readily provide bounds on Q(n) because the term a2 |Q(n)|2 − b3 tr(Q(n))3 + c4 |Q(n)|4
could be negative. In order to obtain H1 estimates we proceed as in the proof of Proposition 2.3. We put the
proof in the appendix by Proposition B.1. We can continue to proceed as in the proof of Proposition 2.3 and
in fact in this case because of the first two regularizing terms on the right hand side of the un equation in
(27) we do not need the ξ small assumption. These estimates allow us to conclude that Tn =∞ and we also
get the following apriori bounds:
sup
n
‖∇Rεun‖L4(0,T ;L4), sup
n
‖Rεun · ∇Q(n)‖L3(0,T ;L3), dx ≤ C(ε)
sup
n
‖Q(n)‖L2(0,T ;H2)∩L∞(0,T ;H1) <∞,
sup
n
‖un‖L∞(0,T ;L2)∩L2(0,T ;H1) <∞,
(30)
for any T < ∞. By the bounds which can be obtained by using the equation on ∂t(Q(n), un) in some
L∞loc(H
−N ) for large enough N , we get, by classical local compactness Aubin-Lions lemma, on a subsequence,
that:
Q(n) ⇀ Q in L2(0, T ;H2) and Q(n) → Q in L2(0, T ;H2−δloc ), ∀δ > 0
Q(n)(t) ⇀ Q(t) in H1 for all t ∈ R+
un ⇀ u in L2(0, T ;H1) and un → u in L2(0, T ;H1−δloc ), ∀δ > 0
un(t) ⇀ u(t) in L2 for all t ∈ R+
Thus we can pass to the limit and obtain a weak solution of the approximating system:
∂tQ
(ε) +Rεu
ε∇Q(ε) − (ξRεDε +RεΩε)(Q(ε) + 1dId)
)
+
(
(Q(ε) + 1dId)(ξRεD
ε −RεΩε)
)
−2ξ
(
(Q(ε) + 1dId)tr
(
Q(ε)∇uε)) = ΓHε
∂tu
ε + PRεuε∇uε = −εPRε
(∑d
l,m=1∇Qlm (Rεu · ∇Qlm) |Rεu∇Q|
)
+εP∇ · Rε
(
Rε∇u|Rε∇u|2
)
− λξP∇ ·Rε
((
Q(ε) + 1dId
)
Hε
)
−λξP∇ · Rε
(
Hε
(
Q(ε) + 1dId
) )
+ 2λξP∇ · Rε
((
Q(ε) + 1d
)(
Q(ε)Hε
))
−LλP(∇ ·Rεtr(∇Q(ε) ⊙∇Q(ε))) + LλP∇ · Rε
(
Q(ε)∆Q(ε) −∆Q(ε)Q(ε))+ ν∆uε
(31)
where we recall that H = L∆Q(ε) − aQ(ε) + b[(Q(ε))2 − tr((Q(ε))2))d Id]− cQ(ε)tr((Q(ε))2). The initial data for
the limit system is (RεQ¯, Rεu¯).
One can easily see that the solutions of (31) are smooth, first by obtaining C∞ regularity for the first Q
equations, by bootstrapping the regularity improvement provided by the linear heat equation, and then the
regularity for the u equation, by bootstrapping the regularity improvement provided by a linear advection
equation. For this system we can proceed as in the case of apriori estimates and obtain the same estimates,
independent of ε because the solutions are smooth and all the cancellations that were used in the apriori
estimates also hold here. In particular we obtain:
sup
ε
‖Q(ε)‖L∞(0,T ;H1)∩L2(0,T ;H2) <∞,
sup
ε
‖uε‖L∞(0,T ;L2)∩L2(0,T ;H1) <∞ (32)
for any T < ∞. Taking into account those bounds and also the bounds which can be obtained by using
the equation on ∂t(Q
ε, uε) in some Lploc(H
−N) for large enough N , we get, by classical local compactness
Aubin-Lions lemma and by weak convergence arguments, that there exists a Q ∈ L∞loc(R+;H1)∩L2loc(R+;H2)
and a u ∈ L∞loc(R+;L2) ∩ L2loc(R+;H1) so that, on a subsequence, we have:
Q(ε) ⇀ Q in L2(0, T ;H2) and Q(n) → Q in L2(0, T ;H2−δloc ), ∀δ > 0
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Q(ε)(t)⇀ Q(t) in H1 for all t ∈ R+
uε ⇀ u in L2(0, T ;H1) and un → u in L2(0, T ;H1−δloc ), ∀δ > 0
uε(t) ⇀ u(t) in L2 for all t ∈ R+ (33)
These convergences allow us to the pass to the limit in the weak solutions of the system (31) to obtain a weak
solution of (8), namely (10),(11). Of all the terms there is only one type that is slightly difficult to treat in
passing to the limit, namely:
L
ˆ ∞
0
ˆ
Rd
∂β
(
Q(ε)αγ∆Q
(ε)
γβ −∆Q(ε)αγQ(ε)γβ
)
ψα dx dt = −L
ˆ ∞
0
ˆ
Rd
(
Q(ε)αγ∆Q
(ε)
γβ −∆Q(ε)αγQ(ε)γβ
)
· ψα,β dx dt.
Taking into account that ψ is compactly supported and the convergences (33) one can easily pass to the limit
the terms ψα,βQ
(ε)
αγ and ψα,βQ
(ε)
γβ strongly in L
2(0, T ;L2). Relations (33) give that ∆Q
(ε)
γβ , ∆Q
(ε)
αγ converges
weakly in L2(0, T ;L2). Thus we get convergence to the limit term
L
ˆ ∞
0
ˆ
Rd
∂β(Qαγ∆Qγβ)ψαdxdt− L
ˆ ∞
0
ˆ
Rd
∂β(∆Qαγ)Qγβ)ψαdxdt
= −L
ˆ T
0
ˆ
Rd
(∆Qγβ)(∂βψαQαγ)dxdt + L
ˆ T
0
ˆ
Rd
(∆Qαγ)(∂βψαQγβ)dxdt. (34)
Using also the uniform bound of ε‖Rεuε∇Qε‖3L3 it is easy to check that ε
´ |Rεuε∇Qε|2∇Qε · RεPϕdxdt
converges to zero. A similar observation holds for the ε-regularisation term εP∇ ·
(
Rε∇u|Rε∇u|2
)
. 
4. The uniqueness of weak solutions
We start with a number of technical tools that are crucial for our proof.
4.1. Littlewood-Paley theory. We define C to be the ring of center 0, of small radius 1/2 and great radius
2. There exist two nonnegative radial functions χ and ϕ belonging respectively to D(B(0, 1)) and to D(C) so
that
χ(ξ) +
∑
q≥0
ϕ(2−qξ) = 1, ∀ξ ∈ Rd (35)
|p− q| ≥ 5⇒ Supp ϕ(2−q·) ∩ Supp ϕ(2−p·) = ∅. (36)
For instance, one can take χ ∈ D(B(0, 1)) such that χ ≡ 1 on B(0, 1/2) and take
ϕ(ξ) = χ(ξ/2)− χ(ξ).
Then, we are able to define the Littlewood-Paley decomposition. Let us denote by F the Fourier transform
on Rd. Let h, h˜, ∆˙q, S˙q (q ∈ Z) be defined as follows:
h = F−1ϕ and h˜ = F−1χ,
∆˙qu = F−1(ϕ(2−qξ)Fu) = 2qd
ˆ
h(2qy)u(x− y)dy,
S˙qu = F−1(χ(2−qξ)Fu) = 2qd
ˆ
h˜(2qy)u(x− y)dy.
We recall that for two appropriately smooth functions a and b we have the Bony’s paraproduct decomposition
[4]:
ab = T˙ab + T˙ba+ R˙(a, b)
where
T˙ab =
∑
q∈Z
S˙q−1a∆˙qb, T˙ba =
∑
q∈Z
S˙q−1b∆˙qa, and R˙(a, b) =
∑
q∈Z,
i∈{0,±1}
∆˙qa∆˙q+ib.
Then we have
∆˙q(ab) = ∆˙qT˙ab+ ∆˙qT˙ba+ ∆˙qR˙(a, b) = ∆˙qT˙ab+ ∆˙qR˜(a, b),
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where R˜(a, b) = T˙ba+ R˙(a, b) =
∑
q∈Z S˙q+2b∆˙qa. Moreover:
∆˙q(ab) =
∑
|q′−q|≤5
∆˙q(S˙q′−1a∆˙q′b) +
∑
q′>q−5
∆˙q(S˙q′+2b∆˙q′a)
=
∑
|q′−q|≤5
[∆˙q, S˙q′−1a]∆˙q′b+
∑
|q′−q|≤5
S˙q′−1a∆˙q∆˙q′b+
∑
q′>q−5
∆˙q(Sq′+2b∆˙q′a)
=
∑
|q′−q|≤5
[∆˙q, S˙q′−1a]∆˙q′b+
∑
|q′−q|≤5
(S˙q′−1a− S˙q−1a)∆˙q∆˙q′b
+
∑
q′>q−5
∆˙q(S˙q′+2b∆˙q′a) +
∑
|q′−q|≤5
S˙q−1a∆˙q∆˙q′b︸ ︷︷ ︸
=S˙q−1a∆˙qb
(37)
In terms of this decomposition we can express the Sobolev norm of an element u in the (nonhomogeneous!)
space Hs as:
‖u‖Hs =
(‖S˙0u‖2L2 +∑
q∈N
22qs‖∆˙qu‖2L2
)1/2
These are a particular case of the general nonhomogeneous Besov spaces Bsp,r, for s ∈ R, p, r ∈ [1,∞]2
consisting of all tempered distributions u such that:
‖u‖Bsp,r
def
=
{
‖(‖S˙0u‖rLp +
∑
q∈N 2
rqs‖∆˙qu‖rLp)
1
r if r <∞
max(‖S˙0u‖Lp, supq∈N 2qs‖∆˙qu‖Lp) if r =∞
which reduces to the nonhomogeneous Sobolev space Hs for p = r = 2.
Similarly we also have the norm of the homogenous Sobolev spaces H˙s:
‖u‖H˙s =
(∑
q∈Z
22qs‖∆˙qu‖2L2
)1/2
and the homogenous Besov spaces B˙sp,r for s ∈ R, p, r ∈ [1,∞]2 consisting of all the homogeneous tempered
distributions u such that:
‖u‖B˙sp,r
def
=
{
‖(∑q∈Z 2rqs‖∆˙qu‖rLp) 1r if r <∞
supq∈Z 2
qs‖∆˙qu‖Lp if r =∞
which reduces to the homogeneous Sobolev space H˙s for p = r = 2.
Let us note that the homogeneous Besov spaces have somewhat better product rules, and this specificity
encoded in Theorem A.1 will be very useful in our subsequent estimates.
Furthermore we will need the following characterisation of the homogeneous norms, in terms of operators
S˙qu:
Lemma 4.1. [ Prop. 2.33] , [2] Let s < 0 and p, r ∈ [1,∞]2. A tempered distribution u belongs to B˙sp,r if
and only if:
(2qs‖S˙qu‖Lp)q∈Z ∈ lr
and for some constant C depending only on the dimension d we have:
C−|s|+1‖u‖B˙sp,r ≤ ‖(2
qs‖S˙qu‖Lp)q‖lr ≤ C(1 + 1|s| )‖u‖B˙sp,r
We will use the following well-known estimates:
Lemma 4.2. ( [12], [13])
(i) (Bernstein inequalities)
2−q‖∇S˙qu‖Lpx ≤ C‖u‖Lpx , ∀1 ≤ p ≤ ∞
c‖∆˙qu‖Lpx ≤ 2−q‖∆˙q∇u‖Lpx ≤ C‖∆˙qu‖Lpx , ∀1 ≤ p ≤ ∞
(ii) (Bernstein inequalities)
‖∆˙qu‖Lbx ≤ 2d(
1
a−
1
b )q‖∆˙qu‖Lax , for b ≥ a ≥ 1
‖S˙qu‖Lbx ≤ 2d(
1
a−
1
b )q‖S˙qu‖Lax , for b ≥ a ≥ 1
(ii) (commutator estimate)
‖[∆˙q, u]v‖Lpx ≤ C2−q‖∇u‖Lrx‖v‖Lsx (38)
with 1p =
1
r +
1
s . The constant C depends only on the function ϕ used in defining ∆˙q but not on p, r, s.
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Proof. For the commutator estimate we begin by writing
[∆˙q, u]v(x) = ∆˙q(uv)(x) − u(x)∆qv(x) = 2qd
ˆ
h(2qy)(u(x− y)− u(x))v(x − y)dy
= 2qd
ˆ
Rd
ˆ 1
0
∂
∂τ
{
h(2qy)u(x− τy)v(x − y)dy
}
dτ
= −2qd
ˆ 1
0
ˆ
Rd
h(2qy)y · ∇u(x− τy)v(x − y)dydτ
= −2−q
ˆ 1
0
ˆ
Rd
h˜2q (y) · ∇u(x− τy)v(x − y)dydτ,
where h˜(y) := yh(y) ∈ S(Rd)d and h˜λ(y) := λdh˜(λy). Using the Cauchy-Schwartz inequality and a change of
variables, we get
|[∆˙q, u]v(x)| ≤ 2−q
ˆ 1
0
( ˆ
Rd
|h˜2q (y)||∇u(x − τy)|
r
p dy
) p
r
dτ
( ˆ
Rd
|h˜2q (y)||v(x− y)|
s
p dy
) p
s
= 2−q
ˆ 1
0
( ˆ
Rd
|h˜2qτ−1(y)|
τd
|∇u(x− y)| rp dy
) p
r
dτ
( ˆ
Rd
|h˜2q (y)||v(x− y)| sp dy
) p
s
= 2−q
ˆ 1
0
( |h˜2qτ−1 |
τd
∗ |∇u| rp (x)
) p
r
dτ
(
|h˜2q | ∗ |v| sp (x)
) p
s
Taking the Lp norm in the x variable, using the Cauchy-Schwartz inequality in the x variable and convolution
estimates we obtain
‖[∆˙q, u]v‖Lpx ≤ 2−q
ˆ 1
0
∥∥∥( |h˜2qτ−1|
τd
∗ |∇u| rp (x)
) p
r
∥∥∥
Lrx
dτ
∥∥∥(|h˜2q | ∗ |v| sp (x)) ps ∥∥∥
Lsx
≤ 2−q
( ˆ 1
0
‖ |h˜2qτ−1|
τd
∗ |∇u| rp ‖
p
r
Lpx
dτ
)
‖|h˜2q | ∗ |v|
s
p ‖
p
s
Lpx
≤ 2−q
ˆ 1
0
‖h˜2qτ−1‖
p
r
L1x
τd
dτ‖∇u‖Lrx‖h˜2q‖
p
s
L1x
‖v‖Lsx
≤ 2−q‖h˜2−q‖
p
r
L1‖h˜2−q‖
p
s
L1‖∇u‖Lrx‖v‖Lsx .
Now, since
‖h˜2−q‖L1x =
ˆ
Rd
2−qd|h˜(2−qx)|dx =
ˆ
Rd
|h˜(y)|dy = ‖h˜‖L1x ,
we finally obtain
‖[∆˙q, u]v‖Lpx ≤ 2−q‖h˜‖
p
r
L1x
‖h˜‖
p
s
L1‖∇u‖Lrx‖v‖Lsx = ‖h˜‖L1x2−q‖∇u‖Lrx‖v‖Lsx
so the constant in the inequality is C = ‖h˜‖L1 and it does not depend on p, r, s. 
We will also make use of a Bernstein-type inequality evolving the operator S˙q.
Lemma 4.3. there exist two positive constants c˜ and C˜ such that
c˜‖(S˙q − S˙q′)u‖Lpx ≤ 2−q‖(S˙q − S˙q′)∇u‖Lpx ≤ C˜‖(S˙q − S˙q′)u‖Lpx , ∀1 ≤ p ≤ ∞,
for any integers q and q′ with |q − q′| ≤ 5.
Proof. First, we consider new localizer functions as follows:
ϕ˜q(ξ) :=
1
10
∑
|q−j|≤10
ϕj(ξ) and χ˜(ξ) :=
{∑
q≤−1 ϕ˜q(ξ) if ξ 6= 0,
1 otherwise,
so that (35) and (36) are satisfied with ϕ˜ and χ˜ instead of ϕ and χ. Then defining the new homogeneous
dyadic block ˙˜∆q in the same line of ∆˙q, we have
˙˜∆q(S˙q − S˙q′)u = 1
10
∑
|q−j|≤10
∆˙j(S˙q − S˙q′)(u) = 1
10
(S˙q − S˙q′)(u).
Then the inequality turns out from (i) of Lemma 4.2, making use of ˙˜∆q instead of ∆˙q. 
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4.2. The proof of the uniqueness. In this section we provide the proof of the uniqueness result for the
weak solutions of system (8). The main idea is to evaluate the difference between two weak solutions in a
functional space which is less regular than L2x such as H˙
− 12 . Such strategy is not new in literature, for instance
we recall [15] and [29]. We now provide the uniqueness part of the proof of Theorem 1.1.
Proof. Let us consider two weak solutions (u1, Q1) and (u2, Q2) of system (8). We denote δu := u1− u2 and
δQ := Q1 − Q2 while δS(Q, ∇u) stands for S(Q1, ∇u1) − S(Q2, ∇u2). Similarly, we define δH(Q), δF (Q),
δτ and δσ. Thus (δu, δQ) is a weak solution of
∂tδQ− L∆δQ = δS(Q,∇u) + ΓδH(Q)− δu · ∇Q1 − u2 · ∇δQ R+ × R2,
∂tδu−∆δu+∇δΠ = L div{δτ + δσ} − δu · ∇u1 − u2 · ∇δu R+ × R2,
div δu = 0 R+ × R2,
(δu, δQ)t=0 = (0, 0) R
2.
(39)
First, let us explicitly state δS(Q, ∇u), δF (Q), δτ and δσ in terms of δQ and δu, namely:
δS(Q,∇u) = + (ξδD + δΩ)δQ+ (ξδD + δΩ)( Q2 + Id
2
) + (ξD2 +Ω2)δQ + δQ(ξδD − δΩ)+
+ ( Q2 +
Id
2
)(ξδD − δΩ) + δQ(ξD2 − Ω2)− 2ξδQ tr(δQ∇δu)− 2ξδQ tr(δQ∇u2)+
− 2ξδQ tr(Q2∇δu)− 2ξ(Q2 + Id
2
)tr(δQ∇δu)− 2ξδQ tr(Q2∇u2)+
− 2ξ(Q2 + Id
2
)tr(δQ∇u2)− 2ξ(Q2 + Id
2
)tr(Q2∇δu),
δF (Q) = −a δQ+ b (Q1δQ+ δQQ2 )− b tr{δQQ1 +Q2δQ} Id
2
+−c [δQtr{Q21}+Q2tr{δQQ1 +Q2δQ}]
δH(Q) = δF (Q) + L∆δQ.
δτ = −ξδQF (Q1)− ξ( Q2 + Id
2
)δF (Q)− LξδQ∆δQ− LξδQ∆Q2 − Lξ( Q2 + Id
2
)∆δQ+
− ξF (Q1)δQ − ξδF (Q)( Q2 + Id
2
)− Lξ∆δQδQ− Lξ∆Q2δQ− Lξ∆δQ( Q2 + Id
2
)+
+ 2ξδQtr{Q1F (Q1)}+ 2ξQ2tr{δQF (Q1)}+
+ 2ξQ2tr{Q2δF (Q)}+ 2LξδQtr{δQ∆δQ}+ 2LξδQtr{δQ∆Q2}+ 2LξδQtr{Q2∆δQ}+
+ 2Lξ( Q2 +
Id
2
)tr{δQ∆δQ}+ 2LξδQtr{Q2∆Q2}+ 2Lξ( Q2 + Id
2
)tr{δQ∆Q2}+
+ 2Lξ( Q2 +
Id
2
)tr{Q2∆δQ} − L∇δQ⊙∇Q1 − L∇Q2 ⊙∇δQ− L Id
2
tr{δQQ1} − L Id
2
tr{Q2δQ}
δσ = δQF (Q1) +Q2δF (Q)− F (Q1)δQ− δF (Q)Q2 + LδQ∆δQ+ LQ2∆δQ+ LδQ∆Q2
− L∆δQδQ− L∆Q2δQ− L∆δQQ2
Taking the inner product in H˙−1/2 of the first equation with −Lλ∆δQ and adding to it the scalar product in
H˙−1/2 of the second one by 1λδu we get:
d
dt
[ 1
2λ
‖δu‖2
H˙−
1
2
+ L‖∇δQ‖2
H˙−
1
2
]
+
ν
λ
‖∇δu‖2
H˙−
1
2
+ ΓL2‖∆δQ‖2
H˙−
1
2
=
− L〈(ξδD + δΩ)δQ,∆δQ〉−Lξ〈δDQ2,∆δQ〉
A1
−L〈δΩQ2,∆δQ〉
B1
−Lξ〈δD
2
,∆δQ〉
C1
−L〈δΩ
2
,∆δQ〉
D1
− L〈(ξD2 +Ω2)δQ,∆δQ〉 − L〈δQ(ξδD − δΩ),∆δQ〉−Lξ〈Q2δD,∆δQ〉
A2
+L〈Q2δΩ,∆δQ〉
B2
−Lξ〈δD
2
,∆δQ〉
C2
+L〈δΩ
2
,∆δQ〉
D2
−L〈δQ(ξD2 − Ω2),∆δQ〉+ 2Lξ〈δQ tr(δQ∇δu),∆δQ〉
+ 2Lξ〈δQ tr(δQ∇u2),∆δQ〉+ 2Lξ〈δQ tr(Q2∇δu),∆δQ〉+ 2Lξ〈Q2 tr(δQ∇δu),∆δQ〉
+2Lξ〈 Id
2
tr(δQ∇δu),∆δQ〉
=0
+2Lξ〈δQ tr(Q2∇u2),∆δQ〉+ 2Lξ〈Q2 tr(δQ∇u2),∆δQ〉
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+2Lξ〈 Id
2
tr(δQ∇u2),∆δQ〉
=0
+2Lξ〈Q2 tr(Q2∇δu),∆δQ〉
E1
+2Lξ〈 Id
2
tr(Q2∇δu),∆δQ〉
=0
+ LaΓ〈δQ,∆δQ〉 − LbΓ〈Q1δQ+ δQQ2,∆δQ〉+LbΓ〈tr{δQQ1 +Q2δQ} Id
2
,∆δQ〉
=0
+ LcΓ〈δQtr{Q21},∆δQ〉+ LcΓ〈Q2tr{δQQ1 +Q2δQ},∆δQ〉+ L〈δu · ∇Q1,∆δQ〉
+ L〈u2 · ∇δQ,∆δQ〉 − aξ〈δQQ1,∇δu〉+ bξ〈δQQ21,∇δu〉 − bξ〈δQtr(Q21)
Id
2
,∇δu〉 (40)
− cξ〈δQtr(Q21)Q1,∇δu〉 − aξ〈(Q2 +
Id
2
)δQ,∇δu〉+ bξ〈(Q2 + Id
2
)(Q1δQ+ δQQ2),∇δu〉
− bξ〈Q2
2
tr{δQQ1 +Q2δQ},∇δu〉−bξ〈tr{δQQ1 +Q2δQ} Id
9
,∇δu〉
=0
−cξ〈(Q2 + Id
2
)δQtr{Q21},∇δu〉
− cξ〈(Q2 + Id
2
)Q2tr{δQQ1 +Q2δQ},∇δu〉+ Lξ〈δQ∆δQ,∇δu〉+ Lξ〈δQ∆Q2,∇δu〉
+Lξ〈Q2∆δQ,∇δu〉
A3
+Lξ〈∆δQ
2
,∇δu〉
C3
−aξ〈Q1δQ,∇δu〉+ bξ〈(Q21 − tr{Q21 }
Id
2
)δQ,∇δu〉
− cξ〈Q21tr{Q21 }δQ,∇δu〉 − aξ〈δQ(Q2 +
Id
2
),∇δu〉+ bξ〈(Q1δQ+ δQQ2 )(Q2 + Id
2
),∇δu〉
− bξ〈tr{δQQ1 +Q2δQ}Q2
2
,∇δu〉−bξ〈tr{δQQ1 +Q2δQ} Id
9
,∇δu〉
=0
−cξ〈δQtr{Q21}(Q2 +
Id
2
),∇δu〉
− cξ〈Q2tr{δQδQ1 +Q2δQ}(Q2 + Id
2
),∇δu〉+ Lξ〈∆δQ δQ,∇δu〉+ Lξ〈∆Q2δQ,∇δu〉
+Lξ〈∆δQQ2,∇δu〉
A4
+Lξ〈∆δQ
2
,∇δu〉
C4
+2aξ〈δQtr{Q21},∇δu〉 − 2bξ〈δQtr{Q31},∇δu〉
+2bξ〈δQ
2
tr{Q1}tr{Q21},∇δu〉
=0
+2cξ〈δQtr{Q21}2,∇δu〉+ 2aξ〈Q2tr{δQQ1},∇δu〉
− 2bξ〈Q2tr{δQQ21},∇δu〉+2bξ〈
Q2
2
tr{δQ}tr{Q21},∇δu〉
=0
+2cξ〈Q2tr{δQQ1}tr{Q21},∇δu〉
+ 2aξ〈Q2tr{Q2δQ},∇δu〉 − 2bξ〈Q2tr{Q2(Q1δQ + δQQ2 )},∇δu〉
+2bξ〈Q2tr{Q2
2
}tr{δQQ1 +Q2δQ},∇δu〉
=0
+2cξ〈Q2tr{Q2δQ}tr{Q21},∇δu〉
+ 2cξ〈Q2tr{Q22}tr{δQQ1 +Q2δQ},∇δu〉 − 2Lξ〈δQtr{δQ∆δQ},∇δu〉
− 2Lξ〈δQtr{δQ∆Q2},∇δu〉 − 2Lξ〈δQtr{Q2∆δQ},∇δu〉
− 2Lξ〈Q2tr{δQ∆δQ},∇δu〉−2Lξ〈 Id
2
tr{δQ∆δQ},∇δu〉
=0
−2Lξ〈δQtr{Q2∆Q2},∇δu〉
− 2Lξ〈Q2tr{δQ∆Q2},∇δu〉−2Lξ〈 Id
2
tr{δQ∆Q2},∇δu〉
=0
−2Lξ〈Q2tr{Q2∆δQ},∇δu〉
E2
−2Lξ〈 Id
2
tr{Q2∆δQ},∇δu〉
=0
+L〈∇δQ⊙∇Q1,∇δu〉+ L〈∇Q2 ⊙∇δQ1,∇δu〉+L〈 Id
2
tr{δQQ1},∇δu〉
=0
+L〈 Id
2
tr{Q2δQ},∇δu〉
=0
+La〈δQQ1,∇δu〉 − Lb〈δQ(Q21 − tr{Q21}
Id
2
),∇δu〉+ Lc〈δQQ1tr{Q21},∇δu〉
+ a〈Q2δQ,∇δu〉 − b〈Q2(Q1δQ+ δQQ2 ),∇δu〉+ b〈Q2tr{δQQ1 +Q2δQ} Id
2
,∇δu〉
+ c〈Q2δQtr{Q21},∇δu〉+c〈Q22tr{δQQ1 +Q2δQ},∇δu〉
F1
− a〈Q1δQ,∇δu〉+ b〈(Q21 − tr{Q21}
Id
2
)δQ,∇δu〉 − c〈Q1tr{Q21}δQ,∇δu〉 − a〈δQQ2,∇δu〉
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+ b〈(Q1δQ+ δQQ2 )Q2,∇δu〉 − b〈tr{δQQ1 +Q2δQ} Id
2
Q2,∇δu〉 − c〈δQtr{Q21}Q2,∇δu〉
−c〈Q2tr{δQQ1 +Q2δQ}Q2,∇δu〉
F2
−L〈δQ∆δQ,∇δu〉−L〈Q2∆δQ,∇δu〉
B3
−L〈δQ∆Q2,∇δu〉
+ L〈∆δQδQ,∇δu〉+L〈∆δQQ2,∇δu〉
B4
+L〈∆Q2δQ,∇δu〉 − 〈u2 · ∇δu, δu〉 − 〈δu · ∇u1, δu〉.
Denoting
Φ(t) := 1/(2λ)‖δu(t)‖2
H˙−1/2
+ L‖∇δQ(t)‖2
H˙−1/2
we will aim to show that Φ satisfies the inequality
Φ′(t) ≤ χ(t)µ(Φ(t)), (41)
where µ is an Osgood modulus of continuity (see [2], Definition 3.1), given by
µ(r) := r + r ln
(
1 + e+
1
r
)
+ r ln
(
1 + e+
1
r
)
ln ln
(
1 + e+
1
r
)
. (42)
with χ ∈ L1loc apriori. We are going to find a double-logarithmic estimate, hence thanks to the Osgood Lemma
(see [2], Lemma 3.4) and since Φ(0) is null, we get that Φ ≡ 0, which yields the uniqueness of the solution for
system (8).
First, let us observe following simplifications of (40):
0 = C1 + C2 + C3 + C4 = D1 +D2 = F1 + F2.
The key method we use to obtain the desired estimates is the para-differential calculus decomposition sum-
marized in the following:
Remark 4.4. Let q be an integer, and A, B be d× d matrices whose components are homogeneous temperate
distributions. We are going to use the following notation:
J 1q (A,B) :=
∑
|q−q′|≤5[∆˙q, S˙q′−1A]∆˙q′B, J 3q (A,B) := S˙q−1A∆˙qB,
J 2q (A,B) :=
∑
|q−q′|≤5(S˙q′−1A− S˙q−1A)∆˙q∆˙q′B, J 4q (A,B) :=
∑
q′≥q−5 ∆˙q(∆˙q′A S˙q′+2B).
Than we can decompose the product AB as follows
∆˙q(AB) = J 1q (A,B) + J 2q (A,B) + J 3q (A,B) + J 4q (A,B) (43)
for any integer q, thanks to (37).
Moreover from now on we will use the notation . as follows: for any non-negative real numbers a and b, we
denote a . b if and only if there exists a positive constant C (independent of a and b) such that a ≤ Cb.
4.2.1. Estimate of A1 +A2 +A3 +A4. Let us begin analyzing the terms A1, A2, A3 and A4 of (40). First,
we observe that
A2 = −Lξ
∑
q∈Z
2−q〈∆˙q(Q2δD), ∆˙q∆δQ〉L2x = −Lξ
∑
q∈Z
2−q
4∑
i=1
〈J iq (Q2, δD), ∆˙q∆δQ〉L2x
Now, when i = 1, we have
2−q〈J 1q (Q2, δD), ∆˙q∆δQ〉L2x =
∑
|q−q′|≤5
2−q〈[∆˙q, S˙q′−1Q2]∆˙q′δD, ∆˙q∆δQ〉L2x
.
∑
|q−q′|≤5
2−q‖[∆˙q, S˙q′−1Q2]∆˙q′δD‖L2x‖∆˙q∆δQ‖L2x
.
∑
|q−q′|≤5
2−2q‖S˙q′−1∇Q2‖L4x‖∆˙q′δD‖L4x‖∆˙q∆δQ‖L2x
.
∑
|q−q′|≤5
2−q‖S˙q′−1∇Q2‖
1
2
L2x
‖S˙q′−1∆Q2‖
1
2
L2x
‖∆˙q′δu‖L4x‖∆˙q∆δQ‖L2x
.
∑
|q−q′|≤5
‖∇Q2‖
1
2
L2x
‖∆Q2‖
1
2
L2x
‖∆˙q′δu‖L2x2−
q
2 ‖∆˙q∆δQ‖L2x ,
(44)
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for every q ∈ Z. Hence, we get
−Lξ
∑
q∈Z
2−q〈J 1q (Q2, δD),∆˙q∆δQ〉L2x . ‖∇Q2‖
1
2
L2x
‖∆Q2‖
1
2
L2x
‖δu‖L2x‖∆δQ‖H˙− 12
. ‖∇Q2‖
1
2
L2x
‖∆Q2‖
1
2
L2x
‖δu‖ 12
H˙−
1
2
‖∇δu‖ 12
H˙−
1
2
‖∆δQ‖
H˙−
1
2
. ‖∇Q2‖2L2x‖∆Q2‖
2
L2x
‖δu‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
,
(45)
where we have used the following interpolation inequality:
‖δu‖L2x ≤ ‖δu‖
1
2
H˙−
1
2
‖δu‖ 12
H˙
1
2
= ‖δu‖ 12
H˙−
1
2
‖∇δu‖ 12
H˙−
1
2
.
When i = 2, the following inequalities are fulfilled:
2−q〈J 2q (Q2, δD), ∆˙q∆δQ〉L2x =
∑
|q−q′|≤5
2−q〈(S˙q′−1Q2 − S˙q−1Q2)∆˙q∆˙q′δD, ∆˙q∆δQ〉L2x
.
∑
|q−q′|≤5
2−q‖(S˙q′−1Q2 − S˙q−1Q2)‖L∞x ‖∆˙q∆˙q′δD‖L2x‖∆˙q∆δQ‖L2x
.
∑
|q−q′|≤5
2−2q‖(S˙q′−1∆Q2 − S˙q−1∆Q2)‖L2x‖∆˙q∆˙q′δD‖L2x‖∆˙q∆δQ‖L2x
.
∑
|q−q′|≤5
2−2q‖∆Q2‖L2x‖∆˙q′δD‖L2x‖∆˙q∆δQ‖L2x
.
∑
|q−q′|≤5
2−
q′
2 ‖∆˙q′δu‖L2x2−
q
2 ‖∆˙q∆δQ‖L2x‖∆Q2‖L2x ,
(46)
for any q ∈ Z. Thus, it turns out that
− Lξ
∑
q∈Z
2−q〈J 2q (Q2, δD), ∆˙q∆δQ〉L2x . ‖∆Q2‖2L2x‖δu‖
2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
(47)
The term corresponding to i = 3 cannot be estimated as before. We will see that this challenging term will
be simplified. Finally, when i = 4, we have
2−q〈J 4q (Q2, δD), ∆˙q∆δQ〉L2x = L2−q
∑
q−q′≤5
〈∆˙q
[
∆˙q′Q2S˙q′+2δD
]
, ∆˙q∆δQ〉L2x
. 2−q
∑
q−q′≤5
‖∆˙q′Q2‖L∞x ‖S˙q′+2δD‖L2x‖∆˙q∆δQ‖L2x
. 2−q
∑
q−q′≤5
2−q
′‖∆˙q′∆Q2‖L2x‖S˙q′+2δD‖L2x2q‖∆˙q∇δQ‖L2x
.
∑
q−q′≤5
2
q−q′
2 ‖∆˙q′∆Q2‖L2x2−
q′+2
2 ‖S˙q′+2δD‖L2x2−
q
2 ‖∆˙q∇δQ‖L2x
. ‖∆Q2‖L2x2−
q
2 ‖∆˙q∇δQ‖L2x
∑
q−q′≤5
2
q−q′
2 2−
q′+2
2 ‖S˙q′+2δD‖L2x ,
(48)
for any q ∈ Z. Hence,
−Lξ
∑
q∈Z
2−q〈J 4q (Q2, δD), ∆˙q∆δQ〉L2x
. ‖∆Q2‖L2x
∑
q∈Z
2−
q
2 ‖∆˙q∇δQ‖L2x
∑
q′∈Z
2
q−q′
2 1(−∞,5](q − q′)2−
q′+2
2 ‖S˙q′+2δD‖L2x
. ‖∆Q2‖L2x‖∇δQ‖H˙− 12
(∑
q∈Z
∣∣ ∑
q′∈Z
2q−q
′
1(−∞,5](q − q′)2−
q′+2
2 ‖S˙q′+2δD‖L2x
∣∣2) 12 ,
and by convolution (∑
q∈Z
∣∣ ∑
q′∈Z
2q−q
′
1(−∞,5](q − q′)2−
q′+2
2 ‖S˙q′+2δD‖L2x
∣∣2) 12
. (
∑
q≤5
2q)
(∑
q∈Z
2−q‖S˙qδD‖2L2x
) 1
2 )
. ‖∇δu‖
H˙−
1
2
,
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so that
−Lξ
∑
q∈Z
2−q〈J 4q (Q2, δD), ∆˙q∆δQ〉L2x . ‖∆Q2‖L2x‖∇δQ‖H˙− 12 ‖∇δu‖H˙− 12
. ‖∆Q2‖2L2x‖∇δQ‖
2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
.
(49)
Summarizing, it remains to control
A1 +A3 +A4 − Lξ
∑
q∈Z
2−q〈J 3q (Q2, δD), ∆˙q∆δQ〉L2x .
Now, observing that
A1 = −Lξ
∑
q∈Z
2−q〈∆˙q(δDQ2), ∆˙q∆δQ〉L2x = −Lξ
∑
q∈Z
2−q〈∆˙qt(δDQ2), ∆˙qt∆δQ〉L2x
= −Lξ
∑
q∈Z
2−q〈∆˙q(Q2δD), ∆˙q∆δQ〉L2x = A2,
we estimate A1 with the previous inequalities, so that it remains to control
A3 +A4 − 2Lξ
∑
q∈Z
2−qJ 3q (Q2, δD) = A3 +A4 − 2Lξ
∑
q∈Z
2−q
ˆ
R2
tr
{
S˙q−1Q2 ∆˙qδD∆˙q∆δQ
}
.
Now, let us consider A3 = Lξ〈Q2∆δQ,∇δu〉. We proceed along the lines used before, namely we use the
decomposition given by (43):
A3 = Lξ
∑
q∈Z
2−q〈∆˙q(Q2∆δQ), ∆˙q∇δu〉L2x = Lξ
∑
q∈Z
2−q
4∑
i=1
〈J iq (Q2, ∆δQ), ∆˙q∇δu〉L2x .
When i = 1, proceeding as for (44), we have
2−q〈J 1q (Q2, ∆δQ), ∆˙q∇δu〉L2x . ‖∇Q2‖
1
2
L2x
‖∆Q2‖
1
2
L2x
∑
|q−q′|≤5
‖∆˙q′∇δQ‖L2x2−
q
2 ‖∆˙q∇δu‖L2x ,
thus, considering the sum over q ∈ Z as in (45), we deduce that
Lξ
∑
q∈Z
2−q〈J 1q (Q2, ∆δQ), ∆˙q∇δu〉L2x . ‖∇Q2‖2L2x‖∆Q2‖
2
L2x
‖∇δQ‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
(50)
Proceeding as for proving (46), when i = 2, we get
2−q〈J 2q (Q2, ∆δQ), ∆˙q∇δu〉L2x .
∑
|q−q′|≤5
2−
q
2 ‖∆˙q′δu‖L2x2−
q
2 ‖∆˙q∆δQ‖L2x‖∆Q2‖L2x
for every q ∈ Z. Thus, as in (47), it turns out that
Lξ
∑
q∈Z
2−q〈J 2q (Q2, ∆δQ), ∆˙q∇δu〉L2x . ‖∆Q2‖2L2x‖δu‖
2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
(51)
Finally, with the same strategy as for (48), we observe that
2−q〈J 4q (Q2, ∆δQ), ∆˙q∇δu〉L2x . ‖∆Q2‖L2x2−q‖∆˙qδu‖2L2x
∑
q−q′≤5
2
q−q′
2 2−
q′+2
2 ‖S˙q′+2∆δQ‖L2x ,
hence, as for (49), we obtain
Lξ
∑
q∈Z
2−q〈J 4q (Q2, ∆δQ), ∆˙q∇δu〉L2x . ‖∆Q2‖L2x‖δu‖H˙− 12 ‖∆δQ‖H˙− 12
. ‖∆Q2‖2L2x‖δu‖
2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
(52)
Summarizing all the previous considerations, we note that it remains to control
A4 + Lξ
∑
q∈Z
2−q
[
〈J 3q (Q2, ∆δQ), ∆˙q∇δu〉L2x − 2
ˆ
R2
tr
{
S˙q−1Q2 ∆˙qδD∆˙q∆δQ
}]
=
= A4 + Lξ
∑
q∈Z
2−q
ˆ
R2
[
tr{S˙q−1Q2 ∆˙q∆δQ∆˙q∇δu} − 2tr
{
S˙q−1Q2 ∆˙qδD∆˙q∆δQ
}]
.
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We handle the last term A4 arguing as for A3, since A4 is given by
Lξ〈∆˙q(∆δQQ2), ∆˙q∇δu〉
H˙−
1
2
= Lξ〈∆˙q(Q2∆δQ), t∆˙q∇δu〉
H˙−
1
2
= Lξ
∑
q∈Z
2−q
4∑
i=1
〈J iq (Q2, ∆δQ), ∆˙qt∇δu〉L2x .
The terms related to i = 1, 2, 4 are estimated similarily as A3. Hence it remains to evaluate
Lξ
∑
q∈Z
2−q
{
〈J 3q (Q2, ∆δQ), ∆˙qt∇δu〉L2x +
ˆ
R2
[
tr{S˙q−1Q2 ∆˙q∆δQ∆˙q∇δu} − 2tr
{
S˙q−1Q2 ∆˙qδD∆˙q∆δQ
}]}
=
= 2Lξ
∑
q∈Z
2−q
ˆ
R2
[
tr{S˙q−1Q2 ∆˙q∆δQ∆˙qδD} − tr
{
S˙q−1Q2 ∆˙qδD∆˙q∆δQ
}]
= 0,
which is a null series since the trace acts on symmetric matrices, so that we can permute their order.
4.2.2. Estimate of B1 + B2 + B3 + B4. Now we want to estimate B1 + B2 + B3 + B4, namely
−L〈δΩQ2 −Q2δΩ,∆δQ〉
H˙−
1
2
− L〈Q2∆δQ−∆δQQ2,∇δu〉
H˙−
1
2
.
First let us consider
B2 = L〈Q2δΩ,∆δQ〉
H˙−
1
2
= L
∑
q∈Z
2−q〈∆˙q(δΩQ2), ∆˙q∆δQ〉L2x = L
∑
q∈Z
2−q
4∑
i=1
〈J iq (Q2, δΩ), ∆˙q∆δQ〉L2x .
Proceeding exactly as for proving (45), (47) and (49), with δΩ instead of δD, the following estimates are
obtained:
L
∑
q∈Z
2−q〈J 1q (Q2, δΩ), ∆˙q∆δQ〉L2x . ‖∇Q2‖2L2x‖∆Q2‖
2
L2x
‖δu‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
,
L
∑
q∈Z
2−q〈J 2q (Q2, δΩ), ∆˙q∆δQ〉L2x . ‖∆Q2‖2L2x‖δu‖
2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
,
and
L
∑
q∈Z
2−q〈J 4q (Q2, δΩ), ∆˙q∆δQ〉L2x . ‖∆Q2‖2L2x‖∇δQ‖
2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
.
Now observing that
B1 = −L〈δΩQ2,∆δQ〉
H˙−
1
2
= −L〈t(δΩQ2), t∆δQ〉
H˙−
1
2
= L〈Q2δΩ,∆δQ〉
H˙−
1
2
= B2,
it remains to control
B3 + B4 + 2L
∑
q∈Z
2−q〈J 3q (Q2, δΩ), ∆˙q∆δQ〉L2x = B3 + B4 + 2L
∑
q∈Z
2−q
ˆ
R2
tr{S˙q−1Q2∆˙qδΩ∆˙q∆δQ}.
Now, we turn to B3:
−B3 = L〈Q2∆δQ,∇δu〉
H˙−
1
2
= L
∑
q∈Z
2−q〈∆˙q(Q2∆δQ), ∆˙q∇δu〉L2x = L
∑
q∈Z
2−q
4∑
i=1
〈J iq (Q2, ∆δQ), ∆˙q∇δu〉L2x .
We remark that B3 = −A3/ξ, hence the terms related to i = 1, 2, 4 are estimated as in (50), (51) and (52).
Thus it remains to control
B4 + L
∑
q∈Z
2−q
[〈J 3q (Q2, ∆δQ), ∆˙q∇δu〉L2x + 2 ˆ
R2
tr{S˙q−1Q2∆˙qδΩ∆˙q∆δQ}
]
=
= B4 + L
∑
q∈Z
2−q
ˆ
R2
[
tr{S˙q−1Q2∆˙q∆δQ∆˙q∇δu}+ 2tr{S˙q−1Q2∆˙qδΩ∆˙q∆δQ}
]
.
Observing that B4 = −A4/ξ we argue as for B3, hence it remains to evaluate
L
∑
q∈Z
2−q
{
〈J 3q (Q2, ∆δQ)∆˙qt∇δu〉L2x +
ˆ
R2
[
tr{S˙q−1Q2∆˙q∆δQ∆˙q∇δu}+ 2tr{S˙q−1Q2∆˙qδΩ∆˙q∆δQ}
]}
=
= 2L
∑
q∈Z
2−q
ˆ
R2
[
tr{S˙q−1Q2∆˙q∆δQ∆˙qδΩ}+ tr{S˙q−1Q2∆˙qδΩ∆˙q∆δQ}
]
= 0,
where for the cancellation we used that S˙q−1Q2 and ∆˙q∆δQ are symmetric while ∆˙qδΩ is skew-symmetric.
20 Francesco De Anna Arghir Zarnescu
4.2.3. One-logarithmic Estimates. In this subsection, we evaluate the terms of (40) which are related to the
single-logarithmic term of the equality (41).
Estimate of 〈δQtr{Q2∇u2},∆δQ〉. Let us fix a positive real number N > 0 and split the considered term into
two parts, the high and the low frequencies:
〈δQtr{Q2∇u2},∆δQ〉
H˙−
1
2
= 〈δQtr{(S˙NQ2)∇u2},∆δQ〉
H˙−
1
2
+ 〈δQtr{(
∑
q≥N
∆˙qQ2)∇u2},∆δQ〉
H˙−
1
2
.
At first we deal with the low frequencies, observing that
〈δQtr{(S˙NQ2)∇u2},∆δQ〉
H˙−
1
2
. ‖δQtr{(S˙NQ2)∇u2}‖
H˙−
1
2
‖∆δQ‖
H˙−
1
2
. ‖δQ‖
H˙
1
2
‖(S˙NQ2)∇u2‖L2x‖∆δQ‖H˙− 12 . ‖∇δQ‖H˙− 12 ‖S˙NQ2‖L∞x ‖∇u2‖L2x‖∆δQ‖H˙− 12 ,
hence, by Theorem A.2, we get
〈δQtr{(S˙NQ2)∇u2},∆δQ〉
H˙−
1
2
. ‖∇δQ‖
H˙−
1
2
(‖Q2‖L2x +
√
N‖∇Q2‖L2x)‖∇u2‖L2x‖∆δQ‖H˙− 12
. (1 +N)‖∇δQ‖2
H˙−
1
2
‖(Q2, ∇Q2)‖2L2x‖∇u2‖
2
L2x
+ CΓ‖∆δQ‖2
H˙−
1
2
.
For the high frequencies, we proceed as follows:
〈δQtr{(
∑
q≥N
∆˙qQ2)∇u2},∆δQ〉
H˙−
1
2
. ‖δQtr{(
∑
q≥N
∆˙qQ2)∇u2}‖
H˙−
1
2
‖∆δQ‖
H˙−
1
2
. ‖δQ‖
H˙
3
4
‖(
∑
q≥N
∆˙qQ2)∇u2‖
H˙−
1
4
‖∆δQ‖
H˙−
1
2
. ‖(Q1, Q2)‖
1
4
L2x
‖∇(Q1, Q2)‖
3
4
L2x
‖
∑
q≥N
∆˙qQ2‖
H˙
3
4
‖∇u2‖L2x‖∆δQ‖H˙− 12
. ‖(Q1, Q2)‖
1
4
L2x
‖∇(Q1, Q2)‖
3
4
L2x
(
∑
q≥N
2
3
4 q‖∆˙qQ2‖L2x)‖∇u2‖L2x‖∆δQ‖H˙− 12
. ‖(Q1, Q2)‖
1
4
L2x
‖∇(Q1, Q2)‖
3
4
L2x
(
∑
q≥N
2−
q
4 ‖∆˙q∇Q2‖L2x)‖∇u2‖L2x‖∆δQ‖H˙− 12
. ‖(Q1, Q2)‖
1
4
L2x
‖∇(Q1, Q2)‖
3
4
L2x
(
∑
q≥N
2−
q
4 )‖∇Q2‖L2x‖∇u2‖L2x‖∆δQ‖H˙− 12
. 2−
N
4 ‖(Q1, Q2)‖
1
4
L2x
‖∇(Q1, Q2)‖
3
4
L2x
‖∇Q2‖L2x‖∇u2‖L2x‖∆δQ‖H˙− 12 .
Now, fixing t > 0 arbitrary, and taking N = N(t) := ⌈ln(1+e+1/Φ(t))⌉ > 0, where ⌈·⌉ is the ceiling function,
we get
〈δQ(t)tr{Q2(t)∇u2(t)},∆δQ(t)〉
H˙−
1
2
. ‖(Q2, ∇Q2)(t)‖2L2x‖∇u2(t)‖
2
L2x
Φ(t) ln
(
1 + e +
1
Φ(t)
)
+
+ ‖(Q1, Q2)(t)‖
1
2
L2x
‖∇(Q1, Q2)(t)‖
3
2
L2x
‖∇Q2(t)‖2L2x‖∇u2(t)‖
2
L2x
Φ(t) + CΓ‖∆δQ(t)‖2
H˙−
1
2
.
Thus we have obtained a one-logarithmic term of (41). Similarly, we can handle the estimate of the following
elements:
+2Lξ〈δQ tr(δQ∇δu),∆δQ〉
H˙−
1
2
+ 2Lξ〈δQ tr(δQ∇u2),∆δQ〉
H˙−
1
2
+ 2Lξ〈δQ tr(Q2∇δu),∆δQ〉
H˙−
1
2
+
+2Lξ〈Q2 tr(δQ∇δu),∆δQ〉
H˙−
1
2
+ 2Lξ〈Q2 tr(δQ∇u2),∆δQ〉
H˙−
1
2
− 2Lξ〈δQtr{δQ∆δQ},∇δu〉
H˙−
1
2
−
−2Lξ〈δQtr{δQ∆Q2},∇δu〉
H˙−
1
2
− 2Lξ〈δQtr{Q2∆δQ},∇δu〉
H˙−
1
2
− 2Lξ〈Q2tr{δQ∆δQ},∇δu〉
H˙−
1
2
−
−2Lξ〈δQtr{Q2∆Q2},∇δu〉
H˙−
1
2
− 2Lξ〈Q2tr{δQ∆Q2},∇δu〉
H˙−
1
2
.
4.2.4. Double-Logarithmic Estimates. In this subsection, we perform the most challenging estimate. Now,
we want to control E1 + E2, namely
E1 + E2 = 2Lξ
( 〈Q2tr{Q2∇δu}, ∆δQ〉
H˙−
1
2
− 〈Q2tr{Q2∆δQ}, ∇δu〉
H˙−
1
2
)
= 2Lξ
∑
q∈Z
2−q
ˆ
R2
tr
{
∆˙q(Q2tr{Q2∇δu}) ∆˙q∆δQ− ∆˙q(Q2tr{Q2∆δQ}) ∆˙q∇δu
}
= 2Lξ
4∑
i=1
∑
q∈Z
2−q
ˆ
R2
tr
{J iq (Q2, tr{Q2∇δu} Id) ∆˙q∆δQ− J iq (Q2, tr{Q2∆δQ} Id) ∆˙q∇δu}.
(53)
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We we will see that there are elements inside this decomposition that generate the double-logarithmic term
in (41). We proceed by considering the indexes i = 1, 2, 3, 4, step by step.
Estimate of J 1q . We start with the term of (53) related to i = 1, passing trough the following decomposition:
4∑
j=1
∑
|q−q′|≤5
ˆ
R2
tr
{(
[∆˙q, S˙q′−1Q2]tr{J jq′(Q2, ∇δu)} Id
)
∆˙q∆δQ−
− ([∆˙q, S˙q′−1Q2]tr{J jq′(Q2, ∆δQ)} Id ) ∆˙q∇δu}.
(54)
When j = 1, we have
I11 (q, q′, q′′) :=
ˆ
R2
{(
[∆˙q, S˙q′−1Q2]tr{[∆˙q′ , S˙q′′−1Q2]∆˙q′′∇δu)} Id
)
∆˙q∆δQ+
−
(
[∆˙q, S˙q′−1Q2]tr{[∆˙q′ , S˙q′′−1Q2]∆˙q′′∆δQ)} Id
)
∆˙q∇δu
}
. 2−q‖S˙q′−1∇Q2‖L∞x 2−q
′‖S˙q′′−1∇Q2‖L∞x ‖∆˙q′′(∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2−q−q
′
2
q′
2 ‖S˙q′−1∇Q2‖L4x2
q′′
2 ‖S˙q′′−1∇Q2‖L4x2q
′′‖∆˙q′′(δu, ∇δQ)‖L2x2q‖∆˙q(δu, ∇δQ)‖L2x ,
which yields
I11 (q, q′, q′′) . 2
3q′′
2 −
q′
2 ‖∇Q2‖L2x‖∆Q2‖L2x‖∆˙q′′(δu, ∇δQ)‖L2x‖∆˙q(δu, ∇δQ)‖L2x . (55)
Hence, taking the sum, we deduce that
2Lξ
∑
q∈Z
∑
|q−q′|≤5
∑
|q′−q′′|≤5
2−qI11 (q, q′, q′′) .
.
∑
q∈Z
∑
|q−q′|≤5
∑
|q′−q′′|≤5
2−q2
3q′′
2 −
q′
2 ‖∇Q2‖L2x‖∆Q2‖L2x‖∆˙q′′(δu, ∇δQ)‖L2x‖∆˙q(δu, ∇δQ)‖L2x
. ‖∇Q2‖L2x‖∆Q2‖L2x
∑
q∈Z
∑
|q−q′′|≤10
‖∆˙q′′ (δu, ∇δQ)‖L2x‖∆˙q(δu, ∇δQ)‖L2x
. ‖∇Q2‖L2x‖∆Q2‖L2x‖(δu, ∇δQ)‖2L2x
. ‖∇Q2‖L2x‖∆Q2‖L2x‖(δu, ∇δQ)‖H˙− 12 ‖(∇δu, ∆δQ)‖H˙− 12
. ‖∇Q2‖2L2x‖∆Q2‖
2
L2x
‖(δu, ∇δQ)‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
(56)
Now, when j = 2 in (54), we remark that
I12 (q, q′, q′′) :=
ˆ
R2
tr
{(
[∆˙q, S˙q′−1Q2]tr{(S˙q′′−1Q2 − S˙q′−1Q2) ∆˙q′∆˙q′′∇δu)} Id
)
∆˙q∆δQ+(
[∆˙q, S˙q′−1Q2]tr{(S˙q′′−1Q2 − S˙q′−1Q2) ∆˙q′∆˙q′′∆δQ)} Id
)
∆˙q∇δu
}
. 2−q‖S˙q′−1∇Q2‖L∞x ‖S˙q′′−1Q2 − S˙q′−1Q2‖L∞x ‖∆˙q∆˙q′′ (∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2−q‖S˙q′−1∇Q2‖L∞x 2−q
′‖S˙q′′−1∇Q2 − S˙q′−1∇Q2‖L∞x ‖∆˙q′′(∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2−q−q
′
2
q′
2 ‖S˙q′−1∇Q2‖L4x2
q′′
2 ‖S˙q′′−1∇Q2‖L4x2q
′′‖∆˙q′′(δu, ∇δQ)‖L2x2q‖∆˙q(δu, ∇δQ)‖L2x
. 2
3q′′
2 −
q′
2 ‖∇Q2‖L2x‖∆Q2‖L2x‖∆˙q′′(δu, ∇δQ)‖L2x‖∆˙q(δu, ∇δQ)‖L2x ,
which is equivalent to (55). Hence, proceeding as in (56), we get
2Lξ
∑
q∈Z
∑
|q−q′|≤5
|q′−q′′|≤5
2−qI12 (q, q′, q′′) . ‖∇Q2‖2L2x‖∆Q2‖
2
L2x
‖(δu, ∇δQ)‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
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Concerning the term of (54) related to j = 4, we have
I14 (q, q′, q′′) :=
ˆ
R2
tr
{(
[∆˙q, S˙q′−1Q2]tr{∆˙q′( ∆˙q′′Q2S˙q′′+2∇δu )} Id
)
∆˙q∆δQ−
−
(
[∆˙q, S˙q′−1Q2]tr{∆˙q′( ∆˙q′′Q2S˙q′′+2∆δQ )} Id
)
∆˙q∇δu
}
. 2−q‖S˙q′−1∇Q2‖L∞x ‖∆˙q( ∆˙q′′Q2S˙q′′+2∇δu, ∆˙q′′Q2S˙q′′+2∆δQ )‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2−q‖S˙q′−1∇Q2‖L∞x 2q‖∆˙q( ∆˙q′′Q2S˙q′′+2∇δu, ∆˙q′′Q2S˙q′′+2∆δQ )‖L1x‖∆˙q(∇δu, ∆δQ)‖L2x
. ‖S˙q′−1∇Q2‖L∞x ‖∆˙q′′Q2‖L2x‖S˙q′′+2(∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. ‖S˙q′−1∇Q2‖L∞x 2−2q
′′‖∆˙q′′∆Q2‖L2x‖S˙q′′+2(∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2−2q
′′
2q
′‖S˙q′−1∇Q2‖L2x‖∆˙q′′∆Q2‖L2x2q
′′‖S˙q′′+2(δu, ∇δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q
′−q′′‖∇Q2‖L2x‖∆Q2‖L2x‖S˙q′′+2(δu, ∇δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
(57)
Hence
2Lξ
∑
q∈Z
∑
|q−q′|≤5
∑
q′′≥q′−5
2−qI14 (q, q′, q′′) .
. ‖∇Q2‖L2x‖∆Q2‖L2x
∑
q∈Z
2−
q
2 ‖∆˙q(∇δu, ∆δQ)‖L2x
∑
[q−q′|≤5
2
q′−q
2
∑
q′′≥q′−5
2
q′−q′′
2 2−
q′′
2 ‖S˙q′′+2(δu, ∇δQ)‖L2x
. ‖∇Q2‖L2x‖∆Q2‖L2x
∑
q∈Z
2−
q
2 ‖∆˙q(∇δu, ∆δQ)‖L2x
∑
q′′≥q−10
2
q−q′′
2 2−
q′′
2 ‖S˙q′′+2(δu, ∇δQ)‖L2x (58)
. ‖∇Q2‖L2x‖∆Q2‖L2x‖(∇δu, ∆δQ)‖H˙− 12
[∑
q∈Z
∣∣∣ ∑
q−q′′≤10
2
q−q′′
2 2−
q′′+2
2 ‖S˙q′′+2(δu, ∇δQ)‖L2x
∣∣∣2] 12
. ‖∇Q2‖L2x‖∆Q2‖L2x‖(∇δu, ∆δQ)‖H˙− 12
( ∑
q≤10
2
q
2
)(∑
q∈Z
2−q‖S˙q(δu, ∇δQ)‖2L2x
) 1
2
. ‖∇Q2‖L2x‖∆Q2‖L2x‖(∇δu, ∆δQ)‖H˙− 12 ‖(δu, ∇δQ)‖H˙− 12
. ‖∇Q2‖2L2x‖∆Q2‖
2
L2x
‖(δu, ∇δQ)‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
Concerning (54), it remains to control the term related to j = 3. We fix 0 < ε ≤ 5/6 and we consider the low
frequencies q ≤ N , for some suitable positive N ≥ 1 (so that 1 +√N < 2√N):
I13 (q, q′) : =
ˆ
R2
tr
{(
[∆˙q, S˙q′−1Q2]tr{S˙q′−1Q2 ∆˙q′∇δu} Id
)
∆˙q∆δQ−
−
(
[∆˙q, S˙q′−1Q2]tr{S˙q′−1Q2 ∆˙q′∆δQ} Id
)
∆˙q∇δu
}
. 2−q‖S˙q′−1∇Q2‖
L
2
ε
x
‖S˙q′−1Q2 ∆˙q′∇δu, S˙q′−1Q2 ∆˙q′∆δQ‖
L
2
1−ε
x
‖∆˙q(∇δu, ∆δQ)‖L2x
. ‖S˙q′−1∇Q2‖
L
2
ε
x
‖S˙q′−1Q2‖L∞x 2−q‖∆˙q′(∇δu, ∆δQ )‖
L
2
1−ε
x
‖∆˙q(∇δu, ∆δQ )‖L2x .
Thanks to Theorem A.2, we get
‖S˙q′−1Q2‖L∞x . (1 +
√
q′ − 1)‖(Q2, ∇Q2)‖L2x . (1 +
√
N)‖(Q2, ∇Q2)‖L2x .
√
N‖(Q2, ∇Q2)‖L2x ,
hence I13 (q, q′) is bounded by
I13 (q, q′) .
√
N‖(Q2, ∇Q2)‖
L
2
ε
x
‖(Q2, ∇Q2)‖L2x‖∆˙q′( δu, ∇δQ )‖
L
2
1−ε
x
‖∆˙q(∇δu, ∆δQ )‖L2x . (59)
Now, we will need the following inequality, which will finally lead to the delicate double-logarithmic estimate:
‖(Q2, ∇Q2)‖
L
2
ε
x
≤ C√
ε
‖(Q2, ∇Q2)‖εL2x‖(∇Q2, ∆Q2)‖
1−ε
L2x
,
This is a consequence of Lemma A.3, imposing p = 1/ε, where C is a positive constant independent of ε and
Q2. We will see that the double-logarithmic term comes out of a suitable choice of ε in terms of N . Again,
using Lemma A.3 we have
‖∆˙q′( δu, ∇δQ )‖
L
2
1−ε
x
≤ C
1− ε‖∆˙q′( δu, ∇δQ )‖
1−ε
L2x
‖∆˙q′(∇δu, ∆δQ )‖εL2x
≤ 6C‖∆˙q′( δu, ∇δQ )‖1−εL2x ‖∆˙q′(∇δu, ∆δQ )‖
ε
L2x
,
since ε ≤ 5/6. Hence (59) becomes
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I13 (q, q′) .
√
N
ε
‖(Q2, ∇Q2)‖1+εL2x ‖(∇Q2, ∆Q2)‖
1−ε
L2x
×
×‖∆˙q′( δu, ∇δQ )‖1−εL2x ‖∆˙q′(∇δu, ∆δQ )‖
ε
L2x
‖∆˙q(∇δu, ∆δQ )‖L2x ,
(60)
thus, since ab ≤ a2/(1−ε) + b2/(1+ε), we deduce
I13 (q, q′) .
(N
ε
) 1
1−ε ‖(Q2, ∇Q2)‖
2(1+ε)
1−ε
L2x
‖(∇Q2, ∆Q2)‖2L2x‖∆˙q′( δu, ∇δQ )‖
2
L2x
+
+min{Cν , CΓ}‖∆˙q′(∇δu, ∆δQ )‖
2ε
1+ε
L2x
‖∆˙q(∇δu, ∆δQ )‖
2
1+ε
L2x
.
(N
ε
) 1
1−ε ‖(Q2, ∇Q2)‖
2(1+ε)
1−ε
L2x
‖(∇Q2, ∆Q2)‖2L2x‖∆˙q′( δu, ∇δQ )‖
2
L2x
+
+min{Cν , CΓ}
(
‖∆˙q′(∇δu, ∆δQ )‖2L2x + ‖∆˙q(∇δu, ∆δQ )‖
2
L2x
)
.
Imposing ε = (1 + lnN)−1 and observing that 11−ε = 1 + 1/ lnN
N
1
1−ε = N N
1
lnN = eN, ε−
1
1−ε = ε−1ε−
ε
1−ε = (1 + lnN)e
ε
1−ε ln
1
ε . (1 + lnN),
we obtain:
I13 (q, q′) . N(1 + lnN)max
{‖(Q2, ∇Q2)‖6L2x , 1}‖(∇Q2, ∆Q2)‖2L2x‖∆˙q′( δu, ∇δQ )‖2L2x+
+min
{
Cν , CΓ,L
}(
‖∆˙q′(∇δu, ∆δQ )‖2L2x + ‖∆˙q(∇δu, ∆δQ )‖
2
L2x
)
,
which yields∑
q≤N
∑
|q−q′|≤5
2−qI13 (q, q′) . N(1 + lnN)max
{‖(Q2, ∇Q2)‖6L2x , 1}‖(∇Q2, ∆Q2)‖2L2x‖( δu, ∇δQ )‖2H˙− 12 +
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
For the high frequencies, namely for q > N ≥ 1, we proceed as follows:
I13 (q, q′) . 2−q‖S˙q′−1∇Q2‖L∞x ‖S˙q′−1Q2 ∆˙q′∇δu, S˙q′−1Q2 ∆˙q′∆δQ‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2−q(1 +
√
q′)‖(∇Q2, ∆Q2)‖L2x‖S˙q′−1Q2‖L∞x ‖∆˙q′(∇δu, ∆δQ )‖L2x‖∆˙q(∇δu, ∆δQ )‖L2x
. 2−q(1 +
√
q′)2‖(∇Q2, ∆Q2)‖L2x‖(Q2, ∇Q2)‖L2x‖∆˙q′(∇δu, ∆δQ )‖L2x‖∆˙q(∇δu, ∆δQ )‖L2x
. q′‖(∇Q2, ∆Q2)‖L2x‖(Q2, ∇Q2)‖L2x‖∆˙q′(∇δu, ∆δQ )‖L2x‖∆˙q( δu, ∇δQ )‖L2x ,
which implies∑
q>N
∑
|q−q′|≤5
2−qI13 (q, q′)
.
∑
q>N
∑
|q−q′|≤5
2−2qq′‖(∇Q2, ∆Q2)‖L2x‖(Q2, ∇Q2)‖L2x‖∆˙q′(∇δu, ∆δQ )‖L2x‖∆˙q( δu, ∇δQ )‖L2x
. ‖(∇Q2, ∆Q2)‖L2x‖(Q2, ∇Q2)‖L2x‖( δu, ∇δQ )‖L2x‖(∇δu, ∆δQ )‖H˙− 12
∑
q>N
∑
|q−q′|≤5
2−
3
2 q+
1
2 q
′
q′
. 2−
N
2 ‖(∇Q2, ∆Q2)‖L2x‖(Q2, ∇Q2)‖L2x‖( δu, ∇δQ )‖L2x‖(∇δu, ∆δQ )‖H˙− 12 .
Summarizing, we get∑
q∈Z
∑
|q−q′|≤5
2−qI13 (q, q′) . N(1 + lnN)max
{‖(Q2, ∇Q2)‖6L2x , 1}‖(∇Q2, ∆Q2)‖2L2x‖( δu, ∇δQ )‖2H˙− 12 +
+ 2−N‖(∇Q2, ∆Q2)‖2L2x‖(Q2, ∇Q2)‖
2
L2x
‖(u1, u2, ∇Q1, ∇Q2)‖2L2x + Cν‖∇δu‖
2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
(61)
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Choosing N = N(t) := ⌈ln(1+ e+1/Φ(t))⌉ (thus ε < 1/(1+ ln ln{1+ e}) < 5/6) where with ⌈·⌉ we denote
the ceiling function, relation (61) implies∑
q∈Z
∑
|q−q′|≤5
2−qI31 (q, q′)
. max
{‖(Q2, ∇Q2)‖6L2x , 1}‖(∇Q2, ∆Q2)‖2L2x‖( δu, ∇δQ )‖2H˙− 12 ln(e+ 1Φ(t))(1 + ln ln(e+ 1Φ(t)))+
+ ‖(∇Q2, ∆Q2)‖2L2x‖(Q2, ∇Q2)‖
2
L2x
‖(u1, u2, ∇Q1, ∇Q2)‖2L2xΦ(t) + Cν‖∇δu‖
2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
(62)
Estimate of J 2q Now, we handle the term of (53) related to i = 2, namely
4∑
j=1
∑
|q−q′|≤5
ˆ
R2
tr
{
( S˙q′−1Q2 − S˙q−1Q2 )tr{∆˙qJ jq′(Q2, ∇δu)}∆˙q∆δQ+
( S˙q′−1Q2 − S˙q−1Q2 )tr{∆˙qJ jq′(Q2, ∆δQ)}∆˙q∇δu
}
.
(63)
When j = 1, we have
I21 (q, q′, q′′) :=
ˆ
R2
tr
{
( S˙q′−1Q2 − S˙q−1Q2 )tr{∆˙q
(
[∆˙q′ , S˙q′′−1Q2]∆˙q′′∇δu
)}∆˙q∆δQ+
− ( S˙q′−1Q2 − S˙q−1Q2 )tr{∆˙q
(
[∆˙q′ , S˙q′′−1Q2]∆˙q′′∆δQ
)}∆˙q∇δu}
. ‖S˙q′−1Q2 − S˙q−1Q2‖L∞x ‖∆˙q
(
[∆˙q′ , S˙q′′−1Q2]∆˙q′′ (∇δu, ∆δQ)
)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2−
q
2 ‖S˙q′−1∇Q2 − S˙q−1∇Q2‖L4x2
q
2 ‖∆˙q
(
[∆˙q′ , S˙q′′−1Q2]∆˙q′′(∇δu, ∆δQ)
)‖
L
4
3
x
‖∆˙q(∇δu, ∆δQ)‖L2x
. ‖∇Q2‖L4x2−q
′‖S˙q′′−1∇Q2‖L4x‖∆˙q′′(∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2−q
′+q′′+q‖∇Q2‖L2x‖∆Q2‖L2x‖∆˙q′′(δu, ∇δQ)‖L2x‖∆˙q(δu, ∇δQ)‖L2x .
Since |q − q′| ≤ 5 and |q′ − q′′| ≤ 5 then −q′ + q′′ + q ≃ 3q′′/2− q′/2, so that the last inequality is equivalent
to (55). Hence, proceeding as in (56), we get
2Lξ
∑
q∈Z
∑
|q−q′|≤5
|q′−q′′|≤5
2−qI21 (q, q′, q′′) . ‖∇Q2‖2L2x‖∆Q2‖
2
L2x
‖(δu, ∇δQ)‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
When j = 2, we observe that
I22 (q, q′, q′′) :=
ˆ
R2
tr
{
( S˙q′−1Q2 − S˙q−1Q2 )tr{ (S˙q′′−1Q2 − S˙q′−1Q2)∆˙q′∆˙q′′∇δu }∆˙q∆δQ+
− ( S˙q′−1Q2 − S˙q−1Q2 )tr{(S˙q′′−1Q2 − S˙q′−1Q2)∆˙q′∆˙q′′∆δQ }∆˙q∇δu
}
. ‖S˙q′−1Q2 − S˙q−1Q2‖L∞x ‖S˙q′′−1Q2 − S˙q′−1Q2‖L∞x ‖∆˙q′∆˙q′′(∇δu, ∆δQ)‖L2x‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2−
q+q′
2 ‖S˙q′−1∇Q2 − S˙q−1∇Q2‖L4x‖S˙q′′−1∇Q2 − S˙q′−1∇Q2‖L4x‖∆˙q′′(∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2
q′
2 +
q
2 ‖∇Q2‖2L4x‖∆˙q′′(δu, ∇δQ)‖L2x‖∆˙q(δu, ∆δQ)‖L2x
. 2
q′
2 +
q
2 ‖∇Q2‖L2x‖∆Q2‖L2x‖∆˙q′(δu, ∇δQ)‖L2x‖∆˙q(δu, ∇δQ)‖L2x .
Since |q− q′| ≤ 5 and |q′ − q′′| ≤ 5 then q′/2+ q/2 ≃ 3q′′/2− q′/2, so that the last inequality is equivalent to
(55). Hence, proceeding as in (56), we get
2Lξ
∑
q∈Z
∑
|q−q′|≤5
|q′−q′′|≤5
2−qI22 (q, q′, q′′) . ‖∇Q2‖2L2x‖∆Q2‖
2
L2x
‖(δu, ∇δQ)‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
When j = 4:
I24 (q, q′, q′′) :=
ˆ
R2
{
( S˙q′−1Q2 − S˙q−1Q2 )tr{ ∆˙q′( ∆˙q′′Q2S˙q′′+2∇δu ) }∆˙q∆δQ+
− ( S˙q′−1Q2 − S˙q−1Q2 )tr{ ∆˙q′( ∆˙q′′Q2S˙q′′+2∆δQ ) }∆˙q∇δu
}
. ‖S˙q′−1Q2 − S˙q−1Q2‖L∞x ‖∆˙q′( ∆˙q′′Q2S˙q′′+2(∇δu, ∆δQ ) )‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q
′‖S˙q′−1∇Q2 − S˙q−1∇Q2‖L2x‖∆˙q′( ∆˙q′′Q2S˙q′′+2(∇δu, ∆δQ ) )‖L1x‖∆˙q(∇δu, ∆δQ)‖L2x
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. 2q
′−q′′‖∇Q2‖L2x‖∆˙q′′∆Q2‖L2x‖S˙q′′+2(δu, ∇δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q
′−q′′‖∇Q2‖L2x‖∆Q2‖L2x‖S˙q′′+2(δu, ∇δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x ,
which is equivalent to the last inequality of (57). Thus, arguing as in (58), we deduce
2Lξ
∑
q∈Z
∑
|q−q′|≤5
q′′≥q′−5
2−qI24 (q, q′, q′′) . ‖∇Q2‖2L2x‖∆Q2‖
2
L2x
‖(δu, ∇δQ)‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
When j = 3 we fix a real number N > 1 and we consider the low frequencies q′ ≤ N as follows
I23 (q, q′) : =
ˆ
R2
tr
{
( S˙q′−1Q2 − S˙q−1Q2 )tr{ ∆˙q( S˙q′−1Q2 ∆˙q′∇δu ) }∆˙q∆δQ+
− ( S˙q′−1Q2 − S˙q−1Q2 )tr{ ∆˙q( S˙q′−1Q2 ∆˙q′∆δQ )}∆˙q∇δu
}
. ‖S˙q′−1Q2 − S˙q−1Q2‖L∞x ‖∆˙q( S˙q′−1Q2 ∆˙q′(∇δu, ∆δQ) ) }‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2−q‖S˙q′−1∆Q2 − S˙q−1∆Q2‖L2x‖S˙q′−1Q2‖L∞x ‖∆˙q′(∇δu, ∆δQ )‖L2x‖∆˙q(∇δu, ∆δQ )‖L2x
. ‖S˙q′−1∆Q2 − S˙q−1∆Q2‖L2x‖S˙q′−1Q2‖L∞x ‖∆˙q′(∇δu, ∆δQ )‖L2x‖∆˙q( δu, ∇δQ )‖L2x .
(64)
If q′ ≤ 1 then ‖S˙q′−1Q2‖L∞x . 2
q′
2 ‖S˙q′−1Q2‖L2x ≤ ‖Q2‖L2x , while if 1 < q′ ≤ N we have
‖S˙q′−1Q2‖L∞x . (‖Q2‖L2x +
√
q′ − 1‖∇Q2‖L2x) . (‖Q2‖L2x +
√
N‖∇Q2‖L2x),
thanks to Theorem A.2. Therefore, we deduce that
I23 (q, q′) . ‖∆Q2‖L2x(‖Q2‖L2x +
√
N‖∇Q2‖L2x)‖∆˙q′(∇δu, ∆δQ )‖L2x‖∆˙q( δu, ∇δQ )‖L2x
. (1 +N)‖∆Q2‖2L2x‖(Q2, ∇Q2)‖
2
L2x
‖∆˙q( δu, ∇δQ )‖2L2x + Cν‖∆˙q′∇δu‖
2
L2x
+ CΓ,L‖∆˙q′∆δQ‖2L2x .
Hence∑
q′≤N
∑
|q′−q|≤5
2−qI23 (q, q′) . (1 +N)‖∆Q2‖2L2x‖(Q2, ∇Q2)‖
2
L2x
‖( δu, ∇δQ )‖2
H˙−
1
2
+
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
(65)
For the high frequencies q′ > N we get,
I23 (q, q′) . ‖S˙q′−1Q2 − S˙q−1Q2‖L∞x ‖∆˙q( S˙q′−1Q2 ∆˙q′(∇δu, ∆δQ) ) }‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2−q‖S˙q′−1∆Q2 − S˙q−1∆Q2‖L2x‖S˙q′−1Q2‖L∞x ‖∆˙q′(∇δu, ∆δQ )‖L2x‖∆˙q(∇δu, ∆δQ )‖L2x
. 2
q′−q
2 ‖∆Q2‖L2x(1 +
√
q′ − 1)‖(Q2, ∇Q2)‖L2x‖∆˙q′( δu, ∇δQ )‖L2x‖(∇δu, ∆δQ )‖H˙− 12
. (1 +
√
q′ − 1)‖∆Q2‖L2x‖(Q2, ∇Q2)‖L2x‖( δu, δQ )‖L2x‖(∇δu, ∆δQ )‖H˙− 12 ,
(66)
therefore∑
q′>N
∑
|q−q′|≤5
2−qI23 (q, q′) . 2−N‖∆Q2‖L2x‖∇Q2‖L2x‖( δu, δQ )‖L2x‖(∇δu, ∆δQ )‖H˙− 12
. 2−2N‖∆Q2‖2L2x‖∇Q2‖
2
L2x
‖( δu, δQ )‖2L2x + Cν‖∇δu‖
2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
(67)
Summarizing (65) and (67), we get∑
q′∈Z
∑
|q′−q|≤5
2−qI23 (q, q′) . (1 +N)‖∆Q2‖2L2x‖(Q2, ∇Q2)‖
2
L2x
‖( δu, ∇δQ )‖2
H˙−
1
2
+
+ 2−2N‖∆Q2‖2L2x‖∇Q2‖
2
L2x
‖( δu, δQ )‖2L2x + Cν‖∇δu‖
2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
(68)
Now we define N := ⌈ln{e+ 1/Φ(t)}/2⌉, obtaining∑
q∈Z
∑
|q′−q|≤5
2−qI23 (q, q′) . ‖∆Q2(t)‖2L2x‖(Q2, ∇Q2)(t)‖
2
L2x
‖( δu, ∇δQ(t) )‖2
H˙−
1
2
+ Cν‖∇δu(t)‖2
H˙−
1
2
+
+ CΓ,L‖∆δQ(t)‖2
H˙−
1
2
+ ‖∆Q2(t)‖2L2x‖∇Q2(t)‖
2
L2x
‖( δu, δQ )(t)‖2L2x
(
1 + ln
(
e+
1
Φ(t)
))
.
(69)
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Estimate of J 3q Now, let us deal with the term of (53) related to i = 3, namelyˆ
R2
tr
{
S˙q−1Q2tr{∆˙q(Q2∇δu)}∆˙q∆δQ− S˙q−1Q2]tr{∆˙q(Q2∆δQ)}∆˙q∇δu
}
=
=
4∑
j=1
ˆ
R2
tr
{
S˙q−1Q2tr{J jq′(Q2, ∇δu)}∆˙q∆δQ− S˙q−1Q2tr{J jq′(Q2, ∆δQ)}∆˙q∇δu
}
.
(70)
Let us consider j = 1 and define
I31 (q, q′) :=
ˆ
R2
tr
{
S˙q−1Q2tr{[∆˙q, S˙q′−1Q2]∆˙q′∇δu)}∆˙q∆δQ− S˙q−1Q2tr{[∆˙q, S˙q′−1Q2]∆˙q′∆δQ)}∆˙q∇δu
}
.
We proceed as for proving (60): we fix a positive real ε ∈ (0, 5/6] and we consider the low frequencies q ≤ N ,
for a suitable positive N ≥ 1.
I31 (q, q′) =
ˆ
R2
tr
{
S˙q−1Q2tr{[∆˙q, S˙q′−1Q2] ∆˙q′∇δu}∆˙q∆δQ− S˙q−1Q2tr{[∆˙q, S˙q′−1Q2] ∆˙q′∆δQ}∆˙q∇δu
}
. 2−q
′‖S˙q−1Q2‖L∞x ‖S˙q′−1∇Q2‖L 2εx ‖∆˙q′(∇δu, ∆δQ )‖L 21−εx
‖∆˙q(∇δu, ∆δQ )‖L2x
. (1 +
√
N)2q−q
′‖(Q2, ∇Q2)‖L2x‖S˙q′−1∇Q2‖L 2εx ‖∆˙q′( δu, ∇δQ )‖L 21−εx
‖∆˙q(∇δu, ∆δQ )‖L2x
.
√
N
ε
‖(Q2, ∇Q2)‖L2x‖S˙q′−1∇Q2‖εL2x‖S˙q′−1∆Q2‖
1−ε
L2x
×
×‖∆˙q′( δu, ∇δQ )‖1−εL2x ‖∆˙q′(∇δu, ∆δQ )‖
ε
L2x
‖∆˙q(∇δu, ∆δQ )‖L2x ,
which is equivalent to the last inequality of (60). Hence, arguing as for proving (62), we get
∑
q∈Z
∑
|q−q′|≤5
2−qI31 (q, q′)
. max
{‖(Q2, ∇Q2)‖6L2x , 1}‖(∇Q2, ∆Q2)‖2L2x‖( δu, ∇δQ )‖2H˙− 12 ln(1 + e+ 1Φ(t))(1 + ln ln(1 + e + 1Φ(t)))+
+ ‖(∇Q2, ∆Q2)‖2L2x‖(Q2, ∇Q2)‖
2
L2x
‖(u1, u2, ∇Q1, ∇Q2)‖2L2xΦ(t) + Cν‖∇δu‖
2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
,
Further on, when j = 2 in (70), let us consider the low frequencies q ≤ N :
I32 (q, q′) :=
ˆ
R2
tr
{
S˙q−1Q2tr{(S˙q′−1Q2 − S˙q−1Q2) ∆˙q∆˙q′∇δu)}∆˙q∆δQ+
− S˙q−1Q2tr{(S˙q′−1Q2 − S˙q−1Q2) ∆˙q′∆˙q′∆δQ)}∆˙q∇δu
}
. ‖S˙q−1Q2‖L∞x ‖S˙q′−1Q2 − S˙q−1Q2‖L∞x ‖∆˙q∆˙q′(∇δu, ∆δQ )‖L2x‖∆˙q(∇δu, ∆δQ )‖L2x
. ‖S˙q−1Q2‖L∞x ‖S˙q′−1∆Q2 − S˙q−1∆Q2‖L2x‖∆˙q′(∇δu, ∆δQ )‖L2x‖∆˙q( δu, ∇δQ )‖L2x ,
which is as the last inequalities of (64) (recalling that q ∼ q′). Moreover for the high frequencies q > N
I32 (q, q′) . ‖S˙q−1Q2‖L∞x ‖S˙q′−1Q2 − S˙q−1Q2‖L∞x ‖∆˙q∆˙q′(∇δu, ∆δQ )‖L2x‖∆˙q(∇δu, ∆δQ )‖L2x
. (1 +
√
q − 1)‖(Q2, ∇Q2)‖L2x2−q‖S˙q′−1∆Q2 − S˙q−1∆Q2‖L2x×
×‖∆˙q(∇δu, ∆δQ )‖L2x‖∆˙q(∇δu, ∆δQ )‖L2x
. (1 +
√
q − 1)‖∆Q2‖L2x‖(Q2, ∇Q2)‖L2x‖( δu, ∇δQ )‖L2x‖(∇δu, ∆δQ )‖H˙− 12 ,
which is the equivalent to the last inequality (66). Hence, arguing as for proving (69), we get∑
q∈Z
∑
|q′−q|≤5
2−qI32 (q, q′) . ‖∆Q2(t)‖2L2x‖(Q2, ∇Q2)(t)‖
2
L2x
‖( δu, ∇δQ(t) )‖2
H˙−
1
2
+ Cν‖∇δu(t)‖2
H˙−
1
2
+
+ CΓ,L‖∆δQ(t)‖2
H˙−
1
2
+ ‖∆Q2(t)‖2L2x‖∇Q2(t)‖
2
L2x
‖( δu, δQ )(t)‖2L2xΦ(t)
(
1 + ln
(
1 + e+
1
Φ(t)
))
.
Now, when j = 3 in (70), we observe that
I33 (q) :=
ˆ
R2
{
tr{ S˙q−1Q2∆˙q∇δu }tr{ S˙q−1Q2∆˙q∆δQ } − tr{ S˙q−1Q2∆˙q∆δQ }tr{ S˙q−1Q2∆˙q∇δu }
}
= 0,
for any q ∈ Z.
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Thus it remains to control the j = 4 term, namely
I34 (q, q′) :=
ˆ
R2
{
S˙q−1Q2tr{(∆˙q( ∆˙q′Q2S˙q′+2∇δu ) }∆˙q∆δQ− S˙q−1Q2tr{(∆˙q( ∆˙q′Q2S˙q′+2∆δQ ) }∆˙q∇δu
}
. ‖S˙q−1Q2‖L∞x ‖∆˙q( ∆˙q′Q2S˙q′+2(∇δu, ∆δQ) )‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x .
At first let us consider the low frequencies q ≤ N , with N > 1:
I34 (q, q′) . (1 +
√
N)‖(Q2, ∇Q2)‖L2x‖∆˙q′Q2‖L∞x ‖S˙q′+2(∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. (1 +
√
N)‖(Q2, ∇Q2)‖L2x2−q
′‖∆˙q′∆Q2‖L2x‖S˙q′+2(∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. (1 +
√
N)‖∇Q2‖L2x‖∆˙q′∆Q2‖L2x‖S˙q′+2(δu, ∇δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. (1 +
√
N)2
q′
2 ‖∇Q2‖L2x‖∆˙q′∆Q2‖L2x‖(δu, ∇δQ)‖H˙− 12 ‖∆˙q(∇δu, ∆δQ)‖L2x ,
which yields∑
q≤N
∑
q′≥q−5
2−qI34 (q, q′)
. (1 +
√
N)‖(Q2, ∇Q2)‖L2x‖(δu, ∇δQ)‖H˙− 12
∑
q≤N
∑
q′≥q−5
2
q′
2 −q‖∆˙q′∆Q2‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. (1 +
√
N)‖(Q2, ∇Q2)‖L2x‖(δu, ∇δQ)‖H˙− 12
∑
q∈Z
2−
q
2 ‖∆˙q(∇δu, ∆δQ)‖L2x
∑
q′≥q−5
2
q′−q
2 ‖∆˙q′∆Q2‖L2x
. (1 +
√
N)‖(Q2, ∇Q2)‖L2x‖(δu, ∇δQ)‖H˙− 12 ×
×
(∑
q′∈Z
∣∣∣∑
q∈Z
2
q−q′
2 1(−∞,5](q − q′)‖∆˙q∆Q2‖L2x
∣∣∣2) 12 ‖(∇δu, ∆δQ)‖
H˙−
1
2
,
thus by convolution∑
q≤N
∑
q′≥q−5
2−qI34 (q, q′)(1 +
√
N)‖(Q2, ∇Q2)‖L2x‖∆Q2‖L2x‖(δu, ∇δQ)‖H˙− 12 ‖(∇δu, ∆δQ)‖H˙− 12
. (1 +N)‖(Q2, ∇Q2)‖2L2x‖∆Q2‖
2
L2x
‖(δu, ∇δQ)‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
For the high frequencies, q > N ,∑
q≥N
∑
q′≥q−5
2−qI32 (q, q′) .
.
∑
q≥N
∑
q′≥q−5
2−q(1 +
√
q − 1)‖S˙q−1(Q2, ∇Q2)‖L2x‖∆˙q′Q2‖L∞x ‖S˙q′+2(∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. ‖(Q2, ∇Q2)‖L2x‖(∇δu, ∆δQ)‖L2x
∑
q≥N
2−
q
2 (1 +
√
q)
∑
q′≥q−5
2
q′−q
2 ‖∆˙q′∇Q2‖L2x2−
q′
2 ‖S˙q′+2(∇δu, ∆δQ)‖L2x
. ‖(Q2, ∇Q2)‖L2x‖(∇δu, ∆δQ)‖L2x‖(∇δu, ∆δQ)‖H˙− 12 2
−N2
(∑
q∈Z
∣∣ ∑
q′≥q−5
2
q′−q
2 ‖∆˙q′∇Q2‖L2x
∣∣2) 12 ,
so that, by convolution∑
q≥N
∑
q′≥q−5
2−qI32 (q, q′) . 2−N‖(Q2, ∇Q2)‖L2x‖∇Q2‖L2x‖(∇δu, ∆δQ)‖L2x‖(∇δu, ∆δQ)‖H˙− 12 .
Summarizing, we get∑
q∈Z
∑
q′≥q−5
2−qI32 (q, q′) . (1 +N)‖(Q2, ∇Q2)‖2L2x‖∆Q2‖
2
L2x
‖(δu, ∇δQ)‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
+
+ CΓ,L‖∆δQ‖2
H˙−
1
2
+ 2−2N‖(Q2, ∇Q2)‖2L2x‖∇Q2‖
2
L2x
‖(∇δu, ∆δQ)‖2L2x ,
which is similar to (68), hence we can conclude as in (69).
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Estimate of J 4q Now, we handle the last term of (53), which is related to i = 4, namely∑
q′≥q−5
ˆ
R2
tr
{
∆˙q
[
∆˙q′Q2tr{S˙q′+2(Q2∇δu)}
]
∆˙q∆δQ − ∆˙q
[
∆˙q′Q2tr{S˙q′+2(Q2∆δQ)}
]
∆˙q∇δu
}
=
=
∑
q′≤q−5
∑
q′′≤q′+1
ˆ
R2
tr
{
∆˙q
[
∆˙q′Q2tr{∆˙q′(Q2∇δu)}
]
∆˙q∆δQ− ∆˙q
[
∆˙q′Q2tr{∆˙q′(Q2∆δQ)}
]
∆˙q∇δu
}
=
4∑
j=1
∑
q′≤q−5
∑
q′′≤q′+1
ˆ
R2
tr
{
∆˙q
[
∆˙q′Q2tr{J jq′′(Q2, ∇δu)}
]
∆˙q∆δQ−
− ∆˙q
[
∆˙q′Q2tr{J jq′′(Q2, ∆δQ)}
]
∆˙q∇δu
}
.
(71)
First, we consider the term related to j = 1, that is
I41 (q, q′, q′′, q′′′) : =
ˆ
R2
tr
{
∆˙q
[
∆˙q′Q2tr{[∆˙q′′ , S˙q′′′−1Q2] ∆˙q′′′∇δu}
]
∆˙q∆δQ+
− ∆˙q
[
∆˙q′Q2tr{[∆˙q′′ , S˙q′′′−1Q2] ∆˙q′′∆δQ}
]
∆˙q∇δu
}
. ‖∆˙q
[
∆˙q′Q2tr{[∆˙q′′ , Sq′′′−1Q2] ∆˙q′′′ (∇δu, ∆δQ) }
]‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q‖∆˙q
[
∆˙q′Q2tr{[∆˙q′′ , Sq′′′−1Q2] ∆˙q′′′ (∇δu, ∆δQ) }
]‖L1x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q−q
′′‖∆˙q′Q2‖L∞x ‖S˙q′′′−1∇Q2‖L2x‖∆˙q′′′ (∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q−q
′−q′′‖∆˙q′∆Q2‖L2x‖S˙q′′′−1∇Q2‖L2x‖∆˙q′′′(∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q−q
′−q′′+q′′′‖∆Q2‖L2x‖∇Q2‖L2x‖∆˙q′′′ (δu, ∇δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x .
(72)
Hence, taking the sum in q, q′, q′′ and q′′′ (and observing that |q′′ − q′′′| ≤ 5), we get∑
q∈Z
∑
q′≥q−5
∑
q′′≤q′+1
∑
|q′′′−q′′|≤5
2−qI41 (q, q′, q′′, q′′′) .
. ‖∇Q2‖L2x‖(∇δu, ∆δQ)‖H˙− 12
∑
q, q′, q′′
2
q
2−q
′‖∆˙q′∆Q2‖L2x‖∆˙q′′ (δu, ∇δQ)‖L2x
. ‖∇Q2‖L2x‖(∇δu, ∆δQ)‖H˙− 12
∑
q∈Z
2
q
2
∑
q′≥q−5
2−q
′
∑
q′′≤q′+1
2
q′′
2 ‖∆˙q′∆Q2‖L2x2−
q′′
2 ‖∆˙q′′(δu, ∇δQ)‖L2x
. ‖∇Q2‖L2x‖(∇δu, ∆δQ)‖H˙− 12
∑
q′′∈Z
2−
q′′
2 ‖∆˙q′′(δu, ∇δQ)‖L2x
∑
q′≥q′′+1
2
q′′
2 −q
′‖∆˙q′∆Q2‖L2x
∑
q≤q′+5
2
q
2
. ‖∇Q2‖L2x‖(∇δu, ∆δQ)‖H˙− 12
∑
q′′∈Z
2−
q′′
2 ‖∆˙q′′(δu, ∇δQ)‖L2x
∑
q′≥q′′+1
2
q′′
2 −
q′
2 ‖∆˙q′∆Q2‖L2x
. ‖∇Q2‖L2x‖(∇δu, ∆δQ)‖H˙− 12 ‖(δu, ∇δQ)‖H˙− 12
( ∑
q′′∈Z
∣∣∣ ∑
q′≥q′′+1
2
q′′
2
− q
′
2 ‖∆˙q′∆Q2‖L2x
∣∣∣2 ) 12
. ‖∇Q2‖L2x‖∆Q2‖L2x‖(∇δu, ∆δQ)‖H˙− 12 ‖(δu, ∇δQ)‖H˙− 12
. ‖∇Q2‖2L2x‖∆Q2‖
2
L2x
‖(δu, ∇δQ)‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
(73)
When j = 2 in (71), we observe that
I42 (q, q′,q′′, q′′′) :=
ˆ
R2
tr
{
∆˙q
[
∆˙q′Q2tr{(S˙q′′′−1Q2 − S˙q′′−1Q2) ∆˙q′′∆˙q′′′∇δu}
]
∆˙q∆δQ−
− ∆˙q
[
∆˙q′Q2tr{(S˙q′′′−1Q2 − S˙q′′−1Q2) ∆˙q′′∆˙q′′′∆δQ}
]
∆˙q∇δu
}
. ‖∆˙q
[
∆˙q′Q2tr{(S˙q′′′−1Q2 − S˙q′′−1Q2) ∆˙q′′∆˙q′′′ (∇δu, ∆δQ) }
]‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q‖∆˙q
[
∆˙q′Q2tr{(S˙q′′′−1Q2 − S˙q′′−1Q2) ∆˙q′′∆˙q′′′ (∇δu, ∆δQ) }
]‖L1x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q‖∆˙q′Q2‖L∞x ‖(S˙q′′′−1Q2 − S˙q′′−1Q2)‖L2x‖∆˙q′′∆˙q′′′ (∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q−q
′−q′′‖∆˙q′∆Q2‖L2x‖(S˙q′′′−1∇Q2 − S˙q′′−1∇Q2)‖L2x‖∆˙q′′(∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q−q
′‖∆˙q′∆Q2‖L2x‖∇Q2‖L2x‖∆˙q′′ (δu, ∇δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x ,
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which is equivalent to the last inequality of (72) (since |q′′ − q′′′| ≤ 5). Hence, arguing as for proving (73),
the following estimate holds:∑
q∈Z
∑
q′≥q−5
∑
q′′≤q′+1
∑
|q′′′−q′′|≤5
2−qI42 (q, q′, q′′, q′′′) .
. ‖∇Q2‖2L2x‖∆Q2‖
2
L2x
‖(δu, ∇δQ)‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
Now, let us analyze the term in (71) related to j = 3. Assuming q′′ ≤ N for a suitable positive N , we get
I43 (q, q′, q′′) :=
ˆ
R2
tr
{
∆˙q
[
∆˙q′Q2tr{S˙q′′−1Q2∆˙q′′∇δu}
]
∆˙q∆δQ− ∆˙q
[
∆˙q′Q2tr{S˙q′′−1Q2∆˙q′′∆δQ}
]
∆˙q∇δu
}
. ‖∆˙q
[
∆˙q′Q2tr{S˙q′′−1Q2 ∆˙q′′(∇δu, ∆δQ)}
]‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q‖∆˙q
[
∆˙q′Q2tr{S˙q′′−1Q2 ∆˙q′′ (∇δu, ∆δQ)}
]‖L1x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q‖∆˙q′Q2‖L2x‖S˙q′′−1Q2‖L∞x ‖∆˙q′′(∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q‖∆˙q′Q2‖L2x(1 +
√
N)‖(Q2, ∇Q2)‖L2x‖∆˙q′′(∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. (1 +
√
N)2
3q
2 +
3q′′
2 −2q
′‖∆˙q′∆Q2‖L2x‖(Q2, ∇Q2)‖L2x2−
q′′
2 ‖∆˙q′′(∇δu, ∆δQ)‖L2x‖(∇δu, ∆δQ)‖H˙− 12
Hence∑
q′′≤N
∑
q′≥q′′−1
∑
q≤q′+5
2−qI43 (q, q′, q′′) . (1 +
√
N)‖(Q2, ∇Q2)‖L2x‖(∇δu,∆δQ)‖H˙− 12 ×
×
∑
q′′≤N
2−
q′′
2 ‖∆˙q′′ (δu,∇δQ)‖L2x
∑
q′≥q′′−1
2
3q′′
2 −2q
′‖∆˙q′∆Q2‖L2x
∑
q≤q′+5
2
q
2
. (1 +
√
N)‖(Q2, ∇Q2)‖L2x‖(∇δu, ∆δQ)‖H˙− 12
∑
q′′≤N
2−
q′′
2 ‖∆˙q′′(δu, ∇δQ)‖L2x
∑
q′≥q′′−1
2
3q′′
2 −
3q′
2 ‖∆˙q′∆Q2‖L2x
. (1 +
√
N)‖(Q2, ∇Q2)‖L2x‖(∇δu, ∆δQ)‖H˙− 12 ‖(δu, ∇δQ)‖H˙− 12
( ∑
q′′∈Z
∣∣∣ ∑
q′≥q′′−1
2
3
2 q
′′− 32 q
′‖∆˙q′∆Q2‖L2x
∣∣∣2) 12
. (1 +
√
N)‖(Q2, ∇Q2)‖L2x‖∆Q2‖L2x‖(∇δu, ∆δQ)‖H˙− 12 ‖(δu, ∇δQ)‖H˙− 12 .
Considering the high frequencies q′′ > N
I43 (q, q′, q′′) . ‖∆˙q
[
∆˙q′Q2tr{S˙q′′Q2 ∆˙q′′(∇δu, ∆δQ)}
]‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q‖∆˙q
[
∆˙q′Q2tr{S˙q′′Q2 ∆˙q′′ (∇δu, ∆δQ)}
]‖L1x‖∆˙q(δu, ∇δQ)‖L2x
. 2q‖∆˙q′Q2‖L2x‖S˙q′′Q2‖L∞x ‖∆˙q′′(∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2
3q
2 −2q
′‖∆˙q′∆Q2‖L2x(1 +
√
q′′)‖(Q2, ∇Q2)‖L2x2q
′′‖∆˙q′′(δu, ∇δQ)‖L2x2−
q
2 ‖∆˙q(∇δu, ∆δQ)‖L2x
. (1 +
√
q′′)2
3q
2 +q
′′−2q′‖∆Q2‖L2x‖(Q2, ∇Q2)‖L2x‖(δu, ∇δQ)‖L2x‖(∇δu, ∆δQ)‖H˙− 12 ,
which implies∑
q′′>N
∑
q′≥q′′−1
∑
q≤q′+5
2−qI43 (q, q′, q′′) .
. ‖∆Q2‖L2x‖(Q2, ∇Q2)‖L2x‖(∇δu, ∆δQ)‖H˙− 12 ‖(δu, ∇δQ)‖L2x
∑
q′′>N
(1 +
√
q′′)2q
′′
∑
q′≥q′′−1
2−2q
′
∑
q≤q′+5
2
q
2
. ‖∆Q2‖L2x‖(Q2, ∇Q2)‖L2x‖∆δQ‖H˙− 12 ‖(δu, ∇δQ)‖L2x
∑
q′′>N
(1 +
√
q′′)2q
′′
∑
q′≥q′′−1
2−2q
′+ q
′
2
. ‖∆Q2‖L2x‖(Q2, ∇Q2)‖L2x‖(∇δu, ∆δQ)‖H˙− 12 ‖(δu, ∇δQ)‖L2x
∑
q′′>N
(1 +
√
q′′)2−
q′′
2
. ‖∆Q2‖L2x‖(Q2, ∇Q2)‖L2x‖(∇δu, ∆δQ)‖H˙− 12 ‖(δu, ∇δQ)‖L2x2
−N2 ,
Summarizing the last inequalities we obtain an estimate similar to (68), so that we can conclude arguing as
in (69). Finally, it remains to examine when j = 4, as last term. Let us define
I44 (q, q′,q′′, q′′′) :=
ˆ
R2
tr
{
∆˙q
[
∆˙q′Q2tr{∆˙q′′( ∆˙q′′′Q2 S˙q′′′+2∇δu )}
]
∆˙q∆δQ+
− ∆˙q
[
∆˙q′Q2tr{∆˙q′′( ∆˙q′′′Q2 S˙q′′′+2∆δQ )}
]
∆˙q∇δu
}
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. ‖∆˙q
[
∆˙q′Q2tr{∆˙q′′ [ ∆˙q′′′Q2 S˙q′′′+2(∇δu, ∆δQ) ] }
]‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q‖∆˙q
[
∆˙q′Q2tr{∆˙q′′ [ ∆˙q′′′Q2 S˙q′′′+2(∇δu, ∆δQ) ] }
]‖L1x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q‖∆˙q′Q2‖L2x‖∆˙q′′ [ ∆˙q′′′Q2 S˙q′′′+2(∇δu, ∆δQ) ]‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q+q
′′‖∆˙q′Q2‖L2x‖∆˙q′′ [ ∆˙q′′′Q2 S˙q′′′+2(∇δu, ∆δQ) ]‖L1x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q+q
′′‖∆˙q′∆Q2‖L2x‖∆˙q′′′Q2‖L2x‖S˙q′′′+2(∇δu, ∆δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x
. 2q−q
′+q′′−q′′′‖∆˙q′∇Q2‖L2x‖∆˙q′′′∆Q2‖L2x‖S˙q′′′+2(δu, ∇δQ)‖L2x‖∆˙q(∇δu, ∆δQ)‖L2x .
Hence, taking the sum in q, q′, q′′ and q′′′, we get∑
q∈Z
∑
q′≥q−5
∑
q′′≤q′−1
∑
q′′′≥q′′+5
2−qI44 (q, q′, q′′, q′′′) .
. ‖(∇δu, ∆δQ)‖
H˙−
1
2
‖∇Q2‖L2x
∑
q∈Z
∑
q′≥q−5
∑
q′′≤q′−1
∑
q′′′≥q′′+5
2
q
2−q
′+q′′−q′′′‖∆˙q′′′∆Q2‖L2x‖S˙q′′′+2(δu, ∇δQ)‖L2x
. ‖(∇δu, ∆δQ)‖
H˙−
1
2
‖∇Q2‖L2x
∑
q′′′∈Z
∑
q′′≤q′′′−5
2q
′′−q′′′‖∆˙q′′′∆Q2‖L2x‖S˙q′′′+2(δu, ∇δQ)‖L2x
∑
q′≥q′′+1
2−q
′
∑
q≤q′+5
2
q
2
. ‖(∇δu, ∆δQ)‖
H˙−
1
2
‖∇Q2‖L2x
∑
q′′′∈Z
∑
q′′≤q′′′−5
2q
′′−q′′′‖∆˙q′′′∆Q2‖L2x‖S˙q′′′+2(δu, ∇δQ)‖L2x
∑
q′≥q′′+1
2−
q′
2
. ‖(∇δu, ∆δQ)‖
H˙−
1
2
‖∇Q2‖L2x
∑
q′′′∈Z
∑
q′′≤q′′′−5
2
q′′−q′′′
2 ‖∆˙q′′′∆Q2‖L2x2−
q′′′
2 ‖S˙q′′′+2(δu, ∇δQ)‖L2x
. ‖(∇δu, ∆δQ)‖
H˙−
1
2
‖∇Q2‖L2x
∑
q′′′∈Z
‖∆˙q′′′∆Q2‖L2x2−
q′′′
2 ‖S˙q′′′+2(δu, ∇δQ)‖L2x
. ‖(∇δu, ∆δQ)‖
H˙−
1
2
‖∇Q2‖L2x‖∆Q2‖L2x‖(δu, ∇δQ)‖H˙− 12
. ‖∇Q2‖2L2x‖∆Q2‖
2
L2x
‖(δu, ∇δQ)‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
and this concludes the estimates of the term E1 + E2.
4.2.5. Remaining Terms. For the sake of completeness, now we analyze all the remaining terms. However we
point out that they are going to be estimates using simply just Theorem A.1, hence they are not a challenging
drawback. For instance, let us observe that
L〈(ξδD + δΩ)δQ,∆δQ〉
H˙−
1
2
+ L〈(ξD2 +Ω2)δQ,∆δQ〉
H˙−
1
2
+ L〈δQ(ξδD + δΩ),∆δQ〉
H˙−
1
2
+
+L〈δQ(ξD2 +Ω2),∆δQ〉
H˙−
1
2
. ‖δQ‖
H˙
1
2
‖∇(u1, u2)‖L2x‖∆δQ‖H˙− 12 . ‖∇δQ‖H˙− 12 ×
×‖∇(u1, u2)‖L2x‖∆δQ‖H˙− 12 . ‖∇(u1, u2)‖
2
L2x
‖∇δQ‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
Moreover LaΓ〈δQ, ∆δQ〉H˙−1/2 . ‖δQ‖2H˙−1/2 + CΓ,L‖∆δQ‖2H˙−1/2 and
LbΓ〈Q1δQ+ δQQ2, ∆δQ〉
H˙−
1
2
. ‖Q1δQ+ δQQ2‖
H˙−
1
2
‖∆Q‖
H˙−
1
2
. ‖(Q1, Q2)‖L2x‖δQ‖H˙ 12 ‖∆δQ‖H˙− 12
. ‖(Q1, Q2)‖L2x‖∇δQ‖H˙− 12 ‖∆δQ‖H˙− 12 . ‖(Q1, Q2)‖
2
L2x
‖∇δQ‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
Furthermore, by a direct computation, we get
LcΓ〈δQtr{Q21},∆δQ〉H˙− 12 + LcΓ〈Q2tr{Q1δQ+ δQQ2},∆δQ〉H˙− 12 . ‖(Q
2
1, Q
2
2)‖L2x‖δQ‖H˙ 12 ‖∆δQ‖H˙− 12
. ‖(Q1, Q2)‖2L4x‖∇δQ‖H˙− 12 ‖∆δQ‖H˙− 12 . ‖(Q1, Q2)‖
2
L2x
‖∇(Q1, Q2)‖2L2x‖∇δQ‖
2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
and
L〈δu · ∇Q1,∆δQ〉
H˙−
1
2
+ L〈u2 · ∇δQ, ∆δQ〉
H˙−
1
2
. ‖(u2,∇Q1)‖
H˙
3
4
‖(δu, ∇δQ)‖
H˙−
1
4
‖∆δQ‖
H˙−
1
2
. ‖(u2,∇Q1)‖
1
4
L2x
‖(∇u2,∆Q1)‖
3
4
L2x
‖(δu, ∇δQ)‖ 34
H˙−
1
2
‖(∆δu, ∆δQ)‖ 14
H˙−
1
2
‖∆δQ‖
H˙−
1
2
. ‖(u2,∇Q1)‖
2
3
L2x
‖(∇u2,∆Q1)‖2L2x‖(δu, ∇δQ)‖
2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆δQ‖2
H˙−
1
2
.
Moreover aξ〈δQQ1, ∇δu〉H˙−1/2 . ‖δQ‖H˙1/2‖Q1‖L2‖∇δu‖H˙−1/2 . ‖Q1‖2L2‖∇δQ‖2H˙−1/2 + Cν‖∇δu‖2H˙−1/2 ,
bξ〈δQ(Q21−tr{Q21}
Id
2
), ∇δu〉
H˙−
1
2
. ‖δQ‖
H˙
1
2
‖Q21‖L2x‖∇δu‖H˙− 12 = ‖∇δQ‖H˙− 12 ‖Q1‖
2
L4x
‖∇δu‖
H˙−
1
2
. ‖∇δQ‖
H˙−
1
2
‖Q1‖L2x‖∇Q1‖L2x‖∇δu‖H˙− 12 . ‖Q1‖
2
L2x
‖∇Q1‖2L2x‖∇δQ‖
2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
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and
cξ〈δQtr(Q21)Q1, ∇δu〉H˙− 12 . ‖δQ‖H˙ 12 ‖Q
2
1‖L2x‖Q1‖L∞‖∇δu‖H˙− 12
. ‖Q1‖2L2x‖∇Q1‖
2
L2x
‖Q1‖2H2‖∇δQ‖2H˙− 12 + Cν‖∇δu‖
2
H˙−
1
2
.
Now, aξ〈(Q2 + Id /2)δQ,∇δu〉H˙−1/2 . (‖Q2‖2L2x + 1)‖∇δQ‖
2
H˙−1/2
+ Cν‖∇δu‖2H˙−1/2 and
bξ〈(Q2 + Id
2
)(Q1δQ+ δQQ2), ∇δu〉
H˙−
1
2
− bξ〈Q2tr{Q1δQ+ δQQ2}, ∇δu〉
H˙−
1
2
.
. (‖Q2‖L∞x + 1)‖(Q1, Q2)‖L2x‖δQ‖H˙ 12 ‖∇δu‖H˙− 12 . (‖Q2‖H2 + 1)‖(Q1, Q2)‖L2x×
×‖∇δQ‖
H˙−
1
2
‖∇δu‖
H˙−
1
2
. (‖Q2‖H2 + 1)2‖(Q1, Q2)‖2L2x‖∇δQ‖
2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
.
Equivalently, we get
cξ〈(Q2 + Id
2
)δQtr{Q21}, ∇δu〉H˙− 12 + cξ〈(Q2 +
Id
2
)Q2tr{δQQ1 +Q2δQ}, ∇δu〉
H˙−
1
2
.
. ‖Q2‖L∞‖(Q21, Q22)‖L2x‖δQ‖H˙ 12 ‖∇δu‖H˙− 12 . ‖Q2‖H2‖(Q1, Q2)‖
2
L4x
‖∇δQ‖
H˙
1
2
‖∇δu‖
H˙−
1
2
. ‖Q2‖2H2‖(Q1, Q2)‖2L2x‖∇(Q1, Q2)‖
2
L2x
‖∇δQ‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
and moreover
Lξ〈δQ∆δQ, ∇δu〉
H˙−
1
2
+ Lξ〈δQ∆Q2,∇δu〉
H˙−
1
2
. ‖δQ‖
H˙
1
2
‖∆(Q1, Q2)‖L2x‖∇δu‖H˙− 12
. ‖∆(Q1, Q2)‖2L2x‖∇δQ‖
2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
.
We can similarly control the terms from −aξ〈Q1δQ,∇δu〉H˙−1/2 to Lξ〈∆Q2, δQ, ∇δ〉H˙−1/2 in (40), proceeding
as in the previous estimates. Furthermore
2aξ〈δQtr{Q21}, ∇δu〉H˙− 12 + 2aξ〈Q2tr{δQQ1}, ∇δu〉H˙− 12 + 2aξ〈Q2tr{Q2δQ}, ∇δu〉H˙− 12 .
. ‖δQ‖
H˙
1
2
‖(Q21, Q22)‖L2x‖∇δu‖H˙− 12 . ‖(Q1, Q2)‖
2
L2x
‖∇(Q1, Q2)‖2L2x‖∇δQ‖
2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
,
2bξ〈δQtr{Q31}, ∇δu〉H˙− 12 + 2bξ〈Q2tr{δQQ
2
2}, ∇δu〉H˙− 12 + 2bξ〈Q2tr{Q2(δQQ1 +Q2δQ)}, ∇δu〉H˙− 12
. ‖(Q1, Q2)‖2L2x‖∇(Q1, Q2)‖
2
L2x
‖(Q1, Q2)‖2H2‖∇δQ‖2H˙− 12 + Cν‖∇δu‖
2
H˙−
1
2
and also
2cξ〈δQtr{Q21}2, ∇δu〉H˙− 12 + 2cξ〈Q2tr{δQQ1 +Q2δQ}tr{Q
2
1}, ∇δu〉H˙− 12 +
+ 2cξ〈Q2tr{Q22}tr{δQQ1 +Q2δQ}, ∇δu〉H˙− 12 . ‖(Q
4
1, Q
4
2)‖L2x‖δQ‖H˙ 12 ‖∇δu‖H˙− 12
. ‖(Q1, Q2)‖4L8x‖∇δQ‖H˙− 12 ‖∇δu‖H˙− 12 . ‖(Q1, Q2)‖L2x‖∇(Q1, Q2)‖
3
L2x
‖∇δQ‖
H˙−
1
2
‖∇δu‖
H˙−
1
2
. ‖(Q1, Q2)‖2L2x‖∇(Q1, Q2)‖
6
L2x
‖∇δQ‖2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
.
Furthermore, we observe that
2Lξ〈δQtr{δQ∆δQ}, ∇δu〉
H˙−
1
2
+ 2Lξ〈δQtr{δQ∆Q2}, ∇δu〉
H˙−
1
2
+ 2Lξ〈δQtr{Q2∆δQ}, ∇δu〉
H˙−
1
2
+
+2Lξ〈Q2tr{δQ∆δQ}, ∇δu〉
H˙−
1
2
+ 2Lξ〈δQtr{Q2∆Q2}, ∇δu〉
H˙−
1
2
+ 2Lξ〈Q2tr{δQ∆Q2}, ∇δu〉
H˙−
1
2
. ‖δQ‖
H˙
1
2
‖∆(Q1, Q2)‖L2x‖(Q1, Q2)‖L∞x ‖∇δu‖H˙− 12
. ‖∆(Q1, Q2)‖2L2x‖(Q1, Q2)‖
2
H2‖∇δQ‖2H˙− 12 + Cν‖∇δu‖
2
H˙−
1
2
and
L〈∇δQ⊙∇Q1, ∇δu〉
H˙−
1
2
+ L〈∇Q2 ⊙∇δQ, ∇δu〉
H˙−
1
2
. ‖∇δQ‖
H˙−
1
4
‖∇(Q1, Q2)‖
H˙
3
4
‖∇δu‖
H˙−
1
2
. ‖∇δQ‖ 34
H˙−
1
2
‖∇δQ‖ 14
H˙
1
2
‖∇(Q1, Q2)‖
1
4
L2‖∆(Q1, Q2)‖
3
4
L2‖∇δu‖H˙− 12
. ‖∇δQ‖ 34
H˙−
1
2
‖∆δQ‖ 14
H˙−
1
2
‖∇(Q1, Q2)‖
1
4
L2‖∆(Q1, Q2)‖
3
4
L2‖∇δu‖H˙− 12
. ‖∇(Q1, Q2)‖
2
3
L2‖∆(Q1, Q2)‖2L2‖∇δQ‖2H˙− 12 + CΓ,L‖∆δQ‖
2
H˙−
1
2
+ Cν‖∇δu‖2
H˙−
1
2
.
Moreover
La〈δQQ1, ∇δu〉
H˙−
1
2
+ a〈Q2δQ, ∇δu〉
H˙−
1
2
− a〈Q1δQ, ∇δu〉
H˙−
1
2
. ‖δQ‖
H˙
1
2
‖(Q1, Q2)‖L2‖∇δu‖H˙− 12
. ‖∇δQ‖
H˙−
1
2
‖(Q1, Q2)‖L2‖∇δu‖H˙− 12 . ‖∇δQ‖
2
H˙−
1
2
‖(Q1, Q2)‖2L2 + Cν‖∇δu‖2H˙− 12 ,
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−Lb〈δQ(Q21 − tr{Q21}
Id
3
), ∇δu〉
H˙−
1
2
− b〈Q2(Q1δQ+ δQQ2 − tr{Q1δQ+ δQQ2} Id
3
), ∇δu〉
H˙−
1
2
+
+b〈(Q21 − tr{Q21}
Id
3
)δQ, ∇δu〉
H˙−
1
2
− b〈(Q1δQ+ δQQ2 − tr{Q1δQ+ δQQ2} Id
3
)δQ, ∇δu〉
H˙−
1
2
.
. ‖δQ‖
H˙−
1
2
‖(Q21, Q22)‖L2‖∇δu‖H˙− 12 . ‖δQ‖H˙ 12 ‖(Q1, Q2)‖
2
L4‖∇δu‖H˙− 12 . ‖∇δQ‖H˙− 12 ‖(Q1, Q2)‖L2×
×‖∇(Q1, Q2)‖L2‖∇δu‖H˙− 12 . ‖∇δQ‖
2
H˙−
1
2
‖(Q1, Q2)‖2L2‖∇(Q1, Q2)‖2L2 + Cν‖∇δu‖2H˙− 12 ,
and
Lc〈δQQ1tr{Q21}, ∇δu〉H˙− 12 + c〈Q2δQtr{Q
2
1}, ∇δu〉H˙− 12 − c〈Q1δQtr{Q
2
1}, ∇δu〉H˙− 12−
−c〈δQQ2tr{Q21}, ∇δu〉H˙− 12 . ‖δQ‖H˙ 12 ‖(Q1, Q2)‖L∞x ‖(Q
2
1, Q
2
2)‖L2x‖∇δu‖H˙− 12 . ‖∇δQ‖H˙− 12 ‖(Q1, Q2)‖H2×
×‖(Q1, Q2)‖2L4x‖∇δu‖H˙− 12 . ‖∇δQ‖
2
H˙−
1
2
‖(Q1, Q2)‖2H2‖(Q1, Q2)‖2L2‖∇(Q1, Q2)‖2L2 + Cν‖∇δu‖2H˙− 12 .
Finally
〈u2 · ∇δu, δu〉
H˙−
1
2
= −〈u2 ⊗ δu,∇δu〉
H˙−
1
2
. ‖u2‖
H˙
1
2
‖δu‖L2‖∇δu‖H˙− 12
. ‖u2‖
1
2
L2‖∇u2‖
1
2
L2‖δu‖
1
2
H˙−
1
2
‖∇δu‖ 32
H˙−
1
2
. ‖u2‖2L2‖∇u2‖2L2‖δu‖2H˙− 12 + Cν‖∇δu‖
2
H˙−
1
2
and 〈δu · ∇u1, δu〉H˙−1/2 . ‖δu‖H˙1/2‖∇u1‖L2‖δu‖H˙−1/2 . Cν‖∇δu‖2H˙−1/2 + ‖∇u1‖2L2‖δu‖2H˙−1/2 .
4.2.6. Conclusion. Recalling (40) and summarizing all the the previous estimates, we conclude that there
exists a function χ which belongs to L1loc(R+) such that
d
dt
Φ(t) + ν‖∇δu‖2
H˙−
1
2
+ ΓL2‖∆Q‖2
H˙−
1
2
. χ(t)µ(Φ(t)) + cν‖∇δu‖2
H˙−
1
2
+ CΓ,L‖∆Q‖2
H˙−
1
2
where µ is the Osgood modulus of continuity defined in (42). Hence, choosing CΓ,L and Cν small enough from
the beginning, we can absorb the last two terms on the right-hand side by the left-hand side, obtaining (41).
We deduce that Φ ≡ 0, thanks to the Osgood Lemma and the null initial data Φ(0) = 0. Thus, (δu,∇δQ) is
identically zero and δQ as well, since δQ(t) decades to 0 at infinity for almost every t.

Appendix A.
Theorem A.1. Let s and t be two real numbers such that |s| and |t| belong to [0, d/2). Let us assume that
s+ t is positive, then for every a ∈ H˙s(Rd) and for every b ∈ H˙t(Rd), the product ab belongs to H˙s+t−d/2 and
there exists a positive constant (not dependent by a and b) such that
‖ab‖H˙s+t−d/2 ≤ C‖a‖H˙s‖b‖H˙t
Proof. At first we identify the Sobolev Spaces H˙s and H˙t with the Besov Spaces B˙s2,2 and B˙
t
2,2 respectively.
We claim that ab belongs to B˙
s+t−d/2
2,2 and
‖ab‖
B˙
s+t−d
2
2,2
≤ C‖a‖B˙s2,2‖b‖B˙t2,2,
for a suitable positive constant.
We decompose the product ab through the Bony decomposition, namely ab = T˙ab+ T˙ba+R(a, b), where
T˙ab :=
∑
q∈Z
∆˙qa S˙q−1b, T˙ba :=
∑
q∈Z
S˙q−1a ∆˙qb, R˙(a, b) :=
∑
q∈Z
|ν|≤1
∆˙qa ∆˙q+νb.
For any q ∈ Z, we have
2q(s+t−
d
2 )‖(∆˙qT˙ab, ∆˙qT˙ba)‖L2 .
.
∑
|q−q′|≤5
2q
′s‖∆˙qa‖L2x2q
′(t− d2 )‖S˙q−1b‖L∞ +
∑
|q−q′|≤5
2q
′(s− d2 )‖S˙q−1a‖L∞x 2q
′t‖∆˙qb‖L2,
hence
‖(T˙ab, T˙ba)‖
B˙
s+t−d
2
2,2
≤ ‖(T˙ab, T˙ba)‖
B˙
s+t−d
2
2,1
. ‖a‖B˙s2,2‖b‖B˙t−d2
∞,2
+ ‖a‖
B˙
s−d
2
∞,2
‖b‖B˙t2,2 . ‖a‖B˙s2,2‖b‖B˙t2,2 ,
where we have used the embedding B˙σ2,2 →֒ B˙σ−d/2∞,2 , for any σ ∈ R and moreover the following norm-
equivalence
‖u‖B˙σ˜p,r ≈ ‖(2
σ˜‖Squ‖Lpx)q∈Z‖lr(Z), u ∈ B˙σ˜p,r,
for any 1 ≤ p, r ≤ ∞ and σ˜ < 0.
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In order to conclude the proof, we have to handle the rest R˙(a, b). By a direct computation, for any q ∈ Z,
2(t+s)q‖∆˙qR˙(a, b)‖L1x ≤
∑
q′≥q−5
|ν|≤1
2(q−q
′)(s+t)2q
′s‖∆˙q′a‖L2x2(q
′+ν)t‖∆˙q′+νa‖L2x ,
so that, thanks to the Young inequality, we deduce
‖R˙(a, b)‖
B˙
s+t−d
2
2,2
. ‖R˙(a, b)‖B˙s+t1,1 . ‖a‖B˙s2,2‖b‖B˙t2,2 ,
where we have used the embedding B˙s+t1,1 →֒ B˙s+t−d/22,2 and moreover
∑
q≤5 2
q(s+t) <∞ since s+ t is positive.

Theorem A.2. Let N be a positive real number and f a function in H1. Then S˙Nf belongs to L
∞
x and
‖S˙Nf‖L∞x . ‖f‖L2x +
√
N‖∇f‖L2x . (1 +
√
N)‖(f, ∇f)‖L2x .
Proof. We split S˙Nf into two parts, namely S˙Nf =
∑
q<0 ∆˙qf +
∑
0≤q<N ∆˙qf . First we observe that
‖
∑
q<0
∆˙qf‖L∞x ≤
∑
q<0
‖∆˙qf‖L∞x .
∑
q<0
2q‖∆˙qf‖L2x .
(∑
q<0
2q
)‖f‖L2x .
Similarly, considering the second term, we get
‖
∑
0<q≤N
∆˙qf‖L∞x ≤
∑
0<q≤N
‖∆˙qf‖L∞x .
∑
0<q≤N
2q‖∆˙qf‖L2x
.
∑
0<q≤N
‖∆˙q∇f‖L2x .
( ∑
0<q≤N
1
) 1
2
( ∑
0<q≤N
‖∆˙q∇f‖2L2x
) 1
2
.
√
N‖f‖H˙1 ,
which concludes the proof of the Theorem. 
The following Lemma plays a main role in the uniqueness result of Theorem 1.1, more precisely inequality
(74) is the key for the double-logarithmic estimate.
Lemma A.3. There exist a positive constant C such that for any p ∈ [1,∞) the following inequality is
satisfied:
‖f‖L2p(R2) ≤ C√p‖f‖
1
p
L2(R2)‖∇f‖
1− 1p
L2(R2) (74)
Proof. The proof of this lemma was presented in [32] (lemma 4.3) and we report it here, for the sake of
simplicity. thanks to Sobolev embeddings, we have
‖f‖L2p(R2) ≤ C√p‖f‖
H˙
1− 1
p (R2)
. (75)
Moreover, since H˙1−1/p(R2) is an interpolation space between L2(R2) and H˙1(R2), the following inequality
is satisfied:
‖f‖
H˙
1− 1
p (R2)
≤ ‖f‖
1
p
L2(R2)‖∇f‖
1− 1p
L2(R2),
which leads to (74), together with (75). 
Appendix B.
Proposition B.1. Let (Q(n), un) be a smooth solution of (27) in dimension d = 2 or d = 3, with restriction
(3), and smooth initial data (Q¯(x), u¯(x)), that decays fast enough at infinity so that we can integrate by parts
in space (for any t ≥ 0) without boundary terms. We assume that |ξ| < ξ0 where ξ0 is an explicitly computable
constant, scale invariant, depending on a, b, c, d,Γ, ν, λ.
For (Q¯, u¯) ∈ H1 × L2,we have
‖Q(n)(t, ·)‖H1 ≤ C1 + C¯1eC¯1t‖Q¯‖H1 , ∀t ≥ 0 (76)
with C1, C¯1 depending on (a, b, c, d,Γ, L, ν, Q¯, u¯). Moreover
‖un(t, ·)‖2L2 + ν
ˆ t
0
‖∇un‖2L2 ≤ C1 (77)
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Proof. We denote:
Xnαβ
def
= L∆Q
(n)
αβ − cQ(n)αβ tr((Q(n))2), α, β = 1, 2, 3. (78)
Multiplying the first equation in (27) by −λH¯n and the second one by un,taking the trace and integrating
over Rd, we get
d
dt
ˆ
Rd
1
2
|un|2 + Lλ
2
|∇Q(n)|2 + λ(a
2
|Q(n)|2 − b
3
tr(Q(n))3 +
c
4
|Q(n)|4) dx + ν‖∇un‖2L2 + ΓλL2‖∆Q(n)‖2L2
+ Γλc2‖Jn(Q(n)tr{Q(n))})‖2L2 − 2cLΓλ
ˆ
Rd
∆Q
(n)
αβQ
(n)
αβ tr{(Q(n))2} dx+ a2Γλ‖Q(n)‖2L2
+ b2Γλ
ˆ
Rd
tr
{
Jn
(
(Q(n))2 − tr{(Q
(n))2}
d
)2}
dx+ ε
ˆ
Rd
|Rεu∇Q(n)|3 dx+ ε
ˆ
Rd
|Rε∇un|4 dx
≤ 2aΓλ
ˆ
Rd
tr{XnQ(n)} dx︸ ︷︷ ︸
def
= In
−2bΓλ
ˆ
Rd
tr{Xn(Q(n))2} dx︸ ︷︷ ︸
def
= Jn
+ 2abΓλ
ˆ
Rd
tr{(Q(n))3} dx+ λ
ˆ
Rd
Jn
(
Rεu
n · ∇Q(n)αβ
)
Jn
(
bQ(n)αγQ
(n)
γβ − cQ(n)αβ
∣∣Q(n)∣∣2) dx︸ ︷︷ ︸
def
= II
+ λ
ˆ
Rd
Jn
(
−RεΩ(n)αγQ(n)γβ +Q(n)αγ RεΩ(n)γβ
)
Jn
(
bQ
(n)
αδ Q
(n)
δβ − cQ(n)αβ
∣∣Q(n)∣∣2) dx
(79)
Integrating by parts we have:
− 2cLΓλ
ˆ
Rd
∆Q
(n)
αβQ
(n)
αβ tr{(Q(n))2}dx = 2cLΓλ
ˆ
Rd
Q
(n)
αβ,kQ
(n)
αβ,ktr{(Q(n))2}dx
+2cLΓλ
ˆ
Rd
Q
(n)
αβ,kQ
(n)
αβ ∂k
(
tr{(Q(n))2}
)
dx = 2cLΓλ
ˆ
Rd
|∇Q(n)|2tr{(Q(n))2}) dx
+cLΓλ
ˆ
Rd
|∇
(
tr{(Q(n))2}
)
|2 dx ≥ 0 (80)
(where for the last inequality we used the assumption (3) and L,Γ, λ > 0). One can easily see that
In = −L
2
‖∇Q(n)‖2L2 − c‖Q(n)‖4L4 (81)
and moreover
λ
ˆ
Rd
Jn
(
−RεΩ(n)αγQ(n)γβ +Q(n)αγ RεΩ(n)γβ
)
Jn
(
bQ
(n)
αδ Q
(n)
δβ − cQ(n)αβ
∣∣Q(n)∣∣2) dx ≤
≤ ε
2
ˆ
Rd
|Rε∇un|4 dx+ C(ε)
ˆ
Rd
|Q(n)|4 dx + Γc
2
2
ˆ
Rd
|Jn(Q(n)|Q(n)|2)|2 dx
On the other hand, for any ε > 0 and C˜ = C˜(ε, c) an explicitly computable constant, we have:
Jn = L
ˆ
Rd
Q
(n)
αβ,kkQ
(n)
αγQ
(n)
γβ dx− c
ˆ
Rd
tr{(Q(n))2}tr{(Q)(n))3} dx ≤ −L
ˆ
Rd
Q
(n)
αβ,kQ
(n)
αγ,kQ
(n)
γβ dx
−L
ˆ
Rd
Q
(n)
αβ,kQ
(n)
αγQ
(n)
γβ,k +
ˆ
Rd
tr{(Q(n))2}
(
C˜
ε
tr{(Q(n))2}+ εtr2{(Q(n))2}
)
dx
≤ Lε
ˆ
Rd
|∇Q(n)|2tr{(Q(n))2} dx+ C˜
ε
‖∇Q(n)‖2L2 +
ˆ
Rd
tr{(Q(n))2}
(
C˜
ε
tr{(Q(n))2}+ εtr2{(Q(n))2}
)
dx (82)
Using the last four relations in (79) and considering (29) we obtain:
d
dt
ˆ
Rd
1
2
|un|2 + Lλ
2
|∇Q(n)|2 + λ(a
2
|Q(n)|2 − b
3
tr(Q(n))3 +
c
4
|Q(n)|4) dx+ ν‖∇un‖2L2 + ΓλL2‖∆Q(n)‖2L2
+
Γλc2
2
‖Jn(Q(n)tr{Q(n))})‖2L2 + a2Γλ‖Q(n)‖2L2 + 2cLΓλ
ˆ
Rd
|∇Q(n)|2tr{(Q(n))2} dx
+cLΓλ
ˆ
Rd
|∇
(
tr{(Q(n))2}
)
|2 dx+ ε
2
ˆ
Rd
|Rεun · ∇Q(n)|3 dx+ ε
2
ˆ
Rd
|∇Rεun|4 dx
≤ 2|a|Γλ(L
2
‖∇Q(n)‖2L2 + c‖Q(n)‖4L4) + 2|b|ΓλLε
ˆ
Rd
|∇Q(n)|2tr{(Q(n))2} dx+ 2|b|ΓλC˜
ε
‖∇Q(n)‖2L2
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+2|b|Γλ
ˆ
Rd
tr{(Q(n))2}
(
C˜
ε
tr{(Q(n))2}+ εtr2{(Q(n))2}
)
dx+ 2|ab|Γλ(ε‖Q(n)‖2L2 + (C(ε) +
C˜
ε
)‖Q(n)‖4L4)
Taking ε small enough we can absorb all the terms with an ǫ coefficient on the right into the left hand side,
and we are left with
d
dt
ˆ
Rd
1
2
|un|2 + Lλ
2
|∇Q(n)|2 + λ(a
2
|Q(n)|2 − b
3
tr(Q(n))3 +
c
4
|Q(n)|4) dx
+ν‖∇un‖2L2 + ΓλL2‖∆Q(n)‖2L2 +
Γλc2
2
‖Jn(Q(n)tr{Q(n))})‖2L2 + Γλa2‖Q(n)‖2L2
+2cLΓλ
ˆ
Rd
|∇Q(n)|2tr{(Q(n))2} dx+ cLΓλ
ˆ
Rd
|∇
(
tr{(Q(n))2}
)
|2 dx ≤ C¯
(
‖∇Q(n)‖2L2 + ‖Q(n)‖4L4
)
with C¯ = C¯(a, b, c).
The last relation is not yet enough because there are no positive terms. However, let us note that, if a > 0
we obtain the a-priori estimates by using the inequality tr{(Q(n))3} ≤ 38 tr{(Q(n))2)}+ tr{(Q(n))2}2. If a ≤ 0
we have to estimate separately ‖Q(n)‖L2 and this ask for a smallness condition for ξ. Indeed, proceeding as
for proving (25), we get
d
dt
[ˆ
Rd
1
2
|un|2 + Lλ
2
|∇Q(n)|2 + λ(a
2
|Q(n)|2 − b
3
tr(Q(n))3 +
c
4
|Q(n)|4) dx+M‖Q‖2L2]
+ν‖∇un‖2L2 + ΓλL2‖∆Q(n)‖2L2 +
Γλc2
2
‖Jn(Q(n)tr{Q(n))})‖2L2 + a2‖Q(n)‖2L2
+2cLΓλ
ˆ
Rd
|∇Q(n)|2tr{(Q(n))2} dx+ cLΓλ
ˆ
Rd
|∇
(
tr{(Q(n))2}
)
|2 dx
+
ε
2
ˆ
Rd
|Rεun · ∇Q(n)|3 dx+ ε
2
ˆ
Rd
|∇Rεun|4 dx ≤ C¯
(
‖∇Q(n)‖2L2 + ‖Q(n)‖4L4
)
+
MC(d)ε
ˆ
Rd
|∇un|2 dx+ M |ξ|
2
ε
ˆ
Rd
|Q(n)|2 + |Jn(Q(n)tr{(Q(n))2}|2 dx+MCˆ
ˆ
Rd
|Q(n)|2 + |Q(n)|4 dx (83)
We chose ε small enough so that MC(d)ε < ν. Finally we make the assumption that |ξ| is small enough,
depending on a, b, c, d, ν so that
M |ξ|2
ε
≤ Γλc2
Then taking into account that
M
2
tr{(Q(n))2}+ c
8
tr2{(Q(n))2} ≤ (M + a
2
)tr{(Q(n))2} − b
3
tr{(Q(n))3}+ c
4
tr2{(Q(n))2}
we obtain the claimed relation (76).

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