This paper presents a method to build ne resolution digital terrain maps, on the basis of a set of low altitude aerial stereovision images. Stereovision images are the only data available: to build a global map, we i n troduce an algorithm that uses interest point m a t c hes between successive images to estimate their relative position. Experimental results are presented and discussed, they show h o w one can build thousands square meters ne resolution maps, integrating hundreds of stereovision images acquired by a tethered blimp.
Introduction
In all the applications contexts where the development of exploration and intervention robotics is considered, air/ground robotic ensembles bring forth several opportunities from an operational point of view 1]. Be it for planetary exploration, environment monitoring and surveillance, demining or reconnaissance, a variety of scenarios can be envisaged. For instance, drones or airships can operate in a preliminary phase, in order to gather informations that will be used in both mission planning and execution for the ground vehicles. But one can also foresee cooperative scenarios, where aircrafts would support ground robots with communication links and global informations, or where both kinds of machines would cooperate to ful ll a given mission.
In this context, we recently initiated an internal project concerning the development of autonomous airships 2], in which t wo issues are currently considered. The rst one is related to airship ight control: w e aim at developing functionalities to endow an airship with the capacities to execute pre-de ned trajectories on the basis of GPS and attitude informations, and we w ould also like t o g i v e the airship commands at a bit higher level of abstraction, such a s "follow the vehicle on the ground" or "follow this featureroad, river,electric line...". The development o f s u c h functionalities calls for the establishment o f a dynamic model of airships and the study of their controllability 3 ]. The second issue is related to environment modeling using images acquired o n -b oard the airship. S u c h a functionality is required to send the airship commands de ned with respect to the environment, but is also critical to tackle the e ective cooperation between the airship and ground robots, which calls for the building and share of common environments representations between the two kinds of robots.
This paper presents some preliminary results related to the generation of ne digital elevation maps (DEM), on the sole basis of stereovision images acquired at low altitude. DEMs appear to be an interesting representation to share between ground and aerial robots, as they are very convenient to manipulate, and are able to catch the gist of the perceived surface geometry (for instance, several feature detection algorithms can be applied on such maps 4, 5]). DEMs are of course very common in geographic information systems, for which l o w resolution maps are usually derived from aerial or satellite imagery (radar, lidar or vision -e.g. see 6] ). Roboticists also paid a lot of attention to the building of such maps 7, 8 , 9 ] , but to our knowledge only a few contribution are related to the building of very high resolution DEMs using low altitude imagery 10].
The paper is organized as follows: the next section describes our experimental setup (a tethered blimp) to acquire low altitude stereovision images. Section 3 presents the problems related to DEM building whith such images, and describes our algorithm. Section 4 is devoted to the precise estimation of the blimp displacements between the various stereovision acquisitions, using an interest point m a t c hing algorithm. Section 5 presents some map building results, and a discussion concludes the paper.
Experimental setup
To acquire low altitude data, we equipped a 25m 3 tethered blimp with a stereo bench ( gure 1). The stereo bench is composed of two black and white 752 582 pixels CCD cameras the baseline is approximately 1:20 meters. Calibration of the bench has been made possible with a set of images pairs of a calibration frame laid on the ground. A few hundreds of stereo pairs have been acquired over an approximately 3000m 2 surface, at altitudes varying from 10 to 40 meters, during three di erent acquisition runs. The surface over which the blimp ew contains elements of various natures: rocky areas, grass areas, fences, tall trees and bushes, a small building and a parking lot ( gure 1). Images were transmitted to a frame grabber located on the ground via a 50m video cable, and are therefore of quite poor quality. Also, the video cable, the tether and the operator that moved the balloon can be seen on almost all images ( gure 2): we will see in section 5 that it does not distrub too much t h e mapping algorithm. 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 11111111111111111 11111111111111111 11111111111111111 11111111111111111 11111111111111111
Tether and video cable 0000000 0000000 0000000 0000000 0000000 1111111 1111111 1111111 1111111 1111111 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 Stereovision. Our stereovision algorithm is a classical pixel correlation algorithm 11]. A dense disparity image is produced from a pair of images thanks to a correlation-based pixel matching algorithm (we use either the ZNCC criteria or the census matching criteria), false matches are avoided thanks to a reverse correlation. With good quality images, the reverse correlation phase is enough to remove the few false matches that occur. But when the images are not of very good quality, three thresholds de ned on the correlation score curve are used to discard false matches (on the value of the highest score, on the di erence between this score and the second highest peak in the curve, and on the \sharpness" of the peak). Although the images acquired from the blimp are not of very good quality, setting these thresholds was easy. H o wever, the introduction of these thresholds removes good matches, especially in low textured and shadow areas, in which noise is higher than luminance variations. Figure 3 presents some results of the algorithm on image pairs acquired with the blimp. Original images where non-matched p i x e l s a r e white are on the top line, disparity images are on the bottom line. The disparity is here c oded with grey levels: the darker the pixels, the closer they are t o t h e c ameras. The left result is an ideal case, where most of the pixels are matched. The middle and right examples show that the stereovision algorithm hardly nd matches in the shadowed a r eas.
Digital elevation maps
Although there has been several contributions to the problem of building digital elevation maps with data acquired from rovers 8, 9], we think that it has still not been addressed in su ciently satisfactory way. T h e main di culty comes from the uncertainties on the 3D input data, that can hardly be propagated throughout the computations and represented in the grid structure. Figure 4 presents the problem for various cases of sensor con gurations: in the 3D data, the range (depth) coordinate is the most unprecise, especially in the case of stereovision, where this uncertainty g r o ws quadratically with the distance. To t a k e i n to account these data properties, the best representation would therefore be a 3D occupancy grid 12].
But one can see on gure 4 that the problem is better conditioned when using aerial images looking downwards. Not only the data resolution on the ground is more regular, but also the uncertainties on the 3D data \ ts" better a representation of the uncertainties in the digital map: the uncertainties in the data can be fairly well estimated by a standard deviation on the cell elevation.
Considering these properties of the data, our algorithm to build a DEM therefore comes down to computing the elevation of the cell by a veraging the elevations of the 3D points that are projected in the cells. The standard deviation on the elevation is also straightforwardly computed, and since to each 3D point is associated a luminance value, it is also possible to compute a mean luminance value for each map cell ( gure 5). : Sensor errors with respect to an horizontal grid. In the leftmost case, which is the one encountered with range images acquired f r om a rover, the precision of the data, which is essentially in the range estimate, should be t r ansformed i n t o a n o ccupancy probability in the DEM cells. In the rightmost case, which correspond to data acquired f r om a ying device, the problem is much better conditioned: the precision on the data can be d i r ectly represented b y a p r ecision on the elevation computed f o r t h e c ells. The middle case corresponds to a very low altitude acquisition, which is the case of our images: in our algorithm, we however consider that we are close to the rightmost case. One can also guess on these gures that the variable resolution of the data on the ground play an important role for ground ro v e r s , a n d i s m u c h m o r e r egular with aerial images. 
Motion estimation
Since the blimp is not equipped with any positioning device, one must determine the relative positions of the system between successive stereo frames in order to build a global digital elevation map. For that purpose, we adapted a motion estimation algorithm initially developed for ground rovers 13, 14] (a similar algorithm can be found in 15]). The technique is able to estimate the 6 parameters of the robot displacements in any kind of environments, provided it is textured enough so that pixel-based stereovision works well: the presence of no particular landmark is required.
Principle of the algorithm
The motion parameters between two stereo frames are computed on the basis of a set of 3D point t o 3 D point matches, established by tracking the corresponding pixels in the image sequence acquired while the robot moves ( gure 6 -as in stereovision, pixels are tracked using either the ZNCC or the census matching criteria). A lot of attention is paid to the selection of the pixel to track: on one hand, in order to avoid wrong correspondences, one must make sure that they can be faithfully tracked. This is done thanks to the application of an autocorrelation function on the image, that gives for every pixel an indicator related to the expected precision of the tracking algorithm. On the other hand, in order to have a precise estimation of the motion, one must choose pixels whose corresponding 3D point i s k n o wn with a good accuracy. 
Establishing pixel correspondences between images
Tracking the selected pixels in an image sequence requires an estimate of the 3D motion of the camera to focus the search zone, to reduce both the computation time and the probability to establish wrong correspondences. With our ground rover, 3D odometry can provide this estimate, but there is no way t o h a ve such an estimate with the images taken from the blimp. To establish pixels matches between the stereovision frames, we therefore use an algorithm that matches interest points detected on a pair of grey level images taken from arbitrary points of view 17]. The algorithm provides dense matches and is very robust to outliers, i.e. interest points generated by noise or present in only one image because of occlusions or non overlap. This section summarizes this algorithm.
General principle: Once interest points have been computed for two successive images, rst matching hypotheses are generated using a similarity measure of the interest points. Hypotheses are con rmed using local groups of interest points: group matches are based on a measure de ned on an a ne transformation estimate and on a correlation coe cient computed on the intensity o f t h e i n terest points that are consistent with the estimated a ne transformation. Once a reliable match has been determined for a given interest point and the corresponding local group, new group matches are found by propagating the estimated a ne transformation ( gure 7).
Interest points: The Harris detector 18] uses Gaussian functions to compute the derivatives of intensity, and the two eigenvalues of the auto-correlation matrix as the principal curvatures of the auto-correlation function. It is one of the most used: in 19], the authors compared its stability with respect to other detectors using a quantitative e v aluation criteria, repeatability, which is the percentage of repeated interest points between two images, and assessed that the precise Harris detector is the one that provides the best repeatability. We use single scalar value, the "cornerness" c P , a s a c haracteristic of an interest point P. It is de ned using the two eigenvalues ( 1 2 ) of the auto-correlation matrix: c P =k
To measure the resemblance between two repeated points P and Q in two images, the similarity S(P Q) is used: S(P Q) = min(cP cQ) max(cP cQ) . Figure 8 shows the evolution of the mean of the similarity of repeated points for an example image under various known rotation and scale changes. Repeatability i s o ver 80% for any rotation, and decreases down to 30% percent with a scale factor change of 1:5. For these transformations, the mean of similarity i s a l w ays over 70%, and the standard deviation is not greater than 12%. Group matching procedure: On the basis of the similarity measure between two i n terest points, rst matching hypotheses are generated. They are con rmed by a group matching procedure, which relies on the assumption that if two i n terest points match, their cornerness are similar and their close neighbors are also very likely to be matched together: the repeatability b e t ween matched groups is higher than for any other group pair.
The procedure goes as follows: given an interest point in the rst image, all the interest points in the second image whose cornerness is similar are matching candidates. To determine which candidate is the good match, local groups around the considered point and all the candidates are built. For each candidate group, the local a ne transformation that yields the highest repeatability is determined. The repeatability criteria is not su cient to establish a valid group match: group matches are con rmed by the estimation of correlation coe cient computed on the intensity of the repeated points in matched groups (details of this procedure, which is the heart of the matching point algorithm, are presented in 17]).
Matches propagation: Once a reliable group match is found, a focussed group matching procedure is activated. Although the local a ne transformation found for a group match is not globally stable on most scenes, it is locally stable. Therefore, it is propagated around the current group match found, in order to focus the search o f m a t c h candidates, thus reducing both the number of candidates to check and the possibility o f false matches occurrences.
False matches elimination: To discard the false matches (outliers) that might h a ve occurred in the whole process, the essential matrix is computed on the basis of the matches. For that purpose, a median least square algorithm is used, so that the essential matrix is not a ected by the presence of outliers. The application of a simple threshold on the distance between the matched pixel and their corresponding epipolar line removes the majority of the outliers. Figure 9 shows some results of the interest points matching algorithm on some images acquired with the blimp: not surprisingly, n o i n terest points are matched in the shadow a n d l o w texture areas. This is essentially due to the poor image quality, that generate unstable corners in such areas. Fortunately, t h e algorithm is extremely robust 1 , and is not a ected by this. 
Computation of the relative motion
Thanks to the interest point matching algorithm, a set of 3D points associations between two consecutive stereovision frames is available. Estimating the displacement b e t ween the two frames then simply comes down to computing the 6 motion parameters (translation and rotation) that minimizes a distance between matched points. Since there remain only a very small minority of outliers in the matches, a least-square minimization t e c hnique is very e ective 2 0 ].
First results
Thanks to these three algorithms (stereovision, motion estimation and map building), we could build various digital elevations maps integrating several tens of stereo images. In the absence of any attitude estimation device on-board the blimp, the plane of the DEM is de ned orthogonally to the view axis of the rst stereovision images considered. The trajectory executed by the blimp, which could be recovered using the localization algorithm, is an about 100m long loop. The last images overlaps the rst images, and no discrepancies can be observed in the nal model on this area: the localization algorithm gave here an extremely precise position estimate, with a nal error of the order a map cell size, i.e. about 0:1%. Figure 11 show t wo maps built with images correspon ng to the second trajectory, and gure 12 show the map built with all the images of the third trajectory.: the position estimation in this latter case drifted of about 1%. Note that one can distinguish in all this gures the various positions of the operator, that produces peaks in the elevation map and whitish areas in the luminance values (the operator wore a white shirt). This is because the algorithm that lls the map simply updates the cells without any consistency check. Such artifacts can be easily removed by c hecking if the elevation of the points of the 3D image to fuse is consistent with the current e l e v ation and corresponding standard deviation of the map cells. Unconsistent 3D points correspond to moving parts in the environment, and can just be discarded. All the images were processed o -line, since no CPU was on-board the blimp. However, the computations times are compatible with an on-line implementation, most of the time being consumed by stereovision and interest points matching, which both take about one second on an Ultra-10 Sparc CPU or a G3 PowerPc.
Discussion
Summary: We presented some preliminary results related to the building of ne resolution digital elevation maps with low altitude aerial images, using only a set of stereovision images taken from a tethered blimp as input data. Thanks to the development o f a n i n terest point m a t c hing algorithm that allows to precisely estimate the blimp motions, consistent 5 5cm 2 resolution maps covering areas of several thousands of square meters could be built. This appears to be a very cost-e ective w ay of mapping terrains, that can be useful for any l o w altitude ying robot.
Open issues: These results are encouraging, but several important problems needs to be tackled in order to have a robust and reliable mapping module. They concern especially localization, and map building.
Our localization algorithm is a motion estimation algorithm, in the sense that it cumulates errors over time 21]: it processes successive images, without memorizing any particular feature. It could however be run in a di erent w ay when ying over an already modeled area: the interest points of the latest image could be matched with interest points memorized during the ight, or with interest points detected on the luminance values of the DEM. The algorithm would then turn into a pose re nement algorithm, that can reduce the error on the position. In such a case, one should re-estimate the aircraft last position, and thus all the former positions. T o run such a back-propagation algorithm, one needs an error covariance matrix for all the position estimates: for that purpose, we are currently trying to determine an error model of the motion estimation algorithm.
Several improvements are required for the DEM building algorithm. Indeed, one of the drawback of DEMs is that they consider that the perceived surface is convex: there is no way to represent v ertical features and overheads with a single elevation value for each cell (see how bad the trees look in the gures of section 5). We are currently considering a much more sophisticated algorithm, akin to 3D occupancy grids 12] , that maintains a discrete probability density function for the cell elevations.
Toward cooperative air/ground robotics: Whatever the cooperation scenario between aerial and ground robots is, we b e l i e v e that to foster the development o f s u c h ensembles, one of the most important issue to address is building and management o f e n vironment representations using data provided by all possible sources. Indeed, not only each kind of machine (terrestrial, aerial) can bene t from the information gathered by the other, but also in order to plan and execute cooperative or coordinated actions, both kinds of machines must be able to build, manipulate and to reason on common consistent e n vironment representations. Among the issues raised by these applications, the localization of a terrestrial rover with respect to a model built from aerial data is an important one, and digital elevation maps appear to be a well suited structure for that purpose. Such a n a b i l i t y is required to consider cooperative e n vironment modeling, but it makes also a lot of sense when long range navigation missions are speci ed to a ground rover: it would guaranty a bounded error on the rover position estimations.
