Several emerging large-scale Internet applications such as Content Distribution Networks, and Peer-to-Peer networks could potentially benefit from knowing the underlying Internet topology and the distances (i.e., round-trip-time) between different hosts. Most existing techniques for distance estimation either use a dedicated infrastructure or use on-line measurements in which probe packets are injected into the network during estimation. Our goal in this paper is to study off-line techniques for distance estimation that do not require a dedicated infrastructure. To this end, we propose a metric termed ''depth'' and we observe that together with a quadratic function on the geographic distance, it can predict the network distance with high accuracy using multi-variable regression. When used for closest server selection, our approach performs much better than random server selection, and similar to the on-line metrics. Our approach incurs low overhead and can be deployed easily with some DNS extensions.
Introduction
In recent years more and more popular Web items are being replicated to facilitate their fast retrieval. The web caching schemes in which web items are cached and delivered to users from the local cache are evolving into global Content Distribution Networks (CDN). A Content Distribution Network [1] [2] [3] is an infrastructure that distributes the content of popular items to multiple geographically dispersed servers. When a client requests an item, the CDN directs it to the ''best'' replica, that is, the closest replica in terms of user observed latency. One of the main factors in finding this ''good'' replica is the network distance in terms of RTT (round trip time) between the client and the possible content servers. Thus, it is important for content distribution service providers to know these distances in order to make good choices.
Other examples where multiple copies of the same item are stored in the Internet are the peer-to-peer file sharing applications such as Gnutella and Napster. Here again, while searching for a specific file, the user can be directed to one out of several currently on-line copies, but it will be beneficial to direct the user to the ''closest'' copy. New emerging peer-to-peer overlay network applications can also use distance information in order to make the overlay network ''distance aware''. But, in this overlay network it will make very little sense to connect clients from say San Francisco, to peers in, say New York. Thus it is important to accommodate distance information when constructing peer-to-peer overlay networks [4] .
The importance of retrieving network distance information as indicated by the above examples has resulted in several approaches toward collecting such information. Due to the substantial overhead both in terms of delay and network traffic, a number of projects aimed at collecting network distance information and distributing it to various applications are gaining popularity [5] [6] [7] somewhat less accurate [8, 6] , and they require a special dedicated complex infrastructure. To address these drawbacks a light-weight approach of using ''landmarks'' has been recently proposed [4, 9] . In this approach the distance information is computed from measuring distances from the client to a small number of well-known landmarks. Although this approach provides good distance information, it also requires the construction and maintenance of dedicated infrastructure of landmarks, and some on-line measurements. Techniques that require messaging during distance estimation are termed ''on-line'' and the others are referred to as ''off-line''. On-line techniques are typically time consuming and require high overhead of messages.
Our goal in this paper is to propose and study a network distance estimation technique that does not involve on-line measurements or a dedicated infrastructure. The main idea is to use static information for this purpose. One wellknown type of such information is the geographic location of the host. As geographic distances are believed to be insufficient in predicting network latency [10] , we propose a new off-line metric called DEPTH, which is the average RTT from a given network element to the nearest backbone network (precise definition is given later in the paper). Our approach is to use multi-variable regression techniques that exploit the combined information contained in these metrics to predict the minimum RTT. To contrast our results with on-line metrics, we use the number of hops and the number of autonomous systems on the route, both of which require on-line traffic for measurement.
The first step towards answering our question was to collect real Internet data. This was done using traceroute servers. Overall we performed more than 600,000 traceroute operations using more than 3000 hosts and 24 servers (10 sets of traceroutes between each host-server pair), worldwide. The data was split into training and test sets. The training data was used for performing the regression analysis and the test data was used to study the performance of closest server selection. Based on the statistical analysis we design an algorithmic framework that computes an approximated network RTT from the given static data. The metrics were evaluated to measure their performance in the context of performing topologically aware operations such as server selection. We observe that DEPTH together with quadratic distance provides the best off-line metric and it performs similar to the best on-line metric.
It is important to note that our technique does not require any infrastructure, and it can be easily deployed using existing extensions of the DNS service known as DNS-LOC [11] . This is basically a format defined in RFC1876 [12] that allows addition of location information to the DNS service. Using similar methods or extensions to the fields defined in RFC1876, one can add additional information such as geographic location and depth. Then, either the host, the local DNS server, or the application (CDN, P2P) server can perform our algorithm (which is a very simple computation) and choose the desired server.
The main contributions of this work are threefold.
• We identify the network depth as an important off-line metric that provides (in combination with location information) enough information to enable accurate topologically aware operations.
• We provide a detailed statistical analysis of various offline and on-line metrics, and provide an analytical study of the correlation of these variables.
• We show that topologically aware server selection can be done without any need for dedicated infrastructure or on-line measurements. Furthermore, the accuracy of such server selection is similar to the best on-line methods, and the deployment of our scheme is immediate.
The rest of this paper is organized as follows. In the next section, we further discuss the different approaches for topological distance data and explain our proposed framework. Then in Section 4 we explain our data collection process, and in Section 5 we provide the statistical analysis of the data. In Section 6 we present and discuss the performance of our method for the problem of closest server selection. Finally, we conclude with pointers to future research in Section 7.
Related work
The correlation between different network metrics such as the number of hops on the route and RTT has been lately revisited due to the availability of new measurement infrastructures and tools. Skitter [13] is a tool that measures the forward path and round trip time (RTT) to a set of destinations by sending probe packets through the Internet. Based on this tool, several reports have been published lately that address correlation between different network parameters [14] [15] [16] . However, as far as we are aware, none of these reports provide a rigorous statistical analysis of the data with respect to multi-variable correlation and the joint ability of off-line metrics to predict the RTT.
The work of Carter and Crovella [10] studied the benefits of static vs. dynamic server selection. They report that dynamic selection is much better than static one. However, their study deals with server network load which is itself dynamic. Also, the static approach they considered did not use the combination of various metrics like in our approach. Moreover, we are introducing the new metric -DEPTH -which has not been studied before.
Realizing that dynamic server selection may cause significant network overload, several efforts have been launched for performing network measurements in order to provide network distance estimation. IDMAPS [8, 6 ] is one such effort. In the IDMAPS architecture, dedicated tracers placed in the network perform on-line measurements. A set of information servers use these measurements to compute and disseminate distance information to hosts that request such information.
Recently, in [4] a off-line approach to the distance estimation problem based on network landmarks was proposed. This scalable approach can provide estimations that are good enough for topologically aware operations such as server selection. In their proposal the authors do not distinguish between servers that are within 10 ms of each other for computation of server selection accuracy. This is a reasonable approach (in our studies we have tried deviations of 10-50 ms) as it matters very little which server we choose if they are sufficiently close in terms of network distance. As opposed to [4] , our approach is easier to deploy as it does not require the maintenance of a dedicated infrastructure of landmarks.
Several variations of the landmark approach has been explored recently. Ref. [17] explores the accuracy of embeddings of virtual coordinates in Euclidean space using the concept of virtual landmarks. The distance to a virtual landmark is defined as a linear combination of distances to actual landmarks. A similar mechanism for dimensionality reduction using principal component analysis has been proposed in [18] . Lighthouses [19] is a random strategy to select landmarks for computing a new nodes' coordinates. Mithos [20] is a strategy that uses the closest landmarks to compute the coordinates of new nodes for better accuracy of computing short distances. A hybrid mechanism was proposed in [21] along with an efficient strategy for computing the closest servers. It has been also shown to be robust against malicious users. The authors in [21] observe that maintenance of explicit landmarks is an overhead and study the effect of using locations of other nodes as landmarks. However, off-line techniques based on linear regression have not been studied before.
Distance estimation metrics: off-line vs. on-line
We classify the techniques for Internet distance measurement into on-line and off-line. On-line techniques require messaging during the computation of network distance, whereas off-line techniques only rely on measurements taken at other times. By definition, off-line techniques can not be aware of dynamic factors such as server load and network congestion. However, the low message complexity and the quick computation of network distances makes off-line estimation an attractive choice. This paper seeks to design an off-line technique that is comparable in performance to on-line techniques.
On-line distance measurement
On-line measurement using ping, traceroute, or application specific probing packet is performed whenever distance information is needed [10] . This technique generates information on the fly, upon request, but it creates both a significant amount of traffic overhead and delay. In addition, the retrieved information may be subject to dynamic local conditions, i.e., the RTT information is valid only for the exact time of the measurement and it may reflect local temporary congestion. This may be good if we want to use this type of information, but in most cases the introduced overhead traffic may be high.
For providing the distance information to a large number of clients without significant delay, the IDMAPS [8, 6] project that deploys special measuring infrastructures has been proposed. It suggests the use of a set of ''tracers'' that continually measure the network, and a set of information servers that can provide the requested distance information for applications that might need it. It has been demonstrated [8, 6] that such techniques generate much less overhead traffic and are capable of providing fairly accurate information. However, there is a need to create and maintain the special infrastructure of tracers and servers. In addition, monitoring traffic is still generated in the network.
Off-line distance measurement
To address the issues with the other approaches, a new light-weight technique has been proposed lately. A number of ''landmark'' servers are placed at well-known points in the network. Each client (server) locates itself according to the relative distances to these landmarks. Several techniques have been proposed to carry out the exact computation [22, 4] . Yet, one needs to place and maintain the landmarks, and as pointed out in [4] one should make sure that these servers are capable of handling all the probing traffic. In fact, in [4] the authors estimated that each landmark should be able to handle as much as 2700 pings per second. Several variations of the landmarks based approach has been proposed in recent years [18] [19] [20] 17, 21] . Of these off-line approaches, [21] is the only one that attempts to compute the coordinates without using explicit landmarks. Our approach of using linear regression and the novel metric -DEPTH -is significantly different from it.
Our approach
We propose a solution that generates very little on-line measurements like in [22, 4] but does not require a dedicated infrastructure. It can be deployed very easily and quickly using existing protocols and it provides fairly accurate information as we show in Section 5.
The main idea is that each network element will be associated with local static information. An example of this information is the geographic location, i.e., its latitude and longitude. The main requirements from this information are that it will be static (may change only over several days or weeks) and that it can be made available to each machine. Another critical requirement is that there should be an efficient way to compute the network RTT between two network elements given their static information. We will show later in this paper that such information is indeed available. Now this information can be made part of the DNS system using the extension to the protocol as defined in RFC1876 [12] (see [11] for a similar implementation of the RFC known as DNS LOC). Basically, for each host, the DNS server will have a field that represents the geographic location of the host together with its name and IP address(es). This, of course, can be expanded to contain additional local static information as required. For users connecting to the Internet using mechanisms such as dialup, DSL, ADSL or cable modem, the DHCP (Dynamic Host Configuration Protocol) protocol is typically used for dynamically assigning IP addresses. All IP addresses available to a DHCP server can be associated with a single geographic location. Later (in Section 6), we show that for the problem of closest server selection, the off-line metrics of the client are not needed. Hence, the inaccuracy in geographic location corresponding to some IP addresses will effect the accuracy of server selection only when such users behave as content providers. Moreover, the inaccuracy will typically be limited to a few tens of miles, as most service providers have at least one DHCP server in each city.
There are several possible ways to use this information in order to perform server selection. The host that needs to select a server can retrieve the data related to all the possible servers, compute the distances, and select the best one. Another possibility is that some of the DNS servers will have the ability to perform the computation based on the host information that is provided with the query and send the preferred server name to the host. A third possibility is that the computation will be done by special application servers. For example in the CDN case, this could be a specific server, sometimes called the Network Director, that redirects client requests to the chosen replica. Note that once our approach is adopted, all three schemes can be used and each application can choose its best method to use the data.
The depth metric
As pointed out before, geographic location information appears to be insufficient to allow accurate enough topology-aware operations such as server selection. We want to define another static variable that can be used to improve the accuracy. To this end, we define the DEPTH of a node to be the average RTT from a node to the backbone. In order to make this definition more rigorous we define the set of Class 1 carrier networks, worldwide, to be the Internet backbone. This definition is backed by the recent findings in [23] that defines a set of 20 AS's to be the Internet ''dense core''. We actually used the networks of the AS's as defined in [23] .
Now for each user we calculate the average RTT to this dense Internet core. If the traffic from a host passes through more than one such network, then the DEPTH is defined as the weighted average of the RTT to these networks, where the amount of traffic to each network is the weight. Based on all the minimum RTT traceroutes from the servers, the average depth of the server as well as the average depth of each client is computed. A depth is therefore a single number associated with every host. When computing the network distance, we also refer to the summation of the client and the server depths as the DEPTH, and the use will become clear from the context.
The key idea behind using this variable is that in addition to the geographic distance that clearly effects the RTT, the number of sub-networks in the route from the host to the Internet core plays a significant role in its network distance. A bay-area host that is connected directly to one of the backbones will have a considerably shorter RTT to the East-cost compared to another host, that is located at the same geographic area, but is connected through a 3rd level ISP that is connected through a local ISP to the Internet backbone.
Data collection

Methodology
Since US is highly populated with machines and networks compared to the rest of the world, we wanted to study the US data in isolation. The measurements that we collected between end hosts in the US are collectively referred to as the US-data. However, to get a broader picture and observe relations across the globe, we also collected and studied a second set of data, called the World-data, for which the hosts are spread across the globe outside of US.
We used traceroute as our tool for data collection. Several web-servers (see list in [24]) can execute traceroute to any machine on the Internet. These web-servers are referred to as servers in the remaining paper. The US-data is based on measurements from 8 servers and the World-data is based on 16 servers. Only those machines, that execute traceroute and for which we know the geographic location precisely (at least up to the city level), were picked up as servers. Similarly, the client set used in our study are only those hosts for which the location information 1 is known. Since our focus in this work is on off-line metrics (as discussed in Section 3), we tried to eliminate the effect of network congestion and network dynamics (such as route updates and failures) from our measurements. All measurements between a server and a client are based on the minimum RTT traceroute from a set of 10 traceroutes performed during various times of the day. Fig. 1 shows how the total summation of minimum RTT changes when a new set of traceroutes is taken into account. For the USdata, we observe that beyond 6th set of traceroutes, the percentage improvement in sum total of all minimum RTT measurements drops below 1%. This shows that additional measurements have insignificant impact on the value of the minimum RTT indicating that the measured value of RTT is highly accurate. For the World-data the sum total of all minimum RTT measurement changes only by less than 1% after the 3rd set of traceroutes. This shows that 10 sets of traceroutes for every client-server pair produces a good approximation for the minimum RTT between them.
To obtain the output of traceroute performed at the servers, we used the wget utility on Linux to fetch the corresponding website. The HTML output produced by wget is then parsed to obtain the relevant metrics for the study.
Our study is based on both on-line and off-line metrics. We study on-line metrics and combinations of on-line and off-line metrics only for reasons of comparison with off-line metrics.
• HOPS (On-line): It is the number of hops between two nodes, obtained from the output of traceroute.
• AS (On-line): It is the number of Autonomous Systems on the route. The names and the IP addresses of the intermediate routers are available from the output of traceroute. A change in IP network prefix and also a change in the network domain name indicates that the traceroute probe has very likely entered a new AS.
• DIST (Off-line): It is the geographic distance between two nodes while taking the Earth's curvature into account.
• DEPTH (Off-line): The depth for each node (client and server), as defined in Section 3, is computed by processing all the traceroute data.
Data sets
The details of the World-data set and the US-data set are described below.
• World-data: The names and locations of the 16 servers that are used for the World-data are presented in Table  1 . The set of 664 clients was a mix of web-servers for universities and libraries from around the world outside US. We use the Class 1 carrier networks [23] as the set of core networks for computing the depth.A quick look at the plot of RTT vs. the geographical distance in Fig. 2(a) reveals three clusters. The first cluster with the lowest distance mostly comprises of measurements from clients and servers in Europe. The second cluster around a geographical distance of 9000 km reflects mostly measurements between hosts in Europe/Australia and Asian countries such as China, Japan, India, etc. The third cluster around 16,000 km is mostly measurements between hosts in Australia and Europe.
• US-data: The set of 8 servers that we used for measurements were geographically separated in the US. Their names and the locations are presented in Table 2 . A set of 1578 web-servers for US libraries was used as clients [25] . The geographic information was in terms of the name of the city which was converted to latitude and longitude using a conversion tool provided by the US Census Bureau [26] . Once again the Class 1 carrier networks [23] were used as core networks.
We randomly split the US-data and World-data sets into training and test sets. The training set is used for performing the regression analysis (Section 5). The test set is used to study the performance of closest server selection (Section 6). 
Regression analysis
In this section we analyze the training data with the goal of finding a predictive model for minimum RTT. First, we build a model based on DIST, HOPS, and AS as the predictors. Second, we build a model based only on the off-line metrics, i.e., DIST and DEPTH. Then we compare these two models from a statistical aspect. The statistical tool Splus [27] has been used for all the analysis presented in this section. A model is called off-line if it involves off-line metrics only, otherwise it is called an on-line model.
World-data
A scatter plot of RTT against AS in Fig. 2 (c) reveals very little relationship between them, while a scatter plot of RTT against HOPS in Fig. 2(b) shows an increasing relationship. A plot of RTT against DIST in Fig. 2(a) shows an increasing relationship up to 11,000 km (approximately) and a decreasing relationship thereafter. Thus, a quadratic equation on distance seems to be a better fit. However, distance has a very high correlation with RTT (see Table 3 ), Table 4 and thus even a linear equation on distance will perform well. AS has very small correlation with RTT while the correlation between HOPS and RTT is moderate. For performing linear multi-variable regression, it is critical to ensure that the metrics are not highly correlated with each other. All outliers have been removed using Cook's distance measure. To check the presence of multicollinearity among the predictors, we computed the condition number, which is the square root of the ratio of the largest Eigen-value to the smallest Eigen-value of the correlation matrix of the predictors. A condition number larger than 15 is considered to be an indication of presence of multicollinearity. The corresponding number here is found to be equal to 2.4422, which is small enough to suggest the absence of any multicollinearity. Thus, Akaike Information Criteria (AIC) [28] , the likelihood version of Mallows C p statistics, may be used for model selection.
First, a linear regression model is fitted with DIST, HOPS, and AS as the predictors. Then the function 'step' in 'Splus' is applied to obtain the AIC statistics. The R 2 statistic indicates the fraction of variation that can be explained by a given prediction model. By removing AS, the AIC statistics increased from 12,575,848 to 12,946,555, and the multiple R 2 dropped from 0.7848 to 0.7782 (see Fig. 4 ). Though an increase in the AIC statistics suggests that the variable being removed from the model is important, but the amount of change in the AIC statistics and the R 2 values indicate that by removing this predictor, we lose very little. On the other hand, the estimation error in the coefficient of this variable may inflate the prediction error for RTT. Running the function 'step' on the reduced models, the AIC values indicate that no more variables should be removed. Now we add a quadratic term on distance to this model and the R 2 value increased significantly to 0.8768. Thus, our first model is to regress RTT with a quadratic term in distance and a linear term in hops. Now we build the best off-line model using the metrics DIST and DEPTH. The scatter plot of RTT against DEPTH in Fig. 2(d) shows an increasing linear relationship. A linear regression on DIST and DEPTH produces an R 2 value of 0.7845. Running the function 'step' on this model, the AIC statistics indicates that none of the variables should be removed. Adding a quadratic term in distance to this model improves the R 2 value to 0.8841. Thus our final off-line model is to regress RTT on DIST with a quadratic term, and DEPTH. Fig. 3 shows that both of the above models provide good prediction accuracy, although the R 2 values indicate that DIST and DEPTH (quadratic) performs slightly better.
US-data
In the US-data, the scatter plots of RTT against DIST, HOPS and DEPTH (Figs. 4(a), (b) , and (d)) reveal a linear relationship with RTT. No visual relation is found with AS. The correlation matrix (Table 5) Table 6 suggests that DIST is the best predictor for RTT, while AS has very little influence on RTT. First, we consider only three predictors -DIST, HOPS, and AS. The correlations between these predictors are not big enough to cause any multicollinearity. By removing the predictor AS, the AIC statistics increased from 680,182 to 679,864, and the multiple R 2 dropped from 0.4539 to 0.4534 (see Fig. 6 ). The small decrease in multiple correlation and an increase in the AIC clearly suggest that AS should be removed from the model. Running the function 'step' on the reduced models, the AIC values indicate that no more variables should be removed. Now we replace the predictor HOPS by the predictor DEPTH, and the R 2 value increased to 0.4805. To be consistent with the world data, we add a quadratic term in distance. This improves the R 2 value marginally for both the models -(1) distance with hops, and (2) distance with depth, indicating that the quadratic term is not that important for the US-data. However, we kept the quadratic term in our final models, as suggested by the AIC statistics and to be consistent with the world data.
The regression equation based on a quadratic in DIST and a linear term in HOPS explains 45.6% of the variance in RTT (R 2 = 0.4559), while the regression equation based on a quadratic term in distance and a linear term in depth explains 48.5% of the variance in RTT (R 2 = 0.4851). The observed vs. predicted plots for both the models (Fig. 5) show that the two models perform alike. Thus, through completely off-line metrics we achieve a comparable RTT prediction model.
A linear term in distance is adequate enough for the US-data, while we require a quadratic term in the same variable for the World-data. However, it will be misleading to conclude that the relationship of RTT on distance is different for the two cases. A closer investigation of the estimated quadratic function of the distance in the World-data reveals that the change in the gradient is prominent when the distance is around 12,000 km. The function is almost linear for small values of distances. All the distances in the US data are less than 4500 km and thus the effect of the quadratic part, if any, is unobservable. Hence, distance (in quadratic form) and depth are found to be reasonably good predictors for RTT and the models are found to be consistent for both the data sets.
Closest server selection
In the previous section we analyzed the data statistically to come up with a predictive model for RTT. Based on the regression results, we found that DEPTH along with DIST (quadratic) is the best off-line model for distance estimation. Now we want to evaluate the quality of these models with respect to the ''goodness'' of the topology-aware operations, particularly the closest server selection. Here, we are interested in identifying the closest server from a given set of servers without taking into account the dynamic variables such as network congestion and server load. We also seek a solution which will compute the closest server quickly with minimum extra traffic.
Our algorithm works as follows. Given a client and a set of possible servers, each with its location and depth information, we estimate RTT from the client to each of the servers by first computing the geographic distance from the location information and the total depth (obtained by adding the client depth with the server depth), and then plugging in these two numbers into the corresponding regression equation. Then we choose the server with the smallest estimated RTT. Since the regression equations are linear in the total depth, there is no need to use the client depth, as it adds a constant to the network distances of the servers from this particular client. Therefore, for our server selection algorithm, the only information needed is the client's geographical location and both the geographical location and depth of the servers. This makes our approach highly scalable, as only the servers need to compute the depth. In addition, as the DEPTH of the clients is not needed for server selection, this approach easily applies to mobile clients as well.
In our collected traceroute data, we observed that several clients were not able to reach all the servers. The accuracy results that we present here only take those clients into account that reached all the 16 servers in the case of the World-data and all the 8 servers in the case of the US-data. In addition, the data set used in this evaluation was obtained from the test set (not the training set that was used to derive the regression models). For the World-data-test set (Fig. 6) , 132 clients were able to reach all the 16 servers and we have used only those clients for computing the accuracy of server selection. For the US-data-test set (Fig. 7) , the corresponding number is 150 clients. Following recent approach of forgoing a small amount of deviation of RTT [4] , we explore the accuracy of server selection for different allowable deviations from the optimal choice. We also study deviation from optimal in terms of ordered ranking of servers. Note that for purposes of server selection there is no difference between DIST and DIST + DISTSQ, as both the metrics use the same independent variable and both are monotones. We use the model derived from the training half of US-data (Worlddata) to study performance on the test half of the US-data (World-data). We have observed that the model of Worlddata can also be applied to the US-data to obtain similar results. 2 The most striking observations from Fig. 6 and Fig. 7 are threefold. First, the accuracy of using the best off-line model (DIST + DISTSQ + DEPTH) for choosing the closest server is very high, 90% accuracy for an allowed deviation of 30 ms. Second, the best off-line model performs much better than the RANDOM approach, where the server is chosen randomly. Third, the accuracy of the best off-line model is not significantly different from the best on-line model, which requires higher probing overhead.
Conclusions
In this paper, we studied the ability to perform accurate topology-aware operations such as server selection using only static information. Our study was based on four metrics, namely Geographic distance, Number of hops, Number of Autonomous Systems (AS), and Depth, out of which only the Geographic distance and Depth are off-line parameters. The other two were included for the sake of comparison. Based on our detailed study of various combinations of these parameters using regression analysis, we found that Depth along with geographic distance in quadratic form is the best off-line model for distance estimation. From the study on server selection we observe that our off-line approach performs as well as the best on-line approach. Thus by deploying our distance estimation technique in the Internet, low overhead and low latency distance estimation can be readily performed with high accuracy. We have shown that with support from DNS system for including location information, the Depth and location measurements can be readily made available to clients for enabling fast distance estimations.
One of the limitations of our research deals with the need to measure the depth of the server using traceroute. This needs to be repeated whenever there is significant change in traffic which could be several days to weeks. We are exploring solutions to further reduce the frequency of traceroutes and trying to find alternate techniques for Depth measurement as some routers may not support traceroute queries. Our proposed approach requires support from the DNS system for maintaining location and Depth information of the servers. One of the challenges that has not been addressed in the present work is related to mobile servers. For such servers computing Depth and updating the DNS periodically requires novel approaches that are being explored. Clearly, in some cases there might be a need for higher levels of accuracy than the one provided by the off-line scheme. In such cases one can incorporate our methods along with online, or semi on-line techniques, achieving better server selection at the cost of increased network overhead. The off-line approaches [18] [19] [20] [21] based on the idea of landmarks [17] has been shown to reduce the number of dimensions (or metrics) needed for estimating the RTT, without losing any accuracy. We are investigating techniques for combining our approach with other such off-line approaches for improving the overall performance.
