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Selected Abbreviations and Symbols 
V  Average velocity 
12C4 1,4,7,10-tetraoxacyclododecane 
15C5 1,4,7,10,13-pentaoxacyclopentadecane 
B0 Static magnetic field 
BMIM BF4 1-Butyl-3-methylimidazolium tetrafluoroborate 
BMIM OTf 1-Butyl-3-methylimidazolium trifluoromethanesulfonate 
c Concentration 
d Centre-centre distance between two ions 
D Self-diffusion coefficient 
Db Bound ligand diffusion coefficient 
Df Free ligand diffusion coefficient 
DMPIM TFSA 1,2-Dimethyl-3-propylimidazolium bis(trifluoromethylsulfonyl)imide 
e0 Charge of an electron 
E Applied electric field 
EG Ethylene glycol 
EMIM BF4 1-Ethyl-3-methylimidazolium tetrafluoroborate 
EMIM FSA 1-Ethyl-3-methylimidazolium bis(fluorosulfonyl)imide 
EMIM TFSA 1-Ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide 
eNMR Electrophoretic nuclear magnetic resonance 
ePGSTE Electrophoretic pulsed gradient double stimulated echo 
ES Einstein-Smoluchowski (relation or equation) 
EW Electrochemical window 
fη Correction factor for viscosity 
FID Free-induction decay 
FE Force imparted to ion due to an electric field (E) 
g Gradient pulse strength 
g Magnetic field gradient (normally spatially homogenous) 
G Gibbs free energy 
i, j, k Unit coordinate vectors 
I Quantum spin number 
Ix, Iy, Iz Nuclear magnetisation along the x-, y- and z-axis, respectively 
, ,x y zI I I   
Unit vector along the x-, y- and z-axis, respectively 
IL Ionic liquid 
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IR Infrared 
J Number of moles passing through a unit area per second 
j Diffusive flux 
ji Current density or charge flux 
KD Dissociation constant 
KS Stability constant 
L Distance between two electrodes 
L Inductance 
M Observed nuclear magnetic resonance signal 
M0 Thermal equilibrium magnetisation 
m Mass of the ion 
MD Molecular dynamics 
MW Molecular weight 
N Number of collisions 
N Number of jumps 
n Number of quantum coherences 
NE Nernst-Einstein (relation or equation) 
NMR Nuclear magnetic resonance 
p Coherence order 
Pb Bound population of ligand 
Pf Free population of ligand 
PFG Pulsed field gradient 
PGSE Pulsed gradient spin-echo 
PGSE-J J-compensated pulsed gradient spin-echo 
PGSTE Pulsed gradient stimulated echo 
q Elementary charge 
Q Quality factor 
R Ideal gas constant 
r Radius 
r Spatial position of a spin 
R Resistance 
RF Radio-frequency 
S Attenuation of the echo signal 
s Surface area 
SE Spin echo (sequence) (or Hahn echo (sequence)) 
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SES Stokes-Einstein-Sutherland (relation or equation) 
SNR Signal-to-noise ratio 
T Temperature 
t Time 
t Time for temperature equilibration 
tC Time for collisions 
T1 Spin-lattice or longitudinal relaxation time constant 
T2 Transverse or spin-spin relaxation time constant 
U Applied voltage (electrophoretic nuclear magnetic resonance) 
u Fluctuating component (dispersive process) 
V Volume 
vd Drift velocity 
ve Terminal (steady state) velocity 
vL Lagrangian velocity field 
x, y, z Cartesian coordinates 
zi Electric charge of species i 
ziF Charge bore by 1 mole of ions 
Greek Letters  
λq Pitch of the magnetisation helix 
uabs Absolute mobility 
µ Conventional or electrophoretic mobility 
µNE Calculated electrophoretic mobility from Einstein-Smoluchowski relation 
µ Magnetic moment 
µ0 Magnetic permeability 
µ
°
 Chemical potential 
γ Gyromagnetic ratio 
Δ Difference (change in) 
Δ Diffusion time 
ΔJ J-compensated diffusion time 
δ Gradient pulse duration 
η  Viscosity 
ηF Filling factor 
Λ Molar conductivity (from electrophoretic nuclear magnetic resonance) 
ΛNE Calculated conductivity from Nernst-Einstein relation 
ΛImp Conductivity from impedance spectroscopy 
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ρ Density 
σ Specific or ionic conductivity 
τC Time between collisions 
τ Total displacement time 
τc Reorientational correlation time 
ϕ  Zero-order phase shift 
ω Larmor frequency 
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Abstract 
Liquid electrolytes, commonly regarded as salts or salt solutions with a boiling point below 
100 °C, are increasingly finding applications in numerous fields. The relationships between the 
structure and molecular dynamics of liquid electrolytes have yet to be fully understood despite 
considerable interest in the field. The aim of the research in this thesis was to explore and identify 
such relationships in order to provide a basis for future design of task-specific liquids electrolytes 
through manipulation of their structure.  
The first stage of this research was to validate the experimental methodology using a simple 
model system, i.e., crown ethers, and the understanding attained from this model system was 
applied to comprehensively study more complex systems, i.e., pure ionic liquids (ILs). Finally, 
ILs doped with lithium hexafluorophosphate (LiPF6) salt were investigated for their suitability as 
battery liquid electrolytes. 
Three nuclear magnetic resonance (NMR) pulse sequences: pulsed gradient stimulated echo 
(PGSTE), pulsed gradient spin-echo (PGSE) and J-compensated pulsed gradient spin echo 
(PGSE-J), were used and experimental issues including background gradients, systematic errors 
and J-modulation investigated. It was found that J-modulation (due to J-coupling) was the 
dominant experimental issue resulting in differences between the measured diffusivities from each 
pulse sequence. This contribution was minimised by determining a suitable diffusion time (ΔJ) for 
each pulse sequence (ΔJ = 0.28 s). The measured self-diffusion coefficient, D, from each pulse 
sequence using the optimised diffusion was verified by accurate and precise (± 5%) measurement 
of the diffusion coefficient of a simple system of 10 mM ethanol (EtOH) in D2O using 
1
H NMR 
(DEtOH ≈ 1.05 × 10
-9
 m
2 
s
-1
).  
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The PGSTE NMR pulse sequence and validated methodology developed was then applied to two 
crown ethers; 1,4,7,10-tetraoxacyclododecane (12C4) and 1,4,7,10,13-pentaoxacyclopentadecane 
(15C5) ether in D2O. Ion association between the Li-ions and the crown ethers in aqueous lithium 
chloride (LiCl) and crown ether solutions were explored using relative 
7
Li and 
1
H self-diffusivities 
of lithium (DLi) and crown ethers (D12C4 and D15C5)  for 12C4 and 15C5, respectively, as a 
function of crown ether concentration ([crown]). The diffusion data was analysed using the 
Kärger two site binding model with appropriate modifications to calculate the dissociation 
constant, KD. Two cases were considered: 1) the diffusion coefficients of the species were 
unaffected by the change in solution viscosity due to the increasing crown concentration, and 2) 
the change in solution viscosity effects the measured diffusion coefficients and is required to be 
corrected for within the model. The Kärger two site binding model was modified in case 2 by 
incorporating a correction factor (fη) relating to diffusion at infinite dilution that corrects for 
viscosity changes.  
It was shown that compared to non-aqueous solutions, the binding between the Li
+
 and crown 
ethers in these systems was weak. The binding affinity was shown to be dependent on viscosity as 
case 1 and 2 calculated different KD values. When changes in solution viscosity were properly 
accounted for, correct interpretations of the binding model were obtained. The strongest binding 
was observed for 12C4 and 15C5 in case 2 with KD = 1.34  0.01 and KD = 0.19  0.16`, 
respectively. Simultaneous conversion between 1:1 and 2:1 binding complexes may be present as 
the model successfully fits the data for additional binding sites. Li-ion association in the 
equilibrium state (thermal equilibrium) was found to be unaffected by [crown] for 15C5 with 
DLi/D15C5 = 1.6, and relatively unaffected by 12C4 with DLi/D12C4 ≈ 1.4. The conductivity of the 
crown ether systems were measured (Λ) over the same molar range and used to describe the ionic 
situation. Calculated conductivities (ΛNE) of 12C4 (ΛNE-12C4) and 15C5 (ΛNE-15C5) were calculated 
xiv 
 
 
 
and it was observed that the ionic state (with electric field) was more sensitive to [crown], 
decreasing from Λ12C4/ΛNE-12C4 = 0.55 to 0.51 and Λ15C5/ΛNE-15C5 = 0.54 to 0.46. 
Once the molecular dynamics of the crown ether solutions were understood, the physicochemical 
and electrochemical properties of six perfluorinated 1-alkyl-imidazolium based ILs; 1,2-dimethyl-
3-propylimidazolium bis(trifluoromethylsulfonyl)imide (DMPIM TFSA), 1-ethyl-3-
methylimidazolium bis(trifluoromethylsulfonyl)imide (EMIM TFSA), 1-ethyl-3-
methylimidazolium tetrafluoroborate (EMIM BF4), 1-butyl-3-methylimidazolium 
tetrafluoroborate (BMIM BF4), 1-butyl-3-methylimidazolium trifluoromethanesulfonate (BMIM 
OTf) and 1-ethyl-3-methylimidazolium bis(fluorosulfonyl)imide (EMIM FSA) were studied. In 
this study the self-diffusion coefficients, viscosities and electrophoretic mobilities were measured 
at ambient temperature. Several experimental issues were found: RF interference, gradient 
constancy, radiation damping and background gradients. These are discussed in detail with 
solutions proposed. An acceptable variation (< 5%) of the measured diffusion coefficients 
determined using the three pulse sequences was obtained when the appropriate ΔJ was used for 
each experiment. PGSE and PGSE-J were found to overestimate the diffusion coefficient. The 
PGSTE pulse sequence was shown to measure accurate diffusivities independent of optimised 
diffusion time or which 
1
H NMR peak was integrated for data analysis and was therefore used in 
subsequent experiments. Self-diffusion coefficients had higher precisions than current literature 
values and the diffusivity of BMIM OTf had not been determined previously. High-order 
molecular structuring hypothesized to cause small discrepancies between the measured diffusion 
coefficients was not evident as the diffusion coefficient was independent of the diffusion time. 
Electrophoretic NMR (eNMR), a relatively unexplored technique, was used to study ILs. Several 
experimental issues were found: difficulties in shimming, signal loss, phase shift problems, 
sample damage, bubble formation and induced temperature changes. These are discussed in detail 
xv 
 
 
 
with solutions proposed. Measured diffusion coefficients were analysed using the Einstein-
Smoluchowski (ES) and Nernst-Einstein (NE) relationships to predict the electrophoretic 
mobilities (µNE) and molar conductivities, respectively. Calculated electrophoretic mobilities were 
2-3 times lower than measured mobilities. The experimentally measured electrophoretic mobilities 
(µ) were used to calculate the ionic (σ) and molar conductivities which in turn, were analysed 
using Walden and ionicity plot analysis. Calculated and measured electrophoretic mobilities were 
compared to investigate ion association, as well as relative cationic (D+) and anionic (D-) 
diffusivities.  
Similar ion sizes and multiple binding sites from ion solvation and/or aggregate formation resulted 
in the Kärger two-site binding model being unsuitable for describing the binding correlations for 
pure ILs, with alternative methods for investigation of binding and association discussed.  
Evidence supporting the existence of three electric field dependent bulk phase changes under the 
influence of an applied electric field for EMIM BF4 is shown here for the first time; 1) E = 0-50 V 
m
-1
, 2) E = 50-1000 V m
-1
 and 3) E > 1000 V m
-1
. All ILs were observed to have high levels of 
dissociation in the ionic state with Λ/ΛNE ≥ 2, except EMIM FSA with Λ/ΛNE ≥ 1.3. The ionic 
environment is conducive to greater ion dissociation then the equilibrium state as Λ/ΛNE > D+/D- 
for all ILs. Promotion of dissociation was found to be greater for some ILs than others; A small 
increase, (Λ/ΛNE)/(D+/D-) ≈ 1.5, is observed for BMIM OTf, DMPIM TFSA and EMIM FSA, a 
moderate increase, (Λ/ΛNE)/(D+/D-) ≈ 2.1, for BMIM BF4, and large increase, 
(Λ/ΛNE)/(D+/D-) ≈ 2.8, for EMIM BF4 and EMIM TFSA. EMIM TFSA gave the largest 
conductivity (Λ = 18.90 S cm2 mol-1) and greatest promotion of ion dissociation in both the 
equilibrium (D+/D- = 1.8) and ionic (Λ/ΛNE = 5.1) states. 
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ILs were doped LiPF6 (0-0.6 M) and these systems were characterised using a combination of 
techniques including viscosity, conductivity, transference number, Walden and ionicity plots, 
NMR and eNMR. Diffusivities were found to be > 10
-11
 m
2
 s
-1
. Electrophoretic mobilities were 
found to be > 10
-9
 m
2
 V
-1
 s
-1
 and cationic (µ+) and anionic (µ-) mobilities converged towards 
µ+ = 2-4 and µ- = 6-9 × 10
-9
 m
2
 V
-1
 s
-1
, respectively. Lithium
Li
( )µ   and hexafluorophosphate
6PF
( )µ  mobilities also converged when [LiPF6] > 0.3 M to Liµ  ≈ 5 and 6PF
µ  ≈ 10 × 10
-9
 m
2
 V
-1
 s
-1
, 
respectively. Viscosity increased by an average of 30-35% with [LiPF6] and the cationic effect on 
viscosity was greater than anionic. Ionic conductivity was shown to be independent of 
concentration in the range studied, converging to σ = 6-8 × 10-3 S m-1 when [LiPF6] > 0.4 M for 
all systems. The lithium transference number increased with [LiPF6] for all systems and was 
found to be greatest in DMPIM TFSA with +LiT = 0.168. Systems were identified which could be 
used in high conductivity and lithium mobility applications, such as Li-ion batteries. 
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1.1. Batteries: The Electrochemical Revolution 
1.1.1. The Electrochemical Cell 
Electrochemical cells are either galvanic or electrolytic. Galvanic cells contain spontaneous 
reactions, i.e., occurring on their own, and result in the transfer of electrons from one species to 
the other. Electrolytic cells are not spontaneous and electrical energy is required to initiate the 
reaction. Basic cells contain two electrodes, the anode and cathode, and an electrolyte. Energy is 
released from (or stored in the cell if an external potential is applied) by a coupled chemical 
reaction which occurs at the surface of the electrodes; reduction at the cathode and oxidation at 
the anode, known as a redox reaction. The redox reaction is the key element to understanding how 
electrochemical cells function, determining their properties and how energy storage and 
production occurs. The standard reduction potentials for half-cells (E
0
) are measured relative to 
the potential of a standard hydrogen half-cell given by, 
 2 0
1
H e H           V
2
E 0    , (1) 
under standard conditions: (H
+
) = 1 M and pressure (1 atm). The cell potential is calculated 
from the standard reduction potentials of both half-cells for the cathode (
0
cathodeE ) and anode (
0
anodeE ), which is given by, 
 
0 0
cathode anodeE E E  . (2) 
Consider the following redox reaction: 
3 
 
 
 
 
 
2+ 0
2+ 0
2+ 2+
 
 
(oxidation)                     Zn Zn + 2e    E 0.76V
(reduction)         Cu 2e  Cu               E 0.34V
(overall)          Zn + Cu Zn + Cu     E 1.10V


  
   
  
, (3) 
where zinc is being oxidised and copper is being reduced. Since the potential of this cell is 
positive, the reaction is spontaneous, and electrons are transferred from zinc to copper. This 
transfer of electrons is how energy is stored or produced in cells. In order for this energy (or 
electricity) to be utilised, such as in an electrical circuit, the transfer of electrons must pass 
through the circuit. This is done by physically separating the redox reaction (or cell) into two half-
reactions (or half-cells) as shown in Figure 1. As the reaction progresses and electrons flow from 
the cathode to the anode via the circuit, zinc ions dissolve into solution from the cathode and 
copper ions deposit on the anode, creating a positive and negative charge-imbalance, respectively. 
This is counter-acted by a salt-bridge which allows the migration of ions, in this case sulfate ions 
from copper sulfate and zinc sulfate, to flow freely between two cathodic and anodic solutions, 
neutralising the charge-imbalance. 
 
4 
 
 
 
 
Figure 1: Physical separation of a redox reaction into two half-reactions using an anode made of zinc, a 
cathode made of copper and joined by a sulfate salt-bridge, commonly referred to as a Daniell cell (or wet 
cell), named after John Frederic Daniell (1836). 
 
 
1.1.2. History of Batteries 
Batteries consist of either a single electrochemical cell or a collection of cells connected in 
parallel or series. Cells were first constructed by Alessandra Volta, an Italian scientist who, 
in 1794, demonstrated that stacked discs of copper and zinc separated by a pad soaked in 
brine water produced a voltage; the Voltaic pile. 
The next advancement came from a French scientist, Georges Leclanché, who invented the 
dry cell (or Leclanché cell) shown in Figure 2, in 1866 [1, 2]. This formed the basis for 
modern day batteries with improved battery performance (Section 1.1.3). The cathode is a 
carbon rod and the anode is a zinc case that forms the structural housing of the cell. An 
insulating plastic cap prevents the cell from short-circuiting by physically separating the 
cathode and anode at the top. In order for the chemical reaction to occur in a dry cell, the 
transport of the ions between the two electrodes is required; this is the function of the 
5 
 
 
 
electrolyte (Section 1.1.4). The electrolyte of a dry cell consists of reactants mixed into a 
moist paste with minimal free liquid, which is where the ‘dry’ part of the name originates. 
For Leclanché cells, the electrolyte paste is a mixture of zinc chloride (ZnCl2) and 
ammonium chloride (NH4Cl). The cathode and anode are made of manganese oxide (MnO2) 
and zinc (Zn), respectively. The redox reaction for the dry cell is given by, 
 2 s 4 aq s 2( ) ( ) ( ) (3 s 3 2 2 s 2 l) ( ) ( )2MnO +2NH Cl +Zn Mn O +Zn NH Cl +H O( ) , (4) 
with sub-script (s), (aq) and (l), indicating the solid, aqueous or liquid state. Dry cells have 
voltages of ~1.56 V, short lifetimes and contain acidic components, making them dangerous if 
ruptured. They also irreversibly convert chemical energy into electrical energy, i.e., non-
rechargeable, which is known as a primary battery.   
 
Figure 2: Components of a Leclanché cell (dry cell). Figure adapted and reproduced with permission from 
Ball [3]. 
 
Lewis Urry [4] improved the dry cell with his invention of the alkaline battery in 1950. This  
involved replacement of the acidic paste with a basic moist paste, where the base amount was 
kept constant leading to increased lifetimes of the cell. The cathode and anode are made of 
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manganese oxide (MnO2) and zinc (Zn), respectively. Typical voltages for primary alkaline 
batteries are 1.54 V with the redox reaction given by, 
 (s) 2(s) (s)(s) 2 3 Zn  +2MnO ZnO +Mn O  . (5) 
Primary batteries are limited because eventually the reactants are consumed; however, the 
invention of the rechargeable lead-acid battery (Figure 3) in 1859 by French physicist Gaston 
Planté [5] was a major advance. The lead-acid battery is a secondary battery, meaning the redox 
reaction can be reversed by applying a current to the cell, increasing the concentration of the 
reactants. The lead-acid battery has a low energy-to-weight and energy-to-volume ratio, however; 
the capability of high surge currents (450 Ah), high capacity (10 Ah) (Section 1.1.3) and low cost 
to manufacture were important for use in many applications, such as modern car batteries. The 
cathode and anode are made of lead-dioxide (PbO2) and lead (Pb), respectively. Typical voltages 
of lead-acid cells are ~2V, with the redox reaction given by, 
 
2 +
s 2 s 2 4( ) ( ) ( )aq aq 4 s( ) ( ) 2 (l)Pb +PbO +2H SO +2H 2PbSO +2H O
  . (6) 
Early designs included an exhaust vent or opening in these batteries to replace water and release 
hydrogen gas due to electrolysis from over-charging according to the following redox reaction, 
 2 l 2( ) ( ) 2 )g g(2H O 2H +O . (7) 
Modern rechargeable lead-acid car batteries are sealed as they produce only heat and O2 which is 
reduced at the opposite electrode. 
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Figure 3: Diagram of one cell of a lead-acid battery with typical voltage of 2 V. These cells are connected 
in series in order to generate sufficient voltage for the required application, e.g., 6 cells in series to generate 
12 V. Figure reproduced with permission from Larsen [6]. 
 
The next improvement in secondary batteries was the invention of the nickel-cadmium (Ni-Cd) 
battery (Figure 4) invented in 1899 by Swedish scientist Waldermar Jungner [7]. The construction 
of the Ni-Cd battery has each electrode physically held apart by a separator. The function of the 
separator is to facilitate the transport of ions in solution between each electrode whilst 
simultaneously stopping the electrodes from touching which would short-circuit the cell. The 
separators are generally made from polymeric membranes which are porous and electrochemically 
stable [8]. Ni-Cd batteries offer good cell lifetimes, increased capacities (from 2 to several 
hundred Ah, dependent on battery size) and have a particular advantage of supplying a full rated 
capacity at high discharge rates. The disadvantages of these batteries are the increased cost 
compared to lead-acid batteries, environmental impact from toxic cadmium and poor self-
discharge (Section 1.1.3) of ~10% per month at 20 °C, made them less attractive, and alternatives 
were of interest. The cathode and anode are made of nickel-metal hydride (NiO(OH)) and 
cadmium (Cd), respectively. Ni-Cd cells have typical voltages of ~1.4 V, with the redox reaction 
given by, 
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 ( ) ( ) ( )s ( )s 2 l 2 s 2( )sCd +2NiO OH +2H O Cd( ) ( ) ( )OH +2Ni OH . (8) 
 
 
Figure 4: Diagram of a secondary Ni-Cd cell with Cd anode and NiO(OH) cathode. A separator is 
positioned between the two electrodes stopping them from contacting and short-circuiting the cell. Figure 
reproduced with permission from Larsen [6]. 
 
Further improvements to batteries were made by replacing the Cd anode with a hydrogen 
absorbing metal alloy, in what is known as a nickel-metal hydride (Ni-MH) battery. After the 
development of a cobalt-aluminium modified lanthanum-nickel hydrogen storage alloy [9]. Metal 
alloys used in modern Ni-MH cells consist of lanthanum-enriched Mischmetal; 50% lanthanum, 
30% cerium, 14% neodymium and other rare earth metals [10]. The construction of Ni-MH 
batteries are similar to Ni-Cd (Figure 4), however, some additional safety features were added. A 
reusable fuse that stops current flow due to temperature or current limitations was placed in series 
with the cell [11]. Catalysts were incorporated that absorbed the potentially damaging hydrogen 
gas produced from electrolysis. Additionally, a safety vent was built into the caps of larger cells 
that release the hydrogen gas due to severe overcharging [12]. The environmentally friendly 
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design of Ni-MH cells, i.e., with the capability to be recycled [12], was advantageous over Ni-Cd 
cells. Additionally, there was little to no memory affect (Section 1.1.3) on Ni-MH cells, giving 
them an increased lifetime.  
Consumer electronics developed in quickly after the 1980’s creating a demand for higher powered 
batteries which were smaller and lighter than Ni-MH. Over the period of two decades, the Li-ion 
cell was born. Lithium was first proposed as a suitable candidate for batteries by Whittingham in 
1970 [13]. Safety concerns due to lithium’s high reactivity with oxygen and water initially 
hindered its widespread use. Basu investigated the use of intercalation of lithium within graphite 
as an alternative lithium-metal based electrode [14, 15]. Two years later, the introduction of 
lithium cobalt oxide (LiCoO2) as the cathode and lithium-metal as the anode provided a 
rechargeable cell with typical voltages of ~4 V [16]. After this came the batteries using the 
reversible intercalation of lithium within graphite by Yazami and Touzain [17], however, 
degradation of the cells electrolyte during charging limited its use. Further developments to Li-ion 
cells included the incorporation of manganese spinel [18], lithium enriched carbonaceous material 
[19] and polyanion cathodes [20], which greatly improved Li-ion battery safety as lithium-metal 
electrodes were no longer required. 
Early Li-ion batteries generally used anodes made from graphite and cathodes made from LiCoO2 
or lithium manganese oxide (LiMnO2) [21]. These have been replaced by lithium nickel cobalt 
manganese oxide (NCM), lithium manganese oxide (LMO), lithium nickel cobalt aluminium 
oxide (NCA), and lithium iron phosphate (LFP) [22] which reduce the use of expensive cobalt and 
increase the capacity. 
Electrolytes for these batteries are usually a mixture of electrochemically stable organic 
carbonates, such as diethyl carbonate or ethylene carbonate, in combination with non-coordinating 
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anions such as lithium hexafluorophosphate (LiPF6) [23]. The redox reaction for a Li-ion battery 
with anodic lithium graphite (LiC6), and cathodic CoO2 is given by, 
 6 2 2LiC + CoO C6 + LiCoO . (9) 
 
1.1.3. Battery Performance 
There are many types of batteries available to fulfil the requirements of various applications. Each 
cell of a battery can be modified using different materials for the cathode, anode, electrolyte or 
separator. The properties of a battery may change during use (under a load), charging/discharging 
and over the lifetime of the cell. 
The property of greatest importance in a battery is its capacity, i.e., the amount of potential 
chemical energy stored in the cell. The capacity of a battery is related to the active electrode 
material contained within the cell. When pressure is constant, the chemical potential is given by 
[24], 
 
, , j i
i T P N
G
N


 
   
 
. (10) 
where G is Gibbs free energy, Ni is the amount of the active species, and Nj is the amount of all 
other species in the mixture.  
The voltage of each cell, however, is independent on the size of the cell. Battery capacity is 
measured in Coulombs (C) or units of electric charge of ampere-hour, or amp-hour (Ah), where 
3.6 C = 1 Ah. It should be noted here that the capacity is not synonymous with the energy 
delivered by the battery; amp-hour is not a unit of energy.  
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The energy (W) from the battery is calculated based upon the power output (P) given by [25], 
 
0 0
W
t t
Pdt VIdt
 
   , (11) 
where V and I are the batteries discharge voltage and current, respectively, generally functions of 
time. The discharge voltage may vary over time and so the standardised rating of capacity reflects 
the battery’s possible output current over a 20-hour period at 20 °C, e.g., a 100 Ah battery can 
produce a consistent current of 5 A for 20 hours. Maximum capacity is favourable for battery 
applications; increased capacity results in maximum duration of circuit (or device) operation. 
Battery capacity can be increased through manipulation of the electrodes. Different electrodes 
combinations have different energy densities, defined as the amount of energy able to be stored 
per unit volume (or mass, referred to as specific energy). The energy densities for the materials 
used in common batteries are given in Table 1. 
 
Table 1: Specific energy (or energy densities) for common batteries [26-28]. 
Electrochemical Cell Specific Energy (Wh/kg) 
Lead-acid 20-40 
Ni-Cd 20-40 
Ni-MH 50-70 
Li-ion 50-240 
 
The duration that a battery can maintain its level of charge whilst in storage is another feature of 
interest; known as self-discharge. Minimal self-discharge rates are advantageous for all batteries. 
Primary cells have been shown to decrease capacity by 2-3% per year when stored at ambient 
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temperatures [29]. This phenomenon occurs without any load due to chemical reactions that do 
not carry any current, known as side-reactions. Secondary cells are affected to a greater extent 
than primary cells, with self-discharge rates of 10% in the first 24 hours, then 10% per month after 
that for Ni-Cd cells, and 15-30% over one year for Ni-MH [30]. An advantage of Li-ion batteries 
is their low self-discharge rate of 1.5-2% per month [31]. Increased storage temperatures were 
shown to increase the rate of self-discharge for all cells [32-35].  
The memory effect (or battery memory) is an issue that affects predominately Ni-Cd and Ni-MH 
cells, however, does exist in Li-ion cells to a lesser extent [36]. A decrease in the cells maximum 
capacity is observed when the cell undergoes repeated shallow discharges over a large number of 
cycles [37-40].  
 
1.1.4. Electrolytes: Conducting Ions in Batteries Since 1794 
When the electrodes of a cell are placed into an electrolyte and a voltage is applied, typicall y 
an electrochemical reaction (redox) occurs at the surface of each electrode, and ions are 
transported between the two electrodes (Section 1.1.1). This is the main function of the 
electrolyte; to facilitate the transport of ions between the two electrodes in order for the 
redox reactions to occur, thereby, producing or storing energy.  
The range of materials used for the electrolyte is quite diverse. Common materials consist of 
mixtures of ZnCl and NH4Cl for dry cells, sulfuric acid for lead-acid cells, potassium 
hydroxide for Ni-Cd and Ni-MH cells, and combinations of stable organic carbonates and 
non-coordinating anions for Li-ion cells. 
The electrolyte may be either actively or passively involved in the redox reaction. Sulfuric 
acid in the lead-acid cell actively participates in the redox reaction (Eq. (6)), by reacting with 
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each electrode during charging and discharging. Electrolytes of Li-ion cells are passively 
involved in the redox reaction; interacting and transporting Li-ions from one electrode to the 
other, however, do not chemically react with either of the electrodes or the Li-ion. The 
interaction of the electrolyte with the electrode is known as “wetting” the electrode. 
Li-ion cells are considered wet cells, meaning they contain a moderate to high amount of free 
liquid in the electrolyte.  Early organic solid electrolytes composed of polyethylene oxide and 
lithium perchlorate were shown to decompose under normal working conditions of the cell 
[17]. Modern Li-ion cells use mixtures of carbonates, such as ethylene carbonate, propylene 
carbonate, dimethyl carbonate, diethyl carbonate and methyl ethyl carbonate [31], combined 
with non-coordinating anionic salts such as LiPF6, lithium hexafluoroarsenate (LiAsF6), 
lithium perchlorate (LiClO4), lithium tetrafluoroborate (LiBF4) and lithium triflate 
(LiCF3SO3) [41-43] which do not degrade easily. The performance of the cell is essentially 
dictated by the electrolyte which limits the rate of mass flow between the two electrodes.  
An optimal electrolyte should meet some minimal requirements as follows: 1) have a wide 
electrochemical window (EW) in order to remain chemically stable despite the strong 
oxidising and reducing potentials of the electrodes (EW’s are explained in more detail later in 
Section 1.3.3), 2) facilitate good ionic conduction (i.e., transport of ions) between the 
electrodes and also be an electronic insulator (i.e., reduce current flow of lone electrons, thus 
decreasing self-discharge rates), 3) be environmentally friendly, containing either non-toxic 
or recyclable materials, 4) be inert to other cell components such as the separator, and 5) be 
robust to withstand the mechanical, electrical and thermal stresses of manufacture and use.  
Early liquid electrolytes for Li-ion batteries served as a medium for reversible intercalation 
[13, 44]. Li-ions were able to diffuse into the layered (or tunnel) structures of the electrodes 
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using a “host-guest” type of chemistry (Figure 5) [45]. There, the Li-ion (guest) balances the 
redox reaction of the LiCoO2 and graphite sheet (host lattice) by intercalating or 
deintercalating.  
 
 
Figure 5: Intercalation of Li-ions (green dots) with a LiCoO2 cathode (blue rectangle, left) and anodic 
graphite sheets (grey hexagonal sheet, right). The electrolyte is shown as large light blue circles. The 
transport direction of the Li-ions depends on the charging/discharging cycle, in this case; the cell is being 
discharged as the Li-ions are moving from the cathode to the anode. 
 
With the incorporation of carbonaceous anodes [23, 46, 47] came another breakthrough; the 
decomposition of the electrolyte via reduction at the anode to form a protective film known as the 
solid electrolyte interface (SEI) [48, 49]. Formation of the SEI occurs once during the initial 
charge cycle, improving subsequent anode-to-electrolyte interactions thus improving capacity 
stability, i.e., reducing self-discharge. Additionally, the SEI serves as a high quality ionic 
conductor and simultaneously an electronic insulator which are favourable properties for battery 
technology. 
For an electrolyte to be suitable it is required to dissolve high concentrations of the Li salt, have 
low viscosity for efficient ionic transport, be liquid over a large temperature range and be made 
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from non-toxic materials. Electrolytes with polar groups, such as carbonyl (C=O), nitrile (C≡N), 
sulfonyl (S=O) and ether linkages (-O-) are essential for their ability to dissolve sufficient salt 
concentrations and obviate reduction at the cathode.  
Ionic transport throughout a battery is described by a two-step process: 1) simultaneous solvation 
and dissociation of the ionic compound (Li-ions) from the electrode material through electrolytic 
polar interactions, and 2) migration of these ions from one electrode to the opposite electrode. 
Solvation occurs through construction of an oriented primary solvation shell (or coordination 
shell) around the Li-ions by the electrolytes cation and/or anion; generally limited to four 
coordinating electrolyte molecules with respect to Li-ions [50-53]. The charged Li-ion is thus 
compensated for through this solvation shell and is considered neutral during the migration 
process [54]. Ionic conductivity (σ) (discussed in more detail in Section 2.3.1 and 2.3.3) reflects 
the cathodic and anodic influences on the migration of the ion in terms of ion concentration (ci) 
and ionic mobility (µi) and is given by, 
 i i i
i
c µ Z e  , (12) 
where Zi is the valance charge of species i, and e is the unit charge of an electron. The ionic 
mobility of an ion is of great interest and discussed in detail in Section 2.3.2. Typical values for 
ionic conductivity of liquid electrolytes are 1-100 mS cm
-1
 [55-59]. In multi-component systems, 
such as an electrolyte with dissolved lithium-based salt, only the conduction of Li-ions are of 
value to the performance of the battery; without the migration of lithium the circuit is not 
complete and no useful energy can be utilised. The quantification of this portion of current carried 
by Li-ions, which is the rate limiting step at which the battery operates, for an AB salt which 
dissociate completely into monovalent ions is known as the transference number (tLi) which is 
given by, 
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
, (13) 
discussed in more detail in Section 2.3.5. Typical values for lithium transference numbers in 
aqueous solutions are 0.20 to 0.40 [50, 54, 60-62]. Maximal transference numbers are optimal for 
batteries to obviate issues such as increased impedance due to concentration polarisation from 
relatively greater anionic transference than cationic [43]. 
Methods to improve ionic conductivity of lithium based systems have focused on either increasing 
the dissociation capabilities of the electrolyte, i.e., dissolving more Li-salt, or enhancing Li-ion 
mobility. For a single salt system, only the anionic counterion may be varied. For increased 
dissociation of the lithium-salt, the anion must be significantly electronegative, however, the 
solvation shell created must be moderate in size, based upon the Stokes-Einstein-Sutherland (SES) 
[63, 64] relation where the ionic mobility varies inversely with the solvation radius (ri) given by, 
 i
i
1
6
µ
r
 , (14) 
where η is the viscosity of the system. Larger polymeric anions were investigated, and although 
the transference number approached 1, the ionic conductivity was severely hindered, making them 
unsuitable for Li-ion battery applications [65-69].  
The measurement of self-diffusion coefficients, D, is a method for investigating the interactions 
and transport properties of electrolytic ions. Self-diffusion is discussed in greater detail in 
Section 2.1 and 3.7.3. Species specific information can be obtained through self-diffusion 
coefficients, providing characterisation and a molecular understanding of binding associations and 
solvation [70-75], and ionic conduction and mobility [59, 76-79] of liquid electrolytes. Typical 
self-diffusion coefficients for neat liquid electrolytes are 1-10 × 10
-11
 m
2
 s
-1
 [57, 80-84]. 
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1.2. Liquid Electrolytes: The Future of Batteries 
Liquid electrolytes are commonly regarded as salts or salt solutions with a melting point below 
100 °C. This can be expanded to incorporate liquids which are largely made of ions and short-
lived ion pairs. They are synonymous with ionic melts, ionic fluids, fused salts, and liquid salts. 
They are generally referred to as any substance which contains free ions, ultimately making them 
electrically conductive, and here we simplified them into four main classes: pure ionic liquids 
(ILs), ionic solutions, polymer-salt (polymeric anion) systems and crown ether systems (Figure 6). 
ILs are often confused with ionic solutions where although similarities are frequent, there is a key 
difference between the two. Pure ILs (Figure 6 A) contain no solvent to dissolve the ions. 
Conversely, ionic solutions contain such solvents (Figure 6 B), such as aqueous NaCl. ILs and 
crown ether systems are of interest in this thesis due to their unique set of properties, with 
backgrounds to both types of liquid electrolytes presented in turn below. 
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Figure 6: Schematic representations of the four categories of liquid electrolyte: IL (A), ionic solution (B), 
polymer-salt (C) and salt-crown ether (D). Cations are represented by , anions by either  or a red line 
for polymer polyanion, and solvent by . 
 
Liquid electrolytes are relatively dense and thus possess many common properties of dense liquids 
or molten salts, such as high viscosity. However, common liquid electrolytes contain organic 
cations, but molten salts contain only inorganic cations (Figure 7). 
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Commonly used cations in liquid electrolytes: 
 
 
 
  
1,2-Dialkyl-
pyrazolium 
1-Alkyl-3-methyl-
imidazolium 
N,N-Dialkyl-
piperidinium 
N,N-Dialkyl-
pyrrolidinium 
N-Alkyl-
pyridinium 
    
 
N-Alkyl-
thiazolium 
Tetraalkyl-
ammonium 
Tetraalkyl-
phosphonium 
Trialkyl-
sulfonium 
 
Commonly used anions in liquid electrolytes: 
Water-immiscible        Water-miscible 
PF6
-
 
TFSA
-
 
BR1R2R3R4
-
 
 
BF4
- 
OTf
-
 
N(CN)2
-
 
 
CH3CO2
-
 
CF3CO2
-
, NO3
-
 
Br
-
, Cl
-
, I
-
 
Al2Cl7
-
, AlCl4
-
 
Figure 7: Common cations (top) and anions (bottom) found in IL systems. Combinations of these cations 
and anions have been used to prove the concept of task-specific design of ILs [85, 86]. The work in this 
thesis focuses on combinations of 1-alkyl-3-methylimidazolium based cations and tetrafluoroborate (BF4), 
trifluoromethanesulfonate (OTf) and bis(trifluoromethylsulfonyl)imide (TFSA) anions. Figure modified 
from Stark and Seddon [87]. 
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Crown ethers differ from ILs by containing a macrocyclic ring which can chelate an ion. 
Abbreviated nomenclature for crown ethers is mCn, where m is the number of atoms in the cyclic 
ring and n is the number of ether groups. Crown ethers were first synthesised by Pedersen in 1967 
[88] and the macrocyclic structure of the two crown ethers used in this project, i.e., 12C4 and 
15C5, are shown in Figure 8. The ring consists of a repeating ethyleneoxy unit (i.e., CH2-CH2-O-) 
forming a cyclic compound where its size is dependent upon the number of repeated units, e.g., 
12C4 = 4, 15C5 = 5 and 18-crown-6 (18C6) = 6 units. Study of these simple electrolyte systems 
was useful for understanding more complex systems. 
 
 
Figure 8: Structure of 12C4 (A), 15C5 (B) and 18C6 (C). 12C4 and 15C5 were used in this study and have 
internal diameters of 1.2-1.4 and 1.7-2.2 Å [89, 90], respectively. 
 
Numerous crown ether systems have been studied [90-97] with a variety of ions such as Li
+
, Na
+
, 
K
+
, Rb
+
 and Cs
+
. Ion-macrocycle association was shown to be dependent upon multiple factors; 
the number and arrangement of the ligand binding sites, substitution on the macrocyclic ring, 
nature of the solvent, and complementary ring size binding of the cation [90] (Section 1.6.2). 
ILs are salts with a delocalised charge on either the cation, anion or both, which may contain 
asymmetric structures [98]. There are countless combinations of cations and anions, with more 
than 1 million binary and 10
18
 ternary ILs possible [99]. This diversity means ILs are useful in a 
vast number of fields such as chromatography, transition metal catalysis, asymmetric synthesis, 
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biomaterials and material science polymers [100] and novel electrolytes for energy applications 
such as batteries, fuel cells, and solar photochemical cells [101, 102]. ILs typically have high 
hygroscopy, viscosities and conductivities, negligible vapour pressures (and therefore reduced 
flammability), low volatilities, low melting points and large liquidus ranges; all desirable 
properties for use as safe electrolytes in high performance batteries [101, 103-106]. 
1-Ethylimidazolium based ILs have been studied widely for potential Li-ion battery electrolytes 
[107-113]. The cation is robust which leads to high EW of ~4 V [105, 114-116].  
For energy applications, determination of the contribution to the ionic conductivity from Li-ions is 
important. Ionic conductivities for ILs range between 0.01-1 S m
-1
 at ambient temperature [114, 
117]. The motion of Li-ions was best described by the structural mechanism given by Bedrov et 
al. [118] where the exchange of solvating anions in the first coordination shell provides 
movement. Research from Borodin et al. [119] supported this finding and stated this mechanism 
contributes 30% of the total diffusion of the Li-ions. The advantage of such diverse 
electrochemical and physicochemical properties of ILs provides the ability to construct task-
specific systems. This advantage is reinforced as both ILs and crown ether systems allow self-
aggregation to occur resulting in strongly ordered local environments [101], and this has been 
confirmed by MD simulations [120-122]. Research of multiple systems is required to design 
systems with desired properties. 
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1.3. Current Research on Liquid Electrolytes 
This section summarises properties that have been previously determined for each IL system, with 
a focus on 1-alky-3-imidazolium based cations. 
 
1.3.1. 1-Ethyl-3-methylimidazolium and Derivatives 
EMIM (Figure 9) based ILs typically have high thermal stabilities and low viscosities and ionic 
conductivities; making them suitable for battery electrolyte technologies [83, 123-126]. The 
hygroscopic nature of EMIM based ILs means an inert environment must be maintained in order 
to preserve the desired properties. Significant research has been performed on ILs with this cation 
and derivatives of EMIM [57, 77, 121, 127-135]. 
 
 
Figure 9: EMIM cation commonly used in many IL experiments. 
 
Numerous anions have been coupled with EMIM (Table 2). The TFSA-ion is a common anion 
used and the thermal properties, density, viscosity, ionic conductivity and nanostructural 
heterogeneities have been studied [57, 77, 121, 131, 134, 135]. The formal negative charge on this 
anion was found to be significantly delocalised due to the strong electron-withdrawing 
trifluoromethanesulfonyl groups. The electrochemical stability of TFSA
-
 proved valuable for 
battery applications, with a stable EW ~5 V [136, 137]. Cationic and anion diffusion coefficients 
were reported as D+ = 5-6 and D- = 3-3.5 × 10
-11
 m
2
 s
-1
 [57, 80, 84], respectively, however, the 
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relatively high diffusivities of EMIM TFSA did not translate to high ionic conductivity 
(0.45-0.84 mS cm
-1
) [57, 111, 138] at 298 K. Formation of neutral aggregates may occur due to 
induced ion-pairing of TFSA
-
, indicated by an unexpectedly low viscosity (η = 30-40 cP) [57]. 
Cationic and anionic mobilities were also measured: µ+ = 84 and µ- = 76 × 10
-9
 m
2
 V
-1
 s
-1
 [57, 80, 
84, 138], respectively.  
PF6
-
 is another anion for which simulations predicted low diffusivities (D+ = 3.09 and 
D- = 1.96 × 10
-11
 m
2
 s
-1
), and conductivity (4.47 mS cm
-1
) at 360 K [132]; making this anion less 
attractive compared to EMIM TFSA. EMIM PF6 showed increased conductivity (10 mS cm
-1
)
 
at 
343.75 K with polymer based systems [139]. 
The viscosity (20 cP) [130, 131] and conductivity (1.01 mS cm
-1
) [131], of EMIM dicyanamide 
were determined. The low viscosity is favourable, however, does not translate to high ion 
conductivity.  
BF4 as the anion has been researched widely with two well-defined properties of interest to battery 
electrolytes reported; temperature-dependent conductivity (1.3-1.5 mS cm
-1
) [57, 131, 140] and 
viscosity (31-36 cP) [57, 80, 131, 140-142]. This anion showed promise with its moderate ionic 
conductivity, despite a slightly larger viscosity when compared to EMIM dicyanamide. This was 
reflected through measured diffusivities (D+ = 4.5-5 and D- = 3.6-4 × 10
-11
 m
2
 s
-1
) [57, 80, 81, 
141], and mobilities (µ+ = 96 and µ- = 91 × 10
-9
 m
2
 V
-1
 s
-1
) [80]. A recent precise measurement (± 
7%) of the electrophoretic mobilities for pure EMIM BF4 was made by Zhang [143], who reported 
significantly lower mobilities (µ+ = 0.89 and µ- = 0.80 × 10
-9
 m
2
 V
-1
 s
-1
). An applied electric field, 
E, was suggested to change the ionic environment of the IL by affecting the Coulombic 
interactions between ionic species leading to different salt dissociation, solvation and spatial 
orientation [80]. Additionally, investigations into molecular organization of 1-alkyl-3-
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methylimidazolium based ILs have shown that the extension of the alkyl chain length to ≥ 4 
results in the formation of micelle-like structures in aqueous solutions [144, 145], whilst ion-
pairing and ion caging effects influence the dynamics of ILs in a complex manner [143]. This may 
partially account for the two-fold difference in results and has become a focus of discussion in 
Section 7.2.4.  
Another IL of particular interest was EMIM FSA, with properties well suited to electrochemical 
applications: high ionic conductivity (1.5-1.65 mS cm
-1
) [111, 138], diffusivities (D+ = 7-7.35 and 
D- = 6.2-6.6 × 10
-11
 m
2
 s
-1
) [82, 84, 141, 146], low viscosity (13-25 cP) [80, 84, 111, 138], and 
superior mobilities (µ+ = 280 and µ- = 340 × 10
-9
 m
2
 V
-1
 s
-1
) [80].  
Twenty different anionic amino acids in conjunction with EMIM
+
 provided information on the 
liquid-state equilibrium and transport properties, such as density, polarity, transference number 
and ionic conductivity [147]. However, all systems studied were shown to have unsuitable ionic 
conductivities (1-10 × 10
-4 
mS cm
-1
). 
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Table 2: Summary of structural details for various anions used in combination with EMIM. 
Name of IL 
Structure of 
anion/s 
Ref 
EMIM TFSA 
 
[57, 77, 127, 131] [121, 
135] 
EMIM OTf 
 
[77] 
EMIM BF4 
 
[57, 131] 
EMIM PF6 
 
[121, 132, 133, 139] 
EMIM dicyanamide 
 
[130] 
EMIM salts with chloride and nitrate as 
anions  
[132] 
1-Alkyl-3-methylimidazolium based salts  [134] 
EMIM with 20 naturally occurring amino 
acids 
 [147] 
 
Derivatives of EMIM with various anions have been researched in detail and their structures given 
in Table 3. BMIM BF4 does not possess properties of interest for a Li-ion cell, with low ionic 
conductivity (0.35-0.4 mS cm
-1
) [82, 131, 146, 148], diffusivities (D+ = 1.45 and D- = 1.34 
× 10
-11
 m
2
 s
-1
) [82, 141, 146], and high viscosity (100 cP) [82, 131, 141]. Nevertheless, BMIM 
BF4 served as a useful IL of which to compare more suitable candidates (e.g., EMIM BF4), 
allowing investigation of the structural role the cationic species plays in altering the physical 
properties of the IL. This formed a point of discussion in Section 7.2.4. Research into longer side 
chain modifications of EMIM [149, 150] revealed an increased tendency for ion association. 
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Conductivity inversely varied with pressure, verified by experiment and theoretical calculations 
[151]; important in battery cells where build up of gases may effect the cells performance. 
Succesful prediction of the dissociation constants of ILs was achieved and validated on 32 ternary 
ILs [128]. Similarly to BMIM BF4, DMPIM TFSA was not considered a suitable candidate for 
Li-ion battery applications with low ionic conductivity (0.26 mS cm
-1
), diffusivities (D+ = 1.50 
and D- = 1.48 × 10
-11
 m
2
 s
-1
), and high viscosity (100 cP) [83], yet enabled identification of 
property changes due to cationic structural modifications. 
 
Table 3: Summary of structural details for combinations of EMIM derivatives with various anions. 
Name of IL Structure of cation 
Structure of 
anion 
Ref 
DMPIM ethylsulphate 
  
[128] 
DMPIM TFSA 
  
[130] 
BMIM BF4 
 
 
[131, 133, 146, 
152] 
BMIM PF6 
  
[133, 150] 
1-Hexyl-3-methylimidazolium 
PF6   
[152] 
1-Octyl-3-methylimidazolium 
PF6   
1-Octyl-3-methylimidazolium  
BF4   
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 The next variation to EMIM cations focused on aromatic and non-aromatic based ILs with their 
structures given in Table 4. Pyridinium based ILs show promise for use as battery electrolytes 
with 1-butylpyridinium BF4 and 1-butylpyridinium TFSA [57] showing high ionic conductivity 
(2 mS cm
-1
), however, these ILs have low diffusivities (D+ = D- = 1-2 × 10
-11
 m
2
 s
-1
) and high 
viscosity (50 and 100 cP), respectively. This was attributed to increased cationic size and weight 
which limited their incorporation into cells. The large EW [82, 131, 141] of 1-butyl-1-
methylpyrrolidinium tris(pentafluoroethyl)trifluorophosphate (6.8 V) [130] is an attractive feature 
for electrochemical cells; not being easily degraded by the strong oxidising or reducing nature of 
the electrodes. The limitation of this IL is its substantial viscosity (270 cP), leading to poor ionic 
conductivity. 
 
Table 4: Summary of structural details for combinations of aromatic and non-aromatic derivatives of 
EMIM with various anions. 
Name of IL Structure of cation 
Structure of 
anion 
Ref 
1-Butylpyridinium BF4 
 
 
[57] 
1-Butyl-4-methylpyrrolidinium TFSA 
  
1-Butyl-1-methylpyrrolidinium 
tris(pentafluoroethyl)trifluorophosphate  
 
[130] 
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1.3.2. Simulations of Liquid Electrolytes 
Numerous MD simulations have been performed in order to determine the structural and 
thermodynamic properties of both pure and mixed liquid electrolytes. 1,3-Dimethylimidazolium 
Cl and 1,3-dimethylimidazolium PF6 have high hygroscopy, forming coordinated structures 
around water molecules at ≤ 75% water content; with varied IL motion proportional to water 
content [153, 154]. Studies of the effect that alkyl chain length has for BMIM BF4, 1-octyl-3-
methylimidazolium BF4 and 1-octyl-3-methylimidazolium Cl showed this caused greater ion 
aggregation in aqueous ILs; with BMIM
+
 having higher diffusion coefficients than 1-octyl-3-
methylimidazolium cations [155]. A similar effect was demonstrated with EMIM Cl with ethanol 
(EtOH) and 1-propanol [156].  
Jiang et al. conducted experiments with varied concentrations of aqueous 
1-octyl-3-methylimidazolum nitrate to identify nanostructural organisation of the systems and 
their relationship with water content [157]. Polar networks were shown to be dependent on water 
content; forming at low content and becoming disrupted at higher content. Cationic micelle 
formation was shown at high concentrations of water with the simultaneous creation of water 
networks.  
The anion in alcohol based ILs, EMIM Cl and EMIM PF6, with both methanol and ethanol, were 
shown to play a predominate role in the thermodynamic and structural properties of the system; 
with strong interactions of anionic Cl
-
 and PF6
-
 to methanol compared to cationic EMIM
+
 [154, 
158, 159]. The mutual diffusion coefficients of two highly diluted ILs, EMIM TFSA and BMIM 
TFSA, were calculated in water, (EMIM TFSA) D = 92 and (BMIM TFSA) D = 85 × 10
-11
 m
2
 s
-1
,  
and in methanol, (EMIM TFSA) D = 161 and (BMIM TFSA) D = 153 × 10
-11
 m
2
 s
-1
; larger than 
neat ILs as expected. The IL was highly dissociated, proportional to the degree of polarity of the 
solvent [127].  
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Hansen and McDonald studied a simulated model system which contained cubes housing 216 ions 
and simulated trajectories of random motion with 5 × 10
4 
time steps [160]. This model 
successfully predicted the self-diffusion coefficient (950 × 10
-11
 m
2
 s
-1
) and conductivity (3200 
mS cm
-1
), at high temperatures, 1267 K, and these matched relevant experimental results [161]. 
Although not practical temperatures for use in consumer electronics, the accurate prediction of 
motion and conduction is desirable for intelligent design of task-specific ILs.   
Canongia-Lopes et al. [162] simulated the solvation properties of BMIM PF6 in polar and 
associating solvents of hexane, acetonitrile, methanol and water. It was shown that in acetonitrile, 
the anion is preferentially solvated by the methyl groups, however, in methanol the opposite is 
true; important information for selecting compatible solvents for battery electrolytes. Methanol 
and water interact equally with the anionic species, dominated by hydrogen bonding. Hexane was 
shown to have low solubility with BMIM PF6, making it undesirable for an ionic transport 
medium. 
 
1.3.3. Electrochemical Window of Liquid Electrolytes 
The EW of ILs is a relatively simple concept describing the redox potential for a given solution, 
and these are used as a screening process for the suitability of liquid electrolytes for 
electrochemical applications. A review of available literature data is given in Table 5. A 
maximum EW for ILs is approximately 6-7 V, with water contamination reducing this to 
approximately 1.6-4.4 V for commons ILs [163], thought to occur due to water electrolysis [164]. 
Maximum EW’s are desirable for use in high energy applications, as the degradation of the liquid 
electrolyte may reduce its ionic conductivity or “wetting” capability at the electrodes. 
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Table 5: Review of the EW’s of ILs available in the literature. 
Name of IL Abbreviation 
VCat 
(V) 
VAn 
(V) 
EW 
(V) 
Reference 
1-(3-Methoxypropyl)-1-
methylpiperidinium TFSA 
MOPMPIP 
TFSA 
-1.93 2.75 4.68 [165] 
1-(2-Methoxyethyl)-1-methylpiperidinium 
tris(pentafluoroethyl)trifluorophosphate 
MOEMPIP 
TPTP 
-1.75 2.12 3.87 [165] 
N-Butyl-3-methylpyridinium dicyanamide BMPY DCA -1.25 1.71 2.96 [165] 
N-(3-Hydroxypropyl)pyridinium 
TFSA 
HPPY TFSA -1.12 2.69 3.81 [165] 
N-Hexylpyridinium TFSA HPY TFSA -1.22 2.74 3.96 [165] 
1-Butyl-1-methylpyrrolidinium 
trifluoroacetate 
BMPYRR TFA -2.85 1.35 4.20 [165] 
1-Butyl-1-methylpyrrolidinium TFSA 
BMPYRR 
TFSA 
-2.92 2.28 5.20 [165] 
1-Butyl-1-methylpyrrolidinium 
dicyanamide 
BMPYRR DCA -2.95 1.67 4.62 [165] 
1-Butyl-1-methylpyrrolidinium 
OTf 
BMPYRR OTf -2.95 1.88 4.83 [165] 
1-Hexyl-1-methyl-pyrrolidinium TFSA 
HMPYRR 
TFSA 
-3.06 2.61 5.67 [165] 
N-Methoxyethyl-N-methylmorpholinium 
TFSA 
MOEMMOR 
TFSA 
-1.94 2.37 4.31 [165] 
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Table 5 continued 
N-ethyl-N,N-dimethyl-2-
methoxyethylammonium 
TFSA 
N1121O2 TFSA -.347 2.52 5.99 [165] 
Triethylsulfonium TFSA S222 TFSA -1.30 2.21 3.51 [165] 
EMIM TFSA EMIM TFSA 
-2.07 2.12 4.19 [165] 
-2.6 2.8 5.4 [166] 
-2.24 2.54 4.87 [167] 
N-Hexyltriethylammonium TFSA N6222 TFSA -2.8 3.1 5.9 [166] 
1-Hexyl-3-methylimidazolium 
trifluorotris(pentafluoroethyl)phosphate 
C6MIM FAP -3.0 2.7 5.7 [166] 
Tris(N-hexyl)tetradecylphosphonium 
trifluorotris(pentafluoroethyl)phosphate 
P66614 FAP -3.3 3.4 6.7 [166] 
BMIM BF4 BMIM BF4 -1.6 3.0 4.6 [168] 
BMIM PF6 BMIM PF6 -2.3 3.4 5.7 [168] 
(n-C6H13)(C2H5)3N
+
N
-
(SO2CF3)2 N6222 -2.5 2 4.5 [169] 
(n-C8H17)(C2H5)3N
+
N
-
(SO2CF3)2 N8222   5 [169] 
(n-C8H17)(n-C4H9)3N
+
N
-
(SO2CF3)2 N8444   5 [169] 
(CH3)(n-C4H9)C4H8N
+
N
-
(SO2CF3)2 P14 -3 2.5 5.5 [58] 
EMIM BF4 EMIM BF4 -2 2 4 [170] 
1-Butylpyridinium BF4 BP BF4   3.4 [170] 
BMIM TFSA BMIM TFSA -2.04 2.72 4.76 [167] 
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Table 5 continued 
1-Decyl-3-methylimidazolium TFSA C10MIM TFSA -2.27 2.56 4.83 [167] 
N-Hexyltriethylammonium TFSA N6222 TFSA -3.13 2.86 5.99 [167] 
DMPIM TFSA DMPIM TFSA   2.7 [171] 
 
 
1.4. Methods for Probing the Physical Properties of Liquid Electrolytes 
1.4.1. Impedance Spectroscopy 
Impedance spectroscopy (IS) (or broadband dielectric spectroscopy) probes molecular fluctuations 
and charge transport in large frequency and temperatures ranges to measure the conductivity of 
the system; widely used to study the charge transport properties in ILs [146, 172-174]. Impedance 
measurements reported in the literature are compared to new data obtained in this thesis; 
therefore, understanding the basis of the technique is important. 
A system is investigated by applying an AC potential to the cell and measuring the current 
through the cell. For simplicity, sinusoidal potentials are considered which result in a sinusoidal 
AC current signal. Impedance is measured by applying a small excitation potential (Et) which 
results in a linear (or pseudo-linear) response potential from the cell, observed as a current signal 
(It) at the initial frequency however phase shifted by ϕIS, as shown in Figure 10. 
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Figure 10: Sinusoidal current response from an excitation potential (solid line) giving a response potential 
(dashed line) in a linear system which is out of phase by ϕIS. 
 
Both the excitation potential and response, expressed as a function of time, are given by, 
  0E E sint t  and (15) 
  0 ISI I sint t   , (16) 
respectively, where E0 and I0 are the signal amplitudes of the excitation current and response 
signal, respectively. The impedance of the system is then expressed in terms of a magnitude (Z0) 
and phase shift given by, 
 
 
 
 
 
0
0
0 IS IS
E sin sinE
I I sin sin
t
t
t t
Z Z
t t
 
 
  
   
 . (17) 
Impedance can be expressed as a complex function using Euler’s relationship,
 IS IS ISexp j cos jsin     , where the impedance is given by, 
      0 IS 0 IS IS
E
exp j exp cos jsin
I
t
t
t
Z Z Z        . (18) 
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Interpretation of impedance data is typically completed using either a Nyquist or Bode plot 
(Figure 11). In a Nyquist plot, impedance is represented by a vector ( Z ), and a phase angle. 
Often impedance plots consist of numerous semi-circles and only a portion of each is visible. No 
frequency information is obvious for each data point that constructs the Nyquist plot. A 
commonly used alternative is the Bode plot that reveals the frequency information used to 
measure the impedance. 
 
          
Figure 11: Nyquist plot (left) with impedance vector. Note that the imaginary part is negative. Bode plot 
(right) with impedance (top), phase shift (bottom) and frequency (x-axis) information. 
 
Apart from the ideal case (Ohm’s law), electrochemical cells are not linear systems. They may 
display what appears to be linear behaviour termed ‘pseudo-linear’, a result of observing only a 
small portion of the current versus voltage curve (Figure 12). The small excitation potentials used 
in typical IS experiments (1-10 mV) result in an observed pseudo-linear response signals about 
the excitation frequency. 
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Figure 12: Current versus voltage curve demonstrating pseudo-linearity when looking at a small section of 
the curve indicated by the blue line in the square box, 
  
Accurate impedance measurements require a steady state during measurements but this is 
problematic because of issues such as adsorption of impurities, oxide layer development, build-up 
of reactant products or electrode coating degradation. IS is also a temperature sensitive technique 
thus requiring temperature regulation. No species specific information is obtained using IS, and as 
the proposed research in this thesis requires information on both species present, this method is 
not suitable.  
 
1.4.2. Nuclear Magnetic Resonance 
Nuclear magnetic resonance (NMR) measurements provide non-invasive species specific 
information and can be conducted over a wide temperature range [83, 175]. For these reasons, 
NMR is the obvious method of choice for the present study with information on the molecular 
relaxation properties, translational and electrophoretic motion of liquid electrolytes being 
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acquired. Random translational motion of molecules or ions, driven by internal kinetic energy, 
forms the basis of self-diffusion. Translational diffusion, not to be confused with spin diffusion or 
rotational diffusion, is the most fundamental form of transport [176-178] resulting in the 
occurrence of generally all chemical reactions, as reacting species must collide before a reaction 
can take place [179]. A detailed explanation of NMR theories and applications are given later 
(Chapter 3). 
 
1.5. NMR Pulse Sequences for Liquids Electrolytes 
One technique to obtain non-invasive species specific information for a multi-component system 
is pulsed gradient spin-echo (PGSE) NMR based measurements of diffusion coefficients [175]. 
Diffusion coefficients are individually assigned to each component of the system being studied. 
Discrepancies in measured diffusion coefficients of ILs have been mentioned [180] using two 
common NMR diffusion sequences, PGSE [181, 182] and pulsed gradient stimulated echo 
(PGSTE) [182, 183] (Section 3.7.3). Both of these sequences were investigated here in addition to 
a modified PGSE sequence of interest used for compensating for J-coupling (PGSE-J) [184] 
(Section 3.7.3). 
The physical properties of ordinary liquids, such as water or ethanol, which typically consist of 
neutral molecules, differ from those in ILs, being made from charged ions and short-lived ion 
pairs, having negligible vapour pressure and flammability, improved conductivity, and high 
chemical and thermal stability. It was suggested in the literature that careful consideration is 
required when deciding which pulse sequence to use to obtain consistent and reproducible results. 
Annat et al. [180] indicated PGSE NMR experiments gave inconsistent results with errors up to 
20%, whereas PGSTE NMR experiments gave reproducible results (within 1%). Experiments on 
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simpler systems, such as 20 mM chloroform in water, were conducted by Avram and Cohen [185] 
and showed comparable results between the two sequences. The only difference in experimental 
technique was the diffusion time (Δ) (ΔPGSE = 48 ms, ΔPGSTE = 50 ms) and the echo time (PGSE = 
60 ms, PGSTE = 56 ms). This left some confusion about the validity of these two pulse sequences 
and to clarify this issue experiments were conducted on similar ILs to those used by Annat, i.e., 
N-methyl-N-propylpyrrolidinium bis(trifluoromethylsulfonyl)amide (C3mpyr TFSA) and 1-butyl-
1-methylpyrrolidinium bis(trifluoromethylsulfonyl)imide (C4mpyr TFSA) with consideration paid 
to Δ. 
 
1.6. Crown Ether Electrolytes 
1.6.1. Simple Model System 
Lithium 12C4 (Li-12C4) and lithium 15C5 (Li-15C5) ethers have been used as model ion 
transporter systems [92, 93]. Suggestions in the literature [91] were made which indicated the 
predominate binding mechanism was 2:1. Particular interest was given to the Kärger two site 
binding model, constructed to calculate dissociation constants based on measured self-
diffusion coefficients. 
 
1.6.2. Crown Ether Ring Size Relationship 
The metal ion radius may be bigger or smaller than the cavity of the crown [186] but 
complementary radii (i.e., similar size) of the metal ion to cavity was shown to result in a more 
stable complex [187]. However, if metal ions are smaller than the cavity, they may be bound by 
compression of the crown ether’s ring or multiple metal ions can fit into the cavity. If the metal 
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ion is bigger than the cavity, it can be bound by the formation of sandwich complexes where the 
metal ion is caught between two crown ether molecules [89, 91, 92].  
A cavity-size (or ring-size) relationship was developed by Gokel et al. [188] to clarify this issue 
where binding constants of identical anions were compared to various cations diluted in the same 
solvent. Interestingly, the results differed from the hypothesis that macrocycle rings and cations 
with complementary cavities would interact most effectively. Potassium binding was independent 
of cavity size, being bound strongly to each in the series of crown ethers (Table 6). 18C6 had the 
highest binding constant for K
+
, Na
+
, Ca
2+
 and NH4
+
. Additionally, Reisse  and Michaux reported 
that enthalpies of binding between Na
+
 or K
+
 and the 12-18 membered crown rings did not 
correlate with cavity sizes [189]. This contradicted the previous notion that ring size 
predominately determined the binding constants for crown ether systems [96]. 
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Table 6: Stability constants [log KS], for crowns and cations at 25.0 °C 
Crown Solvent 
Methanol Water 
Na
+ 
K
+ 
NH4
+ 
Ca
2+
 Na
+ 
K
+ 
12C4 1.7 [188] 
1.7 [190] 
1.47 [189] 
1.74 [188] 
1.3 [190] 
1.58 [189] 
1.3 [188]    
15C5 3.24 [188] 
3.24 [190] 
3.16 [189] 
3.48 [191] 
3.43 [188] 
3.43 [190] 
3.59 [189] 
3.76 [191] 
3.03 [188] 2.36 [188] 
2.18 [188] 
0.95 [192] 
0.92 [89] 
1.01 [192] 
1.04 [89] 
18C6 4.35 [188] 
4.35 [190] 
3.46 [189] 
3.46 [191] 
3.42 [193] 
6.08 [188] 
6.08 [190] 
6.16 [189] 
6.06 [191] 
6.10 [193] 
4.27 [194] 3.90 [188] 
3.86 [188] 
1.8 [190] 
1.09 [192] 
1.12 [89] 
2.06 [190] 
2.92 [189] 
2.77 [192] 
2.81 [195] 
2.79 [89] 
21C7 2.54 [188] 
1.73 [191] 
4.35 [188] 
4.22 [191] 
4.41 [196] 
3.27 [188] 2.80 [188]   
24C8 2.35 [188] 3.48 [196] 2.63 [188] 2.66 [188]   
 
Karkhaneei et al. [90] studied lithium crown ether systems (12C4 to 18C6) and found strong 
correlation between ring and cationic size. The diameter of a lithium ion is 0.86 Å [197] and ring 
sizes, based on molecular models, for 12C4, 15C5 and 18C6 were reported as 1.2-1.5 Å, 1.7-2.2 Å 
and 2.6-3.2 Å, respectively [198]. Karkhaneei et al. found 15C5 to have the greatest binding 
constant with lithium and no evidence for 2:1 crown-lithium complex was found. However, 
Alizadeh observed that the ion concentration affected the association dynamics between the crown 
ether and lithium concentrations, starting as linear (mole ratio from 0-1) to independent 
(mole ratio > 2) [91]. The differences between these two findings may be due to different 
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thermodynamics of the interactions of the solutes with the solvents used by Karkhaneei et al. and 
Alizadeh, acetone-nitrobenzene and nitromethane, respectively. 
 
1.7. Ionic Liquids 
A general overview of ILs characteristics, properties and applications were given in Section 1.2. 
ILs have been studied extensively (Section 1.3) using various experimental techniques to 
determine electrochemical properties (ionic drift, ionic mobility, transference numbers, 
conductivity, resistance, charge/discharge rates and pH) [57, 80, 82, 83, 99, 111, 118, 140, 142, 
199-206] and physicochemical properties (translational diffusion, viscosity, surface tension, 
convection, thermal stability, refractive index, density, ion packing, activation energy, 
solvatochromic polarities, sorption capacity, sorption rate and sorption equilibrium) [57, 80, 82-
84, 99, 111, 118, 140-142, 199, 201-205, 207-212]. Despite the plethora of information available, 
there are no comprehensive structure-property relationships which have been proposed for 
prediction of the electrochemical and physicochemical properties of ILs. This is crucial for 
development of ILs for desired applications, especially for battery electrolytes [107, 117, 213, 
214]. 
 
1.7.1. Design and Development of ILs 
Manipulation of the molecular geometry of ILs may allow task-specific ILs to be designed. 
Molecular asymmetry, size-mismatch between ions, charge delocalisation and side-chain 
elaboration were among the most popular methods for the development of new liquid electrolytes 
[101]. Each of these methods is briefly introduced in turn and their associated effects explained. 
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Molecular asymmetry hinders the strong ordering of many liquids which results in no 
crystallisation [100, 121]. As shown in Figure 13, charge distribution is symmetric around the Li-
ion but asymmetric around the EMIM ion. Difficulty in crystallising reduces the melting point of 
ILs allowing access to their unique liquid phase properties at room temperature. 
 
 
Figure 13: Schematic representation of molecular asymmetry represented by the difference in physical size 
and molecular charge between the Li-ion (left) and the EMIM ion (right). The physical size difference is 
approximated by the size of the spherical and ellipsoidal objects with the colour gradients representing the 
charge distribution; the darker region indicates negative charge and lighter regions indicate positive charge.  
 
Size-mismatches between ions have similar effects to molecular asymmetry. When the anion and 
cation are different physical sizes (Figure 14), the IL is unable to crystallise as efficiently as a 
‘simple’ liquid [215] due to difficulty in forming an ordered arrangement. The sizes of many ions 
and molecules are generally determined using MD and Monte Carlo simulations or experimentally 
determined by X-ray crystallography. In various crystalline solid phases the ionic radius of a Li-
ion was shown to range from 0.6-0.93 Å [90, 197, 216-223]. 
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Figure 14: Schematic representation of size-mismatched system visually representing the difficulty of 
crystallisation. This figure uses the simplistic model, as described in Figure 13, of EMIM as the cation, and 
a small anion such as Cl
-. ‘Simple’ systems, such as NaCl that consist of ions of similar size, self-assembly 
efficiently into ordered conformations making crystallisation far easier than a size-mismatched system. 
This leads to a reduced melting point for size-mismatched systems compared to ‘simple’ systems. 
 
Charge delocalisation combined with size-mismatching produces a lower melting point and 
facilitates ion mobility, demonstrated by the negative charge on the sulfur-nitrogen-sulfur 
backbone of a TFSA anion indicated in red (Figure 15) [224]. Charge delocalisation on the anion 
also decreases viscosity by weakening the hydrogen bonding with the cation [224]. 
 
 
Figure 15: TFSA anion. The red section indicates the backbone of the molecule where charge 
delocalisation is predominant. 
 
43 
 
 
 
Changes to the side-chains (Figure 16) on the imidazolium ring result in variations to the 
structural, dynamic, and thermodynamic properties of ILs [225]. Studies have confirmed bulk 
structural changes due to side-chain length such as degree of aggregation [156] and density 
inhomogeneities [226]. 
 
 
Figure 16: Manipulation of the structure of EMIM (top) through changing either the substituent number to 
give DMPIM (left) or type to give BMIM (right). 
 
1.7.2. Correlating Structure to Physicochemical Properties of ILs 
Six structurally similar ILs: DMPIM TFSA, EMIM TFSA, EMIM BF4, BMIM BF4, BMIM OTf 
and EMIM FSA, were studied in this thesis and their structures are given in Table 7. The six ILs 
were specifically chosen for their structural heterogeneity to identify relationships between 
structural changes and electrochemical and physicochemical properties of the IL. In addition, only 
BMIM BF4 was previously studied using eNMR and so this thesis contributes significant value in 
the electrochemical understanding of ILs. Prediction of factors which give rise to high 
conductivity and improved physicochemical and electrochemical properties are of interest for 
energy applications. 
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Table 7: Structures of the six ILs used in this study with molecular weight (MW) melting point (MP) and 
density (ρ). 
         
DMPIM TFSA 
MW: 419.4 g mol
-1
, MP: 15 °C, ρ: 1.44 g cm-3 
at 25 °C. 
EMIM TFSA 
MW: 391.3 g mol
-1
, MP: -9 °C, ρ: 1.52 g cm-3 
at 20 °C. 
           
EMIM BF4 
MW: 198.0 g mol
-1
, MP: 15 °C, ρ: 1.29 g cm-3 
at 25 °C. 
BMIM BF4 
MW: 226.0 g mol
-1
, MP: -71 °C, ρ: 1.21 g cm-3 
at 20 °C. 
           
BMIM OTf 
MW: 288.3 g mol
-1
, MP: -15 °C, ρ: 1.29 g cm-3 
at 20 °C. 
EMIM FSA 
MW: 291.3 g mol
-1
, MP: -13 °C, ρ: 1.39 g cm-3 
at 25 °C. 
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1.7.3. Ionic Liquids and Lithium-Doping 
Electrolytes for batteries must perform important roles in an electrochemical cell. First, they must 
support ion-pair dissociation and facilitate transport of the selected ion, e.g., lithium for Li-ion 
batteries. Second, the electrolyte must interact with, or wet, the electrodes and separator of the 
cell. Third, it must remain stable under normal operating conditions of the cell, i.e., anticipated 
voltage range and presence of redox products. Fourth, it must be constructed of safe materials, i.e., 
non-flammable and non-explosive if short-circuited. Fifth, be low cost and toxicity, and capable 
of performing many thousands of charge-discharge cycles for commercial battery applications 
[117]. Imidazolium based ILs show promise for potential Li-ion battery electrolytes with EW’s of 
~5.9 V (see Table 5) [105, 114-116, 166], despite being reduced below 1 V vs Li/Li
+
. ILs have 
ionic conductivities that range between (0.01-1 S m
-1
) at ambient temperature [114, 117]. 
However, ionic conductivity of an electrolyte is not indicative of its ability to conduct or transport 
Li-ions, a desirable property for Li-ion batteries. The cation and anion influence the performance 
of ILs as battery electrolytes, such as toxicity and cationic stability [227, 228]. Additionally, the 
cation is attributed to forming the SEI and controlling the discharge rate capability [105, 227], and 
the anion predominately effects conductivity, transference number and gas solubility [82, 229]. 
Therefore, study of Li-ion migration was necessary to understand the transport mechanism within 
ILs. 
Interactions between ILs and lithium salts have been studied through experimental [57, 80-84] and 
MD simulations [120, 150, 230-232]. Despite some ambiguity found in the literature, generally 
the interactions have become well understood for a variety of different ILs. 
A decrease in the diffusion coefficient of the 1-methyl-3-propylpyrrolidinium cation was shown 
by Bedrov et al. [118] as salt concentration and viscosity increased. A reduction in the exchange 
rate of the anions forming the first coordination shell around the Li-ion was suggested. 
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Borodin et al. [119] found that the association mechanism contributes 30% of the total diffusion 
of the Li-ions. 
A series of 
1
H, 
19
F and 
7
Li NMR experiments were performed by Nicotera et al. [233] focusing on 
the interactions between ILs and Li TFSA salts. A weak interaction between the Li-ions and 
organic cations comparative to the anion was found, with observed strong coordination between 
the anions and Li-ions. Saito et al. [234] concluded that clusters of Li-ions coordinated by 3-4 
anions formed stable configurations in 1-butyl-2,3-dimethylimidazolium TFSA/Li TFSA IL 
mixtures by evaluation of +LiD / TFSAD  from Li TFSA and D+/D- from the IL. 
MD simulations showed the importance of the first coordination shell in ILs for Li-ion transport. 
Niu et al. [235] studied this using 1-ethyl-2,3-dimethylimidazolium PF6/Li PF6 and found that on 
average six fluorine atoms from multiple PF6-ions coordinated to the Li-ion. PF6-ions have the 
ability to donate a maximum of three fluorine atoms to Li-ions, however, the average number of 
PF6-ions that surrounded the Li-ion was found to be four. This meant a mixture of monodentate, 
bidentate and tridentate co-ordination structures were formed. Concentration dependence was also 
reported where increased salt-concentration led to an increased number of coordinated PF6-ions. 
Both systems studied were found to have stable first coordination shells that diffused with the 
associated Li-ions. Similar results were observed using a combination of experimental and MD 
simulations of Li TFSA/BMIM TFSA. An average of three anions donated a total of five oxygen 
atoms to form the first coordination shell around Li-ions for both 
0.24[Li][TFSA]/0.66[BMIM][TFSA] [236] and 0.15[Li][TFSA]/0.85[BMIM][TFSA] [237] 
systems. Both systems exhibited Li
+
 coordinated with two anions in a bidentate structure and one 
anion in a monodentate structure. Similarly to the above IL, increased salt concentration also 
increased the coordination number of anions [236]. However, a discrepancy arose in the literature 
as discussed by Lassegues et al. [238], where increased salt concentration resulted in a decreased 
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number of coordinated anions for Li TFSA/EMIM TFSA and Li TFSA/BMIM TFSA. This 
contradicted the solvation structure observed by Saito et al. [234], claiming a bidentate 
coordination to Li-ions from two oxygens atoms donated by two anions. Interestingly, research by 
Qian et al. [239] who reported the simultaneous existence of both coordination structures 
(bidentate and monodentate) present in 0.67[Li][TFSA]/0.33[N-methyl-N-
propylpyrrolidinium][TFSA] (N = 1,4 or 1,5) ILs. 
Bedrov et al. [118] conducted MD simulations on x[Li][TFSA]/(1-x)[1-methyl-3-
propylpyrrolidinium][TFSA] IL mixtures where x is the mole fraction, which showed a 
temperature-dependent increase in density with salt concentration. Their findings agreed with 
Saito et al. [234] and Nicotera et al. [233] as strong interactions between Li-ions and TFSA-ions 
were observed compared to weak interactions between 1-methyl-3-propylpyrrolidinium and 
TFSA-ions. Evidence for increased salt concentration resulting in increased number of anions 
coordinating to the Li-ion was also presented agreeing with previous findings [118, 235, 236]. The 
solvation structure of the Li-ion was shown to be dependent on salt concentration where low salt 
concentrations (x ≤ 0.2) gave primarily bidentate structures and high concentrations (x ≥ 0.33) 
gave predominantly monodentate coordination structures. Work from Zhou et al. [239] supported 
this stating that four TFSA-ions coordinated to each Li-ion, donating one oxygen atom each. 
However, discrepancies between Bedrov et al. [118] and Qian et al. [239] exist; Bedrov et al. 
suggested that Li-ions were coordinated by four oxygen atoms (one bidentate and two 
monodentate or four monodentate) and Qian et al. suggested that Li-ions were coordinated by five 
oxygen atoms (two bidentate and one monodentate). 
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1.8. Research Aims 
The research in this thesis was focused on determining the physicochemical and electrochemical 
properties of liquid electrolytes. The specific aims were to: 
1. Determine the applicability and reliability of common NMR pulse sequences as primary 
experimental tools for measuring the properties of liquid electrolytes, through validated 
methodology on a well-known simple system of aqueous ethanol; 
2. Study the molecular dynamics of crown ether systems and the related binding associations 
to LiCl salt as a simple model system to provide a foundation of understanding for more 
complex systems (ILs); 
3.   Measure the physicochemical and electrochemical properties of both pure and Li-doped 
ILs, allowing identification of structural features which demonstrate improved properties 
which could be used for high energy applications such as in Li-ion batteries.  
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Thesis Roadmap 
This thesis roadmap gives a brief introduction to each section of work in this thesis and how they 
are related. The history and development of batteries (Section 1.1.1-1.1.2), characteristics of their 
performance (Section 1.1.3), and the role of the electrolyte (Section 1.1.4) were presented first.  
This was followed by an introduction on liquid electrolyte systems including their applications, 
characterisation and properties (Section 1.2), development and current research (Section 1.3), and 
methods of study (Section 1.4). There we identified liquid electrolytes of interest to battery 
applications for study in this thesis. Now, detailed introductions to each area of research are 
provided (Section 1.5-1.7) followed by the three research aims (Section 1.8). Followed by, critical 
theories required to investigate the physicochemical properties of electrolyte systems, with 
particular emphasis on ionic liquids (ILs) are given (Chapter 2), as well as specific NMR theory 
(Chapter 3). After which, a generalised experimental methodology for each section of 
experimental work is discussed; with deviations from this given as required (Chapter 4). 
Following this, results and discussion presented; investigation of pulse sequences for ILs (Chapter 
5), crown ether research (Chapter 6), pure IL research (Chapter 7), and lithium-doped IL research 
(Chapter 8). Finally, concluding marks from this thesis and directions for future research are 
presented. 
 
Investigation of Pulse Sequences 
There is some conjecture in the literature regarding the appropriate NMR-based experimental 
methodology (i.e., correct pulse sequence and parameter selection) to obtain accurate and precise 
measured self-diffusion coefficients, specifically for ILs, and so the experimental methodology 
was considered in detail. Diffusivity errors of up to 20% for ILs were previously reported in the 
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literature and left unexplained with no solutions proposed to adequately resolve the issue. In this 
thesis, comparisons between three common NMR pulse sequences (PGSTE, PGSE and PGSE-J) 
were investigated (Chapter 5), allowing identification of the error (Section 5.2.2) and the 
development of a method (or solution) to resolve the issue (Section 5.2.3). This was crucial to 
obtain valid physicochemical information on ILs, as the self-diffusion coefficients found in this 
thesis and the majority of those in the literature use one of these three pulse sequences. 
 
Crown Ether  
Simple liquid electrolyte model systems of aqueous LiCl-12C4 and LiCl-15C5 ether were 
investigated using NMR measurements of self-diffusion coefficients of both the lithium (
7
Li) and 
crown (
1
H) species (Section 6.2.1). A model based upon the Kärger two site binding model 
(Section 6.2.2.1), and relative diffusivities (Section 6.2.2.2), were fit to the data to understand the 
molecular dynamics (MD) interactions. This served as a basis for investigation of more complex 
systems; ILs. Additionally, the conductivity (Section 6.2.3) was determined to investigate the 
conductivity mechanism of crown ethers. 
 
Pure Ionic Liquids 
Six pure 1-alkyl-3-methylimidazolium based ILs with varied substituents and perfluorinated 
anions were studied for high energy applications: DMPIM TFSA, EMIM TFSA, EMIM BF4, 
BMIM BF4, BMIM OTf and EMIM FSA. These were investigated using eNMR (Section 4.6), a 
relatively new technique that had explored previously only one (EMIM BF4) of the six ILs 
chosen. The properties of interest in this thesis were the diffusivities (Section 7.2.1), 
electrophoretic mobilities (Section 7.2.2), and viscosities (Section 7.2.3); with electrophoretic 
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mobilities being used to calculate the conductivity of the ILs (Section 7.2.4). Ion associations 
were studied using a variety of techniques such Walden plot analysis, as well as relative 
diffusivities and conductivities. 
 
Lithium-Doped Ionic Liquids 
The six ILs were then doped with LiPF6 and studied using eNMR. None of these systems have 
been previously investigated using this technique; adding a wealth of new information to this 
field. The diffusivities (Section 8.2.1), electrophoretic mobilities (Section 8.2.2), viscosities 
(Section 8.2.3), conductivities (Section 8.2.4), lithium transference numbers (Section 8.2.6) 
(which gives information about the facilitated transport of lithium ions through the IL), were 
measured; all properties of interest for the performance and applicability of energy based 
applications. Ion associations were also studied using the same techniques as pure ILs 
(Section 8.2.5). Structural configurations that support high ionic conductivity and mobility of 
lithium were identified and suggestions made for future research. 
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 Theory Chapter 2.
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2.1. Diffusion and Flow 
2.1.1. Diffusion 
The random walk (or motion) of a molecule in solution due to its thermal energy is known as 
self-diffusion, and is the most fundamental mode of transport. Self-diffusion is the characterised 
by the self-diffusion coefficient D (m
2
 s
-1
). The average self-diffusive motion results in no net 
displacement; however, molecular dispersion is observed [240]. This separation of molecules can 
be described by a Gaussian distribution probability P(r0,r,t) of a locating molecule at some 
position (r) after moving from its initial position (r0) over time (t), which is given by [241], 
  
2
0
0
1 ( )
, , exp
44
P t
DtDt
  
  
 
r r
r r . (1) 
The diffusive motion of molecules for an isotropic system (no concentration or thermal gradients) 
in all directions (of three-dimensional space) is zero. Molecules still undergo diffusion, and 
therefore, a non-zero mean square displacement is observed as described by the 
Einstein-Smoluchowski (ES) relation [63, 64, 242], 
 2 6r Dt , (2) 
where 2r is the mean square distance travelled by the diffusants over time. The self-diffusion 
coefficient is formally expressed by, 
 
kT
D
f
 , (3) 
where f is the friction factor given by f = 6πηr for spherical geometries with radius in a continuous 
medium of viscosity. When combined with Eq. (3), this results in the SES for self-diffusion 
coefficient, given by, 
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6
kT
D
r
   (4) 
The diffusive motion within an anisotropic system is known as mutual diffusion. Fick’s first law 
characterises mutual diffusion in terms of the mutual diffusion coefficient (DM), as the relaxation 
of concentration gradients in the system given by [243], 
 
Mj D c   , (5) 
where j is a diffusive flux (flow of solute molecules per unit cross-section area), c is the 
concentration, and   is the vector del operator.  
 
2.1.2. Flow 
Diffusion describes the random motion of molecules, whereas, flow relates to the net movement 
of a species in an ordered fashion. In addition to diffusion, flow enhances the dispersion of 
molecules; with a notably greater effect on dispersion than diffusion. Numerous types of flow 
govern the overall motion of a species; plug [244], Poiseuille [245], laminar [246], coquette [247], 
turbulent [248] and convective [249-251]. Flow can be described through a Lagrangian velocity 
field (vL), i.e., tracing the path of a particle throughout its motion. This field can be constructed 
from the superposition of two components; the average velocity ( V ) and a fluctuating component, 
u [252-254]. 
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2.2. Physical Properties 
2.2.1. Ionic Radius 
An important factor to consider for ion-ion interactions is the ionic radii. This is normally 
expressed in terms of their Van der Waals defined volumes given by, 
 3 3V / 4r  , (6) 
and occasionally their surface areas given by, 
 / 4r s  . (7) 
The radius is dependent upon its surrounding environment and its charge, with the size of an ion 
determined only at the time it collides with another particle. Most ionic radii have been 
experimentally determined using X-ray or neutron diffraction techniques, where the radii are 
defined as half the centre-centre distance (or diameter) (d) between the two ions, with an 
uncertainty due to thermal motion. A temperature dependence on the size of the radii was 
discussed by Krestov [255] in relation to binary crystalline compounds, highlighting the need for a 
stable ambient environment during experimentation. 
The ionic radii calculated in this work were based upon the solvent excluded area commonly 
referred to as the molecular surface or Connolly surface [256], and compared with literature 
values given in Section 7.2.4. This surface is defined by the area in space which is inaccessible to 
the solvent molecules surrounding the solute molecules, shown in Figure 17. The determined 
Connolly surface (or volume) was then converted into a spherical geometry and the radius 
calculated using Eq. (6). 
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Figure 17: A solvent molecule (small light blue) is unable to occupy the solvent excluded area (red) 
surrounding the macromolecules. 
 
2.2.2. Ion Association 
The interactions of ions based on their physical properties (e.g., radius, charge, geometry) are 
reflected by their association. Ion association is an essential feature to consider for the conduction 
mechanism of an electrolyte system. Association forms pairs, clusters or aggregates which 
typically lower ionic conductivity; as neutral molecules do not contribute to the conductivity of 
the system. The degree of association indicates whether ions are fully dissociated into individual 
ions, form ion-pairs or clusters, or a mixture of these associated states in a dynamic equilibrium. 
Rates of association indicate the preference of an ion to occupy these states, with different salts 
and temperatures affecting the association rates of the system [82, 204, 257, 258]. Multiple 
methods to comprehensively describe the ionic situation relating to ion association are presented 
in this thesis; using relative anionic and cationic diffusivities, Walden and ionicity plot analysis, 
and the Kärger two site binding model; each described in more detail below. 
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2.2.2.1. Relative Diffusivities 
The measured diffusion coefficients of all ionic species provide information about the association 
rate and ionic condition of that system. The total signal from an ion contains contributions from 
all ionic environments, e.g., paired or fully dissociated. The relative diffusion coefficients from 
the IL, xD = D+/D-, indicate the degree of ion dissociation, with strong ion association given by 
unity, i.e., xD ≈ 1, and deviation from unity signifying ion dissociation. 
For more complex systems, such as the Li-doped ILs, different models were required to account 
for the additional species present. This model used relative diffusivities of the ionic components 
instead of molar conductivities. The observed diffusion coefficient of an ion provides information 
about the association rate and ionic condition of that system. The total signal from any species 
contains contributions from all ionic environments, i.e., paired and fully dissociated. Doping an IL 
changes the association rate relevant to salt type and concentration [257], and was investigated 
with the model proposed by Saito et al. [234]. The individual salt dissociation equilibrium state 
for a given doped IL (using Li PF6/EMIM BTI as an example) is given by, 
 
+ -
6 6
+ -
LiPF Li +PF
EMIM TFSA EMIM +TFSA


. (8) 
The observed diffusion coefficients for each species were then expressed as, 
 
+
6
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  
, (9) 
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where x1 and x2 are the dissociation degrees of LiPF6 and EMIM TFSA, respectively. Eq. (9) was 
then evaluated with respect to the relative diffusion values from the lithium salt (
-
6Li PF
/D D ) and 
IL (D+/D-), which is expressed as, 
 
6
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

. (10) 
The relative diffusion coefficients from the lithium salt (x1 = -
6Li PF
/D D ) and IL (x2 = D+/D-) 
indicate the degree of ion dissociation, with strong ion dissociation given when the ratio is close to 
unity, i.e., x1 ≈ x2 ≈ 1, and deviation from unity signifies ion association, i.e., x1 = x2 ≠ 1. 
 
2.2.2.2. The Walden Rule 
The diffusion coefficient and the viscosity of a system are related through the SES equation 
(Section 2.1.1). So too, the diffusion coefficient and the corresponding conductivity are related 
through the Nernst-Einstein Relation (Section 2.3.4). In both cases the motion of ions is impeded 
by a frictional force due to the solvent through which the ions move. By eliminating the diffusion 
coefficient from these two equations one can derive a relationship between the equivalent 
conductivity and viscosity of a system.  
This relationship was empirically discovered by Paul Walden [259] in 1906; known as the Walden 
rule. Based upon Walden’s observation of aqueous solutions of strong electrolytes, the 
conductivity is inversely proportional to the magnitude of the viscosity, in addition to being 
59 
 
 
 
temperature sensitive. The Walden rule summarises this using a Walden plot [259] where the 
product of the viscosity and conductivity of a solution were approximately constant for ions 
within the same solvent [54], which is given by, 
 C  , (11) 
where C is a temperature dependent constant. A Walden plot allows conclusions to be made 
regarding ion associations by comparing an ideal-solution (1M KCl solution (Figure 18) [260-
264]) to the system of interest. A Walden plot of a system consisting primarily of independent 
ions (i.e., negligible ion-ion interactions) will closely resemble the ideal line with a slope of unity 
(log(Λ)/log(1/ )=1) and deviations in the plot from the ideal solution indicates association. This 
rule was obeyed for ILs studied previously and has been used as an attempt to classify ILs as 
shown in Figure 18 [261, 265, 266], based on their conductivity and fluidity (1/ ).  
At ambient temperatures, values relating to the most favourable ILs are located in the top right-
hand corner of the Walden plot, with high fluidities and conductivities. Poor ionic liquids are 
shown on the Walden plot where the conductivity falls below the ideal. The low conductivity is 
related to a high degree of correlation in the motion of its cations and anions at a given fluidity. 
These ILs are expected to have high vapour pressures which is disadvantageous to battery 
technology due to increased flammability. ILs with high conductivities and low fluidities (top left-
hand corner) represent superionic liquid and glass behaviour. Low fluidity limits the applicability 
of these ILs, however, they may be of interest as single—ion conductors for battery electrolytes. 
A Walden plot can also be used to expose uncharacteristically high mobilities of either charge 
carrying ion. Such work by Bernal and Fowler [267] is shown in Figure 18 where excess mobility 
from the proton is described through the Grotthus mechanism. 
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Figure 18: Classification diagram for ILs, based on the classical Walden rule. Solid lines and boxes 
indicate studied regions. Figure redrawn from Yoshizawa et al. [261] and Xu et al. [262]. 
 
2.2.2.3. Ionicity 
Ionicity correlates Λ measured by electrophoretic NMR (eNMR) to the calculated molar 
conductivities based on the Nernst-Einstein (NE) relation (ΛNE) [64] given by Λ/ΛNE. Molar 
conductivities were also calculated using the NE relation and measured diffusion coefficients by, 
 
 2
NE
F D D
RT
   , (12) 
where F is Faraday’s constant, R is the ideal gas constant and T is the temperature. The calculated 
molar conductivity was determined from the translational motion of all species present assuming 
complete dissociation; whereas the measured molar conductivity was determined only from 
charged species; therefore, Λ and ΛNE were expected to differ. This difference in contributing 
species has been shown [57, 77, 82, 205, 233, 268] to contain information relating to ion 
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associations or ion aggregates, as well as the degree of contributions to ionic conduction from the 
diffusion components; expressed as, 
 
NE
1  


, (13) 
where χ = 1 indicates full dissociation and χ ≠ 1 indicates ion association. This is valuable 
information when determining the suitability and performance of pure ILs for battery electrolytes. 
To account for the relative contributions from all species the molar ratio (x) is used, expressed as, 
 
1
i
i N
i
i
c
x
c



, (14) 
where ci is the amount of the constituent (M) and N is the total number of constituents. The 
number of constituents for the Li-doped ILs studied here is four: 1) IL’s cation, 2) IL’s anion, 3) 
Li-ion, and 4) PF6-ion. For doped-ILs, ΛNE was related to the molar ratio by [56], 
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   

, (15) 
where the right hand side relates to a LiPF6-doped electrolyte system. Ionicity indicated the degree 
of dissociation in the IL as the measured conductivity contained contributions only from mobile 
charged species, whilst all species present contributed to the conductivity given by the NE relation 
[263]. 
 
2.3. Electrochemistry 
A brief introduction to conductivity is given below followed by how conductivity is measured and 
calculated using electrophoretic theory. Transference numbers are then related to the measured 
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electrophoretic conductivity theory. Finally, the importance of EW’s relating to conductivity and 
the performance of ILs is described. 
 
2.3.1. Physical Properties of Conductivity 
Physical properties of interest related to liquid electrolytes consist of their natural conductivity 
and capability to form highly dissociated solutions. These properties are interrelated and also 
depend on molecular self-diffusion. Both self-diffusion coefficients and conductivity 
measurements were completed in this study and presented in Sections 7.2.1 and 7.2.2, 
respectively.  
The conductivity of a solution is a temperature dependent quantity and is usually given in 
Siemens per meter (S m
-1
) and defined by, 
 
1


 , (16) 
where ρ is electrical resistivity. 
The molecular motions of ions are dependent on their environment and dictated by the degree of 
conductivity the liquid electrolyte possesses. Ionic conduction is the flow of charged particles, i.e., 
ions, throughout the solution. For conduction to occur the ions must diffuse singularly or as large 
charged clusters, otherwise the net charge on the species would be neutral and would not interact 
with the electric field. The higher the dissociation of the solution, the more conductive the 
solution can become. Therefore, dissociation of liquid electrolytes and the structural features that 
maximise dissociation were important properties to study. 
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2.3.2. Electrophoretic Mobility 
In order to understand the chemical process of conduction, the movements of ions through 
diffusion and the perturbation of these movements by an applied electric field were investigated. 
The theory presented on electrophoretic mobility in this thesis follows the work of Bockris and 
Reddy [54]. Since ions are charged, their movements are dependent upon the applied electric field 
and not just the random walk due to thermal agitation. A single direction in space parallel to the 
electric field is preferentially selected and cations move towards the anode whilst anions move 
towards the cathode [269-274]. This motion is known as ‘drift’ and ions drift with a particular 
velocity according to the electric field, known as the drift velocity (vd). The relationship between 
velocity (in general) and the force imparted to the ion by the electric field (FE) is described by, 
 E
dv
m dt

F
, (17) 
where m is the mass of the ion. This simple relationship does not consider any collisions that may 
occur between ions or the associated time between them (τC). Collisions between the drifting ion 
and other ions or molecules will cause discontinuity in its movement. The time between collisions 
is random; however, a mean time can be obtained through, 
 
C
Ct
N
  , (18) 
where tC is the total time for collisions to occur and N is the number of collisions. The key point of 
this is the time between the collisions, which represents time in which the ion can accelerate, 
representing the average component of velocity gained by the ion. This reasoning gives the 
following equation, 
 E
d
dv
v
dt m

 
F
, (19) 
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where the term τ/m in Eq. (19) is known as the absolute mobility (uabs). This is basis of 
electrophoresis, which describes the mobility of ions and what velocity an ion gains when acted 
upon by a force as follows, 
 
0
d d
abs
E i
v v
u
z e E
 
F
. (20) 
where e0 is the charge of an electron, zi is the electric charge on species i, and E is the electric field 
strength. Here, the force is considered to be an electrical force, and acts on an ion equal to the 
electric force per unit charge. Drift velocities are expressed per unit electric field (1 V m
-1
), which 
is given by, 
   1 0 01 V m
d d
d i abs i i
E
v v
v u z e x z e
E
    
F
, (21) 
where x = 1 volt to account for it being the unit electric field (1 V cm
-1
).  
Electrophoretic mobilities can be also calculated using the ES relation and a measured diffusion 
coefficient by, 
 NE
B
zD
µ
k T
 . (22) 
This relation pertains to a dilute solution (i.e., full dissociation, typically < 0.01 M [54]), therefore 
it is not expected that the calculated mobility (µNE) match the mobility measured here (µ) as pure 
ILs are ion dense environments. 
2.3.3. Mobility and Electrical Conductivity 
Mobilities are not the only component required to determine the conductivity of an electrolyte; the 
current density (ji) of all ion species is also needed and are defined by, 
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 ii i
i
J z Fj   (23) 
where Ji is the flux of the ion species described by the number of moles passing through a unit 
area per second (civi). Therefore Eq. (23) can be re-written as, 
 i i i i i i i
i i
c z v F c z FE  j . (24) 
Noting that the charge is from 1 mole of ions (ziF) and taking a z:z-valent electrolyte, implying 
z+ = z- and c+ = c-, Eq. (24) can be expressed as, 
  i czFE µ µ  j . (25) 
Specific conductivity is defined as, 
 i
E
 
j
, (26) 
and therefore Eq. (25) can be expressed as, 
  i zFc
E
     
j
  (27) 
This is used to develop an expression for specific conductivity as outlined below. The molar 
conductivity was calculated simply by division of the ionic conductivity by the concentration of 
the sample, 
  zF      . (28) 
Calculated molar conductivities, ΛNE, were based on the NE equation (Section 2.3.4). 
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2.3.4. Nernst-Einstein Relation and Conductivity 
Ionicity was derived as the ratio between the molar conductivity to the ionic self-diffusion 
coefficients through the NE equation. Currently, deviations from the NE relation have been 
attributed wholly to ion-pairing or aggregation [98]. The diffusion coefficients of all the 
components of a conducting system were used in order to calculate both the conductivity of the 
sample and the upper and lower conductivity limits through the NE equation [54, 57, 64, 275] 
given by, 
 
2
NEΛ .
zF D
RT
   (29) 
Information related to ion associations or ion aggregates, as well as the degree of contributions to 
ionic conduction from the diffusion components were obtained through the calculated ionicity 
(Section 2.2.2.3). 
The diffusion coefficients of all components of a conducting system can be used in order to 
predict the upper and lower conductivity bounds. The upper and lower bounds represented four 
hypothesised scenarios; two lower limits and two upper limits, each in the presence (
lowerΛ
macro and
upperΛ
macro
) and absence ( 0
lowerΛ and
0
upperΛ ), of the macromolecule, respectively. The macromolecule is 
the crown ether molecule for the Li-doped crown ether systems, or the IL’s cation and anion for 
the Li-doped ILs. For the crown ether systems, the equation for each conductivity limit is given by 
[54, 64], 
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  
2
0 0
lowerΛ
zF
D
RT
 , (30) 
  
2
lowerΛ
macro macrozF D
RT
 , (31) 
  
2
0 0 0
upperΛ
zF
D D
RT
    and (32) 
  
2
upperΛ
macro macro macrozF D D
RT
   . (33) 
The lower conductivity limits ( 0
lowerΛ and lowerΛ
macro ), inherently excludes the anionic diffusion as it 
only increases molar conductivity. For the crown ether systems, the chloride diffusion is set to the 
values for self-diffusion with respect to concentration of LiCl given by Mills [276].  
For Li-doped ILs, the ILs components are also electrically conductive, and so add to the total 
conductivity of the overall system. In this case, the presence of the macromolecule, i.e., the ILs 
cation and anion, will only increase the conductivity of the system. Hence, the lower and upper 
limits are best described in the absence and presence of the IL, respectively. The variations 
between the two upper and lower limits are then based on the influence of the anionic component 
of the lithium salt (PF6). As such, Eq. (30) to (33) are modified to reflect Eq. (15) which best 
describes the ionic situation through concentration dependent limits, i.e., x = [xi]/([IL]+[LiPF6]) 
where xi is the concentration of either the IL or LiPF6, incorporating all conductive species given 
by, 
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F x D x D x D x D
RT
   
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  . (37) 
 
2.3.5. Transference Numbers 
The transference number of an ion provides information about the fraction of total current carried 
by an ion. The lithium transference number (
Li
T  ) is determined using the same experimental setup 
as the eNMR (Section 4.6); however, additional parameters must be known. The transference 
number (T ) is determined from the measured zero-order phase shift (ϕ) by [200, 277-279], 
 
cFA
T
g I

 
 , (38) 
where A is the cross-sectional area of the electrolyte, g is the gradient pulse duration, τ is the total 
displacement time and I is the applied current. For doped ILs, the charge may be transported by all 
species present, i.e., the IL’s cation and anion (T+ and T-) and LiPF6’s cation and anion                   
(
Li
T   and -
6PF
T ). Therefore, a comprehensive understanding can only be reached when transference 
numbers for all species are determined. Individual transference numbers for each constituent, in 
this example for lithium, calculated by [105, 280], 
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2.3.6. Electrochemical Window 
The EW is a voltage range in which the substance is neither oxidised nor reduced. Calculation of 
the EW is given by, 
 EW Cat AnV V  , (40) 
where VCat is the reduction potential (cathodic limit) and VAn is the oxidation potential (anodic 
limit) [281]. As an example, electrodeposition of aluminium from Al2Cl7
-
 occurs at –0.4 V (with 
Al reference electrode), which is the oxidation potential. Evolution of Cl2 occurs at +2.5 V (with 
Al reference electrode), which is the reduction potential. Therefore, EW = +2.5 – (–0.4) = +2.9 V 
[54]. Identification of the EW is important for energy storage, as voltages exceeding the EW result 
in loss of electrical energy which would otherwise be used for its intended purpose. A major 
factor affecting the EW of ILs is water content. An increase in water content causes a reduction in 
both VCat and VAn, therefore reducing the EW [282]. 
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3.1. Nuclear Spin Magnetisation 
Nuclear magnetic resonances were first observed in 1946 by Bloch et al. [283] and Purcell et al. 
[284]. Nuclear magnetism and NMR spectroscopy are fundamentally dependent on the quantum 
mechanical property, nuclear spin angular momentum.  
All atomic nuclei possess the property of spin, characterised by the nuclear spin quantum number 
(I). This is calculated depending on the numbers of the protons and neutrons of the atom. If the 
numbers of protons and neutrons are both even, I = 0, if they are odd, I is a half-integer > 0. For 
an atom to be NMR sensitive I ≠ 0. Nuclei with I > ½ also possess electric quadrupole moments, 
which originate from the distribution of their nuclear charge being non-spherical. These nuclei 
have much broader resonance lines making them more difficult to study. Fortunately, most nuclei 
of interest have I = ½ (
1
H, 
13
C, 
15
N, 
19
F and 
31
P) or I = 1 (
2
H). 
Nuclear spin angular momentum (I) is a vector quantity with magnitude given by [285], 
    
1/21/2
1I I     I I I , (41) 
where ħ is Planck’s constant divided by 2π, h/2π. The z-component of I (by convention) is 
expressed as, 
 zI m , (42) 
where m is the magnetic quantum number given by m = (-I, -I + 1, …, I – 1, I). The relationship 
between Iz and m results in quantisation of Iz to 2I + 1 possible values, meaning the spin angular 
moment is also quantised. With no external influence, i.e., no static magnetic fields, the spin 
angular moment vector is unbiased towards any direction, as the quantum state energy levels 
described by the 2I + 1 values of m are equal. The intrinsic magnetism of nuclei is known as the 
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nuclear magnetic moment (µ), and was shown to be co-linear with the nuclear spin angular 
momentum given by, 
 
,
µ ,z zI m

  
μ I
 (43) 
where the proportionality constant (γ) is the gyromagnetic ratio (rad T-1 s-1). Introducing an 
external static magnetic field, B0, aligned to the z-axis (as per convention for NMR spectrometers) 
allows the spin states of the nucleus to acquire an energy given by, 
 0 0m zE I B m B     . (44) 
The quantisation of the angular momentum (for I = ½ only) results in two equally spaced energy 
levels known as Zeeman levels. The distribution of spins in each, however, is unequal due to the 
higher probability of a lower energy state being occupied. The relative populations in each state 
can be described using a Boltzmann distribution function, 
 
1
m
m
E
kT
m
EI
kT
m
N e
N
e





, (45) 
where Nm is the population of nuclei in the mth state and N is the total population of nuclei. At 
temperatures related to NMR spectroscopy, i.e., approximately ambient, it is clear that mħγB0/kT 
≪ 1. The nucleus type (i.e., quantum spin number), the applied external field, and temperature 
dictate the populations of each state. Greater external fields result in further separation of the 
energy states and thus population variations increase between each state. 
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3.2. Bulk Magnetisation 
The total set (or ensemble) of individual nuclear spins of a system form what is known as the 
bulk. The Bloch formalism was developed by Bloch [286] which characterises the behaviour of an 
ensemble of spins in an external static magnetic field using a semi-classical vector model. The 
change in macroscopic magnetisation (M(t)), and its evolution in the presence of a static magnetic 
field (B(t)), is given by, 
 
( )
( ) ( )
d t
t t
dt
 
M
M B . (46) 
A rotating frame of reference can be adopted by representing the angular velocity about the 
rotating axes by vector ω.  The motion in both frames are related by, 
 
 
Rotating Laboratory
( ) ( )
( )
( ) ( )
d t d t
t
dt dt
t t

 
   
        
  
M M
M
M B
 . (47) 
 Careful choice of ω in the laboratory frame allows the cancellation of the effective field when 
ω = −γB(t), meaning M(t) is independent of time in the rotating frame of reference. Therefore, 
observing the system from the laboratory frame shows the precession of the bulk magnetisation 
around the static magnetic field (B0) with a frequency known as the Larmor frequency (rad s
-1
), 
given by, 
 0 0B   . (48) 
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3.3. NMR Signal Detection 
The macroscopic nuclear magnetisation within an external magnetic field at equilibrium is almost 
unobservable. In order to obtain an NMR signal, radio-frequency (RF) pulses must be applied at 
the Larmor frequency. This perturbs the nuclear spins of a sample, nutating the bulk 
magnetisation from the z-direction into the transverse plane (xy-plane). When the spin ensemble is 
surrounded by a coil (the receiver coil), the oscillating (or changing) magnetic field induces an 
oscillating current in the coil via Faraday induction according to Maxwell’s law. After excitation 
by an RF pulse, the precessing spins undergo relaxation (Section 3.4) and lose coherence over 
time resulting in the decay the net magnetisation. The induced current observed in the coil relating 
to this decaying magnetisation is known as the NMR signal or free-induction decay (FID). By 
applying a Fourier transform (FT) [287] to the FID, the NMR signal is given in the frequency 
domain, known as the NMR spectrum. 
The NMR signal always contains noise from the thermal motion of electrons in the receiver coil, 
shown in FID from ≥ 0.5 s and in the NMR spectrum as small oscillations along the baseline 
(Figure 19). The relatively low sensitivity of NMR means that generally consecutive experiments 
(or scans) of the sample are required to improve the signal-to-noise ratio (SNR). NMR 
experiments are typically reproducible (sum coherently), therefore the signal from each 
experiment adds proportionally to the number of scans (N). In contrast, the noise is random (sums 
incoherently), and thus the increase in noise is given by N
1/2
 [288, 289]. Therefore, each 
successive scan results in a total increase in SNR by N/N
1/2
 = N
1/2
.  
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Figure 19: FID (left) as a function of time from the induced current in the receiver coil due to the 
oscillating magnetic field of the spin ensemble after an excitation RF pulse. Applying a FT to the FID 
gives the NMR signal in the frequency domain. 
 
3.4. NMR Relaxation 
3.4.1. Spin-Lattice Relaxation 
When a spin system is in its equilibrium state (i.e., no magnetic field present) the spins are 
orientated in every possible direction.  This thesis is only concerned about the nuclear spin of the 
nucleus via the proton, i.e., not electron spin. The local magnetic field for every nuclear spin is 
slightly different to its neighbour, both in direction and magnitude; the total magnetic moment of 
the system is close to zero. If a group of spins were then placed into a magnetic field, all the 
proton spins begin to precess at the Larmor frequency about this field, therefore the total magnetic 
moment of the sample also precesses at this rate. The thermal molecular motions of the proton 
containing molecules introduce slight variations to their local magnetic fields, which fluctuate 
rapidly in both the magnitude and direction, generating local microscopic fields. Therefore, the 
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magnetic field experienced by each spin in the sample also has a slightly fluctuating magnitude 
and direction. This is crucial for the breakdown of the isotropic polarisation of the external 
magnetic field, allowing for creation of a macroscopic nuclear magnetic moment. 
The angle of precession of each spin’s magnetic moment to the external magnetic field varies over 
time. The finite temperature of the sample creates a bias for each spin to inevitably occupy an 
orientation with minimal magnetic energy; i.e., parallel to the external magnetic field. This 
generates an anisotropic distribution of nuclear spin polarisation at thermal equilibrium; the net 
magnetic moment or longitudinal magnetic moment. 
If the sample was suddenly brought into an external magnetic field, the initial macroscopic 
nuclear magnetisation would be zero; however, the preferential orientation of each nuclear spin 
parallel to the field gradually results in an increase of this longitudinal magnetisation. The time 
taken for the sample to reach a stable equilibrium of oriented nuclear spins is approximately 
exponential (Figure 20), given by, 
 
 
0
1
( ) 1 exp
t t
M t M
T
   
   
  
B , (49) 
where tB is the time when the sample interacts with the external magnetic field and T1 is the 
exponential time constant for this process, known as the spin-lattice relaxation time constant or 
longitudinal relaxation time constant. 
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Figure 20: The gradual increase of longitudinal nuclear spin magnetisation (M) with time (t) after the 
introduction of an external magnetic field (B) at tB. 
 
By performing NMR spin-lattice measurements and applying appropriate analysis according to 
the relaxation mechanism, the spin-lattice relaxation time constant (T1) can be determined 
(Section 3.7.1). 
 
3.4.2. Transverse Relaxation 
The magnetisation at thermal equilibrium is such that there is cylindrically symmetrical net 
magnetisation distribution parallel to the external magnetic field (i.e., about the z-axis); no net 
magnetisation perpendicular to the magnetic field. Application of a π/2 pulse about the x-axis 
rotates the net magnetic moment to the –y-axis, perpendicular to the magnetic field. This 
magnetisation is known as transverse magnetisation. Since all nuclear spins now precess 
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perpendicular to the magnetic field (i.e., xy-plane) at the Larmor frequency, so too does the 
transverse magnetisation whilst decaying slowly (Figure 21), given by, 
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 
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
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 
 
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 
, (50) 
where Mx and My are the magnetisation in the x- and y-axis and T2 is the transverse relaxation time 
constant or spin-spin relaxation time constant. 
 
 
Figure 21: Magnetisation about the x- and y-axis observed from the oscillating transverse magnetisation as 
a result of a π/2 pulse about the x-axis. 
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The slight fluctuations of the magnetic field cause a lack of coherence of each nuclear spins 
precession and thus the decay of transverse magnetisation, known as homogeneous decay.  
By performing NMR transverse measurements and applying appropriate analysis according to the 
relaxation mechanism, the transverse relaxation time constant (T2) can be determined 
(Section 3.7.2). 
 
3.5. J-Coupling 
A deleterious phenomenon that occurs during the spin relaxation time is J-coupling which results 
in modulation an NMR spectrum, known as J-modulation; specifically for coupled spin systems. 
The magnetisation of a two spin system (spin 1 (I1) and spin 2 (I2)) can be expressed in terms of 
three operators for each spin, given by, 
 1 1 1Spin 1:         x y zI I I  and (51) 
 2 2 2Spin 2 :         x y zI I I , (52) 
where subscript x, y and z indicate the in-phase magnetisation along the x-, y- and z-axis, 
respectively. In-phase magnetisation is observed as a pair of lines from a coupled two spin system, 
having the same sign and lineshape (Figure 22 A). If the lines have a different sign or lineshape 
then they represent anti-phase magnetisation (Figure 22 B). Anti-phase magnetisation is described 
using four additional operators given by 2I1xI2z, 2I1yI2z, 2I1zI2x and 2I1zI2y. The first term of each 
operator (e.g., I1x of 2I1xI2z) denotes the magnetisation of that spin with respect to the other spin 
(i.e., I2z of 2I1xI2z). 
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A) In-phase lineshape B) Anti-phase lineshape 
 
 
Figure 22: Lineshapes of a coupled two spin system representing in-phase (left) and anti-phase (right) 
magnetisation, respectively. 
 
J-modulation occurs due to the evolution of two coupled spins that results in the mutual 
conversion of in-phase and anti-phase magnetisation. This conversion follows the identity of the 
rotational sandwich formulae, given by [290], 
 {old operator} cos {old operator} sin {new operator}   , (53) 
 and is described by the rules of operation given in Figure 23.  
 
 
Figure 23: Diagram for order of angular momentum operators with rotational angle, θ = πJτ, where τ is 
variable time delay. The centre label indicates the axis of rotation, i.e., about z-axis. A) In-phase on the 
x-axis and anti-phase on the yz-axis. B) In-phase on the y-axis and anti-phase on the xz-axis. 
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The conversion of in-phase (Ix and Iy) magnetisation to anti-phase (Iyz and I-xz) magnetisation is 
given by the following two identities, respectively, 
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, (54) 
The conversion of anti-phase magnetisation to in-phase magnetisation is given by the following 
two identities, respectively, 
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. (55) 
At the start of signal acquisition, the initial terms are the in-phase (  12 1cos 2 xJ I  ) and anti-
phase (  12 1 2sin 2 2 y zJ I I  ) terms. Both the in-phase and anti-phase terms are dependent on τ, 
giving in-phase and anti-phase lineshapes, respectively. As τ evolves through time the spectrum is 
modulated in a sinusoidal fashion shown in Figure 24. 
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In-phase  Anti-phase 
 
0   
 
 
121/ 8J   
 
 
121/ 4J   
 
 
123/ 8J   
 
 
121/ 2J   
 
Figure 24: Visual representation of lineshape modulation of a two spin coupled system as τ evolves 
through time for both the in-phase (left) and anti-phase (right). 
 
An NMR spectrum of two coupled spins consists of a superposition of the in-phase and anti-phase 
doublets where the peak intensities depend on  12 1cos 2 xJ I   and  12 1 2sin 2 2 y zJ I I  . As τ 
changes, so too does the contribution from the in-phase and anti-phase peaks as, 
  12 1cos 2 cos( )xJ I    and (56) 
  12 1 2sin 2 2 sin( )y zJ I I   . (57) 
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This creates an oscillating interchange between in-phase and anti-phase magnetisation. From Eq. 
(56) maximum in-phase contribution to the signal is given by = 0, and therefore 
τ = 0 or 1/2J12. Similarly, from Eq. (57) maximum anti-phase contribution is given by 
 12 1 2sin 2 2 1y zJ I I   , and therefore 122 / 2J   or τ = 1/4J12. Complete conversion between 
in-phase and anti-phase (or vice versa) requires a spin echo delay of τ = 1/4J12, which is a total 
delay of 1/2J12 over the entire sequence. 
 
3.6. Coherence Order 
The observable quantity in NMR is the net transverse magnetisation (Ix and 2I1zI2y) as a result of 
the excitation of the net longitudinal magnetisation. The difference in the population of spins and 
their spin state is the origin of the net transverse magnetisation; where spin state α is aligned with 
the external field, and spin state β aligned against the magnetic field. When α > β or α < β, the net 
longitudinal magnetisation is polarised along or against the direction of the external magnetic 
field, respectively. If α = β then there is no net polarisation in the direction of the field. The 
rotation of the net longitudinal magnetisation by an excitation pulse into the transverse plane 
generates net spin polarisation perpendicular to the external field; known as coherence (Figure 
25). 
 
 12 1cos 2 xJ I 
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Figure 25: A) No coherence in the transverse plane and B) coherence of the transverse spin magnetisation 
with net polarisation along the x-axis. 
 
Coherences (+p and −p) are complex conjugates, however, both coherence contain the same 
information and so (normally) only –p is considered. Coherences have a phase and amplitude, 
with the phase of the coherence indicating the direction of the transverse magnetisation in 
xy-plane.  
RF pulses change the coherence order and the effect these have on the magnetisation will be 
described within three-dimensional space shown in Figure 26. If the RF pulse is applied to the 
same axis as the magnetisation, no change to the spin state is observed and the coherence order 
remains as p = 0. If there is a change to the systems spin state, then a rotation of ±φ about the 
relevant axis is experienced leading to a coherence order of p = ±1. In Figure 26 A, the application 
of a πx/2 RF pulse induces a rotation of Iz to the y-axis, giving xy-magnetisation (Iy). Similarly 
with Figure 26 C, although, in this case, a π-y/2 RF pulse was applied resulting in Ix. 
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Figure 26: Representation of a spin system in three-dimensional space using a rotating frame of reference. 
The application of an RF pulse about a particular axis results in a rotation of the net magnetisation about 
that axis indicated by the blue arrows. The resulting net magnetisation direction can be determined using 
the right hand thumb rule or via vector notation. 
 
It is now of interest to visualise the change in coherence order in relation to a simple NMR pulse 
sequence (Figure 27). The change in coherence order is recorded using a coherence order 
pathway. An NMR observable signal results from x- and y-magnetisation being combined into a 
complex domain signal given by, 
 ( ) ( ) ( )x yS t M t iM t    . (58) 
Expressing the signal in this form means that only one of the coherence orders (p = ±1) can be 
observed. It is arbitrary which one of these is chosen, yet by convention p = −1 is taken to be 
observable.  
86 
 
 
 
 
Figure 27: Simple NMR pulse sequence (top) consisting of a π/2 and π RF pulse. The RF pulses are shown 
to alter the coherence order of the system to give the coherence order pathway (bottom). By convention, 
the coherence order ends on p = -1 for signal acquisition. 
 
3.7. Basic NMR Pulse Sequences 
3.7.1. Spin-Lattice Relaxation Measurement 
After perturbing the system from its equilibrium state with an RF pulse, the energy absorbed by 
the spin system is then lost to the lattice (i.e., energy exchange between molecules through their 
motion) [291]. The time taken for this to occur is defined as the spin-lattice relaxation time 
constant or the longitudinal relaxation time constant. The pulse sequence used to determine T1 is 
called the inversion recovery pulse sequence [292] (Figure 28) which acquires an observed NMR 
signal is given by, 
 0
1
1 2expM M
T
  
    
  
, (59) 
where M0 is the thermal equilibrium magnetisation and τ is the time delay between the π and π/2 
pulses. 
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Figure 28: Inversion recovery pulse sequence where  is a variable delay separating the π and π/2 RF 
pulses. Signal acquisition begins immediately after the π/2 pulse. 
 
The inversion recovery experiment firstly involves applying a π RF pulse to rotate the 
magnetisation into the –z-axis. A variable delay time (τ) separates the π/2 pulse which rotates the 
magnetisation into the transverse plane followed by immediate signal acquisition. To determine an 
unknown T1, the NMR signal is obtained for different τ values. Depending on the length of τ the 
signal is either negative (τ < τnull), zero (the null point, τ = τnull), or positive (τ > τnull) as shown in 
Figure 29. 
 
Figure 29: Recovery profile from regression of Eq. (59) on to the signal intensity (M) versus recovery 
delay time (τ = 0.01-0.5 s) with T1 = 0.1 s in order to determine the 𝜏null point (τ ≈ 0.07 s), where zero signal 
intensity is obtained. onto the recovery profile gives the blue line. 
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Regression of Eq. (59) onto the recovery profile (Figure 29) leads to T1. The relationship between 
the 𝜏null point and T1 can also be used to approximate T1, given by, 
 null
1
ln(2)
T

 . (60) 
According to Eq. (59) (and Figure 29) it takes several T1 for a system to reach equilibrium 
(τ > 0.5 s); therefore, a recycle delay of > 5T1 is typically used in-between all consecutive 
measurements. 
 
3.7.2. Transverse Relaxation Measurement 
Transverse relaxation relates to the decay of the magnetisation in the transverse plane as described 
in Section 3.4.2. When a π/2 RF pulse is applied to a spin system at equilibrium within a static 
magnetic field, the bulk magnetisation is nutated from the z-direction into the transverse plane. 
Due to fluctuations in the microscopic magnetic field, the transverse magnetisation will inherently 
start to decay as the nuclear spins lose coherence and relax back to equilibrium, observed as signal 
decay in the FID after a spin echo pulse sequence given in Figure 30 (for example). 
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Figure 30: Spin echo pulse sequence consisting of a π/2 and π RF pulse separated by a time delay (τ) and 
resulting FID. 
 
The transverse relaxation time constant (T2) represents the coherence loss with time of the spin 
system, also known as the spin-spin relaxation time constant, given by, 
 
0
2
2
expM M
T
 
  
 
. (61) 
The peak width-at-half-height of the spectral peak (Hz) (Figure 31), is related to T2 by, 
 1/2
2
1
PW
T
 . (62) 
This seldom gives a reliable estimate of T2 as the effects of T2 decay (homogeneous broadening) 
and inhomogeneous broadening are often indistinguishable; typically combined through the 
parameter
*
2T . Inhomogeneous broadening is due to the variation of microscopic magnetic field 
due to susceptibility effects or instrumental imperfections. 
*
2T  has no fundamental significance, 
however, the pulse sequence described in Figure 30 is able to separate the homogeneous and 
inhomogeneous decays, thus allowing accurate measurement of T2, even within an 
inhomogeneous magnetic field. 
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Figure 31: 
7
Li NMR spectrum of 0.1 M LiCl in D2O with width-at-half-height, PW1/2, indicated in red of 
PW1/2 = 0.75 Hz. 
 
3.7.3. Gradients and the Magnetisation Helix 
The static magnetic field, local magnetic field and magnetic gradient are aligned with the z-axis, 
given by B0 = B + zg. We note that the origin, z = 0, is taken to be the centre of the sample. Spins 
of the same type will have the same resonant frequency (ω) dictated by the Larmor equation, Eq. 
(48), within the sample, given by, 
 
0p B  . (63) 
Gradient strength is normally expressed in G cm
-1
 (1 G cm
-1
 = 0.01 T m
-1
). If a gradient, g (T m
-1
), 
is applied throughout the sample, ω becomes spatially encoded with respect to its position (r) and 
the direction of the applied gradient, given by, 
     ,eff n n    gr r , (64) 
where n is the number of quantum coherences and g is defined by the grad of the gradient field 
component parallel to B0, given by, 
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z z zg
x y z
  
    
  
B B B
B i j k , (65) 
where i, j and k are the unit vectors of the laboratory frame of reference. The magnetic 
components in the transverse (xy-plane) can be ignored as 
0g r B . This alters the Larmor 
frequency of each spin with respect to the direction of the gradient. After application of a 
rectangular gradient pulse, each spin acquires a spatially dependent phase () given by, 
 ( ) p g  r r . (66) 
The dot product allows all motion perpendicular to the gradient to be ignored and phase changes 
of each spin relate only with motion parallel to the gradient. Incorporation of the coherence order 
describes the effective gradient (g
eff
 = pg) where a gradient pulse has an equal but opposite effect 
when applied to a coherence order of p = 1 or p = 1.  
Gradient pulses are typically described by the notation, 
 1 (m )
2
g

q , (67) 
which relates to the spatial spectrum of nuclear spin displacements, q-space. The generalised form 
of Eq. (67) includes time-dependent gradients and coherence orders given by, 
 eff
0 0
( ) ( ') ( ') ( ')
2 2
t t
q t p t g t g t
 
 
   . (68) 
Magnetisation is not randomised by application of a gradient pulse; rather, precise spatial 
encoding takes place. The result of a gradient pulse applied immediately following a π/2 RF pulse 
is such that the magnetisation is twisted into a helical geometry about the z-axis, with a pitch 
given by, 
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 1
2
 (m)
g



 q q . (69) 
Formation of the magnetisation helix by applied gradients is a key element in coherence order 
selection, phase cycling and solvent suppression [293-295], additionally and most important to 
this work, a spatially encoded helix allows for detection of translational motion (or diffusion) and 
flow.  
Diffusive motion orthogonal to the direction of the magnetic field, gradient and helical axis, 
leaves the helix unchanged, however, motion parallel to the direction of the helix alters it. Parallel 
diffusive motion decreases the helical diameter while flow results in a net movement of the helix 
(Section 2.1). The sensitivity of these effects are correlated to the pitch of the helix, where the 
tighter the helix the greater the effect becomes. Since gradient pulses are of a finite length, i.e., not 
instantaneous, some motional corruption can occur during their application. For conceptual 
purposes, it is easier to describe the gradients and their effects under the short gradient pulse limit, 
where a gradient pulse takes the form of a Dirac delta function, i.e., δ  0 and g   ∞ whilst 
their product remains finite. Within this limit all motional effects during the application of the 
gradient can be ignored. 
The first measurements of drift velocities (or flow) were completed by Stejskal [296] and here 
they are described them in terms of an applied electric field. The magnetisation of any given 
isochromats (i.e., group of spins with the same resonant frequency) rotates according to the 
Larmor equation, Eq. (48). For conceptual understanding of flow, the situation is simplified by 
adopting a rotating frame of reference equal to Larmor frequency. The effect that flow (or drift 
velocity) has upon the observed magnetisation can be seen when considering the PGSE pulse 
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sequence with an additional applied electric field (U) active during the diffusion time shown in 
Figure 32. 
 
 
Figure 32: A modified PGSE NMR pulse sequence with two identical gradient pulses with strength (g) and 
duration (δ), and an additional applied electric field which induces a drift velocity. 
 
After the application of the π/2x RF pulse the magnetisation rotates through the yz-plane to align 
with the y-axis, (Figure 33 A). The gradient pulse then causes the isochromats to precess, forming 
a magnetisation helix by rotating each spin, with respect to the rotating frame of reference (Figure 
33 B), according to the angle given by, 
 gz   . (70) 
 
94 
 
 
 
 
Figure 33: Visual representation of the phase encoding of isochromats into magnetisation helices due to the 
application of gradient. The net magnetisation in A is wound into a helix shown in B by applying a 
gradient pulse. After a time delay the π RF pulse then flips the magnetisation helix to give C. A second 
identical gradient pulse is applied which unwinds the magnetisation helix. Any flow (or drift) present in the 
sample between the two gradient pulses is observed as a phase shift of the refocused net magnetisation 
with angle ϕ shown in D. 
 
Similarly to a diffusion experiment, the magnetisation helix is refocused by the application of a πy 
RF pulse and an identical gradient pulse. If, hypothetically, no diffusive motion or flow were 
introduced into the sample, there would be complete refocusing of the magnetisation helix and a 
maximum echo signal with no phase shift would be observed. Diffusive motion results in the 
decay (or attenuation) of the echo signal due to the random orientation of the spins with respect to 
the z-axis, giving incomplete refocusing. In contrast, the influence of flow in the z-direction 
throughout the sample causes a translation rather than a decay of the magnetisation helix. After 
the gradient pulse (Figure 33 B) the spin at the origin can be assumed to remain aligned with the 
zy-plane, i.e., ϕ = 0, and the translation of the magnetisation helix due to the applied electric field 
means the spin at the origin is displaced by a spin with ϕ ≠ 0 that moves to the origin (Figure 29 
C). Assuming no diffusive motion, complete refocusing of the magnetisation helix is maintained, 
however, the isochromats are now rotated about the z-axis relative to ϕ of the new spin occupying 
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the origin (Figure 33 D). This rotation is sensitive to the magnitude and duration of the flow. If 
vd = 0, then no phase shift occurs. As v increases, a cosine modulation of the magnetisation helix 
is observed given by, 
  cos gz v    . (71) 
 
3.7.4. PGSE and PGSTE 
By utilising the key property that ω can be spatially encoded, self-diffusion coefficient 
measurements can be made along any desired axis, or combination of axis, i.e., x, y or z. Gradients 
afford a powerful tool not only for studying molecular diffusion (under favourable circumstances 
down to < 10
-17
 m
2 
s
-1
), but also for providing structural information in the range of 0.1-100 µm 
when the diffusion is restricted (e.g., diffusion in a cell) on the NMR time scale [240]. The use of 
magnetic field gradients allows diffusion to be added to the standard NMR observables of 
chemical shifts and relaxation times (i.e., longitudinal or T1; transverse or T2; and in the rotating 
frame or T1p) [290]. Self-diffusion measurements are commonly performed using the PGSE 
(Figure 34 A) or PGSTE (Figure 34 B) sequence. 
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A 
 
B 
 
Figure 34: (A) PGSE and (B) PGSTE pulse sequence. A rectangular gradient pulse is inserted into each τ1 
delay. The separation between the leading edges of the gradient pulses is denoted by Δ. The applied 
gradient is generally along the z-axis (the direction of the static magnetic field). 
 
By manipulating the duration of these pulses and delay, one can force the net magnetisation to 
precess in the transverse plane for a maximum amount of time. Smaller molecules, inclusive of 
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the ILs selected for this thesis, typically have a small spin-lattice relaxation time (transverse 
plane) and larger spin-spin relaxation times (longitudinal plane). Therefore, PGSTE typically 
recovers higher signal amplitude as spins generally relax slower during the diffusion time within 
the longitudinal plane than within the transverse plane of the PGSE sequence. 
Each NMR diffusion measurement performed in this thesis was conducted with iterative values of 
the magnetic field gradient. The amplitude of the signal measured from PGSE and PGSTE pulse 
sequences is given by [181, 183], 
 
2 2 21
0
2
2
( ,2 ) exp exp
3
S g M g D
T
 
  
    
        
   
 and (72) 
 
2 2 20 2 1
1 2
2
( ,2 ) exp exp exp
2 3
M
S g g D
T T
  
  
      
           
     
, (73) 
respectively. By normalising with respect to the echo intensity obtained when g = 0 to remove the 
relaxation dependence, the attenuation of the echo signal (S) is related to D by, 
  2 2 2=exp Δ
( ,2 )
( 0,2
x
)
e p
3
S g D bD
S g
S g

 


  
      
  
. (74) 
Since all of the variables are known apart from D, regression of Eq. (74) onto the diffusion data 
gives the self-diffusion coefficient. 
Another NMR pulse used in this thesis is the PGSE-J sequence developed by Torres et al. [184]. It 
is common for a PGSE experiment to suffer from peak phase distortions [241, 297, 298], or 
J-modulation (Section 3.5), caused by homonuclear J-coupling which generates undesirable 
mixtures of in-phase and anti-phase magnetisation described in Section 3.5. It incorporates a chirp 
based z-filter [299] that suppresses the anti-phase magnetisation whilst leaving the in-phase 
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magnetisation almost completely intact. The implementation of the PGSE-J sequence allows Δ to 
be varied independently of τ to compensate for J-coupling effects, shown in Figure 35. 
 
Figure 35: Schematic of modified PGSE-J sequence, improved by Torres et al. [300]. The addition of 
complementary delays maximises the time the magnetisation stays in the transverse plane without effecting 
the duration spent in the longitudinal plane. 
 
3.8. Applications of NMR Diffusion 
3.8.1. Kärger Two Site Binding Model 
Investigation of the binding dynamics between crown ethers and LiCl were of interest as simple 
model systems to study more complex systems later. A suitable mathematical model to apply to 
these binary liquid electrolytes was the Kärger two site binding model [301] which describes the 
exchange between two domains where both particles A and B are undergoing free diffusion and 
exchangeably binding to each other to form the complex AB given by, 
 1
1
.
k
k
A B AB

   (75) 
The dissociation constant of the complex, KD, was defined by the ratio of the reverse first-order 
rate constant (k-1 (M
-1
 s
−1
)) and the forward rate constant (k+1 (M
−1 
s
−1
)), given by, 
99 
 
 
 
 
  
 
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D
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.
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AB k


    (76) 
In the case of lithium crown ether, the ligand was the smaller ion, lithium, and the 
macromolecular receptor was the larger ion, crown ether. The ligand has two diffusion 
coefficients related to its current state, bound (Db) and free (Df). Generally signals from the bound 
and free state were not able to be separated, hence the solution became [73, 301-303], 
        2 21 1 2 2, exp 2 exp 2b fE q S S P q D P q D          , (77) 
where P1 and P2 are the population fractions according to their signal intensities given by [73, 
301-304], 
 1 21P P   and (78) 
 
1
2
2 1
b b f fP D P D D
P
D D
 


. (79) 
D1 and D2 are the apparent self-diffusion coefficients defined by [73, 301-303], 
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      
  
      
        
      
 , (80) 
where τb and τf (not to be confused with the τ delay in the PGSE pulse sequence) are the mean 
residence lifetimes in bound and free states, respectively. The timescale of NMR experiments 
define the rate of chemical exchange occurring based on chemical shift differences. As the 
exchange rate increases, line-broadening occurs followed by coalescence and finally in fast 
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exchange, where the mean lifetimes of each site are significantly short, a motionally narrowed 
time-averaged spectrum of the different sites was observed. The sensitivity of diffusion 
measurements to fast and slow exchange is depending on the timescale of the experiment, dictated 
by the diffusion time. For a slow exchange system, i.e., when τf and τb → ∞, Eq. (77) simplifies to, 
        2 2, exp 2 exp 2f f b bE q P q D P q D        , (81) 
whereas for a fast exchange system, i.e., τf and τb → 0 and therefore D2 → ∞, Eq. (77) simplifies 
to, 
     2, exp 2b f PE q S S q D      , (82) 
where, 
  1 f b bbPD P D P D   , (83) 
is the population-weighted average diffusion coefficient. Li-ions (ligand) are considered to be fast 
in fast exchange with the crown ether (macromolecule), thus Eq. (82) is used. Df and Db are 
determined by measuring the diffusion coefficients of both the ligand and macromolecule in free 
solution, respectively. In the case of a simple two site model, the bound population is given by, 
 2
bP      , (84) 
where, 
 
 L M D
L2
C nC K
C

 
  and M
L
nC
C
  , (85) 
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where CL and CM are the total concentrations of the ligand and macromolecule, respectively, and n 
is the number of binding sites. Substituting Eq. (84) and (85) into Eq. (83) gives the two site 
binding model equation relating to a system in fast exchange, 
  
2
L M D L M D M
L L L2 2
f b fP
C nC K C nC K nC
D D D D
C C C
  
              
  
. (86) 
Viscosity is correlated to the diffusivities of a species, and as such, viscosity changes need to be 
accounted for when modelling the system. In the crown ethers studied, the crown ether 
concentration was varied which altered the viscosity of the system. Compensation for viscosity 
was made through a correction factor using the SES equation. Initial calculation of the atomic 
radii (rs) was given by, 
 , (87) 
where k is the Boltzmann constant, x refers to a slip or stick condition (where typically 4 is better 
for smaller molecules and was therefore used here),
2D O
 is the viscosity of D2O, and 
D O2
0D is the 
diffusion coefficient of D2O at infinite dilution. The known values for these constants were 
2D O
 = 
1.1 cP or 
2D O
 = 0.0011 Pa s-1 [305], 
D O2
0D = 1.902 ×10
-9
 m
2
 s
-1
 [306] and x = 4 [240, 307, 308]. 
The diffusion coefficient at infinite dilution was used as the baseline to compare the diffusion 
coefficients at various concentrations, DC. Rearranging Eq. (87) to make DC the subject gives, 
 , (88) 
where DC and ηC refer to concentration related values. Consideration of infinite dilution means 
Eq. (88) becomes, 
2 2
0D O
s
D O
kT
r
x D

C
C s
kT
D
x r

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 . (89) 
Dividing Eq. (89) by Eq. (88) gives, 
 , (90) 
where, 
 0C f   , (91) 
where fη is the correction factor for viscosity. Substituting this into Eq. (90) gives, 
  0CD D f  (92) 
Eq. (92) was then combined with Eq. (86) to give the viscosity corrected two site binding model 
equation for a system in fast exchange, 
  
2
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f b fP
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. (93) 
 
3.8.2. Convection Compensation 
Convection currents occur due to temperature gradients across a sample which induces movement 
throughout the solvent with a particular magnitude or velocity of convective flow. The velocity 
and the relative temperature gradient are dependent on the solvent, temperature, gas flow rate, and 
the temperature regulation system used [249]. Convection typically results in the loss of signal 
(attenuation) that may be mistaken for other phenomenon such as increased diffusivity. 
0
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Compensation in this work is only concerned with laminar flow (Section 2.1.2) with respect to the 
z-axis, following work by Loening and Keeler [249] and Jerschow and Müller [309]. 
The movement of the spins during the application of the gradient pulse means the spins 
experience a varying gradient field; therefore, a velocity dependent phase is acquired in addition 
to the normal spatially dependent phase. The strength of a magnetic field experienced at position 
z(t) from a magnetic field gradient on the z-axis with magnitude g(t) at time t is given by g(t)z(t). 
The phase from this magnetic field acquired by a coherence order over some time (t to t + dt) is 
given by, 
 ( ) ( )pg t z t dt  . (94) 
If flow is present in the z-direction with a velocity (v) then the magnetic field experienced by a 
spin, z(t), is given by z0 + vt, where z0 is the initial position. The phase acquired by application of 
square-shaped gradients (g0) with length τ and starting at time t1, is given by, 
  20 0 0 1
0
1
2
2
v
pg z pg v t     


   , (95) 
where ϕ0 is the spatially dependant phase normally acquired during a diffusion experiment and ϕv 
is the velocity dependent phase of interest. For pulsed gradient sequences, the first gradient (g1) 
should be equal and opposite to the second gradient (g2), and equal in length. This ensures 
complete refocusing of the magnetisation helix and all terms (ϕ0 and ϕv) will equal zero. However, 
if flow is present then the velocity dependent term (ϕv) will not equal zero, resulting in a velocity 
dependent phase given by, 
  0 1 2v pg v t t    . (96) 
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The remaining phase is compensated for by using an additional pair of gradients (Figure 36); 
equal and opposite in sign the first pair, one at time t3 and t4, giving, 
  0 3 4v pg v t t    . (97) 
When (t1 – t2) = (t3 – t4), it is clear from Eq. (96) and (97) that the two phases from each pair of 
applied gradients will cancel, obviating any velocity dependent phase remaining in the echo 
signal. If (t1 – t2) ≠ (t3 – t4), then refocusing of the magnetisation will be incomplete and a phase 
shift dependent upon the velocity, gradient strength, and time differences between the gradient 
pairs will be acquired. 
 
Figure 36: Visual representation of the required gradients for convection compensation using two pairs of 
identical applied gradients. It is crucial that (t1 – t2) = (t3 – t4) in order to cancel the remaining phase from 
the first pair (t1 and t2) of gradients with that of the phase in the second pair (t3 and t4). 
 
A double-stimulated echo sequence developed by Loening and Keeler [249] (Figure 37) 
compensates for convection when the two mixing times (τm,1 and τm,2) are equal. Relaxation and 
diffusion depend on the sum of the mixing times and altering these will proportionally lead to 
echo signal decay. In the case that the convective flow is not constant, but varied across the 
sample, incorporation of a function which describes this flow, f(v), gives a signal, 
    ( )expS k f v i gv dv 


   , (98) 
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where k is a constant. 
 
Figure 37: A double-stimulated echo pulse sequence used to compensate for convection currents when the 
two mixing times, τm,1 and τm,2, are equal. These mixing times can be altered so the sum of the two mixing 
times, τm, is maintained, i.e., τm,1 + τm,2 = τm. The gradients in red are used to rescind all magnetisation 
except z-magnetisation during the mixing time. For simplicity, it is assumed the RF pulses are 
instantaneous and alter the coherence order so that the gradients are able to be applied in the same sense, 
i.e., all positive, which is required to refocus the spatially dependent magnetisation helix. A short delay (α) 
is used between the gradient and the following RF pulse in order to regain homogeneity throughout the 
sample. The selected coherence transfer pathway is given below the pulse sequence. Figure adapted from 
Loening and Keeler [249]. 
 
3.8.3. Electrophoretic NMR 
eNMR is a powerful method for obtaining electrochemistry based information on charged species 
such as the electrophoretic mobility and, by extension, the conductivity of the overall sample 
[310-313]. This lesser-known NMR technique uses a PGSE diffusion NMR experiments coupled 
with an applied electric field active during the diffusion encoding time. Hence, nuclei-specific 
electrophoretic mobilities are able to be measured.  
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The concept of the eNMR experiment was first proposed by Packer in 1969 [311], unsuccessfully 
tested in 1972 [310] and successfully implemented a decade later [313, 314].  
Numerous electrophoretic cell designs have been used for eNMR (Figure 38). Design A consists 
of a U-tube geometry that fits inside a 10 mm NMR tube with either electrode placed inside 
opposite openings. This design avoids the effect of macroscopic bubble formation from the 
electrodes, by ventilation through the open ends of the tube. When the electric field is applied 
cations will travel towards the anode and vice versa as expected. However, a counter-flow of ions 
will occur, meaning, cations travel downwards on the left-hand side and upwards on the right-
hand side towards the anode; with the opposite being true for anions and the cathode. Ultimately, 
this leads to the sign of the mobility being indistinguishable. Additionally, the filling factor of this 
design is relatively small (compared with B and C) as sample is contained only inside the U-tube. 
Alternatively, the cylindrical design of B increases the filling factor although sample preparation 
is much less convenient due to the use of a gel plug. A high filling factor is also achieved using 
design C, although the disadvantage to this design is bubble formation at the lower electrode 
surface with no possible method of venting without disturbing the RF receiver coil region.  
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Figure 38: Electrophoretic cell designs for high-resolution eNMR. A) is the U-tube geometry with the 
electrodes positioned at each opening in the top of the U-tube. B) is the cylindrical design requiring a gel 
plug to keep the sample in place and force the current along the z-axis. C) is another cylindrical design 
which has a high filing factor but suffers from any bubble formation that occurs at the lower electrode. 
Figure adapted from Johnson [315]. 
 
The effect of drift velocity (Section 3.7.3) on a spin system and the resulting phase shift of the net 
magnetisation is the key to the eNMR experiment, which is now discussed in detail. A modified 
PGSTE pulse sequence known as an electrophoretic pulsed gradient double stimulated echo 
(ePGSTE) pulse sequence (Figure 39), as described by Hallberg et al. [316], was used for all 
eNMR experiments in this thesis. Including the effects of diffusion and drift, the attenuation and 
modulation of the echo signal is given by [296, 309, 317], 
   2 2 20 2 1
1 2
2 4
(2 ) exp exp exp exp
4 3
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S i g v g D
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, (99) 
where the phase term, exp(iγgΔδv), leads to a complex modulation of the acquired signal observed 
as modulation given by [199, 316], 
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Figure 39: Schematic of ePGSTE pulse sequence [316] where τ is the total displacement time of the 
applied electric field. The first half of the sequence uses a positive U and the second half uses a negative U 
with delay ε = 33 µs required to switch the voltage. A suitable time delay (t) is used at the beginning for 
use with high upper limit voltage experiments (Section 4.7.7). This sequence compensates for convection 
currents when the first and second pair of gradients are equally spaced (Section 3.8.2). The desired 
coherence order is given at the bottom. 
 
Correlating ePGSTE signal translation to U gives the electrophoretic mobility, µ, with the signal 
amplitude from an eNMR experiment given by Eq. (99). The exponential term gives the signal 
attenuation due to diffusion and the cosine term gives the change in signal intensity due to 
electrophoretic motion.   
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 Experimental Chapter 4.
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4.1. Reagents 
LiCl (> 99.99% purity), 12C4 ether (98% purity) and 15C5 ether (98% purity), D2O (99.9% 
atom D), DMPIM TFSA (< 0.5% water), EMIM TFSA (≤ 0.5% water), EMIM BF4 (≤ 3% water), 
BMIM BF4 (≤ 0.05% water), BMIM OTf (< 5% water) and LiPF6 (< 0.01% water) were 
purchased from Sigma-Aldrich (Australia) and EMIM FSA (< 0.1% water) from Solvionic 
(France) and used as received.  
 
4.2. Sample Preparation 
4.2.1. Lithium Crown Ether Solutions 
Stock solutions of 0.1 M LiCl in D2O and 3.184 M 12C4 in D2O were prepared. Li-doped crown 
ethers, Li-12C4 and Li-15C5, samples with [crown]:[Li] ranging from 0.1-5 M were prepared by 
pipetting appropriate volumes of the LiCl and crown ether stock solutions into Eppendorf tubes 
and vortexed at high speed for 5 mins. 0.5 ml samples were dispensed into 5 mm flat-bottom 
Wilmad NMR tubes (516-O-5), which had been cleaned with methanol and dried for 48 hours at 
35 °C prior to sample addition. Each tube was hermetically sealed with a plastic cap and paraffin 
film. 
 
4.2.2. Ionic Liquids 
Pure ILs were transferred into the inner tube of a 5 mm coaxial Wilmad NMR tube set (516-CC-5) 
under a helium atmosphere within a glove box. The inner tube was flamed sealed and placed into 
the outer tube. Li-doped ILs were prepared by dissolving the required amounts of LiPF6 in each 
IL, pipetted into Eppendorf tubes and hermetically sealed with NMR tube caps and paraffin film. 
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Solutions were repeatedly mixed on a vortex mixer whilst gently warmed until the LiPF6 fully 
dissolved. They were then transferred into 5 mm flat-bottom NMR tubes under normal 
atmospheric conditions due to the open design of the eNMR probe. Since ILs are hygroscopic 
[210-212], and any dissolved water will affect their viscosity [209, 318], the ILs were 
hermetically sealed wherever possible, with NMR tube caps and paraffin wax then stored in a 
desiccator. There was no visible water peak in the 
1
H NMR spectra for any of the ILs. 
 
4.3. NMR Experiments 
All NMR measurements were performed on a Bruker Avance 400 MHz spectrometer fitted with a 
broadband probe equipped with a z-axis gradient that has a maximum gradient strength of 
0.535 T m
-1
. Standard pulses sequences were used, as described in Section 3.7. 
 
4.3.1. Relaxation Experiments 
The spin-lattice relaxation time constants for each nuclei present in all samples were determined 
using the inversion recovery pulse sequence [292] (Section 3.7.1). 
 
4.3.2. Diffusion Experiments 
NMR diffusion measurements were performed using the PGSTE pulse sequence and varying g 
then analysing the signal attenuation as described in Section 3.7.3, in addition to the PGSE and 
PGSE-J pulse sequences used only for diffusion experiments conducted in Chapter 5. 
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In order to acquire accurate signal attenuation data, the gradient probe requires calibration, 
especially probes capable of producing short, high amplitude gradient pulses, which are now 
commonplace. 
The calibration process poses unique challenges. In contrast to low field strength measurements, 
high field strength measurements are affected by such things as eddy currents being generated 
through conducting surfaces surrounding the gradient coil [319], mismatched gradient pulses 
[320], coil vibration [320, 321], and gradient uniformity across the length of the sample [322]. 
These calibrations, which minimise increased error from the aforementioned problems, at low 
field strength are relatively straight forward. However, these calibrations cannot be extrapolated to 
higher field strengths as they vary with field strength, and thus, each probe must be calibrated 
independently. 
“Standard” samples, i.e., those with known self-diffusion coefficients, are used for gradient 
calibrations via regression analysis from an echo attenuation plot where each spectrum is acquired 
at a different gradient strength. The parameters used for calibration experiments were T1 = 80 s, 
δ = 0.6 ms, g = 0.011-0.509 T m-1 in increments of 0.033 T m-1, Δ = 0.2 s, number of scans = 8 
and using PGSTE. This method also incorporates non-ideal behaviour (e.g., the rise and fall times 
of gradient pulses) so long as the experimental parameters remain the same for subsequent 
experiments. Accuracy > 99% is attainable using this method of calibrating gradient pulses [323]. 
A recycle delay greater than 5 times the T1 value was used with PGSTE, PGSE or PGSE-J to 
determine the self-diffusion coefficient of each species. Typical T1 values were 1-2 s for all pure 
ILs and crown ethers (
1
H and 
19
F), 30 s for dilute LiCl in crown ether and D2O (
7
Li). Typical 
diffusion parameters consist of δ = 3 ms (1H) or 5 ms (19F) or 10 ms (7Li), g = 0.011-0.509 T m-1 
in increments of 0.033 T m
-1
 and Δ = 0.2 s. Cationic and anionic diffusion coefficients from the 
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ILs (D+ and D-), crown ethers (D12C4 and D15C5), and LiPF6 ( +LiD and -6PF
D ), were probed using 
1
H, 
19
F and 
7
Li NMR. D+ used the CH group between the two nitrogens on the imidazolium ring, 
with the exception of DMPIM using the CH3 group at the same position, D- and -
6PF
D used the 
fluorine species of each relevant anion, and +LiD used the lithium species. 
 
4.4. Conductivity Measurements 
All conductivity measurements on crown ether systems were taken using an AS302 Activon 
Pocket conductivity meter (NSW, Australia) and calibrated using a standard solution of 0.01 M 
KCl (1413 µS cm
-1
) at 298 K. 
The Activon Pocket meter was not used for ILs due to the large amount of sample required. 
Alternatively, using measured electrophoretic mobilities (Section 4.6) the conductivity was 
calculated using the measured electrophoretic mobilities by Eq. (28) (Section 2.3.3). 
Similarly to µNE, the calculated molar conductivity relates to an ideal solution (i.e., full 
dissociation) and Λ contains contributions only from charged ions in an ion dense environment, 
therefore, the two conductivities are expected to differ. Information relating to ion associations or 
ion aggregates, as well as the degree of contributions to ionic conduction from the diffusion 
components, was obtained through the ratio of Λ/ΛNE. An error of 5% was calculated for 
measured conductivity values (Section 2.3.3), propagated by the error in µ. Errors for calculated 
conductivities were insignificant, being less than 10
-14
 S m
2
 mol
-1
, due to the small errors in the 
measured self-diffusion coefficients.  
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4.5. Viscosity Measurements 
All viscosity measurements were performed using a Brookfield DV-II + Pro viscometer 
(Brookfield Engineering Lab., Inc., USA). The temperature was controlled by a Brookfield 
TC-202 circulation type thermostated water bath. Measurements were obtained with a CPA-40 
cone at 298 K with 0.5 mL of IL sample and appropriate spindle RPM selection. Milli-Q water 
was used for calibration and all experiments were performed in triplicate. The viscometer was 
calibrated with water and was cleaned with Kim-tech wipes and acetone prior to each experiment. 
The viscosity reading was allowed to stabilise before taking the reading with ≤ 80% of maximum 
spindle torque as per the manufacture’s recommendations. The obtained viscosity readings are 
given below in Table 8 for the water calibration and Table 9 for EMIM TFSA (as an example for 
ILs). 
The results in Table 8 give a viscosity of ηw = 0.90 ± 0.03 (cP, std. dev.) which agrees with the 
literature value of water (ηw = 0.89 cP) [324, 325]. EMIM TFSA was measured using lower 
spindle RPM values than water, following the manufacturer advice as ILs have greater viscosities 
than water. For all ILs, spindle RPM > 10 gave an error, indicating that the maximum torque 
percentage had been reached, resulting in the measurement being unreliable. Table 9 gives a 
viscosity of 30 ± 1 (cP, Std. dev.) for EMIM TFSA. This is close to the result obtained by Fuller et 
al. [326] and Noda et al. [57] of 34 and 32 cP, respectively. The same methodology was used for 
determining the viscosities of all subsequent IL systems and the results are given in Section S1 of 
the “Supplementary Experimental Information”. 
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Table 8: Viscosity readings for water obtained using a Brookfield DV-II + Pro viscometer with CPA-40 
cone at 100 RPM and 298 K. 
Viscosity Spindle Torque Sample Volume 
η (cP) % V (µL) 
0.88 30.1 400 
0.86 27.9 400 
0.90 29.3 400 
0.89 29.1 500 
0.95 31.0 500 
0.93 30.5 500 
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Table 9: Viscosity readings for EMIM TFSA obtained using a Brookfield DV-II + Pro viscometer with 
CPA-40 cone, 500 µL of sample at 298 K. 
Viscosity Spindle Speed Spindle Torque 
η (cP) RPM % 
28.4 1.5 13.0 
28.0 1.5 13.7 
31.1 1.5 15.2 
30.8 3.0 30.0 
30.6 3.0 30.0 
30.4 3.0 29.8 
29.2 6.0 57.1 
28.5 6.0 56.2 
29.1 6.0 56.9 
 
 
4.6. Electrophoretic NMR 
eNMR measurements in this research were performed using the recent eNMR probe design by 
Hallberg et al. [316] (Figure 40); an eNMR-1000 electrophoretic unit and palladium electrodes 
(P&L Scientific, Sweden). This consists of two palladium wire electrodes sealed in glass, which 
fit inside a standard 5 mm NMR tubes, which were cut to 80 mm lengths, washed with acetone 
and dried in an oven for 24 hours at 50 °C. 
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Figure 40: Cylindrical sample cell housed inside a 5 mm NMR tube. The palladium metal wires are 
covered in glass sleeves to restrict the electrophoretic transport of the ions in-between the two electrodes. 
 
This eNMR probe configuration offers advantages over the early U-tube design [312]: a 31% 
reduction in surface area, increased sample volume, and by extension, an increased volume to 
surface area ratio leading to reduced electroosmotic effects [312]. The obvious disadvantage of a 
larger volume is the undesirable effects from convective flow due to thermal (Joule) heating 
[327]. However, as discussed later, careful choice of experimental parameters can obviate this 
deleterious effect of convection. Careful probe design with the use of shielded gradient coils can 
avoid formation of eddy currents, observed for gradient amplitudes of 300 G cm
-1
, which distort 
the NMR signals [328, 329]. Additionally, the RF coils pick up noise from the palladium 
electrodes resulting in a reduced SNR [87].  
Electrophoretic mobilities for the cation and anion, denoted by subscript “–” and “+”, 
respectively, were determined using the same resonances as the diffusion measurements described 
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in Section 4.3.2. Electrophoretic mobility was determined from measured zero-order phase shifts 
of these resonances  by [315], 
 
L
g U


 
 , (101) 
where L is the distance between the two electrodes.  
Electrophoretic mobilities can be also calculated using the ES relation and a measured diffusion 
coefficient by, 
 
NE
B
zD
µ
k T
 . (102) 
The ES relation represents mobilities irrespective of an applied electric field and pertaining to a 
dilute solution in the equilibrium state (i.e., full dissociation, typically < 0.01 M [54, 330, 331]). 
Conversely, the measured mobilities measured here are from pure ILs which are ion dense 
environments, and contain only electrophoretic motion of charged species under the influence of 
an electric field. Therefore, these two properties are expected to differ. Errors for calculated 
mobilities were insignificant (< 10
-21
 m
2
 V
-1
 s
-1
), due to the small errors in the measured self-
diffusion coefficients (< 10
-12
 m
2
 s
-1
). 
Typical ePGSTE parameters were U = 0-40 ± 1 V (
1
H and 
19
F) and 0-100 ± 1 V (
7
Li), total 
displacement time of τ = 0. 198 s, δ = 2 ms (1H) or 5 ms (19F) or 10 ms (7Li), g = 0.332 T m-1 (1H) 
or 0.249 T m
-1
 (
19
F) or 0.166 T m
-1
 (
7
Li), and L = 1.8-2.2 cm. Typical spectral linewidths obtained 
were 
1
H = 12 Hz, 
19
F = 13 Hz and 
7
Li = 6 Hz, limited by the configuration of the eNMR sample 
cell (i.e., electrodes within the receiver coils). L was calibrated using 10 mM 
tetramethylammonium bromide (TMABr) in D2O with known electrophoretic mobility of 
+TMA
  = 3.79 × 10-8 m2 V-1 s-1 [316]. The zero-order phase shifts were determined manually and 
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to minimise errors, the guidelines outlined in Section 7.2.2.5 were used. Signal modulation was 
only due to electrophoretic motion, and this was confirmed by: 1) ϕ is proportional to U, 2) the 
sign of ϕ changes with the sign of U for a given ion, i.e., for Li-ion +U = +ϕ and –U = –ϕ, and 3) 
ions of different signs (anion and cation) are observed to have opposite signs of ϕ. An error of 
±0.01 rad was estimated for determination of ϕ. A maximum standard error of 5% was calculated 
for µ, determined by the linear fit of the data by Origin 9.1 (USA). 
 
4.7. Experimental Complications 
Performing NMR experiments on “lossy” samples, which includes liquid electrolytes, can be 
challenging as they typically have high viscosity, high salt-concentration and generally deuterated 
analogues are not commercially available [103]. Lossy samples couple to the observe coil in the 
NMR probe, decreasing the sensitivity and absorption of the RF pulse which produces noise. High 
viscosity leads to significant line-broadening of signals due to rapid NMR relaxation. Salt-
containing samples are typically more viscous which leads to significant line-broadening of 
signals due to rapid NMR relaxation. Their absorption of RF radiation from the required longer 
pulse lengths also generates sample heating. Signal quality can only be improved by increasing 
the temperature and thus lowering the viscosity, however; changing the temperature may not 
always be desirable. Without deuterated samples, sample locking needed for high resolution NMR 
is not possible. The most obvious, and expensive, solution is the synthesis of deuterated samples.  
The magnetic field throughout a sample is affected by each interface (change from one medium to 
another) in an NMR experiment, known as magnetic susceptibility. Magnetic susceptibility is 
described as how easily a material develops a magnetic moment when exposed to an external 
magnetic field, e.g., when an NMR tube is placed in the static magnetic field of the NMR 
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spectrometer. Materials have either a positive (paramagnetic) or negative (diamagnetic) 
susceptibility (Figure 41). The sign of the susceptibility correlates to how the material distorts the 
external magnetic field. Materials with positive susceptibility pull the magnetic field into the 
material, and negative susceptibility push the magnetic field away. This is an important 
consideration when performing NMR experiments, as the homogeneous magnetic field will be 
distorted by every different interface. In the case of NMR tubes, this issue is overcome by 
matching the magnetic susceptibility of the glass to the sample. However, for the work in this 
thesis, the NMR tubes which matched the liquid electrolytes used were not available. 
Additionally, the presence of the eNMR metal electrodes and their glass seals within the NMR 
tube compound this issue. The only solution is careful shimming of the system, albeit with limited 
capabilities. 
 
Paramagnetic Diamagnetic 
  
Figure 41: A schematic representation of the influence of an object (blue oval) on the external magnetic 
field (vertical arrows) according to the object’s magnetic susceptibility. A paramagnetic interface is shown 
on the left, which pulls the magnetic field inwards. A diamagnetic interface is shown on the right which 
pushes the magnetic field outwards. This illustration over exaggerates the effect observed in reality. Figure 
re-drawn from Levitt [290]. 
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There are a number of problems that affect the results of PGSE experiments which include (i) RF 
interference, (ii) radiation damping and long range-dipolar interactions, (iii) convection, (iv) 
homogeneity of the applied magnetic field gradient, (v) background magnetic gradients, (vi) eddy 
currents and static magnetic field disturbances generated by the gradient pulses and (vii) gradient 
pulse mismatch and sample movement. These problems generally cause a greater signal 
attenuation to be measured and thus, an overestimated measurement of the observed diffusion 
coefficient. Each problem is discussed giving details on its affects and applicable solutions. 
eNMR has its own unique and deleterious set of experimental issues such as induced sample 
heating, degradation of the sample, macroscopic bubble formation, reduced signal acquisition and 
shimming capability, and diffusion time optimisation. Each issue is discussed and solutions 
proposed in Chapter 7, in addition to a set of guidelines that were proven to enhance the quality of 
eNMR experiments. 
 
4.7.1. RF Interference 
RF interference originates from the addition of gradient coils to the NMR probe. The coils act as 
antennae and due to the proximity to the sample region, can introduce RF interference, unless 
appropriate precautions are taken. A related problem is the strong mutual inductance between the 
gradient and the RF coils and as such the quality factor of the RF coils (Q), given by, 
 
L
Q
R

   (103) 
where L is the inductance, are diminished. Due to this, longer pulses are required for the same flip 
angles, poorer decoupling efficiency is witnessed, and a reduced SNR. 
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Non-ideal or inhomogeneous RF pulses (B1) are well known [332-334] but have generally been 
ignored in regards to NMR diffusion experiments. This may occur as normally small samples are 
used and thus it is considered that the sample is contained within a more homogeneous RF field. 
 
4.7.2. Radiation Damping 
Radiation damping [335-341] and long-range dipolar fields [234-240] are complicated effects and 
intrinsic in all NMR experiments, yet only become relevant when strong net magnetisation is 
present. This means that high magnetic field strengths, high-sensitivity probes and narrower 
resonances, i.e., well shimmed samples, are more susceptible. 
Radiation damping is due to coupling between the RF coil and the magnetisation in the transverse 
plane. As the transverse magnetisation precesses, it induces an oscillating current in the RF coil 
which, in turn, creates an oscillating magnetic field; the damping field. The damping field is 
perpendicular to the static magnetic field, B0, and the magnetisation vector. Therefore, it acts upon 
the transverse magnetisation in a manner which forces it back to equilibrium. A time constant is 
associated to a single resonance (limited by small flip angles of M0) which characterises the effect 
of radiation damping on the exponential damping of the system and is given by, 
 rd
F 0
2
M
T
QM 
 , (104) 
where M is the magnetic permeability and F is the filling factor of the probe. Nutation is 
induced from radiation damping, causing precession of the magnetisation to follow a swaying or 
‘wobbly’ path about the central axis. This nutation does not have a constant angular velocity and 
is given by, 
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sind
dt T
  
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 
, (105) 
where θ is the angle between the magnetisation and the B0 field.  
Radiation damping causes problems in NMR experiments [295, 337, 342] and impacts the 
relaxation of a strong signal greatly. It can force the signal back to equilibrium many times faster 
than the intrinsic spin-lattice relaxation time [343] and cause peak broadening [344]. When using 
the PGSE sequence, radiation damping may be indicated by an initial rise in the echo signal 
before decreasing with gradient strength [322]. 
To reduce the effect of radiation damping attention must be focused on reducing ηF, Q or M0, from 
Eq. (104). Multiple methods for negating these effects have been discussed such as reducing the 
sample size or de-tuning the probe. When using PGSTE another solution is to use a smaller flip 
angle [345]. The problem still remains as these methods are not generally applicable and in some 
cases not appropriate. The most popular method of resolving this problem is to use gradient-based 
techniques, which reduce M0 through spatial encoding [343, 346]. The most versatile and 
appropriate method would be to include Q-switching for PGSE experiments [344]. 
 
4.7.3. Convection 
Convection is another common problem in NMR experiments which arises from the sample 
heating method, typically by blowing temperature regulated gas over the sample. The possibility 
of a temperature gradient forming in a sample depends upon the efficiency of heat transfer, 
viscosity, geometry and size of the sample, gas flow rate, and interior dimensions of the probe. 
Once the temperature gradient becomes large enough, convective flow is induced. Convection is a 
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source of deceptive artefacts in PGSE experiments and causes cosine modulation of the PGSE 
signal attenuation given by [309, 314, 347-351], 
  2 2 2( , ) exp cos
3
E q g D gv

   
  
       
  
, (106) 
where v is the velocity of the flow. Convection is usually identified through the proportional 
relationship between measured diffusion coefficient and diffusion time, i.e., increased diffusion 
coefficient with increased diffusion time. The effects of convection can be controlled in multiple 
manners by means of specific hardware; using a narrow tube design [352], placing glass wool 
inside the sample, immersing the sample in another solution of high heat capacity [348], spinning 
the sample [353-355], gradient moment nulling [309] and convection compensated pulse 
sequences (Section 3.8.2); the latter used in this work. 
 
4.7.4. Gradient Constancy 
Gradient constancy does not generally affect all experiments, but in some instances produces 
ambiguous results. A single freely diffusing species may appear to be a polydisperse system with 
a perfect constant gradient. Deviation from exponential behaviour of the diffusion decay indicates 
that the sample is experiencing a volume-dependant gradient. A simple solution is to restrict the 
volume of the sample by using either a plug to keep the sample in a set position or limiting the 
sample height to 1 cm where possible. 
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4.7.5. Background Gradients 
In PGSE experiments, the use of applied magnetic fields means background gradients (both 
homogeneous and inhomogeneous) will affect the measurements, directly through the inclusion of 
gradient cross-terms and indirectly through decreasing the observed T2 [322, 356-360]. 
The PGSE signal in the presence of a uniform constant background gradient strength, g0 (and 
ignoring relaxation effects), is given by [182], 
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where 2 12 ( )t t    . Similarly, for the PGSTE sequence [361], 
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where 2 1 1t t    . The g0 term can be normalised out in Eq. (107) and (108). The g·g0 cross-
term cannot be ignored if gδ ≫ g0τ is true, g0 is non-constant or if 
1/2
2
0 g g . The cross-term 
complicates analysis as the echo attenuation may be dependent upon multiple delays in the 
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sequence. As the sign of the g·g0 cross term is dependent on the relative direction between the 
applied and internal gradients, the presence of background gradients can be identified by reversing 
the polarity of the applied gradient [322, 358, 362]. Generally, the calculated diffusion coefficient 
will appear lower than expected as the sample usually experiences inhomogeneous background 
gradients. Thus, the measured diffusion coefficient will be in turn an ensemble average of the 
apparently faster diffusing spins, which will  cause greater signal attenuation, and the less 
attenuated signal from the apparently slower moving spins [363]. 
Two common methods of solving the issue of background gradients are to either reduce the size 
of the sample through physical means by use of a susceptibility-matched NMR tube or 
alternatively, through slice selective pulse sequences. Specialised pulse sequences can also be 
used to suppress the effects of background gradients. Removal of the g0 term is done through 
addition of π pulses to the PGSE sequence which refocus the dephasing effects of g0. 
 
4.7.6. Eddy Currents 
The simplest gradient pulse used in a PGSE sequence is rectangular. The rapid rise and fall 
inherent in generating a rectangular pulse generates eddy currents in the surrounding conducting 
surfaces. The affect is further experienced with an increased magnitude of the pulse. Eddy 
currents can affect PGSE experiments in the following manners: phase changes in the spectrum 
and deviations in the attenuation, gradient-induced broadening, time-dependant B0 shift effects 
and disturbances in the field frequency lock. A minimum time delay (te) is required before 
acquisition and before the application of another refocussing RF pulse as the eddy currents need 
time to dissipate. The presence of eddy currents can be determined through a simple pulse 
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sequence consisting of a gradient pulse, delay te, π/2 pulse and acquire. By varying te a minimum 
wait time can be calculated based on the phase distortions in the observed spectrum. 
One solution to eddy currents is to use well-designed shielded gradient coils, although in most 
cases this is not sufficient. A means of self-compensation, or ‘pre-emphasis’, in the gradient coils 
can be used, which utilises Lenz’s law of opposing fields, where the leading and tailing edges of 
each gradient pulse are overdriven. Another way to reduce the impact of eddy currents is to slow 
the rise and fall times of the gradient pulse, since it is proportional to dI/dt [364, 365]. This is 
done by using sinusoidal or nearly rectangular (e.g., trapezoidal) pulses. More complicated RF 
pulses, e.g., bipolar gradient pulses [366, 367], also provide solutions to eddy current issues. 
 
4.7.7. Electro-osmosis 
The motion of a liquid due to the application of an electric field is known as electro-osmosis (or 
electroosmotic flow). This flow occurs at the interface between the liquid and a surrounding 
surface; such as a capillary tube, membrane, porous materials or any other material permitting 
fluid motion. 
Consider an electrolyte solution as shown in Figure 42, which is in contact with a charged surface; 
in this case the sides of the NMR tube. An applied electric field produced between the electrodes 
(top and bottom of the cell) parallel to the surface causes the cations immediately next to the 
surface to move, known as the mobile diffuse layer [368]. This motion drags the surrounding 
solvent molecules in the same direction, and is used as the pump for capillary zone electrophoresis 
[369]. 
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Figure 42: Electro-osmosis in the eNMR cell design used in this work. The glass of the NMR tube is 
negatively charged which attracts the cations within the electrolyte. 
 
The terminal velocity of this diffuse layer is given by [312, 370, 371], 
 0 dcr
eo
E
v
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
 . (109) 
Electroosmotic flow in the eNMR cell design is vertical and thus a current is formed where 
backflow forms through the centre of the cell. A more accurate description of a velocity profile for 
cylindrical cells shown in Figure 42, and is given by [372], 
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where a is the radius of the NMR tube and r is the distance from the centre, resulting in an 
expected parabolic velocity profile. The average effect electro-osmosis has on the ionic drift 
velocity or phase angle for a spin echo is zero, determined through integration of Eq. (110) for a 
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cross-sectional area of the tube. The issue associated to electroosmotic flow is the generation of a 
distribution of velocities which results in a damping of intensity versus current curves during 
signal acquisition. Assuming electroosmotic flow occurs, the nuclei in the tube located between r 
to r + dr acquire some phase angle, qvrt1, at the echo time, meaning the phase factor given in Eq. 
(99) is replaced by, 
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eo
e
eo
qv t
iqvrt r r iqv t
a qv t


 
  
 
 . (111) 
As ve and veo are proportional to Edc, the affect that electroosmotic flow, described by Eq. (111), is 
a damping of the intensity versus current curves, leading to reduced resolution of the velocity 
spectra.  
Numerous methods are available to address the issue of electro-osmosis. One such method is 
through the use of gel stabilised samples, where the solvent flow at the wall is severely hindered. 
For the study of free solutions, surface coatings can be used, such as methylcellulose 
(MW = 110000). The purpose of these coatings is twofold: 1) to increase of the viscosity near the 
wall thus reducing electroosmotic flow by Eq. (109), and 2) to extend the plane of shear such that 
the potential diminishes [312, 373]. 
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5.1. Introduction 
Values published for the diffusivities of ILs [180] are inconsistent and vary in magnitude by up to 
20%, and no solutions were proposed to adequately resolve the issue. In this Chapter, three NMR 
pulse sequences: pulsed gradient stimulated echo (PGSTE), pulsed gradient spin-echo (PGSE) and 
J-compensated pulsed gradient spin echo (PGSE-J), were investigated to determine the reliability 
of each of these methods for measuring diffusivities of liquid electrolytes.  Each of the three pulse 
sequences were used to measure diffusivities of a simple system (10 mM ethanol in D2O) to 
identify the issue, propose a solution, and determine the accuracy and precision of each pulse 
sequence before applying the methods on ILs. 
 
5.2. Results and Discussion 
5.2.1. Preliminary Diffusion Experiments 
A simple system of 10 mM of ethanol in D2O was used to compare the three NMR pulse 
sequences: PGSTE, PGSE and PGSE-J. The measured diffusion coefficients of ethanol (2 
resonances) and water calculated from the data measured from each pulse sequence are given in 
Figure 43. 
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Figure 43: 
1
H NMR spectrum of EtOH in D2O (left) and the plot of the resulting diffusion coefficients of 
each resonance by using PGSTE (), PGSE () and PGSE-J () pulse sequences (right), where δ = 1 ms, 
Δ = 0.1 s and π/2 = 15.06 µs. Error bar are contained within the symbols for the two ethanol resonances. 
 
Differences in the diffusion coefficients calculated from the data from each pulse sequence are 
evident in both the D2O (DHDO), and EtOH  (
2CH
D  and 
3CH
D ) signals. DHDO agrees with the 
literature value for diffusion of isotropic species of water (DW = 1.902 ± 0.019 × 10
-9
 m
2 
s
-1
) [306], 
yet differences exist between 
2CH
D  and 
3CH
D . It was hypothesised that background gradients may 
cause discrepancies and experiments were conducted using positive and negative gradient pulses, 
+g and –g, respectively, to examine the validity of this hypothesis. Any background gradients 
would affect each applied gradient differently and by averaging the results, the magnitude of this 
effect could be quantified. The results are shown in Figure 44. 
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Figure 44: Plot of the resulting average diffusion coefficients by using PGSTE (), PGSE () and 
PGSE-J () pulse sequences using positive and negative gradient pulses. Literature values () are shown 
for water [306] and EtOH [374]. 
 
It was found that using positive and negative gradients for all three NMR pulses gave very similar 
results for DHDO, and all three values agree with the literature value for diffusion of free water. 
Despite this, differences in the measured diffusion coefficients are still observed using the three 
pulse methods for both of the EtOH signals, CH2 and CH3. The values of DPGSTE from both 
ethanol signals measured in this project agree with the literature values for 10 mM EtOH in water 
(DEtOH = 1.05 × 10
-9
 m
2 
s
-1
 [374, 375]), however, only the DPGSE-J value derived using the CH2 
resonance agrees with the literature value, and DPGSE values are both different for the CH2 and 
CH3 resonances. The PGSE sequence overestimates D by 25-30% and PGSE-J underestimates D 
by 5-10%, when compared to literature values. To ensure validity of the experimental method, 
duplicate experiments were performed and sequences were run in two different orders to 
determine if any systematic errors were present with the results given in Figure 45. 
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Figure 45: Plot of the measured diffusion coefficients running the experiments in two different orders: 1) 
PGSTE (), PGSE (), and then PGSE-J (), and 2) PGSE-J (), PGSE (), and 2) PGSTE () on 
10 mM EtOH in D2O to identify if any systematic errors are present. Some symbols are not evident as they 
are superimposed. 
 
The values calculated from the duplicate experiments were in agreement this was not found to 
contribute to the variation in diffusion coefficient measured in these experiments. The differences 
in measured diffusion coefficients from these preliminary experiments agree with Annat and 
co-worker’s [180] findings of up to 20% variation in measured diffusivity; however, for free 
diffusing species, i.e., single-exponential signal attenuation, there should be no discrepancy 
between the self-diffusion coefficient obtained by either sequence. With that in mind, additional 
reasons for this difference were investigated and it was hypothesised that it may be caused by 
J-modulation. 
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5.2.2. Optimised Diffusion Experiments 
Phase distortions originating from J-coupling [300] affect diffusivity results and to detect their 
presence the diffusion time (Δ) was varied. A suitable diffusion time (ΔJ) corresponding to all the 
peaks being pure shift (PS) i.e., full adsorption or purely in-phase magnetisation, was identified. 
The PS parameter for EtOH was found to be ΔJ = 0.28 s, as shown in Figure 46, indicated by the 
maxima of the blue and red line for the CH2 and CH3 signals, respectively. 
 
 
Figure 46: 
1
H NMR waterfall plot of 10 mM EtOH in D2O with varied diffusion time of Δ = 0.06-0.44 s in 
0.02 s increments. The blue (CH2) and red (CH3) lines trace the J-coupling signal modulation due to in-
phase and anti-phase contributions. The maximum of each line indicates when the spectrum is PS. A 
common PS value for both lines is shown at ΔJ = 0.28 s. 
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The PS value of ΔJ = 0.28 s is then simply an optimised diffusion time and using this for each 
pulse sequence gives the results shown in Figure 47. 
 
 
Figure 47: Resulting diffusion coefficients for 10 mM EtOH in D2O using ΔJ = 0.28 s for PGSTE (), 
PGSE () and PGSE-J () pulse sequences. For reference, the previous PGSTE () is also shown which 
is in agreement with the PS results. 
 
The results shown in Figure 47 confirm that using an optimised diffusion time for each pulse 
sequence gave calculated diffusion coefficients for each peak to within 5% of the DPGSTE values. 
J-modulation, and its associated phase distortions was therefore identified as the primary cause of 
discrepancies between the measured self-diffusion coefficients of ethanol from PGSTE and PGSE 
measurements. The measured diffusion coefficients from PGSTE were also shown to be 
unaffected by J-modulation, with an acceptable difference of < 3% between the PGSTE PS and 
non-PS experiments being determined. Therefore, PGSTE was used for subsequent experiments in 
Chapters 6-8. 
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5.2.3. Diffusion Experiments on Ionic Liquids 
The three pulse sequences (PGSTE, PGSE and PGSE-J), validated using 10 mM ethanol in D2O, 
were used to determine the accuracy and precision of measured diffusivities for ILs. Each IL’s 1H 
NMR resonances have been assigned and are shown in Figure 48, these resonance numbers were 
used throughout this thesis. The same methodology used for ethanol was applied to measurements 
of diffusion coefficients for ILs: identification of errors, determination of an optimised diffusion 
time, and then comparison to literature values for validation. 
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A) BMIM BF4 B) BMIM OTf 
  
C) DMPIm TFSA D) EMIM BF4 
  
E) EMIM TFSA  
 
 
Figure 48: 
1
H NMR spectrum of A) BMIM BF4, B) BMIM OTf, C) DMPIM TFSA, D) EMIM BF4 and E) 
EMIM TFSA with peaks labelled both on the structure and relevant peak in the spectrum, and peak 
integrals shown at the bottom. 
139 
 
 
 
Experiments were conducted initially on EMIM TFSA using PGSTE, PGSE and PGSE-J 
sequences using two different diffusion times of Δ = 0.1 and 0.02 s to investigate of effect 
J-modulation, with the results given in Figure 49. 
 
 
Figure 49: Resulting 
1
H NMR diffusion coefficients of EMIM TFSA with two diffusion times, 1) Δ = 0.1 s 
(open symbols), and 2) Δ = 0.02 s (closed symbols) using PGSTE (, ), PGSE (, ), and then 
PGSE-J (,). The effect of J-modulation on the measured diffusion coefficient is observed by 
comparing the measured diffusion coefficient of peak 5 for the PGSE-J pulse sequence, where Δ = 0.1 () 
suffers from J-modulation, and 0.02 s () does not, with the 1H NMR spectrum for each diffusion time 
shown in Figure 50. 
 
Calculated diffusion coefficients from each pulse sequence were found to be in agreement, both 
for each diffusion time and also using the data obtained from the different peaks. The deleterious 
effect of J-modulation on the NMR spectra is shown in Figure 50 for EMIM TFSA when 
Δ = 0.1 s (), resulting in the loss of virtually all of the information for the resonance around 
4.25 ppm. The same resonance contains minimal contributions from J-modulation effects when 
Δ = 0.02 s ().  
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Figure 50: 
1
H NMR spectra of peak 5 for EMIM TFSA for two different diffusion times of Δ = 0.1 (blue) 
and 0.02 s (red). The blue spectrum suffers from J-modulation, resulting in the large error of measured 
diffusion coefficient that was shown in Figure 49. The red spectrum contains minimal J-modulation 
contributions. Both spectra are to the same 1:1 vertical scale. 
 
Each resonance of a molecule may have different ΔJ values, with the resonance of peak 1 used 
here to determine ΔJ values for each of the three pulse sequences for each IL. The observed ΔJ 
values are summarised below in Table 10, alongside the gradient pulse durations required to give 
> 90% signal attenuation. 
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Table 10: Measured J-coupling diffusion times using peak 5 of each IL, and the gradient pulse durations 
used for each of the three pulse sequences to give > 90 % signal attenuation. 
IL 
ΔJ (s) δ (ms) 
PGSTE PGSE PGSE-J PGSTE PGSE PGSE-J 
BMIM BF4 0.12 0.13 4.00 6.50 
BMIM OTf 0.14 0.13 5.00 6.50 
DMPIM TFSA 0.13 0.30 0.10 6.00 
EMIM BF4 0.14 0.20 3.50 
EMIM TFSA 0.135 0.13 0.135 4.00 
 
The resulting diffusion coefficients for each IL using the respective parameters are shown in 
Figure 51. The peak integral was used to measure the diffusion coefficient and peaks that suffer 
from phase distortions (i.e., partially positive and partially negative) were not considered reliable. 
Such circumstances are given in Figure 51, shown as open symbols, where these measured 
diffusion coefficients differ from other measurements with typically greater errors. 
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A) BMIM BF4 B) BMIM OTf 
  
C) DMPIM TFSA D) EMIM BF4 
  
E) EMIM TFSA  
 
 
Figure 51: 
1
H NMR diffusion coefficients of A) BMIM BF4, B) BMIM OTf, C) DMPIM TFSA, D) EMIM 
BF4 and E) EMIM TFSA using PGSTE (), PGSE () and PGSE-J (). Open symbols indicate spectral 
peaks which suffer from phase distortions and did not to match the other diffusivities. All relevant 
experimental parameters are given in Table 10. The same diffusivity scale was used to observe the 
precision of each of the three pulses sequences for each IL. The error bars are contained within the 
symbols. 
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The average and standard deviation of the diffusion coefficients were calculated from the data 
shown in Figure 51, and summarised in Figure 52. The errors in the diffusion coefficients were 
typically 2-4 × 10
-13
 m
2
 s
-1
 (not to be confused with the errors bar on Figure 51). 
 
 
Figure 52: Summary of 
1
H NMR diffusion coefficients measured using PGSTE (), PGSE () and 
PGSE-J () pulse sequences as an average and standard deviation from each peak shown Figure 51. 
Literature values () for each IL were BMIM BF4 [82], DMPIM TFSA [83], EMIM BF4 [81] and 
EMIM TFSA [57]. The errors bars on the graph for the diffusion coefficients determined here (,,) 
represent 1 standard deviation, and the errors bars for the literature data () represent experimental error.  
 
It is shown in Figure 53 that each of the three pulse sequences gave agreeable diffusivities for 
each IL compared to literature values [57, 81-83]. The overall trend of measured self-diffusion 
coefficients was DPGSTE < DPGSE < DPGSE-J. PGSTE experiments were found to be in good 
agreement with literature values for all ILs. The PGSTE pulse sequence was shown to acquire 
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self-consistent diffusion data (independent upon peak selection), and performed well in instances 
of low SNR and when nearby peaks overlap. 
PGSE and PGSE-J measurements were found to moderately overestimate diffusion coefficients. 
The difference between the diffusivities of PGSE and PGSTE for each IL were as follows; 
BMIM BF4 = 7.7%, BMIM OTf = 11.1%, DMPIM TFSA = 2.1%, EMIM BF4 = 6.2% and 
EMIM TFSA = 9.3%. The difference between the diffusivities of PGSE-J and PGSTE for each 
were as follows; BMIM BF4 = 3.5%, BMIM OTf = 8.3%, DMPIM TFSA = 19.1%, 
EMIM BF4 = 11.5% and EMIM TFSA = 5.3%. PGSE and PGSE-J diffusion coefficients were 
suitable for the majority of ILs with an acceptable variation of ≤ 5%. 
High-order (super-molecular) structuring, i.e., the IL was not experiencing free diffusion, was 
hypothesized to cause small discrepancies between the measured diffusion coefficients of the ILs 
using each pulse sequence. Generally ionic cluster configurations form on the timescale of ~1 ns 
[81] and are therefore not detected during a typical NMR experiments as Δ ≥ 100 ms. However, a 
dependency on the diffusion coefficient to the diffusion time will be observed if structuring is 
present, and so, experiments were conducted with varied diffusion time to investigate this. A 
non-overlapping 
1
H NMR peak with the largest SNR was selected for optimisation of 
experimentations for the determination of the diffusion coefficients of EMIM BF4; peak 6. 
Equivalent signal attenuation over the varied diffusion time was required, i.e., equal b value, and 
so the gradient pulse duration was altered accordingly. The calculated diffusion coefficients of 
EMIM BF4 were found to be almost independent of the diffusion time (Figure 54), indicating that 
negligible higher-order structuring was present. 
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Figure 54: Diffusion coefficients measured using 
1
H NMR DPGSTE of peak 6 for EMIM BF4 whilst varying 
diffusion time (Δ = 0.15 to 0.4 s). 
 
5.3. Conclusions 
Three NMR pulse sequences, PGSTE, PGSE and PGSE-J, were validated using a simple system 
of EtOH in D2O. J-modulation was shown to be the dominant experimental issue resulting in 
differences between the measured diffusion coefficients from PGSE and PGSE-J pulse sequences. 
Determination of a suitable diffusion time negated this. The experimental method was then 
applied to the five ILs. An acceptable variation between the pulse sequences was evident with a 
suitable ΔJ for each IL (± 5%). The PGSTE pulse sequence gave self-consistent diffusion 
coefficients, whereas PGSE and PGSE-J gave greater diffusivities compared to PGSTE. Higher 
precisions in the measured diffusion coefficients were found compared to literature values, and 
the diffusion coefficient of BMIM OTf was determined for the first time. High-order molecular 
structuring was not evident as the diffusion coefficient was independent of the diffusion time. 
These experiments found that the PGSTE pulse sequence was the most reliable and versatile of 
the three pulse sequences, and therefore, it was used as the primary pulse sequence when 
performing further diffusion NMR experiments in subsequent Chapters.  
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6.1. Introduction 
Ion association between the Li-ions and the two crown ethers (12C4 and 15C5) using aqueous 
solutions of LiCl and crown ether are explored in this section using PGSTE NMR diffusion and 
conductivity measurements. The diffusion data is analysed using the Kärger two site binding 
model to calculate the dissociation constant. The conductivities of the crown ether systems were 
also measured to describe the ionic situation.  
Dr Batchimeg Ganbold is acknowledged for her contribution of measuring the diffusion 
coefficients and conductivities of the 15C5 and Li-15C5 systems, and subsequent data analysis. 
Dr Scott A Willis is acknowledged for his assistance in writing the Kärger two site binding model 
code in Origin 9. 
 
6.2. Results and Discussion 
6.2.1. Diffusion of Crown Ethers 
As PGSTE was proven to be least susceptible to J-modulation, the diffusion coefficients of the 
lithium and crown components in the two systems were measured using 
7
Li and 
1
H PGSTE 
diffusion NMR, respectively, at 298 K over a range of [crown]:[Li] ratios. Experiments were 
conducted over a range of concentrations to investigate the binding dynamics between lithium and 
crown ether. A method to compensate for viscosity changes caused by the concentration change of 
crown ether was also developed. 
To fully understand the binding mechanism and interactions of lithium crown ether systems, 
measurements on all species present were required and 
7
Li and 
1
H PGSTE NMR spectra are given 
in Figure 55. All diffusion attenuation plots were well described by a single exponential fit, 
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indicative of fast exchange binding. In the 
1
H NMR spectrum (Figure 56 B-E) two peaks are 
visible, the crown (~ 3.7 ppm) and the residual 
1
H in D2O, (~ 4.6 ppm). No visible chemical shift 
of the crown peak was evident to substantiate the presence of binding, therefore self-diffusion 
experiments are required to investigate this. 
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A – 0.1 M Li in D2O B – 0.1 M 12C4 in D2O 
  
C – 0.1 M Li 0.1 M 12C4 in D2O D – 0.1 M Li 0.1 M 15C5 in D2O 
  
E – 0.1 M 15C5 in D2O  
 
 
Figure 55: A) 
7
Li PGSTE NMR spectra of 0.1 M LiCl in D2O with the diffusion coefficient found to be 
DLi = 8.46 ± 0.07 × 10
-10
 m
2
 s
-1
. Small quadrature images are present. B) 
1
H PGSTE NMR spectra of 0.1 M 
12C4 ether system in D2O with the diffusion coefficient found to be D12C4 = 6.65 ± 0.15 × 10
-10
 m
2
 s
-1
. C) 
1
H PGSTE NMR spectra of 0.1 M LiCl 0.1 M 12C4 ether system in D2O with the diffusion coefficient 
found to be DLi-12C4 = 5.65 ± 0.06 × 10
-10
 m
2
 s
-1
. D) 
1
H PGSTE NMR spectra of 0.1 M LiCl 0.1 M 15C5 
ether in D2O with the diffusion coefficient found to be DLi-15C5 = 5.15 ± 0.01 × 10
-10
 m
2
 s
-1
. E) 
1
H PGSTE 
NMR spectra of 0.1 M 15C5 ether in D2O with the diffusion coefficient found to be 
D15C5 = 5.05 × 10
-10
 m
2
 s
-1
. All diffusion experiments were conducted at 298 K with different gradient 
strengths. Common experimental parameters used are δ = A) 3, B) 1.5, C) 1.8, D) 3 and E) 3 ms, ∆ = 0.1 s, 
echo delay = 2 ms and recycle delay = (B, C, D and E; crown) 7, (A; Li) 185 s. 
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In order to apply the Kärger two site binding model to the lithium crown ether systems, it was 
necessary to determine the self-diffusion coefficient of lithium, DLi. The results are shown in 
Figure 56 with viscosity effects observed as a decreased self-diffusion coefficient of water, DWater, 
with [12C4]:[LiCl] and [15C5]:[LiCl] by 12% and 8%, repsectively. The concentration of crown 
ether was varied which altered sample viscosity, thus viscosity corrections were necessary and 
using the aforementioned method to compensate for viscosity (Section 3.8.1) gives the open 
symbols of Figure 56 and Figure 57. 
For all systems the diffusivities decreased linearly with crown ether concentration. Lithium 
diffusion was found to be greater (0.7-0.8 × 10
-9
 m
2
 s
-1
) than both crown ethers (0.5-
0.6 × 10
-9
 m
2
 s
-1
 for 12C4 and 0.5 × 10
-9
 m
2
 s
-1
 for 15C5) as expected. 
 
 
Figure 56: Diffusion coefficients of residual HDO (DWater, ), 12C4 (D12C4, ) and Li (DLi, ) in the 
Li-12C4 system at 298 K with 0.1 M LiCl . The error bars are typically smaller than the symbols. Also 
shown are the viscosity corrected (open symbols) 12C4 (D12C4, ) and Li (DLi , ). The dashed and solid 
lines are linear lines-of-best-fit with equation D = m([12C4]:[Li]) for each data set. 
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Figure 57: Diffusion coefficients of residual HDO (DWater, ), 15C5 (D15C5, ) and Li (DLi, ) in the 
Li-15C5 system at 298 K with 0.1 M LiCl . The error bars are typically smaller than the symbols. Also 
shown are the viscosity corrected (open symbols) 15C5 (D15C5, ) and Li (DLi , ). The dashed and solid 
lines are linear lines-of-best-fit with equation D = m([15C5]:[Li]) for each data set. Data obtained by Dr 
Batchimeg Ganbold. 
 
6.2.2. Ion Association 
6.2.2.1. Kärger Binding Model 
The nature of the ion to crown ether binding mechanism is unclear in the literature [376-379]. 
Some have suggested a 2:1 binding mechanism [91, 377], while others suggested a 1:1 binding 
[378, 379]. To investigate this the measured diffusivities were fit to the Kärger two site binding 
model [380]. Two cases were considered and discussed consecutively; Case 1) Db and Df are 
independent of crown ether concentration, i.e., viscosity did not affect the diffusing species, 
meaning the diffusion coefficient is found using Eq. (83). Case 2) viscosity affected the diffusing 
species and required compensation.  
152 
 
 
 
A number of assumptions were made for both cases to successfully fit the Kärger two site binding 
model to the diffusion data. First, the number of binding sites was assumed to be 1 (that of the 
crown ring). Second, for both systems (Li-12C4 and Li-15C5) Db was fixed to the experimentally 
determined diffusion coefficient of the larger species (i.e., the crown ether) at 0.1 M. For 12C4 
Db = 6.1 × 10
-10
 m
2
 s
-1
, and for 15C5 Db = 4.6 × 10
-10
 m
2
 s
-1
. The concentration dependence of the 
crown ethers diffusion coefficient and D2O (from Figure 56 and Figure 57) was assumed to be 
affected by the changing viscosity and not from dimerization effects of crown ethers. Regressing 
the Kärger two site binding model (Eq. (83)) onto the DLi data (uncorrected for viscosity) at 
various crown ether concentrations, of both the 12C4 and 15C5 systems (Figure 58 and Figure 
59), gives the dissociation constants. Dissociation constants were found to be KD = 4.81  0.39 
and 12.72  0.73 for the 12C4 and 15C5 systems, respectively. This suggested considerable 
binding between the crown and lithium in both cases. 
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Figure 58: Plot of DLi versus [12C4]:[Li]. The solid black line was obtained by regressing the Kärger two 
site binding model (Eq. (83)) onto the data with no correction for viscosity (KD = 4.81  0.39) and dashed 
black line was obtained by regressing the modified Kärger two site binding model (Eq. (112)) onto the 
viscosity corrected diffusion data (KD = 1.34  0.01). The solid red line was obtained by regressing the 
Kärger two site binding model (Eq. (83)) onto the data with no correction for viscosity with n = 2 
(KD = 9.69  0.39) and dashed red line was obtained by regressing the modified Kärger two site binding 
model (Eq. (112)) onto the viscosity corrected diffusion data with n = 2 (KD = 5.18  4.87). The black and 
red solid lines are approximately equal and thus superimposed. 
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Figure 59: Plot of DLi versus [15C5]:[Li]. The solid line was obtained by regressing the Kärger two site 
binding model (Eq. (83)) onto the data with no correction for viscosity (KD = 12.72  7.73) and dashed line 
was obtained by regressing the modified Kärger two site binding model (Eq. (112)) onto the viscosity 
corrected diffusion data (KD = 0.19  0.16). Data analysis performed by Dr Batchimeg Ganbold. 
 
Case 2 took into account the (obvious) effects of viscosity on diffusion by incorporating the 
correction factor (fη) into Eq. (83),  
   1 f b bbPD P D P D f   . (112) 
Regressing the modified Kärger two site binding model (Eq. (112)) onto the DLi data (viscosity 
corrected) at various crown ether concentrations, of both the 12C4 and 15C5 systems (Figure 58 
and Figure 59), gives the corrected dissociation constants. Similar assumptions were made for 
Case 2 to those in Case 1. The number of binding sites was fixed to 1 and Db was fixed to the 
diffusion coefficient of the crown ether species for each system. Dissociation constants were 
found to be KD = 1.34  0.01 and 0.19  0.16 for the 12C4 and 15C5 systems, respectively. Case 2 
results were found to be much lower than Case 1 particularly for the 15C5 system. Fitting the data 
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to Eq. (83) showed an almost linear relationship over the molarity range which indicates a 1:1 
binding mechanism, contradicting Alizadeh’s [91] results that claimed a 2:1 mechanism. 
The Kärger two site binding model (Eq. (83)) appears to be a poor fit for the 12C4 diffusion data. 
This would indicate that the assumptions used do not correlate to the binding dynamics of the 
system. The black solid lines in Figure 58 reflect the 1:1 binding mechanism described in the 
literature [378, 379]. To investigate further, the number of binding sites were increased to n = 2 to 
correspond to the 2:1 binding mechanism reported in the literature [91, 377] shown as the red 
lines (solid and dashed) in Figure 58. Under Case 1 (no correction for viscosity) the increased 
number of binding sites to n = 2 results in an exchange rate of Li-ions twice that of a single 
binding site, as expected from Eq. (83). Under Case 2 (correction for viscosity) the model fits 
poorly with a large error ( 4.87) meaning the binding mechanism is not well described. 
Nevertheless, Case 2 agrees with Case 1 indicating that the system could experience simultaneous 
conversion between 1:1 and 2:1 binding complexes. The dissociation constants obtained from 
these experiments were compared to similar systems previously reported in the literature that 
contained similar sized ions and different solvents shown in Table 11. 
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Table 11. Comparison of literature values and results obtained here of the binding constants of different 
crown ether and cation systems. 
Crown ether KD 
Na
+
 K
+
 Li
+
 
12C4 1.70
a
 1.74
a
 4.81  0.39*(Case 1) 
1.34  0.01*(Case 2) 
0.39-0.53  0.02d 
15C5 3.16
b
 3.59
b
 12.72  7.73*(Case 1) 
0.19  0.16* (Case 2) 
0.23-0.31  0.02d 
Benzo-15C5 9.13
c
 7.50
c
 9.89
c
 
Benzo-18C6 8.79
c 
9.64
c 
8.38
c 
* This study in water, 
a 
in methanol [91], 
b 
in methanol [189], 
c 
in acetonitrile [381], and 
d
 in 
acetone-nitrobenzene [90]. 
 
Based on results obtained under Case 1 (i.e., ignoring viscosity), it was found that lithium had a 
weaker binding affinity to 12C4 than sodium and potassium. This was surprising as the radius of 
lithium is closer to the cavity size of 12C4 than sodium and potassium. Consequently, the 
dissociation constants of Li-12C4 were expected to be lower than the Li-15C5 system. In Case 1 it 
was found that lithium had greater binding affinity to 12C4 than 15C5, observed as a lower KD. 
This was expected result as the cavity size of 12C4 is complementary to the radius of Li-ions 
predicting the formation of a more stable complex than Li-15C5. The dissociation constants of 
both systems were found to be dependent upon viscosity. Under Case 2 lithium
 
had a higher KD 
for 12C4 than 15C5, however, the model was a poor fit to the 12C4 diffusion data. Both crown 
ethers were found to bind Li-ions more tightly than sodium or potassium in Case 2. Based on 
these results it is suggested that changes in solution viscosity (as in Case 2) are required to be 
corrected for in order to make accurate interpretations of binding dynamics. 
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6.2.2.2. Ion Association 
Ion association was investigated using relative diffusivities (DLi/Dcrown) [234] and molar 
conductivities (Λ/ΛNE) with the results shown in Figure 60. The relative diffusion coefficients 
represent the ionic situation at equilibrium where dissociated ions and associated ion pairs coexist 
randomly. 12C4 and 15C5 crown ethers were hypothesised to advantageously bind lithium ions 
due to the complementary ring size (Section 1.6.2). Association of lithium to the ring of the crown 
ether in the equilibrium state is indicated by unity, i.e., when DLi/Dcrown = 1, and deviation from 
unity suggests dissociation. It was observed that the concentration of either crown ether had little 
effect on the association of lithium, remaining stable for 12C4 and 15C5 with DLi/D12C4 ≈ 1.4 and 
DLi/D15C5 = 1.6, respectively. Greater dissociation of the lithium ion was observed for 15C5 as 
DLi/D15C5 > DLi/D12C4, and is attributed to the larger ring size of 15C5. 
Relative conductivities provided information about the association of lithium within the 
electrically excited state, or ionic state. Here, the relative conductivities of the 12C4 and 15C5 
systems are represented by Λ12C4/ΛNE-12C4 and Λ15C5/ΛNE-15C5, respectively. Again, unity and 
deviation from unity described the nature of association. The ionic state was observed to be more 
sensitive to crown ether concentration, decreasing from Λ12C4/ΛNE-12C4 = 0.55 to 0.51 and 
Λ15C5/ΛNE-15C5 = 0.54 to 0.46, noting that in this circumstance, a decrease indicated greater 
dissociation, deviating further from Λ/ΛNE = 1. Overall it was found that the ionic state supported 
increased dissociation over the equilibrium state for both crown ether systems. 
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Figure 60: Relative diffusivities (equilibrium state), DLi/Dcrown, for Li-12C4 () and Li-15C5 (), and 
relative molar conductivities (ionic state), Λ/ΛNE, for Li-12C4 () and Li-15C5 () at 298 K. 
 
6.2.3. Electrochemical Properties of Crown Ethers 
Conductivity measurements (Table 12) were performed over the same molar range as diffusion 
experiments studied in the previous section. Based on the results it is suggested that a relationship 
between diffusion and conductivity exists; as increased concentration resulted in decreased 
diffusion coefficient and conductivity.  
159 
 
 
 
Table 12. The conductivity values of Li-12C4 and Li-15C5 with different mole ratios [crown]:[Li] with 
[Li] = 0.1 M at 298 K. 
Molar Ratio 
[Crown]:[LiCl] 
σ (μS cm-1) 
12C4 15C5 
1 1649 3590 
2 1584 3570 
3 1577 3460 
4 1404 3390 
5 1306 3340 
 
The calculated molar conductivity limits described in Section 2.3.4 are plotted versus [crown]:[Li] 
as shown in Figure 61 and Figure 62. The measured conductivity for each lithium-doped crown 
ether system is also given over the same molarity range. 
 
 
Figure 61: A plot of Λ versus [12C4]:[Li] with [Li] = 0.1 M at 298 K, with calculated lower limits in 
presence () and absence () of crown, upper limits in presence () and absence () of crown, and 
measured result (). 
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Figure 62: A plot of Λ versus [15C5]:[Li] with [Li] = 0.1 M at 298 K, with lower limits in presence () 
and absence () of crown, upper limits in presence () and absence () of crown, and measured result 
(). 
 
The two lower ( and ) and upper ( and ) limits shown in Figure 61 and Figure 62 are 
similar therefore the expected results for the LiCl solution should fall between the lower limit in 
the presence of crown ether () and upper limit in the absence of crown ether (). It was 
hypothesised that the upper limit in the presence of crown was over-predicted, as free diffusion of 
chloride determined in free solution by Mills [276], i.e., in the absence of crown ether. 
It was shown in Figure 61 that 12C4 alters the conductivity mechanism of the solution, as the 
measured conductivity () was below both lower conductivity limits. Two possible reasons for 
this are: 1) the crown ether changes the resistance of solution according to the conductivity 
equation given by Eq. (16), and 2) the crown ether binds the lithium ions hindering conduction 
through loss of dissociated ions. Changes to dissociation of lithium from increased crown 
concentration reflect both the Kärger two site binding model (Figure 58 and Figure 59) and 
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relative diffusivities and conductivities (Figure 60). The Kärger two site binding model analysis 
supports fast exchange of Li-ions in both crown ethers; however, greater dissociation of Li-ions to 
12C4 then 15C5 was found. This was in agreement with the ion associations calculated for the 
equilibrium state using relative diffusivities. Investigation of the ionic state has shown that 15C5 
promotes greater ion association than 12C4. A 2:1 binding mechanism between 12C4 and Li-ions 
was also suggested, which may further hinder Li-ion transportation within 12C4. The association 
of Li-ions to the crown ether in conjunction with a significant change in resistivity from increased 
crown ether concentration is therefore the reason for this discrepancy. In Figure 62 it is observed 
that 15C5 does not appear to affect the conduction mechanism of Li-ions through solution, as the 
measured conductivity () falls within the predicted limits. This is attributed to the weaker 
binding within the ionic state due to the larger ring size of 15C5 and smaller increase of viscosity 
from 15C5 concentration. 
 
6.3. Conclusions 
The self-diffusion coefficients and ionic conductivity of Li-12C4 and Li-15C5 systems at various 
[crown]:[Li] ratios were measured and subsequently analysed using the Kärger two site binding 
model. Based on the relative diffusivity results it is suggested that 15C5 forms 1:1 complexes with 
Li-ions. The poor fit of the Kärger two site binding model for 12C4 may suggest simultaneous 1:1 
and 2:1 binding complexes are formed with Li-ions. It was observed that only when the changes 
in solution viscosity were properly accounted for could correct interpretations of the binding 
mechanism be made. 
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7.1. Introduction 
Intermolecular interactions of ILs have been studied through experimental [57, 80-84] and MD 
simulations [120, 150, 230-232] with some ambiguity found in the literature. The six ILs studied 
in this section are structurally heterogeneous which is used to identify relationships between 
structure and their electrochemical and physicochemical properties. In addition, only BMIM BF4 
was previously studied using eNMR and so this thesis contributes significant value in the 
electrochemical understanding of ILs. 
The methodology used to study crown ethers in Chapter 6 is applied here to determine the 
diffusivities of pure ILs using PGSTE NMR (Section 7.2.1). The ePGSTE pulse sequence is used 
to determine all electrophoretic mobilities (Section 7.2.2) and viscosity is measured using a 
Brookfield DV-II + Pro viscometer (Section 7.2.3). Resultant plots (1D, diffusion and 
electrophoretic waterfalls, and diffusion and electrophoretic data fittings) and associated data 
analysis BMIM BF4 is presented as an example. 
 
7.2. Results and Discussion 
7.2.1. Diffusion Measurements of ILs 
All diffusion measurements were performed as described in Section 4.3.2. Using BMIM BF4 as an 
example, a 1D plot (Figure 63), waterfall plot (Figure 64), and the associated single exponential 
fitting of Eq. (74) to the diffusion data (Figure 65) are given below. Plots for all other ILs are 
given in Section S2.1 of the “Supplementary Experimental Information”. 
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Figure 63: 
1
H NMR 400 MHz PGSTE NMR spectra of BMIM BF4. Spectra were acquired at 298 K with 
Δ = 500 ms, g = 0.0106 T m-1, and δ = 4.5 ms. 
 
Figure 64: 
1
H NMR 400 MHz PGSTE NMR spectra of BMIM BF4 acquired at 298 K with Δ = 500 ms, 
δ = 4.5 ms, and g ranging from 0.0106 to 0.5088 T m-1 in 0.03318 T m-1 increments. As the gradient 
strength increases, the echo (i.e., signal) intensity decreases from diffusion effects. Signal attenuation data 
is then fitted to Eq. (74) to give Figure 65. 
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Figure 65: Echo attenuation (E) (from Figure 65) versus b for BMIM BF4. The red solid line represents the 
regression of Eq. (74) onto the experimental data, which gave a diffusion coefficient of 
D = 2.10 ± 0.04 × 10
-11
 m
2
 s
-1
. 
 
7.2.2. Electrophoretic NMR Measurements of Ionic Liquids 
All eNMR measurements were performed as described in Section 4.6. Solutions to the 
experimental complications of eNMR (induced sample heating, degradation and macroscopic 
bubble formation, shimming difficulties, and diffusion time optimisation) are presented first 
(Section 7.2.2.1-7.2.2.4), in addition to a set eNMR experimental guidelines (Section 7.2.2.5), 
both of which are applied to subsequent eNMR studies of all ILs. The resultant spectrum array 
and plot of fitting of Eq. (101) to the electrophoretic data (Figure 76) for BMIM BF4 are shown 
(Section 7.2.2.6) as example eNMR results. 
 
7.2.2.1. Induced Sample Heating 
Induced temperature changes affect calculated diffusion and mobility values by 3% per 1 K 
increase in temperature [312]. The applied electric field’s effect on EMIM TFSA’s temperature 
was determined using an in-situ capillary of ethylene glycol (EG) [382]. The relationship between 
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EG peak movement (or separation) (Hz) and temperature (K) was 3 Hz per K. Both EG peaks are 
shown in Figure 66; OH (left) and CH2 (right). The sensitivity of measuring a temperature change 
was shown to be high, as EG peaks shifted within 6 seconds from an external change in 
temperature using the probe’s heater.  
 
 
Figure 66: 
1
H NMR spectrum of EG resonances (OH left and CH2 right) from an in-situ capillary of EG in 
a pure EMIM TFSA, and the structure of EG (top left). The 
1
H EMIM NMR spectrum underneath the EG 
peaks became broad since the magnetic field was shimmed to the EG resonances situated inside the 
capillary. 
 
The temperature was calculated based upon the chemical shift difference of EG peaks (ΔEG) using 
[382], 
 EG466.0 101.6T    . (113) 
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The difference in temperature is given by, 
 306.45 ,T T     (114) 
where 306.45 K is the control temperature. A high number of scans (64) were used to identify 
small temperature changes at low electric fields (U < 100 V), and a non-cumulative increase of 
0.5 K was observed at U = 75 V that increased linearly with U. Significant sample heating was 
shown when U ≥ 85 V (Table 13). Hence, for U ≥ 85 V an additional time delay is required to 
allow the temperature to equilibrate after experimentation. 
 
Table 13: Summary of temperature changes due to an applied electric field using a capillary of EG in 
EMIM TFSA at low electric field strengths using 64 scans. 
V OH CH2 
Chemical Shift 
Difference 
Temperature 
Temperature 
Change 
(V) OH 
(ppm) 
CH2 
(ppm) 
Δ  
(ppm) 
T  
(K) 
ΔT  
(K) 
0 9.6299 8.0595 1.5704 306.45 0.00 
50 9.6259 8.0562 1.5697 306.52 0.07 
75 9.6267 8.0581 1.5686 306.63 0.18 
85 9.6310 8.065 1.566 306.89 0.45 
95 9.6308 8.0681 1.5627 307.23 0.78 
100 9.6234 8.0581 1.5653 306.97 0.52 
 
Consecutive eNMR experiments with 16 scans were performed and upon completion, experiments 
with 1 scan and no applied voltage were performed to determine the time for temperature 
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equilibration. A linear relationship between the applied electric field and equilibration time was 
observed (Figure 67). 
 
 
Figure 67: Applied voltage versus induced temperature change and required time to wait for temperature to 
equilibrate to ambient (t). 
 
An empirical linear fit of t versus U gave, 
 t 0.583 U  . (115) 
Hence, for U ≥ 100 V an adequate delay can be calculated using Eq. (115) and was incorporated 
into subsequent eNMR experiments by increasing the recycle delay. 
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7.2.2.2. Sample Degradation and Macroscopic Bubble Formation 
The first indication of sample degradation was the sample’s colour change at U > 40 V, and 
macroscopic bubble formation was first observed at U = 85 V (Figure 68).  
 
Figure 68: Summary of images taken of EMIM TFSA with degradation and bubble formation due to the 
applied electric field. The sample’s colour changed in the eNMR tube was observed when U ≥ 40 V 
(bottom left), and bubble formation when U ≥ 90 V (bottom right). Discolouration and bubble formation 
increased with electric field strength.  
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The degraded sample had broader peaks and the measured diffusion coefficients differed in 
comparison to a new sample. The diffusion from the degraded sample (D = 4.60 ± 0.06 
× 10
-11
 m
2
 s
-1
) was found to be lower than the new sample (D = 6.27 ± 0.06 × 10
-11
 m
2
 s
-1
). No 
new peaks were evident in the 
1
H NMR spectrum (Figure 69), indicating no structural change. 
 
 
Figure 69: Comparison of spectrum of a new (blue) and a degraded (red) sample of pure EMIM TFSA.  
 
The colour change of EMIM TFSA was hypothesized to be from redox of the cation and anion. 
The upper limit of 40 V was used (where possible) for subsequent experiments in order to 
minimise degradation yet retain observable phase shifts. Since the stable EW for ILs (< 5.5 V) 
diffusion experiments were performed prior to eNMR experiments to ensure reliable diffusivity 
measurements of the ILs. 
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7.2.2.3. Signal Acquisition and Shimming Difficulties 
Comparisons of 
1
H NMR spectra of EMIM TFSA obtained using the ePGSTE and PGSE pulse 
sequences are shown below in Figure 70 and Figure 71. The difficulty in shimming the sample in 
the presence of the eNMR electrodes is evident as the peaks become significantly broader. The 
only method to reduce this issue in the eNMR setup used here was extensive manual shimming 
[383]. 
 
 
Figure 70: Comparison of 
1
H NMR spectra of EMIM TFSA obtained in the presence (blue) and absence 
(red) of the eNMR probe. Difficulty shimming the sample is evident with the probe in place, resulting in 
broad peaks. 
 
The ePGSTE pulse sequence obtains approximately 25% of the signal amplitude compared to the 
PGSE sequence. This was expected because the ePGSTE pulse sequence is a double-stimulated 
echo pulse sequence, which inherently acquires less signal than the standard PGSE sequence 
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according to Eqs. (72) and (99). The number of consecutive scans was increased to address this 
issue. 
 
Figure 71: Comparison of 
1
H NMR spectra of peak 3 for EMIM TFSA obtained using the PGSE sequence 
(red) and the eNMR sequence (blue). Both sequences acquire adequate SNR, however, the eNMR 
sequence acquires approximately 25% of the signal compared to the PGSE sequence.  
 
7.2.2.4. Diffusion Time Optimisation 
An increased diffusion time decreases the SNR according Eq. (72), to a point of incomprehension 
when Δ > 0.3 s as shown in Figure 72. 
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A) Δ = 0.1 s B) Δ = 0.15 s 
  
C) Δ = 0.2 s D) Δ = 0.25 s 
  
E) Δ = 0.3 s F) Δ = 0.35 s 
  
Figure 72: Comparison of varied diffusion time for A, B, C, D, E and F with Δ = 0.1, 0.15, 0.198, 0.25, 0.3 
and 0.35, respectively, using the ePGSTE pulse sequence. It is evident that with increasing diffusion time 
the SNR decreases. 
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Above Δ > 0.3 s determining the phase change relative to the first peak is not reproducible. 
Furthermore, higher diffusion times result in greater spectral attenuates thus a reduced number of 
data points applicable to calculating the electrophoretic mobilities, thus the calculation of the 
electrophoretic mobility is rendered inaccurate. 
Obtaining data with a clear linear relationship between applied voltage and phase change is not 
straightforward, shown by the scattered data in Figure 73 A-D attributed to the relatively small ϕ. 
The best fit of a linear trend line to this data was R
2
 = 0.97 obtained using a diffusion time of 
Δ = 0.198 s (Figure 73 C), and is used for all subsequent experiments. Diffusion times < 0.2 s 
were shown to avoid electroosmotic flow (discussed later). 
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A B 
  
C D 
 
 
Figure 73: Comparison of resulting plots of U versus ϕ with Δ = 0.1, 0.15, 0.198 and 0.25 s for A, B, C and 
D, respectively, using the ePGSTE pulse sequence. It is evident that with increasing diffusion time the 
SNR decreases according to Eq. (72). 
 
7.2.2.5. eNMR Experimental Guidelines 
The phase change was determined manually and to minimise errors the following guidelines were 
used: 1) the baseline of each peak must be flat (or as close to flat as possible) on either side of the 
peak. In cases where two peaks overlapped, the non-overlapped side of the peak was used as the 
reference throughout analysis. 2) Peaks attenuated > 90% of the reference peak are ignored due to 
the low SNR, and 3) the optimal diffusion time of Δ = 0.198 s was used. 
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7.2.2.6. eNMR Measurement of BMIM BF4 
Using BMIM BF4 as an example, a waterfall plot (Figure 74) and the associated linear fit of /U 
from Eq. (101) to the electrophoretic data (Figure 76) are given below. Plots for all other ILs are 
given in Section S2.1 of the “Supplementary Experimental Information in Section”. Table 16 
summarises the electrophoretic mobilities obtained for all six ILs. 
 
 
Figure 74: A typical stacked plot of 
1
H eNMR spectra of BMIM from a sample of BMIM OTf with 
U = 0-200 V in increments of 20 V, number of scans per step was 8, recycle delay of 120 s, L = 3.31 cm, 
δ = 1500 ms, τ = 0.198 s and g = 0.3318 T m-1. The phase shift was difficult to observe by eye, however, 
evident when overlapped with the reference spectrum (i.e., when U = 0) as shown in Figure 75. 
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Figure 75: A stacked plot of 
1
H eNMR spectra of BMIM from pure BMIM OTf with U = 0 V (blue) and 
U  = 200 V (red). The number of scans per step was 8, recycle delay of 120 s, L = 3.31 cm, δ = 1500 ms, 
τ = 0.198 s and g = 0.3318 T m-1. The arrows highlight the effect of flow due to the applied electric field, 
where the red line leads the blue line by ϕ = 0.18 rads. 
 
 
Figure 76: Plot of pure BMIM OTf phase shift due to applied voltage from Figure 74 using peak 3. The 
linear fit of ϕ = mU, where m is the slope, has R2 = 0.989, giving an electrophoretic mobility of 
µ+ = 1.26 ± 0.06 × 10
-9
 m
2
 V
-1
 s
-1
. 
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7.2.3. Viscosity Results 
Viscosities for all ILs were obtained as described in Section 4.5 and measurements for BMIM BF4 
are shown in Table 14 as an example. Tables for all other ILs are given in Section S1.1 of the 
“Supplementary Experimental Information”. 
 
Table 14: Viscosity readings for pure BMIM BF4 obtained using the Brookfield DV-II + Pro viscometer 
with cone CPA-40, 500 µL of sample at 298 K. 
Viscosity Spindle Speed Spindle Torque 
η (cP) RPM % 
52.1 0.6 10.2 
52.6 0.6 10.3 
57.7 0.6 11.3 
51.9 1.5 25.4 
52.1 1.5 25.5 
53.3 1.5 26.1 
52.5 3 50.9 
52.1 3 50.6 
53.1 3 51.2 
 
This gives a result of ηBMIM BF4 = 53 ± 1.8 (cP, std. dev.). 
 
7.2.4. Relationship Between Physicochemical Properties and Structure 
The structural differences compared include ionic radius (or size), charge delocalisation, alkyl 
chain length and number, and molecular asymmetry. The ionic radius and charge delocalisation 
were affected by changing the alkyl chain length as increased alkyl chain length creates greater 
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charge delocalisation and (typically) increased ion size. In these instances, no individual 
relationship was conclusively elucidated from each structural change; however, the effects from 
the combined structural changes were observed.  
Property changes from different cationic (r+) or anionic (r-) ionic radii were determined by 
comparing pairs of ILs with identical cations and different anions (EMIM BF4 and EMIM TFSA, 
and BMIM OTf and BMIM BF4), or vice versa (EMIM BF4 and BMIM BF4, DMPIM TFSA and 
EMIM TFSA, and EMIM TFSA and EMIM FSA).  
Molecular charge is distributed according to each atom’s electronegativity in the molecule; more 
electronegative atoms attract electrons (or electron density). Delocalisation of charge occurs in 
(but is not limited to) non-symmetrical, prolate-type geometries where distribution of 
electronegativity is unequal. Charge delocalisation effects were investigated by comparing ILs 
where only one of the non-identical ions had even charge distribution, i.e., identical BMIM with 
even charge of BF4 and uneven charge of OTf.  
Alkyl chain number was investigated using ILs with a different number or type of substituents 
attached to the imidazolium ring of the cation (DMPIM TFSA and EMIM TFSA). ILs with 
different alkyl chain lengths were compared to shown their associated properties changes (EMIM 
BF4 and BMIM BF4).  
Effects of molecular asymmetry were determined by comparing an IL containing a symmetric 
component (i.e., BMIM with symmetric BF4) to another with an asymmetry component (BMIM 
with asymmetric OTf). 
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7.2.4.1. Diffusion 
The diffusion coefficients (Table 15) of all ILs were found to be in agreement with reported 
values for EMIM BF4 [57, 80, 81], BMIM BF4 [82], EMIM TFSA [57], DMPIM TFSA [83] and 
EMIM FSA [84], and the previously undetermined diffusivities of BMIM OTf were also 
measured. The total diffusivities (i.e., D+ + D-) follow the order: EMIM FSA > EMIM TFSA > 
EMIM BF4 > BMIM OTf > BMIM BF4 > DMPIM TFSA. This closely reflected the reverse order 
of viscosity measured: BMIM BF4 > DMPIM TFSA > BMIM OTf > EMIM TFSA > EMIM BF4 
> EMIM FSA, as expected [258]. Within experimental error, D+ > D- despite a larger 
hydrodynamic radius, which may be attributed to the resonant imidazolium ring structure [57], 
supporting previous findings [82]. 
 
7.2.4.2. Viscosity and Radius 
All viscosity measurements (Table 15) were shown to be in agreement with literature values for 
BMIM OTf [142], EMIM BF4 [57, 131, 140, 142], BMIM BF4 [82, 141], EMIM TFSA [57, 80, 
111], DMPIM TFSA [130]  and EMIM FSA [80, 111]. The calculated ionic radii (Table 15) were 
observed to be in agreement with simulated values for BMIM [205], EMIM [208], DMPIM [83], 
BF4 [205] and TFSA [203, 205], and the previously undetermined radii of OTf and FSA were also 
calculated.  
Viscosity is known to be affected by multiple parameters: molecular weight, shape and 
Coulombic interactions, with no clear relationship between them [57]. Conductivity (discussed in 
detail later) was found to have a linear relationship with fluidity, thus an impediment to charge 
transport attributed to reduced mobility from increased viscosity was expected. The cation was 
shown to predominantly affect η over the anion since the larger molecular weight and radius of 
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OTf-ions compared to BF4-ions did not translate to increased viscosity of the BMIM ILs, in 
addition to, EMIM TFSA and EMIM BF4 both having similar viscosities despite TFSA
-
 being 
larger than BF4
-
. The delocalized anionic charge through the nitrogen backbone of TFSA
-
 and 
FSA
-
, reducing Coulombic interactions (hydrogen bonding) to the cations creating ion-pairs and 
neutral aggregates that lower viscosity [57, 384], thus the unexpectedly low viscosity of the 
EMIM ILs: η ≈ 32 cP. 
 
Table 15: The diffusion coefficients, viscosity and ionic radii for the six ILs at 298 K obtained in this 
study. 
Sample D+ D- η r+ r- 
 (× 10
-11
 m
2
 s
-1
) (cP) (nm) 
BMIM OTf 2.32 ± 0.03 1.84 ± 0.03 60.9 ± 0.6 0.325 0.255 
EMIM BF4 5.03 ± 0.11 4.27 ± 0.06 32.0 ± 0.6 0.295 0.215 
BMIM BF4 2.10 ± 0.04 1.77 ± 0.03 90.9 ± 0.5 0.325 0.215 
EMIM TFSA 6.27 ± 0.07 3.56 ± 0.04 31.7 ± 1.2 0.295 0.321 
DMPIM TFSA 1.94 ± 0.03 1.48 ± 0.04 80.8 ± 0.3 0.324 0.321 
EMIM FSA 8.70 ± 0.12 7.60 ± 0.15 17.6 ± 0.2 0.295 0.275 
 
7.2.4.3. Electrophoretic Mobility 
Diffusivities determined in Section 7.2.4.1 were used to calculate the electrophoretic mobilities 
(µNE) (Table 16) and compared to measured mobilities (µ) in this section. To test the accuracy of 
our experimental methodology, the cationic electrophoretic mobility and diffusivity for 0.186 M 
EMIM BF4 in D2O was measured. Aqueous systems offer greater ϕ than pure ILs making µ easier 
to determine. The diffusivity was found to be D+ = 1.14 ± 0.03 × 10
-9
 m
2
 s
-1
, giving a calculated 
mobility of µNE = 4.44 × 10
-8
 m
2
 V
-1
 s
-1
, which is in agreement to the measured mobility of 
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µ+ = 4.38 ± 0.22 × 10
-8
 m
2
 V
-1
 s
-1
. These results are in agreement with Zhang’s and Madsen’s [81] 
values thereby validating our methodology. 
Measured mobilities of pure ILs (Table 16) were observed to be 2-3 times higher than the 
calculated mobilities. Variation in measured mobilities was shown when considering the results of 
EMIM BF4 from Zhang and Madsen [81], Umecky et al. [80] and this work. The difference was 
not caused by convective flow artefacts, being compensated for in all circumstances; using a 
convection compensated pulse sequence and capillaries to break any Joule heating pathways [81], 
or testing EMIM BF4 in a solvent of similar viscosity [80]. Dielectric polarisation of the electric 
field was suggested to influence the structural orientation of the ions and therefore their 
permanent and induced dipoles [80], which would allow ionic species to migrate efficiently 
throughout the aligned species and an increased mobility. In addition, electroosmotic flow would 
be expected with the long electric field duration used by Umecky (τ = 500 ms). These reasons 
were expected to partially account for the increased µ over µNE, therefore the influence of the 
applied electric field to µ was investigated further. 
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Table 16: Measured and calculated electrophoretic mobilities for the six ILs at 298 K obtained from this 
and other studies. 
Sample µ+ µ- µNE+ µNE- 
 × 10
-9
 m
2
 V
-1
 s
-1
 
BMIM OTf 1.26 ± 0.06 2.13 ± 0.11 0.90 0.72 
EMIM BF4 5.01 ± 0.25 
96 [80] 
0.89 ± 0.60 [81] 
6.70 ± 0.33 
91 [80] 
1.17 ± 0.80 [81] 
1.96 
 
1.66 
BMIM BF4 1.51 ± 0.07 2.40 ± 0.12 0.82 0.69 
EMIM TFSA 9.20 ± 0.46 
84 [80] 
10.40 ± 0.52 
76 [80] 
2.44 1.39 
 
DMPIM TFSA 1.32 ± 0.07 1.33  ± 0.07 0.76 0.58 
EMIM FSA 3.18 ± 0.16 
280 [80] 
5.38 ± 0.27 
340 [80] 
3.39 2.96 
 
Relationships between the electric field and mobility have been discussed for gas [385] and liquid 
phases [386-388], with capillary zone electrophoresis being the most analogous experimental 
system for comparison here. MD simulations by Wang [389] have shown phase changes of 
nematic-like order accredited to preferential ion alignment with the external field, and similar 
results were reported for aprotic ILs [269-271] and aqueous ILs [272-274]. From Eq. (101) a 
negative linear relationship between electric field and mobility was expected, however, deviation 
from linearity was observed. Evidence supporting the existence of three ionic environments owing 
to the applied electric field for ILs are shown here for the first (Figure 77): 1) E = 0-50 V m
-1
, 2) E 
= 50-1000 V m
-1
, and 3) E > 1000 V m
-1
. Note, these environments are not indicated by the dotted 
red lines for bubble formation and colour change in Figure 77. Based on the results the electric 
field is suggested to alters the ionic state of the system resulting in a dynamic and complex 
relationship that, according to a recent review [390], has yet to be verified experimentally. 
184 
 
 
 
 
Figure 77: Measured electrophoretic mobilities versus applied electric field for EMIM BF4 with cation and 
anion represented by open and closed symbols, respectively. Data was collected from various sources; this 
work (), Zhang () and Umecky (). Note at high electric fields (E > 5000 V m-1) µ+ and µ- are 
overlapped. The dashed and solid lines represent empirical exponential decay functions to the cationic and 
anionic data, respectively. 
 
The first environment (E = 0-50 V m
-1
) is governed by random Brownian motion, i.e., E = 0 
therefore µ = 0. A low electric field then alters the structural configuration of the IL (dotted black 
line in Figure 77) that is advantageous for mobility. Increased mobility leads to χ ≤ 0, suggesting 
highly dissociated ions that all contribute to the conduction of the system. The NE relation (Eq. 
(22)) calculated the cationic mobility to be greatest in the equilibrium state (i.e., no electric field), 
yet, measured anionic mobility was found to surpass cationic in the majority of circumstances. 
Close cation-cation configurations have been reported [391], attributed to ring stacking or T-
shaped orientations that reduces cationic motion, and lower µ+ and higher µ- for BMIM ILs 
observed here hints at such structuring. The development of ion channels [121] from neutral 
aggregations may support the hypothesis of aligned species. Similar behaviour was reported in 
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capillary zone electrophoresis, where spatially elongated molecules preferentially align with the 
direction of flow for non-spherical solvent geometries [392]. Furthermore, voltage dependent 
spatial orientation was observed at the electrode surface [393]. 
A further increase in E then yields the second environment (E = 50-1000 V m
-1
), where structural 
order is lost resulting in a sharp mobility decrease. Obtaining electrophoretic mobilities for to first 
and second environments using our eNMR configuration is unreliable due to negligible phase 
shifts from low U, thus remains to be further characterised. 
Finally, the measured mobilities of the third environment (E > 1000 V m
-1
) were shown to plateau 
indicating that any structural features conducive to ionic motion were disrupted. Two issues are 
evident here: 1) sample degradation, and 2) macroscopic bubble formation. Zhang’s and Madsen’s 
eNMR cell avoids bubble formation. Despite the suspected presence of bubbles, the mobilities 
measured here were found to be in agreement with Zhang and Madsen.  
A unique insight into potentially advantageous structuring of ILs under the influence of an electric 
field is shown using eNMR, where promotion of ionic mobility is favourable for high 
performance batteries [101, 103, 104]. The mobilities from eNMR may prove to be a function of 
the applied electric field, consequently, the conductivities calculated from these eNMR 
experiments are expected to vary compared with other eNMR measurements using different E 
strengths, and impedance measurements. 
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7.2.4.4. Conductivity 
Conductivity values (Table 17) were calculated using the measured electrophoretic mobilities 
determined in Section 7.2.4.3. The conductivity was greater than available data obtained using IS 
(Imp). IS has been used extensively for numerous ILs [57, 326, 394-398], where measurements 
are made by perturbation of the pseudo-linear system using an excitation potential (1-10 mV) and 
subsequent observation of the response signal. A typically range of 5 Hz to 13 MHz AC 
frequencies [57, 82] are used, which correlate to the distance travelled by the ions; low 
frequencies result in large distances and vice versa. It is hypothesised that this continual motion 
may induce structuring, specifically at high frequencies where molecular movements are short. 
Ion pairs may form which are unaffected by the electric field, thus having no contribution to 
conductivity, explaining why ΛNE was consistently lower than ΛImp. In contrast, an eNMR 
experiment uses a single bipolar current at frequencies of 5-20 Hz (calculated from f = 1/τ), only 
large distances were investigated, and no constant field state is acquired. Additionally, a gradient 
of electrochemical potential from electric field pulse is created due to the unequal cationic and 
anionic mobilities, leading to enhanced mobility. For these reasons, conductivity measurements 
from eNMR and IS observe uniquely different circumstances, thus variation in conductivities 
between these two techniques was expected. 
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Table 17: Measured () and calculated (p) molar conductivities from eNMR, diffusivities and impedance 
(Imp) for the six ILs at 298 K obtained from this study and from other studies. 
Sample ΛNE Λ ΛImp 
 S cm
2
 mol
-1
 
BMIM OTf 1.56 3.30 ± 0.16 
 
0.84 [394] 
EMIM BF4 3.77 
 
11.30 ± 0.56 
1.97 ± 0.14 [81] 
2.62 [57] 
2.77 [395]* 
2.73 [326] 
BMIM BF4 2.06 3.80 ± 0.19 
 
0.69 ± 0.01 [82] 
EMIM TFSA 3.69 18.90 ± 0.95 
 
1.32 [57] 
3.6 [396] 
DMPIM TFSA 1.28 2.60 ± 0.13 
 
1.06 [399] 
EMIM FSA 5.68 8.3 ± 0.41 
 
5.17 [397] 
*This value was calculated from [395] and using the parameters in Table 7. Note [81] also calculated Λ 
from [395] to give Λ = 2.16 S cm2 mol-1. 
 
The correlations between physicochemical and electrochemical properties to molar conductivity 
are shown in Figure 78. The conductivity of each IL was proportional to both the diffusivities 
(Figure 78 A) and mobilities (Figure 78 B) as expected according to Eq. (28) and (29). The 
conductivity was affected principally by r+ where large r+ (BMIM and DMPIM) gave the smallest 
Λ irrespective of r- (Figure 78 D). Strong cation-cation interactions observed in MD simulations 
[391] may account for this reduction. Additionally, conductivity increases with r- for small r+ 
(EMIM). The large fluorinated TFSA anion was found to have the highest conductivity for EMIM 
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TFSA; however, hydrogen bonding between DMPIM-ions and the nitrogen backbone of 
TFSA-ions may explain the reduction in conductivity due to ion-pair formation. 
No clear trend was related to the delocalised anionic charge, which was expected due to the 
unpolarizable character of the fluorine electrons. Nevertheless, comparing EMIM TFSA and 
EMIM BF4 showed increased D+, µ, σ, and decreased D- attributable to the larger molecular 
weight and radius of the TFSA anion. In contrast, decreased D, µ and σ was observed by 
comparing BMIM BF4 and BMIM OTf. BMIM-ions were found to decrease D, µ and σ; attributed 
to the increased molecular weight, asymmetric geometry and therefore delocalised charge. 
Additionally, these structural features were shown to increase η except charge delocalisation. 
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Figure 78: Plots of the diffusion coefficients (A), electrophoretic mobilities (B), radii (C) and viscosities 
(D) versus molar conductivity for the cations (closed symbols) and anions (open symbols) of the ILs 
BMIM OTf, , EMIM BF4, , BMIM BF4, , EMIM TFSA, , DMPIM TFSA, , EMIM FSA, . 
 
7.2.4.5. Ion Association 
Ion association was investigated using relative diffusivities and conductivities (D+/D- and Λ/ΛNE 
respectively) (Figure 79) and Walden plot analysis (Figure 80). The equilibrium state is described 
through relative where dissociated and associated ion pairs coexist randomly. Binary ILs were 
expected to associate at equilibrium as D+/D- ≈ 1, except EMIM TFSA with D+/D- = 1.8. EMIM 
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TFSA was the only IL with a smaller cation than anion thus multiple EMIM-ions were likely to 
coordinate with TFSA-ions; resulting in dissociation from size differences between the anion and 
cation. 
The relative molar conductivities describe the change of the ionic environment due to the 
application of an electric field. Greater dissociation is observed for all ILs show in the ionic state 
(Λ/ΛNE ≥ 2) than the equilibrium state (Λ/ΛNE > D+/D-), except EMIM FSA with Λ/ΛNE ≥ 1.3. 
Furthermore, EMIM TFSA was shown to have the greatest ion dissociation with Λ/ΛNE ≥ 5.1. 
Interestingly, promotion of dissociation between the two states was found to vary amongst the 
ILs. A small increase, (Λ/ΛNE)/(D+/D-) ≈ 1.5, was observed for BMIM OTf, DMPIM TFSA and 
EMIM FSA, a moderate increase, (Λ/ΛNE)/(D+/D-) ≈ 2.1, for BMIM BF4, and large increase, 
(Λ/ΛNE)/(D+/D-) > 2.8, for EMIM BF4 and EMIM TFSA. Small cations (EMIM) and small 
symmetrical anions (BF4) are favourable for promotion of ion dissociation based on these results. 
 
 
Figure 79: Observed D+/D- (closed symbols) and Λ/ΛNE (open symbols) for BMIM OTf (), EMIM BF4 
(), BMIM BF4 (), EMIM TFSA (), DMPIM TFSA () and EMIM FSA () at 298 K. 
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A Walden plot (Figure 80) is useful for determining ion-ion interactions compared to the 
reference solution of dilute aqueous KCl [260-264], which represents a close to ideal situation 
containing similarly sized ions and considered to be highly dissociated. Hence, ion-ion 
interactions are neglected for KCl, and deviation from the KCl ideal line indicates association. 
The ILs studied here are considered “good” according to the model constructed by Yoshizawa et 
al. [261] and Xu et al. [262]; meaning they are suitable candidates for electrical applications. 
Since all ILs deviate from KCl line, moderate ion association is present that is in agreement with 
the relative diffusivity findings. 
 
 
Figure 80: Walden plot showing relationships between the inverse viscosity (1/η) and molar conductivity 
(Λ) for BMIM OTf (), EMIM BF4 (), BMIM BF4 (), EMIM TFSA (), DMPIM TFSA () and 
EMIM FSA () at 298 K. The dotted line indicates where a solution would possess 10% of the expected 
molar conductivity according to the Walden rule for the given viscosity. 
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7.3. Conclusions 
Six ILs were studied using eNMR, with the self-diffusion coefficient, electrophoretic mobility, 
viscosity, ionic radius, as well as ionic and molar conductivity being determined. Each property 
was found to be in agreement with literature values, although differences in measured 
conductivities were expected between different techniques. The eNMR technique gave 
reproducible results for each IL with consideration of the experimental parameters (diffusion time, 
applied electric field strength and time delays to avoid sample heating). Cationic diffusion was 
greater than anionic diffusion irrespective of the hydrodynamic radius. Viscosity was observed to 
be predominantly affected by the cation over the anion. A dynamic relationship between the 
applied electric field and spatial orientation of the IL’s ions was observed, and remains to be fully 
characterised. EMIM based ILs were shown to promote greater dissociation than BMIM ILs, in 
the ionic state with (Λ/ΛNE)/(D+/D-) > 2.7. EMIM TFSA was found to be the most desirable with 
greatest dissociation in both the equilibrium and ionic state (D+/D- = 1.8 and Λ/ΛNE = 5.1), and 
largest conductivity (Λ = 18.90 S cm2 mol-1). Furthermore, the wide EW of 5.4 [166] makes 
EMIM TFSA a potential candidate as a battery electrolyte. 
Based on the results attained, a favourable perfluorinated imidazolium-based IL for high 
conductivity applications contains the EMIM cation, being symmetrical with even charge 
distribution and only short alkyl chains. EMIM ILs were observed to give the largest Λ and 
greatest promotion of ion association in both the equilibrium and ionic states. In addition, the 
symmetrical TFSA anion with desirable a nitrogen backbone was shown to have the largest 
conductivity. Larger anions may further increase conductivity, warranting future research. 
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8.1. Introduction 
The six ILs investigated in Chapter 7 are doped with LiPF6 (0-0.6 M) and studied in this Chapter 
using diffusion, electrophoretic mobility, viscosity, conductivity, transference number, and 
Walden and ionicity plots. All viscosities measurements were performed as described in 
Section 4.5 and the obtained data are summarised in Section S1.2 of the “Supplementary 
Experimental Information”. All diffusion and eNMR measurements were performed as described 
in Section 4.3.2 and 4.6, respectively. The resultant 1D spectra, spectrum arrays, plots of fitting of 
Eq. (74) to the diffusion data (Figure 65), and plots of fitting from Eq. (101) to the electrophoretic 
data (Figure 76) are given in Section S2.2 of the “Supplementary Experimental Information”. 
 
8.2. Results and Discussion 
8.2.1. Diffusion 
All measured diffusivities for doped ILs were found to be above 10
-11
 m
2
 s
-1
.The total measured 
diffusivities (i.e., summation of D+, D-, LiD  and 6PF
D  ) (Figure 81) over the [LiPF6] range for the 
studied ILs follows the order: LiPF6/EMIM FSA > LiPF6/EMIM BF4 > LiPF6/EMIM TFSA > 
LiPF6/BMIM OTf > LiPF6/DMPIM TFSA > LiPF6/BMIM BF4. This closely reflects the reverse 
order of measured viscosity [57]: LiPF6/BMIM BF4 > LiPF6/DMPIM TFSA > LiPF6/BMIM OTf 
> LiPF6/EMIM TFSA > LiPF6/EMIM BF4 > LiPF6/EMIM FSA. All species diffusivities 
decreased linearly with [LiPF6], attributed to the change in viscosity according to the SES relation 
(Eq. (3)) discussed in more depth later.  
D+ > D-, LiD   < 6PF
D  , and D- ≈ 
6PF
D   was observed for all doped ILs studied, and D+/ LiD  was 
larger than 2.2 for all systems except doped EMIM FSA (D+/ LiD  > 1.4). D+/ LiD  increased with 
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[LiPF6] for all doped ILs, indicating strong association of Li-ions to the IL’s anion [202], which 
accounts for
Li
D   < 
6PF
D  , and is in agreement with literature findings [233]. Comparing total 
cationic diffusion (D+ + LiD  ) to total anionic diffusion (D- + 6PF
D  ) revealed that doped EMIM ILs 
and DMPIM TFSA favour cationic diffusion, whereas, doped BMIM ILs favour anionic diffusion, 
attributed to BMIM’s longer alkyl chain. Both anionic diffusivities calculated were similar        
(D- ≈
6PF
D  ) signifying comparable interaction with cationic species. 
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A B 
  
C D 
  
Figure 81: Observed D (A) cation (IL), (B) anion (IL), (C) Li-ion and (D) PF6-ion of LiPF6/BMIM OTf 
(), LiPF6/EMIM BF4 (), LiPF6/BMIM BF4 (), LiPF6/EMIM TFSA (), LiPF6/DMPIM TFSA () 
and LiPF6/EMIM FSA () at 298 K over a range of LiPF6 concentrations. The straight lines are linear fits 
of D = m[LiPF6] + b, where m is the slope and b is the y-intercept, which is attributed the change in 
viscosity according to the SES relation. Error bars are contained within the symbols. 
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8.2.2. Electrophoretic Mobility 
All measured electrophoretic mobilities (Figure 82) were found to be above 10
-9
 m
2
 V
-1
 s
-1
. 
LiPF6’s electrophoretic mobilities ( +Liµ and 6PF
µ  ) are influenced by the charged IL acting as the 
solvent that drifts in response to the applied electric field [234]. 
A B 
  
C D 
  
Figure 82: Observed µ of (A) cation, (B) anion, (C) Li
+
 and (D) PF6
-
 of LiPF6/BMIM OTf (), 
LiPF6/EMIM BF4 (), LiPF6/BMIM BF4 (), LiPF6/EMIM TFSA (), LiPF6/DMPIM TFSA () and 
LiPF6/EMIM FSA () at 298 K over a range of LiPF6 concentrations. The solid lines are to guide the eye 
(i.e., the experimental data are only represented by the symbols). 
198 
 
 
 
 
The pure IL’s cationic ( 0µ ) and anionic (
0µ ) mobilities (Chapter 7) were used as correction 
factors to compensate for the electrophoretic motion of the IL in order to accurately describe the 
situation. Corrected LiPF6 cationic ( +
0
Li
µ µ ) and anionic ( -
6
0
PF
µ µ ) mobilities are shown in 
Figure 83. 
 
A B 
  
Figure 83: Observed (A) +
0
Li
µ µ  and (B) -
6
0
PF
µ µ  of LiPF6/BMIM OTf (), LiPF6/EMIM BF4 (), 
LiPF6/BMIM BF4 (), LiPF6/EMIM TFSA (), LiPF6/DMPIM TFSA () and LiPF6/EMIM FSA () at 
298 K over a range of LiPF6 concentrations. The solid lines are to guide the eye (i.e., the experimental data 
are only represented by the symbols). 
 
A decreased µ+ with [LiPF6] was found for doped EMIM ILs in contrast to an increased µ+ for 
doped BMIM ILs. Additionally, µ- increased for all systems except for doped DMPIM TFSA and 
EMIM BF4, which remained relatively constant. These effects are attributed to the change in 
solvation structure of the IL around the PF6- and Li-ions, which is in agreement with MD 
solvation models [118, 235-237, 239] that indicate simultaneous existence of monodentate, 
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bidentate and tridentate structures. Furthermore, evidence for solvation structure changes were 
shown by the convergence of µ+ and µ- when [LiPF6] > 0.4 M, with µ = 2-4 and 
6-9 × 10
-9
 m
2
 V
-1
 s
-1
, respectively, except DMPIM TFSA that remains constant at µ ≈ 2 
× 10
-9
 m
2
 V
-1
 s
-1
. Similarly, LiPF6 mobilities converge when [LiPF6] > 0.3 M with +Liµ ≈ 5 and 
-
6PF
µ ≈ 10 × 10-9 m2 V-1 s-1. Low and high Li-salt concentrations were suggested [118, 236] to form 
primarily bidentate and monodentate structures, respectively, and the coordination number of the 
IL’s anion increases with [LiPF6]. The trend of decreased +Liµ and increased -6PF
µ with [LiPF6] is 
in agreement with this change in coordination number. 
Relative electrophoretic mobilities (Figure 84) compare the motion of one species over another 
due to the same electric field. For all doped ILs except DMPIM TFSA, the electric field was 
found to have a greater motional influence on the IL’s anion than the cation with µ+/µ- < 1 (Figure 
84 A); attributed to the strong solvating nature of the IL’s anions around Li-ions. 
+Li
µ / -
6PF
µ (Figure 84 B) was observed to decrease with [LiPF6] for all ILs. Additionally, for 
EMIM TFSA, EMIM BF4, BMIM BF4 and BMIM OTf +Liµ / -6PF
µ > 1 when [LiPF6] ≤ 0.3 M, and 
+Li
µ / -
6PF
µ < 1 when [LiPF6] ≥ 0.3 M. Furthermore, the correlating increase of µ-/ +Liµ  with [LiPF6] 
translates to a point where significant solvation of Li-ions are established [118], leading to 
decreased +Liµ . 
The electric field was shown to influence the motion of Li-ions greater than the IL’s cation or 
anion as +Liµ /µ+ (Figure 84 C) and +Liµ /µ- (Figure 84 D) was > 1 for all systems except EMIM 
TFSA. In addition, the motional effect from the electric field was shown to be greater for PF6-ions 
than the IL’s cation or anion in all doped ILs excluding 0.1 M LiPF6 EMIM TFSA, with          
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-
6PF
µ /µ- > 1 (Figure 84 F) and -
6PF
µ /µ+ > 1 (Figure 84 E). Furthermore, an increased mobility of 
PF6-ions in doped BMIM ILs was observed with -
6PF
µ /µ+ > 2.2. A strong association between the 
IL’s anions to Li-ions, and a weak association between PF6-ions and all other components is 
suggested based on these results. Therefore, PF6-ions do not appear to form neutral ion pairs, 
hence a significantly greater response to the electric field. EMIM ILs were found to support 
greater mobility of Li-ions over the concentration range studied as +Liµ / -6PF
µ , +Liµ /µ+ and +Liµ /µ- 
were all larger in doped EMIM ILs than doped BMIM ILs; a promising feature for Li-ion 
batteries. 
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C D 
  
E F 
  
Figure 84: Relative electrophoretic mobilities for (A) µ+/µ-, (B) -
6Li PF
/µ µ , (C) Liµ  /µ+, (D) Liµ  /µ-, (E) 
6PF
µ  /µ+, and (F) Liµ  /µ- of LiPF6/BMIM OTf (), LiPF6/EMIM BF4 (), LiPF6/BMIM BF4 (), 
LiPF6/EMIM TFSA (), LiPF6/DMPIM TFSA () and LiPF6/EMIM FSA () at 298 K over a range of 
LiPF6 concentrations. The solid lines are to guide the eye (i.e., the experimental data are only represented 
by the symbols). 
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8.2.3. Viscosity 
The average increase in viscosity was shown to be 30-35% over the [LiPF6] range for all systems 
studied (Figure 85). The change in viscosity with Li-salt concentration (dη/d[LiPF6]) affected 
DMPIM TFSA the most and EMIM BF4 the least, with dη/d[LiPF6] = 130 and 10, respectively. 
Ion-paring and neutral ion aggregates are known [57] to reduce Coulombic interactions thus lower 
viscosity; indicating ion dissociation and association (discussed further shortly) for LiPF6/BMIM 
BF4 and LiPF6/EMIM BF4, respectively. Also, aggregate formation is likely in DMPIM TFSA due 
to the significant viscosity increase [239]. Viscosity changes were attributed to the IL’s cation 
because larger anions, such as OTf or TFSA compared to BF4 or FSA, respectively, were not 
observed to affect viscosity. 
 
 
Figure 85: Observed η of LiPF6/BMIM OTf (), LiPF6/EMIM BF4 (), LiPF6/BMIM BF4 (), 
LiPF6/EMIM TFSA (), LiPF6/DMPIM TFSA () and LiPF6/EMIM FSA () at 298 K over a varied 
LiPF6 concentration range. The straight lines are linear fits of D = m[LiPF6] + b, where m is the slope and b 
is the y-intercept. 
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8.2.4. Conductivity 
The conductivity of doped ILs (Figure 86) was calculated using measured electrophoretic 
mobilities. Doping ILs has previously shown [55, 118, 235, 239, 400] to decrease ionic 
conductivity owing to the formation of ion-aggregates [113, 401]. Conductivity was shown to 
increase for doped BMIM ILs and doped EMIM FSA, and remain stable for all other systems over 
the [LiPF6] range studied here. Therefore, conductivity was maintained or improved by the 
promotion of ion dissociation and extra available charge carriers despite increased viscosity. The 
aforementioned saturation point [118] of Li-ion’s contribution to conductivity was not observed in 
the concentration range studied here. All ILs except DMPIM TFSA have favourable 
conductivities (σ = 6-8 × 10-3 S m-1) when [LiPF6] > 0.4 M, compared to previous studied [402]. 
Longer cationic alkyl chains were found to decrease ionic conductivity since σBMIM BF4 < σEMIM BF4 
and σDMPIM TFSA < σEMIM TFSA; the usual finding in the literature [403, 404]. Based on these results 
doped ILs with small cations (EMIM) and anions (BF4) are suitable for high conductivity 
applications, being principally affected by the cation than anionic. 
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Figure 86: Observed σ of LiPF6/BMIM OTf (), LiPF6/EMIM BF4 (), LiPF6/BMIM BF4 (), 
LiPF6/EMIM TFSA (), LiPF6/DMPIM TFSA () and LiPF6/EMIM FSA () at 298 K over a varied 
LiPF6 concentration range. The solid lines are to guide the eye (i.e., the experimental data are only 
represented by the symbols). 
 
Similar to the results of the doped crown ethers, the upper and lower conductivity limits of doped 
ILs are approximately equal (Figure 87). The difference between the limits of each pair is from 
the inclusion (upper limit) or exclusion (lower limit) of 
6PF
D  . Diffusivity is inversely proportional 
to viscosity, thus increased viscosity results in the reduction of the calculated limits. The lower 
limits were observed to increase with [LiPF6] from Eq. (34) and (35) because the molarity change 
was greater than the diffusivity decrease. The conductivity limits in doped EMIM ILs were wider 
than doped BMIM ILs, with  upper lower/   ≈ 4 and 1.5, respectively, as expected from greater 
EMIM diffusivity than BMIM. 
All components of a doped IL contribute to the conductivity, therefore, 6LiPFupper(IL) (Eq. (37)) best 
describes the situation. Λ was found to be greater than 6LiPF
upper(IL) , which was unexpected because 
6LiPF
upper(IL)  includes contributions from charged and uncharged species, whereas Λ includes only 
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charged species; however, this is explained by the following reasons: 1) the applied electric field 
was suggested (Section 7.2.4.3) to alter the spatial orientation of ions creating efficient pathways 
for ionic motion [80], and 2) doping was observed to promote ion dissociation by disrupting the 
local ionic environment (Figure 88 below). 
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A – BMIM OTf B – EMIM BF4 
  
C – BMIM BF4 D – EMIM TFSA 
  
E – DMPIM TFSA F – EMIM FSA 
  
Figure 87: A plot of Λ versus [LiPF6] at 298 K for A) BMIM OTf, B) EMIM BF4, C) BMIM BF4, D) 
EMIM TFSA, E) DMPIM TFSA and F) EMIM FSA, with calculated lower, 
Li
lower(IL) () and 
6LiPF
lower(IL)
(), and upper, Liupper(IL) () and 
6LiPF
upper(IL)  (), limits in the absence and presence of the IL, 
respectively, and the measured conductivity determined by eNMR (). 
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8.2.5. Ion Association 
Ion associations were investigated using relative diffusivities [234], and Walden and ionicity 
plots. Doped ILs were not successfully described using the Kärger two site binding model because 
it models systems with a small ligand and significantly larger macromolecule, such as a protein to 
a DNA helix [405] or Li-ion to crown ether molecule (Section 6.2.2.1). Each component of a 
doped IL is of similar size. In addition, the complexity of doped ILs, containing two cations and 
anions from the IL and LiPF6, also made the Kärger model less suitable. 
Doped ILs were found to support ion dissociation using relative diffusivities by deviation from 
unity (1) with D+/D- > 1 > LiD  / -6PF
D (Figure 88). Li-ions attract the IL’s anion, encouraging IL’s 
dissociation [234] since D+/D- increases with [LiPF6] for all systems except doped EMIM FSA. 
Furthermore, greater dissociation in all components of BMIM OTf and DMPIM TFSA was 
observed as
Li
D  / -
6PF
D decreased with [LiPF6]. LiPF6 dissociation appeared unaffected by BMIM 
BF4, EMIM BF4 and EMIM FSA because LiD  / -6PF
D was found to remain constant; possibly 
indicating that PF6-ions preferentially solvated Li-ions over BF4
-
 and FSA
-
 in the equilibrium 
state. Ion pairing was suspected in LiPF6/EMIM FSA being closest to unity and diverging slightly 
with [LiPF6]. The deviation from unity for the all ILs supports the observed increased 
conductivity with [LiPF6]. 
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Figure 88: Observed DLi+/DPF6-, (closed symbols) and D+/D- (open symbols) of LiPF6/BMIM OTf (,), 
LiPF6/EMIM BF4 (,), LiPF6/BMIM BF4 (,), LiPF6/EMIM TFSA (,), LiPF6/DMPIM TFSA 
(,) and LiPF6/EMIM FSA (,) at 298 K over a varied LiPF6 concentration range. 
 
Walden and ionicity plots (Figure 89 and Figure 90) provide additional information on ion 
association where deviation from the ideal KCl line indicates ion association. Both the Walden 
and ionicity plots show similar trends of deviation from the ideal KCl line with [LiPF6], therefore, 
all ILs are not fully dissociated, in agreement with the findings from relative diffusivities (Figure 
88). Doping ILs with LiPF6 was shown to significantly increase ion association compared to pure 
ILs, thus formation of neutral ion pairs or aggregate species were expected. 
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Figure 89: Walden plot with molar conductivity (Λ) versus inverse viscosity (1/η) for LiPF6/BMIM OTf 
(), LiPF6/EMIM BF4 (), LiPF6/BMIM BF4 (), LiPF6/EMIM TFSA (), LiPF6/DMPIM TFSA () 
and LiPF6/EMIM FSA () at 298 K. The dotted line indicates where a solution would possess 10% of the 
expected molar conductivity according to the Walden rule for the given viscosity. 
 
 
Figure 90: Ionicity plot with the measured conductivity versus and calculated conductivity for 
LiPF6/BMIM OTf (), LiPF6/EMIM BF4 (), LiPF6/BMIM BF4 (), LiPF6/EMIM TFSA (), 
LiPF6/DMPIM TFSA () and LiPF6/EMIM FSA () at 298 K. The dotted line indicates where a solution 
would possess 10% of the expected molar conductivity according to the Walden rule for the given 
viscosity. 
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8.2.6. Transference Number 
All components of doped ILs conduct electrical current, however, only the current carried via the 
transport of Li-ions is valuable to Li-ion batteries; hence, high lithium transference numbers are 
favourable. Lithium transference numbers were found to increase with [LiPF6] and no maximum 
was determined for any doped IL. Poor Li-ion transport in doped BMIM ILs was attributed to 
increased viscosity despite high LiPF6 dissociation. On the contrary, doped EMIM ILs were 
shown to facilitate good Li-ion transport, particularly at higher [LiPF6]. The most suitable ILs 
studied here when compared to other systems [402] were EMIM TFSA and DMPIM TFSA, with 
the largest transference numbers of +LiT = 0.168 and 0.12, respectively.  
Overall, the transference numbers appear uncorrelated to other physicochemical and 
electrochemical properties; the large transference number of doped DMPIM TFSA is unexpected 
because of its low mobilities, high viscosity and moderate dissociation from Walden and ionicity 
plot analysis. Furthermore, doped EMIM FSA has significantly lower viscosity, higher mobilities 
and greater ion dissociation, however, an unexpectedly low transference number of +LiT = 0.062. 
Interestingly, maximum transference numbers for each doped IL closely relate to order of 
maximum dissociation calculated from D+/D-; which requires further characterisation as a reliable 
indicator of a systems performance for Li-ion transport. Furthermore, the relative diffusivity is 
more conveniently determined than the transference number and may be used for preliminary 
screening of doped ILs.  
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Fig2ure 91: Calculated 
Li
T   from eNMR (closed symbols) and diffusion (open symbols) of 
LiPF6/BMIM OTf (), LiPF6/EMIM BF4 (), LiPF6/BMIM BF4 (), LiPF6/EMIM TFSA (), 
LiPF6/DMPIM TFSA () and LiPF6/EMIM FSA () at 298 K over a varied LiPF6 concentration range. 
The solid lines are to guide the eye (i.e., the experimental data are only represented by the symbols). 
 
8.3. Conclusions 
Six doped ILs were studied and numerous physicochemical and electrochemical properties 
obtained were determined, such as the self-diffusion coefficient, electrophoretic mobility, 
viscosity, ionic radius, as well as ionic and molar conductivity. The values determined here were 
shown to be in agreement with reported literature values. Cationic diffusivities were observed to 
be greater than anionic, and lithium diffusivity was the smallest of all components. 
Electrophoretic mobilities were above 10
-9
 m
2
 V
-1
 s
-1
 and converged towards µ+ = 2-4 and µ- = 6-9 
× 10
-9
 m
2
 V
-1
 s
-1
. Additionally, LiPF6 mobilities also converged when [LiPF6] > 0.3 M to Li+µ ≈ 5 
and -
6PF
µ ≈ 10 × 10-9 m2 V-1 s-1. More efficient interaction of Li-ions with the electric field was 
observed for doped EMIM ILs, with Li+µ /µ+ > 2, small viscosity changes and promotion of ion 
dissociation. Viscosity increased by an average of 30-35% for all doped ILs with [LiPF6], and the 
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cationic effect on viscosity was greater than anionic. Ionic conductivity remained stable over the 
concentration range studied, converging to σ = 6-8 × 10-3 S m-1 when [LiPF6] > 0.4 M for all 
systems. In addition, the conductivity of doped EMIM ILs was greater than their BMIM 
counterparts, attributed to increased alkyl chain length. Walden and ionicity plot analysis 
indicated moderate ion association, as did calculated relative diffusivities. Lithium transference 
numbers increased with [LiPF6] for all systems and was greatest in DMPIM TFSA with +LiT = 
0.168. Small cations (EMIM) with short alkyl chain lengths, combined with small anions (BF4) 
were found to be suitable for electrically conductive applications in addition to EW’s > 4 [165-
168]. However, larger anions (TFSA), and cations that contain short cyclic substituents (DMPIM), 
were shown to have the greatest lithium transport, which is promising for Li-ion battery 
applications. Although, a small EW of 2.7 [171] may limit the application of DMPIM TFSA to 
high voltage battery cells, whereas the wider EW of 5.4 and increased conductivity of EMIM 
TFSA (σ = ~6.5 × 10-3 S m-1) may be more beneficial. 
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Concluding Remarks 
The aim of this thesis was to investigate pure and lithium salt-doped liquid electrolytes and the 
effect structural changes have on their physicochemical and electrochemical properties. The 
research presented here was able to (i) propose an answer to why acquired data from three NMR 
pulse sequences gave different calculated diffusion coefficients, (ii) model the interactions 
between crown ethers and Li-ions, (iii) identify structural features of pure ILs suitable for high 
energy applications using previously unknown electrophoretic mobilities, and (iv) identify Li-
doped ILs suitable for Li-ion transport applications using previously unknown physicochemical 
and electrochemical properties. 
 
NMR Pulse Sequences for Liquid Electrolytes 
In Chapter 5, three NMR pulse sequences were validated using the simple system of EtOH in 
D2O. J-modulation was identified as the cause of the differences between the calculated diffusion 
coefficients from the PGSE and PGSE-J pulse sequences. An optimised diffusion time was shown 
to avoid J-modulation, and this was applied to five ILs resulting in accurate and precise measured 
diffusion coefficients (± 5%) that improved upon current literature values. Furthermore, the 
diffusion coefficient of BMIM OTf was determined for the first time. The PGSTE pulse sequence 
was found to be the most reliable and versatile sequence that gave accurate diffusion coefficients 
independent of which peak was integrated for data analysis. 
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Crown Ethers 
The self-diffusion coefficients and ionic conductivities of both pure and LiCl-doped 12C4 and 
15C5 systems over a range of [crown]:[LiCl] ratios were measured in Chapter 6. The binding 
associations of crown ethers were studied using the Kärger two site binding model and relative 
diffusivities and conductivities. A 1:1 complex for Li-15C5 was observed and simultaneous 1:1 
and 2:1 complexes for Li-12C4 were speculated. The binding mechanism was described 
accurately only when changes in solution viscosity were accounted for. 
 
Pure Ionic Liquids 
In Chapter 7, the physicochemical and electrochemical properties (diffusion coefficient, 
electrophoretic mobility, viscosity, ionic radius, as well as ionic and molar conductivity) of six ILs 
were studied and found to be in agreement with the literature values except conductivities. eNMR 
was shown to give reproducible results for ILs. A relationship between the applied electric field 
and spatial orientation of ions in ILs was observed that remains to be fully characterised. Cationic 
diffusion was greater than anionic irrespective of hydrodynamic radius, also changing the cation 
affected viscosity greater than the anion. Ion dissociation was observed to be greater in EMIM-
based ILs for the ionic state over the equilibrium state, with (Λ/ΛNE)/(D+/D-) > 2.7. EMIM TFSA 
was found to have the greatest ion dissociation properties (D+/D- = 1.8 and Λ/ΛNE = 5.1) and the 
largest conductivity (Λ = 18.90 S cm2 mol-1). Based on the experimental results, a symmetrical 
EMIM-based cation with even charge distribution and short alkyl chains attached to the cyclic 
ring is optimal for high conductivity applications. Furthermore, the large highly fluorinated TFSA 
anion was shown to have the highest conductivity and lowest viscosity. 
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Lithium-Doped Ionic Liquids 
The six ILs were then doped with LiPF6 and accurate physicochemical and electrochemical 
properties were obtained. Lithium was observed to have the smallest diffusivity of all the 
components. EMIM-based ILs were shown to facilitate more promising interactions of Li-ions 
with the electric field, with +Liµ /µ+ > 2, smaller viscosity changes and greater ion dissociation 
compared with BMIM ILs. Additionally, the conductivity of EMIM ILs was greater than their 
BMIM counterparts. A 30-35% linear increase of viscosity with [LiPF6] was observed. The 
conductivity reduced with increased alkyl chain length, and converged to σ = 6-8 × 10-3 S m-1 
when [LiPF6] > 0.4 M for all systems. The lithium transference number was found to increase 
with [LiPF6], and was greatest in DMPIM TFSA with +LiT = 0.168. Based on the results, small 
cations with short cyclic substituents and larger anions were shown to have properties of interest 
for Li-ion battery applications, providing the greatest lithium transport and mobility.  
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Future Research 
The use of eNMR to determine the physicochemical and electrochemical properties of pure and 
doped ILs was proven to be a versatile and powerful experimental tool for exploration of new 
systems. However, RF interference generated from electrodes within the receiver coil limited the 
resolution of spectra acquired. An improved eNMR probe and cell design consisting of a threaded 
open-ended glass tube allowing the electrodes to be attached (Appendix A1) is proposed to solve 
this issue. The spectrometer’s probe would be modified to allow each electrode to connect 
external to the receiver coil area. 
Based on the results in this thesis, a suitable IL for Li-ion batteries would contain a small cation 
with short cyclic substituents. The effect of the substituent’s cyclic position on the 
physicochemical and electrochemical properties of the IL can be investigated further by studying 
1,4- and 1,5-dimethyl-3-propylimidazolium. Furthermore, a recent study of 
trimethyl(isobutyl)phosphonium bis(fluorosulfonyl)imide [406] has shown promise for Li-ion 
transport that remains to be explored using eNMR. Hydrogen fluoride produced by LiPF6 [407] is 
detrimental to battery performance and Li TFSA or Li FSA are of interest as an alternative 
Li-salts. Incorporation of the organic solvents ethylene carbonate and acetonitrile, were found to 
double +Liµ in ILs using MD simulations [408], and thus warrant further experimental study. The 
interesting correlation between D+/D- and LiT   needs to be characterised further as a potential 
screening process of doped ILs for their suitability as Li-ion battery electrolytes. 
The observed relationship between the applied electric field and spatial orientation of ions in ILs 
remains to be fully characterised. The non-observable phase shifts at low applied voltages makes 
further investigation using our eNMR design difficult; however, dilute ILs with greater phase shift 
sensitivity to the applied voltage could be used as an alternative approach to better characterise 
this phenomenon. 
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Appendix 
A1. Improved Design of the eNMR Probe and Cell 
The proposed design of the eNMR probe is hypothesized to improve the resolution of acquired 
electrophoretic spectra. Removal of the electrodes (and their glass sheath) from within the 
receiver coil area would avoid a more RF interference and thus a more homogenous magnetic 
field is expected. Furthermore, signal acquisition would be improved from a higher filling factor, 
and greater hydrogen re-adsorption by palladium is expected from increased electrode surface 
area normal to the electric field. Removable metal caps allow for convenient sample preparation 
and cleaning. 
 
Figure 92: Proposed design of a new eNMR cell (left) and method of incorporation into an adapted NMR 
probe (right). 
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