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Wir leben in einer modernen Informationsgesellschaft. Insbesondere computergestu¨tzte
Technologien erlauben es heutzutage, riesige Datenmengen zu erfassen, zu verarbeiten und
zu analysieren. Zugleich verursacht eine solche massive Pra¨senz von Informationen ha¨ufig
Probleme dadurch, dass Menschen mit zu vielen Informationen konfrontiert werden, mit
denen sie nicht umgehen ko¨nnen. Die besondere Schwierigkeit besteht darin, aus der Un-
menge an vorhandenen Rohdaten die jeweils wichtigen Aussagen zu identifizieren. Bereits
vor u¨ber zwanzig Jahren hat der Zukunftsforscher John Naisbitt zu dieser Problematik
den Ausspruch ”Wir ersticken in Informationen aber hungern nach Wissen“ gepra¨gt.
Vor diesem Hintergrund wurde im letzten Jahrzehnt das so genannte Data Mining
entwickelt und hat vielfa¨ltige Anwendungen gefunden. Die rechnerbasierte Wissensent-
deckung soll es ermo¨glichen, implizit vorhandene und potentiell nu¨tzliche, aber bislang
verborgene Erkenntnisse in Datenbesta¨nden automatisiert zu finden. Ein U¨berblick u¨ber
die verschiedenen Aufgaben, mo¨gliche Anwendungen und Verfahren, die im Data Mining-
Prozess auftreten, findet sich beispielsweise in [CPS98, BL00, HTF01, WF01, VR02].
Beispiele der vielfa¨ltigen wissenschaftlichen Data Mining-Anwendungen sind die Un-
tersuchung von Genen mittels Mikroarray-Daten [Qua01], die Klassifizierung von Protein-
Sequenzen [KKH02], die Auswertung von Beobachtungsdaten der Astrophysik, wie z.B.
Bildern von Teleskopen und Observatorien [OSP+92], das Gruppieren seismischer Daten
[SU02] oder die Analyse von archa¨ologischen Ausgrabungsergebnissen [LMCP+00].
Ebenso breit wird das Data Mining in der Wirtschaft angewandt. Mit der immer
weiter gehenden computergestu¨tzten Abwicklung von Gescha¨ftsprozessen, nicht zuletzt
gefo¨rdert durch die Entwicklung des Internets und des E-Kommerz, werden riesige Daten-
mengen gesammelt. Durch geeignete Analyse ko¨nnen diese fu¨r Gescha¨ftsentscheidungen
und strategische Planungen genutzt werden. Die Anwendungen umfassen unter anderem
die Untersuchung des Kundenverhaltens bei der Ku¨ndigung oder Stornierung von Ver-
tra¨gen, die Beurteilung von Kreditrisiken, die Segmentierung von Kunden fu¨r Raten- oder
Tarifplanung, die Auswahl von Personen fu¨r gezielte Werbemaßnahmen, die Aufdeckung
von Betrugsversuchen, die Analyse von Aktienkursen sowie die Umsatzvorhersage, siehe
hierzu [BL00] fu¨r Fallbeispiele solcher kommerzieller Anwendungen.
Die technische Basis des Auffindens von Mustern, Zusammenha¨ngen und Trends in
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großen Datenbesta¨nden ist das maschinelle Lernen. Eine Auswahl wichtiger maschinel-
ler Lernmethoden umfasst dabei Neuronale Netze [Mit97, HTF01], Entscheidungsba¨ume
[BFOS84, Mit97, CPS98], k-Na¨chste Nachbarn-Verfahren [Mit97, HTF01], Multivariate
Adaptive Regressions Splines (MARS) [Fri91, HTF01], Clusterverfahren [Mit97, CPS98],
Assoziationsverfahren [AIS93, HTF01], Support Vektor Maschinen [Vap98, SS02] und En-
semble Methoden [Die00] wie AdaBoost [FS97, ROM01] oder Random Forests [Bre01].
In dieser Arbeit werden wir mit der Du¨nngitter-Kombinationstechnik zur Funktionsre-
konstruktion ein neuartiges maschinelles Lernverfahren beschreiben und untersuchen.
Der Prozess des Data Mining wird u¨blicherweise modellhaft im mehrere Phasen ge-
trennt.
• Im Planungsschritt wird grundsa¨tzlich untersucht, was das Ziel des Data Mining-
Einsatzes auf dem vorhandenen oder erreichbaren Datenbestand sein soll beziehungs-
weise sein kann.
• Bei der Aufbereitung der Daten werden diese gesammelt und zum Teil neu erhoben.
Weiterhin werden die Daten in einheitliche Formate gebracht und von offensichtlichen
Fehlern bereinigt. Daru¨berhinaus findert eine Untersuchtung auf Ausreißer statt,
das sind einzelne Datenpunkte, deren Koordinaten sich deutlich von den anderen
Datenpunkten unterscheiden.
• In der Phase der Modellbildung wird nun das eigentliche maschinelle Lernen durch-
gefu¨hrt. Dabei werden je nach Anwendungsanforderung verschiedene Methoden ge-
nutzt. Die so genannte Klassifikation, das Sortieren der Daten in zwei oder mehrere
Klassen, wird z.B. bei der Beurteilung von Kreditrisiken verwendet. Die Zerlegung
von Datenbesta¨nden in kleine, homogene und zweckma¨ßige Teilmengen, das so ge-
nannte Clustering, wird beispielsweise fu¨r die Sortierung von altertu¨mlichen Ke-
ramikscherben nach Produktionsort genutzt. Assoziationsanalysen werden zur Be-
stimmung von Regeln angewandt, die Zusammenha¨nge oder Muster beschreiben,
als Beispiel sei hier die Warenkorbanalyse zur Untersuchung des Einkaufsverhaltens
erwa¨hnt. Die Vorhersage von kontinuierlichen Zahlen wie dem Wert einer Immobilie
wird mit Regressionsverfahren unternommen.
• In der Auswertungsphase werden die Ergebnisse des Data Mining-Verfahrens ana-
lysiert und bewertet. Bei positiver Begutachtung der erzielten Erkenntnisse werden
diese in den Gescha¨ftsprozess beziehungsweise die wissenschaftliche Untersuchung
integriert. Die Ergebnisse ko¨nnen aber ebenso einen neuen Zyklus des Data Mining-
Prozesses auslo¨sen, da eventuell ungenu¨gende Daten festgestellt werden oder die
Ergebnisse nahe legen, bestimmte Aspekte genauer zu untersuchen.
Gewisse Formen des Wissens, das mit Data Mining-Verfahren erworben werden soll,
kann durch reellwertige Funktionen von Datenmerkmalen dargestellt werden. Regression
und Klassifikation geho¨ren zu dieser Art von Anwendungen und werden in dieser Arbeit
genauer untersucht.
3Betrachten wir eine Menge S von Datenpunkten x im d-dimensionalen Merkmalsraum,
oder Attributsraum, zusammen mit einer Antwortvariable y, d.h.
S = {(xi, yi) ∈ Rd ×R}Mi=1.
Aus diesen Dateninstanzen soll ein Vorhersagemodell konstruiert werden, das es erlaubt,
fu¨r neu gegebene Datenpunkte x geeignet die Antwortvariable y zur weiteren Entscheidung
vorherzusagen. Indem wir die Dateninstanzen (x, y) als Stichproben einer Funktion auffas-
sen, welche die Beziehung zwischen den Attributen und der Antwortvariable beschreibt,
kann die Bestimmung eines Vorhersagemodells als hochdimensionale Funktionsapproxima-
tion beziehungsweise Funktionsrekonstruktion betrachtet werden, d.h.
y = f(x).
Die bina¨re Klassifikation kann u¨ber stochastische Ansa¨tze als Approximation einer
Wahrscheinlichkeitsfunktion mit anschließender Fallunterscheidung aufgefasst werden. Da-
zu wird der kontinuierliche Erwartungswert approximiert, welcher der Klassenverteilung
zu Grunde liegt. Der Funktionswert am Punkt x entspricht dabei der Wahrscheinlichkeit,
dass dort die Klasse 1 vorliegt.
Aus dieser reellwertigen Wahrscheinlichkeitsfunktion wird mittels der so genannten
Bayes’schen Entscheidungsregel der Klassifikator bestimmt, siehe hierzu beispielsweise
[HTF01]. Die Entscheidung, welche Klasse der Klassifikator an einem Punkt x vorher-
sagt, wird mit der Vorschrift
f(x)
{ ≤ 0.5 ergibt Klasse 0,
> 0.5 ergibt Klasse 1,
gefa¨llt. Welcher Klasse eine Dateninstanz x mit f(x) = 0.5 zugeordnet wird, ist dabei
willku¨rlich gewa¨hlt.
Daru¨berhinaus ist zu beachten, dass bei vielen Klassifikationsanwendungen das eigent-
liche Ziel der Anwendung nicht die strikte Einteilung in zwei Klassen ist, sondern eine
geeignete Sortierung der Dateninstanzen, wobei das Sortierkriterium dabei die vorherge-
sagte Wahrscheinlichkeit ist, der ”guten“ Klasse anzugeho¨ren.
Ein klassisches Beispiel fu¨r eine derartige Anwendung ist die Auswahl von Kunden fu¨r
Werbemaßnahmen. Sofern die Werbung keinerlei Kosten verursacht, spielt die Anzahl der
angeschriebenen Kunden keinerlei Rolle bei der Betrachtung des Kosten-Nutzen-Verha¨lt-
nisses. Dies ist ein wesentlicher Grund fu¨r das Massenaufkommen von unerwu¨nschten
Spam-E-Mails. Das Senden einer einzelnen E-Mail verursacht praktisch keine Kosten, so-
fern die technische Infrastruktur fu¨r das Versenden von elektronischen Briefen vorhan-
den ist. Somit hat der Spammer keinen finanziellen Vorteil davon, nur einen Teil seines
E-Mail-Adressenbestandes auszuwa¨hlen. Anders ist dies bei der Sendung von herko¨mmli-
chen Werbebriefen, hier treten reale Kosten wie das Drucken des Werbematerials oder die
Portokosten auf. Deswegen erweist es sich fu¨r den Werbetreibenden als hilfreich, eine Aus-
wahl der wahrscheinlichen Reagierer zu bestimmen, um die Kosten der Werbemaßnahme
zu begrenzen, aber weiterhin mit Hilfe einer hohen Antwortrate viele Kundenreaktionen
zu erhalten.
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Nicht nur im Marketing sind solche Sortierungen der Daten nu¨tzlich. Immer wenn
begrenzte Kapazita¨ten vorhanden sind, ist es sinnvoll, die zu bearbeitenden Daten vor-
zusortieren, um die Effizienz zu steigern. So werden in der Astronomie Aufnahmen des
Alls automatisiert in interessant und uninteressant eingeteilt. Hier ist es sinnvoll, die Auf-
nahmen in der Reihenfolge anzuschauen, die das maschinelle Lernverfahren mit Hilfe der
Approximation der zu Grunde liegenden Wahrscheinlichkeitsfunktion angibt.
Zur Erstellung eines konkreten Vorhersagemodells wird nun ein Satz von Funktionen,
beispielsweise in Form eines Funktionenraums, vorgegeben. Das maschinelle Lernverfahren
bestimmt innerhalb dieser Modellfunktionen eine nach geeigneten Kriterien beste Funkti-
on, indem Parameter der Funktionsdarstellung auf Basis der gegebenen Daten berechnet
werden.
Bei der Bestimmung einer solchen Funktion aus den gegebenen Daten treten fu¨r Data
Mining-Anwendungen mehrere Arten von Schwierigkeiten auf.
• Eine Schwierigkeit besteht in der Schlechtgestelltheit des Problems. Schlecht gestell-
te Probleme haben mo¨glicherweise keine Lo¨sung im eigentlichen Sinne, Lo¨sungen
mu¨ssen nicht eindeutig sein und ha¨ngen weiterhin eventuell nicht stetig von den
Daten ab. Ernsthafte numerische Schwierigkeiten sind die Folge. Diese Art von Pro-
blemen taucht in vielen Bereichen der Mathematik und anderen Naturwissenschaften
auf und kann mit dem Konzept der Regularisierung [Lou89, EHN96, Kir96] behan-
delt werden.
• Das Problem der U¨beranpassung, der zu genauen Approximation der gegebenen Da-
ten, die oft zu schlechten Vorhersageergebnissen auf neuen Daten fu¨hrt, betrifft fast
alle maschinellen Lernverfahren. Die Funktion wird aus Daten rekonstruiert, die an
mehr oder weniger zufa¨lligen Positionen einen Funktionswert liefern. Die eigentliche
Anwendung besteht aber in der Auswertung auf vorher unbekannten Daten, d.h.
an Koordinaten, fu¨r die oder deren unmittelbare Umgebung in den urspru¨nglichen
Lerndaten mo¨glicherweise keine direkten Informationen vorhanden sind. Die Funk-
tion soll also in erster Linie nicht die gegebenen Daten gut approximieren, sondern
eine gute Verallgemeinerungsqualita¨t aufweisen. Es tritt hierbei in den Lernverfahren
ein gewisser Widerspruch zwischen der genauen Approximation der Lerndaten und
einem guten Verallgemeinerungswert der Approximation auf. Bei fast allen Tech-
niken gibt es Parameter im Lernalgorithmus, welche die Genauigkeit der Appro-
ximation steuern. Mittels Ansa¨tzen wie Kreuzvalidierung [Sto74, Wah90, HTF01],
der L-Kurve [Han92, EHN96, Han98], Methoden aus der strukturellen Risikomini-
mierung [Vap98, Vap00] oder anderen Ansa¨tzen muss ein geeigneter Parametersatz
bestimmt werden.
• Bei komplexen und großen Datenmengen ist eine effiziente Darstellung einer hochdi-
mensionalen Funktion unabdingbar. Insbesondere soll die Komplexita¨t des maschi-
nellen Lernverfahrens zur Bestimmung der Modellparameter kontrollierbar sein. Die
Komplexita¨t ha¨ngt zum einen von der Gro¨ße der Datenmenge ab. Oft verdoppelt
sich diese bei Anwendungen Jahr fu¨r Jahr und erreicht heutzutage den Terabyte-
Bereich. Ein Verfahren muss also riesige und weiterhin wachsende Datenbesta¨nde
5bearbeiten ko¨nnen. Zum anderen wirkt sich die dimensionale Struktur der Daten
auf den beno¨tigten algorithmischen Aufwand aus. Verfahren mu¨ssen mit hochdi-
mensionalen Daten effizient umgehen ko¨nnen, dieses Problem wird auch als Fluch
der Dimension bezeichnet, da die Komplexita¨t eines Algorithmus oft exponentiell
mit der Dimension der Problemstruktur wa¨chst. Die erwa¨hnten maschinellen Lern-
verfahren weisen dabei deutliche Unterschiede in ihren Komplexita¨tseigenschaften
auf.
In dieser Arbeit untersuchen wir eine in diesem Zusammenhang neuartige Diskretisie-
rungstechnik, die auf der Methode der du¨nnen Gitter nach Zenger [Zen91, BG04] basiert.
Sie ermo¨glicht ein maschinelles Lernverfahren, welches linear in der Zahl der Datenpunkte
skaliert, aber trotzdem eine nichtlineare Funktion darstellt. Allerdings ist die Zahl der be-
handelbaren Dimensionen bei diesem Ansatz auf Grund einer exponentiellen Abha¨ngigkeit
der Komplexita¨t von der effektiven Dimension des Problems beschra¨nkt.
Das den du¨nnen Gittern zu Grunde liegende Konzept ist dabei nicht neu, sondern
bereits in Arbeiten aus den sechziger Jahren des vorigen Jahrhunderts zu finden [Bab60,
Smo63]. Definiert werden du¨nne Gitter mit Hilfe einer Multiskalen-Tensorproduktbasis,
die aus der eindimensionalen hierarchischen Basis konstruiert wird. Ausgehend von ei-
nem Schema von Teilra¨umen wird eine Diskretisierung mit einem du¨nnen Gitter dadurch
erhalten, dass lediglich Teilra¨ume beru¨cksichtigt werden, deren Basisfunktionen einen Min-
destbeitrag zur Lo¨sung des Problems liefern.
Betrachten wir beispielsweise die Interpolation einer Funktion durch multilineare Ba-
sisfunktionen, so wird bei der Nutzung von du¨nnen Gittern mit O(N ·(logN)d−1) Punkten
im Diskretisierungsprozess eine Genauigkeit von O(N−2 · (logN)d−1) in Bezug auf die L2-
oder L∞-Norm erzielt, sofern die gemischten zweiten Ableitungen beschra¨nkt sind. Hier
bezeichnet N die Anzahl der Gitterpunkte in einer Koordinatenrichtung und d die Dimen-
sion. Dieser Aufwand steht im deutlichen Gegensatz zu konventionellen Gittermethoden,
die O(Nd) Punkte fu¨r eine Genauigkeit von O(N−2) beno¨tigen, mit geringeren Vorausset-
zungen an die Glattheit der darzustellenden Funktion. Somit trifft der Fluch der Dimension
bei Nutzung von du¨nnen Gittern in viel geringerem Maß zu. Die Behandlung von Proble-
men mit mehr als drei oder vier Dimensionen wird ermo¨glicht. Allerdings existiert auch
beim Du¨nngitteransatz eine Begrenzung der Zahl der diskretisierbaren Dimensionen, denn
selbst das gro¨bste Gitter, d.h. jenes mit zwei Punkten in jeder Koordinatenrichtung, fu¨llt
fu¨r d > 25 den Hauptspeicher moderner Arbeitsplatzrechner. Zwar ko¨nnen gro¨ßere Git-
ter durch eine parallele Behandlung auf mehreren Rechnern behandelt werden, allerdings
verdoppelt sich die Zahl der beno¨tigten Rechner in der parallelen Umgebung mit jeder
zusa¨tzlichen Dimension.
Realisiert werden du¨nne Gitter in dieser Arbeit in Form der Kombinationstechnik, ein-
gefu¨hrt in [GSZ92]. Dabei wird fu¨r eine gewisse Sequenz von anisotropen vollen Gittern
das jeweilige Teilproblem gelo¨st und die so erhaltenen Ergebnisse werden zur Lo¨sung auf
dem eigentlichen du¨nnen Gitter geeignet zusammengefasst. Fu¨r Aufgabenstellungen, bei
denen die Projektionen in die jeweiligen Teilra¨ume vertauschbar sind, wie z.B. bei der
Interpolation, kann gezeigt werden, dass die Kombinationslo¨sung der Du¨nngitterlo¨sung
entspricht. Bei der numerischen Behandlung von partiellen Differentialgleichungen ist die
Kombinationslo¨sung im Allgemeinen nicht gleich der Lo¨sung auf dem du¨nnen Gitter, je-
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doch ist ihre Genauigkeit von der gleichen Ordnung, sofern gewisse Fehlerentwicklungen
fu¨r die Teilprobleme existieren [GSZ92, BGRZ94a].
Die Beobachtung, dass der Diskretisierungsaufwand bei du¨nnen Gittern relativ lang-
sam mit der Zahl der Dimensionen wa¨chst, motiviert die Untersuchung der Mo¨glichkeiten
dieser gitterbasierten Technik im Bereich des maschinellen Lernens. Andere gitterorientier-
te Ansa¨tze sind uns fu¨r dieses ho¨herdimensionale Probleme nicht bekannt. Verfahren wie
Support Vektor Maschinen oder Neuronale Netze, welche beide auch eine Funktionsdar-
stellung benutzen, arbeiten mit Basisfunktionen, die auf den Datenpunkten leben. Somit
steigt die Anzahl der Basisfunktionen bei diesen Methoden ho¨chstens mit der Anzahl
der Dateninstanzen und nicht mit der Anzahl der Dimensionen. Allerdings weisen diese
Ansa¨tze einen nichtlinearen Aufwand bezu¨glich der Zahl der Dateninstanzen auf. Mit die-
sen Techniken ist es mo¨glich, relativ hochdimensionale Probleme zu behandeln, die Menge
von Daten ist allerdings auf Grund der Komplexita¨t beschra¨nkt. In vielen praktischen An-
wendungen ist die Situation jedoch gerade umgekehrt. Die Dimension des resultierenden
Problems ist, gegebenenfalls nach einigen Vorverarbeitungsschritten, moderat, die Menge
der Daten ist aber u¨blicherweise sehr groß. Hier existiert ein großer Bedarf fu¨r Methoden,
die auch in solchen Situationen gute Ergebnisse in kurzer Zeit liefern. Dies begru¨ndet die
Untersuchung der Du¨nngittermethode im Rahmen des maschinellen Lernens, da sich der
Aufwand bezu¨glich der Datenpunkte als linear erweist.
Ein Verfahren, welches Funktionen verwendet und unserer Methode in gewisser Wei-
se a¨hnelt, ist der Ansatz der Multivariate Adaptive Regressions Splines (MARS) [Fri91,
HTF01]. Hier sind die benutzten stu¨ckweise linearen Funktionen u¨ber die Datenpunkte
definiert. Diese Verankerung geschieht dabei durch eine stu¨ckweise lineare Ansatzfunkti-
on fu¨r jeden diskret beobachteten Wert einer Dimension, statt fu¨r jeden Datenpunkt im
d-dimensionalen Raum. Diese eindimensionalen Funktionen werden wiederum per Ten-
sorproduktansatz verknu¨pft. Dabei wird die Anzahl der Interaktionen, d.h. der fu¨r jede
d-dimensionale Basisfunktion aktiven Dimensionen, sowohl beschra¨nkt als auch sukzes-
siv wa¨hrend der Berechnung aufgebaut. Der Ansatz, die Zahl der Interaktionen zwischen
den einzelnen Dimensionen in einer Basisfunktionen zu variieren, ist auch als ANOVA-
Zerlegung (analysis of variance) [Wah90] bekannt. Hierbei wird eine Funktion allgemein
in eine Summe von Funktionen zerlegt, die jeweils von einer Untermenge der Dimensionen
abha¨ngen. In [Fri91] wird bemerkt, dass vieles dafu¨r spricht, dass bei realen Anwendungs-
daten nur bis zu fu¨nf Interaktionen zwischen den Dimensionen sinnvoll und notwendig
sind.
Diese U¨berlegung fu¨hrt zu einer Erweiterung des Du¨nngitteransatzes mit Hilfe von
verallgemeinerten du¨nnen Gittern, die durch dimensionsadaptive Ansa¨tze bestimmt wer-
den. In der urspru¨nglichen Definition von du¨nnen Gittern [Zen91] wird mit stu¨ckweise
linearen Basisfunktionen in den einzelnen Dimensionen gearbeitet, die daraus mit einem
Tensorproduktansatz resultierenden d-dimensionalen multilinearen Basisfunktionen leben
in allen Dimensionen. Sofern wir die zu Grunde liegende Gitterhierarchie allerdings mit
der konstanten Funktion als gro¨bster Auflo¨sung beginnen, ergibt sich durch die Tenso-
rierung der Effekt, dass nun die Basisfunktionen nicht mehr in allen Dimensionen aktiv
sind. Eine Tensorierung mit einer Konstanten erzeugt keine zusa¨tzlichen Freiheitsgrade.
So bleibt eine (d− 1)-lineare Funktion nach der Verknu¨pfung mit einer Konstanten in der
7d-ten Dimension weiterhin (d−1)-linear. Dies ergibt zwar mit der urspru¨nglichen Definiti-
on von du¨nnen Gittern zuna¨chst keinerlei Vorteile. Es ko¨nnen allerdings verallgemeinerte
du¨nne Gitter verwendet werden, bei denen, unter Beachtung einer Konsistenzbedingung,
eine flexiblere Wahl der Teilra¨ume mo¨glich ist. Mit dimensionsadaptiven Methoden ko¨nnen
nun auf Basis einer Hierarchie mit konstanten Funktionen verallgemeinerte du¨nne Gitter
erzeugt werden, die Funktionsdarstellungen in deutlich ho¨heren Dimensionen ermo¨glichen.
Das Limit des dimensionsadaptiven Ansatzes stellt nicht mehr die Dimension d des Pro-
blems dar, sondern die gro¨ßte notwendige Zahl von Dimensionsinteraktionen, die effektive
Dimension. Sofern die oben erwa¨hnte U¨berlegung aus [Fri91] sich in der Praxis besta¨tigt,
ko¨nnen somit im Vergleich zu normalen du¨nnen Gittern deutlich ho¨herdimensionale Pro-
bleme behandelt werden.
In [Heg03] wird die grundsa¨tzliche Mo¨glichkeit einer dimensionsadaptiven Kombi-
nationstechnik am Beispiel von einfachen synthetischen Interpolationsproblemen vorge-
stellt. Fu¨r die numerischen Integration werden dimensionsadaptive Du¨nngittermethoden
in [GG03] dargestellt. In der vorliegenden Arbeit wird aufbauend auf diesen Arbeiten eine
dimensionsadaptive Kombinationstechnik zur Funktionsrekonstruktion fu¨r Klassifikations-
und Regressionsprobleme im maschinellen Lernen vorgestellt.
Fu¨r unseren Ansatz zur Funktionsrekonstruktion ergibt sich durch Tikhonov-Regu-











(f(xi)− yi)2 + λ‖∇f‖2.
Der erste Term erzwingt die Na¨he der Funktion f zu den Daten, der zweite Term erzeugt
eine gewisse Glattheit von f , und der Regularisierungsparameter λ gewichtet diese beiden
Terme. Die Darstellung eines maschinellen Lernverfahrens als ein derartiges Regularisie-
rungsproblem ist in der Literatur auch unter dem Begriff Regularisierungsnetzwerk bekannt
[GJP95, EPP00]. Das Variationsproblem lo¨sen wir in dieser Arbeit unter der Verwendung
von du¨nnen Gittern zur Diskretisierung des Funktionenraumes.
Wie erwa¨hnt ist die Verwendung einer Diskretisierung mit festen Gitterpunkten, wo-
bei diese unabha¨ngig von den Datenpunkten gewa¨hlt werden, in diesem Anwendungsgebiet
neu und wird erst durch die Nutzung von du¨nnen Gittern realisierbar. Entscheidend fu¨r
Anwendungen mit vielen Daten ist die Erkenntnis, dass der Aufwand des Verfahrens nur
linear mit der Zahl der Daten skaliert, aber trotzdem eine nichtlineare Funktion berech-
net wird. Dies steht im Gegensatz zu vielen anderen maschinellen Lernverfahren, deren
Komplexita¨t fu¨r eine nichtlineare Klassifikation nichtlinear mit der Zahl der Daten skaliert.
Weiterhin erzeugt unser Verfahren in natu¨rlicher Weise eine Sortierung der Dateninstanzen
nach ihrer Wahrscheinlichkeit einer der beiden Klassen anzugeho¨ren. Die Anzahl der Di-
mensionen, die mit unserer Methode behandelt werden ko¨nnen, ist allerdings beschra¨nkt,
was im Vergleich zu anderen Verfahren von Nachteil ist. In vielen realen Anwendungen
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kann die Dimension des Problems aber, sofern sie zu groß ist, durch Vorverarbeitungs-
schritte substantiell reduziert werden.
Wir wenden in dieser Arbeit das Verfahren auf eine Reihe von Benchmark-Datensa¨tzen
an, die dabei erzielten Resultate sind mit denen der besten maschinellen Lernverfahren
vergleichbar. Weiterhin fu¨hren Experimente mit einer dimensionsadaptiven Kombinati-
onstechnik durch, um deren grundsa¨tzlichen Mo¨glichkeiten im Bereich des maschinellen
Lernens zu zeigen. Die erzielten Ergebnisse sind vielversprechend, aber das dimensionsa-
daptive Verfahren ist fu¨r reale Anwendungen noch nicht robust genug.
Im Weiteren gliedert sich die Arbeit in drei Bereiche:
In den folgenden zwei Kapiteln geben wir den fu¨r unseren Ansatz im Rahmen des
maschinellen Lernens beno¨tigten theoretischen Hintergrund wieder: In Kapitel 2 betrach-
ten wir grundlegende Eigenschaften der Regularisierung von schlecht gestellten Proble-
men. In Kapitel 3 stellen wir zuna¨chst Ergebnisse einiger Arbeiten vor, die sich mit den
mathematischen Grundlagen des Lernens mittels Methoden der Wahrscheinlichkeitstheo-
rie bescha¨ftigen. Anschließend untersuchen wir die Funktionsrekonstruktion im Rahmen
der Regularisierungstheorie. Eine Reihe von maschinellen Lernverfahren lassen sich durch
Regularisierungsnetzwerke darstellen, diese erlauben eine Darstellung der Lo¨sung des re-
gularisierten Approximationsproblems in einem Hilbertraum mit reproduzierendem Kern.
In diesem Ra¨umen existiert eine Darstellung des Regularisierungsoperators durch seine
orthonormalen Eigenvektoren und dies erlaubt die Lo¨sung durch eine endliche Linearkom-
bination von so genannten Kernfunktionen wiederzugeben, welche auf den Datenpunkten
verankert sind. Wir stellen weiterhin eine Mo¨glichkeit vor, diese datenorientierte Dar-
stellung mit der einer unendlichen Funktionenraumbasis zu kombinieren. Daru¨berhinaus
zeigen wir, wie mit geeigneten Waveletbasen, fu¨r die gewisse Norma¨quivalenzen gelten,
eine analoge Darstellung des Regularisierungsoperators beziehungsweise der Lo¨sung des
regularisierten Problems erhalten werden kann. Fu¨r die approximative Darstellung eines
Waveletkerns geben wir weiterhin Fehlerabscha¨tzungen an.
Das von uns entwickelte Du¨nngitter-Lernverfahren stellen wir in den beiden anschlie-
ßenden Kapiteln im Detail vor: In Kapitel 4 beschreiben wir die Methode der du¨nnen Git-
ter, die Kombinationstechnik zur Bestimmung von Funktionen auf du¨nnen Gittern, und
schließlich verallgemeinerte du¨nne Gitter mit einer geeigneten dimensionsadaptiven Kom-
binationstechnik. In Kapitel 5 erla¨utern wir die numerische Realisierung des Verfahrens
zur Funktionsrekonstrukion und untersuchen die Komplexita¨t des Verfahrens bezu¨glich der
Zahl der Attribute und der Gro¨ße der Datenmenge. Weiterhin erla¨utern wir numerische
Vorteile, die sich durch die Verwendung einer simplizialen Diskretisierung auf den Teilgit-
tern der Kombinationstechnik ergeben. Anschließend beschreiben wir, wie das Verfahren
einfach aber effizient parallelisiert werden kann.
In Kapitel 6 schließlich betrachten wir die Qualita¨t der Ergebnisse des vorgestellten
Verfahrens anhand einer Reihe von synthetischen und realen Datensa¨tzen. Wir untersuchen
die Konvergenzeigenschaften der Du¨nngitterlo¨sung gegen eine Referenzlo¨sung auf einem
hochaufgelo¨sten vollen Gitter bei einem zweidimensionalen Regressionsbeispiel. Weiterhin
pra¨sentieren wir Resultate fu¨r eine Reihe von Benchmark-Datensa¨tzen, geben dabei einen
U¨berblick u¨ber die Anwendungsmo¨glichkeiten des Data Mining und vergleichen die Qua-
9lita¨t der Ergebnisse mit denen anderer maschineller Lernverfahren. Schließlich fu¨hren wir
Experimente mit der dimensionsadaptiven Kombinationstechnik durch.
Die Arbeit schließt in Kapitel 7 mit einer Zusammenfassung der wichtigsten Ergebnisse
und einem Ausblick auf weitergehend zu untersuchende Aspekte und mo¨gliche Erweite-
rungen des Verfahrens.
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Beim maschinellen Lernen durch Funktionsrekonstruktion betrachten wir eine bestimm-
te Menge von Beobachtungen S bestehend aus Datenpunkten x ∈ Rd mit zugeho¨rigen
Vorhersagevariablen y ∈ R. Auf Basis dieser Informationen soll eine Funktion bestimmt
werden, welche die Beziehung zwischen den Eingabe- und den Ausgabevariablen wieder-
gibt, d.h. f(x) = y. Diese Rekonstruktion einer Funktion erweist sich als schlecht gestelltes
Problem nach Hadamard. Dabei ist neben dem eher theoretischen Aspekt der Darstellung
einer bedingten Wahrscheinlichkeit in einem geeigneten Funktionenraum insbesondere die
praktische Bestimmung einer Funktion auf Basis von Stichproben schlecht gestellt.
Um solche Probleme zu behandeln ist zum einen ein verallgemeinerter Lo¨sungsbe-
griff notwendig um eindeutige Lo¨sungen bestimmen zu ko¨nnen. Dazu werden die Begrif-
fe der Bestapproximation und der Moore-Penrose verallgemeinerten Inverse eingefu¨hrt.
Zum anderen sind Regularisierungstechniken erforderlich um ein stabiles Verfahren zu
erhalten. Wir stellen im Weiteren zwei Regularisierungsverfahren vor, dabei folgen wir
[Lou89, EHN96, Kir96], Details, Beweise und weitere Referenzen siehe dort. Zum einen
die Regularisierung durch Diskretisierung, auch genannt Regularisierung durch Projekti-
on, und zum anderen die Tikhonov-Regularisierung [Tik63]. Desweiteren betrachten wir
die kombinierte Nutzung beider Regularisierungsansa¨tze.
Es sei an dieser Stelle noch auf eine ga¨nzlich andere Herangehensweise an Regularisie-
rungsverfahren fu¨r schlecht gestellte Probleme verwiesen, die in [Neu98] vorgestellt wird.
Wa¨hrend in [Tik63, Lou89, Wah90, EHN96, Kir96] Regularisierungsverfahren mit funk-
tionalanalytischen Methoden im Hinblick auf unendlich dimensionale Probleme behandelt
werden, betrachtet [Neu98] endlich dimensionale Probleme. Die Aufgabenstellung besteht
somit darin, eine gute Na¨herung xˆ zu einem Vektor x ∈ Rn zu finden, der eine approxi-
mative Gleichung Axˆ ≈ y mit schlecht konditionierter oder singula¨rer Matrix A ∈ Rm×n
bei gegebenem y ∈ Rm erfu¨llt. Viele Aussagen u¨ber Regularisierungsverfahren lassen sich
in dieser Darstellung mit Standardtechniken der Linearen Algebra beweisen. Insbesonde-
re Strategien zur Parameterwahl ko¨nnen in diesem Rahmen mit stochastischen Ansa¨tzen
hergeleitet werden.
11
12 Kapitel 2. Regularisierung von schlecht gestellten Problemen
2.1 Schlecht gestellte Probleme
Betrachten wir die Definition von gut gestellten und schlecht gestellten Problemen zuru¨ck-
gehend auf Hadamard.
Definition 1. Ein Problem ist gut gestellt, wenn gilt:
(i) Fu¨r alle zula¨ssigen Daten existiert eine Lo¨sung. (2.1)
(ii) Fu¨r alle zula¨ssigen Daten ist die Lo¨sung eindeutig. (2.2)
(iii) Die Lo¨sung ha¨ngt stetig von den Daten ab. (2.3)
Ist eine der Bedingungen nicht erfu¨llt, so ist das Problem schlecht gestellt.
Wie wir sehen werden, kann bei der Funktionsrekonstruktion im maschinellen Lernen
jeder der drei Punkte aus dieser Definition nicht erfu¨llt sein und somit ein schlecht gestell-
tes Problem erzeugen. Wir gehen in diesem Kapitel allerdings von folgender allgemeiner
Problemstellung aus:
Problem 1. Gegeben seien Hilbertra¨ume X und Y und ein linearer, stetiger Operator
A : X → Y . Gesucht ist die Lo¨sung der linearen Gleichung
Ax = y. (2.4)
Mit dieser Aufgabenstellung lassen sich die Bedingungen fu¨r ein gut gestelltes Problem
formalisieren. Die Bedingung y ∈ R(A), wobei R(A) das Bild des Operators A bezeichnet,
ist offensichtlich a¨quivalent mit (2.1). Sie wird auch y ist erreichbar genannt. Bei einem
endlich dimensionalen Zielraum Y ist y ∈ R(A) fu¨r einen unendlich dimensionalen An-
satzraum X realisierbar, sofern sowohl der Raum X als auch die Abbildung A sinnvoll
definiert sind. Im Fall von endlich dimensionalen diskreten Darstellungsra¨umen X = Vn
ist die Erreichbarkeit eines beliebigen y ∈ Y allerdings nicht sichergestellt, insbesondere
wenn gilt dim(X)¿ dim(Y ).
Fu¨r die Eindeutigkeit der Lo¨sung (2.2) ist ein trivialer Nullraum der Abbildung A, d.h.
N(A) = {0}, eine notwendige und hinreichende Bedingung. Dies ist bei einer Abbildung
von einem unendlich dimensionalen Raum in eine endlich dimensionale Menge nicht zu
erfu¨llen. Aber auch bei endlich dimensionalen Darstellungsra¨umen X ist diese Bedingung
im Allgemeinen nicht erfu¨llt.
Sind aber (2.1) und (2.2) erfu¨llt und existiert somit die Abbildung A−1, ist die ste-
tige Abha¨ngigkeit der Lo¨sung von den Daten (2.3) a¨quivalent mit der Stetigkeit bzw.
Beschra¨nktheit von A−1.
Betrachten wir nun das Problem der Funktionsrekonstruktion. Gegeben sei eine Menge
S von Datenpunkten x mit zugeho¨rigen Werten y im Datenraum
S = {(xi, yi) ∈ Rd ×R}Mi=1.
Ziel ist es, eine Funktion f aus einem u¨ber Rd definierten Funktionenraum V zu bestim-
men, deren reellwertige Funktionsauswertungen auf den Datenpunkten xi die zugeho¨rigen
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Werte yi geeignet darstellen. Die Funktionsauswertung kann dabei als Projektion P in den
Datenraum aufgefasst werden
P : V → RM : Pf = {f(xi)}Mi=1 .
Da nur endlich viele Daten vorhanden sind ist der Zielraum Y = RM bei unserer Anwen-
dung somit stets endlich dimensional.
Anders verha¨lt es sich, wenn die Elemente von S als Realisierungen einer Wahrschein-





na¨herungsweise zu bestimmen. Dieser Ansatz wird in mathematischen Betrachtungen der
Lerntheorie [Vap98, CS01] verfolgt. In dieser Sichtweise sind beide Hilbertra¨ume unendlich
dimensional. Der Zielraum besteht nicht aus Werten auf den Punkten x, sondern aus
einer Funktion, welche die bedingte Wahrscheinlichkeitsverteilung beschreibt. Trotzdem
entspricht wiederum der Operator A der Projektion P vom Darstellungsraum X in den
Zielraum Y .
Wir haben es bei unserem Ansatz im maschinellen Lernen mit zwei verschiedenartigen
schlecht gestellten Problemen zu tun. Zum einen gibt es den eher theoretischen Aspekt
der Darstellung der bedingten Wahrscheinlichkeit in einem geeigneten Funktionenraum.
Hierbei verursacht die nicht vorhandene stetige Abha¨ngigkeit der Lo¨sung von den Daten
ein schlecht gestelltes Problem [Vap98]. Zum anderen ist die praktische Realisierung der
Funktionrekonstrukion auf Basis von Stichproben ein schlecht gestelltes Problem. Mit
diesem Aspekt bescha¨ftigen wir uns in dieser Arbeit eingehender.
Betrachten wir nun einige der konkreten Auspra¨gungen von schlecht gestellten Pro-
blemen, die bei der Realisierung einer Funktionsrekonstruktion auftauchen ko¨nnen. Bei
den zu behandelnden Daten kann es vorkommen, dass fu¨r zwei gegebene Datenpunkte xi
und xj zwar die Koordinaten identisch sind, aber unterschiedliche Werte yi und yj vorlie-
gen. Dies kann einerseits ein Fehler in den Daten sein. Andererseits kann dies aber auch
eine korrekte Information sein, z.B. wenn zwei potentielle Kunden das gleiche Kundenpro-
fil aufweisen, aber nur einer von beiden tatsa¨chlich einkauft. Diese Situation kann durch
keine Funktion dargestellt werden. Weiterhin ist offensichtlich, dass die Projektion von ei-
nem unendlich dimensionalen Funktionenraum in einen endlich dimensionalen Datenraum
nicht injektiv sein kann. Somit ist also weder Existenz noch Eindeutigkeit der Lo¨sung der
Aufgabenstellung gegeben.
Den DarstellungsraumX betrachten wir im Weiteren einerseits als unendlich dimensio-
nalen Funktionenraum V , dabei haben wir Sobolevra¨ume Hs, Sobolevra¨ume mit dominie-
render gemischter Ableitung Hsmix oder auch Besovra¨ume im Sinn. Andererseits erfolgen
die letztendlichen Rechnungen natu¨rlich in diskreten und somit endlich dimensionalen
Ra¨umen. Wir benutzen verallgemeinerte Du¨nngitterra¨ume, siehe Kapitel 4, aber auch
z.B. Waveletbasen [Dah97] sind denkbar. Diese unterschiedlich dimensionalen Funktio-
nenra¨ume wirken sich offensichtlich in verschiedenen Auspra¨gungen eines schlecht gestell-
ten Problems aus.
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2.1.1 Bestapproximation, Moore-Penrose verallgemeinerte Inverse
Eine eindeutige Lo¨sung eines schlecht gestellten Problems ist wie gesehen nicht immer
gegeben. Wir sind aber natu¨rlich trotzdem daran interessiert, eine ”vernu¨nftige“ Lo¨sung
des behandelten Problems zu erhalten. Sind z.B. die gesuchten Beobachtungen y nicht
erreichbar, d.h. y /∈ R(A), sind wir an einem Element aus X interessiert, das die Gleichung
(2.4) zumindest na¨herungsweise lo¨st, d.h. Ax ≈ y. Entsprechend sind wir bei der Existenz
von mehreren Lo¨sungen an einem Lo¨sungsbegriff interessiert, der eine Lo¨sung durch die
Erfu¨llung weiterer Bedingungen eindeutig auszeichnet.
Zur Bestimmung einer Na¨herungslo¨sung wird ha¨ufig die Methode der kleinsten Quadra-
te benutzt. Eine eindeutige Lo¨sung wird durch die Definition einer Bestapproximierenden
erreicht.
Definition 2. Sei A : X → Y ein beschra¨nkter linearer Operator.
(i) x ∈ X heißt Lo¨sung der Methode der kleinsten Quadrate oder Fehlerquadratlo¨sung
von Ax = y, falls
‖Ax− y‖Y = inf{‖Az − y‖Y | z ∈ X}. (2.5)
(ii) x ∈ X heißt Bestapproximationslo¨sung von Ax = y, sofern x eine Fehlerqua-
dratlo¨sung von Ax = y ist und weiterhin gilt
‖x‖X = inf{‖z‖X | z ist Fehlerquadratlo¨sung von Ax = y}. (2.6)
Fu¨r eine einfachere Notation verzichten wir im Folgenden auf die Kennzeichnung der
Normen mit dem zugeho¨rigen Raum X beziehungsweise Y , die verwendete Norm ergibt
sich jeweils aus dem Zusammenhang.
Der Begriff der Bestapproximationslo¨sung ist sehr eng verwandt mit der so genannten
Moore-Penrose verallgemeinerten Inversen A† von A. Genauer ist A† der Operator, der y





⊂ Y → X.
Fu¨r eine formale Definition siehe z.B. [EHN96]. Weiterhin kann die Bestapproximati-
onslo¨sung durch die Gauß-Normalengleichung charakterisiert werden.
Satz 1. Sei y ∈ D(A†). Dann ist x ∈ X eine Fehlerquadratlo¨sung von Ax = y genau
dann, wenn gilt
A∗Ax = A∗y. (2.7)
Die Bestapproximationslo¨sung x† ist die Lo¨sung von (2.7) mit minimaler Norm. D.h. es
gilt
x† := A†y = (A∗A)†A∗y. (2.8)
Die Menge aller Fehlerquadratlo¨sungen ist charakterisiert durch x† + N(A).
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Fu¨r die Bestapproximationslo¨sung x† und die verallgemeinerten Inversen A† la¨sst sich
einfach zeigen [Lou89, EHN96]:
Bemerkung 1. Fu¨r A ∈ L(X,Y ) gilt
• x† eindeutig in R(A∗).
• N(A†) = R(A)⊥.
• R(A†) = N(A)⊥ = R(A∗).
• A† ist linear.
2.1.2 Kompakte lineare Operatoren und deren Singula¨rwerterweiterung
Betrachten wir nun kompakte lineare Operatoren A : X → Y und deren Adjungierte
A∗ : Y → X. Probleme mit solch kompakten linearen Operatoren sind von besonderem
Interesse, z.B. sind Integraloperatoren unter geeigneten Voraussetzungen kompakt. Aber
auch bei dem von uns betrachteten Approximationsproblem ist die Projektion in den
Datenraum ein kompakter Operator, da das Bild R(A) eine beschra¨nkte Untermenge des
RM ist. Fu¨r derartige Operatoren fu¨hren wir nun den Begriff der Singula¨rwerterweiterung
ein, der Aussagen u¨ber Eigenschaften der Moore-Penrose-Inversen A† ermo¨glicht.
Seien {σ2n}n∈N die Eigenwerte des selbstadjungierten Operators A∗A, wie auch von
AA∗, in absteigender Reihenfolge mit Ha¨ufigkeit abgeza¨hlt, es gelte σn > 0. Die Vekto-
ren {vn}n∈N bilden ein dazugeho¨riges Orthonormalsystem von Eigenvektoren von A∗A,




Sie bilden ein Orthonormalsystem von Eigenvektoren von AA∗ und spannen R(A) =










σn〈y, un〉vn, y ∈ Y,
wobei diese unendlichen Reihen in den Hilbertraumnormen von X bzw. Y konvergieren.
Die unendlichen Reihen werden Singula¨rwerterweiterung genannt und sind das unendlich
dimensionale Analogon zur wohlbekannten Singula¨rwertzerlegung einer Matrix.
Es zeigt sich, dass A genau dann ein endlich dimensionales Bild hat, wenn A endlich
viele Singula¨rwerte σn besitzt. Somit degenerieren in diesem Fall alle unendlichen Summen
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zu endlichen Summen. Weiterhin gilt, dass das Bild R(A) genau dann abgeschlossen ist,
wenn es endlich dimensional ist, d.h. im Allgemeinen ist R(A) nicht abgeschlossen. Mit
anderen Worten:
Proposition 1. Sei A : X → Y kompakt, dimR(A) =∞. Dann ist A† ein dicht definierter
unbeschra¨nkter linearer Operator mit abgeschlossenem Graphen.
Somit ha¨ngt fu¨r einen kompakten linearen Operator mit nicht abgeschlossenem Bild
die Bestapproximation von Ax = y nicht stetig von der rechten Seite ab, das Problem ist
schlecht gestellt. Dieses gilt z.B. fu¨r nicht degenerierte Integraloperatoren. Allerdings tritt
diese Schwierigkeit bei der von uns betrachteten Funktionsrekonstruktion auf Grund des
endlich dimensionalen Bildraums nicht auf.
Die Moore-Penrose-Inverse eines kompakten Operators kann nun mittels eines sin-
gula¨ren Systems durch eine Reihe dargestellt werden.
Satz 2. Sei (σn; vn, un) ein singula¨res System fu¨r den kompakten linearen Operator A und















Die Bedingung (i) in Satz 2 wird Picard-Bedingung genannt. Sie besagt, dass eine Be-
stapproximationslo¨sung von Ax = y nur existiert, falls die (verallgemeinerten) Fourier-
Koeffizienten 〈y, un〉 bezu¨glich dem Singula¨rvektor un schnell genug relativ zum Sin-
gula¨rwert σn fallen.
Weiterhin haben lineare Systeme der Form Ax = y, auch im Fall von endlich dimen-
sionalen X und Y , folgende Eigenschaften [Han01]:
• Die Singula¨rwerte von A ha¨ufen sich bei Null. Riesige Konditionszahlen sind die
Folge.
• Die exakte rechte Seite y erfu¨llt die diskrete Picard-Bedingung, d.h. in der Sin-
gula¨rwertzerlegung ist die Gro¨ße einer Kompenente von y in Richtung eines Sin-
gula¨rvektors von A verknu¨pft mit einer Art von Handarbeitszeug, das durch die
Verknu¨pfung verknu¨pft ist mit der Gro¨ße des dazugeho¨rigen Singula¨rwertes. Dies
bedeutet, dass trotz der riesigen Konditionszahlen das lineare System letztendlich
effektiv gut konditioniert ist [CF88].
• In der Realita¨t hat man allerdings mit Sto¨rungen der Daten zu tun die alle Kompo-
nenten von y gleich betreffen, siehe auch [BCCI98]. Hier zeigt (2.10), wie Fehler in y
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das Ergebnis A†y beeinflussen. Fehlerkomponenten (in Bezug auf die Basis {un}), die
zu großen Singula¨rwerten geho¨ren, sind zu vernachla¨ssigen, nicht aber Fehlerkompo-
nenten, die mit kleinen Singula¨rwerten korrespondieren; deren Fehler wird mit dem
nun großen Faktor 1/σn versta¨rkt.
Im endlich dimensionalen Fall ist der Faktor 1/σn zwar beschra¨nkt, kann aber je nach An-
wendung groß werden. Letztendlich kann eine stabile Approximation der Lo¨sung x† nur mit
einer geeigneten Modifizierung des Problems in Form einer so genannten Regularisierung
erreicht werden.
2.2 Regularisierung schlecht gestellter Probleme
Unter Regularisierung versteht man die Approximation eines schlecht gestellten Problems
durch eine parameterabha¨ngige Familie von a¨hnlichen, gut gestellten Problemen. Wenn
wir nun die Bestapproximationslo¨sung x† = A†y fu¨r eine gegebene rechte Seite y ∈ D(A†)
bestimmen wollen kann in der Praxis nicht davon ausgegangen werden, dass die exakte
rechte Seite bekannt ist. Es sind meist nur mit Fehlern behaftete Daten yδ vorhanden, fu¨r
die gelte
‖yδ − y‖ ≤ δ, (2.11)
wobei δ die Gro¨ße der Sto¨rung angibt.
Wie im vorherigen Abschnitt erla¨utert, ist bei schlecht gestellten Problemen im Allge-
meinen A†yδ keine gute Approximation von A†y. Im Fall yδ /∈ D(A†) ist nicht einmal die
Existenz von x† gegeben. Wir suchen nun nach einer Approximation von x†, bezeichnet
mit xδλ, die zum einen stetig von den (gesto¨rten) Daten abha¨ngt und somit stabil be-
rechnet werden kann. Zum anderen soll xδλ mit kleiner werdender Sto¨rung δ und geeignet
gewa¨hltem Regularisierungsparameter λ gegen die gesuchte Lo¨sung x† streben.
Definition 3. Sei A : X → Y ein beschra¨nkter linearer Operator. Ein Regularisierungs-
verfahren von A† ist eine Familie von stetigen Operatoren, genannt Regularisierungsope-
ratoren,
{A†λ}λ>0, A†λ : Y → X,
mit folgender Eigenschaft: Es existiert eine Abbildung λ : R+ × Y → R+, so dass fu¨r alle





yδ −A†y‖ | yδ ∈ Y, ‖y − yδ‖ ≤ δ} = 0. (2.12)
Der Regularisierungsparameter λ wird so gewa¨hlt, dass gilt
lim sup
δ→0
{λ(δ, yδ) | yδ ∈ Y, ‖y − yδ‖ ≤ δ} = 0. (2.13)
Ha¨ngt λ nicht von yδ ab, so sprechen wir von einer a-priori Parameterwahl, andernfalls
von einer a-posteriori Parameterwahl.
Sofern (2.12) und (2.13) fu¨r ein bestimmtes y ∈ D(A†) gelten, wird ein Paar (A†λ, λ)
Regularisierungsmethode zur Lo¨sung von Ax = y genannt.
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Mit der Beschra¨nkung der Gro¨ße des Datenfehlers (2.11) ergibt sich nun die folgende
grundlegende Fehlerdarstellung [Kir96, EHN96] eines Regularisierungsverfahrens:
‖xδλ − x†‖ ≤ ‖A†λ‖ δ + ‖A†λy − x†‖. (2.14)
Der Fehler zwischen der Bestapproximierenden x† und der Lo¨sung xδλ des regularisierten
Verfahrens spaltet sich somit in zwei Terme auf. Der Erste bezieht sich auf Datenfehler,
auch Messfehler genannt. Der zweite Term stellt den Regularisierungs- oder Approximati-
onsfehler fu¨r exakte Daten dar. In der Stochastik werden diese beiden Terme mit Varianz
und Bias assoziiert [CS01]. Der Datenfehler korrespondiert gro¨ßtenteils zur Varianz, kann
aber auch Bias enthalten. Im Gegensatz dazu entha¨lt der Regularisierungsfehler fast nur
Bias [BBDM02].
Es stellt sich somit die Frage, wie die Parameter zu wa¨hlen sind, um die Summe aus
Daten- und Regularisierungsfehler in (2.14) zu minimieren. Ein optimaler Regularisie-
rungsparameter λ la¨sst sich bei bekanntem Fehler δ und bekannter Glattheit der Lo¨sung
bestimmen [Neu98], allerdings sind diese Werte in realen Anwendungen meist nicht be-
kannt oder nur sehr aufwendig zu scha¨tzen. A-priori Strategien sind somit meist nicht
praxisrelevant, spielen aber eine wichtige Rolle in der theoretischen Untersuchung.
Die bekannteste a-posteriori Strategie basiert auf Morozovs Diskrepanzprinzip [Mor84,
EHN96, Kir96], andere Ansa¨tze sind (generalisierte) Kreuzvalidierung [Sto74, Wah90,
HTF01] oder die L-Kurve [Han92, EHN96, Han98].
2.2.1 Regularisierung durch Diskretisierung
Betrachten wir nun die numerische Realisierung eines Regularisierungsverfahrens. Da-
bei werden Methoden untersucht, die in endlich dimensionalen Ra¨umen realisiert werden
ko¨nnen. Eine Mo¨glichkeit ist hierbei die so genannte Regularisierung durch Projektion,
dabei wird eine Regularisierung allein durch die endlich dimensionale Approximation er-
reicht. Beispiele sind Diskretisierung, Kollokation, Galerkin oder Ritz Approximation. Eine
allgemeine mathematische Theorie fu¨r diesen Ansatz wurde in [Nat77] vorgestellt, siehe
auch [EHN96, Kir96].
Bei der Regularisierung durch Projektion wird das Problem (2.4) in endlich dimensio-
nale Unterra¨ume
X1 ⊂ X2 ⊂ X3 ⊂ · · · ⊂ X und Y1 ⊂ Y2 ⊂ Y3 ⊂ · · · ⊂ Y,
mit dim(Xn) = dim(Yn) projiziert. Seien P : X → Xn, Qn : Y → Yn geeignete Projek-
tionen auf Xn, Yn. Eine durch die Projektionsmethode bestimmte regularisierte Lo¨sung
x†n ∈ Xn von Ax = y ist nun eindeutig charakterisiert durch die Erfu¨llung von
(Ax†n, zn) = (y, zn) ∀zn ∈ Yn. (2.15)
Dabei wird von der Projektionsmethode gesprochen, die durch Xn und Qn generiert wird.
Dieser Ansatz ist unter den Namen Petrov-Galerkin-Verfahren bekannt. Im Falle Xn = Yn
spricht man vom Galerkin-Verfahren. Sofern der Operator A selbstadjungiert und positiv
definit ist, entspricht dieser Ansatz der Rayleigh-Ritz-Methode. Der Index n kann hierbei
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beispielsweise mit der Maschenweite h ∼ 12n bei einer uniformen Diskretisierung identifi-
ziert werden.
Bezeichnen wir mit A†n analog wie vorher den Operator, der einem y ∈ Y die regula-
risierte Bestapproximationslo¨sung zuordnet. Sofern die Galerkingleichung (2.15) eine ein-
deutige Lo¨sung hat, kann die folgende Fehlerabscha¨tzung gezeigt werden [EHN96, Kir96]:
‖xδn − x†‖ ≤ ‖A†n‖ δ + ‖A†ny − x†‖ (2.16)
≤ δ
µn




+ ‖x†n − x†‖, (2.18)
wobei in dieser Form fu¨r den Fehler der rechten Seite die Voraussetzung ‖Qn(y− yδ)‖ ≤ δ
gilt. µn bezeichnet hierbei den kleinsten Singula¨rwert von An := QnA. Fu¨r eine entspre-
chende Abscha¨tzung mit ‖y − yδ‖ ≤ δ siehe [Kir96].
Die Fehlerabscha¨tzung (2.17) weist nun die gleiche Struktur auf wie (2.14). Der erste
Term bezeichnet den Datenfehler, der zweite Term den Regularisierungsfehler. Bei der
Regularisierung durch Diskretisierung hat der Index n die Rolle des Regularisierungspa-
rameters λ = 1n u¨bernommen. Da µn → 0 fu¨r n → ∞, ist es naheliegend, das Problem
eher grob zu diskretisieren, um den Datenfehler zu beschra¨nken. Andererseits bleibt bei
einer groben Diskretisierung der Regularisierungsfehler tendenziell groß. Offensichtlich ist
wiederum eine Balancierung der beiden Fehlerterme zu erreichen. Eine a-posteriori Regu-
larisierungsstrategie von optimaler Ordnung wird in [Kal00] vorgestellt, siehe auch [BP03].
Es sei bemerkt, dass hier durch die spezielle Wahl Yn := A(Xn) die Fehlerquadratme-
thode erhalten wird. Die Lo¨sung xn ∈ Xn ist dabei charakterisiert durch
(Axn,Azn) = (y,Azn) ∀zn ∈ Xn.
Allerdings ist ohne zusa¨tzliche Annahmen nicht sichergestellt, dass xn gegen x† konver-
giert [Sei80, EHN96, Kir96].
Eine andere Projektionsmethode ist die in [Nat77] vorgestellte duale Fehlerquadratme-
thode. Sie ergibt sich durch die spezielle Wahl Xn := A∗Yn. Bei diesem Verfahren ist die
Konvergenz xn → x† fu¨r n → ∞ garantiert. Die Lo¨sung ist gegeben durch xn := A∗un,
wobei un ∈ Yn charakterisiert ist u¨ber
(AA∗un, zn) = (y, zn) ∀zn ∈ Yn.
Fu¨r festes n stellt sich die Frage, wie Yn gewa¨hlt werden soll, damit der kleinste Sin-
gula¨rwert µn maximiert wird. Damit wu¨rde nach Abscha¨tzung (2.17) der Datenfehler in
diesem Sinne minimiert. Fu¨r kompakte Operatoren A gilt nun [EHN96]
Proposition 2. Set A kompakt mit singula¨rem System (σn; vn, un) und sei Yn derart, dass
dim(Yn) = n. Dann gilt
µn ≤ σn,
wobei µn wiederum den kleinsten Singula¨rwert von An := QnA bezeichnet.
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Gleichheit gilt hier fu¨r die Wahl Yn = Un := span{u1, . . . , un}. Die daraus resultierende
Methode ist die trunkierte Singula¨rwertzerlegung. Es la¨sst sich weiterhin zeigen, dass die
Wahl Yn = Un auch bezu¨glich des Approximationsfehlers optimal ist [EHN96]:
Proposition 3. Set A kompakt mit singula¨rem System (σn; vn, un) und sei Yn derart, dass
dim(Yn) = n. Dann gilt
‖(I − Pn)A∗‖ ≥ σn+1.
Falls Yn = Un, so gilt Gleichheit.
Damit ist die Konvergenzrate




die bestmo¨gliche Rate, die man fu¨r kompakte Operatoren A und x† ∈ R(A∗) erwarten
kann. Sie wird bei der trunkierten Singula¨rwertzerlegung angenommen.
2.2.2 Tikhonov-Regularisierung
Im Folgenden betrachten wir mit der Tikhonov-Regularisierung [Tik63] ein weit verbreite-
tes Regularisierungsverfahren, welches auch unter dem Namen Tikhonov-Phillips-Regula-
risierung [Phi62] bekannt ist. Wir stellen zuna¨chst eine von Tikhonov vorgeschlagene Ver-
allgemeinerung des Begriffes der Gutgestellheit nach Hadamard vor. Dabei ist die Ein-
schra¨nkung des Definitionsgebietes des betrachteten Operators A die Grundidee der Gut-
gestelltheit im Tikhonov-Sinne [Tik43, TA77, Mor84].
Definition 4. Das Problem (2.4) ist gut gestellt im Tikhonov-Sinn, oder auch bedingt
gut gestellt, wenn gilt:
(i) Es ist a-priori bekannt, dass eine Lo¨sung x fu¨r alle y ∈ Y ′ ⊂ Y existiert und es gilt
daru¨berhinaus x ∈ V ⊂ D(A).
(ii) Die Lo¨sung x ist eindeutig in V .
(iii) Infinitesimal kleine Vera¨nderungen der Lo¨sung x korrespondieren zu infinitesimal
kleinen Vera¨nderungen der rechten Seite y, wobei weiterhin x ∈ V gilt.
Die Menge V wird hierbei Korrektheitsmenge genannt.
Der Weg zur Tikhonov-Regularisierung fu¨hrt nun u¨ber eine geeignete Einschra¨nkung
des Suchraumes. Sei V ⊂ X, genauer gelte
V := f ∈ X : Φ(f) ≤ ρ2,
wobei Φ : X → R eine nichtnegative Funktion ist, die auf N(A) strikt konvex ist. Die
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Aus diesem restringierten Minimierungsproblem erhalten wir nun mit Hilfe eines La-
grangeschen Multiplikators ein unrestringiertes Problem fu¨r das Tikhonov-Funktional
‖Ax− y‖2 + λΦ(x).
Φ(f) wird Strafterm oder Regularisierungsoperator genannt. Tikhonov [Tik63] benutzte
urspru¨nglich Φ(x) = ‖x‖2, d.h. die natu¨rliche Norm des Raumes X, und Phillips [Phi62]
verwendete Φ(x) = ‖x′′‖2. Sofern Normen wie z.B. Sobolevnormen fu¨r Φ(x) benutzt wer-
den, spricht man auch von Gla¨ttungsoperatoren, da die Lo¨sungen nun bestimme Glatt-
heitseigenschaften erfu¨llen mu¨ssen.
Im Weiteren betrachten wir nur Operatoren der Form
Φ(x) = ‖Sx‖2, (2.19)
wobei S : N(A)⊥ → X mit D(S) dicht in N(A)⊥ und (S∗S)−1 : N(A)⊥ → X stetig sei,
d.h. es existiere β > 0 mit
‖Sx‖ ≥ β‖x‖.
Das zu minimierende Tikhonov-Funktional ist somit
‖Ax− y‖2 + λ‖Sx‖2. (2.20)
Sofern S 6= I, also nicht die natu¨rliche Norm des RaumsX in (2.20) auftritt, wird auch von
einer gewichteten verallgemeinerten Inversen A†S gesprochen. Eine notwendige Bedingung
in diesem Zusammenhang ist die so genannteKomplementbedingung nach Morozov [Mor84]
∃γ > 0 mit ‖Ax‖2 + ‖Sx‖2 ≥ γ‖x‖2, x ∈ D(S) ⊂ X, (2.21)
sie verallgemeinert die Bedingung (2.19) an die Operatoren S. Notwendig hierfu¨r ist
N(A) ∩ N(S) = {0},
d.h. die Nullra¨ume von A und S schneiden sich nur trivial. Andererseits ist eine hinrei-
chende Bedingung gegeben durch
dimN(S) <∞, N(A) ∩ N(S) = {0}. (2.22)
Diese Bedingung ist fu¨r Differentialoperatoren S in Rd erfu¨llt, siehe hierzu auch [LP80,
EHN96]. Es la¨sst sich nun zeigen
Satz 3. Das minimierende Element xλ von (2.20) lo¨st die regularisierte Normalenglei-
chung
(A∗A+ λS∗S)xλ = A∗y.
Weiterhin ist
A†λ = (A∗A+ λS∗S)−1A∗ (2.23)
ein lineares Regularisierungsverfahren.
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Wa¨hrend bei schlecht gestellten Problemen die Eigenwerte von A gegen Null gehen,
sind die Eigenwerte von A∗A + λS∗S fu¨r λ > 0 von Null weg beschra¨nkt. Im Hinblick
auf Abscha¨tzung (2.14) kann fu¨r kompakte Operatoren gezeigt werden, dass ‖A†λ‖ ≤ 12√λ
gilt [Lou89, EHN96, Kir96]. Fu¨r die Tikhonov-Regularisierung gibt es eine breite Theorie
unter anderem zu Bedingungen an ihre Ordnungsoptimalita¨t und u¨ber die Saturierung der
Konvergenzordnung, siehe wiederum [Lou89, EHN96, Kir96] und die dortigen Referenzen.
2.2.3 Kombinierte Regularisierung
Bei der numerischen Realisierung der Tikhonov-Regularisierung muss der Raum X durch
einen endlich dimensionalen Unterraum Xn geeignet approximiert werden. Je gro¨ßer der
diskrete Raum Xn, desto genauer kann ein Element des Raumes X dargestellt werden.
Andererseits zeigt fu¨r den Fall von fehlerbehafteten Daten und einem sehr schlecht gestell-
ten Problem die Abscha¨tzung (2.17), dass bei der Anwendung einer Regularisierung durch
Projektion die Dimension des Unterraums Xn klein gehalten werden muss, damit der Ge-
samtfehler klein bleibt. Fu¨r diese Probleme fa¨llt der kleinste Singula¨rwert σn(An) schnell
fu¨r gro¨ßer werdendes n. Um gro¨ßere Approximationsra¨ume zu nutzen, kann die Regula-
risierung durch Diskretisierung mit einer zusa¨tzlichen Regularisierungsmethode gekoppelt
werden.
Betrachten wir also eine diskrete Version der Tikhonov-Regularisierung. Hier muss nun
das Funktional
‖Anx− y‖2 + λ‖Sx‖2.
minimiert werden. Die Lo¨sung dieser Gleichung ist dabei gegeben durch
xδλ,n = (A∗nAn + λS∗nSn)−1A∗nyδn =: A†λ,nyδn.
A†λ aus (2.23) ist beschra¨nkt durch 12√λ , was auch fu¨r das projizierte System unabha¨ngig








‖A†λ,n‖ ≤ ‖A†0,n‖ ≤
1
σn
∀λ ≥ 0. (2.25)












Sofern n so gewa¨hlt wird, dass σn > 2
√
λ gilt, ist die Diskretisierung der bestimmende
Regularisierer und die Lo¨sung von λ relativ unabha¨ngig. Andernfalls gilt fu¨r 2
√
λ > σn,
dass die Stabilisierung hauptsa¨chlich durch λ und somit den Gla¨ttungsterm erfolgt und
die Diskretisierung relativ groß gewa¨hlt werden kann [PV90, Rie97, BBDM02].
Ein weiterer Aspekt ist die Beobachtung, dass die Tikhonov-Regularisierung immer
auf das ganze Gebiet wirkt, wohingegen eine Diskretisierung fu¨r bestimmte Gebiete mit
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einer feineren Auflo¨sung arbeiten kann. Der Regularisierungsterm λ kann somit als glo-
baler Parameter angesehen werden. Die Diskretisierungsauflo¨sung n kann sowohl glo-
bal als auch lokal regularisieren kann, abha¨ngig von der tatsa¨chlichen Wahl der diskre-
ten Ra¨ume. Sofern durch ein großes λ die Tikhonov-Regularisierung dominiert, wird die
Lo¨sung global vera¨ndert obwohl die Diskretisierung das Problem eher lokal statt global
auflo¨st [BBDM02].
Insgesamt haben wir in diesem Kapitel eine kompakte Einfu¨hrung in die Theorie der
Regularisierung von schlecht gestellten Problemen gegeben. Als Verfahren haben wir die
Regularisierung durch Diskretisierung und die Tikhonov-Regularisierung vorgestellt. Un-
ter Gesichtspunkten der praktischen Realisierung dieser Regularisierungsmethoden haben
wir deren gekoppelte Anwendung betrachtet und eine Wechselwirkung zwischen Regulari-
sierungsparameter und der Auflo¨sung der Diskretisierung festgestellt.
Die bisher vorgestellten Erkenntnisse bilden den theoretischen Hintergrund der im
folgenden Kapitel betrachteten Funktionsrekonstruktion und deren Regularisierung.




In diesem Kapitel betrachten wir die Funktionsrekonstruktion als schlecht gestelltes Pro-
blem und deren Regularisierung. Dabei sei wie bisher eine Menge S von Datenpunkten x
im d-dimensionalen Merkmalsraum zusammen mit einer Antwortvariable y gegeben, d.h.
S = {(xi, yi) ∈ Rd ×R}Mi=1.
Aus diesen Dateninstanzen soll ein Vorhersagemodell konstruiert werden, das es erlaubt,
fu¨r neu gegebene Datenpunkte x die Antwortvariable y zur weiteren Entscheidung vorher-
zusagen. Indem wir die Dateninstanzen (x, y) als Stichproben einer Funktion auffassen,
welche die Beziehung zwischen den Attributen und der Antwortvariable beschreibt, kann
die Bestimmung eines Vorhersagemodells als hochdimensionale Funktionsapproximation
beziehungsweise Funktionsrekonstruktion betrachtet werden, d.h.
y = f(x).
Zur Erstellung eines Vorhersagemodells wird nun ein Satz von Funktionen vorgegeben,
beispielsweise in Form eines Funktionenraums. Das maschinelle Lernverfahren bestimmt
innerhalb dieser Modellfunktionen eine nach geeigneten Kriterien beste Funktion, indem
Parameter der Funktionsdarstellung auf Basis der gegebenen Daten berechnet werden.
Da die Rekonstruktion einer Funktion aus gegebenen Daten ein schlecht gestelltes Pro-
blem ist, wird sie mit dem im letzten Kapitel vorgestellten Konzept der Regularisierung be-
handelt. Die Regularisierungstheorie nach Tikhonov [Tik63, TA77, Wah90, EHN96, Kir96]
fordert dabei zusa¨tzliche Glattheitsbedingungen an die Lo¨sung des Approximationspro-










C(f(xi), yi) + λΦ(f). (3.2)
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Dabei beschreibt C(·, ·) eine Fehlerkostenfunktion, die den Interpolationsfehler misst, und
Φ(f) ist ein Glattheitsfunktional, das fu¨r f ∈ V wohldefiniert ist. Der erste Term erzeugt
die Na¨he von f zu den Daten, der zweite Term erzwingt die Glattheit der Funktion f , und
der Regularisierungsparameter λ balanciert diese beiden Ausdru¨cke. Ein Term Φ(f) wird
oft auch bei der praktischen Umsetzung einer Regularisierung durch Diskretisierung zur
Stabilisierung des numerischen Verfahrens benutzt. Typische Beispiele sind
C(x, y) = |x− y| oder C(x, y) = (x− y)2,
und
Φ(f) = ||Sf ||22 mit Sf = ∇f oder Sf = ∆f.
Der Wert von λ la¨sst sich gema¨ß Kreuzvalidierungs-Techniken [Sto74, Wah90, HTF01],
der L-Kurve [Han92, EHN96, Han98] oder auch gema¨ß anderer Prinzipien wie etwa der
strukturellen Risikominimierung [Vap82, Vap98] wa¨hlen. Diese Art von Formulierung fin-
den wir im Fall d = 2, 3 in vielen Scattered Data Approximationsmethoden, siehe auch
[HL92, ADT95], wobei der Regularisierungsterm hier u¨blicherweise physikalisch motiviert
ist.
Zuna¨chst betrachten wir allerdings die Ergebnisse einiger Arbeiten, die sich mit den
mathematischen Grundlagen des Lernens mittels Methoden der Wahrscheinlichkeitstheo-
rie bescha¨ftigen. Anschließend untersuchen wir eingehend die Funktionsrekonstruktion im
Rahmen der Regularisierungstheorie. Diese Darstellung eines maschinellen Lernverfahrens
als Regularisierungsproblem ist in der Literatur auch unter dem Begriff Regularisierungs-
netzwerk bekannt [GJP95, EPP00]. So lassen sich auch Ansa¨tze wie Support Vektor Ma-
schinen oder neuronale Netze in dieser Form wiedergeben. In einem Hilbertraum mit repro-
duzierendem Kern existiert eine Darstellung des Regularisierungsoperators durch dessen
orthonormalen Eigenvektoren. Dies erlaubt die Lo¨sung des regularisierten Approximati-
onsproblems in diesem Ra¨umen durch eine endliche Linearkombination von so genannten
Kernfunktionen wiederzugeben, welche auf den Datenpunkten verankert sind. Wir stel-
len daru¨berhinaus eine Mo¨glichkeit vor, diese datenorientierte Darstellung mit der einer
unendlichen Funktionenraumbasis zu kombinieren. Weiterhin zeigen wir, wie mit geeig-
neten Waveletbasen, fu¨r die gewisse Norma¨quivalenzen gelten, eine Kerndarstellung von
bestimmten Regularisierungsoperatoren beziehungsweise den Lo¨sungen des korrespondie-
renden regularisierten Problems erhalten werden kann. Dazu geben wir Fehlerabscha¨tzun-
gen fu¨r Darstellungen von Waveletkernen in einer diskreten Waveletbasis an.
3.1 Die mathematischen Grundlagen des Lernens
Wir unternehmen nun einige Betrachtungen zu den mathematischen Grundlagen des Ler-
nens und folgen hierbei [CS01]. Es soll in diesem Abschnitt exemplarisch gezeigt werden,
welche Art von Aussagen in der Theorie des maschinellen Lernens mo¨glich sind. Das wich-
tige Betrachtungsobjekt ist dabei ein Wahrscheinlichkeitsmaß ρ, welches die Auswahl der
Stichproben kontrolliert, aber nicht bekannt ist.
Sei X ein kompaktes Gebiet oder eine Mannigfaltigkeit in einem euklidischen Raum,
Y := R, und ρ sei ein Borel-Wahrscheinlichkeitsmaß auf Z = X × Y mit geeigneten
Regularita¨tsbedingungen. ξ ist eine Zufallsvariable, d.h. eine reellwertige Funktion auf
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dem Wahrscheinlichkeitsraum Z, E(ξ) ist der Erwartungswert (oder Durchschnitt) von ξ




ξdρ und σ2(ξ) = E((ξ −E(ξ))2) = E(ξ2)− (E(ξ))2.
Fu¨r jedes x ∈ X sei ρ(y|x) das bedingte Wahrscheinlichkeitsmaß auf Y in Bezug auf
x und ρX sei das marginale Wahrscheinlichkeitsmaß auf X. Zwischen ρ, ρ(y|x) und ρX










Das grundlegende Konzept der folgenden Betrachtungen ist wiederum der Quadrat-
fehler von f , welcher definiert ist durch:
E(f) = Eρ(f) =
∫
Z
(f(x)− y)2dρ fu¨r f : X → Y.
Fu¨r jedes x ∈ X und Ausgabe y ∈ Y ist (f(x) − y)2 der Fehler durch die Nutzung von
f als Modell des Zusammenhangs zwischen x und y. Durch Integration u¨ber X × Y wird
der Fehler u¨ber alle Paare (x, y) gemittelt.
Gesucht wird nun das f , welches den Fehler E(f) minimiert. Dabei la¨sst sich der Fehler




(f(x)− fρ(x))2dρX + σ2ρ. (3.3)





Die Funktion fρ wird Regressionsfunktion genannt, sie ist fu¨r jedes x ∈ X der Durchschnitt
der y-Koordinate von {x} × Y . Weiterhin betrachten wir fu¨r festes x die Funktion von Y
nach R, die y nach (y− fρ(x)) abbildet. Der Erwartungswert dieser Funktion ist 0, somit










Der erste Term der rechten Seite von (3.3) gibt den Durchschnitt des Fehlers an, der
durch die Wahl von f als Modell fu¨r fρ entsteht. Da σ2ρ unabha¨ngig von f ist, impliziert
(3.3) weiterhin, dass fρ den kleinstmo¨glichen Fehler unter allen Funktion f : X → Y hat.
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σ2ρ gibt eine untere Schranke fu¨r den Fehler E an und ha¨ngt nur vom Wahrscheinlichkeits-
maß ρ ab. Da es somit fu¨r festes ρ eine Konstante darstellt [CS01], betrachten wir σ2ρ im
Folgenden nicht.
Um Aussagen u¨ber den Lernprozess machen zu ko¨nnen, ist eine Struktur notwendig, in
deren Rahmen das Lernen stattfindet. Wir gehen im weiteren von einem Funktionenraum
H aus und suchen die beste Darstellung von fρ in dieser Klasse.




Wir betrachten einen kompakten Unterraum H von C(X), den Hypothesenraum, in dem
die Verfahren die beste Approximation von fρ finden sollen. Die Zielfunktion fH sei die
















Die empirische Zielfunktion fH,z = fz minimiert den empirischen Fehler Ez in H. Es ist zu
beachten, dass fz nicht von ρ abha¨ngt, sondern von der Stichprobe z.
Fu¨r einen Ansatzraum H ist der Fehler in H einer beliebigen Funktion f ∈ H gegeben
durch den normalisierten Fehler
EH(f) = E(f)− E(fH) =
∫
X
(f − fρ)2 −
∫
X
(fH − fρ)2. (3.4)
Wir stellen fest, dass EH(fH) = 0 und EH(f) ≥ 0 fu¨r alle f ∈ H. Weiterhin ist zu beachten,
dass E(fz) 6= Ez(f) und E(fH) 6= EH(f), es sind jeweils unterschiedliche Objekte.
Es gilt nun mit (3.3) und (3.4)∫
X
(fz − fρ)2 = E(fz) = EH(fz) + E(fH),
wie erwa¨hnt betrachten wir die Konstante σ2ρ aus (3.3) nicht. Der erste Term EH(fz) ist der
Stichprobenfehler, auch genannt Scha¨tzfehler, und ha¨ngt von der Stichprobe ab. Der zweite
Term E(fH) ist der Approximationsfehler, der von der Wahl des Raumes H abha¨ngt, aber
nicht von den Daten. Wie wir sehen werden, fa¨llt fu¨r festes H der Stichprobenfehler mit
der Zahl M der Daten. Andererseits fa¨llt fu¨r festes M der Approximationsfehler, wenn H
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gro¨ßer wird, aber der Stichprobenfehler steigt. Diese Eigenschaft ist eng verwandt mit der
Bias-Varianz-Zerlegung aus der Statistik, wie wir sie auch in Gleichung (2.14) beobachtet
haben.
Fu¨r den Stichprobenfehler ist es mo¨glich, anzugeben wie viele Daten beno¨tigt werden
um mit einer Konfidenz gro¨ßer als 1 − δ sagen zu ko¨nnen, dass EH(fz) =
∫
X(fz − fH)2
nicht gro¨ßer als ε ist. Hier gibt [CS01] folgendes Resultat:
Satz 4. H sei eine kompakte und konvexe Teilmenge von C(X). ∀f ∈ H gelte |f(x)−y| ≤ G
f.u¨. Dann gilt ∀ε > 0
Prob
z∈ZM









Hierbei ist M die Gro¨ße der Stichprobe, N (S, s) ist die U¨berdeckungszahl, definiert als
die kleinste Zahl l ∈ N, so dass l Scheiben mit Radius s in S existieren, die S u¨berdecken.
Aussagen fu¨r nicht konvexes H finden sich ebenso in [CS01]. Dieses Resultat ist eine Version
der Abscha¨tzungen aus der statistischen Lerntheorie nach Vapnik [Vap98].
Mit Hilfe eines engen Zusammenhangs zwischen U¨berdeckungszahlen und Entropie-
gro¨ßen kann fu¨r Sobolevra¨ume Hs gezeigt werden [CS01]:
Korollar 1. Sei s > d/2, BR abgeschlossener Ball mit Radius R in Hs(X), H ist die



















R bestimmt die Gro¨ße des Hypothesenraumes und ersetzt als Maß der Raumkom-
plexita¨t die Vapnik-Chernovenkis (VC)-Dimension aus der statistischen Lerntheorie nach
Vapnik [Vap98, HTF01]. Die VC-Dimension ist im Fall von Sobolevra¨umen unendlich
[CS01].
Auch fu¨r den Fehler durch die Wahl des Hypothesenraumes, den Approximations-
fehler, werden in [CS01] Abscha¨tzungen angegeben. Wir zitieren hier das Resultat fu¨r
Sobolevra¨ume:
Satz 5. Sei s > d/2 und 0 < r < s, BR abgeschlossener Ball mit Radius R in Hs(X), H











wobei die Konstante C von s, r und X abha¨ngt.
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Dµρ bezeichnet hierbei die Operatornorm ‖J‖, wobei J die Identita¨tsfunktion
L2µ(X) J→ L2ρ(X)
ist, mit L2µ(X) der Raum der quadratintegrierbaren Funktionen auf X und L2ρ(X) ent-
sprechend fu¨r das Wahrscheinlichkeitsmaß ρ. Dµρ wird Verzerrung von ρ (im Verha¨ltnis
zu µ) genannt. Sie gibt an, wie sehr ρ das Raummaß µ sto¨rt. Der Wert ist Allgemeinen
nicht bekannt, da ρ nicht bekannt ist.
Nach [CS01] ko¨nnen also sowohl Ausdru¨cke fu¨r den Fehler durch die Wahl des An-
satzraumes H als auch fu¨r den Fehler durch die Stichprobe angeben werden. Unter gewis-
sen Voraussetzungen kann nun weiterhin gezeigt werden, dass eine eindeutige Lo¨sung fu¨r
bestimmte Formen des Bias-Varianz-Dilemmas existieren, siehe [CS01]. Eine numerische
Berechnung ist allerdings nur in speziellen Fa¨llen mo¨glich.
Unbeachtet bleibt bei diesen Betrachtungen der Aspekt der Regularisierung, insbeson-
dere die geeignete Wahl des Regularisierungsparameters im Hinblick auf das Bias-Varianz-
Dilemma. Hilbertra¨ume mit reproduzierendem Kern [Aro50, Mes62, Wah90, Sai97] spielen,
wie wir sehen werden, eine besondere Rolle in der mathematischen Lerntheorie [GJP93,
GJP95, Gir98, EPP00, Vap98, CS01, SS02]. Fu¨r diese Ra¨ume sind in [CS02] Approximati-
onsaussagen und Strategien zur Bestimmung eines optimalen Regularisierungsparameters
dargestellt.
3.2 Regularisierung der Datenapproximation










C(f(xi), yi) + λΦ(f).
Im Folgenden verwenden wir den Quadratfehler als Kostenfunktion
C(f(x), yi) = (f(x)− yi)2
und Regularisierungsterme der Form
Φ(f) = ||Sf ||2L2 (3.5)
fu¨r einen gegebenen linearen Operator S.
Nehmen wir weiterhin an, dass wir eine Basis von V durch {ϕj(x)}∞j=1 gegeben haben.





mit zugeho¨rigen Freiheitsgraden αj darstellen.
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(f(xi)− yi)2 + λ‖Sf‖2L2 . (3.7)



































·ϕk(xi) + 2λ ∞∑
j=1
αj(Sϕj ,Sϕk)L2 . (3.10)
































In Matrix-Notation, wobei wir hier unendlich dimensionale Matrizen und Vektoren ver-
wenden, erhalten wir schließlich das lineare System
(BtB + λM · C)α = Bty. (3.13)
Hier ist die Regularisierungsmatrix C eine quadratische positiv semi-definite Matrix mit
Eintra¨gen
Cj,k = (Sϕj ,Sϕk)L2 , j, k = 1, . . . ,∞, (3.14)
und die Datenmatrix B ist eine rechteckige Matrix mit Eintra¨gen
Bi,j = ϕj(xi), i = 1, . . . ,M, j = 1, . . . ,∞. (3.15)
Der Vektor y entha¨lt die Daten yi und der Vektor α entha¨lt die Freiheitsgrade αj .
Die Regularisierungsmatrix kann auch dargestellt werden als
C = StS,
mit Si = Sϕi, wobei Sϕi in einem geeigneten Raum mit Skalarprodukt lebt. S kann
im Weiteren ohne Beschra¨nkung der Allgemeinheit als positiv semi-definit angenommen
werden, denn von Interesse ist die Matrix C zugeho¨rig zum Regularisierungsterm Φ. Durch
die Definition S˜ :=√(StS) kann stets ein positiv semi-definiter Operator erhalten werden,
der C mittels S˜tS˜ ergibt.
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3.2.1 Der Kern-Ansatz
Da der Regularisierungsterm Φ, und somit auch die Regularisierungsmatrix C, positiv semi-
definit ist, kann eine Darstellung in Diagonalform bezu¨glich einer Basis von Eigenvektoren
angegeben werden. Seien {γj}∞j=1 die Eigenwerte von C und bezeichne {ϕj(x)}∞j=1 nun die
zugeho¨rigen Eigenvektoren. Bezu¨glich einer orthogonalen Basis von Eigenvektoren fu¨r V





wobei die Freiheitsgrade αj sich nun auf die Eigenvektorbasis {ϕj}∞j=1 beziehen. Der Anteil
der Funktion, der durch die Eigenvektoren zum Null-Eigenwert dargestellt wird, wird durch
einen solchen Regularisierungsterm offensichtlich nicht bestraft. Teilen wir also den Raum
V auf in
V = V0 ⊗ VC ,
wobei V0 der Nullraum von Φ(f) ist und VC = span{ϕj(x)|γj 6= 0}∞j=1.
Aus Gru¨nden der einfacheren Notation arbeiten wir im Weiteren ohne die Null-Eigen-
werte, die bei positiv semi-definiten Operatoren vorhanden sind. Formal gilt das Folgende
somit nur fu¨r positiv definite Operatoren beziehungsweise auf dem Raum VC ⊂ V . Die
Ergebnisse lassen sich aber entsprechend erweitern, indem Funktionen aus dem Nullraum
V0 des Operators explizit als zusa¨tzliche additive Komponente in der Funktionsdarstellung
verwendet werden, siehe z.B. [Wah90, HTF01, SS02].
Betrachten wir also Regularisierungsterme der Form (3.16). Wir haben nun das ver-






(f(xi)− yi)2 + λ
∞∑
j=1













(f(xi)− yi) · ϕj(xi) + λαjγj . (3.17)
Wir definieren nun neue punktbezogene Unbekannte βi
βi := yi − f(xi). (3.18)
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Die Darstellung (3.20) ist eine Form das Repra¨sentertheorems nach [KW71]. Werden also
bestimmte Funktionen k(xi, ·) ∈ V , die an den Positionen der Datenpunkte xi festgemacht
sind, zur Darstellung der Lo¨sung der Approximationsaufgabe (3.7) benutzt, erweist sich
diese Lo¨sung als eine endliche Reihe von M Termen. Diese Darstellung wird auch lineare
Superposition von Kernfunktionen genannt. Im Fall eines positiv semi-definiten Operators
wird zu dieser Darstellung wie erwa¨hnt eine Funktion aus dem Nullraum des Operators
addiert.
Es sei daran erinnert, dass γj und ϕj die Eigenwerte und zugeho¨rigen Eigenfunktionen
des Regularisierungsoperators sind. U¨ber die Darstellung der gesuchten Funktion f in der
unendlich dimensionalen Eigenvektorbasis erreichen wir also eine a¨quivalente Repra¨senta-
tion in Form einer endlichen Summe.










In Matrixschreibweise erhalten wir das System
(I + 1
λM
K)β = y (3.21)
mit Ki,j = k(xi, xj).
3.2.2 Hilbertra¨ume mit reproduzierendem Kern







aus Abschnitt 3.2.1 gerade der reproduzierende Kern eines Hilbertraumes mit reprodu-
zierendem Kern (HRK) ist. Wir geben nun in kompakter Form einige der wesentlichen
Eigenschaften dieser Funktionenra¨ume wieder. Erstmals vorgestellt wurden diese Ra¨ume
in [Aro50], als Auswahl von Vero¨ffentlichungen u¨ber HRK seien [Aro50, Mes62, Wah90,
Sai97, Gir98, SS02] erwa¨hnt. Beweise, weitere Erla¨uterungen und Referenzen finden sich
dort.
Ein Hilbertraum mit reproduzierendem Kern H ist ein Hilbertraum von reellwertigen
Funktion, in dem alle Punktauswertungen beschra¨nkte lineare Funktionale sind. Sei nun
ein HRK H u¨ber einem Gebiet T gegeben, dann existiert nach dem Rieszschen Darstel-
lungssatz fu¨r jedes x ∈ T ein Element ηx ∈ H mit der Eigenschaft
f(x) = 〈ηx, f〉 ∀f ∈ H,
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wobei 〈·, ·〉 das innere Produkt von H ist. ηx wird der Repra¨senter der Auswertung an der
Stelle x genannt. ηx agiert in a¨hnlicher Weise wie die Deltafunktion in L2, wobei nebenbei
bemerkt sei, dass L2 kein HRK ist, da nicht alle Elemente punktweise definiert sind.
Setze nun
k(x, y) = 〈ηx, ηy〉.
Dann ist k(x, y) positiv semi-definit auf T ⊗ T , d.h. ∑ni,j=1 αiαjk(xi, xj) ≥ 0 und positiv
definit, sofern ”>“ gilt. Es sei an dieser Stelle bemerkt, dass in vielen Arbeiten, insbeson-
dere im Bereich des maschinellen Lernens, auch positiv definit fu¨r ”≥“ und strikt positiv
definit fu¨r die zusa¨tzliche Bedingung ”>“ gebra¨uchlich ist.
Als eine grundlegende Eigenschaft eines HRK ergibt sich
Satz 6. Zu jedem HRK gibt es eine eindeutige positiv semi-definite Funktion, den so ge-
nannten reproduzierenden Kern. Umgekehrt kann zu jeder positiv semi-definiten Funktion
auf T ⊗ T ein eindeutiger HRK von reellwertigen Funktionen auf T konstruiert werden.
Der zu k assoziierte Hilbertraum wird dabei konstruiert, indem er alle endlich dimen-
sionalen Linearkombinationen der Form
∑
αjk(xj , ·) entha¨lt und deren Limiten unter der
Norm, welche durch das innere Produkt
〈k(x, ·), k(y, ·)〉 = k(x, y)
induziert wird. Normkonvergenz impliziert hierbei punktweise Konvergenz in einem HRK,
da gilt
|fn(x)− fm(x)| = |〈k(x, ·), fn − fm〉| ≤ k(x, x)‖fn − fm‖.
Ein Beispiel fu¨r einen HRK sind eindimensionale Sobolevra¨ume Hs[0, 1], z.B. H1[0, 1]
mit der Norm









Das ist ein Hilbertraum mit reproduzierendem Kern [Wah90]
k(x, y) = 1 +max(x, y).
Der folgende Satz u¨ber Tensorprodukte von HRK liefert nun eine Mo¨glichkeit zur
Konstruktion von mehrdimensionalen HRK:
Satz 7. Das Tensorprodukt H = H1 ⊗H2, wobei H1 und H2 Hilbertra¨ume mit reprodu-
zierendem Kern k1 beziehungsweise k2 sind, ist ebenfalls ein HRK. Als reproduzierender
Kern von H ergibt sich das Produkt der reproduzierenden Kerne
k((x1, x2), (y1, y2)) = k1(x1, y1) · k2(x2, y2).





(1 + max(xj , yj)).
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Fu¨r Sobolevra¨ume mit dominierender gemischter Ableitung Hsmix gilt die Darstellung
[Hoc99, GK00, HKZ00]
Hsmix = H
s ⊗ · · · ⊗Hs.







mit einem Multi-Index k, wobei ”≤“ komponentenweise zu verstehen ist. Somit sind also
Sobolevra¨ume mit dominierender gemischter Ableitung auch Hilbertra¨ume mit reprodu-
zierendem Kern. Der Sobolevraum Hs andererseits ist in ho¨heren Dimensionen im Allge-
meinen kein HRK, da die Punktauswertung fu¨r s > d/2 nach dem Sobolevschen Einbet-
tungssatz nicht mehr beschra¨nkt ist.
Es sei bemerkt, dass in [SW98] sich basierend auf der a¨quivalenten Norm fu¨r H1













(1 + min(1− xj , 1− yj)).
3.2.3 Zusammenhang zwischen Regularisierungsoperatoren und
Hilbertra¨umen mit reproduzierendem Kern
Im Folgenden wollen wir die Zusammenha¨nge zwischen Regularisierungsoperatoren und
Hilbertra¨umen mit reproduzierendem Kern genauer betrachten, fu¨r den Bereich des ma-
schinellen Lernens sei hier insbesondere auf [GJP95, EPP00, SS02] verwiesen, auf denen
dieser Abschnitt basiert.
Wir haben gesehen, dass es zu jedem Regularisierungsoperator der Form (2.19) einen
entsprechenden HRK H mit Kern k gibt. Umgekehrt gibt es auch zu jedem HRK H mit
Kern k einen Regularisierungsoperator, wie der folgende Satz besagt.
Satz 8 (HRK und Regularisierungsoperatoren). Fu¨r jeden HRK H mit reproduzie-
rendem Kern k existiert ein entsprechender Regularisierungsoperator S : H → D, wobei
D ein Hilbertraum ist, so dass fu¨r alle f ∈ H gilt
〈Sk(x, ·),Sf(·)〉D = f(x). (3.22)
Insbesondere gilt
〈Sk(x, ·),Sk(y, ·)〉D = k(x, y). (3.23)
Umgekehrt existiert fu¨r jeden Regularisierungsoperator S : V → D, wobei V ein mit einem
Skalarprodukt versehener Funktionenraum ist, ein entsprechender HRK H mit reproduzie-
rendem Kern k, so dass (3.22) und (3.23) gelten.
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Dies bedeutet insbesondere, dass D mit dem inneren Produkt 〈S·,S·〉 ein HRK ist.
Es ist wiederum festzustellen, dass allein durch die Wahl des Regularisierungsopera-
tors S, abgesehen von dessen Nullraum, der Funktionenraum H festgelegt wird, in dem
die Lo¨sung des Minimierungsproblems (3.1) erhalten wird, unabha¨ngig vom Raum V , in







Diese Beziehung zwischen Regularisierungsoperator S und Raum H mit Kern k ist
allerdings nicht eindeutig, zu einem gegebenen Operator S ko¨nnen verschiedene Kerne
gebildet werden, die die Bedingungen (3.22) und (3.23) erfu¨llen. Allerdings la¨sst sich k
immer durch eine Darstellung in der Eigenvektorzerlegung angeben.
Proposition 4 (Diskretes Gegenstu¨ck). Gegeben sei ein Regularisierungsoperator S












konvergiert, dann erfu¨llt k (3.23). Der entsprechende HRK
ist gegeben durch span{ϕi|di = 1}.
Somit kann eine große Klasse von Kernen einem Regularisierungsoperator zugeordnet
werden und umgekehrt. Mit der Wahl eines Kerns wird auf einen Teilraum der Eigenwert-
zerlegung eingeschra¨nkt.










Der dazugeho¨rige Kern ergibt sich als [GJP95]
k(x, y) =
{ ‖x− y‖2m−d ln(‖x− y‖). falls 2m > d und d gerade,
‖x− y‖2m−d, sonst.
Fu¨r d = m = 2 ergibt sich die bekannte Thin-Plate-Splines-Anwendung, siehe z.B.
[RHA03].
Die Gaußschen radialen Basisfunktionen
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Aber auch viele andere Approximationsschemata wie etwa additive Modelle, Hyper-
basisfunktionen, Ridge-Approximationsmodelle und verschiedene Typen neuronaler Netz-
werke lassen sich durch eine spezielle Wahl des Regularisierungsoperators beziehungsweise
des Kerns ableiten [GJP95, EPP00, SS02]. Typische Kerne sind neben den bereits erwa¨hn-
ten auch Bn-Splines oder polynomische Kerne kc(x, y) = (〈x, y〉+ c)d.
Es sei darauf hingewiesen, dass eine Erweiterung der Theorie der Hilbertra¨ume mit
reproduzierendem Kern fu¨r nicht-Hilbertsche Mengen in [CMR03] vorgestellt wird. In die-
sem erweiterten Rahmen la¨sst sich ein verallgemeinertes Repra¨sentertheorem zeigen, die
Lo¨sung des Lernproblems ist dabei weiterhin eine Linearkombination von Kernen.
Support Vektor Maschinen (SVM) nach Vapnik [Vap98, SS02] sind im Bereich des
maschinellen Lernens in den letzten Jahren fu¨r viele Anwendungen erfolgreich eingesetzt
worden. Die Support Vektor Maschine wird dabei fu¨r die Klassifikation von Daten moti-
viert durch eine Hyperebene, welche die zwei Klassen voneinander trennt. Ein Parameter
ist die Bandbreite welche den Abstand zwischen der Hyperebene und dem na¨chstliegenden
Datenpunkt angibt. Dieser Abstand soll maximiert werden. Ausgehend von diesem Ansatz
wird der nicht trennbare Fall mit Hilfe von Straftermen eingefu¨hrt. Mit dem so genann-
ten Kern-Trick wird auf nichtlineare Trennfla¨chen verallgemeinert. Allerdings verliert im
nicht-trennbaren Fall die Motivation u¨ber die Bandbreite einiges an Bedeutung, wie in
[PS03] angemerkt wird.
Es ist bemerkenswert, dass dieser Ansatz gleichwertig in Form des Minimierungspro-
blems (3.1) ausgedru¨ckt werden kann. Die spezielle Wahl der Kostenfunktion
C(x, y) = |y − x|ε =
{
0 falls |y − x| < ε,
|y − x| − ε sonst,
in (3.2) statt des L2-Fehlers resultiert in einer Regularisierungsformulierung, von der ge-
zeigt werden konnte [Gir98, SSM98, EPP00], dass sie zur Support Vektor Maschine a¨qui-
valent ist. Durch die Herleitung der Support Vektor Maschine u¨ber die Regularisierungs-
theorie wird eine allgemeinere Theorie entwickelt. Allerdings ist der Begriff der trennenden
Hyperebene bei der Klassifikation eine auch dem mathematischen Laien anschauliche Dar-
stellung des Verfahrens.
Auch der Fehler im Quadrat wird im Rahmen der SVM genutzt [SV99, FM01, SGB+02,
RYP03]. Dieser Form einer Kerndarstellung einer regularisierten Approximationsproblems
la¨sst sich bis ins Jahr 1989 zuru¨ckverfolgen, siehe [PS03] und Referenzen. Empirische Er-
gebnisse zeigen, dass in den Ergebnissen zwischen beiden Kostenfunktionen keine gro¨ßeren
Unterschiede bestehen [SGB+02, RYP03].
Eine Bemerkung zum Aufwand eines Verfahrens mit Kernansatz ist an dieser Stelle
angebracht. So ist nur bei der Wahl des Fehlers im Quadrat im Funktional (3.2) eine li-
neare Gleichung (3.21) zu lo¨sen. Fu¨r die Bestimmung der Lo¨sung bei anderen Fehlerfunk-
tionalen sind Optimierungsverfahren notwendig. Fu¨r das Lo¨sen der linearen Gleichung
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muss die vollbesetzte M ×M -Kernmatrix K aufgestellt werden, was O(M2) Speicher und
O(M2d) Aufwand beno¨tigt. Zur eigentlichen Lo¨sung des Gleichungssystems sind O(M3)
Operationen erforderlich. Die Komplexita¨t eines modernen Optimierungsverfahrens fu¨r
eine Support Vektor Maschine ist allerdings nicht zuga¨nglich fu¨r eine direkte formale Ana-
lyse [RYP03]. Der Aufwand ha¨ngt ab von einem komplexen Zusammenspiel der Gro¨ße der
Datenmenge, der Zahl der Support Vektoren und des zur Verfu¨gung stehenden Hauptspei-
chers. Empirisch wird beispielsweise in [Joa98] eine Skalierung von O(M2.1) festgestellt.
Somit ist das Verfahren fu¨r große Datenmengen nicht geeignet, da die Lo¨sung des Glei-
chungssystems beziehungsweise des Optimierungsproblems zu viel Rechenzeit beno¨tigt.
3.2.4 Kombination von Funktionenraumdarstellung und Kerndarstellung
Wir untersuchen nun eine gemeinsame Darstellung des Problems durch Funktionen auf
den Datenpunkten und einer Basis des Funktionenraumes Daraus ergeben sich einige in-
teressante Aspekte und Bezu¨ge zu ga¨nzlich anderen Anwendungsbereichen.
Betrachten wir nun nochmal (3.17) bis (3.19) Die Matrix B sei wie in (3.15) bestimmt
durch
Bi,j := ϕj(xi).








Die Diagonalmatrix C sei definiert durch
Ci,i := γi. (3.24)
Somit ko¨nnen wir (3.19) auch schreiben als
λM · Cα =
M∑
i=1
βiϕj(xi) = (Btβ)j .
Nun stellen wir das System der zu erfu¨llenden Gleichungen (3.18) und (3.19) in dieser
Notation auf {
Iβ = y − Bα in RM ,
λM · Cα = Btβ in V ′.
In Matrixschreibweise ergibt sich somit( I B











Es zeigt sich nun, dass das Gleichungssystem (3.13)
(BtB + λM · C)α = Bty
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zur Bestimmung einer Lo¨sung des regularisierten Problems im Funktionenraum V sich als
Schurkomplement nach α ergibt.
Andererseits erhalten wir das Gleichungssystem (3.21) zur Bestimmung der regulari-




als Schurkomplement von (3.25) nach β, wobei
K = BC−1Bt.
Hier bezeichnet C−1, die Inverse zum Operator C, die Diagonalmatrix mit den Eintra¨gen
1
γi











Eine alternative Mo¨glichkeit zur Herleitung des Systems (3.25) besteht in der Einfu¨hrung
von β als Lagrangeschem Multiplikator. Wir gehen wiederum von (3.7) aus
min
α
(Bα− y)2 + λ(Sα)2
und fu¨hren die Variable w mittels w := Bα ein. Betrachten wir diese als Nebenbedingung
fu¨r das urspru¨ngliche Minimierungsproblem, erhalten wir die Lagrangesche L
L(α,w, β) = (w − y)2 + λ(Sα)2 + 2(β,w − Bα),





(w − y)2 + λ(Sα)2 + 2(β,w − Bα).
Die dazugeho¨rigen Eulergleichungen, d.h. die Ableitungen nach α,w und β ergeben
sich als
∇αL = λS∗Sα− Btβ = 0,
∇wL = w − y + β = 0,
∇βL = w − Bα = 0.
Die Elimination von w ergibt nun wiederum das System (3.25)( I B











Wir untersuchen nun die Frage, wie Funktionale in α und β aussehen, fu¨r die dieses
System eine notwendige Bedingung darstellt. Da beide Diagonalelemente symmetrisch







‖β‖2 + 〈Btβ, α〉 − λM
2
‖Sα‖2 − 〈y, β〉.
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Verallgemeinerte Probleme der Form{
Aβ + Bα = y in V ′1 ,
Btβ +Dα = z in V ′2 ,
(3.26)
die in ein solches Sattelpunktproblem resultieren, tauchen z.B. bei gemischten Finite
Element-Methoden [BF91] auf. Es sei darauf hingewiesen, dass im Vergleich mit der dort
u¨blichen Notation B und Bt vertauscht sind. U¨blicherweise ist dort allerdings der Operator
D nicht vorhanden. Bei bestimmten Problemen wie z.B. einem fast inkompressiblen Ma-
terial ergibt sich die allgemeinere Form. Hierbei ist D ein Penalty-Term zur Stabilisierung
des Verfahrens. Anwendungen ergeben sich z.B. bei der numerischen Behandlung von Bal-
ken und Bo¨gen, beziehungsweise Schalen mit Finiten Elementen, Referenzen hierzu finden
sich in [BF91]. Auch der Begriff des erweiterten Lagrange-Algorithmus fu¨r die Lo¨sung von
Systemen dieser Art sei in diesem Zusammenhang erwa¨hnt, welcher insbesondere bei der
numerischen Behandlung der Stokes-Gleichung eine wichtige Rolle spielt [BF91].
In [BF91] werden Aussagen u¨ber die Existenz und Eindeutigkeit von Lo¨sungen (β, α)
zu der zu (3.26) geho¨renden Variationsformulierung{
a(β, ζ) + b(α, ζ) = 〈y, ζ〉 ∀ζ ∈ V ′1 ,
b(η, β)− d(α, η) = 〈z, η〉 ∀η ∈ V ′2 ,
(3.27)
gemacht.
Satz 9. Seien a(·, ·), b(·, ·) und d(·, ·) stetige Bilinearformen auf V ′1 × V ′1, V ′2 × V ′1 bezie-
hungsweise V ′2×V ′2. Weiterhin sei a(·, ·) und d(·, ·) symmetrisch positiv semi-definit. Gelte
weiterhin














(iii) Es existiert ein cd > 0, so dass fu¨r jedes α ∈ N(B)⊥ und fu¨r jedes ε > 0 die Lo¨sung
α0 ∈ N(B) der Gleichung
ε((α0, η))V2 + d(α0, η) = −d(α, η), ∀η ∈ N(B)
beschra¨nkt ist durch ‖α0‖V2 ≤ 1cd ‖α‖V2.
Dann hat das Problem (3.27) fu¨r jedes y ∈ V ′1 und z ∈ R(Bt) eine Lo¨sung (β, α), welche
in V ′1 × V ′2/M eindeutig ist, wobei
M := N(B) ∩ N(D).
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Weiterhin haben wir die Schranke
‖β‖V1 + ‖α‖V2/N(B) ≤ K(‖y‖V ′1 + ‖z‖V ′2 ) (3.28)
mit einer nichtlinearen Funktion K abha¨ngig von ‖a‖, ‖d‖, 1/ca, 1/cb, 1/cd, welche be-
schra¨nkt auf beschra¨nkten Teilmengen ist.
Beweis siehe [BF91]. Es sei bemerkt, dass es im Allgemeinen ausreicht, wenn einer
der beiden Operatoren a(·, ·) und d(·, ·) symmetrisch ist, zur Vereinfachung der Notati-
on verwenden wir die leicht eingeschra¨nkte Formulierung. Wir verweisen an dieser Stelle
daru¨berhinaus auf den Zusammenhang zwischen Satz 9 und der Morozovschen Komple-
mentbedingung (2.21) aus dem vorherigen Kapitel.
Betrachten wir nun wiederum das System (3.25) im Hinblick auf Satz 9. Sowohl I als
auch λM · C sind symmetrisch und positiv semidefinit. Die Voraussetzungen (i) fu¨r A = I
und (ii) fu¨r R(B) = RM sind trivialerweise erfu¨llt.
Fu¨r koerzive D, es reicht sogar koerziv auf N(B), d.h.
d(α, α) ≥ cd‖α‖2V ′2 ,
ist Voraussetzung (iii) erfu¨llt.
Fu¨r Regularisierungsoperatoren, die aus der Norm des Funktionenraums bestehen, d.h.
fu¨r Φ(f) = ‖f‖V ′2 , gilt
d(α, α) = λ‖α‖2V ′2
und somit ist d(·, ·) koerziv. Allerdings ha¨ngt die Konstante K in der Abscha¨tzung (3.28)
von λ ab und fu¨r verschwindende λs explodieren diese Abscha¨tzungen. Dieses kann prak-
tische Auswirkungen bei der numerische Approximation haben.
Es sei an dieser Stelle bemerkt, dass weitere Funktionale zu Sattelpunktproblemen kon-



































= 0 ⇔ Btβ − λCα = 0,




































β − y + Bα− 1
λ
Kβ ⇔ β + Bα = y.
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3.2.5 Darstellung des Regularisierungsoperators in Waveletbasen
Wie wir bisher gesehen haben, kann durch die Darstellung eines Funktionenraumes durch
die Eigenvektoren des Regularisierungsoperators eine einfache Diagonalform des Regula-
risierungsoperators erreicht werden. Die Nutzung von Eigenvektoren ist aber nicht die
einzige Mo¨glichkeit um mit orthonormalen Basen zu arbeiten. Wavelets sind eine andere
Alternative, und es zeigt sich, dass eine Darstellung in Diagonalform von bestimmten Regu-
larisierungsoperatoren mo¨glich ist. Dies basiert auf Norma¨quivalenzen zwischen der Norm
von bestimmten Funktionenra¨umen und diskreten Normen der Entwicklung in der Wa-
veletbasis. In [CK04] wird diese Norma¨quivalenzeigenschaft von Wavelets bei verwandten
zweidimensionalen Scattered Data-Problemen zur Regularisierung einer Wavelet-basierten
Fehlerquadratmethode verwendet.
Im Folgenden unternehmen wir einige U¨berlegungen, im welchem Rahmen Wavelets
zur Konstruktion von Kernen benutzt werden ko¨nnen und wie diese Kerne daru¨berhinaus
durch eine diskrete Waveletbasis approximativ dargestellt werden ko¨nnen. Fu¨r die appro-
ximativen Darstellungen ko¨nnen weiterhin Fehlerabscha¨tzungen durchgefu¨hrt werden.
Wir zitieren nun [GK00], siehe auch [DK92, Dah97, Sch98], und starten mit einer eindi-
mensionalen Multiskalen-Zerlegung von L2 =
⊕
l≥0 Sl. Wir nehmen an, dass die Komple-
mentra¨ume Wl := SlªSl−1 von einer mehrskaligen Waveletbasis ψlj aufgespannt werden,
d.h.Wl = span{ψlj , j ∈ τl}, wobei τl ein Indexset ist, welcher durch eine Verfeinerungsrate
des Multiskalenansatzes festgelegt ist. Weiterhin wird angenommen, dass {ψlj , j ∈ τl} eine
Riesz-Basis von Wl ist und dass eine duale Basis {ψ˜lj , j ∈ τl} von W˜l existiert, so dass
diese beiden Waveletbasen zueinander biorthogonal sind, d.h. 〈ψlj , ψ˜l′j′〉L2 = δll′δjj′ gilt.












Hierbei geben die Ausdru¨cke 〈u, ψ˜lj〉 die Koeffizienten der Funktion u in der Waveletbasis
wieder.
Mittels eines Tensorproduktansatzes werden aus diesen eindimensionalen Basen d-
dimensionale Basen erzeugt. Unter gewissen Voraussetzungen [DK92, Dah97, Sch98, GK00]
kann nun die folgende Norma¨quivalenz in Sobolevra¨umen gezeigt werden:
Satz 10. Sei γ∗ < s < γ und u ∈ Hs(Ω), u =
∑

















Somit la¨sst sich bezu¨glich einer Waveletbasis die Regularisierungsmatrix C darstellen
als
C = diag(22s|l|∞).
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Eine entsprechende Norma¨quivalenz fu¨r Sobolevra¨ume mit dominierender gemischter


























Es sei an dieser Stelle daran erinnert, dass Hsmix-Ra¨ume fu¨r s ≥ 1 die stetige Punktauswer-
tung erlauben und damit eine Kerndarstellung ermo¨glichen. Bei normalen Sobolevra¨umen
Hs ist die Punktauswertung erst fu¨r s > d/2 beschra¨nkt.
Eine diskrete Berechnung des Kerns beziehungsweise der Kernmatrix kann nun dadurch
erreicht werden, dass von der kompletten Waveletbasis des kontinuierlichen Funktionen-
raums in eine endlich dimensionale Waveletbasis u¨bergegangen wird. Das heißt, es wird








Auf eine Erweiterung auf anisotrope Basen durch einen maximalen Level-Multi-Index lmax
verzichten wir an dieser Stelle aus Gru¨nden der U¨bersichtlichkeit. Wir betrachten hier und
im Folgenden die Hsmix-Norm, fu¨r die H
s-Norm gelten entsprechende Darstellungen und
Aussagen. Es sei an dieser Stelle auch nochmal auf den Effekt der Regularisierung durch
Diskretisierung verwiesen, siehe dazu Abschnitt (2.2.1) und weiterhin Abschnitt (2.2.3)
fu¨r eine gemeinsame Betrachtung von Regularisierung und Diskretisierung.
Betrachten wir den Fehler kε(x, y) := k(x, y)−klmax(x, y), der durch die Nutzung einer
endlich dimensionalen Basis fu¨r die Darstellung der Kernfunktionen entsteht:







Sofern wir annehmen, dass die Funktionsauswertung eines Wavelets durch
√
C beschra¨nkt
ist, d.h. ‖ψlj(y)‖∞ ≤
√
C, gilt
∣∣kε(x, y)∣∣ ≤ ∑
|l|∞>lmax
2−2s|l|1 · C · |τl| ≤ C
∑
|l|∞>lmax






wobei |τl| die Anzahl der Elemente des Indexset τl und damit des Komplementraums Wl
angibt. Im Weiteren entha¨lt die Konstante C den Faktor 2−d. In einer Dimension la¨sst
sich dieser Ausdruck mit Hilfe der geometrischen Reihe abscha¨tzen:
∣∣kε(x, y)∣∣ ≤ C ∑
l>lmax
2(1−2s)l ≤ C 2
(1−2s)(lmax+1)
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Fu¨r s = 1 ergibt sich somit ∣∣kε(x, y)∣∣ ≤ C · 2−lmax .
Offensichtlich wird der Fehler mit der Gro¨ße der benutzten Basis immer kleiner. Fu¨r den
d-dimensionalen Fall kann die Summe ebenso u¨ber l statt u¨ber l laufen, sofern die Summe









































≤ C(|ψ|∞, s, d) · 2(1−2s)lmax . (3.32)
Fu¨r s = 1, d.h. fu¨r die approximative Kerndarstellung der H1mix-Norm, ergibt sich somit
die Abscha¨tzung ∣∣kε(x, y)∣∣ ≤ C · 2−lmax .
Betrachten wir nun die Lo¨sung β˜ der Gleichung mit approximativem Klmax und stellen
die Gleichung so um, dass sie sich Gleichung mit exaktem K aber mit gesto¨rter rechter









⇐⇒ (I + 1
λM
K)β˜ = y + 1
λM
Kεβ˜
⇐⇒ (I + 1
λM
K)(β˜ − β) = 1
λM
Kεβ˜.





|kεij | ≤M · C · 2−lmax .
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Wir betrachten hier auf Grund der einfacheren Darstellung dieH1mix-Norm. Die Abscha¨tzung
gilt offensichtlich entsprechend fu¨r die Zeilenbetragssummennorm ‖ · ‖∞, und mittels der
Normbeziehung
‖A‖22 ≤ ‖A‖1‖A‖∞
analog auch fu¨r die ‖ · ‖2-Norm.
Somit kann der relative Fehler in Teilen abgescha¨tzt werden,
‖β˜ − β‖






Um weitere Abscha¨tzungen unternehmen zu ko¨nnen, fehlen uns an dieser Stelle Aussagen
zur Norm von (I + 1λMK)−1.








Ab einer gewisser Diskretisierungsstufe m, es ko¨nnte auch hier genauer mit einer aniso-
tropen Tiefe m gearbeitet werden, wird der Fall eintreten, dass im Tra¨ger einer Wavelet-
funktion ψlj mit l > m nur noch ho¨chstens ein Datenpunkt liegt. Umgekehrt bedeutet dies
auch, dass fu¨r jeden Datenpunkt x und fu¨r jeden Multi-Index l > m dann nur noch eine
Funktion ψlj eine Auswertung ungleich Null hat
∀x ∃1 j ∈ τl mit ψlj(x) 6= 0 fu¨r l > m. (3.33)
Die Diskretisierungsauflo¨sung m ist hierbei von der jeweiligen Datenmenge, d.h. deren
Gro¨ße und Verteilung, abha¨ngig. Es sei bemerkt, dass diese Beobachtung weiterhin be-
deutet, dass die in (3.31) verwendete Relation∑
j∈τl
ψlj(x)ψlj(y) ≤ C · |τl|
fu¨r |l|∞ → m eine eher grobe Abscha¨tzung ist.
Fu¨r die Eintra¨ge der Kernmatrix bedeutet (3.33) nun, dass, wenn u¨berhaupt, ab dieser
diskreten Auflo¨sung ho¨chstens noch Eintra¨ge der Form∑
l>m
2−2s|l|1ψlj(x)2
auf der Diagonalen der Kernmatrix addiert werden. Ab diesem Level la¨sst sich also die
Differenz zwischen approximativer Kernmatrix und voller Kernmatrix als eine Sto¨rung auf
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der Diagonalen darstellen. Dann gilt fu¨r die Fehlermatrix

















































≤ C(|ψ|∞, s, d) · 2(−2s)lmax
Es treten somit zwei unterschiedliche Fehlerverhalten auf. Eines, das bis zur Auflo¨sung
der Punktverteilung durch die diskrete Waveletbasis vorherrscht, und eines, das danach
den Fehler bestimmt. Das letztere weist bezu¨glich der Diskretisierungsauflo¨sung eine um
eins ho¨here Ordnung auf und hat auch eine kleinere Konstanten in d, die wir hier in den
Abscha¨tzungen allerdings nicht genauer angegeben haben.
Es sei an dieser Stelle auf [RMC03] hingewiesen, eine Arbeit in der Waveletkerne im
Rahmen des maschinellen Lernens exemplarisch in einer Dimension genutzt werden. Ausge-






kann ein mehrdimensionaler Kern fu¨r einen Tensorproduktraum definiert werden. Die
Gro¨ße von Waveletbasen fu¨r Funktionenra¨ume skaliert im Allgemeinen exponentiell in
d, der Fluch der Dimension. Durch die Nutzung der Tensorproduktstruktur eines Raumes
ist es aber nun mo¨glich, Waveletkerne zu konstruieren, welche nur linear mit der Dimension





Wie mit einfacher Rechnung zu sehen ist, ergibt sich fu¨r Kerne dieser Form fu¨r
∣∣kε(x, y)∣∣ ei-
ne zu (3.31) analoge Fehlerabscha¨tzung. Das Bemerkenswerte an dieser Darstellung ist der
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Aufwand zur Berechnung eines Eintrags klmax(x, y). Die Anzahl der Wavelets in der dis-
kreten Basis skaliert exponentiell in d und somit skaliert in der urspru¨nglichen Form (3.30)
auch der Aufwand zur Berechnung von klmax(x, y) exponentiell in d. In der Darstellung

















l) = O(2lmax) als Komplexita¨t fu¨r die Berechnung eines eindimensio-
nalen Kerns. Damit ergibt sich fu¨r einen Produktkern (3.34) mit eindimensionalen Kernen
(3.35) ein Aufwand von O(d · 2lmax).
Es ist zu bemerken, dass das in [RMC03] vorgestellte Verfahren dort nur in einer
Dimension angewendet wird. Zudem wird die Norma¨quivalenz der Sobolevnormen Hs be-
ziehungsweise Hsmix in Waveletbasen nicht genutzt, um eine natu¨rliche Wahl der αi,j zu
erlangen. Weiterhin erfolgt die Bestimmung der Lo¨sung des Problems (3.1) durch eine Rei-
he von Problemen in der Multiskalenzerlegung des Raumes, allerdings mit einem fu¨r jede
Skala variablem λ. Der Ansatz ist in dieser Form durch die Theorie nicht fundiert, da nun
auf jeder Skala eine andere Gleichung gelo¨st wird. Das in [RMC03] pra¨sentierte Verfahren
ist so eher als Ensemble Methode [Die00] zu betrachten, bei denen aus verschiedenen Ein-
zello¨sungen des maschinellen Lernproblems eine Gesamtlo¨sung geeignet zusammengesetzt
wird.
Erlauben wir uns an dieser Stelle einen Vorgriff auf das na¨chste Kapitel, welches sich
mit du¨nnen Gittern bescha¨ftigt. Wenn wir im diskreten Waveletkern (3.30) die | · |∞-Norm
durch die | · |1-Norm ersetzen, erhalten wir mit der Darstellung







einen diskreten Waveletkern, den wir Du¨nngitter-Waveletkern in Anlehnung an die De-
finition von du¨nnen Gittern (4.12) nennen. Wie wir im na¨chsten Kapitel sehen werden
skaliert die Anzahl der Funktionen in einer Du¨nngitter-Waveletbasis mit O(2lmax · ld−1max).
Fu¨r den Fehler kε1 bei der Verwendung dieser diskreten Basis ergibt sich analog zu (3.32)
O(2(1−2s)lmax · ld−1max) mit Beweistechniken wie sie in [Bun98, BG99, BG04] verwendet wer-
den. Somit wird zwar im Vergleich zu (3.30), wo wir eine Komplexita¨t von (O(2lmax·d)
feststellen, die Komplexita¨t deutlich verringert, bei etwas schlechteren Approximations-
aussagen. Allerdings haben wir durch die Ausnutzung des Produktkerns (3.34) und (3.35)
den Aufwand deutlich weiter verringert.
Andererseits ko¨nnen in (3.36) auch Produktkerne verwendet werden. Als weitere Ei-
genschaft von HRK beno¨tigen wir dazu die Feststellung, dass die Summe von HRK und
deren zugeho¨rigen Kernen wiederum ein HRK mit der Summe dieser Kerne als Kern ist,
sofern zwei HRK nur die Nullfunktion gemeinsam haben [Aro50]. Diese Bedingung ist
bei den hier verwendeten Komplementra¨umen Wl gegeben. Somit kann der Kern (3.36)
dargestellt werden als
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mit












Der Aufwand zur Berechnung des Du¨nngitter-Waveletkerns in dieser Form ergibt sich mit




















li ≤ d · 2k per Induktion u¨ber d folgt. Die Verwendung von du¨nnen
Gittern, die wie wir sehen werden bei der Diskretisierung eines Funktionenraums mit ei-
nem Finite Element-Ansatz deutliche Vorteile aufweisen, bringt somit bei der diskreten
Waveletkern-Darstellung keine Vorteile.
Im Kernansatz besteht eine Mo¨glichkeit, eine Funktion im unendlich dimensionalen
Funktionenraum durch eine endliche Linearkombination darzustellen. Allerdings ko¨nnen
resultierende Verfahren sehr aufwendig sein, je nach Ansatz zwischen empirisch gemessenen
O(M2.1) und O(M3) [RYP03]. Der Aufwand zum Lo¨sen des System betra¨gt somit minde-
stens O(M2), bei großen Datenmengen ein nicht zu unterscha¨tzender Aufwand. Ansa¨tze,
dieses Problem zu beheben, bestehen in der Auswahl nur einiger Datenpunkte und deren
zugeho¨rigen Kernfunktionen, was zu einer Approximation des urspru¨nglichen Problems
fu¨hrt.
Wir haben mit Wavelets eine Mo¨glichkeit vorgestellt, den eigentlichen Funktionenraum
zu approximieren. Sofern eine Sobolevnorm zur Regularisierung verwendet wird, kann mit
geeigneten Wavelets und Norma¨quivalenzeigenschaften die Sobolevnorm als Regularisie-





dargestellt werden und dadurch mit Hilfe der Kernmatrix eine einfache Darstellung des
Problems erhalten werden. Die Lo¨sungsfunktion kann durch Kerne dargestellt werden, wo-
bei diese durch eine diskrete Waveletbasis dargestellt werden. Dies resultiert aber weiterhin
in ein Verfahren, das nichtlinear mit der Zahl der Datenpunkte skaliert.
Allerdings kann eine diskrete Waveletbasis auch dazu benutzt werden, das Problem im
Funktionenraum mittels Gleichung (3.7) zu lo¨sen, d.h. zu behandeln ist nun das lineare
Gleichungssystem (3.13)
(BtB + λM · C)α = Bty.
Andere Ansa¨tze wie z.B. Finite Elemente ermo¨glichen ebenfalls eine diskrete Darstellung
eines Funktionenraums. Insbesondere fu¨r große Datenbesta¨nde ko¨nnen sich dadurch Vor-
teile ergeben, da im eigentlichen Lo¨sungsprozess dann nicht mit einer M × M -Matrix
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gearbeitet werden muss, sondern mit einer N × N -Matrix, wobei N hier die Gro¨ße des
diskreten Funktionenraums angibt. Allerdings gilt sowohl fu¨r die normale Waveletbasis als
auch fu¨r normale Finite Element-Ansa¨tze der Fluch der Dimension, der Aufwand des Ver-
fahrens steigt exponentiell mit der Zahl der Dimensionen. Eine Diskretisierungstechnik,
die dem Fluch der Dimension in weit geringeren Maße unterliegt, sind die so genannten
du¨nnen Gitter [Zen91]. Diese betrachten wir im folgenden Kapitel eingehend.




Fu¨r die numerischen Behandlung von Funktionen aus einem unendlich dimensionalen
Funktionenraum V ist eine diskrete Darstellung im Rechner erforderlich. Diskret bedeutet
hierbei, das eine Funktion f in einem nun endlich dimensionalen linearen Funktionenraum
Vn durch einen endlichen Satz von Funktionen, der Basis des diskreten Raumes, dargestellt





wobei die Funktionen ϕi eine geeignete Basis des diskreten Funktionenraumes Vn bilden.
In den bisherigen Kapiteln haben wir nicht spezifiziert, welchen endlich dimensiona-
len Teilraum Vn und welchen Typ von Basisfunktionen {ϕi}ni=1 wir benutzen wollen. Im
Bereich der numerischen Behandlung von partiellen Differentialgleichungen spielen Fini-
te Element-Ra¨ume eine sehr wichtige Rolle, hier kann z.B. die Konvergenz der diskreten
Lo¨sung zur kontinuierlichen Lo¨sung aus Sobolev-Ra¨umen gezeigt werden. Andere Mo¨glich-
keiten sind Wavelet-Basen mit gewissen Bestapproximationseigenschaften in Besov-Ra¨um-
en oder Spline-Funktionen.
All diese gitterorientierten Diskretisierungstechniken zeigen eine exponentiell mit der
Zahl der Dimensionen wachsende Komplexita¨t, was sich in einer exponentiell wachsenden
Anzahl von Basisfunktionen ausdru¨ckt. Dieser Effekt wird ha¨ufig als Fluch der Dimension
bezeichnet. Alternative Ansa¨tze bestehen in gitterlosen Diskretisierungstechniken wie z.B.
radialen Basisfunktionen, bei denen zwar die Anzahl der Basisfunktionen nicht, aber die
Komplexita¨t des Gesamtverfahrens weiterhin exponentiell mit der Zahl der Dimensionen
wa¨chst.
Der Ansatz der du¨nnen Gitter [Zen91] zur Funktionsapproximation weist hingegen
einen deutlich langsameren Anstieg der Komplexita¨t in der Anzahl der Basisfunktionen
im Vergleich zu den erwa¨hnten gitterorientierten Verfahren auf. Wir realisieren in die-
ser Arbeit ein du¨nnes Gitter durch die Kombinationstechnik, es wird dabei eine Sequenz
von konventionellen Gittern mit uniformen Maschenweiten in jeder Koordinatenrichtung
beno¨tigt. Aus deren Kombination ergibt sich dann eine Funktion aus einem Du¨nngitter-
raum.
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Wir werden im Folgenden neben der Methode der du¨nnen Gitter und der Kombina-
tionstechnik auch eine Erweiterung des Ansatz mittels verallgemeinerten du¨nnen Gittern
und einer dimensionsadaptiven Kombinationstechnik beschreiben. Daru¨berhinaus stellen
wir dar, wie mit einer Hierarchie, welcher mit der konstanten Funktion startet, Funktionen
in noch gro¨ßeren Dimensionen dargestellt werden ko¨nnen.
4.1 Du¨nne Gitter und die Kombinationstechnik
Die Methode der du¨nnen Gitter ist eine spezielle Diskretisierungstechnik, die es erlaubt,
zu einem gewissen Grad die Komplexita¨t des Problems in Bezug auf die Zahl der Di-
mensionen zu beherrschen. Die Idee basiert auf der hierarchischen Basis [Fab09, Yse86,
Yse92], eine zur u¨blichen nodalen Basis a¨quivalente Darstellungsmo¨glichkeit eines dis-
kreten Funktionenraumes. Die Methode wurde urspru¨ngliche fu¨r die Lo¨sung elliptischer
partieller Differentialgleichungen [Zen91, Bun92, GSZ92, Bal94, Ach03] entwickelt und
wird nun auch erfolgreich fu¨r Integralgleichungen [FHP96, GOS99], Interpolation und
Approximation [Bas85, Tem89, SS99, GK00, Kna00], Eigenwertprobleme [GG00] und
Integrationsprobleme [GG98, GG03] eingesetzt. Weiterhin werden in neueren Arbeiten
auch stochastische Differentialgleichungen [ST03a, ST03b], Differentialformen im Rahmen
der Maxwell-Gleichung [GH03] und parabolische Gleichungen fu¨r Optionspreisaufgaben
[Rei04] mit Du¨nngitteransa¨tzen behandelt. Mit einer Wavelet-basierten Du¨nngitterdis-
kretisierung werden in [vPS04] parabolische Probleme behandelt. Neben Galerkin Fini-
te Element-Ansa¨tzen gibt es auch Arbeiten mit Finiten Differenzen auf du¨nnen Gittern
[Gri98, Sch99, Kos02, GK03] und Finite Volumen-Ansa¨tze [Hem95].
In [BG04] ist ein U¨bersichtsartikel zum Thema du¨nne Gitter zu finden.
Die Idee kann bis zum russischen Mathematiker Smolyak [Smo63] zuru¨ckverfolgt wer-
den, der das Prinzip bei der numerischen Integration nutzt. Bekannt ist das den du¨nnen
Gittern zu Grunde liegende Konzept auch unter den Namen Hyperbolische Kreuze [Bab60,
Tem89, Tem93a, Tem93b], boolean methods [Del82, DS89], discrete blending methods
[BDJ92] und splitting extrapolation methods [LLS95].
Fu¨r ein d-dimensionales Problem beno¨tigt der Du¨nngitteransatz O(h−1n · log(h−1n )d−1)
Gitterpunkte im Diskretisierungsprozess, wobei hn die Maschenweite angibt. Es la¨sst sich
zeigen, dass eine Genauigkeit von O(h2n · log(h−1n )d−1) punktweise oder im Bezug auf die
L2- oder L∞-Norm erzielt werden kann, vorausgesetzt, dass die Lo¨sung genu¨gend glatt ist.
Dies steht im Gegensatz zu konventionellen Vollgittermethoden, die O(h−dn ) Punkte fu¨r
eine Genauigkeit von O(h2n) beno¨tigen. Somit la¨sst sich die Du¨nngittermethode fu¨r ho¨her-
dimensionale Probleme einsetzen. Der Fluch der Dimension, der die Vollgittermethoden
betrifft, tritt bei der Du¨nngittertechnik in einem viel geringerem Ausmaß auf.
Zur Vereinfachung der Darstellung beschra¨nken wir uns im Folgenden auf den Fall
Ω = [0, 1]d. Diese Situation la¨sst sich bei beschra¨nkten Rechteckgebieten immer durch
eine geeignete Reskalierung des Raumes erreichen.
4.1.1 Nodale Basis
Eine konventionelle Finite Element-Diskretisierung verwendet ein Gitter Ωl auf Ω¯, mit l =
(l1, . . . , ld) ∈ Nd einemMulti-Index und Gitterweiten hl := (hl1 , . . . , hld) := (2−l1 , . . . , 2−ld).
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(a) Nodale Basis fu¨r V3 (b) Hierarchische Basis fu¨r V3
Abbildung 4.1. Nodale und hierarchische Basis der Stufe 3
Hier ist Ωl a¨quidistant in jeder Koordinatenrichtung, hat aber im Allgemeinen verschiedene
Maschenweiten in den Koordinatenrichtungen. Im Gitter Ωl sind die Punkte
xl,j := (xl1,j1 , . . . , xld,jd) (4.1)
enthalten, mit xlt,jt := jt ·hlt = jt · 2−lt und jt = 0, . . . , 2lt . Auf jedem Gitter Ωl definieren
wir den Raum Vl der stu¨ckweise d-linearen Funktionen:
Vl := span{φl,j | jt = 0, . . . , 2lt , t = 1, . . . , d}, (4.2)





aufgespannt wird. Hierbei sind die eindimensionalen Funktionen φl,j(x) mit Tra¨ger [xl,j −
hl, xl,j + hl] ∩ [0, 1] = [(j − 1)hl, (j + 1)hl] ∩ [0, 1] gegeben durch:
φl,j(x) =
{
1− |x/hl − j|, x ∈ [(j − 1)hl, (j + 1)hl] ∩ [0, 1];
0, sonst.
(4.4)
Siehe auch Abbildung 4.1(a) fu¨r ein eindimensionales Beispiel.
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4.1.2 Hierarchische Teilraumzerlegung
In den bisherigen Definitionen und auch im Folgenden bezeichnet der Multi-Index l ∈ Nd
den Level beziehungsweise die Diskretisierungsstufe eines Gitters, Raums oder einer Funk-
tion, wohingegen der Multi-Index j ∈ Nd die Lage eines gegebenen Gitterpunktes xl,j
oder der entsprechenden Basisfunktion φl,j(x) bezeichnet. Nun definieren wir die Diffe-
renzra¨ume




wobei et den t-ten Einheitsvektor bezeichnet. Um die Definition zu vervollsta¨ndigen, setzen
wir formal Vl := ∅, wenn lt = −1 fu¨r mindestens ein t ∈ {1, . . . , d} gilt. Diese hierarchischen
Differenzra¨ume erlauben uns die Definition einer Multilevel-Teilraumzerlegung, d.h. die











Hier und im Folgenden bezeichnet ” ≤ “ die entsprechende elementweise Relation.|l|∞ := max1≤t≤d lt und |l|1 :=
∑d
t=1 lt sind die diskrete L∞- beziehungsweise die diskrete



















Wl = span{φl,j , j ∈ Bl}. (4.8)
Deswegen ist die Familie von Funktionen
{φl,j , j ∈ Bl}nl=0 (4.9)
gerade eine hierarchische Basis [Fab09, Yse86, Yse92] von Vn, die die eindimensionale
hierarchische Basis nach [Fab09], siehe auch Abbildung 4.1(b), auf den d-dimensionalen
Fall mit Hilfe eines Tensorproduktansatzes verallgemeinert. Es sei bemerkt, dass die Tra¨ger
der Basisfunktionen φl,j(x), die Wl nach (4.8) aufspannen, disjunkt sind. Siehe Abbildung
4.2 fu¨r eine Darstellung der Tra¨ger der Basisfunktionen aus den Teilra¨umen Wl1,l2 von
V3,3.






αl,j · φl,j(x) (4.10)
4.1. Du¨nne Gitter und die Kombinationstechnik 55
W0,3 W1,3 W2,3 W3,3
W0,2 W1,2 W2,2 W3,2
W0,1 W1,1 W2,1 W3,1
W0,0 W1,0 W2,0 W3,0
Abbildung 4.2. Tra¨ger der hierarchischen Basisfunktionen des Raumes V3
zerlegen, wobei αl,j ∈ R die Koeffizienten der Darstellung in der hierarchischen Tensor-
produktbasis sind.
Die Zahl der Basisfunktionen, die no¨tig ist, um ein f ∈ Vn in nodaler oder hierar-
chischer Basis darzustellen, betra¨gt hierbei (2n + 1)d. Mit einer Auflo¨sung von z.B. 17
Punkten in jeder Dimension, d.h. n = 4, wu¨rde ein zehndimensionales Problem die Be-
rechnung und Speicherung von ungefa¨hr 2 · 1012 Koeffizienten beno¨tigen. Dies u¨bersteigt
die Mo¨glichkeiten von heutigen Computern.
4.1.3 Du¨nne Gitter
Zenger zeigt in [Zen91] den Zusammenhang zwischen der Gro¨ße des Tra¨gers einer hier-
archischen Basisfunktion und dessen Anteil an der Interpolation einer Funktion zuna¨chst




fl mit fl ∈Wl
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einer Funktion f wird in [Bun92] gezeigt, dass unter gewissen Glattheitsvoraussetzungen
an die darzustellende Funktion, der Anteil einer hierarchischen Basisfunktion an der Ap-
proximation durch die Gro¨ße des Tra¨gers dieser Basisfunktion nach oben beschra¨nkt ist,
es gilt
‖fl‖2 ≤ C(|f |2, d)h2l1 · . . . · h2ld (4.11)
mit
|f |2 :=




Entsprechende Aussagen gelten fu¨r die ‖ ·‖∞ Norm mit analog definierter | · |∞ Seminorm.
Die Glattheitsvoraussetzung besteht gerade in der Beschra¨nktheit von |f |2, der ge-
mischten zweiten Ableitungen der Funktion f . Solche Funktionen leben im so genannten
Sobolevraum mit dominierender gemischter Ableitung Htmix fu¨r t = 2, auch Sobolevraum









Es sei darauf hingewiesen, dass die Ra¨ume Htmix ebenso wie diskreten Ra¨ume Vl eine
Tensorproduktstruktur aufweisen und sich als
Htmix = H
t ⊗ · · · ⊗Ht
darstellen lassen [Hoc99, GK00, HKZ00].
Ausgehend von der Fehlerabscha¨tzung (4.11) werden in [Zen91] die so genannten
du¨nnen Gitter definiert, in denen die hierarchischen Basisfunktionen mit kleinem Tra¨ger,
und somit kleinem Beitrag zur Funktionsdarstellung, nicht mehr zum diskreten Ansatz-





als Teilraum von Vn definiert. Er wird dadurch erhalten, dass wir |l|∞ durch |l|1 in der
Teilraumzerlegung (4.6) von Vn ersetzen. In der Abbildung 4.2 sind die im Gegensatz zu
(4.6) nun nicht mehr benutzten Teilra¨ume grau dargestellt. Da jedes f ∈ Vn sich nach







Die Gitter Ωsn, die zu den Approximationsra¨umen V
s
n geho¨ren, werden du¨nne Gitter
genannt und werden im Detail unter anderem in [Gri91, Zen91, Bun92, GSZ92, Bun98,
BG99, BG04] studiert. Beispiele du¨nner Gitter fu¨r den zwei- und dreidimensionalen Fall
sind in Abbildung 4.3 gegeben. Dargestellt sind die nach (4.1) enthaltenen Gitterpunkte
im Falle der Verwendung einer linearen hierarchischen Basis.
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Abbildung 4.3. Zweidimensionales du¨nnes Gitter (links) und ein dreidimensio-
nales du¨nnes Gitter (rechts), n = 5.
Eine einfache Rechnung [BG99] zeigt nun, dass die Dimension des Du¨nngitter-Raums
V sn von der Ordnung O(h
−1
n · log(h−1n )d−1) ist, beziehungsweise O(nd−12n) mit hn = 2−n.
Sowohl fu¨r Interpolationsprobleme als auch fu¨r Approximationsprobleme, die von ellipti-
schen PDEs zweiter Ordnung herru¨hren, wird gezeigt [GSZ92, BGRZ94a, BGRZ94b], dass
die Du¨nngitter-Lo¨sung fsn einer Verfeinerungstiefe n beinahe so genau ist wie die Vollgit-
terlo¨sung fn dieses Levels, d.h. der Diskretisierungsfehler bei der Nutzung von du¨nnen
Gittern erfu¨llt
||f − f sn||2 = O(h2n log(h−1n )d−1)
im Gegensatz zu
||f − fn||2 = O(h2n)
bei einer Vollgitterlo¨sung. Hierbei wird fu¨r die du¨nnen Gitter mit f ∈ H2mix eine sta¨rke-
re Glattheitsbedingung der Lo¨sung vorausgesetzt als beim Vollgitteransatz, wo nur die
zweiten Ableitungen fu¨r jede Dimension beschra¨nkt sein mu¨ssen, d.h. es gilt f ∈ H2, um
Approximationsaussagen der angegebenen Form zu erhalten. Entsprechende Approxima-
tionsaussagen fu¨r du¨nne Gitter gelten auch in der Maximumsnorm.
4.1.4 Die Du¨nngitterkombinationstechnik
Mit der so genannten Kombinationstechnik [GSZ92], die auf multivariater Extrapolation
[BGR94] basiert, existiert ein weiteres Verfahren, das mit Funktionen auf du¨nnen Gittern
arbeitet.
Dazu betrachten wir das Problem, sei es eine Interpolationsaufgabe oder die Appro-
ximation einer Funktion, auf einer bestimmten Folge von Gittern Ωl mit uniformer Ma-
schenweite ht = 2−lt fu¨r die t-te Koordinatenrichtung. Diese Gitter besitzen verschiedene
Maschenweiten fu¨r die verschiedenen Koordinatenrichtungen. Genauer betrachten wir die



























Abbildung 4.4. Kombinationstechnik der Stufe vier, d = 2, n = 4.
Sequenz von Ωl mit
l1 + . . .+ ld = n− q, q = 0, . . . , d− 1, lt ≥ 0. (4.14)
Abbildung 4.4 zeigt die Gitter Ωl1,l2 und das resultierende du¨nne Gitter Ω
s
4, welche fu¨r die
Kombinationsformel des Levels vier in zwei Dimensionen benutzt werden.
Ein Finite Elemente-Ansatz mit stu¨ckweise d-linearen Ansatz- und Testfunktionen








auf den lokalen Gittern. Die Funktionen fl, diskrete lokale Lo¨sungen des zu Grunde lie-
genden Problems, sind in den Ra¨umen Vl der stu¨ckweise d-linearen Funktionen auf dem
Gitter Ωl enthalten, siehe (4.2). Wir kombinieren diese Teilergebnisse fl(x) der verschie-











Siehe wiederum Abbildung 4.4 fu¨r die zweidimensionale Form dieses Ausdrucks. Die re-
sultierende Funktion f cn lebt im oben definierten Du¨nngitter-Raum V
s
n .
Die Kombinationstechnik la¨sst sich als eine bestimmte multivariate Extrapolationsme-
thode interpretieren, die auf dem du¨nnen Gitter arbeitet, siehe [GSZ92, BGR94, PZ99].
In [GSZ92] wird gezeigt, dass der mit der Kombinationstechnik erhaltene Interpolant f cn
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gleich dem Interpolanten fsn im Du¨nngitterraum V
s
n ist. Allerdings entspricht die Kombi-
nationslo¨sung f cn bei der numerischen Behandlung von partiellen Differentialgleichungen
im Allgemeinen nicht der Galerkin-Lo¨sung fsn, jedoch ist ihre Genauigkeit u¨blicherweise
von der gleichen Ordnung, siehe [GSZ92]. Hierzu ist eine Reihenentwicklung des Fehlers





cj1,...,jm(hj1 , . . . , hjm)h
p
j1
· . . . · hpjm ,
mit beschra¨nkten cj1,...,jm(hj1 , . . . , hjm) notwendig, deren Existenz fu¨r PDE-Modellpro-
bleme in [BGRZ94a] gezeigt wird, siehe auch [GSZ92, PZ99, Rei04]. Zu beachten ist, dass
all diese Teilprobleme im Vergleich zu herko¨mmlichen Finite Element-Ansa¨tzen substanti-
ell in ihrer Gro¨ße reduziert sind. An Stelle eines Problems der Gro¨ße dim(Vn) = O(h−dn ) =
O(2nd) mu¨ssen wir nun O(dnd−1) Probleme der Gro¨ße dim(Vl) = O(h−1n ) = O(2n) behan-
deln. Weiterhin ko¨nnen all diese Probleme unabha¨ngig voneinander betrachtet werden, was
eine einfache Parallelisierung ermo¨glicht, siehe [Gri92]. Hierzu existiert auch eine simple,
aber effektive statische Lastbalancierungsstrategie [GHSZ93].
Weiterhin sei bemerkt, dass die Summation u¨ber die diskreten Funktionen aus den
verschiedenen Ra¨umen Vl in (4.15) die d-lineare Interpolation beno¨tigt, die gerade der
Transformation auf die Darstellung in hierarchischer Basis (4.9) entspricht [GT95, Gri98].
Oft wird jedoch die Funktion f cn nicht explizit aufgestellt, sondern stattdessen werden die
Lo¨sungen fl auf den verschiedenen Gittern Ωl, die in der Kombinationsformel auftreten,
bereit gehalten. Jede lineare Operation F u¨ber f cn kann leicht mit Hilfe der Kombinations-











wobei direkt auf den Funktionen fl gearbeitet wird.
Bei der numerischen Behandlung von partiellen Differentialgleichungen mit Dirichlet-
Randwerten existieren auf dem Rand des behandelten Gebietes keine Freiheitsgrade. Git-
ter Ωl mit ∃li = 0 haben somit keinen Freiheitsgrad und auch keinen Beitrag bei der
Darstellung der Gesamtfunktion, welche im Raum Hkmix,0 enthalten ist. Es kann auch bei
anderen Anwendungen sinnvoll sein, die Randdominanz des bisher vorgestellten du¨nnen
Gitters zu reduzieren. In der urspru¨nglichen Arbeit u¨ber die Du¨nngitterkombinationstech-
nik [GSZ92] werden partielle Differentialgleichungen behandelt. Somit wird dort nicht mit
einer Kombinationstechnik der Form (4.14) gearbeitet, stattdessen wird die Sequenz der
Gitter bestimmt u¨ber
l1 + . . .+ ld = n+ (d− 1)− q, q = 0, . . . , d− 1, lt > 0. (4.17)
Dieser Ansatz unterscheidet sich von (4.14) in den Summenergebnissen n+(d−1)−q statt
n − q, sowie der Einschra¨nkung lt > 0 statt lt ≥ 0. Fu¨r die Du¨nngitterfunktion f cˆn ∈ V sˆn


































Abbildung 4.5. Kombinationstechnik der Stufe 4 nach (4.17), d = 2, n = 4.
In Abbildung 4.5 ist ein wiederum zweidimensionales Beispiel dargestellt. Trotz dieser
Vera¨nderung in der Auswahl der Gittersequenz ist der minimale Punktabstand weiterhin
hn = 2−n. Die erwa¨hnten Komplexita¨ts- und Approximationsaussagen gelten entsprechend
fu¨r diese Variante der Kombinationstechnik, wobei sie in der ersten Arbeit zur Kombina-
tionstechnik [GSZ92] fu¨r diese Form bewiesen werden.
Anwendungsbeispiele fu¨r die Kombinationstechnik bestehen in der Stro¨mungssimu-
lation [GHSZ93, GH95, GT95, Hub96, Kra02], der Lame´-Gleichung [Heu97], bei Eigen-
wertproblemen [Gar98, GG00], singula¨r gesto¨rten Problemen [NH00] und parabolischen
Gleichungen fu¨r Optionspreisaufgaben [Rei04].
Weiterhin existieren enge Bezu¨ge zu den bereits erwa¨hnten Boolean und blending-
Methoden [Del82, DS89, BDJ92] so wie der splitting extrapolation-Methode [LLS95].
Desweiteren bestehen A¨hnlichkeiten zwischen der Du¨nngitterkombinationstechnik und an-
deren additiven Ansa¨tzen zur Funktionsdarstellung wie ANOVA [Wah90] oder Ensemble
Methoden [Die00], bei denen ebenfalls Summen von Teilfunktionen gebildet werden.
4.2 Verallgemeinerte du¨nne Gitter mit der
Kombinationstechnik
Eine erste einfache Verallgemeinerung der Kombinationstechnik besteht aus einer Gradie-
rung der Gitter [GT95, GG00], um durch diese nun ortsadaptiven Gitter unter anderem
Singula¨rita¨ten besser aufzulo¨sen. Ein allgemeines Konzept fu¨r eine ortsadaptive Kombina-
tionstechnik wird in [NH00] vorgestellt. In den von uns betrachteten Anwendungen spielt
eine Ortsadaptivita¨t allerdings keine gro¨ßere Bedeutung, wichtiger ist hierbei eine unter-
schiedliche Auflo¨sung der einzelnen Dimensionen. Dazu existieren Erweiterungen mittels
anisotropen du¨nnen Gittern [GH95, Hub96, GG98, BM03] und komplexere Ansa¨tze basie-
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rend auf verallgemeinerten du¨nnen Gittern [GG03, Heg03], wobei das Gitter dimensions-
adaptiv bestimmt wird.
Eine erweiterte Definition im Rahmen des urspru¨nglichen Du¨nngitteransatzes wird
bereits in [Bun92] durch die so genannten du¨nnen Gitter auf Basis der Energienorm ein-
gefu¨hrt. Der Ansatz einer vera¨nderten Ausdu¨nnung des Gitters wird in [Kna00] weiter
generalisiert und ein Zusammenhang zwischen dem Ausdu¨nnungsgrad des Gitters und der
Glattheit der darzustellen Funktion, gemessen in geeigneten verallgemeinerten Sobolevnor-
men, gezeigt. Fu¨r diese du¨nnen Gitter mit variablem Ausdu¨nnungsgrad wird in [Kna00]
auch eine Kombinationstechnik eingefu¨hrt. Ein anderes Konzept eines Ausdu¨nnungsgrad
fu¨r die Kombinationstechnik wird in [Kra02] vorgestellt.
4.2.1 Anisotrope du¨nne Gitter
In [GH95, Hub96] werden erstmals anisotrope du¨nne Gitter durch zusa¨tzliche Gewich-
tungsfaktoren κt fu¨r jede Koordinatenrichtung t definiert. Die neue Maschenweite hˆ wird
dabei bestimmt durch hˆt := κ−1t ·ht mit κt ∈ N, κt ≥ 2. Die grundsa¨tzliche Form der Kom-
binationstechnik wird dabei aber nicht vera¨ndert. In a¨hnlicher Weise werden in [BM03]
anisotrope du¨nne Gitter genutzt.
In [GG98] werden anisotrope du¨nne Gitter mittels einem auf der Gewichtung von
einzelnen Dimensionen durch unterschiedliche maximale Verfeinerungslevel aufbauendem
Konzept eingefu¨hrt. Weiterhin wird eine verallgemeinerte Kombinationsformel definiert.
Definieren wir nun fu¨r einen gegebenen Levelindex n = (n1, . . . , nd) eines anisotropen
du¨nnen Gitters die zugeho¨rige Indexmenge In durch all jene Indizes, die auf oder unter
der durch die Indizes (n1, 0, . . . , 0), . . . , (0, . . . , 0, nt, 0, . . . , 0), . . . , (0, . . . , 0, nd) definierten





≤ 1, kt ≥ 0, (4.19)
wobei kt/nt := 0 fu¨r nt = 0 gesetzt wird. Die Indexmenge bildet also einen verzerrten
Simplex. Die Vereinigung aller Gitter Ωk mit k ∈ In ergibt nun ein anisotropes du¨nnes
Gitter ΩIn vom Level n. Den dazugeho¨rigen Du¨nngitterraum bezeichnen wir mit VIn .
Weiterhin definieren wir die charakteristische Funktion χIn von In durch
χIn(k) :=
{
1 falls k ∈ In,
0 sonst.






(−1)|z|1 · χIn(k + z)
 fk(x) (4.20)
fu¨r anisotrope du¨nne Gitter definiert werden, siehe hierzu auch [GG98, HKZ00, Kna00].
Natu¨rlich werden bei der numerischen Umsetzung nur die Gitter Ωk behandelt, fu¨r die die
Summe u¨ber die charakteristische Funktion χIn der Nachbarn k + z ungleich null ist.
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Abbildung 4.6. Normale Kombinationstechnik fu¨r den Index I4,4 und anisotrope
Kombinationstechnik fu¨r den Index I7,4. Die Indizes (l1, l2), die nach (4.19) zum Indexset
geho¨ren sind grau unterlegt. Zusa¨tzlich sind die Indizes mit einem Kreis gekennzeichnet,
sofern das dazugeho¨rige Gitter nach Kombinationsformel (4.20) einen Faktor ungleich
Null aufweist. Die Achsen sind jeweils von Null bis Sieben durchnummeriert.
In Abbildung 4.6 sind die Indexmengen zweier Kombinationstechniken schematisch
dargestellt, einmal I4,4 zur regula¨ren Kombinationstechnik, und einmal I7,4 zur anisotropen.
Sofern die charakteristischen Funktion χIn eines Index ungleich Null ist, d.h. wenn das
dazugeho¨rige Gitter in der Kombinationstechnik benutzt wird, ist dieser Index mit einem
Kreis gekennzeichnet.
Zu solchen anisotropen Gittern verwandte Funktionenra¨ume werden in [SW98, HW00]
durch gewichtete Sobolovra¨ume fu¨r Integrationsprobleme eingefu¨hrt. Dort wird mit Hilfe
dieser Ra¨ume das Fehlerverhalten bei der numerischen Integration von Quasi-Monte-Carlo-
Verfahren in Abha¨ngigkeit von der Gewichtung der einzelnen Dimensionen untersucht.













wobei |u| die Kardinalita¨t von u ist. (xu, 1) ist der d-dimensionale Vektor deren j-te Kom-
ponente definiert ist durch
(xu, 1)j :=
{
xj , j ∈ u,
1, sonst.









Es zeigt sich, dass der Raum Fγ mit innerem Produkt 〈f, g〉γ und Norm ‖f‖2γ := 〈f, f〉γ
ein Hilbertraum ist. Die Rolle der Gewichte zeigt sich dadurch, dass fu¨r kleines γu die
quadrierten partiellen Ableitungen |∂|u|f/∂xu|2 a¨hnlich klein werden mu¨ssen, um zur Ein-
heitskugel in Fγ zu geho¨ren.
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Weiterhin ist der Raum Fγ auch ein Tensorproduktraum, er kann geschrieben werden
als
Fγ = F1,γ1 ⊗ · · · ⊗ Fd,γd .




(1 + γj min(1− xj , 1− yj)) .
Fγ kann auch als Sobolevraum H1mix,γ mit dominierender gemischter und dimensions-
gewichteter Ableitung bezeichnet werden, analog zu den bei du¨nnen Gittern gebra¨uchli-
chen Sobolevra¨umen H1mix mit dominierender gemischter Ableitung. Hierzu definieren wir
H1mix,γ als
H1mix,γ([0, 1]
d) := H1γ1([0, 1])⊗ · · · ⊗H1γd([0, 1]),
wobei gilt
H1γj ([0, 1]) = Fj,γj ([0, 1]).
Es seien an dieser Stelle noch die so genannten klassischen anisotropen Sobolevra¨ume
H
l











erwa¨hnt, siehe [Dac03] und Referenzen dort. Fu¨r diese Ra¨ume wird weiterhin eine gemit-













Bei diesen Ra¨umen sind also die einzelnen Dimensionen unterschiedlich glatt, im Gegensatz
zur Definition 4.21, wo die einzelnen Dimensionen unterschiedlich gewichtet werden, aber
die gleiche Glattheit mit dominierender gemischter Ableitung vorliegt. Weiterhin liegt
bei den anisotropen Sobolevra¨umen auch keine Tensorproduktstruktur vor. Fu¨r Aussagen
u¨ber das Verhalten von diskreten Approximationen, insbesondere beim Vorliegen einer
Tensorproduktstruktur im Problem oder beim Verfahren, bringt die Nutzung dieser Ra¨ume
somit nicht den Vorteil, den Sobolevra¨ume mit dimensionsgewichteter und dominierender
gemischter Ableitung in sich tragen.
4.2.2 Du¨nne Gitter mit variablem Ausdu¨nnungsgrad
Erste Ansa¨tze zur Vera¨nderung des Ausdu¨nnungsgrades eines du¨nnen Gitters werden in
[Bun92] dargestellt. Ausgehend von der Beobachtung, dass in der H1-Seminorm |f |H1 , oft
auch als Energienorm ‖f‖E bezeichnet, die im Vergleich zu (4.11) scha¨rfere Abscha¨tzung
‖fl‖E ≤ C(|f |∞, d)h2l1 · . . . · h2ld · max1≤j≤d
(
h2l1 · . . . · h2ld
h2lj
)
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gilt, werden im Vergleich zur Standardformulierung sta¨rker ausgedu¨nnte Gitter definiert.
In der Energienorm liefern nach dieser Abscha¨tzung Teilra¨ume mit |l|1 = c und l1 ≈ . . . ≈
ld deutlich kleinere Beitra¨ge als solche mit |l|1 = c und sehr unterschiedlichen Werten lj ,
d.h. min(lj) ¿ max(lj). Deswegen werden Teilra¨ume Wl mit vielen Basiselementen, aber
einem geringen Anteil an der Problemlo¨sung, nach einem bestimmtem Kosten-Nutzen-
Verha¨ltnis vernachla¨ssigt.
Du¨nne Gitter auf Grundlage der Energienorm werden mit diesen U¨berlegungen in
[Bun92] u¨ber die folgende Indexmenge IEn definiert
IEn :=
l ∈ Nd
∣∣∣∣∣∣|l|1 + 12 min1≤j≤d
∑
k 6=j
lk ≤ n+ 32d− 1
 . (4.22)
Die Dimension des dazugeho¨rigen Du¨nngitterraums VIEn weist die Ordnung O(h
−1
n ) auf,
wobei die Konstante wie bisher exponentiell von der Dimension d abha¨ngt. Der Approxi-
mationsfehler fu¨r Funktionen aus H2mix in der Energienorm betra¨gt
‖f − fIEn ‖E = O(hn),
was dem Interpolationsfehler in der Energienorm bei der Verwendung von vollen Gittern
entspricht. Allerdings wird der Du¨nngitter-Ansatz auf der Basis der Energienorm bisher
nicht fu¨r eine verallgemeinerte Kombinationstechnik genutzt.
In [BG99] wird u¨ber eine optimale bina¨re Lo¨sung eines Rucksack-Problems eine weiter
verkleinerte Indexmenge fu¨r ein du¨nnes Gitter auf Basis der Energienorm wie folgt definiert
IEn :=
l ∈ Nd




 ≤ (n+ d− 1)− 1
5
· log2(4n + 4d− 4)
 . (4.23)
Es ergeben sich die gleichen Approximations- und Dimensionsordnungen wie fu¨r das du¨nne
Gitter auf Basis der Energienorm nach [Bun92]. Allerdings ist bei der Abscha¨tzung der
Dimension des diskreten Raumes die Konstante fu¨r Definition 4.23 kleiner.
In [GK00, HKZ00, Kna00] wird das Konzept des Ausdu¨nnungsgrades eines du¨nnen
Gitters weiter verallgemeinert und mit Approximationsaussagen abha¨ngig von Glattheits-
bedingungen so verknu¨pft, das Aussagen u¨ber ein optimales Gitter zur Approximation
einer Funktion, abha¨ngig von deren Glattheit, mo¨glich sind. Optimal versteht sich hierbei
als gro¨ßtmo¨gliche Reduktion der Anzahl der Freiheitsgrade im Vergleich zum vollen Gitter
bei gleichbleibender Approximationsordnung.
Die dazu beno¨tigten Funktionenra¨ume sind Verallgemeinerungen der Sobolevra¨ume
mit dominierender gemischter Ableitung Htmix und wie folgt definiert:
Ht,lmix := H
t1+le1





k1 ⊗ . . .⊗Hkd .
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und I18 (zeilenweise von links oben nach rechts unten), wobei die Gitter, die einen Faktor












8 ergeben sich wenn die Achsen mit der Nummerierung von




8 sind die in I
E
8 zusa¨tzlich enthaltenen Indizes gestreift dargestellt. Die Indexmenge zur
Definition (4.23) entspricht fu¨r diesen Level der Indexmenge Iˆ0.58 .





render gemischter Ableitung und den u¨blichen Sobolevra¨umen H l = H0,lmix. In [GK00,
HKZ00, Kna00] werden Approximationsaussagen in diesen Funktionenra¨umen mit diskre-






ITn := {l ∈ Nd | |l|1 − T |l|∞ ≤ n− Tn}, (4.24)
wobei fu¨r T = −∞ mit der natu¨rlichen Erweiterung
I∞n := {l ∈ Nd | |l|∞ ≤ n}
das bekannte volle Gitter dargestellt wird. Mit T = 0 ergibt sich der Du¨nngitterraum V sn ,
fu¨r T = 1 der Extremraum mit Teilgittern, die in einer Dimension den Index n besitzen
und in den anderen 0. Siehe Abbildung 4.7 fu¨r zweidimensionale Beispielmengen.
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Abbildung 4.8. Die Grenzfla¨chen der Indexmengen fu¨r die verschiedenen du¨nnen
Gitter auf Basis der Energienorm in zwei Dimensionen (links) und drei Dimensionen
(mitte und rechts). Die Indexmengen nach [BG99] und fu¨r T = 0.4 nach [Kna00] sind
nahezu identisch.
Mit diesen Indexmengen la¨sst sich mittels der Formel (4.20) auch eine Kombinati-
onstechnik definieren [HKZ00, Kna00]. Es ergeben sich dabei Kombinationstechniken des
Typs (4.15). Die fu¨r gewisse Probleme, wie der numerischen Behandlung von partiellen
Differentialgleichungen mit Dirichlet-Randwerten, geeignetere Kombinationstechnik der
Art (4.18), d.h. mit immer vorhanderen inneren Punkten in den Teilgittern, la¨sst sich mit
der folgenden Indexmenge erreichen:
IˆTn := {l ∈ Nd | |l|1 − T |l|∞ ≤ n+ d− 1− Tn}. (4.25)
In dieser Form werden diese Indexmengen in [GK00, HKZ00, Kna00] auch urspru¨nglich
eingefu¨hrt und untersucht.
Die du¨nnen Gitter auf Basis der Energienorm ko¨nnen na¨herungsweise in Form dieses
Ansatzes geschrieben werden. Aus der Definition (4.22) der Indexmenge IEn
3
2







lk ≤ n+ 32d− 1




∣∣∣∣|l|1 − 13 |l|∞ ≤ n+ d− 1− 13n+ 13
}
.
Bis auf die Konstante 1/3 entspricht dieses der Indexmenge Iˆ
1
3
n . Allerdings zeigt sich, dass
die Konstante eine im Vergleich zu Iˆ
1
3
n etwas gro¨ßere Indexmenge IEn erzeugt, siehe auch
Abbildung 4.7.
Die nach (4.23) definierte Indexmenge entspricht anna¨hernd der Menge Iˆ0.4n , sie ist
geringfu¨gig gro¨ßer. Siehe Abbildung 4.8 fu¨r Indexmengen in zwei und drei Dimensionen. Im
dreidimensionalen Fall ist zu erkennen, dass die beiden Indexmenge nahezu identisch sind,
nur bei Indizes mit a¨hnlich großen Einzelkomponenten ergeben sich kleine Unterschiede
zwischen den Mengen.
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Wir zitieren nun ein Approximationsresultat aus [GK00, Kna00]. Fu¨r diesen Satz wer-















beno¨tigt, wobei 0 ≤ t+ l < r, 0 ≤ t < r und r abha¨ngig von der Approximationsordnung
der zu Grunde liegenden eindimensionalen Multiskalenzerlegung, fu¨r Details siehe [GK00,
Kna00].
Satz 11. Sei eine eindimensionale Multiskalenbasis gegeben, so dass (4.26) bezu¨glich der
Tensorprodukt-Basen erfu¨llt ist. Die Parameter aus (4.26) seien so, dass die Beziehungen
s < t+ l < r und 0 ≤ t ≤ r gelten. Dann gilt fu¨r f ∈ Ht,lmix
inf
v∈V Tn
‖f − v‖Hs ≤




fu¨r T ≥ s−lt ,
C · 2(s−l−t)n‖f‖
Ht,lmix
fu¨r T ≤ s−lt .
(4.27)
Ab T > 0.5 gilt somit eine Fehlerabscha¨tzung mit Ordnung O(hn) in der Energienorm
fu¨r den betrachten Fall von Funktionen aus H2mix nicht mehr. Mit anderen Worten, das
du¨nnste Gitter der Form (4.25) mit der gewu¨nschten Approximationsordnung wird fu¨r
T = 0.5 erreicht.
Desweiteren liefert [GK00, Kna00] auch Aussagen u¨ber die Dimension der diskreten
Ra¨ume V Tn .















· 2n = O(2n) fu¨r 1/n < T < 1,
O(2
T−1
T/d−1n) fu¨r T < 0,
O(2dn) fu¨r T = −∞.
(4.28)








· 2n = O(2nnd−1) fu¨r 0 ≤ T ≤ 1/n. (4.29)
Mit diesen beiden Sa¨tzen ist es somit prinzipiell mo¨glich, fu¨r Approximationsprobleme
mit f ∈ Ht,lmix die Wahl eines Approximationsraumes V Tn abha¨ngig von der Glattheit
so zu treffen, dass die Anzahl der Freiheitsgrade mo¨glichst klein ist, aber trotzdem eine
mit dem vollen Gitter vergleichbare Approximationsordnung erreicht wird. Allerdings ist
in einer konkreten Anwendung normalerweise nicht bekannt, welcher Glattheitsklasse die
darzustellende Funktion angeho¨rt.
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4.2.3 Dimensionsadaptive Kombinationstechnik
Die im vorherigen Abschnitt vorgestellten du¨nnen Gitter mit variablem Ausdu¨nnungsgrad
weisen in allen Dimensionen gleiche Glattheitseigenschaften auf und sind in den diskreten
Ra¨umen jeweils gleich fein aufgelo¨st. Naheliegend ist eine Erweiterung mit anisotropen
Ansa¨tzen wie in Abschnitt 4.2.1 beschrieben. Dieses Konzept kann noch weiter verallge-
meinert werden, indem statt einer Hyperebene, wie bei anisotropen du¨nnen Gittern, oder
den Fla¨chen, die bei einem du¨nnen Gitter mit variablem Ausdu¨nnungsgrad entstehen,
noch weniger Voraussetzungen an die Grenzfla¨che der Indexmenge gestellt werden.
Dafu¨r betrachten wir nun verallgemeinerte Indexmengen I welche die so genannte
Zula¨ssigkeitsbedingung [GG03], oder Konsistenzbedingung [Pla00],
k ∈ I und j ≤ k ⇒ j ∈ I (4.30)






analog zur Definition der du¨nnen Gittern mit variablem Ausdu¨nnungsgrad. Diese erfu¨llen
ebenso wie die Indexmengen fu¨r anisotrope du¨nne Gitter offensichtlich (4.30).
Mit der Summationsformel (4.20) wird zu diesen verallgemeinerten du¨nnen Gittern
eine Kombinationstechnik definiert. Theoretische Betrachtungen der Eigenschaften von
vorgeschlagenen numerischen Integrationsverfahren basierend auf solchen Indexmengen
sind in [WW99, Pla00] dargestellt.
In Abbildung 4.9 sind zweidimensionale Beispiele fu¨r solche Indexmengen und der
dazugeho¨rigen Kombinationstechnik dargestellt, von der normalen Kombinationstechnik
u¨ber gewisse Anisotropien bis zu extremen Gittern, bei denen keine Kopplung zwischen
den einzelnen Dimensionen mehr auftritt. In ho¨herdimensionalen Anwendungen treten
solche Effekte versta¨rkt auf, sie ermo¨glichen und erfordern eine große Flexibilita¨t in der
Gitterwahl.
Entscheidend bei der Nutzung solcher verallgemeinerter du¨nner Gitter ist die geeig-
nete Wahl der Indexmenge I. Es kann externes Wissen u¨ber die Eigenschaften und das
Zusammenspiel von einzelnen Dimensionen vorhanden sein und so a priori eine Index-
menge ausgewa¨hlt werden. Im Allgemeinen muss aber das numerische Verfahren die Wahl
der benutzten Gitter automatisch und dimensionsadaptiv im Laufe der Berechnung selbst
ta¨tigen. In [Heg03] wird die grundsa¨tzliche Anwendungsmo¨glichkeit eines dimensionsad-
aptiven Ansatzes fu¨r die Kombinationstechnik am Beispiel von Interpolationsproblemen
vorgestellt. In [GG03] wird dieser Ansatz fu¨r die numerische Quadratur in einem dimen-
sionsadaptiven Verfahren praktisch umgesetzt, wobei fu¨r die numerische Integration zwar
dieselben Indexmengen benutzt werden, die Berechnung der Problemlo¨sung aber nicht
mit Formel (4.20) erfolgt, sondern die Ergebnisse der Teilprobleme einfach addiert wer-
den. Daru¨berhinaus werden effiziente Datenstrukturen zur Verwaltung der Indexmengen
beschrieben.
In einem dimensionsadaptiven Verfahren wird nun mit dem kleinsten Gitter begonnen,
die Indexmenge besteht somit nur aus dem Gitter zum Index 0 = (0, . . . , 0), d.h. I = {0},
und nach und nach werden weitere Indizes hinzugefu¨gt so dass:
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Abbildung 4.9. Kombinationstechnik fu¨r das normale und zwei verallgemeinerte
du¨nne Gitter.
(i) die neue Indexmenge weiterhin zula¨ssig ist und
(ii) das zugeho¨rige Teilproblem einen mo¨glichst großen Beitrag zur Lo¨sung des Problems
liefert.
Fu¨r den zweiten Punkt wird eine Methodik beno¨tigt, die fu¨r jedes neue Gitter den poten-
tiellen Beitrag zur Problemlo¨sung scha¨tzt. Bei der numerischen Integration ist dies zum
Beispiel einfach das Teilintegral auf dem jeweiligen Gitter, bei Approximationsproblemen
kann untersucht werden, um wie viel ein Gitter das der Approximation zu Grunde liegen-
de Fehlerfunktional verkleinert. Wir unterscheiden hierbei zwischen einem Fehlerindikator
und einem Fehlerscha¨tzer. Einem Fehlerscha¨tzer liegt dabei eine Theorie zu Grunde, die
Aussagen u¨ber die Qualita¨t der Scha¨tzung ermo¨glicht, fu¨r einen Fehlerindikator existiert
eine solche Theorie im Allgemeinen nicht, er ist meist heuristisch oder anschaulich be-
gru¨ndet. Wir benutzen im Weiteren den Begriff des Fehlerindikators.
Das Adaptionskriterium entscheidet dann abha¨ngig von diesem Fehlerindikator und
eventuell weiteren Werten, wie dem Aufwand fu¨r die Berechnung einer Teillo¨sung, wel-
ches Gitter den gro¨ßten Nutzen bei der Problemlo¨sung liefert. Dieses wird zur Index-
menge hinzugefu¨gt und in dessen vorderer Nachbarschaft werden weitere Gitterkandida-
ten gesucht. Dabei bezeichnen wir als vordere Nachbarschaft eines Index k die Menge
{k + et, 1 ≤ t ≤ d}, die Menge {k − et, 1 ≤ t ≤ d} nennen wir die hintere Nachbarschaft.
Diese Prozedur la¨uft solange bis ein geeignet zu definierendes globales Stoppkriterium fu¨r
einen globalen Fehlerindikator E erfu¨llt ist, d.h. weitere neue Gitter nur noch einen sehr
kleinen Beitrag zur Problemlo¨sung liefern wu¨rden.
Zur Pru¨fung der Zula¨ssigkeit eines neuen Index ist es notwendig, die a¨ußere Schicht
der bisher betrachteten Indizes zu betrachten. Die Menge A dieser so genannten aktiven
Indizes entha¨lt die Elemente aus I, deren vordere Nachbarn noch nicht betrachtet wurden.
Die Menge O, genannt der alte Indexset (O fu¨r engl. old), entha¨lt alle anderen Indizes von
I, d.h. O := I\A. Ein Index kann nur dann zu der aktiven Indexmenge neu hinzugefu¨gt
werden, wenn alle hinteren Nachbarn in der alten Indexmenge sind.
Sofern sichergestellt ist, dass jedes weitere Gitter einen positiven Beitrag zur Pro-
blemlo¨sung liefert, wie das z.B. bei der numerischen Integration der Fall ist [GG03], kann
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jedes neu untersuchte Gitter sofort zur Gesamtlo¨sung addiert werden. In diesem Fall be-
steht die Kombinationslo¨sung aus allen Gittern mit Indizes in I. Es kann aber auch die
Situation eintreten, dass eine Teillo¨sung das Gesamtergebnis verschlechtert, hierbei besteht
die Kombinationslo¨sung dann nur aus Gitterindizes, die in O enthalten sind. Desweiteren
kann es auch numerisch stabiler sein, mit der zweiten Variante zu arbeiten, obwohl die
Problemstellung auch die erste Variante erlauben wu¨rde.
Symbole und Initialisierung:
i := 0
A := {i} aktive Indexmenge




while (E > TOL) do
wa¨hle i ∈ A mit gro¨ßtem εi
O := O ∪ {i}
A := A\{i}
for t = 1, . . . , d do
j := i+ et
if j − el ∈ O fu¨r alle l = 1, . . . , d then
A := A ∪ {j}
berechne Teilproblem fu¨r Index j
endif
endfor
sofern notwendig (abha¨ngig von Problem und Fehlerindikator)
berechne lokale Fehlerindikatoren εk fu¨r alle k ∈ A
sonst
berechne lokalen Fehlerindikator εj fu¨r alle j := i+ et mit j ∈ A
berechne Gesamtfehlerindikator E
endwhile
Berechne Kombinationstechnik fu¨r Elemente aus I beziehungsweise O
Abbildung 4.10. Der dimensionsadaptive Algorithmus.
Aus diesen U¨berlegungen ergibt sich damit der in Abbildung 4.10 dargestellte Al-
gorithmus. In jedem Schritt des dimensionsadaptiven Verfahrens wird das Element der
aktiven Indexmenge A mit dem gro¨ßtem lokalen Fehlerindikator ausgewa¨hlt und der alten
Indexmenge O hinzugefu¨gt. In der vorderen Nachbarschaft dieses Index werden dann alle
zula¨ssigen Teilprobleme berechnet und der aktiven Indexmenge hinzugefu¨gt. Abha¨ngig von
Problem und Fehlerindikator kann es dabei notwendig sein, die lokalen Fehlerindikatoren
der anderen aktiven Gitter neu zu berechnen. Anschließend wird der globale Fehlerindika-
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Abbildung 4.11. Einige Schritte eines dimensionsadaptiven Verfahrens. Darge-
stellt sind die Indizes der beteiligten Gitter, wobei aktive Indizes i ∈ A dunkelgrau darge-
stellt sind und alte Indizes i ∈ O hellgrau. Der jeweils ausgewa¨hlte aktive Index mit dem
gro¨ßten Fehlerindikator ist gestreift dargestellt und Pfeile in die zula¨ssigen vorderen Nach-
barn sind angetragen. Die Du¨nngitterlo¨sung besteht aus den Elementen der Indexmenge I
(oben) beziehungsweise O (unten), wobei die Gitter die einen Faktor ungleich Null nach
der Kombinationsformel (4.20) aufweisen mit einem Kreis versehen sind.
tor E neu berechnet.
Diese Prozedur wird solange wiederholt, bis der globale Fehlerindikator eine gegebene
Toleranzschwelle unterschreitet oder eine gegebene maximale Rechenzeit u¨berschritten
ist. Anschließend wird die durch die dimensionsadaptive Kombinationstechnik ermittelte
Du¨nngitterlo¨sung aus den Elementen aus I beziehungsweise O berechnet.
In der Abbildung 4.11 sind einige Adaptionsschritte eines zweidimensionales Beispiels
dargestellt. Anhand ihres Fehlerindikators werden nacheinander die Indizes (1,1), (2,1),
(0,3) und (3,1) ausgewa¨hlt und jeweils ihre vorderen Nachbarn auf Zula¨ssigkeit untersucht.
Nur im ersten Fall werden beide Nachbarn in die aktive Indexmenge A aufgenommen. Im
letzten Fall ist sogar keiner der vorderen Nachbarn zula¨ssig, so dass im na¨chsten Schritt
nur mit den verbleibenden Indizes der aktiven Menge weitergearbeitet wird.
Es besteht die Hoffnung, dass effiziente dimensionsadaptive Verfahren heuristisch eine
optimale Indexmenge im Sinne von [GK00, Kna00] aufbauen, was eng verwandt mit der
N-Term-Bestapproximation [DeV98] ist.
Die gewichteten Sobolevra¨umen (4.21) stellen einen anderen Funktionenraum dar, der
Indexmengen definiert, die in den einzelnen Dimension unterschiedlich ausgepra¨gt sind.
Die Definition des inneren Produktes (4.21) fu¨r gewichtete Sobolevra¨ume kann nun da-
hingehend verallgemeinert werden, dass die einzelnen Gewichte γu nicht mehr als Produkt
von Dimensionsgewichten definiert werden, d.h. γu =
∏
j∈u γj , sondern fu¨r jede Indexmen-
ge u einzeln. In [SWW04] wird dieser Ansatz fu¨r die numerische Integration untersucht.
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Dazu wird dort der Begriff des gewichteten Sobolevraums mit Gewichten von beschra¨nkter












wobei |u| die Kardinalita¨t von u bezeichnet. Die γu sind beliebige nichtnegative Zahlen, von
denen einige gleich Null sein du¨rfen, in diesem Fall werden Grenzwerte von positiven γu
betrachtet. xu bezeichnet den |u|-dimensionalen Vektor der Komponenten xj mit j ∈ u, und
x−u bezeichnet den Vektor x{1,...,d}\u. Weiterhin bezeichnet (xu, a−u) einen d-dimensionalen
Vektor dessen j-te Komponente definiert ist durch
(xu, a−u)j :=
{
xj , j ∈ u,
aj , sonst.
Fu¨r u = ∅ wird die Konvention benutzt, dass ∫[0,1]0 f(x∅, a−∅) dx∅ = f(a), und ohne Be-
schra¨nkung der Allgemeinheit wird γ∅ = 1 angenommen. Der Punkt a = (a1, . . . , ad) wird
Anker genannt, der Raum wird auch als verankerter Sobolevraum bezeichnet [SWW04].
Mit a = 1 und Produktgewichten γu erhalten wir die Darstellung (4.21) aus Abschnitt
4.2.1.
Der Raum H(ka) ist wiederum ein Hilbertraum mit reproduzierendem Kern, dieser











min(|x− aj |, |y − aj |), falls (x− aj)(y − aj) > 0,
0, sonst.
Hier wird die Konvention benutzt, dass fu¨r u = ∅ das Produkt in der Summationsformel fu¨r
den Kern gleich 1 ist, und ohne Beschra¨nkung der Allgemeinheit wird γ∅ = 1 angenommen.
Mit diesen Definitionen wird in [SWW04] untersucht, wie hoch der Aufwand zur Re-
duktion des Fehlers um einen Faktor ε fu¨r Quasi-Monte-Carlo-Verfahren ist, sofern die
Funktion aus einem solchen gewichteten Sobolevraum stammt. Falls die Gewichte nun
von beschra¨nkter Ordnung q sind, d.h. wenn ein q existiert mit
γu = 0 ∀u mit |u| > q, (4.32)
wird gezeigt, dass der Aufwand eines effizienten QMC-Verfahrens die Ordnung O(ε−2 · 3q)
aufweist und somit unabha¨ngig von der Dimension d des Problems ist.
Das Integrationsproblem und das Approximationsproblem sind eng verwandt [HW00],
deswegen besteht die Hoffnung in weiteren Untersuchungen diese Resultate in geeigneter
Weise auf ein verallgemeinertes du¨nnes Gitter, welches mit einem dimensionsadaptiven
Verfahren erzeugt wird, u¨bertragen zu ko¨nnen.
Ein effizientes dimensionsadaptives Verfahren sollte nun passend zu den Gewichten die
diskreten Teilra¨ume bestimmen. Jedes Gewicht γu tra¨gt hierbei zwei Informationen, zum
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einen den Wert des Gewichtes, d.h. die Bedeutung des Indizes u, was eine gewisse diskrete
Auflo¨sung des Teilgitters impliziert, zum anderen die im Index enthaltenen und somit zu
nutzenden Dimensionen. Bisher haben wir in der verallgemeinerten Kombinationstechnik
Teilgitter betrachtet, die in allen Dimensionen leben. Das Konzept von gewichteten So-
bolevra¨umen mit Gewichten von beschra¨nkter Ordnung legt es nun aber nahe, Gitter zu
nutzen, die nicht in allen Dimensionen leben, jeweils passend zum Index γu mit |u| ≤ q. Im
folgenden Abschnitt betrachten wir dafu¨r eine etwas andere Hierarchie mit zugeho¨rigem
Teilraumschema.
4.2.4 Hierarchie mit konstanten Funktionen
Eine andere hierarchische Darstellung einer Funktion aus Vn mit vielen Konsequenzen
fu¨r das resultierende Verfahren wollen wir nun genauer vorstellen. Dazu definieren wir
nun geringfu¨gig andere hierarchische Differenzra¨ume W˜l, analog zur Definition der Diffe-
renzra¨ume Wl aus (4.5), und Basisfunktionen φ˜l,j(x) basierend auf den Basisfunktionen
φl,j(x). Der Unterschied besteht in der Einfu¨hrung einer Stufe unter der bisherig kleinsten








Desweiteren definieren wir die eindimensionalen Basisfunktionen φ˜l,j(x) durch
φ˜−1,0 := 1,
φ˜0,0 := φ0,1,
φ˜l,j := φl,j fu¨r l ≥ 1,
mit φl,j definiert nach (4.4). Es gilt offensichtlich φ0,0 = φ˜−1,0− φ˜0,0. Die d-dimensionalen





Der Wechsel von Stufe -1 zu Stufe 0 kann als U¨bergang von konstanten zu linearen Basis-
funktionen aufgefasst werden. Weiterhin definieren wir neue hierarchische Teilra¨ume W˜l
analog zu (4.8)
W˜l = span{φ˜l,j , j ∈ B˜l}, (4.35)
siehe auch Abbildung 4.12.
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Wˆ0,3 W1,3 W2,3 W3,3
Wˆ0,2 W1,2 W2,2 W3,2
Wˆ0,1 W1,1 W2,1 W3,1
Wˆ0,0 Wˆ1,0 Wˆ2,0 Wˆ3,0
Abbildung 4.12. Tra¨ger der hierarchischen Basisfunktionen des Raumes V3. Zum
Raum V˜ s3 geho¨ren zusa¨tzlich die nicht dargestellten Teilra¨ume W˜4,−1 und W˜−1,4.
Auch hier gilt wiederum V˜n = Vn fu¨r n ≥ 0. Die entsprechende Definition von Du¨nngit-





hat jedoch keine analoge Beziehung zu den urspru¨nglichen Ra¨umen V sn . Allerdings gilt






W˜l fu¨r n ≥ 0,
























Abbildung 4.13. Kombinationstechnik der Stufe 3 basierend auf vera¨nderter
Hierarchie, d = 2, n = 3.
siehe wiederum Abbildung 4.12.
Die natu¨rliche Fortsetzung des U¨bergangs von konstanten zu linearen Basisfunktionen
wa¨re die Nutzung quadratischer, kubischer, usw. Basisfunktionen fu¨r die na¨chsten Stufen.
Dieser Ansatz kann grundsa¨tzlich auch verfolgt werden.
In analoger Weise zu (4.14) und (4.15) kann nun fu¨r die Ra¨ume V˜ sn eine Kombinati-
onstechnik definiert werden durch












siehe auch Abbildung 4.13.
Der entscheidende Vorteil der Verwendung von konstanten Basisfunktionen in der Hier-
archie zeigt sich im ho¨herdimensionalen Fall. Eine Tensorierung mit einer Konstanten er-
zeugt keine zusa¨tzlichen Freiheitsgrade. So bleibt eine (d − 1)-lineare Funktion nach der
Verknu¨pfung mit einer Konstanten in der d-ten Dimension weiterhin (d− 1)-linear, durch
das Produkt wird somit kein zusa¨tzlicher Freiheitsgrad hinzugewonnen. Es mag auf den
ersten Blick widersinnig sein, diese Eigenschaft als Vorteil zu sehen, in der numerischen
Realisierung des Verfahrens zeigen sich allerdings Vorteile. Da nun die Dimensionen mit
konstanten Basisfunktionen nicht benutzt werden, vera¨ndert sich die Komplexita¨t der Teil-
probleme. In der urspru¨nglichen Hierarchie hat das kleinste mo¨gliche Gitter Ω0 bereits 2d
Punkte, nun hat das kleinste Gitter Ω−1 genau einen Punkt. Somit sind fu¨r deutlich ho¨her-
dimensionale Probleme Teilgitter berechenbar. Fu¨r die Kombinationstechnik nach (4.39)
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ergeben sich allerdings dadurch keine Vorteile, da auch alle bisherigen Gitter berechnet
werden mu¨ssen.
Anders ist dies bei einer dimensionsadaptiven Kombinationstechnik, hier werden wie
in Abschnitt 4.2.3 beschrieben die Gitter adaptiv ausgewa¨hlt. Insbesondere kann mit ei-
nem verallgemeinerten du¨nnen Gitter, das eine Hierarchie mit konstanten Basisfunktionen
nutzt, nun ein gewichteter Sobolevraum (4.31) mit beschra¨nkter Ordnung der Gewichte ge-
eignet diskretisiert werden. Somit ist die Gro¨ße der Teilgitter in der Kombinationstechnik
fu¨r die Darstellung einer Funktion aus einem d-dimensionalen gewichteten Sobolevraum
nicht mehr abha¨ngig von der Dimension d, sondern dementsprechend von der Ordnung q
der Gewichte.
Entsprechend der Definition (4.32) der Ordnung eines gewichteten Sobolevraums wer-
den wir im Weiteren auch von der Ordnung q, oder auch der effektiven Dimension, eines
verallgemeinerten du¨nnen Gitters auf Basis der Hierarchie mit konstanten Basisfunktionen







1 falls li > −1
0 falls li = −1
}
.
Es sei abschließend bemerkt, dass wir uns bisher nur mit einer Sorte von Hierarchie
bescha¨ftigt haben, na¨mlich der Verfeinerung eines Gitters durch Hinzunahme von weiteren
Punkten, gesteuert durch die Halbierung des Abstandes der beteiligten Gitterpunkte, die
so genannte h-Verfeinerung. Es lassen sich aber auch andere Formen einer Hierarchie
nutzen. Als mo¨gliche Beispiele seien erwa¨hnt
• Funktionen φj , die konstant auf dem Teilintervall [j/2n, (j + 1)/2n] sind. Dies fu¨hrt
zu Haar-Wavelets.
• Stetige Funktionen φj , die linear auf dem Intervall [j/2n, (j + 1)/2n] sind.
• Funktionen φ : C → R, die konstant auf Aj sind, wobei
⋃
Aj = C eine Aufteilung
der Menge C ist.
• Regressionsba¨ume und Multivariate Splines.
Auch mit diesen Hierarchien lassen sich Differenzra¨ume und Teilra¨ume definieren und das
Prinzip des systematischen Ausdu¨nnens eines Funktionenraumes la¨sst sich entsprechend
anwenden [Heg03].
In diesem Kapitel haben wir die Diskretisierung mit du¨nnen Gittern nach [Zen91] und
die Kombinationstechnik zur Bestimmung von Funktionen auf du¨nnen Gittern eingehend
betrachtet. Wir haben Erweiterungen in Form von anisotropen du¨nnen Gittern, solchen
mit variablem Ausdu¨nnungsgrad und schließlich verallgemeinerten du¨nnen Gittern be-
schrieben. Um verallgemeinerte du¨nne Gitter angepasst an das Problem bestimmen zu
ko¨nnen haben wir eine dimensionsadaptive Kombinationstechnik vorgestellt. Mit Hilfe
von verallgemeinerten Du¨nnen Gittern auf Basis einer Hierarchie mit konstanten Funkti-
on ko¨nnen weiterhin Funktionen mit einer effektiven Dimension q < d geeignet dargestellt
werden. Im folgenden Kapitel bescha¨ftigen wir uns nun mit der Anwendung von du¨nnen





Wir betrachten nun die Anwendung der Du¨nngitter-Kombinationstechnik bei der numeri-
schen Realisierung der Funktionsrekonstruktion nach Kapitel 3. Insbesondere untersuchen
wir dabei die Komplexita¨t des Verfahrens in Bezug auf die Menge der Datenpunkte be-
ziehungsweise die Zahl der Dimensionen. Weiterhin erla¨utern wir numerische Vorteile, die
sich durch die Verwendung einer simplizialen Diskretisierung auf den Teilgittern der Kom-
binationstechnik ergeben. Anschließend beschreiben wir, wie das Verfahren einfach aber
effizient parallelisiert werden kann.
Du¨nne Gitter beno¨tigen, wie in Kapitel 4 dargestellt, zur Approximation von Funk-
tionen gewisser Glattheitsklassen O(h−1n · log(h−1n )d−1) Gitterpunkte, im Gegensatz zu
O(h−dn ) bei vollen Gittern, d.h. sie weisen eine deutlich geringere Steigerung mit der Zahl
der Dimensionen auf. Allerdings ist diese in der Du¨nngitter-Literatur u¨bliche Ordnungs-
abscha¨tzung eine Darstellung bezu¨glich der Verfeinerung h, so werden von der Dimension
d abha¨ngige Konstanten nicht explizit aufgefu¨hrt. Wie in Kapitel 4 gesehen hat ein du¨nnes
Gitter mindestens die Gro¨ße 2d, d.h. die Komplexita¨t des Verfahrens ha¨ngt exponentiell
von der Zahl der Dimensionen ab. Sofern mit einem dimensionsadaptiven Verfahren ver-
allgemeinerte du¨nne Gitter bestimmt werden und deren effektive Dimension q < d ist,
ha¨ngen die Komplexita¨ten des Verfahrens entsprechend von q ab.
Andere funktionsorientierte Ansa¨tze, die urspru¨nglich zur Darstellung von diskreten
Daten entwickelt wurden, nutzen Basisfunktionen auf den Datenpunkten, wie z.B. Ansa¨tze
mit radialen Basisfunktionen oder Support Vektor Maschinen. Die Komplexita¨t dieser Ver-
fahren skaliert zwar nicht exponentiell mit der Zahl der Dimension, sie weisen allerdings
nichtlinearen Aufwand bezu¨glich der Menge der Datenpunkte auf und sind fu¨r große Da-
tenmengen in der Praxis nicht geeignet.
Der Ansatz mit festen Gitterpunkten, auf denen Basisfunktionen definiert sind, wobei
die Gitterpunkte unabha¨ngig von den Datenpunkten gewa¨hlt werden, ist in diesem An-
wendungsgebiet neu und wird erst durch die Nutzung von du¨nnen Gittern realisierbar.
Der entscheidende Vorteil im Vergleich zu den erwa¨hnten maschinellen Lernverfahren, die
nichtlinear bezu¨glich der Zahl der Dateninstanzen skalieren, ist die Beobachtung, dass die
Verwendung von du¨nnen Gittern ein maschinelles Lernverfahren ermo¨glicht, welches linear
in der Zahl der Datenpunkte skaliert, aber trotzdem eine nichtlineare Funktion darstellt.
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5.1 Funktionsrekonstruktion mit du¨nnen Gittern
Beim Ansatz der der Du¨nngitter-Kombinationstechnik zur Funktionsrekonstruktion gehen
wir wie folgt vor: Wir diskretisieren und lo¨sen fu¨r eine Datenmenge
S = {(xi, yi) ∈ Rd ×R}Mi=1
das Variationsproblem (3.1) mit Funktional (3.7) auf einer bestimmten Sequenz von ani-
sotropen Gittern Ωl mit a¨quidistanten Maschenweiten ht = 2−lt in der t-ten Koordinaten-
richtung. Genauer betrachten wir
Ωl mit l ∈ I,
mit einer nach (4.30) zula¨ssigen Indexmenge I. Im Folgenden werden wir fu¨r das numerische
Verfahren immer den Gradienten S = ∇ im Regularisierungsausdruck (3.5) benutzen. Wir






(f(xi)− yi)2 + λ‖∇f‖2L2 , f ∈ VI. (5.1)
Es sei darauf hingewiesen, dass der hier benutzte Regularisierungsoperator ∇ in einem
unendlich dimensionalen Funktionenraum die Morozovsche Komplementbedingung (2.21)
beziehungsweise die Voraussetzungen von Satz 9 nicht erfu¨llt und somit keine eindeuti-
ge Lo¨sung liefert. In der Kombination mit einer vorherigen Diskretisierung des Raumes
und der damit verbundenen Projektion in einen endlich dimensionalen Raum ergibt das
Verfahren mit S = ∇ hingegen eine eindeutige Lo¨sung. Der Regularisierungsterm kann
dabei als Stabilisierung des numerischen Approximationsverfahrens betrachtet werden.
Eine andere Sichtweise besteht darin, den nun benutzten einfachen Operator als Appro-
ximation des eigentlichen Regularisierungsoperators aufzufassen, in diesem Fall z.B. die
H1mix-Norm. Entscheidender Grund fu¨r die Nutzung von S = ∇ trotz dieser aus der Regu-
larisierungstheorie begru¨ndeten Bedenken sind die dadurch entstehenden algorithmischen
Vorteile. Zum einen ist der so entstehende Regularisierungsoperator mit stu¨ckweise li-
nearen Funktionen diskret behandelbar, anders wie z.B. ho¨here Sobolevnormen, die eine
Diskretisierung ho¨herer Ordnung erfordern wu¨rde. Auch gegenu¨ber der H1mix-Norm erge-
ben sich algorithmische Vorteile, diese Norm ist zwar mit stu¨ckweise linearen Funktionen
realisierbar, allerdings beno¨tigt deren Berechnung im Verfahren im Vergleich zu S = ∇
deutlich mehr Aufwand.
Eine weitere U¨berlegung zur dimensionsadaptiven Variante des Verfahrens betrifft den
Zusammenhang zwischen Regularisierungsoperator und dem Funktionenraum, in dem die
Lo¨sung erreicht wird. Dieser ergibt sich nach Kapitel 3 bekanntlich als Hilbertraum mit
reproduzierendem Kern, wobei ein enger Zusammenhang zwischen Kern und Regulari-
sierungsoperator besteht, siehe Satz 8. Im Hinblick auf die Betrachtungen aus Kapitel
4 zur Approximationseigenschaft der dimensionsadaptiven Kombinationstechnik, insbe-
sondere bezu¨glich gewichteter Sobolevra¨ume mit Gewichten von beschra¨nkter Ordnung
(4.31), sollte in zuku¨nftigen Arbeiten untersucht werden, inwiefern die feste Wahl eines
Regularisierungsoperators im Verfahren angebracht ist. Da der Regularisierungsoperator
in gewissem Sinne den Lo¨sungsraum festlegt, ko¨nnte sich ein Konzept mit adaptiven Regu-
larisierungsoperatoren als sinnvoll erweisen. Denn eine zu starke Einschra¨nkung durch den
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Regularisierungsoperator ko¨nnte sich im Verfahren als nachteilig erweisen. Somit kann die
Nutzung eines einfachen Regularisierungsterms vorteilhaft sein, der dabei hauptsa¨chlich
zur Stabilisierung des Verfahrens dient. Im Rahmen von Support Vektor Maschinen gibt
es erste Untersuchungen in diesem Sinne mit der adaptiven Bestimmung von so genann-
ten Hyperkernen [OSW03], die in den Experimenten als Summe von gewissen anisotropen
Kernen dargestellt werden.
Ein Finite Elemente-Ansatz mit stu¨ckweise d-linearen Ansatz- und Testfunktionen








und der Variationsansatz resultiert nach (3.7) – (3.12) mit dem Funktional (5.1) in dem
diskreten Gleichungssystem
(Btl ·Bl + λM · Cl)αl = Btly, (5.2)
mit den Matrizen
(Cl)j,k := (∇φl,j ,∇φl,k) (5.3)
und
(Bl)i,j := φl,j(xi), (5.4)
und dem unbekannten Vektor (αl)j , wobei jt, kt = 0, . . . , 2lt , t = 1, . . . , d und i = 1, . . . ,M .
Diese Probleme lo¨sen wir dann mit einer geeigneten Methode. Dazu benutzen wir das
konjugierte Gradientenverfahren zusammen mit einem diagonalen Vorkonditionierer. Die
diskreten Lo¨sungen fl =
∑
j αl,jφl,j(x) sind in den Ra¨umen Vl der stu¨ckweise d-linearen
Funktionen auf dem Gitter Ωl enthalten. Schließlich kombinieren wir diese Ergebnisse auf






(−1)|z|1 · χI(l + z)
 fl(x).
Wenn wir nun eine neu gegebene Menge von Datenpunkten {x˜i}M˜i=1 (die Testdaten)
mit
y˜i := fI(x˜i), i = 1, . . . , M˜
auswerten wollen, mu¨ssen wir nur die Kombination der zugeho¨rigen Werte fu¨r fI wiederum
nach Formel (4.20) bilden. Insgesamt erhalten wir den Algorithmus aus Abbildung 5.1.
5.1.1 Komplexita¨t des Verfahrens
Wie bei der numerischen Behandlung von partiellen Differentialgleichungen sind also
letztendlich Lo¨sungen von linearen Gleichungssystemen mit bestimmten Matrizen zu be-
rechnen. Sofern deren Aktion auf einen Vektor, d.h. das Ergebnis der Matrix-Vektor-
Multiplikation, mit wenig Rechenaufwand zu berechnen ist, braucht die Matrix nicht ex-
plizit aufgestellt und gespeichert zu werden, und das lineare Gleichungssystem kann durch
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Gegeben sind die Datenpunkte {(xi, yi)}Mi=1 (die Trainingsdaten)
Berechnung des Du¨nngitterklassifikators:
Schleife u¨ber alle l ∈ I
sofern 0 ungleich
∑1
z=0(−1)|z|1 · χIn(l + z)
lo¨se das lineare Gleichungssystem (λCl +Btl ·Bl)αl = Btly
speichere die Lo¨sung αl geeignet
Evaluierung von neu gegebenen Datenpunkten {x˜i}M˜i=1 (die Testdaten):
y˜i := 0, i = 1, . . . , M˜
Schleife u¨ber alle l ∈ I
sofern 0 ungleich
∑1
z=0(−1)|z|1 · χIn(l + z)
i = 1, . . . , M˜
evaluiere die Lo¨sung fl in x˜i auf dem Gitter Ωl
setze y˜i := y˜i + (
∑1
z=0(−1)|z|1 · χIn(l + z))fl(x˜i)
Abbildung 5.1. Der Algorithmus.
einen iterativen Lo¨ser wie z.B. cg-Verfahren oder GMRES mit so genannter on-the-fly-
Berechnung der Matrix-Vektor-Multiplikation gelo¨st werden.
Wenn allerdings die Berechnung der Matrizen zu kostspielig ist, mu¨ssen diese explizit
gespeichert werden. Der beno¨tigte Speicherplatz ist dabei abha¨ngig von der Zahl der Git-
terpunkte und der Anzahl der Nachbarn eines Gitterpunktes, beides d-abha¨ngige Gro¨ßen.
Bei Diskretisierungen mit einem Tensorproduktansatz hat ein innerer Gitterpunkt 3d-
Nachbarn, wenn er auf dem Rand liegt, reduziert sich dies, ein Eckpunkt hat mit 2d-
Nachbarn die wenigsten. Bei der Speicherung der Matrizen ist durch den Hauptspeicher
des Computers eine Limitierung der Gro¨ße der zu behandelnden Probleme gegeben. Das
gro¨bste Gitter mit 2d-Punkten, bei dem jeder Gitterpunkt 2d-Nachbarn hat, beno¨tigt so-
mit 22d-Matrixeintra¨ge, eine Matrix dieser Gro¨ße kann bei mehr als 13 Dimensionen nicht
mehr auf aktuellen Arbeitsplatzrechnern im Hauptspeicher behandelt werden. Aus dieser
Sichtweise ist somit eine Aufstellung der Matrizen eher zu vermeiden.
Allerdings ist eine on-the-fly-Berechnung der in Gleichung (5.2) auftretenden Matri-
zen fu¨r sehr große Datenmengen nicht angebracht. Die Berechnung der Datenmatrix ist
a¨ußerst teuer, da dabei pro Datenpunkt mindestens 2d Operationen beno¨tigt werden. Dies
begru¨ndet sich darin, dass jeder Datenpunkt im Tra¨ger von genau 2d Basisfunktionen
lebt und alle Basisfunktionen auf diesem Datenpunkt ausgewertet werden mu¨ssen. Dabei
ko¨nnen zwar Teilergebnisse mehrfach verwendet werden, aber dadurch verbessert sich die
Komplexita¨t nicht. Eine wiederholte on-the-fly-Berechnung der Matrix, wie es bei iterati-
ven Lo¨sern erforderlich ist, ist somit aus Gru¨nden der Rechenzeit bei großen Datenmengen
zu vermeiden.
Weiterhin sind bei der Berechnung der Matrizen zwei verschiedene Zuga¨nge mo¨glich,
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Cl Gl Bl rl αl
Speicher O(3d ·N) O(3d ·N) O(2d ·M) O(N) O(N)
Aufstellung O(3d ·N) O(22d ·M) O(d · 2d ·M) O(d · 2d ·M) -
MV-Multiplikation O(3d ·N) O(3d ·N) O(2d ·M) - -
Tabelle 5.1. Komplexita¨ten fu¨r das Speichern, das Aufstellen und die Matrix-
Vektor-Multiplikation fu¨r verschiedene Matrizen und Vektoren, die bei der Kombinations-
technik auf dem Gitter Ωl entstehen.
wir ko¨nnen die Matrizen
Cl und Gl := Btl ·Bl (5.5)
aufstellen und nutzen, wobei sie beide in einer gemeinsamen Matrixstruktur gespeichert
werden sollten, oder wir ko¨nnen
Cl und Bl (5.6)
aufstellen, einzeln speichern und einsetzen. Natu¨rlich sind all diese Matrizen du¨nn besie-
delt, wir stellen nur die nicht-Null Eintra¨ge auf. Die zugeho¨rigen Komplexita¨ten sind in




lt + 1 die Zahl der Unbekannten auf dem Gitter Ωl. Fu¨r Gl ergibt sich die
Darstellung




d.h. fu¨r jeden Datenpunkt xi muss nun das Produkt der Auswertung aller Basisfunktionen
berechnet werden, in dessen Tra¨ger der Punkt liegt; dies erfordert 22d Operationen.
Interessanterweise gibt es somit einen Unterschied in den Komplexita¨ten fu¨r diese bei-
den Zuga¨nge: Die Speicherkosten und die Kosten der Matrix-Vektor-Multiplikation des
ersten Zugangs skalieren mit N , wohingegen sie fu¨r den zweiten Zugang mit M skalieren.
Insbesondere fu¨r den Fall M À N , d.h. fu¨r eine moderate Zahl von Leveln n im du¨nnen
Gitter, aber fu¨r eine sehr große Menge von Daten, die in der Trainingsphase im Klassifi-
kationsproblem verarbeitet werden mu¨ssen, gibt es somit einen deutlichen Unterschied in
den resultierenden Speicherkosten und Laufzeiten.
Die Matrix Gl kann zusammen mit der Matrix Cl in einer gemeinsamen Matrixstruktur
gespeichert werden. Somit ist der Speicherbedarf der Matrix Bl immer zusa¨tzlich zur
Matrix Cl, was sich insbesondere bei sehr vielen Daten deutlich bemerkbar macht, da
er mit der Zahl der Datenpunkte M skaliert. In Bezug auf die Gesamtkosten fu¨r das
Berechnen der Matrizen, O(3d ·N +22d ·M) fu¨r Cl und Gl gegen O(3d ·N + d · 2d ·M) fu¨r
Cl und Bl, wirkt sich bei kleiner Dimensionszahl der Faktor 2d noch nicht stark aus. Aber
ab Dimension 6 macht sich der Unterschied zwischen den Faktoren 2d, hier 26 = 64, und
22d, hier 212 = 4096, immer deutlicher bemerkbar. Fu¨r ho¨here Dimensionen hat somit die
zweite Variante (5.6) einen Vorteil bei der Rechenzeit fu¨r das Aufstellen der Matrizen.
Die Kosten einer Matrix-Vektor-Multiplikation bei der Behandlung eines Teilproblems
weisen eine Komplexita¨t der Ordnung O(3d ·N) fu¨r den ersten Ansatz (5.5) auf, da beide
Matrizen Cl und Gl in einer Matrixstruktur gespeichert werden ko¨nnen. Eine Komplexita¨t
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der Ordnung O(3d · N + 2d · M) wird mittels des zweiten Ansatzes (5.6) erhalten. Im
Gegensatz zu den Komplexita¨ten der Berechnung der Matrizen verha¨lt sich somit bei der
Matrix-Vektor-Multiplikation der erste Ansatz immer vorteilhafter als der zweite Ansatz.
Es ist jedoch zu beachten, dass die Speicher- und Laufzeitkomplexita¨ten exponentiell
von der Dimension d abha¨ngen. Auf Grund der Beschra¨nkungen des Speichers moderner
Arbeitsplatzrechner (512 MByte – 2 GByte) ko¨nnen wir deswegen in dieser Form, d.h.
wenn wir die Matrizen aufstellen und sie im Speicher des Rechners halten, nur Fa¨lle bis
d ≈ 13 behandeln. Wie erwa¨hnt ko¨nnen wir es vermeiden, diese Matrizen explizit aufzu-
stellen, und stattdessen die notwendigen Eintra¨ge on-the-fly berechnen, wenn sie in der
CG-Iteration gebraucht werden. Auf diese Weise tauschen wir Speicher gegen Rechen-
zeit ein. Bis zur Dimension d = 26 wa¨re eine Rechnung mit iterativem Gleichungslo¨ser
und on-the-fly-Berechnung der Matrix-Vektor-Multiplikation auf dem gro¨bsten Gitter mit
2d-Punkten im Speicher moderner Arbeitsplatzrechner noch mo¨glich. Ein Vektor des Da-
tentyps double der La¨nge 226 beno¨tigt genau 512 Megabyte, bei iterativer Rechnung sind
davon mindestens 3 in Gebrauch. Die Kosten des Aufstellens der Matrizen fallen nun in
jeder Matrix-Vektor-Multiplikation im CG-Verfahren an, somit gibt es jetzt keinen Vor-
teil mehr fu¨r den ersten Ansatz (5.5). Im Gegenteil, auf Grund des Unterschieds in der
d-Abha¨ngigkeit (22d gegen 2d) verha¨lt sich der zweite Ansatz (5.6) besser. Da nun aber fu¨r
jede Matrix-Vektor-Operation die Datenmatrix on-the-fly berechnet werden muss, beno¨tigt
diese Form des Verfahrens bei der Behandlung von großen Datenmengen a¨ußerst viel Re-
chenzeit.
Betrachten wir nun den Aufwand der Auswertung des mit der Kombinationstechnik
berechneten Klassifikators an neu gegebenen Punkten {x˜i}M˜i=1. Aus (4.14) sehen wir direkt,
dass dies O(d ·nd−1 ·2d ·M˜) Operationen bei der normalen Kombinationstechnik nach sich
zieht, bei der verallgemeinerten Kombinationstechnik ersetzt die Anzahl der beitragenden
Gitter den Faktor d · nd−1. Der Faktor 2d steht fu¨r den Aufwand der jeweils notwendigen
bilinearen Interpolation.
Es sei darauf hingewiesen, dass die Lo¨sung der verschiedenen in der Kombinationstech-
nik auftretenden Probleme durch eine iterative Methode wie das konjugierte Gradienten-
verfahren sicherlich nicht optimal ist. Hier ha¨ngt die Zahl der Iterationen, die notwendig ist,
um eine vorgegebene Genauigkeit zu erzielen, von den Konditionszahlen der entsprechen-
den Systemmatrizen ab. Es wird zu untersuchen sein, ob mit einem geeigneten iterativen
Mehrgitterverfahren die linearen Gleichungssysteme mit einer Konvergenzrate unabha¨ngig
von der Auflo¨sung des Gitters gelo¨st werden ko¨nnen. Weiterhin la¨sst sich auch Robustheit,
d.h. eine Konvergenzrate unabha¨ngig von der Anisotropie, die durch Unterschiede in den
Maschenweiten bzgl. verschiedener Koordinatenrichtungen entsteht, erhalten. Dies la¨sst
sich erzielen, indem Semi-Vergro¨berungstechniken [GO95] eingesetzt werden. Genauer zu
untersuchen ist dabei der Einfluss der diskreten Datenmenge auf das Mehrgitterverfahren
und die dafu¨r beno¨tigten Prolongations- und Restriktionsoperatoren.
Schließlich ist die Abha¨ngigkeit der Konvergenzrate vom Regularisierungsparameter
eine weitere Schwierigkeit. Da BtlBl eine in gewisser Weise verschmierte lokale Mischung
zwischen der Identita¨t und der Null-Matrix darstellt, besteht Hoffnung, eine insgesamt
robuste Methode durch die Ansa¨tze von [Osw91, Stu¨99, OR00] zu erhalten.
All diese Techniken sind mittlerweile im zwei- und drei-dimensionalen Fall, bis auf den
5.2. Simpliziale Basisfunktionen 83
(1,1,1)
(0,0,0)
Abbildung 5.2. Freudenthal-Kuhn-Triangulierung eines dreidimensionalen Ein-
heitswu¨rfels.
Einfluss der diskreten Datenverteilung, wohl verstanden. Sie sollten analog auch im ho¨her-
dimensionalen Fall funktionieren. Jedoch gibt es bisher unseres Wissens noch keine Im-
plementierung einer hochdimensionalen robusten Mehrgittermethode mit Semi-Vergro¨be-
rung. Momentan verwenden wir deswegen nur die Methode der konjugierten Gradienten
mit diagonaler Vorkonditionierung.
5.2 Simpliziale Basisfunktionen
Bisher haben wir d-lineare Basisfunktionen basierend auf einem Tensorproduktansatz ver-
wendet. Wie beschrieben verursachen diese im Algorithmus pro Datenpunkt einen Auf-
wand von mindestens 2d Operationen, fu¨r ho¨here Dimensionen wird dementsprechend
sehr viel Rechenzeit fu¨r die Bearbeitung der Datenpunkte beno¨tigt. Andererseits wird bei
vielen Finite Element-Rechnungen auf den Gittern mit einer simplizialen Diskretisierung
gearbeitet, in zwei Dimensionen sind dies Dreiecke, in drei Dimensionen Tetraeder. Diese
ko¨nnen nun auch auf den Gittern benutzt werden, die in der Sequenz von Gittern der
Kombinationstechnik auftreten. Wir benutzen dabei die so genannte Freudenthal-Kuhn-
Triangulierung [Fre42, Kuh60], um jeden rechteckigen Block von Gitterpunkten aufzulo¨sen,
siehe Abbildung 5.2.
Auf dieser Diskretisierung werden nun lineare Basisfunktionen definiert, dabei ist wie
u¨blich jedem Gitterpunkt x eindeutig eine Basisfunktion ϕx zugeordnet. Jeder Gitterpunkt
ist Eckpunkt einer gewissen Anzahl von Simplexen, der Tra¨ger der zugeho¨rigen Basis-
funktion besteht aus deren Vereinigung. Auf jedem dieser Simplexe wird nun die lineare
Basisfunktion ϕx so definiert, dass sie auf dem zugeho¨rigen Gitterpunkt x Eins ist und
auf den anderen d Punkten des Simplex Null, d.h. die Basisfunktion entspricht den bary-
zentrischen Koordinaten innerhalb eines Simplex. Bei der Nutzung dieser Diskretisierung
und den zugeho¨rigen linearen Basisfunktionen sind nun deutlich weniger Operationen pro
Datenpunkt notwendig als bei dem d-linearen Ansatz. Denn die U¨berlappungen der Tra¨ger
der verschiedenen Basisfunktionen sind deutlich reduziert und somit sind pro Datenpunkt
nur noch d+1 Basisfunktionen ungleich null. Damit wa¨chst die Zahl der Operationen, die
pro Instanz fu¨r die Berechnung der von ihm abha¨ngigen Eintra¨ge in den Datenmatrizen
Gl oder Bl beno¨tigt werden, nicht mehr exponentiell in d, sondern nur noch quadratisch
beziehungsweise linear.
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d-lineare Basisfunktionen lineare Basisfunktionen
Cl Gl := Btl ·Bl Cl Gl := Btl ·Bl Bl
Speicher O(3d ·N) O(3d ·N) O(2d ·N) O(2d ·N) O(d ·M)
Aufstellung O(3d ·N) O(22d ·M) O(2d ·N) O((d+ 1)2 ·M) O(d ·M)
MV-Multiplikation O(3d ·N) O(3d ·N) O(2d ·N) O(2d ·N) O(d ·M)
Tabelle 5.2. Komplexita¨ten fu¨r das Speichern, das Aufstellen und die Matrix-
Vektor-Multiplikation fu¨r verschiedene Matrizen, die bei der Kombinationstechnik auf dem
Gitter Ωl fu¨r d-lineare (links) und lineare Basisfunktionen (rechts) auftreten.
Fu¨r die Auswertung einer Funktion an einem Punkt x bei der Nutzung der Freudenthal-
Kuhn-Triangulierung ist es notwendig, den Simplex zu finden, in dem der Datenpunkt liegt,
und die Werte der Basisfunktionen zu bestimmen, die in diesem Simplex ungleich Null
sind. Im ersten Schritt ist dabei das Rechteck im Gitter Ωl zu finden, in dem der Punkt
x liegt. Zur einfacheren Notation transformieren wir im Weiteren dieses Rechteck und
entsprechend den Punkt x auf [0, 1]d. pi sei nun eine Permutation fu¨r die 1 ≥ xpi(1) ≥ . . . ≥
xpi(d) ≥ 0 gilt. Damit ist der Simplex, in dem der Datenpunkt x liegt, durch die Eckpunkte
(v0, . . . , vd) eindeutig festgelegt, wobei vo := 0 und vi := vi−1 + epi(i) fu¨r i = 1, . . . , d.
Die baryzentrischen Koordinaten ergeben sich als λm := xpi(d), λi := xpi(i) − xpi(i−1) ≥ 0
und λ0 := 1−
∑d
i=1 λi. Damit ist die Auswertung der Basisfunktionen am Datenpunkt x
gegeben.
Weiterhin ist auch die Zahl der Matrixeintra¨ge bei der Speicherung der Matrix Bl
entsprechend geringer. Die Speicherung der Matrix Gl beno¨tigt ebenfalls weniger Ma-
trixeintra¨ge, denn bei simplizialer Diskretisierung hat ein innerer Gitterpunkt nun mit
ho¨chstens 2d+1 − 2 Gitterpunkten einen gemeinsamen Simplex und damit einen poten-
tiellen Matrixeintrag, im Gegensatz zu 3d − 1 beim Tensorproduktansatz. Die Speicher-
komplexita¨t der Matrix Cl + Gl betra¨gt somit O(2d ·N). In Tabelle 5.2 ist ein Vergleich
beider Diskretisierungsarten dargestellt. Es ist dabei zu beachten, dass fu¨r allgemeine Re-
gularisierungsoperatoren S die Speicherkomplexita¨t fu¨r Cl mit O(2d ·N), der Anzahl der
Nachbarn, skaliert. Fu¨r unsere spezielle Wahl von S = ∇ treten allerdings strukturelle
Nulleintra¨ge auf, da nur die d+1 Nachbarn u¨ber die Kanten einen Beitrag fu¨r die Matrix
Cl liefern. Somit hat die Gesamtmatrix Cl +Gl mindestens (d+ 1) ·N Eintra¨ge. Je nach
Menge und Verteilung der Datenpunkte werden aber weiterhin fu¨r jeden Gitterpunkt bis
zu 2d+1 − 2 Matrixeintra¨ge beno¨tigt.
Allerdings ha¨ngt auch bei der simplizialen Diskretisierungsvariante die Komplexita¨t
des beno¨tigten Speichers und der Rechenzeit auf jeden Fall exponentiell von der Dimensi-
on d ab, bedingt durch die Mindestgro¨ße 2d eines Teilgitters. Bei der expliziten Speicherung
der Matrizen ko¨nnen aber, im Vergleich zu den d-linearen Funktionen, einige Dimensio-
nen mehr betrachtet werden. Der entscheidende Vorteil bleibt aber die deutlich geringere
Komplexita¨t bei der Verarbeitung der Datenpunkte. Hier erreichen wir durch die Ver-
wendung linearer Basisfunktionen auf Simplexen eine in d quadratische beziehungsweise
lineare Komplexita¨t, im Gegensatz zum in d exponentiellen Aufwand bei Tensorprodukt-
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funktionen. Somit ko¨nnen in ho¨heren Dimensionen große Datenmengen in sinnvoller Zeit
verarbeitet werden.
Die im vorherigen Abschnitt gemachten Erla¨uterungen zu einer on-the-fly Berechnung
der Matrixeintra¨ge gelten analog fu¨r die simpliziale Diskretisierungsvariante. Eine weitere
Option fu¨r den Ansatz (5.6) besteht nun darin, bei der on-the-fly-Rechnung nicht beide
Matrizen Cl und Bl jeweils neu zu berechnen, da die Datenmatrix Bl bei effizienter Spei-
cherung ho¨chstens doppelt soviel Speicherplatz beno¨tigt wie die Daten alleine. Dies gilt, da
fu¨r jeden Datenpunkt die d+1-Eintra¨ge des Simplex, in denen sich der Datenpunkt befin-
det, gespeichert werden mu¨ssen. Fu¨r die Speicherung einer du¨nnbesetzten Matrix muss fu¨r
jeden Matrixeintrag zusa¨tzlich dessen Index gespeichert werden. So kann die Matrix Bl in
( sizeof(double)·(d+1)+sizeof(index_t) )·M Speicher abgelegt werden, die Datenmenge
alleine beno¨tigt sizeof(double)·d·M . Damit kann ein Kompromiss zwischen Speicherplatz-
und Rechenzeitverbrauch erreicht werden.
Die Approximationseigenschaften dieser simplizialen Variante der Kombinationstech-
nik sind allerdings in der Theorie bisher nicht behandelt. Die Beweise der in Kapitel 4
vorgestellten Approximationsaussagen basieren auf der Auslo¨schung von Termen in der
punktweisen Fehlerentwicklung auf jedem Gitter. Zum einen werden dazu Aussagen der
Form





cj1,...,jm(hj1 , . . . , hjm)h
p
j1
· . . . · hpjm ,
mit beschra¨nkten cj1,...,jm(hj1 , . . . , hjm) beno¨tigt. Dies gilt bei einem Tensorproduktansatz
fu¨r die zu Grunde liegenden Basisfunktionen. Fu¨r jedes Gitter weisen simpliziale Basis-
funktionen a¨hnliche Approximationsordnungen auf, allerdings beziehen sich diese Feh-
lerabscha¨tzungen auf die maximale Kantenla¨nge eines Simplex und liefern somit keine
Fehlerentwicklung der obigen Form. Daru¨berhinaus ist die fu¨r diese Abscha¨tzung beno¨tige
Quasi-Uniformita¨t der Diskretisierung nicht gegeben. Zum anderen muss fu¨r die erwa¨hnte
Auslo¨schung eine Schachtelung der diskreten Funktionenra¨ume vorliegen, was bei einer
simplizialen Diskretisierung nicht der Fall ist.
Die in Kapitel 6 pra¨sentierten numerischen Ergebnisse rechtfertigen allerdings diesen
Ansatz. Die Ergebnisse mit linearen Basisfunktionen sind, wenn u¨berhaupt, nur geringfu¨gig
schlechter als die mit d-linearen Basisfunktionen, und wir ko¨nnen somit auf a¨hnliche Ap-
proximationsaussagen hoffen.
5.2.1 Berechnung der Steifigkeitsmatrix
Ein wichtiger Aspekt bei der algorithmischen Realisierung der simplizialen Diskretisierung
ist die Aufstellung der Matrix Cl, oft Steifigkeitsmatrix genannt. In herko¨mmlichen Anwen-
dungen bei der numerischen Behandlung von partiellen Differentialgleichungen mit Fini-
ten Elementen in zwei oder drei Dimensionen spielt dessen Komplexita¨t keine große Rolle.
Dort wird auf den einzelnen Simplexen eine lokale Steifigkeitsmatrix berechnet und aus
diesen die globale Matrix berechnet. Dieses ist insbesondere bei adaptiven Finite Element-
Methoden notwendig.
Mit steigender Zahl der Dimensionen wirkt sich aber merklich aus, dass d! Simplexe
beno¨tigt werden, um einen Wu¨rfel aufzuteilen. Es mu¨ssten somit auch d! lokale Element-
86 Kapitel 5. Implementierungsaspekte und Komplexita¨tsdiskussion
steifigkeitsmatrizen berechnet werden. Ab d & 10 macht sich dieser Faktor in der Rechen-
zeit bemerkbar und bremst den Algorithmus entscheidend. Da die vorliegenden Gitter aber
eine a¨quidistante Struktur in den einzelnen Dimensionen aufweisen, kann die Berechnung
der Steifigkeitsmatrix trotzdem auf effiziente Weise erfolgen. Wegen dieser besonderen Git-
terstruktur werden nur u¨ber die Kanten eines Wu¨rfels Nicht-Null-Eintra¨ge in der Steifig-
keitsmatrix erzeugt. Die Werte einer lokalen Steifigkeitsmatrix ha¨ngen von der Anzahl der
Dimensionen, dem Abstand der einzelnen Gitterpunkte und dem Ort im Wu¨rfel ab. Wie
in Abbildung 5.2 zu sehen, ist die Anzahl von Simplexen, die den Tra¨ger eines Elements
bilden, von der Lage der zugeho¨rigen Ecke im Wu¨rfel abha¨ngig. Daher bekommen die
Eckpunkte eine Wu¨rfels jeweils unterschiedliche Eintra¨ge in der lokalen Steifigkeitsmatrix
des Wu¨rfels.
Wenn wir nun die Elementsteifigkeitsmatrizen der d! Simplexe eines Wu¨rfels und deren
Summierung zur Steifigkeitsmatrix des Wu¨rfels analysieren, erkennen wir gewisse wieder-
kehrende Strukturen, welche einfach zu berechnen sind.1 Auf Grund der Wu¨rfelstruktur
bestehen die Eintra¨ge der Steifigkeitsmatrix eines Simplex nur aus den Werten +1 und
−1 gewichtet mit der Inversen der Maschenweite und dem Volumen des Simplex. Diese
Gewichte sind fu¨r alle in einem Wu¨rfel vorhandenen Simplexe gleich, somit ergeben sich
mit kombinatorischen U¨berlegungen, bei denen untersucht wird in wie vielen Simplexen
ein Eckpunkt des Wu¨rfels enthalten ist, die folgenden Formeln zur Berechnung der lokalen
Steifigkeitsmatrix Cd des Wu¨rfels. Aus diesen kann wiederum die Steifigkeitsmatrix des
gesamten Gebietes zusammengesetzt werden.
Wir geben hier die lokale Steifigkeitsmatrix fu¨r ein Gitter mit Maschenweite h an. Die
2d Eckpunkte x eines Wu¨rfels werden bezu¨glich des Einheitswu¨rfels, d.h. per Transforma-
tion auf xˆ ∈ {0, 1}d, mit ∑di=1 xˆi · 2i−1 durchnummeriert, d.h. lexikographisch. Fu¨r die






















fu¨r k = j + 2i, i = 1, . . . , d. Der Ausdruck vor der Summe gibt hierbei das Volumen eines
Simplex an. Weiterhin ist
Md :=
 ad(0, 0) . . . ad(0, d− 1)... . . . ...
ad(2d − 1, 0) . . . ad(2d − 1, d− 1)
 ,
mit




1An dieser Stelle mo¨chte ich meinen Dank an Rolf Rossius von der prudsys AG ausrichten, der mir mit
seiner Analyse dieser Struktur zuvorgekommen ist und mir die Ergebnisse zur Verfu¨gung gestellt hat.
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eintrag = grad ·∏d−1k=0 hk/d! · λ ·M
ElementMatrix(basis1, basis1) = eintrag
i = 0,. . . ,d-1
falls i-te Bit von basis1 = 0
basis2 = basis1 + 2i
grad =M(basis1, i)/h2i
eintrag = grad ·∏d−1k=0 hk/d! · λ ·M
ElementMatrix(basis1, basis2) = eintrag
ElementMatrix(basis2, basis1) = eintrag
Abbildung 5.3. Algorithmus zur Berechnung der lokalen Steifigkeitsmatrix eines




Zd(1) falls b = 0, oder b = d,
Zd(b) falls 2b = d,
Zd(b+ (s xor 1)) falls 2b < d,
Zd(d− b+ s) falls 2b > d
und
Zd(i) := (i− 1)! (d− i)!.
bit(i, j) := (i/2j) mod 2 (entspricht (i >> j) & 1)
gibt an, ob das j-te Bit der Ganzzahl i gesetzt ist. Der Algorithmus zur Berechnung der
lokalen Steifigkeitsmatrix eines d-dimensionalen Wu¨rfels ist in Abbildung 5.3 dargestellt.
Dieser ”Trick“ ist allerdings nur mo¨glich, wenn eine a¨quidistante Punktverteilung vor-
liegt. Bei ortsadaptiven Gittern, wie sie bei der numerischen Behandlung von partiellen
Differentialgleichungen heutzutage u¨blich sind, wu¨rde dies in ho¨heren Dimensionen nicht
funktionieren.
5.3 Parallelisierung
Bei der Parallelisierung von Algorithmen wird zwischen verschiedenen Ebenen der Paral-
lelisierung unterschieden. Meist wird dabei von grobko¨rniger Granularita¨t, bei der große
Aufgaben unabha¨ngig voneinander parallel bearbeitet werden ko¨nnen, und feinko¨rniger
Granularita¨t gesprochen, hierbei ko¨nnen entsprechend kleine Teilaufgaben parallel aus-
gefu¨hrt werden [GO93]. Manchmal wird zwischen diesen Definitionen noch der Begriff der
mittelko¨rnigen Parallelita¨t verwendet, die zwischen la¨ngeren Sequenzen von Instruktionen
auftritt.
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Bei der Umsetzung ist das Ahmdahlsche Gesetz [GO93] zu beachten, das unter An-
derem impliziert, dass die Kosten der parallel auszufu¨hrenden Teiloperationen wesentlich
gro¨ßer sein sollten als die Kosten der Kommunikation und Synchronisation. Je feiner die
Granularita¨t des parallelen Ansatzes, desto schwieriger wird im Allgemeinen die Paralle-
lisierung sein, eine grobko¨rnige Parallelisierung ist somit zu bevorzugen. Welche Art der
Parallelisierung sinnvoll genutzt werden kann ha¨ngt auch von der verwendeten Hardware
ab. Clustersysteme mit verteiltem Speicher, bei dem Rechner u¨ber ein Netz verknu¨pft
sind, die mittels Message-Passing kommunizieren, haben einen ho¨heren Kommunikations-
aufwand als Systeme, bei denen mehrere Prozessoren einen gemeinsamen Speicher nutzen.
Allerdings sind in vielen Fa¨llen die Ansa¨tze fu¨r eine grobko¨rnige Parallelisierung eines
Verfahrens limitiert. Sofern eine grobko¨rnige Parallelita¨t die vorhandenen Ressourcen nicht
genu¨gend ausnu¨tzt, kann eine zusa¨tzliche feinko¨rnige Parallelisierung von Nutzen sein.
Die Kombinationstechnik ist einfach auf einer grobko¨rnigen Granulierung paralleli-
sierbar [Gri92]. Zusa¨tzlich kann eine feinko¨rnige Parallelisierung fu¨r jedes Teilproblem
der Kombinationstechnik auf Systemen mit gemeinsamen Speicher erreicht werden. Bei-
de Ansa¨tze ko¨nnen kombiniert und gleichzeitig genutzt werden, was zu einem parallelen
Verfahren fu¨hrt, das fu¨r Cluster von Mehrprozessormaschinen gut geeignet ist.
Eine weitere Anwendungsmo¨glichkeit entsteht, wenn die einzelnen Teilprobleme der
Kombinationstechnik bereits soviel Arbeitsspeicher beno¨tigen, dass auf einer Mehrprozes-
sormaschine nur ein Teilproblem im Hauptspeicher bearbeitet werden kann. Durch die
zusa¨tzliche feinko¨rnige Parallelisierung ko¨nnen auf solchen Systemen die parallelen Res-
sourcen weiterhin effizient genutzt werden.
5.3.1 Parallelisierung u¨ber der Gittersequenz
Die linearen Gleichungssysteme (5.2) ko¨nnen fu¨r die verschiedenen Teilprobleme der Git-
tersequenz unabha¨ngig voneinander berechnet werden. Somit kann die Berechnung ohne
weiteres parallel erfolgen, indem jeder Prozess die Lo¨sung einer gewissen Anzahl von Git-
tern berechnet. Im Extremfall stehen genau so viele Prozessoren zur Verfu¨gung wie Gitter
in der Sequenz enthalten sind. Jeder Prozessor berechnet dann nur die Lo¨sung eines Teil-
problems. Ein Kontrollprozess steuert hierbei die Verteilung der Teilprobleme und sammelt
die Ergebnisse fu¨r die Berechnung der Du¨nngitterfunktion wieder ein. Die hierfu¨r beno¨tigte
Rechenzeit tra¨gt im Verha¨ltnis zur Berechnung eines Teilproblems nur a¨ußerst geringfu¨gig
zur Gesamtzeit bei.
Da die Kosten der Berechnung eines Teilproblems ungefa¨hr a-priori bekannt sind, ist
eine einfache aber effektive statische Lastbalancierung mo¨glich, siehe [GHSZ93]. Dabei
erfolgt die Sortierung der Teilprobleme u¨ber die absteigende Gro¨ße des Gitters. Bei großen
Datenmengen dominiert wie erwa¨hnt die Datenverarbeitung die Rechenzeit, so dass in
diesem Fall die verschiedenen Gitter anna¨hernd die gleiche Rechenzeit beno¨tigen.
5.3.2 Parallelisierung u¨ber Daten
Um die Matrixeintra¨ge fu¨r Bt · B in (5.2) fu¨r jede Dateninstanz zu berechnen, ist das
Produkt der Werte aller Basisfunktionen ϕj , ϕk zu bilden, welche ungleich 0 am Punkt xi
sind. Die Ergebnisse werden in die Matrix jeweils an die Position (j, k) geschrieben, d.h.
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Abbildung 5.4. Aufteilen von Matrix und Vektor in p Teile (hier p = 4) fu¨r die




i≤M ϕj(xi) · ϕk(xi).
Die innere Berechnung ϕj(xi) · ϕk(xi) ha¨ngt jeweils nur von einem Datenpunkt ab,
daher kann jeder Datenpunkt unabha¨ngig von den anderen bearbeitet werden. Die M × d
große Datenmenge wird dazu in p Abschnitte der Gro¨ße M/p × d aufgeteilt, wobei p
die Anzahl der Prozessoren des Systems mit gemeinsamen Speicher ist. Jeder Prozessor
berechnet nun die Matrixeintra¨ge, die aus einer dieser Teilmengen entstehen. Fu¨r die
notwendige Synchronisation des seriellen Schreibens der Teilergebnisse in die gemeinsame
Matrixstruktur treten zusa¨tzliche Kosten auf.
Analog kann die Berechnung der Klassifikatorwerte auf einer Datenmenge wa¨hrend der
Auswertungsphase parallelisiert werden.
5.3.3 Parallelisierung des Gleichungslo¨sers
Nachdem die Matrix aufgebaut ist, kann auf einem Mehrprozessorsystem mit gemeinsamen
Speicher auch die Lo¨sung des linearen Gleichungssystems (5.2) mit feinko¨rniger Paralleli-
sierung versehen werden. Wir nutzen einen iterativen Lo¨ser mit Jacobi-Vorkonditionierung,
dabei wird der gro¨ßte Teil der Rechenzeit fu¨r Matrix-Vektor-Multiplikationen der Form
α = Aβ beno¨tigt. Der Vektor α mit La¨nge N kann nun virtuell in p Teile zerlegt werden.
Jeder Prozessor berechnet nun das Ergebnis der Matrix-Vektor-Multiplikation fu¨r einen
Vektor der Gro¨ße N/p, siehe Abbildung 5.4. In dieser Weise wird jede Vektorkomponente
nur von einem Prozessor vera¨ndert, eine Synchronisation des Schreibens der Ergebnisse in
die Matrixstruktur ist somit nicht notwendig.
In Abbildung 5.5 ist der gemessene Speedup der feinko¨rnigen Parallelisierung fu¨r eine
Beispielrechnung aus [GG01] dargestellt.
5.3.4 Kombination der grob- und feinko¨rnigen Parallelita¨t
In den meisten Fa¨llen erzielt eine grobko¨rnige Parallelisierung die ho¨chsten Geschwindig-
keitsvorteile und ist die bevorzugte Parallelisierungsstrategie. Die Rechnungen in [GG01]
besta¨tigen dieses Verhalten der Parallelisierung der Kombinationstechnik fu¨r Klassifikati-
onsprobleme anhand von Beispielrechnungen.
Wie bereits erwa¨hnt kann eine Situation entstehen, in der einzelne Teilprobleme der
Kombinationstechnik bereits soviel Arbeitsspeicher beno¨tigen, dass auf einer Mehrprozes-
sormaschine nur ein Teilproblem im Hauptspeicher bearbeitet werden kann. Hier ist die
gleichzeitige Nutzung der feinko¨rnigen Parallelisierung von großem Nutzen.
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Abbildung 5.5. Gemessener Speedup fu¨r einen zehndimensionalen Datensatz aus
[GG01], die Rechnungen haben fu¨r Level 1 und 2 stattgefunden.













Abbildung 5.6. Theoretischer Speedup der grobko¨rnigen Parallelisierung (gestri-
chelte Linie) und der Kombination der grobko¨rnigen und feinko¨rnigen Parallelisierung
(durchgezogene Linie).
Weiterhin kann der Fall eintreten, dass die Anzahl der Gitter ungu¨nstig ist und da-
durch die vorhandenen parallelen Ressourcen nicht vollsta¨ndig genutzt werden. Diese tritt
dann ein, wenn die Anzahl der zu berechnenden Gitter nicht der Anzahl der zur Verfu¨gung
stehenden Prozessoren entspricht. Durch die zusa¨tzliche Anwendung der feinko¨rnigen Par-
allelisierung ko¨nnen nun die Ressourcen effizienter genutzt werden.
Nehmen wir nun an, dass p Prozessoren bei einer parallelen Berechnung mit k Gittern
benutzt werden. Der maximal mo¨gliche Speedup der grobko¨rnigen Parallelisierung betra¨gt
k/dk/pe, sofern wir davon ausgehen, dass alle Gitter a¨hnlich viel Rechenzeit beno¨tigen.
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Dies ist bei der Behandlung von großen Datenmengen der Fall, da hier der gro¨ßte Teil der
Rechenzeit bei der Bearbeitung der Daten anfa¨llt. Anders wa¨re dies bei der numerischen
Behandlung von partiellen Differentialgleichungen, dort beno¨tigen kleine Gitter deutlich
weniger Rechenzeit als große. Der Fall p = 30 und k = 1, . . . , 200 ist in Abbildung 5.6
dargestellt.
Um die feinko¨rnige Parallelita¨t zu nutzen, wird erst der grobko¨rnige Ansatz fu¨r pbk/pc
Teilprobleme angewandt. In einem zweiten Schritt werden die Prozessoren gleichma¨ßig auf
die u¨brigen Gitter verteilt. Nach dem ersten Schritt sind somit
px = k − pbk/pc < p
Teilaufgaben u¨brig. Damit ergeben sich pl = bp/pxc Prozessoren fu¨r jedes verbleibendes
Gitter. Diese werden mit der feinko¨rnigen Parallelisierung berechnet, es ergibt sich somit
fu¨r diesen Ansatz unter Beachtung des Ahmdahlschen Gesetz ein Speedup von
Sp,k =
k
bk/pc+ sign(px) ∗ (0.1 + 0.9/pl) ,
wiederum dargestellt in Abbildung 5.6. Wir gehen hier modellhaft von konstant zehn
Prozent des seriellen Rechenaufwandes aus, der nicht parallelisiert werden kann. Es sei
darauf hingewiesen, dass in [GG01] ungefa¨hr fu¨nf Prozent beobachtet werden.
Dieser Ansatz kann noch weiter verfeinert werden durch eine weitergehende Verknu¨pfung
beider parallelen Strategien. Dabei werden p/2 Gitter mit der grobko¨rnigen Parallelita¨t
behandelt und fu¨r jedes Teilproblem werden zwei Prozessoren eines Mehrprozessorsystems
mit gemeinsamen Speicher genutzt. Solche Verfeinerungen des Ansatzes wu¨rden die in
Abbildung 5.6 noch vorhandenen gro¨ßeren Spru¨nge im Speedup verkleinern.
Wir haben in diesem Kapitel Aspekte der praktischen Realsierung der Du¨nngitter-
Kombinationstechnik zur Funktionsrekonstruktion untersucht. Es stellt sich heraus, dass
die Komplexita¨t des Verfahrens linear bezu¨glich der Zahl der Datenpunkte ist. Allerdings
tritt im urspru¨nglichen Ansatz ein in der Dimension d exponentieller Aufwand pro Instanz
auf. Mit Hilfe einer simplizialen Diskretisierung kann dieser Faktor auf quadratisch in d
substantiell reduziert werden. Somit ist die Komplexita¨t des Verfahrens bezu¨glich der Zahl
der Datenpunkte deutlich geringer als bei anderen maschinellen Lernverfahren, die einen
nichtlinearen Klassifikator mit nichtlinearen Aufwand in der Zahl der Instanzen bestim-
men. Daru¨berhinaus haben wir betrachtet, wie das Verfahren grobko¨rnig und feinko¨rnig
parallelisiert werden kann und wie beide Parallelisierungsstrategien zur Effizienzsteigerung
kombiniert werden ko¨nnen.
Im folgenden Kapitel werden wir dann zum einen empirisch die Komplexita¨tseigen-
schaften des Verfahrens an einigen Beispielen untersuchen. Zum anderen werden wir die
Qualita¨t der Ergebnisse im Vergleich zu anderen maschinellen Lernverfahren betrachten.
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Kapitel 6
Numerische Ergebnisse
In diesem Kapitel betrachten wir die Qualita¨t der Klassifikationsergebnisse des vorge-
stellten Verfahrens zur Funktionsrekonstruktion mit du¨nnen Gittern anhand einer Reihe
von synthetischen und realen Datensa¨tzen. Zuna¨chst untersuchen wir die Konvergenzei-
genschaft der diskreten Lo¨sungen am Beispiel eines zweidimensionalen Regressionsbeispiels
unter anderem mit Fehlernormen, wie sie bei bei der numerischen Behandlung von partiel-
len Differentialgleichungen u¨blich sind. Wir vergleichen dazu die verschiedenen Ergebnisse
auf vollen und du¨nnen Gittern mit einer Referenzlo¨sung auf einem hochaufgelo¨sten vollen
Gitter.
Anschließend werden Messmethoden und graphische Analysemethoden aus dem Be-
reich des maschinellen Lernens und des Data Mining beschrieben, um die Ergebnisse des
Klassifikationsverfahrens beurteilen und vergleichen zu ko¨nnen. Weiterhin stellen wir Me-
thoden zur Bestimmung der Parameter des Verfahrens vor. Bei realen Anwendungen spielt
dies eine wichtige Rolle, da es prima¨r nicht darum geht, die gegebenen Daten gut zu ap-
proximieren, sondern vor allem auf neuen Daten gute Klassifikationsergebnisse zu erzielen.
Diese Methoden wenden wir ausfu¨hrlich fu¨r einen einfachen synthetischen zweidi-
mensionalen Datensatz an. Weiterhin pra¨sentieren wir die Resultate fu¨r eine Reihe von
Benchmark-Datensa¨tzen, geben dabei einen U¨berblick u¨ber die Anwendungsmo¨glichkeiten
des Data Mining und vergleichen die Qualita¨t der Ergebnisse mit denen andere Verfahren.
Schließlich fu¨hren wir einige Experimente mit einer dimensionsadaptiven Kombinations-
technik durch.
6.1 Konvergenz der diskreten Lo¨sung
Wir betrachten im Folgenden das Verhalten der numerischen Lo¨sung auf verschiedenen
Diskretisierungsstufen im Vergleich zu einer hoch aufgelo¨sten diskreten Lo¨sung. Desweite-
ren werden Betrachtungen zur Abha¨ngigkeit des Konvergenzverhaltens von der Gro¨ße der
Datenmengen durchgefu¨hrt.
Hierzu benutzen wir im Folgenden einen synthetisch erzeugten zweidimensionalen Da-
tensatz mit kontinuierlichen Werten, d.h. wir betrachten ein Regressionsproblem. Die Da-
tenkoordinaten sind zufa¨llige Positionen im Gebiet [0, 1]2, die zu approximierenden Funk-
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tion ist
f(x, y) = e−(x
2+y2) + x · y.
Da das grundsa¨tzliche Verhalten des Verfahrens dargestellt werden soll, wird kein ku¨nst-
licher Fehler eingefu¨hrt. Wir betrachten jeweils das Verhalten bei hundert, tausend, zehn-
tausend, hunderttausend und einer Million Datenpunkte.
Dabei nutzen wir als Normen der Differenzfunktionen f12−fn beziehungsweise f12−f cn








• den Fehler in der H1-Seminorm
|f |2H1 =
∫
(∇f,∇f) = αTCα, mit C nach (5.3),






• den Fehler im Funktional R (5.1)
|f |R = |f |2l2 + λ|f |2H1 .
In Abbildung 6.1 ist das Konvergenzverhalten auf vollen Gittern fu¨r diesen Datensatz
mit λ = 0.01 dargestellt, Rechnungen mit anderen Regularisierungsparametern liefern
a¨hnliche Ergebnisse. Auf der horizontalen Achse ist die Verfeinerungstiefe durch ihren
Level n angetragen, auf der vertikalen Achse der Fehler zwischen der Lo¨sung des jeweiligen
Levels und der Lo¨sung auf dem vollen Gitter Ω12 mit 4097 × 4097 Punkten. In Tabelle
6.1 ist der levelweise Abfall der verschiedenen Fehler fu¨r das Beispiel mit einer Million
Datenpunkten aufgetragen.
Bei der Betrachtung des Konvergenzverhaltens der numerischen Lo¨sungen von partiel-
len Differentialgleichungen wird bei einer Diskretisierung mit linearen Basisfunktionen und
unter der Voraussetzung von bestimmten Glattheitseigenschaften eine h2-Konvergenz in
der L2-Norm erwartet, wobei h wie u¨blich die Maschenweite bezeichnet. Wie zu sehen ist,
trifft dies bei der vorliegenden Art von Problemen nicht durchgehend zu. Solange ausrei-
chend Datenpunkte vorhanden sind, ist die erwartete h2-Konvergenz zu beobachten. Wenn
aber nur wenige Dateninstanzen im Vergleich zur Gitterauflo¨sung benutzt werden, bricht
die Konvergenz ein. Die Gitterauflo¨sung, bei der dieser Wechsel im Konvergenzverhalten
stattfindet, steigt mit der Zahl der Datenpunkte. Bei einhundert Punkten ist durchweg
keine h2-Konvergenz feststellbar.























































(d) Fehler des Funktionals R
Abbildung 6.1. Konvergenzverhalten der Lo¨sung auf vollen Gittern im Vergleich
zur Lo¨sung des vollen Gitters der Stufe n = 12 fu¨r λ = 0.01. Dargestellt ist auf der
horizontalen Achse die Diskretisierungsstufe n und auf der vertikalen der Fehler in loga-
rithmischer Skala.
Anhand von Tabelle 6.1 wird sichtbar, dass sich die Konvergenzrate fu¨r alle gemessenen
Fehlernormen der zu erwartenden h2 bzw. h-Ordnung na¨hert, um dann wieder abzufal-
len. Tabelle 6.2 entha¨lt die entsprechenden Zahlen fu¨r eintausend Datenpunkte. Hier ist
nur am Anfang eine Na¨herung der gemessenen Konvergenzordnung an die erwartete zu
beobachten, die dann wiederum abfa¨llt.
Die Datenmenge entha¨lt somit nicht genu¨gend Information, um eine durchgehende
Konvergenzrate zu ermo¨glichen, ab einer bestimmten Verfeinerungstiefe tritt eine Art
Sa¨ttigung ein. Einen a¨hnlichen Zusammenhang zwischen Gitterauflo¨sung und Datenauf-
lo¨sung haben wir in anderer Form in Abschnitt 3.2.5 bereits bei der Analyse des Fehlers
von approximativen Wavelet-Kernen festgestellt.








1 2.0350 1.2315 2.0366 2.3588
2 2.7533 1.4981 2.7543 2.8973
3 3.0895 1.6977 3.0887 3.1509
4 3.6798 1.8919 3.6680 3.6884
5 3.9237 1.9650 3.9054 3.8934
6 3.9776 1.9584 3.8864 3.8435
7 3.9322 1.8974 3.7052 3.6021
8 3.4283 1.7429 3.1889 3.0382
9 2.2500 1.5399 2.5191 2.3714
10 1.7022 1.4110 2.0301 1.9909
11 1.9755 1.5007 1.8283 2.2520
Tabelle 6.1. Konvergenzverhalten auf vollen Gittern bei einer Million Daten-
punkten fu¨r λ = 0.01. Dargestellt werden der l2-Fehler auf den Gitterpunkten, der H1-








1 2.1610 1.1922 2.2859 2.3950
2 2.4831 1.3068 2.5068 2.0989
3 1.9486 1.3505 1.9744 1.9108
4 1.4947 1.3424 2.1419 1.8492
5 1.1427 1.1567 1.4986 1.3472
6 1.1625 1.1099 1.2827 1.2351
7 1.2084 1.1116 1.2541 1.2377
8 1.2441 1.1166 1.1912 1.2477
9 1.3184 1.1517 1.2321 1.3273
10 1.5012 1.2260 1.2455 1.5033
11 1.9870 1.4213 1.4636 2.0205
Tabelle 6.2. Konvergenzverhalten auf vollen Gittern bei eintausend Datenpunkten
fu¨r λ = 0.01.
In Tabelle 6.3 und Abbildung 6.2 ist das Fehlerverhalten der Du¨nngitterlo¨sungen, be-
rechnet mit der Kombinationstechnik, gegen die Lo¨sung auf dem vollen Gitter des Levels
12 dargestellt. Das grundsa¨tzliche Verhalten des Fehlerabfalls ist a¨hnlich wie auf vollen
Gittern, d.h. sofern viele Datenpunkte vorhanden sind, steigt die Konvergenzordnung an,
um dann in eine schlechtere Abnahmerate zu wechseln. Die Auflo¨sung des du¨nnen Gitters,
bei dem dieser Wechsel passiert, ist auch hier abha¨ngig von der Anzahl der Datenpunkte.
Allerdings ist das Konvergenzverhalten der Du¨nngitterlo¨sungen bezu¨glich der Maschen-























































(d) Fehler des Funktionals R
Abbildung 6.2. Konvergenzverhalten der Lo¨sung auf du¨nnen Gittern im Ver-
gleich zur Lo¨sung des vollen Gitters der Stufe n = 12 fu¨r λ = 0.01. Dargestellt ist auf
der horizontalen Achse die Diskretisierungsstufe n und auf der vertikalen der Fehler in
logarithmischer Skala.
weite h quantitativ schlechter als das der Vollgitterlo¨sungen, wie es auch auf Grund der
h2 log(h)d−1-Konvergenz der du¨nnen Gitter zu erwarten ist.
Diese Untersuchung des Konvergenzverhaltens kann in ho¨heren Dimensionen nicht fort-
gesetzt werden, da hochaufgelo¨ste volle Gitter dann wegen ihres zu hohen Berechnungs-
und Speicheraufwands nicht mehr betrachtet werden ko¨nnen. Die Erkenntnis, dass bei
einer geringen Anzahl von Datenpunkten feinere Diskretisierungen keinen entscheiden-
den Vorteil liefern, kann aber mit Sicherheit auf ho¨here Dimensionen u¨bertragen werden.
Es kann weiterhin davon ausgegangen werden, dass fu¨r die Notwendigkeit einer feineren
Diskretisierungsstufe in ho¨heren Dimensionen mehr Datenpunkte vorliegen mu¨ssen als in
niedrigen.








1 2.0338 1.2312 2.0355 2.3571
2 2.7340 1.4917 2.7347 2.8709
3 2.9637 1.6801 2.9632 3.0794
4 3.3284 1.8778 3.3235 3.6327
5 3.2361 1.9502 3.2308 3.8378
6 2.9948 1.9391 2.9679 3.7716
7 2.5672 1.8558 2.5497 3.4476
8 1.9192 1.6273 1.9356 2.6491
9 1.3804 1.3270 1.4075 1.7612
10 1.3892 1.1431 1.4125 1.3070
11 1.3433 1.0723 1.3693 1.1501
12 1.3391 1.0509 1.3703 1.1045
Tabelle 6.3. Konvergenzverhalten der Lo¨sungen auf du¨nnen Gittern im Vergleich
zur Lo¨sung auf dem vollen Gitter Ω12 bei einer Million Datenpunkte fu¨r λ = 0.01. Dar-
gestellt werden der l2-Fehler auf den Gitterpunkten, der H1-Seminorm-Fehler, der l2-
Datenfehler und der Fehler im Funktional R.
6.2 Messmethoden und Parameterbestimmung im
maschinellen Lernen
Bei der Beurteilung von Klassifikationsverfahren ist das Grundmerkmal die Erkennungs-
rate oder Genauigkeit, in vielen Arbeiten auch in inverser Form als Fehlerrate. Die Er-
kennungsrate ist dabei die Anzahl der korrekt vorhergesagten Instanzen im Verha¨ltnis
zu der Zahl aller Datenpunkte. Die Fehlerrate ist dementsprechend die Anzahl der falsch
vorhergesagten Datenpunkte im Verha¨ltnis zur Gesamtzahl. Offensichtlich gilt, dass Er-
kennungsrate und Fehlerrate zusammen 100% der Datenmenge ergeben.
Beim maschinellen Lernen besteht grundsa¨tzlich das Problem des so genannten Overfit-
ting, des U¨beranpassens der Klassifikatorfunktion an die zum Lernen benutzten Daten. Es
ist keine große Kunst, auf gegebenen Daten eine Erkennungsrate von 100% zu erreichen,
im Extremfall wird fu¨r jeden Datenpunkt explizit der Wert vorgegeben. Das Ziel ist es
vielmehr, auf neuen Daten gute Erkennungsraten zu erzielen. Um dieses Ziel zu erreichen
und faire Vergleiche der Qualita¨t der Lo¨sung mit anderen maschinellen Lernverfahren zu
ermo¨glichen, gibt es verschiedene Methoden.
Sofern sehr viele Daten vorhanden sind, bietet es sich an, den Datensatz aufzutei-
len in eine Trainingsmenge, eine Testmenge und eine Evaluierungsmenge. Es sind auch
andere Begriffe u¨blich wie Generalisierungsmenge fu¨r Evaluierungsmenge, oder in-sample
fu¨r die Trainings- und Testmenge, und out-of-sample fu¨r die Evaluierungsmenge. Je nach
Anwendungsbereich gibt es eine Konvention der dort u¨blichen Bezeichnungen.
Auf der Trainingsmenge wird das Lernverfahren mit verschiedenen Parameterkombi-
nationen durchgefu¨hrt. Mittels der Testmenge wird der beste Parametersatz bestimmt,
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welcher auch das beste Modell genannt wird. Die Vorhersagewerte des mit diesen Para-
metern erzielten Klassifikators auf der Evaluierungsmenge ko¨nnen dann als Ergebnisse auf
neuen Daten aufgefasst werden. Diese Daten wurden im eigentlichen Lernprozess nicht
benutzt und sind somit fu¨r den fairen Vergleich mit anderen Ergebnissen beziehungsweise
fu¨r die korrekte Beschreibung der Qualita¨t des Klassifikators geeignet.
Oft wird auch nur mit Trainings- und Evaluierungsmenge gearbeitet. Dann wird nur
mit der Trainingsmenge durch geeignete Ansa¨tze der beste Parametersatz bestimmt. Hier-
bei wird die Evaluierungsmenge in vielen Arbeiten auch Testmenge genannt. In diesen
Fa¨llen wird meist mit n-fach Kreuzvalidierung [Sto74] gearbeitet, ga¨ngig im maschinellen
Lernen ist dabei die 10-fach Kreuzvalidierung. Hierzu wird die Datenmenge in n Teile zer-
legt, jeweils n−1 Teilmengen werden zum Lernen benutzt, und auf der u¨brigen Teilmenge
wird evaluiert. Dieses wird fu¨r jede Teilmenge vorgenommen. Nachdem alle n Teilmen-
gen einmal Evaluierungsmenge gewesen sind, wird der Durchschnitt der Erkennungsraten
auf den Trainingsmengen und den Evaluierungsmengen gebildet. Die Varianz der Erken-
nungsraten wird in diesem Fall oft mit angegeben. A¨hnlich zur Kreuzvalidierung ist die
Methode, n zufa¨llige Aufteilungen in Trainingsmenge und Testmenge durchzufu¨hren und
u¨ber deren Erkennungsraten zu mitteln.
Neben der Mo¨glichkeit, u¨ber eine experimentelle Kreuzvalidierung den besten Para-
metersatz zu bestimmen, gibt es den Ansatz, die generalisierte Kreuzvalidierung (GCV)
zu berechnen [Wah90, HTF01] oder die Methode der L-Kurve [Han92, EHN96, Han98] zu
nutzen, siehe [HTF01] fu¨r eine allgemeine Diskussion der Problematik der Modellbestim-
mung.
Bei einigen Benchmark-Datensa¨tzen ist nur eine Datenmenge vorhanden, hierbei wer-
den meist die Kreuzvalidierungsergebnisse angegeben, wobei die Parameter des Lernver-
fahrens auf den Teiltrainingsmengen mit geeigneten Methoden, oft wiederum der Kreuz-
validierung, bestimmt werden.
Wir werden uns im Folgenden auch an die im maschinellen Lernen u¨bliche Konvention
halten und den Begriff Evaluierungsmenge nur benutzen, wenn wir den Datensatz explizit
in drei separate Teilmengen aufteilen.
Insbesondere fu¨r Datenmengen, bei denen die beiden Klassen nicht gleichha¨ufig auf-
treten, ist das Angeben der Erkennungsrate oft nicht ausreichend, um die Qualita¨t des
Klassifikators zu beurteilen. Geho¨ren z.B. nur fu¨nf Prozent der Daten zur Klasse A, wird
mit der einfachen Regel, dass alle Dateninstanzen zur Klasse B geho¨ren, eine Erkennungs-
rate von 95% erreicht, was aber keine sinnvolle Regel ist. Die Verteilungsmatrix, auch
Konfusionsmatrix in direkter U¨bersetzung aus dem Englischen genannt, ist die ga¨ngigste
Methode, sich einen U¨berblick u¨ber die genauere Klassenzuordnung zu verschaffen. Dabei
werden in einer Tabelle
reale Klasse
gut schlecht
vorhergesagte Klasse: gut Anzahl (Anteil) Instanzen Anzahl (Anteil) Instanzen
vorhergesagte Klasse: schlecht Anzahl (Anteil) Instanzen Anzahl (Anteil) Instanzen
fu¨r jede Klasse die Anteile der richtig und falsch vorhergesagten Instanzen aufgetragen. In
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der Hauptdiagonalen stehen offensichtlich die jeweils korrekt klassifizierten Daten, in den
beiden anderen Zellen die falsch klassifizierten.
In Wirtschaftsanwendungen ko¨nnen den einzelnen Zellen der Verteilungsmatrix zusa¨tz-
lich geeignet Kosten und Gewinne zugeordnet werden. In diesen Fa¨llen wird dann nicht
nach der besten Erkennungsrate gesucht, sondern nach dem gro¨ßten Gewinn. Dargestellt
wird das durch die Kostenmatrix
reale Klasse
gut schlecht
vorhergesagte Klasse: gut Gewinn/Kosten Gewinn/Kosten
vorhergesagte Klasse: schlecht Gewinn/Kosten Gewinn/Kosten
Auf der Hauptdiagonalen werden die im Allgemeinen positiven Zahlen fu¨r den Gewinn
eingetragen, auf der Nebendiagonale die durch die falsche Klassifizierung verursachten
Kosten. Zur Berechnung des potentiellen Gewinns werden diese Werte zellenweise mit
den Eintra¨gen der Verteilungsmatrix multipliziert, die Ergebnisse addiert und entweder
als absoluter Wert angegeben oder aber durch die Gesamtzahl der Instanzen geteilt und
somit als relative Gro¨ße pra¨sentiert.
In Anwendungen gibt es fu¨r die Kostenmatrix zwei Anwendungsmo¨glichkeiten, zum
einen kann die Parameterkombination gesucht werden, die den gro¨ßten Gewinn erbringt.
Bei Klassifikationsverfahren, die eine Sortierung der Datensa¨tze liefern, kann zum ande-
ren fu¨r jede Parameterkombination die Trennposition in den sortierten Daten bestimmt
werden, die den gro¨ßten Gewinn erzielt. Sofern nur eine Datenmenge vorliegt, wird auch
hier mit Kreuzvalidierung ein durchschnittlicher Gewinn bestimmt.
Die Parameter unseres Verfahrens sind der Regularisierungsparameter λ und die Verfei-
nerungstiefe n. Wir geben in den Ergebnistabellen das mittels Trainings- und Testmenge,
oder sofern nicht genu¨gend Daten vorhanden sind per Kreuzvalidierung, bestimmte beste
λ fu¨r jeden berechneten Level n an.
6.2.1 Graphische Darstellung der Ergebnisse
Da wir jedem Datenpunkt einen kontinuierlichen Wert zuordnen, der, wie im Einleitungs-
kapitel erwa¨hnt, der Wahrscheinlichkeit der Klassenzugeho¨rigkeit zur gesuchten positiven
Klasse entspricht, ko¨nnen die Datenpunkte in Reihenfolge ihres Wahrscheinlichkeitswertes
absteigend sortiert werden. Somit ist es z.B. einfach mo¨glich, eine Stichprobe Sp bestehend
aus den 10% der Instanzen einer Datenmenge S auszuwa¨hlen, die das Verfahren als am
wahrscheinlichsten zur gesuchten Klasse geho¨rend vorhersagt. Wichtig ist hierbei nur die
Reihenfolge der Wahrscheinlichkeitswerte und nicht der tatsa¨chliche numerische Wert. Mit
anderen Worten, wir haben eine Durchnummerierung der Datenmenge, so dass
f(xi) ≤ f(xi+1) ∀i
gilt. Eine solche Sortierung kann nun zur graphischen Darstellung der Effizienz eines Lern-
verfahrens benutzt werden.
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Da bei den Daten bekannt ist, ob die Vorhersage richtig oder falsch ist, kann somit
bei einer Stichprobe Sp mit den vorhergesagten 10% Instanzen, die die wahrscheinlichsten
positiven Instanzen sind, untersucht werden, wie viele davon richtig vorhersagt sind. Im
Data Mining sind drei Methoden u¨blich, um diese Untersuchung graphisch darzustellen.
Es gibt so genannte Steigerungsdiagramme, oft werden auch die englischen Bezeichnun-
gen gains chart oder cumulative gains chart benutzt. Gehen wir zum Beispiel von einer
Werbebriefsendung an eine Million Haushalte aus. Wir nehmen an, dass die Erfahrung
zeigt, dass 0,1% der Empfa¨nger antworten, was in diesem Beispiel 1000 Kundenreaktionen
entspricht. Nun wird mit einem Data-Mining-Werkzeug eine Teilmenge der Gro¨ße 100.000
des vorhandenen Datenbestandes auf Basis der bekannten Informationen u¨ber die Haus-
halte ausgewa¨hlt. Fu¨r diese wird eine Antwortrate von 0,4% ermittelt, d.h. 400 Antworten.
Es ko¨nnte sich nun auszahlen nur an diese 100.000 Haushalte Werbung zu versenden, je
nach Kosten der Werbesendung und der Einnahmen durch die Kundenreaktionen. Im
Marketing wird bei einer solchen Erho¨hung der Antwortrate, hier um dem Faktor 4, vom
Steigerungsfaktor oder auch vom Lift gesprochen. Sofern die Kosten bekannt sind kann
zusa¨tzlich die Rendite einer Auswahl berechnet werden. So besteht bei Marketinguntersu-
chungen oft das Ziel, nicht einfach die wahrscheinlichsten Reagierer auszuwa¨hlen, sondern
daru¨ber hinaus die besonders gewinntra¨chtigen Reagierer unter den wahrscheinlichsten zu
ermitteln.
Beim Steigerungsdiagramm wird nun auf der horizontalen Achse die Anzahl der aus-





aufgetragen. Auf der vertikalen Achse wird die Anzahl der korrekt vorhergesagten Instan-
zen der gesuchten Klasse, im Verha¨ltnis zur Gesamtzahl der Instanzen dieser positiven
Klasse,
|{xi|xi ∈ Sp mit f(xi) = 1 = yi}|
|{xi|xi ∈ S mit yi = 1}|
aufgetragen. Als Vergleich wird die diagonale Linie eingezeichnet, was dem Ergebnis fu¨r
eine zufa¨llig ausgewa¨hlte Stichprobe entspricht. Weiterhin wird die optimale Steigerungs-
kurve aufgetragen, hierfu¨r wird davon ausgegangen, dass alle Instanzen der ausgewa¨hlten
Stichprobe zur gesuchten positiven Klasse geho¨ren. Die Ergebniskurve kann sich somit
nur zwischen diesen beiden befinden, siehe Abbildung 6.4(a) fu¨r ein Beispiel. Ziel ist es
offensichtlich, mit der Vorhersage eine Kurve mo¨glichst nah an der optimalen Kurve zu
erreichen, was einer mo¨glichst großen Fla¨che unter der Kurve entspricht. Die Mindestvor-
aussetzung an ein Data Mining-Verfahren ist, dass die Kurve sich oberhalb der Diagonalen
befindet.
Im so genannten Lift-Chart werden die bereits erwa¨hnten Steigerungsfaktoren im Ver-
gleich zu einer zufa¨lligen Teilmengenauswahl u¨ber die Gro¨ße der Stichprobe angetragen,
d.h. die vertikale Achse hat nun die Werte
|{xi|xi ∈ Sp mit f(xi) = 1 = yi}|
|Sp|
|S| · |{xi|xi ∈ S mit yi = 1}|
.
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Mit anderen Worten, die vertikale Achse gibt fu¨r die Menge Sp das Verha¨ltnis zwischen
der Zahl der durch das Verfahren korrekt vorhergesagten positiven Instanzen und der zu
erwartenden Zahl positiver Instanzen bei zufa¨lliger Auswahl einer Menge der Gro¨ße |Sp|
wieder. Siehe Abbildung 6.4(c) fu¨r ein Beispiel.
Eine mit Steigerungsdiagrammen verwandte graphische Darstellung der Gu¨te einer
Vorhersage ist die so genannte ROC-Kurve, wobei die Abku¨rzung fu¨r ”Receiver Operating
Characteristic“ steht. Dieser Begriff kommt aus der Signalerkennung und beschreibt die
Abwa¨gung zwischen Trefferrate und Fehleralarmrate u¨ber einem verrauschten Kanal. Auf
der vertikalen Achse wird wiederum die Anzahl der korrekt vorhergesagten Instanzen der
gesuchten Klasse im Verha¨ltnis zur Gesamtzahl der Instanzen dieser Klasse aufgetragen.
Auf der horizontalen Achse wird nun allerdings die Anzahl der vorhergesagten Instanzen
der nicht gesuchten Klasse im Verha¨ltnis zur Gesamtzahl der Instanzen dieser negativen
Klasse aufgetragen, d.h.
|{xi|xi ∈ Sp mit f(xi) = −1 = yi}|
|{xi|xi ∈ S mit yi = −1}|
.
Fu¨r diese Darstellung ist nun das vollsta¨ndige obere Dreieck der mo¨gliche Bereich fu¨r
die Ergebniskurve. Ziel ist wiederum, eine mo¨glichst große Fla¨che unter der Kurve zu
erhalten, d.h. eine Kurve weit links oben zu erhalten, siehe Abbildung 6.4(b). Die ROC-
Kurve kann auch als eine Transformation des Steigerungsdiagramms auf das ganze obere
Dreieck aufgefasst werden.
6.3 Zweidimensionale synthetische Klassifizierungsprobleme
6.3.1 Ripley-Datensatz
Der Ripley-Datensatz stammt aus [Rip94] und besteht aus 250 Trainingsdaten und 1000
Testdaten. Die Datenmenge wurde synthetisch generiert, wobei die beiden Klassen gleich-
verteilt sind, und entha¨lt 8% Fehler. Somit ko¨nnen keine besseren Korrektheitsraten als
92% erwartet werden.
Da Training- und Testdaten vorliegen, verfahren wir wie folgt: Zuerst benutzen wir die
Trainingsmenge, um den besten Regularisierungsparameter λ mittels zehnfacher Kreuzva-
lidierung fu¨r jeden Level n zu bestimmen. Fu¨r verschiedene Level n geben wir in der zwei-
ten Spalte der Tabelle 6.4 die jeweils gro¨ßte erreichte Erkennungsrate mit dazugeho¨riger
Standardabweichung auf den Testmengen an. Die dritte Spalte entha¨lt das dazugeho¨rige
λ. Mit diesem berechnen wir dann den Du¨nngitter-Klassifikator bezu¨glich aller 250 Trai-
ningsdaten und wenden ihn auf die Testmenge an. Diese Erkennungsrate geben wir in
Spalte vier der Tabelle 6.4 an.
Auf Basis der Kreuzvalidierung auf der Trainingsmenge wird Level 4 als Klassifika-
tor ausgewa¨hlt, fu¨r Level 10 liefert die Kreuzvalidierung ebenso eine durchschnittliche
Erkennungsrate von 88,4%, im Zweifelsfall wird im maschinellen Lernen allerdings das
einfachere Modell gewa¨hlt, nachdem unter dem Namen Ockhams Rasiermesser bekann-
ten Grundprinzip der Sparsamkeit bezwiehungsweise Einfachheit in der wissenschaftlichen
Methodik. Weiterhin ist auch die Standardabweichung fu¨r Level 4 etwas geringer als fu¨r
Level 10, das Ergebnis somit stabiler. Allerdings liefert der so bestimmte Parametersatz
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10-fache Kreuzvalidierung Beste Ergebnisse
Level Kreuzvalidierung % λ Testdaten % λ Testdaten %
0 87.3 ± 6.2 0.01 89.4 0.015 89.5
1 85.7 ± 7.2 0.01 89.6 0.015 89.7
2 85.7 ± 5.7 0.02 90.1 0.00075 90.8
3 88.0 ± 6.8 0.0006 90.7 0.0055 91.1
4 88.4 ± 6.1 0.001 90.2 0.0055 91.1
5 87.6 ± 6.6 0.0055 90.9 0.125 91.1
6 86.8 ± 6.3 0.003 91.0 0.007 91.2
7 86.8 ± 5.6 0.0009 88.4 0.007 90.9
8 87.2 ± 5.5 0.0006 88.2 0.0055 91.0
9 88.0 ± 6.6 0.001 89.4 0.007 91.0
10 88.4 ± 6.9 0.0025 90.8 0.007 91.0
Tabelle 6.4. Ergebnisse fu¨r den Ripley-Datensatz [Rip94] mit der Kombinations-
technik auf Basis des Tensorproduktansatzes. Angegeben sind die Diskretisierungstiefe, die
mittels zehnfacher Kreuzvalidierung bestimmte beste Erkennungsrate mit Standardabwei-
chung auf den Trainingsdaten, das dazugeho¨rige λ und die mit diesem λ erzielte Rate auf
den Testdaten. Die bestmo¨glichen Ergebnisse fu¨r jeden Level sind in den letzten beiden
Spalten dargestellt.
bestehend aus λ = 0.001 und Level n = 4 mit 90,2% nicht das optimale Ergebnis. Dies
zeigt sowohl der Vergleich mit den Ergebnisse der anderen λ-Level Kombinationen auf den
Testdaten, hier erzielt Level 6 mit 91% leicht bessere Ergebnisse, als auch der Vergleich
mit den bestmo¨glichen Ergebnissen. Diese geben wir in Tabelle 6.4 in den letzten beiden
Spalten an, um zum einen die grundsa¨tzlichen Mo¨glichkeiten des Du¨nngitteransatzes und
zum anderen die Auswahlqualita¨t des Kreuzvalidierungsansatzes zu untersuchen. Dazu
berechnen wir fu¨r eine große Auswahl von Werten fu¨r λ den Du¨nngitter-Klassifikator aus
den 250 Datenpunkten und evaluieren sie. Wir wa¨hlen dann das bestmo¨gliche Ergebnis
fu¨r jeden Level aus. Dieses wird bei Level 6 mit 91,4% erreicht.
Es ist weiterhin zu beobachten, dass bei diesem Datensatz fu¨r jede einzelne Dis-
kretisierungstiefe meist kein deutlicher Unterschied zwischen den Erkennungsraten zum
bestmo¨glichen und zu dem u¨ber Kreuzvalidierung bestimmten λ besteht. Bei ho¨heren Dis-
kretisierungsstufen, bei denen U¨beranpassungs-Effekte sta¨rker auftreten ko¨nnen, werden
die Unterschiede allerdings gro¨ßer. Grundsa¨tzlich funktioniert aber der Zugang fu¨r die Be-
stimmung des Wertes von λ aus der Trainingsmenge mittels Kreuzvalidierung in geeigneter
Art und Weise.
Es sei erwa¨hnt, dass mit Neuronalen Netzen 90.6% [Rip94] beziehungsweise 91.1%
[PR99] Erkennungsraten auf der Testmenge berichtet werden, unsere Ergebnisse sind somit
von vergleichbarer Gu¨te.
In Tabelle 6.5 geben wir entsprechende Ergebnisse bei der Nutzung von linearen An-
satzfunktionen auf Basis einer simplizialen Diskretisierung an. Mittels Kreuzvalidierung
wird hier Level 6 ausgewa¨hlt, in diesem Fall treffen wir mit dieser Wahl sogar die bestmo¨gli-
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10-fache Kreuzvalidierung Beste Ergebnisse
Level Kreuzvalidierung % λ Testdaten % λ Testdaten %
0 85.7 ± 6.5 0.013 89.9 0.0006 90.5
1 84.0 ± 7.0 0.00275 88.9 0.4 90.1
2 87.2 ± 7.8 0.0015 90.8 0.003 91.2
3 84.9 ± 5.8 0.125 90.1 0.00015 91.3
4 88.4 ± 6.6 0.006 90.4 0.0045 90.6
5 87.7 ± 7.1 0.003 91.2 0.003 91.2
6 88.5 ± 6.6 0.0035 91.4 0.0035 91.4
7 88.4 ± 2.7 0.000125 85.5 0.08 90.8
8 87.6 ± 4.8 0.00075 88.9 0.0045 91.1
9 88.0 ± 3.9 0.0004 87.9 0.01 91.2
10 88.4 ± 6.5 0.001 89.6 0.007 91.1
Tabelle 6.5. Ergebnisse fu¨r den Ripley-Datensatz [Rip94] mit der Kombinations-
technik auf Basis der simplizialen Diskretisierung. Angegeben sind die Diskretisierungs-
tiefe, die mittels zehnfacher Kreuzvalidierung bestimmte beste Erkennungsrate mit Stan-
dardabweichung auf den Trainingsdaten, das dazugeho¨rige λ und die mit diesem λ erzielte
Rate auf den Testdaten. Die bestmo¨glichen Ergebnisse fu¨r jeden Level sind in den letzten
beiden Spalten dargestellt.
che Wahl fu¨r diesen Datensatz und erreichen eine Erkennungsrate von 91.4% auf den Test-
daten. Weiterhin ist hier wiederum zu beobachten, dass bei niedrigen Verfeinerungsstufen
die erzielten Erkennungsraten na¨her bei den fu¨r den jeweiligen Level mo¨glichen besten
Ergebnissen liegen als bei den feineren Auflo¨sungen. Das spricht wiederum dafu¨r, in der
Tendenz niedrige Auflo¨sungen und somit einfachere Modelle zu bevorzugen.
Wir sehen bei beiden Diskretisierungsvarianten, dass es nicht notwendig ist, ho¨here
Level zu verwenden. Grund dafu¨r ist sicherlich die relative Einfachheit der Daten, sie-
he Abbildung 6.3. Einige wenige Hyperebenen sollten genug sein, um die Klassen relativ
sauber zu trennen. Dies la¨sst sich mit du¨nnen Gittern bereits mit einem niedrigen Level
n erzielen. In den Bildern lassen sich auch U¨beranpassungs-Effekte beobachten. So sind
im oberen rechten Viertel dunkelgraue Punkte zu finden, die beim niedrigen Level der
hellgrauen Menge zugeordnet werden, beim ho¨heren Level allerdings der dunkelgrauen
Menge. Wie erwa¨hnt sind in dieser synthetischen Datenmenge Fehler bezu¨glich der Trenn-
fla¨che eingebaut, bei einem ho¨heren Level werden diese eher aufgelo¨st und nicht mehr
durch Punkte in der Nachbarschaft weggegla¨ttet. Bei realen Daten ist es im Allgemeinen
nicht klar, ob das nun ein erwu¨nschter Effekt ist, d.h. in diesem Fall die dunkelgrauen
Insel besondere Datenpunkte sind, oder ein unerwu¨nschter Effekt, d.h. diese Instanzen
fehlerbehaftete Daten sind.
Weiterhin sind in Abbildung 6.4 das Steigerungsdiagramm, der ROC-Chart und der
Lift-Chart fu¨r die erzielten Ergebnisse dargestellt. Wie zu sehen ist, unterscheiden sich die
Kurven fu¨r beide Diskretisierungsvarianten kaum, wobei die Kurven fu¨r den Klassifikator,
der mit der simplizialen Variante berechnet wird, leicht bessere Eigenschaften aufweisen.
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Abbildung 6.3. Bilder zum Ripley-Datensatz. Kombinationstechnik mit simpli-
zialer Diskretisierung fu¨r Level 6, λ = 0.0035 (links) und Level 8, λ = 0.00075 (rechts),
siehe auch Tabelle 6.5. Die Klassenzugeho¨rigkeit, d.h. f(x) = ±1 ist farbkodiert, weiter-
hin wird die Trennlinie fu¨r f(x) = 0 dargestellt. Je heller die Farbe desto na¨her ist der
kontinuierliche Wert des Klassifikators bei 0.
U¨ber 80% der gesuchten Instanzen sind in den ersten 42,5% der sortierten Daten enthalten,
was im Steigerungsdiagramm 6.4(a) dargestellt ist. Dementsprechend ist dem ROC-Chart
6.4(b) zu entnehmen, dass in dem Abschnitt der Sortierung, der 80% der gesuchten In-
stanzen entha¨lt, weniger als 5% der falschen Instanzen vorkommen. Im Lift-Chart 6.4(c)
wiederum ist zu beobachten, dass bei der simplizialen Variante fu¨r die ersten zehn Prozent
der sortierten Daten ein perfekter Lift von zwei erreicht wird.
6.3.2 Schachbrett-Datensatz
Der Schachbrett-Datensatz ist aus [Kau99] u¨bernommen. Hier sind 1000 Trainings-Daten-
punkte gegeben, die mehr oder weniger gleichfo¨rmig aber zufa¨llig verteilt sind. Die zu-
geho¨rigen Datenwerte sind abha¨ngig von der Position, so dass eine 4×4 Schachbrettstruk-
tur entsteht, siehe Abbildung 6.5 (links). Hierbei geho¨ren 514 Punkte zur einen und 486
Datenpunkte zur anderen Klasse, die Verteilung ist somit nicht gleichma¨ßig fu¨r beide Klas-
sen. Wir berechnen die Trainings- und Testkorrektheit fu¨r die zehnfache Kreuzvalidierung
mit der Du¨nngitter-Kombinationstechnik fu¨r verschiedene Werte des Regularisierungspa-
rameters λ und fu¨r verschiedene Level n, wobei wir fu¨r diesen Datensatz hier nur die
Ergebnisse fu¨r d-lineare Basisfunktionen angegeben. Die Erkennungsraten sind in Abbil-
dung 6.5 (rechts) gezeigt.
Wir sehen, dass die zehnfache Testgenauigkeit fu¨r Werte von λ zwischen 3 · 10−5 und
5 · 10−3 um 95% liegt. Fu¨r Regularisierungsparameter außerhalb dieses Bereichs fa¨llt die
Erkennungsrate deutlich ab, fu¨r kleine λ auf Grund von U¨beranpassungs-Effekten, bei
großen Werten von λ wird zu stark gegla¨ttet. Die beste erreichte zehnfache Testkorrektheit
liegt bei 96.2% mit einer Verfeinerungstiefe 10 und λ = 4.5 · 10−5.



































Abbildung 6.4. Steigerungsdiagramm, ROC-Chart und Lift-Chart fu¨r den Ripley-
Datensatz, Kombinationstechnik mit Tensorproduktansatz fu¨r Level n = 4 und λ = 0., 001
sowie mit simplizialer Diskretisierung fu¨r Level n = 6 und λ = 0.0035.
Gemessen auf einem Testdatensatz, der die Schachbrettstruktur auf einem regula¨ren
Gitter der Gro¨ße 200×200 wiedergibt, wird eine Erkennungsrate von 95.2% erreicht. Eine
perfekte Erkennung der Schachbrettstruktur ist auf Basis des gegebenen Testdatensatzes
nicht mo¨glich, da zum einen die beiden Klassen unterschiedlich viele Instanzen aufwei-
sen, zum anderen Bereiche gerade an den jeweiligen Grenzen der Muster nicht genu¨gend
Punkte aufweisen, um ohne weitere a¨ußere Annahmen die regelma¨ßige Struktur vollsta¨ndig
wiederzugeben. Siehe auch Abbildung 6.5 (links).
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Abbildung 6.5. Checkerboard-Datensatz [Kau99]. Links dargestellt ist der Klas-
sifikator der Kombinationstechnik mit Level n = 10 und λ = 4.5e-05. Rechts ist ein Graph
zur Abha¨ngigkeit von λ (in logarithmischer Skalierung) und Level n wiedergegeben.
6.4 Ho¨herdimensionale synthetische Datensa¨tze
Die im folgenden Abschnitt gemessenen Rechenzeiten sind bei der Nutzung eines Intel
Xeon 3GHz-Prozessors gemessen worden.
6.4.1 Sehr große synthetische Datenmenge in sechs Dimensionen
Um das Skalierungsverhalten des Verfahrens bei großen Datenmengen zu untersuchen, er-
zeugen wir mit DatGen [Mel99] eine sechsdimensionale Datenmenge mit fu¨nf Millionen
Trainingspunkten und 20000 Testpunkten. Dazu verwenden wir den Aufruf datgen -r1
-X0/100,R,O:0/100,R,O:0/100,R,O:0/100,R,O:0/200,R,O:0/200,R,O -R2 -C2/4 -p
-D2/5 -T10/60 -O502 0000 -e0.15. Da wir bei diesem Beispiel hauptsa¨chlich das Lauf-
zeitverhalten untersuchen wollen, sind in Tabelle 6.6 nur die Ergebnisse fu¨r λ = 0.01
dargestellt. Es sei bemerkt, dass bereits auf Level 1 eine Testgenauigkeit von u¨ber 90%
erzielt wird. Neben der Gesamtlaufzeit geben wir die CPU-Zeit fu¨r das Aufstellen der Da-
tenmatrizen Bt · B und die Anzahl der Iterationen an, die das cg-Verfahren zur Lo¨sung
des Gleichungssystems beno¨tigt.
Wir sehen, dass auch große Datenmengen mit fu¨nf Millionen Punkten verarbeitet wer-
den ko¨nnen. Die Ausfu¨hrungszeiten skalieren linear in der Zahl der Datenpunkte. An den
Zeiten, die fu¨r die Berechnung der Matrizen Bt ·B beno¨tigt werden, ist zu sehen, dass bei
Verwendung von d-linearen Basisfunktionen mehr als 97% der Rechenzeit fu¨r das Aufstel-
len der Datenmatrizen beno¨tigt wird. Die Bestimmung der Lo¨sung auf Level 2 beno¨tigt
anna¨hernd vier Stunden, eine fu¨r die Praxis nicht akzeptable Zeit, welche die Nutzung von
schnelleren Methoden nahelegt.
Wie in Abschnitt 5.2 dargestellt ist die Verwendung von linearen Basisfunktionen auf
Basis einer simplizialen Diskretisierung solch eine schnellere Methode. Bei diesem Beispiel
beno¨tigt das Verfahren mit linearen Basisfunktion fu¨r Level 2 ungefa¨hr fu¨nf Minuten und
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%-Trainings- %-Test- Gesamtzeit Datenmatrix cg-
Level Punkte genauigkeit genauigkeit (Sek.) Zeit (Sek.) Iterationen
lineare Basisfunktionen
5 · 104 90.4 90.5 0.4 0.2 34
1 5 · 105 90.5 90.5 3.9 2.4 37
5 · 106 90.5 90.6 39.9 25.1 39
5 · 104 91.4 91.0 3.4 2.0 274
2 5 · 105 91.2 91.1 30.8 19.8 295
5 · 106 91.1 91.1 301.8 195.8 313
5 · 104 92.2 91.4 15.1 8.8 1302
3 5 · 105 91.7 91.7 132.3 88.0 1401
5 · 106 91.6 91.6 1303.2 879.4 1486
d-lineare Basisfunktionen
5 · 104 90.8 90.8 18.6 18.2 127
1 5 · 105 90.7 90.8 179.3 177.2 138
5 · 106 90.7 90.7 1800.2 1781.0 147
5 · 104 91.9 91.5 134.9 131.6 934
2 5 · 105 91.5 91.6 1306.1 1290.8 999
5 · 106 91.4 91.4 13299.0 13164.3 1064
Tabelle 6.6. Ergebnisse fu¨r einen synthetischen, großen, sechsdimensionalen Da-
tensatz mit λ = 0.01.
ist somit um den Faktor 40 schneller als die Verwendung von d-linearen Ansatzfunktionen,
wobei geringfu¨gig schlechtere Genauigkeitsraten erzielt werden. Bessere Erkennungsraten
mit linearen Funktionen liefert Level 3, wobei diese Rechnung fu¨r ein feineres du¨nnes Git-
ter immer noch 10-mal schneller ist als Level 2 der d-linearen Variante. Bei der Nutzung
der simplizialen Diskretisierung wird bis zu 65% der Gesamtrechenzeit fu¨r die Aufstel-
lung der Datenmatrix beno¨tigt. Wiederum skaliert die Laufzeit linear mit der Anzahl der
Datenpunkte.
In ho¨heren Dimensionen ist der Faktor des Rechenzeitgewinns der linearen im Vergleich
zur d-linearen Diskretisierungsvariante deutlich gro¨ßer.
6.4.2 ndcHard-Datensatz in zehn Dimensionen
Der zehndimensionale, synthetisch generierte Datensatz ndcHard mit zwei Millionen In-
stanzen stammt aus [MM01]. In [FM01] wird er als ndcHard bezeichnet, da er nur schwer
linear separierbar ist, im Gegensatz zu einem zweiten mit ndc [Mus98] generierten Daten-
satz namens ndcEasy.
Wie im vorherigen Beispiel 6.4.1 ist das Rechenzeitverhalten ein wichtiger Gesichts-
punkt. Wiederum geben wir in Tabelle 6.7 neben der Gesamtlaufzeit die Rechenzeit fu¨r
das Aufstellen der Datenmatrix Bt · B und die Anzahl der Iterationen an, die das cg-
Verfahren zur Lo¨sung des Gleichungssystems beno¨tigt. Mehr als 50% der Rechenzeit wird
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%-Trainings- %-Test- Gesamtzeit Datenmatrix cg-
Level Punkte genauigkeit genauigkeit (Sek.) Zeit (Sek.) Iterationen
2 · 104 86.2 84.2 6.3 0.9 45
1 2 · 105 85.1 84.8 16.2 8.7 51
2 · 106 84.9 84.9 114.9 84.9 53
2 · 104 85.1 83.8 134.6 10.3 566
2 2 · 105 84.5 84.2 252.3 98.2 625
2 · 106 84.3 84.2 1332.2 966.6 668
Tabelle 6.7. Ergebnisse fu¨r den ndcHard Datensatz.
fu¨r die Aufstellung der Datenmatrix beno¨tigt, dieser Teil skaliert linear mit der Anzahl der
Datenpunkte. Die Gesamtzeit skaliert sogar etwas besser als linear, da der Aufwand fu¨r
die Lo¨sung des linearen Gleichungssystems nicht von der Gro¨ße der Datenmenge abha¨ngt.
Wir benutzen hier Gitter mit mindestens drei Punkten je Raumdimension, d.h. die Kom-
binationstechnik nach Formel (4.17). Der Speicherbedarf betra¨gt bei Level 2 ungefa¨hr 290
MByte, circa 120 MByte fu¨r die Matrix und ungefa¨hr 170 MByte, um die Datenpunkte im
Speicher zu behalten, wobei die Datenpunkte nach ihrer Verarbeitung in die Datenmatrix
nicht mehr unbedingt im Speicher beno¨tigt werden und dieser Speicher wieder freigegeben
werden ko¨nnte.
Bereits mit dem groben Gitter mit drei Punkten in jeder Dimension erreichen wir eine
Testerkennungsrate von 84.9%, mit ho¨heren Leveln wird keine Verbesserung gemessen. Mit
linearen Support Vektor Maschinen (SVM) wird in [FM01, MM01] eine Erkennungsrate
von 69.5% berichtet. Nichtlineare Support Vektor Maschinen ko¨nnen diesen großen Daten-
satz aus Komplexita¨tsgru¨nden nicht bearbeiten. Es sei bemerkt, dass wir fu¨r den einfacher
linear separierbaren ndcEasy Datensatz eine Erkennungsrate von u¨ber 98% erreichen, im
Vergleich zu 91% in [FM01] fu¨r lineare Support Vektor Maschinen.
6.5 Ho¨herdimensionale reale Datensa¨tze
Im Folgenden pra¨sentieren wir Ergebnisse fu¨r eine Reihe von Benchmark-Datenmengen,
die auf realen Erhebungen basieren. Wir haben die Daten jeweils auf [0, 1]d transfor-
miert. Dabei haben wir keine besondere Ru¨cksicht auf Ausreißer genommen, d.h. einzel-
ne Datenpunkte, deren Koordinaten sich deutlich von den anderen Datenpunkten unter-
schieden. Wir haben aber unterschiedliche Transformationen durchgefu¨hrt. Die einfachste
ist dabei die lineare Transformation des Intervalls [min,max] auf [0, 1] durch die Vor-
schrift xˆ = (x − min)/(max−min). Eine weitere Methode besteht in der so genannten
Z-Normierung, hier wird die Transformationsvorschrift xˆ = (x −m)/s genutzt, wobei m
der Mittelwert des Attributs und s die Standardabweichung ist. Das normierte Attribut
hat nun Mittelwert 0 und Standardabweichung 1. Fu¨r unsere Zwecke muss dieser Trans-
formation allerdings noch eine Normierung auf [0, 1] folgen. Als dritte Methode wird von
uns die Transformation mit Hilfe des Median x0.5, d.h. des mittleren Wert des Attributs,
genutzt. Mittlerer Wert bedeutet hier, dass die eine Ha¨lfte der Daten kleinere Werte als
110 Kapitel 6. Numerische Ergebnisse
d-linear linear Dim. 3 verfeinert
Level 10-fold Rate % Sek. Rate % Sek. Rate Sek.
1 train 77.7 ± 1.3 1.0 82.3 ± 1.1 0.1
test 71.8 ± 6.6 72.4 ± 8.3
2 train 84.3 ± 1.0 12.0 80.0 ± 1.0 0.6 78.7 ± 1.1 0.3
test 70.4 ± 8.6 72.5 ± 6.1 73.9 ± 6.9
3 train 91.4 ± 0.8 89.1 86.6 ± 1.2 8.0 79.8 ± 1.2 1.2
test 70.8 ± 7.7 69.9 ± 7.1 73.0 ± 7.0
4 train 92.6 ± 0.9 546.3 94.2 ± 0.7 54.1 86.0 ± 1.5 3.9
test 68.8 ± 6.5 71.4 ± 7.8 72.4 ± 8.0
Tabelle 6.8. Ergebnisse fu¨r den BUPA Lebererkrankung-Datensatz. Dargestellt
sind die Erkennungsraten und die beno¨tigte Rechenzeit fu¨r den d-linearen und linearen
Ansatz. Weiterhin werden die Ergebnisse bei einem anisotropen Gitter mit zusa¨tzlicher
Verfeinerung von Dimension 3 angegeben.
x0.5 aufweist und die andere Ha¨lfte gro¨ßere Werte. Wir transformieren dann das Intervall
[min, x0.5] auf [0, 0.5] und das Intervall [x0.5,max] auf [0.5, 1]. Diese Transformation ist
robuster gegen Ausreißer [Han02]. Wir gehen im Weiteren aus Gru¨nden der Kompaktheit
der Darstellung nicht darauf ein, welche Transformation wir fu¨r einen Datensatz jeweils
genutzt haben.
Es gibt eine Reihe von Arbeiten, die sich unter den Namen Robuste Statistik weiterge-
hend mit der Thematik von Ausreißern und geeigneten robusten Transformationsmetho-
den bescha¨ftigen, siehe z.B. [RL87]. Allgemeine Informationen zur Datenvorverarbeitung
finden sich [CPS98, HTF01, WF01].
Die im Folgenden angegebenen Rechenzeiten sind wiederum auf einem Rechner mit
Intel Xeon 3GHz-Prozessor gemessen worden. Wir verwenden, sofern nicht anders ange-
geben, die simpliziale Diskretisierung auf den Gittern der Kombinationstechnik.
6.5.1 BUPA Lebererkrankung-Datensatz
Die BUPA Lebererkrankungs-Datenmenge aus der UC Irvine Machine Learning Daten-
bank [BM98] besteht aus 345 Datenpunkten mit sechs Merkmalen. Fu¨nf Attribute sind
Bluttests, von denen angenommen wird, dass sie sensitiv auf Lebererkrankungen reagie-
ren, welche durch exzessiven Alkoholkonsum verursacht werden. Das sechste Attribut gibt
die Menge des ta¨glich getrunkenen Alkohols an, normiert auf die entsprechende Anzahl
von halben Pints. Jede Instanz in dieser Datenmenge repra¨sentiert die Werte eines ledigen
Mannes. Das Selektorfeld trennt den Datensatz in zwei Mengen mit je 145 Punkten und
200 Punkten, eine besteht aus den Personen mit einer Lebererkrankung, die andere Menge
entha¨lt die Personen ohne festgestellte Lebererkrankung.
Hier liegen uns nur Trainingsdaten vor und wir ko¨nnen deswegen in Tabelle 6.8 nur
u¨ber unsere zehnfachen Kreuzvalidierungsergebnisse berichten. Der Ansatz mit linearen
Basisfunktionen erreicht hier auf Level 2 mit 72.5% Testgenauigkeit leicht bessere Ergeb-
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Dim 5 verfeinert
Level 10-fold Rate % Zeit (Sek.) Rate % Zeit (Sek.)
0 train 97.1 (± 0.1) 6.2
test 95.6 (± 1.0)
1 train 93.1 (± 0.2) 108.1 97.7 (± 0.1) 10.4
test 91.7 (± 1.8) 95.9 (± 1.0)
2 train 97.8 (± 0.1) 17.9
test 96.1 (± 0.9)
Tabelle 6.9. Ergebnisse fu¨r den Galaxy Dim-Datensatz fu¨r die normale Kombi-
nationstechnik und fu¨r anisotrope Gitter mit zusa¨tzlicher Verfeinerung in Dimension 5.
nisse als der mit d-linearen Funktionen, die als bestes Ergebnis 71.8% erreichen. Bei diesem
kleinen Datensatz macht sich die Berechnung der Datenmatrix noch nicht so deutlich in
der Laufzeit bemerkbar, die Kombinationstechnik mit der simplizialen Diskretisierung ist
trotzdem um den Faktor 10 schneller. Unser Verfahren liefert etwas bessere Resultate als
eine lineare SVM, die 70.0% erreicht, aber etwas schlechtere Resultate im Vergleich zu
einer nichtlinearen SVM, welche 73.7% erzielt, siehe [FM01].
Desweiteren unternehmen wir einfache Experimente mit anisotropen du¨nnen Gittern,
um festzustellen, ob die Verfeinerung einzelner Dimensionen von Vorteil ist. Durch Kreuz-
validierung haben wir die dritte Dimension als geeignetste bestimmt. Verfeinern wir diese
einmal, d.h. nutzen wir das anisotrope Gitter Ωs1,1,2,1,1,1, erhalten wir die bisher beste
Erkennungsrate von 73.9%. Weitere Verfeinerungen dieser Dimension resultieren nicht in
besseren Ergebnissen.
6.5.2 Galaxy Dim-Datensatz
Der Galaxy Dim-Datensatz ist eine oft benutzte Teilmenge der in [OSP+92] pra¨sentierten
Daten. Er entha¨lt 4192 Instanzen mit 14 Attributen, die beiden Klassen treten anna¨hernd
gleich ha¨ufig auf. Die Attribute sind Metainformationen von astronomischen Aufnahmen.
Das Ziel besteht darin, auf deren Basis die Bilder in Aufnahmen von Sternen und Galaxien
zu klassifizieren. Da in 14 Dimensionen gerechnet wird, kann nur die simpliziale Diskreti-
sierung mit der Kombinationsformel (4.14) verwendet werden, da sonst die Matrizen und
Vektoren nicht mehr in den Hauptspeicher passen.
Mit isotropen du¨nnen Gittern erreichen wir eine Testerkennungsrate von 95.6% fu¨r
Level 0 und bei Level 1 werden 91.7% erzielt, siehe Tabelle 6.9. Wenn wir die Dimension 5
jeweils einmal zusa¨tzlich verfeinern. erzielen wir 95.9% Genauigkeit, was eine geringfu¨gi-
ge Verbesserung darstellt. Auch bei diesem Datensatz ist es somit sinnvoll, mit leicht
anisotropen Gittern zu rechnen. Weiterhin zeigt sich, dass bei diesem Datensatz gro¨ßere
Verfeinerungsstufen keine Verbesserung ergeben. Mit etwas mehr als 4000 Punkten sind fu¨r
14 Dimension zu wenig Dateninstanzen vorhanden, um eine Funktion zu beschreiben, die
eine ho¨here Auflo¨sung beno¨tigen wu¨rde. Mit linearen Support Vektor Maschinen werden
in [FM01] 95.0% erreicht, die Rechenzeit betra¨gt wenige Sekunden.
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6.5.3 Mushroom-Datensatz
Der Mushroom-Datensatz aus der UCI Machine Learning Sammlung [BM98] besteht aus
8124 hypothetischen Stichproben, die 23 verschiedene Spezies von Lamellenpilzen der Gat-
tungen Agaricus und Lepiota beschreiben. Jede Spezies wird entweder der Klasse definitiv
essbar oder der Klasse giftig zugeordnet, wobei letztere auch die Fa¨lle nicht bekannter
Genießbarkeit und nicht empfohlen beinhaltet.
Der originale Datensatz entha¨lt 22 nominale Attribute wie z.B. den Geruch, die Form
des Pilzhuts oder die Farbe. Wir benutzen eine Variante aus [MM01]. Darin werden acht
Merkmale ausgewa¨hlt und in 22 bina¨re Indikatoren umgewandelt. Das Attribut “Ober-
fla¨che des Pilzhuts” kann z.B. die vier Werte “faserig”, “schuppig”, “glatt” und “gerillt”
annehmen, daraus werden vier bina¨re Eigenschaften, von denen jeweils eine zutrifft und
die anderen drei nicht, was mit Eins beziehungsweise Null gekennzeichnet wird.
Da alle 22 Attribute nur Null oder Eins sein ko¨nnen, reicht offensichtlich das Gitter
mit zwei Punkten in jeder Dimension aus. Die beno¨tigte Matrix fu¨r diese 22 Dimensionen
kann auf 32-bit Workstations mit 2 GByte Hauptspeicher nicht gespeichert werden, da
allein durch die Steifigkeitsmatrix bereits 23 · 222 = 96.468.992 Eintra¨ge erzeugt werden,
und u¨ber die Datenpunkte weitere Eintra¨ge hinzukommen. Die Matrix B der Daten hat
allerdings nur 8124 ·23 Eintra¨ge und kann somit im Hauptspeicher bereit gehalten werden,
was gewisse Geschwindigkeitsvorteile mit sich bringt.
In [MM01] werden bei Berechnungen mit SVMs aus Komplexita¨tsgru¨nden nur 500
Instanzen benutzt, insbesondere bei nichtlinearen Kernen muss bei einer korrekten SVM-
Behandlung eine 8124 · 8124 Matrix benutzt werden. Mit einem linearen Kern werden bei
10-facher Kreuzvalidierung Trainings- und Testerkennungsraten von 78,0% beziehungswei-
se 76,8% gemessen, mit einem kubischen Kern Raten von 90,9% beim Trainieren bezie-
hungsweise 88,2% beim Testen. In [FM01] werden mit Raten von 89,0% beziehungsweise
88,9% leicht bessere Ergebnisse erzielt.
Wir beobachten bei 10-facher Kreuzvalidierung eine Trainingserkennungsrate von 89.5%
mit 0,06% Standardabweichung, und eine Testerkennungsrate von 89.6% bei einer Stan-
dardabweichung von 0.52%, und erreichen damit leicht bessere und stabilere Ergebnisse.
Die Rechenzeit fu¨r diese 10-fache Rechnung betra¨gt 16,000 Sekunden und ist damit deut-
lich ho¨her als die Zeiten der SVM-Rechnungen im Bereich von wenigen hundert Sekunden,
bei denen allerdings aus Komplexita¨tsgru¨nden nur ein Teilproblem behandelt wird.
6.5.4 Data-Mining-Cup 2000
Wir betrachten nun den Datensatz, der beim Data-Mining-Cup 2000 [DMC00] verwen-
det wurde. Die Aufgabenstellung besteht im Auswa¨hlen von geeigneten Adressaten fu¨r
Werbebriefe, wobei diese noch nicht Kunde beim betreffenden Versandha¨ndler sind, aber
deren Adressen bekannt sind. Um die Kosten des Mailings zu minimieren, soll nur an eine
Auswahl aller Adressen der Werbebrief versendet werden. Diese Auswahl ist zu optimieren.
Dazu wurde ein Testmailing mit 10.000 zufa¨llig ausgewa¨hlten Adressen durchgefu¨hrt
und fu¨r jede angeschriebene Person gespeichert, ob diese reagiert hat oder nicht. Ausge-
hend davon wird ein Klassifikator generiert, der die Adressen in Bezug auf die Reagierer-
wahrscheinlichkeit bewertet. Dieser wird auf die insgesamt 34.820 weiteren Adressen in
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Abbildung 6.6. Die Varianz der Hauptkomponenten des Data-Mining-Cup 2000-
Datensatzes in logarithmischer Skalierung.
der Datenbank angewendet.
Um den Gewinn durch das Mailing zu maximieren, werden die bekannten Kosten und
Gewinne des Mailings benutzt. Die durchschnittlichen Kosten eines Anschreiben werden
in der Wettbewerbsbeschreibung mit 12,– DM angegeben. Reagiert die angeschriebene
Person, wird ein durchschnittlicher Gewinn von 185,– DM erzielt.
Die 40 Merkmale bestehen aus mikrogeographischen Daten wie z.B. Kaufkraft, Alters-
struktur, Bebauungstyp, Straßentyp, Kundentyp. Alle diese Merkmale sind keine personen-
gebundenen Informationen, sondern stellen durchschnittliche Informationen eines Gebietes
dar. Die in Deutschland feinste datenschutzrechtlich freigegebene Informations-Ebene be-
steht aus (mindestens) fu¨nf Haushalten. Professionelle Datenanbieter behaupten, dass sie
auf dieser Ebene mit ca. fu¨nf Millionen kleinster Straßenabschnitte eine Fu¨lle von Infor-
mationen bereitstellen, die durch die Verdichtung von u¨ber 150 Millionen Adressdaten aus
den verschiedensten Quellen generiert werden.
Um die Anzahl der Merkmale zu reduzieren, wenden wir auf die gegebenen Daten
eine Hauptkomponentenanalyse (principal component analysis (PCA)) [CPS98, HTF01,
Han02] auf die Trainingsdaten an. Es werden dann nur die wichtigsten Komponenten,
bestimmt durch die Varianz, wa¨hrend des eigentlichen Lernens benutzt. Die entstehen-
de Transformation und die Auswahl der wichtigsten Komponenten wird entsprechend auf
die Testdaten angewandt. Einige Instanzen des Datensatzes weisen fehlende Werte auf,
diese werden hier durch den Durchschnitt des jeweiligen Attributs ersetzt. Bei der Haupt-
komponentenanalyse werden die Trainingsinstanzen mit fehlenden Werten allerdings nicht
benutzt.
In Abbildung 6.6 ist die Varianz der Hauptkomponenten wiedergegeben. Wir sehen,
dass die ersten zehn Komponenten einen großen Teil der Varianz wiedergeben, sie enthalten
87.6% der Gesamtvarianz. Im Folgenden verwenden wir die ersten 18 Hauptkomponenten,
sie umfassen 93.5% der Varianz.
Die so transformierten Trainingsdaten werden zufa¨llig in zwei Mengen zu 6000 und 4000
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λ GewinnTest in DM Anteil % real. Gewinn in DM
0.0001 9337 0.22 84986
0.00025 9645 0.23 85735
0.0005 10028 0.30 88296
0.00075 10014 0.21 87586
0.001 10039 0.23 87705
0.0025 10000 0.12 86779
0.005 8954 0.15 87241
Tabelle 6.10. Ergebnisse des Du¨nngitter-Klassifikators fu¨r den Data-Mining-Cup
2000-Datensatz. Angegeben sind die mit verschiedenen Regularisierungsparametern erzie-
len Ergebnisse bei Level 0, deren maximaler Gewinn auf der Testmenge mit dazugeho¨rigem
Optimalwert und das mit diesen Parametern erzielte Ergebnis auf der Evaluierungsmenge.
Der faire Vergleichswert ist das Ergebnis von DM 87705.
Instanzen aufgeteilt. Auf der gro¨ßeren wird jeweils gelernt, auf der kleinen werden die Er-
gebnisse gemessen und der beste Parametersatz bestimmt. Da das Ziel der Anwendung
nicht in der Erkennungsrate liegt, sondern im maximalen Gewinn unter der Beru¨cksich-
tigung der Kosten, bestehen die Parameter nicht nur aus dem Level und dem Regulari-
sierungsparameter. Als weiteren Parameter gibt es nun den Anteil der zu benutzenden
Instanzen, in diesem Falle also welcher Teil der Personen einen Werbebrief erhalten soll.
Dazu werden die Instanzen in abfallender Reihenfolge ihrer vorhergesagten Reagierwahr-
scheinlichkeit sortiert. Anschließend wird die Position in der entstehenden Liste bestimmt,
die den maximalen Gewinn erzielt, der so genannte Optimalwert. Dies bedeutet, dass al-
le Personen oberhalb des Optimalwertes angeschrieben werden und alle unterhalb nicht.
Der Profit fu¨r einen Abschneidewert berechnet sich einfach dadurch, dass die Anzahl der
tatsa¨chlichen Reagierer in der genutzten Teilmenge mit 185 multipliziert wird, davon wird
entsprechend das Produkt der Anzahl der Nichtreagierer mit 12 abgezogen. Fu¨r jeden
Level und Regularisierungsparameter wird so der maximale Profit und der dazugeho¨rige
Abschneidepunkt bestimmt.
Mit Hilfe des Parametersatzes, der den gro¨ßtem Profit auf der Testmenge erzielt hat,
wird anschließend auf der ganzen Trainingsmenge der Klassifikator bestimmt. Diese Funk-
tion wird dann auf dem Evaluierungsdatensatz angewandt und dessen Instanzen werden
nach der vorhergesagten Zugeho¨rigkeit zur Reagiererklasse sortiert. Die oberhalb des Ab-
schneidewertes liegenden Instanzen werden nun ausgewertet und der realisierte Gewinn
auf der Testmenge berechnet. Im Rahmen des Data-Mining-Cups 2000 [DMC00] reichte
ein Gewinn von 67038 DM zum Erreichen des ersten Platzes. Data-Mining Spezialisten
erreichten im Weiteren ein Ergebnis von 84995 DM.
In Tabelle 6.10 sind Ergebnisse fu¨r Level 0 und verschiedene Regularisierungsparameter
dargestellt, ho¨here Level haben keine Verbesserung erzielt. Die vier Regularisierungspara-
meter mit den besten Ergebnissen auf der Trainingsmenge liegen mit ihren Ergebnissen
nah beieinander, und auch auf der Testmenge erzielen sie a¨hnliche Gewinne. Mit λ = 0.001
wird der gro¨ßte Profit auf der Trainingsmenge erzielt, somit ist das mit diesem Parameter
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(b) Lift-Chart
Abbildung 6.7. ROC-Chart und Lift-Chart fu¨r den DMC2000-Datensatz zur
Kombinationstechnik mit λ = 0.001.
erzielte Ergebnis von 87705 DM der faire Vergleichswert mit anderen Ergebnissen. Wir
liegen damit deutlich u¨ber den Ergebnissen des Wettbewerbs und auch u¨ber dem Ergebnis
der Data-Mining Spezialisten. In Abbildung haben wir die ROC-Chart und den Lift-Chart
fu¨r λ = 0.001 dargestellt. Es sei noch bemerkt, dass das Verha¨ltnis von ca. 87000 zu ca.
10000 dabei ungefa¨hr dem Verha¨ltnis zwischen den Gro¨ßen der Evaluierungsmenge (34820)
und der Testmenge (4000) entspricht.
An dieser Stelle seien sozio-o¨konomische Bemerkungen zur kommerziellen Nutzung
von personenbezogen Daten und Wohnumfeldinformationen erlaubt. So gibt es Untersu-
chungen, siehe z.B. [Pro04], die vor einer zunehmend pauschalen Beurteilung von Ver-
brauchergruppen warnen. Es besteht die Gefahr, dass viele Menschen gewisse Dienstlei-
stungen oder Produkte nicht in Anspruch nehmen ko¨nnen, weil sie von Unternehmen, die
ein Data Mining-Modell in ihren Gescha¨ftsprozess integriert haben, auf Grund der Da-
tenlage schlicht davon ausgesperrt werden. Zu den besonders gravierenden Fa¨llen za¨hlen
Kunden, die abha¨ngig von ihrem Einkommen entweder sieben oder zwo¨lf Prozent Kre-
ditzinsen zahlen mu¨ssen, Versicherte, die pauschal auf Grund von Erkrankungen keine
Berufsunfa¨higkeitsversicherung erhalten oder Personen, die wegen verspa¨teter Bezahlung
der Handyrechnung und resultierendem negativen SCHUFA-Eintrag keine Wohnung be-
kommen.
Banken, Versicherungen, zunehmend aber auch der Einzelhandel arbeiten in immer
sta¨rkerem Maße mit Kundenprofilen und Risikogruppen – gute Konditionen gibt es dabei
nur fu¨r ”gute“ Kunden. Versta¨rkt wird dieser Trend durch immer umfassendere Daten-
banken, durch Kundenkarten und einen schwunghaften Handel mit Verbraucherdaten.
Personen, die in einer Risikogruppe landen, in der falschen Gegend wohnen oder u¨ber
die schlicht falsche oder nicht ausreichend positive Daten gespeichert sind, stoßen bei der
Versicherung, beim Kredit oder bei Handy-Vertra¨gen zunehmend auf Schwierigkeiten. Im
Extremfall kann es bedeuten, dass jemand eine Kreditabsage erha¨lt oder von einer Versi-
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Datensatz Anz. Dim. du¨nne Gitter % Bestes anderes % Platz # Verfahren
breast cancer 9 97.66 ± 1.4 97.72 2 25
pima diabetis 8 76.80 ± 1.9 77.63 5 28
heart 13 80.85 ± 2.4 86.90 18 25
thyroid 5 96.07 ± 2.7 95.60 1 11
titanic 3 77.94 ± 0.7 78.96 8 19
flare-solar 9 66.85 ± 1.8 67.57 2 7
Tabelle 6.11. Vergleich der mit der Du¨nngitter-Kombinationstechnik erzielten Re-
sultate mit Ergebnissen anderer Verfahren [ROM01, MLH03, OSW03]. Angegeben sind
jeweils das Ergebnis des Du¨nngitter-Verfahrens, das beste Ergebnis aus den Referenzen
und die Position des Du¨nngitter-Klassifikators innerhalb einer Liste aller Verfahren.
cherung abgewiesen wird, nur weil die Adresse auf eine schlechtere Wohngegend hindeutet.
Hier wird ein individueller Kunde gewissermaßen abgestraft fu¨r fru¨heres Fehlverhalten in
seiner Umgebung, auf das er keinen Einfluss hatte.
6.5.5 Vergleich der Ergebnisse mit anderen Verfahren
Betrachten wir nun die Ergebnisse des Du¨nngitter-Klassifikationsverfahrens mit einer Rei-
he von anderen Verfahren. Wir verwenden Datensa¨tze, die in [ROM01, MLH03, OSW03]
zum Vergleich von Data Mining-Verfahren genutzt werden, wobei wir ho¨herdimensionale
Datenmengen nicht betrachten, die eine Vorverarbeitung mit einer Hauptkomponenten-
analyse erfordern wu¨rden.
Die Verfahren die in den Referenzen [ROM01, MLH03, OSW03] benutzt werden, sind
unter Anderem Support Vektor Maschinen, Boosting-Verfahren wie AdaBoost, Linear dis-
criminant analysis, neuronale Netze, na¨chste Nachbar-Verfahren, Random forests und Mul-
tiple additive regression splines.
In Tabelle 6.11 sind die mit der Du¨nngitter-Kombinationstechnik erzielten Resultate
im Vergleich zu den anderen Ergebnissen aufgefu¨hrt. Zu beachten ist, dass nicht jeder
Datensatz in allen Referenzen beziehungsweise mit allen Verfahren verwendet wird. Wie zu
sehen ist, liegt das Ergebnis der Du¨nngitter-Kombinationstechnik nur bei einem Datensatz
in der zweiten Ha¨lfte der verwendeten Verfahren. Bei einem Datensatz liefert sie das beste
Ergebnis, bei zwei Benchmarks das zweitbeste Ergebnis.
Da in den Referenzen keine Rechenzeiten angegeben sind, ist ein Vergleich der Lauf-
zeiten der Verfahren an dieser Stelle leider nicht mo¨glich. Die verwendeten Benchmark-
Datensa¨tze weisen aber eher wenige Datenpunkte auf, der Gro¨ßte hatte gerade mal 2200
Instanzen. Somit du¨rfte sich der Unterschied zwischen der linearen Laufzeit unseres An-
satzes und der nichtlinearen Laufzeit vieler anderer Verfahren fu¨r diese Datensa¨tze nicht
besonders bemerkbar machen.
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6.6 Experimente mit der dimensionsadaptiven
Kombinationstechnik
In diesem Abschnitt untersuchen wir die grundsa¨tzlichen Mo¨glichkeiten einer dimensions-
adaptiven Kombinationstechnik bei der Funktionsrekonstruktion und dem maschinellen
Lernen.
Es gibt bei der Umsetzung des dimensionsadaptiven Algorithmus 4.10 wie erwa¨hnt zwei
Mo¨glichkeiten, aus den Indexmengen O und A eine Lo¨sung auf einem verallgemeinerten
du¨nnen Gitter mit der Kombinationstechnik zu erhalten. Bei der einen Variante werden
nur die Indizes aus der alten Indexmenge O betrachtet, bei der anderen die Indizes aus
der Vereinigung der aktiven und der alten Indexmenge O∪A. Im Weiteren verwenden wir
die erste Variante.
Zur Berechnung eines Adaptionskriteriums fu¨r ein Gitter i der aktiven Indexmenge A
betrachten wir den Unterschied zwischen der Kombinationstechnik zur Indexmenge O und
der Kombinationstechnik zu der um i ∈ A erweiterten Indexmenge IO+i := O ∪ {i}.
Einen einfachen und direkt von der Funktion abha¨ngigen Fehlerindikator berechnen





Fu¨r den Fehlerindikator εh(i,O) addieren wir die Betragswerte |αl,j | der durch das Gitter
Ωi neu dazugekommenen Basisfunktionen des verallgemeinerten du¨nnen Gitters ΩIO+i und
teilen diese Summe durch die Anzahl der neu dazugekommenen Basisfunktionen
εh(i,O) :=
1




Bei der Verwendung der Hierarchie mit konstanten Funktionen nach Abschnitt 4.2.4 liefert
dieser Fehlerindikator beim U¨bergang von den konstanten zu den linearen Funktionen
allerdings keine geeigneten Ergebnisse und kann in diesem Fall nicht genutzt werden.
Andere Fehlerindikatoren beziehen die Fehler auf den Datenpunkten mit ein, d.h. wir







und bilden die Differenz zwischen der aktuellen Funktion fO und der Funktion fIO+i
εl2 := |fO|l2 − |fIO+i |l2 . (6.3)
Diese Differenz ist allerdings nicht immer positiv, da die Funktion fIO+i die Werte auf
den Datenpunkten unter Umsta¨nden schlechter darstellt als die Funktion fO. Aus diesem
Grund verwenden wir den Betrag dieses Wertes als einen alternativen Fehlerindikator
ε|l2| :=
∣∣∣|fO|l2 − |fIO+i |l2∣∣∣ . (6.4)
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Level λ Train Test Gitter Punkte
6 1 · 10−4 1.86 · 10−3 1.84 · 10−3 13 1033
7 7.5 · 10−5 1.42 · 10−3 1.41 · 10−3 15 2251
8 5 · 10−5 1.08 · 10−3 1.15 · 10−3 17 4877
9 2.5 · 10−5 7.87 · 10−4 9.30 · 10−4 19 10511
10 2.5 · 10−5 5.45 · 10−4 8.84 · 10−4 21 22545
11 1 · 10−5 4.13 · 10−4 9.70 · 10−4 23 48147
Tabelle 6.12. Regressionsergebnisse mit der normalen Kombinationstechnik fu¨r
die Funktion e−x21 + x2, angegeben ist der l2-Quadratfehler auf den Datenpunkten der
Trainings- beziehungsweise Testmenge. Weiterhin sind die Anzahl der benutzten Teilgitter
und die Summe der Punkte der Teilgitter aufgefu¨hrt.
Als weiteres Adaptionskriterium nutzen wir die Summe der Differenzen zum Quadrat







Das Funktional (5.1) verwenden wir nicht als Fehlerindikator, da die dazu beno¨tig-
te Berechnung des Regularisierungsoperators auf einem verallgemeinerten du¨nnen Gitter
mit den bisher implementierten Datenstrukturen nicht mo¨glich ist. Daru¨berhinaus ist in
Abschnitt 6.1 kein wesentlicher Unterschied zwischen dem Konvergenzverhalten bezu¨glich
des Fehlers im Funktional und bezu¨glich des l2-Fehlers auf den Datenpunkten gemessen
worden. Aus diesem Grund ist mit dem Funktional (5.1) auch kein grunda¨tzlich anderes
Adaptionsverhalten zu erwarten.
6.6.1 Regressionsbeispiel in zwei Dimensionen
Betrachten wir nun ein einfaches zweidimensionales Regressionsbeispiel. Wir erzeugen je-
weils 5000 Trainings- und Testdaten fu¨r die Funktion f(x1, x2) = e−x
2
1 + x2. Bei diesen
Rechnungen ergibt das λ mit dem besten Trainingsergebnis auch jeweils die besten Ergeb-
nisse auf den Testdaten, so dass wir bei diesen Experimenten auf eine Evaluierungsmenge
verzichten und das λ u¨ber das beste Trainingsergebnis bestimmt wird. Als Approximati-
onsfehler der Regression wird der l2-Quadratfehler auf den Datenpunkten (6.2) angegeben.
In Tabelle 6.12 sind die Ergebnisse der normalen Kombinationstechnik wiedergege-
ben. Dabei ist zu beobachten, dass bis Level 10 die Ergebnisse besser werden und dann
U¨beranpassungseffekte auftreten.
In Tabelle 6.13 sind die Ergebnisse der Experimente mit der dimensionsadaptiven Kom-
binationstechnik angegeben. Der Algorithmus 4.10 bricht ab, wenn die Elemente der akti-
ven Indexmenge A alle einen lokalen Fehlerindikator ε gro¨ßer als die vorgegebene Toleranz
θ aufweisen. Somit sind die Parameter bei der dimensionsadaptiven Kombinationstechnik
der Regularisierungsparameter und die Toleranzschranke.
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Indikator Toleranz λ Train Test Gitter Punkte
0.005 1 · 10−5 6.89 · 10−4 6.96 · 10−4 6 78
0.0025 1 · 10−5 6.89 · 10−4 6.96 · 10−4 6 78
εh 0.001 2.5 · 10−5 2.41 · 10−4 2.40 · 10−4 7 144
0.00075 5 · 10−5 3.72 · 10−4 3.62 · 10−4 7 144
0.0005 1 · 10−4 6.58 · 10−4 6.32 · 10−4 8 274
0.0001 2.5 · 10−5 5.91 · 10−4 6.26 · 10−4 47 24772
0.00005 5 · 10−7 4.30 · 10−5 4.44 · 10−5 8 274
εl2 0.00001 1 · 10−7 1.07 · 10−5 1.09 · 10−5 9 532
0.000005 1 · 10−8 2.67 · 10−6 2.87 · 10−6 10 1046
0.000001 1 · 10−9 7.59 · 10−7 8.74 · 10−7 11 2072
0.0001 2.5 · 10−5 9.32 · 10−4 9.73 · 10−4 32 6371
ε|l2| 0.00005 2.5 · 10−5 8.56 · 10−4 8.75 · 10−4 37 10137
0.00001 5 · 10−6 3.44 · 10−4 4.19 · 10−4 55 135540
0.000005 7.5 · 10−6 3.45 · 10−4 4.19 · 10−4 57 192889
0.0005 5 · 10−5 1.03 · 10−3 1.04 · 10−3 29 3289
εx 0.00025 2.5 · 10−5 8.13 · 10−4 8.23 · 10−4 38 12702
0.0001 1 · 10−5 3.52 · 10−4 3.99 · 10−4 52 68067
0.00075 7.5 · 10−6 3.47 · 10−4 3.93 · 10−4 56 135670
Tabelle 6.13. Regressionsergebnisse mit der dimensionsadaptiven Kombinations-
technik fu¨r die Funktion e−x21+x2, angegeben ist der l2-Quadratfehler auf den Datenpunkten
der Trainings- beziehungsweise Testmenge. Weiterhin sind die Anzahl der Teilgitter in der
Indexmenge O ∪ A und die Summe der Punkte dieser Teilgitter aufgefu¨hrt.
Mit dem Fehlerindikator εh wird das beste Ergebnis mit der Toleranz θ = 0.001 er-
reicht, berechnet werden dabei die Gitter mit den Indizes (i, 0), i = 0, . . . , 5 und (0, 1). In
der verallgemeinerten Kombinationsformel fu¨r den Indexset O ergibt sich nur beim Gitter
Ω4,0 ein Faktor ungleich Null. Die zu rekonstruierende Funktion ist in der zweiten Koordi-
nate linear, es ist also nicht notwendig, diese Dimension mit mehr als zwei Gitterpunkten
aufzulo¨sen. Auch bei dem besten Ergebnis mit dem Fehlerindikator εl2 wird die zweite
Dimension nicht weiter aufgelo¨st. Es werden die Gitter (i, 0), i = 0, . . . , 9 und (0, 1) be-
rechnet, in der Kombinationsformel ist allein das Gitter Ω8,0 aktiv. Damit wird auf der
Testmenge das beste Ergebnis in diesem Experiment mit einem Fehler von 8.74 · 10−7
erreicht.
Die Rechnungen mit den Fehlerindikatoren ε|l2| und εx liefern bei diesem Datensatz
die schlechtesten adaptiven Ergebnisse, außerdem verwenden sie deutlich mehr Gitter als
die anderen Ansa¨tze. Aber diese beiden Fehlerindikatoren erzielen immer noch bessere
Ergebnisse als Rechnungen auf einem normalen du¨nnen Gitter, allerdings mit sechsmal so
vielen Gitterpunkten.
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Level λ Train Test Gitter Punkte
3 0.00074505 0.015970 0.016447 35 1712
4 0.00093132 0.013651 0.014634 69 5297
5 0.00145519 0.012821 0.014285 121 15149
6 0.00181899 0.012475 0.015169 195 41103
7 0.00181899 0.012218 0.015458 295 107427
8 0.00181899 0.011785 0.017320 425 273013
Tabelle 6.14. Regressionsergebnisse mit der normalen Kombinationstechnik fu¨r
das vierdimensionale Beispiel, angegeben ist der l2-Quadratfehler auf den Datenpunkten
sowie die Anzahl der benutzten Teilgitter und die Summe der Punkte der Teilgitter.
6.6.2 Regressionsbeispiel in vier Dimensionen
Wir unternehmen nun Rechnungen fu¨r ein vierdimensionales Regressionsbeispiel, die dar-
zustellende Funktion ist f(x1, x2, x3, x4) = e−x
2
1 + e−x22−x33 . Die vierte Variable hat keinen
Einfluss auf den Funktionswert. In Tabelle 6.14 sind die Ergebnisse der normalen Kombi-
nationstechnik wiedergegeben, das beste Ergebnis wird fu¨r Level 5 mit einem Fehler von
0.0143 erreicht.
Der Fehlerindikator εl2 , der beim zweidimensionalen Beispiel deutlich am besten war,
bricht bei diesem Beispiel zu fru¨h mit der Adaption ab, da er bereits nach wenigen Adap-
tionsschritten negative Werte als Fehlerindikatoren der Gitter in der aktiven Indexmenge
A liefert.
Die dimensionsadaptive Kombinationstechnik mit den anderen drei Fehlerindikatoren
εh, ε|l2| und εx liefert jeweils bessere Ergebnisse als ein normales du¨nnes Gitter, siehe
Tabelle 6.15. Dabei erzielt der Fehlerindikator ε|l2|, der den Absolutwert der Vera¨nde-
rung der Approximation der Datenwerte {yj}M1 durch die Funktion fIO+i misst, die besten
Ergebnisse mit einem Fehler von 0.0109. Weiterhin sind hierbei die Ergebnisse auf der
Trainingsmenge und der Testmenge na¨her beieinander als bei den beiden anderen Fehler-
indikatoren, somit ist der Fehlerindikator in einem gewissen Sinne stabiler.
Allerdings wird bei den Rechnungen mit guten Gesamtergebnissen auch die vierte Di-
mension verfeinert, obwohl dies fu¨r die Darstellung der Funktion nicht notwendig ist. Da
bei kleinen Regularisierungsparametern dieser Effekt nicht auftritt, ist davon auszugehen,
dass dies durch den Regularisierungsoperator verursacht wird, der alle Dimensionen gleich
behandelt. Andererseits erzielen Rechnungen mit derart kleinen Regularisierungsparame-
tern keine brauchbaren Fehlerraten.
Das beste Ergebnis mit einem Fehler von 0.0109 wird bei einer Toleranz von θ = 0.0001
mit dem Fehlerindikator ε|l2| erreicht, es werden dabei 81 Gitter mit insgesamt 12812 Git-
terpunkten betrachtet. Das sind weniger als Level 5 der normalen Kombinationstechnik
verwendet, welcher das beste Ergebnis unter allen Verfeinerungsstufen erzielt hat. Die An-
zahl der benutzten Gitter bei einer effizienten dimensionsadaptiven Kombinationstechnik
kann aber sicherlich noch weiter reduziert werden.
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Indikator Toleranz λ Train Test Gitter Punkte
0.025 0.00025 0.026329 0.025285 12 412
0.01 0.00025 0.013672 0.013616 28 1756
εh 0.0075 0.00025 0.012673 0.013539 64 5954
0.005 0.001 0.010664 0.011586 74 6418
0.0025 0.001 0.011963 0.015132 262 137995
0.001 1e-05 0.020213 0.019963 7 224
0.0005 0.00075 0.014079 0.014730 39 3194
ε|l2| 0.00025 0.001 0.011646 0.012139 48 4240
0.0001 0.00075 0.010253 0.010896 81 12812
0.000075 0.001 0.012882 0.013950 123 22710
0.01 0.00025 0.014121 0.014346 17 776
0.0075 0.00075 0.014329 0.014626 17 776
εx 0.005 0.0005 0.014278 0.014721 23 1624
0.0025 0.001 0.012081 0.013096 63 6416
0.001 0.0025 0.011671 0.015488 239 65156
Tabelle 6.15. Regressionsergebnisse mit einer dimensionsadaptiven Kombinati-
onstechnik fu¨r das vierdimensionale Beispiel, angegeben ist der l2-Quadratfehler auf den
Datenpunkten sowie die Anzahl der Teilgitter in der Indexmenge O ∪ A und die Summe
der Punkte dieser Teilgitter.
6.6.3 Deutscher Kreditdatensatz
Der Deutsche Kreditdatensatz wird in [MST94] mit einer Reihe von Data Mining Verfah-
ren behandelt. Die Anwendung besteht in der Kreditvergabe, die zwanzig Attribute des
originalen Datensatzes enthalten, unter anderem
• Status des existierenden Girokontos,
• Dauer des Girokontos,
• Kreditgeschichte,
• Grund des Kredites,
• Betrag des Kredites,
• Status des Sparkontos,
• Dauer der Bescha¨ftigung,
• Rate in Prozent des zur Verfu¨gung stehenden Einkommens,
• Geschlecht und Ehestatus,
• Weitere Kredite,
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• Weiteres Eigentum,
• Art und Dauer der Wohnung,
• Art der Arbeit.
Fu¨r die Vergleiche in [MST94] wurden die kategorischen Attribute in numerische um-
gewandelt. Dadurch wurde die Anzahl der Attribute auf 24 erho¨ht. Wir benutzen diese




vorhergesagte Klasse: gut 0 5
vorhergesagte Klasse: schlecht 1 0
angegeben.
Es ist schlimmer, einen schlechten Kunden als gut zu klassifizieren, als einen guten
Kunden als schlecht einzuordnen. In diese modellhafte Kostenmatrix aus [MST94] gehen
nur die falschen Vorhersagen ein. Bei realen Anwendungen dieser Art wird aber meist dem
richtig vorhergesagten guten Kunden ebenso ein Wert zugewiesen, um den potentiellen
Gesamtgewinn zu berechnen. Der vorliegende Datensatz besteht aus 700 Instanzen der
Klasse gut (= 1) und 300 Instanzen der Klasse schlecht (= −1). Um dieses Ungleich-
gewicht der beiden Datenklassen zu beheben, wird die kleine Klasse sta¨rker gewichtet,
dies geschieht z.B. durch die Verschiebung der Trennpositon zwischen den beiden Klassen,
numerisch 1 bzw. -1 von der Stelle 0 auf die Position 0.7. Alternativ kann auch fu¨r die
zweite Klasse statt -1 ein gro¨ßerer Wert gewa¨hlt werden und die Trennposition an der
Stelle 0 beibehalten werden. Hierbei entspra¨che die erwa¨hnte Trennposition 0.6 fu¨r das
Intervall [-1;1] ungefa¨hr dem Wert -5. Die Position der Trennstelle ist somit ein weiterer
Parameter in der Untersuchung des Verhaltens eines Data Mining Verfahrens. Sofern wir
nur an der Sortierung der Instanzen nach ihrer wahrscheinlichen Zugeho¨rigkeit zu einer
Klasse interessiert sind, spielt die Trennposition keine Rolle. In diesem Benchmark wird
das Ergebnis aber u¨ber die Klasseneinteilungen bestimmt, so dass diese unterschiedliche
Gewichtung notwendig ist.
In [MST94] werden verschiedene Data Mining Verfahren wie z.B. Na¨chste Nachbarn,
Naive Bayes, Entscheidungsba¨ume oder Neuronale Netze auf diesen Datensatz angewandt
und die Ergebnisse verglichen. Interessanterweise erreichen nur 10 der 23 Verfahren bessere
Ergebnisse als die naive Vorgabe, bei der alle Daten der Klasse -1 zugeordnet werden
und somit durchschnittliche Kosten von 0.7 erreicht werden. Natu¨rlich ist diese Regel fu¨r
die Praxis nicht zu gebrauchen, da so keine Kredite mehr vergeben wu¨rden. Die besten
Ergebnisse liefert Fishers lineare bzw. logistische Diskriminanzanalyse mit Testkosten von
0.535, alle anderen Verfahren erzielen Testkosten von 0.583 und schlechter.
Der Datensatz hat 24 Attribute, ein Gittervektor dieser Gro¨ße kann zwar grundsa¨tzlich
im Speicher bereit gehalten werden, allerdings ist die beno¨tigte Rechenzeit fu¨r die on-
the-fly Berechnung der Matrixoperation in der Praxis zu lang. Wir benutzen stattdessen
den dimensionsadaptiven Algorithmus, wobei wir in jeder Dimension mit der konstanten
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Toleranz λ Train Test
0.001 0.1 94.24 (± 0.5) 93.12 (± 4.7)
0.0005 0.1 94.59 (± 0.4) 93.15 (± 3.7)
0.0001 0.1 95.03 (± 0.6) 93.73 (± 3.9)
0.00005 0.25 95.35 (± 0.6) 93.71 (± 3.6)
0.00001 0.25 95.56 (± 0.6) 93.72 (± 3.7)
Tabelle 6.16. Ergebnisse der dimensionsadaptiven Kombinationstechnik fu¨r den
Ionosphere-Datensatz. Angegeben sind die Erkennungsraten die per 10-facher Kreuzvali-
dierung erreicht werden.
Funktion anfangen, d.h. die einzelnen Dimensionen werden erst wa¨hrend der laufenden
Rechnung aktiviert.
Wie erwa¨hnt zeigen wir in diesem Abschnitt die grundsa¨tzlichen Mo¨glichkeiten des
dimensionsadaptiven Verfahrens, somit geben wir nur die jeweils besten Erkennungsraten
an, ohne eine im Data-Mining-Sinne saubere Bestimmung der Parameter des Verfahrens
unternommen zu haben. Sofern wir als Adaptionskriterium εl2 nutzen, d.h. die Differenz
des globalen l2-Fehlers an den Datenpunkten, und das Abbruchkriterium bei 0.0005 setzen,
erhalten wir bei der zehnfachen Kreuzvalidierung Testkosten von 0.516, erreichen damit
etwas bessere Ergebnisse als die beiden besten Verfahren aus [MST94] und deutlich bessere
Ergebnisse als die restlichen dort untersuchten Ansa¨tze.
Weiterhin untersuchen wir die Mo¨glichkeit, anhand der Auswahl der dimensionsadap-
tiven Rechnungen eine Dimensionsreduktion durchzufu¨hren. Dazu wa¨hlen wir zuerst 11
Attribute aus, die so gut wie immer genutzt werden. In einem zweiten Test werden nur
die Attribute nicht gewa¨hlt, die in den meisten Fa¨llen nicht genutzt werden, dieser Ansatz
ergibt eine Reduktion auf 18 Dimensionen. Die fu¨r diese reduzierten Dimensionszahlen mit
der normalen Kombinationstechnik durchgefu¨hrten Rechnungen fu¨hren allerdings nicht zu
verbesserten Ergebnissen, deutliche U¨beranpassungseffekte sind festzustellen.
6.6.4 Ionosphere-Datensatz
Der Ionosphere-Datensatz [SWHB89, BM98] besteht aus Radardaten, aufgenommen von
einem System von 16 Hochfrequenzantennen mit einer Gesamtleistung von 6,4 Kilowatt.
Das Ziel sind freie Elektronen in der Ionospha¨re. Die empfangenen elektromagnetischen
Signale wurden mit einer Autokorrelationsfunktion verarbeitet, deren Resultate bilden die
34 kontinuierlichen Attribute dieses Datensatzes. Die 351 Messungen sind eingeteilt in
zwei Sorten von Radarechos. Zum einen Signale, die Hinweise auf gewisse Strukturen in
der Ionospha¨re aufweisen, und zum anderen solche, die es nicht tun, diese Signale passieren
die Ionospha¨re.
Da der Datensatz 34 Dimensionen aufweist, benutzen wir wiederum den dimensionsa-
daptiven Algorithmus mit konstanten Funktionen, d.h. die einzelnen Dimensionen werden
erst wa¨hrend der laufenden Rechnung aktiviert. Wir betrachten Ergebnisse mit 10-fach
Kreuzvalidierung, in einigen anderen Arbeiten wird der Datensatz in Training- und Test-






















Abbildung 6.8. Die maximalen Verfeinerungen der (sortierten) Dimensionen in
der Indexmenge O beim Ionosphere-Datensatz.
mengen aufgeteilt und dort werden Erkennungsraten zwischen 90% und 96% auf der Test-
menge gemessen. In [FM01] wird mit 10-facher Kreuzvalidierung fu¨r diesen Datensatz eine
Testgenauigkeit von 88.3% mit einer linearen und eine von 95.5% mit einer nichtlinearen
Support Vektor Maschine erreicht.
In Tabelle 6.6.4 sind die Ergebnisse fu¨r verschiedene Toleranzen und den Fehlerindi-
kator εl2 dargestellt. Wir erreichen bei 10-facher Kreuzvalidierung ein durchschnittliches
Ergebnis von 93.7% auf der Testmenge. In Abbildung 6.8 sind die maximalen Verfeinerun-
gen der Dimensionen in der Indexmenge O fu¨r dieses Ergebnis dargestellt. Wie zu sehen,
werden viele Dimension gar nicht oder ho¨chstens einmal verfeinert. Nur vier Dimensionen




In dieser Arbeit haben wir die Funktionsrekonstruktion mit der Du¨nngitter-Kombinations-
technik fu¨r Anwendungen im maschinellen Lernen betrachtet. Konkret zu lo¨sen ist dabei
ein regularisiertes Approximationsproblem in einem Funktionenraum. Die Verwendung ei-
ner Diskretisierung mit festen Gitterpunkten, wobei die Gitterpunkte unabha¨ngig von den
Datenpunkten gewa¨hlt werden, ist in diesem Anwendungsgebiet neu und wird erst durch
die Nutzung von du¨nnen Gittern realisierbar. Wichtig fu¨r viele praktische Anwendungen
ist die Erkenntnis, dass der Aufwand des Verfahrens nur linear mit der Zahl der Daten
skaliert, aber trotzdem eine nichtlineare Funktion berechnet wird. Dies gilt insbesondere
im Vergleich zu vielen anderen maschinellen Lernverfahren, die nichtlinear mit der Zahl
der Daten skalieren. Allerdings ist die Anzahl der Dimensionen beschra¨nkt, die mit un-
serer Methode behandelt werden ko¨nnen. In vielen realen Anwendungen kann aber die
Dimension des Problems durch Vorverarbeitungsschritte substantiell reduziert werden.
Zur Untersuchung der numerischen Eigenschaften des Verfahrens haben wir das Kon-
vergenzverhalten der diskreten Lo¨sung im Vergleich zur Lo¨sung auf einem hochaufgelo¨sten
vollen Gitter untersucht. Dabei sind zwei unterschiedliche Ordnungen des Approximati-
onsverhaltens festgestellt worden. Die Diskretisierungsauflo¨sung, bei der dieser U¨bergang
zwischen den beiden Phasen stattfindet ist dabei abha¨ngig von der Anzahl und der Vertei-
lung der zu approximierenden Daten. Sowohl die Vollgitterlo¨sungen als auch die Du¨nngit-
terlo¨sungen weisen dieses Verhalten auf, wobei die Konvergenzordnung des du¨nnen Gitters
wie zu erwarten etwas schlechter ist. Bei der theoretischen Betrachtung eines verwandten
Wavelet-Kern-Ansatzes haben wir in a¨hnlicher Form zwei Konvergenzphasen festgestellt
Weiterhin haben wir das Du¨nngitter-Verfahren auf eine Reihe von Benchmark-Daten-
sa¨tzen angewandt. Dabei erzielen wir Resultate, deren Qualita¨t mit denen der besten
maschinellen Lernverfahren vergleichbar ist. Bei einigen großen Beispielen messen wir
daru¨berhinaus die Laufzeit des Verfahrens. Die vorhergesagte lineare Skalierung des Auf-
wands mit der Zahl der Dateninstanzen wird besta¨tigt.
Als eine Erweiterung haben wir verallgemeinerte du¨nne Gitter auf Basis einer Hier-
archie definiert, die auch konstante Basisfunktionen entha¨lt. Fu¨r diese Gitter fu¨hren wir
eine dimensionsadaptive Kombinationstechnik ein, welche die Behandlung von Problemen
mit ho¨heren Dimensionen ermo¨glicht. Um ein effizientes dimensionsadaptives Verfahren zu
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erhalten, ist ein geeigneter Fehlerindikator und eine darauf aufbauende Adaptionsstrategie
notwendig. Wir haben hierzu Experimente mit verschiedenen Fehlertermen durchgefu¨hrt
und die grundsa¨tzlichen Mo¨glichkeiten einer dimensionsadaptiven Kombinationstechnik
im Bereich des maschinellen Lernens gezeigt. Die erzielten Ergebnisse sind vielverspre-
chend, aber das jetzige Verfahren ist fu¨r Praxisanwendungen noch nicht robust genug.
Das Zusammenspiel zwischen Fehlerindikator, Adaptionsstrategie und Abbruchkriterium
muss in der Zukunft eingehend untersucht werden. Perspektivisch besteht die Hoffnung,
dass eine Theorie fu¨r robuste und effiziente Fehlerscha¨tzung entwickelt werden kann, wie
sie bei der numerischen Behandlung von partiellen Differentialgleichungen fu¨r lokale Ad-
aptionsmethoden existiert [BR78, EEHJ95, Ver96, BR01].
Interessante Aspekte fu¨r die Untersuchung in weiteren Arbeiten ergeben sich bei ei-
ner Parallelisierung der dimensionsadaptiven Kombinationstechnik. Bei der Nutzung der
grobko¨rnigen Parallelita¨t werden dabei mehrere Teilprobleme aus der aktiven Indexmenge
A gleichzeitig berechnet. Wenn nun ein Teilergebnis beim Kontrollprozess eintrifft, wer-
den die Fehlerindikatoren bestimmt und die Berechnung eines weiteren Teilproblems wird
gestartet, wobei dieses anhand der Adaptionsstrategie ausgewa¨hlt wird. Der Unterschied
zwischen sequentiellen und parallelen Verfahren zeigt sich nun bei dieser Auswahl des
na¨chsten Teilproblems. Beim sequentiellen Ablauf sind bei der adaptiven Auswahl alle
Teilergebnisse fu¨r die aktive Indexmenge bekannt. Fu¨r die parallele Variante trifft dies
aber nicht zu, da Teilgitter noch berechnet werden mu¨ssen. Das bedeutet, dass bei ei-
ner parallelen dimensionsadaptiven Kombinationstechnik eine andere Reihenfolge in der
Berechnung der Teilgitter stattfinden kann. Somit wird das parallele Verfahren andere Er-
gebnisse liefern als die sequentielle Version. Es ist zu untersuchen, welche Auswirkungen
eine derart vera¨nderte Adaption auf das Verfahren hat. Dies betrifft sowohl die Qualita¨t
der Ergebnisse als auch die Zahl der verwendeten Teilprobleme.
Eine mo¨gliche Erweiterung unseres Ansatzes fu¨r das maschinelle Lernen besteht in der
Integration von vorhandenem Wissen in die Problemstellung. Naheliegend ist die Nut-
zung von anderen Randbedingungen, es wird sicherlich oft bekannt sein, welche Klassen
beziehungsweise Funktionswerte an einigen Ra¨ndern des Gebietes vorliegen. Diese Infor-
mation kann in die Formulierung durch Dirichlet-Randwerte eingebracht werden, was zu
gemischten Randbedingungen fu¨hren wird. Es ist ebenso zu untersuchen, ob und wie wei-
teres vorhandenes Wissen in die Problemformulierung eingebracht werden kann. In der
Regularisierungstheorie gibt es Aussagen, wie konvexe Nebenbedingungen geeignet in die
Problemformulierung integriert werden ko¨nnen [Mor84, EHN96].
Daru¨berhinaus stellt sich die verwandte Frage, wie mit einem Klassifikator bei einer
Erweiterung des Datenbestandes umgegangen wird. Es kann zwar mit allen alten und neu-
en Daten der Klassifikator komplett neu bestimmt werden. Aber es ist eventuell mo¨glich,
den mit den a¨lteren Daten bestimmten Klassifikator geeignet in ein Problem bezu¨glich der
neuen Daten einzubringen.
Aus Gru¨nden der Einfachheit haben wir bisher nur den Operator S = ∇ zur Regula-
risierung benutzt, aber andere Differential- oder Pseudo-Differentialoperatoren lassen sich
ebenfalls einsetzen. Fu¨r die Regularisierung durch Diskretisierung kann daru¨berhinaus un-
tersucht werden, inwiefern Operatoren, die Glattheitseigenschaften fordern, zur Stabilisie-
rung des numerischen Verfahrens notwendig sind, oder ob eine einfache Stabilisierung wie
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z.B. durch die Addition der gewichteten Diagonalen der Datenmatrix Bt · B ausreichend
ist.
Mit wenigen Modifikationen kann unser Ansatz auch zur Dichtescha¨tzung eingesetzt
werden. Dabei ist nur eine Punktverteilung S gegeben
S = {xi ∈ Rd}Mi=1.
Die Aufgabe ist es nun, die dieser Punktverteilung zu Grunde liegende Wahrscheinlich-











kann die Dichtescha¨tzung mit einem Du¨nngitter-Ansatz behandelt werden, analog zum
vorgestellten Verfahren zur Funktionsrekonstruktion. So ko¨nnen nun d-dimensionale Klas-
sifikationsprobleme auch als (d + 1)-dimensionale Dichtescha¨tzungsaufgaben formuliert
werden. Dadurch ist in dieser Form die Behandlung von mehreren Klassen bei der Klassi-
fikation einfach mo¨glich.
Wir beschließen nun den Ausblick und diese Arbeit mit Bildern eines zweidimensiona-
len Experiments zur Dichtescha¨tzung mit der Du¨nngitter-Kombinationstechnik.
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