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A B S T R A C T
Component condition and substation (S/S) reliability have a material impact on the cost of customer inter-
ruptions in electricity distribution systems (DSs). However, these factors are not usually considered within
distribution system reconfiguration (DSR) problem formulations, because of the lack of a readily available
methodology. This paper presents such a method, making use of component condition scores which are now
mandatory for distribution system operators (DSOs) in the UK. Based on these condition scores, condition-based
failure rate can be calculated for each component. S/S reliability is a function of component condition, S/S
configuration and the network upstream of the S/Ss. The reliability of the S/S then has an impact on the re-
liability indices of each load point (LP) it supplies. These factors are combined to deliver a better informed
algorithm for DSR, which is verified through its application on two DSs. The annual savings, compared to the
formulation that neglects component condition and S/S reliability, can be in the order of tens of thousands of
U.S. dollars for a single DS.
1. Introduction
Customer interruptions in power systems commonly occur within
Distribution Systems (DSs) [1,2]. Deregulation has pushed the DS op-
erators (DSOs) to reduce their expenditure by postponing investments,
reducing internal expertise and decreasing maintenance frequency.
Thus far, this has not had an effect on the reliability of DSs, but it may
have a detrimental effect in the coming years, with the potential for the
quality of supply to decline quickly [3]. It is therefore important to
examine possible actions that can be taken in order to improve network
reliability. DS reconfiguration (DSR) – which can be defined as the
procedure of changing the topology of the network using the branch
switches – is one available strategy. For each possible topology, all of
the constraints should be satisfied, including the radiality of the net-
work, as well as operational current and voltage limits. DSs are typi-
cally constructed as meshed systems but are operated in radial config-
uration through the use of normally open points. This is primarily to
reduce the number of network components exposed to a failure on any
single feeder in the case of a fault on the network [1].
Reconfiguration is usually structured as an optimization problem,
with an objective to minimize power losses, voltage deviation, or load
imbalance, or to maximise reliability. Optimal DSR is a combinatorial
nonlinear optimization problem [4], which has often led to the use of
heuristic solution algorithms, including: branch exchange method
[5,6]; genetic algorithm (GA) [7–9]; particle swarm optimization (PSO)
[10–12]; ant colony search algorithm [13]; cuckoo search [14,15]; in-
vasive weed optimization [16]; and teaching-learning-based optimiza-
tion [17]. Although heuristic optimization algorithms do not guarantee
the optimal solution, they do identify high-quality solutions [9,18].
In [5], the objective is to reduce losses and improve load balancing
through DSR. This requires a search over a number of radial config-
urations; therefore, two approximate power flow methods were devel-
oped to reduce the computational burden. Ch et al. [6] investigate the
impact of DSR on power quality (such as voltage harmonic distortion
and unbalance), along with losses, in the presence of distributed gen-
eration (DG) and reactive power sources. Tahboub et al. [8] employ a
clustering algorithm to acquire representative centroids from annual
load and DG profiles in order to deal with their associated variability;
the corresponding objective function focusses on loss minimization. In
[9], an adaptive fuzzy logic parallel GA is presented to solve the opti-
mization problem. A paper by Guan et al. [11] considers different
models of DG into the network reconfiguration problem; a decimal
encoding of the decision variables is also proposed. In [15], a new
methodology is developed to optimize the configuration of the network,
as well as the location and size of DG. Sudha Rani et al. [16] present a
multi-objective invasive weed optimization method in order to
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simultaneously minimize losses, maximum node voltage deviation,
number of switching operations, and the load balancing index; they also
implement a backward/forward sweep load flow for the power flow
calculations. An advantage of the optimization methods in [14,15,17] –
cuckoo search and teaching-learning-based optimization – is that they
have few control parameters.
As mentioned earlier, DSR involves a search over a number of net-
work configurations; the size of the search space of the problem is re-
lated to the encoding of the state vector, i.e. what each decision vari-
able represents [19]. The state vector in DSR represents a specific
network topology. Two options are presented in [20]. The first option
(binary encoding) assumes that each decision variable represents the
status (open/closed) of the corresponding branch. The length of the
state vector, in this case, is equal to the number of branches that are
involved in the network reconfiguration. The second option (integer
encoding) considers that the network consists of a number of loops and
each decision variable represents the integer index of the branch that
breaks each loop; in this case, the length of the state vector is defined by
the number of loops. These two options are compared in [20], and it is
shown that the second alternative outperforms the first one in optimi-
zation time and number of objective function evaluations. The former
approach is followed in [8] and [10], which use a binary GA and PSO,
respectively; whereas the latter approach is followed in [11,15–17],
and it is stated that it can reduce the number of state variables, generate
fewer infeasible solutions, and have better search efficiency.
From the perspective of reliability, Brown et al. [21] extended the
use of DSR to improve DS reliability. In [10], probabilistic reliability
models are applied to assess the reliability at the load points (LPs) and
the DSR problem is formulated in a multi-objective framework, con-
sidering power loss and reliability. Paterakis et al. [22] also propose a
multi-objective optimization method, which minimizes active power
losses and one of three commonly used system reliability indices. It is
not uncommon to disregard customer interruption costs entirely
[10,22]. In [7,23–25], an aggregate objective function is considered,
which takes account of losses and reliability concurrently by expressing
the objective in monetary terms via electricity price and customer in-
terruption costs.
However, the aforementioned publications neglect component
condition (see Section 2) when evaluating network reliability and use
average failure rates that depend only on the type of the components
regardless of their condition. Furthermore, the available literature on
DSR deals with networks that have only one substation (S/S) or, in
cases where multiple S/Ss are present, the problem is formulated such
that a single S/S is considered. Consequently, either the reliability of
the S/Ss is not considered in network reconfiguration studies or they
are assumed to be perfectly reliable. Moreover, average customer in-
terruption costs [7,24] or composite customer damage functions [25]
are considered, in order to convert customer interruptions to cost, for
all LPs. In fact, the expected customer interruption cost (ECOST) de-
pends on customer type and outage duration; two LPs can yield sig-
nificantly different ECOSTs even if they have the same power demand
and are interrupted for the same amount of time [1,26].
The main contributions of this paper are to take component con-
dition and substation reliability into account within the DSR problem.
Condition-based failure rates are used to determine the reliability of the
network compared to the standard approach using average failure rates.
Networks with multiple S/Ss are considered and their reliability is de-
termined by component condition, S/S configuration, and the network
upstream of the S/Ss, which can lead to different reliability indices for
the S/Ss supplying a given DS. The proposed objective function is an
aggregate function, which considers reliability and power losses and is
expressed in monetary terms. Reliability is taken into account through
the ECOST, which is calculated not only for interruptions that come
from the primary DS (network between the distribution S/Ss and the
distribution transformers (TXs)), but also for outages that are caused by
the S/Ss and the upstream network. Finally, each LP has a specific
customer type and the associated customer damage function (CDF).
The model used in this paper considers constant loads; specifically
Nomenclature
A, B, C failure rate model parameters
CPloss cost coefficient for losses (180 $/kW [23], expressed in
today’s U.S. dollars)
Cjp interruption cost of load point (LP) p due to failure event j
($/kW)
CostPloss annual cost of active power losses ($/yr)
ECOST total expected customer interruption cost (ECOST) of the
network ($/yr)
ECOST1 ECOST for failure events in the primary distribution
system (DS) ($/yr)
ECOST2 ECOST for failure events at substations and the upstream
network ($/yr)
ECOSTjp ECOST of load point (LP) p due to failure event j ($/yr)
EP energy price ($/kWh)
Ii(k) nodal current injection at node i, at iteration k
Ik current of branch k
Ik,max current rating of branch k
IL2(k) current injection at node L2, at iteration k
JL(k) branch L current at iteration k
Lp average load of LP p (MW)
LLF loss load factor
Loss Cost annual cost of losses ($/yr)
NLP number of LPs
Nb number of buses
Nev,p number of possible failure events for LP p
Nl number of branches
PC probability that a circuit breaker fails to open when
required
Ploss active power losses (calculated at peak load) (kW)
Pen overall penalty term forcing the objective function to in-
finite, if there is a constraint violation
Pen1 penalty term for loop constraints
Pen2 penalty term for operational constraints
Rk resistance of branch k
r repair time (hr)
r'' maintenance outage time (hr)
rjp interruption duration of LP p due to failure event j (hr)
Si complex power injection at node i
Total Cost 1 total cost considering the annual cost of losses and the
ECOST for the primary DS only, i.e. Loss Cost+ ECOST1
($/yr)
Total Cost 2 total cost considering the annual cost of losses and the
total ECOST, i.e. Loss Cost+ ECOST ($/yr)
Vi(k−1) voltage at node i, at iteration k-1
Vmin, Vmax minimum and maximum voltage limits, respectively
x state vector
Yi sum of all shunt elements at node i
z condition score (p.u.)
ZL series impedance of branch L
λ failure rate (f/yr) [for lines/cables (f/yr·km)]
λ'' maintenance outage rate (out/yr)
λA active failure rate (f/yr) [for lines/cables (f/yr·km)]
λP permanent (total) failure rate (f/yr) [for lines/cables (f/
yr·km)]
λj failure rate of failure event j
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average load values for reliability evaluation, and peak values – along
with a loss load factor – for cost of losses. The reliability of the system
and the cost of losses are calculated for a yearly period – but this does
not preclude the application of the proposed method to more discrete
time periods. For example, in the case of a planned maintenance of an
S/S transformer or if new condition data become available to the DSO,
then the methodology presented in this paper can be implemented in
order to find a better informed optimal network configuration for the
given time interval. This work does not focus on the optimization
method, because the main aim of this study is to demonstrate the value
of including component condition and S/S reliability into the DSR
problem.
This paper is based on the following assumptions:
(1) Constant load model (peak and average values are used).
(2) Balanced three-phase system.
(3) Substation transformer tap changer positions are fixed.
(4) Uncertainty is not considered.
(5) Common mode failures are not taken into account.
The rest of the paper is organized as follows: Section 2 gives an
overview of component condition assessment and Section 3 explains
reliability evaluation of the network. Section 4 presents the problem
formulation and describes the solution procedure. Then, in Section 5,
the proposed methodology is applied to two DSs and the simulation
results are presented and discussed. Finally, the conclusions are drawn
in Section 6.
2. Component condition
Network reliability models generally use average component failure
rates. However, there are a number of methodologies and asset man-
agement decision support tools that relate specific component condition
parameters to a single value, known as a health index (HI), indicating
its overall condition [27]. The condition parameters can be assessed
and assigned a score using maintenance or condition monitoring data,
which will become more prevalent in smart networks and modern S/Ss.
HIs and their associated condition-based failure rates can be derived
and, together with CDFs for each LP, the ECOST can be calculated.
The process that is generally followed by many component condi-
tion assessment methodologies in order to derive the component HI
(overall condition score) is illustrated in Fig. 1. Based on the HI, some
methodologies classify the component into one of several predefined HI
categories, accompanied by a qualitative description for its condition,
probability of failure, and expected remaining life [28–30]; a number of
alternative methodologies also convert the component HI into a failure
rate [31–35].
In the UK, the gas and electricity regulator (Ofgem) approved in
2017 a common methodology (CNAIM) [35] across all DSOs for the
evaluation, forecasting, and regulatory reporting of component condi-
tion (health scores) and associated risks. This will encourage DSOs to
collect and utilize condition data in a more systematic way. Conse-
quently, DSOs will have better knowledge and understanding of the
condition of their assets, which could facilitate the application of the
proposed methodology to a DS.
In order to incorporate a condition assessment methodology into
this paper, it needs to satisfy the following requirements: (1) it should
be reproducible; many methodologies are described qualitatively (some
of them constitute intellectual property), and thus cannot be im-
plemented, (2) it must cover all basic types of components; some
methods deal only with a specific component type (mainly transfor-
mers), and (3) it should relate the component HI (or condition score) to
the corresponding condition-based failure rate. From all of the above-
mentioned methodologies, only Brown et al. [33] and CNAIM [35]
satisfy the criteria stated; however CNAIM accounts for only condition-
based failures and would require the contribution of non-condition-
based failures in order to yield overall failure rates. Consequently, the
methodology in [33] has been chosen for component condition as-
sessment in this paper, and is described below.
Brown et al. [33] describe a method to convert component condi-
tion data into failure probabilities. The method begins with assessment
of selected condition parameters by assigning a score to each, using
component inspection data: the condition parameters for most network
components can be found in [35]. Subsequently, according to the
weight of each criterion, an overall condition score is derived for the
component. Then, using an empirically derived equation (1), the con-
dition-based failure rate can be computed.
= +z Ae C( ) Bz (1)
Condition scores range from 0 to 1, which correspond to the best
and the worst condition, respectively. The failure rate functions (with
respect to condition) for power transformers (less than 25 MVA), circuit
breakers (CBs), underground cables, overhead lines, and busbars are
illustrated in Fig. 2.
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Fig. 1. Concept of HI calculation. A number of condition parameters are assessed and according to their corresponding weights, an overall condition score is
computed. Some methodologies also derive a failure rate based on the component HI.
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3. Reliability evaluation
This paper uses a reliability model that takes account of both the
primary DS and S/Ss, which are analyzed in Sections 3.1 and 3.2, re-
spectively. The minimal cut set method is used to assess the network
reliability [1,36]. A minimal cut set is a set of components which, when
all of them are out of service, an outage is caused to a specific LP.
However, there is not an interruption of service, when at least one of
these components remains operational. There are two failure modes for
a component: passive and active. Passive events do not cause operation
of the CBs and consequently do not affect any other healthy compo-
nents, whereas active events cause the protection breakers to operate
and a number of other healthy components are removed from service
[1]. The following failure modes were considered in this study:
(1) First-order permanent (total) failures (passive and active failures).
(2) First-order active failures.
(3) First-order active failures with stuck CBs.
(4) Second-order overlapping permanent failures (including main-
tenance).
The corresponding equations for the reliability indices of the above
failure modes can be found in [1].
When all possible failure events and the LPs that are affected by
each of them have been identified, the ECOST can be calculated. For
each LP p and for each outage event j, the ECOSTjp is calculated as
follows [1,26]:= C r LECOST ( )jp jp jp p j (2)
The summation of ECOSTjp for all LPs and all failure events yields
the total ECOST of the network.
= = = C r LECOST ( )p
N
j
N
jp jp p j
1 1
pLP ev,
(3)
The interruption cost Cjp is a function of the interruption duration
and is calculated using the CDF of each LP. Fig. 3 presents interruption
cost estimates for various customer types and outage durations. These
values are taken from [37] and are expressed in today’s (2019) U.S.
dollars.
3.1. Primary DS
A primary DS is the section of a network between the distribution S/
Ss and the distribution transformers and comprises primary feeders
which emanate from the low voltage buses of the distribution S/Ss [2].
These networks are operated in radial configuration; all of the minimal
cut sets consist of a single component (line or CB) for each LP of the
system. To demonstrate the reliability evaluation model for the primary
DS, this was applied to one feeder (F2) of the RBTS Bus 4 DS [38],
which is presented in Fig. 4. In this network, there are disconnect
switches at both ends of the main feeder sections and fuses in each
lateral distributor. These components are not shown in Fig. 4 and are
considered perfectly reliable. Disconnect switches are generally not
capable of breaking short-circuit currents and are used for isolation.
An active failure along the main feeder causes the CB to operate to
clear the fault, interrupting all LPs supplied by the feeder until the CB is
reclosed. The time required to detect and isolate the fault is called
switching time. After the CB has been reclosed, the power supply be-
tween the supply point (SP) and the point of isolation is restored. The
LPs downstream of the faulted branch are restored following a repair,
unless they can be transferred onto another feeder through a normally
open point.
If a fault occurs on a lateral distributor its fuse blows, causing the
outage of the corresponding LP until the failed component is repaired.
However, in this case, no other LPs are interrupted.
The failure of a feeder CB results in an outage of all LPs of the
feeder. The failed CB must be repaired in order to restore the inter-
rupted LPs unless an alternative supply is available.
To clarify the cases and processes above, Table 1 presents a relia-
bility analysis for LP 9. Component reliability data were taken from
[38] and LP 9 was considered to be an industrial customer with an
average demand of 1.5MW. The ECOST was calculated using (2) and
the CDF for industrial customers.
In Table 1, r is the LP outage time, which is equal to the component
repair time if the LP cannot be transferred, or equal to the switching
time (assumed to be 1 hr) if the LP can be transferred.
3.2. Substations
S/Ss are the sources of the primary DS and are significant elements
of power systems; their failure can lead to an outage at all LPs supplied
by the failed S/S. To evaluate the reliability of S/Ss, three factors are
considered in this paper: component condition, S/S configuration, and
the network upstream of the S/Ss. The first factor was discussed in
Section 2; Sections 3.2.1 and 3.2.2 demonstrate the contribution of the
other two factors to S/S reliability.
3.2.1. Substation configuration
The arrangement of an S/S has an impact on its reliability indices.
Two typical configurations [1] are shown in Fig. 5. In configuration (a),
the low voltage bus, 7, is fed by two subtransmission lines, 1 and 4,
through transformers, 2 and 5. The low voltage side of each transformer
is connected to a CB (3 and 6). In configuration (b) the low voltage
busbars, 7 and 8, are split by a normally open bus section CB.
Fig. 2. Specific component failure rate functions (failure rate for lines/cables in
f/yr·km). These are derived using (1) and coefficients, which can be found in
[33].
Fig. 3. CDFs used to represent the cost of interruption for different customer
types.
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These configurations were analysed using component reliability
data from [38], which are shown in Table 2. Every failure mode was
included in the analysis for each configuration. The results of the re-
liability analysis are shown in Table 3 (see Appendix A for detailed
calculation). The results correspond to four cases:
Fig. 4. The RBTS Bus 4 DS (Branch numbers are shown in black; bus numbers are shown in blue).
Table 1
Results for load point 9 of the RBTS Bus 4 DS.
Component type Component
failure
λ (f/yr) No alternative
supply
Alternative supply
r (hr) ECOST
(k$/yr)
r (hr) ECOST
(k$/yr)
Main feeder 13 0.0520 5.00 4.453 1.00 1.244
15 0.0520 5.00 4.453 1.00 1.244
17 0.0390 1.00 0.933 1.00 0.933
Distributor 16 0.0488 5.00 4.179 5.00 4.179
CB F2 CB 0.0060 4.00 0.398 1.00 0.144
Total – 0.1978 4.18 14.416 1.99 7.744
Fig. 5. Typical substation configurations: (a) shows a single low voltage bus,
while (b) shows two low voltage buses separated by a normally open bus sec-
tion CB.
Table 2
Component reliability data.
Component λP λA λ'' r r'' PC
33/11 kV TX 0.0150 0.0150 1.0 15 120 –
11/0.4 kV TX 0.0150 0.0150 – 10a – –
33 kV CB 0.0020 0.0015 0.5 4 96 0.05
11 kV CB 0.0060 0.0040 1.0 4 72 0.05
33 kV busbar 0.0010 0.0010 0.5 2 8 –
11 kV busbar 0.0010 0.0010 1.0 2 8 –
33 kV line 0.0460 0.0460 0.5 8 8 –
11 kV line 0.0650 0.0650 – 5 – –
a Replacement time by a spare (hr).
Table 3
Substation reliability analysis results.
Substation configuration Case λ (f/yr) r (hr) ECOST (k$/yr)
Config. (a) – Load L (F4 and F5) (1) 0.0722 2.04 9.188
(2) 1.47 6.957
(3) 1.00 4.549
(4) 0.43 2.318
Config. (b) – Load L1 (Feeder F4) (1) 0.2724 1.26 6.326
(2) 0.47 3.009
(3) 1.00 4.127
(4) 0.17 0.794
Config. (b) – Load L2 (Feeder F5) (1) 0.2670 1.27 15.927
(2) 0.47 7.633
(3) 1.00 12.776
(4) 0.17 4.482
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(1) Non-automated S/S and no alternative supply;
(2) Automated S/S (with an S/S switching time of 10min) and no al-
ternative supply;
(3) Non-automated S/S and alternative supply;
(4) Automated S/S and alternative supply.
S/S automation was taken into account through S/S switching time,
which is the time required to perform the switching actions at an S/S
following a failure. S/S switching time affects the outage duration for
active and active+ stuck CB failures, which are the highest con-
tributors to the S/S failure rate (see Appendix A); therefore, S/S auto-
mation has a significant impact on the ECOST, namely ECOST2. First-
order permanent and second-order overlapping permanent failures
(including maintenance) require the repair of those failed component(s)
in order to restore at least one incoming circuit; thus, their con-
sequences are not mitigated by S/S automation.
For each failure event, the failure rate, the outage time and the
ECOST were calculated. For the calculations, the S/S (each configura-
tion) was assumed to be connected to SP2 of the RBTS Bus 4 DS, which
supplies feeders F4 and F5, loaded at 4.01MW and 3MW respectively.
The sub-transmission line length was assumed to be 5 km.
Table 3 shows that different S/S configurations lead to different
reliability indices and outage costs. S/S automation and alternative
supply play an important role in determining the average outage
duration of an S/S and the corresponding ECOST. The analysis also
indicates: (1) the importance of considering active failures and stuck-
breaker conditions, which depend on component condition; (2) the
impact of subtransmission lines on S/S reliability; and (3) the effect of
component maintenance.
If a CB fails to open, other CBs further from the failed component
are activated; this might cause a greater part of the network, and more
LPs, to be interrupted. Some of the failure events considered involve
components that belong to the primary DS but cause the outage of the
entire low voltage bus of the S/S; this is why it is critical to include
these events in the analyses. These events are active failures of the
feeder CBs (e.g. F4 CB) and active failures on main feeder sections in
combination with a stuck CB (e.g. (44, 46, 48)A+F5 CB S), which
exhibit the interaction between S/Ss and the primary DS.
3.2.2. Upstream network
Even if two S/Ss have the same configuration and the condition of
their components is identical, a difference in their upstream network
can result in different reliability indices. To demonstrate this, the net-
work upstream of the S/Ss of the RBTS Bus 4 DS (see Fig. 6) was used as
an example. Table 4 shows the results of the analysis.
Fig. 6 shows S/Ss 2 and 3 are fed through the 33 kV busbar of S/S 1.
Therefore, it is expected that the failures rates of S/Ss 2 and 3 will be
higher than the failure rate of S/S 1, as confirmed by Table 4. S/S 3 is
supplied by three 33 kV lines, two of which are 15 km long. It can be
deduced that their active failures, in combination with a stuck CB, are
major contributors to the corresponding failure rate. This is why S/S 3
has the highest failure rate, illustrating the importance of the upstream
Fig. 6. Upstream network of the RBTS Bus 4 DS.
Table 4
Impact of upstream network on substation reliability.
Failure event Number λ (f/yr) r (hr) ECOST (k$/yr)
Supply point SP1
First-order 2 2.00× 10−3 2.00 0.3099
Second-order 4 1.19× 10−6 5.93 0.0007
Second-order (m) 4 9.21× 10−4 10.37 0.9781
Active failure 10 5.45× 10−2 1.00 4.6458
Active+ stuck 6 9.22× 10−2 1.00 7.8617
Total 1.50× 10−1 1.07 13.7961
Supply point SP2
First-order 3 3.00× 10−3 2.00 0.3362
Second-order 16 3.93× 10−4 3.99 0.0806
Second-order (m) 16 1.17× 10−2 7.40 5.3777
Active failure 15 9.15× 10−2 1.00 5.7647
Active+ stuck 8 1.38× 10−1 1.00 8.7084
Total 2.45× 10−1 1.32 20.2676
Supply point SP3
First-order 3 3.00× 10−3 2.00 0.3403
Second-order 4 1.19× 10−6 5.93 0.0004
Second-order (m) 4 9.21× 10−4 10.37 0.6428
Active failure 16 9.30× 10−2 1.00 6.0214
Active+ stuck 8 1.84× 10−1 1.00 11.9229
Total 2.81× 10−1 1.04 18.9278
(m) represents total outages overlapping a maintenance outage.
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network. S/S 2 is supplied by two 33 kV lines, which are 10 km long
each, resulting in smaller contributions to the S/S failure rate by ac-
tive+ stuck failures compared to S/S 3. However, second-order
outages (including maintenance) have a significantly higher contribu-
tion to the S/S failure rate, and an even larger impact on the ECOST.
Finally, the network downstream of the S/Ss has an impact on S/S
reliability as well. This happens through main feeder section active
failures in combination with a stuck feeder CB. This impact is small
compared to the three aforementioned factors and this is why it is not
analyzed separately, however it is considered in this study.
4. Problem formulation and solution method
4.1. Problem formulation
The goal of DSR is to find a radial configuration which optimizes a
specific objective function whilst satisfying operational constraints.
This proposed objective function and the relevant constraints are de-
scribed in this section.
4.1.1. Objective function
This paper proposes an aggregate cost function, comprising the
annual cost of active power losses and the ECOST. The ECOST takes into
account outages in the primary DS, and failures at S/Ss and the up-
stream network, while also considering the condition of network
components through the use of condition-based failure rates within the
reliability evaluation. The proposed cost objective function provides a
balance between active power losses and network reliability, both of
which are important issues to DSOs [25]. The objective function is as
follows:
= + +fmin Cost ECOST  PenPloss (4)
The first term of (4) can be evaluated as follows [27]:
= = =C P I RCost · (8760·LLF·EP)· | |k
N
k kPloss Ploss loss
1
2
l
(5)
4.1.2. Topology constraints
The state vector (x) in DSR corresponds to a certain network con-
figuration. The way decision variables are coded clearly affect the ef-
ficiency of the optimization algorithm [19]. In [20], a binary and a
decimal encoding are presented. A binary encoding means that each
decision variable represents the branch status – 0 for open, and 1 for
closed; it is obvious that the number of (reconfigurable) branches de-
fines the length of the state vector in this case. A decimal encoding
requires the identification of the fundamental loops of the network, and
then each decision variable represents the open branch of each loop (in
order to ensure a radial configuration); the length of the state vector in
this case is equal to the number of loops. In the RBTS Bus 4 DS (see
Fig. 4), the size of the search space for binary encoding is
234= 1.718e+ 10, while the corresponding size for integer encoding is
11×7×7×7×11=41,503. Therefore, decimal encoding can sub-
stantially reduce the infeasible solution ratio, and thus improve the
efficiency of the optimization algorithm (regardless of the method per
se) [11].
In this study, integer encoding is adopted and it is applied to the
RBTS Bus 4 DS in order to make it more comprehensible. In this net-
work, only the main feeder sections are involved in the reconfiguration,
since the disconnection of a lateral distributor would cause the isolation
of an LP regardless of the wider network configuration. The loops of the
network are shown below:
L : {1, 3, 5, 7, 10, 68, 65, 63, 60, 58, 56}
L : {13, 15, 17, 69, 48, 46, 44}
L : {13, 15, 17, 70, 54, 52, 50}
L : {44, 46, 48, 71, 54, 52, 50}
L : {19, 21, 23, 26, 28, 72, 41, 39, 36, 33, 31}
1
2
3
4
5
where branches 68–72 represent the normally open points between F1-
F7, F2-F5, F2-F6, F5-F6, and F3-F4, respectively. It has been assumed
that F2, F5, and F6 are interconnected through single branches as
shown in Fig. 7.
The branches of each loop are renumbered sequentially and there-
fore the decision variables are constrained as follows:
x x
x x x
1 , 11
1 , , 7
1 5
2 3 4 (6)
where xi, i=1, 2,…, 5 represents the branch that is selected to break
the loop i; generally, the state vector is x=(x1, x2,…, xn), where n is the
number of loops in the network under study, for example, if x=(5, 3,
4, 4, 5), the open branches of the network are the following: 10, 17, 70,
71, and 28.
The above constraints (6) are not sufficient to guarantee a feasible
network configuration. Some non-smooth constraints are required to
ensure connectivity of the network and that no loops are created. There
can be multiple common branches between loops [12,20] and this has
to be taken into account. In this network, there are three loops (see
Fig. 7), that each two of them have branches in common. More speci-
fically, branches {13, 15, 17}, {44, 46, 48}, and {50, 52, 54} are
common between loops L2 - L3, L2 - L4, and L3 - L4, respectively. The
first non-smooth constraint accounts for common branches between
two loops. This means that from the above-mentioned sets of branches,
not more than one branch from each set can be selected, e.g. if, branch
13 is open, then branches 15 and 17 should be closed. This topology
(three loops, that each two of them have common branches) necessi-
tates an additional non-smooth constraint, which is not mentioned in
[12,20]: not more than two branches of these sets can be selected, e.g. if
branches 17 and 48 are open, then branches 50, 52, and 54 should be
closed. Otherwise, a number of LPs would be isolated. These constraints
can be written as:
=Pen , loop constraints violation
0, otherwise1 (7)
4.1.3. Operational constraints
The network must respect operational voltage (8) and current (9)
limits, which are enforced via a penalty constraint (10):= …V V V i N| | , 1, 2, ,imin max b (8)
Fig. 7. Part of the RBTS Bus 4 DS (Loops 2–4, comprising F2, F5, and F6).
I. Sarantakos, et al. Electrical Power and Energy Systems 109 (2019) 122–138
128
= …I I k N| | , 1, 2, ,k k,max l (9)
=Pen , operational constraints violation
0, otherwise2 (10)
The aforementioned penalty terms can thus be combined:= +Pen  Pen  Pen1 2 (11)
4.2. Solution method
Optimal DSR is a nonconvex mixed-integer nonlinear programming
problem. Integer variables are introduced by the branch switches,
through which the reconfiguration is implemented. Nonlinearity is in-
troduced by the power-flow equations and the ECOST. These factors
lead to a heavy computational burden, especially when the network
under consideration is large [8]; this has often led to the use of meta-
heuristics to solve the problem.
As far as the proposed solution approach is concerned, much weight
is placed on the reduction of the size of the search space of the problem.
A binary encoding of the decision variables (open/closed status) leads
to a high infeasible solution ratio; a decimal encoding can generate far
fewer infeasible solutions, and therefore reduces the optimization time.
Moreover, the formulation of extra (non-smooth) constraints, due to the
existence of common branches between loops, reduces the number of
power flow calculations – these of infeasible configurations – and in
turn further decreases the computational time.
The problem formulation presented in this paper can be used with
any heuristic optimization algorithm. The GA has been selected in this
work because it is an effective algorithm for large-scale combinatorial
optimization problem and has been extensively used in the relevant
literature [7–9]. It should also be noted that the Integer ga solver [39]
used in this paper is based on a modified and improved GA for solving
integer and mixed integer optimization problems [19]. The perfor-
mance of the optimization algorithm is presented in Section 5.4 and is
also compared to PSO.
The state vector, objective function, and constraints of the problem
were explained in Section 4.1. The problem has been formulated in
MATLAB and the selected parameters for the GA are shown in Table 5.
The stopping criterion for the algorithm is when the number of
Fig. 8. Flowchart of the proposed approach.
Table 5
GA parameters.
Parameter Value
Population size 50 (Case Study 1)/100 (Case Study 2)
Maximum generations 100
Maximum stall generations 30
Number of runs 2
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generations reaches maximum generations; however the GA will also
stop if there is no change in the best objective function value in a se-
quence of generations equal to maximum stall generations. The flowchart
of the overall procedure is presented in Fig. 8.
The power flow calculation for radial DSs are solved via a back-
ward/forward sweep method, using MATPOWER [40]. Backward/for-
ward sweep methods have been widely used in the relevant literature,
e.g. [6,16,22], and are thoroughly explained in [41,42]. The method
used in this paper is briefly described below:
(1) Number the branches of the network such that branches located
further from the root (substation) correspond to greater indices.
This means that layers are considered as moving away from the
root; and in order to number the branches of the next layer, all
branches in the previous one must have already been numbered.
(2) Set all bus voltage magnitudes to the given voltage at the root node
(flat start).
(3) Calculate nodal currents at iteration k, as follows:
= =I S
V
Y V i N
*
, 1, 2, ...,i k
i
i
k i i
k( )
( 1)
( 1)
b (12)
(4) Backward sweep: Starting from the branches in the last layer and
moving towards the root, update the upstream branch current as in
(13). L1 and L2 are assumed to be the sending and receiving ends of
branch L, respectively.
= + =J I
L
L N N
branch currents
originating
from node 2
, , 1, ...,1Lk Lk( ) 2( ) l l
(13)
(5) Forward sweep: Starting from the branches in the first layer and
heading towards the ones in the last, update the receiving end
voltage, for each branch L, as follows:= =V V Z J L N, 1, 2, ...,Lk Lk L Lk2( ) 1( ) ( ) l (14)
(6) Repeat steps 3, 4, and 5, until convergence is achieved.
5. Case studies
The proposed DSR methodology was applied to two networks to
demonstrate the value of incorporating component condition and S/S
reliability into the DSR formulation. The following assumptions were
made for both case studies:
(1) Condition-based failure rates are derived as illustrated in Fig. 2;
(2) CBs and overhead lines in Fig. 2 are assumed to represent 11 kV
components;
(3) Failure rates for 33 kV (the upstream network voltage) components
(CBs and lines) have been considered to be smaller than their 11 kV
counterparts by the same proportion as in Table 2; the average
failure rate for an 11 kV CB is assumed to be 0.01 f/yr, whereas the
corresponding value for a 33 kV CB is 0.0033 f/yr. For overhead
lines, the average failure rate is considered to be 0.062 f/yr·km at
11 kV, and 0.044 f/yr·km at 33 kV;
(4) CB failure rates illustrated in Fig. 2 are total failure rates and the
associated active failure rates can be calculated using the ratio
between these parameters in Table 2. Consequently, the average
active failure rates for an 11 kV and a 33 kV CB are assumed to be
0.0067 f/yr and 0.0025 f/yr, respectively;
(5) Component reliability data apart from failure rates are taken from
Table 2;
(6) All main feeder sections and laterals are considered as overhead
lines, unless otherwise stated;
(7) Overhead line conductors are assumed to be ACSR 477 kcmil
(R=0.143 Ω/km).
5.1. RBTS Bus 4 DS
These case studies used the RBTS Bus 4 DS [38], an 11 kV DS sup-
plied by three 33/11 kV S/Ss, as shown in Fig. 4. It has seven feeders,
29 normally closed branches (sectionalizing switches) and 5 normally
open branches (tie switches).
The following modifications and assumptions have been made for
the RBTS Bus 4 DS:
(1) LPs 8–10 and 26–31 were industrial and LPs 24 and 25 were office
buildings;
(2) Alternative supply was available for all LPs (after switching), fol-
lowing a fault on a feeder or an S/S failure;
(3) The failure rate for all distribution transformers was considered to
be 0.015 f/yr;
(4) Distribution transformers could be replaced by a spare following a
failure;
(5) The length of branches 68–72 was assumed to be 0.75 km;
(6) Power factor for all LPs was 0.98 lagging.
The impact of the upstream network and the condition of S/S
components on DSR is demonstrated through the following two test
cases.
5.1.1. Test Case 1
This test case investigated the impact of the network upstream of
the S/Ss on the optimal configuration of the network, if the S/Ss have
the same configuration and their components are in identical condition.
The upstream network can be seen in Fig. 6. The condition of all net-
work components was assumed to be 0.5 p.u., which corresponds to
average failure rates (taken from Fig. 2). Using these failure rates, the
S/S failure rates were calculated using the methodology described in
Section 3, and are shown in Table 6. These S/S failure rates do not
include the failure rates of active faults on main feeder sections in
combination with a stuck feeder CB, because they change depending on
network configuration. However, they are considered when de-
termining the optimal DS configuration.
The failure rates of S/Ss 2 and 3 are significantly higher than that of
S/S 1. This is because S/Ss 2 and 3 are supplied by the high voltage
busbar of S/S 1, therefore all failure events that cause the outage of this
busbar also lead to the outage of S/Ss 2 and 3.
Optimal configurations were found using two objective functions:
Total Cost 1 did not account for failures caused by components at S/Ss
and the upstream network. Total Cost 2 considered the total ECOST and
resulted in a different optimal configuration. This was due to a load
Table 6
Substation failure rates (Test Case 1).
Substation S/S 1 S/S 2 S/S 3
Failure rate (f/yr) 0.2313 0.3878 0.4012
Table 7
Optimal configuration for the RBTS Bus 4 DS (Test Case 1).
Configuration Original min Total Cost 1 min Total Cost 2
Open branches 68–72 68–72 68–71, 41
ECOST1 ($/yr) 102,114 102,114 104,085
ECOST2 ($/yr) 77,196 77,196 72,392
ECOST ($/yr) 179,310 179,310 176,477
Loss (kW) 730.86 730.86 742.14
Loss Cost ($/yr) 131,555 131,555 133,585
Total Cost 1 ($/yr) 233,669 233,669 237,670
Total Cost 2 (f) ($/yr) 310,865 310,865 310,062
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transfer from S/S 2, which had a higher failure rate and ECOST, to S/S
1, which had the lowest failure rate and ECOST. The results for this test
case are shown in Table 7.
The optimal configuration of the network changed with the objec-
tive function. Specifically, LPs 24 and 25 (0.415MW each, office
buildings) were transferred from S/S 2 to S/S 1 by closing branch 72
and opening branch 41. This change increased the cost of losses
(+2030 $/yr) and ECOST1 (+1971 $/yr), but reduced the ECOST2
(-4,804 $/yr). This led to an overall cost reduction of 803 $/yr, which
rose to 1389 $/yr, if LPs 24 and 25 were increased to 1MW.
5.1.2. Test Case 2
This test case examined the impact of of S/S component condition
on optimal network configuration. The main assumption of this test
case was that S/S 2 was in worse condition than the other S/Ss, as
illustrated by the condition scores (and associated failure rates) shown
in Table 8. The condition of all other components was considered to be
0.5 p.u.. According to the condition-based failure rates of all S/S
components, the failure rate of each S/S was calculated; these are
shown in Table 9. As in Test Case 1, the optimal configurations for
minimum Total Cost 1 and Total Cost 2 were compared, and the results
are presented in Table 10.
Table 10 shows that the minimization of Total Cost 2 resulted in a
different optimal configuration, according to which LPs 24 and 25
(0.415MW, office buildings), as well as 28 (1MW, industrial) were
transferred from S/S 2 to S/S 1. This load transfer reduced ECOST2 (S/S
2) by 16,327 $/yr, and increased ECOST2 (S/S 1) by only 4703 $/yr.
The difference in the overall cost (CostPloss+ ECOST) of the two
aforementioned network configurations was 7806 $/yr. This difference
rose to 18,267 $/yr, when LPs 24 and 25 were increased to 1MW each.
The process was repeated, with the S/Ss considered to be automated
with a switching time of 10min. The cost reductions became 1929 $/yr
and 4106 $/yr for the initial and increased loads, respectively; these
results are illustrated in Fig. 9.
5.2. Taiwan Power Company (TPC) DS
In the second case study, the proposed methodology was applied on
a real-world DS operated by Taiwan Power Company (TPC) [13],
shown in Fig. 10. This network is an 11.4 kV DS supplied by two S/Ss. It
has 11 feeders, 83 normally closed branches and 13 normally open
branches.
The following modifications and assumptions were made for the
TPC DS:
(1) Customer types for all LPs were considered as shown in Table 11;
(2) Subtransmission lines were assumed to be 10 km long;
(3) The ratio between peak and average load was considered 1.63, as in
[38];
(4) LPs 55 and 72 were increased to 1MW;
(5) Alternative supply was available for all LPs (after switching) with
the exception of LPs 8–10 and 21–24, for which there were a
number of branch failures which led to an interruption until the
failed component was repaired;
(6) Branch failure rates were calculated using the considered conductor
type and branch resistances.
5.2.1. Test Case 3
This test case demonstrated the effect of S/S configuration on DSR.
The assumed S/S configurations (see Fig. 5) were as follows: config-
uration (a) was used for S/S 1 and configuration (b) for S/S 2. The low
voltage busbar of S/S 1 supplied feeders A-F and the split low voltage
busbar of S/S 2 supplied feeders G-I on one side (S/S 2a) and feeders J
and K on the other side (S/S 2b); these are illustrated in Fig. 11.
Taking the S/S configurations into account, and assuming a condi-
tion of 0.5 p.u. for all network components, S/S failure rates were
computed (see Table 12). S/S 2 had a higher failure rate than S/S 1
because of the combination of the split low voltage busbar and the long
Table 8
Condition scores and failure rates of substation components (Test Case 2).
Substation component S/S 1 S/S 2 S/S 3
Condition (p.u.) Failure rate (f/yr) Condition (p.u.) Failure rate (f/yr) Condition (p.u.) Failure rate (f/yr)
Transformers 0.26 0.020 0.86 0.100 0.26 0.020
33 kV Busbar 0.35 0.005 0.67 0.020 0.35 0.005
11 kV Busbar 0.35 0.005 0.67 0.020 0.35 0.005
33 kV CBs 0.37 0.002 0.74 0.008 0.37 0.002
11 kV CBs 0.44 0.008 0.75 0.025 0.44 0.008
Table 9
Substation failure rates (Test Case 2).
Substation S/S 1 S/S 2 S/S 3
Failure rate (f/yr) 0.1532 0.5319 0.2785
Table 10
Optimal configuration for the RBTS Bus 4 DS (Test Case 2).
Configuration min Total Cost 1 min Total Cost 2
Open branches 68–72 68–71, 41
ECOST1 ($/yr) 102,432 104,220
ECOST2 (S/S 1) ($/yr) 13,059 17,762
ECOST2 (S/S 2) ($/yr) 43,209 26,882
ECOST2 (S/S 3) ($/yr) 18,032 18,032
ECOST2 (Total) ($/yr) 74,300 62,676
ECOST ($/yr) 176,732 166,896
Loss (kW) 730.86 742.14
Loss Cost ($/yr) 131,555 133,585
Total Cost 1 ($/yr) 233,987 237,805
Total Cost 2 (f) ($/yr) 308,287 300,481
Fig. 9. Summary of Test Case 2 Results.
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subtransmission lines (10 km). The optimal network configurations for
Test Case 3 are shown in Table 13.
The higher failure rates of S/S 2 compared to S/S 1 led to a load
transfer from the former to the latter; LPs 55 and 72 (1MW each, office
buildings) were transferred by closing branches 84 and 87, and opening
branches 55 and 72. The ECOST2 (S/S 2) reduction due to this load
transfer was 23,913 $/yr, and the ECOST2 (S/S 1) increase was 6,067
$/yr; considering S/S reliability within the DSR formulation led to a
cost reduction of 11,025 $/yr.
5.2.2. Test Case 4
This test case considered the influence of primary DS component
condition on optimal DSR by comparing the optimal configuration from
min Total Cost 1, which ignored component condition, to its counter-
part from min Total Cost 2, which took component condition into ac-
count. In this test case, branch 68 (here considered as underground
cable) was considered to be in deteriorated condition, specifically
0.9 p.u. – corresponding to a failure rate of 1.0635 f/yr (assuming a
cable resistance of 0.086 Ω/km). The condition of all other primary DS
Fig. 10. TPC DS.
Table 11
Load types for the TPC DS.
Load type Residential Commercial Industrial Office buildings
Bus 2–4, 6, 8–10, 17–20, 22–28, 31, 34–42, 44, 45, 50, 51,
57, 59–62, 66, 71, 79, 80, 82
5, 7, 16, 21, 29, 32, 33, 46, 52–54, 63, 64, 68, 78,
83
12–14, 75, 76 55, 58, 72, 81
Fig. 11. Substation configurations for Test Case 3.
Table 12
Substation failure rates (Test Case 3).
Substation S/S 1 S/S 2a S/S 2b
Failure rate (f/yr) 0.1337 0.5270 0.5200
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components was considered to be 0.5 p.u.. It should be noted that if
condition data are available for a number of components, then all of
them can be used in order to inform the optimization algorithm. In this
test case, only one branch was assumed to be in a condition other than
average. This is because one is enough to indicate the impact of the
condition of primary DS components on DSR. The optimization results
for the present test case are shown in Table 14.
The high condition-based failure rate of branch 68 led to the
transfer of LP 72 (1MW, office buildings) from feeder I to feeder B. This
transfer can be justified through the failure rate and the ECOST of LP 72
for the two configurations. In the first case, LP 72 was connected to
feeder I, and its failure rate was 1.3031 f/yr; in the second case, it was
connected to feeder B and the failure rate fell to 0.3783 f/yr, reducing
the ECOST of this LP by 20,982 $/yr. Table 14 shows that the overall
cost reduction through taking component condition into account, was
18,877 $/yr.
Table 13
Optimal configuration for the TPC DS (Test Case 3).
Configuration for: Original min Total Cost 1 min Total Cost 2
Open branches 84–96 7, 34, 36, 42, 63, 83, 84, 86–90, 92 7, 34, 36, 42, 55, 63, 72, 83, 86, 88–90, 92
ECOST1 78,731 76,130 85,147
ECOST2 (S/S 1) 6,949 6,886 12,953
ECOST2 (S/S 2a) 44,131 46,319 22,406
ECOST2 (S/S 2b) 17,984 16,068 16,068
ECOST2 69,064 69,273 51,427
ECOST 147,795 145,403 136,573
Loss (kW) 591.57 542.83 530.63
Loss Cost 106,483 97,709 95,513
Total Cost 1 185,214 173,839 180,660
Total Cost 2 (f) 254,278 243,112 232,087
Table 14
Optimal configuration for the TPC DS (Test Case 4).
Network configuration
for:
min Total Cost 1 min Total Cost 2
Open branches 7, 34, 36, 42, 63, 83, 84, 86–90, 92 7, 34, 36, 42, 63, 72, 83, 84, 86, 88–90, 92
ECOST1 ($/yr) 111,708 95,256
ECOST2 ($/yr) 21,985 22,135
ECOST ($/yr) 133,693 117,391
Loss (kW) 542.83 528.52
Loss Cost ($/yr) 97,709 95,134
Total Cost 1 ($/yr) 209,417 190,390
Total Cost 2 (f) ($/yr) 231,402 212,525
Fig. 12. Sensitivity analysis of S/S 2 failure rate on the overall cost difference and thresholds at which LPs are transferred from S/S2 to S/S1.
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5.3. Sensitivity analysis
A sensitivity analysis was conducted to investigate how overall cost
difference is influenced by three parameters:
(1) S/S 2 failure rate;
(2) power demand of LPs 24 and 25;
(3) S/S switching time (which is related to S/S automation).
The sensitivity analysis was carried out using Test Case 2, with in-
creased loading for LPs 24 and 25. The corresponding results are illu-
strated in Figs. 12–14.
Increasing S/S 2 failure rate also increased the difference between
the failure rates of S/Ss 1 and 2 (given that S/S 1 failure rate was kept
constant), which caused the increase in the overall cost difference.
Moreover, as the failure rate of S/S 2 increased, the optimal config-
uration of the network changed. Consequently, Fig. 12 is divided into
five segments, which represent five different network configurations:
when the failure rate reached given thresholds, LPs were transferred
from S/S2 to S/S1, as illustrated in the figure.
As the demand of LPs 24 and 25 was increased up to 2MW each, the
overall cost difference became greater as well, as illustrated in Fig. 13.
This was due to the difference in the S/S failure rates; more load was
transferred, leading to higher reduction in ECOST. However, for
demands greater than 2MW, the overall cost difference started to de-
cline, because the increase in loss cost was greater than the corre-
sponding decrease in ECOST. It should also be mentioned that the load
transfer is no longer worthwhile for demands greater than 2.9MW; in
this case the optimal configuration is the original one.
The variation of S/S switching time did not lead to a change in the
optimal configuration of the network. However, the greater the S/S
switching time, the greater the overall cost difference, as can be seen in
Fig. 14; this shows that the proposed methodology can have a greater
value in the case of no automated substations. The change in the slope
at 20min occurs because the ECOST calculation is different for outage
durations between 1–20min and 20–60min.
5.4. Performance of integer GA and comparison with discrete PSO
This section describes the performance of the optimization algo-
rithm used in this paper; and also provides a comparison with a discrete
PSO (DPSO) [12] using the same values for the population size (swarm
Fig. 13. Sensitivity analysis of power of load points 24 & 25 on the overall cost
difference.
Fig. 14. Sensitivity analysis of substation switching time on the overall cost
difference.
Table 15
Comparison of integer GA and DPSO for test cases 2 and 3.
Test case
number
Optimization
method
Best Total
Cost 2 (k$/yr)
Iteration
(obtaining result)
Computational
time (s)
2 Integer GA 300.48 6 64
DPSO 300.48 13 76
3 Integer GA 232.09 42 166
DPSO 232.95 34 152
Fig. 15. Convergence graph of Total Cost 2 objective function using Integer GA
and DPSO (Test Case 2).
Fig. 16. Convergence graph of Total Cost 2 objective function using Integer GA
and DPSO (Test Case 3).
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size), maximum iterations, maximum stall iterations, and number of
runs (see Table 5). The results are presented in Table 15 for Test Cases 2
and 3; the associated convergence graphs are illustrated in Figs. 15 and
16. The simulations were performed using an Intel Core i5 quad-core
processor at 3.2 GHz and 8 GB of RAM.
In Test Case 2, the same optimal solution was obtained, and Integer
GA required fewer generations to find the optimal configuration. In Test
Case 3 (which used a practical DS), DPSO was quicker; however, it
produced a worse solution than Integer GA. This can be justified by the
fact that an improved GA and modified for integer and mixed integer
optimization has been used in this paper (see Section 4.2).
5.5. Voltage profiles and feeder loading
This section analyzes the impact of network reconfiguration on
voltage and feeder loading with and without considering component
condition and S/S reliability; the analyses are carried out using Test
Cases 2 and 3, and are presented in Sections 5.5.1 and 5.5.2, respec-
tively. It should be noted that min Total Cost 2 corresponds to DSR,
which considers component condition and S/S reliability, whereas the
min Total Cost 1 objective function does not account for these factors.
5.5.1. Test Case 2 (RBTS Bus 4 DS)
The results for Test Case 2 are illustrated in Figs. 17 and 18, as well
as Table 16. In this test case, LPs 24 and 25 were transferred from
feeder F4 (of S/S 2, which had a high failure rate) to feeder F3 (of S/S 1,
which was more reliable). This load transfer reduced the loading on
feeder F4, and improved its voltage profile; however, it increased the
loading on feeder F3, as well as its voltage profile deteriorated. After
the load transfer, feeder F3 became longer (six main feeder sections –
19, 21, 23, 26, 28, and 72) and supplied two more LPs; therefore,
network losses increased and this is why minimum voltage was lower
and network loading was (slightly) higher. This happened because the
feeders of this network were connected to each other only at their
endpoints; more normally open branches could provide better re-
configuration options (as in Test Case 3). Nevertheless, if the minimum
voltage reached an unacceptable value after the load transfer, the
transformer tap changer at the S/S would be able to resolve this issue.
Note that as far as the network loading is concerned, only the first
branch of each feeder has been considered, i.e. branches 1, 13, 19, 31,
44, 50, and 56. This is because the first branch of each feeder experi-
ences the heaviest loading between all feeder sections.
Fig. 17. Voltage profiles for Test Case 2.
Fig. 18. Feeder loading for Test Case 2.
Table 16
System indices for bus voltages and feeder loading (Test Case 2).
Objective function Min. voltage magnitude (p.u.) Mean voltage magnitude (p.u.) Mean feeder loading (% of capacity) Load balance index [5]
Total Cost 1 0.9741 0.9863 47.72 1.6057
Total Cost 2 0.9686 0.9860 47.74 1.6164
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5.5.2. Test Case 3 (TPC DS)
The network used in Test Case 3 (TPC DS) offered many more re-
configuration options than Test Case 2, because it had more normally
open branches, which connected several points of a feeder to other
feeders of both S/Ss. In this test case, LPs 55 and 72 were transferred
from feeders G and I (of S/S 2a, which had a high failure rate) to feeders
A and B (of S/S 1, which was more reliable), respectively. The results
for this test case are illustrated in Figs. 19 and 20, as well as Table 17.
LPs 55 and 72 were connected at the ends of the (relatively) highly
loaded feeders G and I; this also caused high voltage drops along these
feeders – bus 72 had the minimum voltage magnitude (0.942 p.u.) for
min Total Cost 1 configuration. The transfer of these LPs substantially
improved the voltage magnitude (0.97 p.u.) at bus 72, as well as ba-
lanced the loading between feeders G and A; network losses were also
reduced.
Taking the above into consideration, the inclusion of component
condition and S/S reliability into DNR may lead to better or worse
voltage profile and load balance of the network; however, a greater
number of reconfiguration options – in terms of feeder interconnections
between each other – can help finding an optimal solution with im-
proved bus voltages and feeder loadings.
6. Conclusion
This paper proposes a new, better informed, methodology for DSR,
which minimizes the total cost of active power losses and ECOST by
making use of component condition data and considering S/S relia-
bility. Typically in network reconfiguration studies, average failure
rates based on component type are used and S/S reliability is ignored.
In this paper, condition-based failure rates are employed and the re-
liability of each S/S is taken into account. S/S reliability is determined
by three factors: component condition, S/S configuration, and the up-
stream network. Moreover, each LP of the DS is assumed to have its
own CDF, which depends on its type. The major conclusion of this paper
is that there is significant value in incorporating component condition
and S/S reliability into the DSR problem. Particularly, the inclusion of
these factors in the optimization process leads to a better informed
optimal network configuration. This is shown by the successful appli-
cation of the proposed methodology to the RBTS Bus 4 DS and on a
practical DS of Taiwan Power Company. The annual savings, compared
to the formulation that neglects component condition and S/S relia-
bility, can be in the order of tens of thousands of U.S. dollars for a single
DS.
Fig. 19. Voltage profiles for Test Case 3.
Fig. 20. Feeder loading for Test Case 3.
Table 17
System indices for bus voltages and feeder loading (Test Case 3).
Network configuration Min. voltage magnitude (p.u.) Mean voltage magnitude Mean feeder loading (% of capacity) Load balance index
Original 0.9285 0.9682 27.46 0.9295
min Total Cost 1 0.9419 0.9702 27.38 0.8926
min Total Cost 2 0.9501 0.9711 27.36 0.8754
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In general, the proposed methodology can be used in order to ex-
amine if there is value in changing the configuration of a DS. This can
be done, for example, if new condition data become available to the
DSO, or in the case of an outage – planned or unplanned – of an S/S
transformer. It is expected that it will be more beneficial if there is a
difference in the reliability of the S/Ss. If all S/Ss are considered
identical, then the inclusion of the aforementioned factors will not
change the optimal network configuration. However, if there are dif-
ferences because of component condition, S/S configuration, and/or
upstream network, then the optimal configuration of the network might
be different, especially if there are LPs with high interruption costs that
can potentially be transferred to other S/Ss.
It is also not necessary to have information for all condition para-
meters; the ones, for which there is information can be evaluated and a
default score can be assigned to the rest of the parameters. However, as
has already been mentioned, Ofgem has recently approved a common
methodology [35] across all UK DSOs for the assessment of component
condition and risk. This will encourage DSOs to collect and utilize
condition data in a more organized way; therefore they will obtain a
better knowledge of the condition of their assets, which could clearly
facilitate the application of the proposed methodology to a DS.
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