ABSTRACT. The distance from the convex hull of the range of an n-dimensional vector-valued measure to the range of that measure is no more than an/2, where a is the largest (one-dimensional) mass of the atoms of the measure. The case a = 0 yields Lyapounov's Convexity Theorem; applications are given to the bisection problem and to the bang-bang principle of optimal control theory.
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ABSTRACT. The distance from the convex hull of the range of an n-dimensional vector-valued measure to the range of that measure is no more than o.n/2, where 0. is the largest (one-dimensional) mass of the atoms of the measure. The case 0. = 0 yields Lyapounov's Convexity Theorem; applications are given to the bisection problem and to the bang-bang principle of optimal control theory.
Introduction.
The celebrated Convexity Theorem of Lyapounov [8] states that the range of a nonatomic finite-dimensional vector-valued measure is compact and convex (where throughout this paper "measure" means "countably-additive nonnegative finite measure"). The range may not be convex if the measure has atoms (see for example, Figure 1 ) but, as is the main purpose of this paper to prove (Theorem 1.2), a fairly sharp bound can be given on how far from convex the range can be, as a function of the mass of the largest atom. Intuitively, if the atoms all have very small mass, the range is very close to being convex.
Throughout this paper, (X,l) will denote a measurable space; M n is the set of n-dimensional measures on (X,l) (Le., M n = {(J-Ll, ... , J-Ln): J-Li is ameasure on (X,l) for all i~n}; and R(;) is the range of ; = (J.tl, ... , J-Ln) E M n . The first theorem, a result of Lyapounov [8] , states that the range of every vector measure (nonatomic or not) is always compact; this conclusion is classically proved in conjunction with the Convexity Theorem (see for example Diestel and Uhl [3] , Halmos [4] , Lindenstrauss [7] , or Lyapounov [8] ). However, only the conclusion in the case n = 1 will be used in the proof of Theorem 1.2, and this case is fairly easy to establish directly without convexity (cf. Halmos [5, Problem 4, p. 174]). THEOREM 
(LYAPOUNOV [8]). 1/; E M n , then R(;) is compact.
To state the next theorem, the main result of this paper, some additional notation 2"~-
The set A is the range of the vector Borel measure (J-Ll, J-L2) (So P n ( a) is the collection of n-dimensional vector measures none of whose coordinate measures have atoms of mass greater than a.) 2. Purely atomic measures. The purpose of this section is to prove some preliminary results corresponding to the case where each J-Li is purely atomic with only a finite number of atoms. Throughout this section, V is a finite set of (not necessarily distinct) points in R+. = {(rl, ... , r n ): ri E R, ri~0 for all i~n}. C(V) is a zonotope [1] , or zonohedron [2] , and most of the results of this section may be rephrased using that terminology.)
The next lemma states that C(V) can be expressed as the union of translates of subsets of the form C(V) (see Figure 2) where IVI~n. Its proof is similar to an argument of Caratheodory (see [11, p. 35] ).
, where {Xi}~l C V and {til C [0,1]. If m~n, the conclusion is trivial, so suppose m > n. It will be shown that there exist {ti}~l C [0,1] with tj ==°or 1 for some j~n so that x == L~l tixi, and the conclusion will then follow by induction.
Assume further that°< ti < 1 for all i~m (for otherwise taking ti == ti suffices). Since m > n, there exist constants {ai}~l not all zero, so L~l aiXi == 0. 
To see (1), first consider the case 2(x, y)~(t The next example shows that the bound in Lemma 2.4 (and hence in Proposition 2.5 and Theorem 1.2) is of the correct order in n; in fact the best possible bound (which is not known to the authors) is at least n/8 for general n and at least n/4 if n is a power of 2. (4) d(x, R(;))~o.n/2 for all x E co(R(;)).
Fix c > O. By Lemma 3.1 and repeated application of Lemma 3.2, there is a measurable partition {Bi}f::1 of X satisfying both (2) 
where the second inequality in (8) follows from (7) and the fact that R(;o) c R(;), and the third inequalilty from (5) since y E co (R(;o)). Since c was arbitrary, this completes the proof of (4); the case 0. = 0 follows easily by continuity. 0 4. Applications. Lyapounov's Convexity Theorem has been applied to a variety of problems in such diverse areas as Banach space theory, optimal stopping theory, control theory, and statistical decision theory (see Diestel and Uhl [3] ); the purpose of this section is to mention two similar applications of Theorem 1. (O,O, . ...,O) and (1, 1,.. .,1) E R(-), ( ROOF. SInce (0,0, ... ,0) and (1,1, . .. ,1) E R(J.,t), (2'2""'2) E co(R (J.,t) ). ApplY' Theorem 1.2. 0 BANG-BANG PRINCIPLE. Lyapounov's Convexity Theorem was used by LaSalle [6] to establish a principle in control theory which says that if an admissible steering function (in an absolutely continuous problem) can bring the system from one state to another in time t, then there is a "bang-bang" steering function that can do the same thing in the same time. A generalization of a particular form of this principle is given by the next theorem, which essentially says that in a system with point masses (or discontinuities or jumps in the process), given an arbitrary steering function there is always a bang-bang steering function which will bring the system within distance an of the state arrived at by the given steering. (In the following theorem, the set M is viewed as the collection of all admissible steering functions, and MO as the set of bang-bang steering functions-see LaSalle [6] 
