Consider two di erential operators L 1 = P a i d i and L 2 = P b j d j with coe cients in a di erential eld, say C(t) with d = @ @t for example.
L 2 (y) = 0 is that the resultant in X of the polynomials (in C X]) P a i X i and P b j X j is zero.
A natural question is: how one could extend this for the case of non constant coe cients ? One of the main motivation in the resultant techniques is the universality of the computation result. When you calculate the resultant, or the subresultants, you always stay in the ring where the coe cients lies and the result can be specialized to every particular case (if the equations depends on parameters for example) to get the information in theses cases.
In this paper, we de ne all the di erential equivalents of these classical objects. In theorem 4 we describe the universal properties of the di erential subresultants. They are due to the fact that, as in the polynomial case, we can work out the problem by means of linear algebra.
As it was known by Ritt ( R] ), the di erential resultant is a polynomial in the a i , b j and their derivatives that tells us|in the general algebraic context of linear di erential equations over a di erential eld|if they have a common solution.
In particular, if you know in a given context that there exists a base of solutions (e.g. you have C 1 coe cients and you work locally (Cauchy's theorem)), this universal calculation answers this existence problem in this particular context. We here give a Sylvester style expression for the resultant and the subresultants. So, as theses objects are determinants, you can get size information on them if you have any reasonable notion of size in the di erential ring and, as a corollary, complexity estimates for the calculation. At least three techniques may be used: Gauss elimination type techniques (e.g. the Bareiss algorithm) if the ring does not contain zero divisors, Berkowitz fast parallel algorithm ( Be] ) or the natural extension of the subresultant algorithm.
As in the classical case, the di erential resultant can be expressed in terms of the values of one of the operators on a base of the solutions of the other, we exhibit this formula and most of the di erential equivalents of the classical ones.
I The di erential resultant Let K @ be a di erential eld and L 1 , L 2 two di erential operators with coe cients in K @ . A natural problem is to discover if there exists a di erential extension of K @ , and an element y in this extension, such that L 1 (y) = L 2 (y) = 0.
In order to give an algebraic answer to this question, it is very convenient to assume that any linear di erential equation de ned by an element of K @ @] admits a solution in a suitable extension of K @ ; that is the case in a very natural fashion if the characteristic of K @ is zero (see e.g. Ka]). As we will see the sentence \have a common zero" may be replaced by the one \have a non trivial left gcd" if you assume the preceeding fact, and that is the convenient algebraic condition.
As in the polynomial case, there exists a universal polynomial that gives the answer, this result is probably due to J. F. Ritt R] . We shall call this polynomial the di erential resultant.
The basic result is the following easy theorem: The non zero operator of minimal order F k in this sequence is the left gcd of L 1 and L 2 ; the common solutions of L 1 = 0 and L 2 = 0 are exactly the ones of F k .
F k can be expressed in a unique way as F k = A k L 1 + B k L 2 , where the orders of A k and B k satisfy the natural restrictions on their orders.
As in the polynomial case, the search of A k and B k is equivalent to the resolution of a linear system, and a necessary and su cient condition for the existence of common solutions is given by a determinant, the di erential resultant.
Let L = P m i=0 a i @ i , and let S 
The following easy lemma, is just what we need to determine the coe cients of the linear system corresponding to the B ezout relation mentioned above. Lemma 1. Let a ij be de ned by @ j L 1 = P i a ij @ i (notice that a ij = 0 if i > m + j).
Consider the matrix A of the a ij , i from 0 to m + n ? 1 and j from 0 to n ? 1.
We then have:
Let S(L 1 ; L 2 ) be the square matrix obtained by concatenation of S(L 1 ; n) and S(L 2 ; m). Let us make two easy remarks: (1) In the case of operators with constant coe cients, we recognize the classical resultant.
(2) This determinant is an irreducible polynomial of Z a (j) i ; b (l) k ], because it is homogeneous and irreducible when you specialize all the variables but a We are sure that this is not a new result ! But we will sketch the proof for lack of reference.
If we denote by A I (resp. (AB) I ) the submatrix of A (resp. AB) constituted by the lines i 1 ; : : : ; i r , we have (AB) I = A I B, so we are reduced to the following statement: if u 1 ; : : : ; u r ; v 1 ; : : : ; v r are 2r vectors of a q dimensional vector space E q , then det(< u i ; v j >) 1 i r 1 j r = X i 1 ;:::;i r 2 1;q] < u 1^ ^u r ; e i 1^ ^e i r >< e i 1^ ^e i r ; v 1^ ^v r > where < ; > denotes the standard scalar product. This is easy to show when you remark these two expressions de nes a map that factors through V r E q V r E q , and from that observes these two elements are both equal to < u 1^ ^u r ; v 1^ ^v r >. Let L 1 , L 2 and L be three di erential operators of respective orders m, n and k. We remark that S k+l (L 1 L;L 2 L) is the product of two matrices, corresponding to the following decomposition of k+l : 
In the same vein, we will show that in the general case you have:
Theorem 3. Let L 1 , L 2 and L be three di erential operators of respective orders m, n and k. For 0 l minfm; ng, we have: As all the maximal square submatrices of this matrix must contain one of the rst l +1 columns and has determinant zero if it contains two of them we get from lemma 2:
(2') If A @ is a eld such that L 1 admits m linearly independent solutions in A @ , L 2 admits exactly k linearly independant common solutions with L 1 in A @ if and only if S m;n i (L 1 ; L 2 ) = 0 for i < k and S m;n k (L 1 ; L 2 ) 6 = 0.
We have put the word unique in brackets because we will not prove the uniqueness here. Except that point, everything is immediate from what we have seen.
In analogy to the polynomial case, let us give as an exercise one more property. If a is an elements of K @ , one can consider the operators L a i de ned by L a i (y) = L i (ay).
Then one has:
We will not write down the di erential subresultant algorithm: it is exactly the same as in the classical case, except that you must do the reductions (pseudo-divisions) using left multiplication only. The proofs are, word for word, the same, as you can easily check in the exposition of GLRR] or the original paper of Loos L]|the signs of the subresultants may not be the same, but this is of no importance in our context and easy to rectify (multiply by (?1) (m?k)(n?k) ).
So one can use the subresultant algorithm as well for linear di erential equations, the only change is to replace multiplication in K X] by left multiplication
To conclude this paper, we will now give the di erential equivalent to the expression of the resultant in terms of the values of one of the polynomials on the roots of the other. where a m (resp. b n ) is the leading coe cient of L 1 (resp. L 2 ).
We will do an inductive proof, based on the following two lemmas: @ n?1 L 1 (z 1 ) @ n?1 L 1 (z n ) and from that one has a n m W(y; z) = W(y)W(L 1 (z)) that gives the rst relation. The second is obtained in the same fashion.
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Let us now prove the theorem by induction. When the order of one of the operators is zero the assertion is clear. Else we can reduce the order of one of them by euclidean division, say L 1 = LL 2 + L 1 with ord(L 1 ) = m < m. So W(z) (because L 2 (z i ) = 0); so we are done (in the case where n > m we remark that exchanging the roles of L 1 and L 2 multiplies the expressions on both sides by (?1) mn ).
I am very grateful to F. Ollivier who suggested me to work on this problem and contributed to the early important results.
