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a b s t r a c t
Recentlywe introduced a newmethodwhichwe call the Extended SamplingMethod to com-
pute the eigenvalues of second order Sturm–Liouville problemswith eigenvalue dependent
potential. We shall see in this paper how we use this method to compute the eigenvalues
of fourth order Sturm–Liouville problems and present its practical use on a few examples.
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1. Introduction
The spectral theory of differential operators is well developed. However, when it comes to computing the spectral data
much remains to be done especially for high order differential operators. In the fourth order case, Greenberg andMarletta [1]
released in 1997 a software package, code named SLEUTH (Sturm–Liouville Eigenvalues Using Theta matrices), dealing with
the computation of eigenvalues of Sturm–Liouville problems. The underlying theory was presented in [2]. It is based on the
approximation of the coefficients in the differential equation and a suitable zero counting algorithm. Chanane [3–6], using
the concepts of Fliess series and iterated integrals, introduced a novel series representation for the boundary/characteristic
function associatedwith fourth order Sturm–Liouville problems. The fourth power of the zeros of this characteristic function
are the eigenvalues of the problem. Few examples were provided and the results were in agreement with the output of
SLEUTH.
Recently Chanane [7] introduced a newmethodwhichwe call the Extended SamplingMethod (ESM) to compute the eigen-
values of second order Sturm–Liouville problems with eigenvalue dependent potential. This method is not to be confused
with the Regularized Sampling Method (RSM) introduced by the author in the context of second order Sturm–Liouville prob-
lems [8]. The Regularized Sampling Method has been used in the cases of non-self-adjoint [9], singular [10], impulsive [11,12]
and nonlocal Sturm–Liouville problems [13]. We shall see in this paper how we use the Extended Sampling Method to com-
pute the eigenvalues of fourth order Sturm–Liouville problems and present its practical use on a few examples. The layout
of the paper is as follows. Section 2 deals with the statement of the problem, Section 3 with the method of solution. In
Section 4, we present the characteristic function and in Section 5, we present a few examples keeping in mind the long term
objective which is to present an efficient method to help solve inverse spectral/nodal problems [14,15]. This will be dealt
with in future contributions.
2. Statement of the problem
Consider the regular Sturm–Liouville problem
y(4) − (s(x)y′)′ + q(x)y = λy, x ∈ [0, 1] (2.1)
∗ Tel.: +966 38602741.
E-mail address: chanane@kfupm.edu.sa.
0377-0427/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2010.04.023
B. Chanane / Journal of Computational and Applied Mathematics 234 (2010) 3064–3071 3065
with the general separated self-adjoint boundary conditions [2]{
A1u+ A2v = 0 at x = 0
B1u+ B2v = 0 at x = 1 (2.2)
where
u = (u1, u2)T , v = (v1, v2)T (2.3)
and
u1 = y, u2 = y′, v1 = sy′ − y′′′, v2 = y′′ (2.4)
are the quasiderivatives,
A1, A2, B1, B2 are 2× 2 matrices such that
A1AT2 = A2AT1, B1BT2 = B2BT1 (2.5)
and the 2× 4 matrices
A = (A1|A2), B = (B1|B2) (2.6)
have rank 2, q and s are in C0(0, 1) and C1(0, 1) respectively.
Under these assumptions, it is well known that the eigenvalues are bounded from below, can be ordered as λ0 ≤ λ1 ≤
λ2 ≤ λ3 ≤ · · ·, λn → +∞ as n → ∞, and each eigenvalue has multiplicity at most 2 [2,1,16]. We are interested in
computing the positive eigenvalues, the negative ones can be computed using a simple shift in λ, so let λ = µ4.
3. Method of solution
The initial value problem{
y(4) − (s(x)y′)′ + q(x)y = λy, x ∈ (0, 1]
y(0) = a0, y′(0) = a1, y′′(0) = a2, y′′′(0) = a3 (3.1)
is transformed into the integral equation [2],
y(x, µ; a) = y0(x, µ; a)+
∫ x
0
K(x, t, µ)y(t, µ; a)dt (3.2)
where a = (a0, . . . , a3)T ,
y0(x, µ; a) = {ϕ4(x, µ)− ϕ2(x, µ)s(0)} a0 + {ϕ3(x, µ)− ϕ1(x, µ)s(0)} a1 + ϕ2(x, µ)a2 + ϕ1(x, µ)a3 (3.3)
K(x, t, µ) = −ϕ1(x− t, µ)q(t)− ϕ2(x− t, µ)s′(t)+ ϕ3(x− t, µ)s(t) (3.4)
and 
ϕ1(x, µ) = (sinhµx− sinµx)/(2µ3)
ϕ2(x, µ) = (coshµx− cosµx)/(2µ2) = ϕ′1(x, µ)
ϕ3(x, µ) = (sinhµx+ sinµx)/(2µ) = ϕ′2(x, µ)
ϕ4(x, µ) = (coshµx+ cosµx)/2 = ϕ′3(x, µ).
(3.5)
Differentiating (3.4) with respect to x three times yields,
Kx(x, t, µ) = −ϕ2(x− t, µ)q(t)− ϕ3(x− t, µ)s′(t)+ ϕ4(x− t, µ)s(t)
Kxx(x, t, µ) = −ϕ3(x− t, µ)q(t)− ϕ4(x− t, µ)s′(t)+ µ4ϕ1(x− t, µ)s(t)
Kxxx(x, t, µ) = −ϕ4(x− t, µ)q(t)− µ4ϕ1(x− t, µ)s′(t)+ µ4ϕ2(x− t, µ)s(t).
(3.6)
from which we get,
K(x, x, µ) = 0, Kx(x, x, µ) = s(x), Kxx(x, x, µ) = −s′(x). (3.7)
Similarly, differentiating (3.2) with respect to x three times leads to
y′(x, µ; a) = y′0(x, µ; a)+
∫ x
0
Kx(x, t, µ)y(t, µ; a)dt
y′′(x, µ; a) = y′′0(x, µ; a)+ s(x)y(x, µ; a)+
∫ x
0
Kxx(x, t, µ)y(t, µ; a)dt
y′′′(x, µ; a) = y′′′0 (x, µ; a)+ s(x)y′(x, µ; a)+
∫ x
0
Kxxx(x, t, µ)y(t, µ; a)dt.
(3.8)
In [6] we proved the following results.
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Lemma 1 ([6]). K(x, t, µ) and its derivatives with respect to x, ∂
αK
∂xα , α = 0, 1, 2, 3 are entire functions of µ for each
0 < t ≤ x ≤ 1 and satisfy the growth conditions∣∣∣∣∂αK∂xα (x, t, µ)
∣∣∣∣ ≤ kα(1+ |µ|)α−1 exp {(x− t)|µ|} (3.9)
where kα are absolute constants that depend only on q and s for α = 0, 1, 2, 3.
Lemma 2 ([6]). y0(x, µ; a) and its derivatives with respect to x are entire functions of µ for each x ∈ (0, 1] and satisfy the
growth condition
|y0(x, µ; a)| ≤ γ0 exp {x|µ|} (3.10)
for some constant γ0.
Theorem 3 ([6]). The solution y(x, µ) and its derivatives are entire functions of µ for each x ∈ (0, 1] with exponential growth
and satisfy the estimates∣∣y(α)(x, µ; a)∣∣ ≤ cα(1+ |µ|)α exp {x|µ|} (3.11)
with absolute constants cα (α = 0, 1, 2, 3) that depend only on q and s.
From the above results it is not difficult to prove,
Theorem 4. Let
ŷ1(x, µ; a) = y(x, µ; a)− y0(x, µ; a)
ŷ2(x, µ; a) = y′(x, µ; a)− y′0(x, µ; a)
ŷ3(x, µ; a) = y′′(x, µ; a)− s(x)y(x, µ; a)− y′′0(x, µ; a)
ŷ4(x, µ; a) = y′′′(x, µ; a)− s(x)y′(x, µ; a)− y′′′0 (x, µ; a).
(3.12)
The function ŷα are entire functions of µ for each x ∈ (0, 1] and satisfy the estimates
|̂yα(x, µ; a)| ≤ dα(1+ |µ|)α−2 exp {x|µ|} (3.13)
with absolute constants dα (α = 1, 2, 3, 4) that depend only on q and s.
Now consider the Paley–Wiener space PWσ = {f entire , |f (z)| ≤ c exp[σ |Im z|], f ∈ L2(R)} and recall the well known,
Theorem 5 (Whittaker–Shannon–Kotel’nikov). Let f ∈ PWσ then
f (µ) =
∞∑
k=−∞
f
(
kpi
σ
)
sin σ
(
µ− kpi
σ
)
σ
(
µ− kpi
σ
) (3.14)
where the series converges uniformly on compact subsets of R and also in L2dµ.
A central issue in Whittaker–Shannon–Kotel’nikov Sampling theorem is that the functions to be recovered from their
samples must be in a Paley–Wiener space, thus they must be square integrable over the real line. In our case yi(x, µ) are
entire functions ofµ for each x ∈ (0, 1] but not square integrable inµ for any x ∈ (0, 1].Hence this theorem is not applicable
in our case. A similar situation arosewhenwe dealt with second order Sturm–Liouville problemswith parameter dependent
potential [7], the functions involved were not square integrable over the real line. A point which led to the introduction of
the Extended Sampling Method based on the following result.
Theorem 6 ([17]). Suppose that f is an entire function satisfying one of the following growth conditions:
(1+ |y|)|f (z)| ≤ C exp(τ |x| + σ |y|) (3.15)
some C, σ , τ > 0 and any z = x+ iy ∈ C.
(1+ |x|)|f (z)| ≤ C exp(τ |x| + σ |y|) (3.16)
some C, σ , τ > 0 and any z = x+ iy ∈ C. Then, we have a sampling series representation for f
f (z) =
∑
n∈Z
f (βn)
sin σ(z − βn)
σ (z − βn)
cosh(τ z)
cosh(τβn)
+
∑
n∈Z
f (αn)
sinh τ(z − αn)
τ (z − αn)
sin(σ z)
sin(σαn)
(3.17)
which converges uniformly on any compact subset of C, the set of complex numbers,αn andβn being defined byαn = (2n+1)pi i2τ and
βn = npiσ .
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Thus, we have the following,
Theorem 7. The functions ŷα (α = 1, 2, 3, 4) (3.12) are entire functions of µ for each x ∈ (0, 1] satisfying the estimate
(1+ |Im µ|)|̂yα(x, µ; a)| ≤ c exp((x+ θ) {|Re µ| + |Imµ|}) (3.18)
for some small positive number θ and positive constant c. Furthermore, the following representations hold
ŷα(1, µ; a) =
∑
n∈Z
ŷα(1, βn; a) sin σ(µ− βn)
σ (µ− βn)
cosh(τµ)
cosh(τβn)
+
∑
n∈Z
ŷα(1, αn; a) sinh τ(µ− αn)
τ (µ− αn)
sin(σµ)
sin(σαn)
(3.19)
αn and βn being defined by αn = (2n+1)pi i2τ , βn = npiσ and σ = τ = 1+ θ . The series converges uniformly on any compact subset
of C.
Remark 8. The θ takes care of the factor (1+ |µ|)α−2 in (3.13).
Having recovered ŷα(1, µ; a) from its samples, we get at once,
y(1, µ; a) = ŷ1(1, µ; a)+ y0(1, µ; a)
y′(1, µ; a) = ŷ2(1, µ; a)+ y′0(1, µ; a)
y′′(1, µ; a) = ŷ3(1, µ; a)+ s(x)y(1, µ; a)+ y′′0(1, µ; a)
y′′′(1, µ; a) = ŷ4(1, µ; a)+ s(x)y′(1, µ; a)+ y′′′0 (1, µ; a).
(3.20)
Weneed to compute y(j)(1, µ; a) (j = 0, 1, 2, 3 for a = ei, i = 1, . . . , 4, the standard basis of R4). For any practical purpose
we shall truncate the series to N i.e, |n| ≤ N .
4. The characteristic function
From u1 = y, u2 = y′, v1 = sy′ − y′′′, v2 = y′′, we get
w = Λ(x)y (4.1)
wherew = (u1, u2, v1, v2)T , y = (y, y′, y′′, y′′′)T and
Λ(x) =
1 0 0 00 1 0 00 s(x) 0 −1
0 0 1 0
 . (4.2)
Let Y (x, µ) denote the solution to the initial value problem
dY
dx
= F(x, µ)Y
Y (0, µ) = I
(4.3)
where I is the 4× 4 identity matrix and
F(x, µ) =
 0 1 0 00 0 1 00 0 0 1
µ4 − q(x) s′(x) s(x) 0
 . (4.4)
Recall that Y (x, µ) = (y(x, µ; e1), . . . , y(x, µ; e4)). The general solution of dydx = F(x, µ)y is y = Y (x, µ)α where α is an
arbitrary 4-vector. Using the boundary conditions we obtain{
AΛ(0)Y (0, µ)α = 0
BΛ(1)Y (1, µ)α = 0. (4.5)
A necessary and sufficient condition for nontrivial solutions is G(µ) = 0 where
G(µ) .= det
(
AΛ(0)
BΛ(1)Y (1, µ)
)
(4.6)
is called the characteristic function. The fourth power of the zeros of G are the eigenvalues of the Sturm–Liouville problem
at hand.
5. Numerical algorithm and examples
In this section we shall revisit the examples introduced in [3] and were solved using the author’s method based on Fliess
series and SLEUTH. We shall show that the Extended Sampling Method (ESM) presented here (see also [7] for second order
SLP) gives accurate results. To improve the accuracy of the eigenvalues in a specific range a simple shift in λwill do the job.
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Table 6.1.1
Eigenvalues of Example 6.1.
Index λ using ESM Norm of eigenfunction β
1 0.21505086437 2.35483296068514 −0.4637357699
2 2.75480993468 1.24087565993022 −1.6597620115
3 13.2153515406 0.83381818738753 −3.6352924973
4 40.9508193487 0.62702169655359 −6.3992827214
Numerical Algorithm:
1. Eigenvalue computation
• choose σ , τ and N , (σ and τ are related to the growth of the entire functions involved. They are taken to be equal to
1+ θ with θ a small positive number (Theorem 7))
For each a = ei, i = 1, . . . , 4, the element of the standard basis of R4 do
• compute the sampling values of ŷj(x, µ; a), j = 1, . . . , 4, given in (3.12) forµ = αn andµ = βn, n = −N, . . . ,N where
y(x, µ; a) is the solution to the initial value problem (3.1) y(x, µ; a) were computed using the Fehlberg 4–5 order
Runge–Kutta method with 20-digits accuracy.
• recover the functions ŷj(x, µ; a) from the above sampling values and using the truncated version of (3.19) to n =
−N, . . . ,N .
• recover the functions y(j)(1, µ; a), j = 0, 1, 2, 3 using (3.20).
then,
• recover the boundary function G as a function of µ using (4.6).
• compute the eigenvalues as the fourth power of the zeros of G using Newton’s method.
2. Eigenfunctions
• For general boundary conditions, we have shown in [5] how to associate an initial condition to the problem. For the
problems at hand we computed the eigenfunctions as solutions to the initial value problems with initial condition
(y(0), y′(0), y′′(0), y(3)(0)) = (0, 1, 0, β). That is, we are normalizing the eigenfunctions using y′(0) = 1. As for
the choice of β we proceed as follows. If we denote by y1 and y2 the solutions corresponding to initial conditions
(0, 1, 0, 0) and (0, 1, 0, 1) respectively, then the eigenfunctions y given by y = y1 + βy2 should satisfy y(5) = 0 giving
β = −y1(5)/y2(5).
Example 6.1.{
y(iv) − 0.02x2y′′ − 0.04xy′ + (0.0001x4 − 0.02)y = λy, x ∈ (0, 5)
y(0) = y′′(0) = y(5) = y′′(5) = 0.
The first four eigenvalues have been computed using the Extended Sampling Method (ESM) and are displayed in Table 6.1.1,
together with the norm of the eigenfunction with initial condition (y(0), y′(0), y′′(0), y(3)(0)) = (0, 1, 0, β). The graphs
of the characteristic function, the restricted range characteristic function for better visualization of the (fourth root) of the
eigenvalues and the plots of the four eigenfunctions are displayed in Figs. 6.1(a), 6.1(b) and 6.1(c) respectively.
We used θ = 3,N = 30, the fourth order Runge–Kutta–Fehlberg method to integrate the differential equations and
Newton’s method to compute the roots of the characteristic function with precision 10−20. The inner products of any two
eigenfunctions is of the order 10−12, while those involving the fourth eigenfunction is of the order of 10−9. Note that using
the Regularized SamplingMethoddeveloped for second order equation on the Sturm–Liouville problem−y′′+0.01x2y = λy,
y(0) = y(5) = 0, gives the first 4 eigenvalues as 0.46373577492, 1.6597620344, 3.6352925497, 6.3992828462. The
square of these eigenvalues are the eigenvalues of the fourth order SLP above and put them within 10−9, 10−8, 10−6
respectively.
Example 6.2.{
y(iv) − 0.02x2y′′ − 0.04xy′ + (0.0001x4 − 0.02)y = λy, x ∈ (0, 5)
y(0) = y′(0) = y(5) = y′(5) = 0.
The first four eigenvalues have been computed using the Extended SamplingMethod (ESM) and are displayed in Table 6.2.1,
together with the norm of the eigenfunction with initial condition (y(0), y′(0), y′′(0), y(3)(0)) = (0, 1, 0, β). The graphs of
the characteristic function, the restricted range characteristic function for better visualization of the (fourth root) of the
eigenvalues and the plots of the four eigenfunctions are displayed in Figs. 6.2(a), 6.2(b) and 6.2(c) respectively.
We used θ = 3,N = 30,the fourth order Runge–Kutta–Fehlberg method to integrate the differential equations and
Newton’s method to compute the roots of the characteristic function with precision 10−20. The inner products of any two
eigenfunctions is of the order 10−11, while those involving the fourth eigenfunction is of the order of 10−8.
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Fig. 6.1(a). Characteristic function for Example 6.1.
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Fig. 6.1(b). Characteristic function (range limited to [−1,1]) for Example 6.1.
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Fig. 6.1(c). First four eigenfunctions for Example 6.1.
Table 6.2.1
Eigenvalues of Example 6.2.
Index λ using ESM Norm of eigenfunction β
1 0.866902502399465 1.2013105061998 −0.9550148924034
2 6.357686448174460 0.4447488749524 −1.58952459318678
3 23.99274697506674 0.2287606452746 −2.21336389825617
4 64.97863591597007 0.1389195582203 −2.83929097737828
6. Conclusion
In this paper we have enlarged the scope of the Extended Sampling Method which was devised initially for second order
Sturm–Liouville problems to Fourth order ones. Two advantages of the method are immediately apparent: its generality
and its simplicity. We shall extend further the method to more general spectral problems and demonstrate in future
contributions its efficiency in tackling inverse spectral and nodal problems.
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Fig. 6.2(a). Characteristic function for Example 6.2.
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Fig. 6.2(b). Characteristic function (range limited to [−1,1]) for Example 6.2.
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Fig. 6.2(c). First four eigenfunctions for Example 6.2.
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