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ABSTRACT
We re-considered the properties of electromagnetic waves excited by ring-distributed, in the
magnetic-field-perpendicular velocity space, electron beams in the solar atmosphere as they
are caused by magnetic reconnection. Ring-beam electrons contain additional free energy due
to the positive gradient of their velocity space distribution in the direction perpendicular to
the magnetic field, i.e., d f /du⊥ > 0 in addition to the beam-related free energy u‖ ·d f /du‖ > 0
in the direction parallel to the magnetic field. As a result, not only beam instability but also
so called electron cyclotron maser (ECM) instability can be excited, which may generate es-
caping electromagnetic waves. In order to understand the properties of the waves generated
in the course of the propagation of such beams, we investigated the intensity and polarization
properties of these excited waves in dependence on the evolving beam density and coronal
magnetic field strength. For this sake, we utilized 2.5-dimensional particle-in-cell (PIC) code
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numerical simulations. We separated the intensities of the different wave modes according to
their dispersion properties. We found that predominantly electrostatic plasma waves are gen-
erated but also highly anisotropic and polarized electromagnetic whistler, Z, O and X-mode
waves. Their intensity anisotropy strongly depends on the number density of the ring-beam
electrons compared to the density of the background electrons. Circular polarization degree
(CPD) and spectrogram of the escaping electromagnetic waves with ω > ωpe and |ck/ω| < 1
are also strongly anisotropic, but becoming more symmetric about the wave propagation di-
rection θ = 90◦ for denser ring-beam electron population. Meanwhile, with denser ring-beam
electron population, escaping waves are predominantly left-handed polarized over a wide
range of propagation directions. We discuss the consequences of our findings for using the
solar radio burst observations to diagnose the beam and plasma conditions at the sites of their
generation.
Keywords: Beam plasma instabilities — Electron cyclotron maser instability — — Magnetic
reconnection — Particle in cell simulations — Solar corona — Electromagnetic
waves — Radio emissions - Solar radio bursts
1. INTRODUCTION
The solar corona consists of a very dynamic, hot and dilute magnetized plasma in which eruptive energy
and mass releases take place like solar flares and coronal mass ejections (CMEs). In the course of the
solar activity, particles are accelerated and electron beams are formed which cause the emission of elec-
tromagnetic waves from the radio to γ-ray wavelengths. Solar radio waves are of special interest for the
investigations of the Sun and its plasma processes, since they can penetrate the Earth’s atmosphere and can
be observed by ground-based telescopes. Of particular interest are solar radio bursts (SRBs) with their spe-
cific characteristics (a) high brightness temperatures, (b) short, eruptive time scales, (c) narrow frequency
bands and (d) strong polarization. These characteristics indicate that the SRBs are, perhaps, due to coherent
emissions of plasma waves caused by plasma instabilities (Melrose 2017). They are, therefore, appropriate
to remotely study plasma processes in the solar corona.
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So far mainly plasma emission (Ginzburg & Zhelezniakov 1958; Melrose 1970a,b; Zheleznyakov & Zait-
sev 1970a,b) and electron cyclotron maser (ECM) emission (Twiss 1958; Schneider 1959; Gaponov 1959)
have been discussed as a possible generation mechanism for the coherent solar radio emissions, for reviews,
see, e.g., Aschwanden 2005; Melrose 2017.
The plasma emission mechanism suggested by Ginzburg & Zhelezniakov 1958 starts with the excita-
tion of Langmuir waves by unstable electron beams. Due to the nonlinear coupling of the Langmuir and
ion-acoustic (Langmuir and reverse Langmuir) waves, fundamental electromagnetic waves at ωpe (second
harmonic) can be generated. The existence of electron beams in the solar corona was proven by Chen et al.
2015, 2018. Recent 3D particle-in-cell (PIC) code numerical simulations have also shown that strong elec-
tron beams are generated by 3D guide-field magnetic reconnection (Bu¨chner et al. 2018; Mun˜oz & Bu¨chner
2018a). Meanwhile the plasma emission mechanism directly addresses two basic features of type III solar
radio bursts: (a) their fast frequency drifts over short times and (b) the fundamental-harmonic frequency
pair structure in their observed spectrograms (Chernov 2011). Hence, the plasma emission mechanism has
been extensively adopted and refined for several decades (Melrose 1985; Robinson & Cairns 1998a,b,c).
Contrary, the so called ECM mechanism is supposed to generate radio waves directly as a consequence
of a linear plasma instability. It was successfully applied to explain formation and features, e.g., of the
Earth’s auroral kilometric radiation (AKR, Wu & Lee 1979; Lee & Wu 1980; Lee et al. 1980; Strangeway
et al. 2001). It has not much been utilized to explain the solar radio emissions because two necessary
conditions have to be fulfilled for efficient ECM emissions. The first is ωce > ωpe for an efficient escaping
emission at ωce. The intensity of ECM emissions was found to rapidly decrease with an increasing harmonic
number sh. And, in addition, an sh harmonic ECM emission cannot directly escape from a plasma with
ωpe > shωce (Melrose 2017). The condition ωce > ωpe implies strong local solar magnetic fields and high
local Alfve´n velocities ∼ 0.02c (Wu et al. 2014), which cannot easily be satisfied with the standard model
of the solar atmosphere (Wild 1985; Wu 2012, 2014; Wu et al. 2014). Wu et al. 2014; Chen et al. 2017;
Melrose 2017 suggested that the conditionωce > ωpe can be fulfilled if local density cavities are formed, e.g.,
due to the fluctuations in the ubiquitous Alfve´nic turbulence. As it has recently been found, density cavities
are, indeed, found along the path of the electron beam propagating parallel to the low-density separatrices
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of strong-guide-field magnetic reconnection via 3D PIC code numerical simulations (Mun˜oz & Bu¨chner
2018b).
Further, the ECM emission requires a positive velocity gradient in the electron distribution function per-
pendicular to the ambient magnetic field ∂ f /∂v⊥ > 0. This property called population inversion is behind
the notation of the maser instability. Possible distribution functions with positive slope could be, e.g., ring
distributions (Pritchett 1984; Vandas & Hellinger 2015), loss-cone distributions (Wu & Lee 1979; Tsang
1984) or horseshoe distributions (Melrose & Wheatland 2016; Pritchett et al. 1999). Positive slopes of
the particle distribution functions in the perpendicular direction were obtained by considering the parti-
cle acceleration in the outflow region of magnetic reconnection, where cup-like distribution functions are
formed (Bu¨chner & Kuska 1996). Energetic particles’ magnetic gradient drifts can also cause a redistri-
bution of the energy of parallel flowing beam particles to the perpendicular direction (Zhou et al. 2015),
forming ring-beam and gyro-phase restricted velocity distribution functions as it was shown by test particle
calculations (Voitcu & Echim 2012) as well as crescent-shaped velocity distribution functions (Voitcu &
Echim 2018). In addition, by means of self-consistent kinetic simulations it has been shown that positive
slopes of the electron distribution function in the perpendicular velocity space survive due to the feedback
of the self-generated plasma turbulence during magnetic reconnection (Mun˜oz & Bu¨chner 2016). Note that
gradients in the parallel direction ∂ f /∂v‖ can also drive ECM emissions. This requires, however, extremely
anisotropic electron distributions, e.g., (∆u⊥/c)2 ≥ ∆u‖/c, where ∆u⊥ and ∆u‖, respectively, are the per-
pendicular and parallel thermal velocities of a bi-Maxwellian electron distribution function (Melrose 1973,
2017). There are, however, no observational indications of the existence of such strong anisotropies.
Theoretical studies revealed, indeed, highly efficient ECM emissions due to ring distributions (Pritchett
1984) which have been proposed to be behind type III bursts (Wang 2015; Chen et al. 2017), see also
the review of Melrose 2017. Some parametric dependence of the ECM emission resulting from the ring-
beam electron distribution functions was investigated by Lee et al. 2011 utilizing 2.5D PIC code numerical
simulations. In particular, these authors explored the influence of the kinetic energy and average pitch angle
of the ring-beam distribution on the ECM emission keeping the density ratio of ring-beam and background
electrons fixed (nrb/nbg = 1 : 19) as well as the frequency ratio ωce/ωpe = 5. In order to derive the properties
Wave excitation by energetic ring-beam electrons 5
of waves generated by an electron ring-beam accelerated by magnetic reconnection, we investigate the
consequences of the plasma instabilities by energetic ring-beam electrons in the low density cavities forming
along the low-density separatrices of the strong guide-field solar coronal magnetic reconnection taking into
account that the beam electron density decreases in the course of the beam propagation as well as the
variability of the magnetic field strength. We, hence, utilized a 2.5D version of the PIC simulation code
ACRONYM to obtain the nonlinear evolution and saturation of the generated waves in dependence on the
ratio of the ring-beam electron density nrb to the background thermal plasma density nbg and the dependence
on the external magnetic field strength via changing electron cyclotron frequency ωce to plasma frequency
ωpe ratio. At the same time we keep the typical kinetic energy and average pitch angle of the ring-beam
distribution fixed since their influences were investigated earlier by Lee et al. 2011 (see Sect. 2.1 for more
details).
Note that in most of previous related studies of the ECM emission, e.g., Pritchett 1984; Lee et al. 2009,
2011, the wave intensity was either not determined or calculated using simplified, approximated diagrams
while the wave polarization was rarely derived. We now have developed and applied precise diagnostics to
investigate the non-linear evolution, saturation, anisotropy of the intensity of the different wave modes with
the full cold plasma dispersion relation (see Sect.2.2.1). Electromagnetic waves escaping from the solar
corona can be observed only if they propagate in the direction of the line of sight of the telescope. Hence,
we also studied the anisotropy of the circular polarization degree (CPD) in addition to the spectrogram to
compare with the ground-based SRBs’ observations (see Sect.2.2.2).
This paper is organized as follows: after the introduction we first, in Sect.2, discuss the numerical simu-
lation model, then the results (in Sect.3) and in Sect.4 we draw our conclusions and discuss the application
of our results for using SRB observations to diagnose magnetic reconnection at the Sun.
2. NUMERICAL SIMULATION
2.1. Model and Setup
Since the excitation and saturation of waves driven by beam or ECM instabilities is a kinetic and nonlinear
process, self-consistent kinetic simulations are required to investigate it, where effects of the energetic
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particles on the electromagnetic radiation can be correctly considered. This study, hence, is performed with
the ACRONYM PIC code (Kilian et al. 2012), a fully relativistic electromagnetic code tuned for the study
of kinetic-scale plasma wave phenomena and interactions. We use its version in two spatial dimensions and
three dimensions in momentum and electromagnetic fields (i.e., 2.5D).
The 2D simulation box contains 1024 × 1024 grid points in the x − y plane. Periodic boundaries are
applied in both directions for both fields and particles. In our simulations, to keep the charge neutrality,
three species of particles are employed, one for the semirelativistic ring-beam electrons and other two
species for the protons and the background electrons. For physically realistic results, the proton-to-electron
mass ratio has been chosen as the physical mp/me = 1836. Initially, 2000 particles per cell are implemented
to reduce the numerical noise (Hockney 1971; Dawson 1983; Birdsall & Langdon 1991). These particles are
homogeneously distributed in the whole simulation domain with a constant ambient magnetic field ~B0 = B0~x
along the x-axis, since typical domain sizes modelled by PIC code numerical simulations are much smaller
than the typical length scale of the density gradient in the solar corona.
The initial distributions of particles are characterized in terms of momentum per unit mass, ~u = γ~v, where
γ = 1/
√
1 − v2/c2 = √1 + u2/c2. Note that, hereafter, we will simply call ”momentum per unit mass”
as ”momentum”. Correspondingly, the distribution for the semirelativistic ring-beam electrons is (Umeda
et al. 2007; Lee et al. 2011; Kainer & MacDowall 1996):
Frb(u‖, u⊥) = Frb‖(u‖)Frb⊥(u⊥)
Frb‖(u‖) =
1√
2piuth‖
exp
− (u‖ − urb‖)22u2th‖

Frb⊥(u⊥) =
1
2piu2th⊥A⊥
exp
[
− (u⊥ − urb⊥)
2
2u2th⊥
]
(1)
where u‖, u⊥ are the particle momenta along and perpendicular to the ambient magnetic field ~B0, respec-
tively. (urb‖, urb⊥) and (uth‖, uth⊥) are their corresponding bulk drift and thermal momenta (vth‖ = uth‖/γth =√
kBTe,‖/me and vth⊥ = uth⊥/γth =
√
kBTe,⊥/me, where Te,‖/Te,⊥ is the parallel/perpendicular electron tem-
perature, kB is the Boltzmann’s constant and γth =
√
1 + (u2th‖ + u
2
th⊥)/c
2). According to our simulations,
the parallel and perpendicular directions are along the x-axis and y-axis, respectively. Considering the
typical velocity of FEBs related to SRBs (Wild et al. 1959; Alvarez & Haddock 1973; Suzuki & Dulk
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1985; Reid & Ratcliffe 2014) as well as the typical temperature in the solar corona, initially we take
γ =
√
1 + (u2rb‖ + u
2
rb⊥)/c
2 = 1.2 (∼ 100 keV and
√
u2rb‖ + u
2
rb⊥ = 0.67 c) as the average initial kinetic energy
of the ring-beam electrons. Their averaged pitch angle is φ0 = tan−1(urb‖/urb⊥) = 30◦, which indicates that
the ring-beam electrons have more energies in the ~B0 parallel direction. And uth‖ = uth⊥ = uth = 0.025c. A⊥
in Eq.1 is the normalization constant
A⊥ = exp
[
− u
2
rb⊥
2u2th⊥
]
+
√
pi
2
urb⊥
uth⊥
erfc
[
− urb⊥√
2uth⊥
]
(2)
As mentioned in the studies of Wu et al. 2014; Chen et al. 2017, non-zero net current in plasmas can
introduce a current instability (see also Matsumoto & Omura 1993). In this paper, we are, however, mostly
interested in wave excitation led by the beam and ECM instabilities. To reduce the effects of the net current,
an initial zero net current is set, where the background electrons drift in the opposite direction to that of
the ring-beam electrons with a velocity ubg‖ = −urb‖nrb/nbg, here nrb and nbg are the number density of
the ring-beam and background electrons, respectively (Karlicky´ & Ba´rta 2009; Ganse et al. 2012). The
background electrons, hence, follow a drifting Maxwellian distribution with a thermal spread 0.05 c along
each dimension. Protons are used for the global charge neutrality. They are assumed to follow an isotropic
Maxwellian distribution with the same temperature as the background electrons. Meanwhile, in order to
distinguish the contributions from the beam and ECM instabilities, we also carry out simulations with only
either a pure beam or a pure ring distribution for the energetic electrons (urb⊥ = 0 or urb‖ = 0, respectively),
while other parameters are the same with the ring-beam simulations.
In this study, all simulations have the same spatial and time resolution. In particular, the grid cell size is
∆ ' λDe, where λDe = uth/ωpe is the electron Debye length and ωpe is the total electron plasma frequency,
i.e., ωpe =
√
ω2prb + ω
2
pbg =
√
4pinte2/me, where nt = nrb+nbg and e are the total electron number density and
charge of electrons, respectively. And ωprb (ωpbg) is the plasma frequency of the ring-beam (background)
electrons. The timestep in our simulations is determined by the inherent length and timescale requirements
in a fully-kinetic PIC code, i.e., the Courant-Friedrichs-Lewy (CFL) condition for the speed of light c.
Correspondingly, our simulations can cover |kx,y/(ωpe/c)| < 92.2 and |ω/ωpe| < 12.3 with resolutions ∆k =
0.18c/ωpe and ∆ω = 0.015ωpe, respectively, in the wavevector-frequency (~k − ω) space.
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Variable parameters are nrb/nt (being equal to 5%, 10% , 20%, 30%, 40% until 50% with fixed ωce/ωpe =
5, see Sect.3.1) and ωce/ωpe (being equal to 0.2, 0.3, 0.5, 1, 2, 3 with fixed nrb/nt = 5%, see Sect.3.2). The
ambient magnetic field ~B0 is initialized based on the frequency ratio ωce/ωpe. Note that the values of the
beam to total density ratio are probably much higher than those thought to exist in the solar corona, but they
could be considered appropiate for density cavities, where the background density drops considerably. In
addition, PIC code numerical simulations of kinetic magnetic reconnection tend to generate electron beams,
propagating throught the low density separatrices, with similar density ratios to those used here (Mun˜oz &
Bu¨chner 2016).
Normalizations used throughout this paper are as follows: ωnorm = 5.0ωpe is the normalization of fre-
quency. Time, velocity and distance are normalized by 1/ωnorm, c and c/ωnorm, respectively. Bnorm is the
normalization of the electric and magnetic field strengths corresponding to ωce/ωpe = 5.0. Intensity is nor-
malized by the total magnetic field intensity εnorm corresponding to a homogeneous and uniform Bnorm in
the whole simulation domain.
2.2. Diagnostic Method
2.2.1. Intensity in wave modes
As we know different wave modes are distinguished by their own dispersion relations. To estimate the
intensity contained by different wave modes, we, hence, should consider their dispersion relations. As a
simplification, we take the wave dispersion relations in the magnetized cold plasma as an approximation,
which correspond to different surfaces in the ~k − ω space (see, e.g., Andre 1985; Melrose 1986; Stix 1992),
despite the criteria for the validity of the cold plasma approximation (see Melrose 1989; Stupp 2000) could
not be always satisfied in our simulations. Different from theoretical studies, for a numerical simulation,
these criteria are, however, difficult to be applied since the effective electron temperature in simulated plas-
mas are quite inhomogeneous and dynamic. Generally, the cold plasma dispersion relation constitutes a
good approximation to the full hot plasma dispersion relation in many conditions (Chen et al. 2013).
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We also assume that power of a wave mode follows a Gaussian power distribution around its dispersion
surface in the ~k − ω space (Comis¸el et al. 2013):
εM(~k, ω) =
ε(~k, ω)√
2piσ
exp
−
(
ω − ωMcold(~k)
)2
2σ2
 (3)
where ωMcold(~k) denotes the frequency of wave mode M at the given wavevector ~k (dispersion relation) in
the magnetized cold plasma approximation. σ characterizes the frequency broadening for the wave mode
M around its corresponding cold-plasma dispersion relation surface. Here we use σ = 0.05ωnorm for each
wave mode as a simplification. ε(~k, ω) (εM(~k, ω)) indicates the intensity of all wave modes (the wave mode
M) at (~k, ω).
To obtain ε(~k, ω), we apply a fast Fourier transform (FFT) on the electromagnetic fields over the entire
spatial space and time duration in our simulations. In order to obtain the total intensity of the wave mode
M in the whole time series, we need to integrate εM(~k, ω) in the whole ~k − ω space. To get the time
evolution of intensity of the wave mode M, we first integrate εM(~k, ω) in the wavevector ~k space and keep
the information in the frequency ω space, then we apply an inverse fast Fourier transform (IFFT) to get the
intensity information in time space, i.e.,
εM(t) = IFFT
(∫
~k
εM(~k, ω)d~k
)
(4)
For the study of the wave intensity along different (wave) propagation directions, we integrate εM(~k, ω) in
the ~k −ω space only if cos θ = k‖/k is satisfied, where θ is the pitch angle between the ~k and ~B0 and k‖ is the
~B0 parallel component of the wave vector ~k, then the intensity of the wave mode M along the direction θ:
εM(θ) =
∫ ∫
εM(~k, ω)δ(k‖/k − cos θ)d~kdω (5)
2.2.2. Polarization
To get the polarization of waves propagating along each direction, the polarization vector ~ep is defined
with respect to the wave propagation vector ~k in the x − y plane (Melrose 1986; Bittencourt 2004; Willes &
Cairns 2000) (note that an alternate polarization definition is also sometimes used, where polarization of a
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wave is defined with reference to the ambient magnetic field Stix 1962; Gary 1993):
~ep =

~e1 = ~k/k
~e2 = ~e3 × ~e1
~e3 = ~ez

(6)
where ~ez = ~ex × ~ey is the unit vector in the direction perpendicular to the x− y plane. To separate the left and
right-handed polarized components (El(~k, ω), Er(~k, ω)) of the transverse electric fields ~E(~k, ω) perpendicular
to ~k, a circular basis (~el, ~er) is defined based on the polarization vector ~ep in Eq.6:
~el =

(~e2 + i~e3)/
√
2 [ω · k‖ > 0 or (k‖ = 0 and ω · k⊥ > 0)]
(~e2 − i~e3)/
√
2 [ω · k‖ < 0 or (k‖ = 0 and ω · k⊥ < 0)]
~er =

(~e2 − i~e3)/
√
2 [ω · k‖ > 0 or (k‖ = 0 and ω · k⊥ > 0)]
(~e2 + i~e3)/
√
2 [ω · k‖ < 0 or (k‖ = 0 and ω · k⊥ < 0)]
El = ~E(~k, ω) · ~el Er = ~E(~k, ω) · ~er
(7)
where ~E(~k, ω) is the electric field in the ~k − ω space and it is obtained via the FFT. With the definition of
the Eq.7, right (left)-handed polarized wave rotates in the same sense as an electron (a proton), i.e., the
polarization state of a wave will be kept when it propagates along its supplementary propagation direction.
Also note that wave and its polarization make no sense when ω = 0 and/or |~k| = 0. Hence the contribution
of ω = 0 and/or |~k| = 0 to the polarization is not considered in our calculations.
Following the definition of the Stokes parameters (McMaster 1954; Carozzi et al. 2001), for a wave at a
given time, its circular polarization degree (CPD, P) can be calculated as:
P =
|Er|2 − |El|2
|Er|2 + |El|2 (8)
where the vertical bars | ∗ | indicate the amplitude of the respective quantity. In order to determine the CPD,
P in a plasma (with many waves) at a given time or a wave over a period, instead of taking the average value
of CPDs from different waves, we use:
P =
〈|Er|2〉 − 〈|El|2〉
〈|Er|2〉 + 〈|El|2〉 (9)
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where the angle brackets 〈∗〉 indicate the average value of each corresponding quantity. Note that for
different studies, averages are calculated in different spaces, i.e., (1) averages over the~k space are considered
for the time evolution of the CPD, (2) for CPD along a propagation direction θ respect to ~B0, we take
averages in both ω and k‖/k⊥ = cos θ spaces. Definition in Eq.9, hence, can give us a direct idea that which
polarization is energetically dominant. We thus can verify that the polarization is circular with a right- or
left-hand sense according to P > 0 or P < 0, respectively. A value of P = 1 (−1) corresponds to fully right-
(left-)hand circular polarization and P = 0 indicates a linear polarization.
In our diagnostics, both electric and magnetic fields are taken into account to determine the intensity in a
wave mode. For calculations related to the polarization, however, only electric fields are used. Note that we
will not investigate evolution of the anisotropy of the intensity and CPD, since the whole time duration of
our simulations (dozens of microseconds) are much shorter than the time resolutions of the remote detectors
(more than milliseconds).
3. SIMULATION RESULTS
For magnetized plasmas in the cold limit, there are 5 different wave mode branches. Each wave mode
branch (or surface) can be differently named for different frequencies and/or propagation directions (Andre
1985). For an example, when waves propagate along the ambient magnetic field, the X-mode is usually
called (right-handed polarized) R-mode , while the O-mode is associated with the (left-handed polarized)
L-mode. In this paper, however, we will simply call them as ion-cyclotron, whistler, slow extraordinary
(Z), ordinary (O) as well as fast extraordinary (X) modes from the low frequencies to high frequencies,
respectively. Due to the used physical proton-to-electron mass ratio mp/me = 1836, the frequencies in the
ion-cyclotron branch are close to the minimum resolved frequency in our calculations. In the following,
hence, we will ignore the ion-cyclotron branch and mainly concentrate on the whistler, Z, O and X modes.
3.1. nrb/nt Dependence
In this section, wave excitation properties dependence on the number density ratio between the ring-beam
and total electrons nrb/nt are discussed. While the ratio between the electron cyclotron frequency ωce and
the electron plasma frequency ωpe is fixed ωce/ωpe = 5.
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Both beam and ECM instabilities can occur with the ring-beam electron distribution. Note that many
instabilities can fit with the description of the beam instability, since their free energy sources come from
the drifting beam population, e.g., the Langmuir beam instability, electron/electron two-stream instability,
whistler heat flux instability, etc (Gary 1993). With the initial setup in this study (see Sect.2.1), all these
instabilities may occur simultaneously. We will not distinguish these instabilities due to the drifting beam
population and call them simply as the beam instability in this study.
3.1.1. Statistics of particles
The beam and ECM instabilities, in general, are triggered by the free energy in the directions along and
perpendicular to the ambient magnetic field ~B0, respectively. Evolution of the energetic electron momentum
along each direction can, hence, give us insights on ideas, e.g., which instability is more efficient and how
fast these two instabilities reach their saturations, etc. Panels (a) - (d) in Fig.1 show the evolutions of the
bulk (or average) drift momenta and thermal spreads in the directions along (both parallel and antiparal-
lel) and perpendicular to ~B0 for both the ring-beam and background electrons, respectively. The bulk drift
momentum and thermal spread of different electron species (s) along different directions (i) are defined as
ud,s,i =
∑
i
us,i/N and uth,s,i =
√
[
∑
i
(u2s,i − u2d,s,i)]/N, where s = rb or bg for the ring-beam or background
electrons and i =‖ or ⊥ for the direction along or perpendicular to ~B0, respectively. While us,i is the mo-
mentum of a single electron i and N is the total electron number in species s. The evolution of the bulk
drift momentum of the background electrons is not shown in Fig.1, since it is negligible compared to the
bulk drift momentum of the beam population. Meanwhile most of effects of protons can also be neglected
because of the short time scales involved in our simulations, i.e., protons perform less than one gyration
at the end of each simulation, when the bulk drift momentum of the energetic electrons does not change
obviously anymore, i.e., the plasma in the simulation domain almost reach an equilibrium, see Fig.1.
Panels (a) and (c) in Fig.1 show the evolution of the bulk drift momenta in the parallel and perpendicular
directions, respectively. The minima of these curves indicate the saturation time of their corresponding
instabilities. One can see that the reduction of the free energy is much larger and faster in the parallel than
in the perpendicular direction. That indicates the saturation of the waves excited by the beam instability is
reached earlier than those by the ECM instability. Therefore, the beam instability is more efficient to excite
Wave excitation by energetic ring-beam electrons 13
waves than the ECM instability. These differences, however, decrease with increasing number density ratio
between the ring-beam and total electrons (nrb/nt).
Panel (a) in Fig.1 shows that both the ring-beam and background electrons lose their bulk drift energies
in the directions parallel and antiparallel to ~B0 simultaneously. That indicates both electron species make
contributions to the wave excitation driven by the beam instability due to their drift motions. Generally, in
both the parallel and antiparallel directions, the release of the electron drift energy increases monotonically
and goes faster with increasing nrb/nt. Evolution of the bulk drift momentum of the ring-beam electrons in
the direction perpendicular to ~B0 (panel c in Fig.1) is, however, slightly more complicated than the parallel
direction, i.e., the decrease of the perpendicular bulk drift momentum in the cases with nrb/nt = 5% and
10% are more moderate but not the least than the cases with nrb/nt > 10%. That indicates very different
dynamic processes are underway between cases with nrb/nt ≤ 10% and nrb/nt > 10%, which we will discuss
more later.
Most of the released energies from the bulk drift motion are, however, absorbed by the electrons them-
selves via wave-particle interactions, leading ultimately to electron heating. Electron thermal spread is,
hence, strongly enhanced and have opposite behavior to their corresponding bulk drift motion in both par-
allel and perpendicular directions, see panels (b) and (d in Fig.1). Specially in the direction along ~B0 (panel
b), the final thermal spread of the ring-beam electrons is already semirelativistic (> 0.4c) in the cases with
nrb/nt > 30%. For the case with nrb/nt = 50%, the final parallel thermal spread of the ring-beam electrons is
almost equal to its initial parallel drift momentum. In the final equilibrium stage, the thermal spread of the
background electrons is, in general, smaller than that of the ring-beam electrons. In total, the thermal spread
of all electrons is much wider in the parallel direction than in the perpendicular direction for each nrb/nt
case, which coincides with the distributions of the parallel and perpendicular velocities shown in Fig.2.
Fig.2 shows the evolution of the parallel, perpendicular velocity and energy distribution functions of all
electrons. One can see that when the plasma system is close to its equilibrium (t = 1275ω−1norm, column f),
the initial free energies u‖ · d f /du‖ > 0 (row a) and d f /du⊥ > 0 (row b) for the beam and ECM instabilities
are almost totally exhausted (and subsequently plateau distribution forms). Meanwhile strong electron
acceleration can be found in each (parallel, antiparallel and perpendicular to the ~B0) direction, particularly,
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in the cases with larger nrb/nt. Interestingly, in each nrb/nt case, a double pow-law distribution is formed in
the high energy tail with γ − 1 > 0.1 ∼ 50 keV when the plasma system is close to its equilibrium, i.e., after
the release of the free energy of both the beam and ECM instabilities (see the right-bottom panel c-f).
3.1.2. Excited waves
Fig.3 shows the ~k − ω (or dispersion relation) spectra of two electric field components (Ex and Ez) with
different nrb/nt and propagation directions θ (= 0◦, 90◦ 180◦ and 270◦). Based on the coordinate used
in our simulations, Ez is a purely transverse component, while the character of Ex changes with different
propagation directions of waves, i.e., Ex is a purely longitudinal (transverse) component only when waves
propagate along (perpendicular to) the ambient magnetic field ~B0, i.e., ~k ‖ ~B0 and θ = 0◦ or 180◦ (~k ⊥
~B0 and θ = 90◦ or 270◦). But, in general, Ex represents a mixture of both longitudinal and transverse
electric field components. Note that, in Fig.3, together with k‖ > 0 and k‖ < 0 (k⊥ > 0 and k⊥ < 0),
θ = 0◦ (90◦) indicates that waves propagate in directions both parallel (perpendicular) and antiparallel
(antiperpendicular) to ~B0, respectively. Hence, in the row (a) of Fig.3, where Ex with θ = 0◦ and 180◦, we
can only find excited electrostatic modes, i.e., Langmuir and (electron) beam modes. Here and from now
on, we define a wave mode being excited when its spectral intensity is significantly higher than an isotropic
equilibrium Maxwellian plasma (without source of free energy), with the same thermal spread (and ωpe) as
the background (and total) electrons of the ring-beam simulations (see Sect.2.1). Since the ECM instability,
in general, mainly enhances the intensities of electromagnetic modes, the excitation of the electrostatic
Langmuir and beam modes should be mostly due to the beam instability.
Due to the antiparallel-drifting background electrons, excitation of antiparallel-propagating Langmuir
waves can be found for all nrb/nt cases (left-half panels in row a of Fig.3). With increasing nrb/nt, however,
excitation of the antiparallel-propagating Langmuir waves appears at increasingly smaller wavenumbers k.
That could be due to the electron Landau damping (Landau 1946; Tsurutani & Lakhina 1997), Meanwhile
one can also see the rise of the excited antiparallel-propagating Langmuir branch toward larger ω for a
same k < 0 with increasing nrb/nt. These two conditions indicate a higher effective temperature in the
antiparallel-moving electrons in the larger nrb/nt cases. As we know a higher temperature of electrons leads
to Landau damping being in a wider range of the wavenumbers k, since Langmuir waves will get damped
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when their wavenumbers k become larger than 1/λDe, where λDe is proportional to the square root of the
effective electron temperature
√
Te. In addition, higher temperature of electrons will also lead to a larger
slope (dω/dk) in the dispersion relation of the Langmuir wave, because the general dispersion relation of
the Langmuir wave is ω2 = ω2pe + 3k
2v2the, where vthe ∝
√
Te is the effective thermal velocity of electrons.
Along the direction antiparallel to ~B0 (θ = 180◦ , left-half panels in row a of Fig.3), except for the
Langmuir wave, intensity of the beam mode ω = kvb < ωpe is also enhanced . The typical drift velocity vb
of these excited antiparallel-propagating beam modes also increases with increasing nrb/nt, since initially we
have ubg‖ = −urb‖nrb/nbg, i.e., the average bulk drift momentum of the background electrons ubg‖ increases
with the enhancement of nrb/nt (see dashed lines at t = 0 in the panel a of Fig.1).
In the direction parallel to ~B0 (θ = 0◦ , right-half panels in row a of Fig.3), similar to the conditions in the
antiparallel (θ = 180◦) direction, enhanced intensities of both the Langmuir and beam modes can be found
in each nrb/nt case. And also, due to the Landau damping in hot plasmas, these excited parallel-propagating
Langmuir waves are restricted for smaller wavenumbers k with increasing nrb/nt. In the plasma emission
theory (Ginzburg & Zhelezniakov 1958; Melrose 1970a,b; Zheleznyakov & Zaitsev 1970a,b), the parallel
and antiparallel-propagating Langmuir waves are the essential factors to produce electromagnetic excitation
at 2ωpe. Although both the parallel and antiparallel-propagating Langmuir waves exist n each nrb/nt case
with ωce/ωpe = 5, enhanced intensity around 2ωpe is , however, absent in these simulations, i.e., the plasma
emission mechanism does not play a role in these simulations. The typical drift velocity vb of the excited
parallel-propagating beam modes, however, decreases with increasing nrb/nt due to the stronger reduction
of the parallel bulk drift energy of the ring-beam electrons in cases with larger nrb/nt (see solid lines in the
panel a of Fig.1).
By comparing theθ = 0◦ and 180◦ directions (row a of Fig.3), one can see that the intensity of the parallel-
propagating Langmuir and beam modes are, generally, stronger than the antiparallel-propagating ones for
each nrb/nt case. This difference is, however, reduced with increasing nrb/nt, since the free energy for the
beam instability from the antiparallel-moving background electrons becomes more similar to that from the
parallel-moving ring-beam electrons with increasing nrb/nt.
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Rows (b) - (d) of Fig.3 show the excitation of the electromagnetic modes in the ~k−ω spectra of the trans-
verse components of the electric fields in the parallel, antiparallel (Ez) and perpendicular, antiperpendicular
(Ex and Ez) directions (θ = 0◦, 180◦ and 90◦, 270◦, respectively). Note that when θ = 0◦ or 180◦, spectra of
Ey and Ez are very similar.
Excitation of all whistler, Z, O and X modes can be found in the purely transverse electric component Ez
spectra along ~B0 (row b of Fig.3). Similar to the electrostatic component Ex (row a), intensity differences
of these electromagnetic modes are also reduced between the propagation directions θ = 0◦ and 180◦.
It has been widely accepted that a strong X-mode excitation should be mainly contributed by the ECM
instability, while the beam instability mainly excites waves around and below ωpe (Melrose 2017). In the
antiparallel (θ = 180◦) direction, excitation of the X-mode waves indicates that some parallel-moving ring-
beam electrons are ”reflected” into the antiparallel direction, since these antiparallel-moving background
electrons cannot significantly excite X-mode waves without a positive gradient in the background electron
distribution function d f /du⊥ > 0. In addition, with increasing nrb/nt, the X-mode intensity in the θ = 180◦
direction is enhanced (also see panel b in Fig.5) indicating that there are more and more ring-beam electrons
moving in the antiparallel direction. Correspondingly, the X-mode intensity in the parallel (θ = 0◦) direction
does not monotonically increase with increasing nrb/nt, see also panel (b) of Fig.5.
Rows (c) - (d) of Fig.3 show the ~k − ω spectra of the transverse components Ex and Ez in the directions
perpendicular and antiperpendicular to ~B0 (θ = 90◦ and 270◦, respectively). The whistler branch is absent
in these panels, since its resonance or maximum frequency is ωresW → 0 when θ = 90◦ and 270◦ in the
magnetized cold plasma limit (Willes & Cairns 2000). In contrast to the excitations along ~B0, each excited
mode has a more symmetric structure between the θ = 90◦ and 270◦ directions. It is known that the
electric field of the O (Z and X) mode is parallel (perpendicular) to ~B0, when they propagate in the direction
perpendicular to ~B0 (~k ⊥ ~B0). In the row (c), hence, one can find a strong O-mode excitation. The strong
Z and X-mode excitations, on the other hand, appear in the Ez spectra (row d). Meanwhile, similar to the
electrostatic modes (row a in Fig.3), intensity of the electric components of the O, Z and X modes also
increase with increasing nrb/nt in the plane perpendicular to ~B0.
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In the row (c) of Fig.3, except for the excited O mode, we can see another enhanced electromagnetic mode
with ω < 0.1ωnorm, particularly, in the case with nrb/nt = 5%. Excitation of this mode is mainly due to the
beam instability, since the excitation of this mode does not occur when there is only a ring structure in the
energetic electron distribution. In the row (d) of Fig.3, not only the Z and X modes are excited but also an
enhanced second harmonic of ωce and an enhanced horizontal band located around ωce and below the cutoff
frequency of the X mode ωcutX = (ωce +
√
ω2ce + 4ω2pe)/2 ≈ 1.04ωnorm. Following Pritchett 1984, we call
this horizontal band as (electromagnetic) relativistic Bernstein mode. This mode result from the relativistic
corrections to the classical dispersion of the magnetized cold plasma approximation, see Pritchett 1984
for more details. This relativistic Bernstein mode is, however, distinctly visible only in the cases with
nrb/nt = 5% − 30%. While from the case with nrb/nt = 5% − 30%, one can see that the enhanced Bernstein
mode moves upward to larger ω with increasing nrb/nt. The absence of the horizontal mode in the cases
with nrb/nt > 30%, hence, could be due to the merging of the X and Bernstein modes. Based on the Fig.1 in
Pritchett 1984, one can see the cutoff frequencies of the X and Bernstein modes can be same in a plasmas
with electron temperatures above 0.1 c. In other words, the merging of the X and Bernstein modes indicates
that the effective electron temperature could be higher than 0.1 c in the cases with nrb/nt > 30%.
3.1.3. Wave intensity properties
In the dispersion relation spectra (Fig.3), we can see that the excitation of different wave modes are mostly
located around their corresponding wave branches in the magnetized cold plasma approximation. Following
the method described in Sect.2.2.1, we extract the (total electromagnetic) intensity carried by the whistler,
Z, O and X-mode waves, which are more often studied and discussed.
Panels (a) to (d) of Fig.4 show the time evolution of the intensity of the whistler, X, Z and O modes,
respectively, where the solid (dashed) lines represent the plasmas with a ring-beam (beam) distribution for
the energetic electrons. The differences in the intensity evolution between the ring-beam and the associated
beam distributions are used to isolate and assess the effects of the ring feature in the ring-beam distribution
(or the effects of the ECM instability). On the other hand, we use the case with nrb/nt = 0%, an equivalent
isotropic thermal plasma, to show how much these whistler, Z, O and X-mode waves are enhanced with
respect to their corresponding thermal levels. Note that, in numerical simulations, the whistler, Z, O and
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X-mode waves can also be seen in isotropic thermal plasmas without source of free energy, which is due to
the thermal noise numerically enhanced by the finite number of macroparticles (Kilian et al. 2016).
By comparing the intensity evolution between the ring-beam and the equivalent isotropic thermal plasmas,
one can see that the maximum intensity of each mode is over 3 orders of magnitude larger than their
corresponding thermal levels. In addition, based on the intensity differences between the ring-beam and
beam distributions of a wave mode, we can see that both the beam and ECM instabilities are responsible
for the excitation of each wave mode in the ring-beam plasma,in particular for the O mode. There are two
obviously different growth phases in the O-mode evolution profile of the cases with nrb/nt ≤ 10%. These
two growth phases correspond to the different growth rates of the beam and ECM instabilities, respectively,
see panels (a) and (c) of Fig.1. Based on the saturation condition of the O mode, the ECM (beam) instability
contributes, in general, more to the excitation of the O mode when the ring-beam electron population is
relatively tenuous with nrb/nt ≤ 10% (dense with nrb/nt ≥ 20%). The excitation of the whistler and Z
(X) modes are relatively simple and generally dominated by the beam (ECM) instability in the ring-beam
plasmas.
In general, the total intensity of the whistler, Z and O modes are enhanced with increasing ring-beam
electron population (i.e., larger nrb/nt). But for the X mode with the ring-beam distribution, the intensity
saturation in the cases with nrb/nt = 5% and 10% are not the smallest ones, since the free energies released
from the perpendicular bulk drift momenta in these two cases are not the least, see panel (c) in Fig.1. In
addition, in the ring-beam plasmas with a same nrb/nt, the whistler mode contains more intensities than the
other three (Z, O and X) modes. And the intensity carried by the Z, O and X-mode waves decrease in that
order when nrb/nt > 10%. If nrb/nt ≤ 10%, the X mode can, however, carry more intensities than the Z and
O modes, while the intensity carried by the Z mode becomes the least among the Z, O and X modes.
Panel (e) of Fig.4 shows the fitted linear growth rates of all four (whistler, Z, O and X) modes in the
ring-beam plasmas with different nrb/nt, although the wave intensity does not increase exactly linearly with
the time, due to the simultaneous effects of different instabilities. The fitted ranges are shown in their
corresponding panels among panels (a) - (d) of Fig.4. As one can see, the linear growth rate of each wave
mode monotonously increases with increasing nrb/nt. In addition, the linear growth rates of the whistler
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and Z (O and X) modes are quite similar due to the dominant effects of the beam (ECM) instability in their
growth phases.
As above mentioned, the saturation of the O mode is dominated by the beam instability, when the ring-
beam electron population is quite dense nrb/nt ≥ 20%. The O-mode growth rate is, however, controlled
by the ECM instability in these cases. That indicates that although the onset of the ECM instability takes
place earlier than the beam instability, the final saturation amplitude and growth rate of the beam instability
are larger than the ECM instability when nrb/nt ≥ 20%. The larger growth rate of the beam instability,
compared to the ECM instability, indicates a faster release of free energy in the drifting-beam component.
Additionally, we also study anisotropy of the whistler, Z and O-mode intensity, shown in Fig.5. In each
panel, the total intensity of a mode is divided among the different propagation directions θ covering the
whole simulation time series (Eq.5). Since the intensity of each (whistler, Z, O and X) mode is symmetric
along the perpendicular and antiperpendicular to ~B0 directions, see panels (c) and (d) in Fig.3, we investigate
the anisotropy of the intensity from θ = 0◦ to 180◦. Note that the intensity of the whistler mode at θ = 90◦ is
not included in panel (a) because of its resonance frequency of the whistler branch ωresW → 0 when θ = 90◦
in the magnetized cold plasma approximation.
In panels (a), (c) and (d) of Fig.5, one can also see that the anisotropy of the whistler, Z and O-mode
intensity are stronger (intensities along θ < 90◦ are stronger than the ones along θ > 90◦) when the energetic
ring-beam electrons are more tenuous, corresponding to smaller nrb/nt. The intensity of the Z and O modes
are, in general, more isotropic than that of the whistler mode, specially for smaller nrb/nt. The intensity of
the whistler mode is also nearly isotropic for propagation angles θ < 90◦. The X-mode intensity has the
strongest anisotropy than the other three (whistler, Z and O) modes. The strongest intensity of the X mode
is close to θ = 60◦ for each nrb/nt case. That indicates that there are some influences of the beam instability
on the excitation of the X mode, since the strongest intensity of the X mode is exactly located at θ = 90◦
(for each nrb/nt) when the energetic electrons initially follow a pure ring distribution. Finally, note that
the intensity of all the whistler, Z, O and X-mode waves are quite small and more or less isotropic in the
equivalent isotropic thermal plasmas (i.e., with the nrb/nt = 0).
3.1.4. Polarization properties
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With the basic polarization vector defined in Eq.6, we know that the polarization of a wave depends on
its propagation direction θ (Melrose 1986). For example, when propagating parallel to ~B0 (i.e., θ = 0◦),
the O (X)-mode waves are fully left (right)-handed circularly polarized and the Z-mode waves are fully left
(right)-handed circularly polarized when their frequencies ω < (>) ωpe (see panels a and b of Fig.6). When
θ = 90◦, whereas, both O and X-mode waves are linearly polarized (see panels c and d of Fig.6), since the
electric field of the O (X)-mode waves are parallel (perpendicular) to ~B0.
Panel (e) of Fig.6 shows the intensity evolution profiles of the total and longitudinal (or electrostatic)
components of the electric field of all waves in the simulation domain. For each nrb/nt case, the longitudinal
electric component contains most of the total electric field intensity (their intensity evolution profiles are
almost overlapped with each other): it is over one order of magnitude larger than the transverse electric
field intensity. In order to compare with the theoretical growth rate of the electrostatic electron/electron
two-stream instability (Gary 1993):
Γ/ωpbg =
√
3(nrb/nbg)1/3/24/3 (10)
we plot this expression as a red-dot line in the insert of panel (e). The growth rate of the electrostatic electric
field is also estimated for our simulations and it is shown as a black-dotted line in the insert of panel (e).
Note that these growth rates are evaluated via a linear fit in the range indicated by ”o” and ”x” points in
panel (e). From the insert of panel (e), one can see, the growth rate of the longitudinal electric field generally
is smaller than that derived from the analytical relation Eq.10. Similar condition was also found in the study
of Karlicky´ & Ba´rta 2009. That could be due to the energy reduction of the energetic ring-beam electrons,
i.e., actual nrb for the electrostatic electron/electron two-stream instability decreases with the excitations of
waves in the plasmas.
Following the method described in Sect.2.2.2, we separate the intensity contained by the left and right-
handed polarized transverse (or electromagnetic) electric fields (LPTE and RPTE). Panel (f) of Fig.6 shows
the intensity evolution profiles of these wave components. In the nrb/nt < 20% cases, similar to the intensity
evolution of the O mode (panel d of Fig.4), intensity evolution profile of the LPTE and RPTE also contain
two growth phases, indicating that both the beam and ECM instabilities play a role in the excitations of the
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transverse electric fields of all waves in these cases. In general, in each nrb/nt case, the RPTE dominates
the transverse electric field intensity during most of the simulation time, due to the dominance of the total
intensities of the right-handed polarized whistler, Z and X modes, see Fig.4.
Panel (g) of Fig.6 shows the time evolutions of the CPD (Eq.9) of all waves in the simulation domain. Due
to the dominance of the RPTE (see panel f of Fig.6) in each nrb/nt case, all CPDs are positive and increase
during the wave growth phase. These positive CPDs start to decrease after the saturation of the transverse
electric field intensity. For larger nrb/nt cases, the CPDs can be close to 0 at the end of the simulations.
The decreased CPD could indicate a reduction of the right-handed polarized waves by electron absorbing
intensity of those RPTEs via wave-particle interactions.
Panel (h) of Fig.6 shows the anisotropy of the CPD. The CPDs at different propagation angles have,
in general, mostly positive values. Negative (or left-handed) CPDs , however, also exist for the nrb/nt =
30%, 40% cases, e.g., along θ ≥ 160◦. Furthermore, the CPD of waves propagating perpendicular to the
ambient magnetic field ~B0 ( θ = 90◦) is always around 0 (linearly polarized) for all cases. For nrb/nt =
5%, 10% and parallel propagating waves (θ = 0◦), the resulting CPDs can reach 1.0, i.e, fully circularly
polarized (see panels a and b in Fig.6 for nrb/nt = 5%). In summary, panel (h) of Fig.6 indicates that
the CPD strongly depends on the propagation direction θ, especially in plasmas with a tenuous ring-beam
electron population (i.e., smaller nrb/nt).
All waves in the simulation domain are included in the above discussions. For astronomical applications,
however, not all excited waves can be detected remotely. It is known that an electromagnetic wave can
escape from an astrophysical plasma only if its refractive index is less than unity, i.e., |ck/ω| < 1 (Melrose
1986; Benz 2002; Budden 1988). Escaping waves in plasmas, hence, are only the O and X modes with
ω > ωpe. Other waves, with larger refractive indices and low frequencies, are trapped and can be absorbed
or reflected (depending on their cutoff or/and resonance frequencies) during their propagations in the inter-
planetary or interestellar plasmas. The only way that those waves can be remotely detected is by means of
conversion to escaping electromagnetic waves via mechanisms such as wave-wave coupling, coalescence
or decay, antenna mechanisms or mode conversation in inhomogeneous plasmas (see, e.g., Graham et al.
2017, 2018, and references therein).
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For a comparison with the remote observations of the SRBs, properties of the polarization and spectrogram
are investigated for these escaping waves with ω > ωpe and |ck/ω| < 1 in the simulation domain, shown in
Fig.7 and Fig.8, respectively.
Due to the removal of the waves with ω ≤ ωpe or |ck/ω| ≥ 1 (mostly the whistler and Z modes), intensity
of both the escaping RPTE and LPTE are more or less reduced (panel f) in comparison with the case where
all waves in the simulation domain are considered (panel f in Fig.6). Another obvious difference is that,
when nrb/nt < 20%, the first growth phase (during ωnormt < 325) in the intensity evolution profile of the
RPTE and LPTE of all waves do not exist anymore in Fig.7. As discussed above for the intensity property
of the O mode (panel d of Fig.4), this first growth phase is mainly due to the beam instability. Absence
of this first growth phase in the intensity evolution profile of the RPTE and LPTE of the escaping waves
reveals that the excitation of the high-frequency escaping electromagnetic waves is mainly due to the the
ECM instability.
Panel (g) of Fig.7 shows the time evolution of the CPD of these escaping waves. In the cases with larger
nrb/nt ≥ 20%, one can see that the CPDs of the escaping waves are smaller than those of all waves and
they can be close to −0.4 at the end of simulations. That indicates that relative intensity reduction of the
RPTE is larger than the ones of the LPTE, in comparison with the RPTE and LPTE of all waves (see panel
f of Figs.6 and 7). In contrast, the CPDs of the escaping waves for nrb/nt < 20% is larger than the ones
calculated for all waves, especially around the saturation of the first growth phase in the intensity evolution
profile of all waves (∼ ωnormt < 325 in panel f of Figs.6) .
Correspondingly, the anisotropy of the CPD for the escaping waves (panel h of Fig.7) is also quite different
from the one for all waves in the simulation domain. Here, left-hand CPD can be found for each nrb/nt case.
Furthermore, range of propagation directions for a left-handed CPD becomes wider with increasing ring-
beam electron population (i.e., larger nrb/nt). Along θ = 90◦ (the direction perpendicular to ~B0), escaping
electromagnetic waves are still linearly polarized. On the other hand, with increasing nrb/nt, the CPDs of
the escaping waves become increasingly more symmetric around θ = 90◦. Note that one cannot make a
direct comparison between Figs.4, 5 and the panels (g), (h) of Figs.6, 7, respectively, since intensity in
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Figs.4 and 5 also contain the electrostatic electric fields. For example, the O mode is electrostatic around
its cutoff frequency ωpe (Lee et al. 2013).
Fig.8 shows anisotropy of the spectrogram of differently polarized escaping waves. The spectrogram
of the differently polarized escaping waves has similar anisotropy and symmetry properties to those of
the corresponding CPD (panel h of Fig.7). In addition, with the exception of waves propagating near
θ = 90◦, the spectrograms of the right and left-polarized escaping waves are quite different along any
other propagation directions. These differences increase with increasing value of |θ − 90◦|. The more
intense emissions in these spectrograms are generally located around the frequencies ωpe and/or ωce. Their
bandwidths and intensities also increase with increasing nrb/nt. Emission around 2ωce can also be found
in the spectrograms, especially, for the perpendicular propagation θ = 90◦ and for plasmas with a dense
ring-beam electron population.
3.2. ωce/ωpe dependence
As mentioned in Sect.1, ωce > ωpe is required for an efficient ECM emission. Many previous numerical
studies for the ECM emission (e.g., Pritchett 1984; Lee et al. 2009, 2011), hence, considered situations with
ωce > ωpe. Although ωce > ωpe can exist in some density cavities due to, e.g., turbulent magnetic field
fluctuations (Wu et al. 2014; Chen et al. 2017; Melrose 2017). Based on the standard solar atmosphere
model (Wild 1985), however, ωce < ωpe is most of the solar coronal conditions. In this section, hence, we
will focus on the wave excitation dependence on the ωce/ωpe ratio for ring-beam energetic electrons with
fixed number density ratio nrb/nt to 5% and fixed total electron plasma frequency ωpe. This is justified
considering that the typical gradient length of the particle number density is usually larger than that of the
magnetic field strength in the solar corona (see Eqs.1.6.1 and 1.4.2 in Aschwanden 2005). The ratio between
the electron cyclotron frequency ωce and ωpe is varied among ωce/ωpe = 0.2, 0.3, 0.5, 1, 2, 3, while the case
ωce/ωpe = 5 has been analyzed in Sect.3.1. Similar to Fig.3, the dispersion relation spectra dependence on
the ωce/ωpe ratio and propagation direction θ are presented in Fig.9.
As the cases with ωce/ωpe = 5, excitation of the beam, Langmuir (row a), whistler (row b), O (row c), Z
and X (row d and e) modes still exist in each ωce/ωpe < 5 cases. With the decrease of the ωce/ωpe, however,
the dispersion relation surface of the O and X modes tend to overlap with each other in the cold plasma
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approximation. The intensity differences between the O and X modes, hence, can not be well resolved for
small ωce/ωpe cases is small with the limited resolution in the ω space in our simulations. Quantitative
investigation on the intensity and polarization property dependence on the ωce/ωpe ratio will present in our
following papers with a higher ω resolution. In follows, we mainly concentrate on discussing the harmonic
excitation of the ωpe and ωce.
Different from the cases with ωce/ωpe = 5, excitation at large harmonic number sh of both ωpe and ωce
appears with the decrease of the ωce/ωpe, especially, in cases with ωce/ωpe < 1. When ωce/ωpe ≥ 1, there
is no obvious harmonic excitation at multiples of ωpe. But harmonic excitation at multiples of ωce exist in
the direction perpendicular to ~B0 in each ωce/ωpe case. The total number of the excited harmonic bands
of both the ωpe and ωce increase with the decrease of the ωce/ωpe. Meanwhile, the harmonic excitation of
the ωpe (ωce) is mainly in the direction quasi-parallel (perpendicular) direction to ~B0. All these harmonic
waves contain both electrostatic (row a for shωpe, row d for shωce) and electromagnetic (row b for shωpe,
row c and e for shωce) components, but the electrostatic component is more intense than its corresponding
electromagnetic component. And, obviously, the total intensity in a excited harmonic band of both the
ωpe and ωce decreases with the the increase of the harmonic number. Similar harmonic excitation with
a preferential electrostatic component has been found previously, being attributed to wave-wave coupling
during the nonlinear stage of the beam instability, i.e., the plasma emission mechanism (Klimas 1983;
Nishikawa & Cairns 1991; Yoon et al. 2003; Yi et al. 2007; Rhee et al. 2009).
Note that the excited harmonic ωpe waves are not centered exactly at the multiples of ωpe. Instead,
their frequencies increase with k, i.e., with a small positive slope in each harmonic ωpe band. Similar
frequency shifts in the fundamental ωpe mode have been attributed to deviations from the prediction of the
cold plasma theory in the case of dense beams (Fuselier et al. 1985; Cairns 1989). The frequency shifts at
higher harmonics of ωpe are, perhaps, due to the frequency shift of the fundamental ωpe mode, since the
fundamental mode is responsible for the excitations of other higher harmonics. The refractive index in these
harmonic ωpe bands are, however, much larger than 1. Hence, these harmonic waves cannot escape from
plasmas. In other words, it is very unlikely that these harmonic ωpe waves can be remotely observed. So we
will not investigate their properties further.
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4. CONCLUSIONS AND DISCUSSION
Using 2.5D PIC code numerical simulations we investigated the properties of waves excited by ring-beam
distributed energetic electrons as they are accelerated in the solar atmosphere in the low density cavities
formed along the low-density separatrices during strong guide-field coronal magnetic reconnection. In order
to take into account the changing electron ring-beam density and magnetic field strength along the path of
the beam propagation, we derived the wave properties in dependence on the number density ratio of the
ring-beam electrons over the total electrons (nrb/nt) as well as on the ratio of the magnetic-field dependent
electron cyclotron frequency (ωce) over the electron plasma frequency (ωpe, fixed).
We found that for all investigated parameters, beam and electron cyclotron maser (ECM) instabilities
spontaneously took place. These instabilities, in turn, excited the whistler, Z, O and X-mode electromag-
netic waves as well as as well as harmonics of ωpe (only when ωce/ωpe < 1) and ωce. We also found the
excitations of the relativistic Bernstein waves as well as nonlinear waves. Further we derived the intensity
properties of the whistler, Z, O and X-mode waves individually.
In order to obtain the time evolution, growth rate and anisotropy of the intensity of the whistler, Z, O and
X-mode waves, we fitted the simulation results to the wave dispersion surfaces in the wavevector-frequency
(~k−ω) space, obtained with the magnetized cold plasma approximation. For this sake we applied a Gaussian
distribution to the wave intensity around its corresponding cold plasma dispersion surface in the ~k−ω space.
It appeared that the cold plasma dispersion relation provides a good first-order-approximation to the full hot
plasma dispersion and that most of the waves obtained by our simulations were excited near the cold plasma
dispersion surfaces. This method will provide a much more accurate information about the mode intensity
compared to the estimates given in the previous studies, see, e.g., Pritchett 1984; Lee et al. 2009, 2011.
We found that, as a consequence of the strong ambient magnetic field, electrostatic waves always dominate
the total electric field energy in the simulation domain as discussed earlier by, e.g., Gary 1993. For different
number density ratios of the ring-beam electrons over the total electrons (nrb/nt) but with fixed magnetic
field strength (ωce/ωpe = 5) and ωpe, we obtained that
• the intensity of whistler, Z and O-mode waves at saturation decreases with decreasing ring-beam
electron population, corresponding to small nrb/nt. X-mode waves, however, saturate at highest level
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for the most tenuous case among the investigated electron ring-beams with nrb/nt < 20%. While
for the initially dense ring-beam electron population with nrb/nt > 20%, the intensity of saturated X
mode is the higher the larger nrb/nt is.
• The intensity of the whistler mode always exceeds those of the other excited wave modes. As long as
nrb/nt ≥ 20%, the intensities of the saturated wave modes decrease in the order: highest Z, then O and
finally X mode, in the opposite order for tenuous ring-beam electron population with nrb/nt < 20%.
• We also compared the intensity in a waves excited by the ring-beam electrons with those due to the
pure-beam electrons and found that the excitations of the whistler and Z-mode waves are dominated
by the beam instability while the ECM instability contributes more to the X-mode excitation. For
the O mode, the ECM instability plays an important role only in the cases with tenuous ring-beam
electron population nrb/nt ≤ 10% and only in its late growth phase.
• The linear growth rates of the whistler and O modes are quite similar to the Z and X modes, respec-
tively. They decrease with decreasing ring-beam electron population, i.e., smaller nrb/nt. Hence, the
denser the ring-beam electrons are, the faster the free energies contained by them are exhausted.
• Whistler, Z, O and X-mode waves propagating along angles θ < 90◦ are generally more intense than
those along θ > 90◦. This anisotropy, however, decreases with increasing nrb/nt.
Note that our simulations with fixed ωce/ωpe = 5 revealed that waves around the second harmonic of ωce are
excited, but no obvious excitation around the second harmonic ofωpe, even though one of the 2ωpe excitation
conditions in the standard plasma emission mechanism (Ginzburg & Zhelezniakov 1958) is fulfilled: the
existence of both parallel and antiparallel-propagating Langmuir waves. By varying ωce/ωpe, we could
show that, indeed, due to the strong magnetization with ωce/ωpe ≥ 1 harmonics of the ωpe are not excited.
Confirming the results of the numerical investigations by Rhee et al. 2009; Henri et al. 2019, we found that
not only ωce/ωpe < 1 is required for the excitation of the harmonics of ωpe, but the net charge and net current
in the plasmas are important factors to excite |ck/ω| < 1 escaping harmonics of ωpe (Wu et al. 2014; Chen
et al. 2017). The absence of waves at the harmonics of ωpe indicates the plasma emission mechanism plays
a minor role in density cavities with relatively strong solar magnetic fields in which ωce/ωpe > 1 holds.
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In addition, we also obtained the polarization properties of waves in the simulation domain, in particular
the escaping waves with ω > ωpe and |ck/ω| < 1 for a direct comparison with solar radio burst (SRB)
observations. We found that
• right-handed polarized waves dominate during the growth of the electric field fluctuations.
• The energy of the right-handed polarized waves partially returns to electrons due to the resonant wave-
particle interactions. As a result the circular polarization degree (CPD) decreases after the saturation.
The CPD of all excited electromagnetic waves is close to 0 but −0.4 for those escaping waves when
the plasma system reaches an equilibrium.
• The CPD exhibits a strong anisotropy.
– The CPDs of all excited waves are positive (i.e., the right-handed polarization dominates) for
most propagation directions.
– The escaping waves are, however, left-handed polarized (negative CPD) over a wide range of
propagation directions in particular for the initial dense ring-beam electron population with
nrb/nt > 20%, which can be found in places close to the reconnection site. Furthermore, the
CPDs of the escaping waves in these dense cases become more symmetric about the perpendic-
ular propagation direction θ = 90◦ .
• The spectrograms of the differently polarized escaping waves exhibit similar anisotropy and symmetry
properties to the CPDs. Except for the perpendicular propagation direction θ = 90◦ (CPD ∼ 0), the
spectrograms of the right and left-handed polarized escaping waves differ for all other propagation
directions. The level of their differences is proportional to the value of |θ − 90◦|.
• The spectrograms of the differently polarized escaping waves exhibit that most enhanced wave inten-
sities are located near ωce and ωpe. The bandwidths and intensities of these emissions decrease with
decreasing ring-beam electron population.
These results well explain the diversity in the SRB polarization (CPD and spectrogram) observations, like
spike bursts, see Fleishman & Mel’nikov 1998.
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We further showed that the free energy for the ECM instability (the positive slope of the electron distri-
bution function in the perpendicular direction) is diminished at a slower path after few hundreds of electron
gyroperiod as well as that of the beam instability (due to a positive slope of the electron distribution func-
tion in the parallel direction). The fast growth of the beam instability and plateau formation in the parallel
direction, however, coincide with the predictions of the quasilinear theory. To resolve this so called Stur-
rock’s dilemma (Sturrock 1964), it was suggested that in a spatially localized beam, the positive gradient
in the parallel velocity distribution could be regenerated by the slower electrons staying behind the beam
where they can absorb the energy released by unstable fast electrons in front of the beam (Zaitsev et al.
1972). The restauration of the free energy has, indeed, been partially supported by in situ observations of
electron distribution related to the SRBs in the interplanetary space (Lin et al. 1981). The other idea how
this dilemma could be resolved is the ”stochastic growth theory” based on clumpy production of Lang-
muir waves in the interplanetary space (Cairns & Robinson 1998), see Melrose 2017 for a review. For the
ECM instability resulting from electrons accelerated by strong-guide-field reconnection, the solution of the
Sturrock’s dilemma would be simpler, since the positive slope of the electron distribution function in the
perpendicular velocity space could be more easily formed, e.g., due to the inhomogeneity of magnetic fields
along the electron trajectories. Another aspect of our simulations is the periodic boundaries which enhances
the loss of free energy. Actually, in reality, free energies for the beam and ECM instabilities could be con-
tinuously provided by freshly generated ring-beam electrons through the whole duration of the flare-related
reconnection processes (about 15 minutes).
Finally, we note that part of the ring-beam electrons are accelerated in the parallel, antiparallel and per-
pendicular to ~B0 directions at the end of simulations. As a result, a double pow-law distribution is formed
in the high energy tail (γ − 1 > 0.1 ∼ 50 keV) of the electron energy distribution when the plasma system
reaches an equilibrium.
We gratefully acknowledge the developers of the ACRONYM code, the Verein zur Fo¨rderung kinetis-
cher Plasmasimulationen e.V. In particular, we thank Patrick Kilian for helpful discussions and valuable
suggestions. X. Zhou thanks the Chinese Academy of Sciences as well as the International Cooperation
Wave excitation by energetic ring-beam electrons 29
and Exchange Project of National Natural Science Foundation of China, 11761131007 for support. P. A.
Mun˜oz acknowledges his financial support by the German Science Foundation DFG, project MU-4255/1-1.
We also acknowledge the computing resources in the Max Planck Computing and Data Facility (MPCDF,
formerly known as RZG) at Garching, Germany and the Max Planck Institute for Solar System Research,
Germany.
REFERENCES
Alvarez, H., & Haddock, F. T. 1973, SoPh, 29, 197,
doi: 10.1007/BF00153449
Andre, M. 1985, Journal of Plasma Physics, 33, 1,
doi: 10.1017/S0022377800002270
Aschwanden, M. J. 2005, Physics of the Solar Corona.
An Introduction with Problems and Solutions (2nd
edition)
Benz, A., ed. 2002, Astrophysics and Space Science
Library, Vol. 279, Plasma Astrophysics, second
edition
Birdsall, C. K., & Langdon, A. B. 1991, Plasma
Physics via Computer Simulation
Bittencourt, J. A. 2004, Fundamentals of Plasma
Physics (Springer-Verlag)
Bu¨chner, J., Kilian, P., Mun˜oz Sepu´lveda, P., et al.
2018, in Magnetic Fields in the Solar System:
Planets, Moons and Solar Wind Interactions, ed.
H. Lu¨hr, S. Wicht, J.and Gilder, & M. Holschneider
(Cham: Springer), 201–240
Bu¨chner, J., & Kuska, J.-P. 1996, J. Geomag.
Geoelectr., 48, 781
Budden, K. G. 1988, The Propagation of Radio Waves,
688
Cairns, I. H. 1989, Phys. Fluids B Plasma Phys., 1,
204, doi: 10.1063/1.859088
Cairns, I. H., & Robinson, P. A. 1998, ApJ, 509, 471,
doi: 10.1086/306486
Carozzi, T. D., Thide´, B., Leyser, T. B., et al. 2001,
J. Geophys. Res., 106, 21395,
doi: 10.1029/2001JA900004
Chen, B., Bastian, T. S., Shen, C., et al. 2015, Science,
350, 1238, doi: 10.1126/science.aac8467
Chen, B., Yu, S., Battaglia, M., et al. 2018, ApJ, 866,
62, doi: 10.3847/1538-4357/aadb89
Chen, L., Thorne, R. M., Shprits, Y., & Ni, B. 2013,
Journal of Geophysical Research (Space Physics),
118, 2185, doi: 10.1002/jgra.50260
Chen, L., Wu, D. J., Zhao, G. Q., & Tang, J. F. 2017,
Journal of Geophysical Research (Space Physics),
122, 35, doi: 10.1002/2016JA023312
Chernov, G. P., ed. 2011, Astrophysics and Space
Science Library, Vol. 375, Fine Structure of Solar
Radio Bursts
Comis¸el, H., Verscharen, D., Narita, Y., &
Motschmann, U. 2013, Physics of Plasmas, 20,
090701, doi: 10.1063/1.4820936
30 Zhou et al.
Dawson, J. M. 1983, Reviews of Modern Physics, 55,
403, doi: 10.1103/RevModPhys.55.403
Fleishman, G. D., & Mel’nikov, V. F. 1998, Physics
Uspekhi, 41, 1157,
doi: 10.1070/PU1998v041n12ABEH000510
Fuselier, S. A., Gurnett, D. A., & Fitzenreiter, R. J.
1985, J. Geophys. Res., 90, 3935,
doi: 10.1029/JA090iA05p03935
Ganse, U., Kilian, P., Vainio, R., & Spanier, F. 2012,
SoPh, 280, 551, doi: 10.1007/s11207-012-0077-7
Gaponov, A. 1959, Izv VUZ, Radiofizika, 2, 450
Gary, S. P. 1993, Theory of Space Plasma
Microinstabilities, 193
Ginzburg, V. L., & Zhelezniakov, V. V. 1958,
Soviet Ast., 2, 653
Graham, D. B., Khotyaintsev, Y. V., Vaivads, A., et al.
2017, Phys. Rev. Lett., 119, 025101,
doi: 10.1103/PhysRevLett.119.025101
Graham, D. B., Vaivads, A., Khotyaintsev, Y. V., et al.
2018, J. Geophys. Res. Sp. Phys., 123, 2630,
doi: 10.1002/2017JA025034
Henri, P., Sgattoni, A., Briand, C., Amiranoff, F., &
Riconda, C. 2019, J. Geophys. Res. Sp. Phys.,
2018JA025707, doi: 10.1029/2018JA025707
Hockney, R. W. 1971, Journal of Computational
Physics, 8, 19, doi: 10.1016/0021-9991(71)90032-5
Kainer, S., & MacDowall, R. J. 1996,
J. Geophys. Res., 101, 495, doi: 10.1029/95JA02026
Karlicky´, M., & Ba´rta, M. 2009, Nonlinear Processes
in Geophysics, 16, 525
Kilian, P., Burkart, T., & Spanier, F. 2012, in High
Performance Computing in Science and Engineering
’11, ed. W. E. Nagel, D. B. Kro¨ner, & M. M. Resch
(Berlin, Heidelberg: Springer Berlin Heidelberg),
5–13. http://www.springerlink.com/index/10.1007/
978-3-642-23869-7
Kilian, P., Mun˜oz, P. A., Schreiner, C., & Spanier, F.
2016, arXiv e-prints.
https://arxiv.org/abs/1611.01127
Klimas, A. J. 1983, J. Geophys. Res. Sp. Phys., 88,
9081, doi: 10.1029/JA088iA11p09081
Landau, L. D. 1946, J. Phys.(USSR), 10, 25
Lee, K. H., Omura, Y., & Lee, L. C. 2011, Physics of
Plasmas, 18, 092110, doi: 10.1063/1.3626562
Lee, K. H., Omura, Y., Lee, L. C., & Wu, C. S. 2009,
Physical Review Letters, 103, 105101,
doi: 10.1103/PhysRevLett.103.105101
Lee, L. C., Kan, J. R., & Wu, C. S. 1980,
Planet. Space Sci., 28, 703,
doi: 10.1016/0032-0633(80)90115-4
Lee, L. C., & Wu, C. S. 1980, Physics of Fluids, 23,
1348, doi: 10.1063/1.863148
Lee, S.-Y., Yi, S., Lim, D., et al. 2013, Journal of
Geophysical Research (Space Physics), 118, 7036,
doi: 10.1002/2013JA019298
Lin, R. P., Potter, D. W., Gurnett, D. A., & Scarf, F. L.
1981, ApJ, 251, 364, doi: 10.1086/159471
Matsumoto, H., & Omura, Y. 1993, Computer Space
Plasma Physics : Simulation Techniques and
Software (Terra Scientific Publishing Company).
https://www.terrapub.co.jp/e-library/cspp/
Wave excitation by energetic ring-beam electrons 31
McMaster, W. H. 1954, American Journal of Physics,
22, 351, doi: 10.1119/1.1933744
Melrose, D. B. 1970a, Australian Journal of Physics,
23, 871, doi: 10.1071/PH700871
—. 1970b, Australian Journal of Physics, 23, 885,
doi: 10.1071/PH700885
—. 1973, Australian Journal of Physics, 26, 229,
doi: 10.1071/PH730229
—. 1985, Plasma emission mechanisms, ed. D. J.
McLean & N. R. Labrum, 177–210
—. 1986, Instabilities in Space and Laboratory
Plasmas, 288
—. 1989, Instabilities in Space and Laboratory
Plasmas, 292
—. 2017, Reviews of Modern Plasma Physics, 1, 5,
doi: 10.1007/s41614-017-0007-0
Melrose, D. B., & Wheatland, M. S. 2016, SoPh, 291,
3637, doi: 10.1007/s11207-016-1006-y
Mun˜oz, P. A., & Bu¨chner, J. 2016, Physics of Plasmas,
23, 102103, doi: 10.1063/1.4963773
—. 2018a, Astrophys. J., 864, 92,
doi: 10.3847/1538-4357/aad5e9
—. 2018b, Phys. Rev. E, 98, 043205,
doi: 10.1103/PhysRevE.98.043205
Nishikawa, K.-I., & Cairns, I. H. 1991, J. Geophys.
Res., 96, 19343, doi: 10.1029/91JA01738
Pritchett, P. L. 1984, J. Geophys. Res., 89, 8957,
doi: 10.1029/JA089iA10p08957
Pritchett, P. L., Strangeway, R. J., Carlson, C. W., et al.
1999, J. Geophys. Res., 104, 10317,
doi: 10.1029/1998JA900179
Reid, H. A. S., & Ratcliffe, H. 2014, Research in
Astronomy and Astrophysics, 14, 773,
doi: 10.1088/1674-4527/14/7/003
Rhee, T., Ryu, C.-M., Woo, M., et al. 2009, ApJ, 694,
618, doi: 10.1088/0004-637X/694/1/618
Robinson, P. A., & Cairns, I. H. 1998a, SoPh, 181,
363, doi: 10.1023/A:1005018918391
—. 1998b, SoPh, 181, 395,
doi: 10.1023/A:1005033015723
—. 1998c, SoPh, 181, 429,
doi: 10.1023/A:1005023002461
Schneider, J. 1959, Physical Review Letters, 2, 504,
doi: 10.1103/PhysRevLett.2.504
Stix, T. H. 1962, The Theory of Plasma Waves
—. 1992, Waves in plasmas
Strangeway, R. J., Ergun, R. E., Carlson, C. W., et al.
2001, Physics and Chemistry of the Earth C, 26,
145, doi: 10.1016/S1464-1917(00)00100-8
Stupp, A. 2000, MNRAS, 311, 251,
doi: 10.1046/j.1365-8711.2000.03035.x
Sturrock, P. A. 1964, Type III Solar Radio Bursts,
Vol. 50, 357
Suzuki, S., & Dulk, G. A. 1985, Bursts of Type III and
Type V, ed. D. J. McLean & N. R. Labrum, 289–332
Tsang, K. T. 1984, Physics of Fluids, 27, 1659,
doi: 10.1063/1.864819
Tsurutani, B. T., & Lakhina, G. S. 1997, Reviews of
Geophysics, 35, 491, doi: 10.1029/97RG02200
Twiss, R. Q. 1958, Australian Journal of Physics, 11,
564, doi: 10.1071/PH580564
32 Zhou et al.
Umeda, T., Ashour-Abdalla, M., Schriver, D., Richard,
R. L., & Coroniti, F. V. 2007, Journal of
Geophysical Research (Space Physics), 112,
A04212, doi: 10.1029/2006JA012124
Vandas, M., & Hellinger, P. 2015, Physics of Plasmas,
22, 062107, doi: 10.1063/1.4922073
Voitcu, G., & Echim, M. 2018, Annales Geophysicae,
36, 1521, doi: 10.5194/angeo-36-1521-2018
Voitcu, G., & Echim, M. M. 2012, Physics of Plasmas,
19, 022903, doi: 10.1063/1.3686134
Wang, C. B. 2015, ApJ, 806, 34,
doi: 10.1088/0004-637X/806/1/34
Wild, J. P. 1985, The beginnings (of solar
radiophysics)., ed. D. J. McLean & N. R. Labrum,
3–17
Wild, J. P., Sheridan, K. V., & Neylan, A. A. 1959,
Australian Journal of Physics, 12, 369,
doi: 10.1071/PH590369
Willes, A. J., & Cairns, I. H. 2000, Physics of Plasmas,
7, 3167, doi: 10.1063/1.874180
Wu, C. 2012, Chinese Science Bulletin, 57, 1357,
doi: 10.1007/s11434-012-5061-y
Wu, C. S., & Lee, L. C. 1979, ApJ, 230, 621,
doi: 10.1086/157120
Wu, D. J. 2014, Physics of Plasmas, 21, 064506,
doi: 10.1063/1.4886124
Wu, D. J., Chen, L., Zhao, G. Q., & Tang, J. F. 2014,
A&A, 566, A138,
doi: 10.1051/0004-6361/201423898
Yi, S., Yoon, P. H., & Ryu, C.-M. 2007, Phys. Plasmas,
14, 013301, doi: 10.1063/1.2424556
Yoon, P. H., Gaelzer, R., Umeda, T., Omura, Y., &
Matsumoto, H. 2003, Phys. Plasmas, 10, 364,
doi: 10.1063/1.1537238
Zaitsev, V. V., Mityakov, N. A., & Rapoport, V. O.
1972, SoPh, 24, 444, doi: 10.1007/BF00153387
Zheleznyakov, V. V., & Zaitsev, V. V. 1970a, AZh, 47,
60
—. 1970b, Soviet Ast., 14, 250
Zhou, X., Bu¨chner, J., Ba´rta, M., Gan, W., & Liu, S.
2015, ApJ, 815, 6, doi: 10.1088/0004-637X/815/1/6
Wave excitation by energetic ring-beam electrons 33
0.6
0.4
0.2
0.0
0.2
0.4
0.6
(u
d,
rb
/b
g,
) /
 c
(a)  ring-beam (rb) background (bg)
0.6
0.4
0.2
0.0
0.2
0.4
0.6
u t
h,
rb
/b
g,
 / 
c
(c)
5%
10%
20%
30%
40%
50%
200 400 600 800 1000 1200 1400
norm t
0.29
0.30
0.31
0.32
0.33
u d
,r
b,
 / 
c
(b)
200 400 600 800 1000 1200 1400
norm t
0.02
0.04
0.06
0.08
0.10
0.12
u t
h,
rb
/b
g,
 / 
c
(d)
Figure 1. Evolutions of the bulk (or average, Ud) drift momenta and thermal spreads (Uth) in the directions along
(//, panel a and b) and perpendicular (⊥, panel c and d) to the ambient magnetic field ~B0 for both the ring-beam (rb,
solid lines) and the background (bg, dashed lines) electrons, except for the perpendicular bulk drift momenta of the
background electrons (Ud,bg,⊥), which is close to 0. In each panel, different colors are used to distinguish the different
number density ratio between the ring-beam and total electrons nrb/nt. Here ωce/ωpe = 5.0 and all momenta are
normalized by the speed of light c.
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Figure 2. Distributions of the parallel momentum ( f (U//), row a), perpendicular momentum (2piU⊥ f (U⊥), row b)
and total kinetic energy ( f (γ − 1), row c) of all electrons at t = 0.0 (column d), 255ω−1norm (column e), and 1275ω−1norm
(column f), corresponding to the initial condition, the time around when the parallel bulk drift momenta of the ring-
beam electrons reach their minima (see panel a in Fig.1), and the time close to the end of simulations. In each panel,
different colors are used to distinguish the different number density ratio between the ring-beam and total electrons
nrb/nt. Hereωce/ωpe = 5.0. All distributions are normalized by the number of all electrons.
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Figure 3. Wavevector-frequency (~k − ω or dispersion relation) spectra of two electric field components for different
nrb/nt (from left to right column nrb/nt = 5%, 10%, 20%, 30%, 40%, 50%, respectively) and propagation directions θ
(row a: Ex with θ = 0◦, row b: Ez with θ = 0◦, row c: Ex with θ = 90◦, row d: Ez with θ = 90◦) with ωce/ωpe = 5.0.
Note that all panels share the same contour scale and normalization Bnorm (Sect.2.1). In each panel, overplotted lines
are the four magnetoionic modes in the magnetized cold plasma limit, from bottom to top, they are the whistler (black
dotted lines), Z (black dashed lines), O (magenta dotted lines) and X (magenta lines) modes, respectively. These ~k−ω
spectra are obtained via the fast Fourier transform over the entire spatial and temporal domain of our simulations.
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Figure 4. Intensity evolution of the whistler (εWhistler, panel a), X (εX , panel b), Z (εZ , panel c) and O (εO, panel d)
modes, where solid (dashed) lines are for plasmas with energetic ring-beam (pure beam) electrons and ωce/ωpe = 5.0.
Panel (e) shows the linear-fitting growth rates of these four wave modes for the cases with the energetic ring-beam
electrons and different nrb/nt (distinguished with different colors). The solid, dashed, dotted and dash-dot lines in
panel (e) are for the whistler, X , Z and O modes, respectively. And the ranges, used for a linear fit, are indicated
by ”o” and ”x” points in their corresponding panels (a) to (d). Intensity and growth rate are normalized by εnorm and
ωnorm, respectively, see Sect.2.1.
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Figure 5. Anisotropic intensity (see Eq.5) of the whistler (εWhistler, panel a), X (εX , panel b), Z(εZ , panel c) and O
(εO, panel d) modes with ωce/ωpe = 5.0. Different colors in each panel are used to distinguish the different nrb/nt
ratio. All intensities are normalized by εnorm, see Sect.2.1.
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Figure 6. Panels (a) - (d) show the ~k − ω spectra of the left (El, panels a and c) and right-hand (Er, panels b and d)
polarized electric fields along propagation directions θ = 0◦ (panels a and b) and 90◦ (panels c and d), respectively, for
an example, with nrb/nt = 5%. These four panels share the same color bar shown at the bottom. Overplotted lines and
normalization in these four panels are the same with those in Fig.3. Panel (e) shows the evolutions of the total (dashed
lines) and longitudinal (or electrostatic: dotted lines ) electric intensity of all waves in the simulation domain. Insert of
the panel (e) shows the linear-fitting growth rate of the longitudinal electric fields (black dotted line). The fitted ranges
are indicated by ”o” and ”x” points in the panel (e) . The red-dot solid line corresponds the theoretical growth rate
of electrostatic electron/electron two-stream instability, see Eq.10. Intensity evolutions of the left- (dotted lines) and
right-hand (solid lines) polarized transverse electric fields are presented in panel (f). All intensities are normalized by
εnorm, see Sect.2.1. Panel (g) shows the time evolution of the circular polarization degree (CPD) . Dependence of the
CPD on propagation direction is shown in panel (h), where the black dashed line corresponds to CPD = 0. Different
colors in the panels (e) - (h) are used to distinguish the different nrb/nt cases and all cases have ωce/ωpe = 5.0.
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Figure 7. Same as panels (f), (g) and (h) in Fig.6, but for the escaping waves with ω > ωpe and |ω/k| > c.
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Figure 8. Spectrograms of differently polarized escaping waves (with ω > ωpe and |ck/ω| < 1) along different
propagation directions θ (= 0◦, 40◦, 90◦, 140◦ and 180◦, separately located in from the left to right columns) for three
nrb/nt (= 5% — top two rows, 20% — middle two rows, 50% — bottom two rows) cases. In each nrb/nt case, row
(a) and (b) are for the right and left-handed polarized escaping waves, respectively. All panels use the same color bar
shown at the bottom.
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Figure 9. Similar to Fig.3, but for cases with different ωce/ωpe, from left to right: ωce/ωpe = 0.2, 0.3, 0.5, 1, 2, 3,
respectively. Row (a) is for Ex with θ = 0◦, row (b) is for Ez with θ = 20◦, row (c) is for Ex with θ = 90◦, row (d) is
for Ey with θ = 90◦ and row (e) is for Ez with θ = 90◦. Also note that the color scale in this figure is different from
that in Fig.3.
