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Abstract
Standard quantum state reconstruction techniques indicate that a detection efficiency of 0.5 is an absolute
threshold below which quantum interferences cannot be measured. However, alternative statistical techniques
suggest that this threshold can be overcome at the price of increasing the statistics used for the reconstruction.
In the following we present numerical experiments proving that quantum interferences can be measured
even with a detection efficiency smaller than 0.5. At the same time we provide a guideline for handling the
tomographic reconstruction of quantum states based on homodyne data collected by low efficiency detectors.
1 Introduction
Homodyne detection is an experimental method that is used to reconstruct quantum states of coherent light by
repeatedly measuring a discrete set of field quadratures [1–3]. Usually, a very high detection efficiency and ad-hoc
designed apparatuses with low electronic noise are required [4]. New methods capable of discriminating between
different quantum states of light, even with low detection efficiencies, will pave the road to the application of
quantum homodyne detection for studying different physical systems embedded in a high noise environment [5–8].
For this purpose, specific quantum statistical methods, based on minimax and adaptive estimation of the Wigner
function, have been developed in [9–11]. These approaches allow for the efficient reconstruction of the Wigner
function under any noise condition, at the price of acquiring larger amounts of data. Hence, they overcome
the limits of more conventional pattern function quantum tomography [12–19]. The important consequence
of this novel statistical approach is that the 0.5 detection efficiency threshold can be overcome and quantum
tomography is still practicable when the signals are measured with appropriate statistics. The scope of this paper
is to report the results of this method tested by performing numerical experiments. Indeed, we consider a linear
superposition of two coherent states and numerically generate homodyne data according to the corresponding
probability distribution distorted by an independent Gaussian noise simulating efficiencies lower than 0.5. By
properly expanding the set of numerically generated data, we are able to reconstruct the Wigner function of
the linear superposition within errors that are compatible with the theoretical bounds. Our results support the
theoretical indications that homodyne reconstruction of linear superposition of quantum states is indeed possible
also at efficiencies lower than 0.5.
2 Wigner function reconstruction
Let us consider a quantum system with one degree of freedom described by the Hilbert space L2(R) of square
integrable functions ψ(x) over the real line. The most general states of such a system are density matrices ρˆ,
namely convex combinations of projectors |ψj〉〈ψj | onto normalised vector states
ρˆ =
∑
j
λj |ψj〉〈ψj | , λj ≥ 0 ,
∑
j
λj = 1 .
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Any density matrix ρˆ can be completely characterised by the associated Wigner function Wρ(q, p) on the
phase-space (q, p) ∈ R2; namely, by the non positive-definite (pseudo) distribution defined by
Wρ(q, p) =
1
(2pi)2
∫
R2
dudv ei(uq+vp) Tr
[
ρˆ e−i(uqˆ+vpˆ)
]
=
1
2pi
∫
R
du ei u p 〈q − v/2|ρˆ|q + v/2〉 . (1)
Here qˆ and pˆ are the position and momentum operators obeying the commutation relations [qˆ , pˆ] = i, ~ = 1,
and |q ± v/2〉 are eigenstates of qˆ: qˆ|q ± v/2〉 = (q ± v/2)|q ± v/2〉. Notice that Wρ(q, p) is a square integrable
function:
2pi
∫
R2
dqdp |Wρ(q, p)|2 = Tr
(
ρˆ2
) ≤ 1 . (2)
Among the advantages of such a representation, is the possibility of expressing the mean value of any operator Oˆ
with respect to a state ρˆ as a pseudo-expectation with respect to Wρ(q, p) of an associated function O(q, p) over
the phase-space, where
O(q, p) =
1
(2pi)2
∫
R2
dudv e−i(uq+vp) Tr
[
Oˆ ei(uqˆ+vpˆ)
]
. (3)
Indeed, by direct inspection one finds
2pi
∫
R2
dudvWρ(q, p)O(q, p) = Tr
(
ρˆ Oˆ
)
. (4)
In homodyne detection, a monochromatic signal photon state is mixed with a coherent reference state, a so-called
local oscillator, by a 50/50 beam splitter. The output is collected by two photodiodes and the difference
photocurrent is measured. It can be proved that, when the local oscillator is significantly more intense than
the signal, the homodyne photocurrent is proportional to the signal quadrature [20]. Denoting by aˆ and aˆ† the
single mode annihilation and creation operators associated with the signal, the quadrature operator is defined as
xˆφ =
aˆe−iφ + aˆ†eiφ√
2
, (5)
where φ is the relative phase between signal and local oscillator. The continuum set of quadratures with φ ∈ [0, pi]
provides a complete characterization of the signal state. Using the annihilation and creation operators aˆ, aˆ† one
constructs position and momentum-like operators, qˆ = (aˆ+ aˆ†)/
√
2 and pˆ = (aˆ− aˆ†)/(i√2). With respect to the
latter, the quadrature operator reads:
xˆφ = qˆ cosφ+ pˆ sinφ . (6)
Quadrature operators have continuous spectrum extending over the whole real line, xˆφ|x〉 = x |x〉; given a generic
one-mode photon state associated with a density matrix ρˆ, its diagonal elements with respect to the (pseudo)
eigenvectors
pρ(x, φ) := 〈x|ρˆ|x〉 , (7)
represent the probability distribution over the quadrature spectrum.
In homodyne detection experiments the collected data consist of n pairs of quadrature amplitudes and
phases (X`,Φ`): these can be considered as independent, identically distributed stochastic variables. Given the
probability density pρ(x, φ), one could reconstruct the Wigner function by substituting the integration with a
sum over the pairs for a sufficiently large number of data. However, the measured values x are typically not the
eigenvalues of xˆφ, rather those of
xˆηφ =
√
ηxˆφ +
√
1− η
2
y , 0 ≤ η ≤ 1 , (8)
where y is a normally distributed random variable describing the possible noise that may affect the homodyne
detection data and η parametrizes the detection efficiency that increases from 0 to 100% with η increasing from
0 to 1 [9]. The noise can safely be considered Gaussian and independent from the statistical properties of the
quantum state, that is, y can be considered as independent from xˆφ. Then, as briefly summarised in Appendix
A, the Wigner function is reconstructed from a given set of n measured homodyne pairs (X`,Φ`), ` = 1, 2, . . . , n,
by means of an estimator of the form [9]
W η,rh,n(q, p) = W
η
h,n(q, p)χr(q, p) , W
η
h,n(q, p) =
1
n
n∑
`=1
Kηh
(
[(q, p); Φ`]− X`√
η
)
, (9)
Kηh
(
[(q, p); Φ`]− X`√
η
)
=
∫ 1/h
−1/h
dξ
|ξ|
4pi
eiξ(q cos Φ`+p sin Φ`−X`/
√
η) eγξ
2
. (10)
2
This expression is an approximation of the Wigner function in (27) by a sum over n homodyne pairs (X`,Φ`).
The parameter h serves to control the divergent factor exp(γξ2), while r, through the characteristic function
χr(q, p) of a circle Cr(0) of radius r around the origin, restricts the reconstruction to the points (q, p) such
that q2 + p2 ≤ r2. Both parameters have to be chosen in order to minimise the reconstruction error which is
conveniently measured [10] by the L2-distance between the true Wigner function and the reconstructed one,
‖Wρ −W η,rh,n‖2. Since such a distance is a function of the data through W η,rh,n, the L2-norm has to be averaged
over different sets, M , of quadrature data:
∆η,rh,n(ρˆ) = E
[
‖Wρ −W η,rh,n‖22
]
≡ E
[∫
R2
dqdp
∣∣∣Wρ(q, p)−W η,rh,n(q, p)∣∣∣2] , (11)
where E denotes the average over the M data samples, each sample consisting of n quadrature pairs (X`,Φ`)
corresponding to measured values of xφ with φ ∈ [0, pi]. In [10], an optimal dependence of the parameters r and
h upon the number of data, n, is obtained by minimizing an upper bound to ∆η,rh,n(ρˆ).
1
3 Interfering Coherent States
Homodyne reconstruction is particularly useful to expose quantum interference effects that typically spoil
positivity of the Wigner function: it is exactly these effects that are claimed not to be accessible by homodyne
reconstruction in presence of efficiency lower than 50%, namely when η in (8) is smaller than 1/2 [15]. However,
in [9] it is theoretically shown that η < 1/2 only requires increasingly larger data sets for achieving small
reconstruction errors. However, this claim was not put to test in those studies as the values of η in the considered
numerical experiments were close to 1.
Instead, we here consider values η < 1/2 and reconstruct the Wigner function of the following superposition
of coherent states
|Ψα〉 = |α〉+ | − α〉√
2
(
1 + e−2|α|2
) , |α〉 = e−|α|2/2 eαa† |0〉 , (12)
with α any complex number α1 + iα2 ∈ C.
The Wigner function corresponding to the pure state ρˆα = |Ψα〉〈Ψα| is shown in Figure 1 for α ∈ R. Its
general expression together with that of its Fourier transform and of the probability distributions pρ(x, φ) and
pηρ(x, φ) are given in Appendix B.
Figure 1: Wigner function corresponding to the pure state ρˆα = |Ψα〉〈Ψα| (α1 = 3/
√
2; α2 = 0).
In Appendix C, a derivation is provided of the L2-errors and of the optimal dependence of h and r on the
number of data n and on a parameter β that takes into account the fast decay of both the Wigner function and
its Fourier transform for large values of their arguments. The following upper bound to the mean square error in
(11) is derived:
∆η,rh,n(ρˆα) ≤ ∆ , ∆ =
r2
nh
e2γ/h
2
∆1(γ) + e
−βr2 ∆2(β) + e−β/h
2
∆3(β) , (13)
1 The functional relation between the parameters h and r on n also depends on an auxiliary parameter β > 0. This was introduced
in [10] to characterise the localisation properties on R2 of the Fourier transforms of the Wigner functions of the following class of
density matrices addressed in that context: Aβ,s,L =
{
ρˆ :
∫
R2
dqdp |F [Wρ] (q, p)|2 e2β(w21+w22)s/2 ≤ (2pi)2L
}
.
3
with 0 < β < 1/4 and γ as given in (26).
As explained in Appendix C, the quantities ∆1,2,3 do not depend on h, r and n. By taking the derivatives
with respect to r and h, one finds that the upper bound to the mean square deviation is minimised, for large n,
by choosing
r =
1
h
=
√
log n
β + 2γ
. (14)
We generated M = 10 samples of n = 16× 106 quadrature data (X`,Φ`) distributed according to the noisy
probability density pηρ(x, φ) explicitly given in (32) of Appendix B, considering an efficiency lower than 50%
(η = 0.45). Starting from each set of simulated quadrature data we reconstructed the associated Wigner function
by means of (9) and (10). The averaged reconstructed Wigner functions E
[
W η,rh,n(q, p)
]
for η = 0.45 are shown
in Figure 2 for two different values of the parameter β.
Figure 2: Averaged reconstructed Wigner functions E
[
W η,rh,n(q, p)
]
over M = 10 samples of n = 16× 106 noisy
quadrature data (efficiency η = 0.45). Two different values of β are considered.
The mean square error of the reconstructed Wigner functions has been computed as in (11) and compared
with the mathematically predicted upper bounds ∆. The dependence of the upper bound reconstruction error
on the parameter β is discussed at the end in Appendix C. In Table 1, we compare the reconstruction errors
∆η,rh,n(ρˆ) with their upper bound ∆ for two significant values of β.
β ∆η,rh,n(ρˆ) ∆
0.05 0.081 2.39
0.1 0.076 26.07
Table 1: Calculated ∆η,rh,n(ρˆ) for M = 10 samples of noisy quadrature data (η = 0.45) for two different values of
β. Comparison with the mathematical prediction of the upper bound ∆.
Despite common belief, the interference features clearly appear in the reconstructed Wigner function also for
efficiencies lower than 50% and the reconstruction errors are compatible with the theoretical predictions. In the
next section, we make a quantitative study of the visibility of the interference effects.
4
3.1 A witness of interference terms
The interference effects in the state |Ψα〉 can be witnessed by an observable Oˆα of the form
Oˆα =
|α〉〈−α| + | − α〉〈α|
2
(
1 + e−2|α|2
) . (15)
With respect to an incoherent mixture of the two coherent states,
ρˆαλ = λ |α〉〈α| + (1− λ) | − α〉〈−α| , 0 ≤ λ ≤ 1 , (16)
its mean value is given by
Tr
(
ρˆαλ Oˆα
)
=
e−2|α|
2
1 + e−2|α|2
. (17)
Therefore, from (3) it follows that the phase-space function Oα(q, p) associated to Oˆα is
Oα(q, p) =
e−q
2−p2 cos
(
2
√
2(qα2 + pα1)
)
√
pi
(
1 + e−2|α|2
) , α = α1 + iα2. (18)
For details see (28) and (31) in Appendix B.
Let us denote by Wαj,rec(q, p), the estimated Wigner function W
η,r
h,n(q, p) in (9) for the j-th set of collected
quadrature data. It yields a reconstructed mean value
〈Oˆα〉j,rec =
∫
R2
dq dpOα(q, p)W
α
j,rec(q, p) , (19)
of which one can compute mean, Av(< Oˆα >rec), and standard deviation, Sd(< Oˆα >rec), with respect to the
M sets of collected data:
Av(〈Oˆα〉rec) = 1
M
M∑
j=1
< Oˆα >j,rec (20)
Sd(〈Oˆα〉rec) =
√√√√ 1
M
M∑
j=1
((
< Oˆα >j,rec
)2
−
(
Av(< Oˆα >rec
)2)
. (21)
We computed Av(〈Oˆα〉rec) and Sd(< Oˆα >rec) withM = 10 simulated sets of noisy data with η = 0.45 for two
different numbers of simulated quadrature data (see Figure 3). We repeated the procedure for different values of
the parameter β. The results are presented in Figure 3, where the error bars represent the computed Sd(〈Oˆα〉rec).
In order to be compatible with the interference term present in |Ψα〉, the reconstructed Wigner functions
should yield an average incompatible with the incoherent mean value in (17), namely such that∣∣∣∣∣Av(< Oˆα >rec) − e−2|α|
2
1 + e−2|α|2
∣∣∣∣∣ > Sd(< Oˆα >rec) . (22)
We thus see that the condition in (22) is verified for η = 0.45, that is the reconstructed Wigner functions are not
compatible with incoherent superpositions of coherent states, if enough data are considered. We also notice that
the same behavior is valid for the high efficiency η = 0.95.
The dependence of the errors on β can be understood as follows: when β decreases the integration interval
in (10) becomes larger and approaches the exact interval [−∞,+∞]. Nevertheless this occurs at the price of
increasing the reconstruction error. This can be noted both in Figure 3 (larger error bars) and in Figure 2
(increasingly noisy effects in the reconstructed Wigner function). This problem can be overcome with a larger
number of data samples M , that reduce the reconstruction noise and compensate for the effect of decreasing β.
4 Conclusions
We simulated quadrature data corresponding to high electronic noise and detection efficiencies lower than 0.5.
Under these operating conditions the Wigner function of a linear superposition of two coherent states could
be reconstructed using the tomographic techniques developed in [9]. Moreover, by taking into account the
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Figure 3: Av(〈Oˆα〉rec) − e−2|α|
2
1+e−2|α|2
as a function of β. The error bars represent Sd ( 〈 Oˆα〉rec ). For each β,
M = 10 set of n noisy quadrature data have been considered. The square markers refer to η = 0.45 (n = 16× 106
blue marker and n = 5× 105 green markers) while the round ones refer to η = 0.95 (n = 16× 106). The error
bars for η = 0.95 have been multiplied by 20 in order to make them more visible.
decay properties of the Wigner function along with those of its Fourier transform, we have checked that the
numerical reconstruction errors are compatible with the theoretical error bounds computed there. Furthermore,
the reconstruction of the quantum interference pattern of the Wigner function has been supported by a numerical
study of the variance of an operatorial interference witness excluding that the reconstructed interferences might
be an artefact of the reconstruction algorithm.
We have thus confirmed 1) that, as theoretically predicted in [9, 10], a 0.5 detection efficiency is not, as
often stated in the quantum optics literature, an absolute threshold below which homodyne quantum state
reconstruction is generically impossible and 2) that, instead, by suitably enlarging the size of the set of collected
quadrature data, and using alternative techniques different from standard pattern function quantum tomography,
one may indeed access quantum features even in low efficiency conditions.
These results also provide the tools for quantum state reconstruction in these operating conditions and set
the boundaries of the applicability of the novel statistical approach to homodyne quantum state reconstruction
by checking the increase of the number of quadrature data necessary for faithful reconstruction with decreasing
detector efficiency.
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A Wigner function reconstruction
The quadrature probability distribution (7) can be conveniently related to the Wigner function by passing to
polar coordinates u = ξ cosφ, v = ξ sinφ, such that 0 ≤ φ ≤ pi and −∞ ≤ ξ ≤ +∞:
Wρ(q, p) =
∫ pi
0
dφ
∫ +∞
−∞
dξ
|ξ|
(2pi)2
eiξ(q cosφ+p sinφ) Tr
[
ρˆ e−iξ(qˆ cosφ+pˆ sinφ)
]
=
∫ pi
0
dφ
∫ +∞
−∞
dξ
|ξ|
(2pi)2
∫ +∞
−∞
dx eiξ(q cosφ+p sinφ−x) pρ(x, φ)
=
∫ pi
0
dφ
∫ +∞
−∞
dξ
|ξ|
(2pi)2
∫ +∞
−∞
dx eiξ(q cosφ+p sinφ) F [pρ(x, φ)](ξ) , (23)
6
where F [pρ(x, φ)](ξ) denotes the Fourier transform with respect to x of the probability distribution:
F [pρ(x, φ)](ξ) =
∫ +∞
−∞
dx e−ixξ pρ(x, φ) . (24)
Since y can be considered a normally distributed random variable independent of xˆφ, the noise affected distribution
of the eigenvalues of xˆφ in (8) is given by the following convolution:
pηρ(x, φ) =
∫ +∞
−∞
du
e−u
2/(1−η)√
pi(1− η)
pρ
(
x−u√
η , φ
)
√
η
. (25)
Its Fourier transform is connected with that of pρ(x, φ) according to
F [pρ(x , φ)](ξ) = e
γξ2 F [pηρ(x , φ)](ξ/
√
η) , with γ :=
1− η
4η
. (26)
By inserting F [pρ(x , φ)](ξ) into (24), one can finally write the Wigner function in terms of the noisy probability
distribution pηρ(x, φ):
Wρ(q, p) =
∫ pi
0
dφ
∫ +∞
−∞
dξ
|ξ|
(2pi)2
∫ +∞
−∞
dx eiξ(q cosφ+p sinφ−x/
√
η) eγξ
2
pρ(x, φ) . (27)
B Coherent state superposition: Wigner function
The Wigner function corresponding to the pure state ρˆα = |Ψα〉〈Ψα| and its Fourier transform read
Wα(q, p) =
1
2pi
(
1 + e−2|α|2
) (e−(q−√2α1)2−(p−√2α2)2 + e−(q+√2α1)2−(p+√2α2)2
+2 e−q
2−p2 cos
(
2
√
2(qα2 + pα1)
))
, (28)
F [Wα](w1, w2) =
1
2
(
1 + e−2|α|2
) (e− (w1+2√2α2)2+(w2−2√2α1)2)4 + e− (w1−2√2α2)2+(w2+2√2α1)2)4
+2 e−
w21+w
2
2
4 cos
(√
2(w1α1 + w2α2)
))
. (29)
For a generic Wigner function Wρ(q, p) one computes the quadrature probability density pρ(x, φ) in (7) by means
of the so-called Radon transform:
〈x|ρˆ|x〉 =
∫
R
dpWρ(x cosφ− p sinφ, x sinφ+ p cosφ) , (30)
It follows that the probability density pρ(x, φ) and the noise-affected probability density pηρ(x, φ) in (25) are
given by:
pα(x, φ) =
1
2
√
pi
(
1 + e−2|α|2
) (e−(x−√2α(φ))2 + e−(x+2√2α(φ))2
+ e−x
2−2α2(−φ) 2 cos
(
2
√
2xβ(−φ)
))
, (31)
pηα(x, φ) =
1
2
√
pi
(
1 + e−2|α|2
) (e−(x−√2ηα(φ))2 + e−(x−√2ηα(φ))2
+2 e−x
2−2|α|2+2η|β(−φ)|2 cos
(
2
√
2ηxβ(−φ)
))
, (32)
where
α(φ) = α1 cosφ+ α2 sinφ , β(φ) = α2 cosφ− α1 sinφ .
7
C Upper bound reconstruction error estimation
Here we derive an upper bound to the mean square error of the reconstructed Wigner function. This analysis
is necessary in order to find an optimal functional relation between the free parameters in the reconstruction
algorithm such to minimise the reconstruction error. For this purpose we follow the techniques developed in [10]
adapting them to the case on a linear superposition of coherent states. Using (9) and (10), one starts by rewriting
the error in (11) as the sum of three contributions:
∆η,rh,n(ρˆ) =
∫
Cr(0)
dqdp
(
E
[∣∣∣W ηh,n(q, p)∣∣∣2]− ∣∣∣E [W ηh,n(q, p)]∣∣∣2) (33)
+
∫
Ccr(0)
dqdp |Wρ(q, p)|2 (34)
+
∫
Cr(0)
dqdp
∣∣∣E [W ηh,n(q, p)]−Wρ(q, p)∣∣∣2 , (35)
Ccr(0) denoting the region outside the circle Cr(0), where q2 + p2 > r2. The first and the third term correspond
to the variance and bias of the reconstructed Wigner function respectively, while the second term is the error
due to restricting the reconstruction to the circle Cr(0).
Given a density matrix ρˆ, the second term can be directly calculated. This is true also of the bias; indeed,
because of the hypothesis that the pairs (X`,Φ`) are independent identically distributed stochastic variables, it
turns out that
E
[
W ηh,n(q, p)
]
=
1
pi n
n∑
`=1
E
[
Kηh
(
[(q, p); Φ`]− X`√
η
)]
=
1
pi
E
[
Kηh
(
[(q, p); Φ]− X√
η
)]
=
∫ pi
0
dφ
∫ 1/h
−1/h
dξ
|ξ|
(2pi)2
∫ +∞
−∞
dx eiξ(q cosφ+p sinφ−x/
√
η) eγξ
2
pρ(x, φ) (36)
differs from the true Wigner function Wρ(q, p) in (27) by the integration over ξ being restricted to the interval
[−1/h, 1/h]. Moreover, its Fourier transform reads
F
[
E
[
W ηh,n
]]
(w) =
∫ +∞
−∞
dq
∫ +∞
−∞
dp e−i(qw1+pw2)E
[
W ηh,n(q, p)
]
= χ[−1/h,1/h](‖w‖)F [Wρ] (w) , w = (w1, w2) , (37)
where χ[−1/h,1/h](‖w‖) is the characteristic function of the interval [−1/h, 1/h]. Then, by means of Plancherel
equality, one gets∫
Cr(0)
dqdp
∣∣∣E [W ηh,n(q, p)]−Wρ(q, p)∣∣∣2 ≤ ∫
R2
dqdp
∣∣∣E [W ηh,n(q, p)]−Wρ(q, p)∣∣∣2
=
∥∥∥E [W ηh,n]−Wρ∥∥∥2
2
=
1
4pi2
∥∥∥F [E [W ηh,n]]− F [Wρ]∥∥∥2
2
=
1
4pi2
∥∥∥F [Wρ] χ[−1/h,1/h] − F [Wρ]∥∥∥2
2
=
1
4pi2
∫
‖w‖≥1/h
dw
∣∣∣F [Wρ] (w)∣∣∣2 . (38)
The variance contribution can be estimated as follows: firstly, by using (9) and (10), one recasts it as∫
Cr(0)
dqdp
(
E
[∣∣∣W ηh,n(q, p)∣∣∣2]− ∣∣∣E [W ηh,n(q, p)]∣∣∣2) =
=
1
pi2 n
{
E
[∥∥∥∥Kηh ([ (q, p) ; Φ]− X√η
)
χr(q, p)
∥∥∥∥2
]
−
∥∥∥∥E [Kηh ([ (q, p) ; Φ]− X√η
)
χr(q, p)
]∥∥∥∥2
}
. (39)
Then, a direct computation of the first contribution yields the upper bound
E
[∥∥∥∥Kηh ([ (q, p) ; Φ]− X√η
)
χr(q, p)
∥∥∥∥2
]
≤
√
pi
γ
r2
16h
e
2γ
h2 (1 + o(1)) , γ :=
1− η
4η
, (40)
with o(1) denoting a quantity which vanishes as h when h→ 0. On the other hand, the second contribution can
be estimated by extending the integration over the whole plane (q, p) ∈ R2 and using (37) together with (2):∥∥∥∥E [Kηh ([ (q, p) ; Φ]− X√η
)
χr(q, p)
]∥∥∥∥2 ≤ 14pi2 ‖F [Wρ]‖2 = ‖Wρ‖2 ≤ 12pi . (41)
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Let us consider now the specific case of ρˆ = ρˆα, the superposition of coherent states defined in (12). The
auxiliary parameter β labelling the class of density matrices Aβ,s,L in footnote 1 with s = 2 can be used to
further optimize the reconstruction error ∆η,rh,n(ρˆα). In particular, since
∣∣∣∑Mj=1 zj∣∣∣2 ≤M ∑Mj=1 |zj |2, we get the
upper bounds
|Wα(q, p)| ≤ 2
pi
, |F [Wα] (w1, w2)| ≤ 2 (42)
|Wα(q, p)|2 ≤ 3
4pi2
(
e−2(q−
√
2α1)
2−2(p−√2α2)2 + e−2(q+
√
2α1)
2−2(p+√2α2)2
+4 e−2(q
2+p2)
)
≤ 3
2pi2
(
e−(
√
2R−|α|)2 + 2e−2R
2
)
, (43)
|F [Wα] (w1, w2)|2 ≤ 3
4
(
e−
(w1+2
√
2α2)
2+(w2−2
√
2α1)
2)
2 + e−
(w1−2
√
2α2)
2+(w2+2
√
2α1)
2)
2
+4 e−
w21+w
2
2
2
)
≤ 3
2
(
e−(S/
√
2−2|α|)2 + 2e−S
2/2
)
, (44)
where R2 = q2 + p2 in (43) and S2 = w21 + w22 in (44) . Then, one derives the upper bounds∫
R2
dqdp |Wα(q, p)|2 e2β(q2+p2) ≤
3
(
1 + e4β|α|
2/(1−β)
(
1 + 2
√
pi|α|√
1−β − e−4|α|
2/(1−β)
))
2pi(1− β) (45)∫
R2
dw1dw2 |F [Wα] (w1, w2)|2 e2β(w21+w22)
≤
6pi
(
1 + e16β|α|
2/(1−4β)
(
1 + 2
√
pi|α|√
1−4β − e−4|α|
2/(1−4β)
))
1− 4β , (46)
which simultaneously hold for 0 < β < 1/4.
Then, by means of the Cauchy-Schwartz inequality, one can estimate the contribution (34) to the error,∫
Ccr(0)
dqdp |Wα(q, p)|2 =
∫
R2
dqdp |Wα(q, p)|2 eβ(q2+p2) e−β(q2+p2) Θ(q2 + p2 − r2)
≤
√∫
R2
dqdp |Wα(q, p)|2 e2β(q2+p2)
√∫
R2
dqdp |Wα(q, p)|2 e−2β(q2+p2) Θ(q2 + p2 − r2)
≤ e−β r2 ∆2(β) , (47)
and similary for (38),
1
4pi2
∫
‖w‖≥1/h
dw1dw2 |F [Wα] (w1, w2)|2 ≤ e−β/h2 ∆3(h) , (48)
where Θ(x) = 0 if x ≤ 0, Θ(x) = 1 otherwise, and
∆2(β) =
√√√√3(1 + e4β|α|2/(1−β) (1 + 2√pi|α|√1−β − e−4|α|2/(1−β)))
4pi2pi(1− β) , (49)
∆3(β) =
√√√√3(1 + e16β|α|2/(1−4β) (1 + 2√pi|α|√1−4β − e−4|α|2/(1−4β)))
4pi2pi(1− 4β) . (50)
Altogether, the previous estimates provide the following upper bound to the mean square error in (33)-(35):
∆η,rh,n(ρˆα) ≤ ∆ , ∆ =
r2
nh
e2γ/h
2
∆1(γ) + e
−βr2 ∆2(β) + e−β/h
2
∆3(β) , (51)
where ∆1,2,3 do not depend on h, r and n and ∆1(γ) =
√
pi/(16pi2
√
γ) is the leading order term in (40). By
setting the derivatives with respect to r and h of the right hand side equal to 0, one finds
2γ
h2
+ βr2 = log n + log
(
βh
∆2(β)
∆1(γ)
)
(52)
2γ + β
h2
= log n + log
(
2βh
r2(h2 + 4γ)
∆3(β)
∆1(γ)
)
. (53)
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Whenever β is such that the arguments of the logarithms are much smaller than the number of data n, to leading
order in n the upper bound to the mean square deviation is minimised by
r =
1
h
=
√
log n
β + 2γ
. (54)
The range of possible values of β is 0 ≤ β ≤ 1/4. However, the upper bound ∆ becomes loose when β → 1/4 and
β → 0. In the first case, it is the quantity ∆3(β) which diverges, in the second one, it is the variance contribution
which diverges as the logarithm of the number of data. It thus follows that the range of values β ∈ [β0, β1] where
the numerical errors ∆η,rh,n(ρˆα) are comparable with their upper bounds ∆ is roughly between β0 = 0.04 and
β1 = 0.10 for η = 0.45 as indicated by the following Figure 4.
Figure 4: Upper bound reconstruction error ∆ as a function of the parameter β. Two efficiencies η are considered.
References
[1] K. Vogel, H. Risken, “Determination of quasiprobability distributions in terms of probability distributions
for the rotated quadrature phase," Phys.Rev. A 40, 2847 (1989)
[2] Smithey, D. T. and Beck, M. and Raymer, M. G. and Faridani, A., “Measurement of the Wigner distribution
and the density matrix of a light mode using optical homodyne tomography: Application to squeezed states
and the vacuum," Phys. Rev. Lett. 70, 1244 (1993)
[3] D.-K. Welsch, W. Vogel and T. Opatrny, “Homodyne Detection and Quantum-State Reconstruction,"
Progress in Optics 39, 63 (1999)
[4] A. Zavatta, S. Viciani and M. Bellini, “Non-classical field characterization by high-frequency, time-domain
quantum homodyne tomography," Laser Phys. Lett. 3, 3 (2006)
[5] G. A. Garrett, A. G. Rojo, A. K. Sood, J. F. Whitaker and R. Merlin, “Vacuum Squeezing of Solids:
Macroscopic Quantum States Driven by Light Pulses," Science 275, 5306 (1997)
[6] M. Dabbicco, A. M. Fox, G. von Plessen, and J. F. Ryan, “Role of χ(3) anisotropy in the generation of
squeezed light in semiconductors," Phys. Rev. B 53, 4479 (1996)
[7] N. B. Grosse, N. Owschimikow, R. Aust, B. Lingnau, A. Koltchanov, M. Kolarczik, K. Lüdge, and U.
Woggon, “Pump-probe quantum state tomography in a semiconductor optical amplifier," Opt. Express 22,
32520 (2014)
[8] M. Esposito, F. Benatti, R. Floreanini, S. Olivares, F. Randi, K. Titimbo, M. Pividori, F. Novelli, F.
Cilento, F. Parmigiani, and D. Fausti, “Pulsed homodyne Gaussian quantum tomography with low detection
efficiency ", New J. Phys., 16, 043004 (2014).
[9] C. Butucea, M. Guta and L. Artiles, “Minimax and adaptive estimation of the Wigner function in quantum
homodyne tomography with noisy data", Ann. Stat. 35, 465 (2007)
10
[10] J.-M. Aubry, C. Butucea and K. Meziani, “State estimation in quantum homodyne tomography with noisy
data", Inv. Problems, 25, 015003 (2009)
[11] K. Lounici, K. Merziani, G. Peyrè, “Minimax and adaptive estimation of the Wigner function in quantum
homodyne tomography with noisy data,”arXiv:1506.06941v1
[12] G.M. D’Ariano, U. Leonhardt and H. Paul, “Homodyne detection of the density matrix of the radiation
field", Phys. Rev. A 52, R1801 (1995)
[13] T. Kiss, U. Herzog and U. Leonhardt, “Compensation of losses in photodetection and in quantum-state
measurements", Phys. Rev. A 52, 2433 (1995)
[14] U. Herzog, “Loss-error compensation in quantum-state measurements and the solution of the time-reversed
damping equation", Phys. Rev. A 53, 1245 (1996)
[15] G.M. D’Ariano and C. Macchiavello, “Loss-error compensation in quantum-state measurements", Phys. Rev.
A 57, 3131 (1998)
[16] T. Kiss, U. Herzog and U. Leonhardt, “Reply to “Loss-error compensation in quantum-state measurements”",
Phys. Rev. A 57, 3134 (1998)
[17] Th. Richter, “Realistic pattern functions for optical homodyne tomography and determination of specific
expectation values", Phys. Rev. A 61, 063819 (2000)
[18] G.M. D’Ariano, M.G.A. Paris and M.F. Sacchi, “Quantum Tomography", Adv. Imag. Electr. Phys. 128,
205 (2003)
[19] A.I. Lvovsky and M.G. Raymer, “Continuous-variable optical quantum-state tomography", Rev. Mod. Phys.
81, 299 (2009)
[20] A. Ferraro, S. Olivares and M.G.A. Paris, Gaussian states in quantum information (Bibiopolis, Napoli,
2005)
11
