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In this paper, we formulate and quantitatively examine the effect of dissipation on topological
systems. We use a specific model of Kitaev quantum wire with an onsite Ohmic dissipation, and
perform a numerically exact quantum Monte Carlo simulation to investigate this interacting open
quantum system with a strong system-bath (SB) coupling beyond the scope of Born-Markovian
approximation. We concentrate on the effect of dissipation on the topological features of the system
(e.g. the Majorana edge mode) at zero temperature, and find that even though the topological
phase is robust against weak SB couplings as it is supposed to be, it will eventually be destroyed by
sufficiently strong dissipations via either a continuous quantum phase transition or a crossover de-
pending on the symmetry of the system. The dissipation-driven quantum criticality is also discussed.
In addition, using the framework of Abelian bosonization, we provide an analytical description of
the interplay between pairing, dissipation and interaction in our model.
PACS numbers: 05.30.Rt, 03.65.Yz, 71.10.Pm, 02.70.Ss
Introduction: Topological quantum phases of matter
are among the most notable phenomena in condensed
matter physics[1]. Instead of being classified by symme-
tries and their spontaneous breaking, topological phases
of matters are identified by nonlocal topological orders
that are immune to local perturbations[2]. The intrin-
sic stability of the topological features in the underlying
systems makes them a promising platform for quantum
computation and information processing[3]. One of the
major obstacles for the realization of a practical quan-
tum computer is that quantum systems are inevitably
coupled to their surroundings, which gives rise to dissipa-
tion and decoherence that is detrimental to the quantum
coherence[4]. Since coupling to the environment tends to
drive a quantum system to be classical, while topologi-
cal phases are quantum in nature, it is natural to expect
that sufficiently large bath-induced dissipation and de-
coherence will eventually destroy the topological phases
is spite of their robustness against small perturbations.
The question is: How large? And whether the system
experiences a crossover or a phase transition during this
process? Understanding a topological system immersed
in an environment is not only of fundamental interest
of topology physics itself, but also of immense practical
significance in quantum simulation and information pro-
cessing; and hence deserves quantitative studies rather
than qualitative arguments.
Formulating and quantitatively examining the problem
poses multiple challenges: the first one is properly dealing
with the environment. Most researchers follow the quan-
tum optics strategy[5] of tracing out the bath degrees of
freedom and deriving a Born−Markov master equation
for the open quantum systems with a weak system-bath
(SB) coupled to a Markovian environment[6–9]. This
strategy doesn’t apply to our case where the SB cou-
plings are intrinsically strong[10, 11] and the environ-
ment in solid-state devices generally is non-Markovian
(e.g. phonon-coupling). Secondly, topological phases are
usually formulated in terms of pure (ground) state, while
open quantum systems are in general described by mixed
states. Generalization of topological phases to mixed
states is a non-trivial problem and a variety of theoretical
efforts have been employed[12–17], while most of them fo-
cus on non-interacting systems and only a few are known
for the interacting cases[18, 19]. This immediately leads
to the third challenge: an open system with strong SB
coupling is usually a genuine interacting system, even
though the system Hamiltonian itself is noninteracting
(e.g. a topological insulator), since the bath may in-
duce effective interactions between the system particles
(e.g. the attractive interactions in superconductors). Un-
derstanding the topological phases in interacting quan-
tum systems is challenging, what further complicates the
problem is that the environment-mediated interactions
are usually time-delayed if the bath is non-Markovian,
while few numerical methods currently used in strongly
correlated physics can be applied to the systems with re-
tarded interactions. In summary, we are in face of a topo-
logical quantum many-body system strongly coupled to a
non-Markovian bath, which alters the interactions within
the system to be time-delayed.
In this paper, we investigate the fate of a topological
phase in the presence of a strong dissipation by perform-
ing a numerically exact Quantum Monte Carlo(QMC)
simulation as well as an analysis using Abelian bosoniza-
tion method. We model our system Hamiltonian as a
Kitaev wire composed of spinless fermions[20], a proto-
typical example to illustrate nontrivial topology and edge
state in one-dimensional(1D) lattice geometry, while the
environment is modeled by sets of harmonic oscillators
with Ohmic spectrum following Caldeira-Leggett’s semi-
nal work[21–24]. The fermions in the Kitaev wire couple
2to the bath via their density operators. The key outcome
of this paper is that, except for a special point, the sys-
tem experiences a continuous quantum phase transition
(QPT) from a topological nontrivial phase to a strongly
dissipative phase with increasing dissipation. The fate of
Majorana fermions in the presence of dissipation has also
been investigated.
Model and method – The Hamiltonian of a dissipative
system contains three parts and is expressed as Htot =
Hs +Hb +Hsb. Hs is the system Hamiltonian chosen as
a Kitaev wire and is given as follows:
Hs =
∑
〈ij〉
{−J(c†icj+c†jci)−∆(c†i c†j+cjci)}−µ
∑
i
ni, (1)
where ci (c
†
i ) are the annihilation (creation) operators of
spinless fermions at site i, J (∆) denotes the hopping
(pairing) amplitude between nearest neighboring sites
and µ the chemical potential. Without loss of gener-
ality, we choose ∆ = J in the following. On each site i,
a fermion additionally couples to a local bath (modeled
by a set of harmonic oscillators) via its density opera-
tor ni. The Hamiltonians describing each local bath and
system-bath coupling read as follows:
Hb =
∑
i,k
P 2ik
2mk
+
1
2
mkω
2
kX
2
ik, (2)
Hsb =
∑
i,k
[
λk√
2mkωk
(ni − 1
2
)Xik], (3)
where Xik (Pik) denotes the coordinate(momentum) op-
erator of the bath harmonic oscillator with modes ωk on
site i. The baths around different system sites are inde-
pendent of each other, but are characterized by the same
Ohmic spectral function: J(ω) = π
∑
k
λ2k
2mkωk
δ(ω−ωk) =
παω for 0 < ω < ωD and J(ω) = 0 otherwise. ωD is a
hard frequency cutoff chosen as ωD = 10J and α is the
dissipation strength.
Integrating out the bath degrees of freedom leads to a
retarded interaction term in imaginary time. The total
system (system+bath) is assumed to be in thermal equi-
librium at temperature T = 1/β, thus the partition func-
tion of the total system takes the form Z = Tre−βHtot =
ZB × Trsρs where ZB is the partition function for the
free bosons of the bath, ρs is the reduced density matrix
of the system and take the form given below
ρs = e
−βHs+
∫
β
0
dτ
∫
β
0
dτ ′
∑
i
(ni(τ)− 12 )D(τ−τ ′)(ni(τ ′)− 12 ).
(4)
The effect of dissipation is encapsulated in the onsite re-
tarded interaction in Eq.(4) characterized by the site-
independent kernel function of the Ohmic spectrum [25]
D(τ) =
∫∞
0 dω
J(ω)
pi
cosh(ωβ
2
−ω|τ |)
sinh( βω
2
)
. In the limit of T = 0
and τ ≫ τc = 2π/ωD, D(τ) ∼ 1/τ2. The reason for
the choice of the factor 12 in Eq.(3) is that we wish
the bath effect to be purely dynamical, such that the
equal-time component of the retarded interactions in
Eq.(4) contribute constants to the system Hamiltonian
[(ni − 12 )2 = 14 ]; thus the bath does not renormalize
the Hamiltonian parameters in the system. Experimen-
tally, in the hybrid nanowires, the Ohmic dissipation
can be realized via an electrostatic coupling of quantum
wire to metallic gates/films[26], while in the ultracold
atomic setup, a three dimensional Fermi sea can be con-
sidered as a microscopic realization of such an Ohmic
environment[27].
Owing to the retarded interactions in Eq.(4), our
model is a genuine interacting system even though the
system Hamiltonian.(1) itself is quadratic. The first step
we take to solve this model is performing the Jordan-
Wigner transformation(JWT) to map the Kitaev model
into a transverse Ising (TI) model: Hs = −J
∑
i σ
x
i σ
x
i+1−
µ
2
∑
i σ
z
i (σi the Pauli matrices). This enables us to study
this model via QMC simulations with the worm algo-
rithm [28] even in the presence of retarded interaction(see
the Suppl. Mat. [29]), which is invariant under JWT
(with ni − 12 replaced by 12σzi ). Compared to the stan-
dard worm QMC algorithm [30], the only difference here
is the calculation of the integrals resulting from the re-
tardation and including them into the QMC acceptance
ratio during the updates of the samplings[31]. For some
special quantum models with exact higher dimensional
classical mapping, the dissipation can be studied by clas-
sical QMC simulations [32–36]. Recently, lattice systems
with retarded interaction in imaginary time have also
been studied by determinant QMC[37, 38] and directed-
Loop QMC algorithm[39]. We focus on the ground state
(T = 0) of the total system. In our QMC simulations, the
inverse temperature is scaled as β = L, corresponding to
a dynamical critical exponent z = 1, which is indeed the
case in the QPT in the dissipationless TI model. The
periodic boundary condition (PBC) in our simulations
corresponds to PBC/anti-PBC in the Kitaev wire de-
pending on the odd/even parity of the particle number.
Our model preserves the parity of the particle number
of fermions even in the presence of dissipation, which
allows us to restrict our measurement in the even par-
ity subspace, which corresponds to ground state of finite
system.
Phase diagram and dissipation-driven quantum criti-
cality: For the dissipationless case(α = 0), it is well
known that the ground state of Hamiltonian.(1) expe-
riences a QPT from a topological nontrivial phase to a
trivial one at µ = 2J . In the following, we will focus on
the topological non-trival phase (e.g. µ = J) and investi-
gate its fate with increasing dissipation. Since the QMC
with worm update only apply for bosonic or spin systems,
what we actually simulate is a TI model with retarded
interaction and use its phase diagram to interpret that of
the dissipative Kitaev model. Since both the JWT and
Gaussian integral are exact, these two models are exactly
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FIG. 1: (a) Finite size scaling of the structure factor with different α; (b) correlation length normalized by the size L as a
function of α; (c) phase diagram of the dissipative Kitaev model (or the equivalent dissipative TI model), the inset shows that
for small µ the phase boundary satisfies the relations αc ∼ lnµ, as predicted by the perturbation theory; (d)finite size scaling
of the correlation length with different α values near the critical point µc = 2J of the dissipationless TI model; (the inset shows
the correlation length as a function of 1/α at µc = 2J) (e) dissipation(α) dependence of the correlation function between the
Majorana fermions at the two ends of the chain; (f) RG flow diagram for ∆˜(ℓ) and α˜(ℓ) with an initial K0 = 0.501, the dashed
blue line satisfies dK(ℓ)
dℓ
= 0 (e.g. condition 2π∆˜2 = K2α˜). [µ = J for (a),(b) and (e)] and β = L .
equivalent, and thus share the same phase diagram.
We first fix the value of µ = J and increase α. Un-
der the JWT, the topological phase in the Kitaev model
can be mapped onto a magnetically ordered phase with
spontaneous Z2 symmetry breaking; therefore, we use the
long-range correlation functions 〈σxi σxj 〉 and their Fourier
components S(Q) = 1L2
∑
ij e
iQ(i−j)〈σxi σxj 〉 (structure
factor) to identify the QPT induced by dissipation.
We define m =
√
S(Q = 0) as the order parameter of
the magnetic ordering phase, which extrapolates to its
ground state value m0 as L = β → ∞ in finite size scal-
ing. As shown in Fig.1(a), for small α, m0 is finite, while
it vanishes in the presence of large dissipation. This
dissipation-driven QPT can be further verified by the
correlation length ξ, which can be calculated from the
structure factors S(Q) at Q = 0 and Q = 2π/L[40]. The
normalized correlation length ξ/L as a function of α for
different system sizes has been plotted in Fig.1 (b), where
we can find a crossing point, indicating a scaling invari-
ant quantum critical point (QCP). As shown in Fig.1 (c),
there are two distinct phases in the phase diagram of this
model: a ferromagnetic phase (or topological phase in the
fermonic language) and a paramagnetic phase.
More details about the dissipation-driven QPT can
be found by comparing the role of dissipation with that
of temperature(T), since both of them tend to suppress
quantum fluctuations. It is well known that the TI model
is a prototype model to illustrate quantum critical mat-
ter, whose properties are determined by the QCPs even
at a finite temperature[41–43]. The question is what hap-
pens if the finite T is replaced by dissipation? (near the
QPC, we increase dissipation but fix the temperature of
the total system to be zero). To study this problem,
we focus on the QCP of the dissipationless TI model at
µ = 2J , and calculate the dependence of the spatial cor-
relation length (ξ) on α in the case of weak dissipation.
4As shown in the inset of Fig.1 (d), ξ is proportional to
1/α for weak dissipation, similar as the temperature de-
pendence of ξ in quantum critical regime at finite T[44].
Therefore, the dissipation plays a similar role as temper-
ature near the QCP, while a qualitative difference is that
in 1D, the long-range magnetic order is fragile at any
finite T, but robust against small dissipation.
Crossover at µ = 0: a symmetry protected topologi-
cal phase; In the α − µ phase diagram, the line µ = 0
is special as the total Hamiltonian Htot with µ = 0 pos-
sesses extra symmetries besides the parity symmetry (e.g.
[Sˆ, Htot] = 0 with Sˆ =
∏
i σ
z
i ). At µ = 0, at each
site i, Htot is invariant under a combined transforma-
tion defined as Pˆi = σˆxi ⊗k Pˆik, where Pˆik is the inversion
operator for the kth mode harmonic oscillator at site i:
Pˆ−1ik XikPˆik = −Xik. It is easy to check that each Pˆi
commutes with Htot ([Pˆi, Htot] = 0), indicating infinite
number of conserved quantities. Even though both Pˆi
and Sˆ commute withHtot, they don’t commute with each
other [Sˆ, Pˆi] 6= 0, which indicates that all the eigenstates
are at least doubly degenerate. In Josephson junction
arrays[45, 46] and trapped ions[47], similar degenerate
states with noncommutative conserved quantities have
been proposed to be used to construct topologically sta-
ble qubits that are robust against decoherence. In our
model, these extra symmetries and degeneracies at µ = 0
will give rise to remarkable consequences, as we will show
in the following.
We focus on the strongly dissipative limit, and perform
a perturbation analysis of the total Hamiltonian Htot. In
the case of µ = J = 0, different lattice sites are decoupled
and for each site, the groundstate are doubly degenerate,
denoted as “dressed” spin states (|↑˜〉i and |↓˜〉i) satisfy-
ing the relation |↑˜〉i = Pˆi|↓˜〉i. In the strong dissipative
limit {J, µ} ≪ {λk, ωk}, one can consider the “system”
Hamiltonian Hs as perturbations, and derive an effective
Hamiltonian H˜ in the 2L-dimensional constraint Hilbert
spaces spanned by the {σ˜zi } eigenbasis of the “dressed”
spin (see the Suppl.Mat for details). In the 1st order
perturbation, the effective Hamiltonian can be written in
terms of the Pauli operators of the “dressed” spin σ˜i as:
H˜ =
∑
i[−J˜ σ˜xi σ˜xi+1 − µ˜2 σ˜zi ], where the effective coupling
is strongly suppressed by dissipation J˜ = ( aΩ)
αJ with Ω
and a the ultraviolet and infrared frequency cutoff of the
bath (see Suppl. Mat. [29]), while the chemical potential
is not µ˜ = µ. This perturbative results indicates that
at strongly dissipative limit, the phase boundary occurs
at αc ∼ − lnµ, which agrees with our numerical results.
Another prediction is the absence of quantum phase tran-
sition at µ = 0, indicating that at this point, dissipation
can not completely destroy the topological phase at zero
temperature. This robustness is related with the special
symmetries and infinite conserved quantities even in the
presence of dissipation, as we analyzed above.
Fate of Majorana edge mode in the presence of dis-
sipation: Up to now, our discussion was based on spin
models. Even though the long-range magnetic correla-
tions can be considered as an indicator of the topological
phase in the fermionic counterpart under JWT; they are
not directly physically observable in Kitaev model since
they involve nonlocal correlations of string operators in
terms of fermion operators. In general, a topological
phase is characterized by distinct integer values of topo-
logical invariant quantities. However, for an interacting
open quantum system as in our case, it is challenging to
define or calculate such a topological invariant quantity.
An alternative feature of a topological phase is the exis-
tence of robust zero modes localized at the edges, known
as Majorana edge mode in the Kitaev model. The exis-
tence of Majorana mode is characterized by the nonva-
nishing correlations between the Majorana fermions de-
fined at two ends of the 1D lattice with open boundary
condition: M = −i〈γ1γ2L〉 with γ2i−1 = ci + c†i and
γ2i = i(c
†
i − ci) the Majorana fermion operators.
Understanding the effect of the environment on Majo-
rana fermions is crucial and of practical significance for
current experiments in solid-state devices[48–54]. A vari-
ety of theoretical methods have been employed to study
this problem under various approximations[55–60], most
of which focus on the dynamical aspect of the environ-
ment, modeled by classical noise that heat the system and
destroys the topology via a crossover. Here, we focus on
the other aspect, dissipation, of environment, which is
relevant for the low-temperature steady state properties.
Recently, the effect of dissipation on the tunneling of Ma-
jorana fermion has been discussed analytically[61]. Here,
We calculate the quantity 〈γ1γ2L〉 and use it to charac-
terize the topological phase and Majorana edge mode in
our dissipative Kitaev model. In our QMC simulations
this quantity can be expressed in terms of the spin op-
erators M = −i〈γ1γ2L〉 = 〈σx1σxL
∏L
i=1 σ
z
i 〉. The QMC
measurement is restricted to the even parity subspace.
M as a function of α for different system sizes is shown
in Fig.1 (e), which reveals that M vanishes at a critical
αc, whose value agrees with the QCP identified by the
correlation lengths. In summary, the fate of Majorana
edge modes in the presence of dissipation indicates that
it will drive a topological nontrivial phase into a trivial
one without Majorana edge mode via a continuous QPT.
Bosonization analysis: To get a better understand-
ing of the dissipation-driven QPT, we first consider
the continuum limit and use the bosonization tech-
nique to analyze the effective field theory of our model.
Following the standard bosonization procedures[62],
the spinless fermion operator can be decomposed as
ψ(x) = e−ikFxψL(x)+ eikF xψR(x), where the right(left)-
moving operator ψL(R)(x) can be expressed in terms
bosonic operators φ(x) and θ(x) as: ψR/L(x) =
Ur√
2pia
e∓iφ(x)+iθ(x) where Ur is the Klein factor and a
is the short distance cutoff. The density operator of
5the fermions can be expressed as ρ(x) = − 1pi∇φ(x) +
1
2piα [e
2i(kF x−φ(x)) + h.c.] with φ(x) and θ(x) satisfying
the relation [φ(x),∇θ(x′)] = iπδ(x− x′).
In the continuum limit, the system Hamiltonian can be
considered as a 1D superconductor with p-wave pairing,
which can be expressed in terms of φ(x) and θ(x):[63].
Hs =
∫
dx
{ v
2π
[
1
K
(∂xφ)
2+K(∂xθ)
2]+∆˜ρ0 sin(2θ)
}
(5)
where K is the Luttinger parameter, v is the sound ve-
locity, and ∆˜ is a dimensionless parameter characterizing
the strength of the p-wave pairing. We focus on the in-
commensurate filling case which allows us to ignore the
spatially fast oscillating terms. The effective action de-
scribing the retarded interaction induced by dissipation
can also be expressed in the bosonization language[26]:
Sret = − α˜
a0
∫
dx
∫
dτdτ ′
cos 2[φ(x, τ) − φ(x, τ ′)]
(τ − τ ′)2 . (6)
where the dimensionless parameter α˜ is proportional to
the dissipation strength. Again, we ignore the higher
order irrelevant terms such as
∫
dqdω|ω|q2|φ(q, ω)|2. As a
consequence, the effective action of the dissipative Kitaev
model can be written as below.
Seff =
∫ β
0
dτ [
∫
dx
1
iπ
θ˙∂xφ+Hs(τ)] + Sret (7)
To study the interplay between the dissipation and
p-wave pairing, we perform the standard perturbative
renormalization group(RG) procedure to analyze the
RG-flow of the parameters α˜, ∆˜, v and K , and their
flow equations read (see the Suppl. Mat. [29] for detailed
derivations):
d∆˜(ℓ)
dℓ
= [2− 1
K(ℓ)
]∆˜(ℓ),
dα˜(ℓ)
dℓ
= [1− 2K(ℓ)]α˜(ℓ)
dv (ℓ)
dℓ
= −2πK (ℓ) v (ℓ) α˜ (ℓ) ,
dK (ℓ)
dℓ
= 4π2∆˜2 (ℓ)− 2πK2 (ℓ) α˜ (ℓ) . (8)
The main results of our model can be illustrated by the
flow equations Eq.(8), from which we can find a phase
transition point at Kc = 1/2. For K(ℓ) > Kc, ∆˜(ℓ)
flows to the strong coupling limit while α˜(ℓ) goes to zero.
∆˜(ℓ) couples to the sin 2θ terms in the Hamiltonian(5);
once it become relevant the field θ becomes pinned to
one of the two degenerate energy minima of the poten-
tial: θ = −π/4 or 3π/4, indicating a spontaneous Z2
symmetry breaking observed in our QMC simulations
for small α. For K(ℓ) < Kc, the dissipation is rele-
vant while the effect of the pairing is suppressed in the
RG sense, therefore this phase can be understood as a
dissipative Luttinger liquid which has been investigated
analytically [26, 27, 64] and numerically[31]. The inter-
twined effects between the dissipation and pairing can
be found from the RG flow equations of K and v, from
which we can find that the velocity is only renormalized
by dissipation, since it essentially breaks the Lorentz in-
variance of the Luttinger Liquid term. Dissipation makes
the plasmon velocity becomes slower, similar effect has
been discussed in the Coulomb drag [26, 65]. By solving
the RG flow equations, we plot the RG flow diagram as
shown in Fig.1 (f), which shows the diverging RG flows
of the dissipation and pairing parameters in the different
regions of the phase space.
Experimental realizations and parameters: Our results
may be relevant with current experiments of topologi-
cal superfluid and Majorana fermions in both solid state
and ultracold atomic setups. In most cases of solid state
experiments, the strength of dissipation is difficult to
be controlled and tuned, so as an experimental real-
ization of the dissipative Kitaev model, we follow the
implementation of a topological superfluid proposed by
Nascimbene [66], and estimate the relevant parameters
in corresponding ultracold atomic setups. As proposed
in Ref. [66], the 1D Kitaev model can be realized by
loading 1D gas of fermionic atoms (e.g.161Dy) into a
spin-dependent optical superlattice immersed in an envi-
ronment composed of a two-dimensional(2D) condensate
of Feshbach molecules. In an optical lattice with wave-
length λ = 530nm and the lattice depth along x-direction
Vx = 5Er (Er =
h2
2mλ2 = 4.38(2π) kHz is the recoil en-
ergy in this setup), by tuning the scattering length of the
fermions and the density of the 2D molecules, one can re-
alize the Kitaev model with parameters J ∼ ∆ ≈ 0.1Er,
which corresponds to an energy of kB × 21nK. The 2D
condensate of Feshbach molecules induces the attrac-
tive interactions between the 1D fermions, the static or
momentum-dependent part of this bath-induced interac-
tion gives rise to an p-wave pairing, while the dynami-
cal or frequency-dependent part plays a role of quantum
dissipation. It has been shown that the quantum envi-
ronment composed of Bogoliubov quasiparticles in a 2D
condensate can give rise to Ohmic dissipation[67]. By
tuning the scattering length between the fermions and
molecules, one can realize a dissipation strength α com-
parable with ∆ and J . One of the major challenges in the
experimental implementation is the finite temperature ef-
fect: to observe the dissipation-induced phase transition,
the temperature needs to be lower than 20nK, still be-
low the current experimental limit of the cold fermionic
systems.
Conclusion and outlook: In summary, we have studied
the effect of dissipation on topological quantum phases
by considering a specific model of Kitaev quantum wire
with onsite Ohmic dissipation and found that the topo-
logical phase in this model will eventually be destroyed
via either a continuous QPT or a crossover depends on
6the symmetry of the system. Some avenues for further
investigations can be suggested. The first and most im-
portant question is the generality of the above results,
whether it applies to other topological models with dif-
ferent kind of dissipation. An important feature of our
model is that a system particle interacts with the bath via
its density operators, this dissipation process preserves
the total number (also the parity) of the particles in the
system. We expect that our results hold for this type
of symmetry-protected dissipation, while for other dis-
sipation mechanisms (e.g. the particle loss) that break
these symmetries, the conclusion may be different. This
point needs to be verified numerically, which requires new
methods and models[68]. Another important ingredient
still missing is a proper definition of a topological in-
variant (an integer number) for these interacting open
quantum systems, which may provide more direct ev-
idence of the topological phases and topological QPT
compared to the existence of edge modes. This topolog-
ical number needs not only to be well-defined, but also
computable in our practical numerical simulations. Last
but not the least, our work also rises an interesting ques-
tion that whether non-trivial topological properties could
only exist in a subsystem of reduced dimensionality spa-
tially embedded in a larger non-topological system with
an inhomogeneous Hamiltonian, if so, how to identify this
subsystem topological phases and what distinguish them
from the conventional topological matters?
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