The goal of this paper is to analyze control properties of the parabolic equation with variable coefficients in the principal part and with a singular inverse-square potential:
Introduction and main results
The purpose of this work is to establish null control for linear heat equations with variable coefficients in the principal part and with singular potentials. We are interested in the socalled inverse square potential of the form −µ/|x| 2 which arises, for example, in combustion theory [5, 4, 7, 18] and quantum mechanics [3, 8, 26] .
Let n ≥ 3 and consider a bounded domain Ω ⊂ R n which satisfies 0 ∈ Ω and the boundary ∂Ω ∈ C 2 . ω ⊂ Ω is a non-empty open set which can be fixed arbitrarily.
We are interested in the control and stabilization properties of the following system      ∂ t u(x, t) + Lu(x, t) = f (x, t), (x, t) ∈ Ω T , u(x, t) = 0, (x, t) ∈ Σ T , u(x, 0) = u 0 (x),
x ∈ Ω.
(1.1)
Here,
Lu(x, t) = −div(p(x)∇u(x, t)) − µ |x| 2 u(x, t), (
2)
x = (x 1 , . . . , x n ) ∈ Ω ⊆ R n , ∂ t = ∂ ∂t , ∂ j = ∂ ∂xj , j = 1, . . . , n, ∇ = (∂ 1 , . . . , ∂ n ). µ is a real constant, u 0 ∈ L 2 (Ω), and
Assume that
for some constants 0 < p 1 ≤ p 2 and 0 ≤ p 3 . f ∈ L 2 ((0, T ); H −1 (Ω)) is the control that we assume to be null in Ω\ω, that is ∀θ ∈ D(Ω\ω), θf = 0 in L 2 ((0, T ); H −1 (Ω)).
(1.5)
First of all, let us briefly mention that the Cauchy problem with such singular potential −µ/|x| 2 is not straightforward. Indeed, Goidstein and Zhang [16] proved that the existence and nonexistence of positive solutions to (1.1) is largely determined by the size of the infimum of the spectrum of the symmetric operator with more general singular potentials V : L = − n i,j=1 ∂ j (a ij (x)∂ i u(x, t)) − V (x)u(x, t), and 0 ≤ V ∈ L 1 loc (Ω). Here, {a ij } 1≤i≤j≤n satisfy a ij = a ji and the uniform ellipticity. Actually, this problem is also strongly related to the Hardy inequality: 6) where µ * µ * (n) = (n − 2) 2 /4 is the optimal constant. Using the principle of Duhamel and the direct applications of Theorem 1.1 (iii) in [16] , (1.4) , and (1.6), respectively, we can obtain: if 0 ≤ µ ≤ p 1 µ * , the system (1.1) has a unique nonnegative solution u(·, t) ∈ W 1,2 loc (Ω) for any 0 ≤ u 0 ∈ L 2 (Ω), and f (·, t) ∈ L 2 (Ω) for all t ∈ (0, T ). The first work about the existence and nonexistence of positive solutions to (1.1) with p(x) = 1 was discovered by Baras and Goldstein [2] in 1984. It was proved that if 0 ≤ µ ≤ µ * and if the initial data u 0 is positive, it has a global weak solution , and if µ > µ * , it has no solution if u 0 > 0 and f ≥ 0, even locally in time. The proof in [2] relies on Hardy's inequality and scaling properties of the heat equation in R n and, [2] does not give relevant results about parabolic equations with variable coefficients in the principal part. In 1999, the case V ∈ L 1 loc (Ω) was settled by Cabré Xavier and Martel Yvan ( [6] ). The proof in [6] involves nice and delicate computations using the special structure of ∆ and the smoothness of the boundary. In 2003, using an extension of the method in [6] , Goidstein and Zhang [16] extended the existence and blow up result by Baras and Goldstein [2] to parabolic equations with variable leading coefficients under almost optimal conditions on the singular potentials. In fact, the proof of [16] is greatly influenced by the ideals of [6] and the Harnack chin arguments of [17] . Moreover, the condition of [16] on the singular potential allows new nonradial singularities such as µ(x)/|x| 2 with µ(x) being an unbounded function and potentials with nonpointwise singularities such as c/d(x, ∂Ω) 2 .
Null-Controllability problem:
Notice that for ∀0 ≤ µ ≤ p 1 µ * , we only need to consider the case 0 / ∈ ω. In fact, for the case 0 ∈ ω, the stabilization property of (1.1) is always holds for all µ (see Section 5) .
A special controllability issue was already discussed under the assumption 0 ≤ µ ≤ µ * when p(x) = 1 in the recent work [28] , in the special case where ω contains an annulus centered in the singularity. The authors of [28] need this assumption since their proof strongly uses a decomposition in spherical harmonics which allows to reduce the problem to the study of 1-d singular equations. Later on, [9] proved that we can actually remove this assumption. It extended the 1-d Carleman estimates to the N-d case and deduced a null controllability result for a control supported in any non-empty subset ω, still provided that 0 ≤ µ ≤ µ * . Actually, the proof of current paper is greatly influenced by the ideals of [9] and the inverse source problems of [19] with shaper Carleman estimates.
In this article we proposed a study of a parabolic equation with variable coefficients in the principal part, from a control point of view, in the case µ < (p 2 1 /p 2 )µ * (n), and the case µ > p 2 µ * . When 0 ≤ µ < (p 2 1 /p 2 )µ * (n), we have addressed the null-controllability problem for a distributed control in an arbitrary open subset of Ω (see Section 2). When µ > p 2 µ * , we have shown that we cannot uniformly stabilize regularized approximations of system (1.1) with a control supported in ω when 0 / ∈ ω (see Section 4). Now state the main result:
Given any non-empty open set
(1.8)
Following the by now classical HUM method ( [23] ), the controllability property is equivalent to an observability inequality for the adjoint system
(1.9)
More precisely, when 0 ≤ µ < p2 µ * , we need to prove that there exists a constant C such that for all y T ∈ L 2 (Ω), the solution of (1.9) satisfies
In order to prove (1.10), we will use a particular Carleman estimate, which is by now a classical technique in control theory, see for instance [1, 12, 13, 14] . Indeed, the Carleman estimate we will derive later implies that for any solution y of (1.9)
which directly implies inequality (1.10) since t → y(t, ·)
is increasing by the Hardy inequality (1.6). In fact, when µ ≤ p 1 µ * , multiplying (1.9) by y, one obtains
(1.12)
The Carleman estimate derived here is inspired by the works [6, 25] on 1-d degenerate heat equations, the recent paper [28] which is inspired from the methods and results in [6, 25] to obtain radial estimates. As in [6, 10, 25, 28] , the major difficulty is to choose a special weight function appearing in the Carleman estimate. We adapt the same weight function with [9, 19, 28] . This paper is organized as follows. In Section 2, we show the sharp Carleman estimate. In Section 3.1, we give the proof of the Carleman estimate. In Section 3.2, we give some proofs of technical lemmas. In Section 4, we will prove that we cannot stabilize system (1.1) when µ > p 2 µ * and 0 / ∈ ω. In Section 5, we give some conclusions of this paper and point out that we can stabilize system (1.1) when 0 ∈ ω, for all µ.
2 Null Controllability when 0 ≤ µ < p2 µ * , we can take r is a fixed small positive constant which satisfies:
Denote B r B(0, r), B r B(0, r).
Carleman Estimate
As said in the introduction, the main tool we use to address the observability inequality (1.11) is a Carleman estimate. However, since it is based on tedious computations, we postpone the proofs of several technical lemmas to Section 3. The major problem when designing a Carleman estimate is the choice of a smooth weight function σ, which is in general assumed to be positive, and to blow up as t goes to zero and as t goes to T. That is:
We propose the weight
where s and λ are positive parameters aimed at being large, and ψ is a smooth function satisfying 5) and there exists an open set ω 0 and δ > 0 such that
The existence of such function ψ is not straightforward but can be easily deduced from the construction given in [10] . Finally, θ is taken as [19, 28] , in the following form:
with k 0 > 0 to be chosen. Indeed, this is the key point that lead a shaper Carleman estimate.
Note that the weight function σ defined by (2.4) indeed satisfies (2.3) and is smooth when λ is large enough.
To simplify notations, let us denote by φ the function
and denote
We are now in position to state the Carleman estimate.
p2 µ * . Let γ be given such that 0 < γ < 2. Let σ, θ, ψ and φ be defined as above with
There exist some positive constants
Here w satisfies:
The proof of Theorem 2.1 is given in Section 3.
From the Caleman estimate to the Observability inequality
In this Subsection, we explain why the Carleman estimate (2.9) implies the observability inequality (1.11).
We apply Theorem to (1.9), so that we can fix λ > λ 0 and s > s 0 such that (2.9) holds with w = y and g(x, t) ≡ 0. These parameters now enter in the constant C:
Noting the existence of constants C such that
We see that, (2.11) implies (1.11).
3 Proof of Carleman Estimates: Proof of Theorem 2.1
Proof of Theorem 2.1
Now we prove Theorem 2.1.
3.1.a. Notations and Preliminary Computations.
We present the main ideals and steps of the proof of Theorem 2.1, using several technical lemmas, that are proved later in Subsection 3.2.
As usual in the proofs of Carleman inequalities, we define
which obviously satisfies
due to the assumptions (2.3) on σ. Then, plugging w = z exp(σ(x, t)) in the equation (2.10), we obtain that z satisfies
with the boundary condition
Following [9] , since r is a fixed number, we define a smooth positive radial function α(x) = α(|x|) such that
Setting the operators S and A are defined as below:
One easily deduces from (3.3) that
where · denotes the L 2 (Ω× (0, T )) norm and ·, · denotes the corresponding scalar product. Especially, the inequality
holds. Denote
Lemma 3.1. The following equality holds:
where ∂ ν = ν · ∇, ν = ν(x) = (ν 1 (x), . . . , ν n (x)) being the external unit normal vector on the boundary ∂Ω at x, and dS denotes the trace of the Lebesgue measure on ∂Ω.
For the proof, see Subsection 3.2.
3.1.b. First
Step: Lower Bound of the Quantity I. We will decompose the term I in (3.9) into several terms that we handle separately.
Here, we define I l as the sum of the integrals linear in σ which do not have any time derivative, I nl as the sum of the integrals involving non-linear terms in σ and without any time derivative, and I t as the terms involving the time derivatives in σ. I l , I nl , and I t are as in (3.10), ( 3.13), and (3.15) . About
we have the following estimate:
There exist some positive constants such that for λ > 0 large enough, we have:
where
The proof is given in Subsection 3.2. Note that the proof of Lemma 3.2 uses an improved form of the Hardy inequality (1.6), which can be found for instance in [24] , namely: Lemma 3.3. For all l ≥ 0 and for all 0 < γ < 2, there exists a positive constant
We then consider I nl .
Using (2.4), we shall prove in Subsection 3.2 that Lemma 3.4. For any λ > 0 large enough, there exists s 1 (λ) > 0 such that for s ≥ s 1 (λ),
We finally estimate I t .
We further add to I t the last two integrals appearing in (3.11) that we want to get rid of and define
In Subsection 3.2, we shall prove that Lemma 3.5. For any λ > 0 large enough, there exists s 0 (λ) ≥ s 1 (λ) such that for s ≥ s 0 (λ),
where C 2 is as in (3.11) , and C 7 , C 8 are as in (3.14) .
Noting (3.16) and applying (3.11), (3.14) and (3.17) in (3.9), we obtain a lower bound of I:
3.1.c. Second
Step: Estimate of the Time Derivative. Next, we proceed to the estimate of the time derivative of the solution. We recall that, by (3.6), we have
In order to estimate z t , we proceed separately in B r × (0, T ) and in Θ T . Firstly, we note that, ∀(x, t) ∈ Θ T , j, k = 1, ..., n,
Here and henceforth, all the constants C are positive and in dependent of s and λ. We will verify (3.20) in the appendix. For s ≥ 1 and λ > 0 large enough but independent of s, (3.19) and (3.20) yield
where C 0 and C 8 are constants appearing in (3.18), and · denotes as in Subsection 3.1.a. In B r × (0, T ), all the computations are explicit. For ∀λ ≥ 2, by Appendix, we have
Then, by (3.19) and (3.22), we deduce that
Finally, we get for s ≥ 1 and λ > 0 large enough but independent of s:
where C 2 is the constant appearing in (3.18).
3.1.d. Partial Conclusion: Estimates in z.
By (3.7), (3.8), (3.18), (3.21) and (3.23), we conclude that
where we used (3.7) in the last inequality.
3.1.e. Final Conclusion: Estimates in w.
To conclude the proof of Theorem 2.1, it now remains to undo the change of variable z = e −σ w and deduce from (3.24) the required estimate in terms of w. In fact, the proof is similar to Subsection V.1.e in [19] 27) which can be estimates by the right hand side of (3.24). Next we compute
Similarly to (V.19)-(V.21) in [19] , using the fact that |θ ′ | ≤ Cθ 1+1/k0 and Young inequality, taking k 0 = 1 + 2/γ and λ > 0 large enough but independent of s , we can obtain which can be estimated by the right hand side of (3.24). For (x, t) ∈ Θ, similarly to (V.18) in [19] , by φ ≥ 1, and k 0 > 1, we have Lemma 3.6. (Cacciopoli's Inequality). For σ, ψ, θ, k 0 and φ be defined as above in this paper, there exists a constant C > 0 (independent of 0 ≤ µ ≤ p 1 µ * (n) and of s and λ) such that for any λ > 0 large enough and for any s > 1, any solution w of (2.10) satisfies The proof of lemma 3.7 is similar to the proof of Lemma III.3 in [28] . For completeness, we will prove Lemma 3.7 in Subsection 3.2. Thus, using (3.31) and (3.32), we deduce (2.9).
This ends the proof of Theorem 2.1.
Proofs of Technical Lemmas
Here we present the proofs of the technical Lemmas stated in Subsection 3.1.
Proof of Lemma 3.1.
To make the computations easier, we define
and denote by I ij the scalar product S i , A j . We will compute each term using integration by parts and the boundary conditions (3.2) and (3.4). Thus,
Computation of I 11 : By (3.2) and (3.4), we have
Computation of I 12 : Note that, since z vanishes on the boundary, its gradient ∇z on the boundary is normal to the boundary, and therefore ∇z = ∂ ν z ν on Σ T , where ν denotes the unit outward normal vector on the boundary.
Computation of I 13 : Integrating by parts and using (3.4), we have
Computation of I 14 :
Computation of I 21 :
Computation of I 22 :
Computation of I 23 :
Computation of I 24 :
Computation of I 31 :
Computation of I 32 : Integrating by parts and using (3.4), we have
Computation of I 33 :
Computation of I 34 :
Computation of I 41 :
Computation of I 42 :
Computation of I 43 :
Computation of I 44 :
By these computations, we obtain (3.9) in Lemma 3.1.
Proof of Lemma 3.2.
We decompose I l as
where I l,1 and I l,2 are the terms in I l corresponding respectively in Θ T and in B r × (0, T ). First, let us compute I l,1 . By the appendix, we have
Besides, due to the particular choice of ψ, and especially (2.6), the boundedness of Θ, and (1.4), (3.5), one can obtain following estimates:
34)
Then for λ > 0 large enough, we have
Moreover, due to the properties (2.5) and (2.6)for λ > 0 large enough,, the sum of boundary terms in the RHS of (3.35) is positive. Indeed, from (2.5) and (2.6), for ∀(x, t) ∈ Σ T , ∇ψ · ν = −|∇ψ| ≤ −δ, φ = 1, and thus for λ large enough,
Thus,
Next, we compute I l,2 . In this case, using Appendix and the fact that α vanishes in B(0, r/2) by (3.5), for λ ≥ 4 large enough, all the computations are explicit:
Br ×(0,T )
Noting that r is a fixed number defined by (2.1), θ only depends on the time variable t and α is non-negative by (3.5), and using (1.4), we obtain that for λ > 2 large enough, there exists a constant C > 0 such that
Thus, from the Hardy improved inequality (3.12) with l = 1, one obtain, for ∀ 0 ≤ µ <
Then for λ > 0 large enough, one has
Here, C 1 = 2p
Hence, for λ > 0 large enough, combining (3.36) and (3.38) gives Lemma 3.2.
Proof of Lemma 3.4.
Similarly, we denote I nl = I nl,1 + I nl,2 , where I nl,1 and I nl,2 being the terms in I nl corresponding respectively in Θ T and in B r × (0, T ).
First, we compute I nl,1 similarly to [9, 10] . By Appendix, (2.5), (2.6) and (3.5), and Θ = Θ ∪ ω 0 , for λ > 2 and s > 0 large enough, one obtains
where,
Next, we compute I nl,2 .
I nl,2 = s
We can follow the proof of Lemma V.4 in [19] . Similarly to Section V.3 in [19] , by (1.2), we have
for some constant β > 0 , where
For any given λ > 0, we can choose β = β(λ) such that
Hence we deduce 1
for some constant C > 0. It followings that
For any λ > 0, there exists s 0 (λ) > s 1 (λ) such that for all s ≥ s 0 (λ), one has
Therefore we obtain the inequality stated in Lemma 3.5.
Proof of Lemma 3.7.
Let us recall that ω and ω 0 satisfy ω 0 ⊂⊂ ω and let us consider a smooth function Let ǫ 1 , ǫ 2 , ǫ 3 satisfy : p 1 = C 13 ǫ 1 + C 14 ǫ 2 + C 15 ǫ 3 , where p 1 is as in (1.4) . Therefore, by (3.43) and (3.44), for ∀µ ≤ p 1 µ * , one can obtain
Then, for λ large enough, we get (3.32). Note that all of the constants in the proof of Lemma 3.7 are independent of µ, s, λ. This ends the proof of Lemma 3.7.
4 Non Uniform Stabilization in the Case µ > p 2 µ * As in [9] , following the ideas of optimal control, for any u 0 ∈ L 2 (Ω), we consider the functional
defined on the set
2) u satisfies (1.1) with f as in (1.5)}.
We say that we can stabilize system (1.1) if we can find a constant C such that
Of course, this property strongly depends on the set ω where the stabilization is effective. Especially, when 0 ∈ ω, (4.3) holds (see Section 5). When 0 / ∈ ω, the situation is more intricate. Therefore we focus our study on this particular case, and give a severe obstruction, in this case, to the stabilization property (4.3).
More precisely, for ǫ > 0, we approximate (1.1) by the systems
For these approximate problems, the Cauchy problem is well-posed. Therefore we can consider the functionals
where f ∈ L 2 ((0, T ); H −1 (Ω)) is localized in ω in the sense of (1.5) and u is the corresponding solution of (4.4). We prove the following: Theorem 4.1. Assume that µ > p 2 µ * , and that 0 / ∈ω. There is no constant C such that for all ǫ > 0, and for all
In particular, this result implies that the stabilization of (1.1) is impossible to attain through regularization processes when µ > p 2 µ * and 0 / ∈ω, and that we cannot prevent the system from blowing up.
The goal of this section is to prove Theorem 4.1. The proof will rely on the proof of Theorem 1.2 in [9] . It is divided into two main steps.
First, we prove some basic estimates on the spectrum of the operator
on Ω with Dirichlet boundary conditions, especially on the first eigenvalue λ 
Spectral Estimates
Since for ǫ > 0, the function 1/(|x| 2 + ǫ 2 ) is smooth and bounded in Ω, the spectrum of Proof. We argue by contradiction, and assume that λ ǫ 0 is bounded from below for a subsequence by a real number C. Then, from the Rayleigh formula (e.g., Remark (ii) of Theorem 2 in Chapter 6.5 of [22] ), we get
Taking u ∈ ℘(Ω), we pass to the limit ǫ → 0 and get
that must therefore hold for any u ∈ H 1 0 (Ω) by a density argument. Now, there exists τ 0 > 0 such that B(0, τ 0 ) ⊂ Ω. We then choose u ∈ H 1 0 (B(0, τ 0 )) that we extend by 0 on R n , and define for a ≥ 1 u a (r) = a n u(ar).
These functions are in H Therefore the proof of (4.9) is completed by using (4.13) for τ /2 instead of τ .
Proof of Theorem 4.1
Fix ǫ > 0, and choose u 
