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CAPITOLO 1
Serie formali
1. Polinomi e funzioni razionali
1.1. Definizioni. Un un anello commutativo con unità A si dice domi-
nio di integrità se non contiene divisori dello zero, ossia per ogni a, b ∈
A
a , 0, b , 0 =⇒ ab , 0.
.
Indicheremo con A[X] l’anello dei polinomi nell’indeterminata X a coef-
ficienti in A.
Se A è un dominio di integrità anche A[X] è un dominio di integrità ed
indicheremo con A(X) il campo dei quozienti di A[X]. Gli elementi di A[X]
si dicono funzioni razionali a coefficienti in A. Ogni elemento di A(X) si
scrive come rapporto di elementi di A[X].
Il campo A(X) è il campo dei quozienti dell’anello dei polinomi A[X].
Se K è il campo dei quozienti di A allora A(X) e K(X) sono isomorfi.
Se p(X) = a0 +a1 X + · · ·+ad Xd con ad , 0 allora d = deg p(X) indica il
grado di p(X). Porremo, per convenzione, pari a −∞ il grado del polinomio
nullo.
Proposizione 1.1. Sia A un dominio di integrità. Se p(X), q(X) ∈ A[X]
allora
deg
(
p(X) + q(X)
) ≤ max(deg p(X), deg q(X)),
deg
(
p(X)q(X)
)
= deg p(X) + deg q(X).
Dimostrazione. Esercizio.

Definizione 1.2. Sia K un campo. La funzione razionale f (X) ∈ K(X)
si dice regolare in z0 ∈ K se si può scrivere
f (X) =
p(X)
q(X)
dove p(X), q(X) ∈ K[X] e q(z0) , 0.
In tal caso
f (z0) =
p(z0)
q(z0)
si dice valore della funzione razionale f (X) in z0.
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1.2. Lo sviluppo di un polinomio.
Teorema 1.3. Sia A un anello commutativo e sia p = p(X) ∈ A[X] un
polinomio di grado al più d. Per ogni z0 ∈ A esistono e sono unici
c0, c1, . . . , cd ∈ A
tali che
p(X) = c0 + c1 (X − z0) + c2 (X − z0)2 + . . . + cd (X − z0)d.
Dimostrazione. Sia z0 ∈ A e sia q(X) = p(X + z0). Allora q(X) è un
polinomio di grado al più d, ossia
q(X) = c0 + c1 X + c2 X2 + . . . + cd Xd,
per opportuni coefficienti c0, c1, . . . , cd ∈ A e quindi
p(X) = q(X − z0) = c0 + c1 (X − z0) + c2 (X − z0)2 + . . . + cd (X − z0)d.
Supponiamo che
b0, b1, . . . , bd ∈ A
verifichino
p(X) = b0 + b1 (X − z0) + b2 (X − z0)2 + . . . + bd (X − z0)d.
Mostriamo che per n = 0, . . . , d vale bn = cn.
Per assurdo supponiamo che per qualche n sia bn , cn e sia r il massimo
intero n per cui bn − cn , 0. Abbiamo allora
(b0 − c0) + (b1 − c1)(X − z0) + . . . + (br − cr)(X − z0)d = 0,
da cui
(br−cr)(X−z0)r = −(b0−c0)+ (b1−c1)(X−z0)+ . . .+ (br−1−cr−1)(X−z0)r−1.
In quest’ultima equazione il primo membro è un polinomio di grado r, es-
sendo br − cr , 0, mentre a primo membro compare un polinomio di grado
al più r − 1, assurdo.

Il secondo membro della 1.3 si dice sviluppo in serie di potenze in z0 del
polinomio p(X). I numeri c0, c1, . . . , cd si dicono coefficienti dello sviluppo.
È evidente che c0 = p(z0) ossia il coefficiente c0 coincide con il valore
del polinomio p(X) in z0.
Proposizione 1.4. Sia A un anello commutativo e sia p(X) ∈ A[X] un po-
linomio. Per ogni z0 ∈ K esistono e sono unici intero k ≥ 0 ed un polinomio
p1(X) tali che
p(X) = (X − z0)k p1(X)
e
p1(z0) , 0.
6
Dimostrazione. Sia d il grado di p(X). Abbiamo
p(X) = c0 + c1 (X − z0) + c2 (X − z0)2 + . . . + cd (X − z0)d.
Sia k ≥ 0 il primo indice che verifichi ck , 0. Allora
p(X) = ck (X − z0)k + ck+1 (X − z0)k+1 + . . . + cd (X − z0)d
e quindi
p(X) = (X − z0)k (ck + . . . + cd (X − z0)d−k) = (X − z0)k p1(X),
dove abbiamo posto
p1(X) = ck + ck+1 (X − z0) + . . . + cd (X − z0)d−k.

Abbiamo k = 0 se, e solo se, p(z0) , 0; se k > 0 si dice che z0 è uno
zero di p(X) di molteplicità k oppure di ordine k e scriveremo
k = ordz0 p(X).
Infine osserviamo che se d è il grado di p(X) allora k ≤ d.
1.3. Lo sviluppo di una funzione razionale.
Teorema 1.5. Sia K un campo, sia z0 ∈ K e sia f (X) ∈ K(X) una
funzione razionale. Esiste un unico intero k ∈ Z tale che
f (X) = (X − z0)k g(X)
dove g(X) ∈ K(X) è una funzione razionale regolare non nulla in z0.
Dimostrazione. Sia
f (X) =
p(X)
q(X)
con p(X), q(X) ∈ K[X]. Per la proposizione 1.4 abbiamo per opportuni
interi non negativi k1, k2
p(X) = (X − z0)k1 p1(X),
q(X) = (X − z0)k2 q1(X)
con p1(z0) , 0 e q1(z0) , 0. Posto k = k1 − k2 abbiamo
f (x) =
p(X)
q(X)
=
(X − z0)k1 p1(X)
(X − z0)k2 q1(X) = (X − z0)
k p1(X)
q1(X)
e, per costruzione, la frazione
g(X) =
p1(X)
q1(X)
è regolare in z0.

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Definizione 1.6. Sia K un campo, sia f (X) ∈ K(X) e sia z0 ∈ K. Se
f (X) = (X − z0)k g(X)
dove k ∈ Z e g(X) è una frazione regolare non nulla in z0 scriveremo
k = ordz0 f (X)
Se k > 0 diremo che z0 è uno zero di f (X) di molteplicità (oppure ordine)
k.
Se k < 0 diremo che z0 è un polo di ordine k.
Uno zero (risp. polo) di molteplicità 1 (risp. ordine 1) si dice semplice.
Osserviamo che ordz0 f (X) = 0 se, e solo se, f (X) è una funzione
razionale regolare non nulla in z0.
Lemma 1.7. Sia K un campo, sia f (X) ∈ K(X) una funzione razionale e
sia z0 ∈ K. Supponiamo che
f (X) =
p(X)
q(X)
sia regolare in z0 con q(z0) , 0.
Allora
f (X) =
p(X)
q(X)
= f (z0) + (X − z0) p1(X)q(X)
per un opportuno polinomio p1(X) ∈ K[X].
Dimostrazione. Il polinomio
p(X) − f (z0) q(X)
si annulla in z0, quindi
p(X) − f (z0) q(X) = (X − z0) p1(X)
per un opportuno polinomio p1(X) ∈ K[X], ossia
p(X) = f (z0) q(X) + (X − z0) p1(X).
Dividendo per q(X) si ottiene
f (X) =
p(X)
q(X)
= f (z0) + (X − z0) p1(X)q(X) ,
ossia la tesi.

Teorema 1.8. Sia K un campo, sia f (X) ∈ K(X) una funzione razionale
e sia z0 ∈ K. Supponiamo che
f (X) =
p(X)
q(X)
sia regolare in z0 con q(z0) , 0.
Per ogni intero n ≥ 0 esistono e sono unici
c0, c1, . . . , cn ∈ K
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e pn+1(X) ∈ K[X] tali che
f (X) = c0 + c1 (X − z0) + · · · + cn (X − z0)n + (X − z0)n+1 pn+1(X)q(X) .
Dimostrazione. Mostriamo l’esistenza di tale rappresentazione. La di-
mostrazione è per induzione su n.
Se n = 0 la tesi segue dal lemma precedente.
Supponiamo n > 0 e supponiamo la tesi vera per n − 1. Allora, per
ipotesi induttiva,
f (X) = c0 + c1 (X − z0) + · · · + cn−1 (X − z0)n−1 + (X − z0)n pn(X)q(X) .
per un opportuno polinomio pn(X).
Per il lemma precedente, per un opportuno polinomio pn+1(X),
pn(X)
q(X)
=
pn(z0)
q(z0)
+ (X − z0) pn+1(X)q(X) ,
da cui, ponendo
cn =
pn(z0)
q(z0)
,
si ottiene
(X − z0)n pn(X)q(X) = (X − z0)
n
(
cn + (X − z0) pn+1(X)q(X)
)
= cn (X − z0)n + (X − z0)n+1 pn+1(X)q(X) ,
e quindi
f (X) = c0 + c1 (X − z0) + · · · + cn−1 (X − z0)n−1 + (X − z0)n pn(X)q(X)
= c0 + c1 (X − z0) + · · · + cn (X − z0)n + (X − z0)n+1 pn+1(X)q(X) ,
ossia la tesi.
Per l’unicità è sufficiente dimostrare che se
c0 + c1 (X − z0) + · · · + cn (X − z0)n + (X − z0)n+1 pn+1(X)q(X) = 0,
allora c0 = c1 = · · · = cn = 0 e pn+1(X) è il polinomio nullo. Infatti, se così
non fosse, moltiplicando per q(X) avremmo l’identità
(X − z0)n+1 pn+1(X) = q(X)(c0 + c1 (X − z0) + · · · + cn (X − z0)n)
dove entrambi i membri sono polinomi non nulli. Ma a primo membro
abbiamo un polinomio avente in z0 uno zero di molteplicità almeno n + 1,
mentre a secondo membro, essendo q(z0) , 0 abbiamo un polinomio avente
in z0 uno zero di molteplicità al più n, assurdo.

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Teorema 1.9. Sia K un campo, sia f (X) ∈ K(X) una funzione razionale
non nulla, sia z0 ∈ K e sia
k = ordz0 f (X).
Per ogni intero n ≥ 0 esistono e sono unici
ck, ck+1, . . . , ck+n ∈ K
ed un’unica funzione razionale fn+1(X) regolare in z0 tale che
f (X) = ck (X − z0)k + · · · + ck+n (X − z0)k+n + (X − z0)k+n+1 fn+1(X)
Dimostrazione. Per il teorema 1.5 abbiamo
f (X) = (X − z0)k g(X)
con g(X) funzione razionale regolare (non nulla) in z0.
Per il teorema 1.8 vale la rappresentazione
g(X) = c0 + c1 (X − z0) + · · · + cn (X − z0)n + (X − z0)n+1 fn+1(X).
con fn+1(X) funzione razionale regolare in z0.
Moltiplicando per (X − z0)k si ottiene la tesi.

Gli sviluppi del teorema 1.8 e del teorema 1.9 si dicono rispettivamen-
te sviluppi in serie di potenze e sviluppi di Laurent in z0 della funzione
razionale regolare in z0 nel primo case e non nulla nel secondo.
1.4. Polinomi di Laurent. Sia A un anello commutativo con unità.
Se a1, . . . , an ∈ A indichiamo con (a1, . . . , an) ⊂ A l’ideale di A generato
da a1, . . . , an.
Fissato a ∈ A poniamo
A[a−1] = A[Y]/(aY − 1).
L’immagine di Y in A[a−1] mediante l’omomorfismo canonico A[Y] →
A[a−1] è l’inverso dell’immagine di a.
Esercizio 1.1. L’omomorfismo canonico A 3 a 7→ [a] ∈ A[a−1] è
iniettivo se, e solo se, a non è un divisore dello zero in A.
Se a non è un divisore dello zero in A allora A è in modo canonico un
sotto-anello di A[a−1].
Proposizione 1.10. Siano A, B anelli commutativi con unità, sia a ∈ A
e sia u : A → B un omomorfismo di anelli. Allora esiste un omomorfismo
u˜ : A[a−1]→ B che estende u se, e solo se, b = u(a) è invertibile in B. In tal
caso l’estensione è unica.
Dimostrazione. Esercizio.

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Definizione 1.11. Sia A un anello commutativo con unità. L’anello dei
polinomi di Laurent nell’indeterminata X a coefficienti in A è definito come
A[X, X−1] = A[X][X−1]
Analogamente, per ogni z0 ∈ A poniamo
A[X, (X − z0)−1] = A[X][(X − z0)−1].
Poichè (X − z0) non è un divisore dello zero in A[X] l’anello A[X] è in
modo canonico un sotto-anello di A[X, (X − z0)−1].
Esercizio 1.2. L’isomorfismo A[X] 3 p(X) 7→ p(X − z0) ∈ A[X] si
estende ad un isomorfismo tra A[X, X−1] e A[X, (X − z0)−1].
La proposizione seguente descrive la struttura dei polinomi di Laurent.
Lemma 1.12. Sia A una anello commutativo con unità e sia a ∈ A. Sup-
poniamo che a non sia un divisore dello zero in A. Per ogni f ∈ A[a−1]
esiste un intero p ∈ N tale che
ap f ∈ A
Dimostrazione. Sia A[Y] 3 p(Y) 7→ [p(Y)] ∈ A[a−1] l’omomorfismo
canonico.
Sia dunque f ∈ A[a−1] e sia p(Y) ∈ A[Y] tale che f = [p(Y)]. Sia p il
grado di p(Y) e sia
p(Y) = a0 + a1 Y + · · · + ap Y p.
Allora
[ak p(Y)] = a0ak +a1[ak Y]+ · · ·+ap [akY p] = a0ak +a1ak−1 + · · ·+ap ∈ A[X].

Proposizione 1.13. Sia A una anello commutativo con unità e sia z0 ∈ A.
Per ogni f ∈ A[X, (X−z0)−1], f , 0, esistono e sono unici due interi k, d ∈ Z,
k ≤ d ed elementi ak, ak+1, . . . , ad ∈ A, con ak , 0 e ad , 0, tali che
f = ak (X − z0)k + ak+1 (X − z0)k+1 + . . . + ad (X − z0)d
Dimostrazione. Per la proposizione precedente esiste un intero p ∈ N
tale che (X − z0)p f = p(X) ∈ A[X].
Per il teorema 1.3 esistono ar, ar+1, . . . , ad, con ar , 0 e ad , 0 tali che
p(X) = ar (X − z0)r + ar+1 (X − z0)r+1 + . . . + ad (X − z0)d.
Moltiplicando per (X − z0)−p si ottiene lo sviluppo cercato.

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2. Completamenti
2.1. Completamenti. Sia A un anello con unità. Si dice norma su A
una funzione
A 3 a 7→ |a| ∈ [0,+∞[
tale che per ogni a, b ∈ A verifichi
|a + b| ≤ |a| + |b| ,
|ab| ≤ |a| |b| ,
|−a| = |a| ,
|a| = 0⇐⇒ a = 0,
|1| = 1.
La funzione
A 3 a, b 7→ d(a, b) = |b − a| ∈ [0,+∞[
si dice distanza associata alla norma |·|.
È facile dimostrare che A munito della distanza associata d è uno spazio
metrico.
L’anello A munito della norma |·| si dice completo se rispetto alla di-
stanza associata alla norma risulta uno spazio metrico completo.
Proposizione 1.14. Sia A un anello munito della norma |·|. Allora le
funzioni
A × A 3 (a, b) 7→ a + b ∈ A
A × A 3 (a, b) 7→ ab ∈ A
sono continue ed uniformemente continue in ciascuna variabile.
La funzione
A 3 a 7→ |a| ∈ [0,+∞[
è uniformemente continua su A.
Dimostrazione. La tesi segue dalle disuguaglianze
|(a1 + b1) − (a2 + b2)| ≤ |a1 − a2| + |b1 − b2| ,
|a1b1 − a2b2| ≤ |a1| |b1 − b2| + |a1 − a2| |b2|
e
||a| − |b|| ≤ |a − b| ,
che si dimostrano elementarmente.

Teorema 1.15. Sia A un anello con unità munito della norma |·|. Sia Aˆ
il completamento di A rispetto alla distanza associata.
Allora esiste un’unica struttura di anello su Aˆ tale che A sia un sub-
anello di Aˆ.
Esiste inoltre un’unica norma su Aˆ che estende la norma di A.
12
Dimostrazione. Essendo A denso in Aˆ l’unicità della struttura di anello
e della norma su Aˆ segue dalla continuità di tali operazioni.
Mostriamone l’esistenza.
Indichiamo con d sia la distanza su A che quella su Aˆ.
Sia a ∈ A. La funzione
A 3 b 7→ a + b ∈ A ⊂ Aˆ
è uniformemente continua e quindi si estende ad una funzione continua
Aˆ 3 b 7→ a + b ∈ Aˆ
Mostriamo che se b ∈ Aˆ e a1, a2 ∈ A allora
d(a1 + b, a2 + b) = d(a1, a2).
Fissiamo a1, a2 ∈ A. La funzione
Aˆ 3 b 7→ d(a1 + b, a2 + b)
è continua perché composizione di funzioni continue. Se b ∈ A abbiamo
d(a1 + b, a2 + b) = |(a1 + b) − (a2 + b)| = |a1 − a2| = d(a1, a2).
Essendo A denso in Aˆ per continuità l’uguaglianza vale per ogni b ∈ Aˆ che
e quello che volevamo dimostrare.
Sia quindi b ∈ Aˆ fissato. Per quanto osservato la funzione
A 3 a 7→ a + b ∈ Aˆ
è uniformemente continua su A e quindi si estende ad una funzione continua
Aˆ 3 a 7→ a + b ∈ Aˆ.
Risulta quindi ben definita una funzione
Aˆ × Aˆ 3 (a, b) 7→ a + b ∈ Aˆ
continua in ciascuna variabile che estende la funzione somma dell’anello A.
Mostriamo che tale operazione è in realtà continua su Aˆ × Aˆ.
È sufficiente dimostrare che per a1, b1, a2, b2 ∈ Aˆ vale la disuguaglianza
d(a1 + b1, a2 + b2) ≤ d(a1, a2) + d(b1, b2).
Fissiamo a1, a2 ∈ A e consideriamo le funzioni
Aˆ × Aˆ 3 (b1, b2) 7→ f (b1, b2) = d(a1 + b1, a2 + b2) ∈ [0,+∞[
e
Aˆ × Aˆ 3 (b1, b2) 7→ g(b1, b2) = d(a1, a2) + d(b1, b2) ∈ [0,+∞[.
Tali funzioni sono continue su Aˆ × Aˆ e verificano
f (b1, b2) ≤ g(b1, b2)
per (b1, b2) che variano nell’insieme denso A × A. Per continuità tale disu-
guaglianza è verificata su tutto Aˆ × Aˆ, ossia la disuguaglianza
d(a1 + b1, a2 + b2) ≤ d(a1, a2) + d(b1, b2).
è verificata per ogni a1, a2 ∈ A e per ogni b1, b2 ∈ Aˆ.
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Siano ora b1, b2 ∈ Aˆ fissati e consideriamo le funzioni
Aˆ × Aˆ 3 (a1, a2) 7→ f (a1, a2) = d(a1 + b1, a2 + b2) ∈ [0,+∞[
e
Aˆ × Aˆ 3 (a1, a2) 7→ g(a1, a2) = d(a1, a2) + d(b1, b2) ∈ [0,+∞[.
Tali funzioni sono continue su Aˆ × Aˆ e verificano
f (a1, a2) ≤ g(a1, a2)
per (a1, a2) che variano nell’insieme denso A × A. Per continuità tale disu-
guaglianza è verificata su tutto Aˆ × Aˆ, ossia la disuguaglianza
d(a1 + b1, a2 + b2) ≤ d(a1, a2) + d(b1, b2).
è verificata per ogni a1, a2, b1, b2 ∈ Aˆ che è quello che volevamo dimostrare
Mostriamo ora che Aˆ con tale operazione è un gruppo abeliano. Le
funzioni
Aˆ × Aˆ × Aˆ 3 (a, b, c) 7→ (a + b) + c ∈ Aˆ
e
Aˆ × Aˆ × Aˆ 3 (a, b, c) 7→ a + (b + c) ∈ Aˆ
sono continue su Aˆ × Aˆ × Aˆ e coincidono, per ipotesi, sull’insieme denso
A × A × A. Per continuità coincidono su tutto Aˆ × Aˆ × Aˆ, ossia l’operazione
(a, b) 7→ a + b è associativa.
In modo analogo si dimostra che la proprietà commutativa.
Le funzioni
Aˆ 3 a 7→ a + 0 ∈ Aˆ
e
Aˆ 3 a 7→ a ∈ Aˆ
sono continue e coincidono sull’insieme denso A. Per continuità coincidono
su tutto Aˆ, ossia l’elemento 0 è l’elemento neutro.
Consideriamo ora la funzione
A 3 a 7→ f (a) = −a ∈ A ⊂ Aˆ.
Per a, b ∈ A abbiamo
| f (b) − f (a)| = |(−b) − (−a)| = |a − b| = |b − a| ,
ossia f : A → A è un’isometria che si estende quindi ad un’isometria
fˆ : Aˆ→ Aˆ. La funzione
Aˆ 3 a 7→ a + fˆ (a)
è continua ed è identicamente nulla sull’insieme denso A. Per continuità è
identicamente nulla su tutto Aˆ, ossia per ogni a ∈ Aˆ l’elemento f (a) verifica
a + f (a) = 0
e quindi f (a) = −a è l’opposto dell’elemento a.
In modo perfettamente analogo si dimostra che l’operazione di molti-
plicazione A × A 3 (a, b) 7→ ab ∈ A si estende ad un’operazione
Aˆ × Aˆ 3 (a, b) 7→ ab ∈ Aˆ
14
separatamente continua in ciascuna variabile.
Per ogni a ∈ Aˆ poniamo inoltre
|a| = d(a, 0).
Per a1, a2, b1, b2 ∈ Aˆ si dimostra la disuguaglianza
d(a1b1, a2b2) ≤ |a1| d(b1, b2) + d(a1, a2) |b2|
che implica la continuità dell’operazione Aˆ × Aˆ 3 (a, b) 7→ ab ∈ Aˆ.
Utilizzando la continuità delle operazioni introdotte e la densità di A in
Aˆ si dimostra che Aˆ è un anello commutativo con unità e che la funzione
a 7→ |a| è una norma su Aˆ.

2.2. Ultrametriche. Sia A un anello munito di una norma completa |·|.
Ha senso parlare di successioni e serie convergenti in A.
Definizione 1.16. Sia (an), n ∈ N una successione di elementi di A.
Diremo che la successione ammette a ∈ A come limite e scriveremo
a = lim
n→+∞ an
se
lim
n→+∞ |a − an| = 0
Diremo che la serie
+∞∑
n=0
an
converge ad s ∈ A se, posto
sn = a0 + a1 + · · · + an
risulta
s = lim
n→+∞ sn.
Definizione 1.17. Sia |·| una norma sull’anello A. La norma si dice
ultrametrica se per ogni a, b ∈ A
|a + b| ≤ max{|a| , |b|}.
Proposizione 1.18. Sia A un anello commutativo con unità e sia |·| una
norma ultrametrica completa su A. Sia (an), n ∈ N un’arbitraria successio-
ne di elementi di A. Allora la serie
+∞∑
n=0
an
è convergente se, e solo se, la successione an è infinitesima, ossia
lim
n→+∞ an = 0
o, equivalentemente,
lim
n→+∞ |an| = 0
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Dimostrazione. Sia
sn = a0 + a1 + · · · + an
la successione delle somme parziali.
Se
lim
n→+∞ sn = 0
allora
lim
n→+∞ an = limn→+∞(sn − sn−1) = s − s = 0.
Viceversa supponiamo che sia
lim
n→+∞ |an| = 0.
Per la completezza di Aˆ è sufficiente dimostrare che la successione (sn) è
una successione di Cauchy in A.
Sia ε > 0 fissato e sia n0 ∈ N tale che per n ≥ n0 sia
|an| < ε.
Siano n,m ≥ n0 arbitrari e supponiamo m < n. Allora
sn − sm = am + am+1 + · · · + an
ed essendo la norma un’ultrametrica, per induzione su n − m, otteniamo
|sn − sm| ≤ max
m≤i≤n
|ai| < ε.
Essendo ε > 0 arbitrario ne segue che (sn) è una successione di Cauchy.

3. Serie Formali
3.1. Definizioni. Sia A un anello commutativo. Per ogni p(X) ∈ A[X]
e per ogni z0 ∈ A poniamo
|p(X)|z0 = 2− ordz0 p(X),
con la convenzione 2−∞ = 0.
È facile dimostrare che |·|z0 è una norma ultrametrica su A[X].
In modo analogo, per ogni f (X) ∈ K(X), dove K è un campo, e per ogni
z0 ∈ K poniamo
| f (X)|z0 = 2− ordz0 f (X),
sempre con la convenzione 2−∞ = 0.
Ricordiamo che
ordz0 f (X) = k
se, e solo se,
f (X) = (X − z0)k g(X)
con g(X) regolare e non nulla in z0.
Si ottiene così una norma ultrametrica su K(X).
In entrambi i caso, se z0 = 0 indichiamo | f (X)| al posto di | f (X)|0.
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Definizione 1.19. Sia A un anello commutativo con unità e sia z0 ∈ A.
Si dice anello delle serie di potenze formali a coefficienti in A centrate
in z0 e si indica con
A[[X − z0]]
il completamento dell’anello dei polinomi A[X] rispetto alla norma |·|z0 .
Se z0 = 0 tale anello si indica con
A[[X]]
e si dice semplicemente anello delle serie di potenze formali a coefficienti
in A.
Definizione 1.20. Sia K un campo. Si dice anello delle serie di Laurent
formali a coefficienti in K centrate in z0 e si indica con
K((X − z0))
il completamento del campo delle frazioni K(X) rispetto alla norma |·|z0 .
Se z0 = 0 tale anello si indica con
K((X))
e si dice semplicemente anello delle serie di Laurent formali a coefficienti
in K.
Osservazione 1.1. Supponiamo che A sia un dominio di interità e K sia
il campo dei quozienti di A. Allora A[[X]] è in modo naturale un sottoanello
di K[[X]] che a sua volta è un sottoanello di K((X)).
Proposizione 1.21. Sia f ∈ K((X)) non nullo. Esiste allora un unico
intero k tale che
| f |z0 = 2−k
Dimostrazione. La funzione
K(X) 3 f (X) 7→ | f (X)|z0 ∈ [0,+∞[
assume valori in {0} ∪ E dove E è l’insieme di tutte le potenze di 2. Tale
insieme è chiuso in [0,+∞[ e quindi, per continuità anche
K((X)) 3 f 7→ | f |z0 ∈ [0,+∞[
assume valori in tale insieme. Se f , 0 allora | f |z0 , 0 e quindi necessaria-
mente | f |z0 ∈ E, come richiesto

L’intero definito dalla proposizione precedente si dice ordine di f in z0
e si indica nel modo solito
ordz0 f .
Proposizione 1.22. Sia A un anello commutativo e sia pn(X) un’arbitra-
ria successione di polinomi a coefficienti in A. Allora la serie
+∞∑
n=0
pn(X)
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converge in A[[X − z0]] se, e solo se,
lim
n→+∞ ordz0 p(X) = +∞.
Dimostrazione. La condizione
lim
n→+∞ ordz0 p(X) = +∞.
equivale a
lim
n→+∞ |p(X)|z0 = 0
e la tesi segue quindi dalla proposizione 1.18.

In modo perfettamente analogo si dimostra
Proposizione 1.23. Sia K un campo e sia fn(X) un’arbitraria successio-
ne di funzioni razionali a coefficienti in K. Allora la serie
+∞∑
n=0
fn(X)
converge in K((X − z0)) se, e solo se,
lim
n→+∞ ordz0 f (X) = +∞.
3.2. L’anello A[[X]]. Sia A un anello commutativo con unità e sia z0 ∈
A. Vale il seguente teorema di estensione
Teorema 1.24. Siano E ⊂ A[X], Z un insieme arbitrario e sia
u : E → Z
una funzione.
Supponiamo che esista un intero k ≥ 0 tale che se p(X), q(X) ∈ E
ordz0
(
p(X) − q(X)) ≥ k =⇒ u(p(X)) = u(q(X)).
Indicata con E la chiusura di E in A[[X]] (rispetto alla topologia indotta
dalla norma |·|z0) esiste un unica funzione
u : E → Z
che estende u e se f , g ∈ E
ordz0
(
f − g) ≥ k =⇒ u( f ) = u(g).
Dimostrazione. Sia d : Z × Z → [0,+∞[ la distanza su Z definita da
d(z1, z2) =
{
0, se z1 = z2,
1, se z1 , z2.
Con tale distanza Z risulta uno spazio metrico completo e la funzione u
verifica
d
(
u(p(X)), u(p(X))
) ≤ 2k |p(X) − q(X)|z0
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per ogni p(X), q(X) ∈ A[X] In particolare u è uniformemente continua.
Per la completezza di Z la funzione u si estende ad un unica funzione
(uniformemente) continua u : E → Z che verifica ancora
d
(
u( f ), u(g)
) ≤ 2k | f − g|z0
per ogni f , g ∈ A[[X]], che equivale alla tesi.

Per ogni intero n ≥ 0 consideriamo il funzionale
γn : A[X]→ A
che ad ogni p(X) ∈ A[X] assegna il coefficiente di (X − z0)n nello sviluppo
di p(X) in z0, con la convenzione che γn(p(X)) = 0 se il grado di p(X) è
inferiore a n.
Osserviamo che γn è un omomorfismo di A−moduli.
Inoltre se p(X), q(X) ∈ A[X] verificano ord p(X) − q(X)z0 > n allora evi-
dentemente γn
(
p(X)
)
= γn
(
q(X)
)
. Per costruzione A[X] denso in A[[X−z0]].
Per il teorema esiste un unica funzione che estende γn, che continueremo
ad indicare con γn, che per ogni f , g ∈ A[[X]] verifica
ordz0 ( f − g) > n =⇒ γn( f ) = γn(g).
Per ogni f ∈ A[[X − z0]] chiameremo γn( f ) l’n−esimo coefficiente, ovvero
coefficiente di ordine n della serie formale f .
Se n = 0 allora γ0( f ) si dice valore di f in z0 e si indica con f (z0).
Il teorema seguente giustifica la terminologia introdotta.
Teorema 1.25. Sia A un anello commutativo con unità. Per ogni f ∈
A[[X − z0]], detta (an), n ∈ N la successione dei coefficienti di f risulta
f =
+∞∑
n=0
an (X − z0)n.
Dimostrazione. Sia T : A[[X − z0]] → A[[X − z0]] l’operatore definito
da
T ( f ) =
+∞∑
n=0
γn( f ) (X − z0)n.
Tale operatore è ben definito su tutto A[[X − z0]] essendo, per ogni f ∈
A[[X−z0]], la serie a secondo membro convergente in A[[X−z0]]. Dobbiamo
dimostrare che l’operatore T coincide con l’identità su A[[X − z0]].
Mostriamo che T è continuo. Evidentemente se f , g ∈ A[[X]] allora
ordz0(T ( f ) − T (g)) = ordz0( f − g)
da cui segue che
|T ( f ) − T (g)|z0 = | f − g|z0 ,
ossia T è un operatore isometrico e quindi continuo.
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Evidentemente T (p) = p se p = p(X) ∈ A[X] ossia T coincide con l’o-
peratore identità su A[X]. Essendo A[X] denso in A[[X−z0]], per continuità,
l’operatore T coincide con l’identità su A[[X − z0]], ossia la tesi.

Definizione 1.26. Sia f ∈ A[[X]]. L’espressione
f =
+∞∑
n=0
an (X − z0)n
si dice sviluppo in serie di potenze (formali) in z0 dell’elemento f ∈ A[[X]].
Si dice anche che f è la funzione generatrice della successione (an).
Esercizio 1.3. Sia
f =
+∞∑
n=0
an (X − z0)n.
Mostrare che ordz0 f (X) = k se, e solo se, ak , 0 e a j = 0 per 0 ≤ j < k.
Teorema 1.27. Sia A un anello commutativo, sia z0 ∈ A e siano f , g, h ∈
A[[X − z0]]. Sia
f =
+∞∑
n=0
an (X − z0)n,
g =
+∞∑
n=0
bn (X − z0)n,
h =
+∞∑
n=0
cn (X − z0)n.
Allora
h = f g
se, e solo se, per ogni n ∈ N
cn =
n∑
k=0
akbn−k.
Dimostrazione. Supponiamo che sia h = f g. Allora per ogni n ≥ 0 il
funzionale
A[[X − z : 0]] × A[[X − z0]] 3 (u, v) 7→ γn(uv) −
n∑
k=0
γk( f )γn−k(g)
è continuo su A[[X−z : 0]]×A[[X−z0]], nullo sull’insieme denso A[X]×A[X]
e quindi è identicamente nullo su A[[X − z : 0]]× A[[X − z0]]. In particolare
cn = γn(h) = γn( f g) =
n∑
k=0
γk( f )γn−k(g) =
n∑
k=0
akbn−k.
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Viceversa supponiamo che sia
cn =
n∑
k=0
akbn−k
per ogni n ∈ N. Abbiamo allora per ogni N > 0
f =
+∞∑
n=0
an (X − z0)n
=
N∑
n=0
an (X − z0)n + (X − z0)N+1
+∞∑
n=N+1
an (X − z0)n−N−1
=
N∑
n=0
an (X − z0)n + (X − z0)N+1 fN
e analogamente
g =
N∑
n=0
bn (X − z0)n + (X − z0)N+1gN ,
h =
N∑
n=0
cn (X − z0)n + (X − z0)N+1hN ,
da cui segue che posto
rN = hN − gN
N∑
n=0
an (X − z0)n − fN
N∑
n=0
bn (X − z0)n − (X − z0)N+1 fNgN
abbiamo
h − f g = (X − z0)N+1rN ,
e quindi
ordz0(h − f g) > N,
ossia
|h − f g|z0 < 2−N .
Essendo N > 0 arbitrario, per N → +∞ si ottiene
|h − f g|z0 = 0,
ossia h = f g.

3.3. Teorema di punto fisso. Ricordiamo il principio di punto fisso per
le contrazioni negli spazi metrici completi.
Definizione 1.28. Sia X uno spazio metrico munito di distanza d. Una
funzione T : X → X si dice contrazione se esiste una costante c, 0 ≤ c < 1
tale che per ogni x, y ∈ X
d
(
T x,Ty) ≤ c d(x, y).
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Teorema 1.29. Sia X uno spazio metrico completo e sia T : X → X una
contrazione.
Allora esiste un unico x ∈ X tale che T x = x. Inoltre per ogni x ∈ X si
ha
lim
x→+∞T
nx = x.
Teorema 1.30. Sia A un anello commutativo con unità e sia z0 ∈ A. Sia
dato un operatore arbitrario
T : A[[X − z0]]→ A[[X − z0]].
Supponiamo che per ogni coppia f , g ∈ A[[X − z0]] di elementi distinti si
abbia
ordz0(T f − Tg) > ordz0( f − g).
Allora esiste un unica f ∈ A[[X − z0]] tale che
T f = f .
Inoltre, per ogni f ∈ A[[X − z0]], si ha
lim
n→+∞T
n f = f .
Dimostrazione. È sufficiente dimostrare che T sia una contrazione dello
spazio metrico A[[X − z0]].
Siano f , g ∈ A[[X − z0]]. Mostriamo che
|T f − Tg|z0 ≤
1
2
| f − g|z0 .
Se f = g la tesi è ovvia. Supponiamo quindi f , g e sia
k = ordz0( f − g) ∈ Z.
Abbiamo per ipotesi
ordz0(T f − Tg) > ordz0( f − g) = k
e quindi
ordz0(T f − Tg) ≥ k + 1.
Passando alle norme
|T f − Tg|z0 ≤ 2−(k+1) =
1
2
2−k =
1
2
| f − g|z0 .
ossia la tesi.

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3.4. Invertibilità.
Teorema 1.31. Sia A un anello commutativo con unità, sia z0 ∈ A e sia
f ∈ A[[X − z0]]
f = f (X) =
+∞∑
n=0
an (X − z0)n.
Allora f è invertibile in A[[X − z0]] se, e solo se, a0 è invertibile in A.
Dimostrazione. Osserviamo che f ∈ A[[X − z0]] è invertibile in A[[X −
z0]] se, e solo se, f (X + z0) è invertibile in A[[X]]. Non è restrittivo quindi
supporre z0 = 0.
Supponiamo f invertibile in A[[X]] ossia supponiamo che esista una
serie
g = g(X) =
+∞∑
n=0
bnXn.
tale che f (X)g(X) = 1. Allora, sostituendo X = 0, si ottiene
a0b0 = f (0)g(0) = 1,
ossia a0 è invertibile in A.
Viceversa, supponiamo che a0 sia invertibile in A. Posto
f1 =
+∞∑
n=1
(a−10 an)X
n−1
abbiamo
f = a0(1 + X f1).
È sufficiente quindi dimostrare che 1 + X f1 è invertibile in A[[X]].
Consideriamo l’operatore T : A[[X]]→ A[[X]] definito da
Tu = 1 − X f1u.
Siano u, v ∈ A[[X]], u , v. Abbiamo
ord Tu − Tv = ord (X f1 · (u − v))
= 1 + ord
(
f1 · (u − v))
> ord(u − v).
Per il teorema 1.30 esiste una serie g ∈ A[[X]] tale che
g = 1 − X f1g,
da cui segue che
(1 + X f1)g = g + X f1g = 1,
ossia g è l’inversa di 1 + X f1.

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3.5. Equazioni differenziali ordinarie. In questa sezione supporremo
che l’anello A contenga i numeri razionali Q .
Definizione 1.32. Sia f ∈ A[[X]]. Definiamo la derivata formale di f
come la serie
f ′ =
+∞∑
n=0
(n + 1)an+1Xn
= +∞∑
n=1
naXn−1

Definizione 1.33. Sia f ∈ A[[X]],
f =
+∞∑
n=0
an Xn
una serie formale. Poniamo per definizione∫ X
0
f (t) dt =
+∞∑
n=1
an+1
n
Xn
= +∞∑
n=0
an
n + 1
Xn+1
 .
Osserviamo che
g =
∫ X
0
f (t) dt
è l’unica serie formale che verifica g′ = f .
Teorema 1.34. Supponiamo che Q ⊂ A. sia F(X,Y) ∈ A[[X]][Y] e sia
a0 ∈ A arbitrario.
Allora esiste un’ unica serie u ∈ A[[X]] che sia soluzione in A[[X]] del
problema di Cauchy {
u′(X) = F
(
X, u(X)
)
,
u(0) = a0.
Dimostrazione. La serie u ∈ A[[X]] è soluzione del predetto problema
di Cauchy se, e solo se, verifica
u(X) = a0 +
∫ X
a
F
(
t, u(t)
)
dt
È facile verificare che la trasformazione
A[[X]] 3 f 7→ T ( f ) = a0 +
∫ X
a
F
(
t, f (t)
)
dt ∈ A[[X]]
Verifica le ipotesi del teorema 1.30, da cui segue l’esistenza ed unicità del
punto fisso.

In modo perfettamente analogo si dimostra l’enunciato seguente.
Teorema 1.35. Supponiamo che Q ⊂ A.
Siano z0,w0 ∈ A e sia F(X,Y) ∈ A[[X − z0]][[Y − w0]].
Allora esiste un’ unica serie u ∈ A[[X − z0]] che sia soluzione in A[[X −
z0]] del problema di Cauchy{
u′(X) = F
(
X, u(X)
)
,
u(z0) = w0.
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4. Serie di base
4.1. La serie esponenziale. In questa sezione A è un anello commuta-
tivo con unità che contiente il campo dei razionali Q.
Definizione 1.36. Sia a ∈ A. Si indica con
eaX
l’unica serie formale soluzione del problema di Cauchy{
u′(X) = a u(X),
u(0) = 1.
Proposizione 1.37. Per ogni a ∈ A abbiamo
eaX =
+∞∑
n=0
an
n!
Xn.
Dimostrazione. Sia
u(X) = eaX =
+∞∑
n=0
cnXn.
Per definizione c0 = 1 e
a u(X)
+∞∑
n=0
acnXn
ed anche
u′(X) =
+∞∑
n=1
ncnXn−1 =
+∞∑
n=0
(n + 1)cn+1Xn.
Uguagliando i coefficienti di a u(X) e u′(X) si ottiene
(n + 1)cn+1 = a cn,
ossia i coefficienti cn verificano la ricorrenza c0 = 1,cn+1 = an + 1cn.
Si verifica facilmente per induzione su n che
cn =
an
n!
.

Teorema 1.38. Siano a, b ∈ A. Allora
e(a+b)X = eaXebX.
Dimostrazione. Siano f (X) = e(a+b)X e g(X) = eaXebX. È sufficiente
mostrare che f (X) e g(X) sono entrambe soluzioni del problema di Cauchy{
u′(X) = (a + b) u(X),
u(0) = 1.
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La serie f (X) lo è per definizione. Verifichiamo che anche la serie g(X)
è soluzione. Abbbiamo infatti
g′(X) =
(
eaX
)′ebX + eaX(ebX)′ = a eaXebX + b eaXebX = (a + b)g(X)
e
g(0) = ea·0eb·0 = 1 · 1 = 1.

Corollario 1.39. Sia n ≥ 0 un intero non negativo. Allora per ogni
intero k, se 0 ≤ k ≤ n
n!
k!(n − k)! ∈ N
e nell’anello Z[x, y] vale l’identità
(x + y)n =
n∑
k=0
n!
k!(n − k)! x
kyn−k.
Dimostrazione. Sia A = Z[x, y]. Se nell’identità tra serie in A[[X]]
e(x+y)X = exXeyX.
uguagliamo i coefficienti di Xn otteniamo
(x + y)n
n!
=
n∑
k=0
xk
k!
yn−k
(n − k)! .
Moltiplicando entrambi i membri per n! si ottiene
(x + y)n =
n∑
k=0
n!
k!(n − k)! x
kyn−k.
Ponendo y = 1 si ottiene
(1 + x)n =
n∑
k=0
n!
k!(n − k)! x
k.
È facile verificare per induzione su n che (1 + x)n è un polinomio di
grado n i cui coefficienti sono interi non negativi.
Per l’unicità dello sviluppo di un polinomio ne segue che se 0 ≤ k ≤ n
n!
k!(n − k)!
sono interi non negativi.

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4.2. Potenze formali. In questa sezione A è un anello commutativo
con unità che contiente il campo dei razionali Q.
Definizione 1.40. Sia a ∈ A. Si indica con
(1 + X)a
l’unica serie formale in A[[X]] che è soluzione del problema di Cauchy{
u′(X) = a (1 + X)−1u(X),
u(0) = 1.
I coefficienti di tale serie si indicano con(
a
n
)
,
ossia
(1 + X)a =
+∞∑
n=0
(
a
n
)
Xn
Osserviamo che, per definizione(
a
0
)
= 1.
Teorema 1.41. Siano a, b ∈ A allora
(1 + X)a+b = (1 + X)a(1 + X)b.
Dimostrazione. Siano f (X) = (1 + X)a+b e g(X) = (1 + X)a(1 + X)b. È
sufficiente mostrare che f (X) e g(X) sono entrambe soluzioni del problema
di Cauchy {
u′(X) = (a + b) (1 + X)−1u(X),
u(0) = 1.
La serie f (X) lo è per definizione. Verifichiamo che anche la serie g(X)
è soluzione. Abbbiamo infatti
g′(X) =
(
(1 + X)a
)′(1 + X)b + (1 + X)a((1 + X)b)′
= a (1 + X)−1(1 + X)a(1 + X)b + b (1 + X)a(1 + X)−1(1 + X)b
= (a + b)(1 + X)−1g(X)
e
g(0) = (1 + 0)a(1 + 0)a = 1 · 1 = 1.

Corollario 1.42. Siano a, b ∈ A. Per ogni n ≥ 0 vale l’identità(
a + b
n
)
=
n∑
k=0
(
a
k
)(
b
n − k
)
.
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Dimostrazione. È sufficiente uguagliare i coefficienti di Xn nell’identità
(1 + X)a+b = (1 + X)a(1 + X)b.

Lemma 1.43.
(1 + X)0 = 1.
Dimostrazione. Si verifica immediatamente che la serie f = 1 è la
soluzione del problema di Cauchy{
u′(X) = 0 = 0 (1 + X)−1u(X),
u(0) = 1.

Corollario 1.44. Sia a ∈ A. Allora le serie (1 + X)a è invertibile e la
sua inversa è la serie (1 + X)−a
Dimostrazione. Abbiamo infatti
(1 + X)a(1 + X)−a = (1 + X)a−a = (1 + X)0 = 1.

Abbiamo quindi che per ogni n ∈ N
(1 + X)n+1 = (1 + X)(1 + X)n
che insiema alla
(1 + X)0 = 1
implicano che per a = n ∈ N allora (1 + X)n è proprio il polinomio 1 +
X moltiplicato per se stesso n volte. Osserviamo inoltre che (1 + x)−n è
l’inversa moltiplicativa del polinomio (1 + X)n.
Proposizione 1.45. Se n, k ∈ N allora(
n
k
)
=

n!
k!(n − k)! se k ≤ n,
0 se k > n.
Dimostrazione. Sia A = Z. Allora n ∈ A e dalla definizione
(1 + X)n =
+∞∑
k=0
(
n
k
)
Xk.
Ma abbiamo anche, per il corollario 1.39,
(1 + X)n =
n∑
k=0
n!
k!(n − k)!X
k.
Uguagliando i coefficienti dei due sviluppi si ottiene la tesi.

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Corollario 1.46. Nell’anello A = Z[x, y] vale l’identità
(x + y)n =
n∑
k=0
(
n
k
)
xkyn−k
Dimostrazione. Segue dalla proposizione precedente e dal corollario
1.39.

Proposizione 1.47. Sia A = Q[x], l’anello dei polinomi nella variabile
x a coefficienti razionali. Per ogni n ≥ 0(
x
n
)
=
1
n!
n−1∏
j=0
(x − j).
Dimostrazione. Sia u(X) = (1 + X)x ∈ A[[X]]. Utilizzando la definizio-
ne e il teorema 1.41 otteniamo
u′(X) = x(1 + X)−1u(X) = x(1 + X)−1(1 + X)x = x(1 + X)x−1.
Poiché
u(X) =
+∞∑
n=0
(
x
n
)
Xn
abbiamo allora
u′(X) =
+∞∑
n=1
n
(
x
n
)
Xn−1 =
+∞∑
n=0
(n + 1)
(
x
n + 1
)
Xn,
x(1 + X)x−1 =
+∞∑
n=0
x
(
x − 1
n
)
Xn.
Uguagliando i coefficienti otteniamo che per ogni n ≥ 0
(n + 1)
(
x
n + 1
)
= x
(
x − 1
n
)
.
Quest’ultima relazione permette di dimostrare la formula(
x
n
)
=
1
n!
n−1∏
j=0
(x − j)
per induzione su n.
Per n = 0 è infatti banalmente verificata. Se supponiamo che si vera per
n abbiamo allora(
x
n + 1
)
=
x
n + 1
(
x − 1
n
)
=
x
n + 1
1
n!
n−1∏
j=0
(x − 1 − j)
=
1
(n + 1)n!
x
n∏
j=1
(x − j) = 1
(n + 1)!
n∏
j=0
(x − j).

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CAPITOLO 2
Funzioni Olomorfe
1. Prerequisiti
1.1. Integrali e medie. Sia [a, b] ⊂ R un intervallo chiuse e limitato e
sia
f : [a, b]→ R
una funzione continua.
Il valor medio E di f (x) sull’intervallo [a, b] è definito da
E =
1
b − a
∫ b
a
f (x)dx
Vale il teorema seguente:
Teorema 2.1. Se f (x) è una funzione non negativa sull’intervallo [a, b]
allora
E =
1
b − a
∫ b
a
f (x)dx ≥ 0
e vale l’uguaglianza
E = 0
se, e solo se, la funzione f (x) è identicamente nulla sull’intervallo [a, b].
La prima parte di questo teorema equivale al “teorema della media”,
mentre la seconda è il “lemma di Dini”.
Dal teorema precedente segue immediatamente il teorema del valor me-
dio: se m ed M sono rispettivamente il minimo ed il massimo che la funzio-
ne f (x) assume sull’intervallo [a, b] allora
m ≤ E ≤ M.
Inoltre, se vale una delle due uguaglianze
E = M
oppure
m = E
allora necessariamente la funzione f (x) è costante sull’intervallo [a, b].
In particolare abbiamo
Proposizione 2.2. Sia f (x) è una funzione reale continua sull’intervallo
[a, b]. Supponiamo che per un’ opportuna costante c. sia
f (x) ≤ c, x ∈ [a, b]
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ed anche
1
b − a
∫ b
a
f (x)dx = c.
Allora f (x) = c per ogni x ∈ [a, b].
1.2. Algebra lineare. Vale la proposizione seguente:
Proposizione 2.3. Condizione necessaria e sufficiente affinché il sistema
lineare omogeneo {
ax + by = 0,
cx + dy = 0,
abbia una soluzione non banale (x, y) , (0, 0) è che valga l’identità
∆ = ad − bc = 0.
1.3. Induzione.
Proposizione 2.4. Sia S ⊂ R un sottoinsieme chiuso e limitato inferior-
mente. Sia E ⊂ S un sottoinsieme.
Supponiamo che per ogni x ∈ S che verifichi
] −∞, x[∩S ⊂ E
sia possibile trovare ε > 0 tale che
[x, x + ε[∩S ⊂ E.
Allora E = S .
Dimostrazione. Sia F = S \ E. Dobbiamo dimostrare che F = /©.
Supponiamo, per assurdo, che sia F , /©. Sia allora m = inf F. Essendo
F ⊂ S ed essendo S limitato inferiormente abbiamo m > −∞. Essendo S
chiuso necessariamente m ∈ S . Per costruzione
] −∞,m[∩S ⊂ E
e quindi esiste ε > 0 che soddisfa
[m,m + ε[∩S ⊂ E.
Ma allora necessariamente
F ⊂ [m + ε,+∞[
da cui segue che
m = inf F ≥ m + ε,
assurdo.

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1.4. Sulla connessione. La topologia discreta su un insieme X è la to-
pologia in cui tutti i sottoinsiemi di X sono aperti. Un insieme X munito
della topologia discreta si dice spazio topologico discreto.
Definizione 2.5. Siano X uno spazio topologico e Y un insieme. Una
funzione f : X → Y si dice localmente costante. se per ogni punto x ∈ X
esiste un intorno U ⊂ X di X sul quale la funzione è costante.
Proposizione 2.6. Siano X,Y spazi topologici. Se Y è discreto allora
ogni funzione f : X → Y è continua se, e solo se, è localmente costante.
Dimostrazione. Esercizio.

Proposizione 2.7. Sia X uno spazio topologico non vuoto. Sono equiva-
lenti:
(1) X è connesso;
(2) per ogni insieme Y ogni funzione f : X → Y localmente costante
è costante;
(3) se Y è un insieme con due elementi ogni funzione f : X → Y
localmente costante è costante.
Dimostrazione. Esercizio.

Proposizione 2.8. Sia X uno spazio topologico connesso e localmen-
te connesso. Sia S ⊂ X un sottoinsieme non vuoto di X. Se B è una
componente connessa non vuota di X \ S allora
/© , ∂B ⊂ ∂S
Dimostrazione. Mostriamo che /© , ∂B.
Se, per assurdo, fosse ∂B = /© allora B e C = X \ B sarebbero due aperti
sdisgiunti di X che ricoprono X. Per ipotesi B , /© ed anche /© , S ⊂ C.
Questo contraddice la connessione di X.
Mostriamo che ∂B ⊂ ∂S .
Per definizione di componente connessa, se E ⊂ X \ S è un connesso e
E ∩ B , /© allora E ⊂ B.
Sia x ∈ ∂B. Sia U un intorno aperto connesso di x. Dobbiamo dimo-
strare che allora U ∩ S , /©.
Supponiamo, per assurdo, che sia U ∩ S = /©, ossia U ⊂ X \ S
Essendo x ∈ ∂B allora, per definizione di frontiera, U ∩ B , /©. Essendo
U connesso ne segue che B∪U è connesso. Per definizione di componente
connessa B ∪U ⊂ B, ossia U ⊂ B e quindi x ∈ U ⊂ B, da cui segue che x è
interno a B, contraddicendo così l’ipotesi x ∈ ∂B.

Proposizione 2.9. Sia X uno spazio topologico connesso non vuoto e sia
S ⊂ X un sottoinsieme. Supponiamo che esista una base B di X tale che
U \ S sia non vuoto e connesso per ogni U ∈ B.
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Allora X \ S è non vuoto e connesso.
Dimostrazione. Mostriamo che X \ S è non vuoto. Per ipotesi X è non
vuoto e quindi esiste x0 ∈ X. Sia U0 ∈ B tale che x0 ∈ U0. Allora
/© , U0 \ S ⊂ X \ S .
Per dimostrare che X \ S è connesso mostreremo che ogni funzione
f : X \ S → Y localmente costante è costante.
Sia dunque Y un insieme arbitrario ed f : X \ S → Y una funzione
localmente costante.
Per ogni U ∈ B l’insieme U \ S è connesso e quindi la restrizione di f
a U \ S è costante.
Indichiamo quindi con cU il valore costante assunto dalla funzione f su
U \ S .
Osserviamo che se U,V ∈ B allora
U ∩ V , /© =⇒ cU = cV .
Infatti, se x ∈ U ∩ V , per definizione di base, esiste W ∈ B tale che x ∈ W e
W ⊂ U ∩ V .
Poichè /© , W \ S ⊂ U \ S necessariamente cW = cU e analogamente
cW = cV , da cui, per transitività cU = cV .
Definiamo quindi F : X → Y ponendo per ogni x ∈ X
F(x) = cU
se x ∈ U ∈ B. La funzione F è ben definita. Infatti se U,V ∈ B e x ∈ U e
x ∈ V allora x ∈ U ∩ V e quindi U ∩ V , /©, da cui cU = cV .
È evidente che F(x) = f (x) se x ∈ X \ S e che la funzione F è costante
su ciascun U ∈ B e quindi è localmente costante.
Essendo, per ipotesi, X connesso la funzione F è costante e quindi anche
f , essendo la restrizione di F a X \ S , è costante.

Corollario 2.10. Sia D ⊂ C un dominio, ossia un aperto connesso. Sia
P ⊂ D un sottoinsieme discreto e chiuso in D. Allora D \ P è un dominio,
ossia un aperto connesso.
Dimostrazione. È facile verificare che i dischi
∆(z, r) ⊂ D
che verificano ∆(z, r) ∩ P = /© oppure ∆(z, r) ∩ P = {z} formano una base di
X.
Osservando che sia ∆(z, r) che ∆(z, r) \ {z} sono connessi la tesi segue
dalla proposizione 2.9. 
Esercizio 2.1. Sia D ⊂ C un aperto non vuoto e sia S ⊂ D un sottoin-
sieme. Se D è connesso e S è numerabile allora D \ S è connesso.
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Esercizio 2.2. Sia X uno spazio di Hausdorff localmente compatto e
connesso. Supponiamo che esista una base B di aperti di X tale che se
A ∈ B e F ⊂ A è finito allora A \ F è non vuoto e connesso.
Allora per ogni sottoinsieme P ⊂ X discreto chiuso X \ P è connesso.
1.5. Sulla compattezza.
Proposizione 2.11. Siano X ed Y spazi topologici e siano H ⊂ X e
K ⊂ Y sottoinsiemi compatti rispettivamente di X e Y.
Sia W ⊂ X × Y un aperto del prodotto cartesiano X × Y tale che
H × K ⊂ W
Allora esistono aperti A ⊂ X e B ⊂ Y rispettivamente di X ed Y tali che
H × K ⊂ A × B ⊂ W.
Dimostrazione. SiaW la famiglia di tutti gli aperti contenuti in W della
forma U × V , dove U è un aperto di X, V è un aperto di Y
Per ogni y ∈ Y siaUy la famiglia di tutte gli aperti U × V ∈ W tali che
y ∈ V .
Sia infineVH la famiglia di tutti gli aperti A × V ∈ W tali che H ⊂ A.
Osserviamo che se y ∈ K alloraUy è un ricoprimento aperto di K × {y}.
Infatti se x ∈ H, per definizione di topologia prodotto, esiste un aperto
U ⊂ X ed un aperto Y ⊂ Y tali che x ∈ U e y ∈ V , ossia (x, y) ∈ U ×Y ∈ W.
Mostriamo cheVH è un ricoprimento aperto di K.
Sia infatti y ∈ K. Per quanto osservato prima Uy è un ricoprimento
aperto di K × {y}. Esistono quindi
U1 × V1, . . . ,Un × Vn ∈ Uy
tali che
H ⊂ U1 ∪ · · · ∪ Un.
Se poniamo
A = U1 ∪ · · · ∪ Un
e
V = V1 ∩ · · · ∩ Vn
allora H × {y} ⊂ A × V ⊂ W, ossia y ∈ V e A ∈ VH.
Essendo quindiVH un ricoprimento aperto di K esistono
A1 × V1, . . . , Am × Vm ∈ VH
tali che
H × K ⊂ A1 × V1 ∪ · · · ∪ Am × Vm.
Se poniamo
A = A1 ∩ · · · ∩ Am
e
B = V1 ∪ · · · ∪ Bm
allora A e B sono aperti rispettivamente di X e di Y che verificano le condi-
zioni richieste.
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2. Funzioni olomorfe
2.1. Derivata complessa. Sia E ⊂ C un sottoinsieme del piano com-
plesso.
Sia
f : E → C
una funzione a valori complessi. Diremo che la funzione f ï¿12 derivabile
su E in z0 se z0 ï¿12 un punto di accumulazione per E e se esiste il limite
f ′(z0) = lim
E3z→z0
f (z) − f (z0)
z − z0 .
Il numero complesso f ′(z0) si dice E−derivata della funzione f in z0 e,
talvolta, si indica con f ′E(z0) per specificare il fatto che si prende il limite
per z che tende a z0 sull’insieme E.
Se E ï¿ 12 un intervallo della retta reale e z0 ï¿
1
2 un punto interno a E
allora f ′E(z0) si dice derivata o derivata reale della funzione f in z0 e si
indica con f ′(z0).
Se a ï¿12 l’estremo sinistro di un intervallo E della retta reale allora f
′
E(a)
si dice derivata destra della funzione f in a e si indica con f ′(a+).
Se b ï¿12 l’estremo destro di un intervallo E della retta reale allora f
′
E(b)
si dice derivata sinistra della funzione f in b e si indica con f ′(b−).
Se E ï¿12 un aperto di C allora f
′
E(z0) si dice derivata complessa della
funzione f in z0 e si indica con f ′(z0).
Indicheremo con C(E, z0) l’anello delle funzioni definite su E a valo-
ri complessi che siano continue in z0 e con I(E, z0) l’ideale in C(E, z0)
generato dalla restrizione ad E della funzione z − z0.
La dimostrazione delle proposizioni seguenti sono elementari.
Proposizione 2.12. Sia E ⊂ C un sottoinsieme del piano complesso e
sia z0 ∈ E un punto di accumulazione di E. Sia f : E → C una funzione.
Allora f ï¿ 12 derivabile su E in z0 se, e solo se, f ∈ C(E, z0) e la funzione
f − f (z0) appartiene all’ideale I(E, z0)
Proposizione 2.13. Sia E ⊂ C un sottoinsieme del piano complesso e sia
z0 ∈ E un punto di accumulazione di E. Sia f : E → C una funzione. Allora
f ï¿ 12 derivabile su E in z0 se, e solo se, esiste una funzione g : E → C
continua in z0 tale che
f (z) = f (z0) + (z − z0)g(z)
per ogni z ∈ E. In tal caso risulta
f ′(z0) = g(z0)
Osserviamo che la funzione g nella proposizione 2.13 ï¿12 univocamente
determinata da f e si dice rapporto incrementale della funzione f su E in
z0.
36
Le (restrizioni ad E di) funzioni costanti sono derivabili ed hanno de-
rivata nulla in ogni punto di (accumulazione per) E. Abbiamo inoltre i
teoremi seguenti.
Teorema 2.14. Sia E ⊂ C un sottoinsieme del piano complesso e sia
z0 ∈ E un punto di accumulazione di E. La somma ed il prodotto di funzioni
derivabili su E in z0 sono a loro volta derivabili su E in z0. Inoltre se
f , g : E → C sono derivabili su E in z0 allora
( f + g)′(z0) = f ′(z0) + g′(z0),
( f g)′(z0) = f ′(z0)g(z0) + f (z0)g′(z0).
Dimostrazione. Siano f , g : E → C derivabili su E in z0 Per la proposizione
2.12 f e g sono continue in z0 ed esistono h, k : E → C continue in z0 tali
che
h(z0) = f ′(z0),
k(z0) = g′(z0)
ed inoltre
f (z) = f (z0) + (z − z0)h(z),
g(z) = g(z0) + (z − z0)k(z)
per ogni z ∈ E. Sommando tali relazioni ricaviamo
( f + g)(z) − ( f + g)(z0) = (z − z0)(h(z) + k(z)).
Moltiplicando otteniamo invece
f (z)g(z) = f (z0)g(z0) + (z − z0)( f (z0)k(z) + h(z)g(z0) + (z − z0)h(z)k(z)),
ossia
( f g)(z) = ( f g)(z0) + (z − z0)( f (z0)k(z) + h(z)g(z0) + (z − z0)h(z)k(z)).
Dalla proposizione 2.13 segue che f + g ed f g sono derivabili su E in z0 ed
inoltre
( f + g)′(z0) = h(z0) + k(z0) = f ′(z0) + g′(z0),
( f g)(z0) = h(z0)g(z0) + f (z0)k(z0) = f ′(z0)g(z0) + f (z0)g′(z0),
ossia la tesi.

Proposizione 2.15. Sia E ⊂ C un sottoinsieme del piano complesso e
sia z0 ∈ E un punto di accumulazione di E. Supponiamo che f : E → C
sia derivabile in z0 ∈ E e che f (z) , 0 per ogni z ∈ E. Allora la funzione
g = 1/ f è derivabile in z0 e
g′(z0) = − f
′(z0)
f (z0)2
.
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Dimostrazione. Siano h : E → C continua in z0 tale che per ogni z ∈ E
f (z) − f (z0) = (z − z0)h(z)
e
f ′(z0) = h(z0).
Allora
g(z) − g(z0) = 1f (z) −
1
f (z0)
= −(z − z0) h(z)f (z) f (z0) ,
da cui segue che g è derivabile in z0 e
g′(z0) = − h(z0)f (z0) f (z0) = −
f ′(z0)
f (z0)2
.

Proposizione 2.16. Sia E ⊂ C un sottoinsieme del piano complesso e
sia z0 ∈ E un punto di accumulazione di E. Se f , g : E → C sono derivabili
in z0 e g(z) , 0 per ogni z ∈ E allora la funzione h = f /g è derivabili in z0
e
h′(z0) = − f
′(z0)g(z0) − f (z0)g′(z0)
g(z0)2
.
Dimostrazione. Per le proposizioni precedenti abbiamo
h′(z0) = ( f /g)′(z0) =
(
f · 1
g
)′
(z0)
= f ′(z0) ·
(
1
g(z0)
)
+ f (z0) ·
(
1
g
)′
(z0)
=
f ′(z0)
g(z0)
− f (z0)g
′(z0)
g(z0)2
=
f ′(z0)g(z0) − f (z0)g′(z0)
g(z0)2
.

Proposizione 2.17. Sia E1, E2 ⊂ C sottoinsiemi del piano complesso
e siano f : E1 → C e g : E2 → C funzioni tali che f (E1) ⊂ E2. Sia
z0 un punto di accumulazione per E1 tale che w0 = f (z0) sia un punto
di accumulazione di E2. Se la funzione f ï¿ 12 derivabile su E1 in z0 e la
funzione g ï¿ 12 derivabile su E2 in w0 allora la funzione composta g ◦ f :
E1 → C ï¿ 12 derivabile su E1 in z0 e vale l’identità
(1) (g ◦ f )′(z0) = g′( f (z0)) f ′(z0) = g′(w0) f ′(z0).
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Dimostrazione. Siano h : E1 → C e k : E2 → C continue rispettivamente in
z0 e w0 tali che per ogni z ∈ E1 sia
f (z) − f (z0) = (z − z0)h(z)
e per ogni w ∈ E2 sia
g(w) − g(w0) = (w − w0)k(w).
Si ottiene allora
(g ◦ f )(z) − (g ◦ f )(z0) = g( f (z)) − g( f (z0))
=
(
f (z) − f (z0))k( f (z))
= (z − z0)k( f (z))h(z)
La funzione h(z)k
(
f (z)
)
ï¿12 continua, quindi g ◦ f ï¿12 derivabile in z0 ed
inoltre
(g ◦ f )′(z0) = k(z0)h( f (z0)) = g′( f (z0)) f ′(z0),
ossia la tesi.

2.2. Funzioni olomorfe. Sia D ⊂ C un aperto. Una funzione f : D→
C si dice olomorfa se ï¿ 12 derivabile in senso complesso in ogni punto di
z0 ∈ D e se la derivata complessa f ′ : D → C ï¿ 12 una funzione continua in
D.
La derivata complessa f ′(z) è, per definizione, una funzione continua
che, per ogni z ∈ ∆, verifica
f ′(z) = lim
w→z
f (w) − f (z)
w − z .
Le funzioni costanti sono evidentemente olomorfe, ed anche la funzione
identità f (z) = z è una funzione olomorfa (su tutto C).
Indicheremo con O(D) la famiglia di tutte le funzioni olomorfe sull’a-
perto D.
Dalle proposizioni della sezione procedente seguono i teoremi seguenti.
Proposizione 2.18. Se f , g : D → C sono olomorfe allora le funzionni
f + g ed f g sono olomorfe, e per ogni z ∈ D valgono le uguaglianze
( f + g)′(z) = f ′(z) + g′(z),
( f g)′(z) = f ′(z)g(z) + f (z)g′(z).
Ne segue che O(D) è un sottoanello delle funzioni continue su D per
ogni aperto D ⊂ C.
Proposizione 2.19. Se f : D→ C è olomorfa e f (z) , 0 per ogni z ∈ D
allora la funzione g = 1/ f è olomorfa e
g′(z) = − f
′(z)
f (z)2
.
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Corollario 2.20. Se f , g : D → C sono olomorfe e g(z) , 0 per ogni
z ∈ D allora la funzione h = f /g è olomorfa e
h′(z) = − f
′(z)g(z) − f (z)g′(z)
g(z)2
.
La composizione di funzioni olomorfe è olomorfa; più precisamente
abbiamo:
Proposizione 2.21. Sia D, E ⊂ C un aperto del piano complesso e siano
f : D → C e g : E → C funzioni olomorfe tali che f (D) ⊂ E. Allora la
funzione composta g◦ f : D→ C è olomorfa e per ogni z ∈ D vale l’dentità
(g ◦ f )′(z) = g′( f (z)) f ′(z).
Dalle proposizioni precedenti segue immediatamente la
Proposizione 2.22. Ogni polinomio p(z) = a0 + a1z + · · · + anzn a coef-
ficienti complessi definisce una funzione polinomia f (z) = p(z) che è olo-
morfa su tutto il piano complesso C.
Se p(z) e q(z) sono due polinomi e q(z) non è identicamente nullo la
funzione definita da
f (z) =
p(z)
q(z)
è olomorfa nel dominio
{
z ∈ C | q(z) , 0}.
2.3. Equazioni di Cauchy-Riemann.
Proposizione 2.23. Siano A ⊂ C un aperto, z0 ∈ A e sia f : A → C una
funzione. Allora f è olomorfa su A se, e solo se, f è di classe C1 su A (in
senso reale) e
∂ f
∂y
= i
∂ f
∂x
.
In tal caso abbiamo
f ′ =
∂ f
∂x
Dimostrazione. Supponiamo che f sia olomorfa su A. Per ogni z ∈ A,
indicata con t una variabile reale, abbiamo
∂ f (z)
∂x
=
d
d t
f (z + t)|t=0 = f ′(z)
e
∂ f (z)
∂y
=
d
d t
f (z + it)|t=0 = i f ′(z)
da cui
∂ f (z)
∂y
= i f ′(z) = i
∂ f (z)
∂x
.
Viceversa, supponioamo che f sia di classe C1 su A e che sia
∂ f
∂y
= i
∂ f
∂x
.
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Sia z0 ∈ A arbitrario. Posto z = x + iy e z0 = x0 + iy0 abbiamo allora
f (z) = f (z0) +
∂ f (z0)
∂x
(x − x0) + ∂ f (z0)
∂y
(y − y0) + g(z)
dove
lim
z→z0
g(z)
z − z0 = 0
Poiché per ipotesi
∂ f (z0)
∂y
= i
∂ f (z0)
∂x
abbiamo allora
f (z) = f (z0) +
∂ f (z0)
∂x
(x − x0) + ∂ f (z0)
∂y
(y − y0) + g(z)
= f (z0) +
∂ f (z0)
∂x
(x − x0) + i ∂ f (z0)
∂x
(y − y0) + g(z)
= f (z0) +
∂ f (z0)
∂x
(
(x − x0) + i (y − y0)) + g(z)
= f (z0) +
∂ f (z0)
∂x
(z − z0) + g(z)
da cui
f (z) − f (z0)
z − z0 =
∂ f (z0)
∂x
+
g(z)
z − z0 .
Essendo, per ipotesi,
lim
z→z0
g(z)
z − z0 = 0
ne segue che
lim
z→z0
f (z) − f (z0)
z − z0 =
∂ f (z0)
∂x
ossia f è derivabile su A in z0 e
f ′(z0) =
∂ f (z0)
∂x
da cui segue che f è olomorfa e
f ′ =
∂ f
∂x
.

Osservazione 2.1. Se f = u + iv con u e v funzioni reali allora
∂ f
∂y
= i
∂ f
∂x
equivale al sistema
∂u
∂x
=
∂v
∂y
,
∂u
∂y
= −∂v
∂x
.
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Tali equazioni sono dette equazioni di Cauchy-Riemann.
2.4. Relazioni.
Teorema 2.24. Sia
f : D→ C
una funzione olomorfa su un dominio D. Supponiamo che esistano un
aperto Ω ⊂ C ed una funzione
F : Ω→ R
di classe C1 su Ω il cui gradiente ∇F non si annulli in alcun punto di Ω.
tale che f (D) ⊂ Ω e che F ◦ f sia costante su D. Allora f è costante.
Dimostrazione. Identificando C con R2, siano
u, v : D→ R
definite dall’identità
f (x + iy) = u(x, y) + iv(x, y).
Derivando rispetto a x ed a y l’identità F ◦ f = c con c ∈ R si ottiene
Fuux + Fvvx = 0,
Fuuy + Fvvy = 0,
ossia (Fu, Fv) è una soluzione non banale del sistema{
uxX + vxY = 0,
uyX + vyY = 0,
da cui segue che
0 = det
(
ux vx
uy vy
)
= uxvy − uyvx.
Per le equazioni di Cauchy-Riemann{
ux = vy,
uy = −vx,
segue quindi che
u2x + u
2
y = v
2
x + v
2
y = 0
da cui
ux = uy = vx = vy = 0.
Essendo D connesso, u e v, e quindi f = u + iv, sono costanti.

Proposizione 2.25. Sia f : D→ C una funzione olomorfa su un dominio
D. Se | f | è costante allora f è costante.
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Dimostrazione. Sia | f | = c. Se c = 0 allora f è identicamente nulla e
quindi costante. Supponiamo che sia c , 0. È sufficiente allora applicare il
teorema 2.24 considerando la funzione
F(w) = ww = u2 + v2, w = u + v,
definita su R2 \ {0}.

Proposizione 2.26. Sia f : D→ C una funzione olomorfa su un dominio
D. Se Re f è costante allora f è costante.
Dimostrazione. È sufficiente considerare la funzione
C 3 z 7→ F(z) = Re z ∈ R
e applicare il teorema 2.24.

3. Principi della media e del massimo
3.1. Principio della media.
Teorema 2.27. Sia f (z) una funzione olomorfa nella corona circolare
0 ≤ a < |z − z0| < b ≤ +∞.
Allora la funzione
]a, b[3 ρ 7→ 1
2pi
∫ 2pi
0
f (z0 + ρeit) dt
è costante.
Dimostrazione. Per ρ ∈]a, b[ e t ∈ [0, 2pi] poniamo
g(ρ, t) = f (z0 + ρeit)
e
G(ρ) =
1
2pi
∫ 2pi
0
f (z0 + ρeit) dt =
1
2pi
∫ 2pi
0
g(ρ, t) dt.
La funzione g(ρ, t) è di classe C1 su ]a, b[×R e quindi anche G(ρ) è di classe
C1 sull’ intervallo ]a, b[. È sufficiente quindi dimostrare che G′(ρ) ≡ 0.
Abbiamo
∂g(ρ, t)
∂ρ
= f ′(z0 + ρeit)eit
ed anche
∂g(ρ, t)
∂t
= f ′(z0 + ρeit)iρeit
da cui segue che
∂g(ρ, t)
∂ρ
=
1
iρ
∂g(ρ, t)
∂t
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e quindi
G′(ρ) =
1
2pi
∫ 2pi
0
∂g(ρ, t)
∂ρ
dt =
1
2piiρ
∫ 2pi
0
∂g(ρ, t)
∂t
dt
=
1
2piρ
(
g(ρ, 2pi) − g(ρ, 0)) =
=
1
2piiρ
(
f (z0 + ρ) − f (z0 + ρ)) = 0.

Teorema 2.28. Sia A ⊂ C un aperto e sia f : A → C una funzione
olomorfa. Se ∆(z, r) ⊂ A allora
f (z) =
1
2pi
∫ 2pi
0
f (z + reit) dt.
Dimostrazione. La funzione
[0, r] 3 ρ 7→ G(ρ) = 1
2pi
∫ 2pi
0
f (z + ρeit) dt
è continua sull’intervallo [0, r] essendo (ρ, t) 7→ f (z + ρeit) continua. Per il
teorema 2.27 è costante sull’intervallo aperto ]0, r[ e quindi, per continuità,
è costante sull’intervallo chiuso [0, r]. In particolare
G(0) = G(r).
Abbiamo
G(r) =
1
2pi
∫ 2pi
0
f (z + reit) dt
e
G(0) =
1
2pi
∫ 2pi
0
f (z + 0 · eit) dt = 1
2pi
∫ 2pi
0
f (z) dt
= f (z)
1
2pi
∫ 2pi
0
dt = f (z)
1
2pi
2pi = f (z),
da cui la tesi.

Teorema 2.29. Sia A ⊂ C un aperto e sia z0 ∈ A. Supponiamo che
f : A → C sia continua su A ed olomorfa su A \ {z0}. Allora f è olomorfa
su A.
Dimostrazione. È sufficiente dimostrare che f è olomorfa in un intorno
di z0. Siano r, ε > 0 tali che ∆(z0, r + ε) ⊂ A e r > ε. Allora la funzione
∆(z0, ε) × R 3 (z, t) 7→ g(z, t) = f (z + reit) 7→ C
è ben definita, continua e, per ogni t ∈ R, derivabile (in senso complesso)
su ∆(z0, ε) essendo composizione delle funzioni olomorfe
∆(z0, ε) 3 z 7→ z + reit ∈ A \ {z0}
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e
A \ {z0} 3 w 7→ f (w) ∈ C.
La derivata rispetto a z
g′z(z, t) = f
′(z + reit)
è continua.
Ne segue che la funzione
∆(z0, ε) 3 z 7→ F(z) = 12pi
∫ 2pi
0
f (z + reit) dt
è olomorfa su ∆(z0, ε).
Mostriamo che F(z) = f (z) per ogni z ∈ ∆(z0, ε). Consideriamo la
funzione
[0, r] 3 ρ 7→ G(ρ) = 1
2pi
∫ 2pi
0
f (z + ρeit) dt.
La funzione G è continua su [0, r] ed inoltre G(0) = f (0) e G(r) = F(z).
Se z = z0 allora per il teorema 2.27 la funzione G è costante su ]0, r[ e,
per continuità di G, risulta f (z0) = G(0) = G(r) = F(z0).
Supponiamo z , z0 e poniamo r1 = |z − z0|. Sempre per il teorema 2.27
la funzione G è costante in ]0, r1[ ed in ]r1, r[ da cui, per continuità, segue
che f (z) = G(0) = G(r1) e G(r1) = G(r) = F(z) e quindi, per transitività,
abbiamo f (z) = F(z), come richiesto.

Una conseguenza immadiata è la seguente.
Teorema 2.30. Sia A ⊂ C un aperto e sia S ⊂ A un sottoinsieme discreto
e chiuso in A. Supponiamo che f : A → C sia continua su A ed olomorfa
su A \ S . Allora f è olomorfa su A.
Dimostrazione. Poiché l’olomorfia è una proprietà locale è sufficiente
dimostrare che ogni z0 ∈ A ammette un intorno U ⊂ A tale che la funzione
f sia olomorfa su U.
Sia dunque z0 ∈ A. Se z < S è sufficiente porre U = A \ S . Sia quindi
z ∈ S . Essendo S discreto e chiuso in A esiste r > 0 tale che
∆(z0, r) ⊂ A
e
∆(z0, r) ∩ S = {z0}.
Posto U = ∆(z0, r) abbiamo quindi che la funzione f è continua su U ed
olomorfa su U \ {z0}. Per il teorema 2.29 la funzione f è olomorfa su U,
come richiesto.

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3.2. Principio del massimo.
Definizione 2.31. Sia D ⊂ C un dominio. Si dice che una funzione
continua f : D → C verifica la proprietà della media se per ogni disco
chiuso ∆(z0, r) ⊂ D risulta
f (z0) =
1
2pi
∫ 2 pi
0
f (z0 + r eit)d t.
Per la proposizione 2.28 ogni funzione olomorfa verifica la proprietà
della media.
Osserviamo che se f = u+ iv con u e v reali allora f verifica la proprietà
della media se, e solo se, le funzioni u e v verificano entrambe la proprietà
della media.
Lemma 2.32. Sia D ⊂ C un dominio e sia
f : D→ C
una funzione continua che verifica la proprietà della media. Supponiamo
che esista a ∈ D tale che per ogni z ∈ D sia
| f (z)| ≤ | f (a)| .
Allora la funzione f è costante su D.
Dimostrazione. Se | f (a)| = 0 la tesi è ovvia. Supponiamo quindi | f (a)| ,
0. Siano u, v : D→ R definite dalla relazione
u + iv = f (a)−1 f
È sufficiente dimostrare che u e v sono costanti. Mostreremo infatti che
allora u ≡ 1 e v ≡ 0. La funzione f (a)−1 f verifica la proprietà della media
e quindi anche u (e v) verifica la proprietà della media.
Abbiamo
u(a) + i v(a) = f (a)−1 f (a) = 1
da cui u(a) = 1 e v(a) = 0. Per ogni z ∈ D abbiamo
u(z)2 ≤ u(z)2 + v(z)2 ≤ (| f (a)|−1 | f (z)|)2 ≤ 1.
e quindi u(z) ≤ |u(z)| ≤ 1.
Sia
S = {z ∈ D | u(z) = 1}
Mostriamo che S è aperto e chiuso in D.
Essendo u continua S è necessariamente chiuso.
Mostriamo che è aperto. Sia dunque z0 ∈ S . Scegliamo r > 0 in modo
tale che ∆(z0, r) ⊂ D. Mostriamo che ∆(z0, r) ⊂ S .
Abbiamo u ≤ 1 su D e per la proprietà della media, fissato ρ con 0 ≤
ρ < r risulta
1
2pi
∫ 2pi
0
u(z0 + ρeit) dt = u(z0) = 1.
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Dalla proposizione 2.2 segue dunque che per t ∈ [0, 2pi]
u(z0 + ρeit) = 1.
essendo t ∈ [0, 2pi] e ρ ∈ [0, r] arbitrari ne segue che
u(z) = 1
per ogni z ∈ ∆(z0, r), ossia ∆(z0, r) ⊂ S , come richiesto.
Dunque S è aperto e chiuso in D. Poiché a ∈ S ne segue che S , /©.
Essendo D connesso risulta S = D, ossia u ≡ 1 su D.
Ricordando che
1 = u2 ≤ u2 + v2 ≤ 1
ne segue che necessariamente v ≡ 0 come richiesto.

Teorema 2.33. Sia D ⊂ C un dominio limitato e sia
f : D→ C
una funzione continua su D che verifica la proprietà della media su D. Sia
M = max
z∈∂D
| f (z)| .
Allora per ogni z ∈ D risulta
| f (z)| ≤ M.
Inoltre se esiste z0 ∈ D tale che
| f (z0)| = M
allora f è costante.
Dimostrazione. Essendo f continua sul compatto D esiste a ∈ D tale
che per ogni z ∈ D risulti
| f (z)| ≤ | f (a)| .
Se a ∈ D allora per il lemma 2.32 f è costante su D e, per continuità, è
costante su D, ed in questo caso la tesi è evidente.
Se a ∈ ∂D allora
| f (a)| ≤ M
e quindi per ogni z ∈ D risulta
| f (z)| ≤ | f (a)| ≤ M.
Se esiste z0 ∈ D tale che | f (z0)| = M allora f è costante su D per il
lemma 2.32 e quindi, per continuità, è costante su D.

Poiché le funzioni olomorfe verificano la proprietà della media abbia-
mo:
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Teorema 2.34. Sia D ⊂ C un dominio limitato e sia
f : D→ C
una funzione continua su D ed olomorfa su D. Sia
M = max
z∈∂D
| f (z)| .
Allora per ogni z ∈ D risulta
| f (z)| ≤ M.
Inoltre se esiste z0 ∈ D tale che
| f (z0)| = M
allora f è costante.
Useremo spesso il teorema precedente nella forma seguente.
Proposizione 2.35. Sia A ⊂ C un aperto e sia f : A → C una funzione
olomorfa. Siano z0 ∈ A, R > 0, M ≥ 0 e sia ∆(z0, r) ⊂ A. Se
|z − z0| = r =⇒ | f (z)| ≤ M
allora
|z − z0| ≤ r =⇒ | f (z)| ≤ M
Dimostrazione. È sufficiente applicare il teorema 2.34 alla restrizione
di f al disco chiuso ∆(z0, r).

4. Primi teoremi
4.1. Il rapporto incrementale.
Definizione 2.36. Siano D ⊂ C un aperto, f : D → C una funzione
olomorfa e z0 ∈ D. Si dice rapporto incrementale di f in z0 la funzione
g : D→ C definita da
g(z) =

f (z) − f (z0)
z − z0 z ∈ D \ {z0},
f ′(z0) z = z0.
Proposizione 2.37. Siano D ⊂ C un aperto, f : D → C una funzione
olomorfa e z0 ∈ D. Il rapporto incrementale di f in z0 è una funzione
olomorfa su D.
Dimostrazione. Sia g : D→ C il rapporto incrementale di f in z0.
La funzione g è olomorfa su D \ {z0} essendo rapporto delle funzioni
olomorfe z 7→ f (z) − f (z0) e z 7→ z − z0 e la seconda è non nulla su D \ {z0}.
Per definizione di derivata complerra abbiamo
g(z0) = f ′(z0) = lim
z→z0
f (z − z0)
z − z0 = limz→z0 g(z),
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ossia la funzione g è continua in z0. Per il teorema 2.29 la funzione g è
olomorfa su D, come richiesto.

4.2. Il teorema di Liouville. Una funzione olomorfa su C si dice inte-
ra.
Lemma 2.38. Sia f una funzione olomorfa intera. Se
lim
|z|→+∞
f (z) = 0.
allora g è identicamente nulla.
Dimostrazione. Sia z ∈ C fissato e sia ε > 0. Per ipotesi esiste R > |z|
tale che se |w| ≥ R allora | f (w)| < ε. Essendo |z| < R per la proposizione
2.35
| f (z)| < ε.
Essendo ε > 0 arbitrario | f (z)| = 0.

Ne segue il teorema fondamentale dell’algebra.
Teorema 2.39. Ogni polinomio a coefficienti complessi di grado positi-
vo ammette (almeno) una radice in C.
Dimostrazione. Sia p(z) un polinomio di grado positivo, ossia
p(z) = anzn + · · · + a0
dove n > 0 e an , 0.
Supponiamo per assurdo che p(z) , 0 per ogni z ∈ C. Allora la funzione
f (z) =
1
p(z)
è olomorfa su C e evidentemente
lim
|z|→+∞
f (z) = 0.
Per il lemma 2.38 la funzione f è identicamente nulla, il che è evidente-
mente assurdo.

Il seguente teorema è dovuto a Liouville.
Teorema 2.40. Ogni funzione olomorfa intera limitata è costante.
Dimostrazione. Sia f : C → C olomorfa e limitata e sia g : C → C il
rapporto incrementale di f in z0 = 0.
Essendo f limitata su C risulta
lim
|z|→+∞
g(z) = lim
|z|→+∞
f (z) − f (0)
z
= 0.
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Per il lemma 2.38 g è identicamente nulla e quindi
f (z) = f (0)
per ogni z ∈ C.

4.3. Il lemma di Schwarz. Il teorema seguente è noto come il lemma
di Schwarz.
Teorema 2.41. Sia f : ∆→ ∆ una funzione olomorfa e supponiamo che
sia f (0) = 0. Allora per ogni z ∈ ∆
| f (z)| ≤ |z|
e
| f ′(0)| ≤ 1.
Inoltre, se esiste z0 ∈ ∆ \ {0} tale che | f (z0)| = |z0| oppure | f ′(0)| = 1 allora
esiste un numero complesso λ tale che |λ| = 1 e
f (z) = λz
per ogni z ∈ ∆.
Dimostrazione. Sia g il rapporto incrementale di f in z0 = 0. Mostria-
mo che per ogni z ∈ ∆ abbiamo
|g(z)| ≤ 1.
Sia dunque z ∈ ∆ fissato e sia r che verifica |z| < r < 1. Se |ζ | = r abbiamo
|g(ζ)| = | f (ζ)||ζ | ≤
1
r
da cui, per il principio del massimo, essendo |z| < r segue che
|g(z)| ≤ 1
r
.
Facendo tendere r ad 1 da sinistra si ottiene
|g(z)| ≤ 1.
Per z ∈ ∆ \ {0} otteniamo quindi
| f (z)| ≤ |z|
e per z = 0 otteniamo
| f ′(0)| ≤ 1.
Se per un certo z0 ∈ ∆ \ {0} risulta
| f (z0)| ≤ |z0|
oppure
| f ′(0)| = 1
allora |g(z0)| = 1, rispettivamente |g(0)| = 0. Per il lemma 2.32 segue che la
funzione g(z) è costante, ossia
g(z) = λ
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per un’opportuna costante λ. Per z = z0 si ottiene λ = g(z0) da cui
(2) |λ| = |g(z0)| = 1.
Dalla definizione di g(z) segue quindi che
f (z) = λz.

4.4. La derivata di una funzione olomorfa.
Proposizione 2.42. Sia D ⊂ C un aperto e sia f : D → C una funzione
olomorfa. Per ogni disco chiuso ∆(z, r) ⊂ D vale la formula
f ′(z) =
1
2pir
2pi∫
0
f (z + reit)e−it dt
Dimostrazione. Sia z ∈ D fissato e sia g il rapporto incrementale di f
in z. Essendo g olomorfa su D (proposizione 2.37), per la proprietà della
media (teorema 2.28) abbiamo
f ′(z) = g(z) =
1
2pi
∫ 2pi
0
g(z + reit)) dt
=
1
2pi
∫ 2pi
0
f (z + reit) − f (z)
(z + reit) − z dt
=
1
2pir
∫ 2pi
0
(
f (z + reit) − f (z))e−it dt
=
1
2pir
∫ 2pi
0
f (z + reit)e−it dt − f (z)
2pir
∫ 2pi
0
e−it dt.
Poiché ∫ 2pi
0
e−it dt = 0
abbiamo
f ′(z) =
1
2pir
∫ 2pi
0
f (z + reit)e−it dt.
Essendo z ∈ D arbitrario segue la tesi.

Proposizione 2.43. Sia A ⊂ C un aperto. Se f ∈ O(A) allora f ′ ∈ O(A)
Dimostrazione. L’olomorfia è una proprietà locale. È sufficiente quindi
dimostrare che ogni punto z0 ∈ A la derivata f ′ è olomorfa in un opportuno
intorno di z0.
Sia dunque z0 ∈ A fissato. Scegliamo r > 0 in modo tale che risulti
∆(z0, 2r) ⊂ A
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consideriamo la funzione
∆(z0, r) × [0, 2pi] 3 (z, t) 7→ g(z, t) = f (z + reit)e−it ∈ C.
Per t ∈ [0, 2pi] fissato la funzione ∆(z0, r) 3 z 7→ g(z, t) = f (z + reit)e−it ∈ C
è olomorfa su ∆(z0, r) e la derivata rispetto a zeta
g′z(z, t) = f
′(z + reit)e−it
è continua su ∆(z0, r) × [0, 2pi] e quindi la funzione
∆(z0, r) 3 z 7→ G(z) =
∫ 2pi
0
f (z + reit)e−it
è olomorfa su ∆(z0, r). Per la proposizione 2.42 ne segue che
∆(z0, r) 3 z 7→ f ′(z) = 12pirG(z)
è olomorfa su ∆(z0, r). Essendo z0 ∈ A arbitrario segue la tesi.

Dalla proposizione precedente segue che ogni funzione olomorfa am-
mette derivate complesse di ogni ordine.
Data una funzione olomorfa f , con notazione analoga al caso reale,
per ogni intero n ∈ N definiamo la derivata f (n) di ordine n di f ponendo
induttivamente
f (0) = f
e
f (n+1) =
(
f (n)
)′
.
Sarà utile in seguito la proposizione seguente.
Proposizione 2.44. Siano A ⊂ C un aperto e X uno spazio topologico.
Sia f : X×A→ C una funzione continua tale che per ogni x ∈ X la funzione
A 3 z 7→ f (x, z) ∈ C
sia olomorfa.
Per ogni x ∈ X indichiamo con f ′z (x, z) la derivata (complessa) rispetto
a z della funzione
A 3 z 7→ f (x, z).
Allora la funzione
X × A × A 3 (x, z,w) 7→ g(x, z,w) =

f (x, z) − f (x,w)
z − w se z , w,
f ′z (x, z) se z = w,
è continua su X × A × A.
In particolare, la funzione
X × A 3 (x, z) 7→ f ′z (x, z) ∈ C
è continua su X × A.
52
Dimostrazione. Mostreremo che la funzione g è continua in ogni punto
di X × A × A.
Sia dunque (x0, z0,w0) ∈ X × A × A. Se z0 , w0 la tesi è evidente.
Supponiamo quindi che sia z0 = w0.
Scegliamo r > 0 sufficientemente piccolo in modo tale che ∆(z0, r) ⊂ A.
Posto D = ∆(z0, r/2) se z,w ∈ D allora
|z − w| ≤ |z − z0| + |z0 − w| < r2 +
r
2
= r
e quindi se z,w ∈ D per ogni θ ∈ R
z − w + reiθ , 0.
Osserviamo che per ogni x ∈ X ed ogni w ∈ A la funzione
A 3 z 7→ g(x, z,w) ∈ C
è il rapporto incrementale della funzione
A 3 z 7→ f (x, z,w)
e quindi, per la proposizione 2.37 è una funzione olomorfa.
Per il principio della media (teorema 2.28) abbiamo che se x ∈ X e
z,w ∈ D allora
g(x, z,w) =
1
2pi
∫ 2pi
0
f (x, z + reiθ − f (x,w))
z − w + reiθ dθ.
dove nell’espressione integranda, per quanto visto prima, il denominatore
non si annulla.
La funzione
[0, 2pi] × X × D × D 3 (θ, x, z,w) 7→ f (x, z + re
iθ − f (x,w))
z − w + reiθ
è dunque continua e quindi è continua la g su X × D × D, che è un intorno
aperto di (x0, z0, z0) in X × A × A.

4.5. Il teorema di convergenza di Weierstrass.
Teorema 2.45. Sia D ⊂ C un aperto. Sia fn una successione di funzioni
olomorfe su D convergente uniformemente sui compatti di D ad una funzio-
ne f : D → C. Allora f è olomorfa su D e per ogni p ∈ N la successione
f (p)n delle derivate di ordine p converge uniformemente sui compatti di D a
f (p).
Dimostrazione. È sufficiente dimostrare il teorema nel caso p = 1; il
caso generale segue allora con un semplice argomento di induzione su p.
Mostreremo quindi che la funzione f è olomorfa e che la successione
f ′n delle derivate converge uniformemente sui compatti di D a f
′.
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Sia z0 ∈ D fissato. Scegliamo r > 0 in modo tale che risulti ∆(z0, 2r) ⊂
D. Definiamo allora la funzione
∆(z0, r) 3 z 7→ g(z) = 12pir
∫ 2pi
0
f (z + reit)e−it dt ∈ C.
Essendo la funzione
∆(z0, r) × [0, 2pi] 3 (z, t) 7→ f (z + reit)e−it
continua ne segue che la funzione g è continua su ∆(z0, r).
Se z ∈ ∆(z0, r), per la proposizione 2.42 abbiamo
f ′n(z) =
1
2pir
2pi∫
0
fn(z + reit)e−it dt
La successione di funzioni
∆(z0, r) × [0, 2pi] 3 (z, t) 7→ fn(z + reit)e−it
converge uniformemente su ∆(z0, r) × [0, 2pi] alla funzione f (z + reit)e−it
da cui segue che la successione f ′n converge uniformemente su ∆(z0, r) alla
funzione g.
Poiché
∂ fn
∂x
= f ′n
e
∂ fn
∂y
= i f ′n
ne segue che le derivate parziali rispetto alle variabili x ed y delle funzioni
fn convergono uniformemente su ∆(z0, r) rispettivamente alle funzioni g e
ig.
Ne segue che f è di classe C1 su ∆(z0, r) e che
∂ f
∂x
= g
e
∂ f
∂y
= ig
In particolare
∂ f
∂y
= i
∂ f
∂x
ossia f verifica su ∆(z0, r) le equazioni di Cauchy-Riemann e quindi è olo-
morfa su ∆(z0, r) e f ′ = g. Inoltre le derivate f ′n convergono uniformemente
su ∆(z0, r) alla funzione g = f ′.
Essendo z0 ∈ D arbitrario il teorema è dimostrato.

54
Teorema 2.46. Sia D ⊂ C un aperto. Sia fn una successione di funzioni
olomorfe su D e supponiamo che la serie
+∞∑
n=0
fn
convergente uniformemente sui compatti di D ad una funzione f : D → C.
Allora f è olomorfa su D e per ogni p ∈ N
f (p) =
+∞∑
n=0
f (p)n
e la serie a secondo membro converge uniformemente sui compatti di D.
Dimostrazione. È sufficiente applicare il teorema precedente alla suc-
cessione
gn =
n∑
k=0
fk
delle somme parziali della serie
+∞∑
n=0
fn.

4.6. Zeri di funzioni olomorfe.
Proposizione 2.47. Sia D ⊂ C una aperto e sia f una funzione olomorfa
su D. Sia z0 ∈ D e sia m ≥ 1 un intero.
Le condizioni seguenti sono equivalenti
(1) esiste una funzione g olomorfa su D tale che per ogni z ∈ D
f (z) = (z − z0)mg(z);
(2) se k = 0, . . . ,m − 1 allora
f (k)(z0) = 0.
Dimostrazione. La dimostrazione è per induzione su m.
Sia m = 1. Se f (z)) = (z − z0)g(z) allora per z = z0 si ottiene
f (z0) = (z0 − z0)g(z0) = 0 · g(z0) = 0.
Viceversa supponiamo che sia f (z0) = 0. Sia g il rapporto incrementale
in z0 di f . Per la proposizione 2.37 g è olomorfa su D. Abbiamo allora
f (z) = f (z0) + (z − z0)g(z) = (z − z0)g(z).
Abbiamo dunque dimostrato l’equivalenza tra (1) e (2) nel caso m = 1.
Sia ora m > 1 e supponiamo ora che l’equivalenza tra (1) e (2) sia valida
per m − 1. Supponiamo quindi che valga la (1) per m ossia
f (z) = (z − z0)mg(z)
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per un’opportuna funzione olomorfa g. Per z = z0 si ottiene
f (z0) = (z0 − z0)mg(z0) = 0.
Derivando si ottiene
f ′(z) = m(z − z0)m−1g(z) + (z − z0)mg′(z)
= (z − z0)m−1(m g(z) + (z − z0) g′(z)).
Essendo m g(z)+(z−z0) g′(z) olomorfa, per ipotesi induttiva tutte le derivate
di ordine al più m − 2 di f ′, ossia tutte le derivate di ordine compreso tra 1
e m − 1 di f si annullano in z0, ossia vale la (2).
Viceversa supponiamo che f (z0) = f ′(z0) = · · · = f (m−1)(z0) = 0. Allora
tutte le derivate di ordine al più m − 2 sia della funzione f che della sua
derivata f ′ si annullano in z0. Per ipotesi induttiva esistono funzioni g, h
olomorfe su D tali che per ogni z ∈ D
f (z) = (z − z0)m−1g(z)
e
f ′(z) = (z − z0)m−1h(z)
Derivando la prima di queste identità si ottiene
f ′(z) = (m − 1)(z − z0)m−2g(z) + (z − z0)m−1g′(z)
= (z − z0)m−2((m − 1)g(z) + (z − z0) g′(z)).
Uguagliando le due espressioni per f ′(z) si ottiene
(z − z0)m−2((m − 1)g(z) + (z − z0) g′(z)) = (z − z0)m−1h(z)
Per z , z0, semplificando si ottiene
(m − 1)g(z) + (z − z0) g′(z) = (z − z0) h(z)
e per continuità quest’ultima identità vale su tutto D. Per z = z0 si ottiene
(m − 1)g(z0) + (z0 − z0) g′(z) = (z0 − z0) h(z0),
ossia
(m − 1)g(z0) = 0,
da cui, essendo m − 1 > 0, segue che g(z0) = 0. Per quanto già dimostrato
se g1 è il rapporto incrementale di g in z0 abbiamo
g(z) = (z − z0) g1(z)
e quindi
f (z) = (z − z0)m−1g(z)
= (z − z0)m−1(z − z0) g1(z)
= (z − z0)mg1(z)
come richiesto.

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Definizione 2.48. Sia D ⊂ C un aperto e sia f una funzione olomorfa su
D. Sia z0 ∈ D e sia m > 0 un intero.
Si dice che f ha uno zero di molteplicità almeno m in z0 se su D vale
l’identità
f (z) = (z − z0)mg(z)
per un’opportuna funzione g olomorfa su D.
Si dice che f ha uno zero di molteplicità m in z0 se in z0 ha uno zero di
molteplicità m ma non ha uno zero di molteplicità m + 1.
Proposizione 2.49. Sia D ⊂ C un aperto e sia f una funzione olomorfa
su D. Sia z0 ∈ D e sia m > 0 un intero. Supponiamo che f abbia uno zero
di molteplicità almeno m in z0 e sia
f (z) = (z − z0)mg(z)
dove g è una funzione olomorfa su D.
Allora f ha uno zero di molteplicità m in z0 se, e solo se, g(z0) , 0.
Dimostrazione. Mostreremo che f ha uno zero di molteplicità almeno
m + 1 in z0 se, e solo se, g(z0) = 0.
Supponiamo che f abbia uno zero di molteplicità almeno m + 1 in z0.
Allora
f (z) = (z − z0)m+1h(z) = (z − z0)m(z − z0) h(z),
da cui segue che per z ∈ D \ {z0}
g(z) = (z − z0) h(z).
Per continuità tale identità vale su tutto D. Sostituendo z = z0 si ottiene
allora
g(z0) = (z0 − z0) h(z0) = 0 · h(z0) = 0.
Viceversa se g(z0) = 0 allora se h è il rapporto incrementale di g in z0 allora
g(z) = (z − z0) h(z),
e quindi
f (z) = (z − z0)mg(z) = (z − z0)m(z − z0) h(z) = (z − z0)m+1 h(z),
ossia f ha uno zero di molteplicità almeno m + 1 in z0.

Proposizione 2.50. Sia D ⊂ C un aperto e sia f una funzione olomorfa
su D. Sia z0 ∈ D e sia m > 0 un intero. Supponiamo che f abbia uno zero
di molteplicità almeno m in z0 e sia
f (z) = (z − z0)mg(z)
dove g è una funzione olomorfa su D.
Allora
f (m)(z0) = m! g(z0)
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Dimostrazione. Se all’identità
f (z) = (z − z0)mg(z)
sottraiamo ad entrambi i membri
f (m)(z0)
m!
(z − z0)m
otteniamo
f (z) − f
(m)(z0)
m!
(z − z0)m = (z − z0)m
(
g(z) − f
(m)(z0)
m!
)
Osservando che la derivata in z0 di ordine k della funzione
(z − z0)m
m!
vale 0 se k , m e 1 se k = m ne segue che le derivate in z0 di ordine al più
m della funzione
f (z) − f
(m)(z0)
m!
(z − z0)m
sono nulle. Per la proposizione 2.47 la funzione
(z − z0)m
(
g(z) − f
(m)(z0)
m!
)
= f (z) − f
(m)(z0)
m!
(z − z0)m
ha uno zero di ordine almeno m + 1 in z0. Per la proposizione 2.49 questo è
possibile se(, e solo se,) la funzione
g(z) − f
(m)(z0)
m!
si annulla in z0 ossia se
g(z0) =
f (m)(z0)
m!
.

4.7. Il principio del prolungamento analitico.
Proposizione 2.51. Siano z0 ∈ C e ρ > 0. Sia f : ∆(z0, ρ)→ C olomorfa.
Supponiamo che la funzione f e le derivate di f di ogni ordine si annullino
in z0.
Allora la funzione f è identicamente nulla su ∆(z0, ρ).
Dimostrazione. Sia m ∈ N arbitrario. Per la proposizione 2.47 abbiamo
f (z) = (z − z0)mg(z)
dove g è olomorfa su ∆(z0, ρ).
Sia dunque z ∈ ∆(z0, ρ). Scegliamo r > 0 in modo tale che sia
|z − z0| < r < ρ
e poniamo
Mr = max|ζ−z0 |=r
| f (ζ)| .
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Se |ζ − z0| = r abbiamo
|g(ζ)| = | f (ζ)||ζ − z0|m ≤
Mr
rm
.
Per il principio del massimo (cf. proposizione 2.35)
|g(z)| ≤ Mr
rm
,
da cui
| f (z)| = |z − z0|m |g(z)| ≤ |z − z0|m Mrrm = Mr
( |z − z0|
r
)m
.
Essendo
0 ≤ |z − z0|
r
< 1
abbiamo
lim
m→+∞
( |z − z0|
r
)m
= 0
da cui segue che
0 ≤ | f (z)| ≤ lim
m→+∞Mr
( |z − z0|
r
)m
= 0.
Essendo z ∈ ∆(z0, ρ) arbitrario la funzione f è identicamente nulla su ∆(z0, ρ),
come richiesto.

Ricordiamo che se E ⊂ C si dice che z ∈ C è punto di accumulazione
di E se esiste una successione zn di elementi di E ognuno distinto da z e
convergente a z.
Il teorema seguente va sotto il nome di principio del prolungamento
analitico
Teorema 2.52. Sia D ⊂ C un domino non vuoto e sia f : D → C una
funzione olomorfa. Le condizioni seguenti sono equivalenti:
(1) f ≡ 0 su D;
(2) esiste un aperto /© , A ⊂ D tale che f ≡ 0 su A;
(3) l’insieme degli zeri di f ammette un punto di accumulazione in D;
(4) esiste z∗ ∈ D tale che f (m)(z∗) = 0 per m = 0, 1, . . ..
Dimostrazione. Le implicazioni (1) =⇒ (2) =⇒ (3) sono evidenti.
Mostriamo che (3) =⇒ (4). Sia z∗ ∈ D un punto di accumulazione
degli zeri di f . Esiste quindi una successione zn ∈ D che verifica
f (zn)) = 0,
zn , z∗
e
lim
n→+∞ zn = z
∗.
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Mostriamo che per ogni m ∈ N abbiamo f (m)(z∗) = 0. La dimostrazione è
per induzione su m. Per m = 0 abbiamo f (0) = f e, per la continuità di f ,
f (z∗) = lim
n→+∞ f (zn) = limn→+∞ 0 = 0.
Sia quindi m > 0 e supponiamo che per 0 ≤ k < m sia
f (k)(z∗) = 0.
Per la proposizione 2.47
f (z) = (z − z∗)mg(z);
con g olomorfa su D. Inoltre per la proposizione 2.50 abbiamo anche
f (m)(z∗) = m! g(z∗).
Per ogni n abbiamo
0 = f (zn) = (zn − z∗)mg(zn).
Essendo zn − z∗ , 0 necessariamente
g(zn) = 0.
Passando al limite per n→ +∞ si ottiene
g(z∗) = lim
n→+∞ g(zn) = limn→+∞ 0 = 0
e quindi
f (m)(z∗) = m! g(z∗) = m! · 0 = 0.
Mostriamo infine che (4) =⇒ (1). Sia z∗ ∈ D tale che f (m)(z∗) = 0 per
m = 0, 1, . . .. Per ogni n ∈ N sia
Zn =
{
z ∈ D | f (n)(z) = 0}
e poniamo
Z =
+∞⋂
n=0
Zn.
Ciascuna f (n) è continua in D, quindi Zn è chiuso per ogni n ∈ N. Ne segue
che Z, essendo intersezione di chiusi, è chiuso in D.
Mostriamo che Z è aperto (in D). Sia z ∈ Z e sia r > 0 tale che ∆(z, r) ⊂
D. Per la proposizione 2.51 la funzione f è identicamente nulla su ∆(z, r)
da cui segue facilmente che ∆(z, r) ⊂ Z. Essendo z ∈ D arbitrario ne segue
che Z è aperto.
Per ipotesi z∗ ∈ E, quindi E , /©. Essendo D connesso necessariamente
E = D e quindi f è identicamente nulla su D, come richiesto.

Ricordiamo che un sottoinsieme E ⊂ D si dice discreto in D se D è
privo di punti di accumulazione di E. Dalla implicazione (4) =⇒ (1)
del teorema precedente segue immediatamente il teorema degli zeri per le
funzioni olomorfe.
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Teorema 2.53. Sia D ⊂ C un dominio e sia f : D → C una funzione
olomorfa su D non identicamente nulla. Allora gli zeri di f formano un
sottoinsieme discreto chiuso di D.
In altre parole gli zeri di una funzione olomorfa non identicamente nulla
formano un insieme di punti isolati.
Un’applicazione di questi teoremi interessante è la seguente.
Proposizione 2.54. Sia D ⊂ C un dominio e siano f , g, h : D → C
funzioni continue. Supponiamo che
h = f g
e che la funzione g sia olomorfa e non identicamente nulla. Allora la
funzione f è olomorfa se, e solo se la funzione h è olomorfa
Dimostrazione. Se f è olomorfa allora è evidente che la funzione h =
f g è olomorfa, essendo il prodotto di due funzioni olomorfe.
Viceversa sia h = f g olomorfa. Sia Z ⊂ D l’insieme degli zeri di g. Per
il teorema 2.53 Z è discreto e chiuso in D. Essendo g non nulla su D \ Z ne
segue che
f = h/g
è olomorfa su D \ Z. Per il teorema 2.30 la funzione f è olomorfa su D,
come richiesto.

5. Lo sviluppo di Taylor
5.1. Lo sviluppo in un punto.
Lemma 2.55. Sia z0 ∈ C, sia n ≥ 0 un intero e sia Vn lo spazio dei
polinomi a coefficienti complessi di grado al più n. Allora
(1) i polinomi
(z − z0)k
k!
, k = 0, . . . , n
formano una base di Vn.
(2) i funzionali lineari
Vn 3 p(z) 7→ p(k)(z0), k = 0, . . . , n
formano la relativa base duale.
Dimostrazione. Esercizio.

Proposizione 2.56. Siano D ⊂ C un aperto ed f : D → C una funzione
olomorfa su D. Sia z0 ∈ D e sia n ≥ 0 un intero.
Esiste allora un unico polinomio p(z) di grado al più n tale che la
funzione olomorfa
f (z) − p(z)
abbia in z0 uno zero di molteplicità almeno n + 1.
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Per tale polinomio p(z) vale lo sviluppo
p(z) =
n∑
k=0
f (k)(z0)
k!
(z − z0)k
Dimostrazione. Per la proposizione 2.47 la funzione f (z)− p(z) ha in z0
uno zero di molteplicità almeno n+1 se, e solo se, le derivate in z0 di ordine
al più n del polinomio p(z) coincidono con quelle della funzione f (z). La
tesi segue quindi dal lemma 2.55

Definizione 2.57. Siano D ⊂ C un aperto ed f : D → C una funzione
olomorfa su D. Sia z0 ∈ D. Una serie formale a coefficienti in C
+∞∑
n=0
an Xn
si dice sviluppo (di Taylor) della funzione f in z0 se per ogni n ≥ 0 la
funzione
f (z) −
n∑
k=0
ak(z − z0)k
ammette in z0 uno zero di molteplicità almeno n + 1.
Per la proposizione 2.56 tale sviluppo è univocamente caratterizzato da
an =
f (n)(z0)
n!
n = 0, 1, . . .
Ricordiamo che O(D) indica lo spazio delle funzioni olomorfe su D.
Proposizione 2.58. Siano D ⊂ C un aperto ed f : D → C una funzione
olomorfa su D. Sia z0 ∈ D. Allora la funzione
O(D) 3 f 7→ S f (X) =
+∞∑
n=0
anXn ∈ C[[X]]
che ad ogni f ∈ O(D) associa il suo sviluppo S f (X) in z0 è un omomorfismo
di anelli.
Dimostrazione. Dalla linearità dell’operatore di derivazione segue che
la funzione f 7→ S f è additiva. Mostriamo quindi che conserva il prodotto.
Siano dunque f , g ∈ O(D) e siano
+∞∑
n=0
anXn
e
+∞∑
n=0
bnXn
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gli sviluppi rispettivamente di f e di g. Poniamo
cn =
n∑
k=0
ak bn−k
cosicchè
+∞∑
n=0
cnXn =
 +∞∑
n=0
anXn
  +∞∑
n=0
bnXn
 .
Sia p ∈ N fissato. Per definizione di sviluppo abbiamo
f (z) =
p∑
n=0
an(z − z0)n + (z − z0)p+1 fp(z)
e
g(z) =
p∑
n=0
bn(z − z0)n + (z − z0)p+1gp(z)
per opportune funzioni fp, gp ∈ O(D). Moltiplicando si ottiene
f (z)g(z) =
 p∑
n=0
an(z − z0)n
  p∑
n=0
bn(z − z0)n

+(z − z0)p+1hp(z)
dove
hp(z) = gp(z)
p∑
n=0
an(z − z0)n + fp(z)
p∑
n=0
bn(z − z0)n.
Abbiamo p∑
n=0
an(z − z0)n
  p∑
n=0
bn(z − z0)n
 = p∑
n=0
cn(z − z0)n +
+
2p∑
n=p+1
 p∑
k=n−p
anbn−p
 (z − z0)n
=
p∑
n=0
cn(z − z0)n + (z − z0)p+1
2p∑
n=p+1
 p∑
k=n−p
anbn−p
 (z − z0)n−p−1,
e quindi
f (z)g(z) =
p∑
n=0
cn(z − z0)n + (z − z0)p+1kp(z),
dove
kp(z) = hp(z) +
2p∑
n=p+1
 p∑
k=n−p
anbn−p
 (z − z0)n−p−1.
è evidentemente olomorfa.
Ne segue che
p∑
n=0
cn(z − z0)n
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è il polinomio di Taylor di ordine p del prodotto f (z)g(z), come richiesto.

Corollario 2.59. Sia A ⊂ C un aperto e sia f , g funzioni oloomorfe su
A. Per ogni intero p ≥ 0 abbiamo
( f g)(p) =
p∑
k=0
(
p
k
)
f kg(p−k).
Dimostrazione. Sia z0 ∈ A e siano
+∞∑
n=0
anXn,
+∞∑
n=0
bnXn,
+∞∑
n=0
cnXn
gli sviluppi in z0 rispettivamente di f , g e f g. Sia dunque p ≥ 0. Per la
proposizione abbiamo
cn =
p∑
k=0
akbp−k
ed inoltre, per ogni k ≥ 0
ak =
f (k)(z0)
k!
bk =
g(k)(z0)
k!
ck =
( f g)(k)(z0)
k!
da cui segue che
( f g)(p)(z0) = p! cp = p!
p∑
k=0
akbp−k
= p!
p∑
k=0
f (k)(z0)
k!
g(p−k)(z0)
(p − k)!
=
p∑
k=0
p!
k! (p − k) f
(k)(z0)g(p−k)(z0)
=
p∑
k=0
(
p
k
)
f (k)(z0)g(p−k)(z0).
Essendo z0 ∈ A arbitrario segue la tesi.

5.2. Le disuguaglianze di Cauchy.
Proposizione 2.60. Siano D ⊂ C un aperto ed f : D → C una funzione
olomorfa su D. Sia z0 ∈ D e sia
+∞∑
n=0
an Xn
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lo sviluppo della funzione f in z0. Sia r > 0 tale che ∆(z0, r) ⊂ D. Allora
per ogni n ≥ 0 valgono le uguaglianze
an =
1
2pirn
∫ 2pi
0
f (z0 + reit)e−int dt.
Dimostrazione. Sia n ≥ 0. Per un’opportuna funzione g olomorfa su D
abbiamo
f (z) =
n∑
k=0
an(z − z0)k + (z − z0)ng(z)
ed inoltre
g(z0) = 0.
Dividendo per (z − z0)n per z , z0 si ottiene
f (z)
(z − z0)n =
n∑
k=0
an(z − z0)k−n + g(z),
da cui
a0 =
f (z)
(z − z0)n −
n−1∑
k=0
an(z − z0)k−n − g(z).
Prendendo la media sulla circonferenza di centro z0 e raggio r si ottiene
a0 =
1
2pi
∫ 2pi
0
f (z0 + reit)
(z0 + reit − z0)n dt −
n−1∑
k=0
an
2pirn−k
∫ 2pi
0
ei(k−n)t dt
− 1
2pi
∫ 2pi
0
g(z0 + reit) dt
=
1
2pirn
∫ 2pi
0
f (z0 + reit)e−int dt −
n−1∑
k=0
an
2pirn−k
∫ 2pi
0
ei(k−n)t dt
− 1
2pi
∫ 2pi
0
g(z0 + reit) dt
Essendo g olomorfa abbiamo
1
2pi
∫ 2pi
0
g(z0 + reit) = g(z0) = 0
ed anche ∫ 2pi
0
ei(k−n)t dt =
ei(k−n)2pi − ei(k−n) 0
i(k − n) =
1 − 1
i(k − n) = 0,
da cui segue che
an =
1
2pirn
∫ 2pi
0
f (z0 + reit)e−int dt.

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Teorema 2.61. Siano D ⊂ C un aperto ed f : D → C una funzione
olomorfa su D. Sia z0 ∈ D e sia
+∞∑
n=0
an Xn
lo sviluppo della funzione f in z0. Sia r > 0 tale che ∆(z0, r) ⊂ D. Posto
Mr = max|ζ−z0 |=r
| f (ζ)| ,
per ogni n ≥ 0 valgono le disuguaglianze
|an| = Mrrn ,
dette disuguaglianze di Cauchy.
Dimostrazione. Per la proposizione 2.60 abbiamo
an =
1
2pirn
∫ 2pi
0
f (z0 + reit)e−int dt.
Passando ai moduli si ottiene
|an| = 12pirn
∣∣∣∣∣∣
∫ 2pi
0
f (z0 + reit)e−int dt
∣∣∣∣∣∣
≤ 1
2pirn
∫ 2pi
0
∣∣∣ f (z0 + reit)e−int∣∣∣ dt
≤ 1
2pirn
∫ 2pi
0
∣∣∣ f (z0 + reit)∣∣∣ dt
≤ 1
2pirn
∫ 2pi
0
Mr dt
=
Mr
rn
1
2pi
∫ 2pi
0
dt =
Mr
rn
1
2pi
2pi =
Mr
rn
,
ossia la tesi.

5.3. Il teorema torinese di Cauchy.
Definizione 2.62. Siano z0 ∈ C e sia ρ ∈]0,+∞]. Si dice serie di potenze
in ∆(z0, ρ) una serie della forma
+∞∑
n=0
an(z − z0)n,
dove an ∈ C.
La serie di potenze si dice convergente in ∆(z0, ρ) se converge unifor-
memente sui compatti di ∆(z0, ρ).
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Proposizione 2.63. Siano z0 ∈ C e sia ρ ∈]0,+∞]. Sia
f (z) =
+∞∑
n=0
an(z − z0)n,
dove la serie a secondo membro è una serie convergente su ∆(z0, ρ). Allora
f è una funzione olomorfa il cui sviluppo in z0 coincide con
+∞∑
n=0
an(z − z0)n,
ossia per ogni p ∈ N
f (p)(z0) = p! ap.
Dimostrazione. Il termine generale della serie è evidentemente una fun-
zione olomorfa. Per il teorema di convergenza di Weierstrass 2.45 f è una
funzione olomorfa su ∆(z0, ρ).
Sempre per il teorema di convergenza di Weierstrass la serie si può
derivare termine a termine. La tesi segue immediatamente dal lemma 2.55.

Sia ρ ∈]0,+∞]. Definiamo
C[[X]]ρ ⊂ C[[X]]
la famiglia di tutte le serie
S (X) =
+∞∑
n=0
an Xn
tali che per ogni r, con 0 < r < ρ, esiste una costante M (che dipende, in
generale, da r) tale che per ogni n ∈ N valga la disuguaglianza
|an| ≤ Mrn .
Evidentemente
ρ1 < ρ2 =⇒ C[[X]]ρ1 ⊃ C[[X]]ρ2
Proposizione 2.64. Siano ρ ∈]0,+∞[ e z0 ∈ C. Sia
S (X) =
+∞∑
n=0
an Xn ∈ C[[X]]
una serie formale a coefficienti complessi. Allora
S (X) =
+∞∑
n=0
an Xn ∈ C[[X]]ρ
se, e solo se, la serie di potenze
+∞∑
n=0
an(z − z0)n
converge su ∆(z0, ρ) (uniformemente sui compatti).
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Dimostrazione. Supponiamo che la serie
+∞∑
n=0
an(z − z0)n
converga uniformemente sui compatti di ∆(z0, ρ) ad una funzione f . Per
la proposizione 2.63 è olomorfa su ∆(z0, ρ) e il suo sviluppo nell’origine
coincide con la serie S (X).
Osserviamo che per ogni r che soddisfa 0 < r < ρ, abbiamo ∆(z0, r) ⊂
∆(z0, ρ), e le disuguaglianze di Cauchy (teorema 2.61) dicono esattamente
che S (X) ∈ C[[X]]ρ.
Viceversa supponiamo che S (X) ∈ C[[X]]ρ. Mostriamo che la serie di
potenze converge uniformemente sui compatti di ∆(z0, ρ).
Sia dunque K ⊂ ∆(z0, ρ) un compatto. Siano r1, r2 ∈]0,+∞[ tali che
0 < r1 < r2 < ρ e K ⊂ ∆(z0, r1), ossia
z ∈ K =⇒ |z − z0| < r1.
Per ipotesi S (X) ∈ C[[X]]ρ ed essendo 0 < r2 < ρ esiste una costante reale
M tale che per ogni n
|an| ≤ Mrn2
.
Se z ∈ K Abbiamo allora
+∞∑
n=0
∣∣∣an(z − z0)n∣∣∣ ≤ +∞∑
n=0
M
rn2
|z − z0|n ≤ M
+∞∑
n=0
(
r1
r2
)n
< +∞
essendo la serie geometrica di ragione 0 < r1/r2 < 1 convergente.
La serie in questione è quindi convergente in norma su K e quindi è
uniformemente convergente su K.

Teorema 2.65. Siano ρ ∈]0,+∞[ e z0 ∈ C. Allora C[[X]]ρ è un sottoa-
nello dell’anello delle serie di potenze formali C[[X]] e l’applicazione
O(∆(z0, ρ)) 3 f 7→ S f (X) =
+∞∑
n=0
anXn ∈ C[[X]]
che ad ogni f ∈ O(D) lo sviluppo S f (X) di f in z0 è un isomorfismo di anelli
tra l’anello O(∆(z0, ρ)) delle funzioni olomorfe su ∆(z0, ρ) e C[[X]]ρ.
L’omomorfismo inverso
C[[X]]ρ 3 S (X) 7→ fS ∈ O(∆(z0, ρ))
associa ad ogni serie formale
S (X) =
+∞∑
n=0
anXn ∈ C[[X]]ρ
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la somma della serie di potenze convergente
fS (z) =
+∞∑
n=0
an(z − z0)n.
Dimostrazione. Sappiamo per la proposizione 5.1 che
O(∆(z0, ρ)) 3 f 7→ S f (X) =
+∞∑
n=0
anXn ∈ C[[X]]
è un omomorfismo di anelli.
Per ogni r che soddisfa 0 < r < ρ abbiamo ∆(z0, r) ⊂ ∆(z0, ρ) e quin-
di per le disuguaglianze di Cauchy (teorema 2.61) abbiamo che S f (X) ∈
C[[X]]ρ per ogni f ∈ O(∆(z0, ρ)).
Per la proposizione 2.64 la funzione
C[[X]]ρ 3 S (X) 7→ fS ∈ O(∆(z0, ρ))
che ad ogni S (X) ∈ C[[X]]ρ associa la somma della serie di potenze conver-
gente
fS (z) =
+∞∑
n=0
an(z − z0)n.
è ben definita e per la proposizione 2.63 lo sviluppo di fS in z0 è proprio la
serie S (X).
Ne segue che la composizione delle applicazioni S (X) 7→ fS (z) e f (z) 7→
S f (X) è l’identità su C[[X]]ρ.
Sia ora f ∈ O(∆(z0, ρ)) e sia S (X) = S f (X) lo sviluppo di f in z0. Sia
g = fS è la somma della serie associata ad S (X).
Per la proposizione 2.63 lo sviluppo di g in z0 è proprio S (X), ossia f e
g hanno in z0 lo stesso sviluppo.
Per la proposizione 2.51, ovvero per il principio del prolungamento
analitico, f = g.
Ne segue che anche la composizione delle applicazioni f (z) 7→ S f (X) e
S (X) 7→ fS (z) è l’identità su O(∆(z0, ρ)).
Abbiamo dunque dimostrato che le applicazioni f (z) 7→ S f (X) e S (X) 7→
fS (z) sono una l’inversa dell’altra.
Ne segue che C[[X]]ρ, essendo immagine dell’omomorfismo di anel-
li f (z) 7→ S f (X), è un subanello di C[[X]] e che f (z) 7→ S f (X) è un
isomorfismo di anelli con inversa S (X) 7→ fS (z).

Dalla teorema appena dimostrato segue immediatamente il teorema to-
rinese di Cauchy.
Teorema 2.66. Sia D ⊂ C un aperto e sia f : D → C una funzione
olomorfa. Siano z0 ∈ D ed r > 0 tali che ∆(z0, r) ⊂ D. Allora lo sviluppo di
f in z0 converge uniformemente sui compatti di ∆(z0, r) alla funzione f .
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Definizione 2.67. Poniamo
C{{X}} =
⋃
ρ>0
C[[X]]ρ.
C{{X}} si dice anello delle serie convergenti.
Proposizione 2.68. Sia S (X) ∈ C{{X}}. Allora esiste ρ0 ∈]0,+∞] tale
che S (X) ∈ C[[X]]ρ0 e per ogni ρ > ρ0 S (X) < C[[X]]ρ.
Dimostrazione. È sufficiente porre
ρ0 = sup
{
ρ > 0 | S (X) ∈ C[[X]]ρ}.
La verifica che ρ0 così definito soddisfa le proprietà richieste è elementare.
Sia infatti
S (X) =
+∞∑
n=0
anXn
lo sviluppo di f in z0 e sia
E =
{
ρ > 0 | S (X) ∈ C[[X]]ρ}.
Allora ρ0 = sup E.
Evidentemente, per definizione di estremo superiore, se ρ > ρ0 allora
S (X) < C[[X]]ρ.
Mostriamo quindi che S (X) ∈ C[[X]]ρ0 .
Sia r che verifica 0 < r < ρ0. Per definizione di estremo inferiore esiste
ρ ∈ E tale che r < ρ < ρ0. Essendo S (X) ∈ C[[X]]ρ esiste una costante reale
M tale che
|an| ≤ Mrn .
Essendo 0 < r < ρ0 arbitrario ne segue che, per definizione, S (X) ∈
C[[X]]ρ0 , come richiesto.

Definizione 2.69. Sia S (X) ∈ C{{X}}. Il più grande ρ che verifica
S (X) ∈ C[[X]]ρ
si dice raggio di convergenza della serie S (X).
Proposizione 2.70. Sia D ⊂ C un aperto e sia f : D → C una funzione
olomorfa. Dato z0 ∈ D sia
S (X) =
+∞∑
n=0
anXn
lo sviluppo della funzione f in z0 e sia ρ il raggio di convergenza di tale
sviluppo. Sia g : ∆(z0, ρ)→ C la funzione definita da
g(z) =
+∞∑
n=0
an(z − z0)n.
Allora la funzione g coincide con lo sviluppo f sulla componente connessa
di D ∩ ∆(z0, ρ) contenente il punto z0.
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Dimostrazione. Sia C la componente connessa di D ∩ ∆(z0, ρ) conte-
nente il punto z0. Allora C è un aperto connesso, ossia un dominio di C. Le
funzioni f e g sono olomorfe su C ed in z0 hanno lo stesso sviluppo.
La tesi segue quindi dal principio del prolungamento analitico (teorema
2.52).

Definizione 2.71. Sia D ⊂ C un aperto e sia f : D → C una funzione.
La funzione f si dice analitica in D se per ogni z0 in D esiste r > 0 tale
che ∆(z0, r) ⊂ D ed esiste una serie di potenze convergente che converge su
∆(z0, r) alla funzione f .
Teorema 2.72. Sia D ⊂ C un aperto e sia f : D → C una funzione.
Allora f è analitica su D se, e solo se, è olomorfa su D.
Dimostrazione. Supponiamo che f sia olomorfa su D. Mostriamo che
allora f è analitica. Sia z0 ∈ D e sia r > 0 tale che ∆(z0, r) ⊂ D. Per il
teorema torinese di Cauchy lo sviluppo di f in z0 converge uniformemente
sui compatti di D alla funzione f . Essendo z0 ∈ D arbitrario la funzione f è
analitica su D.
Viceversa supponiamo che f sia analitica in D. Mostriamo che allora
f è olomorfa. È sufficiente dimostrare che per ogni z0 ∈ D ammette un
intorno sul quale la funzione f è olomorfa. Sia quindi z0 ∈ D. Essendo f
analitica esiste r > 0 tale che ∆(z0, r) ⊂ D ed esiste una serie di potenze
+∞∑
n=0
an(z − z0)n
convergente sui compatti di ∆(z0, r) alla funzione f . Ogni termine della
serie è una funzione olomorfa e quindi, per il teorema di convergenza di
Weierstrass (teorema 2.45) la funzione f è olomorfa su ∆(z0, r).

5.4. Primitive elementari.
Definizione 2.73. Sia D un aperto e sia f ∈ O(D). Una funzione F ∈
O(D) si dice primitiva di f se
F′ = f
su D.
Lemma 2.74. Sia D un dominio. Per ogni f ∈ O(D) abbiamo
f costante ⇐⇒ f ′ ≡ 0.
Dimostrazione. L’implicazione =⇒ è evidente. Mostriamo l’implica-
zione inversa.
Sia dunque f ′ ≡ 0 e sia z0 ∈ D. La funzione g = f − f (z0) è olomorfa
su D ed in z∗ = z0 è nulla insieme alle derivate di ogni ordine.
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Per il teorema 2.52 la funzione g è identicamente nulla su D, ossia f ≡
f (z0) è costante.

Proposizione 2.75. Sia D ⊂ C un dominio e sia f ∈ O(D).
(1) se F1, F2 ∈ O(D) sono due primitive di f allora F1−F2 è costante;
(2) se F ∈ O(D) è una primitiva di f e c ∈ C è una costante allora
F + c è una primitiva di f ;
(3) se F1, F2 ∈ O(D) sono due primitive di f ed esiste z0 ∈ D tale che
F1(z0) = F2(z0) allora F1 ≡ F2.
Dimostrazione. Esercizio.

Ecco una prima applicazione del teorema torinese di Cauchy.
Proposizione 2.76. Sia D = ∆(z0, r), con z0 ∈ C e r ∈]0,+∞]. Allora
ogni f ∈ D ammette primitiva in D. Inoltre per ogni z1 ∈ D e per ogni
w1 ∈ C esiste un’unica F ∈ O(D) che sia una primitiva di f e F(z1) = w1.
Dimostrazione. Per il teorema torinese di Cauchy abbiamo
f (z) =
+∞∑
n=0
an(z − z0)n.
Definiamo allora
F(z) =
+∞∑
n=0
an
n + 1
(z − z0)n+1.
Per il teorema 2.46 possiamo derivare termine a termine. da cui segue che
F′ = f , ossia F è una primitiva di F.
Fissati z1 ∈ D e w1 ∈ C la funzione
F1 = F − F(z1) + w1
è una primitiva di f che verifica F1(z1) = w1. Se F2 è un’altra primitiva di
f che verifica F2(z1) = w1 allora F2 = F1 + c per una costante c. Per z = z1
si ottiene
w1 = F2(z1) = F1(z1) + c = w1 + c,
da cui c = 0.

Proposizione 2.77. Sia D ⊂ C un dominio. Supponiamo che esista z0 ∈
D tale che i dischi aperti contenuti in D contenenti z0 ricoprano D.
Allora ogni f ∈ O(D) ammette primitiva.
Dimostrazione. Sia z ∈ D. Per ipotesi esiste un disco aperto D1 =
∆(z1, r1) ⊂ D tale che z0 ∈ D1 ed anche z ∈ D1. Per la proposizione 2.76
esiste un’unica G1 ∈ O(D1) che sia una primitiva di f su D1 e G1(z0) = 0.
Poniamo allora F(z) = G1(z).
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Mostriamo che la funzione F è ben definita, ossia non dipende dalla
scelta del disco ∆(z1, r).
Sia infatti D2 = ∆(z2, r2) un altro disco tale che z, z0 ∈ D2 e sia G2
la corrispondente primitiva di f su D2 che si annulla in G2. Dobbiamo
dimostrare che G1(z) = G2(z). Per fare questo osserviamo che G1 e G2 sono
due primitive di f sul dominio D1 ∩ D2 che coincidono in z0 ∈ D1 ∩ D2 e
quindi coincidono su D1 ∩ D2. In particolare G1(z) = G2(z).
La funzione F è dunque ben definita. Mostriamo che F è olomorfa ed è
una primitiva di f su D.
Sia z ∈ D. Per ipotesi esiste un disco aperto D1 = ∆(z1, r1) ⊂ D tale che
z0 ∈ D1 ed anche z ∈ D1. Per costruzione F coincide con G1 su D1 e quindi
la restrizione di F a D1 è olomorfa ed è una primitiva di f sull’intorno D di
z.
Essendo z ∈ D arbitrario ne segue che F è olomorfa ed è una primitiva
di f su D.

Esempi di domini D ⊂ C che verificano le ipotesi della proposizione
sono:
(1) il complementare in C di una semiretta reale chiusa;
(2) il complementare in C dell’unione di due semirette reali chiuse
disgiunte contenute in un’unica retta reale.
Proposizione 2.78. Sia D ⊂ C un dominio. Supponiamo che esista z0 ∈
D tale che i dischi aperti contenuti in D contenenti z0 ricoprano D.
Siano f ∈ O(D), z1 ∈ D e w1 ∈ D. Allora esiste un’unica F ∈ O(D) che
verifica {
F′ = f ,
F(z1) = w1.
Dimostrazione. Per la proposizione precedente esiste una primitiva F1
di f su D. La funzione
F(z) = F1(z) − F(z1) + w1
è la funzione cercata.

Mostriamo che esistono domini in cui non tutte le funzioni olomorfe
ammettono primitive.
Proposizione 2.79. Sia A ⊂ C un aperto non vuoto e sia z0 ∈ A. Allora
la funzione olomorfa su A \ {z0}
f (z) =
1
z − z0
non ammette primitiva su A \ {z0}.
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Dimostrazione. Sia per assurdo F : A\{z0} → C una primitiva olomorfa
di f su A \ {z0}.
Per ogni z ∈ A \ {z0} abbiamo allora
(z − z0)F′(z) = 1.
Sia r > 0 tale che ∆(z0, r) ⊂ A. Allora per ogni θ ∈ [0, 2pi], sostituendo
z = reiθ otteniamo
reiθF′(z0 + reiθ) = 1.
Integrando si ottiene
1 =
1
2pi
∫ 2pi
0
reiθF′(z0 + reiθ) dθ
=
1
2pi i
∫ 2pi
0
d
dθ
F(z0 + reiθ) dθ
=
1
2pi i
(
F(z0 + re2pi i) − F(z0 + re0 i)),
=
1
2pi i
(
F(z0 + r) − F(z0 + r)) = 0,
assurdo.

6. Singolarità isolate
6.1. Singolarità isolate.
Definizione 2.80. Sia D ⊂ C una aperto e sia z0 ∈ D. Se f : D\{z0} → C
è olomorfa diremo che la funzione olomorfa f (z) ammette una singolarità
isolota in z0.
Definizione 2.81. Sia z0 una singolarità isolata della funzione olomorfa
f (z) definita in D \ {z0} dove D ⊂ C è un aperto La singolarità z0 si dice:
(1) removibile se la funzione f è la restrizione di una funzione olo-
morfa su D;
(2) polare se non è removibile ed esiste un intero positivo m tale che
la funzione (z − z0)m f (z) abbia una singolarità removibile in z0;
(3) essenziale se non è né removibile, né polare.
Le singolarità polari di f si dicono anche poli della funzione f .
Proposizione 2.82. Siano D ⊂ C un aperto, z0 ∈ D e sia
f : D \ {z0} → C
una funzione olomorfa.
Supponiamo che z0 sia una singolarità polare della funzione olomorfa
f (z). Esiste allora un unico intero m > 0 ed un unica funzione olomorfa
g : D→ C tale che per ogni z ∈ D \ {z0}
f (z) =
g(z)
(z − z0)m
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e g(z0) , 0
Dimostrazione. Mostriamo l’esistenza di m e g.
Per ipotesi esiste un intero m1 ed una funzione olomorfa h : D→ C tale
che
(z − z0)m1 f (z) = h(z)
Se h(z0) , 0 è sufficiente scegliere m = m1 e g = h. Supponiamo quindi
h(z0) = 0. Per ipotesi f , e quindi anche h, non è identicamente nulla Sia
quindi m2 > 0 la molteplicità di zero di h(z). Abbiamo allora
h(z) = (z − z0)m2g(z).
Posto m = m1 − m2 per z ∈ D \ {z0} abbiamo
f (z) = (z − z0)−m1h(z) = (z − z0)−m1(z − z0)m2g(z) = g(z)(z − z0)m .
Mostriamo che m > 0. Sia, per assurdo, m ≤ 0. Allora la funzione a
secondo membro è olomorfa in un intorno di z0 e quindi z0 è una singolarità
removibile per f , contro l’ipotesi che z0 sia un polo di f .
Mostriamo l’unicità di m e di g. Supponiamo che per z ∈ D \ {z0} sia
f (z) =
g1(z)
(z − z0)m1 =
g2(z)
(z − z0)m2
con g1(z0) , 0 e g2(z0) , 0. Mostriamo innanzitutto che m1 = m2. Se, ad
esempio m1 > m2 allora
g1(z) = (z − z0)m1−m2g2(z),
da cui
0 , g1(z0) = (z0 − z0)m1−m2g2(z0) = 0 · g2(z0) = 0,
assurdo. Analogamente non può essere m1 < m2.
Essendo m1 = m2 = m abbiamo per z , z0
g1(z)
(z − z0)m =
g2(z)
(z − z0)m ,
da cui, moltiplicando entrambi i membri per (z − z0)m, si ottiene
g1(z) = g2(z).
Essendo D \ {z0} denso in D, per continuità si ottiene che g1 = g2.

Definizione 2.83. Siano D ⊂ C un aperto, z0 ∈ D e sia
f : D \ {z0} → C
una funzione olomorfa.
Se esiste un intero m > 0 ed una funzione olomorfa g su D tale che per
ogni z ∈ D \ {z0}
f (z) =
g(z)
(z − z0)m
e g(z0) , 0 diremo che z0 è un polo di f di ordine m.
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Per la proposizione precedente ogni singolarità polare è un polo di un
qualche ordine univocamente definito.
Proposizione 2.84. Sia z0 una singolarità isolata della funzione olomor-
fa f (z). Allora
(1) z0 è una singolarità apparente di f (z) se, e solo se, il limite
lim
z→z0
f (z)
esiste ed è finito;
(2) z0 è una singolarità polare di f (z) se, e solo se,
lim
z→z0
| f (z)| = +∞.
Dimostrazione. Supponiamo che f (z) sia definita e olomorfa su D\ {z0}
con D ⊂ C aperto.
Sia z0 una singolarità apparente di f (z). Esiste quindi una funzione
olomorfa F(z) in un intorno di z0 che estende f (z). Allora
lim
z→z0
f (z) = lim
z→z0
F(z) = F(z0).
Viceversa, se
lim
z→z0
f (z) = c ∈ C
allora la funzione F : D → C che coincide con f su D \ {z0} e che verifica
F(z0) = c è olomorfa su D \ {z0} e continua su D. Per il teorema 2.29 la
funzione F è olomorfa su D e chiaramente è una funzione olomorfa che
estende f .
Supponiamo che z0 sia una singolarità polare di f (z). Sia m l’ordine di
polo di f in z0, ossia
f (z) =
g(z)
(z − z0)m
con g olomorfa su D e g(z0) , 0. È evidente che allora
lim
z→z0
| f (z)| = lim
z→z0
|g(z)|
|z − z0|m = +∞.
Viceversa supponiamo che sia
lim
z→z0
| f (z)| = +∞.
Restringendo eventualmente D possiamo supporre che sia f (z) , 0 per ogni
z ∈ D \ {z0}.
Consideriamo la funzione h : D \ {z0} → C definita da
h(z) =
1
f (z)
.
Abbiamo allora
lim
z→z0
h(z) = 0.
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Per quanto già visto la funzione h ha una singolarità apparente in z0. La
funzione h si estende quindi ad una funzione olomomorfa su D che conti-
nueremo ad indicare con h. Abbiamo inoltre
h(z0) = lim
z→z0
h(z) = 0.
Evidentemente h non è identicamente nulla in un intorno di z0. Esistono
quindi un intero m > 0 ed una funzione olomorfa g : D→ C tali che
h(z) = (z − z0)mg(z)
e g(z0) , 0. Osserviamo che per z ∈ D \ {z0}
g(z) =
h(z)
(z − z0)m =
1
(z − z0)m f (z) , 0,
ossia g(z) , 0 per ogni z ∈ D.
Abbiamo
(z − z0)m f (z) = (z − z0)m 1h(z) =
1
g(z)
dove 1/g(z) è olomorfa in D, ossia f (z) ha una singolarità polare in z0.

6.2. Il teorema di estensione di Riemann.
Teorema 2.85. Siano D ⊂ C un aperto, z0 ∈ D e sia
f : D \ {z0} → C
una funzione olomorfa. Se f è limitata in un intorno di z0 allora z0 è una
singolarità removibile per f , ossia esiste una funzione F olomorfa su D che
estende f .
Dimostrazione. Definiamo g : D→ C ponendo
g(z) =
{
(z − z0) f (z) se z ∈ D \ {z0},
0 se z = z0.
Evidentemente g(z) è olomorfa su D \ {z0}. Essendo f (z), per ipotesi,
limitata in un intorno di z0 la funzione g(z) è continua in z0.
Per il teorema 2.29 la funzione g(z) è olomorfa su D.
Essendo g(z0) = 0, per la proposizione 2.47 esiste una funzione olomor-
fa F(z) su D tale che per ogni z ∈ D
g(z) = (z − z0)F(z).
Se z , z0 abbiamo
(z − z0) f (z) = g(z) = (z − z0)F(z)
e quindi, semplificando,
f (z) = F(z),
ossia la funzione F è una funzione olomorfa su D che estende f .

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6.3. Il teorema di Casorati-Weierstrass.
Teorema 2.86. Siano D ⊂ C un aperto, z0 ∈ D e sia
f : D \ {z0} → C
una funzione olomorfa.
Se f ha una singolarità essenziale in z0 allora se U ⊂ D è un arbitrario
intorno aperto di z0 allora
f
(
U \ {z0}) ⊂ C
è denso in C.
Dimostrazione. Sia U ⊂ D un intorno aperto di z0 e supponiamo, per
assurdo, che f
(
U \ {z0}) non sia denso in C.
Esistono allora w0 ∈ C e r > 0 tali che
f
(
U \ {z0}) ∪ ∆(w0, r) = /©,
ossia
z ∈ U \ {z0} =⇒ | f (z) − w0| ≥ r.
Ne segue che la funzione g : U \ {z0} → C definita ponendo
g(z) =
1
f (z) − w0
è olomorfa e limitata su U \ {z0}. Per il teorema di estensione di Riemann
2.85 la funzione g(z) si estende olomorficamente su U ad una funzione che
continuiamo a indicare con g(z).
Per z ∈ U \ {z0} abbiamo
f (z) = w0 +
1
g(z)
Se g(z0) , 0 allora f (z) ha una singolarità removibile in z0 contraddicendo
l’ipotesi che f abbia in z0 una singolarità essenziale.
Supponiamo quindi che g(z0) = 0. Poiché g(z) non è identicamente
nulla z0 è uno zero di f di molteplicità finita m > 0, ossia
g(z) = (z − z0)mh(z)
dove h(z) è una funzione olomorfa su U con h(z0) , 0. Abbiamo quindi
(z − z0)m f (z) = w0(z − z0)m + 1h(z)
da cui segue che (z − z0)m f (z) ha una singolarità removibile in z0, ossia z0
è un polo di ordine m di f (z) contraddicendo di nuovo l’ipotesi che f abbia
in z0 una singolarità essenziale.

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7. Meromorfia
7.1. Funzioni meromorfe.
Definizione 2.87. Sia A ⊂ C un aperto. Una funzione
f : A \ P→ C
si dice olomorfa su A se P ⊂ A è discreto e chiuso in A, f è olomorfa su
A \ P e ogni z ∈ P è una singolarità removibile per f .
Esempio 2.1. La funzione f : C \ {0} → C definita da
f (z) =
sin z
z
è olomorfa su C.
Osserviamo che f è olomorfa su A se, e solo se, esiste una funzione
olomorfa F : A→ C tale che f (z) = F(z) per ogni z ∈ A \ P.
Definizione 2.88. Sia A ⊂ C un aperto. Una funzione
f : A \ P→ C
si dice meromorfa su A se P ⊂ A è discreto e chiuso in A, f è olomorfa su
A \ P e ogni z ∈ P è una singolarità polare o removibile per f .
Definizione 2.89. Sia A ⊂ C un aperto. Siano f1 : A \ P1 → C e f2 :
A \ P2 → C due funzioni meromorfe su A. Diremo che f1 e f2 coincidono
su A se f1(z) = f2(z) per ogni z ∈ A \ (P1 ∪ P2).
È evidente che ogni funzione olomorfa su A è anche meromorfa su A.
Osserviamo che una funzione meromorfa f : A \ P → C è olomorfa su
A se, e solo se, coincide con una funzione olomorfa su A.
Osserviamo inoltre che ogni funzione meromorfa f : A \P→ C coinci-
de con un’ unica funzione funzione meromorfa f0 : A \ P0 → C in cui ogni
z0 ∈ P0 sia un polo di f . In tal caso f è olomorfa su A se, e solo se, P0 = /©.
Identificheremo sistematicamente f con f0.
Teorema 2.90. Sia A ⊂ C un aperto, sia P ⊂ A un sottoinsieme discreto
e chiuso in A. Sia f : A \ P→ C una funzione continua.
Sono equivalenti:
(1) f è una funzione meromorfa su A ed olomorfa su A \ P;
(2) per ogni z0 ∈ A esistono un intorno U ⊂ A di z0 ed un intero non
negativo m tale che la funzione
U \ P 3 z 7→ (z − z0)m f (z) ∈ C
sia olomorfa su U.
Dimostrazione. Supponiamo che valga la (1) e sia z0 ∈ A. Evidente-
mente A \ P è denso in A. Sia r > 0 sufficientemente piccolo in modo tale
che ∆(z0, r) ⊂ A e ∆(z0, r) ∩ P = {z0}.
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Poniamo quindi U = ∆(z0, r). Se z0 è una singolarità removibile allora
f è olomorfa su U. Se invece z0 è un polo di ordine m allora (z − z0)m f (z) è
olomorfa su U.
Viceversa supponiamo che valga la (2). Mostriamo che f e olomorfa su
A \ P e che ogni z0 ∈ P è una singolarità polare o removibile di f .
Sia dunque z0 ∈ A \ P. Per ipotesi esistono un intorno aperto U ⊂ A
di z0 ed una funzione olomorfa g : U → C tali che (z − z0)m f (z) = g(z)
per ogni z ∈ U \ P. Restringendo eventualmente U possiamo supporre che
sia U ⊂ A \ P e che quindi (z − z0)m f (z) = g(z) per ogni z ∈ U. Per
la proposizione 2.54 la funzione f è olomorfa su U. Essendo z0 ∈ A \ P
arbitrario la funzione f è olomorfa su A \ P.
Sia ora z0 ∈ P. Per ipotesi esiste un intero (non negativo) m tale che
la funzione (z − z0)m f (z) sia olomorfa in un intorno di z0 e quindi z0 è una
singolarità polare o removibile di f .

Definizione 2.91. Sia A ⊂ C un aperto e siano
f : A \ P→ C,
g : A \ Q→ C
funzioni meromorfe su A. Le funzioni
f + g : A \ (P ∪ Q)→ C,
f g : A \ (P ∪ Q)→ C
definite rispettivamente per z ∈ A \ (P ∪ Q) da
( f + g)(z) = f (z) + g(z),
( f g)(z) = f (z)g(z)
si dicono rispettivamente somma e prodotto delle funzioni meromorfe f e
g.
Proposizione 2.92. Sia A ⊂ C un aperto. Le funzioni meromorfe su A
formano un anello rispetto alla somma ed al prodotto
Dimostrazione. Siano
f : A \ P→ C,
g : A \ Q→ C
funzioni meromorfe su A. È sufficiente dimostrare che sia la somma f + g
che il prodotto f g sono funzioni meromorfe su A.
Somma e prodotto di funzioni olomorfe sono fuzioni olomorfe, quindi
f + g e f g sono olomorfe, e quindi continue, su A \ (P ∪ Q).
Sia z0 ∈ A arbitrario. Per ipotesi esistono interi non negativi m1 ed m2
tali che (z − z0)m1 f (z) e (z − z0)m2g(z) sono olomorfe in un intorno di z0.
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Posto m = m1 + m2 abbiamo allora
(z − z0)m( f (z) + g(z))
= (z − z0)m2[(z − z0)m1 f (z)] + (z − z0)m1[(z − z0)m2g(z)]
e
(z − z0)m( f (z)g(z)) = [(z − z0)m1 f (z)][(z − z0)m2g(z)]
da cui segue che (z− z0)m( f (z) + g(z)) e (z− z0)m( f (z)g(z)) sono olomorfe in
un intorno di z0.
Essendo z0 ∈ A arbitrario, per il teorema 2.90, le funzioni f + g ed f g
sono meromorfe su A.

Teorema 2.93. Se D ⊂ C è un dominio allora le funzioni meromorfe su
D formano un campo.
Dimostrazione. Sia f : D \ P → C una funzione meromofa su D non
identicamente nulla. Dobbiamo dimostrare che esiste una funzione mero-
morfa g su D tale che il prodotto f g coincida su D con la funzione costante
identicamente uguale a 1.
Non è restrittivo supporre che ogni z0 ∈ P sia un polo per f .
Per ipotesi dunque la funzione f e olomorfa e non identicamente nulla
su D \ P. Per il teorema 2.10 l’aperto D \ P è connesso. Per il teorema 2.53
l’insieme Z ⊂ (D \ P) è discreto chiuso in D \ P. Essendo P discreto chiuso
in A ne segue che Z ∪ P è discreto e chiuso in D.
Definiamo quindi
g : D \ (Z ∪ P)→ C
ponendo per z ∈ D \ (Z ∪ P)
g(z) =
1
f (z)
È evidente che f (z)g(z) = 1 per ogni z ∈ D\(Z∪P). Non resta da dimostrare
che g è meromorfa su D
La funzione g è evidentemente olomorfa su D \ (Z ∪ P). Sia quindi
z0 ∈ Z ∪ P. Mostriamo che allora se z0 ∈ P, ossia se z0 è un polo di f , allora
z0 è una singolarità apparente di g e se invece z0 ∈ Z, ossia z0 è uno zero di
f , allora z0 è un polo di g.
Sia dunque z0 ∈ P, ossia z0 è un polo di f . Sia m l’ordine di polo di f in
z0, ossia per z in un intorno di z0 abbiamo
f (z) =
f1(z)
(z − z0)m
con f1(z) olomorfa in un intorno di z0 e f1(z)(z0) , 0. Allora
g(z) =
1
f (z)
= (z − z0)m 1f1(z)
è olomorfa in un intorno di z0, essendo tale la funzione 1/ f1(z) e quindi z0 è
una singolarità apparente per g.
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Sia ora z0 ∈ Z, ossia z0 è uno zero di f . Sia m la relativa molteplicità,
ossia
f (z) = (z − z0)m f1(z)
con f1 olomorfa in un intorno di z0 e f1(z0) , 0. La funzione 1/ f1(z) è allora
olomorfa in un intorno di z0 e non nulla in z0 ed inoltre
(z − z0)mg(z) = 1/ f1(z),
ossia z0 è un polo di ordine m di z0.

Osserviamo che se f ùna funzione meromorfa non identicamente nulla
su un dominio D e z0 ∈ D allora
(1) z0 è un zero di molteplicità m di f ⇐⇒ z0 è un polo di ordine m di
1/ f ;
(2) z0 è un polo di ordine m di f ⇐⇒ z0 è uno zero di molteplicità m
di 1/ f .
Osservazione 2.2. Sia D un dominio. Abbiamo dunque dimostrato che
le funzioni olomorfe formano un campo M(D) contenente l’anello delle
funzioni olomorfe O(D) che abbiamo visto è un dominio d’integrità. In
particolareM(D) è un campo che contiene il campo delle frazioni di O(D).
È possibile dimostrare che M(D) è esattamente il campo delle frazioni di
O(D), ossia che ogni funzione meromorfa sul dominio D è il quoziente di
due funzioni olomorfe su D.
7.2. Prolungamento analitico.
Teorema 2.94. Sia D ⊂ C un domino non vuoto e sia f una funzione
meromorfa su D. e sia P ⊂ D l’insieme dei suoi poli. Le condizioni seguenti
sono equivalenti:
(1) f ≡ 0 su D;
(2) esiste un aperto /© , A ⊂ D tale che f ≡ 0 su A;
(3) l’insieme degli zeri di f ammette un punto di accumulazione in D;
(4) esiste z∗ ∈ D \ P tale che f (m)(z∗) = 0 per m = 0, 1, . . ..
Dimostrazione. Per il corollario 2.10 D \ P è a sua volta un dominio.
È sufficiente quindi applicare il principio del prolungamento analitico alla
restrizione di f al dominio D \ P.

7.3. Sviluppo di Laurent delle funzioni meromorfe.
Teorema 2.95. Siano A ⊂ C un aperto, f una funzione meromorfa su A,
z0 ∈ A e r > 0.
Supponiamo che z0 sia un polo di ordine maggiore o uguale a p di f e
supponiamo che ∆(z0, r) ⊂ A e che f sia olomorfa su ∆(z0, r) \ {z0}.
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Allora esistono unici an, n ≥ −p numeri complessi tali che per ogni
z ∈ ∆(z0, r) \ {z0}
f (z) =
+∞∑
n=−p
an(z − z0)n.
La serie inoltre converge normalmente sui compatti di ∆(z0, r) \ {z0}.
Dimostrazione. Mostriamo l’esistenza dello sviluppo.
Per ipotesi la funzione definita da
g(z) = (z − z0)p f (z)
è meromorfa su A e olomorfa su ∆(z0, r).
Per il teorema torinese di Cauchy (2.66) abbiamo
g(z) =
+∞∑
n=0
bn(z − zO)n
con convergenza normale sui compatti di ∆(z0, r).
Dividendo per (z − z0)p otteniamo che per z ∈ ∆(z0, r) \ {z0}
f (z) =
g(z)
(z − z0)p =
+∞∑
n=0
bn(z − z0)n−p =
+∞∑
n=−p
bn+p(z − z0)n
Ponendo an = bn+p si ottiene quindi
f (z) =
+∞∑
n=−p
an(z − z0)n.
Poiché lo sviluppo di g(z) converge normalmente sui compatti di ∆(z0, r) ne
segue facilmente che lo sviluppo così trovato di f (z) converge normalmente
sui compatti di ∆(z0, r) \ {z0}.
Mostriamo ora l’unicità. Siano cn, n ≥ −p, numeri complessi tali che
per z ∈ ∆(z0, r) \ {z0}
f (z) =
+∞∑
n=−p
cn(z − z0)n
con convergenza uniforme sui compatti di ∆(z0, r) \ {z0}. Mostriamo allora
che per ogni n ≥ −p risulta cn = an.
Moltiplicando per (z − z0)p otteniamo
g(z) =
+∞∑
n=−p
cn(z − z0)n+p =
+∞∑
n=0
cn−p(z − z0)n.
La serie a secondo membro converge, per ipotesi, normalmente sui compatti
di ∆(z0, r) \ {z0}, in particolare per ogni z ∈ ∆(z0, r) \ {z0}. Essendo una serie
di potenze converge normalmente sui compatti di ∆(z0, r) ad una funzione
olomorfa che coincide con g(z) su ∆(z0, r) \ {z0} e quindi, per continuità, su
∆(z0, r).
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Ne segue che tale serie è lo sviluppo in serie di potenze in z0 del-
la funzione g(z). Per l’unicità di tale sviluppo per ogni n ≥ 0 abbiamo
cn−p = bn = an−p, ossia cn = an per ogni n ≥ −p-

Definizione 2.96. Lo sviluppo
f (z) =
+∞∑
n=−p
an(z − z0)n
descritto nella proposizione precedente si dice sviluppo di Laurent in z0
della funzione meromorfa f .
Il coefficiente a−1 dello sviluppo si dice residuo della funzione mero-
morfa f in z0 e si indica con
a−1 = Res
z=z0
f (z).
7.4. Decomposizione delle funzioni meromorfe.
Proposizione 2.97. Siano A un aperto e z0 ∈ A. Sia f una funzione
olomorfa su A \ {z0} e supponiamo che la funzione f abbia una singolarità
polare in z0. Allora la funzione F ammette una decomposizione della forma
f (z) = F′(z) +
a−1
z − z0 + g(z)
dove a−1 è il residuo di f in z0, g è una funzione olomorfa su A e F è una
funzione razionale olomorfa su C \ {z0} che verifica
lim
|z|→+∞
F(z) = 0.
Dimostrazione. Sia ∆(z0, r) ⊂ A e sia
f (z) =
+∞∑
n=−p
an(z − z0)n
lo sviluppo di Laurent in z0 della funzione f .
Per z , z0 definiamo
F(z) =
−2∑
n=−p
an
n + 1
(z − z0)n+1
e per z ∈ A definiamo
g(z) =
 f (z) − F′(z) −
a−1
z − z0 se z ∈ A \ {z0},
a0 se z = z0.
La funzione razionale F è evidentemente olomorfa su C \ {z0} e tende a
zero per |z| che tende a +∞.
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La funzione g è per costruzione olomorfa su A\{z0} e su ∆(z0, r) coincide
con la funzione olomorfa
+∞∑
n=0
an(z − z0)n
e quindi è olomorfa su g.
Se z ∈ A \ {z0} evidentemente
f (z) = F′(z) +
a−1
z − z0 + g(z).

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CAPITOLO 3
Teoria dei residui
1. Integrazione
1.1. Integrale di Cauchy. Sia A ⊂ C un aperto Chiameremo cammino
in A una funzione continua
γ : I → A
tale che γ(I) ⊂ A, dove I = [a, b] ⊂ R è un intervallo chiuso di R.
Scriveremo anche γ : I → A per indicare che γ è un cammino in A.
Un cammino γ : I = [a, b]→ A si dice chiuso se γ(a) = γ(b).
Definizione 3.1. Sia A ⊂ C un aperto e γ : I = [a, b] → A un cammino
di classe C1 a tratti. Posto K = γ([a, b]), sia f : K → C una funzione
continua su K. Si definisce integrale di Cauchy di f lungo γ∫
γ
f (z) dz :=
∫ b
a
f
(
γ(t)
)
γ′(t) dt.
Definizione 3.2. Siano z1, z2 ∈ C e sia K il segmento di estremi z1 e z2.
Se f : K → C è una funzione continua indicheremo con∫ z2
z1
f (z) dz
l’integrale di Cauchy di f lungo il cammino
[0, 1] 3 t 7→ z1 + t(z2 − z1),
ossia ∫ z2
z1
f (z) dz =
∫ 1
0
f
(
z1 + t(z2 − z1))(z2 − z1) dt.
Proposizione 3.3. Sia A ⊂ C un aperto e γ : I = [a, b]→ A un cammino
di classe C1 a tratti e sia K = γ([a, b]) Sia f : A→ C una funzione continua
su K.
Supponiamo
| f (z)| ≤ M
per ogni z ∈ K. Detta L(γ) la lunghezza del cammino γ vale la disugua-
glianza ∣∣∣∣∣∣
∫
γ
f (z) dz
∣∣∣∣∣∣ ≤ M L(γ).
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Dimostrazione. Abbiamo infatti∣∣∣∣∣∣
∫
γ
f (z) dz
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∫ b
a
f
(
γ(t)
)
γ′(t) dt
∣∣∣∣∣∣
≤
∫ b
a
∣∣∣ f (γ(t))∣∣∣ |γ′(t)| dt
≤ M
∫ b
a
|γ′(t)| dt = M L(γ).

Proposizione 3.4. Sia D ⊂ C un dominio e sia f : D → C una funzione
olomorfa. Supponiamo che la funzione f ammetta una primitiva F : D →
C.
Allora per ogni camino γ : [a, b]→ D di classe C1 a tratti∫
γ
f (z) dz = F
(
γ(b)
) − F(γ(a)).
In particolare, se γ è un cammino chiuso∫
γ
f (z) dz = 0.
Dimostrazione. Sia u : [a, b]→ C definita da u(t) = F(γ(t)). La funzio-
ne u è continua e di classe C1 a tratti e per ogni t ∈ [a, b] in cui è derivabile
(in senso reale)
u′(t) = F′
(
γ(t)
)
γ′(t) = f
(
γ(t)
)
γ′(t)
e quindi, per il teorema fondamentale del calcolo integrale, abbiamo∫
γ
f (z) dz =
∫ b
a
f
(
γ(t)
)
γ′(t) dt
=
∫ b
a
u′(t) dt = u(b) − u(a)
= F
(
γ(b)
) − F(γ(a)),
come richiesto.

1.2. Funzionali lineari. Sia K ⊂ C un compatto. Indicheremo con
C(K) lo spazio di tutte le funzioni continue su K a valori complessi.
Con l’usuale operazione di somma tra funzioni e prodotto tra funzioni e
numeri complessi formano uno spazio vettoriale sui numeri complessi
Definizione 3.5. Sia K ⊂ C un compatto. Una funzione
µ : C(K)→ C
si dice funzionale lineare se verifica le proprietà seguenti
(1) per ogni f , g ∈ C(K)
µ( f + g) = µ( f ) + µ(g);
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(2) per ogni f ∈ C(K) e per ogni λ ∈ C
µ(λ f ) = λµ( f ) + µ(g);
(3) esiste una costante L ≥ 0 tale che per ogni f ∈ C(K)
|µ( f )| ≤ L sup
z∈K
| f (z)| .
Le prime due condizioni si dicono condizioni di linearità, mentre la
terza si dice condizione di limitatezza o continuità.
Useremo la notazione ∫
µ
f (z) dz
per indicare il valore µ( f ) del funzionale µ : C(K) → C sulla funzione
continua f ∈ C(K).
È facile verificare che combinazioni lineari di funzionali lineari sono
funzionali lineari.
Proposizione 3.6. Sia γ : [a, b]→ C un cammino continuo di classe C1
a tratti. Posto K = γ([a, b]) l’integrale di Cauchy
C(K) 3 f 7→
∫
γ
f (z) dz ∈ C
definisce un funzionale lineare su C(K).
Dimostrazione. La linearità è evidente. La limitatezza segue dalla pro-
posizione 3.3.

Proposizione 3.7. Siano K ⊂ C un compatto e µ : C(K) → C un
funzionale linare. Sia X uno spazio topologico e sia
f : K × X → C
una funzione continua. Allora la funzione
X 3 x 7→ F(x) =
∫
µ
f (z, x) dz ∈ C
è continua.
Dimostrazione. Mostreremo che la funzione F è continua in ogni punto
di X.
Per ipotesi esiste M ≥ 0 tale che per ogni funzione continua g ∈ C(K)
risulta ∣∣∣∣∣∣
∫
µ
f (z) dz
∣∣∣∣∣∣ ≤ M supz∈K | f (z)| .
Sia dunque x0 ∈ X e sia ε > 0 fissato. Sia W l’insieme di tutte le coppie
(z, x) ∈ K × X tali che
| f (z, x) − f (z, x0)| < ε.
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Per la continuità della funzione f l’insieme W è un aperto del prodotto
cartesiano K × X ed evidentemente K × {x0} ⊂ W.
Per la proposizione 2.11 esiste un intorno U di x in X tale che K × U ⊂
W, ossia, se z ∈ K e x ∈ U allora
| f (z, x) − f (z, z0)| < ε
Se x ∈ U allora abbiamo
F(x) − F(x0) =
∫
µ
f (z, x) dz −
∫
µ
f (z0, x) dz =
∫
µ
(
f (z, x) − f (z0, x)) dz
da cui, passando ai moduli
|F(x) − F(x0)| =
∣∣∣∣∣∣
∫
µ
(
f (z, x) − f (z, x0)) dz∣∣∣∣∣∣ ≤ M supz∈K | f (z, x) − f (z, x0)| ≤ Mε.
Essendo ε > 0 arbitrario ne segue che la funzione F è continua in x0.

Proposizione 3.8. Siano K ⊂ C un compatto e µ : C(K) → C un
funzionale linare. Sia A ⊂ C un aperto e sia
f : K × A→ C
una funzione continua tale che per ogni z ∈ K la funzione
A 3 w 7→ f (z,w) ∈ C
sia olomorfa.
Indichiamo con f ′w(z,w) la derivata (complessa) rispetto a w della fun-
zione
A 3 w 7→ f (z,w) ∈ C.
Allora la funzione
K × A 3 (z,w) 7→ f ′w(z,w) ∈ C
è continua su K × A, la funzione
A 3 w 7→ F(w) =
∫
µ
f (z,w) dz ∈ C
è olomorfa su A e per ogni w ∈ A
F′(w) =
∫
µ
f ′w(z,w) dz
Dimostrazione. Per la proposizione 2.44 la funzione
K × A × A 3 (z, s,w) 7→ g(z, s,w) =

f (z, s) − f (z,w)
s − w se s , w,
f ′z (z,w) se s = w,
è continua su K × A × A e quindi in particolare è continua la funzione
K × A 3 (z,w) 7→ g(z,w,w) = f ′w(z,w).
90
Per la proposizione 3.7 la funzione
A × A 3 (w, s) 7→ G(s,w) =
∫
µ
g(z, s,w) dz
è continua su A × A.
Se s , w abbiamo
G(s,w) =
∫
µ
f (z, s) − f (z,w)
s − w dz
=
1
s − w
∫
µ
f (z, s) − 1
s − w
∫
µ
f (s,w)
=
1
s − wF(s) −
1
s − wF(w) =
F(s) − F(w)
s − w ,
da cui segue che
lim
s→w
F(s) − F(w)
s − w = G(w,w) =
∫
µ
f ′w(z,w) dz,
ossia F è olomorfa su A e per ogni w ∈ A
F′(w) =
∫
µ
f ′w(z,w) dz.

1.3. Indici e cicli.
Definizione 3.9. Sia K ⊂ C un compatto e sia µ : C(K) → C un fun-
zionale lineare. Preso w ∈ C \ K si dice indice di µ rispetto a w il numero
definito da
Indµ(w) :=
1
2pii
∫
µ
1
z − w dz.
Definizione 3.10. Sia γ : [a, b] → C un cammino di classe C1 a tratti.
Allora, posto K = [a, b], per ogni w ∈ C \ K, si dice indice di γ rispetto a w
e si indica con
Indγ(w)
l’indice rispetto a w del corrispondente integrale di Cauchy
C(K) ∈ f 7→
∫
µ
f (z) dz,
ossia
Indγ(w) =
1
2pii
∫
γ
1
z − w dz.
Proposizione 3.11. Sia K ⊂ C un compatto e sia µ : C(K) → C un
funzionale lineare e supponiamo che sia∣∣∣∣∣∣
∫
γ
f (z) dz
∣∣∣∣∣∣ ≤ M supz∈K | f (z)|
per ogni funzione f ∈ C(K).
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Allora la funzione
C \ K 3 z 7→ Indµ(z) ∈ C
è olomorfa su C \ K e se R > 0 verifica
K ⊂ ∆(0,R)
allora per ogni z ∈ C con |z| > R risulta∣∣∣Indµ(z)∣∣∣ ≤ M2pi(|z| − R) .
In particolare
lim
|z|→+∞
Indµ(z) = 0.
Dimostrazione. L’olomorfia di w 7→ Indµ(w) è conseguenza immediata
della proposizione 3.8
Se z ∈ K e |w| > R allora, essendo K ⊂ ∆(0,R), abbiamo |z| < R e quindi
|z − w| ≥ (R − |z|) + (|w| − R) > |w| − R,
da cui segue che se |w| > R allora
sup
z∈K
∣∣∣∣∣ 1z − w
∣∣∣∣∣ ≤ 1|w| − R .
Otteniamo quindi∣∣∣Indµ(z)∣∣∣ = 12pi
∣∣∣∣∣∣
∫
µ
1
z − w dz
∣∣∣∣∣∣ ≤ 12piM supz∈K
∣∣∣∣∣ 1z − w
∣∣∣∣∣ ≤ M2pi(|z| − R) .

Definizione 3.12. Siano A ⊂ C un aperto, K ⊂ A un compatto e
µ : C(K)→ C
un funzionale lineare.
Il funzionale µ si dice interno ad A, se l’insieme{
w ∈ C \ K | Indµ(w) , 0}
è limitato in C e la sua chiusura è contenuta in A.
Definizione 3.13. Siano A ⊂ C un aperto, K ⊂ A un compatto e µ :
C(K)→ C un funzionale lineare.
Il funzionale lineare µ si dice omologo a zero in A se per ogni funzione
olomorfa g : A→ C risulta ∫
µ
g(z) dz = 0.
Definizione 3.14. Sia K ⊂ C un compatto. Si dice ciclo un funzionale
lineare µ : C(K) → C tale che per ogni funzione olomorfa F definita in un
intorno aperto di K ∫
γ
F′(z) dz = 0.
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Esempio 3.1. Sia γ : [a, b]→ C un cammino chiuso di classe C1 a tratti.
Allora, posto K = [a, b], per la proposizione 3.4 l’integrale di Cauchy lungo
il cammino chiuso γ
C(K) 3 f 7→
∫
γ
f (z) dz
è un ciclo.
Teorema 3.15. Sia K ⊂ C un compatto e sia µ : C(K) → C un
funzionale lineare.
Se µ è un ciclo allora la funzione
w 7→ Indµ(w)
è costante sulle componenti connesse di C \ K ed è nulla sulla componente
connessa illimitata di C \ K.
Dimostrazione. Se w ∈ C \ K poniamo F(w) = Indµ(w). Sappiamo che
F è olomorfa su C \ K e tende a zero per |w| → +∞.
Per la proposizione 3.8
F′(w) =
1
2pii
∫
µ
∂
∂w
1
z − w dz =
1
2pii
∫
µ
1
(z − w)2 dz.
Osserviamo che, fissato w, la funzione
z 7→ 1
(z − w)2
è la derivata della funzione
z 7→ − 1
z − w
e quindi, essendo per ipotesi il funzionale µ un ciclo,
F′(z) =
1
2pii
∫
µ
1
(z − w)2 dz = 0,
e quindi F è costante sulle componenti connesse di C \ K.
Sia c il valore che F assume sulla componente connessa illimitata di
C \ K. Abbiamo allora
c = lim
|z|→+∞
F(z) = 0.

Proposizione 3.16. Siano A ⊂ C un aperto, K ⊂ A un compatto e
µ : C(K)→ C
un funzionale lineare.
Se µ è un ciclo le condizioni seguenti sono equivalenti.
(1) il ciclo µ è interno ad A, ossia l’insieme dei w ∈ C \ K tali che
Indµ(w) , 0 è relativamente compatto in A.
(2) Indµ(w) = 0 per ogni w ∈ ∂A;
(3) Indµ(w) = 0 per ogni w ∈ C \ A;
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Dimostrazione. Le implicazioni (3) =⇒ (2) e (2) =⇒ (1) sono evidenti.
Mostriamo che (1) =⇒ (3). Supponiamo quindi che valga la (1), ossia
Indµ(w) = 0 per ogni w ∈ ∂A.
Siano S e Z l’insieme dei w ∈ C\K tali che rispettivamente Indµ(w) , 0
e Indµ(w) , 0.
Abbiamo dunque che C è unione disgiunta dei tre insiemi K, S e Z.
Sappiamo che Z contiene la componente connessa illimitata di C \ K, e
quindi S è limitato.
Essendo µ un ciclo la funzione w 7→ Indµ(w) è costante sulle compo-
nenti connesse di C \ K e quindi S e Z sono aperto di C. Ne segue che
S ∪ K = C \ Z è chiuso e quindi S ⊂ S ∪ K.
Essendo K ⊂ A, è sufficiente quindi dimostrare che S ⊂ A.
Mostreremo che ogni componente connessa (non vuota) di S è conte-
nuta in A.
Sia dunque C una componente connessa (non vuota) di A. Osserviamo
che C è una componente connessa di C \ K e quindi, per la proposizione
2.8, abbiamo /© , ∂C ⊂ K.
Sia w1 ∈ ∂C. Essendo ∂C ⊂ K e K ⊂ A allora w1 ∈ A.
Essendo A aperto è intorno di w1 e quindi, per definizione di frontiera,
A ∩C , /©.
Per ipotesi l’indice Indµ(w) è non nullo su C e invece nullo su ∂A e
quindi C ∩ ∂A = /©.
Ma allora C ∩ A e C \ A = C \ A sono aperti disgiunti che ricoprono il
connesso C e abbiamo già visto che C ∩ A , /©. Per connessione ne segue
che C \ A = /© ossia C ⊂ A, come richiesto.

1.4. Indice di cammini. In questa sezione vogliamo studiare l’indice
di funzionali che sono combinazione lineare di integrali lungo cammini.
Iniziamo da un caso particolare: il caso di un cammino chiuso.
Teorema 3.17. Sia z0 ∈ C e sia γ : [a, b]→ C \ {z0} un cammino chiuso
di classe C1 a tratti non passante per z0.
L’indice Indγ(z0) di γ rispetto ad z0 è un numero intero.
Dimostrazione. Sia
[a, b] 3 t 7→ u(t) =
∫ t
a
γ′(s)
γ(s) − z0 ds ∈ C.
Per costruzione u(a) = 0 e per ogni t ∈ [a, b]
u′(t) =
γ′(t)
γ(t) − z0 .
Per definizione di indice
Indγ(a) =
u(b) − u(a)
2pii
=
u(b)
2pii
.
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Se deriviamo la funzione
[a, b] 3 t 7→ v(t) = (γ(t) − z0)e−u(t)
si ottiene
v′(t) = γ′(t)e−u(t) − (γ(t) − z0)e−u(t)u′(t)
= γ′(t)e−u(t) − (γ(t) − z0)e−u(t) γ′(t)
γ(t) − z0
= γ′(t)e−u(t) − γ′(t)e−u(t) = 0,
da cui segue che la funzione v(t) è costante.
In particolare, posto z1 = γ(a) = γ(b) abbiamo
(z1 − z0)e−u(b) = v(b) = v(a) = (z1 − z0)e−u(a) = z1 − z0.
Essendo z1 − z0 , 0, moltiplicando entrambi i membri per eu(b)/(z1 − z0) si
ottiene
eu(b) = 1
e quindi esiste k ∈ Z tale che
u(b) = 2kpii,
da cui segue che
Indγ(z0) =
u(b) − u(a)
2pii
= k ∈ Z,
come richiesto.

Consideriamo adesso il caso generale.
D’ora in avanti, in questa sezione, studieremo funzionali descritti dai
dati seguenti.
Se p è una proposizione definiamo il simbolo (p) dichiarando che (p) =
1 se p è vera e (p) = 0 se p è falsa.
In particolare, dati,z,w ∈ C abbiamo (z = w) = 1 se z = w e (z = w) = 0
se z , w.
Supponiamo quindi di avere:
(1) F ⊂ C un sottoinsieme finito;
(2) un insieme finito γ j : [a j, b j] → C, j ∈ J di cammini di classe C1
a tratti tali che γ(a j), γ(b j) ∈ F.
(3) il compatto
K =
⋃
j∈J
γ j([a j, b j]);
(4) per ogni j ∈ J una costante complessa c j.
Definiamo allora
(1) il funzionale
C(K) 3 f 7→ µ( f ) =
∑
j∈J
c j
∫
γ j
f (z) dz;
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(2) per ogni z ∈ F definiamo
ν+(z) =
∑
j∈J
c j
(
γ j(b j) = z
)
,
ν−(z) =
∑
j∈J
c j
(
γ j(a j) = z
)
.
Lemma 3.18. Per ogni funzione u : F → C valgono le identità∑
j∈J
c ju
(
γ(b j)
)
=
∑
z∈F
ν+(z)u(z),∑
j∈J
c ju
(
γ(a j)
)
=
∑
z∈F
ν−(z)u(z)
e quindi ∑
j∈J
c j
(
u
(
γ(b j)
) − u(γ(a j))) = ∑
z∈F
(
ν+(z) − ν−(z))u(z).
Dimostrazione. Dimostriamo la prima identità. Per ogni j ∈ J abbiamo
(3) u
(
γ(b j) =
∑
z∈F
(
γ(b j) = z
)
u(z),
da cui segue che∑
j∈J
c ju
(
γ(b j)
)
=
∑
j∈J
c j
∑
z∈F
(
γ(b j) = z
)
u(z)
=
∑
j∈J
∑
z∈F
c j
(
γ(b j) = z
)
u(z)
=
∑
z∈F
∑
j∈J
c j
(
γ(b j) = z
)
u(z)
=
∑
z∈F
(∑
j∈J
c j
(
γ(b j) = z
))
u
(
z)
=
∑
z∈F
ν+(z)u(z).
La seconda identità si dimostra in modo perfettamente analogo, e la terza si
ottiene per differenza membro a membro delle prime due.

Proposizione 3.19. Se F è una funzione olomorfa in un intorno di K
allora ∫
µ
F′(z) dz =
∑
z∈F
(
ν+(z) − ν−(z))F(z).
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Dimostrazione. Utilizzando il lemma precedente otteniamo∫
µ
F′(z) dz =
∑
j∈J
c j
∫
γ j
F′(z) dz
=
∑
j∈J
c j
(
F
(
γ j(b j)
) − F(γ j(a j)))
=
∑
z∈F
(
ν+(z) − ν−(z))F(z).

Proposizione 3.20. Il funzionale µ è un ciclo se, e solo se, per ogni z ∈ F
abbiamo ν+(z) = ν−(z).
Dimostrazione. Supponiamo che sia ν+(z) = ν−(z) per ogni z ∈ F. Sia
F una funzione olomorfa in un intorno di K. Utilizzando la formula data
dalla proposizione precedente otteniamo∫
µ
F′(z) dz =
∑
z∈F
(
ν+(z) − ν−(z))F(z) = 0
e quindi, per l’arbitrarietà di F, il funzionale µ è un ciclo.
Viceversa, supponiamo che il funzionale µ sia un ciclo. Sia zk ∈ F arbi-
trario. Sia p(z) un polinomio a coefficienti complessi che verifichi p(zk) = 1
e p(z) = 0 per ogni z ∈ F \ {zk}. Dobbiamo dimostrare che ν+(zk) = ν−(zk).
Abbiamo infatti
ν+(zk) − ν−(zk) =
∑
z∈F
(
ν+(z) − ν−(z))p(z)
=
∑
j∈J
c j
(
p
(
γ j(b j)
) − p(γ j(a j)))
=
∫
µ
p′(z) dz = 0.

Teorema 3.21. Sia E ⊂ C \ K un connesso e supponiamo che per ogni
z ∈ F sia assegnata una funzione continua
λz : E → C
tale che per ogni w ∈ E sia
eλz(w) = z − w,
ossia una determinazione continua del logaritmo di E 3 w 7→ z − w.
Allora esistono degli interi k j ∈ Z, j ∈ J tali che per ogni w ∈ E∫
γ j
1
z − w dz = λγ j(b j)(w) − λγ j(a j)(w) + 2k jpii, j ∈ J
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ed inoltre
Indµ(w) =
1
2pii
∑
z∈F
(
ν+(z) − ν−(z))λz(w) + ∑
j∈J
c jk j.
In particolare, se µ è un ciclo e i cofficienti c j sono interi allora Indµ(w) è
un intero.
Dimostrazione. Per ogni j ∈ J definiamo
[a j, b j] × E 3 (t,w) 7→ u j(t,w) = λγ j(a j)(w) +
∫ t
a j
γ j(s)
γ j(s) − w ds
Evidentemente la funzione u j è continua su [a j, b j] × E e per il teorema
fondamentale del calcolo integrale∫ b j
a j
γ j(t)
γ j(t) − w ds = u j(b,w) − u j(a,w).
Mostriamo che
eu j(t,w) = γ j(t) − w.
Infatti se deriviamo la funzione
(
γ j(t) − w)e−u j(t,w) rispetto a t otteniamo
γ′j(t)e
−u j(t,w) − (γ j(t) − w)e−u j(t,w) γ′j(t)
γ j(t) − w = 0.
Poiché per costruzione
u j(a j,w) = λγ j(a j)(w)
e quindi
eu j(a j,w) = eλγ j(a j)(w) = γ j(a j) − w
ne segue che (
γ j(a j) − w)e−u j(a j,w) = 1,
ossia
eu j(t,w) =
(
γ j(t) − w).
Per t = b j otteniamo
eu j(b j,w) =
(
γ j(b j) − w) = eλγ j(b j)(w),
da cui segue che per ogni w ∈ E, u j(b j,w) e λγ j(b j)(w) differiscono per un
multiplo intero di 2pii.
La funzione
E 3 w 7→ u j(b j,w) − λγ j(b j)(w)
2pii
è continua e a valori interi. Essendo E connesso tale funzione è costante.
Esistono quindi interi k j, j ∈ J tali che per ogni w ∈ E risulti
u j(b j,w) = λγ j(b j)(w) + 2k jpii.
Ricordando che
u j(a j,w) = λγ j(a j)(w)
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eu j(b j,w) − u j(a j,w) =
∫ b j
a j
γ′j(t)
γ(t) − w dt =
∫
γ j
1
z − w dz,
otteniamo che per ogni j ∈ J e per ogni w ∈ W∫
γ j
1
z − w dz = λγ j(b j)(w) − λγ j(a j)(w) + 2k jpii.
Utilizzando il lemma 3.18 otteniamo che per ogni w ∈ E
2pii Indµ(w) =
∑
j∈J
c j
(
u j(b j,w) − u j(a j,w))
=
∑
j∈J
c j
(
λγ j(b j)(w) − λγ j(a j)(w) + 2k jpii
)
=
∑
j∈J
c j
(
λγ j(b j)(w) − λγ j(a j)(w)
)
+ 2pii
∑
j∈J
c jk j
=
∑
z∈F
(
ν+(z) − ν−(z))λz(w) + 2pii ∑
j∈J
c jk j.
Dividendo per 2pii si ottiene la tesi.

2. Rappresentazione integrale
2.1. Formula di rappresentazione integrale di Cauchy.
Lemma 3.22. Siano A ⊂ C un aperto, K ⊂ A un compatto e µ : C(K)→
C un funzionale lineare.
Le condizioni seguenti sono equivalenti:
(1) il funzionale µ è omologo a zero in A, ovvero per ogni funzione
olomorfa g : D→ C ∫
µ
g(z) dz = 0;
(2) per ogni funzione olomorfa f : A→ C e per ogni w ∈ A \ ([a, b])
1
2pii
∫
µ
f (z)
z − w dz = Indµ(w) f (w).
Dimostrazione. Mostriamo che (1) =⇒ (2).
Sia w ∈ A\([a, b]). Sia g(z) il rapporto incrementale di f in w. Sappiamo
(proposizione 2.37) che g è olomorfa su A. Se vale 1 allora
0 =
∫
µ
g(z) dz =
∫
µ
g(z) dz =
∫
µ
f (z) − f (w)
z − w dz
=
∫
µ
f (z)
z − w dz − f (w)
∫
µ
1
z − w dz,
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ossia ∫
µ
f (z)
z − w dz = f (w)
∫
µ
1
z − w dz.
Dividendo per 2pii si ottiene quindi
1
2pii
∫
µ
f (z)
z − w dz = f (w) Indµ µ(w).
Mostriamo ora che (2) =⇒ (1).
Sia g : A → C una funzione olomorfa. Fissato z0 ∈ A Consideriamo la
funzione
f (z) = (z − z0)g(z).
Allora f (z0) = 0 e se z ∈ A e z , z0
g(z) =
f (z)
z − z0 .
Se vale la 2 allora, essendo f (z0) = 0,
0 = 2pii Indµ(z0) f (z0) =
∫
µ
f (z)
z − z0 dz =
∫
g
(z) dz,
ossia la 1.

Fondamentale per il resto è il risultato seguente.
Teorema 3.23. Siano A ⊂ C un aperto, K ⊂ A un compatto e µ :
C(K)→ C un funzionale lineare.
Se µ è interno ad A (cf. definizione 3.12) allora, per ogni per ogni
funzione olomorfa f : D→ C e per ogni w ∈ A \ K.
1
2pii
∫
µ
f (z)
z − w dz = Indµ(w) f (w)
Dimostrazione. Sia Z l’insieme dei w ∈ C \ K tali che Indµ(w) = 0. Per
ipotesi abbiamo C\(K∪Z) è relativamente compatto in A, e quindi abbiamo
C = A ∪ Z˚,
dove Z˚ indica la parte interna di Z.
Sia f : A→ C una funzione olomorfa su A.
Per la proposizione 2.44 la funzione
A × A 3 (x, z,w) 7→ g(z,w) =

f (z) − f (w)
z − w se z , w,
f ′z (z) se z = w,
è continua su A×A. Inoltre, per ogni z ∈ A la funzione A 3 w 7→ g(z,w) ∈ C
è olomorfa su A.
Definiamo le funzioni a valori complessi
A 3 w 7→ G(w) = 1
2pii
∫
µ
g(z,w) dz
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eZ˚ 3 w 7→ F(z) = 1
2pii
∫
µ
f (z)
z − w dz.
Per la proposione 3.8 le funzioni G ed F sono funzioni olomorfe rispettiva-
mente su A e su Z˚
Mostriamo che
w ∈ A \ K =⇒ G(z) = 1
2pii
∫
µ
f (z)
z − w dz − Indµ(w) f (w).
Infatti, se w < K abbiamo
G(z) =
1
2pii
∫
µ
g(z,w) dz
=
1
2pii
∫
µ
f (z) − f (w)
z − w dz
=
1
2pii
∫
µ
f (z)
z − w dz −
1
2pii
∫
µ
f (w)
z − w dz
= F(w) − Indµ(w) f (w).
Dobbiamo dunque dimostrare che la funzione G è identicamente nulla su
A \ K.
Osserviamo che se w ∈ A ∩ Z˚ allora w < K e Indµ(w) = 0 e quindi
G(w) = F(z). Ne segue che la funzione
C 3 w 7→ H(w) =
{
G(w) se w ∈ A,
F(w) se w ∈ Z˚,
è ben definita e olomorfa su tutto C, ossia è una funzione olomorfa intera e
la sua restrizione a A \ K coincide con G.
Termineremo la dimostrazione mostrando che H è identicamente nulla
su C.
Per il lemma 2.38 è sufficiente mostrare che
lim
|w|→+∞
H(w) = 0.
Per ipotesi C \ Z˚ è compatto. Esiste quindi R > 0 tale che C \ ∆(0,R) ⊂ Z˚.
Se |w| > R allora per ogni z ∈ K abbiamo H(z) = F(z) e
|z − w| ≥ |w| − R.
Abbiamo allora
|H(w)| ≤
∣∣∣∣∣∣
∫
µ
f (z)
z − w dz
∣∣∣∣∣∣
≤ M sup
z∈K
∣∣∣∣∣ f (z)z − w
∣∣∣∣∣
≤ M|w| − R supz∈K | f (z)| ,
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da cui segue che
0 ≤ lim
|w|→+∞
|H(w)| ≤ M sup
z∈K
| f (z)| lim
|w|→+∞
1
|w| − R = 0.

Teorema 3.24. Siano A ⊂ C un aperto, K ⊂ A un compatto e
µ : C(K)→ C
un funzionale lineare.
Se µ è un ciclo allora le condizioni seguenti sono equivalenti:
(1) Il ciclo µ è interno ad A;
(2) il ciclo µ è omologo a zero in A, ossia per ogni funzione olomorfa
g : A→ C ∫
µ
g(z) dz = 0;
(3) per ogni funzione olomorfa f : A→ C e per ogni w ∈ A \ K.
1
2pii
∫
µ
f (z)
z − w dz = Indµ(w) f (w).
Dimostrazione. L’ equivalenza (2) ⇐⇒ (3) è esattamente l’enunciato
del lemma 3.22 e l’implicazione (1) =⇒ (3) è esattamente l’enunciato del
teorema 3.23
Non resta che dimostrare l’implicazione (2) =⇒ (1).
Supponiamo quindi che per ogni funzione f olomorfa su A verifichi∫
µ
f (z) dz = 0.
Dobbiamo verificare che Indµ(w) = 0 per ogni w ∈ ∂A.
Infatti, se w ∈ ∂A allora, essendo A aperto, w < A e quindi la funzione
z 7→ 1
z − w
è olomorfa su A, da cui segue
Indµ(w) =
1
2pii
∫
µ
1
z − w dz = 0.

Nel teorema appena dimostrato l’ipotesi che il funzionale µ sia un ciclo
non è necessaria.
Abbiamo infatti:
Teorema 3.25. Siano A ⊂ C un aperto, K ⊂ A un compatto e
µ : C(K)→ C
un funzionale lineare.
Allora le condizioni seguenti sono equivalenti:
(1) Il funzionale lineare µ è interno ad A;
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(2) il funzionale µ è omologo a zero in A, ossia per ogni funzione
olomorfa g : A→ C ∫
µ
g(z) dz = 0;
(3) per ogni funzione olomorfa f : A→ C e per ogni w ∈ A \ K.
1
2pii
∫
µ
f (z)
z − w dz = Indµ(w) f (w).
Dimostrazione. Ragionando come nella dimostrazione del teorema 3.24,
è sufficiente dimostrare l’ implicazione (2) =⇒ (1).
Supponiamo quindi che per ogni funzione f olomorfa su A verifichi∫
µ
f (z) dz = 0.
Sappiamo che la funzione
C \ K 3 w 7→ U(z) = Indµ(w) ∈ C
è olomorfa su C \ K. Abbiamo dunque per ogni w ∈ C \ K
U(w) =
1
2pii
∫
µ
1
z − w dz
e per ogni intero n è facile dimostrare per induzione su n che
U (n)(w) =
n!
2pii
∫
µ
1
(z − w)n+1 dz.
Sia ora w0 ∈ C \ A. Allora, per n = 0, 1, 2, . . ., le funzioni
A 3 z 7→ 1
(z − w)n+1
sono olomorfe su A e quindi la funzione olomorfa w 7→ U(w) = Indµ(w)
si annulla in w0 insieme a tutte le sue derivate. Per la proposizione 2.51
l’indice Indµ(w) si annulla in un disco aperto di centro w0, ossia w0 ∈ Z˚.
Sia ora R > 0 scelto in moodo tale che K ⊂ ∆(0,R) e mostriamo che
allora C \ ∆(0,R) ⊂ Z.
Sia dunque w ∈ C e |w| ≥ R. Allora la funzione
∆(0,R) 3 z 7→ 1
z − w
è olomorfa su ∆(0,R).
Per il teorema torinese di Cauchy abbiamo
1
z − w =
+∞∑
n=0
cnzn
per opportuni coefficienti cn e la convergenza è uniforme sui compatti di
∆(0,R).
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Se per k ∈ N poniamo
pk(z) =
k∑
n=0
cnzn
abbiamo, per convergenza uniforme sui compatti, che
lim
k→+∞
sup
z∈K
∣∣∣∣∣ 1z − w − pk(z)
∣∣∣∣∣ = 0.
Le funzioni pk(z) sono funzioni polinomie, quindi olomorfe su tutto C e
quindi sono olomorfe su A. Abbiamo quindi, per la ipotesi 2, per ogni
k ∈ N ∫
µ
pk(z) dz = 0,
da cui
Indµ(w) =
1
2pii
∫
µ
1
z − w dz =
∫
µ
(
1
z − w − pk(z)
)
dz.
Ricordiamo che, per ipotesi, esiste una costante M ≥ 0 tale che per ogni
u ∈ C(K) risulta ∣∣∣∣∣∣
∫
µ
u(z) dz
∣∣∣∣∣∣ ≤ M supz∈K |u(z)| .
Passando ai moduli si ottiene quindi∣∣∣Indµ(w)∣∣∣ ≤ ∣∣∣∣∣∣
∫
µ
(
1
z − w − pk(z)
)
dz
∣∣∣∣∣∣ ≤ M supz∈K
∣∣∣∣∣ 1z − w − pk(z)
∣∣∣∣∣ .
Prendendo il limite per k → +∞ otteniamo
0 ≤ ∣∣∣Indµ(w)∣∣∣ ≤ M lim
k→+∞
sup
z∈K
∣∣∣∣∣ 1z − w − pk(z)
∣∣∣∣∣ = 0,
come richiesto.

2.2. Primitive. Ricordiamo che si dice primitiva di una funzione olo-
morfa f una funzione olomorfa F la cui derivata coincida con f .
Sia K ⊂ C un compatto e sia µ : C(K) → C un funzionale lineare (risp.
un ciclo).
Sia A un aperto. Diremo che µ è un un funzionale lineare (risp. un ciclo)
in A se K ⊂ A .
Teorema 3.26. Sia A ⊂ C un aperto e sia f : A → C una funzione
olomorfa su A.
Le condizioni seguenti sono equivalenti:
(1) la funzione f ammette una primitiva su A;
(2) per ogni ciclo µ : C(K)→ C in A∫
µ
f (z) dz = 0;
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(3) comunque scelti z1, z2 ∈ A e due cammini C1 a tratti
γi : [ai, bi]→ A, i = 1, 2,
tali che γ1(a1) = γ2(a2) = z1 e γ1(b1) = γ2(b2) = z2 risulta∫
γ1
f (z) dz =
∫
γ2
f (z) dz.
Dimostrazione. L’implicazione 1 =⇒ 2 segue dalla definizione di ciclo.
Per l’implicazione 2 =⇒ 3 posto K = γ1([a1, b1]) ∪ γ2([a2, b2]) è suffi-
ciente verificare che il funzionale
C(K) 3 f 7→
∫
γ1
f (z) dz −
∫
γ2
f (z) dz
è un ciclo in A.
Sia infatti F una funzione olomorfa in un intorno di K. Abbiamo∫
γ1
f (z) dz =
∫
γ2
f (z) dz = F(z2) − F(z1)
e quindi ∫
γ1
f (z) dz −
∫
γ2
f (z) dz = 0.
Concludiamo la dimostrazione mostrando l’implicazione 3 =⇒ 1.
Non è restrittivo supporre A connesso. Definiamo allora
A × A 3 (z1, z2) 7→ G(z1, z2) ∈ C
ponendo ∫
γ
f (z) dz,
dove γ : [a, b] → A è un cammino di classe C1 a tratti congiungente z1 con
z2, ossia γ(a) = z1 e γ(b) = z2.
La funzione G è ben definita, essendo, per ipotesi, l’integrale indi-
pendente dalla scelta del cammino γ, ma dipendente esclusivamente dagli
estremi z1 e z2.
Fissato arbitrariamente z1 ∈ C definiamo
A 3 z 7→ F(z) = G(z1, z)
e mostriamo che F è una primitiva di f .
Dati z1, z2 ∈ A, se il segmento di estremi z1 e z2 è contenuto in A
poniamo
g(z1, z2) =
∫ 1
0
f
(
z1 + t(z2 − z1)) dt
Evidentemente per ogni z ∈ A abbiamo g(z, z) = f (z) e se ∆(z0, r) ⊂ A
allora g(z1, z2) è definita e continua su ∆(z0, r) × ∆(z0, r).
È facile verificare che se z1, z2, z3 ∈ A allora
G(z1, z2) = −G(z2, z1)
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eG(z1, z3) = G(z1, z2) + G(z2, z3).
Infine, se il segmento di estremi z1, z2 è contenuto in A integrando lungo
il cammino
[0, 1] 3 t 7→ z1 + t(z2 − z1) ∈ A
si ottiene
G(z1, z2) = (z2 − z1)g(z1, z2).
Sia dunque z ∈ A e sia r > 0 scelto sufficientemente piccolo in modo
tale che ∆(z, r) ⊂ A. Per ogni w ∈ ∆(z, r) abbiamo
F(w) − F(z) = G(z1,w) −G(z1, z) = G(z,w) = (w − z)g(z,w),
da cui
lim
w→z
F(w) − F(z)
w − z = limw→z g(z,w) = g(z, z) = f (z).
Quindi, per ogni z ∈ A la derivata complessa in z di F esiste e coincide con
f (z), ossia F è una primitiva di f .

Dal teorema 3.26 segue immediatamente l’enunciato seguente.
Teorema 3.27. Sia A un aperto. Allora ogni funzione olomorfa su A
ammette primitiva se, e solo se, ogni ciclo in A è interno ad A, ovvero se, e
solo se, ogni ciclo in A è omologo a zero in A.
Siamo ora in grado di un’ampia classe di aperti in cui ogni funzione
olomorfa ammette primitiva.
Teorema 3.28. Sia A ⊂ C un aperto. Se ogni componente connessa di
C\A è illimitata allora ogni funzione olomorfa su A ammette una primitiva.
Dimostrazione. Per il teorema 3.27 è sufficiente verificare che ogni ci-
clo in A è interno ad A, ovvero, per il teorema 3.24, che l’indice di ogni
ciclo in A rispetto ad ogni punto del bordo di A è nullo.
Siano dunque K ⊂ A un compatto e µ : C(K)→ C un ciclo e sia w ∈ ∂A.
Sia C la componente connessa di C \ A contenente w.
La funzione z 7→ Indµ(z) è costante su C. Sappiamo che se |z| è suffi-
cientemente grande allora Indµ(z) = 0.
Essendo la componente connessa C non limitata ne segue che Indµ(z) =
0 per ogni z ∈ C. In particolare, essendo w ∈ C, abbiamo Indµ(w) = 0,
come richiesto.

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2.3. Teorema di Morera.
Proposizione 3.29. Siano z0 ∈ C ed r > 0. Posto D = ∆(z0, r), sia
f : D→ C una funzione continua.
Allora le condizioni seguenti sono equivalenti:
(1) la funzione f è olomorfa su D;
(2) la funzione f ammette una primitiva su D;
(3) comunque scelti z1, z2, z3 ∈ D∫ z2
z1
f (z) dz +
∫ z3
z2
f (z) dz +
∫ z1
z3
f (z) dz = 0.
Dimostrazione. L’implicazione (1) =⇒ (2) segue dalla proposizione
2.76.
Mostriamo che (2) =⇒ (3)
Siano z1, z2 e z3 ∈ D e sia f : D→ C olomorfa. Se f ammette F : D→
C come primitiva allora∫ z2
z1
f (z) dz +
∫ z3
z2
f (z) dz +
∫ z1
z3
f (z) dz =
F(z2) − F(z1) + F(z3) − F(z2) + F(z1) − F(z3) = 0.
Mostriamo infine che (3) =⇒ (1).
Sia f : D→ C olomorfa. Definiamo
D 3 z 7→ F(z) =
∫ z
z0
f (ζ) dζ
Dalla condizione 3 segue che se z,w ∈ D allora
F(w) − F(z) =
∫ w
z
f (ζ) dζ = (w − z)
∫ 1
0
f
(
z + t(w − z)) dt
e quindi, per ogni z ∈ D abbiamo
lim
w→z
F(w) − F(z)
w − z =
∫ 1
0
f (z + t · 0) dt = f (z),
ossia F è olomorfa su D e F′(z) = f (z) per ogni z ∈ D.

L’enunciato seguente va sotto il nome di teorema di Morera.
Teorema 3.30. Siano A ⊂ C un aperto e sia
f : A→ C
una funzione continua.
Allora le condizioni seguenti sono equivalenti:
(1) la funzione f è olomorfa su A;
(2) per ogni compatto K ⊂ A e per ogni ciclo µ : C(K) → C omologo
a zero in A risulta ∫
µ
f (z) dz = 0;
107
(3) comunque scelti z1, z2, z3 ∈ A, se il triangolo di vertici z1, z2, z3 è
contenuto in A allora∫ z2
z1
f (z) dz +
∫ z3
z2
f (z) dz +
∫ z1
z3
f (z) dz = 0.
Dimostrazione. L’implicazione 1 =⇒ 2 segue dalla 1 =⇒ 2 del teorema
3.24.
Mostriamo l’implicazione 2 =⇒ 3.
È facile verificare che se K è l’unione dei tre segmenti di estremi z1, z2
e z3 allora il funzionale
C(K) 3 g 7→
∫
µ
g(z) dz =
∫ z2
z1
g(z) dz +
∫ z3
z2
g(z) dz +
∫ z1
z3
g(z) dz
è un ciclo in A.
Se il triangolo di vertici z1, z2 e z3 è contenuto in A allora la compo-
nente connessa illimitata del complementare di K contiene il complemen-
tare di A e quindi l’indice del funzionale µ si annulla identicamente sul
complementare di A, ossia µ è un ciclo.
Terminiamo la dimostrazione mostrando che se vale la 3 allora la fun-
zione f è olomorfa.
L’olomorfia è una proprietà locale, ossia è sufficiente dimostrare che
ogni punto di A ammette un intorno sul quale la funzione f sia olomorfa.
Sia dunque z0 ∈ A e sia r > 0 scelto sufficientemente piccolo in modo
tale che sia ∆(z0, r) ⊂ A.
Dalla proposizione 3.29 segue che la restrizione di f a ∆(z0, r) è olo-
morfa.

2.4. Teorema di Goursat.
Teorema 3.31. Sia A ⊂ C un aperto e sia f : A → C una funzione.
Supponiamo che la derivata complessa f ′(z) esista in ogni punto z ∈ A.
Allora la funzione f ′ è continua, ossia f è olomorfa.
Dimostrazione. Per il teorema di Morera è sufficiente mostrare che dati
z1, z2, z3 ∈ A, se il triangolo di vertici z1, z2, z3 è contenuto in A allora∫ z2
z1
f (z) dz +
∫ z3
z2
f (z) dz +
∫ z1
z3
f (z) dz = 0.
Indicata con T la terna ordinata (z1, z2, z3) ∈ A× A× A indicheremo con
T il triangolo di vertici z1, z2 e z3. Utilizziamo inoltre la notazione∫
∂T
f (z) dz =
∫ z2
z1
f (z) dz +
∫ z3
z2
f (z) dz +
∫ z1
z3
f (z) dz.
Indicheremo con p(T ) il perimetro del triangolo di vertici z1, z2 e z3, ossia
p(T ) = |z2 − z1| + |z3 − z1| + |z1 − z3| .
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Osserviamo infine che se z,w appartengono al triangolo T di vertici
z1, z2 e z3 allora
2 |z − w| ≤ p(T ).
Siano dunque z1, z2, z3 ∈ A tali che il triangolo di vertici z1, z2, z3 sia
contenuto in A.
Se per i, j = 1, 2, 3 con indichiamo con zi j il punto medio del segmento
di estremi zi e z j, ossia
zi j =
zi + z j
2
allora, posto
T0 = (z12, z23, z31),
T1 = (z1, z12, z13),
T2 = (z2, z23, z21),
T3 = (z3, z31, z32)
è facile verificare che ∫
∂T
f (z) dz =
4∑
i=0
∫
∂Ti
f (z) dz
e quindi, passando ai moduli∣∣∣∣∣∫
∂T
f (z) dz
∣∣∣∣∣ ≤ 4∑
i=0
∣∣∣∣∣∣
∫
∂Ti
f (z) dz
∣∣∣∣∣∣ .
Per almeno un k0, con 0 ≤ k0 ≤ 4 deve essere∣∣∣∣∣∣∣
∫
∂Tk0
f (z) dz
∣∣∣∣∣∣∣ ≥ 14
∣∣∣∣∣∫
∂T
f (z) dz
∣∣∣∣∣ .
Poniamo allora T 1 = Tk0 . Osserviamo che T 1 ⊂ T e
p(T 1) =
1
2
p(T ).
Facciamo la stessa costruzione con T 1 e otteniamo T 2 tale che T 2 ⊂ T 1,
p(T 2) =
1
2
p(T 1)
e ∣∣∣∣∣∫
∂T 2
f (z) dz
∣∣∣∣∣ ≥ 14
∣∣∣∣∣∫
∂T 1
f (z) dz
∣∣∣∣∣ .
Continuando in questo modo costruiamo quindi una successione
T 0 = T,T 1,T 2, . . .
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tale che per ogni n = 0, 1, 2, . . . verifica
T n+1 ⊂ T n,
p(T n+1) =
1
2
p(T n)
e ∣∣∣∣∣∫
∂T n+1
f (z) dz
∣∣∣∣∣ ≥ 14
∣∣∣∣∣∫
∂T n
f (z) dz
∣∣∣∣∣ .
Per induzione su n si verifica che
p(T n) =
1
2n
p(T )
e ∣∣∣∣∣∫
∂T n
f (z) dz
∣∣∣∣∣ ≥ 14n
∣∣∣∣∣∫
∂T
f (z) dz
∣∣∣∣∣ .
La successione
T 1,T 2, . . .
è una successione decrescente di compatti contenuti in A. Esiste quindi (un
unico) z0 ∈ A tale che z0 ∈ T n per ogni n ∈ N.
Per ipotesi abbiamo in un intorno di z0
f (z) = f (z0) + f ′(z0)(z − z0) + g(z)
dove g(z) verifica
lim
z→z0
g(z)
z − z0 = 0.
Sia ε > 0 fissato. Esiste allora r > 0 tale che ∆(z0, r) ⊂ A e
|g(z)| < ε |z − z0|
per ogni z ∈ ∆(z0, r).
Sia allora n ∈ N sufficientemente grande in modo tale che
p(T )
2n
< 2r.
Mostriamo che T n ⊂ ∆(z0, r). Infatti, se z ∈ T n allora, essendo anche z0 ∈
T n,
|z − z0| ≤ 12 p(T
n) =
1
2
p(T )
2n
<
1
2
2r = r.
Mostriamo che ∫
∂T n
f (z) dz =
∫
∂T n
g(z) dz.
Infatti la funzione
∆(z0, r) 3 z 7→ f (z0) + f ′(z0)(z − z0) ∈ C
è olomorfa su ∆(z0, r) e quindi, per la proposizione 3.29,∫
∂T n
(
f (z0) + f ′(z0)(z − z0)) dz = 0,
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da cui segue che∫
∂T n
f (z) dz =
∫
∂T n
(
f (z0) + f ′(z0)(z − z0)) dz + ∫
∂T n
g(z) dz
= 0 +
∫
∂T n
g(z) dz =
∫
∂T n
g(z) dz.
Passando ai moduli otteniamo∣∣∣∣∣∫
∂T n
f (z) dz
∣∣∣∣∣ = ∣∣∣∣∣∫
∂T n
g(z) dz
∣∣∣∣∣ ≤ p(T n) sup
z∈T n
|g(z)| .
Osserviamo che
sup
z∈T n
|g(z)| ≤ sup
z∈T n
ε |z − z0| ≤ εp(T n),
da cui segue che ∣∣∣∣∣∫
∂T n
f (z) dz
∣∣∣∣∣ ≤ ε(p(T n))2 = ε p(T )24n .
Ricordando che ∣∣∣∣∣∫
∂T n
f (z) dz
∣∣∣∣∣ ≥ 14n
∣∣∣∣∣∫
∂T
f (z) dz
∣∣∣∣∣
si ottiene quindi
1
4n
∣∣∣∣∣∫
∂T
f (z) dz
∣∣∣∣∣ ≤ ε p(T )24n ,
e quindi, semplificando, ∣∣∣∣∣∫
∂T
f (z) dz
∣∣∣∣∣ ≤ ε p(T )2.
Essendo ε > 0 arbitrario ne segue che∫
∂T
f (z) dz = 0,
come richiesto.

3. Residui
3.1. Residui per singolarità isolate. Indicheremo con
∂+∆(z0, r)
il cammino chiuso
[0, 2pi] 3 t 7→ z0 + reit.
Proposizione 3.32. Siano z0 ∈ C, r > 0 e sia w ∈ C tale che |w − z0| , r.
Allora
Ind∂+∆(z0,r)(w) =
{
1 se |w − z0| < r;
0 se |w − z0| > r;
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Dimostrazione. Sia K =
{
z ∈ C | |z − z0| = r}. Evidentemente K è
l’immagine del cammino ∂+∆(z0, r).
Gli aperti ∆(z0, r) e C \ ∆(z0, r) sono le componenti connesse di C \ K e
la seconda è quella illimitata.
Per il teorema 3.15 l’indice Ind∂+∆(z0,r)(w) è identicamente nullo su C \
∆(z0, r) e costante su ∆(z0, r).
Ne segue che se w ∈ ∆(z0, r) allora
Ind∂+∆(z0,r)(w) = Ind∂+∆(z0,r)(0) =
1
2pii
∫
∂+∆(z0,r)
1
z
dz
e quindi
Ind∂+∆(z0,r)(w) =
1
2pii
∫
∂+∆(z0,r)
1
z
dz =
1
2pii
∫ 2pi
0
1
reit
ireit dt = 1.

Corollario 3.33. Siano A ⊂ C un aperto, z0 ∈ A e r > 0.
Se ∆(z0, r) ⊂ A allora il cammino ∆(z0, r) è omologo a zero in A.
Dimostrazione. Dalla proposizione 3.32 segue immediatamente che se
∆(z0, r) ⊂ A allora il cammino ∆(z0, r) è interno ad A.
La tesi segue quindi dal teorema 3.25. 
Lemma 3.34. Siano A un aperto, z0 ∈ A e sia f : A \ {z0} → C una
funzione olomorfa, ossia z0 è una singolarità isolata di f .
Se 0 < r1 < r2 e ∆(z0, r2) ⊂ A allora∫
∂+∆(z0,r1)
f (z) dz =
∫
∂+∆(z0,r2)
f (z) dz.
Dimostrazione. Sia B = A \ {z0} e sia K = ∂∆(z0, r1) ∪ ∂∆(z0, r2).
Consideriamo il funzionale
C(K) 3 f 7→
∫
∂+∆(z0,r1)
f (z) dz −
∫
∂+∆(z0,r2)
f (z) dz.
Essendo differenza di cicli il funzionale µ è un ciclo in B.
Dobbiamo dimostrare che µ è omologo a zero in B.
Per il teorema 3.24 è sufficiente verificare che µ è un ciclo interno a B,
ovvero, per la proposizione 3.16, che Indµ(w) = 0 per ogni w ∈ ∂B.
Osserviamo che ∂B = ∂A ∪ {z0}.
Sia dunque w ∈ ∂B. Se w ∈ ∂A allora, essendo
∆(z0, r1) ⊂ ∆(z0, r1) ⊂ A,
il punto w è esterno sia al disco ∆(z0, r1) che a ∆(z0, r1) e quindi
Indµ(w) = Ind∂+∆(z0,r1)(w) − Ind∂+∆(z0,r2)(w) = 0 − 0 = 0.
Invece w = z0 è interno ad entrambi i dischi e quindi
Indµ(z0) = Ind∂+∆(z0,r1)(z0) − Ind∂+∆(z0,r2)(z0) = 1 − 1 = 0.
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Definizione 3.35. Siano A un aperto, z0 ∈ A e sia f : A \ {z0} → C una
funzione olomorfa, ossia z0 è una singolarità isolata di f .
Si definisce il residuo di f in z0 il numero complesso
Res
z=z0
f (z) =
1
2pii
∫
∂+∆(z0,r)
f (z) dz,
dove r > 0 è scelto sufficientemente piccolo in modo tale che sia ∆(z0, r) ⊂
A.
Osserviamo che per il lemma 3.34 la definizione di residuo non dipende
dalla scelta di r.
Osserviamo che se f ha una singolarità apparente in z0 allora, per il
corollario 3.33, il residuo di f in z0 è nullo.
La proposizione seguente mostra che se f ha una singolarità polare in
z0 la definizione di residuo di f in z0 coincide con quella data nella sezione
7.3.
Proposizione 3.36. Siano A un aperto, z0 ∈ A e sia f : A \ {z0} → C una
funzione olomorfa. Supponiamo che z0 sia un polo di ordine p per f e sia
f (z) =
+∞∑
n=−p
an(z − z0)n
lo sviluppo di Laurent di f in z0. Allora
Res
z=z0
f (z) = a−1.
Dimostrazione. Per la proposizione 2.97 abbiamo
f (z) = F′(z) +
a−1
z − z0 + g(z)
dove F è olomorfa su C \ {0} e g è olomorfa su A.
Sia ∆(z0, r) ⊂ A. Allora ∂+∆(z0, r) è un ciclo interno ad A e quindi∫
∂+∆(z0,r)
F′(z) dz = 0
(essendo un ciclo), ∫
∂+∆(z0,r)
g(z) dz = 0
(essendo interno ad A e quindi omologo a zero in A), da cui segue che
Res
z=z0
f (z) =
1
2pii
∫
∂+∆(z0,r)
a−1
z − z0 dz = a−1 Ind∂+∆(z0,r)(z0) = a−1.

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3.2. Il teorema dei residui. Il teorema seguente va sotto il nome di
teorema dei residui
Teorema 3.37. Sia A un aperto e siano K ⊂ A un compatto e µ :
C(K)→ C un ciclo interno ad A (e quindi omologo a zero in A).
Sia P ⊂ A un sottoinsieme discreto chiuso disgiunto da K.
Allora Indµ(w) , 0 per al più un numero finito di punti di P e per ogni
funzione olomorfa su A \ P vale la formula∫
µ
f (z) dz = 2pii
∑
z j∈P
Indµ(z j) Res
z=z j
f (z).
Dimostrazione. Essendo µ interno ad A esiste un sottoinsieme compatto
H ⊂ A che contiene tutti i punti w ∈ C \ K che verificano Indµ(w) , 0.
Allora H ∩ P è sia compatto che discreto e quindi è finito.
Siano quindi
z1, . . . , zn
i punti di H ∩ P e per j = 1, . . . , n poniamo
a j = Indµ(z j).
Scegliamo r > 0 sufficientemente piccolo in modo tale che i dischi
∆(z1, r), . . . ,∆(zn, r)
siano a due a due disgiunti, contenuti in A, disgiunti da K ed infine per ogni
j = 1, . . . , n risulti ∆(z j, r) ∩ P = {z j}.
Consideriamo il compatto
K′ = K ∪ ∂∆(z1, r), . . . , ∂∆(zn, r)
ed il funzionale lineare
C(K′) 3 g 7→
∫
µ′
g(z) dz =
∫
µ
g(z) dz −
n∑
j=1
a j
∫
∂+∆(z j,r)
g(z) dz.
Se f è una funzione olomorfa su A \ P allora∫
µ′
f (z) dz =
∫
µ
f (z) dz −
n∑
j=1
a j
∫
∂+∆(z j,r)
f (z) dz
=
∫
µ
f (z) dz − 2pii
n∑
j=1
a j Res
z=z j
f (z)
=
∫
µ
f (z) dz − 2pii
n∑
j=1
Indµ(z j) Res
z=z j
f (z).
Abbiamo così ricondotto il teorema alla verifica che il funzionale µ′ sia
un ciclo omologo a zero in A \ P.
Che sia un ciclo segue dal fatto che è combinazione lineare di cicli.
Per verificare che sia omologo a zero in A \ P, per il teorema 3.24 è
sufficiente verificare che sia interno ad A \ P.
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Per la proposizione 3.16 è sufficiente verificare che Indµ′(w) = 0 per
ogni w ∈ C \ (A \ P).
Osserviamo che
C \ (A \ P) = (C \ A) ∪ P
Se w ∈ C \ A oppure w ∈ P \H allora per ipotesi Indµ(w) = 0 e per ogni
j = 1, . . . , n abbiamo, per costruzione, w < ∆(z j, r) e quindi Ind∂+∆(z0,r)(w) =
0, da cui segue che
Indµ′(w) = Indµ(w) −
n∑
j=1
a j Ind∂+∆(z j,r)(w) = 0 −
n∑
j=1
a j · 0 = 0.
Sia quindi w ∈ P ∩ H, ossia w = zk, 0 ≤ k ≤ n. Allora, per definizione
Indµ(zk) = ak. Inoltre se j = 1, . . . , n allora, sempre per costruzione,
zk ∈ ∆(z j, r) ⇐⇒ k = j,
ovvero Ind∂+∆(z j,r)(zk) = 0 se j , k e Ind∂+∆(zk ,r)(zk) = 1, da cui segue che
Indµ′(zk) = Indµ(zk) −
n∑
j=1
a j Ind∂+∆(z j,r)(zk) = ak − ak = 0.

3.3. L’indicatore logaritmico. Sia D un dominio e sia f una funzione
meromorfa su D non identicamente nulla.
Se z0 ∈ D definiamo
ν f (z0) = m
se per ogni z in un intorno U di z0 risulta
f (z) = (z − z0)mg(z)
con g olomorfa su U e g(z0) , 0.
Abbiamo allora:
(1) ν f (z0) = 0 se, e solo se, f è olomorfa in un intorno di z0 e f (z0) , 0;
(2) ν f (z0) = m > 0 se, e solo se, ( f è olomorfa in un intorno di z0 e) z0
è uno zero di molteplicità m di f ;
(3) ν f (z0) = −p < 0, p > 0, se, e solo se, z0 è un polo di ordine p di f .
In particolare ν f (z0) , 0 se, e solo se, z0 è uno zero o un polo di f .
Più in generale, per ogni w ∈ C poniamo
ν f (z0,w) = m
se per ogni z in un intorno U di z0 risulta
f (z) − w = (z − z0)mg(z)
con g olomorfa su U e g(z0) , 0.
Abbiamo quindi ν f (z0) = ν f (z0, 0).
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Definizione 3.38. Siano D ⊂ C un dominio e sia f una funzione mero-
morfa su D non identicamente nulla.
La funzione definita da
f ′(z)
f (z)
si dice derivata logaritmica della funzione f .
Proposizione 3.39. Siano D ⊂ C un dominio e sia f una funzione
meromorfa su D non identicamente nulla. Allora, per ogni z0 ∈ A,
ν f (z0) = Res
z=z0
f ′(z)
f (z)
.
Dimostrazione. Sia z0 ∈ A e sia U un intorno di z0 tale che, posto m =
ν f (z0), sia
f (z) = (z − z0)mg(z)
con g olomorfa su U e g(z0) , 0.
Restringendo eventualmente U possiamo supporre che g(z) , 0 per ogni
z ∈ U. Abbiamo allora
f ′(z) = m(z − z0)m−1g(z) + (z − z0)mg′(z)
da cui
f ′(z)
f (z)
=
m
z − z0 +
g′(z)
g(z)
.
Sia quindi r > 0 tale che ∆(z0, r) ⊂ U.
La funzione
U 3 z 7→ g
′(z)
g(z)
è olomorfa su U e quindi, per il teorema torinese di Cauchy,
g′(z)
g(z)
=
+∞∑
n=0
cn(z − z0)n.
e quindi
f ′(z)
f (z)
=
m
z − z0 +
+∞∑
n=0
cn(z − z0)n
è lo sviluppo di Laurent di f ′(z)/ f (z), da cui segue che
Res
z=z0
f ′(z)
f (z)
= m,
ossia la tesi.
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Alternativamente abbiamo
Res
z=z0
f ′(z)
f (z)
=
1
2pii
∫
∂+∆(z0,r)
f ′(z)
f (z)
dz
= m
1
2pii
∫
∂+∆(z0,r)
1
z − z0 dz +
1
2pii
∫
∂+∆(z0,r)
g′(z)
g(z)
dz
= m +
1
2pii
∫
∂+∆(z0,r)
g′(z)
g(z)
dz
Osserviamo di nuovo che la funzione
U 3 z 7→ g
′(z)
g(z)
è olomorfa su U e che ∂+∆(z0, r) è un ciclo interno ad U, da cui segue che∫
∂+∆(z0,r)
g′(z)
g(z)
dz = 0
e quindi ancora
Res
z=z0
f ′(z)
f (z)
= m.

Dal teorema dei residui segue immediatamente il teorema dell’indica-
tore logaritmico ovvero il principio dell’argomento.
Teorema 3.40. Sia D ⊂ C un dominio. Siano K ⊂ D e µ : C(K) →
C un ciclo interno a D. Sia infine f una funzione meromorfa su D non
identicamente nulla e siano Z e P rispettivamente gli zeri ed i poli di f .
Se Z ∩ K = P∩ K = /© allora Indµ(w) , 0 per al più un numero finito di
punti w ∈ Z ∪ P ed inoltre∫
µ
f ′(z)
f (z)
dz = 2pii
∑
z j∈Z∪P
Indµ(z j)ν f (z j).
Dimostrazione. È sufficiente osservare che Z ∪ P è un sottoinsieme
discreto chiuso di D e che la funzione
D \ (Z ∪ P) 3 z 7→ f
′(z)
f (z)
è olomorfa su D \ (Z ∪ P).
Inoltre, per ogni w ∈ Z ∪ P abbiamo
Res
z=w
f ′(z)
f (z)
= ν f (z).
La tesi segue quindi dal teorema dei residui .

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Definizione 3.41. Siano A ⊂ C un aperto e f : A → C una funzione
olomorfa.
Siano inoltre K ⊂ A un compatto e µ : C(K)→ C un funzionale lineare.
Posto K′ = f (K) si definisce la composizion di f con µ e si indica con
f ◦ µ il funzionale
C(K′) 3 g 7→
∫
f◦µ
g(z) dz =
∫
µ
g
(
f (z))
)
f ′(z) dz.
Teorema 3.42. Sia D ⊂ C un dominio. Siano K ⊂ D e µ : C(K)→ C un
ciclo interno a D. Sia f una funzione meromorfa su D non identicamente
nulla e sia P ∩ K = /©, dove P l’insieme dei poli di f .
Allora per ogni w ∈ C \ K′ risulta Indµ(w) , 0 per al più un numero
finito di punti w ∈ f −1(w) ∪ P ed inoltre
Ind f◦µ(w) =
∑
z j∈ f −1(w)∪P
Indµ(z j)ν f (z j,w).
Dimostrazione. Sia w ∈ C \ K. Allora
Ind f◦µ(w) =
1
2pii
∫
µ
f ′(z)
f (z) − w dz.
Per il teorema dei residui applicato alla funzione z 7→ f (z) − w si ottiene
1
2pii
∫
µ
f ′(z)
f (z) − w dz. =
∑
z j∈ f −1(w)∪P
Indµ(z j)ν f (z j,w),
ossia la tesi.

3.4. Lo sviluppo della cotangente.
Proposizione 3.43. Siano p(z), q(z) ∈ C[z] funzioni polinomie di grado
minore o uguale a d,
p(z) = a0 + a1z + · · · + adzd,
q(z) = b0 + b1z + · · · + bdzd
e supponiamo che sia b0 , 0 e bd , 0.
Allora per ogni λ ∈ R, λ > 0 risulta
lim
Im z→+∞
p(eiλz)
q(eiλz)
=
a0
b0
,
lim
Im z→−∞
p(eiλz)
q(eiλz)
=
ad
bd
Dimostrazione. Esercizio.

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Proposizione 3.44. Per ogni ε > 0 esiste Mε > 0 tale che se
z ∈ C \
⋃
n∈Z
∆(n, ε)
allora ∣∣∣∣∣pi cos(piz)sin(piz)
∣∣∣∣∣ ≤ Mε.
Dimostrazione. Per brevità poniamo
f (z) =
pi cos(piz)
sin(piz)
.
Abbiamo
cos(z)
sin(z)
= i
ez + e−z
ez − e−z = i
e2z + 1
e2z − 1
e quindi
f (z) =
pi cos(piz)
sin(piz)
= ipi
p(epiz)
q(epiz)
,
dove
p(z)
q(z)
=
z2 + 1
z2 − 1 .
Dalla proposizione precedente segue che
lim
Im z→+∞
pi cos(piz)
sin(piz)
= −ipi
e
lim
Im z→−∞
pi cos(piz)
sin(piz)
= ipi.
Ne segue che esiste y0 > 0 tale che se |Im z| > y0 allora∣∣∣∣∣pi cos(piz)sin(piz)
∣∣∣∣∣ < pi + 1.
Sia ε > 0 fissato. Consideriamo l’insieme
Kε =
{
z ∈ C | 0 ≤ Re z ≤ 1, |Im z| ≤ y0} \ (∆(0, ε) ∪ ∆(1, ε))
L’insieme Kε è chiuso e limitato e quindi compatto. La funzione z 7→ sin(piz)
si annulla precisamente sugli interi e quindi la funzione f (z) è continua su
Kε e quindi è limitata su Kε.
Per periodicità f (z) è limitata sulla regione{
z ∈ C | |Im z| ≤ y0} \⋃
n∈Z
∆(n, ε).
Avendo già osservato che f (z) è limitata se |Im z| ≥ y0 ne segue che f (z) è
limitata su
C \
⋃
n∈Z
∆(n, ε),
come richiesto.

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Proposizione 3.45. Siano P(z),Q(z) ∈ C[z] polinomi di grado rispetti-
vamente dP e dQ e sia Z = z1, . . . , zq l’insieme degli zeri di Q(z).
Se dQ ≥ dP + 2 allora, posto
Z(N) = Z ∩ ∆
(
0,N +
1
2
)
= {−N,−N + 1, . . . ,N − 1,N},
abbiamo
q∑
j=1
Res
z=z j
P(z)
Q(z)
pi cos(piz)
sin(piz)
+ lim
N→+∞
∑
k∈Z(N)\Z
P(k)
Q(k)
= 0.
Dimostrazione. Se n ∈ Z \ Z allora
P(n)
Q(n)
= Res
z=n
P(z)
Q(z)
pi cos(piz)
sin(piz)
.
Per N sufficientemente grande, indicato con γN il cammino chiuso
[0, 2pi] 3 t 7→
(
N +
1
2
)
eit,
per il teorema dei residui abbiamo
q∑
j=1
Res
z=z j
P(z)
Q(z)
pi cos(piz)
sin(piz)
+
∑
k∈Z(N)\Z
P(k)
Q(k)
=
1
2pii
∫
γN
P(z)
Q(z)
pi cos(piz)
sin(piz)
dz.
È sufficiente quindi dimostrare che
lim
N→+∞
∫
γN
P(z)
Q(z)
pi cos(piz)
sin(piz)
dz = 0.
Posto KN = γN([0, 2pi]) abbiamo
KN ⊂ C \
⋃
n∈Z
∆
(
n,
1
2
)
e quindi esiste una costante M indipendente da N tale che se z ∈ KN
(4)
∣∣∣∣∣pi cos(piz)sin(piz)
∣∣∣∣∣ ≤ M.
Per ipotesi dQ ≥ dP + 2 da cui segue che se N → +∞
sup
z∈KN
∣∣∣∣∣ P(z)Q(z) pi cos(piz)sin(piz)
∣∣∣∣∣ ≤ M sup
z∈KN
∣∣∣∣∣ P(z)Q(z)
∣∣∣∣∣ = O(N−2)
e quindi, per N → +∞,∣∣∣∣∣∣
∫
γN
P(z)
Q(z)
pi cos(piz)
sin(piz)
dz
∣∣∣∣∣∣ ≤ 2pi
(
N +
1
2
)
sup
z∈KN
∣∣∣∣∣ P(z)Q(z) pi cos(piz)sin(piz)
∣∣∣∣∣ = O(N−1),
da cui
lim
N→+∞
∫
γN
P(z)
Q(z)
pi cos(piz)
sin(piz)
dz = 0.

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Ricordiamo che la funzione ζ(s) di Riemann è definita se Re(s) > 1 da
ζ(z) =
+∞∑
n=1
1
ns
Proposizione 3.46. Se 0 < |z| < pi
pi cos(piz)
sin(piz)
=
1
z
− 2
+∞∑
n=1
ζ(2n)z2n−1
Dimostrazione. La funzione
f (z) =
pi cos(piz)
sin(piz)
è la derivata logaritmica della funzione sin(piz) i cui zeri sono tutti e soli i
numeri interi e sono zeri semplici.
Inoltre f (z) è una funzione dispari Lo sviluppo di Laurent di f (z) in
z = 0 è quindi della forma
f (z) =
1
z
+
+∞∑
n=1
anz2n−1.
Osserviamo che per n ≥ 1
an = Res
z=0
f (z)
z2n
= Res
z=0
1
z2n
pi cos(piz)
sin(piz)
.
Per la proposizione precedente abbiamo allora
an = − lim
N→+∞
∑
k∈Z(N)\{0}
1
k2n
= −2 lim
N→+∞
N∑
k=1
1
k2n
= −2ζ(2n).

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