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Abstract— We consider the problem of bounding the probability of
buffer overflow in a network node fed with independent arrival processes
that are each constrained by arrival curves, but that are served as an ag-
gregate. Existing results (for example [1] and [2]) assume that the node is
a constant rate server. However, in practice, one finds complex network
nodes that do not provide a constant service rate, and thus to which the ex-
isting bounds do not apply. Now many nodes can be adequately abstracted
by a service curve property. We extend the results in [1] and [2] to such
cases. As a by-product, we also provide a slight improvement to the bound
in [2]. Our bounds are valid for both discrete and continuous time models.
Index Terms—Statistical multiplexing, scheduling, queuing analysis
I. INTRODUCTION
BOUNDS on the probability of buffer overflow in a network node(element) fed with independent arrival processes (inputs, flows)
that are each constrained by arrival curves are obtained in [1], [2], [3],
[4], [5], [6], [7], [8], [9], [10], [11], [12] under various assumptions.
We say that a flow is regulated, or constrained, by an arrival curve   ,
if the number of bits observed on the flow during any time interval of
duration  is at most     . Leaky bucket regulation corresponds to an
affine function  	
 . Existing results focus on work-conserving queu-
ing systems that offer a constant service rate. However, in practice,
the network nodes are often not work-conserving and do not offer the
constant service rate at each instant of time. It turns out that many net-
work nodes satisfy a service curve property [13], [14], [15], [16], [17].
In a deterministic context, a service curve property, with service curve

, means that at any time  , the total output traffic observed in   is
at least equal to  



 for some  in   , where   is the
total input traffic in     . Thus, it is of a practical importance to derive
performance bounds for a service curve network element. In this note,
on one hand, we extend the results by Kesidis and Konstantopoulos
[1], and on the other hand, the results of Chang, Song, and Chiu [2]
to hold for a service curve node. As a by-product, we also slightly
improve the bound in [2], even for the case of a constant rate server.
We also give a definition of service curve which is more adapted to a
stochastic framework.
From the methodological viewpoint, a novelty of our approach is in
that we systematically apply the following two steps: (1) we majorize
the buffer overflow event with union of the events that are deviation of
a sum of random variables from its mean, (2) under the given assump-
tions, these random variables are independent, with bounded support,
and we know an upper bound on the summation mean; these proper-
ties allow us to use Hoeffding’s inequalities [18]. In the first step, we
often make use of sample-path results of deterministic network calcu-
lus (e.g. see [5], [17] and the references therein). Combined with the
second step, where we apply Hoeffding’s inequalities, it turns out that
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we are able to extend and recover the results of [1] and [2], and obtain
some new ones.
Kesidis and Konstantopoulos [1], [3] consider a work-conserving
constant rate server, and also assume that arrival curves are the com-
bination of two leaky buckets (as is commonplace with ATM and in
the Internet). In Section III (Theorem 1), we extend their results to
a node that offers an arbitrary service curve, and to any arrival curve
constraints. For this, we use a different proof; it is simpler, even for
the original case considered in [1].
Chang, Song, and Chiu [2] consider the same problem as Kesidis
and Konstantopoulos, but allow for arbitrary arrival curves. In Sec-
tion IV (Theorem 3), we extend their result to a node that offers a
service curve under a mild condition on the arrival and service curve
(assumption (A6) in Section IV). Extending [2] to service curve is sim-
ple. However, by the virtue of stochastic comparisons and Hoeffding’s
inequalities we are able to obtain new bounds for the heterogeneous
case, as explained later. We also slightly improve the bound in [2]
(even for the original case), using an under-sampling argument. Inci-
dentally, this makes the bound valid in continuous time, whereas [2]
considers the discrete time case.
Both [1] and [2] give explicit results for the homogeneous case (all
arrival curves are identical) and leave the heterogeneous case as an
optimization problem to solve. For both cases, we also give simple
formulas that apply to the heterogeneous case (Theorems 2 and 4).
Of course, the bounds for the heterogeneous case also apply to the
homogeneous case, but they are not as tight; this feature is inherited
from Hoeffding’s inequalities.
We also derive a variant for the heterogeneous case (Theorem 5), by
combining the proof of Theorem 4 with a majorization similar to that
found in [6]. The bound in Theorem 4 (as with Theorem 2) requires
knowing the arrival curves of all flows. In contrast, Theorem 5 requires
an incomplete knowledge about the arrival curves; it suffices to know
the aggregate burstiness and aggregate sustainable rate. The bound
is less tight than Theorem 4, but may be more useful in a context of
differentiated services, where only aggregate information is available.
Chang, Song, and Chiu showed numerically that their bound is
tighter than Kesidis and Konstantopoulos’ bound. We confirm this
also for our extensions by numerical computations: Theorems 3 and
4 seem to provide tighter bounds than Theorems 1 and 2, and should
thus be preferred in practice. Section V shows a sample of numerical
results. Another aspect would be to compare the bounds with empiri-
cal estimates, which goes beyond the scope of this paper.
The proofs of two lemmas are given in Appendix.
II. NOTATION AND ASSUMPTIONS
Consider a set ﬁﬀﬃﬂ !#"!%$%$%$%&' of flows input to a network el-
ement. Let )( , for *,+- , be a Borel counting measure on some
probability space ( ./021 ). We interpret )(  3 as the number
of bits observed on input flow * in the interval   . By conven-
tion, if 54  , )( 	 768ﬀ9:)( 	     . Likewise, define <;
(


for the output of the * th flow. Let   ,68ﬀ =
(?>A@
B(

 and

;

C6
ﬀ
=
(D>A@

;
(
	
 .
2We make the following assumptions:
(A1) E@#GF%%$%$%$%
=
are independent.
(A2) For all *H+E , )( has   ( as an arrival curve, i.e. for all  +GI ,
)(

KJ
 
(

L

K1L<M!$ NO$

where   ( is a non-negative, wide-sense increasing function1
such that     ﬀP , for all BQR . We assume, without loss of
generality, that   ( is sub-additive, i.e.   (   S J   (   T<  ( 
for all   +GI [14], [15], [16], [17].
(A3) For each *H+E , and any  +GI ,
U
 )(
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 
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
L

 (1)
where V  (Aﬀ,X
Y8Z\[]_^a`!bdc [fe
[
ﬀgY8hji[kl<`!b	c
[me
[
. (The last equality is
by sub-additivity of   ( [20].)
(A4) There exists a sequence of random points (“the construction
points”):
$%$%$jQRnAopFQRnCoq@HQPnrlsJtuQRnC@HQRnpFQP$%$%$
such that X8Y
Z\v]uow^xnrvSﬀy{z and X8Y
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
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(A5) Define     ﬀﬂOnrvC|+}56\nrv\J%' . The network element
offers the service curve

to the aggregate of all flows, if for all
+GI , and any +E    ,
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where

is a non-negative wide-sense increasing function.
Let     be the number of bits in the network element at time  (it is
the unfinished work; we call it backlog). We assume that the element
has buffer capacity that is sufficient to ensure no losses. Then, indeed,




ﬀR

q
;

 , for any +~    . From (A5), it follows
that, for any +GI ,



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In the next two sections we give upper bounds on 1     4- ,
for an arbitrary time instant  . Before that, in the remainder of this
section, we first introduce some additional definitions and then discuss
assumptions (A3)–(A5).
For two functions  and  , we define the vertical and hori-
zontal deviations by     ﬀNj
[rl
ﬂO



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


' , 
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
'O' [17]. Note that   w 
is the worst-case backlog for a network element that offers the service
curve  to the aggregate arrival process that has  as an arrival curve.
Similarly,   w  is the worst-case virtual delay (equal to the worst-
case delay if the node would be FIFO). We also define ¡¢    ﬀ £
for GŁP and ¡r¢    ﬀx for GQP , £¤+I . Let V  ﬀ =
(?>A@
V
 
( and
 
ﬀ
=
(?>A@
 
( .
We discuss (A3) first. Note that (A3) is true for E@#GF%%$%$%$%
=
stationary and ergodic in their intensities. Indeed, by stationarity
U
 )(
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U
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
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Regarding (A4), it follows from a known result (see, e.g., Lemma 1
in [21]) that for (A4) to hold it is sufficient that
(A4-a)  ?     QPz ,
(A4-b) X
Y8Z5Y
hi[]_^yﬂ          '<ﬀP{z .
For instance, for the rate-latency service curve




ﬀP§rZ~M2¨Aﬂ2H
©
' , §
©
Łg , the second condition is the intuitive stability condition
@ We say that function ª«¬­ is wide-sense increasing if ®_¯° always implies
ª«8®!­p¯7ªL«8°­ . This is also called “non-decreasing”.
V
 
Qﬁ§ . In the general case, roughly speaking, conditions (A3) and
(A4) are weak stability conditions.
Next, note that the definition in (A5) is different than the classi-
cal service curve definition (e.g., see [17], Section 1.3.1), which is in
the framework of deterministic network calculus; there it would be


{z5Ouﬀa ;

{z5Ouﬀ± . It can be easily observed that the
two definitions are compatible. However, in contrast to the classical
definition, we do not assume that the system is empty at time  .
III. EXTENDING KESIDIS AND KONSTANTOPOULOS’ BOUND
We extend [1] in the following two theorems, the proofs of which
are given at the end of this section.
Theorem 1—Homogeneous Case: Assume (A1)–(A5),  ?     Q
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where for brevity Sﬀ D  
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
.
The theorem gives us a bound for  +  V   ?  
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D 


	
. Other-
wise, for  J V   D  


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
,
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We can apply Theorem 1 to the original case in [1] by letting
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in the proof of Theorem 1 that the bound is obtained by computing
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which is exactly the result in Theorem 1 of [1]; this shows that we do
have an extension of that result. It has to be mentioned that, in fact,
[1] proves a tighter bound than that of Theorem 1 [1], but which is not
expressible in a closed-form (see discussion in Sec. III [1]).
Next, we provide a looser bound than in Theorem 1, but which holds
for the heterogeneous case.
Theorem 2—Heterogeneous Case: Assume (A1)–(A3) and (A5).
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Proof: [Theorem 1] Define, for each *H+E , and all +GI ,
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We note the following properties.
1) For any +GI ,
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The first property is obvious from (A1); the second from (A2) and
the definition of the vertical deviation. We prove the third property
next. To that end, define, for any +GI ,
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Note that Ë    is the virtual delay (sojourn time) of a bit that departs at
time  . If the system would be FIFO, then Ë    is the delay of a bit that
departs at  . It can easily be shown that for any +GI , Ë    JR ?  


.
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Taking expectation in the above display and combining with (A3) we
recover (7).
Let Á (AﬀR!¦& . By (4)-(7) and using (4.5) in the proof of Hoeffding’s
inequality (Theorem 1, [18]), we obtain that for any ¸E4 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The right-hand side in the last inequality is increasing with U ÊÃ@  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Computing N	C¶
krlj·
?¸ yields the desired result.
Note that we could immediately apply Hoeffding’s inequality (The-
orem 1, [18]) to (4)-(7). However, the last part of the proof is given for
the sake of a comparison with [1] made earlier.
Proof: [Theorem 2] The proof builds upon the proof of Theo-
rem 1. Given (4)-(7), the problem is equivalent to deriving an up-
per bound on the complementary distribution (4) of a sum of inde-
pendent non-uniformly bounded random variables. From Hoeffding’s
inequality (Theorem 2, [18]) it follows that, for any Á +ÚÀ , and
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bound. This recovers the inequality in (3), which completes the proof.
IV. EXTENDING CHANG, SONG, AND CHIU’S BOUND
We extend [2] in three theorems, the proofs of which are given at
the end of this section.
Assume in addition to (A1)–(A5);
(A6) There exists Û~QRz such that for all  ŁgÛ ,   Ł   .
(A6) is a stronger form of (A4-b), which holds in practice (for exam-
ple, but not only, when   is concave and

is convex) when the natural
stability conditions are met. Notice that Û replaces, in the context of
service curve, the concept of an upper bound on the duration of a busy
period, which is useful only for work-conserving servers.
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If time would be discrete, and we let
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, Üóﬀ  ,
á<ﬀyâ , then the theorem gives the same bound as [2]. However, even
for the original scenario in [2], we have a slight improvement: if Û is
large (which may happen simply because our time unit is very small),
we expect the bound in [2] to be large, because it relies on the union
bound. We expect to have a better bound by allowing Ü to be smaller
than Û (under-sampling). This is verified in Section V. Note that the
theorem implies that for any Üô+Þ and  +ßAà  Û  , the right hand-
side in (9) is a bound; hence, we can take infimum over all possible
partitions of  Ûw .
Next, we provide a looser bound than in Theorem 3, but which holds
for the heterogeneous case.
Theorem 4—Heterogeneous Case: Assume (A1)–(A6). Then, for
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We can derive an additional bound for the heterogeneous case that
requires only aggregate information about the arrival curves. We ob-
tain this by using a majorization similar to [6] for leaky-bucket con-
strained processes. Note that this result (and this result only) is stated
under a stronger assumption than (A3), namely,
(A3bis)  @  F %$%$%$%
=
are stationary and ergodic.
Theorem 5—Heterogeneous Case: Assume (A1), (A2), (A3bis),
(A4)–(A6). Then, the same bound as in (10) holds, with
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The proofs of the above theorems require two lemmas, proved in
appendix.
Lemma 1: Under (A2), (A5), and (A6), for any  Łt , it holds
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Proof: [Theorem 3] By the hypothesis of the theorem, for any

+GI , and any *H+E , )(   is uniformly bounded with   @  A 
((A2)). Thus, the â th summation term in (11) is the complemen-
tary distribution of a sum of independent uniformly bounded ran-
dom variables. By Hoeffding’s inequality (Theorem 1, [18]), and
U
 )(

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(8%á C@ ((A3)), the â th summation term in (11)
is upper-bounded by ²%¨  Å&  %áO%á C@ 	 , for 4 V  %á C@ 
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This proves the result.
Proof: [Theorem 4] By Hoeffding’s inequality (Theorem 2, [18]),
the â th summation term in (11) is upper-bounded with
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For ¤4
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, the last display is wide-sense in-
creasing with
U
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
Å
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 . From (1), U 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and still have an upper bound.
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Note, by (A3bis) and (A2), U 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where the last inequality is by applying Hoeffding’s inequality (The-
orem 2, [18]) for a sum of independent zero-mean non-uniformly
bounded random variables. Finally, from (12) and a simple variable
substitution, we have, for any 7Łt ,  Ł    ø  V    
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By continuity of the right-hand side, we can let ø  , and then com-
bining with Lemmas 1 and 2, we complete the proof.
V. NUMERICAL COMPARISON OF BOUNDS
We give numerical results for leaky-bucket constrained input flows,
 
(



ﬀ V
 
(8
µ
( , where V  ( is the sustainable rate, and µ ( is the
burstiness of the * th flow. We assume packets of fixed-length equal to

ﬀﬁO bytes. We consider the rate-latency service curve




ﬀ
§rZ~M2¨Aﬂ2L
©
' , with rate §_ﬀR2 Mbps, and latency © ﬀ  ¦2§ .
We consider both homogeneous (Theorems 1 and 3) and heteroge-
neous case (Theorems 2 and 4), and Theorem 5 later. For the bounds
of Theorems 3, 4, and 5, we uniformly partition the interval  Ûw , such
that %áﬀâÛC¦2Ü , for â0ﬀ#!%$%$%$%Ü , and then find Üô+\Þ that at-
tains the minimum. In the homogeneous case, we set V  @³ﬀ!§¦2& and
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Fig. 1. Bounds of Theorems 1 and 3 for the homogeneous case of 	uç
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µ
@_ﬀﬁﬀ

; here ,+  %  is the load. We show numerical results in
Figure 1 for &5ﬀ±2O , ¤ﬀÓ$
" and p$ﬂﬀ . In the heterogeneous case,
we suppose two classes of the input flows each consisting of &w@ and &F
flows, respectively. We set V  @ﬀx"V  F , µ @ﬀﬃﬀ  , and µ Fﬀﬃ  . (Here
the subscript  ( " ) refers to the first (second) class flow.) The results
are shown in Figure 2, for &w@:ﬀ,&Fﬀ2 , Sﬀg$
" and p$ﬂﬀ .
We make a few main observations. First, we find that the extensions
of Chang, Song, and Chiu’s bound (excluding Theorem 5, which is
handled separately later) is substantially tighter than the extensions of
Kesidis and Konstantopoulos’ bound (see Figure 1 and 2). This con-
firms a similar observation in [2]. Second, the bound in Theorem 3
becomes tighter as we optimize with respect to Ü ; this slightly im-
proves upon [2]. We note that the bound of Theorem 2 reads as
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We next compare our exact bounds with the bounds obtained by ne-
glecting the latency parameter (this would correspond if we would ap-
proximate the system with a constant rate server). In Figure 3, we
show the bound of Theorem 3 for the latency parameter © equal to  ,
"
, and ﬀ  ¦2§ . We observe that the bounds obtained for © ﬀg (constant
rate server) are over-optimistic. This is not negligible and is empha-
sized for lighter load; for \ﬀ¤$
" , the discrepancy is about one order
of magnitude for some backlog values.
Our next objective is to demonstrate how the bound of Theorem 4
(which holds for the heterogeneous case) compare with the bound of
Theorem 3 (which holds only for the homogeneous case) in the ho-
mogeneous setting. We also compare with the bound of Theorem 5.
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, 0.5, and 0.8, top to bottom graphs, respectively.
We observe that for a light to moderate load the bound of Theorem 4
is substantially conservative with respect to the bound of Theorem 3.
For high load, the bound of Theorem 4 is fairly close to the bound of
Theorem 3, except for the buffer beyond certain value when it deviates
in a conservative direction. One can combine the bounds obtained in
the derivation of Theorem 4 and 5 to obtain a better bound [22].VI. CONCLUDING REMARKS
Note that all the bounds in this paper, and thus the original bounds
in [1] and [2], are applications of Hoeffding’s inequalities [18]. The
method used in this paper consists of stochastic comparisons and Ho-
effding’s inequalities; the method also extends to bounding probabili-
ties of other events of interest, e.g. for delay and loss [22], [23].
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APPENDIX
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which by definition of 0 recovers the stated claim.
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Since the latter inequality holds for any partition yJ @\J $%$%$ÉJ
%àﬀÛ , we obtain (11). This completes the proof.
