Ranked solutions of AXC=B and AX=B  by Porter, A.Duane & Mousouris, Nick
Ranked Solutions of AXC=B and Ax=B 
A. Duane Porter 
Department of Mathematics 
University of Wyoming 
Laramie, Wyoming 82071 
and 
Nick Mouso&is 
Department of Mathematics 
Humboldt State University 
Arcata, California 95521 
Submitted by Hans Schneider 
ABSTRACT 
Let GF( p”) denote the finite field of p” elements, p odd. Let A be an s X m 
matrix of rank p,, B be an s X t matrix of rank p, and C be an f X t matrix of rank v. 
This paper discusses the number of m Xf matrices X of rank k over GF( p”) which 
are solutions to the matric equations AXC = B or AX = B. 
1. INTRODUCTION 
Let GF((I) denote the finite field with 4 = p” elements, p odd. Matrices 
with elements from GF((I) will be denoted by roman capitals A,&. . . . 
A(n, s) will denote a matrix of n rows and s columns, and A(n, s; r) will 
denote a matrix of the same dimensions with rank r. Z, will denote the 
identity matrix of order T, and Z(n, s; r) will denote a matrix of n rows and s 
columns having Z, in its upper left hand corner and zeros elsewhere. 
Let A=A(s,m;p), B=B(s,t;p), and C= C( f, t; v). In this paper we 
develop formulae for the number of solutions, X(m,f;k), over GF(q), of the 
equations 
AXC = B, (1.1) 
and 
AX = B. (1.2) 
LINEARALGEBRAANDITSAPPLICATIONS 24~21'7-224 (1979) 217 
0 Elsevier North Holland, Inc., 1979 0024-3795/79/020217+8$01.75 
218 A. DUANE PORTER AND NICK MOUSOURIS 
Clearly (1.2) is a special case of (1.1) where we have taken C( f, t; V) = Zf = 
Z(f&f). 
John H. Hodges [5, 31 determined the number of solutions X(m,f) 
(unspecified rank) over GF((I) of (1.1) and (1.2) respectively. Even though 
(1.1) is a more general equation than (1.2), generalizations of (1.2) have 
received the most attention. Porter [B] found the number of solutions 
X,(s,s,), &(si_i,si), (l<i<cu), X,(s,_,,t) over GF(q) of the matric equation 
AX,. . . X, = B for A and B defined as above and (Y > 2. Together with [3] 
that gave a complete accounting of AX,. . . X, = B for cx > 1 in the unranked 
case (ranks of Xi,..., X, unspecified). In [9] Porter discusses conditions on 
matrices A and B so that (1.2) will have solutions. 
In 1972 [2] Ronald H. Dalla and Porter gave the number of solutions 
X,(m,t;k,), Xi(ti_,,f;f), (2<i<n--1), X,,(t,_i,t;k,), over GF(q), of the 
equation AX, * . . X, = B. The technique of proof in [2] is not valid for rr = 1. 
Hence, the number of solutions of AX = B for X of fixed rank (the ranked 
analog of [3]) remained unsolved. This paper will give results in the ranked 
case similar to those in [3] and [5] for the unranked case. We note that 
Hodges [4, 61 considered other analogous questions regarding matric equa- 
tions with fixed ranks. 
2. NOTATION AND PRELIMINARIES 
We shall need the following well-known formula, due to Landsberg [q, 
for the number g( m, t,s) of m X t matrices of rank s over GF( q), 
g(m,JJ) = Q.(‘-lw2~ (I(.“-‘i’;;)((:~-.+l-1) ) 
i=l 
for 1 <s < min(m,t), g(m, t,O) = 1, and g(m,t,s) =0 for min(m, t) <s or s <O. 
Note that 
S$” g( 
m&s) = qmt for T = m or t. 
The left hand side is the sum over all possible ranks, s, of the number of 
m X t matrices of rank s, while the right side is the total number of m X t 
matrices over GF((I). 
If X= X(e, t) and X =col( U, Y), where U is fixed, U= U(m, t;s), and 
Y = Y( e - m, t), then the number of ways that Y can be chosen such that X 
has rank k is given by Riveland and Porter [lo] to be 
G(e,t,m;k,s) = q “(e-m)g(e-m,t-s,k-s). (2.1) 
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We shall have use for the row analog of (2.1), that is, if X = X( e, t) and 
X = ( U, Y), where U= U( e,m; s) and Y = Y(e, t - m), then the number of 
ways Y can be chosen such that X has rank k is given by 
G’(e,t,m;k,s) = q S(f-m)g(e-s,t-m,k-s). (2.2) 
3. THE EQUATION AXC = B 
All of the results of this paper follow from Theorem 1. 
THEOREM 1. If Mk o!erwtes the number of solutions X(m,fi k) of the 
matric equation (1.1) ouer GF(q) and P, Q, R, T are any fixed nonsingular 
matrices such that PAQ = I( s, m; p) and RCT= Z( f, t; v), then 
min(u-,B,m-p,k-8) 
Mk = W,) If q(m-P)P+(p+a)if-V)g(m-p,,-p,a) 
a=k+v-f-B 
g(m-P-a,f-v,k-P-a), (3.1) 
where B,=PBT=(&) and h(B,,)=l if &=O fm i>p or i>v, h(B,)=O 
otherwise. 
Note. Theorem 1 is independent of the choice of P and T since for any 
choice of P and T, there is a one to one correspondence between the 
solutions of AXC= B and PAXCT= PBT [5,9]. 
Proof. Since PAQ= Z( s,m; v) and RCT= Z(f, t; Y), the matric equation 
AXC= B can be written as 
P-lZ(s,m;p)Q-lXR-lZ(f,t;~)T-l = B, 
or 
Z(s,m;p)Q-‘XR-‘Z(f,t;v) = PBT. 
The matric equation (1.1) has the same number of solutions as the matric 
equation 
Z(s,m;p)XZ( f, t; v) = PBT = Bv (34 
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Since P, T are nonsingular, the rank B, is /3, the rank of B. Writing the 
product on the left side of (3.2) in block form, we have 
Z(s,m;p)XZ(f,t;v) = ;:I1 ; ) 
[ I 
where Xi, = X,,(p, v). From (3.2) and (3.3) it is clear that in order for there to 
be any solutions to (1. l), B, = ( /I$) must be such that Bii = 0 for i > p or j > v. 
Further X = (xii) must be such that xii = pij for 1 < i f p and 1 < j 4 v. The 
rank of Xi, is /?. Let 
x= x11 Xl, 
[ I x21 x2, ’ 
where Xi, = X,,(p,f- v), Xai = X,,(m - p, v), and X,, = X&m - p,f- v). The 
number of solutions to (1.1) of rank k, if there are any, is therefore the 
number of ways of choosing Xi,, X,,, and X,, such that X has rank k. The 
number of ways of choosing X,, so that col(X,,,Xzi) has rank p+u for 
k+v-f-p<u<min(v-/3,m-p,k-fi) is given by (2.1) to be G(m,n,p;/? 
+a,P)=q8(“-P)g(m-p,v--,a). w e note that the constraint on a follows 
from the facts that (1) the rank of a matrix is not greater than the number of 
its rows or columns, and (2) the rank of a submatrix of X must be no greater 
than the rank of X, which is k. 
For every selection of X,, so that the rank of col(X,,,X,,) is p + a, there 
are, by (2.2), G’(m,f, v; k, p + u) = q(P+n)(f-“)g(m - /3 - a,f- v, k - p - a) 
choices for col(X,,, X,,) such that X has rank k. Therefore the number of 
choices for Xi,, Xai, and X,, such that col(X,,,X,,) has rank /? + a for 
k+v-f-p<u<min(v-p,m-p,k-p) and such that X has rank k is 
given by q(m-P)P+(P+a)(f-v)g(m - p, v - p, u)g(m - /3 - u,f- v, k - p - a). 
Summing over the possible values of a and taking note of the requirements 
for there to be solutions, we obtain the desired result. n 
4. SOME RELATED RESULTS 
It is possible to express Mk as a terminating hypergeometric series. We 
first recall the following definitions [l, p. 651: 
(u)l=(l-a)(l-aq)...(l-aq’-‘), (u)a=l, 
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In view of the above definitions, we may easily show that 
(4-j = (u)J(qs-$ 
(4+j = (&(uqs)j = (a)+q’)s. 
(4.2) 
We may write g(m, t; s) as 
s-1 
g(m,t;s) = qs(s-1)/2 
II 
(sm-i-l)(qt-i-l) 
4 
i+l 
i=O -1 
s-l 
= (_ l)sqs(2m--2t+s+1)/2 
II 
i=O 
(l- c?$+;)q”) , 
so that in view of (4.1) we obtain 
g(m,t;s) = (-1)SqS(2m+21-s+1)~2(q-,,r)s(q~-1)S/(q)s. (4.3) 
By use of (4.3) as well as (4.1), we may obtain 
= q’(q”-“)11(qp-y)~2(9p+n-m ( ) (q) _ )x-p,(9’-%il-u, (4.4) 
0 k P 0 
where T=2a(2v-p-f)+~(~-2m-2f+2v-1)+k(2m+2f-2v-k+1). 
If we now apply (4.2) and (4.1) to the expression (4.4), as well as make 
the transformation a = b + k + v - f - p, we obtain, after a somewhat lengthy 
but straightforward calculation, the following expression for Mk: 
min(f-v,m-p-a,f-kk) 
X c (4Y-f)b(qP-“+a)b(qk-f)b -2bp 
b=O (q)b(qa+l)b(qk+v-f-m)b ’ ’ 
where R=(,8-m-f-v+p-l)+k(2m+2p-2f-2v-k+l)+2p(v-f) 
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and (Y = k + Y -f - P. A final application of (4.1) now gives the desired 
hypergeometric representation, which is 
I . (4.5) 
The next theorem shows that Hodges’s result [5] follows from Theorem 1. 
This serves as a partial check for the results of Theorem 1. 
THEOREM 2. The number N(A,B, C) = q”f-Pph(B,) of soZutiuns X(m,f) 
of (1.1) is given by 
min(m,f) 
N(A,B,C) = x Mk, 
k=fi 
where B,, h(B,), and Mk are as in Theorem 1. 
The proof of this theorem involves a lengthy but straightforward calcula- 
tion which has been carried out by the authors, but will not be included in 
this paper. The proof involved considering the following four cases: (1) m < f 
and v-P<m--p, (2) m4 f and v--B >m-p, (3) m>f and V-B am-p, 
(4) m>f and v-B< /3-p. 
It is also of interest to note that in the proof of Theorem 2, one can see 
how nicely the summation of Theorem 1 can be carried out. 
The following corollary serves as a partial check on Theorem 2 as well as 
showing that the summation in Theorem 1 can indeed be carried out: 
COROLLARY 1. Let A = A(4,3; 2), B = B(4,5; 2), C = C(3,5; 2), and X = 
X(3,3). Then the number of solutions of AXC= B is given by 
5 Mk = h(BO)qmf-P” = h(B,)q5. 
k=O 
Proof, In this case we have m = f =3, p = p = v = 2, s = t = 5. Clearly, 
mf - pv = 5, and by direct substitution into (3.1), we have M,=O, M, =O, 
M, = q4, and MS = q5 - q4. n 
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We conclude this section with several results which follow directly from 
Theorem 1. 
COROLLARY 2. The number M,(A) of solutions to the matric equation 
AXA =A is given by 
M,(A) = a2P(“-P)q(m-p,m-p;k-p). 
Proof. Under the conditions of the Corollary, we take s = m =f= t and 
p=v=p as well as P=R and e= T in (3.1). The above result follows after 
some simplification. n 
COROLLARY 3. The number Mk(X, Y) of solutions X, Y to the mutric 
equation AXY = B, where A,X, B are as in Theorem 1 and Y= Y( f, t; t), is 
given by 
i&(X, Y) = M,g( f, t; t), 
where M, is a.s given in (3.1) and g( f, t; t) is given in Sec. 2. 
Proof. For a fixed Y, = Y,( f, t; t), the number of solutions to AXY, = B is 
given by (3.1). We will denote this number by Mk(X, Y,). In view of Theorem 
1, h(B,)=l if and only if&=0 for i>p or j>v=t. However, since v=t, 
the condition i > t is vacuous, so that solutions exist (or do not exist) 
independently of the choice of T (which in this case depends on the matrix 
Y,). Thus, the number of solutions to AXY= B is just Mk(X, Y,) times the 
number of ways Ya may be chosen to have rank t. Since Ya= Y,,( f, t; t), this 
number is given by Landsberg to be g( f, t; t). The corollary now follows. n 
5. THE EQUATION AX = B 
In this section we see that the formulae for N(A, B; k) and N(A, B), the 
number of solutions of (1.2) in the ranked and unranked cases respectively, 
follow from the formula given in Theorem 1. 
THEOREM 3. The number of solutions X(m,fi k) of (1.2) is given by 
N(AB,k) = h(B,)q (“-P)Bg(m-p,f-j3;k-/3), 
tihere h (B,) is as defined in Theorem 1. 
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Proof: Take the matrix C= C( f, t; v) appearing in (1.1) to be $, the 
identity matrix of order f. Then Eq. (1.1) reduces to (1.2). Now applying 
Theorem 1 with f= v, we obtain the desired result. n 
THEOREM 4. The number N(A,B) of solutions X(m,f) of (1.2) is given 
bY 
N(A,B) = h(B,)qf(m-P), 
where h( B,) is &fined as in Theorem 1. 
Proof. As in the proof of Theorem 3, take C( f,t; v)= IT Then apply 
Theorem 2 with f = Y. H 
We note that Theorem 4 agrees with the number of solutions of (1.2) as 
obtained by Hodges [3]. 
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