Abstract
Introduction
The Petri net modeling formalist [1] exhibits a well known set of mathematical properties that enable the verification of model correctness and allow system validation. As a consequence, Petri nets have been one of the most frequently chosen formalisms to model and implement discrete event system controllers.
State-space graphs, also known as reachability trees, play a fundamental role in property verification and provide valuable information about system behavior. In fact, state-space generation is usually the first step implemented by most analysis and model checking software tools.
The IOPT Petri net class [2] was specifically designed to enable the hardware and software implementation of system controllers, with the availability of automatic software code generation and hardware synthesis tools [3] . However, to create optimal controllers, the tools must know information about a certain set of system properties, obtained from the state-space.
For example, a hardware synthesis tool must know the maximum bound of each net place, corresponding to the highest number of tokens a place can hold at any time. With this information, the synthesizer can allocate the correct number of memory elements (flip-flops or counter bits) needed for each place. Similar needs applies also to software compilers.
To ensure deterministic execution, conflict situations must be detected and solved. A conflict happens when the number of available tokens could enable the individual firing of every transition in a certain set of transitions, but does not allow the simultaneous firing of all of them. When this situation is detected in the state-space, it is necessary to establish additional rules to specify exact system behavior. For example, it is possible to add model restrictions to prevent conflict occurrences or assign different priorities to each transition.
Deadlock situations, when a system reaches a state where no transitions are allowed to fire, constitute one of the most frequent modeling mistakes. While traditional controller design tools would require long simulation and test sessions, state-space analysis can automatically detect deadlocks just by searching states with no descendants. Live-lock situations, where some transitions can continue to fire but the system cannot escape a certain branch of the reachability tree, can be detected by searching for strongly connected regions with no exit arcs in the state-space.
Model checking applications use state-space graphs to detect non-desirable states, or to ensure the reachability of certain desirable states. As an example, a traffic lights controller state-space should not contain nodes where cars and pedestrians are simultaneously allowed to cross the same road. When a system has a "final" state, it might also be important to check if the ending state is reachable from all the state-space nodes.
From another perspective, the generated statespace graphs are state-machines by themselves and, if the total number of nodes is reasonably small, can be easily converted to other modeling formalists and enable the execution on different platforms. Some authors have even developed techniques based on the region theory [4] , that can be used to convert the state-space graphs back to Petri net models, producing optimized simplified models.
Related work
The usage of Petri net state-space graphs has been extensively covered by many authors, and most modern Petri net frameworks include state-space generation tools. For example, CPN-Ami [5] and CPN tools [6] , two of the most well known Petri net tool-chains, take advantage of state-space analysis tools for model-checking.
From these tools, the Low Level Petri Net Analyzer, LoLa [7] [8], integrated in many toolchains, has special importance due to the use of Place-Transition nets, the parent class from which the IOPT Petri net class was derived. Work in LoLa has received many contributions to implement several state-space reduction algorithms.
The present work was developed due to the lack of a state-space generation tool supporting all specific features of the IOPT Petri net class [2] . For example, contrary to most existing tools, the proposed algorithm uses a Maximal-Step execution semantics and is aware of the non-autonomous nature of IOPT systems.
In addition, while most state-space generation tools rely on interpreters to process Petri net models, the solution presented in this paper employs a compilation strategy, with the automatic creation of optimized C/C++ programs to calculate the statespace graphs. To maximize performance, the generated code uses the OpenMP [15] multiprocessing API (Application Programming Interface), taking advantage of the multi-core processors available on modern personal computers.
This solution has several advantages relative to the preexisting tools. First, the compilation strategy generating parallelized code, offers improved statespace generation speed, enhancing the capability to analyze more complex systems in useful time. Second, the state-space generator shares code with the automatic C code generator tools, used to implement the final systems. Both the state-space generator and the controller implementations reuse the same C functions to implement the model semantic rules, thus ensuring a higher degree of consistency with the running prototypes. Although other tools (PROD [16] , INA [17] ) have implemented some of the solutions implemented in the new tool, none has simultaneously implemented all of them.
Finally, some of the state-space reduction techniques implemented in other tools are not well adapted to the calculation of maximum place bounds, a very important property used for hardware synthesis and automatic software generation.
IOPT Petri net Overview
Input-Output Place-Transition (IOPT) Petri nets [2] are a non-autonomous Petri net class, used to model the behavior of controllers and the physical interactions with controlled systems. IOPT Petri nets extend the Place-Transition (P/T) Petri net class [1] with non-autonomous dependencies (external signals and events) and several specific characteristics to support automatic code generation for execution, simulation and property verification.
Output signals are categorized in two types: (1) POS (place output signals) hold combinatorial values resulting from expressions associated with places (named OutputExpressions); and (2) OES (output-event signals) store memorized values from output events generated by the firing of transitions.
An OutputExpression assigns a value to a output signal. Values can be calculated from literals, input signals or place marking values. Optionally, OutputExpressions can also be associated with a conditional expression, used to check the value of input signals and place markings. OutputExpressions are only valid when the corresponding place holds one or more tokens and the conditional expression is true. When the place holds no tokens or the conditional expression is false, the output signal reverts to a predefined default value.
Transitions can be associated with input events and guard expressions. Guard expressions can check the values of IS (input signals) and POS (place output signals) to control transition firing. When a guard is false, transition firing is inhibited. As a result, the firing semantics of IOPT Petri nets differs from P/T nets: to be able to fire, a transition must be autonomously enabled (all the input places hold the required tokens) and must also be ready (the guard expressions are true and the input events occur).
The IOPT Petri net class employs a maximal-step execution semantics, meaning that all enabled and ready transitions at a specific instant will fire on the next evolution step. This guaranties coherent and deterministic operation, a highly appreciated feature for the automatic generation of software code and hardware controller synthesis. In addition, deterministic operation also requires the resolution of conflicts between transitions, achieved with the help of transition priorities and test arcs.
For automatic code generation purposes, places have a «max-bound» property and all signals are associated to a predefined minimum and maximum value range.
The State-space graph
Contrary to Place Transition nets [1] , the state of systems defined by IOPT nets [2] cannot be represented using only the place marking vector: the IOPT net state vector includes both the place marking and also the value of all signals influenced by output events, since the system must memorize the value of these output signals. This is due to the semantics of this type of outputs, which will be updated by associated output events occurrence (associated with transition firing).
The state-space graph is composed by a set of nodes representing all reachable IOPT net states and a set of arcs connecting each node to the respective children. Child nodes are all the direct descendant nodes, originating from a single parent node trough the firing of one or more transitions during a single execution step. Arcs and nodes contain annotations. Node annotations represent state-vectors and arc annotations contain the list of transitions fired from parent nodes to originate each children node. 
Maximal-step versus Interleaving
To obtain consistent results, the state-space generation, net simulation, execution and the code generation tools must use the same execution semantics.
The IOPT model shown in Fig. 1 is a good example to illustrate the difference between interleaving and maximal-step execution semantics (arc from P1 to T2 represents a test arc, or read arc as referred in some literature). Fig. 2 presents two different state-space graphs for Model 1, using maximal-step semantics on the left and interleaving on the right. The two graphs represent completely different system behavior, with different numbers of nodes and arcs and the right graph exhibits a deadlock.
The state-space on the left, calculated using maximal-step semantics, starts on the initial state 1, with places P1 and P2 marked. Transitions T1 and T2 are enabled and both fire simultaneously, leading to state 2 with places P3 and P4 marked. In the next execution step, the enabled transition T3 will fire, removing the tokens from P3 and P4 and adding tokens to P1 and P2, returning to the initial state.
The right state-space, generated with interleaving semantics, also starts with the same state 1. Both P1 and P2 have one token and both transitions T1 and T2 are enabled. However, using interleaving only one of the transitions T1 or T2 will fire in the next step. If T1 fires first, the system reaches state 2 with P2 and P3 marked. This state constitutes a deadlock situation because none of the transitions will be able to fire again. However, if T2 fires before T1, the system will reach state 3 with P1 and P4 marked. From state 3, T1 will fire, leading to state 4. In state 4, T3 can fire, returning to the original state 1.
This example demonstrates the differences between the two semantics and the lack of determinism inherent to interleaving: although the transitions T1 and T2 have no conflicts in state 1, the system will exhibit two completely different behaviors depending on the firing sequence. Unfortunately, maximal-step semantics increases state-space complexity due to an explosion in the number of arcs. In one example, observing the ratio between the number of arcs and states obtained with both semantics, resulted in a ratio of 4 arcs per state for interleaving and 20 arcs per state for maximalstep. Other examples may lead to different results, but maximal-step generally produces a higher number of arcs. The example presented in fig. 2 is one rare exception, only possible in "toy-examples".
Model2, presented in fig. 3 is a non-autonomous model, with three Boolean input signals IS1, IS2, IS3 and all transitions have guard expressions conditioning transition firing according to the state of the respective input signal. In this diagram, independent nodes are represented as yellow circles and arcs as arrows. Occurrences of loops to previously existing nodes are drawn as cyan links. The use of links increases graphical readability and avoids the need to draw arcs to regions far-away in the graph. Deadlock nodes are highlighted in red and nodes with conflict situations in magenta.
As input signal values are unknown during statespace generation, the state-space generator must account with all possible signal value combinations and their influence over transition guards. The graph was created using maximal-step semantics. For example, the top node 0 has 7 arcs to children nodes. If interleaving semantics had been used, node 0 would have only 3 arcs, because only one transition could fire in a single execution step.
Using maximal-step semantics, the following rules can be derived:
Theorem 1: Given a maximal-step state-space node where a sub-set TS of size N non-autonomous transitions are enabled with no conflicts, the number C of child nodes will be given by C = 2 N -1 Corollary 1: Given a maximal-step state-space node where a sub-set TS of size N non-autonomous transitions are enabled, if the number of child nodes C is less than 2 N -1 then the transition sub-set TS has conflicts.
This rule simply reflects the fact that when a node has N enabled transitions and each transition guard can hold one of two values, true or false, the total number of possible combinations is equal to 2 N . As one of the combinations (with all guards disabled) does not enable the firing of any transition, the total number of children nodes will be equal to 2 N -1, unless there are conflicts.
Conflict detection plays an important role in model checking and system validation. During conflict situations only a sub-set of the enabled transitions can fire, but not all of them, and the system will exhibit different behavior depending on the chosen sub-set. To avoid inconsistencies and non deterministic behavior, the model designer must define explicit ways to solve conflicts. Corollary 1 provides a low computational-cost rule to inspect state-spaces and detect conflicts situations, leading to the identification of conflict-sets.
The state-space generator algorithm
Typical real-world applications have complex state-space graphs with many millions of nodes and arcs. Consequently, state-space generation is a computing intensive task, with high processing and memory requirements. With these restrictions in mind, an efficient algorithm to calculate maximalstep state-space graphs was developed.
The algorithm usually starts with an initial node, whose state vector is obtained from the net initial marking M0 and the default values of all outputevent signals. However, to solve reachability questions, it is also possible to start the algorithm from any arbitrary state and check if the system can reache a specific desirable state.
A function named CREATE_CHILD_STATES() will receive one state as input, and recursively analyzes all enabled transitions, calculating all children nodes. The children nodes are stored in a database and are classified as new independent nodes or references to previously existing nodes (loops). The new children nodes are also appended to a list of unprocessed states, waiting to be processed through CREATE_CHILD_STATES(). Processed states are removed from the unprocessed list and the algorithm continues until the list is empty. 
Data structures
The proposed algorithm stores all nodes in a state-space database, and every generated node must be compared with all existing nodes to search for repetitions of previously calculated states. As realworld application state-spaces can reach many million states, database search and insertion operations might consume more computing time than the children node generation algorithm itself, adding special importance to the problem of efficient data-structure design. Selected data-structures must have low memory footprint, enable the fast insertion of new nodes, very efficient search for repeated nodes and enable simple navigation from parent to children nodes. Attending to these requirements, the following data-structure was designed: Table 1 : Node data-structure The first three fields contain intrinsic node information, consisting of a numeric identifier and the system state-vector, composed by a net marking vector and an output-event signal vector. To minimize memory usage, the state vectors are codified as bit-fields, considering the maximal bound of each place.
The last three fields contain arc information relating parent and children nodes. The field transfired stores information about the set of transitions fired to create this node. Field first-child stores a pointer to the children of the current node and the pointer next-sibling is used to build a linked list containing all sibling nodes sharing the same parent. Repeated loop nodes use only the last three fields and the identifier of original node occurrence.
To achieve high search and insertion efficiency, node records are stored in a hash-table, with a sorted list on each hash-table entry. Entries in the hashtable are selected using a hash-function that calculates an integer value based on the node's system-state vector.
After the algorithm completes execution, the state-space database is stored in a hierarchical XML file where each node contains all children nodes. Loops to repeated nodes are represented as links. As an advantage, this solution allows the use of standard XML tools, like XPath and Xquery [9] , to analyze the state-space files and perform advanced queries to check specific model properties.
To obtain interoperability with other tools, the XML files can be easily converted to other XML based graph file formats, as GraphML or GXL [18].
Automatic code generation
The new state-space generator tool employs a set of XSL transformations [10] [11] to analyze a PNML [12] [13] file containing one IOPT model [2] and automatically generate a parallelized C program implementing the semantic rules of the Petri net model. The program also contains an instance of the state-space generation functions described in section 5 and code to manage the state-space database.
To fully automate the process, a standard Unix "makefile" receives the PNML model file as input and executes the XSL transformations, creating the state-space generator program, that is immediately compiled and executed, generating a XML statespace file. Finally, another XSL transformation can convert the resulting XML file to a SVG image [14] , providing the means to visualize small or medium size state-space graphs.
Example Applications
To test the state-space algorithm, a set of example IOPT models were processed using the automatic state-space generation tools, ranging from very simple models, to more complex models with millions of states.
For example, fig. 5 displays a simple model representing a road semaphore controller for a pedestrian passage. This model relies on an external «time» input, that continuously counts seconds from 0 to 60. The initial marking contains tokens in places P1 and P5, corresponding to green light for pedestrians and red for vehicles. The system evolves when the value of the time input satisfies the guard conditions associated with the enabled transitions.
To check if the model behaves correctly, it is necessary to verify if the green light for pedestrians is never simultaneously enabled with the vehicles green and yellow lights.
Analyzing the state-space presented in fig. 6 , it is possible to check that places P1 and P2 (pedestrian green light) and places P6 and P7 (vehicle green and yellow lights) are never simultaneously marked. The state-space also shows no deadlocks, no conflicts and there is a single execution loop with consecutive states where the green light is sequentially open for pedestrians (P1) or vehicles (P6).
Bound information shows that each place marking never exceeds more than one token, meaning that this controller can be hardware implemented using just one flip-flop per place. As the state-space is very small, the resulting statespace could be used to directly implement a hardware state-machine controller.
In this particular case, the resulting statemachine would lead to a controller system simpler than the original Petri-net based controller. However this is an exception, since concurrent systems usually produce large state-spaces. For example, fig.  7 presents a slightly more complex model, corresponding to a two road crossing with pedestrian passages and a walk button for pedestrians. Fig. 8 displays the corresponding state-space graph. As this model uses a higher degree of concurrency, the resulting state space is more complex, having 72 nodes and 61 loops. The graph displays 4 magenta colored nodes denoting autodetected conflicts between transitions T4 + T1 and T3 + T8. To guaranty deterministic operation, different priorities were posteriorly assigned to the conflicting transitions.
Conclusions and future work
The proposed algorithm and the associated tools have been tested using several example models and the resulting state-space graphs have been used for model checking, providing useful information to test, validate and debug models, and also to obtain data necessary to automatically generate efficient software code and hardware synthesis.
The performance gains obtained by choosing a compilation strategy and parallelism provided enough speed to calculate complex state-spaces in reasonable time. As real-world applications generally have very complex state-space graphs, the possibility to quickly generate large state-spaces can make the difference between a purely theoretical solution and one that can be applied to practical applications.
For example, a state-space with approximately 250 thousand nodes and 5 million arcs was calculated in 3.5 seconds on a regular notebook computer (2 processor cores), plus 1/2 minute writing the output XML file after the computation finished. The initial code generation and compilation (gcc) consumed 2 seconds.
Regarding performance, experimental results have shown the proposed tools are mainly limited by disk-write operations, due to the large size of the state-space output files. As a consequence, future work involves the development of a query language formalist, used to extract useful information from the internal data-structures, avoiding the need for large output files.
