Abstract-Recent studies on noisy decoding for LDPC codes rely on the assumption that the noise in each component is independent and perpetual. This paper examines a noisy decoding model that generalizes this approach: the noise is due to multistate channels, where the channel states are governed by queuelike processes. This model is inspired by errors in decoders that are due to the high levels of radiation. This is an important problem, as modern non-volatile memories (NVMs) must perform well in high-radiation environments if they are to be used for deep space applications. High levels of radiation have a significant impact on floating gate-based NVMs, such as flash, and therefore, require well-tuned, powerful error-correcting codes for reliable data storage along with the decoders capable of handling radiation-induced noisy components. We introduce a noisy LDPC decoding model subsuming certain previously studied models. This model is better suited to represent transient errors-in both variable nodes and check nodes-and allows for a more refined analysis compared with older, coarser models. We perform a density evolution-like theoretical evaluation, applicable to both regular and irregular codes, optimize the voting threshold for a Gallager B/E-decoder, and analyze the resulting evaluation. We also examine the finite block length case.
on-board flash storage for images [1] . However, flash and other modern memories are designed for use on earth, where ambient radiation levels are low. In order to be suitable for space applications, flash devices must be capable of handling errors due to radiation effects. These effects are broadly divided into two categories: effects due to total dosage (e.g., longer-term exposure to radiation) and upset events caused by a particular particle strike. The importance of such errors was highlighted when the Mars Opportunity rover was forced to reformat its flash memory as the result of frequent resets due to worn out cells [2] .
A. Radiation Effects on Decoders
In previous works, the effects of radiation on the cells storing the data of non-volatile memory devices were considered. In other words, radiation exposure was viewed as another source of noise in the memory itself, albeit noise with very specific characteristics. Codes dealing with such errors were studied in [3] - [5] . Other works on asymmetric coding, such as [6] and [7] are also applicable, as errors caused by the effects of radiation are not symmetric.
However, radiation effects are also experienced by the storage device's circuitry, including the decoding circuitry (used to read the data) itself. Therefore, in order to produce a system that is radiation-hardened, we must consider the issue of noisy decoding in the presence of radiation. We observe that decoder failures are considerably more dangerous than individual cell errors; a malfunctioning decoder can lead to an extremely high output error rate.
Early works that study radiation-induced soft errors in silicon devices for space applications include [8] , [9] . In [10] , the authors have performed a detailed survey regarding soft errors in the logic circuits. They discuss how single event transient pulses may be induced by radiation events in both sequential and combinational logic components. These transient pulses can cause errors in the logic circuit of a decoder. Neto et al. [11] , Yu et al. [12] , Shankar and Lysecky [13] describe different techniques to detect soft errors that occur in the logic circuitry. Once detected, these signals may be classified as erasures.
The problem of noisy decoding has been tackled in a series of previous studies, starting with the early work of von Neumann [14] , where the use of triple modular redundancy (TMR) was proposed to resolve noisy decoding errors. More recently, a number of papers looked at the problem of 0090-6778 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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noisy LDPC decoding, including [15] - [21] and many others. Some works have focused on specific noisy decoders, such as [22] and [23] while others have focused on practical issues such as data-dependency and energy optimization [24] - [26] . 1 There is also interest in noisy decoding of spatially-coupled LDPC codes [27] . Mori and Wadayama [28] analyze noisy decoding for belief propagation. They consider a network on chip architecture for the decoder implementation which allows for erasures in cases of packet loss. Previous works, however, are largely unrelated to radiation effects and therefore offer a significantly different model. The most common approach towards modeling component noise undertaken in the literature is to assume that each component suffers from a permanent source of noise (and this noise is identical for like units). In other words, the output from each component is passed through an independent, memoryless channel, typically a binary symmetric channel (BSC) whose statistical properties are time invariant. Many of these works focus on decoding noisy LDPC codes, so that the BSC is placed at the output of variable and check nodes on the LDPC Tanner graph.
This approach is unsuitable for our task. First, we note that radiation events, such as exposure to a heavy ion beam, affect multiple components simultaneously [29] . In the context of LDPC decoding, the registers that are used to store the values of variable nodes are tightly clustered in the decoder. As a result, multiple adjacent nodes are affected by one beam. This implies that the assumption that each component is independently (and, in certain existing models, identically) affected by noise is not suitable.
We note that the effects of radiation vary between transient effects, such as single-event upsets (SEUs), and long-term damage due to overall exposure, such as total ionizing dose (TIDs) [29] - [31] . In the case of LDPC decoding, we require an abstract measure of effect duration. The appropriate choice is to allow the radiation effect to last for multiple decoding iterations.
The radiation channels affecting check and variable nodes are shown in Figure 1 . Both channels have two states. The second channel state, which is noiseless, corresponds to no radiation-induced misbehavior. The noisy state for a variable node (VN) is a binary input channel with a three-symbol output that includes the erasure symbol (however, we map the symbol 0 to 1, the symbol 1 to −1, and the erasure symbol to 0; this mapping is convenient for our decoder, to be described later, where we take the sum of incoming messages). The probability σ 2 that one of the binary inputs is flipped models the effect of radiation on a register. The probability σ 1 of erasure models the impact of a detectably incorrect voltage due to radiation [11] , [12] . Both parameters can be set according to the strength of the radiation being modeled. An important aspect is state transition for the channel. The initial state is the noiseless state. With some probability, the channel exits this state (representing a radiation event.) After entering Fig. 1 . Radiation channels. We use the map 0 → 1, 1 → −1 while the erasure symbol is mapped to 0. The two left states in the channels depict the radiation-affected states. The flipping probability models a particle strike changing the value stored in a register, while the erasure probability models a detectable wildly varying voltage. The right states show the noiseless state, where there is no radiation exposure. the noisy state, the channel remains there for a number of iterations, representing the duration of the event. Finally, the noiseless state is re-entered. The radiation-affected check node channel operates similarly, but has the erasure symbol as an input. Note also that for this channel, the probabilities of erasure and flip are σ 3 and σ 4 , respectively.
B. Effect Modeling
Each radiation event affects some number of decoder components. For the purpose of the asymptotic analysis that we will perform in the subsequent section, we fix this number as a fraction of the total number of components. In the case of LDPC decoding, if the code length is n, each radiation event affects αn variable nodes and βn check nodes 2 Note that α and β are related by the formula β = Radiation events arrive according to a Poisson process of rate (parameter) λ and each event's duration is a process of rate μ. This model corresponds to an M/M/∞ queue (note that there is no waiting period since each event immediately affects the variable nodes.) For simplicity, we do not consider the case where multiple events affect a common subset of nodes. Although radiation events are governed by an M/M/∞ queue, internally, the decoder does not distinguish among cases where the variable nodes are saturated, that is, cases where there are so many radiation events that all variable nodes are affected. We give more detail on this notion in the following section.
We have two chief goals in this work. First, we are interested in a practical exploration of the effects of radiation on LDPC decoders. We study a noisy version of a mixed Gallager B/E decoder, 3 where the stored data to be decoded is corrupted by a BSC channel with parameter . The choice of decoding algorithm is motivated by the fact that Gallager B is among the simplest decoders that still allows flexibility in terms of decoding thresholds, while Gallager E is perhaps the simplest decoder that deals with erasures, which we include in our radiation model. More complex decoders, such as min-sum, and other channels, such as AWGN, are left for a future work. We study both infinite-and finite-length codes, but focus predominantly on the infinite-length case for both regular and irregular codes. Secondly, and more generally, we seek to take a first step towards analyzing a more general model of noisy decoding that does not require permanent, unchanging and independent noise in each component, which is the core assumption many previous works on noisy decoding have taken. Instead, our model examines noisy decoding allowing for spatially and temporally-correlated errors. In this context, our work serves as a starting point for future research into noisy decoding with non-uniform intermittent errors.
The remainder of the paper is organized as follows. In the next section, we state the channel and radiation models and our decoder operation formally. In the following section, we introduce a theoretical evaluation of the residual error rate. In Section IV, we analyze our results and perform an optimization of the voting threshold of the decoder. We also examine finitelength cases. We conclude the paper in Section V.
II. THEORETICAL MODEL
This section focuses on a detailed description of the theoretical model for our decoder, a combined Gallager B/E decoder whose use was motivated earlier.
1) Gallager B/E Decoder:
The decoder is illustrated in Figure 2 . First, messages from check nodes to variable nodes m c→v are selected from the alphabet {−1, 0, 1}, where 0 represents erased messages, corresponding to one of our radiation scenarios. Here we recall that we used a map between message bits and codeword symbols with 0 → 1, 1 → −1 and erasure to 0 (the latter selected for convenience in the decoding process). 
Here, w is a weight and b is a voting threshold to be specified later. We require that b 0 for the decoding process to be well-defined. In addition, w 0 as well. Now we are ready to place our model and decoder in the context of previous noisy decoding works. For example, our model subsumes that of [18] .
Remark 1: Take σ 1 = 0 and σ 3 = 0 (no erasures) in the channel model in Figure 1 and w = 0 in our decoder. Take α = 1 (a single radiation event maps into all variable nodes being affected by radiation simultaneously.) Take λ → ∞ and μ = 0, so that the model permanently enters the radiation state. Take σ 2 = p M AJ and σ 4 = p X O R . Then, we have the model in [18] with q = 2 (binary codes).
We continue with a description of the radiation effects.
2) Radiation Effects: First, we model the number of radiation-induced events as a Poisson process. Recall that each such radiation event affects αn variable and βn check nodes.
Events occur based on a Poisson process of rate (parameter) λ while the event durations are governed by a process of rate μ. This model is equivalent to an M/M/∞ queue; however, from the point of view of the decoder, the largest possible number of events in the system is at most 1/α (here recall that α represents the fraction of the total number of VNs affected by a single radiation event.) When there are 1/α active radiation events, all variable and check nodes are affected. The arrival/departure model for the radiation events allows for more than 1/α events to be present in the system, but we collapse all such events into the 1/α state for the decoder perspective (i.e., the nodes are saturated by radiation.)
For an M/M/∞ queue, the probability that there are j events (for j 0) at time (measured in decoding iterations) is given by [33] ,
and since we limit the number of events to no more than 1/α from the decoder point of view, we write
. Now that we have established the probabilities of radiation events, we explore how radiation affects nodes. The messages m c→v and m v→c are passed through a radiation channel with some probability. The radiation channel is a two-state channel with the following behavior. The first state (representing the case where the node is undergoing a radiation event) is depicted in Figure 1 . Each input is flipped with probability The left side presents how a check node computes the check to variable message for its g-th variable node neighbor; this message is simply the product of incoming messages. The result is then passed through a radiation channel. The right side shows how a variable node computes the variable to check message for its u-th check node neighbor. In terms of the variable to check messages, the d v − 1 incoming messages are checked against the voting threshold b , where is the iteration index. If the sum of the incoming messages and the initial message (weighted by w ) is sufficiently large, or sufficiently small, the message is changed to plus or minus one, respectively. The resulting message is then passed through the radiation channel (shown in Fig. 1 ) and then sent to the check node. Note that both the variable node and the output have access to the message received from the channel. σ 2 (σ 4 ) and erased with probability σ 1 (σ 3 ) for variable (check) nodes. The second case, where there is no radiation, is noiseless. When we condition on the number of radiation events j , we will simply insert a j into subscript/superscript for each quantity.
The output from the radiation channel are the messages m c→v and m v→c which are now also in the alphabet {−1, 0, 1}. Now we are ready to state a useful claim expressing the probability that a number of check (variable) nodes affected by radiation incident to a variable (check) node is exactly k: 
Proof: First, we have that j αn total variable nodes are affected by radiation, so that the probability of selecting a variable node affected by radiation is j α. The remainder of the claim is a consequence of averaging over the entire ensemble and taking the limit of the block length n to infinity. The proof for δ k, j follows the same idea.
III. THEORETICAL EVALUATION
In this section, we perform a theoretical evaluation of our radiation-induced noisy decoding setup. In this analysis, the channel noise is also a binary symmetric channel, with parameter .
One of the most important tools for determining the theoretical limits of LDPC decoding is density evolution. Below, we perform a similar analysis: we average over the ensemble of codes, taking the code length to be infinity, and making the cycle-free assumption for the graph. In addition, we average over the computational noise (e.g., the radiation-induced effects) at each iteration, making the overall computation tractable.
We observe that with noisy decoding, unlike the conventional noiseless model, there is a non-zero residual bit error rate. We discuss this property after the conclusion of the theoretical evaluation. Nevertheless, a density evolution-like approach remains a powerful analysis tool. We note that the arguments concerning density evolution (concentration, convergence to the tree-channel, etc.) can also be performed for our evaluation and follow along the same lines as those in [19] . Symmetry in the error model (see Figure 1 ) as well as in the decoding algorithm (see Figure 2 ) allows us to use the all 0's (in our case, all +1's) codeword assumption.
Consider a code of length n with the fraction of edges connected to variable nodes of degree a − the probability that a variable to check message m v→c at the th iteration is equal to +1, 0, and −1, respectively. These probabilities are influenced by the radiation channel and its inputs; the probabilities of message values leaving variable nodes but prior to the application of the radiation channel are given by ρ − for +1, 0, and −1, respectively. These probabilities are also influenced by the radiation channel and inputs; the probabilities of hypothetical message values leaving check nodes but before radiation are given by q ( )
− for +1, 0, −1, respectively. Let us first express the ρ ( ) and q ( ) probabilities in terms of the ρ ( ) and the q ( ) . The quantities being tracked at each stage of the analysis are shown in Figure 3 . We have the following fact.
Fact 1: For variable-to-check messages affected by radiation (that is, those messages passed through a radiation channel in state 1 as depicted in Fig. 1.) ,
For check-to-variable messages affected by radiation,
For messages not affected by radiation, ρ ( )
Proof: Follows directly from the radiation channels shown in Figure 1 .
Next, we will also use the following well-known facts: Fact 2: For m a non-negative integer,
To keep our expressions clean, we define
Our first result is a set of coupled recursive expressions for q ( )
Lemma 1: For 1, the check to variable node probabilities for a check node of degree d c satisfy
Let us define
Then, the above quantities can be simplified to
and
Proof: The first factor inside the summation is the probability of k radiation-affected nodes given j radiation events, γ k, j . Now we have k nodes affected by radiation and d c − 1 − k nodes not affected. For the outgoing message from the check node to be positive, we require either an even number of negative messages from both affected and unaffected variable nodes, contributing the probability term E k (ρ ( )
, or an odd number of negative messages from both the affected and unaffected variable nodes, contributing the probability term
Note that since the unaffected variable nodes pass their messages through a noiseless channel, as shown in Figure 1, 
Next, we observe that ρ ( )
. Using these simplifications, we obtain
Now, we note that
Here, in the third step we used the binomial theorem. Next, using the formula
Similarly, for the outgoing message from the check node to be negative, we require either an odd number of incoming negative messages that are radiation affected and an even number of unaffected negative messages, or, an even number of incoming affected negative messages and an odd number of unaffected negative messages. These two possible cases make up the expression for q ( ) − . Simplifying, we can write
Finally, for an outgoing message to be an erasure, we require at least one of the incoming messages to be an erasure. The probability none of these are erased is given by (1 − σ ( ) 1 ) k (note that the unaffected messages cannot be erased.) This gives the last expression.
Next, we track the variable-to-check probabilities prior to the application of radiation. Of course, it is easy to relate these to the radiation-affected probabilities by conditioning over the number of radiation events and applying Fact 1. We write¯ for 1 − .
Lemma 2: For = 0, assuming the all +1's codeword is transmitted (using the 0 → +1 and 1 → −1 mapping) and is the channel error probability,
, and
Lastly, ρ
, and ρ
Note that if the code is regular, with degrees
(and similarly for Q). Next, we give the proof.
Proof: The result follows from our decoder depicted in Figure 2 . If we transmit the all +1's codeword, the probability of a particular variable node (prior to radiation application) having initial value 1 is given by 1 − , while the probability of having initial value −1 is given by .
Next, we apply the rules from the decoder. Let us say we are working with a variable node of degree a, that there are j current radiation events, and that the average number of check nodes affected by the radiation incident to a particular node is k. A value of −1 to be sent from a variable node requires either an initial flip from +1 to −1 (probability ) with insufficient check node messages to flip this value back, or no initial flip (probability 1 − ) with sufficiently many messages to flip it to −1. There are two types of check node messages: those affected by radiation, and those that are not. We write i + , i − , i 0 for the messages affected by radiation that are +1, −1, and 0 (erasure), respectively. The unaffected messages are written similarly, but with an apostrophe.
In the first case, to avoid flipping to +1, we need the condition (−w
b . Recall that our current variable node in the summation has degree a. Our variable node receives a −1 messages, of which k are radiation affected and a − k − 1 are not. We consider all possibilities for the message values. To compute the average probability of an incoming message from a check node with a particular value, we consider the proportion of incoming messages from check nodes of degree τ c b and average the q probabilities. Similarly, if the initial value is 1, (prob. 1 − ) we need sufficiently many −1 s (at least enough to satisfy w + i + + i + − i − − i − < −b ) to flip it to −1. The probabilities for a +1 value at a variable node follow from similar logic. A final average is performed over the variable node degrees, the number of radiation-affected incident nodes k, and the number of radiation events j .
In Lemma 2, we tracked the hypothetical, radiationunaffected internal probability of error. This probability is interesting, because it potentially allows for the search, in some cases, for a true "threshold" where the error probabilities eventually converge to zero. For the final "read" operation, the variable nodes are allowed to use all incoming messages for the vote. The following quantities track the resulting probabilities:
Definition 1: Let the auxiliary quantitiesρ We show an example of the results of our analysis in Figure 4 . Here, we depict the bit error rate for a code with d v = 3 and d c = 6 (design rate 0.5). We show a range of parameters α (the fraction of total nodes affected by one radiation event) and (the initial channel crossover probability) ranging between 10 −5 and 10 −1 . The radiation event process arrival and departure parameters were 0.01 and 0.05, respectively. We also used a radiation channel with σ 1 = σ 2 = σ 3 = σ 4 = 0.25. We used the decoder parameters b = w = 0 at all iterations.
The results in Figure 4 are fairly representative of the typical output of the theoretical evaluation. First, note that the parameter α (the fraction of nodes affected by radiation in one event) matters more than the channel parameter . That is, Fig. 4 . Note that the output bit error rate reaches as low as 10 −12 , compared to 10 −7 in Fig. 4 . a high α is disastrous for the decoder, while a high can sometimes be tolerated.
Another interesting observation is that check node noise does not have a significant impact on the overall performance. Changing σ 3 and σ 4 to zero does not significantly change the plot in Figure 4 . In other words, it is possible to approximate the system by using variable node noise only. We can examine check node noise alone by setting σ 1 = σ 2 = 0 and σ 3 = σ 4 = 0.25. The resulting mesh, shown in Figure 5 , has similarities in its shape to the VN noise or combined noise mesh, but it has a much lower residual BER. Thus, it is possible to recover from check node errors easier.
A further interesting idea is the notion of the noisy final read. In our analysis, we performed the final computation yieldingρ
, however, it is possible that the radiation affects the registers that we are reading from. We can compute this realistic, noisy version of the residual error rate considering the radiation as well; we call this quantity p E .
It is given by
We show the previous equation in the following way. First, recall that the hat quantities such asρ
are analogous to the normal radiation unaffected variable to check node messages probabilities; however, they are computed from all incoming check nodes at each variable node, matching our decoding setup from Figure 2 . For ρ
, as usual, we first condition over the total number of radiation events. If there are j such events, the variable node is not affected with probability 1 − j α, so that the decoder error is simply the probability that a variable node has computed an incorrect message, given byρ
. If our variable node is affected by radiation, with probability j α, there are three possible sources of error. In the first, the variable node has an incorrect message which is not changed by radiation (probability 1 − σ 1 − σ 2 ). In the second case, the variable node has a correct message flipped (probability σ 2 ). Lastly, there is an erasure, regardless of the value of the radiation-unaffected message (probability σ 1 ). In the latter case, we default to using the original message, which has error probability .
Interestingly, p E is generally non-zero no matter what code and decoder we select. This behavior is explained as follows. Since we face the possibility of a radiation event in the final read, if the decoder performs very well, the residual BER is dominated by this potential event. In fact, (again, assuming we are transmitting the all +1's codeword), even ifρ 
Here, in the second step, we approximated the expectation of our queue model with the one representing the true M/M/∞ queue. Lastly, we can now also consider the difference between our updated model that considers arrival and departure as well as affected node ratios versus a baseline model that assumes i.i.d. noise on all variable nodes. Naturally, if we simply ignore α (that is, taking α = 1) with σ 1 + σ 2 = 0.5, the resulting system will be nearly useless. Consider a less noisy case, where σ 1 = 0 and σ 2 = 0.01. In this case, with the same α, λ, μ parameters as chosen above, we have a vastly more precise result as well, shown in Figure 6 . The colored mesh is the result of our model, while the transparent mesh represents an i.i.d. noise model. This is an important benefit of our model; the unrefined baseline model leads to results that are too pessimistic, potentially leading to code design that is unnecessarily conservative. Comparison between different voting thresholds b for a (5,10)-LDPC code. The red curve is the output BER with the optimal voting threshold calculated at each iteration. We used w = 0 and the following noise parameters: λ = 0.005, μ = 0.02, = 0.004.
IV. ANALYSIS
Now that we have set up our theoretical evaluation, we can perform an optimization of the voting threshold b in the case of regular codes. Again, assuming that we are transmitting the all +1's codeword, we define the optimal voting threshold at iteration and with j radiation events as
Note that there is a different optimal threshold for each number of active radiation events. This number is tracked and averaged over in theoretical evaluations; in practice, it can be estimated by computing the expected number of radiation events.
The following theorem characterizes b * , j . Note the terms in the denominator such as jβq + + (1 − jβ)q + ; these terms can be intuitively viewed as conditioning on the probability of a check node being radiation-affected. Given j events, this probability is jβ (recall that jβ 1).
Theorem 1: Let j be the number of active radiation events and w be a weight parameter. Then, the optimal voting 
threshold at iteration with j events, b * , j , is given by
holds, and b * , j = 0 otherwise. We defer the proof of Theorem 1 to the appendix. We show some examples of voting thresholds computed according to the rule above in Table I . Here, we directly set values of the channel parameter along with a particular combination of q − and q − (and thus q + and q + ) and compute the corresponding b * , j . For the table, we assume that d v is large enough for the resulting b * , j to make sense, e.g., d v 8. Here we also take w = 0 to isolate the results of b * , j . We observe that generally, a high voting threshold is necessary when we are operating in an environment where we lack confidence, e.g., q − and q − is relatively large, while the actual channel error probability is relatively small. It is also possible to compute the savings (in the theoretical analysis) that is due to the decoder.
We also note that the optimized voting threshold has an easily-computed form, enabling us to practically reduce the output BER. However, it is necessary for the decoder to keep track of q + , q + and q − , q − at each iteration during the decoding. In other words, a version of the theoretical analysis must be performed by the decoder during the decoding process.
It is possible to also optimize the weight w; a practical approach towards this task was presented in [35] . In Figure 7 , we demonstrate that the proper selection of a constant value of the voting threshold is dependent on the noise parameters. However, using the optimum voting threshold b * , we are guaranteed to perform at least as well as any of the constant b values.
A. Finite Length Simulation
Through finite length simulations, we seek to validate the accuracy and relevance of the theoretical evaluation. In order to simulate code performance, we have fully implemented both the radiation channel model and our Gallager B/E hybrid decoder in MATLAB. It is important to note that our theoretical analysis provides an approximation-not a lower boundof the residual bit error rate. This approximation is expected because we keep the BSC channel error rates much lower than the decoding threshold of the code/decoder pairs, thus the BER is dominated by the internal noise.
We set σ 1 = σ 2 = σ 3 = σ 4 = 0.25. Thus any node affected by a radiation event has an equal chance of being in State 1 or State 0, and any variable node in State 1 has an equal chance of being an erasure or a flipped-bit. We set our decoder to terminate after 30 iterations (if it had not already stopped decoding due to the all 0's syndrome).
We use LDPC codes with length n = 2048 bits. We set the initial probability of error in the BSC channel: = 0.004; on average ≈ 8 variable nodes initially have the incorrect value. The radiation arrival rate λ is the variable in the presented simulation results, varying from 0.001 to 0.015. The radiation departure rate is set to μ = 0.2, meaning it takes an average of 5 iterations for a radiation event to depart. We set α = 10/2048 and β = 5/2048 so that when a radiation even occurs, 10 variable nodes and 5 check nodes are in the radiation state.
In Figure 8 we present results over protograph-based regular (3, 6) , (4, 8) and (5, 10)-LDPC codes that are constructed using the circulant PEG algorithm. For the construction of the (3, 6) code, we start with a 4 variable node, 2 check node protograph. The first variable node is connected to the first check node by two parallel edges and to the second check node by a single edge. All other variable nodes use the same connection configuration with alternation between two check nodes. Next, the protograph is lifted by a factor of 4, using 4 × 4 circulant permutations to get girth 4. The resulting protograph then is lifted by a factor of 128 using 128 × 128 circulant permutations. Lastly, the circulant PEG algorithm was used to assign circulant permutations to maximize the girth to 8. The other codes were constructed in a similar fashion and all have rate 1/2 (n = 2048, k = 1024). This construction is a known good approach to designing LDPC codes in the noiseless component case [36] . In addition to the above codes, we also used "bad" codes with girth of 4. As expected, there was a mismatch with the theoretical analysis due to the cycle-free assumption.
In addition to different densities, we also simulated various voting threshold values. Note that for most parameters, the q 
V. CONCLUSION
In this paper, we studied a noisy LDPC decoding problem that is a departure from the traditional models where each edge in the Tanner graph contains a binary symmetric channel representing component noise. In our model, inspired by noise due to radiation effects in outer space, we allowed for a changing fraction of nodes to enter a noisy state allowing for errors and erasures. This fraction is governed by Poisson processes. We performed a density evolution-like theoretical evaluation, studied questions such as optimizing the decoder voting threshold, and considered practical finite-length code cases. We hope that our work presents a further step towards a complete and practical theory of noisy decoding.
APPENDIX
Below, we give a proof of Theorem 1.
Proof: Let the variable and check node degrees be d v and d c , respectively. We consider the following difference operator We will see later on in the proof that the result is independent of i 0 + i 0 . In the following, we drop the iteration number and the number of events j for ease of notation.
The first observation we require is that the inner sums (the product of the multinomial coefficients and the q terms) along with the δ k, j in (4) are equivalent to the sum of the terms in the expansion of
In particular, the terms are precisely those with exponents satisfying z 1 + z 4 − z 2 − z 5 b +w (for the first summand) and z 1 +z 4 −z 2 −z 5 < −b −w (for the second summand), where z 1 , z 2 , z 4 , z 5 are the degrees of q + , q − , q + , q − , respectively. Effectively, the sum we wrote explicitly in (4) is just the binomial expansion of the two terms in parentheses in (6) .
Afterwards, we expanded each of the trinomials (q + + q − + q 0 ) k and (q + + q − + q 0 ) d v −1−k . Now, we rewrite (6) as
and we set y 1 = jβq + + (1 − jβ)q + , y 2 = jβq − + (1 − jβ)q − , and y 3 = jβq 0 +(1− jβ)q 0 . Then, the terms in (4) are precisely the coefficients of the terms in the expansion of (7) where the degrees a 1 , a 2 , a 3 of y 1 , y 2 , y 3 satisfy −w + a 1 − a 2 b , for the term multiplied by and w +a 1 −a 2 < −b , for the term multiplied by 1 − . Noting that i 0 + i 0 = a 3 , we have, from (7), that
The sums above also give two equations: −w + a 1 − a 2 = b + 1 and w + a 1 − a 2 = −(b + 1). Therefore, we have two systems of equations. Solving for (a 1 , a 2 ) in these systems, we get, respectively, − a 3 )) . Therefore, the above expression equates to Our first task is to examine f ( j, 0, a 3 ). To do so, we will show that y 1 > y 2 by an easy inductive argument. The induction will be on the iteration index (this term is built into the terms that make up y); we will show that q ( )
The latter quantity is positive, since σ 3 + 2σ 4 < 1, so indeed q ( )
Recall that we are transmitting the all +1's message. Thus, for = 0, we have that ρ (0)
− for < 1/2. Now, using the formulas (1) and (2), the only difference between the expressions for q We consider the following four cases for t:
t < 0, and (4) t < −z. Note that there is a bijection between the first pair of terms and the second pair produced by mapping t to −t, that is, changing
. Moreover, the terms produced from cases (1) and (2) are strictly larger than those of (3) and (4) . This is the case because (1) and (2) We have that the multinomial term is positive. If y 3 = 0, then a 3 = 0 and we take y a 3 3 to be 1. Next, we can factor out (y 1 y 2 ) (d v −a 3 )/2 from the difference term above. Moreover, the latter factor is positive. All we have left is the term 
We have that 
