Abstract-In Multi-Protocol Label Switching-Traffic Engineering (MPLS-TE) networks with distributed tunnel path computation on head-end routers, tunnel requests are handled one by one, in an uncoordinated manner without any knowledge of future and other requests. The order in which requests are handled has a significant impact on the network optimization and blocking probability. If it is not possible to control the arrival order, in return it is possible, in some cases, to reorder requests using the preemption function. This paper evaluates the impact of the arrival order, so as to determine efficient orders. It then proposes two preemption strategies so as to reorder arrivals and evaluate these strategies applied to the shortest constrained path computation algorithm.
I. INTRODUCTION
Traffic Engineering (TE) is required to optimize network resources utilization, that is to maximize the amount of traffic that can be transported in a network, while ensuring the quality of service (QoS). Various TE mechanisms have been proposed for packet networks, among those MPLS-TE, a connection oriented mechanism based on the MPLS forwarding paradigm, well suited to TE thanks to its Explicit Routing capabilities. The MPLS-TE approach [1] allows setting up explicitly routed Traffic Engineering-Label Switched Paths (TE-LSP) whose that satisfy a set of traffic engineering constraints. MPLS-TE combines explicit routing capabilities of MPLS with a Constraint Based Routing (CBR) mechanism that lies in dynamic resources discovery (ISIS-TE [2] , OSPF-TE [3] ), constrained path computation, and distributed LSP signalling with resources reservation (RSVP-TE) [4] . There are various MPLS-TE routing options. Among those, the option mainly deployed today by operators is the Online Uncoordinated Distributed one [5] , where the LSP setup requests are handled one by one by the edge routers in an uncoordinated manner. This approach offers better scalability, reactivity and robustness than the Offline Coordinated Centralized mode where a server is in charge of computing all the LSPs in a coordinated manner without any time limitation. In return, with the uncoordinated approach, an edge router does not have a global knowledge of all LSPs established by other edge routers and of future LSP requests, and hence the performances in terms of optimality are affected. A basic uncoordinated path computation algorithm implemented today in most of routers relies on a modified Dijkstra algorithm [6] . This algorithm also referred to as CSPF (Constrained Shortest   Bernard Cousin   IRISA, universite de Rennes 1 Rennes 35042, France Email: bernard.cousin@irisa.fr Path First) is by nature heavily greedy, and rapidly leads to blocking issues. In order to overcome these CSPF limitations, a set of solutions have been proposed in the literature that reduces the blocking probability and achieves better resources optimization while keeping agility characteristics (robustness, scalability and reactivity) of the uncoordinated scheme. These solutions try to find the best weight or cost function to be used by the routing algorithm in order to minimize congestion. Actually in the uncoordinated mode, the arrival order of the LSP requests is critical, two distinct orders are likely to provide distinct blocking results and this is actually a major characteristic of all uncoordinated algorithms. In this paper, we focus on the LSP request arrival order. We firstly evaluate in section II the impact of the LSP arrival order on routing performances. In section III, we firstly describe the MPLS-TE preemption mechanism. Then, we propose two preemption strategies to control the reordering of LSP setup, applied to the CSPF algorithm. Finally, the section IV provides the evaluation of these strategies in terms of link utilization and blocking probability, when applied to CSPF algorithm. II We see that the increasing order belongs to the optimal order set. It does not reject any LSP request. However, the non ordered case (where LSP requests are established according to their order in the table I) and the decreasing order reject one LSP request. This result can be explained as follows; since in the decreasing case, the large LSPs are established first, they may block the resources on shortest and non shortest paths. So, some of the small LSPs which arrive after may be rejected. However, in the increasing case, small LSPs are established at first. So, there is more accepted LSP requests than in the decreasing case, before reaching congestion case. This example illustrates the limitations of the online uncoordinated distributed routing scheme in terms of routing performances. In this specific example, there are 6 requests, so there are 720 (6!) possible orders. The computation of the optimal order, that is the order that minimizes the number of rejected requests, requires knowing all orders, and this has an exponential complexity; hence it can not be performed. Hence controlling the LSP setup order would improve the performances of the distributed uncoordinated scheme. It is not possible to control the LSP arrival order. In return it is possible in some situations, to reorder LSP setup with the MPLS-TE preemption mechanism described in more details latter. Once an efficient order is found, a solution to improve the optimality consists in trying to dynamically reorder LSPs, while respecting constraints of an Online Distributed Uncoordinated system. Our approach consists in investigating the use of MPLS-TE preemption so as to dynamically reorder LSPs setup. Preemption mechanism in MPLS system The RSVP-TE protocol [4] includes a preemption mechanism that allows an LSP with a given priority to preempt an LSP with a lower priority. The lower priority LSP is rerouted on an alternate path and all happens as if the lower priority LSP had been setup after the higher priority LSP. The RSVP-TE protocol allows specifying two priority attributes: the setup priority that specifies the capability of a LSP to pre-empt another LSP and the holding priority that specifies the capability of an LSP to resist to preemption. Both priorities have a range of 0 (highest priority) to 7 (lowest priority). An LSP with higher (numerically lower) setup priority can preempt an LSP with lower (numerically higher) holding priority. The preemption mechanisms can be used to ensure that mission critical traffic trunks (e.g. VoIP) can always be routed through relatively favorable paths (e.g. shortest path) and can pre-empt best effort services upon congestion or failure event. In [7] , the authors propose a flexible policy to achieve various objectives when selecting the set of LSPs to be preempted. Preemption can also be used so as to dynamically reorder the LSP setup, indeed a higher priority LSP is routed as if the lower LSP did not exist. A solution to enforce a specific LSP setup order consists of assigning priorities to LSPs based on their bandwidth. For instance, if we want to apply an increasing bandwidth LSP setup order, low bandwidth LSPs should have a higher priority than high bandwidth LSPs. As there are N LSP setup requests and only 8 priorities (8 << N), we cannot assign a different priority to each LSP, and hence we cannot apply an exact order (this would require N priorities). So, the problem which arises now is how to allocate the 8 priority to the N LSPs. We need to find an efficient way to allocate a priority to each LSP. We propose here two methods: the Linear Repartition (LR) and the Non-linear Repartition (NLR).
A. Linear Repartition (LR)
This . Assign a priority Prio to each interval: Allocate the priority Prio to all n LSPs within this interval.
IV. EVALUATION
In this section, we numerically evaluate our approach. All the simulations shown in the remainder of the paper are carried out by using the network topology that was proposed in [8] 
A. Order Impact
The following notation is used in the remainder of the paper: . CSPF: CSPF without LSPs reordering . CSPF-IB-EO: CSPF with increasing bandwidth exact order . CSPF-DB-EO: CSPF with decreasing bandwidth exact order . CSPF-IB-LR-PO-CSPF: CSPF with increasing bandwidth linear repartition preemption based order . CSPF-IB-NLR-PO: CSPF with increasing bandwidth Non linear repartition preemption based order. Figure 4 shows the average maximum link load in the network after establishing 840 LSPs in random, increasing and decreasing bandwidth orders with CSPF algorithm. We see that IB-EO-CSPF outperforms the CSPF and the DB-EO-CSPF. This result can be explained as follows; In the decreasing case, the large LSPs are setup on shortest paths, the small LSPs requests arrive after and they fill the remaining bandwidth on shortest paths, thus increasing the maximum link load. However, in the increasing case, small LSPs are established at first and are routed through shortest paths and there is no longer enough bandwidth on shortest paths to route larger LSPs which are routed on non shortest paths. These non shortest paths are usually larger than the optimal paths after routing small LSPs. Thus, the residual bandwidth on shortest paths is larger in the increasing case (bandwidth which cannot fit large LSPs) than in the decreasing case (bandwidth which cannot fit small LSPs). In return, the gain remains negligible; the IB-EO-CSPF reaches an average better performance of about only 0.6% over the CSPF. We see also with the CSPF that, from k = 0.7 the rising scheme of the maximum link load slows down. This is due to the fact that the non shortest paths start to be used to route some LSP requests. 6 presents the performances in term of maximum link load of the CSPF when we introduce the preemption mechanism. Firstly, we can see that the performances of IB-LR-PO-CSPF and IB-NLR-PO-CSPF are close to those of IB-EO-CSPF. So, our proposed repartitions appear to be really efficient to dynamically re-order LSP requests (increasing or decreasing). The figure shows also that the IB-LR-PO-CSPF and the IB-NLR-PO-CSPF perform better that the CSPF. For instance, IB-LR-PO-CSPF reaches an average better performance of about 0.6% over the CSPF. From k = 0.7, the non shortest paths become to be used to route LSP requests because shortest paths are saturated. This explains the deceleration in the increase of the maximum link load from this value of k. It can be seen also that the IB-NLR-PO-CSPF is slightly better than the IB-LR-PO-CSPF and sometimes even better than the IB-EO-CSPF (for k = 0.75). In fact, this depends on the LSP bandwidth distribution. The optimal order is not necessary the IB order, such as for k = 0.75 where the LR preemption order is closer to the optimal order than the exact order. tually, IB-LR-PO-CSPF and IB-NLR-PO-CSPF reject about 30% less than the CSPF but 13% more more than IB-EO-CSPF. Clearly, the preemption reordering applied to CSPF leads to a significant reduction of LSP rejections.
V. CONCLUSION In this paper we have analyzed the impact of the LSP setup order on the optimization performances of an uncoordinated distributed MPLS-TE routing system. We have observed that if the LSPs are setup in increasing bandwidth order, the maximum link load is decreased and the blocking probability is reduced. We have discussed the use of preemption so as to dynamically reorder LSPs setup and we have proposed two approaches to allocate one of the eight preemption priorities to an LSP, according to its bandwidth. We have evaluated these approaches and observed that this significantly improves the performances of the CSPF algorithm in terms blocking probability. In return, as regards the maximum link load, the improvement is negligible. As future work, we plan to evaluate the impact of the preemption on the network control plane and propose solutions to reduce this impact. Finally, we plan to evaluate the impact of the LSP bandwidth distribution (e.g. linear, gaussian) on the performances of the LR and NLR approaches. The results in fig. 7 show firstly that the LR and NLR methods provide similar results in terms of rejected LSP ratio. Secondly, it can be seen that IB-LR-PO-CSPF and IB-NLR-PO-CSPF are less efficient than the IB-EO-CSPF but improve significantly, the performances of the CSPF placement. Ac- 
