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Abstract
The intention of this thesis is to gain a better understanding of basic physical processes
occurring in low temperature plasmas. This is achieved by applying both analytic and
numerical models. Low temperature plasmas are found in both technological and astro-
physical contexts. Three different situations are investigated: an instability in electroneg-
ative plasmas; electron avalanches during plasma initiation; and a phenomenon called the
Critical Ionisation Velocity interaction.
Industrial plasma discharges with electronegative gases are found to be unstable in cer-
tain conditions. Fluctuations in light emission, particle number densities and potential are
observed. The instability has been reproduced in a variety of experiments. Reports from
the experiments are discussed to characterise the key features of the instability. An, as
yet un-considered, physical process that could explain the instability is introduced. The
instability relies on the plasma’s transparency to the electric field. This mechanism is
investigated using simple zero-dimensional numerical and analytic models. The results
from the models are compared to experimental results. The calculated frequencies are
in good agreement with the experimental measurements. This shows that the instability
mechanism described here is relevant.
For the remaining two problems a three-dimensional particle model is constructed. This
model calculates the trajectories of each individual particle. The potential field is solved
self-consistently on a computational mesh. Poisson’s equation is solved using a Multigrid
technique. This iterative solution method uses many grids, of different resolutions, to
smooth the error on all spatial scales. The mathematical foundation and details of the
components of the Multigrid method are presented. Several test cases where analytic
solutions of Poisson’s equation exist are used to determine the accuracy of the solver. The
implemented solver is found to be both efficient and accurate.
Collisions are vitally important to the evolution of plasmas. The chemistry resulting
from collisions is the reason why plasmas are so useful in technological applications. Elec-
tron collisions are included in the particle model using a Monte-Carlo technique. A basic
method is given and several improvements are described. The most efficient combination
of improvements is determined through a series of test cases. The error resulting from the
collision selection process is characterised.
Technological plasmas are formed from the electrical breakdown of a neutral gas. At
atmospheric pressure the breakdown occurs as an electron avalanche. The particle model
is used to simulate the nanosecond evolution of the avalanche from a single electron-ion
pair. Special attention is paid to the inelastic collisions and the creation of metastables.
The inelastic losses are used to estimate the photon emission from the electron avalanche.
xiii
Abstract xiv
The Critical Ionisation Velocity phenomena is investigated using the particle model.
When a neutral gas streams across a magnetised plasma the ionisation rate increases
rapidly if the speed of the neutrals exceeds a critical value. Collisions between neutrals
and positive ions create pockets of unbalanced negative charge. Electrons in these pockets
are accelerated by their potential field and can reach energies capable of ionisation. The
evolution of such an electron overdensity is simulated and their energy gain under different
density and magnetic field conditions is calculated. The results from the simulation may
explain the discrepancy between laboratory and space experiments.
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Introduction
“Research is to see what everybody else has seen, and to think what nobody
else has thought.” - Albert Szent-Gyo¨rgi
“The truth is rarely pure and never simple.” - Oscar Wilde
1.1 Introducing plasma
The term “plasma” was first used by Langmuir in 1928 [1] to describe the region in a
discharge which contained roughly equal numbers of ions and electrons. He was investigat-
ing oscillations in ionised gas; these were oscillations at the plasma frequency. In popular
culture, “plasma” has become a stereotypical science-fiction term but what is a “plasma”?
A current dictionary uses the following definition:
“plasma, n., An ionized gas containing free electrons and positive ions, formed
usually at very high temperatures (as in stars and in nuclear fusion experiments)
or at low pressures (as in the upper atmosphere and in fluorescent lamps); esp.
such a gas which is electrically neutral and exhibits certain phenomena due to
the collective interaction of charges. Also: an analogous collection of charged
particles in which one or both kinds are mobile, as the conduction electrons in
a metal or the ions in a salt solution.” - Oxford English Dictionary [2].
This definition is quite good but a couple of points should be noted. A complete definition
of a plasma would not restrict the ionised gas to being made up of electrons and positive
ions; a collection of charged particles, of any type, can be called a plasma. Plasmas are
found over a large range in temperature and pressure not just the two extremes mentioned
in the definition. One of the key features of a plasma are the collective effects caused by the
charged particles. The charged particles result in the plasma being a good conductor and
susceptible to various wave and instability phenomena. Collective effects are responsible
for much of the interesting science found in plasmas.
1
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1.1.1 Plasma regimes
Typically the first type of plasma people learn about are electron-proton plasma. The
behaviour of this type of plasma is dominated by the electric and magnetic fields induced by
and applied to the particles. Inelastic collisions play a secondary role to long range Coulomb
interactions. The difference in mass of the electrons and protons results in wave phenomena
at different frequencies. The lighter, more mobile electrons have a high frequency response,
the protons respond at a lower frequency meaning they are often considered to be static.
This type of plasma is not the most common due to its idealised nature. Very high energies
and pressures are usually required to maintain a purely electron-proton plasma.
At extremely high temperatures and pressures plasmas can consist purely of electrons
and positrons. This type of plasma is found in the magnetospheres of pulsars, active
galactic nuclei, microquasars and gamma-ray bursters [3]. The behaviour of an electron-
positron plasma, similar to an electron-proton plasma, is dominated by electromagnetic
fields but annihilation of oppositely charged particles through collisions is also possible. In
this case the mobility of the particles is the same and consequently the wave phenomena
can be more complicated than the electron-proton case.
The most common type of plasma is an electron-ion plasmas. These types of plasma are
found in space and in everyday Earth-bound life. They are used extensively in commercial
and industrial processes: energy saving light bulbs and silicon chip manufacture are just
two examples. At temperatures and pressures lower than in electron-proton plasmas more
complex atomic and molecular structures are less readily broken up and survive in the
plasma environment. In this case plasmas consist of electrons, positive and negative ions
and neutral gas particles. The presence of molecular compounds increases the importance
of collisions between all species: electron-ion, electron-neutral, ion-ion and ion-neutral. al-
lowing complex chemistry to occur. It is the chemistry of a plasma that makes it invaluable
for many applications.
The final plasma regime of note is the where the positive and negative charges of the
plasma are agglomerations of many positive and negative ions. These plasmas are termed
complex [4] or dusty plasmas [5]. Dust is formed when many atomic and molecular particles
coalesce to form much larger, nanometre scale, particles. These macroscopic particles can
form naturally in almost any plasma regime: planetary rings, inter-planetary medium,
flames, low-temperature discharges and even tokamak fusion plasmas. The presence of
dust in a discharge can be very important; dust particles present in fusion plasmas can
contain radioactive isotopes. This presents a serious environmental safety problem and it
may also affect the performance of the discharge [6]. Complex plasmas [4] are created in
laboratories using charged silica beads. These plasmas currently do not have a specific
application but do exhibit some interesting behaviour. They can show behaviour similar
to liquid or crystalline states depending on the applied conditions.
1.1.2 Low temperature plasmas
Two main parameters are used to classify types of plasma: density and electron temper-
ature. A plot showing where various plasmas lie in pressure-temperature space is shown
in figure 1.1. Low temperature plasmas are characterised by electron temperatures . 20
eV however there is no official definition. In this energy range plasmas can be found in a
wide range of pressures. They can be found in astrophysical situations: the solar wind,
Chapter 1. Introduction 3
the solar photosphere and low chromosphere can be described as low temperature plasmas.
Laboratory plasmas exist at higher pressures: glow discharges, low pressure discharges and
high pressure arcs for example.
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Figure 1.1: Diagram of plasma types across different electron temperature and pres-
sure regimes [7].
Another method of classifying plasmas is whether or not they are in thermal equilib-
rium. A plasma is in thermal equilibrium when all the species have the same temperature
and the distribution of velocities is a Maxwell-Boltzman distribution. Maxwell-Boltzman
distributions are described in section 1.2. Plasma thermal equilibrium only occurs at high
temperatures and pressures; for example in arc discharges and fusion plasmas. These con-
ditions favour large numbers of collisions allowing efficient energy exchange between species
equilibrating the plasma. If the plasma is in thermal equilibrium in some spatial locations
then the plasma is described as being in local thermal equilibrium.
When a plasma is not in thermal equilibrium the idea of temperature is not strictly
applicable as a temperature can only be assigned to a equilibrium distribution (i.e. a
Maxwellian). In this non-equilibrium case we assume the temperature refers to the mean
energy of the particles. Bearing this in mind, a plasma is described as being non-equillibrium
when the species have different temperatures. Weakly ionised gases, i.e. when the plasma
species are a minority in the gas, are usually non-equilibrium and different temperatures
can be given to the neutral, ions and electrons.
1.1.3 Plasma applications
Plasmas exist in many different regimes: from pulsar pair-plasmas to household flames.
Perhaps the best known application of plasma is fusion. However, low temperature plasmas
are used extensively in a wide variety of technological processes. The aim here is to give
a brief overview of some of these applications and the references contained provide an
opportunity for further reading.
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Low pressure discharges
Plasmas created in reactors at low pressure, typically 0.1 - 130 Pa (often expressed as
1− 103 mTorr), are used in the manufacture of microchips and the application of coatings.
The production of microchips involves many different stages and plasma processing is
involved in many of these. The conducting channels in the silicon wafer are created in a
process called etching [8; 9]. Deposition of specific chemicals is also required to tailor the
conductive properties of the silicon wafer. These weakly ionised plasmas have conditions
suitable for the existence of many different chemical species. Energetic ions bombard the
substrate causing chemical reactions at the surface.
Deposition processes [10; 11] are also responsible for many coatings that are found in ev-
eryday life. Coatings that harden a surface, make it non-reflective, or absorb UV radiation
can all be applied through plasma processes.
Lighting
Another major use of plasma in everyday life is in lighting. Fluorescent tubes and compact
fluorescent lamps (CFL) are both plasma technologies [12]. These light bulbs have greater
life spans and expend considerably less energy than “traditional” incandescent light bulbs.
Noble gases such as Argon, Xenon, Neon or Krypton are excited in a glass tube producing
ultraviolet (UV) radiation. The UV photons are converted into visible light by a phosphor
coating on the inner surface of the tube. Plasmas used in lighting are created at low
pressure, like those used in etching and deposition.
Atmospheric pressure
Dielectric Barrier Discharges (DBDs) [13] are devices where the electrodes are shielded
from the plasma by dielectric barriers. These discharges are often operated at atmospheric
pressure. In an atmospheric pressure discharge the conditions are favourable for 3-body
reactions; the creation of Ozone is a 3-body interaction. Ozone is very good at destroying
bacteria and has been used in water treatment since 1897 [13].
Plasmas at atmospheric pressure have also found use in medicine. Prototype hand-held
plasma devices that are capable of wound [14] and dental [15] sterilisation have recently
been created. Sterilisation is not the first application of plasmas in medicine: plasma
scalpels [16] and coagulation devices are used in surgery [17]. A small plasma is created
at the tip of a device and when it is pressed against tissue it makes an incision. The
plasma scalpels cause less damage than conventional knife-like scalpels and consequently
the wound heals faster. Other medical applications being investigated are plasma catalysed
healing of wounds and cell detachment [17]. The activating effect is controversial since it
is unknown if the key factor is the chemistry of the plasma or the electromagnetic fields
created by the device.
It is worth mentioning that DBDs are also the devices forming the pixels in plasma
televisions. These devices operate at pressures slightly below atmospheric pressure and
work in a similar fashion to plasma lamps. UV radiation is produced through reactions in
the plasma and stimulates a phosphor to give light emission in visible wavelengths.
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Carbon nanotubes are often proposed as the solution to numerous future engineering
problems. They are nanometer scale cylindrical structures with walls formed from hexag-
onally linked Carbon atoms. Their chemical bonding structure makes them very strong
and they are also good conductors of electricity and heat. Carbon nanotubes can be cre-
ated through a plasma process. The type of Carbon nanotube depends of the pressure of
the discharge: at low pressure multi-walled nanotubes are produced; and at atmospheric
pressure single walled nanotubes can be grown [18].
1.2 Mathematical description of a plasma
In order to properly describe the constituent particles of a plasma we must understand the
motions of all the particles. For any given time a particle has 3 position and 3 velocity
components so 7 co-ordinates are required to define the evolution of each particle through
time. Obviously the number of particles in a plasma depends on its spatial size and density
however it is unlikely there would be less than many billions of particles. Problems with
such large numbers of particles are intractable without simplification. To tackle such a
problem the idea of a distribution function can be introduced. A distribution function is
a statistical description of the ensemble of particles in 7-dimensional space time.
The evolution of the distribution function, fs(x, y, z, ux, uy, uz, t), for a given species s
is given by Boltzmann’s equation,
∂fs
∂t
+ u · ∂fs
∂r
+ as · ∂fs
∂u
=
(
∂fs
∂t
)
c
, (1.1)
where r, u and as are the spatial co-ordinate, velocity co-ordinate and the acceleration
respectively and the arguments of fs have been dropped for notational convenience. The
first term gives the evolution of the distribution function in time, the second term describes
how the particles move in position space and the final term on the left hand side describes
how the particles move in velocity space. The term on the right hand side of Boltzmann’s
equation (1.1) describes the change in the distribution function due to collisions. There is
no canonical form for this term. It is often called the collision operator and the standard
expressions used to represent this operator are discussed in section 1.3.3. Figure 1.2 shows
an example of Boltzmann’s equation operating on the particles in an area element of 1-d
phase space.
If the particles of a gas or plasma are in thermal equilibrium and there are no external
fields then there are no temporal, spatial or velocity gradients and Boltzmann’s equation
reduces to
∂fs
∂t
∣∣∣∣
c
= 0. (1.2)
When collisions occur between particles of the same species, the solution to (1.2) is a
Maxwell-Boltzmann distribution:
fM (u) = n
(
m
2pikBT
) 3
2
exp
(
−m(u− 〈u〉)
2
2kBT
)
(1.3)
here n, m, u are the number density, mass and velocity of the particles respectively. The
temperature of the distribution is given by T and kB is Boltzmann’s constant. The mean
velocity is 〈u〉.
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Figure 1.2: Diagram of a 1-d phase space element dxdv. Particle (a) has flows into
the element dues to its speed; particle (b) is decelerated into the phase
element due to some applied force or collisional scattering; particle (c)
leaves the phase element due to its velocity and acceleration components.
The Maxwell-Boltzmann distribution is used widely in technological plasma physics but
frequently in the wrong conditions. This type of energy distribution is often assumed in
fluid and global models but when there are external forcing this is not appropriate. It
requires the assumption that there are no external fields and the particles are in thermal
equilibrium; this is rarely true, especially in laboratory plasmas which are electrically
driven. There is a distribution function, called the generalised Margenau form [19], which
describes the distribution of speeds for electrons in a neutral gas when there is an applied
electric field of root-mean-squared amplitude Erms and frequency ω:
fG = Ae−W (1.4)
W =
∫ u
0
meu
(
kBTg +
2e2E2rms
3me(ν2 + ω2)ξ
)−1
du (1.5)
where Tg is the gas temperature, ν is the electron-neutral collision frequency and ξ is the
energy loss parameter for electron-neutral collisions.
When the thermal motion of the gas is dominant
W =
mu2
2kBTg
(1.6)
and the generalised distribution reduces to a Maxwellian.
Another well known distribution function, a Druyvesteyn distribution function [19], is
achieved when the electric field is uniform (ω = 0 and E = Erms) and the thermal energy of
the gas is negligible compared to the electrons (kBTg  2e2E2/3meν2ξ). When the distri-
bution functions are written in terms of kinetic energy, instead of speed, the distributions
have the form
f(ε) = c1ε
1
2 exp(−c2εx) (1.7)
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Figure 1.3: Example Maxwellian and Druyvesteyn energy distribution functions and
energy probability functions. The top panel corresponds to (1.7). The
bottom panel corresponds to (1.11).
where x = 1 gives a Maxwellian distribution and x = 2 gives a Druyvesteyn. The coeffi-
cients c1 and c2 can be given by [20]:
c1(x) =
x
(32kBTe)
3/2
Γ(ζ5)3/2
Γ(ζ3)5/2
, (1.8)
c2(x) =
1
(32kBTe)
x
(
Γ(ζ5)
Γ(ζ3)
)x
, (1.9)
ζα =
α
2x
. (1.10)
Examples of the Maxwellian and Druyvesteyn distribution can be seen in the top panel of
figure 1.3. An electron population with a Druyvesteyn distribution has fewer high energy
electrons than the corresponding Maxwellian distribution and consequently high energy
processes, such as ionisation, are less abundant.
The energy probability function is defined as
gp(ε) = ε−
1
2 f(ε). (1.11)
This is defined such that the logarithm of gp for a Maxwellian probability distribution is
linear. The probability functions of a Maxwellian and a Druyvesteyn are plotted in the
bottom panel of figure 1.3. Using the energy probability function it is easy, in theory, to
deduce whether a plasma is non-equilibrium: if the probability function is not linear in
logspace then it is not Maxwellian.
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Integrating the distribution function over velocity space, to calculate its various mo-
ments, yields the following macroscopic quantities
n(r, t) =
∫
f(r,u, t)du (1.12)
u¯(r, t) =
1
n
∫
uf(r,u, t)du (1.13)
¯(r, t) =
m
2n
∫
(u¯− u)2f(r,u, t)du (1.14)
P (r, t) =
1
n
∫
(u− u¯)(u− u¯)f(r,u, t)du (1.15)
which are the plasma number density, bulk fluid velocity, mean kinetic energy and pressure
tensor respectively.
1.3 Collisions
Particle-particle collisions are an important aspect of plasma evolution. The breakdown
of a neutral gas to a plasma requires ionisation of the neutral species through collisions.
Diffusion is caused by the random walks of particles which are characterised by collisions.
The probability of any given collision governs the relative abundance of each species in-
volved in the interaction. In this section the important collision parameters are defined
and then the collision operators used to describe the evolution of a plasma are discussed.
1.3.1 Basic collision parameters
Consider a beam of incident particles moving, with speed v and mass m, through a gas of
infinitely massive stationary target particles, as in figure 1.4. The flux of incident particles
is
Γ = nv (1.16)
where n is the number density of the beam. The number of particles scattered from the
beam (dn) through some binary interaction is proportional to: the target density nt, the
distance travelled by the beam dx, the ‘size’ of the target particles σ and the incident
particle number density n. The removal of particles from the beam is
dn = −σnntdx. (1.17)
The target size σ is called the cross-section for the interaction. If we consider the particles
to be hard spheres with radii a1 and a2 then a simple interpretation of the cross-section
is the sum of the hard sphere radii, σ = pi(a1 + a2)2. Different types of interactions will
have different values of σ. Cross-sections also have a dependence on the relative speed of
the interaction particles. The change in flux dΓ is
dΓ = vdn = −σΓntdx, (1.18)
integrating gives
Γ(x) = Γ0e−σntx. (1.19)
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Figure 1.4: Diagram for collision frequency.
For fixed values of σ and nt, (1.19) shows the beam flux decays exponentially with distance
at the rate λ
λ =
1
σnt
(1.20)
this decay rate is commonly known as the mean free path. The mean time between collisions
τ is
τ =
λ
v
(1.21)
where v is the speed of the incident particles. We can now define the collision frequency ν
as the number of interactions per unit time
ν = τ−1 = σntv. (1.22)
The number of collisions Nc occurring in time ∆t is
Nc = ντ = ntσv∆t. (1.23)
For sufficiently small time (∆t < ν−1) the probability of a collision Pc can be written as
Pc = ν∆t. (1.24)
The collision frequency per unit density, or the rate constant K, is
K = σv (1.25)
1.3.2 Rate coefficients for distributions
The two most commonly used collision parameters are the collision cross-section and the
rate coefficient. A reaction cross-section describes an interaction area surrounding the
target particle which if intersected by the incident particle will result in a reaction. The
cross-section usually has an energy dependence. When the particles involved in a collisional
process have a distribution of energies the rate coefficient includes the information from
the cross-section and the energy distribution. Often the rate coefficient is pre-determined
by assuming an energy distribution, typically a Maxwellian. This makes the rate constant
Chapter 1. Introduction 10
a function of species temperature. For velocity distributions of the incident and target
particles: f1(v1) and f2(v2), that have been normalised, the rate constant is defined as:
K =
∫
f1(v1)f2(v2)σ(|v1 − v2|)|v1 − v2|d3v1d3v2. (1.26)
If the incident particle velocities are much larger than the target particle velocities i.e.
v1 − v2 ≈ v1 and an isotropic Maxwellian is used to represent the energy distribution of
the incident particles
f1 = 4pi
(
m
2pikBT1
)3/2
v21 exp
(
−mv21
2kBT1
)
(1.27)
then the rate coefficient is
K(T1) =
(
m
2pikBT1
)3/2 ∫ ∞
0
σ(v1)v1 exp
(
−mv21
2kBT1
)
4piv21dv1. (1.28)
Typically measurements of rate constants are fitted to modified Arrhenius form [21]
K(T ) = K0Tn exp
(
−ε
T
)
(1.29)
or simply Arrhenius form where n = 0 in (1.29).
1.3.3 Collision operators
The collision operator is the term in the Boltzmann equation (1.1) that represents the
effect of collisions on the distribution function. There is no definitive form for the collision
operator that is suitable for every situation. Several possible forms exist and are each
suitable under particular conditions.
Boltzmann operator
The Boltzmann collision term is [22–24](
∂fs
∂t
)
c
=
∑
j
∫ [
fs(u′)fj(u′j)− fs(u)fj(uj)
]
|u− uj |σsjduj (1.30)
where fj is the distribution function of the target particles, the ′ denotes post-collision
quantities and σsj is the collision cross section for the interaction between particle types
s and j. The integral is summed over all target species to include all collision types.
For simplicity f(x,v, t) has been written as f(v). The first term in the square brackets
represents the particles scattered into the velocity range u to u+ du and the second term
gives the particles scattered out of the same velocity range.
The Boltzmann operator requires the assumptions that: all collisions are binary interac-
tions; collisions are uncorrelated i.e. the collision does not depend on any previous collision;
and each interaction must occur on time- and length-scales smaller than the variations in
fs. The Boltzmann operator fails to recover the physics of many simultaneous weak in-
teractions, such as Coulomb forces, not represented by binary collisions. The Boltzmann
operator is appropriate for weakly ionised plasmas where the electrons mostly interact with
the neutral species.
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Fokker-Planck operator
An operator which treats weak interactions more simply than the Boltzmann operator, is
the Fokker-Planck operator. This operator uses a probability function ψ(u,∆u) to describe
the probability that a particle with initial velocity u gains a velocity increment of ∆u after
many weak interactions in time ∆t. The probability function depends on the time step
∆t but must not depend on any other elapsed time. The distribution function f of the
particles can be written as
f(r,u, t) =
∫
f(r,u−∆u, t−∆t)ψ(u,∆u)d(∆u). (1.31)
This simply states that the distribution function f at time t is the sum of all the particles
scattered into the phase space element (r,u) by the collisional process represented by
ψ during a time ∆t. If the velocity increment ∆u is small then the initial distribution
function, f(r,u − ∆u, t − ∆t), can be approximated using a Taylor series expansion.
Writing only the first two terms we have:
f(r,u, t) ≈
∫ [
f(r,u, t−∆t)ψ −∆u · ∂
∂u
(fψ) +
1
2
∆u∆u :
∂2
∂u∂u
(fψ)
]
d(∆u) (1.32)
where ‘:’ denotes the dyadic product. After integration the first term in the square brackets
has no dependence on ∆u since ψ is a probability and it integrates to one over the range
of ∆u. Taking this term to the left hand side gives the difference between the distribution
function at time t−∆t and t. If this change in the distribution function is assumed to be
due to the collisions then we can call it a collision operator, known as the Fokker-Planck
equation: (
∂fs
∂t
)
c
= − ∂
∂u
· (f〈∆u〉) + 1
2
∂2
∂u∂u
: (f〈∆u∆u〉) (1.33)
where
〈∆u〉 = 1
∆t
∫
ψ∆u d(∆u) (1.34)
〈∆u∆u〉 = 1
∆t
∫
ψ∆u∆u d(∆u). (1.35)
The first term on the right hand side of (1.33) is called the coefficient of dynamical
friction, this gives the deceleration of the particle velocities due to collisions. The second
term, called the coefficient of diffusion, describes the spreading of the particles in velocity
space. The key parameter determining the physical effect of the Fokker-Planck operator
is the probability function ψ. Rutherford scattering is often used as a physical model for
determining the probability function.
The Fokker-Planck operator is only suitable in certain conditions, it requires that all
collisions result in only small velocity changes. Any large velocity changes must be due to
the accumulated effect of many small changes. This means the plasma density must be
much higher than the neutral density as electron-neutral collisions can result in large angle
scattering. For weakly ionised low temperature plasmas the Fokker-Planck formalism may
not be suitable.
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Krook operator
A simple collision operator is derived [19] from the assumption that the distribution func-
tion is not far from equilibrium. We can write(
∂fs
∂t
)
c
=
f − f0
τ
(1.36)
where f0 is the equilibrium distribution function and τ is a characteristic time for collisions,
such that the collision frequency can be written as ν = 1/τ . Equation (1.36) is called the
Bhatnagar, Gross and Krook (BGK), or simply the Krook, collision model.
The Krook operator can be used to determine several useful transport properties such
as: plasma conductivity, electron mobility, diffusion coefficient, thermal conductivity and
coefficient of viscosity. However these are fairly general diagnostics and do not help in
understanding the underlying physical processes at work in the plasma. The Krook collision
model is not guaranteed to conserve particle number, momentum or energy. It is a good
approximation for electron interacting with large stationary particles, neutral species for
example.
1.4 Modelling
The subsequent chapters of this thesis will involve the application of modelling techniques
used in plasma physics. In this introductory section the different computational methods
used to model plasmas will be discussed: basic principles and the main equations will
be presented; the validity of the assumptions will be discussed; and some comparisons of
model to experiment will be surveyed.
1.4.1 Kinetic
The most thorough models of plasmas are kinetic models where the particle kinetics are
calculated using the Boltzmann equation (1.1). Each species is represented by a distribution
function. One method of evaluating the kinetic equations is referred to as the Convected
Scheme [25–27]. Particles are moved across a mesh in phase space according to their initial
position and velocity, electromagnetic fields, and collision probabilities. In some cases the
governing equations are evaluated using propagator matrices [28]. These matrices represent
the application of many finite difference iterations. The motion of particles is calculated
in two parts: evaluation of the collisionless motion and the collisional effects.
The Boltzmann equation is often solved to determine transport coefficients and reaction
rates for use in fluid simulations. BOLSIG+ [29] is one such Boltzmann solver. The
solver is general enough to simulate different discharge conditions. Inputs include: reduced
electric field, ionisation fraction, gas mixture and frequency of the applied field. Several
key assumptions are made to make the solution of the Boltzmann equation fast and self-
consistent within the chosen parameter range: the electric field and collision probabilities
are assumed to be spatially uniform; the distribution function is approximated by a two-
term Legendre polynomial; and an exponential growth model is used to model changes in
the electron number density due to ionisation or attachment. The transport coefficients
and reaction rates calculated in the Boltzmann solver are often used in fluid models.
Chapter 1. Introduction 13
Discussion
Boltzmann’s equation (1.1) is too complex to solve numerically. Assumptions, such as
those employed in BOLSIG+, must be made to reduce the complexity. Particle-in-Cell
methods (see section 1.4.4) are often used to simulate effects only apparent in the kinetic
regime.
1.4.2 Fluid
The fluid equations are constructed by taking moments of the Boltzmann Equation (1.1).
The zeroth, first and second moments are
∂ns
∂t
+∇ · (nsu¯s) = S (1.37)
nsms
(
∂
∂t
+ u¯s · ∇
)
u¯s +∇ps − nsqs(E + u¯s ×B) = ±K (1.38)
∂
∂t
(
ns
1
2
msu¯
2
s
)
+∇ ·
(
ns
1
2
msu¯
2
sus
)
− nseE · u¯s = ±H (1.39)
where K and H represent the momentum and energy exchange between species and S is
a source term describing the creation and destruction of particles of a given species. The
Lorentz equation has been substituted for the acceleration
as =
qs
ms
(E + us ×B). (1.40)
The zeroth moment (1.37) describes the particle conservation, the first moment (1.38)
gives the conservation of momentum and the second moment (1.39) describes the energy
conservation.
Examining the fluid equations presented above, equations (1.37-1.38), it becomes clear
that this system of equations is not closed. Each moment depends on a higher order
moment, for example the zeroth moment (1.37) requires the mean speed which is calculated
in the first moment (1.38).
There are two basic strategies for closing the system of fluid equations: truncation
or asymptotic closure. Truncating the system of equations is achieved by assuming some
higher order moment vanishes or that it can be expressed empirically in terms of some lower
moments. For example, the heat tensor can be assumed to be zero and the pressure tensor
to be isotropic, this is equivalent to neglecting viscosity. An asymptotic closure method
attempts to make assumptions about a particular parameter, assuming the functional form
of the distribution function for example. The different choices for closing the fluid equations
means that all fluid models do not conform to the same basic system of physical equations.
One common assumption is made when the timescale for momentum transfer collisions
is much shorter than the timescale for variation in the electric field, this is called the drift-
diffusion approximation. This approximation means that the inertia of charged particles
is neglected and consequently their mean velocities respond instantly to the electric field.
The mean particle fluxes are determined by adding a diffusion term due to spatial density
gradients and a drift term for the charged particles due to the electric field. Thus the
expression for momentum conservation 1.38 can be replaced with:
nsu¯s = −µsE −∇(nsDs) (1.41)
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where
µs =
e
mν
(1.42)
Ds =
kBT
mν
(1.43)
are the mobility and diffusion coefficients. These coefficients can be assigned from tabulated
data, calculated using a Boltzmann solver or the Krook operator, as discussed previously.
Discussion
The mathematical framework of fluid modelling is not fixed since there are a variety of
strategies for closing the fluid equations. For example the number of moments of the
Boltzmann equation to be solved varies between models. Often the underlying distribution
function is assumed to be Maxwellian. Assuming the velocity distribution means that fluid
models cannot reproduce the full kinetic behaviour of the particles. Fluid models are
best applied to situations where there are many collisions between particles. Despite their
inability to reproduce certain physics fluid models can still achieve comparable results to
particle models [30] and are often used because they are less computationally demanding
and provide quantitative results.
Comparison to experiment
Fluid models are used widely in the simulation of plasma, including: plasma display cells
[31; 32], lighting [33] and low pressure systems [34–36].
When compared to experiment, fluid models often manage to recreate trends but they
are not able to make qualitative predictions, as seen in [32; 34–36]. The disagreement
between simulation and experiment could be related to the assumptions made. Electron
energy distributions are often assumed to be Maxwellian but in low temperature plasmas
this rarely the case and may be a source of discrepancy [34]. In other cases it has been
shown that removing some common assumptions, such as the drift-diffusion approximation,
can result in better predictions of experiment [35].
1.4.3 Global models
Plasma models where the spatial variation is assumed are called global models [20; 37–40].
This does not necessarily mean that the plasma is spatially uniform; often analytically
determined functions are used to define the spatial variation [41; 42]. Global or zero-
dimensional models are typically used to simulate situations where the gas chemistry is
complicated. Models where many chemical reactions are included are sometimes, confus-
ingly, called kinetic models but they should not be confused with models that calculate
the evolution of distribution functions as described previously.
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Basic algorithm
When the spatial dependence is removed the number of governing equations is, in general,
reduced to two: a particle balance and a power balance equation. Each species included
in the simulation will require its own particle balance equation which describes the rate
of change of any particular species due to various reactions and system losses. Particle
balance equations generally take the form,
dnk
dt
= Sk −Wk +
Nk∑
i=1
aiKi
Mi∏
j
nj (1.44)
where nk is the particle density, Sk is the mass flow rate in and out of the vessel, Wk
represents the loses to the walls, Nk is the number of reactions, ai is the number of particles
lost/gained per collision, Ki is the rate constant, Mi is the number of reactants, nj is the
number density of the jth reactant, this includes the incident species.
Each species, at least the electrons, is also subject to a power balance equation; this
describes the energy a species gains or loses due to external forcing or collisions. The
external forcing term can be used to describe the effects of different driving systems.
Discussion
Global models are much less computationally intensive than fluid or particle models, this
makes them quick to execute and a good choice for a first approximation of a plasma
system.
The distribution function of the particles is generally assumed and in most cases it is
chosen to be Maxwellian. With a fixed distribution it is often the variation in temperature
that is calculated and subsequently used to determine the rate coefficients from temper-
ature dependent functions. Changing the underlying distribution function can make an
important difference [20].
The spatial structure of the plasma can be inferred when a density profile is available.
These profiles are usually calculated analytically and are subject to their own assumptions.
The profiles are scaled using the densities resulting from the global model. Alternatively
the temporal evolution of a point in the plasma can be simulated [43]. Density profiles are
based on equilibrium and are not suitable for use with temporal evolution.
Comparison to experiment
Due to their relative simplicity, global models are often used as a first attempt at describing
plasma systems. They are able to give information on volume-averaged densities and the
temperatures of species. Comparing the results of global models with experimental results
shows that global models are capable of predicting trends [38–40; 42] in parameter space
but can easily be an order of magnitude out [44].
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1.4.4 Particle-in-Cell
Ideally a plasma simulation would calculate the trajectories and collisions of every parti-
cle. However, the densities of species in almost all systems mean this is computationally
impossible. Agglomerating many particles into “super-particles” is a technique used to
simulate large numbers of particles. Super-particles are often used to represent 103 − 106
real particles. These super-particles are governed by the Lorentz equation and the fields
are solved self-consistently with Maxwell’s equations. This simulation strategy is called
Particle-in-Cell (PiC). Collisions are simulated using Monte-Carlo schemes.
History
The history of Particle-in-Cell modelling is outlined by Birdsall [45]. One of the very first
one-dimensional calculations of self-consistent fields and particle trajectories was carried
out by hand in the 1940’s by Hartree and Nicolson. They were investigating charge flow
in vacuum tubes.
Digital computers were introduced in the 1950’s and the existing methodologies were
applied to computer simulations. One of the first computer based models was written by
Tien and Moshman [46] in 1956. They modelled a high-frequency diode in one-dimension
using 360 sheets of electrons over approximately 3000 time steps. The simulation solved
the trajectories, fields and even calculated some emission statistics using a Monte-Carlo
method. They were successful in reproducing experimental observations.
Perhaps one of the most important steps was taken by Dawson [47] in 1962. A one-
dimensional model of warm electrons in a static ion background was used to investigate
the thermalisation and statistical properties of a plasma. The important conclusion of the
work was that theoretically-determined kinetic behaviour could be reproduced with small
numbers of particle sheets.
The next decade saw the introduction of particle weighting and mesh-based Poisson
solvers. This reduced the computational load required by the solution of the electric fields
and eventually led to two- and three-dimensional models. In the 1980’s the PiC (also
called cloud-in-cell) strategy was formalised in the texts by Birdsall & Langdon [48] and
Hockney & Eastwood [49] 1. These remain two of the most comprehensive treatments of
PiC theory. To the present day PiC models have become more sophisticated by including
aspects such as external circuits, realistic collision cross-sections and parallelisation to run
on large numbers of computers.
Basic algorithm
In this type of model the particle positions are allowed to be continuous inside the com-
putational domain. Electric and magnetic fields are typically calculated on rectangular
or triangular grids as mesh-based solvers are generally less computationally demanding
compared to other N-body methods. Particles are weighted to the grid to give charge and
current densities and the electric and magnetic fields are calculated from these properties.
1The two texts ( [48; 49]) cited here are not the first editions of the relevant books.
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The choice of weighting scheme is important; different methods offer different computa-
tional efficiency and numerical accuracy. Linear interpolation is the most common weight-
ing technique. The force at any given particle position is interpolated from the grid values.
The particles can then be moved and collisions calculated, returning to the start of the
computational cycle. This cycle is shown in figure 1.5.
Monte-Carlo schemes [24] compare the collision probabilities (see (1.24)) and random
numbers to decide what collisions, if any, occur in in a given time step. The details of one
such Monte-Carlo scheme are given in chapter 5.
Discussion
Large numbers of particles are required to effectively sample the distributions [50]: e.g.
a Mawellian distribution of 2eV has ten thousand less particles at 20eV than at 2eV but
it is important to represent these high energy electrons because the ionisation occurring
due to the high energy tail of a low energy distribution could play a significant role. This
demand for large numbers of particles tends to make PiC simulations more computationally
intensive than fluid models.
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Figure 1.5: Diagram showing a typical particle-in-cell time step. Interpolation (I) is
typically the first step of the cycle, particle positions (x) and velocities
(v) are weighted to the grid to give the charge (ρ) and current (J)
densities. These mesh properties are used in the next step to calculate
the electric (E) and magnetic fields (B), denoted here by the function
F . These fields are then used to integrate the equations of motion (G),
giving updated particle positions and velocities. The final operation in
the cycle involves calculating the effects of any collisions, represented
here by the function C.
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Representing the plasma as particles and using the Lorentz equation to describe their
motions raises the problem of time scales. It is obvious that the electrons respond to
applied fields and collisions on a much shorter time scale than the heavier ions and neutral
species. It is inefficient to update the trajectories of the heavier species at the same rate
as the electrons. A technique called time-cycling, or subcycling, [48] is common where the
ions are updated on a different, longer timestep than the electrons.
Statistical noise [50] associated with PiC models can result in the non-physical heating,
or cooling, of particles. For N particles the noise is proportional to 1/
√
N . The number of
particles in a given cell must be large enough to ensure that the statistical noise is negligible
compared to any applied fields.
Even though PiC models tend to be more expensive computationally than fluid models
they are frequently used to model plasmas as they can recreate kinetic effects that are
inaccessible in the fluid regime. For example, striations in plasma display cells can be
recovered in particle models but are smoothed out in fluid models [51].
Comparison to experiment
The configuration of any individual PiC model varies between implementation; some in-
clude representations of the external circuitry, surface processes, extensive chemistry sets
or a mixture of aspects, mostly depending on the physical situation of interest. Particle-in-
cell models have proved to be a useful tool and have recreated experimental behaviour. The
formation of bi-Maxwellian electron energy distributions at low pressure through stochastic
heating was experimentally reported [52] and reproduced numerically through PiC simu-
lation [53].
Often it is difficult to compare data from experimental diagnostics with simulation re-
sults. O’Connell et al. [54] compared simulated and experimentally measured ion energy
distributions. The aperture, transmission efficiency and signal attenuation of the diagnos-
tic probe was considered before comparing the energy distributions. Qualitative agreement
between experiment and simulation was achieved, the initial conditions were thought to be
responsible for the discrepancy.
Plasma modelling is often able to recreate trends and qualitatively agree with experiment
[55–58] but exact agreement with experimental results is rare.
1.4.5 Hybrid
A hybrid model is a model constructed using elements of different computational methods.
Usually fluid and particle models [59–64] are combined but other combinations exist such
as coupling global and fluid models [65]. The aim of combining different methods is to
take the best aspects of each method. Combining the kinetic effects recovered by particle
models and the execution speed of fluid models is a desirable prospect. The models are
combined by selecting some particles to be modelled as a fluid and others as particles.
There are many different choices for separating the particles, strategies include: particular
ions and fluid electrons [64]; fluid ions and electrons, except the high energy electrons which
are treated as particles [61]; or a fluid model with transport coefficients calculated by a
particle model [59; 62].
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History
The first hybrid model was constructed by Lee and Birdsall [66] in 1979 to investigate
instabilities of ring shaped distributions in velocity space. A particle code was used to sim-
ulate particles from the ring and a fluid was used to represent the background plasma. The
model was motivated by previous results from a noisy particle model where the instability
was obscured by the background plasma.
The hybrid technique went mostly unused for more than a decade and it was the early
90’s when hybrid models were investigated further [59; 62; 64]. This renaissance stemmed
from multi-beam models [61; 67] where fluid species were split into separate energies which
led quickly to hybrid models.
Basic algorithm
Obviously the nature of hybrid models means that a canonical algorithm cannot be given.
Any hybrid method borrows from the techniques which have been discussed previously
and they can be cannibalised accordingly. Care must be taken when combining the two
methodologies especially with regard to the time steps; particle and fluid models have very
different time step requirements.
The most common hybrid method is when the transport coefficients for a fluid model are
calculated using a particle model. This technique is discussed by Sommerer and Kushner
[59] and is outlined here. There are three parts to this particular model: a fluid model; a
Monte-Carlo simulation; and a neutral chemistry and transport model. The fluid model
calculates the spatial dependence of the density and electromagnetic fields. It is the fluid
model which calculates the time-dependent behaviour of the system. The other parts
provide data for the fluid model. The Monte-Carlo model simulates the evolution of the
electrons with regard to the conditions, such as density and fields strengths, calculated by
the fluid model. From this calculation the current excitation rates and transport coefficients
are determined and used in the other parts of the model. The final part, the neutral
chemistry and transport module updates the neutral density depending on diffusion, gas
phase chemistry and surface chemistry.
Comparison to experiment
The quality of results from hybrid models can vary due to the different methods used.
Hybrid models can suffer from poor assumptions about transport coefficients [68]. Hybrid
models have been used in a wide range of situations and comparison to experiment has
resulted in qualitative agreement, similar to PiC models [60; 63; 65; 69; 70].
1.4.6 Summary
Each modelling methodology has its own merits and disadvantages. Techniques predicting
averaged parameters, such as global and fluid models, have short execution times but
may smooth out important physical processes. Particle-in-cell models tend to capture the
essential kinetic effects but at the cost of computational loads.
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For some parameters, fluid models can produce very similar results to their kinetic
counterparts [30], the discrepancy an acceptable cost of the reduced computation time.
Global models can only provide volume-averaged properties, which may be sufficient for
the case in hand. They are mostly used in systems where there are complicated gas mixtures
and chemistries. If kinetic effects are not important in the physical system then fluid and
global models are effective techniques.
Particle-in-cell models are the closest computational models to a full kinetic solution.
These models require large numbers of particles to remain statistically sound, making
them computationally expensive. Convected Scheme models have not been used exten-
sively. When kinetic effects are important PiC models have been favoured over Convected
Schemes.
Incorporating a kinetic aspect to a fluid model means that hybrid models can predict
effects that are not recovered by standard fluid models. Results from hybrid models can
be qualitatively similar to those of PiC model [50; 68] but computation time can be an
order of magnitude less, making hybrid modelling an attractive option.
In an effort to compare the different models discussed here several groups applied their
models to a standard problem [71]: a 1-d capacitively coupled RF system. There was
good agreement between the particle and hybrid models. Comparing these models to
a Convected Scheme showed discrepancies in the electron density and mean energy but
other parameters compared well. Separate implementations of fluid models showed greater
disparity than the kinetic-like models, particularly at low pressure. Variations of around 50-
60% were seen in some parameters while others compared well to their kinetic counterparts.
In an ideal world there would be a single plasma model which given the physical and
electromagnetic field boundary conditions of the system would calculate the trajectories
of every particle, characterising the system completely. Obviously this is not currently
possible. This is actually a blessing in disguise for the plasma modeller as their role in
science would be made redundant!
Not only is the exact solution not available, there is no single modelling technique with
the ‘best’ approximations. In modelling a plasma questions must be asked about the
plasma: are the assumptions of the modelling technique valid? What level of accuracy is
required? What computational resources are available?
With the increase in computational power and the development of modelling techniques,
it may be pertinent to ask the question: Will plasma modelling become a precision science,
and if not, why not? This is not a question this thesis aims to answer; the modelling
carried out in the subsequent chapters aims to isolate the essential physics and develop
understanding of these aspects. With all the simulations studies discussed here there are
few quantitative predictions. This may be due to the type of model used or the assumptions
made but perhaps not all the blame can be laid at the feet of the modeller.
The output of a simulation is only as good as its input. Cross-sections are an important
input but they can be subject to large uncertainties and are unknown for many reaction
types. Uncertainties in the values of cross-sections are not always given and when they are
they can be estimated to be as much as 20-30% [72].
Another source of error may be in the experimental measurements themselves. Typi-
cally diagnostic probes do not directly measure useful plasma properties, such as number
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densities or temperature. The physics of the interaction between the plasma and the probe
must be assumed. Langmuir probe uncertainties can be around 20% [73].
1.5 Outline of thesis
The aim of this thesis is to investigate basic physical processes occurring in various low
temperature plasmas. Isolating and modelling the essential features will lead to a better
understanding of the plasmas. This introductory chapter gives a brief overview of low
temperature plasmas and the physical, mathematical and computational techniques used
to describe them. The subsequent chapters of this thesis contain more detailed discussion
and examples of the the physical and technical aspects covered in relative brevity in the
introduction.
Chapter 2 investigates a plasma instability found in industrial plasma discharges. Details
of the experimental observations are summarised and the existing models are discussed.
The stability of the competing chemical reactions is explored using equilibrium analysis.
Then an un-considered physical process that could explain the instability is offered. The
instability relies on the plasmas transparency to the electric field. When the plasma fre-
quency is less than the driving frequency the electric field can penetrate deeper into the
plasma and energise the electrons. If the plasma frequency is greater than the driving fre-
quency, the electric field is excluded from the plasma. The plasma frequency is dominated
by the electron density, which evolves under the competition of attaching and detaching
reactions. To test this physical model a zero-dimensional model is constructed. The results
of the simulation are compared those of an experiment in molecular Oxygen gas. Further
simplification of the numerical scheme results in an analytic expression for the instability
period. This expression is used to calculate the instability period for a molecular Oxygen
discharge and the results are compared to experiment.
In the following chapters two- and three-dimensional particle models are used to investi-
gate two different plasmas. The particle model is introduced in chapter 3. The construction
of the particle model is given and the required numerical techniques are presented. The
two most important components: the potential field solver and the Monte-Carlo collision
routine are discussed in detail in chapter 4 and chapter 5 respectively.
In the particle model Poisson’s equation is solved to find the electric potential resulting
from the charged species in the domain. Chapter 4 shows how the finite difference ap-
proximation can be used to solve Poisson’s equation on a mesh. A fast solution algorithm,
called Multigrid, is introduced. This iterative solution method uses many grids, of different
resolutions, to smooth the error on all spatial scales. The main components: grid transfer
and smoothing operators are described. A series of tests are carried out to determine the
most efficient configuration of the Multigrid solver. Then the accuracy of the solver is
investigated.
The occurrence of collisions in the particle model is calculated using a Monte-Carlo
technique. The method used in the particle model is detailed in chapter 5. A basic process
for the selection of collisions is described. Several techniques to increase the efficiency of
the process are described. The most efficient implementation is determined by comparing
different combinations of the techniques. The validity of the methods is also examined.
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In chapter 6 the particle model is used to simulate the initial stages of breakdown in an
atmospheric pressure gas. The evolution of the plasma species from a single electron-ion
pair in a uniform electric field is calculated. The effect on the metastable production due
to the reversal of the electric field is investigated. Results from calculations in two and
three dimensions are presented.
The particle model is then used, in chapter 7, to investigate the Critical Ionisation Ve-
locity phenomena. When a neutral gas streams across a magnetised plasma the ionisation
rate increases rapidly if the speed of the neutrals exceeds a critical value. The phenomena
is reproducible for different gas species and experimental systems. Collisions between neu-
trals and positive ions create pockets of unbalanced negative charge. The electrons in these
pockets are accelerated by the potential field and can reach energies capable of ionisation.
The evolution of one such electron overdensity is simulated under different magnetic field
and density conditions.
Finally, chapter 8 gives an overview of the work presented in this thesis and proposes
how it can be extended.
Chapter 2
Electronegative Instability
2.1 Introduction
Low pressure discharges are used in many technological plasma processes, such as etching
and deposition. Gases with high electron affinities, termed electronegative gases, such as
Chlorine and Sulfur Hexafluoride (SF6) are often used as working gases in these industrial
processes. The homogeneity of the plasma in these applications is very important for yield
and quality. Periodic variations in plasma species number densities, plasma potential, light
emission and plasma size have been reported in the literature [43; 74–83]. Reports of the
instability in the literature are summarised in section 2.1.1 and table 2.1. Section 2.1.2
contains a summary of the existing explanations of the instability and numerical models of
the instability. Unstable behaviour resulting from the competition of chemical reactions is
investigated in section 2.2 using equilibrium analysis. In section 2.3 a new physical mech-
anism responsible for driving the oscillations is discussed. The validity of the mechanism
is investigated by constructing numerical and analytic models of the system in section 2.4
and 2.5. Comparison between experimental results and simulation are made.
2.1.1 Reports of the instability
Tuszewski 1996
Instabilities in electronegative discharges were first reported in 1996 by Tuszewski [78]. Ex-
periments were carried out with a cylindrical inductive plasma source driven at 0.46MHz.
Figure 2.1(a) shows a diagram of the plasma source which is attached to a vacuum ves-
sel 1.2m in length. Periodic variations in the ion current were measured, by a Langmuir
probe, in the vacuum vessel away from the plasma source. The oscillations occured when
electronegative gas mixtures (Ar/SF6, O2) were used in the discharge; electropositive gases
(N2, Ar) did not produce similar phenomena in the power and pressure regimes investi-
gated. For 300W of power and a pressure of 1mTorr instability frequecies of 10kHz and
4kHz were reported for Oxygen and Ar/SF6 mixtures respectively. The Oxygen discharge
23
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(a) Diagram of cylindrical ICP set-up.
The plasma is created inside the bell jar be-
tween in the coil region. The plasma is al-
lowed to propagate into the vacuum vessel.
The size of the vacuum vessel may vary be-
tween discharge configurations. Measure-
ments of the plasma are typically made in
the vacuum vessel region.
(b) Diagram of planar ICP set-up.
Figure 2.1: Diagrams of cylindrical and planar configurations for inductively coupled
discharge systems.
exhibited the instability between pressures of 0.3–2.5mTorr and the frequency decreased
with pressure. Ar/SF6 was unstable between 0.5 and 3mTorr and exhibited the same
pressure dependence.
The frequency and amplitude of the oscillation showed no dependence on the power,
except in the capacitive to inductive transition region. Modulations in the probe current of
10–50% were reported. The author suggested that the instability measured in the vacuum
vessel was driven by an instability near the plasma source. It was later revealed that there
are two instabilities occurring in this type of discharge system: a source instability and
a downstream instability [84]. The downstream instability occurs in a different power-
pressure regime and has frequencies which are typically an order of magnitude less than
the source instabilities. The downstream instability is discussed further in the following
articles [80; 81; 85]. The source instability is the focus of the work in this chapter.
Lieberman, Lichtenberg and Marakhtanov 1999
Lieberman et al. investigated the instability, reported in [78], in a discharge system with
a planar coil (a schematic diagram of the system can be found in figure 2.1(b)) driven by
a 100–1000W power source at 13.56MHz. The discharge could be driven in two different
modes: capacitively, where the power and the plasma density are low; and inductively,
where the power and the plasma density are high. As with the experiment of Tuszewski
[78] electronegative gases exhibited an instability. Langmuir probe and optical emission
measurements were used to measure variations in the charged particle densities, electron
temperature and plasma potential. The instability was confined to a well-defined power
and pressure regime (320–600W and 4–8mTorr for SF6). A range of frequencies between
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1 Hz and 900kHz were recorded with modulations of up to 100% in the current to an
unbiased probe.
Chabert, Lichtenberg, Lieberman and Marakhtanov 2001
Chabert et al. [43] used a similar discharge system to Lieberman et al. [82] with a power
range of 0–900W and a pressure range of 1–100mTorr. SF6 and Ar/SF6 gas mixtures
were investigated with Langmuir probe measurements and optical spectroscopy of Argon
and Fluorine. The matching system of the discharge was set to minimise the average re-
flected power. Varying the matching conditions was found to alter the instability frequency,
substantially in certain situations: pure SF6 discharges showed variations of ∼20% in the
instability frequency; and Ar/SF6 mixtures showed ∼800% variation in the frequency when
the tuning of the matching network was varied between inductive and capacitive modes. A
well defined power-pressure range was found and the addition of Argon in the gas mixture
reduces the maximum power capable of producing the instability. The frequency of the
instability showed a clear dependence on pressure; the frequency increased with increasing
pressure. There was not a strong dependence on the applied power. The low frequency
oscillations were observed to have large amplitude modulations, while at high frequency
modulations of the light intensity were smaller. The periodic variations of the electron,
positive ion and negative ion were in phase, i.e. the electron and ion number densities were
at a maximum at the same time.
Corr, Steen and Graham 2003
Corr et al. [75] investigated the instability in a GEC reactor (planar coil) driven at
13.56MHz with Oxygen gas. A pressure range of 1-100mTorr was investigated with optical
emission and Langmuir probe measurements. At a pressure of 11mTorr and power 238W
an instability frequency frequency of 10kHz was measured.
The frequency showed a clear pressure dependence of increasing frequency with increas-
ing pressure but little dependence on the applied power. The amplitude of the oscillations
varied with the pressure and decreased with increasing power; variations of up to 40% were
measured. As with previous experiments there was a well defined power-pressure regime.
Time delayed measurements of the particle species density were made at 10µs intervals
spaced to sample the instability cycle. The time resolved measurements of the particle
number densities showed that the periodic variations in the negative ion density were
anti-correlated with the electron and positive ion number densities.
Marakhtnov et al. 2003
Stable and unstable discharges in SF6 and Ar/SF6 were investigated to provide plasma pa-
rameters for a numerical model. A planar coil ICP with a 2kW power supply at 13.56MHz
was used. As with previous work the instability frequency increased as the pressure in-
creased. A dependence on the gas flow rate was found; increasing the flow rate increased
the instability frequency.
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Goodman and Benjamin 2003
Goodman and Benjamin investigated the use of a feedback mechanism to remove the
unstable behaviour. A variety of RF driving frequencies were used to drive a planar coil.
Instabilities were found in pure SF6, CF4 and O2 and mixtures of these gases with Argon.
Two instability types were identified: a bursting relaxation mode (‘B-mode’) and a quasi-
steady oscillatory mode (‘O-mode’). The B-mode exhibited as a rapid (< 1µs) brightening
of the optical emission which decayed to the previous brightness after 1µs. The period
was varied by adjusting the power or pressure but was typically in the range 10 to 50kHz.
The O-mode in a lower frequency range of 200Hz to 1kHz. Both instability modes could
be stabilised or reduced under some conditions by increasing the RF power when the ion
saturation current increased. The authors suggested that if the instability was controllable
the variations in electron temperature and ion energy could be advantageous in certain
plasma processes; the instability would cause an environment similar to a pulsed discharge.
Descoeudres, Sansonnens and Hollenstein 2003
Instabilities in electronegative discharges have also been found in purely capacitively cou-
pled plasmas [74]. A RF power source applying up to 100W at 13.56MHz was used to
investigate discharges of O2, CF4 and SF6 in the pressure range 70-300mTorr. Instabili-
ties in O2 and CF4 were observed but SF6 remained stable in all investigated conditions.
As with previous reports the instability was confined to a well defined power range and
was present above a threshold for pressure: 146mTorr for O2 and 75mTorr for CF4. The
frequency of the variations in O2 at 188mTorr was ∼ 3.5kHz; in CF4 at 188mTorr the
frequency was ∼ 80kHz. The oscillations in voltage, light emission and ion flux were syn-
chronised. When Argon was added to each discharge (O2, CF4), increasing the Argon
concentration resulted in a decrease in the amplitude of oscillations.
Corr 2003 (Thesis)
The instability is also observed as a spatial movement of the edge plasma emission (fig-
ure 2.2): the plasma is observed to be alternately expanding and contracting on a timescale
of 100µs, for an Oxygen plasma at 13mTorr.
Corr, Steen and Graham 2005
Corr et al. carried out experiments in a planar ICP filled with various Ar/Cl concentrations.
The system was driven at 13.56MHz. Two phenomenologically different instabilities were
reported. When fully matched, the instabilities were similar to those reported in Corr 2003
[75]. Periodic bursts were also found to exist under certain matching conditions. When the
system was fully matched the authors were not able to produce unstable behaviour in pure
Ar or pure Cl mixtures. Chlorine concentrations of 30–60% produced unstable behaviour.
The instability was found to exist in a specific power (70–300W) and pressure range (4–
24mTorr) with frequencies between 20 and 520Hz. The variations in light emission; electron
density; and negative and positive ion densities were observed to be in phase.
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Figure 2.2: Spatial and temporal variation of emission at 844nm through one oscil-
lation period in molecular Oxygen at 13mTorr and 275W. [86]
Soberon et al. 2006
A detailed study of the matching network operating on a Cl/Ar discharge identified several
different instabilities: an instability as discussed previously in the kilohertz range where the
incident and reflected powers do not affect the frequency; a larger amplitude modulation
with frequencies around 10–100Hz, which occurs alongside modulations in the reflected
power; a relaxation modulation of the RF generator, the reflected power increases to a pre-
set maximum the generator then reduces its power output, reducing the reflected power,
the generator power drops to a value where it will attempt to deliver the set power; and a
self-pulsing sub-hertz instability where the discharge drops into a low density, cool state and
then returns to the previous state. The mechanism responsible for the sub-hertz pulsing
remains unknown.
Summary of experimental observations
The experimental evidence discussed above is summarised in table 2.1. Instabilities in elec-
tronegative plasma are found in a wide variety of situations. They are clearly reproducible
and consequently, they are not the result of a fluke choice of parameters. The observations
are linked mostly by their electronegativity and instability frequencies in the kilohertz
range. They also have similar power and pressure ranges. All the unstable systems are
driven with radio frequency (RF) power sources.
Unstable behaviour is not found in electropositive gases, at least not for the wide pa-
rameter ranges investigated. This suggests that the formation or destruction of negative
ions plays an important role in the instability.
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Gas Power Pressure Discharge system Driving freq. Instability freq. Ref.
/ W / mTorr / MHz / kHz
O2 300 1 Cylindrical ICP 0.46 1 [78]
O2 230 - 340 5 - 23 Planar (GEC) ICP 13.56 3 - 21 [75]
O2 100 188 CCP 13.56 3.5 [74]
Ar / SF6 300 1 Cylindrical ICP 0.46 4 [78]
Ar / SF6 320 - 600 4 - 8 Planar ICP 13.56 10−3 - 900 [82]
Ar / SF6 200 - 600 1 - 100 Planar ICP 13.56 - [43]
Ar / SF6 100 - 500 3 - 100 Planar ICP 13.56 - [83]
SF6 300 - 900 1 - 100 Planar ICP 13.56 1 - 90 [43]
SF6 100 - 600 5 - 100 Planar ICP 13.56 1 - 100 [83]
Ar / Cl 70 - 300 4 - 24 Planar (GEC) ICP 13.56 (20 - 520)× 10−3 [76]
CF4 100 188 CCP 13.56 80 [74]
Table 2.1: Table of experimental observations of instabilities in electronegative gases.
The experiments discussed above were carried out in a variety of discharge systems with
different power coupling and reactor shapes. For the instability to exist in a wide range
of experimental set-ups it is unlikely to be driven due a quirk of the system. An intrinsic
physical process must be responsible; such as the one described in section 2.3.
2.1.2 Existing models of the instability
Lieberman et al. [82] proposed that the instability is driven by the transition between
capacitive and inductive modes. A coil attached to a RF power generator can deliver
power to the discharge either capacitively or inductively. For lower powers the electric
field couples directly into the plasma, this is called capacitive coupling. During the power
cycle the magnetic field generated by the current in the coil collapses and an electric field
is induced in the discharge vessel. This inductive coupling occurs at high powers.
The different modes of power coupling deliver different amounts of power to the plasma.
The amount of power absorbed by the plasma affects the energy distribution function of
the plasma species, which in turn alters the rate coefficients of the reactions. Varying the
rate coefficients causes variations in the number densities of the species, resulting in the
observed instability.
The geometry of the discharge vessel is important as wall losses are identified as an im-
portant loss mechanism for the plasma species. The following instability cycle is proposed:
1. The cycle begins in inductive mode where the electron density grows until a quasi-
equilibrium is reached. The negative ion density is also increasing during this period
Chapter 2. Electronegative Instability 29
but continues to grow after the electron population reaches the quasi-equilibrium.
2. The continuing growth of the negative ion density disturbs the quasi-equilibrium.
3. Electrons are lost rapidly in the creation of negative ions and to the walls. The power
coupling switches to capacitive coupling.
4. Negative ions are lost slowly through ion-ion recombination and wall collisions. The
discharge eventually returns to the inductive mode: the start of the instability cycle.
A global model was constructed to numerically model this process [82]. The particle
balance equations for the electron and negative ion densities; and the energy balance
equation were solved to produce the dynamical behaviour of the discharge. The particle
balance equations for the electron and negative ion were dependent on collisions: ionisation,
electron attachment and ion-ion recombination; along with wall losses. The energy balance
equation described the effect on the electron temperature of the power absorbed by the
electrons from the capacitive and inductive modes and the power lost from the electrons,
this was dependent on the inelastic losses of the included reactions and the wall losses.
The positive and negative ions were assumed to be cold. Simulated and experimentally
measured results were not compared. For certain parameters the model was able to produce
instability frequencies similar to the experimental measurements.
An improved version of the global model described in [82] was used to simulate the
instability in Ar/SF6 and pure SF6 by Chabert et al. [43]. Several alterations to the model
were made: the negative ions were given a fixed non-zero temperature; the neutral gas was
assumed to be weakly dissociated; electron detachment from negative ions through impact
of excited neutrals was included as a destruction method for the negative ions; and the
effect of the matching conditions on the power absorption was included.
The dynamical behaviour produced by the simulation agreed qualitatively with the ex-
perimental results; the simulation produced the same correlated oscillation of election and
ion number densities. The frequency of the simulated instability agreed with experiment
for particular matching conditions for an Ar/SF6 mixture. The electron densities were
lower than those measured in the experiment. Simulations of pure SF6 over a series of
pressures produced simulated frequencies that were typically a factor ∼ 5 − 10 smaller
than those measured experimentally but did show a similar trend. The simulation did not
recover the pressure range observed experimentally.
Corr et al. [75] adapted the model by changing the reaction set to represent molecular
Oxygen and their discharge vessel geometry. The model did not predict the significant
pressure dependence of the frequency as seen in the experimental results. The simulation
only produced unstable behaviour in the range 6 - 14mTorr while the experiment observed
the instability in the range 5 - 23mTorr.
Descoeudres, Sansonnens and Hollenstein 2003
The E-H transition proposed for the instability in inductively coupled plasma is not possible
in the capacitively coupled plasma of [74]. The unstable behaviour is described in terms of
a feedback loop [74]. The process begins with a small increase in electron number density.
In an isolated system where the the total energy is shared between the electrons, increasing
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the electron density causes a decrease in electron temperature. The response to this event
depends on the temperature dependence of the attachment and ionisation rate coefficients.
• If the attachment rate decreases more quickly than the ionisation rate, as the electron
temperature drops, the electron number density will increase. This positive feedback
causes the discharge to become unstable.
• If the attachment rate decreases less strongly than the ionisation rate then the elec-
tron population will decrease, resulting in an increase in electron temperature, and
stabilising the discharge.
A numerical model of the unstable plasma evolution is not investigated. The authors
define a parameter which predicts the onset of unstable behaviour in a discharge. The
stability parameter, R, is,
R =
∂α/∂Te
∂β/∂Te
. (2.1)
If R > 1, i.e. the attachment rate drops more rapidly than the ionisation rate, then
the discharge is unstable. It is found that O2 and CF4 are unstable when the electron
temperatures are below 3.9eV and 5.05eV; for SF6 the ratio R does not reach the unstable
regime. This finding is complemented by the experimental results where SF6 was found to
be stable in a capacitive discharge.
SF6 is found to be unstable in inductively coupled plasmas thus the temperature de-
pendence of the attachment and ionisation rates cannot be completely responsible for the
instability observed in inductively coupled plasmas.
2.2 Equilibrium analysis of competing chemical reactions
The instability is found only in discharges with electronegative gases; under the same
operating conditions electropositive gases do not exhibit similar oscillations. This evidence
suggests that the electron affinity of the gas, its ability to create negative ions, is responsible
for the periodic variations in the particle number densities, potential and light emission.
To determine if the unstable behaviour is due to the competing reactions, the equations
describing the particle balance are linearised and perturbed. The main plasma species:
electrons (ne), negative ions (n−), positive ions (n+) and neutral gas (ng) are consid-
ered with the reactions: electron impact ionisation of neutral species; electron detachment
from negative ions; electron attachment to neutral species; and electron-ion recombination.
These species and reactions can be represented by the equations:
n˙e = βngne + δn−ne − αngne − γn+ne, (2.2)
n˙g = −βngne + δn−ne − αngne + γn+ne, (2.3)
n˙− = −δn−ne + αngne, (2.4)
n˙+ = βngne − γn+ne, (2.5)
where n˙s denotes the time derivative of species s, the coefficients β, δ, α and γ are the
rate coefficients of ionisation, detachment, attachment and recombination respectively.
Suppose that there is some equilibrium point for each of the particle species. Adding a
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small perturbation to each species may cause an oscillation in the number densities of the
species. The perturbed number densities can be written:
ne 7→ ne0 + ne1 , (2.6)
n+ 7→ n+0 + n+1 , (2.7)
n− 7→ n−0 + n−1 , (2.8)
ng 7→ ng0 + ng1 , (2.9)
where ns0 are values of the equilibrium and ns1 are small perturbations from the equilibrium
value. We note that at the equilibrium point values are constant, i.e. n˙s0 = 0 thus
evaluating n˙s(t = 0) for all species s gives
βng0 = γn+0 , (2.10)
δn−0 = αng0 . (2.11)
Substituting the perturbations (2.6–2.9) into the particle balance equations (2.2–2.5)
gives
n˙e1 = ne0(βng1 + δn−1 − αng1 − γn+1), (2.12)
n˙+1 = ne0(βng1 − γn+1), (2.13)
n˙−1 = ne0(−δn−1 + αng1), (2.14)
n˙g1 = ne0(−βng1 + δn−1 − αng1 + γn+1). (2.15)
We can write the differential equations (2.12–2.15) in the form of a linear system
n˙e1
n˙+1
n˙−1
n˙g1
 = ne0

0 −γ δ β − α
0 −γ 0 β
0 0 −δ α
0 γ δ −β − α


ne1
n+1
n−1
ng1
 , (2.16)
n˙s1 = ne0Ans1 . (2.17)
The eigenvalues of the matrix A determine the behaviour of this system of differential
equations: complex eigenvalues will give an oscillatory system. The eigenvalues (λ) are the
roots of the characteristic polynomial and are found by solving
det(A− λI) = 0, (2.18)
where I is the identity matrix. After some simple row reduction of A,
det(A− λI) =
∣∣∣∣∣∣∣∣
λ 0 0 0
0 −γ − λ 0 β
0 0 −δ − λ α
0 0 δ −α− λ
∣∣∣∣∣∣∣∣ , (2.19)
0 = (λ2 + λγ)
[
αδ − (λ+ δ)(λ+ α)
]
. (2.20)
The eigenvalues are
λ = 0, −γ, −(α+ δ). (2.21)
An eigenvalue of zero gives an equilibrium solution and a negative eigenvalue gives a solu-
tion that converges to the equilibrium point. This shows that there is no oscillation caused
solely by the competing rate coefficients and that there must be some additional factor
which drives the observed electronegative instability.
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2.3 Proposed Mechanism: Attachment-detachment instability
cycle
Here another possible explanation for the instability in electronegative plasmas, indepen-
dent of the reactor geometry and electrical circuit of the plasma, is proposed. This method
relies on the transparency of the plasma to the driving electric field: if the plasma fre-
quency (ωp) is greater than the driving frequency (ωE) then the electric field is confined
to the sheath region.
This process does not occur simultaneously across the whole plasma; the source of the
instability is confined to the boundary between the sheath and the plasma. The idea is
that the position of the sheath edge, the region shielding the bulk plasma from the electric
field, fluctuates. This point is defined as the position where the plasma frequency equals
the driving frequency. The movement of the sheath will result in a periodic change of the
bulk plasma volume, this is consistent with experimental observations (see figure 2.2).
Electrons lose energy through collisions with neutrals and eventually this loss of energy
allows the electrons to undergo attachment to neutrals or recombination with positive ions,
causing a drop in the free electron population. In a real plasma, the electron population
is distributed in energy, and so processes such as attachment and ionization are always
present, to some extent.
If the electron number density drops sufficiently the plasma frequency will cease to be
dominated by the electrons and will be dominated by the ions. If the plasma frequency
falls below the driving frequency of the electric field then the plasma’s dielectric coefficient
 becomes positive:
 = 1− ω
2
p
ω2E
(2.22)
allowing the electric field to penetrate into the plasma.
The electric field now energises the remaining free electrons that were previously shielded
from it. The increase in energy will increase the occurrence of detachment and ionising
collisions and so liberate more electrons. The increase in free electron population will
eventually expel the electric field.
In this way a cycle of attachment and detachment can be set up, leading to the periodic
optical emission observed experimentally.
2.4 Numerical zero-dimensional simulation
To test the proposed physical model a simple zero-dimensional numerical simulation is
employed. The point in the discharge to be simulated is chosen to be just outside the bulk
plasma where the electron density is sufficiently low that the plasma frequency is close to
the driving frequency. This point will be directly affected by the change in electric field
penetration. There are six governing equations: four particle species balance equations, an
equation of motion for the electrons and the expression for the plasma frequency.
Chapter 2. Electronegative Instability 33
10−1 100 101
10−24
10−23
10−22
10−21
10−20
10−19
10−18
Cr
os
s−
se
ct
io
n 
/ m
2
Electron energy / eV
 
 
Momentum transfer
Molecular ionisation
Electron detachment
Electron attachment
Electron−ion recombination
Figure 2.3: The energy dependence of the momentum-transfer [87], ionisation [88],
detachment [89], dissociative attachment [90] and electron-ion recombi-
nation [91] reactions for molecular Oxygen.
2.4.1 Numerical model construction
The equations (2.2–2.5) are used to describe the evolution of each of the species.
In this simple model the rate coefficients have only two possible values: zero or a defined
constant. The rate coefficients are switched on and off according to the kinetic energy of
the electrons, as given by their average speed v. For example, processes liberating electrons
can only turn on above some threshold speed and processes reducing the number of free
electrons can only turn on below some threshold speed, i.e. α = α0×H(vα− v), where H
is the Heaviside Step Function
H(x) =
{
0 if x 6 0,
1 if x > 0.
(2.23)
All other processes are treated in a similar way.
These threshold speeds and reaction rates will be determined by the reaction cross sec-
tions and rate coefficients for the relevant processes; figure 2.3 and table 2.2 show the
relevant data for an Oxygen discharge which will be used later to asses the physical mech-
anism. The energy dependence of the cross sections can be seen in figure 2.3, from this
data the reaction thresholds can be chosen and converted to speeds. The values of the
rate coefficients are calculated from the expressions in table 2.2 given an experimentally
measured electron temperature.
The equation of motion dictating the average speed of the electrons, v, takes the form
v˙ =
e
m
E − νv, (2.24)
where
e
m
, E, ν are the electron charge to mass ratio, the electric field strength and electron-
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Reaction Rate coeff. / m3 s−1
Ionisation 2.34× 10−15T 1.03e exp(−12.29/Te)
Detachment 5.47× 10−14T 0.324e exp(−2.98/Te)
Attachment 1.07× 10−15T−1.391e exp(−6.26/Te)
Recombination 2.2× 10−14T−0.5e
Table 2.2: Table of Rate Coefficient expressions for molecular Oxygen[92].
neutral collision frequency, respectively. The plasma frequency can be written as,
ω2p =
∑
s
q2sns
ε0ms
, (2.25)
where s is an index over all charged species.
The collision frequency ν is taken to be:
ν = ngσmv (2.26)
where ng is the neutral gas density and σmv is taken to be a constant derived from the
momentum-transfer cross-section [87]. This product is chosen to be a constant to maintain
simplicity. The σmv constant is the product of the the mean of the cross section (over an
energy range relating to the range of mean speeds) and the mean speed given by a kinetic
energy equivalent to the temperature Te. The temperature, an experimental measurement,
is used to characterised the speed in an attempt to be consistent.
The plasma frequency controls the electric field: when ωp drops below ωE the electric field
in the plasma switches on to a constant value; when ωp > ωE the field decays. The electric
field must have a fixed decay timescale. If the electric field is allowed to turn on and off
instantaneously then the amplitude of the oscillation is dependent on the timestep; smaller
timesteps will produces smaller amplitude oscillations resulting in higher frequencies.
Electric field decay
The general form for an oscillation is
E = |E| exp(iωτ) (2.27)
where τ is the time since the plasma frequency increased above the driving frequency and ω
is complex. To determine the field decay rate, consider the evolution of a plasma oscillation
in a plasma in which the background number density (n0) is slowly decreasing. This decay
rate is derived by considering a cold plasma oscillation. Beginning with the continuity
equation, momentum equation and Gauss’s Law:
∂ne
∂t
+∇.(nev) = 0 (2.28)
me
[∂v
∂t
+ (v.∇)v
]
= −eE (2.29)
∇ · E = e
ε0
(ni − ne) (2.30)
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The variables are perturbed:
ne 7→ n0(t) + n1(t) (2.31)
ni 7→ n0(t) (2.32)
v 7→ v1(x, t) (2.33)
E 7→ E1(x, t) (2.34)
note that both n0 and n1 are time varying. However, it is assumed that n0 varies on a
much longer timescale than n1 such that n˙0 = S0  n˙1, where S0 is some source term. The
decay of n0 represents the reduction of the electron population due to electron attachment
and recombination. Thus for the shorter timescale (2.28)–(2.30) become,
v˙1 = −eE1
me
(2.35)
n˙1 + n0∇.v1 = 0 (2.36)
∇ · E1 = e
ε0
n1 (2.37)
Taking the time derivative of (2.36),
n¨1 + n˙0∇.v1 + n0∇.v˙1 = 0 (2.38)
substituting v˙1 from (2.35), ∇.v1 from (2.36) and ∇.E1 from (2.37) results in:
n¨1 − n˙0
n0
n˙1 +
n0e
2
meε0
n1 = 0 (2.39)
Due to the slow varying nature of n0, Ω = n˙0/n0 and also note that ω2p = n0e
2/meε0.
Fourier transforming (∂/∂t→ −iω) gives:
− ω2n1 + iωΩn1 + ω2pn1 = 0 (2.40)
Solving (2.40) for ω gives,
2ω = iΩ±
√
4ω2p − Ω2 (2.41)
For critical damping of the field, set Ω = 2ωp, thus (2.27) becomes,
E = |E| exp(−ωpτ) (2.42)
2.4.2 Application to Oxygen discharge
Figures (2.4-2.8) show results from the zero-dimensional simulation of a pure molecular
Oxygen discharge. The parameters of the simulation are shown in table 2.3.
The neutral number density is an independent parameter in the simulation, varying the
number density shows the pressure dependence of the instability frequency. In figure 2.4
the basic dependencies of the simulation and experiment are compared. However, the
results from the simulation are a function of number density and the experimental results
are a function of pressure. Figure 2.4 shows the dependence of the instability frequency
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Parameter Value
ωE 13.56MHz
Te 4eV
E0 518Vm−1
mean speed 1.19× 106ms−1
mean σm 6.63× 10−20m2
Ionisation threshold energy 13eV
Detachment threshold energy 3.5eV
Attachment threshold energy 8eV
Recombination threshold energy 1eV
Table 2.3: Table of data used in numerical simulation.
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Figure 2.4: Results from the numerical simulation showing the instability frequency
dependency on neutral number density. The experimental frequency-
pressure dependance results from [75] are plotted with the variation in
pressure plotted on the top x-axis.
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Pressure Gas Temp. Atom Temp. Dissociation O2 Density O Density
/ mTorr / K / K fraction / m−3 / m−3
11 ∼ 600 ∼ 3000 0.45 6× 1019 5× 1019
25 ∼ 600 ∼ 3000 0.2 32× 1019 8× 1019
Table 2.4: Table of experimental data for Oxygen (at ∼ 250 W) [93] used to calculate
the O2 number densities for various pressures.
on the neutral gas number density with the pressure dependence of the frequency from
experiment[75] plotted on the top x-axis.
To compare the frequency dependencies clearly the number density corresponding to
the experimentally measured pressure must be calculated. Table 2.4 shows experimental
calibration data for the Oxygen discharge. The total pressure p is the sum of partial
pressures from the neutral molecular and atomic species,
p = pO2 + pO. (2.43)
Assuming an ideal gas the neutral molecular number density can be writtin as
nO2(p) =
p
kBTg + D1−DkBTa
(2.44)
where Tg is the gas temperature, Ta is the atom temperature, kB is the Boltzmann constant
and D is the dissociation fraction
D =
nO
nO2 + nO
. (2.45)
To calculate intermediate values of the molecular neutral number density it is assumed that
the dissociation fraction is a linear function of the experimentally measured total pressure
(p),
D(p) = a1p+ a2 (2.46)
where a1 = −0.018mTorr−1, a2 = 0.646. The number density dependence of the numerical
results and the experimental dependence are compared in figure 2.5.
The number densities of the simulation and experiment are not in agreement; the nu-
merically derived number density is systematically a factor ∼ 36 lower. As stated earlier
the instability is driven by a region at the plasma-sheath boundary where the electron
number density is sufficiently low to allow the penetration of the electric field. It is most
likely that this will occur towards the edge of the vacuum vessel, far from the point at
which the original neutral pressure was measured. The results of Shimada et al. [94] in-
dicate that neutral number densities are significantly depressed near the vessel edges as a
result of local heating. This will contribute to lowering the O2 number density consistent
with our model but may not explain the whole effect. Moreover, Franklin [95] has shown
that electronegative plasmas in equilibrium are highly spatially structured, suggesting that
measurements taken at the centre of the plasma may not be representative of the plasma
properties at the edge.
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Figure 2.5: Comparison between the frequency dependence on the neutral number
density of the numerical simulation and experimental results of [75]. Nu-
merical number density is on the bottom axis and extrapolated experi-
mental number density is on the top x-axis.
Experimental results [75] show a well-defined pressure regime between 3 and 23mTorr
where the instability occurs. The numerical simulation does not show any defined pressure
range of operation. At these regime boundaries there must be a change in the system not
accounted for in the simulation. This could be a change in relative particle abundances
resulting in a change of the dominant reaction.
There are three central parameters in the simulation: the neutral number density, the
electron temperature(Te) and the electric field strength.
Variation in the neutral number density shows the pressure dependence of the instability.
The electron temperature is a constant during the simulation and fixes the values of the
rate coefficients. The frequency of the instability is mostly insensitive to changes in the
electron temperature. Variations of 25% in Te produced no significant change in simulation
output compared with sensitivity to the neutral number density. The variation of the rate
coefficients over the temperature range 3 to 4eV is shown in figure 2.6. The numerical
simulation of the attachment-detachment cycle shows the cycle is dominated by the at-
tachment timescale. Over the temperature range the attachment and recombination rate
coefficients vary by less than 15%. However, across the range of experimental pressures
the neutral number density varies by a factor ∼ 25 to produce the instability frequency;
marginal variations in the rate coefficients, resulting from temperature fluctuations, are not
significant in deciding the instability frequency. The rate coefficients (ki) are used in the
simulation to evaluate equations (2.2-2.5); it is the product king which affects the period
of the instability. The variation in number density dominates this product.
The electric field strength can also be varied. This parameter also changes the frequency
of the instability: increasing the electric field strength decreases the frequency of the in-
stability. An increased electric field strength results in a higher electron speed and more
free electrons in the detachment phase, the time required to attach the electrons increases.
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Figure 2.6: Rate coefficients as a function of electron temperature normalised to their
values at 4eV.
Consequently this parameter can change the number density at which the simulated insta-
bility frequency matches the experimental frequency. Under the simple approximations in
this model the electric field required to achieve the correct frequency at the experimental
number density causes the system to become relativistic violating the initial assumptions.
For consistency with the experimental setup the electric field should be no greater than 1
kVm−1.
Figure 2.7 shows the time variations of each of the species and the electric field, and the
detail of the electric field penetration can be seen in figure 2.8. We note that the variation
in the electron and negative ion number densities are anti-correlated as reported in Corr et
al. [75]. The number densities calculated here cannot be compared to the experimentally
measured values because the point simulated here is not in the plasma bulk where the
experimental measurements are made.
2.4.3 Discussion of zero-dimensional model results
The numerical model shows that a simple physical process can explain the unstable be-
haviour found in electronegative discharges. With the exception of the neutral gas, which
is inferred to be significantly different from the experimentally measured one, the number
densities are consistent with the values measured experimentally. The neutral gas number
density enters the simulation in two key areas: the requirement for electron cooling via
neutral interactions (bottom graph of figure 2.8), and the electron attachment process that
forms negative ions (rising phases in the second from top plot of figure 2.7). If the neutral
density implied by the experimental measurement is used in the simulations, the simulated
instability frequencies in the pressure range are considerably different.
There may be several underlying causes for this discrepancy:
• the reliance on a total momentum transfer cross-section to remove energy from the
electrons may be too simplistic - in fact there may be additional mechanisms asso-
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as the electric field penetrates the plasma. The rate coefficients in the
second plot are not to scale, this only shows when each of the constants
is ‘switched on’.
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ciated with the experiment that impact on electron energy loss rates which are not
included in this simple model;
• there may be more than one simultaneous underlying cause of the instability, where
our model addresses only the effect at the plasma edge where the electron density is
low;
• the step-function approximation of cross-sections may be too unsophisticated;
• the pressure measurements may not be reflecting the true situation near the plasma
edge, where our model is valid.
The plasma pressure measurements [75] and the experimental data [93] (table 2.4) may
not reflect the ambient conditions near the plasma edge, especially if the electronegative
plasma is strongly structured, with higher negative ion density in the plasma interior. The
fact that the simulations recover the observed phenomena in aspects other than the neutral
number density at the edge suggests that there is merit in the simple plasma physics which
the model seeks to represent, but that additional insight into related neutral edge effects
may be required in a more complete description.
2.5 Analytic model
The numerical model presented in section 2.4 makes a number of assumptions about the
discharge to allow the system to be reduced to a small number of differential equations
which can numerically evaluated. Making a few more assumptions reduces the system such
that an analytic solution of the instability period can be determined.
2.5.1 Analytic model construction
The proposed mechanism is driven by the changing electron number density. Clearly the
other species, the ions and neutrals, play an important role in determining the rate of
change of the electron density. Assuming that only the electron number density varies and
the number densities of the negative ion, positive ion and neutral gas are fixed we can
find an expression for the instability period. This assumption is motivated by the results
from the simulation where the variations in the ion and neutral densities are very small
compared to their actual values, i.e.
n˙s
ns
≈ 0, where s = −,+, g. (2.47)
This assumption reduces equations (2.2–2.5) to:
n˙e = βngne + δn−ne − αngne − γn+ne (2.48)
n˙g = 0 (2.49)
n˙− = 0 (2.50)
n˙+ = 0 (2.51)
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where as before ne, ng, n−, n+ are the electron, neutral gas, negative ion and positive
(molecular) ion number densities and their time derivatives denoted by n˙s. β, δ, α, γ
are rate coefficients for impact ionisation, electron detachment from negative ions, electron
attachment to neutral species and recombination of electrons and positive ions respectively.
It is further assumed that the electric field is ‘switched’ on and off instantaneously.
As before, the rate coefficients are expressed as Heaviside Step functions (2.23) where
the values are determined by the rate coefficients and the step are defined by the threshold
speeds. Re-arranging (2.48)
n˙e = ne(βng + δn− − αng − γn+) (2.52)
n˙e = neR(v) (2.53)
where R(v) is piecewise constant
R(v) =

−αng − γn+ if v 6 vγ ,
−αng if vγ < v 6 vδ,
δn− − αng if vδ < v 6 vα,
δn− if vα < v 6 vβ,
βng + δn− if vβ < v.
(2.54)
Here the order of the speed thresholds corresponds to the Oxygen reaction set. This
ordering may be different for another type of gas. Equation (2.53) can be easily solved in
each of the speed intervals
n˙e = neR(v) (2.55)∫
dt =
1
R(v)
∫
dne
ne
(2.56)
ti − ti−1 = 1
R(v)
log
(
nei
nei−1
)
. (2.57)
For ease of notation from now on the five different vales of R(v) will be defined as:
R1 = −αng − γn+ (2.58)
R2 = −αng (2.59)
R3 = δn− − αng (2.60)
R4 = δn− (2.61)
R5 = βng + δn−. (2.62)
The equation of motion for the speed of the electrons (2.24) can be defined when the
electric field is impinging and when it is excluded
v˙ = emE − νv (Field impinging) (2.63)
v˙ = −νv (Field excluded). (2.64)
In subsequent expressions E0 = emE for notational ease.
The solution to equation (2.63) when the electric field is on is∫
dt =
∫
dv
E0 − νv (2.65)
ti − ti−1 = 1
ν
log
(
E0 − νvi−1
E0 − νvi
)
(2.66)
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ti t0 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10
ne(t) n∗e ne1 ne2 nemin ne4 n∗e ne6 nemax ne8 ne9 n∗e
v(t) vmin vγ vδ vα vβ vmax vβ vα vδ vγ vmin
Table 2.5: Table of boundary conditions for the instability cycle when R3 is attach-
ment dominated.
and when the electric field is zero the solution to equation (2.64) is∫
dt =
∫
dv
−νv (2.67)
ti − ti−1 = 1
ν
log
(
vi−1
vi
)
(2.68)
The expressions (2.57), (2.66) and (2.68) completely describe the evolution of the electron
density and speed. To be able to write down an expression for the instability period the
boundary conditions of each speed interval are required. Firstly, there are three different
cases for the number density evolution: one where R3 is attachment dominated i.e. R3 < 0;
another when R3 is detachment dominated i.e. R3 > 0 and finally where both processes
are balanced equally i.e. R3 = 0. The final case is not considered here because it is very
unlikely. The cases are treated differently as the sign of R3 determines when the maximum
and minimum values of the electron number density occur.
R3 < 0 case
Table 2.5 shows the boundary conditions at each time, figure 2.9 shows the evolution of
electron speed and number density schematically.
Substituting the appropriate boundary conditions to the equations (2.63) or (2.64) and
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Figure 2.9: Diagram showing the evolution of the electron speed and number density
during the instability cycle. The diagram is not to scale. The different
evolutions of the electron number density for the cases of R3 > 0 and
R3 < 0 are shown by the blue and red lines respectively.
(2.48), giving expressions for the time of each interval:
t1 − t0 = 1
ν
log
(
E0 − νvmin
E0 − νvγ
)
=
1
R1
log
(
ne1
n∗e
)
(2.69)
t2 − t1 = 1
ν
log
(
E0 − νvγ
E0 − νvδ
)
=
1
R2
log
(
ne2
ne1
)
(2.70)
t3 − t2 = 1
ν
log
(
E0 − νvδ
E0 − νvα
)
=
1
R3
log
(
nemin
ne2
)
(2.71)
t4 − t3 = 1
ν
log
(
E0 − νvα
E0 − νvβ
)
=
1
R4
log
(
ne4
nemin
)
(2.72)
t5 − t4 = 1
ν
log
(
E0 − νvβ
E0 − νvmax
)
=
1
R5
log
(
n∗e
ne4
)
(2.73)
t6 − t5 = 1
ν
log
(
vmax
vβ
)
=
1
R5
log
(
ne6
n∗e
)
(2.74)
t7 − t6 = 1
ν
log
(
vβ
vα
)
=
1
R4
log
(
nemax
ne6
)
(2.75)
t8 − t7 = 1
ν
log
(
vα
vδ
)
=
1
R3
log
(
ne8
nemax
)
(2.76)
t9 − t8 = 1
ν
log
(
vδ
vγ
)
=
1
R2
log
(
ne9
ne8
)
(2.77)
t10 − t9 = 1
ν
log
(
vγ
vmin
)
=
1
R1
log
(
n∗e
ne9
)
. (2.78)
The time intervals t1 → t4 and t6 → t9 can be easy evaluated using the expressions
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involving the collision frequency and threshold speeds as these are known quantities
t4 − t1 = 1
ν
log
(
E0 − νvγ
E0 − νvβ
)
(2.79)
t9 − t6 = 1
ν
log
(
vβ
vγ
)
. (2.80)
Expressions for the remaining times can be found by considering the times as a function
of number density. Note that the instability cycle is periodic so t0 = t10 and then
(t1 − t0) + (t10 − t9) = t1 − t9 = 1
R1
log
(
ne1
ne9
)
. (2.81)
Both ne1 and ne9 are unknowns. Using the middle and RHS equations of (2.70) and (2.71)
an expression for ne1 can be written:
1
ν
log
(
E0 − νvδ
E0 − νvα
)
=
1
R3
log
(
nemin
ne2
)
(2.82)
ne2 = nemin
(
E0 − νvα
E0 − νvδ
)R2
ν (2.83)
1
ν
log
(
E0 − νvγ
E0 − νvδ
)
=
1
R2
log
(
ne2
ne1
)
(2.84)
ne1 = ne2
(
E0 − νvδ
E0 − νvγ
)R2
ν (2.85)
= nemin
(
E0 − νvα
E0 − νvδ
)R2
ν
(
E0 − νvδ
E0 − νvγ
)R2
ν (2.86)
Similarly for ne9 with and equations (2.77) and (2.76)
1
ν
log
(
vα
vδ
)
=
1
R3
log
(
ne8
nemax
)
(2.87)
ne8 = nemax
(
vα
vδ
)R3
ν (2.88)
1
ν
log
(
vδ
vγ
)
=
1
R2
log
(
ne9
ne8
)
(2.89)
ne9 = ne8
(
vδ
vγ
)R2
ν (2.90)
= nemax
(
vα
vδ
)R3
ν
(
vδ
vγ
)R2
ν . (2.91)
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Thus,
t1 − t9 = 1
R1
log
(
ne1
ne9
)
(2.92)
=
1
R1
log
{
nemin
nemax
(
vδ
vα
.
E0 − νvδ
E0 − νvγ
)R2
ν
(
vγ
vδ
.
E0 − νvα
E0 − νvδ
)R3
ν
}
. (2.93)
The final expression for the remaining time, t4 → t6, is
t6 − t4 = (t6 − t5) + (t5 − t4) = 1
R5
log
(
ne6
ne4
)
(2.94)
both ne6 and ne4 are unknown. The middle and RHS of (2.75) can be used to write an
expression for ne6
1
ν
log
(
vβ
vα
)
=
1
R4
log
(
nemax
ne6
)
(2.95)
ne6 = nemax
(
vβ
vα
)R4
ν . (2.96)
Using the middle and RHS of (2.72) ne4 can be expressed as
1
ν
log
(
E0 − νvα
E0 − νvβ
)
=
1
R4
log
(
ne4
nemin
)
(2.97)
ne4 = nemin
(
E0 − νvα
E0 − νvβ
)R4
ν . (2.98)
Thus the expression for time t4 → t6 is
t6 − t4 = 1
R5
log
{
nemax
nemin
(
vβ
vα
.
E0 − νvβ
E0 − νvα
)R4
ν
}
. (2.99)
Finally, the expression for the period of the instability in the attachment dominated
(R3 < 0) case is given by:
T =
1
R1
log
{
nemin
nemax
(
vδ
vα
.
E0 − νvδ
E0 − νvγ
)R2
ν
(
vγ
vδ
.
E0 − νvα
E0 − νvδ
)R3
ν
}
(2.100)
+
1
ν
log
(
E0 − νvγ
E0 − νvβ
)
(2.101)
+
1
R5
log
{
nemax
nemin
(
vβ
vα
.
E0 − νvβ
E0 − νvα
)R4
ν
}
(2.102)
+
1
ν
log
(
vβ
vγ
)
. (2.103)
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ti t0 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10
ne(t) n∗e ne1 nemin ne3 ne4 n∗e ne6 ne7 nemax ne9 n∗e
v(t) vmin vγ vδ vα vβ vmax vβ vα vδ vγ vmin
Table 2.6: Table of boundary conditions for the instability cycle when R3 is detach-
ment dominated.
R3 > 0 case
Table 2.6 shows the boundary conditions at each time, 2.9 shows the evolution of electron
speed and number density schematically.
Substituting the appropriate boundary conditions into the equations (2.63) or (2.64) and
(2.48), resulting in expressions for the time of each interval:
t1 − t0 = 1
ν
log
(
E0 − νvmin
E0 − νvγ
)
=
1
R1
log
(
ne1
n∗e
)
(2.104)
t2 − t1 = 1
ν
log
(
E0 − νvγ
E0 − νvδ
)
=
1
R2
log
(
nemin
ne1
)
(2.105)
t3 − t2 = 1
ν
log
(
E0 − νvδ
E0 − νvα
)
=
1
R3
log
(
ne3
nemin
)
(2.106)
t4 − t3 = 1
ν
log
(
E0 − νvα
E0 − νvβ
)
=
1
R4
log
(
ne4
ne3
)
(2.107)
t5 − t4 = 1
ν
log
(
E0 − νvβ
E0 − νvmax
)
=
1
R5
log
(
n∗e
ne4
)
(2.108)
t6 − t5 = 1
ν
log
(
vmax
vβ
)
=
1
R5
log
(
ne6
n∗e
)
(2.109)
t7 − t6 = 1
ν
log
(
vβ
vα
)
=
1
R4
log
(
ne7
ne6
)
(2.110)
t8 − t7 = 1
ν
log
(
vα
vδ
)
=
1
R3
log
(
nemax
ne7
)
(2.111)
t9 − t8 = 1
ν
log
(
vδ
vγ
)
=
1
R2
log
(
ne9
nemax
)
(2.112)
t10 − t9 = 1
ν
log
(
vγ
vmin
)
=
1
R1
log
(
n∗e
ne9
)
. (2.113)
A similar process to that in section 2.5.1 must be carried out to determine the expression
for the instability period in the detachment dominated regime, the details of this are
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omitted for this case. The period of the instability when R3 > 0 is given by
T =
1
R1
log
{
nemin
nemax
(
vγ
vδ
.
E0 − νvδ
E0 − νvγ
)R2
ν
}
(2.114)
+
1
ν
log
(
E0 − νvγ
E0 − νvβ
)
(2.115)
+
1
R5
log
{
nemax
nemin
(
vδ
vα
.
E0 − νvα
E0 − νvδ
)R3
ν
(
vα
vβ
.
E0 − νvβ
E0 − νvα
)R4
ν
}
(2.116)
+
1
ν
log
(
vβ
vγ
)
. (2.117)
2.5.2 Application of analytic expression to Oxygen discharge
Table 2.7 shows the data used to evaluate the analytic expression. Most of the values used
in the calculation of the instability period are the same as those used or derived in the
numerical model. The ratio of maximum to minimum electron number density is taken
from Corr [75]. Figure 2.10 compares the analytic solution to the experimentally measured
frequency. The dominant term in the period is the first term representing the time t9 → t1
where the recombination reaction occurs.
Parameter Value
Te 4eV
E0 518 Vm−1
mean speed 1.19× 106ms−1
mean σm 6.63× 10−20m2
Ionisation threshold energy 13eV
Detachment threshold energy 3.5eV
Attachment threshold energy 8eV
Recombination threshold energy 1eV
n− 1× 10−16m−3
n+ 1× 10−16m−3
nemin
nemax
0.92
Table 2.7: Table of data for the analytic expression.
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Figure 2.10: Comparison of experimentally measured and analytically calculated in-
stability frequency.
2.5.3 Discussion of results from analytic model
The results from the analytically derived period are in good agreement with the experi-
mental results from Corr [75]. The analytic and experimental frequencies disagree by a
factor of approximately 2 for across the pressure range. The analytic expression does not
predict the range of pressures the instability exists in. This is clearly a effect that has
not been taken into account in the model equation or the input data as the range is not
produced by the numerical work either.
2.6 Conclusion
The numerical and analytic simulations have shown that a simple physics model can cor-
rectly predict the essential aspects of the electronegative instability, without reference to
the reactor geometry or the electrical circuit for the case of a pure oxygen discharge.
This model of the electronegative instability relies on the transparency of the plasma
to the driving electric field: as the local electron number density drops (via the formation
of negative ions) the electric field is able to penetrate further into the boundary layer,
energising the remaining free electrons and leading to the break-up of the negative ions and
an increase in the electron number density. The electric field is then expelled and the cycle
repeats. This is clearly an edge plasma effect, and is corroborated by direct experimental
measurements of emission at the plasma boundary which shows that the plasma contracts
and expands on the same timescale as the pulsed emission. This strongly suggests that the
mechanism described here is at least contributing to the overall behaviour; there may be
other unrelated effects occurring in the plasma volume that are not addressed here.
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2.6.1 Comparison of numerical and analytic results
The discrepancy in the number density found in the numerical work is not found in the
analytic work. This is due to the initial values used in the analytic model. The analytic
expression requires the ratio of minimum to maximum electron number density and this
is calculated from experimental data. The instability period is very sensitive to this value.
It describes the amplitude of the oscillation in the electron number density. The numerical
model calculates the amplitude self-consistantly and cannot support a large enough ampli-
tude at the desired pressure (cf. numerical ratio ≈ 0.99 and experimental ratio ≈ 0.92.)
The numerical model has the benefit of being able to predict where the instability may
exist, the analytic expression requires information about the amplitude of the instability
from experimental data to calculate the frequency of the oscillations. The analytic model
cannot predict unstable regimes but it does show that the physical model presented here
is relevant.
2.6.2 Comparison to previous results
Our model shows that a very simple physical concept can reproduce the basic aspects of
the electronegative instability of the inductive discharge of Corr et al. [75], assuming that
edge effects are important.
There are existing models that might explain this electronegative instability, as discussed
in section 2.1.2, which raises the question why another would be required? The model
originally proposed by Lieberman et al. [82] depends on the transition between E and H
power coupling modes however, instabilities have been reported when the power is coupled
entirely inductively [75] and entirely capacitively [74]. The model described here is not
intended to replace existing descriptions. In fact, the E-to-H transition concept is similar
to the model presented here; the strength of the electric field changes depending on the
value of the electron number density. In the Lieberman model the electric field changes
between capacitive and inductive modes whereas in the model described here it is simply
‘on’ and ‘off’.
Electronegative instabilities are also found in purely capacitively coupled discharges,
these have been investigated by Descoeudres et al. [74]. In their model the instability is
caused by the temperature dependence of the rate coefficients. This instability has the
potential to be active throughout the plasma volume in a capacitive set-up, so long as the
electron temperature fulfils the given criteria in (2.1). Our model depends on decreasing the
electron number density so that the penetration of the electric field increases, corresponding
to the experimental results shown in 2.2.
Although the onset of the instability is triggered by a positive feedback mechanism acting
due to the temperature drift, there is no end-process identified, i.e. how do you stop the
plasma quenching? The stability ratio for Oxygen gives a threshold of 3.9eV; below this
threshold the positive feedback mechanism is active. While the positive feedback occurs
the temperature continues to drop and there seems no way for the process to enter the
stable region again. Presumably the process is halted by the influx of energy from the RF
driving system, which heats the electrons above the instability threshold. In this respect,
the mechanism in [74] is not unlike the attachment-detachment cycle discussed in this
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chapter, in that the power injected into the plasma plays a critical role in ‘resetting’ the
conditions.
As a final observation, it may be possible to reverse engineer the physical processes here to
infer new cross-section data for gas species. The energy dependence of many cross-sections
is disputed or unknown; however competing reaction cross-sections play a critical role in the
electronegative instability described in this paper. An experimental measurement of the
instability frequency could be used as input to a numerical model. Selecting a particular
cross-section to be an independent variable and requiring the simulation to produce the
measured instability frequency would allow the energy dependence of the reaction cross-
section to be investigated. This technique could be used as verification of other cross-section
measurement techniques or as an independent method to measure reaction cross-sections.
Chapter 3
Particle model
3.1 Introduction
The aim of this chapter is to introduce a particle model which will be used to simulate
two different plasmas. This particle model is similar to the Particle-in-Cell method (see
section 1.4.4), with one exception: in this particle model each simulation particle represents
one real particle [96]. There are no super-particles in this model.
The structure of the particle model will be outlined here and the basic components will
be presented. Two of the most important elements: the potential field solver and the
Monte-Carlo collision routine are discussed in chapters 4 and 5 respectively.
3.2 To mesh or not to mesh?
One of the first decisions when implementing a plasma model is whether to use a mesh or
not. Particle models can be divided into three categories [49]: particle-particle, particle-
mesh and particle-particle–particle-mesh. In a particle-particle model the force on a par-
ticle is calculated by evaluating Coulomb’s law for every other particle. The calculation
of the force, for all particles, requires approximately O(N2p ) calculations where Np is the
number of particles. For large numbers of particles this method takes a long time to com-
pute. There are efficient algorithms which evaluate the force on a particle by particle basis.
Tree codes [97] are used in cosmological simulations. In this method groups of particles at
a distance are considered as a single mass. This method is discussed in slightly more detail
in the final chapter.
In the particle-mesh method the potential is calculated on a mesh and the force on
a particle is calculated from the mesh values. The continuous differential in Poisson’s
equation is approximated on a grid, which allows the potential to be solved. The calculation
of the force on a particle becomes a three step process:
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• Calculate the charge density by assigning the charged particles to the mesh (see
section 3.4).
• Calculate the electric potential by solving Poisson’s equation on the mesh (see chap-
ter 4)
• Calculate the force on each particle from the electric potential (see section 3.4)
The number of operations to calculate the force on the particles using a mesh depends
on both the number of particles and the number of grid points (Ng). The number of op-
erations required to solve Poisson’s equation varies between methods; an operation count
of O(Ng log2Ng) is a reasonable estimation. The whole process of calculating the force
requires approximately O(Np + Ng log2Ng) operations. For a 1003 grid containing one
million particles the mesh based method requires approximately a factor of 106 less oper-
ations than a particle-particle model. Introducing a mesh smoothes the potential over a
grid spacing and consequently features smaller than a grid spacing cannot be represented.
The particle-particle–particle-mesh (P3M) method is a combination of the previous two
methods. The force on a particle is split into short and long range components. Short range
forces are calculated on a particle-particle basis and the long range forces from a mesh. The
number of operations for the P3M method is approximately O
(
Np(1 + γNp) +Ng log2Ng
)
where the γNp term is the number of neighbours. This is the number of particles evaluated
using the particle-particle method.
A particle-mesh method is chosen for the particle model. This method provides a sig-
nificant speed advantage over the particle-particle method. It also requires less operations
than the P3M method and is easier to implement. Solving the potential on a mesh re-
quires boundary conditions which can be used to describe the applied field easily and
self-consistently.
3.3 Densities in two-dimensions
Two versions of the particle model have been constructed: the first is a purely two-
dimensional, and the second is a full three-dimensional model. In the two-dimensional
model the particle positions and velocities are restricted to a single plane. This means
that the charge distributions calculated in the two-dimensional model represent an infinite
column density. This density distribution will result in a electric potential proportional to
loge(r), where r is the distance from a particle. In the three-dimensional situation the po-
tential will be proportional to 1/r. No such assumptions are made in the three-dimensional
model.
3.4 Interpolation to and from a mesh
In the particle model the particle positions are allowed to be continuous across the compu-
tational domain. The fields are defined at the nodes of the mesh. Mathematical functions
are required to transfer information from a discrete mesh to continuous positions and
vice-versa. These processes can be achieved using interpolation.
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Figure 3.1: Interpolation diagram
The most basic method is called nearest neighbour interpolation; the value is weighted
to, or taken to be, the nearest grid point. A better approximation is linear interpolation
where the distance between points is used in the calculation. Linear interpolation assumes
the data between two points can be represented by a straight line. In two- and three-
dimensions these methods are called bilinear and trilinear interpolation.
An intuitive example of how bilinear interpolation works is shown in figure 3.1. When
weighting the particle to the grid points, the largest weight is attributed to the nearest
grid point. In the example, the area “A” corresponds to corner “a”, similarly each of the
other areas corresponds to its opposite corner. This intuitive scheme can be expressed
mathematically. Suppose corner “a” has co-ordinates (xa, ya) and the remaining corners
follow the same pattern, then the value of the mesh function M at point (x, y) is
M(x, y) = (xc − x)(y − yc)M(xa, ya) + (x− xa)(y − yc)M(xb, yb) (3.1)
+(x− xa)(yb − y)M(xc, yc) + (xb − x)(ya − y)M(xd, yd). (3.2)
If the particle is to be weighted to the mesh then
M(xa, ya) = (xc − x)(y − yc)W (x, y) (3.3)
M(xb, yb) = (x− xa)(y − yc)W (x, y) (3.4)
M(xc, yc) = (x− xa)(yb − y)W (x, y) (3.5)
M(xd, yd) = (xb − x)(ya − y)W (x, y) (3.6)
where W (x, y) is the value at position (x, y). The method can easily be extended to
three-dimensions.
Using the same interpolation function for the calculation of the charge density and the
force on the particle ensures that the force of a particle on itself is zero [49].
Higher order interpolation techniques do exist: polynomial, spline or gaussian. These
higher order techniques incur an extra computational cost.
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3.5 Integration of particle motion
The motion of the individual particles is described by the Lorentz equation,
dv
dt
=
q
m
(E + v ×B), (3.7)
and
dx
dt
= v (3.8)
where v is the velocity of the particle, dv/dt is the rate of change of velocity, q is the
particle charge, m is the particle mass, E and B are the electric and magnetic fields at
the particle position. The Lorentz equation is an ordinary differential equation and can be
numerically integrated using the Runge-Kutta method.
For an ordinary differential equation of the form
dy
dt
= f(t, y) (3.9)
the simplest numerical integration scheme is the Euler method and it is given by
y(t+ h) = y(t) + hf(t, y(t)) (3.10)
where h is one step of the Euler method. The Euler method is used to solve (3.8). The
Runge-Kutta method improves on the Euler method by adding a “trial” step. The deriva-
tive is evaluated at the midpoint of the interval. The fourth-order Runge-Kutta formula
[98] is
k1 = h f(t, y) (3.11)
k2 = h f
(
t+
1
2
h, y +
1
2
k1
)
(3.12)
k3 = h f
(
t+
1
2
h, y +
1
2
k2
)
(3.13)
k4 = h f
(
t+
1
2
h, y + k3
)
(3.14)
y(t+ h) = y(t) +
1
6
(k1 + 2k2 + 2k3 + k4) (3.15)
The fourth-order Runge-Kutta method is constructed such that several error terms cancel,
leaving a error of O(h5). Higher order versions of the Runge-Kutta method exist but ratio
of the number of calculations to the order of the error increase i.e. more work is required
to achieve the desired accuracy.
3.6 Algorithm for the particle model
The algorithm for the particle model is
• Set the initial conditions: fix initial spatial and velocity distributions of
particles, set time step, number of steps and configure the potential field
solver.
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• Repeat the following steps to calculate the trajectories of the particles.
– Calculate the charge density, ρ, on the computational grid:
ρ = e(n+ − ne) (3.16)
where e is the electron charge, n+ is the positive ion density and ne is
the electron density. The particle densities are calculated by weighting
each particle to its surrounding grid points, this is achieved through
interpolation.
– The electric potential, φ, is calculated by solving Poisson’s equation,
∇2φ = ρ
ε0
, (3.17)
where ∇2 is the Laplace operator and ε0 is the permittivity of free
space. See chapter 4 for further details.
– Take the gradient of the potential to get the electric field
E = −∇φ (3.18)
– Determine the new velocity of each particle. Evaluate (3.7) using the
fourth-order Runge-Kutta method.
– Calculate the effects of collisions on the velocities of the particles and
the number of each species. See chapter 5 for further details.
– Update the particle positions using (3.8).
• Periodically write diagnostic data to file: particle densities, energy distri-
butions, potential field.
• Return to start of loop.
Only the current particle positions and velocities are stored. When the new properties
are calculated the initial position and velocities are replaced.
3.7 Electron subcycling
The different masses of the electron and ion mean that the timescales relevant for their
motions are different. The lighter electrons move on a much shorter timescale than the ions
can. Ions do not travel far on the electron timescale. One way to reduce the computation
load is to have a different time step for the electrons and ions. This technique is called
electron subcycling or time cycling [48]. For every ion time cycle the electron motion is
updated many times. These subcycles have a shorter time step. In this particle model
there are twenty electron subcycles per ion timestep.
Chapter 4
Poisson solver
4.1 Finite difference representation
The differential form of Gauss’s Law is
∇ ·E = ρ
ε0
(4.1)
where ∇ is the gradient operator, ε0 is the permittivity of free space, E is the electric field
vector and ρ is the free charge density. The electric field is the negative gradient of the
electric potential, φ:
E = −∇φ. (4.2)
Substituting (4.2) into (4.1) gives
∇2φ = − ρ
ε0
, (4.3)
this is Poisson’s equation. The differential operator, sometimes called the Laplace operator,
in Cartesian coordinates is
∇2 = ∂
2
∂x2
+
∂2
∂y2
+
∂2
∂z2
. (4.4)
Poisson’s equation is a second order partial differential equation. There are some situa-
tions where it can be solved analytically. However, these mostly require the use of symmetry
to reduce the difficulty. To evaluate this function numerically the partial derivatives can
be approximated with finite differences. For a second order differential the centred finite
difference approximation is
∂2
∂x2
f ≈ f(x+ ∆x)− 2f(x) + f(x−∆x)
(∆x)2
(4.5)
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thus (4.4) can be approximated by
∇2f ≈ f(x+ ∆x, y, z) + f(x−∆x, y, z)− 2f(x, y, z)
(∆x)2
+
f(x, y + ∆y, z) + f(x, y −∆y, z)− 2f(x, y, z)
(∆y)2
+
f(x, y, z + ∆z) + f(x, y, z −∆z)− 2f(x, y, z)
(∆z)2
. (4.6)
If the coordinates are changed to array indices such that f(x, y, z) = fijk and the mesh
spacing is set to be equal in all directions(h = ∆x = ∆y = ∆z), then the operator is
∇2f = fi+1jk + fi−1jk + fij+1k + fij−1k + fijk+1 + fijk−1 − 6fijk
h2
. (4.7)
Thus the finite difference approximation of Poisson’s equation is
φi+1jk + φi−1jk + φij+1k + φij−1k + φijk+1 + φijk−1 − 6φijk
h2
=
ρijk
ε0
(4.8)
4.2 Boundary conditions
There several boundary conditions which are relevant for plasma physics. Laboratory
plasmas are typically produced inside a discharge vessel which will include conducting walls,
electrodes and/or dielectric barriers. Also the vessel may be open to the atmosphere or be
part of an array of devices. All of these boundary types must be represented numerically
for the field to be solved on the computational domain.
4.2.1 Dirichlet boundaries
Conducting boundaries, internal electrodes and boundary electrodes require a fixed po-
tential this can be achieved by using Dirichlet boundary conditions. They can be simply
expressed as
φijk = Vijk (4.9)
where V is a prescribed constant and (i, j, k) is the index of a point on the boundary.
4.2.2 von Neumann boundaries
If the physical boundary can be considered far away from the computational edge von
Neumann boundary conditions can be used. The von Neumann boundary prescribes the
value of the gradient of the function normal to the boundary. Prescribing the gradient g
at the boundary is given by
∇φ · n = g (4.10)
where n is the normal vector to the boundary. The most common method of representing
a Neumann boundary condition is to introduce ghost points. A one dimensional system is
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considered to illustrate the process. Consider a computational domain extending from 1
to N . Setting both boundaries as Neumann boundaries and adding ghost points at 0 and
N + 1 the system of equations is
φ2 − φ0
2h
= g0 if i = 0, (4.11)
φi+1 + φi−1 − 2φi
h2
=
ρi
ε0
if i ∈ [1, N ] (4.12)
φN−1 − φN+1
2h
= gN if i = N + 1 (4.13)
The ghost points can be eliminated by altering the finite difference equation at the
boundary points. Equation (4.11) can be rearranged to give an expression for φ0
φ0 = φ2 − 2hg0 (4.14)
this expression can be substituted into (4.12) where i = 1
2φ2 − 2hg0 − 2φ1
h2
=
ρ1
ε0
(4.15)
A similar treatment for the second boundary gives the following system of equations
2φ2 − 2φ1
h2
=
ρ1
ε0
+
2g0
h
for i = 1, (4.16)
φi+1 + φi−1 − 2φi
h2
=
ρi
ε0
for i ∈ [2, N − 1] (4.17)
2φN−1 − 2φN
h2
=
ρN
ε0
+
2gN
h
for i = N (4.18)
4.2.3 Periodic boundaries
If a small volume of the overall plasma is to be simulated and the surrounding plasma can
be considered to have the same properties or the device is part of an array of many devices
periodic boundaries may be required. Using the one dimensional example from above a
periodic boundary condition can be satisfied by setting φ0 = φN and φN+1 = φ1 this gives
the equations
φ2 + φN − 2φ1
h2
=
ρ1
ε0
if i = 1, (4.19)
φi+1 + φi−1 − 2φi
h2
=
ρi
ε0
if i ∈ [2, N − 1] (4.20)
φ1 + φN−1 − 2φN
h2
=
ρN
ε0
if i = N + 1 (4.21)
4.2.4 Dielectric interfaces
The inclusion of dielectric walls in the computational domain can be achieved by altering
the finite difference equation (4.8) to include spatially varying values of the dielectric con-
stant ε. Figure 4.1 shows the intersection of four different dielectrics on a two dimensional
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Figure 4.1: Diagram showing labelling of points for potential and dielectrics.
mesh. The dielectrics are defined at the cell centres and the values of the potential (and
charge density) are defined on the vertices. The mean values of the permittivity along each
mesh line are used. Thus the two dimensional Poisson’s equation with a varying dielectric
constant is [99]
(εij + εij−1)(φi+1j − φij)
2h2
+
(εi−1j + εi−1j−1)(φi−1j − φij)
2h2
+
(εi−1j + εij)(φij+1 − φij)
2h2
+
(εij−1 + εi−1j−1)(φij−1 − φij)
2h2
= ρij . (4.22)
Re-expressing gives
(εij + εij−1)φi+1j + (εi−1j + εi−1j−1)φi−1j + (εi−1j + εij)φij+1
+(εij−1 + εi−1j−1)φij−1 − 2(εij + εij−1 + εi−1j + εi−1j−1)φij = 2h2ρij (4.23)
4.3 Numerical methods
There are many different methods that can be used to solve the finite difference formu-
lation of Poisson’s equation. The methods can be split into two categories: iterative and
direct. Iterative solvers continually refine an approximate solution until the approximation
converges to the solution. Direct methods solve the field in a single step. A good overview
of various solution techniques can be found in Hockney and Eastwood [49]. The Multigrid
technique that follows is not included in that discussion.
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4.4 Iterative methods
4.4.1 Linear systems
The finite difference equations describing Poisson’s equation on a computational mesh can
be written as a linear system of equations. To illustrate, consider the one dimensional case
with N grid points and Dirichlet boundary conditions at both ends. The problem is fully
described by
φ1 = V1 if i = 1, (4.24)
φi+1 + φi−1 − 2φi
h2
=
ρi
ε0
if i ∈ [2, N − 1] (4.25)
φN = VN if i = N (4.26)
This set of equations can be written as a linear system
1
h2

h2
1 −2 1
1 −2 1
. . .
1 −2 1
1 −2 1
h2

.

φ1
φ2
φ3
...
φN−2
φN−1
φN

=
1
ε0

ε0V1
ρ2
ρ3
...
ρN−2
ρN−1
ε0VN

.
The matrix of finite difference coeficients in the one-dimensional case is tridiagonal, i.e.
the only non-zero elements are those on the main diagonal and the first diagonals above
and below. The linear system can be written in matrix notation as
L · φ¯ = ρ¯ (4.27)
where φ¯, ρ¯ and L are the electric potential vector, charge density vector and an N × N
matrix of finite difference coefficients respectively. The constants h2 and ε0 have been
absorbed in the matrix and the charge density for notational convenience. Two and three
dimensional problems can also be cast as linear systems, for example a two dimensional
system (of size Nx, Ny) with Dirichlet boundaries would have the form
L2d · φ¯ = ρ¯ (4.28)
explicitly this is
1
h2

h2I
I L− 2I I
I L− 2I I
. . .
I L− 2I I
I L− 2I I
h2I

.

φ1,y
φ2,y
φ3,y
...
φNx−2,y
φNx−1,y
φNx,y

=
1
ε0

ε0V1,y
ρ2,y
ρ3,y
...
ρNx−2,y
ρNx−1,y
ε0VNx,y

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where I is the Ny × Ny identity matrix, L2d is a NxNy × NxNy block matrix, L has a
similar form as above and the potential and charge density variables take the form
βi,y =

βi,1
βi,2
...
βi,Ny−1
βi,Ny

At first glance, calculating the solution of the linear systems in (4.27) and (4.37) appears
trivial. Pre-multiplying through by the inverse of the matrix gives the solution
L−1 · L · φ¯ = L−1 · ρ¯ (4.29)
φ¯ = L−1 · ρ¯. (4.30)
To evaluate the solution φ¯ numerically the inverse of the matrix L must be calculated.
Determining the inverse of a matrix is the difficult part. There are an number of algorithms
that can be used to calculate a matrix’s inverse, such as: Gauss-Jordan elimination or LU
decomposition. For large values of Nx × Ny the calculation of the inverse matrix is very
slow.
Large linear systems are often solved iteratively. An approximation of the solution is
made and the finite difference equations are used to update each value in the solution. For
the interior points (4.8) the new approximation φ′ijk is
φ′ijk =
1
6
(
φi+1jk + φi−1jk + φij+1k + φij−1k + φijk+1 + φijk−1 − h2ρijk
)
(4.31)
where φxyz is the current approximation. The application of (4.31) is called a Jacobi
iteration.
Returning to the linear system, the matrix of finite difference coefficients can be split
into
L = A−B. (4.32)
This allows the linear system to be written as
Aφ−Bφ = ρ (4.33)
Aφ′ = Bφ+ ρ (4.34)
where φ′ is the new approximation and the vector notation θ¯ has been left out for notational
ease. We now have a new linear system with matrix A; solution φ′ and right hand side
Bφ + ρ. This linear system (4.34) can be made much easier to solve by splitting L such
that A is easily invertible. For the Jacobi iteration A is the diagonal of L.
The inverse of a triangular matrix is relatively easy to calculate. If A is set to be the
full lower triangular portion of L, i.e.
A =
{
Lij , when i 6 j,
0, when i > j
(4.35)
then B is the the strictly upper triangular portion of L. Figure 4.2 shows the entries in
the lower triangular, upper triangular and diagonal portions. This matrix splitting results
in a Gauss-Seidel iteration.
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
D U U U U
L D U U U
L L D U U
L L L D U
L L L L D

Figure 4.2: An example showing the entries in the strictly lower (L), diagonal (D)
and strictly upper (U) parts of a square matrix.
A useful variation of Gauss-Seidel is Successive-Over-Relaxation (SOR). The expression
for the updated approximation using SOR is
(D + ωL)φ′ =
(
D(1− ω)− ωU
)
φ+ ωρ (4.36)
where ω is a single value constant, D, L and U are the diagonal, strictly lower and strictly
upper parts of L. The choice of ω determines the convergence rate: the convergence rate
can be increased or decreased depending on the value of ω. The optimal value of ω is
dependent on the the matrix of finite difference coefficients L and the value of ρ.
There are more iterative methods [49] for the numerical solution of equations of the form
(4.27) but they will not be discussed here.
4.5 The Multigrid method
The problem with most iterative methods is that they converge slowly. They are good
at smoothing errors on small spatial scales but often fail at reducing large scale errors.
This can be seen by examining the expression of an iteration. The Jacobi iteration for
an interior grid point (4.31) shows that the new approximation of the solution of the grid
point depends only on the neighbouring points. The approximate solution at a point does
not explicitly depend on the boundary conditions or even on a point more than one grid
cell away. This means that the effects of boundary conditions and distant features of the
solution require many iterations to ‘propagate’ through the solution. The high spatial
frequency smoothing property of iterative methods will turn out to be very important.
Some iterative methods, such as conjugate gradients, reduce the error on multiple scales
but are still computationally intensive.
The next important idea is the approximation of smooth functions. A smoothly varying
quantity can be represented on a coarser scale with little loss in accuracy. Iterations carried
out on a coarse grid are less expensive in computational terms. These two ideas: smoothing
and coarse grid approximation form the basis of a fast and efficient numerical technique
called Multigrid. This method utilises smoothing on multiple scales to quickly reduce the
error in the approximation. The following description of the Multigrid method is based on
the books by Trottenberg et al. [100] and Briggs et al. [101].
The Multigrid method is a framework for the application of the iterative methods dis-
cussed earlier. It should not be confused with adaptive mesh refinement [102] where the
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computational domain contains meshes with different resolutions. Adaptive meshes can be
included a Multigrid implementation [100] but this is not a standard part of the Multigrid
method and will not be discussed here.
4.5.1 Mathematical primer
Before describing the details of the Multigrid method some mathematical definitions must
be made. Let
L · u = f (4.37)
be a linear system, where u and f are vectors of length n and L is an invertible n × n
matrix. The approximate solution of the linear system is defined to be
u˜ = u+ v, (4.38)
where v is called the correction and is simply the difference between the true solution u
and the approximate solution u˜. Another measurement of the error is the defect
d = f − L · u˜. (4.39)
Substituting the defect (4.39) into the expression for the linear system (4.37) gives
L · u = d+ L · u˜ (4.40)
L · (u− u˜) = d (4.41)
L · v = d. (4.42)
This re-expression of the original linear system is called the defect equation. It is no easier
to solve than the original linear system as it still requires the calculation of the inverse
matrix.
Stencil notation is often used when defining grid operators. It is an array representation
of the coefficients that are applied to the arguments. A general two dimensional stencil,
S, would be written as
S =
 si−1,j−1 si,j−1 si+1,j−1si−1,j si,j si+1,j
si−1,j+1 si,j+1 si+1,j+1
 . (4.43)
For example, the two-dimensional finite difference Poisson equation operator can be written
in stencil notation,
∇2u = − 1
h2
(ui−1,j + ui+1,j + ui,j−1 + ui,j+1 − 4ui,j), (4.44)
=
1
h2
 0 −1 0−1 4 −1
0 −1 0
ui,j , (4.45)
the array in (4.45) is the stencil of the operator. The centre point of the stencil gives
the coefficient of the point ui,j . The outside points of the stencil relate to the points
surrounding the point ui.j .
There are three main components of the Multigrid method: smoothing, restriction and
interpolation. The smoothing step has already been discussed in terms of iterative solvers
(e.g. jacobi (4.31) and Gauss-Seidel iterations). The smoothing of the errors is simply a
single iterative step. The process of transferring information from a fine mesh to a coarse
mesh is called restriction and interpolation is the inverse process.
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(a) Standard Coarsening (b) Semi-coarsening
Figure 4.3: The diagrams show examples of: a) standard coarsening, where the
mesh spacing is doubled in both directions; and b) semi-coarsening where
the mesh spacing has been doubled in only the x-direction, on a two-
dimensional grid. The black dots (•) represent the coarse grid points
and the intersections of each line are points on the fine mesh.
4.5.2 Grid coarsening
Before the restriction and interpolation operators van be defined the refinement between
grids must be chosen. The most basic strategy is standard coarsening; the grid spacing
is doubled in each direction, an example of standard coarsening is shown in figure 4.3(a).
Other types of coarsening are possible such as semi-coarsening which involves increasing the
grid spacing differently in at least one direction, see 4.3(b). Certain coarsening strategies
may be suited to particular problems, for example if the differential equation contains an
anisotropic term then semicoarsening along the preferred direction can aid the solution
process. In the following discussion and implementation of the Multigrid process standard
coarsening will be used.
4.5.3 The restriction operator
The restriction function maps information on a fine grid to a coarse grid. If xh and x2h
are some property on the fine and coarse mesh respectively then the restriction function,
R, is
x2h = R(xh). (4.46)
The simplest restriction operator is an injection operator where the values at the coarse
grid points are taken as the values at the coincident fine grid points. One of the most
common restriction operators is the Full Weighting operator which samples the fine points
surrounding the coarse grid point.
The one dimensional Full Weighting restriction stencil is
R1d = 14[1 2 1]. (4.47)
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The restriction stencil is applied to each fine grid point that coincides with a coarse grid
point, e.g.
x2i = R1dxi = (xi−1 + 2xi + xi+1)/4. (4.48)
The restriction stencil in an arbitrary number of dimensions can be constructed from the
tensor products of the one dimensional operator. Thus the two- and three-dimensional
restriction stencils are
R2d = 116
 1 2 12 4 2
1 2 1
 , (4.49)
and
R3d = 164

 1 2 12 4 2
1 2 1
 ,
 2 4 24 8 4
2 4 2
 ,
 1 2 12 4 2
1 2 1
 . (4.50)
A similar strategy of using tensor products can be used for points next to a boundary.
The one dimensional restriction operator at a boundary is
Rb1d =
1
4
[2 2]. (4.51)
The restriction operator at a corner is the tensor product of one-dimensional boundary
operators, for example the operator at a two-dimensional corner is
Rc2d =
1
16
[
4 4
4 4
]
, (4.52)
and at a two-dimensional boundary
rb2d =
1
16
 2 24 4
2 2
 . (4.53)
4.5.4 The interpolation operator
The interpolation function maps information on a coarse grid to a fine grid. For most cases
linear interpolation is a suitable choice for the transfer operator. For more complicated
systems of equation higher order interpolations may be desirable. Interpolation has already
been discussed in section 3.4. The same linear interpolation technique is used in the
Multigrid method. For completeness the interpolation function is explicitly stated again.
The interpolation function, I, is defined as follows
xh = I(x2h), (4.54)
where xh and x2h are the same variable defined on the fine and coarse grids respectively.
Consider the point xh(i, j, k) on the fine mesh. The subscript h denotes the mesh spacing
and i, j and k are the mesh indices. If the fine mesh point is coincident with a coarse mesh
point, i.e. i, j, k ∈ G2h, then the fine grid point takes the same value as the coarse grid
point. When the indices of the fine point are not coincident with any of the coarse mesh
indices then the value on the fine mesh is the mean of the surrounding eight coarse values.
Figure 4.4 shows a coarse mesh cell with the fine grid refinements. Equation (4.55) shows
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xy
z
Figure 4.4: The black dots (•) represent the coarse grid points and all the other
markers on the cube are points on the fine mesh. The markers at the
fine grid points correspond to the expression for the interpolated value
given in (4.55).
how trilinear interpolation is applied when transferring from a coarse (G2h) to a fine mesh
in three-dimensions
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xh(i, j, k) =

x2h(i, j, k), if i, j, k ∈ G2h (•)
1
2
(
x2h(i− h, j, k) + x2h(i− h, j, k)
)
, if j, k ∈ G2h (•)
1
2
(
x2h(i, j − h, k) + x2h(i, j + h, k)
)
, if i, k ∈ G2h (•)
1
2
(
x2h(i, j, k − h) + x2h(i, j, k + h)
)
, if i, j ∈ G2h (•)
1
4
(
x2h(i− h, j − h, k) + x2h(i+ h, j − h, k)
+ x2h(i− h, j + h, k) + x2h(i+ h, j + h, k)
)
, if k ∈ G2h ()
1
4
(
x2h(i− h, j, k − h) + x2h(i+ h, j, k − h)
+ x2h(i− h, j, k + h) + x2h(i+ h, j, k + h)
)
, if j ∈ G2h ()
1
4
(
x2h(i, j − h, k − h) + x2h(i, j + h, k − h)
+ x2h(i, j − h, k + h) + x2h(i, j + h, j + h)
)
, if i ∈ G2h ()
1
8
(
x2h(i+ h, j + h, k − h) + x2h(i+ h, j − h, k − h)
+ x2h(i− h, j + h, k − h) + x2h(i− h, j − h, k − h)
+ x2h(i+ h, j + h, k + h) + x2h(i+ h, j − h, k + h)
+ x2h(i− h, j + h, k + h) + x2h(i− h, j − h, k + h)
)
, if i, j, k 6∈ G2h (◦)
(4.55)
4.5.5 The Multigrid algorithm
Having defined the key components of the method, the Multigrid algorithm can be pre-
sented. The simplest Multigrid algorithm is the Two-grid correction scheme. This version
has little practical use as the reduction in computation offered by a single coarse grid is not
significant however, it is an instructive example to begin with. The steps are as follows:
• Smooth the solution on the finest grid by calculating a new approximation u˜h [see
(4.34)].
• Compute the defect on the finest grid: dh = fh − Lh · u˜h.
• Restrict the defect to coarser grid: d2h = R(dh).
– Calculate the correction (v2h) on the coarse grid by solving the defect equation:
L2h · v2h = d2h
– Interpolate the correction from the coarse grid to the fine grid: vh = I(v2h).
• Update the solution on the finest grid: u˜ = u˜+ vh
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• Smooth the solution.
The final step is another smoothing operation, this is to reduce the error introduced by
the interpolation on to the fine grid. The Multigrid algorithm is still an iterative solution
method, many iterations of the Two-grid correction scheme or any Multigrid process may
be required to reach convergence.
The generalisation to a true many grid Multigrid process is achieved by recognising that
the defect equation (4.42) has the same form as the original system of equations. This
similarity means that the defect equation can also be solved using a Two-grid correction
scheme, introducing a third grid. This recursion can be continued for many sets of defect
equations until the grid is small enough that the defect equation can be solved exactly in
a short amount of time.
The algorithm for a Multigrid cycle can now be written down. To simplify the naming
of the variables, the grid spacing notation is replaced with numbering of the grids from
coarsest (1) to finest (k). The existence of the grid transfer and the finite difference
operator, for each grid level, is assumed. The algorithm is:
Multigrid function: uk = fmg(k, γ, uk, Lk, fk, ν1, ν2)
1. Smoothing: carry out ν1 smoothing iterations.
2. Calculate the defect: dk = fk − Lk · u˜k
3. Restrict the defect to coarser grid: dk−1 = R(dk).
4. Calculate the approximate correction, vk−1, using the defect equation
Lk−1 · vk−1 = dk−1.
• If k = 1: Solve the defect equation directly.
• If k > 1: Use the Multigrid function γ times with a zero value ap-
proximation to solve for the correction:
vk−1 = fmg(k − 1, γ, 0, Lk−1, dk−1, ν1, ν2)
5. Interpolate the correction: vk = I(vk−1).
6. Apply the correction: uk = uk + vk.
7. Smooth the solution ν2 times.
The structure of the Multigrid cycle is controlled by the parameter γ. If γ = 1 then
the structure of the process is called a “V-cycle” and for γ = 2 the structure is called
a “W-cycle”. Figure 4.5 shows the structures of V- and W-cycles. The efficiency of the
Multigrid algorithm can be strongly influenced by the parameters γ, ν1 and ν2. There are
no single values of these parameters which provide the most efficient Multigrid algorithm.
The vaules of the parameters resulting in the most efficient solution depend on the linear
system being solved.
4.5.6 Finite difference operator
Section 4.4 showed how the system of finite difference equations representing the Poisson’s
equation on a grid could be written as a matrix. The interpolation and restriction operators
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Figure 4.5: Diagrams showing V-cycles and W-cycles.
can also be written as matrices. The coefficients of theses matrices can be taken from the
stencil notation. When the operators are written as matrices the functions are a single
matrix multiplication.
If there are N grid points on the fine grid and M grid points on the coarse grid then the
interpolation matrix will be a M ×N matrix and the restriction matrix will be a N ×M
matrix.
From the description of the Multigrid cycle it is clear that the finite difference matrix for
each grid level is required. The finite difference matrix for each grid level can be calculated
using the interpolation (I) and restriction (R) matrices. If Lh is the operator on a grid
with spacing h then the operator on the next coarsest grid is given by
L2h = RLhI. (4.56)
4.5.7 Full Multigrid method
The number of steps required to converge a solution using a Multigrid method depends on
the initial approximation. This is true for any iterative method. Obviously a good initial
approximation will converge in less steps than a poor approximation.
One way to get a good initial approximation is to interpolate the exact, or converged,
solution from a coarse grid. When combined with Multigrid cycles, this process is called
Full Multigrid. The exact solution is approximated on the coarsest grid and it is then
interpolated to a finer grid. The approximation on the finer grid is then smoothed using
V- or W-cycles and then interpolated to the next finest grid. Figure 4.6 shows the structure
of a Full Multigrid cycle. The diagram shows only one V-cycle for each new grid level but
several may be required to converge the solution before the next interpolation.
The Full Multigrid algorithm is
For k = 1 solve L1 · u1 = f1.
For k =2,...,k:
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uk+1 = I(uk).
uk+1 = fmg(k + 1, γ, uk+1, Lk, fk, ν1, ν2)
= interpolation
Figure 4.6: Diagram showing a Full Multigrid cycle. An exact solution is calculated
on the coarsest grid and the interpolated to a finer grid. The solution
of the second level is smoothed and then interpolated to the next finest
grid level. The process continues until the finest grid is reached.
4.5.8 Comparison of standard iterative and multigrid methods
The advantge of the Multigrid method over a standard iterative method is best shown in
an example. To compare the convergence of standard and Multigrid iterative methods the
solution to the 1-dimensional Laplace equation,
d2φ
dx2
= 0, (4.57)
is computed using each method. When the boundaries are fixed at zero, the solution is
zero at all points.
The initial approximation is set to
φ = sin
(
2pix
Nx
)
+ 0.01 sin
(
20pix
Nx
)
+ 0.00005 sin
(
200pix
Nx
)
, (4.58)
where Nx is the number of grid points. This approximation is chosen to highlight the
inadequacy of standard iterative solvers, it has errors on multiple length scales. Standard
Gauss-Seidel iterations are compared to Gauss-Seidel iterations used in a Multigrid method.
The top panel of figure 4.7 shows the defect of the initial approximation. The subsequent
panels in the figure show the evolution of the defect over many iterations. The Gauss-Seidel
iterations quickly smooth the very small scale errors but do not cope well with the mid- and
long-scale errors. The Multigrid solver reduces the error substantially on all scales after a
small number of cycles. The Multigrid cycles do have a greater computational cost, as seen
in the time taken for a single iteration. Even when the computation time is considered the
Multigrid still has a greater convergence rate.
The convergence rate can be seen in figure 4.8: the dependence of the root-mean-square
(RMS) of the defect on the number of iterations and the elapsed computation time are
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Figure 4.7: Plots showing the evolution of the defect for Gauss-Seidel and Multigrid
iterations. Note that the scales for defect in the Multigrid method and
the Gauss-Seidel defect are different.
plotted in figures 4.8(a) and 4.8(b) respectively. The several thousand Gauss-Seidel iter-
ations are required to give an error equal to a handful of Multigrid cycles. In terms of
computation time, the Multigrid method converges a factor 300 faster.
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Figure 4.8: The convergence rates, in terms of number of iterations and computation
time, for standard Gauss-Seidel and Mulitgrid Gauss-Seidel iterations.
The convergence of the Multigrid method is denoted by the red line and
is related to the top x-axis (also coloured red). The bottom x-axis relates
to the Gauss-Seidel method (black line).
4.5.9 Tuning the Multigrid implimentation
There are many options for the actual implementation of a Multigrid solver: smoothing
method, coarsening strategy, grid transfer operators and cycle type. Standard coarsening
and full weighting transfer operators have already been chosen. Although basic, these
choices are more than suitable for the solution of Poisson’s equation.
The convergence of different smoothing techniques in a Multigrid framework is investi-
gated by solving Poisson’s equation for a random distribution of charge on a 2-dimensional
domain. Figure 4.9 shows the convergence rate for different smoothing types in a V-cycle.
The Gauss-Seidel and SOR iterations have similar convergence rates. The time dependence
of the different smoothing methods is shown in figure 4.9(b). There is little difference be-
tween the time for the different iterations; Jacobi iterations taking the shortest time and
SOR taking the longest.
For the same problem figure 4.10 shows the convergence rate for different cycle types us-
ing Gauss-Seidel smoothing. Figure 4.10(a) shows that increasing the number of smoothing
steps per iteration increases the rate of convergence. The W(2,2) has the most smoothing
operations of those shown in the plot and consequently it convergence in the fewest num-
ber of iterations. However, increasing the number of smoothing operations comes with a
computational cost. Figure 4.10(b) shows the elapsed time for each iteration. The most
efficient cycle is a V(1,2) cycle.
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Figure 4.9: The evolution of the defect for different smoothing iterations.
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Figure 4.10: The diagrams show comparisons of V- and W-cycles.
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Figure 4.11: Calculated, simulated and residual for math test 1
4.6 Solver tests
The Multigrid Poisson solver is tested by computing the solution for several situations
where an analytic solution is known. The following cases are used: two mathematical
functions, an infinite cylinder of charge, a sphere of charge and a slab of dielectric in a
uniform field. The root-mean-squared fractional error and maximum fractional error for
each test case are shown in tables 4.1 and 4.2. The calculated and analytic solutions and
the their residual for each of the 2-dimensional cases are shown in figures 4.11, 4.12, 4.15,
and 4.13.
4.6.1 Mathematical functions
Math test 1
The Laplace equation
∇2φ = 0 (4.59)
with the boundary conditions
φ(0, y) =
y
1 + y2
(4.60)
φ(1, y) =
y
4 + y2
(4.61)
φ(x, 0) = 0 (4.62)
φ(x, 1) =
1
(1 + x)2 + 1
(4.63)
has the solution
φ =
y
(1 + x)2 + y2
(4.64)
where x ∈ [0, 1] and y ∈ [0, 1]. Figure 4.11 shows the simulated and calculated results and
the residual.
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Figure 4.12: Calculated, simulated and residual for math test 2
Math test 2
In 2-dimensions
φ = sin
(
2pix
nx
)
sin
(
2piy
ny
)
(4.65)
is a solution of
∇2φ =
((
2pi
nx
)2
+
(
2pi
ny
)2)
sin
(
2pix
nx
)
sin
(
2piy
ny
)
(4.66)
The simulated and calculated solutions are compared in 4.12.
In 3-dimensions
φ = sin
(
2pix
nx
)
sin
(
2piy
ny
)
sin
(
2piz
nz
)
(4.67)
is a solution of
∇2φ =
((
2pi
nx
)2
+
(
2pi
ny
)2
+
(
2pi
nz
)2)
sin
(
2pix
nx
)
sin
(
2piy
ny
)
sin
(
2piz
nz
)
(4.68)
4.6.2 Charge cylinder
In this test, the potential of an infinite cylinder of charge is calculated. The charge density
is defined, in cylindrical coordinates (r,θ,z), as
ρ =
ρ0
(
1− r
2
a2
)
, when r 6 a,
0, when r > a
(4.69)
where a is the radius of the cylinder of charge. The charge density inside the cylinder is
quadratic to prevent a discontinuity in the solution at r = a. The cylinder is considered
to be infinite in the z direction and perfectly circular thus the potential is independent of
θ and z. Poisson’s equation in cylindrical polar coordinates with no θ or z dependence is
∇2φ = − ρ
ε0
(4.70)
1
r
∂
∂r
(
r
∂φ
∂r
)
= −ρ0
ε0
(
1− r
2
a2
)
(4.71)
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Figure 4.13: Calculated, simulated and residual for infinite cylinder of charge. The
colourscale is in arbitrary units.
The solutions of (4.71) are
φ =
−
ρ0r
2
4ε0
(
1− r
2
4a2
)
+ C1 log r + C2, when r 6 a,
D1 log r +D2, when r > a
(4.72)
To prevent the solution tending to infinity as r → 0, C1 must be zero. The choice of the
potential at the boundary of the cylinder is arbitrary, so it is set to zero, giving
φ =
−
ρ0r
2
4ε0
(
1− r
2
4a2
)
+
3ρ0a2
16ε0
, when r 6 a,
D1 log
r
a
, when r > a
(4.73)
The electric field is continuous across the boundary of the cylinder, i.e.
∂φr6a
∂r
∣∣∣
a
=
∂φr>a
∂r
∣∣∣
a
(4.74)
this fixes the remaining constant
D1 = −ρ0a
2
4ε0
. (4.75)
Thus the potential is given by
φ =

−ρ0r
2
4ε0
(
1− r
2
4a2
)
+
3ρ0a2
16ε0
, when r 6 a,
−ρ0a
2
4ε0
log
r
a
, when r > a.
(4.76)
The boundary conditions in the calculated solution are fixed at the value determined
in the analytic solution. Figure 4.13 compares the simulated and analytic solutions where
a = 128.25.
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4.6.3 Charge sphere
In 3-dimensions, a spherical charge distribution is used to test the Poisson solver. In
spherical coordinates (r, θ, Φ), the charge density is given by
ρ =
ρ0
(
1− r
2
a2
)
, when r 6 a,
0, when r > a
(4.77)
where a is the radius of the sphere of charge and ρ0 is a scale factor for the charge den-
sity. Poisson’s equation in spherical coordinates when there is only variation in the radial
direction reduces to
1
r2
∂
∂r
(
r2
∂φ
∂r
)
= −ρ0
ε0
(
1− r
2
a2
)
. (4.78)
The solutions of (4.78) are
φ =

ρ0r
2
ε0
(
1
6
− r
2
20a2
)
− C1
r
+ C2, when r 6 a,
−D1
r
+D2, when r > a.
(4.79)
To prevent the solution tending to infinity as r → 0, C1 must be zero. The choice of the
potential at the boundary of the cylinder is arbitrary so it is set to zero and the electric field
is continuous across the boundary of the sphere. These conditions result in the expression
φ =

−ρ0r
2
ε0
(
1
6
− r
2
20a2
)
− 7ρ0a
2
60ε0
, when r 6 a,
2ρ0a3
15ε0
(
1
a
− 1
r
)
, when r > a.
(4.80)
This test case is used to test the full three-dimensional solver. Details of the results are
given in table 4.2. The boundary conditions in the calculated solution are fixed at the
value determined in the analytic solution.
4.6.4 Capacitor
In the final test, the potential due to two infinite conducting parallel plates separated by
vacuum and a slab of dielectric is calculated. The plates are separated by a distance N −1
and at a distance a between the plates there is a slab of dielectric with width b − a. The
dielectric slab has a relative permittivity of ε1. The charge density is zero throughout.
This set up is shown in figure 4.14. When a dielectric is present Poisson’s equation is (4.1)
gives
−∇ · εrε0∇φ = ρ. (4.81)
The symmetry of the infinite parallel plate capacitor means the solution of Poisson’s equa-
tion is independent of the direction parallel to the capacitor plates and the problem reduces
to a single dimension. In one dimension (x) Poisson’s equation is
− d
dx
(
ε
d
dx
φ
)
= 0. (4.82)
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Figure 4.14: Sketch showing infinite parallel plates with a slab of dielectric in the
middle.
The system into three separate parts, each with constant relative permittivities. Then the
solutions are
φ =

A1
ε0
x+A2, 1 ≤ x ≤ a,
B1
ε1ε0
x+B2, a ≤ x ≤ b,
C1
ε0
x+ C2, b ≤ x ≤ N.
(4.83)
Fixing the boundary conditions gives:
A2 = φ(1)− A1
ε0
, (4.84)
B2 = φ(b)− B1b
ε0ε1
, (4.85)
C2 = φ(N)− C1N
ε0
, (4.86)
A1 = ε0
φ(a)− φ(1)
a− 1 , (4.87)
B1 = ε0ε1
φ(b)− φ(a)
b− a , (4.88)
C1 = ε0
φ(N)− φ(b)
N − b . (4.89)
The electric flux density D is constant through dielectric interfaces then
D = εE, (4.90)
= −ε∇φ, (4.91)
and consequently
D = ε0
φ(a)− φ(1)
a− 1 = ε0ε1
φ(b)− φ(a)
b− a = ε0
φ(N)− φ(b)
N − b . (4.92)
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Substituting (4.84 - 4.89) and (4.92) into the solution gives
φ =

D
ε0
(x− 1) + φ(1), 1 ≤ x ≤ a,
D
ε0ε1
(x− b) + φ(b), a ≤ x ≤ b,
D
ε0
(x−N) + φ(N), b ≤ x ≤ N.
(4.93)
Evaluating (4.93) at points x = a and x = b:
φ(a) =
D
ε0
(a− 1) + φ(1), (4.94)
φ(b) =
D
ε0
(b−N) + φ(N). (4.95)
To find an expression for D (4.94) in subtracted from (4.95):
φ(b)− φ(a) = D
ε0
(b−N + 1− a) + φ(N)− φ(1), (4.96)
(b− a) D
ε0ε1
=
D
ε0
(b−N + 1− a) + φ(N)− φ(1), (4.97)
(b− a)M
ε1
= M(b−N + 1− a) + φ(N)− φ(1), (4.98)
D
ε0
=
φ(N)− φ(1)(
b
(
1
ε1
− 1
)
− a
(
1
ε1
− 1
)
+N − 1
) . (4.99)
Finally, the solution is
φ =

D
ε0
(x− 1) + φ(1), 1 ≤ x ≤ a
D
ε0ε1
(x− b) + D
ε0
(b−N) + φ(N), a ≤ x ≤ b
D
ε0
(x−N) + φ(N), b ≤ x ≤ N
(4.100)
This situation is simulated and the results are shown in figure 4.15.
4.6.5 Summary
In each of the 2-dimensional tests the solution was calculated on a 5132 grid. The solver
works well on most test except the charge cylinder. In this case the RMS error is similar
to that found in other tests however, it is much larger at the boundary between the charge
and vacuum. This is partly because the potential is set to be zero at the boundary and
because the circular boundary is not suited to the square mesh.
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Figure 4.15: Calculated, simulated and residual for test of infinite parallel plate with
dielectric slab. The colourscale is in arbitrary units.
Test RMS fractional error Maximum fractional error
Math test 1 3.77× 10−7 9.98× 10−7
Math test 2 1.22× 10−5 1.71× 10−5
Charge cylinder 6.85× 10−6 0.01
Dielectric test 2.36× 10−12 3.17× 10−10
Table 4.1: Table of errors resulting from test cases in 2d.
All of the 3-dimensional tests were calculated on a 1293 grid. The charge sphere test has
a similar problem to the 2-dimensional charge cylinder test; the RMS error is competitive
with other tests but there are some large errors are the boundary of the sphere where the
solution is zero. Generally the fractional errors for the 3-dimensional tests are larger than
those found in the 2-dimensional tests, this is due to the number of grid points. Increasing
the number of gridpoints reduces the truncation error associated with discretising the
problem to a grid.
Test RMS fractional error Maximum fractional error
Math test 1 1.18× 10−4 6.68× 10−3
Math test 2 1.80× 10−4 2.28× 10−4
Charge sphere 2.87× 10−5 0.03
Dielectric test 1.68× 10−8 3.95× 10−7
Table 4.2: Table of errors resulting from test cases in 3d.
Chapter 5
Collisions
5.1 Simulating Collisions
A realistic model of a plasma requires treatment of particle collisions. In a model based on
particles the effect of collisions must be calculated on a particle-by-particle basis. Before
any particular type of collision can be carried out the type of collision must be determined.
Testing the probability of each collision type for each incident particle is a time consum-
ing process. In a numerical simulation an efficient algorithm for determining collisions is
required. Here the method proposed by Nanbu [103] and the modifications described by
Sugawara et al. [104] are discussed.
Some of the basic collision parameters have already been introduced in section 1.3 and
they will be used here. As a first step a rudimentary Monte-Carlo scheme for determining
a collision is examined. The expression for the probability of a collision can be written for
each collision type
Pi = ntσi(ε)v∆t (5.1)
where Pi is the probability of the ith collision type, nt is the number density of the targets, v
is the speed, ∆t is the computational timestep and σi(ε) is the value of the ith cross-section
at energy ε. The probability of the incident particle having any collision P is
P = ntv∆t
M∑
i=1
σi(ε) (5.2)
where each of the M different collisions are indexed by i. This expression assumes that
the target species is the same for each collision type but it can easily be altered to include
various target species.
A random number is used to determine if a collision occurs, hence the Monte-Carlo
nomenclature. If a random number (R1) selected from a uniform distribution is less than
the calculated total probability (P ) then the incident particle collides. Another random
number (R2) is used to choose between the collision types, using their relative probabilities
(Pi/P ). A schematic for this technique can be seen in figure 5.1.
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Figure 5.1: Diagram for straightforward Monte-Carlo collision selection method.
The top line shows the choice between collision and no collision. A
collision occurs if the random number R1 is less than the total collision
probability. The second line shows how the type of collision is chosen: a
second random number is compared to the relative sizes of each collision
probability.
This basic method requires the calculation of the probability for each collision type
for every incident particle. Depending on the target gas or gas mixture the number of
collision types can be very large (> 70 for N2[72], > 90 O2[105]). Minimising the number
of evaluations of the collision probabilities reduces the computational load.
Nanbu’s method [103] requires the calculation of only one collision probability per par-
ticle. In this method the random number domain (R ∈ [0, 1]) is divided into M equal
intervals. Each of these intervals relates to a different collision type. One random number
(R1) is selected and it is used to determine both the collision type and if the collision
occurs. Firstly the collision type is selected by determining which of the M intervals the
random number lies in by taking the integer part of MR1. The collision occurs if the
random number minus the starting value of the interval (i/M) is less than the calculated
probability for that collision (R− i/M < Pi). Figure 5.2 shows Nanbu’s method.
For Nanbu’s method to be self-consistent the following condition must be satisfied
Pi <
1
M
∀i, ε (5.3)
this condition will be referred to as Nanbu’s criterion. Examining expression (5.1), the
above constraint puts an upper limit on the time step ∆t as it is the only independent
parameter in the expression. The upper limit for the time step is
∆t <
1
Mntσi(ε)v
∀ i, ε (5.4)
∆t <
1
Mνmax
(5.5)
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Figure 5.2: Diagram showing Nanbu’s collision selection method. The interval [0, 1]
is divided into different collision types. Only the collision probability
relating to the subinterval that the random number (R1) lies in is calcu-
lated.
where νmax is the maximum value for the collision frequency for all energies and collision
types.
Nanbu’s criterion (5.3) is a technical limit on the time step but a physical constraint can
also be derived. The time step should ensure that the probability of more than one collision
occurring per time step is small. The Poisson distribution [106] expresses the probability
of a certain number of events occurring in a given time where the event rate is known and
the collisions are not dependent on the time since the last collision. The collision frequency
gives an event rate. The second condition for the application of the Poisson distribution
is not true for inelastic collisions which involve energy loss to internal atomic or molecular
excitations. However, the elastic collision cross-section is the dominant collision and the
energy loss from the incident electrons is small enough to consider the second statement
valid. Thus the probability P of a number of collisions x is given by
P(x) = (ν∆t)
xe−ν∆t
x!
. (5.6)
The probability of two or more collision is
P(x ≥ 2) = 1− P(0)− P(1) (5.7)
= 1− exp(−ν∆t)− exp(−ν∆t)ν∆t. (5.8)
Expanding the exponential terms as infinite series gives
P(x ≥ 2) = 1− [1− ν∆t+ (ν∆t)
2
2!
− (ν∆t)
3
3!
+ . . .]
− [ν∆t− (ν∆t)2 + (ν∆t)
3
2!
+ . . .] (5.9)
=
(ν∆t)2
2
− (ν∆t)
3
3
+ . . . . (5.10)
Assuming the product ν∆t < 1, which is what we want, then
P(x ≥ 2) > (ν∆t)
2
2
. (5.11)
If the required accuracy is defined as
A = 1− P(x ≥ 2) (5.12)
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Figure 5.3: Diagram showing the addition of null collisions to Nanbu’s method
then the limit for the timestep ∆t is
∆t <
√
2(1−A)
νmax
. (5.13)
The minimum of the limits (5.5) and (5.13) should be used to define the time step ∆t.
A time step less than the physical limit (5.13) is undesirable because it would require
more timesteps than is necessary to reproduce the collisional effects. If Nanbu’s criterion
is violated because of a few dominant collision types then these collisions can be split; this
aproach is discussed below.
Sugawara et al. [104] suggest several alterations to Nanbu’s method [103] to reduce the
computational costs. The aim of these techniques is to decrease the number of times that
the probability is calculated. There are three enhancements: the introduction of ‘null’
collisions, the division of large probabilities and limits from the maximum probabilities.
The aim of the first alteration is to move the space in each interval ([i/M + max(Pi), i+
1/M ]) which results in no collision to the end of the random number domain. This puts
an upper limit on the value of a random number which can possibly result in a collision.
Consequently, for some random numbers no collision probability must be calculated. This
can be achieved by adding ‘null’ collisions. Having fixed ∆t using (5.13) the number of
null collisions (W ) that can be accommodated is
W <
1
νmax∆t
−M (5.14)
where M is the number of real collisions. With the addition of the null collisions there is
now K = M +W intervals. Figure 5.3 shows this process pictorially.
For collision sets with large numbers of collisions Nanbu’s criterion can be violated
despite the time step fulfilling condition (5.13). The obvious but costly solution to this
violation is to use the condition (5.5) to determine ∆t. This is an unnecessary refinement
of the time step which requires an increase in the number of iterations increasing the
total computation time. An alternative strategy is to split collision types, with large
probabilities, into multiple collision selection intervals. A single collision type usually
occupying one selection interval is converted into b collisions each with the same collision
type, where integer b ≥ 2. This procedure increases the number of intervals to M + b− 1
and Nanbu’s criterion (5.3) must be satisfied using the total number of intervals. Figure 5.4
shows this procedure.
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Figure 5.4: Diagram showing the splitting of a collision in Nanbu’s method
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Figure 5.5: Diagram showing the use of maximum probabilities in Nanbu’s method
The final modification further reduces the number of evaluations of Pi. In most cases
when there is little (or no) fluctuation in the target number density, the maximum values
for each Pi can be calculated before the simulation is started. The random number must be
in the interval (i/M, i/M + max(Pi)) for an evaluation of Pi to be carried out. Figure 5.5
shows how pre-calculated maximum probabilities can be used with Nanbu’s method.
5.2 Testing Nanbu’s method
To show the efficiency and veracity of the Nanbu method and the modifications some
molecular Nitrogen cross-sections are used in an example. To determine the most efficient
method for selecting collisions, several implementations of Nanbu’s method are compared.
Afterwards, the accuracy of the method is examined by considering the removal of particles
from a mono-energetic beam.
5.2.1 Comparing efficiencies
The energy dependence of the molecular Nitrogen cross-sections for elastic and inelas-
tic scattering, metastable excitation and ionisation [72] are shown in figure 5.6(a). The
corresponding collision frequencies at atmospheric pressure are shown in figure 5.6(b).
The value of the time step is calculated using equation (5.13) and is found to be ∆t =
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Figure 5.6: Molecular Nitrogen collision cross-sections and collision frequencies.
1.70 × 10−14 s giving the probabilities shown in figure 5.7(a). The probability of two or
more collisions is shown in figure 5.7(b).
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Figure 5.7: Collision probabilities for molecular Nitrogen.
The maximum probability of any collision is 0.141, this satisfies Nanbu’s criterion (5.3)
where there are four collision types (0.141 < 1/M).
The computational loads of the various collision methods are compared by recording the
time they take to execute. Each collision method is applied to an ensemble of 105 electrons
with random energies. An average execution time is found by running each method one
hundred times. The time lapsed includes the selection process only, no evaluation of
collision dynamics occurs. The results are shown in table 5.1. The first column in table 5.1
shows which alterations have been included in each test run.
The abbreviation MP denotes the inclusion of maximum probabilities. This reduces the
number of times the collision probability is evaluated and reduces the execution time. This
technique works well when the probability of the collision type is always much smaller than
the selection interval. The addition of Null Collision (NC) reduces the execution time.
The maximum collision probabilities of elastic and inelastic scattering are much larger
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Figure 5.8: Diagram showing the probability intervals for the tests. The labels cor-
respond to the Description in table 5.1. The 95% accuracy test has an
additional splitting of the ionisation collision.
than the other collision types and consequently are the main limit for the selection intervals.
Splitting large collisions can be carried out even if it is not required by Nanbu’s criterion
(5.3) allowing the addition of null collisions or an increase in time step (increasing the time
step is achieved by reducing the prescribed accuracy). In the first test marked with CS, the
elastic and inelastic collision types are each split into two equal parts. When the accuracy
is reduced to 96 % the ionisation collision type is also split in two. Splitting a collision
type into two parts increases the number of collisions by one.
Description Accuracy Time Number of Nanbu Maximum Av. exec.
step / s collisions (null) criterion Probability time / s
Basic 99 % 1.70× 10−14 4(0) 0.250 0.141 0.1396
MP 99 % 1.70× 10−14 4(0) 0.250 0.141 0.0731
NC, MP 99 % 1.70× 10−14 7(3) 0.143 0.141 0.0575
CS, NC, MP 99 % 1.70× 10−14 12(6) 0.083 0.080 0.0581
CS, MP 96 % 3.41× 10−14 7(0) 0.143 0.141 0.0762
Table 5.1: Table of computational details of various combinations of Nanbu methods.
MP ≡ Maximum Probabilities, NC ≡ Null Collisions and CS ≡ Collision
Splitting. Tests were run using Matlab 2007b on a 2.4GHz Intel processor
with 4GB of RAM.
The ratio of the time step to the computation time gives the length of simulation time
that can be carried out per second of computation. A large value for this ratio means
that the collision selection part of the simulation requires less computation time overall.
The ratios are shown in table 5.2. The Nanbu method with the addition of null collisions
and the inclusion of maximum probabilities gives the most efficient result. A longer time
step (as in the final test) may be desirable if other parts of the simulation have large
computational overheads each time step, this comes at the cost of accuracy.
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Description (Simulation time/computational time) / s s−1
Basic 1.2197× 10−13
MP 2.3306× 10−13
NC, MP 2.9639× 10−13
CS, NC, MP (99%) 2.9336× 10−13
CS, MP (96%) 4.3167× 10−13
Table 5.2: Table showing the efficiency of each of the runs. Tests were run using
Matlab 2007b on a 2.4GHz Intel processor with 4GB of RAM.
5.2.2 Verifying Nanbu’s method
To verify Nanbu’s collision method the example, introduced in section 1.3, of a beam of
mono-energetic electrons is used. Equation (1.19) gives the flux of the beam as a function
of the distance x as it passes through the slab of neutral gas, density nt. Assuming that any
interaction causes the electron to be scattered out of the beam, the number of electrons,
Ne, in the beam is
Ne = Ne0e
−σntx (5.15)
where σ is the cross-section for the interaction. The electron beam is mono-energetic and
distance x can be expressed in terms of energy
x =
1
τ
√
2ε
m
(5.16)
where τ , ε and m are the time the beam has spent in the slab, the energy of the electrons
and the mass of the electrons respectively. Thus,
Ne = Ne0 exp
(
−σnt
√
2ε
τ
√
m
)
. (5.17)
This equation will be used to verify the collision method.
The two examples discussed previously are considered and verified separately: the case
MP, NC; and CS, MP with an accuracy of 96 %. Plots of the simulated number of electrons
in the beam against the analytic solution versus time for the first example are shown in
figure 5.9 and figure 5.10 shows the result from the second example.
Nanbu’s method reproduces the predictions of (5.17) well (see figure 5.9). Errors are
typically less than 12% over the 50 iterations. The change in accuracy to 96 % for the
second example results in an increase in the error (see figure 5.10). Over the same number
of iterations the error increases by approximately a factor four.
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Figure 5.9: Verification of Nanbu collision method with null collisions added and
maximum probabilities used. The plots show the number of electrons in
the beam (Ne) over 50 iterations and the percentage errors.
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Figure 5.10: Verification of Nanbu collision method with null collisions added and
maximum probabilities used. The plots show the number of electrons
in the beam (Ne) over 50 iterations and the percentage errors.
Chapter 5. Collisions 93
5.3 General inelastic cross-section
Molecular gases often have many species changing reactions, for example: dissociation,
ionisation, attachment or charge exchange. There are also several types of possible exci-
tations: rotational, vibrational, electronic. Although these excitations do not necessarily
effect the chemical composition of the plasma, they do have a important affect on the
energy distributions of the particles. These inelastic collisions act as an energy sink for
the electrons. There can be many of these inelastic collisions and including them all in a
computational model is time consuming.
One possible method of reducing the computational cost of including the inelastic col-
lisions is by considering a general inelastic cross-section that is the sum of many inelastic
processes. In this discussion of a general inelastic cross-section molecular Nitrogen will be
used as an example but the method is equally valid for any set of inelastic cross-sections.
Twenty-nine various excitation cross-section for molecular Nitrogen [72; 107] are plotted
in figure 5.11.
It has already been shown, in section 1.3, that the probability of a particle having a
collision is dependent on the sum of the relevant cross-sections. Therefore, the probability
of an inelastic collision can be written as
Pinelastic = ntv∆t
∑
j
σj (5.18)
where j indexes the inelastic cross-sections. The probability of an inelastic collision occur-
ring can be determined from the sum of all the relevant cross-sections. The sum of the
cross-sections is also plotted in figure 5.11.
Once an inelastic collision has been selected the energy loss must still be determined.
The relative probabilities of each energy loss can be calculated by looking at the ratios of
each cross-section to the sum of all the cross-sections. A surface giving the energy loss in
incident energy-probability space can be constructed. The surface for the cross-sections
in figure 5.11 can be seen in figure 5.12. Given the energy of the incident electron an
appropriate energy loss for an inelastic collision can be selected by choosing a random
number.
Not only does the general inelastic cross-section act as an important energy loss mech-
anism in the system but it can also be used as a diagnostic tool. The energy loss can
be used as a marker to determine what excited states are produced through collisions.
These excited states will have short life times. Assuming a weakly ionised plasma, where
the background neutral species is substantially more abundant than the other species,
these excited states will not be involved in any further collisions before they radiatively
de-excite. Recording the positions and the energy losses of these inelastic collisions allows
an approximation of the photon emission.
Figure 5.13 shows some of the possible radiative transitions with the names of the cor-
responding spectral system. The wavelengths corresponding to the most important transi-
tions are shown in table 5.3. Details of the molecular nitrogen spectrum are from Lofthus
& Krupenie [108].
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their sum.
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Figure 5.13: Wavenumber diagram showing different emission systems of
Nitrogen.[109]
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Transition System name Wavelength Collisional
range / nm energy loss / eV
B3Πg → A3Σ+u First positive 503 - 1051 7.35
C3Πu → B3Πg Second positive 281 - 498 11.00
B’3Σ−u → B3Πg Infra-red Afterglow 674 - 868 8.16
B’3Σ−u → X1Σ+g 202 - 223 8.16
a1Πg → X1Σ+g Lyman-Birge-Hopfield 200 - 260 8.55
a’1Σ−u → X1Σ+g Wilkinson-Mulliken 108 - 200 8.4
Table 5.3: Table of data for important electronic transitions resulting in photon emis-
sion. The collisional energy loss relates the energy lost by an electron to
the resulting electronic transition.
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5.4 Collision dynamics
In the direct particle model, the collisions between individual particles must be considered.
The dynamics must be calculated self-consistently, conserving momentum and energy. The
calculation of the post-collision properties are given here for: elastic, inelastic, ionisation
and recombination collisions. The following calculations are for the full three-dimensional
case. The same steps can be followed for the two-dimensional case.
5.4.1 Electron-neutral elastic scattering
Before After
- N
-
v
v
v
e
n
1
N
v2
Figure 5.14: Cartoon showing pre- and post-collison properties for an elastic collision
between an electron an a neutral.
In elastic collisions both energy and momentum are conserved. The incident electron has
an initial speed ve and the neutral has speed vn. The post-collision electron and neutral
have speeds v1 and v2 respectively. The following steps describe the calculation of the
post-collision properties.
1. Move into rest frame of neutral.
ue = ve − vn (5.19)
un = 0. (5.20)
2. Transform into centre of momentum frame where the total linear momentum is zero.
ue = ue − ucm (5.21)
un = −ucm (5.22)
ucm =
meue
me +mn
. (5.23)
3. The post collision velocity of the neutral will be determined by conservation of mo-
mentum
meu1 +mnu2 = 0 (5.24)
u2 = −meu1
mn
. (5.25)
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Figure 5.15: Cartoon showing pre- and post-collison properties for an inelastic col-
lision between an electron an a neutral.
4. The trajectory (φ1, θ1) of the scattered electron is chosen randomly. The electron
velocity can be written in terms of the z-component u1z:
u1 =
 u1z tanφ1 cos θ1u1z tanφ1 sin θ1
u1z
 . (5.26)
The energy available after the collision is described by
εpost = εe + εn =
1
2
meu
2
1 +
1
2
mnu
2
2 (5.27)
where εe and εn are the kinetic energies of the electron and neutral in the centre
of momentum frame. From the conservation of energy the velocity of the scattered
electron can be calculated
εpost =
1
2
meu
2
1 +
1
2
mn
(
meu1
mn
)2
(5.28)
u21 =
2εpost
me(1 +me/mn)
(5.29)
u21z =
2εpost
me(1 +me/mn)(tan2 φ1 + 1)
. (5.30)
The remaining components of v1 and are calculated using (5.38).
5. Each of the electron and neutral velocities must be transformed back to the lab frame
by adding the centre of momentum and initial neutral velocities.
5.4.2 Electron-neutral inelastic scattering
The total kinetic energy is not conserved in an inelastic collision. Some of the kinetic
energy is transferred to internal excitation of the neutral, denoted by εloss. The momentum,
however, is conserved. The incident electron has an initial speed ve and the neutral has
speed vn. The post-collision electron and neutral have speeds v1 and v2 respectively. The
following steps describe the calculation of the post-collision properties.
1. Move into rest frame of neutral
ue = ve − vn (5.31)
un = 0. (5.32)
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2. Transform into centre of momentum frame where the total linear momentum is zero
ue = ue − ucm (5.33)
un = −ucm (5.34)
ucm =
meue
me +mn
. (5.35)
3. The post collision velocity of the neutral is determined by conservation of momentum
meu1 +mnu2 = 0 (5.36)
u2 = −meu1
mn
. (5.37)
4. The trajectory (φ1, θ1) of the scattered electron is chosen randomly. The electron
velocity can be written as
u1 =
 u1z tanφ1 cos θ1u1z tanφ1 sin θ1
u1z
 . (5.38)
The energy after the collision is given by
εpost = εe + εn − εloss = 12meu
2
1 +
1
2
mnu
2
2 (5.39)
=
1
2
meu
2
1 +
1
2
mn
(
meu1
mn
)2
. (5.40)
This results in the velocity of the scattered electron having total magnetude and
z-component given by
u21 =
2εpost
me(1 +me/mn)
(5.41)
u21z =
2εpost
me(1 +me/mn)(tan2 φ1 + 1)
. (5.42)
The remaining components of u1 can be calculated using (5.38).
5. Each of the electron and neutral velocities must be transformed back to the lab frame
by adding the centre of momentum and initial neutral velocities.
5.4.3 Electron impact ionisation of a neutral
The ionising electron has an initial speed ve and the neutral has speed vn. The post-
collision ion and two electrons have speeds vn, v1 and v2 respectively. The total linear
momentum is conserved during the collision. The total energy, i.e. the kinetic energy plus
the ionisation energy is also conserved. The following steps describe the calculation of the
post-collision properties.
1. Move into the rest frame of neutral.
ue = ve − vn (5.43)
un = 0. (5.44)
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Figure 5.16: Cartoon showing pre- and post-collison properties for an ionisation col-
lision between an electron an a neutral.
2. Transform into centre of momentum frame where the total linear momentum is zero.
ue = ue − ucm (5.45)
un = −ucm (5.46)
ucm =
meue
me +mn
. (5.47)
3. The equation describing the energy during the collision is
εe + εn = ε1 + ε2 + ε+ + εiz. (5.48)
where εe is the incident electron energy, εn is the neutral energy, ε+ is the ion
energy, εiz is the ionisation energy, and ε1 and ε2 are the energies of the post-collision
electrons. The energy available post collision, εpost, is
εpost = εe + εn − εiz. (5.49)
4. The post collision momentum is given by
meu1 +meu2 +m+u+ = 0, (5.50)
5. The maximum energy the ion can gain through a scattering collision is
max(ε+) =
me
me +m+
εpost. (5.51)
The energy of the positive ion is selected to be a random fraction of this value. The
trajectory of the ion is selected at random. The ion velocity is
u+ =
√
2ε+
m+
(sinφ+ cos θ+, sinφ+ sin θ+, cosφ+) (5.52)
6. Next the remaining energy must be shared between the electrons. A random trajec-
tory (θ1, φ1) is calculated for the first electron. Squaring the momentum equation
gives
(meu2)2 = (meu1)2 + (m+u+)2 − 2|meu1||m+u+| cos(pi − β) (5.53)
where β is the angle between the ion and first electron. Expression (5.53) reduces to
ε2 = ε1 +
m+
me
ε+ + 2
√
m+
me
ε1ε+ cosβ (5.54)
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Substituting
ε2 = εpost − ε+ − ε1 = ε2e − ε1 (5.55)
into (5.54) gives a quadratic equation for
√
ε1:
2
√
ε1
2 + 2
√
m+
me
ε+ cosβ
√
ε1 +
m+
me
ε+ − ε2e. (5.56)
This quadratic equation has the solution
2
√
ε1 = −
√
m+
me
ε+ cosβ ±
√(
m+
me
ε+(cos2 β − 2) + 2ε2e
)
. (5.57)
From this the velocity of the first electron can be computed
u1 =
√
2ε1
me
(sinφ1 cos θ1, sinφ1 sin θ1, cosφ1) (5.58)
7. The velocity of the second electron can be found through conservation of momentum
u2 = −meu1 +m+u+
me
(5.59)
8. Each of the electron and ion velocities must be transformed back to the lab frame by
adding the centre of momentum and initial neutral velocities.
5.4.4 Electron-ion recombination
The recombination of particles is a straightforward calculation. The momentum of the
post-collision neutral is equal to the total momentum of the recombining electron and ion.
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6.1 Introduction
Conventional plasma devices, such as those used in industrial processes, have lifetimes
much longer than any intrinsic plasma timescale. When this is the case the plasma has time
to relax into an equilibrium or quasi-equilibrium state (i.e. non-maxwellian but stable).
For these plasmas the initiation of the discharge from a neutral gas is a unimportant
fraction of the plasma’s lifetime. The breakdown of a gas occurs on the timescale of tens
of nanoseconds [110]. However, there are some devices which evolve on timescales where
the breakdown is significant. In these early stages, the plasma is far from equilibrium.
A recent development in technological plasmas is to create plasmas on sub-millimetre
scales [111]. These microdischarges, or microplasmas, are primarily operated at atmo-
spheric pressure. Large scale plasmas operated at atmospheric pressure are susceptible
to instabilities and arcing. This unstable behaviour means they are often unsuitable for
use in technological processes. Reducing the scale of the plasma results in a more stable
discharge. The scale of the devices used to produce microdischarges is on the order of tens
of Debye lengths [112]. This means that complicated charge structures can form across
the plasma. The ratio of boundary to plasma is much greater than in macroscale plasmas.
Since a large volume of the plasma is exposed to a wall, plasma-surface interactions are
very important. These interactions are not well known. These factors: the density, size and
surface ratio mean that plasmas on a sub-millimetre scale operate in a different physical
regime from conventional discharges.
The conditions present in microdischarges at atmospheric pressure are favourable for
the production of some molecular species. Excimers and Ozone are produced in 3-body
interactions that occur readily in microdischarges. Several applications have already been
identified [111]: destruction of toxins, such as NOx and SOx; trace element detection, the
light emission from the plasma is sensitive to small impurities; and UV radiation sources,
including excimer lamps, flat panel displays and possibly micro-lasers.
A variety of power configurations have been used with microdischarges, e.g. DC, RF
and nansecond pulses. When a 20ns pulse was applied to a DC microdischarge [113] an
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increase in the emission from excimer molecules was observed. The pulsing results in a
higher electron number density and mean energy than in the purely DC case.
Pulsed power systems are used a variety of commercial devices: decomposition of harm-
ful gases, ozone generation, treatment of algae bloom, concrete recycling [114]. The rise
time and pulse width in these systems can be on the order of nanoseconds. Pulsing the
discharge reduces the field strength required to breakdown the gas [115]. Charged parti-
cles and metastable states remain in the gas between pulses; this residue makes subsequent
breakdowns easier.
It has been found that nanosecond pulses of MVm−1 electric fields can be used in cell
treatment [116]. The electric field can cause programmed cell death without permanently
damaging the outer cell membrane. Manipulation of cellular structures requires pulses
short enough to bypass the membrane and deposit the energy inside.
When sub-microsecond pulses are used the initiation of the plasma becomes a significant
factor in the evolution of the plasma. Understanding the breakdown of the neutral gas is
key to controlling these short pulse plasmas.
Electrical breakdown of gas
There are two main descriptions of breakdown for atmospheric pressure gases [117]: Townsend,
or Paschen breakdown; and Streamer breakdown. In the former process, many electron
avalanches form in the applied field and the plasma is sustained by secondary emission
from the cathode. Streamer breakdown is the name given to the situation where a single
avalanche becomes large enough that its self-field becomes equivalent to the applied field.
Secondary avalanches intiated by photoionisation evolve towards the main avalanche. This
rapidly leads to the formation of a conducting channel between the electrodes.
Consider a DC electric field applied across a plane parallel gap. An electron avalanche
can be seeded by a single electron-ion pair created by photoionisation or field emission
from irregularities at the electrode surface. The electron is accelerated by the field and
once it gains enough energy it can ionise a neutral gas particle, creating another electron-
ion pair. Both the electrons are accelerated by the field and will eventually ionise neutral
gas particles, doubling the number of electrons (and ions) again. This process is repeated
and the population grows exponentially. This process is called an electron avalanche.
Townsend’s coefficient (α) relates the ionisation and total scattering mean free paths
with the energy gained by the electrons from the electric field and the ionisation threshold.
This coefficient gives the probability of ionisation per unit length. It is dependent on the
type of gas,
α = Ap exp
(−Bp
E
)
(6.1)
where the constants A and B are properties of the gas, p is the pressure and E is the
electric field strength.
The discharge is then sustained by secondary emission of electrons from the negative
electrode. Positive ions that impact on the electrode can cause electrons to be ejected
from the surface. The rate at which electrons are emitted from the electrode per incident
ion is called the secondary electron emission coefficient (γ). For a discharge to be self
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sustaining [118] the following condition must be met
αd = loge
(
1 +
1
γ
)
(6.2)
where d is the electrode separation. Combining (6.1) and (6.2) gives an expression called
Paschen’s Law. It describes the voltage (Vb) required to breakdown a gas and produce a
steady glow discharge. It is a function of pressure (p) and electrode separation (d),
Vb =
Bpd
loge(Apd)− loge{loge(1 + γ−1)}
(6.3)
At higher pressure, i.e. atmospheric pressure, the Townsend description of breakdown
fails [119]. For atmospheric pressures the Streamer mechanism is a better description. The
Raether Breakdown Criterion [120] is given by
αd = loge
(
4piε0λizEapp
e
)
+ loge d. (6.4)
This expression is derived from the balance of the applied field and the self-field of the
avalanche.
The aim of this chapter is to investigate the sub-nanosecond breakdown of a gas by
simulating the evolution of an electron avalanche. In section 6.2 the modelling strategy
is described. The electron avalanche is initiated between two parallel plates. The initial
conditions for the simulations are described in section 6.3. The simulated evolution of
the electron avalanches in two-dimensions are shown in section 6.4 and the results from
the three-dimensional model are given in section 6.5. Results from the two- and three-
dimensional simulations are compared in section 6.6. Finally, the results are discussed in
section 6.7.
6.2 Description of physical setup
The particle model described in chapter 3 is used to model an electron avalanche in molec-
ular Nitrogen gas at atmospheric pressure. A simple parallel plate device is considered.
An electric field of 12MVm−1 is applied to a 1mm gap. The avalanche is initiated from a
single electron-ion pair at rest, situated near the cathode.
In the first simulation the electron avalanche is allowed to evolve in a DC electric field.
In the second case, the direction of the electric field will be reversed after 1ns. The
field reversal is simulated to investigate the production of metastable states in an ultra-
fast oscillating electric field. The aim is to maximise the number of metastables without
inducing full breakdown and the associated current spike across the device.
The particle model will be used to calculate the trajectories of the electrons, positive ions
and one type of metastable (N2 A3Σ+u ). An isothermal background of neutrals consistent
with molecular Nitrogen at atmospheric pressure and a temperature of approximately room
temperature (300K) is assumed.
The following collisions are included: elastic scattering [72], inelastic scattering [72; 107],
metastable excitation (A3Σ+u ) [72], ionisation [72], metastable ionisation [121] and electron-
ion recombination [72]. Figure 6.1 shows the energy dependence of the cross-sections. The
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Figure 6.1: Cross-sections for molecular Nitrogen.
ionisation energy threshold of N2 is 15.58 eV, the excitation threshold for the metastable
is 6.17eV and the energy threshold for ionisation of the A3Σ+u metastable is 11.4 eV.
Non-dimensionalisation of the governing equations
The equations in the particle model are non-dimensionalised. This means that the particle
positions and speeds are measured in units of cell widths and cell widths per time step
respectively. The equations required to simulate the evolution of the particles are:
ms
dv
dt
= qsE, (6.5)
dx
dt
= v, (6.6)
∇2φ = e
ε0
(n+ − ne), (6.7)
E = −∇φ (6.8)
where ms is the species dependent particle mass, qs is the species charge, v is the particle
speed, x is the particle position, E is the electric field vector at x, φ is the electric potential,
e is the electron charge, ε0 is the permitivitty of free space, ns is the number density of
species s, ∇ is the gradient operator and d/dt is the time derivative. These equations are
the momentum equation, the rate of change of position, Poisson’s equation and the electric
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field respectively. The variables are non-dimensionalised as follows:
v 7→ v0vˆ, (6.9)
t 7→ t0tˆ, (6.10)
ms 7→ memˆ (6.11)
qs 7→ eqˆ (6.12)
E 7→ E0Eˆ, (6.13)
B 7→ B0Bˆ, (6.14)
φ 7→ φ0φˆ, (6.15)
ns 7→ n0nˆs, (6.16)
∇ 7→ s−10 ∇ˆ, (6.17)
where the non-dimensional variables are denoted by the ˆ notation. Equations (6.5-6.8)
become
dvˆ
dtˆ
=
qˆ
mˆ
PEEˆ (6.18)
dxˆ
dtˆ
= Pxvˆ (6.19)
∇ˆ2φˆ = Pn(nˆ+ − nˆe) (6.20)
Eˆ = −Pg∇ˆφˆ. (6.21)
The non-dimensional kinetic energy κˆ is defined as,
κˆ = Pκmˆvˆ2. (6.22)
The non-dimensional parameters are:
PE =
eE0t0
mv0
, (6.23)
Px =
t0v0
x0
, (6.24)
Pn =
en0s
2
0
ε0φ0
, (6.25)
Pg =
φ0
E0s0
, (6.26)
Pκ =
mv20
2e
. (6.27)
The kinetic energy has been non-dimensionalised to be in units of electron volts. This is
to ensure they are compatible with the cross-sections which are also expressed in terms of
electron volts. The numerical simulation is characterised by the characteristic time, length
and electric potential. Finally, the substitutions
E0 =
φ0
s0
(6.28)
v0 =
x0
t0
(6.29)
n0 = s−30 (6.30)
(6.31)
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give the non-dimensional parameters:
PE =
eφ0t
2
0
mes20
, (6.32)
Px = 1, (6.33)
Pn =
e
ε0s0φ0
, (6.34)
Pκ =
mes
2
0
2et20
, (6.35)
Pg = 1. (6.36)
6.3 Initial conditions for the simulation
The simulation is carried out in both two- and three-dimensions. In the two dimensional
case the computational domain is 1025×513 grid cells. In three-dimensions a 129×65×65
grid is used. In the early stages of the avalanche, the number of particles is small and
evaluating the potential on a grid is not ideal. A particle-particle method would be more
suitable for the calculation of the self-field at these early times. However, at this stage of
the avalanche the force on the particles is dominated by the applied field and the use of a
grid is suitable.
If a particle collides with a boundary then it is deleted. The maximum number of
particles that can be stored during the simulation is 17.5 million per type.
The potential at electrode left (x=1) and right (x=Nx) boundaries are fixed at -6kV
and +6kV respectively. The non-electrode boundaries are assumed to be far from the
computational boundary and so, zero value von Neumann boundaries are used.
In the DC case the electron-ion pair starts the position (15, Ny/2, Nz/2) and in the case
where the field is reversed (Nx/3, Ny/2, Nz/2). The position of the electron is changed in
the field reversal case to ensure the avalanche does not encounter the x = 1 boundary too
early after the field is reversed.
6.4 Results from the two-dimensional model
Each of the following results exhibit similar physical features. When describing the electron
avalanches the ionisation front of electrons will be referred to as the ‘head’ and the trail of
ions is termed the ‘tail’.
Both collisional and electrostatic effects influence the spatial distribution of the avalanche.
In the early stages the diffusion of the avalanche is dominated by the effect of elastic colli-
sions. As the number of electrons grows the diffusion is enhanced by their mutual repulsion.
There is also evidence of instabilities in the electron head. Bifurication of the avalanche
can be seen. Once a perturbation in the self-field forms it becomes unrecoverable. Ionisa-
tion occurs at the edges of the field perturbations and increases the size of the instability
region.
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6.4.1 DC electric field
The spatial evolution of the electron avalanche in a DC electric field is shown in figure 6.2.
Snapshots of the electron density, ion density, metstable density and the total electric
potential are shown for a selection of times. The electron and ion energy distribution
functions for the same time selections are shown in figure 6.3. The integrated light emission
from the electron avalanche is shown in figure 6.4. The process of estimating the light
output was detailed in section 5.3.
6.4.2 Field reversal
The spatial evolution of the electron avalanche when the electric field is reversed is shown
in figure 6.15. Snapshots of the electron density, ion density, metstable density and the
total electric potential are shown for a selection of times.
After the field reversal the particle densities shown in figure 6.15 have a distinctive
dumbbell shape. As the electron avalanche forms in the forward field direction the typical
avalanche shape forms. When the field direction reverses the lower energy electrons in
the middle and tail are accelerated in the new field direction and reach ionisation energies
before the high energy electrons in the avalanche head. The electrons in the tail effectively
form a new avalanche and the typical tadpole shape is produced again, this time pointing
in the opposite direction. The electron and ion energy distribution functions for the same
time selections are shown in figure 6.3. The estimated light emission is shown in figure 6.7.
Instantaneous field reversal
In this case where the direction of the applied electric field is reversed, the reversal occurs
during a single timestep. The timestep is fixed by collisional timescales and is 1.70×10−14s.
The time for an electric signal to traverse a 1mm gap is 3.35× 10−12s. The instantaneous
switching is not physical and should be addressed more carefully in future work. This means
that the calculation is not strictly self-consistent but it can still be viewed as a guide. The
results presented here can be considered as two separate calculations. Including the signal
propagation would almost certainly result in an increase in the metastable population when
compared to this simple calculation.
The field should change over approximately 147 timesteps. The timestep is based on
collision times and so there are a number of collisions that are not accounted for. The in-
stantaneous field reversal will decelerate and accelerate the charged particles more quickly
than a gradual change in the electric field. This will result initially in a reduced rate of ion-
isation and metastable excitation compared to a gradual change. A gradual change of the
field will cause the electrons to spend more time at speeds where electron-ion recombination
is important thus, the number of recombinations may be underestimated.
Chapter 6. Electron avalanches 110
Time = 
0.01ns
Electron density
/ 1018m−3
0.25 0.5 0.75
0
0.2
0.4
Ion density
/ 1018m−3
 
 0.25 0.5 0.75
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Metastable density
/ 1018m−3
0.25 0.5 0.75
Electric potential / kV
 
 0.25 0.5 0.75
−4
−2
0
2
4
Time = 
0.41ns
0
0.2
0.4
 
 
0 0.5 1 1.5 2 2.5
 
 
−4
−2
0
2
4
Time = 
0.80ns
0
0.2
0.4
 
 
0 10 20 30 40 50
 
 
−4
−2
0
2
4
Time = 
1.01ns
0
0.2
0.4
 
 
0 20 40 60 80 100
 
 
−4
−2
0
2
4
Time = 
1.20ns
0
0.2
0.4
 
 
0 20 40 60 80 100 120 140 160
 
 
−4
−2
0
2
4
Time = 
1.41ns
0
0.2
0.4
 
 
0 50 100 150 200
 
 
−4
−2
0
2
4
Time = 
1.61ns
0
0.2
0.4
 
 
0 200 400 600 800 1000 1200 1400
 
 
−4
−2
0
2
4
Figure 6.2: Evolution of the electron avalanche in a 1mm gap of atmospheric pressure
Nitrogen with an electric field of 12MVm−1. The colour scale for the
density plots changes for each series of snapshots. The numerical range
of the density scale is shown beneath the density plots. The colour scale
for the electric potential is situated to the right of each plot. The x- and
y-axes on each plot give the spatial variation in the x and y directions
and are expressed in units of mm.
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electric field.
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Figure 6.5: Evolution of the electron avalanche in a 1mm gap of atmospheric pressure
Nitrogen with an electric field of 12MVm−1 reversed at 1ns. The colour
scale for the density plots changes for each series of snapshots. The
numerical range of the density scale is shown beneath the density plots.
The colour scale for the electric potential is situated to the right of each
plot. The x- and y-axes on each plot give the spatial variation in the x
and y directions and are expressed in units of mm.
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Figure 6.6: Evolution of the electron and ion energy distribution functions. When
the electric field is reversed after 1ns.
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Figure 6.7: The integrated light emission for an electron avalanche with a reversal
of the electric field.
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Figure 6.8: Plot showing the normalised energy distributions and the normalised
cross-sections. Only the cross-sections that result in an energy loss are
shown.
6.4.3 Comparing DC and reversed electric fields
There spatial distribution of the particles in the two cases is obviously different because
the fields point in opposite directions during the later stages of the avalanche.
The electron energy distribution functions in both the DC and field reversal cases have
quite complicated shapes. Figure 6.8 shows the eedfs at time 1.60ns with the cross-sections
of: inelastic scattering, metastable excitation, metastable ionisation, neutral ionisation and
recombination superimposed. The inelastic reactions have a noticable effect on the eedfs.
At approximately 2eV there is a dip in the electron energy distribution, this absence of
electrons corresponds to the peak in the inelastic cross-section. At energies greater than
∼ 10eV metastable excitation becomes possible and this results in a drop in the energy
distributions. Beyond 16eV the number of electrons falls further due to the ionisation
reactions.
The distribution functions decrease at the peaks of the cross-section and there is a peak
in the distribution function at 6eV where the inelastic cross-section has a local minima.
The energy distributions show that the populations of both the electrons and ions at
lower energies are greater when the field is reversed. This is expected since the direction
of the field initially decelerates the charged particles. When the light emission is in both
cases have similar structures, particularly the striated patterns towards the head of the
avalanche.
Figure 6.18 compares the number of species created in the avalanche for both electric
field cases. There is a clear increase in the number of all species when the field is reversed.
The increase in the ionisation and metastable excitation rate is caused by the alignment
of the self-field and the applied field. When the applied field is reversed it is in the same
direction as the self-field created by the electron head and ion tail. This means that the
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Figure 6.9: Comparison of the numbers of each species for DC and reversed electric
fields. The legend entries: Ne, Ni, Nm, Nr correspond to the number of
electrons, ions, metastables and total recombinations respectively.
value of the electric field is higher than it would be when there is no field reversal. This
results in an boost in the electron acceleration and a boost in the particle production rate.
As the avalanche reverses its bulk motion the particle production rate drops and over time
the numbers of particles in the DC avalanche catch up.
In figure 6.10 the energy probability functions of the electrons and ions for each of the
electric field cases are shown. The plots show that none of the energy distributions can
be described fully using Maxwellian or Druyvesteyn distributions. At this stage of the
avalanches the energy distributions are non-equilibrium. The electron energy probabilities
for the two electric field cases have similar shapes but there is a smaller number of particles
in the field reversal case compared to the DC case.
6.5 Results from the three-dimensional model
6.5.1 DC electric field
The spatial evolution of the electron avalanche in a DC electric field is shown in figure 6.11.
Snapshots of the electron density, ion density, metstable density and the total electric
potential are shown for a selection of times. The plots of the particle densities and electric
potential show a slice through through the middle of the z range are shown for each
time. The three-dimensional structure of the charge density is shown in figure 6.12. This
structure is similar in both field cases.
The electron and ion energy distribution functions for the same time selections as in
the density plots (figure 6.11) are shown in figure 6.13. The plots of the integrated light
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Figure 6.10: Comparison of the electron and ion energy probability functions for DC
and reversed electric fields at time 1.61× 10−9s.
emission are summed in the z direction and are shown in figure 6.14.
6.5.2 Electric field reversal
The spatial evolution of the electron avalanche when the electric field is reversed is shown
in figure 6.15. Snapshots of the electron density, ion density, metstable density and the
total electric potential are shown for a selection of times. The plots of the particle densities
and the electric potential show a slice through the middle of the z range are shown for each
time. The electron and ion energy distribution functions for the same time selections are
shown in figure 6.3. The plots of the integrated light emission are also summed in the z
direction and are shown in figure 6.17.
6.5.3 Comparing DC and pulsed electric fields
Figure 6.18 compares the number of species created in the avalanche for both electric field
cases. In figure 6.19 the energy probability functions of the electrons and ions for each of
the electric field cases are shown.
6.6 Comapring two- and three-dimensional simulation results
The main difference between the two situations is the number of particles. There are more
particles in the two-dimensional case. There are more particles because the electrons are
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Figure 6.11: Evolution of the electron avalanche in a 1mm gap of atmospheric pres-
sure Nitrogen with an electric field of 12MVm−1.
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Figure 6.12: Three-dimensional contour plot of charge density showing typical struc-
ture of avalanche.
undergo many more inelastic collisions. This can be seen by comparing the counts in the
light emission plots (cf. figure 6.4 and figure 6.14). In the first positive system the counts
in the three-dimensonal cases a factor ∼100 greater than in the two-dimensional cases.
In the two dimensional case when the direction of the field is reversed, there is an increase
in the particle production rate. This boost is not seen in the three-dimensional case. The
rise in the particle production rate is attributed to the alignment of the self-field and the
applied field. In the three-dimensional case the self-field is still dominated by the applied
field and consequently there is no significant gain from their allignment. The self-field
is smaller in the three-dimensional cases because of two factors: the smaller number of
particles and the 1/r fall off in the potential (see section 3.3).
6.7 Conclusions
A robust particle model has been implemented and used to describe the initial stages of
a plasma. Electron avalanches in two- and three-dimensions have been modelled. The
population of A3Σ+u metastables has been calculated and an estimation of the light emis-
sion from short lived excited molecules has been made. The results from the simulations
highlight the non-equilibrium nature of the tenuous plasma on a nansecond timescale.
Many existing simulations of breakdown have been carried out with fluid models [122–
124]. These models require assumptions about the initial plasma density and it’s distribu-
tion. The model presented here makes no such assumptions and calculated the breakdown
from a single electron-ion pair. The analysis of the energy distributions discussed above
cannot be achieved in a fluid context. The distribution function would need to be assumed.
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Figure 6.13: Evolution of the electron and ion energy distribution functions. In a
DC electric field.
Chapter 6. Electron avalanches 122
y−
ax
is 
/ m
m
 
 
First positive λ∼503−1051nm
0
0.2
0.4
Co
un
ts
0
2
4
6
x 105
y−
ax
is 
/ m
m
 
 
Second positive λ∼281−497nm
0
0.2
0.4
Co
un
ts
5
10
15x 10
4
y−
ax
is 
/ m
m
 
 
IR afterglow λ∼673−867 or 201−223nm
0
0.2
0.4
Co
un
ts
0
2
4
x 104
y−
ax
is 
/ m
m
 
 
Lyman−Birge−Hopfield λ∼200−260nm
0
0.2
0.4
Co
un
ts
0
5
10
x 104
x−axis / mm
y−
ax
is 
/ m
m
 
 
Wilkinson−Mulliken vacuum UV λ∼108−200nm
0 0.25 0.5 0.75
0
0.2
0.4
Co
un
ts
1
2
3
x 104
Figure 6.14: The integrated light emission for an electron avalanche in a DC electric
field.3d
Chapter 6. Electron avalanches 123
Time = 
0.01ns
Electron density
/ 1018m−3
0.25 0.5 0.75
0
0.2
0.4
Ion density
/ 1018m−3
 
 0.25 0.5 0.75
0 0.2 0.4 0.6 0.8 1
x 10−3
Metastable density
/ 1018m−3
0.25 0.5 0.75
Electric potential / kV
 
 0.25 0.5 0.75
−4
−2
0
2
4
Time = 
0.50ns
0
0.2
0.4
 
 
0 1 2 3 4 5 6 7 8
x 10−3
 
 
−4
−2
0
2
4
Time = 
1.00ns
0
0.2
0.4
 
 
0 0.01 0.02 0.03 0.04 0.05 0.06
 
 
−4
−2
0
2
4
Time = 
1.24ns
0
0.2
0.4
 
 
0 0.05 0.1 0.15 0.2 0.25 0.3
 
 
−4
−2
0
2
4
Time = 
1.50ns
0
0.2
0.4
 
 
0 0.2 0.4 0.6 0.8 1 1.2
 
 
−4
−2
0
2
4
Time = 
1.75ns
0
0.2
0.4
 
 
0 1 2 3 4 5 6 7
 
 
−4
−2
0
2
4
Time = 
1.99ns
0
0.2
0.4
 
 
0 5 10 15 20 25 30
 
 
−4
−2
0
2
4
Figure 6.15: Evolution of the electron avalanche in a 1mm gap of atmospheric pres-
sure Nitrogen with an electric field of 12MVm−1 reversed at 1ns.
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Figure 6.16: Evolution of the electron and ion energy distribution functions. When
the electric field is reversed after 1ns.
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Figure 6.17: The integrated light emission for an electron avalanche with a reversal
of the electric field.3d
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Figure 6.18: Comparison of the numbers of each species for DC and reversed electric
fields. The legend entries: Ne, Ni, Nm, Nr correspond to the number
of electrons, ions, metastables and total recombinations respectively.
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Figure 6.19: Comparison of the electron and ion energy probability functions for DC
and reversed electric fields at time 2.00× 10−9s.
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There have been studies with particle models [96; 125]. This is the first model that has
included the creation of metastables and an accurate representation of the inelastic loses.
The metastable population is a key element in determining the required breakdown
voltage in pulsed plasmas [115]. The metastables have a long lifetime compared to the
pulse length; the N2 A3Σ+u metastable has a lifetime of ∼ 2.7s. The metastables can be
ionised by lower energy electrons than the ground state neutrals and so, the required field
for breakdown is reduced.
The estimation of the photon emission is a valuable diagnostic tool. The main aim of any
simulation is to achieve a greater understanding of the physical situation and ultimately,
predict the evolution of the plasma. This goal can only be reached if the model represents
the physical situation. The output from simulations can only be verified by comparison to
experimental data. ICCD cameras with nanosecond resolution are available and would be
an effective method to probe an electron avalanche without effecting its evolution. Such
experimental measurements could be compared to these simulations.
Chapter 7
Critical Ionisation Velocity
interaction
7.1 Introduction
In 1942 Alfve´n attempted to explain the positions of the planets in the solar system [126].
He proposed that a neutral gas impinging on a magnetised plasma would cause significant
amounts of ionisation when the flow exceeds a threshold velocity, later known as the Critical
Ionisation Velocity (CIV). The threshold velocity vc for the ionisation enhancement is given
by
vc =
√
2eφiz
mn
, (7.1)
where eφiz is the ionisation potential of the neutral species in electron volts and mn is the
mass of the neutral particle.
Neutral gas falling towards the Sun was ionised when it reached the threshold velocity.
Since the velocity threshold has a dependence on the mass, different species ionised at
different Solar radii. Once ionised, the gas was prevented from falling towards the Sun by
its magnetic field and the planets were seeded.
The CIV concept was later confirmed experimentally by Fahleson [127]. A plasma was
generated in a gap of 17cm between coaxial cylinders. The inner cylinder was an electrode
held a fixed potential and the outer wall was earthed, a diagram can be seen in figure 7.1.
An axial magnetic field was applied. The E×B drift gave the plasma an azimuthal
velocity, while the neutral species had no bulk motion. For Hydrogen, speeds of 54kms−1
were measured. This is above the critical ionisation velocity and increased ionisation was
observed.
Brenning [128] and Lai [129] present extensive reviews of the literature. The CIV phe-
nomena has been implicated in many astrophysical contexts: solar abundances [130], inter-
stellar filaments [131], plasma propulsion [132], comets [133], the Io-Jupiter system [134]
and in its first instance, by Alfve´n, to explain the seeding of planets in the solar system.
128
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Figure 7.1: Schematic of rotating plasma device.
Many laboratory experiments have successfully confirmed the CIV interaction [127; 135].
A variety of experimental devices have been used. The effect typically exhibited as a period
of rapid ionisation and a subsequent slowing of the plasma speed to the critical ionisation
velocity. This did not occur for any initial speeds below the critical speed.
There have also been several experiments carried out in space [136]. Shortly after the
impact of the Apollo 13 launch vehicle on the moon’s surface large ion fluxes were observed
[137]. The impact caused a large number of neutrals to enter the atmosphere of the Moon
where they interacted with the solar wind. The speed of the solar wind is well above any
critical ionisation velocity. It was suggested that a small fraction of the ionisation was the
result of the CIV interaction however, the uncertainties in the calculation could easily rule
this out [136].
Artificial gas releases into the magnetosphere provided a more effective space test for
the CIV interaction but most produced little or no confirmation. Typically the main aim
of these experiments was to trace the electric fields by observing the E×B drift of the
particles, not investigate the CIV effect. These tests were done during the day when the
released gases are quickly photoionised. The first seconds after the release are most likely
to exhibit the CIV effect. These conditions are not optimal for investigating the CIV
interaction.
There have been two space experiments designed specifically to investigate CIV effects:
Star of Lima [138] and Star of Condor [139]. The former had very good conditions for CIV
effect but saw an ionisation efficiency three orders of magnetitude lower than expected.
Observations from the star of condor showed no discernible increase in ionisation at all.
The idea is simple: rearranging (7.1) shows the neutral has kinetic energy equal to its
ionisation energy threshold. This energy, however, is insufficient for direct electron impact
ionisation since ionisation occurs in the centre of momentum frame.
Alfve´n explained the CIV phenomena in the following way [140]: neutrals, with kinetic
energy eφiz, streaming across a stationary magnetised plasma, perpendicular to the mag-
netic field, collide with ions resulting in momentum transfer or charge exchange. The
collisions cause a region of unbalanced charge which is not neutralised immediately by the
electron population because the magnetic field restricts their transport. Regions of unbal-
anced negative charge can continue to grow, through the removal of positive charge, until
the potential reaches φiz: too great for the ions to escape since the maximum speed the
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ions can gain is vc. The electrons are accelerated by this potential to speeds capable of
ionisation.
Figure 7.2 shows a cartoon of the CIV effect: the impinging neutrals transfer momentum
to the ions, the new trajectories of the ions move them away from the electrons, whose
transport is much more inhibited by the magnetic field, the electrons are heated to higher
energies by their self electric field.
More detailed models have been proposed, most depending on the formation of unbal-
anced charge densities, but details of the structure and electron energisation vary. The
lower hybrid instability, also called the modified two-stream instability [141] is most com-
monly used to explain the electron heating. This instability is caused by ions travelling
with the neutrals perpendicular to the magnetic field lines, across the plasma. This seed of
positive charge in the neutral beam can be caused by charge exchange, thermal ionisation
or photoionisation. The seed ions generate instability waves which energise the electrons.
There are problems with this energisation process [129]: the instability has a long wave-
length and may not fit in finite experimental dimensions; and secondly, the mechanism
requires some resonance between the wave and particle, if an electron does not have an
initial speed close to the wave speed then the acceleration is inefficient.
In general any process that creates a negative charge imbalance which heats the electrons
to ionising energies can be described as the CIV effect. There is no consensus on a single
process responsible for the CIV interaction, several process may be implicated for different
conditions.
There have been several simulation studies of the CIV effect [142–144]. These simulations
have used particle-in-cell [48] techniques in one and two spatial dimensions to verify the
CIV effect. The ionisation enhancement has been recreated in all cases and shown to
depend on the type and functional form of the considered cross-sections [143; 144].
A comprehensive investigation of the CIV effect, as a lower-hybrid instability, using
simulation was carried out by Machida & Goertz [142]. A mostly neutral beam impinges
Figure 7.2: A cartoon showing the Alfve´n ionisation process. The neutrals impinging
on the magnetised plasma are shown in (a). In (b) some of the neutrals
have collided with the positive ions transferring momentum. Finally, in
(c), a pocket of unbalanced negative charge is created by the absence of
positive ions. The electrons are heated by the self-field of this charge
imbalance.
Chapter 7. Critical Ionisation Velocity interaction 131
on a stationary magnetised plasma. There is some pre-determined level of ionisation in
the beam resulting in beam ions. The densities of the beam, stationary and thermal ions
(ions resulting from elastic collisions with neutrals or diffused beam ions) are followed, as is
the electron density. A uniform beam of neutrals is assumed and so no neutral properties
are calculated in the simulation. Three components are used to calculate the electron
temperature evolution: resistive heating, due to elastic collisions with neutrals; collective
heating, due to plasma waves; and collisional loses resulting from various excitations and
ionisation collisions.
Simulation studies thus far have shown the validity of the CIV mechanism but there have
been no attempts to describe the dependence of the energy enhancement on the density
and magnetic field strength. We aim to investigate the distribution of electron energies
resulting from the acceleration under the self-field for different parameters. From this it
may be possible not only to determine the optimum conditions for ionisation but also for
the creation of specific excited states.
7.2 Model of electron energisation
The CIV interaction can be broken into two problems on separate timescales: the ion-
neutral timescale and the electron-electron timescale. On the ion-neutral timescale pock-
ets of unbalanced negative charge are produced through charge exchange and momentum-
transfer collisions between the ion and neutral species. The electrons in the pockets of
unbalanced negative charge are accelerated by their self field on the electron-electron
timescale. The electron transport is restricted in the directions perpendicular to the mag-
netic field. This restricted transport increases the time the electrons take to neutralise the
charge imbalance. The simulation of the electron-electron stage will be discussed here.
This stage is simulated by considering an ensemble of electrons in a magnetic field. Only
the unbalanced electrons are simulated; the quasi-neutral background is assumed to be
present but is not explicitly included in the calculation. There are two reasons for this
choice: firstly the inclusion of the background plasma would add to the computational
load; secondly, including the background plasma would require the size of the electron
pocket relative to the plasma density to be defined, adding an extra parameter. If the
background plasma is strictly quasi-neutral then the contribution to the potential is zero.
An initial population of electrons is allowed to evolve using single particle equations. Direct
electron-electron collisions are neglected but the electrons still interact through the self-
field. The magnetic field remains uniform throughout; any magnetic field induced by the
electron current is ignored.
7.2.1 Model equations
The equations required to simulate the evolution of the electrons are:
m
dv
dt
= −e (E + v ×B) , (7.2)
∇2φ = e
ε0
(n+ − ne), (7.3)
E = −∇φ. (7.4)
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These equations are the momentum equation, Poisson’s equation and the electric field
respectively. To carry out the numerical simulation the governing equations are non-
dimensionalised. The variables are mapped as follows:
v 7→ v0vˆ, (7.5)
t 7→ t0tˆ, (7.6)
E 7→ E0Eˆ, (7.7)
B 7→ B0Bˆ, (7.8)
φ 7→ φ0φˆ, (7.9)
ns 7→ n0nˆs, (7.10)
∇ 7→ s−10 ∇ˆ, (7.11)
where the zero subscript denotes the scale factor and the non-dimensional variables are
denoted by the ˆ notation. The momentum equation (7.2) becomes
dvˆ
dtˆ
= PEEˆ + PB(vˆ × Bˆ). (7.12)
Poisson’s equation (7.3) becomes
∇ˆ2φˆ = Pn(nˆ+ − nˆe). (7.13)
Equation (7.4) becomes
Eˆ = −Pg∇ˆφˆ. (7.14)
We also define the non-dimensional kinetic energy κˆ,
κˆ = Pκvˆ2. (7.15)
The non-dimensional parameters are:
PE =
eE0t0
mv0
, (7.16)
PB =
et0B0
m
, (7.17)
Pn =
en0s
2
0
ε0φ0
, (7.18)
Pκ =
mv20
2eφ0
, (7.19)
Pg =
φ0
E0s0
. (7.20)
In an effort to simplify the non-dimensional parameters the following substitutions are
made:
φ0 = E0s0, (7.21)
n0 = s−30 , (7.22)
v0 =
s0
t0
, (7.23)
E0 =
αe
ε0s20
, (7.24)
t0 =
m
eB0
. (7.25)
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The variable α is a scaling factor, used to ensure |Eˆ| ≈ |Bˆ| this makes the meaning of PE
clearer: high PE means the evolution is electrically dominated, low PE means the evolution
is magnetically dominated. The set of parameters become:
PE =
αm
ε0s30B
2
0
, (7.26)
PB = 1, (7.27)
Pn = α−1, (7.28)
Pκ =
1
2PE
, (7.29)
Pg = 1. (7.30)
Simplifying the non-dimensional parameters leaves a single free parameter PE . It may seem
that α is also a free parameter, however, it is purely a scaling factor for the non-dimensional
values and does not affect the evolution of the electrons. We can see this factor ‘cancels’
out since
E ∝ φ ∝ Pn ∝ α−1 (7.31)
and
dv
dt
∝ PEE ∝ αα−1. (7.32)
The parameter PE can be written as the ratio of the electron plasma frequency (ωp) and
the electron cyclotron frequency (ωc),
PE =
αm
ε0s30B
2
0
= α
n0e
2
ε0m
· m
2
e2B20
= α
ω2p
ω2c
. (7.33)
7.2.2 Particle motion
The highest energy particles will be those transported parallel to the magnetic field direc-
tion. This is intuitive as the transport of electrons perpendicular to the magnetic field is
inhibited. This can be mathematically justified by taking the dot product of the velocity
and the acceleration (7.12)
vˆ · dvˆ
dtˆ
= PE vˆ · Eˆ + PBvˆ · (vˆ × Bˆ), (7.34)
= PE vˆ · Eˆ, (7.35)
since a · (a× b) = 0. This shows the dependence of the rate of change of kinetic energy
vˆ · dvˆ
dtˆ
=
d
dtˆ
(
1
2
vˆ2
)
∝ dκˆ
dtˆ
∝ vˆ · Eˆ. (7.36)
This expression shows that the energy of a particle only changes when vˆ · Eˆ 6= 0.
A semi-infinite cylinder of charge is a good example containing both vˆ · Eˆ 6= 0 and
vˆ · Eˆ = 0 conditions. Figure 7.3 shows a diagram of a semi-infinite cylinder of charge
annotated with electric field lines. Along the body of the cylinder the electric field is
entirely perpendicular to the z axis but at the end of the cylinder there is a fringing
field and there are components of the electric field along each axis. The magnetic field
is orientated along the z axis. The velocity of a particle gyro-orbiting the body of the
cylinder will be perpendicular to the electric field and consequently will no gain energy
since vˆ · Eˆ = 0. A particle positioned at the end of the cylinder in the fringing field will
always have vˆ · Eˆ 6= 0 even if it is gyro-orbiting the cylinder.
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Figure 7.3: Semi-infinite cylinder of charge. The charge cylinder has been anno-
tated with illustrative electric field lines. A cylindrical coordinate system
(r, θ, z) is shown.
7.2.3 Numerical model
The 3-dimensional Multigrid solver presented in chapter 4 is used to solve the finite differ-
ence representation of Poisson’s equation (7.3) on a 1293 grid.
All calculations have been carried out with zero value Dirichlet boundaries, i.e. the
potential at each boundary is fixed at zero. The plasma is assumed to be strictly quasi-
neutral outside the computational domain, setting all boundaries to have a fixed potential
of zero represents this assumption computationally.
When an electron reaches the boundary of the computational domain the particle is
assumed to be absorbed by the quasi-neutral plasma and is removed from the simulation
and plays no further part.
The particle trajectories are integrated using a fourth-order Runge-Kutta scheme for the
ordinary differential equation of (7.12). The time step is chosen such that the motion of
the particles is well resolved: in all cases the time step must resolve the Larmor orbits of
the electrons but when the self field dominates (PE  1) a finer time step may be required.
Collisions between electrons and other species have not been included. Clearly inelastic
collisions will alter the energy gain of the electron population; this loss factor will be species
dependent. By not specifically including such reactions, the calculations provide an initial
guide as to where CIV processes may be significant. For example, ionisation of Xenon, from
its ground state, requires electrons with energies above 12.12 eV, and so by examining the
calculated electron energy distribution, conditions likely to produce enhanced ionisation
can be inferred (Xenon also has a metastable state at 8.31 eV and so a two-stage process
is possible with two lower energy electrons).
7.2.4 Initial conditions
The magnetic field is fixed to be uniform throughout the computational domain and is
orientated solely along the y-axis. The unbalanced electron population consists of 3 mil-
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lion electrons, initially at rest, distributed normally in 3 dimensions around the point
(Nx/2, Ny/2, Nz/2). The normal distributions in each dimension have a variance of Nx/3.
Table 7.1 gives a summary of the initial conditions used in the simulations.
Simulation property Value
Domain dimensions 1293
x-, y-, z-boundaries φ = 0
N. of electrons 3× 106
Bˆ [0, 1, 0]
dt < 0.02t0
α 103
PB, Pg 1
Pn α
−1
PE 10−3 − 103
Pκ (2PE)−1
Table 7.1: Initial conditions for the electron overdensity simulations.
7.3 Results
The evolution of the electron population was calculated for several values of the parameter
PE , which describes the relative sizes of the electric and magnetic forces. Results from three
values of PE are presented to highlight the behaviour of the electron overdensity in three
different regimes, where the system is: magnetically dominated; electrically dominated; and
when the forces are similar. Figures 7.4–7.6 show the evolution of the electron overdensity
where PE = 10−2, 1, 102 respectively. Snapshots were taken at various times through
the simulation of the parameters: electron density, electric potential, mean energy and the
distribution of kinetic energy. Images of the spatial parameters: electron density, potential
and mean energy are slices through the domain in the x-y plane through the centre of the
initial spatial distribution in the z-coordinate.
The time slices shown are at four regular intervals between the start and the point when
the first electrons reach the boundary. Times are expressed in terms of electron cyclotron
periods (τc = 2pit0). Non-dimensional units are used for all other quantities. Later, in
section 7.3.5, the non-dimensional units are converted to physically meaningful units.
7.3.1 Magnetically dominated: PE = 10−2
In the magnetically dominated regime the transport of the electrons perpendicular to the
magnetic field is highly restricted and initial spherical electron distribution evolves towards
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Figure 7.4: Snapshots of the evolution of the electron overdensity where PE = 10−2
(Magnetically dominated). The y-axis lies along the vertical and x-axis
along the horizontal. Magnetic field is along the y-axis.
a cylindrical shape. Figure 7.4 shows a series of snapshots from the simulation.
7.3.2 PE = 1
Figure 7.5 shows that the evolution of the electron overdensity for PE = 1 appears to be
very similar to the evolution when PE = 10−2. There are some differences most notably
the timescale: when PE = 1 the electrons reach the boundary a factor of ten earlier. A
peak in the kinetic energy distribution can also be seen.
7.3.3 Self field dominated: PE = 102
For the case of PE = 102 (figure 7.6) the distribution of electrons evolves much quicker than
the previous two cases. The electron density has dropped substantially after a quarter of a
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Figure 7.5: Snapshots of the evolution of the electron overdensity where PE = 1.
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Figure 7.6: Snapshots of the evolution of the electron overdensity where PE = 102
(Self-field dominated).
cyclotron period. This drop in density results in a flattening of the potential, in contrast to
the previous two cases where the final potential was still relatively high when the electrons
reached the boundaries.
7.3.4 Comparing results
The ions that are displaced to form the initial charge imbalance will enter gyro-orbits and
return approximately to their initial positions, neutralising the charge imbalance after a
gyroperiod. Once the charge imbalance is negated the acceleration of the electrons would
end. In each case here the energisation of the electrons occurs on a timescale much less
than the ion gyroperiod.
The kinetic energy distributions for a range of values of PE are shown in figure 7.7.
The distributions show the kinetic energy of the electrons as the first electrons reach the
computational boundary. The maximum magnitude of the initial potential is denoted by
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Figure 7.7: Final energy distributions. Dashed black line shows the magnitude of
the initial potential. The times for increasing values of PE shown in the
plot are 54.98, 17.47, 5.53, 1.81, 0.68, 0.22, 0.07τc respectively.
a dashed, black line. In the simulations where PE > 1 the kinetic energies of the electrons
do not exceed the maximum initial potential. Clearly the magnetic field plays a key role
in the energy enhancement.
The fraction of the electron population exceeding the maximum initial potential is shown
in figure 7.8. When the self field dominates (PE > 1) there are many high energy particles
but this maximum energy does not exceed the initial potential. When the magnetic field
dominates the distribution is peaked at a lower energy but has a high energy tail which
exceeds the initial potential. The fraction of particles exceeding 50%, 75% and 110% of
the maximum initial potential are also plotted. To put this in context, if an overdensity
with twice the potential of the ionisation energy is created then for PE < 1 up to 13% of
the electron population could exceed the ionisation threshold.
An efficiency factor, η can also be defined as the ratio of maximum electron energy to
the maximum of the modulus of the initial potential,
η =
max(κˆ)
max(|φˆt=0|)
. (7.37)
Figure 7.9 shows the variation of the efficiency for different values of PE . The efficiency
factor is clearly dependent on the relative strength of the magnetic field; when the magnetic
field dominates the maximum achievable energies are greater than the maximum initial
potential.
7.3.5 Translating results into dimensioned qualtities
The maximum energy achieved, in eV, for various values of electron density and magnetic
field strength is shown in figure 7.10. A logarithmic scaling is used for the maximum
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Figure 7.9: Variation of efficiency with PE . The efficiency is the ratio of maximum
kinetic energy to magnitude of initial potential. The plot shows that
greater maximum energies are achieved when the magnetic field is dom-
inant.
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energy colour scale. Higher number densities result in higher maximum energies since the
potential is related directly to the number density. For a given number density increasing
the magnetic field strength gives a greater maximum energy.
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Figure 7.10: Plot showing the maximum particle energy achieved for a range of mag-
netic field strengths and electron densities. White lines show contours
of maximum energy at 1, 10 and 20 eV.
7.3.6 Estimating the induced magnetic field
In the cases where the magnetic field dominates the evolution of the electrons there is a
preferred direction of motion along the magnetic field axis. This bulk motion of electrons
could induce a non-negligible magnetic field in an azimuthal direction around the direction
of motion. Beginning with Ampere’s Law:∮
C
B · dl = µ0I (7.38)
where
∮
C is the closed line integral around the closed curve C, B is the magnetic field,
dl is a line element of curve C, µ0 is the absolute permeability of free space and I is the
enclosed current.
If the charge distribution is is assumed to be an infinite cylinder Ampere’s Law reduces
to:
B =
µ0I
2pir
(7.39)
where r is the distance from the charge cylinder. The current I can be expressed as:
I = envA (7.40)
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where e is the electron charge, n is the number density, v is the electron speed and A is
the cross-sectional area (A = pir2).
Non-dimensionalising (7.39) gives:
Bˆ = Pinˆvˆrˆ (7.41)
where
Pi =
µ0en0v0s0
2B0
(7.42)
The following definitions from section 7.2.1 are used to re-express Pi:
n0 = s−30 , (7.43)
s0 = v0t0, (7.44)
B0 =
me
et0
, (7.45)
PE =
αme
ε0s30B
2
0
. (7.46)
Factoring out PE gives,
Pi =
µ0n0v0es0
2B0
ε0s
3
0B
2
0
αmePE
(7.47)
Substituting expressions (7.43–7.45) into (7.47):
Pi =
µ0ε0v
2
0
2αPE
(7.48)
=
1
2αPE
v20
c2
(7.49)
where c is the speed of light in a vacuum.
Table 7.2 shows that numerical values of each of the non-dimesnional values (nˆ, vˆ, rˆ);
these are the maximum values. The non-dimensional speed is calculated from the energy,
it is not a component of the velocity in any single direction. Re-arranging (7.41) to give
an expression for v20 gives
v20 =
2αPEc2Bˆ
nˆvˆrˆ
. (7.50)
The induced magnetic field can be neglected if it is less than 1% of the applied magnetic
field. Using (7.50) an energy limit for the validity of neglecting the induced magnetic field
can be calculated. The maximum allowable energy is given in table 7.2. There is also some
symmetry in the electron motion. There are groups of electrons which move along the
magnetic field lines in opposite directions. This will lead to the cancellation of the induced
magnetic field in some places.
This shows that the results given in figure 7.10 are valid.
7.4 Discussion
In this section some features of the electron overdensity evolution are discussed and in
section 7.4.2 an explanation for these observations is offered.
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PE 10−3 10−2 10−1 1 10 102 103
nˆ / electrons per cell ∼ 250 ∼ 230 ∼ 250 ∼ 190 ∼ 60 ∼ 21 ∼ 19
vˆ / cell widths per timestep ∼ 0.25 ∼ 0.8 ∼ 0.25 ∼ 7.4 ∼ 17 ∼ 48 ∼ 150
rˆ / cell widths 20 12 14 18 37 100 120
Max. allowable energy / eV 4 23 584 202 1350 5000 15000
Table 7.2: Numerical values from the simulations. In each case α = 103 and
Bˆ = 0.01.
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Figure 7.11: Energy density plots of the high and low energy wings with the kinetic
energy distribution in the top panel. This is a snapshot where PE = 1
after approximately 0.5τc.
7.4.1 Features of the overdensity evolution
One of the most interesting features of the simulation results are the shapes of the electron
kinetic energy distributions. The distributions all show similar morphologies: a peaked
distribution with wings at higher or lower energies, or both (see figure 7.7). To investigate
the origin of the distribution shape it is separated into high and low energy parts, using
the peak of the distribution as the dividing point. Slices of the mean energy showing the
high energy and low energy parts are shown in the bottom panels of figure 7.11, the kinetic
energy distribution is shown in the top panel.
In regimes where the magnetic field plays a significant role, such that the distribution
evolves over several cyclotron periods, the energy of the peak of the distribution can be
seen to oscillate with a frequency approximately equal to the electron gyrofrequency. The
temporal evolution of the distribution of kinetic energies can be seen in figure 7.12.
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Figure 7.12: Surface showing a section of the energy distribution evolving with time
where PE = 1. The colour scale gives the number of electrons at any
particular energy. At approximately two cyclotron periods electrons
begin to reach the computational boundary reducing the total number
of electrons in the system.
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Figure 7.13: Sketch of projected electron trajectories in the plane perpendicular to
uniform magnetic field B. The curved arrow lines show the paths of
electrons perpendicular to a magnetic field when there is a radial electric
field. Points A, B and C correspond to the motion at time zero, quarter
of a cyclotron period and half of a cyclotron period, respectively.
7.4.2 Explanation of the observed features
Figures 7.4, 7.5 and 7.11 show that there is a preferred direction for the highest energies
as expected in section 7.2.2. The points made in section 7.2.2 can be used to understand
the evolution of the electron distribution. Figure 7.13 is a sketch showing the electron
gyromotion perpendicular to the magnetic field direction. The ensemble of electrons are
initially in a spherical distribution. The electrons are accelerated by the self-field. The
electrons located in the highest electric field positions gain a similar maximum energy
and there is a sharp fall off in the kinetic energy distribution above the maximum energy.
Electrons in other positions of the distribution gain lower amounts of energy filling out
a low energy wing in the distribution. All electrons are travelling parallel to the electric
field, i.e. vˆ · Eˆ 6= 0 and all electrons are gaining energy (figure 7.13, point A).
After a quarter of a cyclotron period (figure 7.13, point B) the electrons initially travelling
at an angle to the magnetic field will be moving perpendicular to the electric field and the
amount of energy being acquired by these electrons will be reduced since vˆ · Eˆ ≈ 0. This
reduction in the gain of energy will effect a large proportion of the electrons including those
represented by the peak in the kinetic energy distribution. The energy value of the peak
will stop increasing. Some electrons will be moving parallel to the magnetic field; their
transport will not be hindered by the magnetic field and they will continue to accelerate,
creating a high energy wing.
For the next half of the gyroperiod (figure 7.13, point C), those particles undergoing
gyromotion will be travelling back across the magnetic field axis. This will most likely
be travelling against the electric field and they will be decelerated. This reduction in
acceleration can be seen in the oscillation of the peak in the kinetic energy distribution.
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7.5 Conclusions
The numerical simulation demonstrates that electrons can be accelerated to energies ca-
pable of impact ionisation by the self field of a charge imbalance. The physical processes
involved in the CIV interaction can be grouped into two timescales: an ion-neutral stage
and an electron energisation stage. The work presented here focuses on the short timescale
energisation part. The ion-neutral stage is responsible for the formation of regions in
plasma where ions have been displaced leaving a negative charge imbalance. Calculating
the evolution of these pockets of unbalanced electrons gives an estimation of the energy
that can be obtained. Figure 7.10 shows that for certain charge imbalance densities and
magnetic field strength values that ionisation energies (typically φiz > 10eV) can be ex-
ceeded.
A single pocket of unbalanced charge consisting of 3 million electrons is simulated and
the trajectory of each electron is calculated. The distribution of energies is important
for determining the enhancement of the ionisation rate. Figure 7.8 shows that when the
magnetic field dominates the self field of the overdensity then approximately 1% of the
electrons exceed the potential of the pocket. Under similar conditions more than 10% of
the electron population exceed half the maximum initial potential. The value of the initial
potential depends on the speed of the neutrals, so if the neutrals are travelling at twice the
critical velocity then the maximum initial potential should be twice the ionisation potential
and consequently, when the magnetic field is dominant, 10% of the electrons would exceed
the ionisation threshold.
The importance of the magnetic field was investigated by varying the parameter PE . The
distribution of kinetic energies was found to be different in magnetically and electrically
dominated regimes. Figure 7.7 shows the distributions for various values of PE . When
the self field dominates the distribution is peaked and drops sharply at higher energy,
consequently there is a large fraction of electrons in the high energy part of the distribution
but the energies do not exceed the maximum initial potential. The magnetically dominated
cases (PE < 1) have wide high energy tails reaching energies greater than the maximum
initial energy. In this regime the transport of electrons perpendicular to the magnetic field
is restricted this means that the density structure evolves on a slower timescale and some
electrons can gain energies in excess of the initial electrostatic potential.
Parameter Space Experiments Homopolar Devices
B field strength / T 3× 10−5 10−2 - 1
electron density / m−3 109 - 1011 1018 - 1021
ion density / m−3 1011 - 1015 1019 - 1022
Table 7.3: Experimental CIV conditions from Lai [129].
The CIV phenomena has been easily reproduced in laboratory experiments but space
experiments have mostly failed to show any ionisation enhancement. Comparing the exper-
imental parameters [129], shown in table 7.3, with the results in figure 7.10 may explain the
experimental discrepancy. The electron pocket densities in the simulation results and the
absolute electron density values given in table 7.3 cannot be directly compared but some
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basic understanding can be gained. The electron densities in the simulation are reflect the
size of the charge imbalance they are not the total electron density of the plasma.
The conditions for space experiment lie roughly in the bottom left corner in figure 7.10.
Here the energy enhancement is less than 0.1eV, substantially less than any ionisation
threshold. Homopolar devices operate in the density and magnetic field strength regime
located near the top right of figure 7.10. In this region the electron energies exceed ionisa-
tion thresholds. The reason for the occurrence of the CIV effect in the laboratory and not
the space experiments is the density; without a sufficiently high plasma density pockets of
unbalanced charge with potential equal to the ionisation potential cannot be created.
Chapter 8
Conclusions & Future work
The principle motivation of this thesis was to investigate basic physical processes in low
temperature plasmas using various numerical techniques. Three main situations have been
investigated: instabilities in electronegative plasmas (chapter 2); electron avalanches (chap-
ter 6); and the Critical Ionisation Velocity effect (chapter 7). Numerical methods have been
introduced and implemented to examine these physical processes. Where possible, the ve-
racity of the results has been examined by comparing numerical and experimental results.
Electronegative instabilities
The numerical and analytic models in chapter 2 show that simple numerical models, that
isolate the key physical processes, can reproduce the essential aspects of a electronegative
plasma instability.
The results from the zero-dimensional model are compared to experimental measure-
ments and there is good agreement between the experimental and numerical frequencies.
There is some disagreement between the neutral densities. The simulation requires a neu-
tral density a factor ∼ 30 smaller. This discrepancy may arise from the spatial difference
between the experimental measurement in the centre and the simulation prediction at the
plasma edge.
The system of equations used in the zero-dimensional model are simplified to give an
analytic expression for the period of the instability. Evaluating the expression for experi-
mental data from a molecular Oxygen discharge shows very good agreement between the
analytic expression and the experimental observations. The analytic expression requires
data from the experiment to calculate the instability period and it affirms the relevance of
the physical process.
There is disagreement between the neutral number densities measured in the experiment
and the values required by the zero-dimensional model. There are two possible strategies
to reconcile this discrepancy: change the model or change the experiment.
Introducing the spatial variation present in the discharge system by constructing a one-
or two-dimensional model would have two main benefits. Firstly, spatial variation in the
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model of the plasma would show the effect of the instability, located at the plasma edge, on
the bulk plasma. Including the bulk plasma in the simulation would allow direct comparison
between the existing experimental measurements and the simulation.
The fluctuation of the position of the plasma edge could be used as a diagnostic. Mea-
surements of the spatial expansion in the experiment could be compared to the simulated
variation. The numerical model could predict the parameter regimes where the greatest
or least size change occurs. Elimination of the spatial variation is desirable for a uniform
plasma process. If the instability could be controlled, this would provide an environment
similar to a pulsed plasma which could be beneficial for some plasma processes.
Alternatively, the simplicity of the numerical model could be maintained by conducting
a new experiment. Measurements taken at the plasma edge would allow direct comparison
between the simulation and experiment. The electronegative instability has been observed
in experiments in gases other than Oxygen. The model could be applied to these gases.
The most important chemical reactions for each of the gas mixtures would have to be
determined.
Poisson solver
The Poisson solver presented in chapter 4 can solve the potential in complex systems on
two and three dimensional Cartesian grids. The solver is fast, efficient and accurate.
The potential in most plasma simulations is calculated on a grid. This is a well estab-
lished practice and the techniques are robust. Some technological plasma devices have
very complex electrode geometries which would be poorly represented on any type of grid.
There will always be errors associated with representing continuous properties on a discrete
grid. Other options for solving the potential field that do not rely on grids do exist. Grid-
less potential solvers will eventually replace mesh-based Poisson solvers as the technique
of choice.
There is an existing gridless technique used mainly in the field of cosmology, called a tree-
code [97; 145]. In gravitational simulations the force on a particle is calculated directly from
the positions of the other particles. A hierarchical addressing system is used to assign each
particle to a separate box. The problem is simplified by assuming that masses at a certain
distance can be treated as a single continuous mass. When evaluating the gravitational
force on a particle the particle’s nearest neighbours can be considered at the finest address
level and particles further away can be considered as centres of mass at coarser address
levels. Constructing an efficient tree code is a very difficult task and their execution is
still very computationally intensive but billions of particles can be simulated[146]. This
technique has been applied to the simulation of plasmas [147–149] but not extensively.
Collisions
A Monte-Carlo collision routine is introduced in chapter 5 and several modifications to
improve the efficiency of the algorithm are suggested. Various implementations of the rou-
tine are examined to determine the most efficient combination. The accumulated selection
errors are investigated for a standard and an extended time step. For fifty iterations of the
collision selection with the standard time step the errors are less than 10%.
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The inclusion of the general inelastic cross-section gives two benefits: it provides an
accurate description of the energy loss from the electrons and it provides a useful diagnostic.
The summation of many cross-sections allows many reactions to be included efficiently.
The photon emission from short lived excited states could be compared to experimental
measurements. The simulated emission in different wavelengths can be constructed from
the model output.
Electron avalanches
In chapter 6 electron avalanches in two and three dimensions using the particle model
discussed in chapters 3, 4 and 5. The evolution of the avalanche when the electric field is
reversed is also investigated. The aim of the field reversal cases was to investigate if the
metastable excitation rate could be maximised without allowing full breakdown of the gas.
The inclusion of the field reversal does need a more careful treatment but the results are
still instructive. There is a boost in the metastable production when the field is reversed.
The importance of the inelastic cross-sections is seen in the electron energy distributions.
Features in the energy distributions can be related to the cross-sections. Photon emission
from the electron avalanche could allow a valuable comparison to experiment.
The particle model used in the simulation of electron avalanches could be enhanced in
two ways. The evolution of an electron avalanche is limited by the number of particles that
can be stored. A function that agglomerates the individual particles into super-particles
would allow the simulation to carry on indefinitely. This would allow the simulation of the
initiation of a discharge from a single electron-ion pair to a dense plasma. The agglom-
eration of particles would have to be done carefully to maintain spatial, momentum and
energy distributions.
The simulation presented here provides the foundation for further investigation into
a novel pulsed plasma device. Short pulses of the electric field could result in efficient
production of excited states without the current spike that follows full breakdown.
CIV interaction
In chapter 7 the CIV effect is investigate using the particle model discussed in this thesis.
This effects manifests as a rapid increase in the ionisation rate. It occurs when a neutral gas
impinges on a stationary magnetised plasma and the neutrals exceed a threshold velocity.
This process occurs on two main timescales: an ion-neutral collision time and electron
acceleration time.
The later timescale is investigated by considering an ensemble of electrons in a uniform
magnetic field that are accelerated by their self-field. A numerical simulation is used
to calculate the energy gain of the electrons. Under some conditions electrons can be
accelerated to speeds capable of electron impact ionisation of neutrals. The results from
the simulation may explain why the CIV interaction is readily produced in laboratory
devices but not in space experiments.
The simulation of electron overdensities is instructive for determining some of the param-
eters which are important for the CIV interaction. This is only part of the story. Including
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the interaction between the ions and neutrals would give a more complete description of
the CIV effect. This may be achieved through a two-stage model or a brute force approach.
A of model of the interaction between the ions and neutrals, which ignored the electrons,
could be used to determine the size and structure of the overdensities. In a separate
model the energy gain and ionisation rate could be calculated, this would be based on the
modelling of the electron overdensities.
In the brute force approach all the species would be simulated in the same model. The
main problem with this approach is the disparity in timescales. The charge imbalances
must form on a timescale shorter than the ion gyroperiod, or the neutrality will be re-
established by the returning ions. Chapter 7 shows that the pockets of electrons evolve
over a few electron gyroperiods, a factor of a thousand shorter.
There is an obvious aim for the work: determining the mechanism, or mechanisms,
causing the ionisation enhancement. It would also be interesting to investigate if other
reactions can be favoured instead of ionisation. The CIV effect could be used to produce
particular species, such as negative ions, or excited molecular states. Most technological
plasma processes rely on specific molecules or states, producing these efficiently would
increase the effectiveness of the processes.
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