We study a wide class of problems in coding theory for which we consider two dierent formulations: in terms of incidence matrices and in terms of hypergraphs. These problems are dealt with using a greedy algorithm due to Stein and Lov asz. Some examples, including constructing covering codes, codes for conict resolution, separating systems, source encoding with distortion, etc., are given a unied treatment. Under certain conditions derandomization can be performed, leading to an essential reduction in the complexity of the constructions.
Introduction
The greedy algorithm is a well known method. In coding theory, it has been applied to obtain linear codes, given length and distance (see [5, 7] ). A greedy procedure builds, column after column, the parity check matrix of a code meeting the Varshamov-Gilbert bound [30] . We apply this method here to problems of a covering type, which seem to be of a higher complexity than those related to distance. We adopt in this paper two dierent approaches, through incidence matrices and through hypergraphs; we believe that both prove insightful. The rst formulation is matricial: given an array, we look for a minimal subset of its columns which \hits" all its rows; the second asks for the construction of a minimal transversal in a hypergraph.
There is a wealth of problems that can be stated as follows: nd the minimum number of rows in a binary matrix with n columns such that in every submatrix with t columns there appears (as rows) a prescribed set of vectors. We will assume n growing and t xed. LetT stand for the set of all possible binary t-tuples, and T T. Assume some partition of T into s nonvoid parts, namely, T = T 1 S . . . S T s . Denote T 0 =T n T . Let T be closed under the symmetric group of permutations. If the T i 's are stable under complementation, i.e. contain along with any vector its binary complement, we call such a partition symmetric. Now the problem is to nd the minimal number K of rows in an (n; t; T ) array, i.e. a matrix having n columns, such that in every subset of t columns there appears at least one t-tuple from every subset T i , i = 1; . . . ; s. Examples 1. Surjective arrays or t-independent families For applications in testing, hash functions, robustness of multiprocessor architectures, etc.
see e.g. [1, 6, 15, 17] . Here s = 2 t , T 0 = ;, and every T i contains exactly one vector.
2. Disjunctive codes or cover-free families For applications in multiple access channels, group testing, etc. see e.g. [8, 9, 11, 12, 16, 19, 23] .
Here s = t, every T i consists of the vector having 1 in the i-th position.
3. Separating systems For applications in probability theory, antirace automata coding, cryptography, etc., see e.g. [4, 13, 14, 18, 19, 20] .
The (k;`) separating system corresponds to t = k +`, s = t k . Every T i consists of two complementary vectors, T 1 containing the two vectors 0 k 1`and 1 k 0`, and the other T i 's being all possible permutations of T 1 . Most of the best results concerning K are achieved through random methods. In this paper we focus on more constructive techniques. To be precise, we need to introduce two levels of complexity for algorithms that yield (n; t; T)-arrays.
At rst sight, it might seem natural to say that an algorithm that outputs an (n; t; T )-array is constructive if its time complexity is polynomial in n. However, we shall call such an algorithm a semi-construction. This is because we consider the search for (n; t; T)-arrays for xed t, T and growing n, and in this case K is always a logarithmic function of n. Therefore, a genuine construction of an (n; t; T)-array should be an algorithm that outputs any given column of the array in time polynomial in K, i.e. log n.
We shall show how the Stein-Lov asz theorem [21, 29] can be applied to yield (n; t; T)-arrays with a small number of rows by performing a greedy algorithm on the space of binary vectors of length n. An interesting feature of this technique is that the algorithms can be made semi-constructive by restricting the search space to properly chosen sets of vectors of size polynomial in n, e.g. the set of words of some linear code.
The paper is organized as follows. In the next section, we give a short proof of the Stein-Lov asz theorem, in a perspective suitable to our purpose. Section 3 presents a classical problem of rate distortion theory, namely the compression of a binomial source with a given average distortion, in terms of constructing an appropriate covering. In section 4, we illustrate the use of the Stein-Lov asz theorem by providing semi-constructions for three problems: surjective (or independent) arrays, disjunctive codes and separating systems. Section 5 is devoted to derandomizing the spaces associated to surjective arrays (using duals of linear codes) and to disjunctive codes (using geometries).
The theorem of Stein-Lov asz
The following theorem gives us an important tool for constructing good coverings. The proof is included for the sake of self-containment, and follows [29] . 
such that C does not contain an all-zero row.
Proof Actually, an algorithm producing such a C is presented. Set A a = A. We start by picking the maximal number K a of columns, whose supports are pairwise disjoint, of A a having a ones (perhaps, K a = 0). Discarding these columns and all rows incident to one of them, we are left a with k a 2(M 0K a ) matrix A a01 . Clearly, the columns of A a01 have at most a 0 1 ones (indeed, otherwise such a column could be added to the previously discarded set, contradicting its maximality). Now we remove from A a01 a maximal number K a01 of columns having a 01 ones and whose supports are pairwise disjoint, thus getting a k a01 2(M0K a 0K a01 ) matrix A a02 . The process will terminate after at most a steps. The union of the columns of the discarded sets is a required C with
The rst step of the algorithm gives k a = N 0 aK a ; which we rewrite, setting k a+1 = N, as
Analogously,
Now we derive an upper bound for k i by counting the number of ones in A i01 in two ways: every row of A i01 contains at least v ones, and every column at most i 0 1 ones, thus We now illustrate the greedy algorithm with a problem borrowed from rate distortion theory.
A basic theorem of rate distortion theory
Let us introduce the general purpose of quantization and its relation to coverings with a simple model: vectors from a source S are matched with words chosen from a dictionary, in order to be stored or transmitted. In this setting, quantization is analogous to decoding of error-correcting codes, that is, amounts to nding the closest element to the emitted one in the dictionary. The general question is:
What is the minimum number of bits needed to represent S with a given accuracy?
In our case, the source is binomial, i.e. the messages emitted are binary n-tuples (elements of F n ), every bit being, independently of the others, set to 1 (resp.0) with probability p 1=2, (resp. 1 0 p). In other words, the source follows a binomial law with mean np and variance 2 = np(1 0 p).
The probability of emitting a given s in F n is thus
where w(s) stands for the Hamming weight of s. For large n, by the Chebyshev inequality, the weight of s is almost surely close to np. More precisely, for xed
In what follows, we deal with quantities f n growing exponentially with n. To avoid cumbersome notation and convergency concerns irrelevant to us, we dene exponents as follows E(f n ) = lim n!1 n 01 log f n :
For example, if C n is an innite family of [n; k n ] codes, then E(f n ) is the limiting rate (when it exists). Let T be the set of messages s satisfying w(s) 2 [np 0 ; np + ]) ( typical sequences). In terms of the entropy function H(1), the exponent of P (s) reads:
The previous arguments yield that T is of measure asymptotically tending to 1 as n ! 1, in the probability space of binary n-tuples, and E(jT j) = H(p):
Representation of S with average distortion = R=n < p < 1=2. By analogy with the previous case, what we need now is to store a minimum number of vectors such that any typical sequence will be within distance R of at least one of them. In other words, we look for a covering.
We have E(jT j) = H(p), E(Vol(n; R)) = H(), where Vol(n; R) denotes the size of a Hamming sphere of radius R = n. By the covering bound, this implies
We now show how asymptotically optimal codes can be obtained achieving equality in the covering bound. This computes the rate distortion function for binomial sources, via a greedy algorithm outputting a required encoding .
The candidates to constitute the covering are clearly those centers x of Rspheres B(x; R) containing a maximum number of typical sequences. Setting w(x) = n, w.l.o.g. we may assume that x = (1 n 0 (10)n ), with 1 in F n and 0 in F . In what follows, is set to this last value. In other words, a sphere of radius R centered at a vector of weight n contains 2 nH()(1+o (1)) typical sequences.
To conclude the proof, we need some tools from hypergraphs. Recall that a hypergraph is a collection V of vertices, together with a family H of subsets -replace every typical sequence by the center of a sphere containing it, thus getting an approximation of it within n; -should a non typical sequence be emitted (event of probability 0), . . . do nothing. This is an informal proof of a classical result in rate-distortion theory (see, e.g., [3] ):
A binomial source is representable with a given average distortion by a number of bits asymptotically converging to the lower bound given by the sphere-covering bound (3).
Notice that in contrast with existing proofs, this one describes a procedure for nding a required covering.
(n; t; T )-arrays
Now we demonstrate how greedy algorithms can be employed to build (n; t; T )-arrays. We construct the following incidence matrix A, with 2 n columns labeled by all the vectors of length n. We label the column with number j by the vector being the binary representation of j. The number of rows is s n t . Let us associate to every row a double number, the rst part of it being a number from 1 to s, and the second one being a number from 1 to n t . There is a natural correspondence between the t-subsets and the numbers from 1 to If the partition is symmetric the maximum is attained for p = [n=2].
We illustrate how the theorem works on the previous examples.
1. Surjective codes Matrix A has 2 n columns and 2 t n t rows. The number of ones in every row is 2 n0t . Every column has the same number of ones, namely, a = n t . Applying the theorem we get
If n is growing and t is xed we have K t2 t ln n: 2. Disjunctive codes Matrix A has 2 n columns and t Notice that, while we have considerably reduced the search space, it remains of exponential size; thus, this is not a derandomization, as we shall see in next section. Notice that although we do not always get the best known constants, we achieve the correct order of magnitude.
Derandomization
In this section we demonstrate how the size of the search space can be essentially decreased. This is a derandomization strategy. For more on the subject, see [28] and references therein. For an application of another derandomizing method (conditional probabilities), see [10] .
t-surjectivity
The Stein-Lov asz theorem states that if (V; H) is a hypergraph, then any greedy algorithm will output a transversal (i.e. a set of vertices \hitting" all hyperedges) of (V; H) with at most jV j b (1 + ln 1) elements, where b is the minimum number of vertices in an hyperedge, and where 1 is the maximum degree.
In the case of the search for t-surjective arrays, the relevant hypergraph is constructed by considering (V; H), where V = f0; 1g n and H is the set of (n 0 t)-dimensional faces of a cube, i.e. each edge is the set of vectors of f0; 1g n that coincide with a given vector of f0; 1g t in a set of t given coordinate positions. In this case, b = 2 n0t , so that jV j=b = 2 t , and 1 = n t . The strategy for derandomization is to consider an induced subhypergraph (W; H 0 ), where W V and H 0 = fH\W j H 2 Hg, such that jWj=b 0 = jV j=b and 1 0 = 1. We obtain therefore a t-surjective array with the same number of rows as before, but with a reduced (to W ) search space.
In the t-surjective case, choose for W an [n; k; d] linear code with dual distance d 0 t+1. It is known, (see e.g. [22] ), that W is an orthogonal array of strength t. In other words, the jWj = 2 k codewords of W make up the rows of an array such that on any t given column positions, every binary ttuple is contained in exactly 2 k0t rows. This means that (W; H 0 ) satises the required jWj=b 0 = 2 t . That 1 0 = 1 is clear. Because for constant t we may choose for W a BCH code with dimension n 0 k n 0 (t=2) log n, yielding jWj n t=2 , the search space and the complexity of the greedy algorithm are now polynomial in n.
5.2
t-disjunctive arrays To achieve the best results with the above strategy the relevant hypergraph in this case should be chosen to be (V; H), where V is the set of vectors of f0; 1g n of constant weight n=t, and H the collection of sets of vectors of f0; 1g n that coincide with a given vector of weight 1 in a given set of t positions. Therefore, jV j = . To see how derandomization can be achieved here, consider the case t = 3.
We construct 3-disjunctive arrays for n = (3 r 01)=2. Let F 3 denote the eld on three elements, and let V r = F r 3 be the vector space of dimension r over F 3 .
For every nonzero pair of colinear vectors fx; 2xg in V r choose exactly one of x and 2x to make up a representation of the projective geometry P r01 of dimension r 01. Now let n = jP r01 j = (3 r 01)=2, so that every coordinate is associated to a point in P r01 . Let L r be the set of 3 r 01 nonzero linear forms over V r . To every linear form 2 L, associate the corresponding hyperplane of P r , i.e. fx 2 P r : (x) = 0g. It is readily seen that this derandomization strategy will work for every t which is a power of a prime : consider a search space that corresponds to the hyperplanes of some projective geometry over F t .
