The present investigation is focused on modeling of spray in crossflow using Large Eddy Simulations (LES). The modeling efforts are supported by experiments which are used both to provide accurate boundary and initial conditions and to evaluate droplet shapes in the near nozzle region. The droplets are modeled as Lagrangian parcels in an Eulerian continuum. Droplets in such configuration have been found to be distorted and not in perfect spherical shape from experimental results of our previous study. Droplet distortion is computed by Taylor-Analogy Breakup (TAB) distortion model. Each droplet is modelled as damped spring-mass system, where surface tension acts as a spring on the mass of the droplet and viscous dissipation provides the damping effect. The effort is to examine the effect of drag law used and the effect of this distortion on the droplet sizes produced in the flow field. Spray wind-ward trajectory and droplet sizes obtained from simulations are compared with the experimental results available. Although computational spray trajectory shows a reasonable match with experimental values, droplet sizes using the standard TAB model are found to be larger than that from experimental observation. To account for this distortion and its role in early breakup of droplets, constants of the TAB model are modified and the droplet sizes are found to be in good agreement with the experimental data.
Introduction
Spray in crossflow configuration is of practical relevance to a variety of applications. Research in this field was initially focused on spraying on pesticides and insecticides in agricultural fields, [1] [2] [3] spray painting, 4,5 petrochemical industry, 6 engine in-cylinder spray dispersion [7] [8] [9] and various other applications of interest. [10] [11] [12] Recent investigations have recognized the importance of this configuration in fuel injection gas turbine combustors. [13] [14] [15] [16] [17] This configuration can be especially useful in applications where fuel has to be atomized and evaporated rather quickly; typically in compact combustors for small gas turbines, or for lean premixed prevaporized combustors, where the desired residence time for droplets is small. This configuration appears to be more efficient in atomizing and mixing fuel than the traditional method of injecting liquid jet in crossflow. In spite of the huge potential applications associated with spray in crossflow, this configuration largely remains unexplored. Moreover, computational studies on spray in crossflow remain scarce. Deshpande et al. 18 studied a hollow cone spray subjected to crossflow of air using the Open Foam platform; they used a RANS-based formulation, employing a k-e model. They presented spray structure and deflection in the presence of crossflow, and made comparisons with analyses of Ghosh and Hunt 1 for near and far field structure. They observed air entrainment on the lee side of the spray and emphasized the importance of spray-induced air jet in the near-field region. In the far field, the centreline of spray-induced jet was found to be behaving as a single phase jet. Gu et al. 19 simulated monodisperse spray of conventional and biofuels injected into a 1 Indian Institute of Science, Bangalore, currently at GE-Aviation, Bangalore, India 2 Indian Institute of Science, Bangalore, India hot crossflow using KIVA-4 software. The main focus of their study was to investigate mixing and evaporation of spray droplets in terms of vaporization rate, degree of mixedness and homogeneity. The behaviour of bio fuels such as Rapeseed methyl esters (RME) and ethanol are compared with the conventional fuels like gasoline and Jet-A. The effect of preheat on the fuel is also examined and preheat is found to be useful in promoting evaporation. Desantes et al. 20 have analysed gas and spray injection in a crossflow. Their study has focused on spray jet axis deflection and air entrainment, and their relationship. Nondimensional constants for mass transfer and momentum transfer rates were defined and scaling laws for axis deflection were obtained. The study by Caraeni et al. 21 appears to be the first attempt at Large eddy simulation (LES) of spray in crossflow. This study is focused on evaporation and mixing of fuel droplets. For droplet breakup, both TAB model and Reitz-Diwakar models were used in conjunction. Single-phase LES simulations were validated with a DNS study. The final simulations were conducted for a real gas turbine combustor geometry. Salewski and Fuchs 22 undertook an elaborate study investigating the basic assumptions involved in the LES modelling of spray jet in crossflow, specifically the Lagrangian particle tracking. They critically analysed the assumptions regarding sphericity of droplets, spacing between droplets and importance of particle-particle aerodynamic interaction. Their results showed that most of the simplifying assumptions in Lagrangian particle tracking do not hold good, especially in the near-injector region, where the interparticle spacing is small. Droplet distortion was also identified as a major concern, and it was observed that the droplets are not spherical for a large portion of the computational domain. Hence, assuming droplets to be of perfectly spherical shape for the calculation of droplet drag could lead to erroneous results. The present study focuses particularly on this aspect, in the context of modelling of spray in crossflow. More importantly, the present work uses experiments and simulations in conjunction to assess the various modelling assumptions and provide guidelines for future modelling efforts. The long-term goal of this study is to improve spray injection process for computational investigation of practical combustors; to assess the widely used modelling assumption of spherical droplets; and to develop a process to account for droplet distortion. Moreover, as LES has been found to be useful for practical combustors, especially for investigation of transient phenomena like combustion instability, etc., and the present study is undertaken using the LES platform and computational results are extensively compared with the experimentally obtained results, so that this validated model can be used for future modelling efforts. The next few sections describe the experimental setup and results, modelling methodology, comparison of prediction with experiments and a summary of the findings. The experimental setup and results are described in the Experimental study section. The modelling methodology has been detailed in the Modelling methodology section, while the Computational domain section describes the computational domain. The Results section presents the computational results and their comparison with the experimental data. The major observations are summarized in the Conclusions section.
Experimental study
To determine the boundary conditions for the computational model, data from the experimental study are obtained. The experimental study is also helpful in providing insight to the complex phenomena of liquid atomization. The crossflow mean air velocity is measured using a pitot probe, and the turbulence levels are measured using a hot wire anemometer. 15 These values are used as the boundary condition to define the incoming crossflow air. The spray can be characterized by the three parameters: (i) spray cone angle, (ii) droplet size distribution, and (iii) droplet velocity. This section describes the experimental study on the airblast atomizer under quiescent conditions. The next few paragraphs describe the experimental setup, techniques used, and results.
Experimental setup
The experimental setup is shown schematically in Figure 1 . It consists of an airblast atomizer, liquid and gas supply lines and the laser diagnostics. The laser diagnostics facility includes a double-pulsed Nd:YAG laser, diffuser, charge-coupled device (CCD) camera and data acquisition and synchronization unit.
Atomizer and flow lines. The gas supply line consists of a high pressure vessel, which is pressurized by replaceable nitrogen bottles. Nitrogen filled in the high pressure vessel is supplied to the atomizer. The mass flow rate is controlled by a needle valve and measured by a mass flow meter. For the liquid supply system, liquid kept under high pressure is supplied to the atomizer. The mass flow rate of liquid is controlled through a mass flow controller. The controller is a Coriolis-based mass flow controller (Make: Bronkhorst, Model: mini Cori-Flow). The controller can supply liquid up to a flow rate of 5 g/s. The error in liquid mass flow rate is smaller than 0.2 of the measured value. Being a coriolisbased controller, it directly measures the liquid mass, and hence can be used for any liquid, irrespective of its physical properties. Both liquid and gas enter the mixing chamber of the internal mixing airblast atomizer (Make: Spraying Systems, Model: SU11). In the mixing chamber, liquid jet is impinged by four gas jets and the resulting mixture containing spray droplets and ligaments exits through the atomizer orifice.
Imaging techniques. Imaging techniques in the present study, laser-based shadowgraphy is used to capture images of spray structure and droplet sizing and velocity. The laser beam is incident on a fluorescent diffuser plate, and the resulting speckle-free laser-induced fluorescence forms the backlight illumination. If spray structure images are required to obtain cone angle, a zoom lens is used along with the camera. A large number of instantaneous spray images (100-300) are taken. Alternatively, replacing the zoom lens by a long distance microscope (LDM) attached to the CCD camera enables measurement of droplet sizes and velocities using the Particle/Droplet Imaging Technique (PDIA) and Particle tracking velocimetry (PTV). More details about the experimental facility and image processing can be found elsewhere. 15 
Results
This section presents experimental data on the spray under quiescent conditions, which serves as a boundary condition for the model. Specifically, the measured spray cone angle, droplet size distribution and droplet velocity are used as the boundary conditions. Cone angle. To obtain the cone angle, a large number of instantaneous spray images (100-300) are captured (cf. Figure 2 ). The captured images are then binarized and ensemble-averaged and processed using a 9 Â 9 pixel median filter to reduce noise. The underlying idea is to measure the spray radial width at two different axial locations and calculate cone angle based on the width and distance from the injector tip. Spray cone angles are observed to decrease with increase in liquid flow rate (Figure 3(a) ). In the present study, Gas-toLiquid mass flow Ratio (GLR) is maintained constant at 0.1. Hence, as the liquid flow rate increases, gas flow rate is also increased. This increased gas flow rate has probably contributed to enhanced air entrainment and hence the cone angle is observed to decrease. The measured cone angles are then used as input for the computational model.
Droplet diameter and velocity. Droplet diameters and velocity measurements are conducted under quiescent conditions. The measurement is carried out at 10 mm from the atomizer exit, along the atomizer axis. An instantaneous image for the droplet sizing and its location in the spray is shown in Figure 2 . Droplet SMD is shown for various liquid flow rates at a constant GLR value of 0.1 in Figure 3 (b). The error in droplet size measurement is less than 3.5%. There is a variation in SMD from around 51 microns to around 47 microns across the range of flow rates. The droplet size distribution for a typical case is also shown in Figure 3 (c). The droplet average velocity is shown in Figure 3 (d). It is evident that the droplet velocity increases with increase in liquid flow rate. This can be attributed to decrease in droplet sizes and increase in atomizing gas flow rate with liquid flow rates. As the droplet size decreases, it becomes easier for the atomizing gas to accelerate the droplet to higher velocities and hence an increase in droplet velocity is observed. Figure 4 shows some typical micro-structure images obtained for droplet sizing. It is clearly seen that non-spherical ligaments and deformed droplets are present in the near injector region. More discussion on this aspect is included in the Lagrangian multiphase section.
Modelling methodology
A commercially available software, CCMþ, 23 is used in the present study. This section describes the governing equations, LES methodology and subgrid scale model used in the present study. The details of Lagrangian particle tracking for spray droplets are also described along with the basic formulation of breakup and droplet distortion.
Governing equations
The solver used in this study is the coupled momentum and energy solver. The governing equations in Cartesian integral form for an arbitrary control volume V having a differential surface area dã can be written as
where
where E is the total energy and H is total enthalpy,
T, f r ¼ body force due to rotation, f g ¼ body force due to gravity, f u ¼ user-defined body force, and S u ¼ user-defined source term.
Large eddy simulations
LES involves solving the exact governing equation for the large scales and modelling for smaller scales. The task of modelling the small scales is accounted for by subgrid scale models. The governing equations for LES are obtained by filtering rather than averaging, as in RANS. The turbulence stress tensor T t denotes subgrid scale stresses. Boussinesq approximation is assumed to be valid and the stress tensor is modelled as
where t ¼ subgrid scale turbulent viscosity, k ¼ subgrid scale turbulent kinetic energy, v ¼ fluid velocity, and S ¼ strain rate tensor, defined as
Wall-Adaptive Local-Eddy Viscosity model
The WALE model 24 uses square of the velocity gradient tensor in its formulation. This accounts for the effect of both strain and the rotation rate of the smallest resolved turbulent scales. It does not require any wall damping function, and is able to recover the near-wall scaling for the eddy viscosity. This model computes subgrid scale viscosity by employing a mixing-length type of formulation
where ¼ density, Á ¼ length scale or grid-filter width, Á is determined as the minimum of product of k and d(kd) and
S d is defined as
Inlet boundary conditions for LES For any spatially developing LES simulation, the specification of turbulent inlet boundary condition is of paramount importance. There are several methods to mimic realistic inflow conditions; one of them is the synthetic eddy method (SEM). It is especially suitable for complex geometries and unstructured meshes.
The SEM method generates synthetic eddies in the inlet plane. The spatial and temporal characteristics of each eddy are described by its shape function. The turbulent flow field is treated as a superposition of spinning eddies, whose position and spin are obtained from a normalized uniform distribution. The eddy size is of the order of the characteristic scale of turbulence. The synthetic eddies generated at the inlet plane are transported in the computational domain with the mean inlet velocity. More details about this method can be found in Jarrin et al. 25 Lagrangian multiphase
For modelling the phenomena of droplets dispersed in airflow, a suitable formulation is the LagrangianEulerian form. The continuous phase (gas phase in the present study) is modelled in Eulerian fashion; while the dispersed phase particles (droplets in present study) are tracked using the Lagrangian Particle Tracking (LPT). Since modelling each spray droplet separately will be computationally very expensive, droplets are modelled as parcels. A parcel is a collection of droplets with identical properties that travel together. More details about the parcel injection can be found from the original formulation by Dukowicz. 26 The droplets are assumed to be injected as spherical particles and their subsequent distortion and breakup are being modelled by TAB deformation and TAB breakup models. The momentum conservation equation for a Lagrangian particle can be represented as
where F d ¼ drag force, F p ¼ pressure gradient force, F vm ¼ virtual mass force, F g ¼ gravity force, F u ¼ user defined body force, and F u ¼ 0 for this study. In this study, gravity and virtual mass forces are not considered, and the net force on the droplet is due to drag force and pressure gradient force. Additionally, a two-way coupling model is used in this study. This ensures that the total force exerted by the continuous phase on the dispersed phase is exerted back on the continuous phase using Newton's third law of motion.
Droplet drag. As mentioned earlier, accounting for droplet drag and breakup is a major focus of this study. The models used are described in this section. For droplet drag, two models are available to calculate the drag coefficient C d . These are the Liu drag coefficient which accounts for droplet deformation 27 and the drag coefficient for perfectly spherical droplets. 23 The drag correlation assuming droplets to be perfect spheres calculates C d using the following correlation 
where Re p is the particle Reynolds number defined as
where is the air density, v s is the slip velocity, D p is particle diameter, and is interfacial surface tension. The Liu formulation first calculates drag for an undistorted sphere and then obtains drag coefficient for a distorted sphere using the following correlations
Here, y is the droplet distortion parameter (equation (14)); its value is 0 for a perfect sphere and 1 for a flat disc. It will be elaborated in the next section when the TAB droplet distortion model is explained.
Droplet distortion. Assuming droplets to be perfectly spherical under the action of distorting aerodynamic forces could result in erroneous results. Hence, it becomes imperative to account for droplet distortion and quantify the extent of distortion. The Taylor-Analogy-Breakup (TAB) Distortion Model is used in the present study. 27 This model denotes each droplet as a damped springmass system, where surface tension acts as a spring on the mass of the droplet and viscous dissipation provides the damping effect. The TAB Droplet Distortion Model calculates the instantaneous displacement x of the droplet equator from its equilibrium undistorted position. The displacement x is normalized with droplet diameter (D p ) to give the droplet distortion parameter y as follows
where C b is an empirical constant. The Taylor analogy formulation gives the following equation
where is surface tension, l is liquid viscosity, We is the aerodynamic Weber number, C d and C K are model constants.
Droplet breakup. The breakup of droplets is characterized by two non-dimensional numbers, Weber number (We) and Ohnesorge number (Oh). 28 As the Weber number for the droplets is in the range of applicability of the TAB breakup model, it was selected for the present study. The TAB breakup model 28 works in conjunction with the TAB distortion model. When the droplet normalized distortion (y) reaches unity, the droplet is assumed to be critically distorted and a breakup event is triggered. The Sauter mean diameter (SMD) of the post-breakup child parcels can be calculated from the diameter of the original droplet using energy balance as shown in the equation below
Here, K is the ratio of total energy in distortion to the energy in the fundamental mode. The diameter of the child parcels is obtained by assuming a RosinRammler distribution of the child parcels around the calculated SMD. 
where v i,j is the relative velocity between two colliding parcels, and i,j is the collision cross section defined as
Át is the size of the time step, V is the cell volume, N P is the number of parcels in the cell, and q i is the number of droplets in parcel i. Possible collision outcomes are: bounce, permanent coalescence, and separation. The resultant outcome for any collision event is determined by evaluating three non-dimensional parameters: collision Weber number (We coll ), the relative velocity (v ði,j Þ ), and impact parameter (B).
These parameters are defined as
where l is the droplet density, v 1 and v 2 are velocities of the colliding droplets with r 1 and r 2 being the corresponding radii. Also, b is calculated by using the distance from the centre of one drop to the relative velocity vector that is located at the centre of another drop. Further details can be found in the literatures.
23,29

Computational domain
The computational domain denoting various boundary conditions is shown in Figure 5 . The domain compasses the entire experimental region, with length 150 mm and a cross section of 54 Â 50 mm. The injector is located 50 mm from the crossflow air inlet. The air enters through a velocity inlet where both velocity magnitude and turbulence intensity are specified. The duct is surrounded by walls from all four sides, with a no slip boundary condition. The exit is labelled as a pressure outlet where the incoming air and spray droplets leave the computational domain.
Computational grid
A polyhedral mesh is used in the present study. There are several advantages of using a polyhedral mesh. The number of neighbouring cells for a polyhedral mesh is around 10 or more, while a tetrahedral cell has only four neighbours. This makes the gradient approximation from the nearest neighbours much more accurate in a polyhedral mesh than for that of a tetrahedral mesh. It has been observed that the polyhedral mesh gives better accuracy with lower number of cells and takes smaller computational time than the tetrahedral mesh. The cut-section at the central plane of the computational domain is shown in Figure 6 . The total number of cells in the computational domain is 201584. The suitability of a mesh for a LES study can be judged by determining the efficiency of the mesh in resolving turbulent scales. More precisely, a mesh can be evaluated based on the values of the resolution coefficient defined as
Hence, the value of R determines the extent of turbulent scales that are resolved or modelled. R ¼ 1 denotes a DNS solution, whereas R ¼ 0 refers to a RANS calculation. The mesh for the present study had a R value of above 0.9 averaged over the complete computational domain, implying that over 90% of the total turbulent kinetic energy is resolved and less than 10% is modelled using the subgrid scale model. An instantaneous distribution of R is shown in Figure 7 for a typical case.
Inputs and boundary conditions used in modelling
For the inlet boundary conditions, pitot tube and hot-wire measurements from the experimental study are used. Specifying velocity inlet boundary condition using synthetic eddy method used in this study requires three parameters: average velocity, turbulence intensity, and turbulent length scale. The average velocity is obtained from pitot tube measurements, while hot-wire readings are used to specify turbulence intensity, which is 3% of the inlet velocity, on an average. Turbulent length scale is assigned as 5% of the height of the test section, which turns out to be 2.5 mm. For specifying spray injection, droplet diameter and velocity are measured 10 mm from the injector tip without crossflow. The measured droplet diameter profile is used to obtain a Cumulative Distribution Function (CDF), which is used as an input for spray injection model. Droplet velocities are averaged and this average velocity is specified to the numerical model. Spray cone angle measured from experiments performed at the same spray conditions, without the crossflow is used. The underlying assumption is that the injected spray properties are same as the spray properties without the crossflow. Once spray is injected into the computational domain, the crossflow will start affecting the spray, due to drag and droplet breakup. The outlet is modelled as pressure outflow where the pressure is fixed to the atmospheric pressure. All the walls are simulated using the no-slip boundary condition.
Results
The crossflow air and spray conditions used in this study are summarized in Table 1 .
Spray structure
An instantaneous structure of the spray in crossflow for a typical case is depicted in Figure 8(a) . The colour code denotes the droplet sizes. It can be inferred that the windward trajectory is formed by the largest droplets. Also, the size of droplets increases in the vertical direction, with increase in height from the injector. It was found that the tendency of a droplet to lose its initial momentum and get aligned to the crossflow direction increases with decrease in size. In other words, the tendency to follow the crossflow direction is greater in droplets with smaller diameters. Consequently, the smallest droplets are found at the lowest heights along the crossflow. Figure 8 (b) and (c) shows the horizontal and vertical droplet velocities respectively. As is evident, droplets near the injector and at the wind-ward boundary have the largest vertical velocity and smallest horizontal velocity. As the droplets travel downstream, the vertical component of velocity is diminished and the horizontal component is enhanced, showing the effect of drag. At the bottom right corner, where the smallest droplets are present, the horizontal velocity of droplets nearly attains the crossflow air velocity. To summarize, from Figure 8 it can be inferred that the droplets size increases along the vertical direction, transverse to the crossflow. Droplet size also decreases along the crossflow direction, apparently due to secondary breakup of droplets. On the other hand, at the point of injection, droplets have higher vertical velocity and smaller horizontal velocity, but along the crossflow direction, the vertical velocity decreases while the horizontal velocity increases.
Spray trajectory
The trajectory of the spray obtained in a computational study depends upon the value of drag, which in turn depends upon the drag law used. If the droplet distortion is small, it is acceptable to assume droplets retaining a perfectly spherical shape and use the drag law for spherical bodies. On the other hand, if the droplets are distorted, due to the aerodynamic forces acting on it in the crossflow, it becomes important to account for this change in shape while calculating the drag. Figure 9 (a) shows the droplet Weber number in the presence of the crossflow. As observed, the Weber numbers are high enough to cause significant distortion and breakup, especially in the windward side of the spray, where the largest droplets are present, and it can be expected that a significant population of deformed droplets will be present in that region. This is confirmed by Figure 9 (b) which shows the droplet distortion (y) calculated by the TAB model. As evident from these figures, it will be erroneous to assume droplets as spherical particles for calculation of drag, especially when the droplets in the flow field are highly deformed. Hence, droplet distortion is accounted for while calculating drag for all cases in this study. The comparisons of the computed trajectory with experimentally obtained trajectory for various cases are shown in Figure 10 . It is observed that there is a reasonable agreement between computed and experimentally observed trajectories. The computational model slightly under predicts the trajectory in Figure 10 (b) and over predicts in Figure 10 (c), but overall the comparison with experimental data is quite close and the model is giving a reasonable prediction. It may also be noted that, to the best of authors knowledge, this is the first ever comparison of experimental and computational results, for spray in crossflow configuration.
Droplet sizing
Droplet sizes have been obtained from the computational domain at the same location and probe volume as used in experiments. The measurements are taken at two stations situated at 12 mm and 40 mm downstream the injector tip; measurement locations are at various heights on the stations. The comparison between the computed and measured droplet sizes is shown in Figure 11 . As is evident, the computed droplet sizes are much larger than the experimentally observed values, especially at station 1 (X ¼ 12 mm). This can be understood by a close examination of the experimental conditions, especially in the near nozzle structure of the spray. The micrographs from the experiments for the near nozzle region were previously shown in Figure 4 . Large ligaments and deformed droplets can clearly be observed in both the cases. Droplet deformation can be measured by using a parameter called sphericity which is defined as the ratio of smallest to the larger diameter of a deformed droplet (cf. Figure 12 ). The percentage contribution of the deformed droplets in the total droplet volume is presented in Figure 13 . The cut-off value is chosen at 0.5. Hence, if a droplet has its sphericity less than 0.5, its volume is added to the volume of distorted droplets. It is evident from Figure 13 that a large percentage of droplets is deformed for all liquid flow rates. This observation seriously undermines the assumption of perfectly spherical droplets being injected in the flow field. Hence, the predicted droplet distortion is lower than the corresponding experimental value. Deformation promotes breakup, and droplet with smaller deformation has lesser tendency to undergo breakup, and hence will produce larger droplet size, as observed in Figure 11 . In order to obtain droplet sizes closer to experimental values, it is required to account for the initial distortion of droplets in the computational model. The next section focuses on attempts made in this direction.
Accounting for initial droplet distortion
The advantage of using the PDIA technique is that unlike other methods of particle sizing, it also provides droplet shape information. The effect of sphericity in promoting breakup needs to be accounted for; the sphericity data from droplet size measurements is a suitable candidate to be considered for droplet distortion. Moreover, as can be clearly seen in the TAB formulation, there are some modelling constants that can be tuned in to control the droplet sizes. The following are equations that are used to calculate droplet distortion and droplet sizes post breakup
The second equation has SMD of the resultant droplets formed after breakup D 32 in the denominator. Therefore, to decrease SMD for a fixed droplet diameter D P , it is required to increase the value of constants, K and C K and decreasing value of C D for any droplet diameter D P . Physically, K represents the ratio of total energy in distortion to the energy in the fundamental mode. Hence increasing K will have the same effect as increasing the energy contained in distortion, i.e. increasing of probability of breakup. Similarly, C D is the coefficient of liquid viscosity, and viscosity hinders breakup. Thus, decreasing the coefficient of viscosity, C D will promote breakup. The constants of the TAB breakup model are varied iteratively to obtain the set of values for which the computational results are in close agreement with the experimental data. The values of TAB constants obtained thus are listed in Table 2 .
The droplet sizes obtained by adopting this strategy are compared with the experimental values in Figure 14 . It is observed that the experimental and computational values have a reasonable match, and the agreement is better than that obtained with the original TAB constants used. However, the computationally obtained droplet sizes are larger than the experimentally obtained values at 12 mm from the injector. The agreement between computational and experimental results has improved significantly in the downstream location 40 mm from the injector. This can be understood by closely examining the physical mechanism of breakup and its computational modelling. Physically, the droplets are highly distorted, are deformed and the breakup and stripping phenomena are not captured by the computational model with the present modelling assumptions, especially in a spray that comprises of a large number of droplets. The droplet breakup model assumes the child droplets produced after the breakup event to be normally distributed following a RosinRammler distribution. This assumption also needs to be further investigated. The TAB model assumes droplets to be perfect spheres initially, and then distort to an ellipsoidal shape before eventually breaking up. The breakup time required by a distorted droplet is expected to be smaller than the time required by an ellipsoid. Thus, for the computational model, at the first station, 12 mm from the injector, the residence time of droplets is not large enough to undergo complete breakup, hence the calculated droplet SMD is larger than the measured SMD values. By the time the droplets reach the 40 mm station, the effect of breakup becomes evident and the SMD is in closer agreement with the experimental values.
Conclusions
LES are used with a Lagrangian Particle Tracking methodology to model the spray dispersion in crossflow. The spray trajectory obtained from simulations is found to be in good agreement with the spray trajectory obtained in experimental studies. Droplet sizes obtained computationally are found to be larger than the values measured in experiments. The reason for this behaviour is found by examining the near nozzle images used for droplet sizing. Droplets in the near nozzle region are found to be distorted and hence the assumption of injecting spherical droplet no longer holds good. To account for this initial distortion, the constants for the droplet breakup model are modified. The resulting simulation using the modified TAB constants is found to give a reasonable match with the droplet sizes obtained in experimental study. Future efforts may focus on validating this approach with a wider range of parameters.
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