Abstract. We discuss tangent maps related to the multipliers of periodic points of a typical one-dimensional polynomial map.
Definitions, Notation, Statements
We write C for the field of complex numbers. a i x i ∈ P m and let us choose a root α of f (x). Locally (with respect to a), one may view α (using Implicit Function Theorem) as a holomorphic (univalued) function in a = (a 0 , . . . , a m−1 ). We have ([11, Sect. 2 
(Since α is a simple root of f (x), we have f ′ (α) = 0.) We also have (ibid)
(of course, if i = 0 then the first term disappears). Using these formulas, let us compute the differential dN : C m → C (at f (x)) of locally defined holomorphic function N : P m → C, f (x) → f ′ (α).
It follows that dN sends the tangent vector p(x) = 
This work was partially supported by a grant from the Simons Foundation (#246625 to Yuri Zarkhin). The gradient of N at f (x) = x m − x (with respect to the root α) is
Let n ≥ 2 be an integer and g(x) ∈ C[x] a degree n monic polynomial with complex coefficients. For every positive integer r we denote by g
•r (x) the composition g(. . . g(x)) (r times). Clearly, g
•r (x) is a degree n r monic polynomial with complex coefficients. Let us consider the polynomial map
Clearly, the fixed points of G are exactly the roots of g(x) − x while the roots of g
•r (x) − x are exactly the points of period (dividing) r.
We write Z n,r ⊂ A n for the everywhere dense Zariski-open affine subset that consists of all monic degree n polynomials g(x) such that g
•r (x) − x lies in P n r (i.e., does not have multiple roots). For example, x n ∈ Z n,r for all r. Clearly, for every positive integer m Z m,1 = {f (x) + x | f (x) ∈ P m }. It is also clear that the holomorphic map
is a holomorphic isomorphism, whose tangent map
is the identity map at all points of Z m,1 . Let us consider a locally defined holomorphic function
where α is a root of g •r (x) − x. We are going to discuss its differential
paying special attention to the computation of the corresponding gradient
In what follows we denote this gradient by Q r (α). This notation is compatible with our previous notation for Q 1 (α) in Example 1.1. Remark 1.3. Let us consider the locally defined multiplier function
Clearly, M r (g) = Mult r (g) − 1. It follows that the differentials dM r and dMult r everywhere coincide. In other words grad(M r ) |g(x) = grad(Mult r ) |g(x) ∀g(x) ∈ Z n,r .
1.4.
In order to state our main results, first notice that if g(x) ∈∈ Z n,r and ν(n, r) is the number of of all orbits of length r for the map z → g(z) then ν(n, r) ≥ n r (see Subsection 4.3). Second, let us consider a positive integer ℓ and a sequence {r 1 , . . . , r ℓ } of ℓ positive integers. Let Z(n, ℓ; r 1 , . . . , r ℓ ) be the intersection of all Z n,ri ; it is a nonempty Zariski-open affine subset in A n that contains g(x) = x n . Let g(x) ∈ Z(n, ℓ; r 1 , . . . , r ℓ ). For each i pick a complex number β i that is a periodic point of G : z → g(z) of exact period r i . Locally (with respect to g), each β i is a holomorphic function (in the coefficients of g(x).)
Suppose that β 1 , . . . β ℓ belong to distinct orbits of z → g(z). Let us consider the following ℓ locally defined holomorphic functions
Let Z 0 (n, ℓ; r 1 , . . . , r ℓ ) be the set of all polynomials g(x) ∈ Z(n, ℓ; r 1 , . . . , r ℓ ) such that the ℓ-element set
is linearly independent in C n for every choice of {β 1 , . . . , β ℓ }. Clearly, Z 0 (n, ℓ; r 1 , . . . , r ℓ ) is an open subset of Z(n, ℓ; r 1 , . . . , r ℓ ) and therefore of A n in complex topology. However, this set may be empty; e.g., when ℓ ≥ n.
The following statements are main results of this paper. Theorem 1.5. The set Z 0 (n, ℓ; r 1 , . . . , r ℓ ) is a Zariski-open subset of Z(n, ℓ; r 1 , . . . , r ℓ ) and therefore of A n . Theorem 1.6. Suppose that n ≥ 3. Assume that ℓ i=1 r i ≤ n. If r j = 1 for some j then we assume additionally that ℓ i=1 r i < n. Then Z 0 (n, ℓ; r 1 , . . . , r ℓ ) contains g(x) = x n and therefore is nonempty.
Notice that under the notation and assumptions of Theorem 1.6, if r is a positive integer and l(r) is the number of i's with r i = r then l(r) ≤ n r ≤ ν(n, r).
Combining Theorems 1.5 and 1.6, we obtain the following statement.
Corollary 1.7. Suppose that n ≥ 3. Assume that ℓ i=1 r i ≤ n. If r j = 1 for some j then we assume additionally that
Example 1.8. Suppose that ℓ = n − 1 and all r i = 1 (i.e., all the β i involved are fixed points). It follows from results of [11, 7] that
Remark 1.9. In the notation and assumptions of Corollary 1.7, let us consider the locally defined holomorphic map
. Corollary 1.7 asserts that this map has (maximal) rank ℓ on a nonempty Zariski-open subset
for every choice of periodic points {β 1 , . . . , β ℓ }. It would be interesting to study its image. For the case of fixed points (i.e., when all r i = 1), see [3] .
Notice that Remark 1.9 gives a partial answer to a question of Yu.S. Ilyashenko, who was interested in the case of two orbits, in connection with [1, 2] . Remark 1.10. In the case of two orbits, it turns out (see Examples 2.3, 2.4 and Remark 2.5 below) that g(x) = x n does not belong to Z(n, 2; r 1 , r 2 ) if either r 1 = r 2 = n − 1 or r 1 = 1, r 2 = n − 1. It would be interesting to find out whether in these cases Z(n, 2; r 1 , r 2 ) is empty.
The paper is organized as follows. In Section 2 we compute explicitly the differentials dMult β,r at g(x) = x n where β is a (n r −1)th root of unity. This allows us to write down explicitly the corresponding gradients Q r (β) ∈ C n . Now Theorem 1.6 becomes equivalent to an assertion that the corresponding set of vectors {Q ri (β i )} (and Q 1 (0) if one of r i is 1) is linearly independent in C n . We prove this assertion in Section 3. Using standard properties of finite maps ([9, Ch. 1], [5, Sect. 8]), we prove Theorem 1.5 in Section 4.
Computations of tangent maps
Lemma 2.1. Let us consider the holomorphic map Φ n,r : A n → A n r that sends a degree n monic polynomial g(x) to the monic degree n r polynomial g •r (x). Then the tangent map dΦ n,r at g(x) = x n is as follows. It sends a tangent vector x k (at the point x n ) to the tangent vector
Proof. Notice that p 1,k (x) = x k and for all positive integers r
Induction by r. We need to prove that if
). If r = 1 then it is obvious. Assume that this assertion is true for r and let us check it for r + 1. We have
Since all p r,k (for given n and r) have distinct degrees, the set {p r,0 , . . . , p r,n−1 } is linearly independent. This means that the rank of the tangent map to Φ n,r at g(x) = x n is n, i.e. the tangent map at this point is injective and its image coincides
with m = n r . Let α be a nonzero root of x m − x, i.e., α n r −1 = 1. Using Lemma 2.1 and Example 1.1, we obtain the following. The image
In other words,
Notice that q r,k (α) = q r,k (α n ), q r,0 (α) = n · q r,n−1 (α).
It follows that the gradient of Mult r at g(x) = x n (with respect to α) is Q r (α) = (q r,0 (α), q r,1 (α), . . . , q r,n−1 (α)) = (nq r,n−1 (α), q r,1 (α), . . . , q r,n−1 (α)) ∈ C n .
Clearly,
It is also clear that
This implies that
Example 2.3. Suppose that n = 3 and r = 2. Then n r − 1 = 8. Let α be a 8th root of unity that is not ±1. Then α is a periodic point of exact period 2 for z → z 3 . We have
So, if α is a primitive fourth root of unity, i.e., 
Now if we put β = α −1 then α and β are primitive 8th roots of unity that do not belong to the same orbit while Q 2 (α) and Q 2 (β) generate the same line C · (3, 0, 1) in C 3 . This implies that Z(3, 2; 2, 2) does not contain g(x) = x 3 .
Example 2.4. Suppose that n = r + 1 and r ≥ 2. Then for all positive integers i
It follows that n i is congruent to 1 + ir modulo r 2 . In particular, n r − 1 is divisible by r 2 = (n − 1) 2 . It also follows that (n i − n)/(n − 1) = n i−1 is congruent to i − 1 modulo r and therefore n i − n ≡ (i − 1)r mod r 2 .
Suppose that α is a primitive r 2 th root of unity. Then α n r −1 = 1 and therefore
i.e., α is a periodic point for the map z → z n . Clearly, its period divides r. On the other hand, for all positive integers i < r the power n i is not congruent to 1 modulo r 2 and therefore α n i = α. It follows that α has exact period r. The number γ := α 1−n = α −r is a primitive rth root of unity. For each integer k with 0 ≤ k ≤ n − 1 the number δ = γ n−k is an rth root of unity. Clearly, δ = 1 if and only if n − k = n − 1, i.e. k = 1. In particular, if k = 1 then
On the other hand, if k = 1 then δ = 1 and q r,1 (α) = −r(n − 1)n r−1 γ. It follows that
This implies that Z 0 (r + 1, 2; r, 1) does not contain g(x) = x n .
Remark 2.5. Suppose that r > 2 and n = r + 1. Example 2.4 tells us that if α and β are primitive r 2 th roots of unity then Q r (α) and Q r (β) generate the same line C · (0, 1, . . . , 0) in C n . Since r > 2, the number ϕ(r 2 ) of primitive r 2 th roots of unity is strictly greater than r. (Here ϕ is the Euler function.) In particular, we may choose such α and β from different orbits (of length r) of the map z → z n . It follows that Z 0 (r + 1, 2; r, r) does not contain g(x) = x n .
Linear independence
As was already pointed out, Theorem 1.6 is an immediate corollary of the following statement. Assume that {α 1 , . . . , α ℓ } belong to different orbits of the map z → z n . Then:
Proof of Theorem 3.1. In the course of the proof we will use the following elementary statement that will be proven at the end of this section. Then c(β) = 0 for all β ∈ S.
Let us continue to prove Theorem 3.1. Replacing each r i by d(α i ) we may and will assume that r i = d(α i ), i.e., the orbit O(α i ) of α i consists of r i distinct elements (for all i). We also assume that n ≥ Then we obtain for all k = 0, 1, . . . , n − 1 . . c ℓ } be a sequence of (ℓ + 1) complex numbers such that
This implies that
We have
Recall that all the coordinates of Q 1 (0) except the second one do vanish. This implies that
for all positive integers integers u = 1, . . . , n − 2. Since n − 2 ≥ d, the same arguments with Lemma 3.2 as above prove that c i = 0 for all positive integers i and therefore −c 0 Q 1 (0) = 0, i.e., c 0 = 0.
Proof of Lemma 3.2. This Lemma is a variant of well-known classical results (e.g., see [10] ). Let us consider the rational function
Clearly, It follows that X(t) has a zero of order ≥ d at the origin. This implies that Q(t) is divisible by t d and therefore Q(t) = 0, i.e. X(t) = 0. Since −c(β) is the residue of X(t) at t = β for all β ∈ S, we conclude that c(β) = 0. 
Openness in Zariski topology
The aim of this Section is to prove Theorem 1.5. We will need the following well known easy statement.
Lemma 4.1. Let n ≥ 2 be an integer and g(x) ∈ C[x] is a monic degree n polynomial. Suppose that g(x) − x has a multiple root say, α. Then for all positive integers r the complex number α is a multiple root of g •r (x) − x.
Proof. We have
It follows easily that
This means that
In other words, α is a multiple root of g •r (x) − x. 
It is easy to check that (under our assumptions on n and m) we have n m/2 ≥ 2 m/2 > log 2 (m) and therefore ν n (m) is positive.
Since ν n (m) is divisible by For each s ∈ S m the complex number φ m (s) is a periodic point, whose period divides m, with respect to z → g(z), i.e. g
•m (φ m (s)) = φ m (s). In addition, we require that
In other words, the coefficients of both polynomials in x do coincide. Notice that
onẐ n,r . In particular, all the coordinate functions φ m (s) onẐ n,r are integral over the polynomial ring C[A n ] = C[a 0 , . . . , a n−1 ], which is generated by the coefficients of g(x) = x n + n−1 i=0 a i x i . Recall that g
•r (x) − x has no multiple roots. It follows that each map φ m : S m → C is injective, its image consists of elements of exact period m while distinct elements of S m go under φ m to distinct orbits of length m; in addition, every orbit of length m contains exactly one element of φ m (S m ). On the other hand, for any choice of an element ζ in every orbit of length m (for each divisor m of r) there is (exactly one) point ofẐ n,r that lies "above" g(x) and such that the corresponding φ m (S m ) consists of these ζ.
By construction, the projection map of affine varietiesẐ n,r → Z n,r is surjective. In addition, this map is finite, because the ring of regular functions C[Ẑ n,r ] onẐ n,r is generated over C[Z n,r ] ⊃ C[A n ] = C[a 0 , . . . , a n−1 ] by the coordinate functions φ m (s) that are integral over C[A n ]. Now one may "lift" Mult r = Mult r,β to globally defined functions onẐ n,r . Namely, for each s ∈ S r the function
is a globally defined regular function. If φ m (s) and β lie in the same orbit of length m then this function coincides with the composition of projection mapẐ n,r → Z n,r and Mult r,β . It is also clear that the vector function
is a regular map that coincides with the composition of projection mapẐ n,r → Z n,r and grad(Mult r,β ) : Z n,r → C n with β = φ r (s). Let ℓ be a positive integer that does not exceed d(n, r). If D is an ℓ-element subset of S r let us consider the the subset X D of points v ∈Ẑ n,r such that the collection of ℓ vectors {grad(Mult r,s )(v) | s ∈ D} is linearly dependent in C n . Clearly, X D is a Zariski-closed subset inẐ n,r . It follows that the union X of all X D (where D runs through all ℓ-element subsets of S r ) is also closed inẐ n,r . The finiteness of the projection map implies that the imageX of X in Z n,r is also Zariski-closed ([9, Ch. 1, Sect. 5.3]). On the other hand, one may easily check that X is the complement of Z 0 (n, ℓ; r, r, . . . , r) in Z(n, ℓ; r, r . . . , r) = Z n,r . It follows that Z 0 (n, ℓ; r, r . . . , r) is Zariski-open in Z n,r . This proves Theorem 1.5 in the case when r 1 = r 2 = · · · = r ℓ . 4.5. Now let us consider the general case. Let d be the number of distinct elements in the sequence {r 1 , . . . , r ℓ } and R the corresponding d-element set of positive integers. For each r ∈ R we denote by l(r) the number of i with r i = r. If there is r with l(r) > d(n, r) then Z(n, ℓ; r 1 , r 2 , . . . , r ℓ ) is empty. So further we assume that l(r) ≤ d(n, r) for all r ∈ R.
We writeẐ ′ n,r for the preimage of Z(n, ℓ; r 1 , r 2 , . . . , r ℓ ) inẐ n,r . The natural regular mapẐ ′ n,r → Z(n, ℓ; r 1 , r 2 , . . . , r ℓ ) is finite, because the base change of a finite map is finite [5, Sect. 8, Prop. 8.22 ]. Let us consider the fiber productẐ n,R of allẐ ′ n,r (where r runs through R) over Z(n, ℓ; r 1 , r 2 , . . . , r ℓ ). If we write π for the natural regular map Z n,R → Z(n, ℓ; r 1 , r 2 , . . . , r ℓ ) then π is finite, because the composition of finite maps is also finite [5, Sect. 8, Prop. 8.4 and 8.22]. We denote by π r the natural finite regular map π r :Ẑ n,R →Ẑ ′ n,r . Now for each r ∈ R pick a l(r)-element subset D r in S r and consider the subset X {Dr|r∈R} of points v ∈Ẑ n,R such that the collection of r∈R l(r) vectors {grad(Mult r,sr )(v r ) | s r ∈ D r , r ∈ R} is linearly dependent in C n . Here v r = π r (v) ∈Ẑ ′ n,r . Clearly, X {Dr|r∈R} is a closed algebraic subvariety inẐ n,R . Now let us consider the union Y of all such X {Dr|r∈R} for all choices of {D r | r ∈ R}. It is also clear that Y is also a closed algebraic subvariety inẐ n,R . Since π is finite, the image π(Y ) is a closed algebraic subvariety in Z(n, ℓ; r 1 , r 2 , . . . , r ℓ ). On the other hand, one may easily check that Z 0 (n, ℓ; r 1 , r 2 , . . . , r ℓ ) is the complement of π(Y ) in Z(n, ℓ; r 1 , r 2 , . . . , r ℓ ). It follows that Z 0 (n, ℓ; r 1 , r 2 , . . . , r ℓ ) is Zariski-open in Z(n, ℓ; r 1 , r 2 , . . . , r ℓ ). This ends the proof of Theorem 1.5.
