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Abstract. Numerical and analytical results are presented for fluid slosh-
ing, of a two-layer inviscid, incompressible and immiscible fluid with
thin layers and a rigid lid, coupled to a vessel which is free to undergo
horizontal motion governed by a nonlinear spring. Exact analytical re-
sults are obtained for the linear problem, giving the natural frequencies
and the resonance structure, particularly between the fluid and vessel.
A numerical method for the linear and nonlinear equations is developed
based on the high-resolution f-wave-propagation finite volume methods
due to BALE, LEVEQUE, MITRAN AND ROSSMANITH (2002) (SIAM
J. Sci. Comput. 24, 955-978), adapted to include the pressure gradient
at the rigid-lid, and coupled to a Runge-Kutta solver for the vessel mo-
tion. The numerical simulations in the linear limit are compared with
the exact analytical solutions. The coupled nonlinear numerical solu-
tions with simulations near the internal 1 : 1 resonance are presented.
Of particular interest is the partition of energy between the vessel and
fluid motion.
1 Introduction
The effect of liquid sloshing on the dynamics and control of liquid transport, e.g. the terrestrial
transport of liquids, oil and liquid natural gas in ships, and fuel in aviation and astrodynamics,
has motivated a wide range of research. An indication of the breadth of research in this area
can be found in the books of IBRAHIM [25] and FALTINSEN & TIMOKHA [19] and references
therein. The coupled dynamics between fluid sloshing and vessel motion brings in a new di-
mension and the potential for enhancing or diminishing the sloshing motion through vehicle
dynamics. The coupled problem is of great practical interest in the transport of liquids along
roads, maritime fluid transport, and industrial applications. Examples of where dynamic cou-
pling is of interest is the sloshing of water on the the deck of fishing vessels [13], transport of
liquid by robots [46, 47], motion planning for industrial control [23, 38, 20, 18], sloshing in
automobile fuel tanks [48], and motion of water waves in a suspended container [16]. The book
of MOISEYEV & RUMYANTSEV [36] covers general aspects of the dynamic coupling between
vessel motion and interior fluid motion.
The principal new directions in this paper are threefold: to consider an interior fluid with two
layers of different density, include dynamic coupling with the vessel motion, and to include
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nonlinearity in both the vessel and fluid motion. Previous work on sloshing of two-layer fluids
includes MACKEY & COX [33], which derives a forced KdV equation and shows that forcing
induces a form of chaos. Another example is the work of LA ROCCA ET AL. [39, 40] which
includes both experiments and theory showing excellent agreement between a Lagrangian re-
duction to a large system of ODEs and the experimental results for a rigid lid container [39],
and two layers with a free surface [40]. However, as far as we are aware there are no results
in the literature which consider the dynamic coupling between a sloshing two-layer fluid and
vessel motion. Here this coupled problem is considered with a shallow-water rigid-lid model
for the two-layer fluid. There has been a vast amount of work on the two-layer model in open
systems, and papers that have influenced the current theory are [2, 9, 10, 11, 12, 15, 17, 21, 22,
26, 27, 28, 29, 32, 34, 35, 37, 41, 42]. However the principal interest here is in closed systems.
The introduction of two layers in an enclosed container with sloshing is motivated by a model
for the Offshore Wave Energy Ltd (OWEL) wave energy converter [1].
For the dynamic coupling analysis a key precedent is the experiment of COOKER [16] on a
horizontal rectangular wave tank which swings at the lower end of a bifilar pendulum such that
the base of the tank remains horizontal. A linear analysis giving the natural frequencies of the
coupled problem is given and compared with experiments in [16]. Cooker’s model was extended
in [5] by including a nonlinear fluid model coupled to the linear vessel motion. A Hamiltonian
formulation, obtained by transforming to the Lagrangian particle-path (LPP) formulation of the
fluid motion, is derived leading to a robust and fast numerical method with excellent energy
conservation and partition properties. A key feature of [5] was the transformation to the LPP
description, but a generalization of the LPP description to multi-layer fluids is difficult (see e.g.
STEWART & DELLAR [42]).
The theory for dynamic coupling with one layer was extended to the full 2D – not necessarily
shallow – problem in [6] where a new 1 : 1 resonance structure was discovered. In the 1 : 1
resonance, one of the symmetric fluid sloshing mode frequencies is equal to the frequency of
the anti-symmetric vessel-fluid coupled modes. In [24] experiments on the time-periodic liq-
uid sloshing-induced sideways motion of containers are presented and the measurements are
compared with the finite-depth potential theory developed from standard normal mode repre-
sentations for rectangular boxes, upright cylinders, wedges and cones of 90◦ apex angles, and
cylindrical annuli. In [45] the nonlinear energy transfer between fluid sloshing and vessel mo-
tion is studied. The impact of sloshing on vehicle dynamics through the direct transfer of energy
from fluid motion to vehicle motion is examined through resonance and nonlinearity. A non-
linear normal form is derived close to an internal 1 : 1 resonance, with the energy transfer
manifested by a heteroclinic connection, which connects the purely symmetric sloshing modes
to the purely antisymmetric sloshing modes. In [43] the dynamic coupling problem is studied
for a suspended rectangular container from a single rigid pivoting rod and with interior partially
filled with an inviscid fluid. A characteristic equation is derived for the natural frequencies
of the coupled system and it is shown that the coupled pendulum sloshing dynamics exhibits
unstable solutions if the length of the rigid pole is below some critical value.
An introduction to shallow-water multi-layer models is given in the book of BAINES [8]. They
can be derived by integrating the Euler equations in the vertical coordinate direction. The model
for the dynamic coupling to horizontal vessel motion is derived using a variational principle in
[3, 5]. The vessel with a rigid-lid is attached to a linear or nonlinear spring with the interior of
the vessel housing a two-layer shallow-water sloshing fluid, as shown schematically in Figure
2
1. The coupled equations are
Figure 1: Schematic of a moving vessel with a rigid-lid constrained by a spring force and filled
with two different fluids.
(ρ1h1)t + (ρ1h1u1)x = 0 ,
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(ρ2h2u2)t +
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ρ2h2u
2
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ρ2gh
2
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)
x
= −ρ1gh2h1x − h2px − ρ2h2q¨ ,
h1 (x, t) + h2 (x, t) = d ,
d
dt
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0
(ρ1h1u1 + ρ2h2u2) dx+
(
m1f +m
2
f +mv
)
q˙
)
+ ν1q − ν2q3 = 0 ,

(1.1)
in 0 ≤ x ≤ L, with boundary conditions
uj(0, t) = uj(L, t) = 0 , for j = 1, 2 . (1.2)
In the equations, h1, u1 and ρ1 denote the depth, velocity and density of the upper layer, and
h2, u2 and ρ2 correspond to the lower layer. The pressure at the rigid lid is denoted by p and g
is the gravitational constant. There are two frames of reference: the spatial (inertial) frame has
coordinates X = (X, Y ) and the body frame has coordinates x = (x, y). The whole system has
a uniform translation, denoted q(t), in the x−direction; hence
X = x+ q and Y = y .
The fifth equation in (1.1) is the rigid-lid constraint with d a given positive constant. The first
and third equations in (1.1) are conservation of mass, and the second and fourth equations are the
conservation of momentum for each layer. The result of the vertical integration and hydrostatic
assumption is a system of partial differential equations similar to two sets of one-layer shallow-
water equations with the addition of a coupling term between the layers. This coupling term
is due to the integration of the hydrostatic pressure and does not represent momentum transfer
due to drag force between the layers [35]. The last equation in (1.1) is the governing nonlinear
equation for the motion of the vessel where ν1 > 0 and ν2 are constants. If ν2 < 0 the spring
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is called hard and if ν2 > 0 it is called soft. Also m1f , m
2
f and mv are, respectively, the mass of
the upper layer fluid, the mass of the lower layer fluid and the mass of the vessel.
Another form of the coupled two-layer shallow water system (1.1) is obtained by replacing the
fourth equation of (1.1) by
(ρ2h2u2)t +
(
ρ2h2u
2
2 +
1
2
ρ2gh
2
2 + ρ1gh1h2
)
x
= ρ1gh1h2x − h2px − ρ2h2q¨ , (1.3)
where an extra term appears in the flux of the lower layer momentum equation and the non-
conservative coupling terms in each layer become symmetric [2, 35]. This equation is equivalent
to the fourth equation of (1.1), but has advantages for the numerics. The symmetry in the non-
conservative products has the benefit that the transfer of momentum due to these coupling terms
moves directly between the layers which is advantageous in numerical integration [35].
A class of high resolution wave-propagation finite volume methods are developed in [30] for
multidimensional hyperbolic systems. These methods are based on solving Riemann problems
for waves that define both first order updates to cell averages and also second order corrections
which can be modified by limiter functions to obtain high resolution numerical solutions. The
wave-propagation algorithms are modified in [9] for conservation laws and balance laws with
spatially varying flux functions and called f-wave-propagation methods. The main novel feature
of the modified algorithms is to solve the Riemann problems by decomposition of the jump in
the flux functions into waves propagating out from each grid cell interface instead of decom-
position of the jump in cell averages. In [21, 22] a class of augmented approximate Riemann
solvers is developed for the single layer shallow water equations in the presence of a variable
bottom surface using the f-wave-propagation algorithm. The solver is based on a decomposi-
tion of an augmented solution vector including the depth, momentum, momentum flux and the
bottom surface. This solver is well-balanced, maintains depth non-negativity and extends to
Riemann problems with an initial dry state. In [34, 35] the f-wave-propagation finite volume
method is used to develop solvers for the multilayer shallow water equations in one and two
dimensions. The proposed approximate Riemann solvers also handle dry states in the system
where the bottom layer depth becomes zero. In [28] the two-layer shallow water system is
studied using the f-wave methods. It is discussed that the two-layer system is conditionally
hyperbolic because of the coupling terms between the layers. These terms may cause the eigen-
values to become imaginary. In [27] the f-wave method is used to solve the wave propagation
problems generated by submarine landslides. Also several types of the Boussinesq equations
are reviewed and implemented with a hybrid of high-resolution finite volume and finite differ-
ence methods. In [7] the high-resolution f-wave-propagation finite volume methods of [9] are
adapted to the two-layer inviscid, incompressible and immiscible shallow-water equations in a
moving vessel with a rigid-lid. The main novel features of this paper are the inclusion of the
exact expression for the pressure gradient at the rigid-lid into the numerical calculations, the
inclusion of time-dependent source terms, and the coupling to vessel motion.
An outline of the paper is as follows. In §2 an exact analysis of the linear problem is given
resulting in the characteristic equation. The characteristic equation has a product structure as
in [6] with a 1 : 1 resonance along lines in parameter space. In §3 the governing equations
for the fluid are analysed in preparation for the numerics. In §4 the details of the numerical
scheme for the fluid are presented. The scheme is based on the algorithm of BALE ET AL. [9]
suitably modified to take into account the rigid lid and the coupling to the vessel motion. The
vessel motion is governed by the scalar q(t) and when the fluid motion is given, q(t) satisfies
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an ordinary differential equation. In §5 an algorithm for integrating the q− equation is given.
It is based on a Runge-Kutta algorithm and is implemented using MATLAB’s ODE45. Results
of simulations of the coupled problem are reported in §6.1 and §6.2. The key feature of the
linear simulations is comparison with the exact solution, and the key feature of the nonlinear
simulations is energy partition between the vessel and fluid. In §7 a summary and discussion of
how the results apply to ocean wave energy converters is given.
2 The linear coupled problem and natural frequencies
An analysis of the linear problem will be useful for determining how the natural frequencies
of the two-layer shallow-water sloshing inside a container with a rigid-lid are modified by the
coupling. See [7] for the natural frequencies of the two layer shallow water sloshing problem
without the vessel equation. The exact linear solutions will be used to validate the numerical
solutions.
Consider the linearisation of system (1.1) about the trivial state
h1 (x, t) = h
0
1 + h˜1 (x, t) , h2 (x, t) = h
0
2 + h˜2 (x, t) , u1 (x, t) = u˜1 (x, t) ,
u2 (x, t) = u˜2 (x, t) , p (x, t) = p˜ (x, t) , q (t) = q˜ (t) .
The linearised equations are(
ρ1h˜1
)
t
+
(
ρ1h
0
1u˜1
)
x
= 0 ,(
ρ1h
0
1u˜1
)
t
+
(
ρ1gh
0
1h˜1
)
x
= −ρ1gh01
(
h˜2
)
x
− h01p˜x − ρ1h01¨˜q ,(
ρ2h˜2
)
t
+
(
ρ2h
0
2u˜2
)
x
= 0 ,(
ρ2h
0
2u˜2
)
t
+
(
ρ2gh
0
2h˜2
)
x
= −ρ1gh02
(
h˜1
)
x
− h02p˜x − ρ2h02¨˜q ,
h˜1 (x, t) + h˜2 (x, t) = 0 ,
h01 + h
0
2 = d ,
d
dt
(∫ L
0
(
ρ1h
0
1u˜1 + ρ2h
0
2u˜2
)
dx+
(
m1f +m
2
f +mv
)
˙˜q
)
+ νq˜ = 0 ,

(2.1)
where ν = ν1, m1f = ρ1h
0
1L, and m
2
f = ρ2h
0
2L. This system can be written as
q˜t + A (q˜) q˜x = Ψ̂ (q˜, t) , (2.2)
where
q˜ =

ρ1h˜1
ρ1h
0
1u˜1
ρ2h˜2
ρ2h
0
2u˜2
 , A (q˜) =

0 1 0 0
gh01 0 rgh
0
1 0
0 0 0 1
gh02 0 gh
0
2 0
 , Ψ̂ (q˜, t) =

0
−h01p˜x − ρ1h01¨˜q
0
−h02p˜x − ρ2h02¨˜q
 ,
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r = ρ1/ρ2 and with the eigenstructure given in (3.12) and (3.13). Differentiating the rigid-lid
constraint equation h˜1 + h˜2 = 0 with respect to time and using the mass equations in (2.1) gives
∂x(h
0
1u˜1 + h
0
2u˜2) = 0 , (2.3)
and so h01u˜1 + h
0
2u˜2 is independent of x. With the boundary conditions
u˜1 (0, t) = u˜1 (L, t) = 0 and u˜2 (0, t) = u˜2 (L, t) = 0 , (2.4)
it follows that h01u˜1 + h
0
2u˜2 = 0. Now differentiate this function with respect to time and use
the momentum equations in (2.1) to get an equation for the pressure gradient at the rigid-lid
∂p˜
∂x
=
ρ1ρ2
ρ2h01 + ρ1h
0
2
(
−gh02
(
∂h˜2
∂x
+ r
∂h˜1
∂x
)
− d¨˜q
)
. (2.5)
Introduce harmonic solutions of the following form
h˜1 (x, t) = H1 (x) cosωt , h˜2 (x, t) = H2 (x) cosωt ,
u˜1 (x, t) = A1 (x) sinωt , u˜2 (x, t) = A2 (x) sinωt ,
p˜ (x, t) = p̂ (x) cosωt , q˜ = q̂ cosωt .
(2.6)
Substitution into the linear equations (2.1) then gives
H1 (x) +H2 (x) = 0 , h
0
1 + h
0
2 = d ,
−H1ω + h01
dA1
dx
= 0 , −H2ω + h02
dA2
dx
= 0 ,
A1ω − q̂ω2 + 1
ρ1
dp̂
dx
= 0 ,
A2ω − q̂ω2 + gdH2
dx
+ rg
dH1
dx
+
1
ρ2
dp̂
dx
= 0 ,∫ L
0
ρ1h
0
1ωA1dx+
∫ L
0
ρ2h
0
2ωA2dx−
(
m1f +m
2
f +mv
)
q̂ω2 + νq̂ = 0 .

(2.7)
The boundary conditions (2.4) require A1(0) = A2(0) = 0 and so the constraint (2.3) gives
h01A1 + h
0
2A2 = 0. Hence
A2(x) = −h
0
1
h02
A1(x) and H2(x) = −H1(x) = −h
0
1
ω
dA1
dx
.
Next, eliminate p̂x from (2.7) to get
ω2ρ1q̂ − ωρ1A1 + ωρ2A2 − ω2ρ2q̂ + ρ2gdH2
dx
+ ρ1g
dH1
dx
= 0 ,
or after substituting for A2 and noting that
dH2
dx
= −dH1
dx
,
−
(
ρ1 + ρ2
h01
h02
)
ωA1 + (ρ1 − ρ2)ω2q̂ + (ρ1 − ρ2) gdH1
dx
= 0 .
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Now substituting for
dH1
dx
, this latter equation modifies to
d2A1
dx2
+ α2A1 +
ω3
gh01
q̂ = 0 , (2.8)
where
α2 =
(ρ1h
0
2 + ρ2h
0
1)
(ρ2 − ρ1) gh01h02
ω2 ,
with the boundary conditions A1(0) = A1(L) = 0. Solving for A1 then gives
A1 (x) = F cosαx+G sinαx− ω
3q̂
gh01α
2
.
The boundary condition at x = 0 gives
A1 (x) =
ω3q̂
gh01α
2
cosαx+G sinαx− ω
3q̂
gh01α
2
, (2.9)
and the boundary condition at x = L gives
− ω
3q̂
gh01α
2
sin2(1
2
αL) +G sin(1
2
αL) cos(1
2
αL) = 0 . (2.10)
To evaluate the vessel equation in (2.7) integrate A1(x),∫ L
0
A1 (x) dx =
∫ L
0
(
ω3q̂
gh01α
2
cosαx+G sinαx− ω
3q̂
gh01α
2
)
dx
=
ω3q̂
gh01α
3
sin(αL)− ω
3q̂L
gh01α
2
+
G
α
(1− cos(αL)) ,
and so ∫ L
0
A2 (x) dx = −h
0
1
h02
(
ω3q̂
gh01α
3
sin(αL)− ω
3q̂L
gh01α
2
+
G
α
(1− cos(αL))
)
.
Hence the vessel equation modifies to(
2 (ρ1 − ρ2) ω
4
gα3
sin(1
2
αL) cos(1
2
αL) + (ρ2 − ρ1) ω
4L
gα2
− (m1f +m2f +mv)ω2 + ν) q̂
+2 (ρ1 − ρ2) h
0
1ω
α
sin2(1
2
αL)G = 0 .
(2.11)
Equations (2.10) and (2.11) are two homogeneous equations for two unknowns. Combining
them into one matrix equation gives
−2ω3
gh01α
2
sin2(1
2
αL) 2 sin(1
2
αL) cos(1
2
αL)
C 2 (ρ1 − ρ2) h
0
1ω
α
sin2(1
2
αL)

[
q̂
G
]
=
[
0
0
]
, (2.12)
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where
C = 2 (ρ1 − ρ2) ω
4
gα3
sin(1
2
αL) cos(1
2
αL) + (ρ2 − ρ1) ω
4L
gα2
− (m1f +m2f +mv)ω2 + ν .
For non-trivial solutions the determinant of the coefficient matrix must vanish, resulting
−4ω4
gα3
(ρ1 − ρ2) sin4(12αL)− 2 sin(12αL) cos(12αL)C = 0 .
Let s = 1
2
αL then
∆(s) = −4ω
4
gα3
(ρ1 − ρ2) sin2(s) + 2ω
4L
gα2
(ρ1 − ρ2) sin(s) cos(s)
+2
(
m1f +m
2
f +mv
)
ω2 sin(s) cos(s)− 2ν sin(s) cos(s) = 0 .
However, if cos (s) = 0 then ∆(s) 6= 0. Hence cos (s) is never zero, and it can be divided out,
and so ∆(s) reduces to
∆(s) = −4ω
4
gα3
(ρ1 − ρ2) sin(s) tan(s) + 2ω
4L
gα2
(ρ1 − ρ2) sin(s)
+2
(
m1f +m
2
f +mv
)
ω2 sin(s)− 2ν sin(s) = 0 ,
or after substituting for ω and α in terms of s,
∆(s) = P(s)D(s) , (2.13)
where
P(s) = sin(s) ,
D(s) =
4
gL
(ρ1 − ρ2)
(
(ρ2 − ρ1) gh01h02
ρ1h02 + ρ2h
0
1
)2 (
s2 − s tan(s))
+
4
L2
(
m1f +m
2
f +mv
) (ρ2 − ρ1) gh01h02
ρ1h02 + ρ2h
0
1
s2 − ν .
Also D(s) can be converted to the following form,
D(s) =
G
s
− Rs− tan(s) , (2.14)
with
G =
gLν
4 (ρ2 − ρ1)3
(
gh01h
0
2
ρ1h02 + ρ2h
0
1
)2 and R = −1 +
(
m1f +m
2
f +mv
)
(ρ1h
0
2 + ρ2h
0
1)
L (ρ2 − ρ1)2 h01h02
,
and by factoring out an s term which we assume is non-zero. The function D(s) is similar to
the characteristic function first derived in [16] for the dynamic coupling problem with one-layer
shallow-water equations with a free surface, but with different G and R here. With two factors
in the characteristic function (2.13) there are three principal classes of solutions:
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1. D(s) = 0 but
d
ds
D(s) 6= 0 and P(s) 6= 0: anti-symmetric fluid mode coupled to vessel
motion.
2. P(s) = 0 but
d
ds
P(s) 6= 0 and D(s) 6= 0: symmetric fluid mode decoupled from vessel
motion.
3. D(s) = 0 and P(s) = 0 but
d
ds
D(s) 6= 0 and d
ds
P(s) 6= 0: internal 1 : 1 resonance be-
tween a symmetric and anti-symmetric fluid mode which is coupled to the vessel motion.
2.1 Solution class 1: D(s) = 0, P(s) 6= 0
The first class of modes are associated with roots of D(s) with the conditions
D(s) = 0 but
d
ds
D(s) 6= 0 and P(s) 6= 0 . (2.15)
These are the modes which fully couple the vessel and fluid motion. An explicit solution for
D(s) = 0 has not been found, but the qualitative position of the roots can be established by
plotting G/s− Rs and tan(s) (see Figure 2 in [16]). The second condition in (2.15) is satisfied
since
d
ds
D(s) = − G
s2
− R− 1− tan2(s) ,
which is not zero for any s > 0. The third condition in (2.15) is satisfied as long as
G 6= m2pi2R for any m ∈ N . (2.16)
The mode shapes are determined as follows. In this case G and q̂ in (2.10) are related by
G =
ω3 tan(s)
gh01α
2
q̂ ,
and hence
A1 (x) =
ω3
gh01α
2
[cos(αx) + tan(s) sin(αx)− 1] q̂ ,
with the interface
H1 (x) = −ω
2
gα
[sin(αx)− tan(s) cos(αx)] q̂ ,
with the value of q̂ arbitrary, determined by the initial data, and the value of s (and α = 2s/L)
determined via one of the roots of D(s) = 0. To see that the interface is anti-symmetric about
the centreline, rewrite H1(x) in terms of x− 12L,
sin(αx)− tan(s) cos(αx) = 1
cos(s)
sin
(
α
(
x− 1
2
L
))
,
and hence
H1 (x) = −ω
2q̂
gα
1
cos(s)
sin
(
α
(
x− 1
2
L
))
,
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and so H1(0) = −H1(L). The equation D(s) = 0 has a countable number of positive solutions,
sj with j = 1, 2, . . . . Given a root sj satisfying D(sj) = 0, the natural frequency of the coupled
system is given by
ωcoupledj =
2
L
√
(ρ2 − ρ1) gh01h02
ρ2h01 + ρ1h
0
2
sj . (2.17)
For comparison, the natural frequencies of the uncoupled problem are recorded here. The nat-
ural frequencies of the two-layer fluid when the vessel is fixed (the sloshing frequencies) are
[7]
ωfj =
2
L
√
(ρ2 − ρ1) gh01h02
ρ2h01 + ρ1h
0
2
jpi
2
, j = 1, 2, . . . . (2.18)
The natural frequency of the dry vessel plus two fluids with the fluids treated as rigid-body is
ωfv =
√
ν
mv +m1f +m
2
f
=
2
L
√
(ρ2 − ρ1) gh01h02
ρ2h01 + ρ1h
0
2
√
G
1 + R
. (2.19)
It can be shown that ωcoupled1 is strictly less than all other natural frequencies:
ωcoupled1 < ω
f
1 , ω
coupled
1 < ωfv . (2.20)
The first inequality follows from the fact that for strictly positive G and R the fundamental root
lies in the interval 0 < s1 < 12pi [16]. Furthermore, ω
coupled
1 → ωf1 only in the limit G → ∞.
The second inequality in (2.20) is verified as follows. Use the inequality tan (s1) > s1 (since
2s1 < pi) and then
G
s1
− Rs1 = tan (s1) > s1 ⇒ s1 <
√
G
1 + R
⇒ ωcoupled1 < ωfv . (2.21)
So the important conclusion is that when the vessel oscillates with a wave in its fundamental
mode (wave mode) the frequency is less than the two-fluid frequency with vessel held fixed,
and the frequency of the dry vessel plus the two fluids treated as rigid-body.
2.2 Solution class 2: P(s) = 0, D(s) 6= 0
The second class of modes are associated with roots of P(s) with the conditions
P(s) = 0 but
d
ds
P(s) 6= 0 and D(s) 6= 0 . (2.22)
Setting P(s) = 0 gives sin(s) = 0 and so s = mpi for some m ∈ N. The second condition in
(2.22) is satisfied since
d
ds
P(s) = cos(s) which is non-zero when s = mpi. The third condition
in (2.22) is satisfied as long as (2.16) is satisfied.
WithD(s) 6= 0 it follows from (2.11) that q̂ = 0 and so the vessel is stationary. Them−dependent
velocity solution is
A1 (x) = Gm sin
(
2mpi
x
L
)
,
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with Gm arbitrary, determined by the initial conditions. The m−dependent interface mode
shape is
H1 (x) =
h01
ω
2mpi
L
Gm cos
(
2mpi
x
L
)
.
The symmetry of this mode follows from the fact that H1(0) = H1(L).
2.3 Solution class 3: D(s) = P(s) = 0
The conditions for this class of solutions are
P(s) = 0 and D(s) = 0 but
d
ds
P(s) 6= 0 and d
ds
D(s) 6= 0 . (2.23)
The conditions (2.23) are equivalent to
∆ (s) =
d
ds
∆ (s) = 0 ,
which is the usual necessary condition for a 1 : 1 resonance. It is also sufficient since the eigen-
function associated with P(s) = 0 is linearly independent from the eigenfunction associated
with D(s) = 0.
The requirement P(s) = 0 gives s = mpi for some m ∈ N. Substituting into the second factor
D (mpi) =
G
mpi
− Rmpi − tan (mpi) = G
mpi
− Rmpi ,
and hence the condition for the internal 1 : 1 resonance is a condition on the parameters G and
R,
G = m2pi2R , for some m ∈ N . (2.24)
The third and fourth conditions in (2.23) are satisfied as noted in §2.1 and §2.2. In terms of the
physical parameters the value of ν for the resonance condition is
ν1:1 =
4m2pi2
gL
(
−1 +
(
m1f +m
2
f +mv
)
(ρ1h
0
2 + ρ2h
0
1)
L (ρ2 − ρ1)2 h01h02
)
(ρ2 − ρ1)3
(
gh01h
0
2
ρ1h02 + ρ2h
0
1
)2
.
(2.25)
With all the parameters on the right hand side, there is a much wider range of possible physical
values of ν that can give rise to the 1 : 1 resonance.
At resonance the vessel natural frequency equals one of the symmetric modes of the fluid os-
cillation. The symmetric fluid modes exert no horizontal force on the vessel. However, at
resonance, these symmetric modes can mix with the vessel motion. For each m ∈ N, there is a
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continuum of such solutions in the linear problem, with eigenfunctions
u˜m1 (x, t) = 2 sin
(
1
2
mκx
)(−mκ
gh01
(
(ρ2 − ρ1) gh01h02
ρ1h02 + ρ2h
0
1
) 3
2
sin
(
1
2
mκx
)
q̂m
+Gm cos
(
1
2
mκx
))
sin (ωmt) ,
h˜m1 (x, t) =
−mκ(ρ2 − ρ1)h
0
1h
0
2
ρ1h02 + ρ2h
0
1
sin (mκx) q̂m +
Gmh
0
1(
(ρ2 − ρ1) gh01h02
ρ1h02 + ρ2h
0
1
)1
2
cos (mκx)
 cos (ωmt) ,
u˜m2 (x, t) = −
h01
h02
u˜m1 ,
h˜m2 (x, t) = −h˜m1 (x, t) ,
(2.26)
where q̂m and Gm are arbitrary real numbers, κ = 2pi/L, and
ωm = mκ
√
(ρ2 − ρ1) gh01h02
ρ1h02 + ρ2h
0
1
. (2.27)
The resonance frequencies (2.27) can be expressed in terms of the two-fluid natural frequencies
ωresonancej =
2
L
√
(ρ2 − ρ1) gh01h02
ρ2h01 + ρ1h
0
2
jpi = 2ωfj , for j ∈ N . (2.28)
3 Setting up the governing equations for numerics
In solving the two-layer shallow water system numerically several difficulties arise. First, the
system is conditionally hyperbolic. Secondly, an explicit expression cannot be found for the
eigenvalues of the two layer system. Thirdly, a numerical scheme is required to be well-
balanced with source terms since the quasi-linear two layer shallow water system is non-
conservative [28]. The eigenstructure of the hyperbolic PDEs (1.1) with its fourth equation
replaced by (1.3) would be identical to two uncoupled shallow water equation systems [35] and
it is shown in [15] that the approach of splitting of the layers would be unstable and suitable
entropy fix is required [11]. The eigenvalues of the system (1.1) with the lower layer momen-
tum equation replaced by (1.3) do not take into account the coupling between the layers and the
eigenstructure of this system is not desirable for methods that need this information to construct
a Riemann solution [35]. So the strategy is to use the two-layer shallow water system in (1.1) to
determine the required eigenstructure for the f-wave finite volume analysis, and use the system
(1.1) with the lower layer momentum equation replaced by (1.3) to calculate the jump in the
fluxes.
The two-layer shallow water equations in the coupled system (1.1) can be written in the follow-
ing balance law form
q (x, t)t + f (q)x = Ψ (q, t) , (3.1)
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where
q (x, t) =

ρ1h1
ρ1h1u1
ρ2h2
ρ2h2u2
 , f (q) =

ρ1h1u1
ρ1h1u
2
1 +
1
2
ρ1gh
2
1
ρ2h2u2
ρ2h2u
2
2 +
1
2
ρ2gh
2
2
 ,Ψ (q, t) =

0
−ρ1gh1h2x − h1px − ρ1h1q¨
0
−ρ1gh2h1x − h2px − ρ2h2q¨
 .
This system can be written in quasi-linear form as
qt + A (q) qx = Ψ̂ (q, t) , (3.2)
where
A (q) =

0 1 0 0
−u21 + gh1 2u1 rgh1 0
0 0 0 1
gh2 0 −u22 + gh2 2u2
 , Ψ̂ (q, t) =

0
−h1px − ρ1h1q¨
0
−h2px − ρ2h2q¨
 .
The characteristic polynomial of A (q) reads(
(λ− u2)2 − gh2
) (
(λ− u1)2 − gh1
)− rg2h1h2 = 0 , (3.3)
where r =
ρ1
ρ2
. An interesting geometrical interpretation of (3.3) is discussed in [37, 28, 27].
3.1 Computing the eigenvalues of the Jacobian
Several approaches have been used in the literature to find the eigenvalues of the characteristic
equation (3.3). In [29] an explicit expression for the roots of a fourth degree polynomial is used
to evaluate the eigenvalues directly. This approach is appealing and it is being tested on the
equations for the two-fluid system. However, numerically this direct approach is expensive and
difficult to do with precision [35]. Therefore, in this paper, approximate methods are used to
approximate the eigenvectors and eigenvalues.
In [41] a velocity difference expansion method is used to evaluate the eigenvalues. Approxi-
mations are based on an expansion about the differences in layer speeds u1 − u2. Under the
assumptions that |u1 − u2| and (1− r) are very small, first order approximations for the eigen-
speeds are
λ±ext ≈
h1u1 + h2u2
h1 + h2
±
√
g (h1 + h2) , (3.4)
corresponding to wave speeds of surface waves and
λ±int ≈
h1u2 + h2u1
h1 + h2
±
√√√√g′ h1h2
h1 + h2
(
1− (u1 − u2)
2
g′ (h1 + h2)
)
, (3.5)
where g′ = g (1− r) is the reduced gravity, corresponding to wave speeds at the internal sur-
face. So it can be concluded that the internal eigenvalues λ±int are conditionally real if
(u1 − u2)2
g′ (h1 + h2)
< 1 , (3.6)
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and it is expected when |u1 − u2| becomes large enough the shear stress grows and leads to
the Kelvin-Helmholtz (KH) instability. So this condition is linked to the KH instability of the
stratified flows [28, 27]. See [14] for the numerical treatment of the loss of hyperbolicity of
the two layer shallow water system, and see [10] for the nonlinear stability analysis of two-
layer shallow water equations with a rigid-lid. This approach for the approximation of the
eigenvalues is useful only for two-layer shallow fluid flows with densities very close to each
other (Boussinesq approximation). In this paper we are interested in two-layer shallow fluid
flows with r small (non-Boussinesq limit). Hence, we adapt the following approach for the
approximation of the eigenvalues.
Another approach to approximating the eigenstructure of (1.1) is to use the eigenvalues of the
linearized system with the characteristic polynomial(
λ2 − gh02
) (
λ2 − gh01
)− rg2h01h02 = 0 , (3.7)
where h01 and h
0
2 are the upper layer and lower layer fluid depth at rest, respectively. Assuming
that the eigenvectors have the form x˜ = [1, λ, χ, λχ]T , the unknowns λ and χ can be found from
Ax˜ = λx˜, where A is defined in (2.2),
gh01 (1 + χr) = λ
2, gh02 (1 + χ) = λ
2χ . (3.8)
Now eliminating λ from both equations, a quadratic equation for χ can be found
χ2 +
1
r
(1− β)χ− β
r
= 0 , (3.9)
giving
2χ± = −1
r
(1− β)± 1
r
√
(1− β)2 + 4βr , (3.10)
where β =
h02
h01
. Now λ can be found in terms of either the top or bottom layers,
λ = ±
√
gh01
√
1 + χr , λ = ±
√
gh02
√
1 + χ
χ
, (3.11)
and it is discussed in [35, 28, 27] that the external and internal eigenvalues are
λext1 = −
√
gh01 (1 + χ
+r) , λint1 = −
√
gh01 (1 + χ
−r) ,
λint2 =
√
gh01 (1 + χ
−r) , λext2 =
√
gh01 (1 + χ
+r) ,
(3.12)
with eigenvectors
Λ =

1 1 1 1
−
√
gh01 (1 + χ
+r) −
√
gh01 (1 + χ
−r)
√
gh01 (1 + χ
−r)
√
gh01 (1 + χ
+r)
χ+ χ− χ− χ+
−χ+
√
gh01 (1 + χ
+r) −χ−
√
gh01 (1 + χ
−r) χ−
√
gh01 (1 + χ
−r) χ+
√
gh01 (1 + χ
+r)
 .
(3.13)
Since the eigenspace is completely determined by the initial conditions in the linear limit and
does not change in time, an alternative to this is to use the full values of β, h1 and h2 for the
nonlinear equations [34]. This latter approach is the one we use in this paper to approximate
the eigenstructure of the two-layer shallow water system. For the nonlinear problem, h01 and h
0
2
are replaced by the computed values of h1 and h2.
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4 F-wave numerical approach for the fluid motion
The numerical method used in this paper to implement the linear and nonlinear two layer shal-
low water equations with a rigid-lid is the high resolution wave propagation finite volume al-
gorithm developed by BALE ET AL. [9, 31] and used by [22, 35, 27]. This method is briefly
discussed here. Interested readers are referred to [9, 31, 21, 32, 22, 34, 35, 28, 27]. The wave
propagation algorithm is Godunov type finite volume method often referred as REA algorithm,
standing for reconstruction-evolve-average, making use of Riemann problems to determine the
numerical update at each time step. Godunov’s method uses the Riemann solutions to evaluate
cell interface fluxes at each time step. In LeVeque’s wave propagation algorithm the waves
arising in Riemann solutions are re-averaged onto adjacent grid cells in order to update the nu-
merical solution [22]. LeVeque’s method is applicable to hyperbolic systems of the form (3.2).
The solution to the Riemann problem consists of m waves denoted by Wp ∈ Rm propagating
out from each grid cell interface at speeds sp. These waves are related to the jump discontinuity
at each grid cell interface via
Qi −Qi−1 =
m∑
p=1
Wpi−1/2 =
m∑
p=1
αpi−1/2r
p
i−1/2 , (4.1)
where rpi−1/2 are eigenvectors of the approximate flux Jacobian Âi−1/2 and Q
n
i =
1
∆x
∫
Ci q (x, t
n) dx
with Ci = [xi−1/2, xi+1/2], ∆x =
(
xi+1/2 − xi−1/2
)
and ∆t = (tn+1 − tn) and the domain is
partitioned into grid cells C. This amounts to a projection of the jump in Q onto the eigenspace
of Âi−1/2. The first order upwind method then reads
Qn+1i = Q
n
i −
∆t
∆x
(A+∆Qi−1/2 +A−∆Qi+1/2) , (4.2)
The fluctuations A±∆Qni∓1/2 are determined by solutions to Riemann problems at the cell in-
terfaces at xi±1/2. The term A+∆Qi−1/2 represents the net updating contribution from the
rightward moving waves into grid cell Ci from the left interface, andA−∆Qi+1/2 represents the
net updating contribution from the leftward moving waves into cell Ci from the right interface.
These fluctuations can be defined in terms of waves as
A±∆Qi−1/2 =
m∑
p=1
(
spi−1/2
)±
Wpi−1/2 ,
where s+i−1/2 = max(s
p
i−1/2, 0) and s
−
i−1/2 = min(s
p
i−1/2, 0). The wave propagation method
(4.2) can be extended to second order accuracy using limiters applied to each wave such that
Qn+1i = Q
n
i −
∆t
∆x
(A+∆Qi−1/2 +A−∆Qi+1/2)− ∆t
∆x
(
F˜i+1/2 − F˜i−1/2
)
, (4.3)
where
F˜i−1/2 = 12
m∑
p=1
|spi−1/2|
(
1− ∆t
∆x
|spi−1/2|
)
W˜pi−1/2 ,
where W˜pi−1/2 are limited versions ofWpi−1/2. There are different standard limiter functions that
ensure TVD stability of the solution (see [31, 22]). A common choice for the pair {rpi−1/2, spi−1/2}
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is the pth eigenpair of a local linear approximation to the flux Jacobian matrix Â(q) at xi−1/2
such as Roe averaging.
A consistent alternative approach to the wave propagation method (4.1) for a conservation law
is to decompose the jump in fluxes into waves instead of the states q such that
f (Qi)− f (Qi−1) =
m∑
p=1
Zpi−1/2 =
m∑
p=1
βpi−1/2r
p
i−1/2 , (4.4)
where the waves Zpi−1/2 = βpi−1/2rpi−1/2 are called f-waves and represent propagating jumps in
the flux and similar to theWs we have Zp ∈ Rm. Fluctuations are therefore defined by
A±∆Qi−1/2 =
m∑
p=1
sgn(spi−1/2)Zpi−1/2 .
The higher order correction terms are given by
F˜i−1/2 = 12
m∑
p=1
sgn(spi−1/2)
(
1− ∆t
∆x
|spi−1/2|
)
Z˜pi−1/2 ,
where Z˜pi−1/2 is a limited version of the f-wave Zpi−1/2 using a TVD limiter [31].
The advantage of using the f-wave method over the wave-propagation method is that it is con-
servative regardless of the linearization used for the flux Jacobian to calculate the eigenspace. It
also extends to spatially varying flux terms Ψ(q, x). The advantage that we will make the most
use of in solving the two-layer shallow water equations with pressure gradient at the rigid-lid is
the ability to use source terms to modify the flux difference before doing wave decomposition
such that
δ = f (Qi)− f (Qi−1)−∆xΨi−1/2 =
m∑
p=1
Zpi−1/2 , (4.5)
for some representation of the source term Ψ at xi−1/2 such that
∆xΨi−1/2 ≈
∫
Ψ (q, x) dx .
The basic steps in implementing the f-wave-propagation method are the evaluation of the rel-
evant states to the Riemann problem using the vectors Qi and Qi−1, computation of the eigen-
values and eigenvectors (sp, rp), computation of the jump in the fluxes and source terms δ,
projection of δ onto the eigenspace to determine the f-waves Zp, and finally calculation of the
fluctuationsA±∆Q [35]. For most of the simulations in this paper the eigenstructure of the lin-
earized equations is used as a basis for the approximation of the eigenvalues and eigenvectors
of the nonlinear system as is briefly discussed in §3. See [34, 35] for more details.
Pressure gradient appears as a time-dependent source term in the finite volume formulation of
the two-fluid equations. See Ψ̂ (q, t) in (3.2), and Ψ̂ (q˜, t) in (2.2) for the nonlinear and linear
two-layer shallow-water equations, respectively. For the numerical simulations in this paper,
the exact expression for the pressure gradient at the rigid-lid is included into the numerical
calculations. For the linear equations, write (2.5) in the following form
∂p˜
∂x
=
ρ1ρ2
ρ2h01 + ρ1h
0
2
(
−gh02
∂h˜2
∂x
− rgh02
∂h˜1
∂x
)
− ρ1ρ2
ρ2h01 + ρ1h
0
2
d¨˜q . (4.6)
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The first part would be considered in the jump in the flux vectors δ in (4.5) before decom-
posing the differences into waves propagating out from each grid cell interface. The resulting
differences are
δ =

[ρ1h
0
1u˜1]
[ρ1gh
0
1h˜1] + [ρ1gh
0
1h˜2] + h
0
1A
[ρ2h
0
2u˜2]
[ρ2gh
0
2h˜2 + ρ1gh
0
1h˜2 + ρ1gh
0
2h˜1]− [ρ1gh01h˜2] + h02A
 , (4.7)
where [.] represents the state differences across the cell interface and
A =
ρ1ρ2
ρ2h01 + ρ1h
0
2
(
−gh02[h˜2 + rh˜1]
)
.
The time-dependent source terms due to the acceleration of the vessel motion are handled via a
fractional step approach such that after each time step of the hyperbolic problem a time step is
taken in which the momentum equations are adjusted due to the forcing terms. Given h˜1, h˜2, u˜1
and u˜2 at time level n, apply the f-wave-propagation finite volume method to update these over
time ∆t by solving the inhomogeneous linear hyperbolic system (2.2) and call the new values
h˜?1, h˜
?
2, u˜
?
1 and u˜
?
2. Then update the star values to h˜
n+1
1 , h˜
n+1
2 , u˜
n+1
1 and u˜
n+1
2 by solving the
equations
∂
∂t
(
ρ1h˜1
)
= 0 ,
∂
∂t
(
ρ1h
0
1u˜1
)
=
h01ρ1ρ2
ρ2h01 + ρ1h
0
2
d¨˜q − ρ1h01¨˜q ,
∂
∂t
(
ρ2h˜2
)
= 0 ,
∂
∂t
(
ρ2h
0
2u˜2
)
=
h02ρ1ρ2
ρ2h01 + ρ1h
0
2
d¨˜q − ρ2h02¨˜q .

(4.8)
For the nonlinear hyperbolic system (3.2), differentiate the constraint equation h1(x, t)+h2(x, t) =
d two times with respect to time and use the mass and momentum equations to obtain the exact
expression for the pressure gradient at the rigid-lid,
px =
ρ1ρ2
ρ2h1 + ρ1h2
(− (h1u21 + 12gh21 + h2u22 + 12gh22 + rgh1h2)x − g′h1h2x − dq¨) .
(4.9)
Similar to the linear problem, the jump in the flux vectors δ can be computed as
δ =

[ρ1h1u1]
[ρ1h1u
2
1 +
1
2
ρ1gh
2
1] + ρ1gh1[h2] + h1B
[ρ2h2u2]
[ρ2h2u
2
2 +
1
2
ρ2gh
2
2 + ρ1gh1h2]− ρ1gh1[h2] + h2B
 , (4.10)
with
B =
ρ1ρ2
ρ2h1 + ρ1h2
(−[h1u21 + 12gh21 + h2u22 + 12gh22 + rgh1h2]− g′h1[h2]) ,
where [.] and . represents the difference and average across the cell interface, respectively. Aver-
ages are used for layer depths as motivated by the path-conservative jump conditions assuming
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a linear path through state space (see [34, 35]). For the time-dependent source terms use the
fractional step approach and update the intermediate state values by solving the equations
∂
∂t
(ρ1h1) = 0 ,
∂
∂t
(ρ1h1u1) =
ρ1ρ2h1
ρ2h1 + ρ1h2
dq¨ − ρ1h1q¨ ,
∂
∂t
(ρ2h2) = 0 ,
∂
∂t
(ρ2h2u2) =
ρ1ρ2h2
ρ2h1 + ρ1h2
dq¨ − ρ2h2q¨ .

(4.11)
5 Numerical approach for the vessel motion
The governing equation for the motion of the vessel with interior two-fluid sloshing is a second-
order ODE, forced by the infinite-dimensional fluid motion. For the linear coupled system the
vessel equation is
M
d2q˜
dt2
+
d
dt
∫ L
0
(
ρ1h
0
1u˜1 + ρ2h
0
2u˜2
)
dx+ νq˜ = 0 , (5.1)
where M = m1f + m
2
f + mv. This equation can be written as a system of first-order ODEs.
Setting
γ1 = q˜ , γ2 = ˙˜q , (5.2)
then
γ˙1 = γ2 ,
γ˙2 = − ν
M
γ1 − ρ1h
0
1
M
∫ L
0
∂u˜1
∂t
dx− ρ2h
0
2
M
∫ L
0
∂u˜2
∂t
dx .
 (5.3)
The strategy is to solve the linear two-layer shallow-water equations (2.2) with the f-wave-
propagation finite volume method explicitly, and then evaluate the right-hand side integrals in
(5.3) using a quadrature formula. Then the system of first-order ODEs (5.3) can be solved with
different time integration methods. In this paper we use the MATLAB ODE45 built in explicit
Runge-Kutta solver for the time integration.
For the nonlinear coupled system, the vessel equation is
M
d2q
dt2
+
d
dt
∫ L
0
(ρ1h1u1 + ρ2h2u2) dx+ ν1q − ν2q3 = 0 . (5.4)
This equation can be written as a system of first-order ODEs. Setting
Γ1 = q , Γ2 = q˙ , (5.5)
then
Γ˙1 = Γ2 ,
Γ˙2 = − ν1
M
Γ1 +
ν2
M
Γ31 −
1
M
∫ L
0
∂
∂t
(ρ1h1u1) dx− 1
M
∫ L
0
∂
∂t
(ρ2h2u2) dx .
 (5.6)
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Similarly for the nonlinear coupled problem, the two-layer shallow-water equations (3.2) are
solved explicitly with the f-wave-propagation finite volume method and then the right-hand
side integrals in (5.6) are evaluated with a quadrature formula, and the system of first-order
ODEs (5.6) are solved using the MATLAB ODE45 routine.
6 Results
Numerical results are divided into two parts. In §6.1 the results of linear numerical simulations
against the exact linear solutions are reported in order to validate the coupled dynamic cou-
pling solver. The linear simulations are presented for the case of internal 1 : 1 resonance in the
Boussinesq and non-Boussinesq limits where the interface profile resembles a standing wave
with three nodes, and for the root s2 of the characteristic equation with ν < ν1:1 in the Boussi-
nesq limit where the interface profile resembles a standing wave with one node, and also for
the root s1 of the characteristic equation in the non-Boussinesq limit where the interface profile
resembles a standing wave with one node which oscillates in phase with the vessel motion. A
comparison of the natural frequencies of the coupled and uncoupled systems is also given in
this section.
In §6.2 the results of nonlinear numerical simulations are presented for different cases where
the nonlinear two-fluid equations are coupled to the linear and nonlinear vessel equation with
various spring constants including the case of internal 1 : 1 resonances.
6.1 Linear simulations
The first simulations are based on the exact oscillatory solutions derived in §2 with rigid wall
boundary conditions.
The first simulation is for the case of internal 1 : 1 resonance, when G = m2pi2R. The most
interesting case is for m = 1, so we set the spring constant to ν = ν1:1 as derived in (2.25) with
m = 1. Take the input parameters as
ρ1 = 900 kg/m
3 , ρ2 = 1000 kg/m
3 , L = 1m, ν = ν1:1 = 67.9902 kg/sec
2 ,
h01 = .04m, h
0
2 = .04m, q̂ = .22m, ∆x = .01m, ∆t = .001 sec ,
m1f = 36 kg , m
2
f = 40 kg , mv = .1
(
m1f +m
2
f
)
= 7.6 kg , g = 9.81m/sec2 ,
R = 396.10 , G = 3909.35 , ωcoupled = ωresonance1 = .9029 rad/sec , T
coupled = 6.958 sec .
Figure 2 shows the snapshots of the computed (solid lines) and exact wave profiles (dashed
lines). The numerical solutions are in good agreement with the exact solutions.
For the dynamic coupling problem with one-layer, the root s1 corresponds to the longest wave-
length, for which the vessel and wave motions are in phase: as the vessel moves to the right,
the interface at the right-hand end of the vessel rises until maximum run-up coincides with the
time of extreme displacement of the vessel to the right, and the interface at the left-hand end
rises during the leftward movement of the vessel [16]. Also for the one-layer dynamic coupling
problem, the root s2 corresponds to a range of surface shapes with between one and three nodes
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Figure 2: (colour online) Snapshots of the interface profile at t = 1 s, t = 7 s for the first row
from left to right, t = 10.4 s, t = 20 s for the second row from left to right, and t = 24.5 s,
t = 30 s for the third row from left to right. The horizontal and vertical axes are, respectively,
x(m) and h2,1(x, t). The numerical solution is shown in solid line and the exact solution in
dashed red line.
[16]. If there is one node then the wave oscillates out of phase (antiphase) with the vessel
motion.
For the two-fluid configuration here the snapshots of the computed wave profile at integer and
half integer multiples of the coupled natural frequency T coupled = 6.958 sec, and also at t =
1 sec, and t = 20 sec are shown in Figure 3. The interface profile resembles a standing wave
with three nodes.
Figure 3: (colour online) Standing waves with three nodes at 1 : 1 resonance. Snapshots of
the computed (numerical solutions) interface profile at t = 6.958 sec in solid black line, at
t = 4 × 6.958 sec in dashed red line, at t = 1
2
× 6.958 sec in solid light blue line, at t =
1
2
× 6.958 + 3 × 6.958 sec in solid red line, at t = 1 sec in dark blue line, and at t = 20 sec in
green line.
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With no flow boundary conditions the constraint equation is
h01u˜1 + h
0
2u˜2 = 0 .
The first row in Figure 4 shows h01u˜1+h
0
2u˜2 at t = 30sec, the second row shows the conservation
of the rigid-lid constraint h˜1 + h˜2 = 0 at x = .5m versus time, and the third row shows
h01u˜1 + h
0
2u˜2 = 0 at x = .5m versus time. The system constraints are preserved approximately
with an error of order ∆tp with 2 < p < 3. Numerical errors are bounded over time. Figure 5
Figure 4: First row: h01u˜1 + h
0
2u˜2 at t = 30sec. Second row: h˜1 + h˜2 at x = .5m versus time.
Third row: h01u˜1 + h
0
2u˜2 at x = .5m versus time.
shows the numerical and exact solutions for the vessel displacement versus time which are in
very good agreement.
Figure 5: (colour online) Numerical and exact solutions for the vessel motion. The numerical
solution is shown in solid line and the exact solution in dashed red line. The vertical axis is
q(m) and the horizontal axis is time.
For the coupled problem the vessel energy is defined by
Ev =
1
2
mv q˙
2 + 1
2
νq2 , (6.1)
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and the fluid energy is defined by
Ef =
∫ L
0
(
1
2
ρ1h1 (u1 + q˙)
2 + 1
2
ρ1gh
2
1
)
dx+
∫ L
0
(
1
2
ρ2h2 (u2 + q˙)
2 + 1
2
ρ2gh
2
2
)
dx . (6.2)
The first row in Figure 6 shows the energy of the fluid versus time, and the second row shows
the energy of the vessel versus time.
Figure 6: First row: fluid energy versus time. Second row: vessel energy versus time.
The second simulation is for the case of ν < ν1:1. Take the input parameters the same as the
first simulation but with ν = .8ν1:1 = 54.3921kg/sec2. Numerical experiments show that the
coupled natural frequency of a two-fluid dynamic coupling problem in the Boussinesq regime is
greater than 1
2
pi and so the coupled system oscillates at higher modes. The natural frequencies
and linear solution parameters for this example are
ωcoupled2 = .8077 rad/sec , ω
f
1 = .4514 rad/sec , ωfv = .8066 rad/sec ,
T coupled = 7.778 sec , s2 = 2.81 , R = 396.10 , G = 3127.48 .
Figure 7 shows the snapshots of the computed and exact wave profiles up to 32 sec. The nu-
merical and exact solutions are in very good agreement. The first row in Figure 8 shows the
numerical and exact solutions for the vessel displacement versus time up to 32 sec. The nu-
merical and exact solutions are in very good agreement. The second row in Figure 8 shows
the energy of the fluid (6.2) versus time, and the third row shows the energy of the vessel (6.1)
versus time. The partition of energy between the fluid and vessel motion is maintained.
The computed numerical solutions for the interface wave profile for the root s2 at integer and
half integer multiples of the coupled natural frequency T coupled = 7.778 sec are depicted in
Figure 9. The interface profile resembles a standing wave with one node for the root s2 of the
coupled oscillations with ν < ν1:1.
Numerical errors in preservation of the two constraints are shown in Figure 10. The first row in
Figure 10 shows h01u˜1 + h
0
2u˜2 at t = 32sec, the second row shows the conservation of the rigid-
lid constraint h˜1 + h˜2 = 0 at x = .5m versus time, and the third row shows h01u˜1 + h
0
2u˜2 = 0
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Figure 7: (colour online) Snapshots of the interface profile at t = 1 s, t = 7.7 s for the first
row from left to right, t = 12 s, t = 16 s for the second row from left to right, and t = 24.5 s,
t = 32 s for the third row from left to right. The numerical solution is shown in solid line and
the exact solution in dashed red line.
Figure 8: First row: numerical and exact solutions for the vessel motion up to 32 sec. The
numerical solution is shown in solid line and the exact solution in dashed red line. The vertical
axis is q(m) and the horizontal axis is time. Second row: fluid energy versus time. Third row:
vessel energy versus time.
at x = .5m versus time. The system constraints are preserved approximately with an error of
order ∆tp with 2 < p < 3. Numerical errors are bounded over time.
The third simulation is for the 1 : 1 resonance with two non-Boussinesq fluids of densities
ρ1 = 750 kg/m
3 and ρ2 = 1000 kg/m3. The input parameters and the natural frequencies are
L = 1m, ν = ν1:1 = 167.24 kg/sec
2 , h01 = .04m, h
0
2 = .04m, q̂ = .22m,
∆x = .01m, ∆t = .001 sec , m1f = 30 kg , m
2
f = 40 kg , mv = 7 kg ,
g = 9.81m/sec2 , R = 52.89 , G = 522.10 , ωcoupled = ωresonance1 = 1.4876 rad/sec ,
T coupled = 4.2236 sec , ωf1 = .7438 rad/sec , ωfv = 1.4737 rad/sec .
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Figure 9: (colour online) Standing waves with one node for the root s2 of the coupled oscilla-
tions with ν < ν1:1. Snapshots of the computed interface profile at t = 7.778 sec in solid black
line, at t = 4 × 7.778 sec in dashed red line, at t = 1
2
× 7.778 sec in solid light blue line, at
t = 1
2
× 7.778 + 3× 7.778 sec in solid red line, at t = 1 sec in dark blue line, and at t = 16 sec
in green line.
Figure 10: First row: h01u˜1 + h
0
2u˜2 at t = 32sec. Second row: h˜1 + h˜2 at x = .5m versus time.
Third row: h01u˜1 + h
0
2u˜2 at x = .5m versus time.
Figure 11 shows the snapshots of the computed and exact wave profiles at different times. The
numerical solutions are in very good agreement with the exact solutions. Numerical errors in
preservation of the two constraints are shown in Figure 12. The first row in Figure 12 shows
h01u˜1 + h
0
2u˜2 at t = 30sec, the second row shows the conservation of the rigid-lid constraint
h˜1 + h˜2 = 0 at x = .5m versus time, and the third row shows h01u˜1 + h
0
2u˜2 = 0 at x = .5m
versus time. The system constraints are preserved approximately with an error of order ∆t2,
and numerical errors are bounded over time.
The first row in Figure 13 shows the numerical and exact solutions for the vessel displacement
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Figure 11: (colour online) Snapshots of the interface profile with two non-Boussinesq fluids at
t = 1 s, t = 4.2 s for the first row from left to right, t = 12 s, t = 18.7 s for the second row from
left to right, and t = 24.5 s, t = 30 s for the third row from left to right. The horizontal and
vertical axes are, respectively, x(m) and h2,1(x, t). The numerical solution is shown in solid
line and the exact solution in dashed red line.
Figure 12: First row: h01u˜1 + h
0
2u˜2 at t = 30sec. Second row: h˜1 + h˜2 at x = .5m versus time.
Third row: h01u˜1 + h
0
2u˜2 at x = .5m versus time.
versus time, the second row shows the energy of the fluid (6.2) versus time for the linear system,
and the third row shows the energy of the vessel (6.1) versus time up to 30sec. The partition of
energy between the fluid and vessel motion is maintained.
The numerical solutions for the interface wave profile at 1 : 1 resonance at integer and half
integer multiples of the coupled natural frequency (resonance frequency) T coupled = 4.2236 sec
are depicted in Figure 14. The interface wave profile at 1 : 1 resonance resembles a standing
wave with three nodes.
The next simulation is for the in phase oscillations between the fluids and the vessel motion
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Figure 13: (colour online) First row: numerical and exact solutions for the vessel motion at
internal 1 : 1 resonance for the coupled system with two non-Boussinesq fluids. The numerical
solution is shown in solid line and the exact solution in dashed red line. The vertical axis is
q(m) and the horizontal axis is time. Second row: fluid energy versus time. Third row: vessel
energy versus time.
Figure 14: (colour online) Standing waves with three nodes at 1 : 1 resonance for two non-
Boussinesq fluids. Snapshots of the numerical interface profile at t = 4.22 sec in solid black
line, at t = 4 × 4.22 sec in dashed red line, at t = 1
2
× 4.22 sec in solid light blue line, at
t = 1
2
× 4.22 + 3× 4.22 sec in solid red line, at t = 1 sec in dark blue line, and at t = 12 sec in
green line.
for the root s1 of the coupled linear solutions in the non-Boussinesq regime. The two fluid
densities are set as ρ1 = 400 kg/m3 and ρ2 = 1000 kg/m3. The other input parameters and
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natural frequencies are
L = 1m, ν = 226.11 kg/sec2 , ν1:1 = 452.22 kg/sec
2 , h01 = .04m, h
0
2 = .04m,
q̂ = .02m, ∆x = .01m, ∆t = .001 sec , m1f = 16 kg ,
m2f = 40 kg , mv = .4
(
m1f +m
2
f
)
= 22.4 kg , g = 9.81m/sec2 , R = 6.62 ,
G = 32.67 , ωcoupled1 = 1.2207 rad/sec , ω
resonance
1 = 2.5766 rad/sec , s1 = 1.48 ,
T coupled = 5.1471 sec , ωf1 = 1.2883 rad/sec , ωfv = 1.6982 rad/sec .
Figure 15 shows the snapshots of the computed and exact interface profiles at different times.
The numerical solutions are in very good agreement with the exact solutions.
Figure 15: (colour online) Snapshots of the interface profile with two non-Boussinesq fluids of
densities ρ1 = 400 kg/m3 and ρ2 = 1000 kg/m3 at t = 1 s, t = 4.2 s for the first row from
left to right, t = 12 s, t = 18.7 s for the second row from left to right, and t = 24.5 s, t = 30 s
for the third row from left to right. The horizontal and vertical axes are, respectively, x(m) and
h2,1(x, t). The numerical solution is shown in solid line and the exact solution in dashed red
line.
Numerical errors in preservation of the two constraints are shown in Figure 16. The first row in
Figure 16 shows h01u˜1 + h
0
2u˜2 at t = 30sec, the second row shows the conservation of the rigid-
lid constraint h˜1 + h˜2 = 0 at x = .5m versus time, and the third row shows h01u˜1 + h
0
2u˜2 = 0
at x = .5m versus time. The system constraints in the non-Boussinesq limit are preserved
approximately with an error of order ∆t2, and numerical errors are bounded over time.
The first row in Figure 17 shows the numerical and exact solutions for the vessel displacement
versus time which are in very good agreement, the second row shows the energy of the fluid (6.2)
versus time for the linear system, and the third row shows the energy of the vessel (6.1) versus
time up to 30sec. The partition of energy between the fluid and vessel motion is maintained.
The numerical solutions for the interface wave profile at integer and half integer multiples of the
coupled natural frequency T coupled = 5.147 sec are depicted in Figure 18. The interface wave
profile for the root s1 of the coupled linear solutions resembles a standing wave with one node
which oscillates in phase with the vessel motion.
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Figure 16: First row: h01u˜1 + h
0
2u˜2 at t = 30sec. Second row: h˜1 + h˜2 at x = .5m versus time.
Third row: h01u˜1 + h
0
2u˜2 at x = .5m versus time.
Figure 17: (colour online) First row: numerical and exact solutions for the vessel motion at
root s1 of the coupled system with two non-Boussinesq fluids of densities ρ1 = 400 kg/m3
and ρ2 = 1000 kg/m3. The numerical solution is shown in solid line and the exact solution in
dashed red line. The vertical axis is q(m) and the horizontal axis is time. Second row: fluid
energy versus time. Third row: vessel energy versus time.
6.1.1 Comparison of natural frequencies
In this section the analytical results of §2.1 and §2.3 on the natural frequencies of the coupled
and uncoupled systems are verified for different spring constants and different density ratios.
In table 1 the computed parameters of the coupled linear solutions are presented for a spring of
constant ν = 140kg/sec2 where G is much greater than one. In all cases L, h01, h
0
2 and ρ2 are
held fixed while ρ1 is changed with mv = .1
(
m1f +m
2
f
)
. As is expected from the analytical
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Figure 18: (colour online) In phase oscillations between the fluids and vessel motion for the
root s1 of the coupled linear solutions. Standing waves with one node for two non-Boussinesq
fluids of densities ρ1 = 400 kg/m3 and ρ2 = 1000 kg/m3. Snapshots of the numerical interface
profile at t = 5.147 sec in solid black line, at t = 4 × 5.147 sec in dashed red line, at t =
1
2
× 5.147 sec in solid light blue line, at t = 1
2
× 5.147 + 3 × 5.147 sec in solid red line, at
t = 1 sec in dark blue line, and at t = 12 sec in green line.
results, in all cases ωcoupled1 is less than ω
f
1 and ωfv and ω
resonance
1 is twice ω
f
1 . Also for very
large values of G where the fundamental coupled natural frequency s1 becomes very close to
pi/2, for the upper fluid densities ρ2 = 800 and ρ2 = 900, the coupled natural frequency ω
coupled
1
goes to ωf1 . Our numerical solutions, for this particular spring constant, show that for such s1
roots of D(s) = 0, the interface wave profile oscillates with ωf1 and the vessel oscillates with
ωfv which does not appear to make physical sense. However, for the root s2 of D(s) = 0, the
coupled solutions oscillate with ωcoupled2 . The interface wave profile for the s2 roots resembles
a standing wave with one or three nodes. In table 2 the computed parameters of the linear
solutions are presented for a spring constant ν = 40kg/sec2 for both Boussinesq and non-
Boussinesq regimes. For the non-Boussinesq fluids G has small values. In all cases L, h01, h
0
2
and ρ2 are held fixed while ρ1 is changed with mv = .1
(
m1f +m
2
f
)
. As is expected , in all
cases ωcoupled1 is less than ω
f
1 and ωfv. In table 3 the natural frequencies of the coupled problem
are reported at 1 : 1 resonance. The spring constant is set at ν1:1 (2.25) with (m = 1) for
different fluid densities. In all cases L, h01, h
0
2 and ρ2 are held fixed while ρ1 is changed with
mv = .1
(
m1f +m
2
f
)
. As is shown in the table the important conclusion at 1 : 1 resonance is
that the coupled natural frequency satisfies ωcoupled > ωfv > ω
f
1 . Also since at 1 : 1 resonance
s ≥ pi it can be concluded that resonance only occurs at modes higher than the fundamental
mode s1. This agrees with the analytical argument made for the one layer problem in [16] and
also for the baffled dynamic coupling problem in [44]. A comparison of the values of G between
the tables 3 and 2 shows that G has much larger values at resonance. In the Boussinesq regime,
the coupled natural frequency ωcoupled becomes very close to ωfv.
6.2 Nonlinear simulations
In this section we consider five simulations of the nonlinear system (3.2) and (5.6). Nonlinear
simulations for other parameter sets can be found in [4]. The first simulation is a comparison
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Table 1: For all cases ρ2 = 1000 kg/m3, m2f = 60 kg, ν = 140 kg/sec
2, L = 1m, h01 = .05m
and h02 = .06m. The dimension of the given parameters are as follows: ρ1 in kg/m
3, m1f and
mv in kg, T coupled in sec, ω
coupled
1 , ω
f
1 , ωfv and ω
resonance
1 in rad/sec, and ν1:1 in kg/sec
2.
ρ1 m
1
f mv s1 R G T
coupled ωcoupled1 ω
f
1 ωfv ω
resonance
1 ν1:1
500 25 8.5 1.3097 8.97 20.29 5.5927 1.1234 1.3473 1.2236 2.6947 610.87
600 30 9 1.4411 16.73 45.81 5.8921 1.0663 1.1623 1.1891 2.3246 504.82
700 35 9.5 1.5348 34.60 124.27 6.6070 .9509 .9732 1.1574 1.9464 384.79
800 40 10 1.5647 88.83 475.90 8.1923 .7669 .7699 1.1281 1.5398 257.92
s2 =2.3206 5.5239 ω2 =1.1374
900 45 10.5 1.5694 399.40 4287.6 11.8997 .5280 .5284 1.1009 1.0569 128.71
s2 =3.2763 5.7001 ω2 =1.1022
Table 2: For all cases ρ2 = 1000 kg/m3, m2f = 60 kg, ν = 40 kg/sec
2, L = 1m, h01 = .06m
and h02 = .06m. The dimension of the given parameters are as follows: ρ1 in kg/m
3, m1f and
mv in kg, T coupled in sec, ω
coupled
1 , ω
f
1 , ωfv and ω
resonance
1 in rad/sec, and ν1:1 in kg/sec
2.
ρ1 m
1
f mv s1 R G T
coupled ωcoupled1 ω
f
1 ωfv ω
resonance
1 ν1:1
200 12 7.2 .5543 1.475 .796 9.0474 .6944 1.9679 .7106 3.9359 731.19
300 18 7.8 .5956 2.793 1.395 9.3679 .6707 1.7686 .6827 3.5372 790.58
500 30 9 .710 8.90 5.096 9.9893 .6289 1.3915 .6356 2.7831 689.36
600 36 9.6 .7958 16.599 11.326 10.2907 .6105 1.2051 .6154 2.4102 578.60
750 45 10.5 1.0093 52.899 55.498 10.7336 .5853 .9109 .5884 1.8219 376.29
900 54 11.4 1.5491 396.10 1022.19 11.5217 .5453 .5529 .5647 1.1058 152.97
Table 3: Natural frequencies at 1 : 1 resonance. For all cases ρ2 = 1000 kg/m3, m2f = 60 kg,
L = 1m, h01 = .06m, h
0
2 = .06m, ν = ν1:1, ω
coupled = ωresonance1 and s = s
resonance
1 = pi. The
dimension of the given parameters are as follows: ρ1 in kg/m3, m1f and mv in kg, T
coupled in
sec, ωcoupled, ωf1 and ωfv in rad/sec, and ν1:1 in kg/sec
2.
ρ1 m
1
f mv R G T
coupled ωcoupled = ωresonance1 ω
f
1 ωfv ν = ν1:1
200 12 7.2 1.475 14.557 1.5963 3.9359 1.9679 3.0384 731.19
300 18 7.8 2.793 27.574 1.7762 3.5372 1.7686 3.0354 790.58
500 30 9 8.90 87.839 2.2576 2.7831 1.3915 2.6388 689.36
600 36 9.6 16.599 163.835 2.6068 2.4102 1.2051 2.3407 578.60
750 45 10.5 52.899 522.102 3.4485 1.8219 .9109 1.8049 376.29
900 54 11.4 396.10 3909.35 5.6815 1.1058 .5529 1.1044 152.97
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for the vessel motion between the linear coupled equations and the nonlinear coupled equations
but with ν2 = 0 in the vessel equation, i.e. nonlinear fluids and a linear vessel. Initial conditions
are the linear solutions at t = 0 sec, and the boundary conditions are the no-flow boundary
conditions. Set m = 1 in (2.24) and take the input parameters as
ρ1 = 950 kg/m
3 , ρ2 = 1000 kg/m
3 , L = 1m, ν1 = .5ν1:1 = 26.6098 kg/sec
2 ,
h01 = .05m, h
0
2 = .05m, q̂ = .1m, ∆x = .01m, ∆t = .001 sec ,
g = 9.81m/sec2 , mv = .1
(
m1f +m
2
f
)
= 9.75 kg , R = 1672.1 , G = 8251.4 ,
s2 = 2.22 , ω
coupled
2 = .4983 rad/sec , T
coupled = 12.6081 sec , ωfv = .4981 rad/sec ,
ωf1 = .3523 rad/sec , m
1
f = 47.5 kg , m
2
f = 50 kg .
For the vessel displacement, the numerical solution for the nonlinear coupled system is com-
pared with the exact analytical solution for the linear coupled problem in Figure 19. The first
row in Figure 19 shows the numerical and the exact linear solutions for the vessel displacement
versus time. This plot shows that the numerical solution for the vessel motion, with ν2 = 0
and with interior two nonlinear fluids sloshing, is very close to the linear coupled solution. The
second row shows the energy of the fluid (6.2) versus time for the nonlinear system, and the
third row shows the energy of the vessel versus time up to 50sec. The vessel energy is
Ev =
1
2
mv q˙
2 + 1
2
ν1q
2 − 1
4
ν2q
4 . (6.3)
The snapshots of the interface wave profile for the nonlinear coupled system are shown in
Figure 19: (colour online) First row: computed numerical solution for the vessel motion for the
nonlinear coupled problem with ν2 = 0 against the exact solution for the linear coupled system.
The numerical solution is shown in solid line and the exact solution in dashed red line. The
vertical axis is q(m) and the horizontal axis is time. Second row: nonlinear fluid energy versus
time. Third row: vessel energy versus time.
Figure 20 against the exact linear solutions up to 50 sec. The nonlinear numerical and the exact
linear solutions are very close for the coupled system with two fluids in the Boussinesq limit.
Numerical errors in preservation of the two constraints are shown in Figure 21. The first row
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Figure 20: Snapshots of the nonlinear interface wave profile (black line) against the exact linear
solutions (dashed red line) at t = 6.304 s, t = 12.608 s for the first row from left to right,
t = 19 s, t = 25.216 s for the second row from left to right, and t = 31.52 s, t = 50 s for the
third row from left to right.
in Figure 21 shows h1u1 + h2u2 at t = 50 sec, the second row shows the error of the rigid-lid
constraint h1 + h2 − d at x = .5m versus time, and the third row shows the error of the volume
flux h1u1 +h2u2 at x = .50m versus time. The system constraints are preserved approximately
with an error of order ∆tp with 1 < p < 2.
Figure 21: First row: h1u1 + h2u2 at t = 50sec. Second row: h1 + h2 − d at x = .50m versus
time. Third row: h1u1 + h2u2 at x = .50m versus time.
The next simulation is a comparison for the vessel motion between the linear coupled equations
and the nonlinear coupled equations with ν2 = 0 at internal 1 : 1 resonance. Set m = 1 in
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(2.24) and take the input parameters as
ρ1 = 950 kg/m
3 , ρ2 = 1000 kg/m
3 , L = 1m, ν1 = ν1:1 = 64.1622 kg/sec
2 ,
h01 = .05m, h
0
2 = .06m, q̂ = .06m, ∆x = .01m, ∆t = .001 sec ,
g = 9.81m/sec2 , mv = .1
(
m1f +m
2
f
)
= 10.75 kg .
For the vessel displacement, the numerical solution for the nonlinear coupled system is com-
pared with the exact analytical solution for the linear coupled problem in Figure 22. The first
row in Figure 22 shows the numerical and exact solutions for the vessel displacement versus
time, the second row shows the energy of the fluid (6.2) versus time for the nonlinear system,
and the third row shows the energy of the vessel versus time up to 30sec. The numerical solution
is very close to the exact linear solution when ν2 = 0. The partition of energy between the fluid
and vessel motion is maintained. The snapshots of the interface wave profile for the nonlinear
Figure 22: (colour online) First row: computed numerical solution for the vessel motion for the
nonlinear coupled problem with ν2 = 0 at internal 1 : 1 resonance against the exact solution for
the linear coupled system. The numerical solution is shown in solid line and the exact solution
in dashed red line. The vertical axis is q(m) and the horizontal axis is time. Second row:
nonlinear fluid energy versus time. Third row: vessel energy versus time.
coupled system at 1 : 1 resonance are shown against the exact linear solutions in Figure 23 up
to 30 sec. The interface profile resembles a standing wave with three nodes similar to the case
with linear fluid equations.
The next simulation is for the full nonlinear coupled system with ν1 6= 0 and ν2 6= 0. Take the
fluids to be quiescent
u1 (x, 0) = u2 (x, 0) = 0 , (6.4)
and take the following initial conditions for the vessel position and velocity, and the interface
wave profile at t = 0 sec,
h2 (x, 0) = h
0
2 +
ω2
gα
[sin (αx)− tan (s) cos (αx)] q̂ ,
q(0) = q̂ and q˙(0) = 0 ,
(6.5)
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Figure 23: (colour online) Snapshots of the nonlinear interface wave profile against the exact
linear solution at internal 1 : 1 resonance and in the Boussinesq limit at t = 4.264 s, t = 8.528 s
for the first row from left to right, t = 12.792 s, t = 17.056 s for the second row from left to
right, and t = 25.584 s, t = 30 s for the third row from left to right. The numerical solution is
shown in solid line and the exact solution in dashed red line.
with the input parameters
ρ1 = 900 kg/m
3 , ρ2 = 1000 kg/m
3 , q̂ = .06m, L = 1m,
ν1 = .25ν1:1 = 38.24 kg/sec
2 , ν2 = −.5ν1:1 = −76.48 kg/(sec2m2) ,
h01 = .06m, h
0
2 = .06m, ω
coupled
1 = .5405 rad/sec ,
T coupled = 11.624 sec , ∆x = .01m, ∆t = .001 sec , g = 9.81m/sec2 ,
mv = .1
(
m1f +m
2
f
)
= 11.4 kg .
The vessel displacement for the full nonlinear coupled system is plotted in Figure 24. The first
row in Figure 24 shows the computed numerical solution for the vessel displacement against the
exact linear solution versus time. The nonlinear numerical and exact solutions are very close
to each other. The second row shows the energy of the fluid (6.2) versus time for the nonlinear
system, and the third row shows the energy of the vessel (6.3) versus time up to 50sec. The
snapshots of the computed interface wave profile against the exact linear solution are shown in
Figure 25 up to 50 sec. The error in h1u1 + h2u2 for 5× 104 time steps is of order 10−5 and the
error in h1 + h2 − d is of order 10−4.
For the next simulation set r = .9 and take the fluids to be quiescent (6.4). Take the initial
condition for the interface wave profile at t = 0 sec as in (6.5) with the input parameters
ρ1 = 900 kg/m
3 , ρ2 = 1000 kg/m
3 , q̂ = .3m, L = 1m,
ν1 = .5ν1:1 = 76.48 kg/sec
2 , ν2 = 2ν1:1 = 305.95 kg/(sec
2m2) ,
h01 = .06m, h
0
2 = .06m, ∆x = .01m, ∆t = .001 sec ,
g = 9.81m/sec2 , mv = .1
(
m1f +m
2
f
)
= 11.4 kg .
And take the initial conditions for the vessel position and velocity at t = 0 sec as in (6.5) but
with q̂ = −.02m. The vessel displacement for the full nonlinear coupled system is plotted in
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Figure 24: First row: computed numerical solution (black line) for the vessel motion for the
nonlinear coupled system with ν1 6= 0 and ν2 6= 0 against the exact linear solution (dashed red
line). The vertical axis is q(m) and the horizontal axis is time. Second row: nonlinear fluid
energy versus time. Third row: vessel energy versus time.
Figure 25: Snapshots of the nonlinear interface wave profile (black line) against the exact linear
solution (dashed red line) at t = 5.812 s, t = 11.624 s for the first row from left to right,
t = 17.436 s, t = 23.248 s for the second row from left to right, and t = 40.684 s, t = 50 s for
the third row from left to right.
Figure 26. The first row in Figure 26 shows the computed numerical solution for the vessel
displacement versus time, the second row shows the energy of the fluid (6.2) versus time for the
nonlinear system, and the third row shows the energy of the vessel (6.3) versus time up to 40sec.
The partition of energy between the fluid and vessel motion is maintained. The snapshots of
the interface wave profile are shown in Figure 27 up to 40 sec. Numerical errors in preservation
of the two constraints are shown in Figure 28. The first row in Figure 28 shows h1u1 + h2u2
at t = 40 sec, the second row in Figure 28 shows the conservation of the rigid-lid constraint
h1 + h2 − d = 0 at x = .5m versus time, and the third row shows h1u1 + h2u2 = 0 at x = .5m
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Figure 26: First row: computed numerical solution for the vessel motion for the nonlinear
coupled system with ν1 6= 0 and ν2 6= 0. The vertical axis is q(m) and the horizontal axis is
time. Second row: nonlinear fluid energy versus time. Third row: vessel energy versus time.
Figure 27: Snapshots of the nonlinear interface wave profile at t = 4.014 s, t = 8.028 s for the
first row from left to right, t = 12.042 s, t = 16.056 s for the second row from left to right, and
t = 28.098 s, t = 40 s for the third row from left to right.
versus time. The system constraints are preserved approximately with an error of order ∆tp
with 1 < p < 2.
The next simulation is for the full nonlinear system at 1 : 1 resonance but with non-Boussinesq
fluids of densities ρ1 = 700 kg/m3 and ρ2 = 1000 kg/m3. Take the fluids to be quiescent (6.4).
Take the initial condition for the interface wave profile at t = 0 sec as in (6.5) with the input
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Figure 28: First row: h1u1 + h2u2 at t = 40sec. Second row: h1 + h2 − d at x = .50m versus
time. Third row: h1u1 + h2u2 at x = .50m versus time.
parameters
q̂ = .1m, L = 1m, ν1 = ν1:1 = 189.40 kg/sec
2 , ν2 = −ν1:1 = −189.40 kg/(sec2m2) ,
h01 = .04m, h
0
2 = .04m, G = .03m/sec , ω
resonance
1 = 1.6534 rad/sec ,
∆x = .01m, ∆t = .001 sec , g = 9.81m/sec2 , mv = .05
(
m1f +m
2
f
)
= 3.4 kg ,
m1f = 28 kg , m
2
f = 40 kg , R = 32.71 , G = 322.90 , ω
f
1 = .8267 rad/sec ,
ωfv = 1.6287 rad/sec , T
coupled = 3.80 sec , s2 = pi .
And take the initial conditions for the vessel position and velocity at t = 0 sec as in (6.5)
but with q̂ = .01m. The snapshots of the computed nonlinear interface wave profile at 1 : 1
resonance are shown in Figure 29 up to 30 sec. The vessel displacement for the full nonlinear
coupled system is plotted in Figure 30. The first row in Figure 30 shows the computed numerical
solution versus time, the second row shows the energy of the fluid (6.2) versus time for the
nonlinear system, and the third row shows the energy of the vessel (6.3) versus time up to
30 sec. The partition of energy between the fluid and vessel motion is maintained. The system
constraints are preserved approximately with an error of order ∆tp with 1 < p < 2.
7 Concluding remarks
The paper is devoted to the formulation of the dynamic coupling between the two-layer invis-
cid, incompressible and immiscible shallow-water sloshing and the horizontal vessel motion
subject to the rigid-lid constraint. The nonlinear coupled system is linearised and a character-
istic equation is derived for the natural frequencies of the coupled fluid-vessel oscillations. It
is shown that there is an internal 1 : 1 resonance in shallow water limit where symmetric fluid
modes are coupled to the vessel motion. The high-resolution f-wave-propagation finite volume
methods are adapted to include the exact expression for the pressure gradient at the rigid-lid in
the numerical calculations. This is done by considering the pressure gradient as a source term
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Figure 29: (colour online) Snapshots of the nonlinear interface wave profile for two non-
Boussinesq fluids of densities ρ1 = 700 kg/m3 and ρ2 = 1000 kg/m3 at t = 1.9 s, t = 7.6 s for
the first row from left to right, t = 17.1 s, t = 22.8 s for the second row from left to right, and
t = 28.5 s, t = 30 s for the third row from left to right.
Figure 30: (colour online) First row: computed numerical solution for the vessel motion for
the full nonlinear coupled system at 1 : 1 resonance and with two non-Boussinesq fluids. The
vertical axis is q(m) and the horizontal axis is time. Second row: nonlinear fluid energy versus
time. Third row: vessel energy versus time.
which is included in the jump in the flux vectors before decomposing the differences into waves
propagating out from each grid cell interface. The pressure gradient is related to the vessel
acceleration which is explicitly time-dependent. The time dependent source terms are handled
via a fractional step approach. The MATLAB ODE45 built in explicit Runge-Kutta solver is
used to integrate the vessel equation in time.
A direction of great interest is to modify the coupled nonlinear system (1.1) to include the bot-
tom topography and variable cross-section of the vessel into the fluid equations, and study the
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coupled dynamics with influx-efflux boundary conditions at the two ends of the vessel, moti-
vated by the dynamic coupling problem in the ocean wave energy converter (WEC) proposed
by Offshore Wave Energy Ltd (OWEL), a schematic of which can be found on the website
[1]. OWEL is a floating rectangular device, open at one end to allow waves in. Once they are
trapped, the waves undergo interior fluid sloshing. A rise in the wave height is induced within
the duct. The wave then creates a seal with the rigid lid resulting in a moving trapped pocket of
air ahead of the wave front which drives the power take off.
So the strategy going forward is to modify the current dynamic coupling solver to include a
more complicated source term, due to the bottom topography and variable cross-section of the
vessel, into the numerical calculations and study how best the time-dependent source terms can
be handled. See [7, 4] for a numerical study of the two-layer shallow-water equations in a
stationary container subject to the rigid-lid constraint and with open boundary conditions.
In the case of dynamic coupling with two interior fluids of large density difference, like the
problem of two-fluid flows inside the OWEL WEC, the current approach in approximating
the eigenvalues of the two fluid system with the fractional step method for handling the time-
dependent source terms may lead to a linear growth of error in the preservation of the system
constraints. While this error is tolerable, the study of how the computational strategy could be
modified for the numerical simulations is an interesting topic for further study.
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