Abstract. In this article we present an analysis of the WITT algorithm for conceptual clustering as proposed by Hanson and Bauer (1989) . We show that the measures proposed for the original WITT algorithm have serious shortcomings. We propose some alternatives for these measures, and, moreover, we make a further analysis of these alternatives such that setting the required thresholds will be less dependent of the characteristics of the cases that are to be clustered.
Introduction
The WITT algorithm for conceptual clustering as described by Hanson and Bauer (1989) has some interesting properties. The clusters created are accompanied by the correlational structure of the attribute values of the cases in those clusters. This correlational structure can be used as a means to describe the clusters. Additionally, this structure provides a means to determining the extent to which a new case belongs to each of the already defined clusters. Hence, it can be considered to define a classification scheme. This property also allows for incremental learning. Once a new case is permanently added to a cluster, the correlational structure of that cluster may be updated.
Since we are interested in developing a tool box with learning algorithms, which should become part of a tool for knowledge acquistion, we have implemented a version of the WITT algorithm for experimentation. Our initial experiments showed that the measures that govern the clustering process have some very undesirable properties. Accordingly, we decided to make an analysis of the measures of the algorithm as proposed by Hanson and Bauer. In the following, we describe briefly the global structure of the WITT algorithm. Then the measures presented by Hanson and Bauer are discussed extensively and, where necessary, our interpretation of some of the less clear parts of their paper is given. Next, we analyze their measures and demonstrate a number of undesirable properties. Finally, some alternatives are proposed that at least overcome the problems we have identified.
Description of the WITT algorithm
The WITT algorithm consists of two components: a preclustering algorithm and a refinement algorithm. The task of the preclustering algorithm is to generate a few initial clusters, based on some distance measure between cases. Subsequently, the refinement algorithm adds cases to these clusters, provided those cases are similar enough to one of these clusters. When the refinement algorithm fails, the preclustering algorithm tries to make new clusters using cases not yet assigned to existing clusters. When this fails as well, existing clusters may be merged. In pseudo-code, the complete algorithm appears as follows: It is clear that this algorithm does not always cluster all cases. When the remaining cases cannot be clustered such that the cohesion is sufficiently large and when no existing clusters can be merged, the algorithm stops. Leaving cases not clustered is in itself a desirable property.
Following Hanson and Bauer's paper, the refinement algorithm of WITT is based on the cohesion Cc of a cluster c, which is defined as in which Wc represents the within-cluster cohesion and Oc the average cohesion between c and all other clusters.
The within-cluster cohesion is defined as the average variance in the co-occurrences of all possible attribute-value pairs for a given cluster. When we denote the variance in the co-occurrences of the values of an attribute pair {i, j} as D (i,j) 
Analysis of the D-measure
The D-measure as defined in (3) above, which is the basis for all other measures used in the refinement algorithm, turns out to be problematic when thoroughly analyzed. Hanson and Bauer call D(i, j) the variance of the co-occurrence of the values of an attribute pair. This is a misleading term for D (i,j) . It is easily seen from (3) that D(i,j) = 1 when there is no variance at all in the co-occurrences, i.e., for each attribute all cases in the cluster have the same value. A better interpretation of D(i, j) is that it represents the predictive power or information content of the co-occurrences of the attribute values.
Hanson and Bauer give four example contingency tables fiJ (each example describes a cluster of four cases) with their corresponding D(i, j) value (tables 1-4): Table 1 . D(i, j) = 1.00. Another problem is that the size of the contingency tables has no effect on the value of D(i, j). The D(i, j) for table 7 is the same as for table 5, again somewhat counterintuitively. To overcome both of these problems, we propose another approach for the D-measure. Rather than using the number of occurrences in the computation of D(i, j), we suggest using the fraction of cases FriJ that have a certain co-occurrence of attribute-value pairs. With these fractions, one can compute the entropy for the contingency table: with Fij(l, m) = fij (l, m) /N, in which N is the number of cases in a cluster.
E(i,j) ranges from 0, where all cases are located in one element, to InT, where all cases are evenly distributed over all elements in the table, with T being the number of entries in a contingency table (T = L * M).
By normalizing E(i, j) with respect to In T and then subtracting the result from 1, we obtain a new formula for the D-measure:
or, in terms of occurrences, Note that we introduce new symbols whenever we propose an alternative for the measures of the original WITT algorithm to make the distinction between the original measures and our proposals clear.
Applying (10) to the various tables given in this article, we observe that S(i,j) for table 7 is now larger than S(i, j) for table 5. Additionally, S(i, j) for table 6 has become 0 for all values of n. This behavior is intuitively more satisfactory than that of Hanson and Bauer's D(i, j) according to (3).
Analysis of the within-cluster cohesion
A second point of concern is the computation of Oc. When we apply (3) and (2), taking into account our conclusion from the previous section that D(i, j) * 1 when N -o, we observe that the denominator of Bck in (5) tends towards zero when N -o. Hence, Bck -o. This implies that only by virtue of the fact that the number of cases increases, Cc -0. This is obviously an undesirable behavior in the limit.
In addition, Bck takes on a negative value in certain circumstances. Suppose, e.g., we have two clusters-A and B-based on two attributes with the contingency tables 8 and 9. Let us first analyze the desired behavior of O c , and thus of B ck . When we try to assign a case to one of a set of clusters, we prefer to assign that case to the cluster with the highest within-cluster cohesion. However, when this cluster is similar to other clusters, one is likely to prefer a cluster that may have a slightly lower within-cluster cohesion. To achieve this behavior of C c , O c should be 1 when a cluster is completely different from all other clusters, while it should be larger than 1 when the cluster is not completely different from the other clusters. Since O c is the average of a number of B ck s, B ck should have the same behavior.
B clc , as introduced by Hanson and Bauer, certainly does not have this desired property. We propose an alternative for B ck , denoted as B ck , based on the notion of the within-cluster cohesion of the union of two clusters, which are assumed to be disjunct. The union of two such clusters will be denoted as W cUk .
We define B ck as According to (11), B ck represents the relative within-cluster cohesion of the actual union of the clusters relative to the within-cohesion of the union of two, presumably disjunct, clusters with the same within-cluster cohesion. This approach is based on what actually happens when the union is taken relative to what can maximally be achieved by taking the union of presumably disjunct clusters. Therefore, (11) describes the relative cohesion between clusters c and k much better than B ck as defined by (5).
In the following we will first derive an explicit expression for W* cUk (i.e., enforced disjunctness) in terms of W c and W k for a special case. Later we will describe a procedure of how to compute W* cUk in the general case. It is easily shown that for the union of two clusters c and k,
The equality holds only when x c and/or x k equals 0, which, in fact, is only the case for completely disjunct clusters. Assuming this to be the case for all contingency tables, we can derive an expression for W* cUk in terms of W c and W k .
By dropping some indexes in our notation, we write (10) (17) and (18) with (14), under the assumption that the equality holds, one obtains (see appendix A for derivation):
Averaging over the various tables gives in which N T is the total number of contingency tables.
Equation (20) can only be used when for each attribute pair the sum of the number of non-zero elements in the contingency tables of the two clusters is less than the number of elements in each individual table. When this is not the case, W* cUk may well become less than the minimum value of W cUk , as is easily seen from the example given in the beginning of this section. However, this particular problem can be overcome by taking a constructive approach in which contingency-like tables are created for the union of the two clusters. In this approach the contingency-like tables are constructed from the contingency tables of the clusters, but the position of the non-zero elements is lost. The union of two clusters results in a minimal value of S* cUk when as many as possible non-zero elements of the contingency table of a cluster can be matched with the zero elements of the contingency table of the other cluster. In case the sum of the number of non-zero elements in both clusters is greater than the number of elements in the table, the values of some elements of the contingency tables of the clusters have to be summed up to find a value for the union of the clusters. Since we assume for the calculation of d* cUk that the clusters are maximally disjunct, we only need to compute the sum of the smallest non-zero elements.
Our algorithm is based on the following three requirements.
1. The number of cases should be preserved. This means that the sum of the elements of a contingency table for the union of two clusters has to be equal to the sum of the number of cases in the two clusters.
2. Cases that appear in two different elements of a table in a cluster should also appear in two different elements of the table of the union of the cluster. In addition, cases that appear in the same element of a table should also occur in one single element of the table for the union of the clusters. 3. The algorithm should result in a minimum value for s* cUk .
Rather than working with tables, the construction algorithm is expressed in terms of lists. Our proposal goes along the following lines (we will illustrate our approach with an example-printed in italics-using tables 13 and 14): Taking tables 13 and 14 given above as an example, the two lists become {20 73} and {3 1 20}. 2. When the length of the concatenation of these lists is less than the number of elements in the table, s* cUk is computed according to (10) by taking the elements of the concatencated list as the frequencie f ij ,(l,m). 3. In case the length of the concatenated list is greater than the number of entries in the tables, a new list has to be constructed that has a length precisely equal to the number of elements in the contingency table. In order to create that new list, the two lists mentioned under point 1 are sorted in descending order. In our example, the length of the combined list is 6, which is greater than 4, the size of the table. After sorting, the lists become {20 73} and {20 31} respectively. 4. In order to construct the new list, the two lists are each divided into two parts-a head and a tail, the tails having equal length-such that the sum of the length of the heads plus the length of a tail equals precisely the number of elements in the contingency table.
Applying this step to our example, we get as a result {20 | 73} and {20 \ 3 1}, respectively. 5. The heads of the two lists are removed, and part of the new list is made by the concatenation of these heads. In our example, the initial pan of the new list becomes {20 20}, while the old lists reduce to {7 3} and {31}, respectively. 6. One of the remainders of the stored lists is reversed. Then the new list is extended with elements that are the sum of the elements of the remainders of the two lists. This entails the summation of the larger elements of one of the remaining lists with the smaller elements of the other remaining list. This constructive approach allows us to compute the value of the within-cluster cohesion of the union of the clusters assuming that they are disjunct.
At this point there is only one drawback in the definition of Bck according to (11), namely, the fact that its value is limited. If we maximize Bck by assuming that the clusters are identical and that both clusters contain the same number of objects while the size of the tables is 4, we can derive from (20) that This approach leads, however, to values for Bck that are too large, since the calculation of the denominator of (11) using (20) assumes a disjunct combination of the clusters. For 2*2 tables this will not necessarily be the case, and therefore the denominator will be larger than W-½. As a matter of fact, the denominator can only become zero when the combination of each pair of contingency tables results in an even distribution of cases over the number of entries of the tables, since only in that case is W zero. In many practical situations, the denominator will be closer to W. The reason is the uneven distribution of cases over the cells of the contingency-like tables for the union of the two clusters.
Finally, a different solution to the problem of the calculation of Oc can be obtained by giving a different interpretation for Bck. First, we introduce the within-cluster cohesion that is maximally achievable when two clusters are merged. We can again use a constructive approach by sorting the lists of the entries in the corresponding tables in descending order. A new list is constructed from the sums of corresponding elements of the sorted lists. In the event that the lists are of unequal length, the shortest one is extended with zeros. For tables 13 and 14, the lists become {20 7 3} and {20 3 1}. The combined list is {40 10 4} which serves as input for the computation of the within-cluster cohesion. Now Bck can be defined as the difference in within-cluster cohesion for the maximally similar and the disjunct union of the clusters, computed using the constructive approach, divided by the difference in within-cluster cohesion for the maximally similar and the actual union of the clusters:
So when the clusters are in actuality maximally disjunct, the numerator and denominator of (23) are equal and Bck becomes 1. When the same elements of the contingency tables have non-zero values and when, after sorting the lists, these elements occur at the same position in the sorted lists, B ck -°°. Thus, this approach is also intuitively plausible in this respect: given (4) and using B ck instead of B ck , O c will vary between 1 and o.
Analysis of the evaluation metric C c
So far we have dealt with the measures from which the cohesion C c of the cluster is computed. In the refinement algorithm, a threshold value for C c is used to decide whether a new case belongs to one of the existing clusters. This means, that a new case is tentatively added to each of the clusters and then the cluster with the maximum value of C c is selected. The new case is added permanently to the cluster if and only if this maximum C c exceeds the threshold. When a case is added that is completely different from a cluster, the value of W c+1 follows from (20) by taking W k = 1 and N k = 1:
The first term of the right-hand side of (24) -W c and the second term -0 if N co. This implies that when a sufficiently well-defined cluster of considerable size exists, there is a high probability that all new cases will be assigned to that cluster. Hence the resulting clusters may not properly describe the underlying relations between the attribute values of the analyzed cases. To avoid this situation, we suggest using another numerator in (1) that is sensitive to the extent to which the value of W c can decrease. Here again, a normalized difference in within-cluster cohesion is proposed. Rather than taking W c+1 , we suggest using the difference between the within-cluster cohesion of a cluster with one case added and the corresponding minimally achievable within-cluster cohesion divided by the difference between the within-cluster cohesion of the cluster without the case and the corresponding minimally achievable within-cluster cohesion: y c is independent of the value of W c . The numerator describes the relative reduction in W c , while the denominator describes the cohesion of the cluster under study with respect to the other clusters.
Note that when a case is added that is prototypical for a cluster, the numerator of y c will be greater than 1. Hence, depending upon the denominator, y c may become larger than 1. This is also plausible, since adding a prototypical case should increase the cohesion of the cluster.
Summary and conclusions
We have made an analysis of the various measures that underlie the WITT clustering algorithm as proposed by Hanson and Bauer. We have shown that most of these measures have very undesirable characteristics. We have presented alternatives for these measures to overcome all identified problems. The clustering procedure becomes independent of the size of the clusters by the incorporation of the suggested modifications. The cohesion measure now takes into account the size of the contingency tables from which it is derived. Furthermore, the thresholds used in the algorithm as described in the paper of Hanson and Bauer can be set independent of the cohesion of the clusters.
Our alternatives are still based on the conceptual ideas behind the original clustering algorithm while overcoming the distinct problems identified above.
Appendix A
Below we give the derivation of (19) of this article.
The derivation uses the following formulas:
Using (14) with the equal sign in (17) yields
Substituting (18) 
