Introduction
Microeconometric evaluation studies, or indeed any econometric study attempting to draw causal i.e. they require more assumptions, if the probability of observing the 'otherwise comparable' observations in the respective other state is zero. This problem is called the failure of the common support condition.
In the field of evaluating the effects of training programmes recent papers by Heckman, Ichimura, Smith, and Todd (1996) and Heckman, Ichimura, and Todd (1997) pointed out that failure to take account of that problem might result in a substantial bias of the so-called matching estimator. The problem is particularly apparent for the matching estimator. Matching is a nonparametric estimator that equates the distribution of selected observable variables for observations in the comparison state to the respective distribution of individuals in the original state (also called treatment state in the following). The simplest type of matching is nearest neighbour matching, which allocates to each observation in the treatment state one observation in the comparison state that has (almost) the same value of selected characteristics. Obviously, if such an observation does not exist, matching could be biased, because a comparison observation would be matched that is not sufficiently similar to the treatment observation it is matched to. A typically used 'quick fix' for that problem is to redefine the effect, i.e. to estimate the effect only for the part where comparison observations are observed. 2 In many cases this redefinition is however not satisfactory because a parameter that may be of reduced interest is estimated. It is worth mentioning that although this problem comes quite naturally for matching, and has thus attracted most attention for that estimator, it is a potential problem for all approaches relying on nonparametric identification. For example, in instrumental variable estimation, the local average treatment effect (LATE) is derived by comparing different individuals with well-defined differences in observable characteristics (matching compares them with the same characteristics).
Again, if such individuals cannot appear in the sample because of the violation of the support condition, LATE is not identified. For parametric approaches, the problem is less severe, because the parametric model can be used to predict the expected outcome even in regions of the variable space where no observation can occur. Obviously, one might worry about the ability of any model to predict outside its support.
This paper looks at this problem in more detail and discusses some conditions for the identification of the effects. However, since these conditions do not appear to be attractive from an applied point of view, nonparametric bounds are provided for cases when these conditions do not hold.
The bounds are in the spirit of bounds first introduced by Manski (1989 Manski ( , 1990 and Robins (1989) for selection problems and treatment evaluation. 3 To focus ideas we concentrate on the set of assumptions entertained in the matching literature, but they could be extended to other identification and estimation strategies as well.
Finally, we show again that the problem of common support could be an important one in practical evaluations by using the suggested approaches to re-examine (a part of) a large Swiss evaluation study by Gerfin and Lechner (2000) . This application also points to the value of the additional information that could be extracted from the proposed bounds as a sensitivity check.
The plan of the paper is as follows: The next section discusses identification problems resulting from the lack of common support and provides nonparametric bounds for sensitivity analysis. It also specialises the results to a matching framework. Section 3 applies the bounds and Section 4 concludes. The appendix provides more information on the application.
2
The identification problem
General case
To focus ideas we concentrate on a binary treatment. 4 In the following standard notation for that case is introduced. Let 1 Y and 0 Y denote the potential outcomes (1 denotes treatment, 0 nontreatment) assumed to have finite first moments. For participants in the treatment the actual (ob-2 More precisely, where the current sample seems to suggest that observations could be observed. 3 For applications see for example Lechner (1999a) . 4 The extension to the case of multiple treatments as considered by Imbens (1999) and Lechner (1999c) is conceptionally direct, but would increase the notational burden considerably. To be more specific define the population of interest as denoted by the set Ω , which is some subset from the space defined by participation status ( 1 S = or 0 S = ) and exogenous characteristics ( χ ). Let W be a binary random variable equal to one if an observation belongs to Ω . It will be Ω for which identification of the effect is desired for:
This definition includes usually considered effects like the average treatment effect on the treated (ATET:
ATET S χ Ω = = × ) as well as the average treatment effect on the population (ATE:
Now consider a partition of Ω into two subsets, one for which the effect of the treatment is identified, denoted as * Ω with corresponding indicator random variable * W , and a complementary set for which the effect is not identified, denoted as Ω % :
The terms treatment and programme are used as synonyms in the remainder of the paper. 6 Strictly speaking the following definitions, etc. can be done without the introducing of indicator variables.
However, their use allows to stick to a notation more closely related to what is commonly used in that literature. 7 For example Ω % may contain individuals who are not allowed to participate or alternatively who must participate in a specific training programme. Without additional assumptions that allows to extrapolate from the results of people with other characteristics not subject to such restrictive selection regime, the effect of such a programme is not be identified for that group. 
Based on ASSUMPTION 1, the following upper bounds 0 ( ) θ Ω and lower bounds 0 ( ) θ Ω on the treatment effect 0 ( ) θ Ω are identified.
Bounds I (Minimum information)
Note that the effect of any individual treatment cannot be better than ( ) Y Y − and not be worse
To derive the (worst case) bounds given in BOUNDS I, the possibilities of extreme effects in the set Ω % have be weighted by the probability of occurrence of that set. The width of these bounds is therefore However, the type of information depends on the structure Ω and * Ω .
Average treatment effect on the treated
In many applications it is indeed very likely that the data contains a random sample of participants in the treatment. In that case the bounds can be sharpened. The sharper bounds are derived for a special case, namely the average treatment effect on the treated (ATET). Estimation of this parameter is the goal of many econometric evaluation studies.
9
Redefine the set Ω as { } ( 1) 9 The information contained in ASSUMPTION 2 below allows to sharpen the bounds of other parameters, like teh average treatment effect, as well. However, since this will be a straightforward application of the following results, the derivation is not made explicit in this section.
Assumption 2
a)
With the exception of having to consider the more restricted set related to ATET, part a) is iden- Using ASSUMPTION 2 the bounds given in BOUNDS I shrink:
Bounds II (ATET with random sample of participants)
The width of bounds given by BOUNDS II is reduced to
This is not directly comparable to the bounds given by BOUNDS I because of the different conditioning sets for which the parameter is defined ( 0 ( )
ATET ATET P W W = = are equal, the width of the bounds implied by ASSUMPTION 2 is half the width implied by ASSUMPTION 1.
Matching
In this tional on a set of covariates (Rubin, 1977) . This is also called the conditional independence as-
If CIA holds, then
is identified, provided the support condi-
the participation probability conditional on X. The condition 1 ( ) 1 P x < means that nonparticipants must be observable for all values of x where participants are observable, i.e. for which ATET is desired. This condition breaks down for example when 'perfect predictors' of the treatment status are necessary to make condition (3) hold in any application.
12
In empirical applications many variables to condition may be needed to justify an assumption like the one given in (3), thus making nonparametric estimation difficult and subject to the curse of dimensionality problem. Rosenbaum and Rubin (1983) show that if CIA is valid, then the estimation problem simplifies. They find that if the two treatments are independent of the assignment conditional on X, then they are also independent conditional on the propensity score:
10 Note that CIA is more restrictive than necessary, because all what is needed to identify mean effects is conditional mean independence. However, the former has the virtue of making the latter valid for all transformations of the outcome variables. Furthermore, in an application it is usually difficult to argue why conditional mean independence should hold and CIA might nevertheless be violated. 11 Note that the condition
is not relevant because the parameter of interest is ATET which is defined for the population with positive participation probability (i.e. the treated). 12 Obviously, for 1 ( ) 1 P x = a degenerated version of condition (3) is created.
If 1 ( ) P x is smaller than one, then the equality
can be used for identification. The major advantage of this property is the reduction of the dimension of the estimation problem.
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Redefining the previous definitions of the sets to take account of the special structure of matching, we get: So far only regions with propensity score equal to one ( 1 ( ) 1 P x = ) are discussed. The reason is that holes in the support, i.e. regions corresponding to values of the propensity score which cannot be attained with the X-process generating the sample, are no problem when estimating the ATET. Whenever there is a realisation of the treated with a probability of less than one, then, if the sample is large enough, there is also a realisation of a non-treated for that particular value of X. If however there cannot be any realisation of the treated, than that particular configuration of X has zero weight anyhow in the computation of the ATET and the non-treated are irrelevant.
Hence, the only problem for identification here a regions that have probability one for the treated.
Furthermore, a note on selecting variables relevant in applications is in order. Conditions (3) and (4) require the researcher to find all variables that are jointly correlated with the potential nontreatment outcome and with participation. After having found these variables, the support problem could appear conditional on the specific choice of variables. Obviously, from the point of view of the support condition it could actually be dangerous to include variables that are good predictors of participation but independent of outcomes (these variables could be called instruments, because they satisfy a conditional exclusion restriction with respect to the conditional means of the outcomes). If these variables predict too good, i.e. if they are perfect predictors conditional on the other variables, then they could lead to a partial break-down of 13 Efficiency issues involved by conditioning on the propensity score instead of X are discussed in detail by Hahn identification. They would destroy the very randomness that is required for the identification of ATET by matching.
14 Finally consider three types of information that would each allow the identification of 0 ( )
a) The average effect in the subset with and without support is the same
In this case the strategy to concentrate only on the subpopulation with support (
b) The conditional expectation 
Obviously, in this case the drawback is that the advantage of CIA, namely nonparametric identification, is lost even for the region where it is still feasible.
For particular evaluation studies there might be rare cases where one of those three conditions is plausible and thus can be used to identify the effects. 15 However, in general they would certainly be hard to justify and thus they are no substitute for the bounds analysis.
Application

Introduction
In this section the above considerations are applied to an empirical study about the major programmes of the active labour market policy in Switzerland by Gerfin and Lechner (2000) .
(1998), Todd (1998), and Hirano, Imbens, and Ridder (2000) . 14 For more potential problems created by using instruments as matching variables, see Lechner and Smith (2001) . Gerfin and Lechner (2000) focus on the individual success in the labour market that is due to these programmes. The Swiss government made available a novel, very informative and large data base consisting of administrative records from the unemployment insurance system as well as from the social security system. It covers the population of unemployed persons in December 1997. Gerfin and Lechner (2000) claim that in this data all major factors that jointly influence both the selection into the various programmes as well as employment outcomes are observed.
The data from the unemployment registrars cover the period January 1996 to March 1999 for all persons who were registered as unemployed on December 31, 1997. These data provide very detailed information about the unemployment history, ALMP participation and personal characteristics. The social security records cover 1988-1997 for a random subsample of about 25'000 observations. 16 They describe sociodemographics (age, gender, marital status, native language, nationality, type of work permit, language skills); region (town/village and labour office in charge); subjective valuations of case workers (qualifications, chances to find a job), sanctions imposed by the placement office; previous job and desired job (occupation, sector, position, earnings, full-/ part-time); a short history of labour market status on a daily basis, and the employment status and earnings on a monthly basis for the last ten years. Gerfin and Lechner (2000) apply a series of sample selection rules to the data. The most important one is to consider only individuals unemployed on Dec 31, 1997 with an unemployment spell of less than 12 months who have not participated in any major programme in 1997 and who are between 25 and 55 years old.
The active labour market programmes (ALMP) can be grouped into 3 broad categories: a) training courses, b) employment programmes, and c) temporary employment with wage subsidy (TEMPORARY WAGE SUBSIDY). The former two groups are fairly standard encompassing a variety of different programmes. The last type of programme is rather unique, however. The difference between b) and c) is that employment programmes take place outside the "regular" labour market. By contrast TEMPORARY WAGE SUBSIDY refers to a regular job.
For this illustration the focus is only on a pair-wise comparison of two specific programmes, namely LANGUAGE COURSES (LAC) and TEMPORARY WAGE SUBSIDY (TEMP). Note that the validity of CIA allows us to analyse the effects of these programmes on the subsample of partici-15 Note that obviously these conditions can be combined for example by assuming a parametric model to be valid only the neighbourhood of the no-support region. 16 The variables and corresponding descriptive statistics can be obtained from Gerfin and Lechner (2000) , which is available on the internet (www.siaw.unisg.ch/lechner).
pants in the respective programmes without incurring any selectivity bias problem from ignoring individuals in other programmes not considered here (see Lechner, 1999c) . Table 1 shows the number of observations as well as some descriptive statistics for the subsample composed of participants in LAC and TEMP. The mean duration of the programmes is a little more than two months for LAC and almost 4 months for TEMP. The table shows that important variables like qualification, duration of unemployment, and particularly nationality, also vary substantially. 17 In particular these differences led Gerfin and Lechner (2000) to argue that their estimated effects for LAN courses are subject to additional uncertainty, because this group appears to be very specific. The final column shows the employment rate one year after the individual begin of the programme. It shows a marked advantage of 52% for TEMP compared to 30%
for LAN. However, it is already obvious from the few characteristics shown in Table 1 that this is not indicative for programme success, because participants in TEMP are expected to do better in the labour market anyway.
Estimation
In the following the interest is to estimate the effect of TEMP compared to LAC for participants in TEMP. Following the arguments by Gerfin and Lechner (2000) about the information available in the sample leads to the independence assumption between the decision for participating in TEMP compared to LAN and the outcomes (conditional on the covariates shown in Table A .1 below and conditional on being in either of the two states). Hence, a simple binary treatment evaluation strategy is available to estimate ATET. Here we employ a simple nearest neighbour matching estimator. In the first step a binary probit model is estimated to explain the choices between the states. The functional form of the conditional participation probability is checked by standard specification tests as suggested in Lechner (1999b Lechner ( , 2000 . In the second step a comparison group to TEMP is formed by nearest neighbour matching. Matching is however not directly on the propensity score, but on its linear index. The latter should have the advantage to generate better matches in regions when probabilities are very close to zero and one. Matching is implemented with replacement (i.e. by allowing to use one comparison observation many times), because the treatment group is much larger than the number of observations in the comparison group.
The results of the binary probit are generally in line with the findings reported by Gerfin and Lechner (2000) . It appears again that variables that measure region, language skills and nationality, skills, as well as a couple of other characteristics, play an important role. The detailed results are contained in the Appendix.
Support
In an empirical analysis of the ATET under CIA the breakdown of the common support requirement can result from two sources:
a) There are variables that are perfect predictors, i.e. they lead to an estimated participation probability of 1 for some observations.
b) The estimated values for the propensity score are such that there are no matches in the sample.
Note that the mere fact that there is no match in the sample does not cause a consistency problem, because the fact that probabilities below 1 exist for that particular data configuration suggests that when the sample grows, at some sample size there will be a match and consistency is no problem.
So Case a) seems to be clear. It is not in practise. Suppose for example that the propensity score is such that a parametric model like logit or probit with a linear index structure is estimated. In that case every given set of finite coefficients generates probabilities strictly bounded away from zero and one. One will usually detect binary variables that are perfect predictors because their estimated coefficients converge to infinity during estimation. 18 This is however not the case for categorical variables if not all (but one) of the categories are perfect predictors (or if in fact interaction terms omitted from the estimation would generate such regions).
What could be the approximate solution to that problem in an empirical study? First, one might want to use a nonparametric estimator for the propensity score or condition directly on the X's. In that case one needs to get an estimate of the regions with probability one. However, the curse of dimensionality would be prohibitive for high dimensional X. Hence, this is not an option for the current and many other studies.
One of the possible alternatives is to first pre-screen important variables (in combination with institutional knowledge) to spot perfect predictors. Then run the smooth probability model and check the distribution. If there is a lack of overlap appearing in the distribution of the propensity score in the subsample of participants and potential comparisons (it should happen in the upper region, i.e. when 1 ( ) P x is close to one), than one might either ignore this and appeal to asymptotic arguments (and also hope the probability model chosen is the correct one) or state the inability to identify the effects for this group with the sample at hand. The latter is a different argument compared to the types of arguments used in Section 2, because it is not about asymptotic identification. It is more about small sample properties (or a misspecified probability model). The current application follows that line of thinking as do for example Gerfin and Lechner (2000) and Smith and Todd (2001) . Figure 1 shows a histogram of the distribution of the propensity score and its linear index in the two subsamples. Since identification as well as matching is conditional on the propensity score, it is the correct measure to evaluate any support problem. Considering the probabilities first, it appears that whereas they are more or less equally distributed in the LAC subsample, they are heavily concentrated close to one for the TEMP sample (note that to the very right of Figure 1a , the line related to TEMP leaves the top of the chart due to the heavy concentration of observations in this region). Considering the index it becomes very clear that there is a considerable number of TEMP observations on the right of Figure 1b with very high scores, for which no comparable LAC observations can be found in this sample. It also becomes clear that there appear to be no holes in the support, i.e. zero densities somewhere in the middle of the propensity score. Hence, we conclude that there is a support problem for very high values of the propensity score. Table 2 gives a gives a brief idea of the distribution of characteristics in the subsample of TEMP participants considered to have no support by the above rule. Not surprisingly, this group displays a much higher share of Swiss nationals. Inspecting more differentiated statistics, it appears also that all the deleted foreigners have a permanent work permit for Switzerland, thus they are indeed not very likely to appear in a language course (because this type of permit typically can only be obtained after a stay of more than five years). It is clear that the refinements of the sample based on the estimated score are indeed part of the estimation process and should be part of the estimated standard errors of the estimator. Here, this is taken care of by integrating this step, as well as the estimation of the probit, into the bootstrap procedure used to guide the inference below.
Due to the large number of observations in the comparison sample and the use of nearest neighbour matching with replacement the match quality for the part of the sample with common support as defined here is good for all variables that are important factors in determining the participation decision.
Results
The measure for the success of the programme is employment in the regular labour market at any given time after the beginning of the programme. Hence the outcome variable is binary 0-1. The time during participation in the programme is not considered to be regular employment. Due to data limitations the potential period of observing programme effects cannot be longer than 15 months, because the latest observation dates from March, 31, 1999. In that sense the analysis is restricted to the short run effects. Table 3 displays the mean effects of TEMP compared to LAC for participants in TEMP 9 months after the individual programme participation starts. A positive number indicates that the effect of TEMP compared to LAC is on average a higher rate of employment for those who participated in TEMP. Table 3 contains estimates of all elements necessary to compute the parameters discussed so far.
First note the raw difference between the employment probability nine months after the beginning of the program is more than 20%-points in favour of TEMP. However, for the population within the common support, this is reduced by matching to 8.7%-points (
Because the outcome variable is binary, the width of the bounds corresponds to the probability of not being in the common support (
The latter is about 14% points after 270 days. 20 The location of the bounds depends on the mean of 1 Y for participants outside the common support ( 1 N λ ), as well as on the effect inside the support. Here the bounds range from 0 to 13.6% points. Taken into account that the bounds are estimated with error, it would not be possible to reject the hypothesis that the true effect for all treated of TEMP compared to LAC is zero. Hence, the additional uncertainty due to the support problem may change the conclusion from the empirical study. Figure 4 shows the same dynamic development but includes the bounds as sensitivity check.
Again taking into account sampling uncertainty, the conclusions are changed and the hypothesis that the true effect is zero cannot be rejected for any particular point in time. θ Ω of a particular magnitude. Then, the prior believes of the researcher about the plausibility of these magnitudes can be used to draw conclusion about likely sensitivity to the common support problem.
Conclusion
This paper advocated to use a nonparametric bounds analysis to check the robustness of the results of applied evaluation studies to the problem of a lack of common support. The typical responses to this problem, i.e. either just ignoring it, or obtaining estimates only for the subpopulation within the common support, can both be misleading. First, ignoring the problem may result in serious biases because a comparison group may not be comparable at all. Deleting the sample is not prone to this criticism. Nevertheless, although the estimate is consistent for the region of common support, it may be problematic as well. When treatment effects are heterogeneous inside and outside the common support, then the estimated effect does no longer correspond to the original parameter of interest. This is particularly damaging when the common support is hard to characterise in economic terms, thus obscuring the substantive meaning of the estimated effects. Furthermore, useful information is ignored by throwing away all observations outside the common support, because the response of the treated to the treatment can be still estimated outside the common support. This information can be used to derive bounds that are more or less narrow depending on the data configuration in the particular application.
In conclusion it is proposed to routinely compute bounds in order to be able to extract all available information about the parameter of interest from the data. At least, this exercise gives clears hints about the sensitivity of conclusions drawn from the (often implicitly) redefined parameter, obtained by deleting the problematic part of the sample, to the common support problem. 
Appendix: Estimates of the binary probit model
