S uppose one wants to study the effect of season (independent variable X) on the size of a brain region like the hippocampus (dependent variable Y) while controlling statistically for the size of the rest of the brain (confounding variable C, often called a covariate). It is all too common to address problems like this with two separate analyses: in this case, running one regression predicting hippocampus size from brain size, saving the residuals e, and then testing in a separate analysis whether there is a significant effect of season on e. This two-step procedure is often called 'residual analysis', and it is a common alternative to the one-step methods of multiple regression, analysis of covariance (ANCOVA) and the general linear model (GLM). However, as we will show in this paper, residual analysis has some serious flaws associated with it, which are not present in the alternative analysis methods.
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The flaws of residual analysis are widely known among statistical specialists, but none of those we asked were able to point to a paper describing these flaws to a general scientific audience. That is the purpose of this paper. Statistical consultants and reviewers tell us that they often see residual analysis in preliminary research brought to the consultant or reviewer for comment, and we have seen it ourselves. Usually, it gets corrected before publication, but not always (see e.g. Clayton 1996; Healy et al. 1996; Lavenex et al. 2000) . In most cases, the final scientific conclusions of these papers would not be any different had they used a GLM or ANCOVA, since they find significant results, and the error they make by using residual analysis is usually a conservative one, as we will describe later on. Lavenex et al. (2000) , however, used a residual analysis and did not find any significant effect of season on the size of grey squirrel, Sciurus carolinensis, hippocampus (or any of its subdivisions), after controlling for the size of the rest of the brain. They then criticized one of us (Smulders et al. 1995) for using the general linear model in a similar situation in blackcapped chickadees, Poecile atricapilla, in which the confounding variable (brain size) and the independent variable of interest (season) covaried to some degree. As we will show in this paper, this is exactly one of the situations in which the residual analysis is inappropriate, and the GLM is correct. In all fairness, the use of the GLM was not their only criticism of the Smulders et al. (1995) results, but the rest of that discussion falls beyond the scope of this paper. Whether the nonsignificant results of Lavenex et al. (2000) would have been very different had they used a GLM instead of the residual analysis is impossible to ascertain without reanalysing their raw data.
Multiple regression, ANCOVA and GLM all work by predicting the dependent variable (Y) from the confounding variables (C), then adding the variable of interest (X) to the model, and then testing the increase in the squared multiple correlation, or equivalently testing the decrease in the sum of squared errors. The test statistic in these cases is where: 'reduction in SSE' is the difference in sum of squared errors between the two models, 'residual SSE' is the residual sum of squared errors of the model that includes the variable of interest, 'residual df ' is the residual degrees of freedom for the model that includes the variable of interest, and 'effect df ' is the degrees of freedom associated with the variable of interest.
As in analysis of variance (ANOVA), F tends to be about 1 when there is no real effect, and the higher the F value, the more significant the effect. In the extreme case, which is rarely encountered in real data, the residual SSE could Correspondence: R. B. Darlington, Department of Psychology, Uris Hall, Cornell University, Ithaca, NY 14853, U.S.A. (email: rbd1@cornell.edu 
