Let G be any graph and let c(G) denote the circumference of G. We conjecture that for every pair c 1 , c 2 of positive integers satisfying c 1 + c 2 = c(G), the vertex set of G admits a partition into two sets V 1 and V 2 , such that V i induces a graph of circumference at most c i , i = 1, 2. We establish various results in support of the conjecture; e.g. it is observed that planar graphs, claw-free graphs, certain important classes of perfect graphs, and graphs without too many intersecting long cycles, satisfy the conjecture.
Introduction
For a graph G we shall denote by V (G), E(G), λ(G), δ(G), d G (v), G S , and N (S), respectively, the vertex set of G, the edge set of G, the order of a longest path in G, the minimum degree of G, the degree of vertex v in G, the subgraph of G induced by the set S ⊆ V (G), and the neighbourhood of S. The number c(G) is called the circumference of the graph G and is defined as follows: If G is edgeless then c(G) = 1; if G is acyclic but contains an edge then c(G) = 2; finally, if G contains a cycle then c(G) denotes the length of a longest cycle in G. A graph is called hamiltonian if c(G) = |V (G)|. An (A, B)-path is a path with one endvertex in the set A and the other in the set B (singleton sets will be denoted by their unique element).
The complete bipartite graph K 1,3 with bipartite sets of orders 1 and 3 is called the claw, and the vertex of degree three in the claw is called the centre of the claw. If a graph does not contain the claw as an induced subgraph then we say that the graph is claw-free. A graph containing no induced cycle of length more than 3 is said to be chordal, and a graph whose edges can be oriented in such a way that the resulting oriented graph is transitive is a comparability graph.
All three of these classes of graphs have been studied extensively in the literature, see e.g. [5] . In 1982 Laborde et al. [15] Conjecture 1 ( [15] ). For every graph G and every choice of positive integers λ 1 and λ 2 , such that λ(G) = λ 1 + λ 2 , there exists a partition V 1 ∪ V 2 = V (G) of the vertex set of G, such that λ(G V i ) ≤ λ i , for i = 1, 2.
In recent years Conjecture 1 has attracted quite a bit of attention and a number of results have been obtained in support of the conjecture (see e.g. [6] [7] [8] [9] 12, 13] ). However, the general conjecture appears to be quite difficult to settle. A directed version of Conjecture 1 has been formulated by Bondy [4] . Even less is known on that conjecture, which has been treated in only a few papers (see [1] [2] [3] 14] ).
In this context it seems quite natural to ask what can be said about the obvious cycle analogue of Conjecture 1 -i.e., does the conjecture become true if we replace the parameter λ(·) by c(·)? To the knowledge of the author this problem has not previously been addressed in the literature, and in this paper we conjecture that the answer is affirmative and provide some evidence in support of this.
If c 1 and c 2 are positive integers and (V 1 , V 2 ) is a partition of the vertex set of a graph G, such that c(G V i ) ≤ c i , i = 1, 2, then we say that (V 1 , V 2 ) is a (c 1 , c 2 )-partition of G and that G is (c 1 , c 2 )-partitionable. Also, G is cpartitionable if it is (c 1 , c 2 )-partitionable, for every choice of positive integers c 1 and c 2 with c 1 + c 2 = c(G). A cycle of length at least c i + 1 (i = 1, 2) will be called c i -critical.
Conjecture 2.
Every graph is c-partitionable.
Graphs of small or large circumference
As a first observation we may notice that the bound c(G) in Conjecture 2 is the best possible upper bound on the sum c(G V 1 ) + c(G V 2 ) in the sense that no parameter less than c(G) will serve as an upper bound for all graphs. For example, if a graph G has a longest cycle whose vertex set induces a complete subgraph, it is clear that no matter how we distribute the vertices of that cycle among V 1 and V 2 , we will have c(
Another easy observation is the following:
Proposition 3. Every graph G of circumference at least |V (G)| − 1 is c-partitionable.
Proof. Let c 1 and c 2 be given positive integers with 1 ≤ c 1 ≤ c 2 and
, let x be the vertex not belonging to some longest cycle in G. Then it is easy to see that
≤ c 2 , so taking V 2 to be any set of order c 2 , satisfying N G (x) ⊆ V 2 ⊆ V (G) − {x}, and V 1 = V (G) − V 2 , we get a (c 1 , c 2 )-partition of G, since |V 1 | = c 1 + 1 and x has degree zero in G V 1 .
Our first theorem shows that also graphs of small circumference, i.e. circumference at most nine, satisfy the conjecture:
Theorem 4. Let G be a graph and let 1 ≤ c 1 ≤ c 2 be positive integers, such that c 1 + c 2 = c(G) and c 1 
Proof. If c(G) = 2 then G is acyclic, hence bipartite, and the two sets of an arbitrary bipartition of G will serve as a (c 1 , c 2 )-partition of G. So we may assume that c(G) ≥ 3 and, in particular, c 2 ≥ 2.
We shall make use of some further terminology. We will say that S ⊆ V (G) is extendable (via the edge xy) if there exists a vertex x ∈ S and a c 2 -critical cycle C, not intersecting S, such that x is adjacent to a vertex y on C. Given a set S ⊆ V (G) and a path P in G, we shall say that P is an alternating covering path with respect to S if P = s 1 n 2 s 3 . . . s k−2 n k−1 s k , such that {s 1 , s 3 , . . . , s k } ⊆ S, {n 2 , n 4 , . . . , n k−1 } ⊆ V (G) − S, k ≥ 3, and every c 2 -critical cycle which intersects P also intersects S. S ⊆ V (G) has the ACP-property if, for every two vertices a = b in S, G contains an alternating covering (a, b)-path with respect to S.
Let S 1 = {x}, where x is a vertex of an arbitrary c 2 -critical cycle of G. Trivially, S 1 has the ACP-property and c(G S 1 ) ≤ c 1 .
Consider the following procedure (called a step) for extending the set S 1 : suppose S 1 is extendable via some edge x y. Let C 1 , C 2 , . . . , C j be the c 2 -critical cycles which do not intersect S 1 but contain y, and let y First note that every c 2 -critical cycle which contains y intersects ext(S 1 ). If a and b are two distinct vertices in S 1 then, by hypothesis, there is an alternating covering (a, b)-path P with respect to S 1 , and this path does not intersect Y , so P is also an alternating covering (a, b)-path with respect to S 1 ∪Y . If a ∈ S 1 −{x}, b ∈ Y , and P is an alternating covering (a, x)-path with respect to S 1 then the path P yb is an alternating covering (a, b)-path with respect to S 1 ∪ Y . Finally, if a ∈ Y ∪ {x} and b ∈ Y , then ayb is an alternating covering (a, b)-path with respect to S 1 ∪ Y . So S 1 ∪ Y has the ACP-property. Now suppose that C is a cycle of order at least c 1 + 1 (or, if c 1 = 1, an edge) in G ext(S 1 ) . Let y + i be the last vertex of C that was included in Y ; i.e., there exists a c 2 -critical cycle C i containing y and not intersecting S 1 , such that yy . . v k−1 P k y to obtain a cycle of length more than c(G). Let x = v r and note that k − 2 ≤ r ≤ 3 (in particular, k ∈ {4, 5}), since otherwise we can again extend C i by at least max{r, k − r + 1} ≥ 4 = c 1 vertices, using either the path
we have either r = 3 or r = k − 2, say r = 3. If v 2 ∈ S 1 then, considering any shortest alternating covering path with respect to S 1 , which has one endvertex equal to v 2 and the other endvertex in {v 1 , v 2 , . . . , v k } − {v 2 }, it is easy to see that there is always a (v 1 , x)-path P of order at least four with V (P) ∩ V (C i ) = ∅. If v 2 ∈ Y then let P be the path P k v 2 of order four. In either case, we can extend C i by the path P on at least four vertices, resulting in a cycle of length more than c(G), a contradiction. Therefore, C does not exist and c(G S 1 ∪ Y ) ≤ c 1 . This concludes the proof of the claim. Now, as long as S 1 is extendable, we extend it using the above step. Obviously, after a finite number of steps, S 1 will no longer be extendable. When this happens, by the above claim, c(G S 1 ) ≤ c 1 and S 1 intersects at least one c 2 -critical cycle of G. If G − S 1 contains a c 2 -critical cycle, we repeat the procedure in G − S 1 in order to construct a set S 2 ⊆ V (G) − S 1 with c(G S 2 ) ≤ c 1 and which intersects at least one c 2 -critical cycle of G. We continue until we have a sequence S 1 , S 2 , . . . S k of pairwise disjoint subsets each of which induces a subgraph of circumference at most c 1 and such that S = ∪ k i=1 S i intersects every c 2 -critical cycle of G. By construction, it is clear that there is no edge between two distinct sets S i and S j , so (S,
It is not clear whether the technique used in the proof of Theorem 4 can be extended to cases of c 1 > 4, but it seems that the argument would become quite a bit more involved.
Note that Proposition 3 and Theorem 4 show that any counterexample to Conjecture 2 must have order at least 12.
Corollary 5. Every graph contains an independent set that intersects all longest cycles.
Graphs of certain classes
Thomassen [19] proved that the vertex set of every planar graph can be partitioned into two sets, such that each set induces a subgraph of circumference at most three. So, when min{c 1 , c 2 } ≥ 3, a planar graph is certainly (c 1 , c 2 )-partitionable. From this result and Theorem 4 it follows that: Corollary 6. Every planar graph is c-partitionable.
Given a graph G, let the set S(G) consist of those vertices v ∈ V (G) for which there exist positive integers 5 ≤ c 1 ≤ c 2 with c 1 + c 2 = c(G) and c i -critical cycles C i (i = 1, 2), such that V (C 1 ) ∩ V (C 2 ) = {v}. Let S be the set of graphs G for which no vertex in S(G) is the centre of more than one induced claw in G. In particular, every claw-free graph belongs to S.
Theorem 7. Every graph in S is c-partitionable.
Proof. Suppose G ∈ S is not c-partitionable. Then there exist positive integers c 1 and c 2 , such that c(G) = c 1 +c 2 and G has no (c 1 , c 2 )-partition. By Theorem 4, c i ≥ 5, i = 1, 2. Let H be an induced subgraph of G of minimum order which has no (c 1 , c 2 )-partition. Clearly, |V (H )| > 1 and every proper induced subgraph of H is (c 1 , c 2 )-partitionable. Let t 0 be an arbitrary vertex of H and let
. . v r t 0 be a longest cycle in H V 2 ∪ {t 0 } and C 1 = t 0 w 1 w 2 . . . w s t 0 be a longest cycle in H V 1 ∪ {t 0 } . There is no edge between {v 1 , v r } and {w 1 , w s }, because then G would contain a cycle of length
. This and the fact that t 0 ∈ S(G) imply that v 1 v r ∈ E(H ) and w 1 w s ∈ E(H ). Thus, using that (V 1 , V 2 ) is a (c 1 , c 2 )-partition of H − t 0 , we get r = c 2 and s = c 1 , i.e. c(H V 1 ∪ {t 0 } ) = c 1 + 1 and c(H V 2 ) = c 2 . We shall now show that H V (C 1 ) is a complete graph.
Let A be the set of those vertices from C 1 which are contained in every longest cycle in H V 1 ∪ {t 0 } . Clearly, t 0 ∈ A. We claim that A = V (C 1 ): suppose x ∈ A; we will show that the neighbours of x along C 1 also belong to A. Since c(H V 1 ∪ {t 0 } − {x} ) ≤ c 1 and H is not (c 1 , c 2 )-partitionable, H V 2 ∪ {x} must contain a cycle C = x y 1 y 2 . . . y t x with t ≥ c 2 . Let C 1 be an arbitrary longest cycle in H V 1 ∪ {t 0 } and consider edges x z ∈ E(C 1 ), x y ∈ E(C 1 ), x y 1 ∈ E(C), and x y t ∈ E(C). If y = z then obviously y ∈ V (C 1 ). Suppose y = z. Note that there is no edge between {y, z} and {y 1 , y t }, because then we could insert the vertices of C − x either between x and y in C 1 or between x and z in C 1 to obtain a cycle of order at least c 1 + c 2 + 1 > c(G). Since x ∈ S(G), it follows that yz ∈ E(H ). Therefore, y ∈ V (C 1 ), because otherwise y could be inserted between x and z in C 1 , contradicting the maximality of C 1 . It follows that y ∈ A and, inductively, V (C 1 ) = A. Now suppose that H {t 0 , w 1 , w 2 , . . . , w i } is a complete graph, for some 1 ≤ i < c 1 . We will show that H {t 0 , w 1 , w 2 , . . . , w i+1 } is also complete. As w i ∈ A, H V 2 ∪ {w i } contains a cycle C = w i z 1 z 2 . . . z t w i with t ≥ c 2 . Then there is no edge from {t 0 , w i+1 } to {z 1 , z t }: for suppose t 0 z 1 ∈ E(H ); then either
is a cycle of length more than c(G). Similarly if t 0 z t ∈ E(H ). If w i+1 were adjacent to either z 1 or z t then V (C) − {w i } could be inserted between w i and w i+1 in C 1 to obtain a cycle of length more than c(G). As w i ∈ S(G), it follows that w i+1 t 0 ∈ E(H ). Now, for any j ∈ {1, 2, . . . , i − 1}, consider edges t 0 w i+1 , t 0 w j , t 0 v 1 , and t 0 v c 2 (where
would be a cycle of order more than c(G); similarly in the second case. As t 0 ∈ S(G), we conclude that w i+1 w j ∈ E(H ) and it follows that H {t 0 , w 1 , w 2 , . . . , w i+1 } is complete. By induction, H V (C 1 ) is a complete graph.
Let t 1 = w 1 . From the facts that t 1 ∈ A, c(H V 1 ∪ {t 0 } ) = c 1 + 1, and H has no (c 1 , c 2 )-partition, it follows that c(H V 2 ∪ {t 1 } ) > c 2 . Now, by arguments that are completely analogous to the ones above, we can show that H V 2 ∪ {t 1 } contains a longest cycle C 2 = t 1 x 1 x 2 . . . x c 2 t 1 (i.e. of length c 2 + 1), such that H V (C 2 ) is complete and every longest cycle of H V 2 ∪ {t 1 } has vertex set V (C 2 ). Then put t 2 = x 1 .
Clearly, V (C 1 ) ∩ V (C 2 ) = {t 1 }. Suppose we have obtained the sequence (t 1 , t 2 , . . . , t k ) of distinct vertices of H , such that the following holds: when 1 < i ≤ k is odd, t i belongs to every longest cycle in
is complete, and c(H − V (H i )) = c 2 ; when 1 < i ≤ k is even, t i belongs to every longest cycle in H i = H V 2 ∪ {t 1 , t 3 , . . . , t i−1 } − {t 2 , t 4 , . . . , t i−2 } , every such cycle has |V (C i )| = c 2 + 1, H V (C i ) is complete, and c(H − V (H i )) = c 1 . Furthermore, assume that for all 1
We claim that we can extend the sequence (t 1 , t 2 , . . . , t k ) by one more vertex t k+1 ∈ {t 1 , t 2 , . . . , t k }, such that the conditions above also hold for this larger sequence. Assume that k is even (the case when k is odd is completely analogous and is left to the reader). Applying the arguments we have used for t 0 , C 1 , and t 1 , it is straightforward to show that the graph H k+1 = H V 1 ∪ {t 0 , t 2 , . . . , t k } − {t 1 , t 3 , . . . , t k−1 } satisfies c(H k+1 ) = c 1 + 1, that all longest cycles C k+1 in H k+1 have the same vertex set, and H V (C k+1 ) is complete. From the hypothesis that t k belongs to all longest cycles in H k and such cycles have length c 2 + 1, it follows that c(H − V (H k+1 )) = c 2 . Let t k+1 be such that t k t k+1 ∈ E(C k+1 ). Obviously, V (C k+1 ) ∩ V (C k ) = {t k }, so it remains only to argue that
Suppose to the contrary that C k+1 intersects one of the cycles C 1 , C 2 , . . . , C k−1 and let j be the maximum index in {1, 3, 5, . . . , k − 1}, such that V (C k+1 ) ∩ V (C j ) = ∅. Let P = t k u 1 u 2 . . . u r be a shortest (t k , V (C j ))-path in H V (C k+1 ) and let P be an (u r , t j )-path with vertex set V (C j ), which is possible, since H V (C j ) is complete and u r = t j . Finally, suppose C j+1 = t j s 1 s 2 . . . s c 2 t j , where s c 2 = t j+1 . Then the cycle P[t k , u r −1 ]P s 1 s 2 . . . s c 2 t j+2 t j+3 . . . t k has order at least |V (C j )| + |V (C j+1 )| − 1 > c(G), a contradiction. Therefore, we must have V (C k+1 ) ∩ (∪ k−1 j=1 V (C j )) = ∅. In particular, t k+1 ∈ {t 1 , t 2 , . . . , t k }, so (t 1 , t 2 , . . . , t k+1 ) is a larger sequence that also satisfies the conditions above.
We have shown that we can continue to extend the sequence (t 1 , t 2 , . . . , t i ) indefinitely, which is clearly in contradiction to the fact that V (H ) is a finite set. Hence H , and therefore G, cannot exist and the proof is complete.
Theorem 8. Every comparability graph is c-partitionable.
Proof. Let G be a comparability graph and D be a transitive orientation of G. Since D is acyclic, it has an acyclic ordering (c 1 , c 2 ) -partition of G.
(G), contradicting the definition of c(G). Thus c(G B ) ≤ c 2 , and (A, B) is a

Theorem 9. Every chordal graph is c-partitionable.
Proof. Suppose that the theorem is not true. Then there exists a chordal graph G, which is not (c 1 , c 2 )-partitionable, for some choice of c 1 and c 2 with sum c(G). Let G be an induced subgraph of G which is not (c 1 , c 2 )-partitionable and, subject to that, is minimal. It is well known that every chordal graph contains a simplicial vertex, i.e. a vertex whose neighbourhood induces a complete subgraph. Since every induced subgraph of a chordal graph is again chordal, G therefore contains a simplicial vertex v and, by the choice of G , there exists a (c 1 ,
v. But then x 1 1 x 2 1 ∈ E(G ), implying that G contains a cycle with vertex set V (C 1 ) ∪ V (C 2 ), i.e. a cycle of length more than c(G), a contradiction.
A graph is said to be k-degenerate if each of its subgraphs has minimum degree at most k. Denote by ρ k (G) (k ≥ 0) the point partition number of G, i.e. the minimum number of sets in a partition of V (G) such that each of these sets induces a k-degenerate subgraph of G. Lick and White [16] proved the following:
Theorem 10 ([16]). For every graph, G, and integer, k
, where G ⊂ G denotes that G is a subgraph of G.
It is not hard to see that the 1-degenerate graphs are exactly the acyclic graphs. So from Theorem 10 we have the following:
Corollary 11. The vertex set of every 3-degenerate graph G can be partitioned into two sets such that each set induces an acyclic subgraph of G.
So, by Theorem 4 and Corollary 11, every 3-degenerate graph is c-partitionable. Theorem 10 also implies that every 5-degenerate graph can be partitioned into three acyclic graphs. If we could prove Conjecture 2 for all 5-degenerate graphs we would have an extension of Corollary 6, since every planar graph is 5-degenerate.
It is a trivial observation that all bipartite graphs are c-partitionable. More generally, we have:
If G is a graph, such that G − S is bipartite, for some set S ⊆ V (G) of cardinality at most
Proof. Suppose c(G) = c 1 + c 2 . Then we can partition S into two sets S 1 and S 2 , such that
Let T (n) and B(n) denote the number of triangle-free graphs, respectively bipartite graphs, of order n ≥ 1. Erdős et al. [10] proved that T (n) = B(n) (1 + o(1) ), so, in this sense, almost all triangle-free graphs are bipartite. It follows that:
Corollary 13. Almost all triangle-free graphs are c-partitionable.
Prömel et al. [18] carried the above-mentioned result further by showing that almost all of those triangle-free graphs which are not bipartite can be made bipartite by removing a single vertex from the graph: If F(n) and T 1 (n) denotes the number of triangle-free, non-bipartite graphs of order n, respectively the number of triangle-free, nonbipartite graphs of order n that can be made bipartite by removing a single vertex, then the result of [18] states that F(n) = T 1 (n)(1 + o (1)). So, by Theorem 4 and Proposition 12:
Corollary 14. Almost all triangle-free, non-bipartite graphs are c-partitionable.
It is easy to see that every complete graph is c-partitionable, simply because it is hamiltonian. This result generalizes to complete multipartite graphs, i.e. those graphs whose vertex sets can be partitioned into independent sets, such that there is complete adjacency between vertices belonging to different sets of the partition.
Proposition 15. Every complete multipartite graph is c-partitionable.
Proof. Suppose that G is a complete multipartite graph, X 1 ∪ X 2 ∪ · · · ∪ X k is a partition of V (G) into maximal nonempty independent sets, and C is a longest cycle in G. Consider positive integers c 1 ≤ c 2 with c 1 + c 2 = c(G). Since we may assume that G is not hamiltonian, there exists an i, such that X i ⊆ V (C). Then every edge x y ∈ E(C) has one endvertex in X i , because otherwise we can replace x y by the path x zy in C, where z ∈ X i − V (C), to obtain a longer cycle. It follows easily that X i must be unique. (c 1 , c 2 ) -partition of G.
Graphs with few intersecting cycles
Lemma 16 below was proved by Lovász [11] and is widely known as the Lovász Local Lemma. It is a very powerful result that can sometimes be applied to show that, loosely speaking, a given random experiment has a positive probability of being successful, or, in other words, that there exists an outcome of the experiment in which nothing went wrong. These intuitive remarks will be made much more precise in the following application of the lemma, but it should be clear, intuitively, that this is indeed the flavour of the problem at hand: we want to partition the vertex set of our graph (randomly, if need be) into two sets, such that none of them contains a "too long" cycle.
Suppose A 1 , A 2 , . . . , A k are events in a random experiment and G is a graph with the following properties: the vertex set of G is {A 1 , A 2 , . . . , A k }, and for all i ∈ {1, 2, . . . , k}, A i is mutually independent of all A j ∈ V (G) − (N (A i ) ∪ {A i }). Then G is said to be a dependency graph for the events A 1 , A 2 , . . . , A k . Denote by P(A i ) the probability of event A i . The Lovász Local Lemma can now be stated as follows (see [17] for a proof): Lemma 16 ([11] ). Let G be a dependency graph for events A 1 , A 2 , . . . , A k in a probability space. Suppose there exist numbers x i ∈ [0, 1], for i = 1, 2, . . . , k, such that P(A i ) ≤ x i A i A j ∈E(G) (1 − x j ). Then the probability that none of the events A 1 , A 2 , . . . , A k occurs is at least
Let G be a graph and let positive integers c 1 ≤ c 2 be given, such that c 1 + c 2 = c(G). We want to show that G has a (c 1 , c 2 )-partition; by Theorem 4, we may assume that c i ≥ 5 (i = 1, 2). As we shall see below, using Lemma 16 we are able to prove the existence of a (c 1 , c 2 )-partition under certain circumstances, namely in the case where no c 1 -critical cycle intersects "too many" other c 1 -critical cycles. Let C 1 , C 2 , . . . , C k be the pairwise distinct vertex sets of the c 1 -critical cycles of G, and let j 0 ∈ {1, 2, . . . , k} be such that |C i | > c 2 if and only if i ≥ j 0 . We now consider the following simple random experiment for distributing the vertices of G among the two sets V 1 and V 2 : for each vertex of G, put the vertex in V 1 with probability 1 2 and otherwise in V 2 . We then define a set of bad events for this experiment: A i is the event that C i ⊆ V 1 (i = 1, 2, . . . , k) and B j is the event that
It is clear that the resulting partition (V 1 , V 2 ) is a (c 1 , c 2 )-partition of G if and only if none of the bad events A 1 , A 2 , . . . , A k , B j 0 , B j 0 +1 , . . . , B k occurs. So we want to show that there is a positive probability that none of them occurs.
Now define a graph G as follows:
. . , k}, and two distinct events D i and D j are adjacent in G exactly if the corresponding vertex sets C i and C j intersect. Then G is indeed a dependency graph for these events. The probability of event A i or B i , is 2 −|C i | , so if we can define the numbers x i ∈ [0, 1[, i = 1, 2, . . . , k, and
and
then the lemma guarantees a positive probability of obtaining a (c 1 , c 2 )-partition of G in our random experiment. In particular, that would mean that such a partition must indeed exist.
Choosing x i and y i
Generally, the choice of the parameters x i and y i is not obvious. Even though the same is true in our case, one option that does seem to suggest itself is putting x i = r |C i | (i = 1, 2, . . . , k) and y i = r |C i | (i = j 0 , j 0 + 1, . . . , k), for some appropriately chosen constant r ∈ ] 1 2 , 1[. With this choice, the inequalities (1) and (2) will be satisfied if, for all i,
or equivalently (since 0 < 1 − r c 1 +1 < 1),
where D i denotes either A i or B i . Hence our goal is to choose r = r (c 1 ) such as to maximize the last fraction in (4). Plots of the functions f c 1 (r ) := − log 2−log r log(1−r c 1 +1 ) in the interval r ∈ ] Table 1 shows close-to-optimal choices of r and (lower bounds for) the corresponding values of f c 1 (r ), for some small c 1 ; these r -values could be further fine-tuned, but the ones obtained here suffice to illustrate the tendencies.
The observations above somewhat support the intuition that a counterexample to Conjecture 2 must have a quite complicated cycle structure, in the sense that it has to contain c 1 -critical cycles that intersect a large number of other c 1 -critical cycles. This can be seen as follows: from the definition of the dependency graph it follows that, for i ∈ {1, 2, . . . , k}, C i intersects at least
other vertex sets of c 1 -critical cycles, where D i denotes either A i ), c 1 ∈ {5, 6, . . . , 30}. ) of c 1 , where r (c 1 ) is the optimal value of r , for the given c 1 . It indicates that the optimal value of the last fraction in (4) grows (at least) exponentially with c 1 .
Corollary 17. If G is a graph in which no cycle C of length at least six intersects more than 1.92 · |V (C)| − 1 2 other cycles of length at least six then G is c-partitionable.
Further remarks
At first, one may as well wonder if the following greedy approach to constructing a (c 1 , c 2 )-partition of a graph G would work: take V 1 to be a maximum set of vertices which induces a subdigraph of circumference at most c 1 , and let V 2 := V (G) − V 1 . However, there are simple examples to show that this method does not work, because it may happen that c( V 2 ) > c 2 .
For a graph G, define c * (G) to be λ(G), if G is acyclic, and c(G) otherwise. In view of the fact that the Path Partition Conjecture is true for acyclic graphs (they are bipartite), it is tempting to pose the following stronger version of Conjecture 2: "For every graph G and every choice of positive integers c 1 and c 2 , such that c * (G) = c 1 + c 2 , there exists a partition of V (G) into two sets V 1 and V 2 , such that c * (G V i ) ≤ c i , for i = 1, 2." However, this stronger claim is not true. In fact, for all integers c ≥ 4 and k ≥ 2, there are graphs G of circumference c = c 1 + c 2 := 2 + (c − 2), such that every partition (V 1 , V 2 ) of V (G), satisfying c * (G V 2 ) ≤ c − 2, has c * (G V 1 ) = λ(G V 1 ) > k. Such a graph can be constructed as follows (see Fig. 2 for an illustration of the case c = 5): in the first step, let G 1 = K c be the complete graph on c vertices; in the second step, take c disjoint copies , V 2 ) of G c ,s satisfying c * (G V 2 ) ≤ c − 2 and c(G V 1 ) ≤ 2, V 1 contains exactly two vertices from each K c . But then, starting from two vertices in V (G 1 ) ∩ V 1 , it is easy to "grow" a path of order more than k in G c ,s V 1 (in Fig. 2 part of this path is illustrated by the thick edges) .
The above construction also shows that we cannot strengthen Conjecture 2 by adding the requirement that, when G is connected, the induced graphs G V i (i = 1, 2) be connected: given positive c 1 , c 2 , and c with c 1 + c 2 = c , by choosing s sufficiently large, we can make the number of connected components of G c ,s V i (i = 1, 2) arbitrarily large, for every (c 1 , c 2 )-partition (V 1 , V 2 ) of G c ,s .
The results in Section 4 were obtained without actual use of the fact that the C i s are vertex sets of cycles; we merely considered them as sets of vertices. Hence the conclusions of that section also hold with respect to the Path Partition Conjecture, and since Conjecture 1 is known to be true for min{λ 1 , λ 2 } ≤ 7 (see [12] ), we have the following: Corollary 18. If G is a graph in which no path P of order at least nine intersects more than 10.43 · |V (P)| − 1 2 other paths of order at least nine then G satisfies Conjecture 1.
We have seen that bipartite graphs, comparability graphs, and chordal graphs are c-partitionable. These graphs constitute three distinct subclasses of the perfect graphs and it would be interesting to see if one can prove cpartitionability for all perfect graphs.
Another question concerns a possible relation between the Path Partition Conjecture and Conjecture 2, e.g., would the truth of one imply that of the other. Also, is there any chance that Conjecture 2 might be easier to prove (assuming that it is true) than Conjecture 1? On the one hand, one could argue that it is easier to eliminate long cycles than it is to eliminate long paths; on the other hand, the bound c(G) may be much more restrictive than the bound λ(G), since c(G) λ(G) in general.
