where c is a positive constant that depends only on d/n. To establish this result, we follow the method of Jiang and Vardy. Namely, we recast the problem of bounding M(n, d) into a graph-theoretic framework and prove that the resulting graph is locally sparse.
I. INTRODUCTION
L ET S n be the symmetric group of permutations on n elements. A permutation code C is a subset of S n . For σ, τ in S n , the Hamming distance d(σ, τ) between them is the number of positions where they differ, namely:
We say that a permutation code C ⊆ S n has minimum distance d if each pair of permutations in C is at Hamming distance at least d. The maximum number of codewords in a permutation code of minimum distance d will be denoted M(n, d).
Permutation codes were first investigated in [4, 5, 12, 13, 26] . In recent years, they have received considerable renewed attention, due to their application in data transmission over power lines [9, 10, 16, 24, 28] . Other applications of permutation codes include design of block ciphers [11] and coding for flash memories [3, 7, 8] (although the latter application involves the Kendall τ-metric in lieu of the Hamming distance).
A key problem in the theory of permutation codes is to determine M(n, d). Various bounds on M(n, d) have been proposed in [10, [13] [14] [15] 17, 18, 23] . For small values of d, computer search has been used to find exact values of M(n, d) in [23] . However, in general, the problem is very difficult, and little progress has been made for d > 4. 
The Gibert-Varshamov bound [19, 27] and the sphere-packing bound [22] now give the following.
The Gilbert-Varshamov bound is used extensively in coding theory [22, 25] . As is well known, improving this bound asymptotically is a difficult task [25] .
Recently, Gao, Yang, and Ge [18] showed that the GilbertVarshamov bound in (2) can be improved by a factor Ω(log n), when d is fixed and n → ∞. In this paper, we complement this work, focusing on the more natural case where d/n is a fixed ratio and n tends to infinity. Our main theorem is the following.
Theorem 2.
Let d/n be a fixed ratio with 0 < d/n < 0.5. Then as n → ∞, we have
To prove this theorem, we follow the method of [20] . Namely, we will construct a graph in which every independent set corresponds to a permutation code of minimum distance d. Using techniques from graph theory, we will then obtain a lower bound on the size of the largest independent set in this graph.
II. GRAPH THEORY
Our graph notation is standard; the reader is referred to [30] for any undefined terms. A graph G consists of a set of vertices V(G) and a set of edges E(G), which are pairs of vertices. We assume throughout that the sets V(G) and E(G) are finite. Two vertices u and v are adjacent if {u, v} ∈ E(G). For a subset S of V(G), the subgraph induced by S is the graph that has vertex set S and edge set {u, v} ∈ E(G) : u, v ∈ S . The neighborhood of a vertex v is the set of all vertices adjacent to v, and the neighborhood graph of v is the subgraph induced by the neighborhood of v. The degree of a vertex v is the size of the neighborhood of v. We let ∆(G) denote the maximum vertex degree in a graph G. A set K ⊆ V(G) is a clique if the subgraph induced by K has every possible edge, and a set I ⊆ V(G) is an independent set if the subgraph induced by I has no edges. A triangle is a clique of size 3. The maximum number of vertices in an independent set of G is called the independence number and denoted by α(G).
Consider the graph G whose vertex set is S n with two permutations σ, τ being adjacent if and only if 1 d(σ, τ) < d. Then it is clear that any permutation code of length n and minimum distance d is an independent set in G. Conversely, any independent set in G is a permutation code of length n and minimum distance d. This bijection proves the following.
Lemma 3. M(n, d) = α(G).
Observe that every vertex in G has the same degree, given by ∑
It is graph theory folklore that for any graph G,
It is evident that (4) along with Lemma 3 immediately recovers the Gilbert-Varshamov bound in (2) . We note that we have recovered this bound using very little information about G. Our strategy to prove Theorem 2 is to use the relative sparseness of the neighborhood graph of every vertex in V(G) in order to strengthen (4). This technique has been introduced in [20] to improve the Gilbert-Varshamov bound on the size of binary codes. It was later applied to improve lower bounds on the size of q-ary codes [29] and sphere packings [21] .
We will need some results about locally sparse graphs. Ajtai, Komlós, and Szemerédi [1] showed that one can improve (4) if G has no triangles. The following lemma is from [1] (but see also [2, p. 272 ] for a much shorter proof of the same result).
Lemma 4.
Let G be a graph with maximum degree ∆, and suppose that G has no triangles. Then
This result was extended in [6, Lemma 15, p. 296] from graphs with no triangles to graphs with relatively few triangles.
Lemma 5. Let G be a graph with maximum degree ∆ and suppose that G has at most T triangles. Then
A graph has no triangles if and only if the neighborhood of every vertex is an independent set, and a graph has relatively few triangles if the neighborhoods of its vertices are relatively sparse. We make this precise in the following corollary.
Corollary6. Let G be a graph with maximum degree ∆ and suppose that for all v ∈ V(G), the subgraph induced by the neighborhood of v has at most E edges. Then
Proof: The number of triangles incident with a vertex v is equal to the number of edges in the subgraph induced by the neighborhood of v. Therefore, for every v ∈ V(G), there are at most E triangles incident with v. Summing over the vertex set of G and noting that each triangle is incident with exactly 3 vertices gives the result.
III. PROOF OF THE MAIN THEOREM
In order to use Corollary 6, we must count the number of edges in the neighborhood of every vertex in V(G). To do so, first note that G is vertex transitive because for all σ, τ ∈ S n , we have
where id is the identity element of S n . This implies that the number of edges in the neighborhood of a vertex v ∈ V(G) does not depend on v. Therefore, to simplify the calculation, we will consider only the neighborhood of the identity permutation. By Corollary 6, in order to prove our main result in (3), it would suffice to show that
where E is the number of edges in the subgraph induced by the neighborhood of the identity, and ∆ is given by
Note that, for notational convenience, the sum in (9) extends up to d rather d − 1. Since d/n is fixed, this does not matter. It follows from (8) that the proof of Theorem 2 reduces to estimating E and considering the asymptotics of the ratio ∆ 2 /E. We count the number of edges in the subgraph induced by the neighborhood of the identity as follows.
1) Vertices in the neighborhood graph of the identity have distance between 1 and d − 1 from the identity. We will count the edges incident with permutations σ that are at distance s from id, and then sum over s = 1, 2, . . . , d−1. Note that, given a fixed distance s, there are exactly ( n s )D s permutations at distance s from the identity. 2) Let us fix a permutation σ at distance s from the identity and count how many edges in the neighborhood graph of the identity are incident with σ. To do this, we will sum over permutations τ that are at distance t from the identity, for t = 1, 2, . . . , d−1. Note that for τ to be incident with σ, we must also have d(τ, σ) < d. 3) To count how many permutations τ satisfy the above requirements, we let m be the number of indices where σ and τ are deranging the same position. That is, given σ and τ, let
By assumption, σ is deranging s positions while τ is deranging t positions. Thus m min(s, t). Also notice that in the s − m positions where σ is deranging but τ is not, the two permutations necessarily differ. Same goes for the t − m positions where τ is deranging but σ is not. Hence
It follows that the parameter m defined in (10) is in the range ⌈(s
, where ⌈x⌉ + denotes the smallest nonnegative integer k with k x. 4) Now let us suppose that s, t, m are fixed, and count those positions where σ and τ are both deranging, but still map to the same value. That is, let
It follows that the parameter r defined in (12) satisfies r > ⌈s + t − m − d⌉ + . Our strategy for counting E is to fix s, t, m, r and count the number of pairs of permutations σ and τ that have these parameters. We will then sum over s, t, m, r in the appropriate ranges.
As already noted above, there are exactly ( (12). We have now chosen our permutation σ, and part of our permutation τ. In particular, we have chosen m positions where τ is deranging. To specify the rest of τ, we first choose the other t − m positions where τ is deranging. This can be done in exactly ( n−s t−m ) ways. Now that we have chosen the t positions where τ is deranging, we must pick the image of t − r out of the t positions (the image of τ is already specified as equal to the image of σ on r positions). This can be done in less than (t − r)! ways. Note that we are overcounting here because we must derange the t − r positions and because there are some restrictions on the indices where σ and τ overlap. However, this overcounting will not hurt our final bound.
To summarize the foregoing discussion, if we define
then we have that
Our next task is to obtain an upper bound on g(s, t, m, r) in (14) . Indeed, if we can show that g(s, t, m, r) G whenever s, t, m, r satisfy the constraints
then we can conclude from (14) 
Lemma 7.
Suppose that s, t, m, r satisfy the constraints in equations (15) - (18) . Then for all real ε in the range 0 < ε < 1/6 and for all sufficiently large n, we have
Proof: Let a positive ε < 1/6 be fixed, and recall that d = δn for a positive constant δ < 0.5. We first show that (19) holds vac-uously unless
It is easy to see that if t (1 − ε)d, then the RHS of (20) grows without bound as n → ∞. By a similar argument, (19) holds unless
which grows without bound as n → ∞ if s (1 − ε)d. We next show that (19) again holds vacuously unless r εt. Indeed, if r > εt, then
which grows without bound as n → ∞. It remains to consider the case where
and r εd (22) Observe that in this case, we must also have m (1 − 3ε)d in view of (18) . Further observe that
for all s, t, m, r satisfying the constraints (15) - (18) . Combining this with (22) and
where h 2 (x) = −x log 2 x − (1 − x) log 2 (1 − x) is the binary entropy function. The lemma now follows from (26) .
We are now in a position to complete the proof of Theorem 2. Recall that it would suffice to show that
as in (8) , where ∆ is given by (9) and E is upper-bounded by (14) . In order to simplify the bound in (14) , let us define
t,m,r g(s, t, m, r)
where the maximum is over s, t, m, r satisfying the constraints in (15) - (18) . Then E d 4 G(n, d). As a lower bound on ∆, we use the largest term in the sum of (9). Thus
Combining this with Lemma 7, we conclude that for all ε in the range 0 < ε < 1/6 and for all sufficiently large n, we have
Since lim ε→0 3h 2 (3ε) = 0, we can conclude from (8) and (27) that it remains to show
This is easily accomplished as follows: Since δ = d/n is a positive constant strictly less than 0.5, we see that δ log 2 (1/δ) is positive and, hence, the expression above is Ω(n). This completes the proof of Theorem 2.
