ABSTRACT Software-defined networks (SDNs) have been utilized in applications of the Internet of Things (IoT), termed as software-defined IoT (SD-IoT) network, because of the popularity and capability of mobile devices being used for networking in relatively large areas. In an SD-IoT system, the sensing data are asynchronously harvested by the mobile sensing nodes and are also asynchronously uploaded to the gateways of an SDN. Thus, all the sensing data are asynchronously transmitted from the gateways to the data servers in the pattern of multipoints-to-point (M2P) data transmissions. Even if the sensing data are generated from the same sensing event, the controller of SDN has no knowledge about this relationship. Thus, such asynchronous M2P data transmissions from the same sensing event at the gateways will generate many redundant requests to their controller by OpenFlow protocol of SDN. In this paper, we investigate the redundant requests caused by the asynchronous M2P data transmissions in the SD-IoT network. We model the relationship between the sensing events and the uploading gateways by utilizing their spatial locations and the distribution of mobile sensor nodes. To reduce the loads on the controller for the asynchronous M2P data transmissions, we propose a one-request scheme for SD-IoT networks, to batch the forwarding rules of the multiple data transmissions from the same event by the first one request from a gateway. Furthermore, we discuss the conflict between the M2P data transmission and the potential sensing events and propose the routing scheme with multiple sensing events. Our extensional simulations verify the effectiveness of our proposed approach.
I. INTRODUCTION
W ITH more people than ever living in cities, smart urban sensing is necessary to create a comfortable and convenient environment. As the Internet of Things (IoT) is fundamental to realizing urban sensing, it should be flexible enough to support various application requirements and the convenient management of infrastructure [1] - [3] . Software Defined Network (SDN) is an emerging paradigm which promises to flexibly manage network resources and to support a huge amount of data delivery by meeting specific end-toend requirements [4] , [5] . SDN allows for quick and flexible configuration for flow-based routing, enables the rescheduling of network components, and is particularly useful for adapting networks to ever-changing traffic volumes with different demands. Consequently, the integration of SDN techniques and IoT is attracting increasing attention from both the academic and industrial communities, a software-defined IoT (SD-IoT) network has been utilized for smart urban sensing [2] , [5] .
In a software-defined IoT system shown in Figure 1 , the platform publishes the sensing task of a spatial events (such as sensing the potholes [6] ) in a pre-defined time and in a pre-defined area to the participated mobile sensor nodes (such as vehicles and pedestrians). These mobile nodes asynchronously harvest the sensing data from this spatial event, and also asynchronously upload them through the gateways (such as the cellular tower, or the WiFi access points). Thus, the sensing data are asynchronously transmitted from these gateways to a data server via multiple paths through SDN, in the pattern of multipoints-to-point (M2P) data transmissions. In the software-defined IoT network, both of the gateways and the forwarding switches directly communicate with a controller by using an open and industry-defined protocol called OpenFlow [4] . Even if the sensing data are generated from the same sensing event, the controller has no knowledge about this relationship. As an example in Figure 1 , a sensing data is uploaded by one gateway, and later another sensing data from the same event is uploaded by another gateway. The controller will receive two requests from the same event for the two data transmissions. Thus, such asynchronous M2P data transmissions from the same sensing event at the gateways will generate many redundant requests to their controller by OpenFlow protocol of SDN, and this increases the load on the controller with limited processing capability.
In this paper, we investigate the redundant requests caused by the asynchronous M2P data transmissions in the softwaredefined IoT Network. The challenging issue of this problem is that the sensing event acts as the original source, which cannot proactively send a request to the controller to notice the demand of its M2P data transmissions as shown in Figure 1 . We notice that the relationship between the spatial events and the uploading gateways is influenced by their spatial locations and the distribution of mobile sensor nodes, so we model this relationship to analyze the distributions of the M2P data transmissions in SDN, which helps the controller knowing the demand of the data transmissions from the event. To reduce the loads on the controller, we propose an One-Request Scheme for Software-Defined IoT Networks (ORSIN) to solve such the asynchronous M2P data transmissions. The basic idea of ORSIN is to group the asynchronous requests from the same sensing task in a batch to the controller. By considering the trade-off between the requests and the forwarding entries, ORSIN has two versions, i.e., ORSIN-M and ORSIN-M2. Furthermore, we discuss the conflict between the M2P data transmission and the potential sensing events in SD-IoT network. We propose the routing scheme with multiple sensing events for the problem of M2P routing with potential multiple sensing events. Our contributions are multi-folds, which are as follows:
• We investigate the redundant requests caused by the asynchronous M2P data transmissions in the softwaredefined IoT networks.
• We propose an One-Request Scheme for SoftwareDefined IoT Networks (ORSIN) to reduce the load of the controller.
• We verify the performance of the proposed scheme by our SDN testbed. The remainder of this paper is organized as follows: Section II surveys the related work; Sec. III introduces the software-defined IoT system and discusses the asynchronous M2P data transmissions; Sec. IV propose the scheme called ORSIN; Section VI evaluates the performance of ORSIN; the last section concludes this paper and our future work.
II. RELATED WORK A. SOFTWARE DEFINED NETWORK
Software Defined Network (SDN) [4] is the communication network which separates the control plane from the data plane. Craig et al. [7] propose an approach for applying traffic load balancing to multicast traffic through real-time link cost modification in a software defined network (SDN) controller. Zhang et al. [8] present an approach for building the multicast mechanism whereby multicast flows are processed by Network Function Virtualization (NFV) before reaching their end users. Shen et al. [9] propose a new reliable multicast tree for SDN, named Recover-aware Steiner Tree (RST), since the shortest-path tree (SPT) is not bandwidth-efficient.
B. MOBILE CROWDSENSING
Many applications have been proposed in mobile networks. Zhou et al. [10] discuss the data transmissions in opportunistic mobile networks, by considering the temporal social contact patterns. Zhou et al. [11] investigate the applications of event-driven warning message propagation in vehicular ad hoc networks. Yang et al. [12] investigate novel sensors integrated in modern mobile phones, and leverage user motions to construct the radio map of a floor plan, which was previously obtained only by site survey. Zhou et al. [13] investigate the application of the prediction for the bus arrival time, and they do not require the absolute physical location reference. To manage the multinetworks for mobile Internet of Things (IoT), Wu et al. [5] propose a software-defined IoT system, UbiFlow. Yang et al. [14] design incentive schemes for mobile phone sensing, with two system models: the platform-centric model, where the platform provides a reward shared by participating users, and the user-centric model, where users have more control over the payment they will receive. He et al. [15] investigate the optimal task allocation, and show that the allocation problem is NP hard. They also discuss how to decide fair prices of sensing tasks to provide incentives. Moreover, Wang et al. [16] discuss the user recruitment scheme in mobile crowdsensing by a proposed prediction model.
C. MOBILE DATA OFFLOADING
Mehmeti and Spyropoulos [17] propose a queueing analytic model for delayed offloading, and derive the mean delay, offloading efficiency, and other metrics of interest, as a function of the users patience, and key network parameters. Zhang and Yeo [18] define a utility function related to delayed offloading to quantitatively describe the trade-offs between VOLUME 6, 2018 user satisfaction in terms of the price and the experienced delay of waiting for WiFi connectivity. Wu et al. [19] present CrowdWiFi, a vehicular middleware to identify and localize roadside WiFi APs that are located outside or inside buildings. Wu et al. [20] present CLOCS, a system to retrieve both the number and locations of RSUs through wardriving. CLOCS uses fine retrieval based on an expectation maximization method along the driving route.
III. ASYNCHRONOUS M2P DATA TRANSMISSION IN SDN
In this section, we first introduce the structure of the softwaredefined IoT system. Then, we discuss the asynchronous M2P data transmissions in such system. All the notations used in this paper are listed in Table 1 
A. SOFTWARE-DEFINED IoT SYSTEM
In 2013, over 6.8 billion mobile phones were in use all over the world [21] . With an increase in the number of mobile applications, many of the applications are getting a lot of attention from both academic researchers and industries [22] . Many cities have deployed sensor platforms to support urban sensing [2] . For example, London has deployed various sensor nodes to obtain traffic, environmental, and utilities data [23] , and various experimental platforms of IoT have been developed for research [24] . In addition to dedicated sensor platforms, smart phones equipped with a rich set of sensors (like cameras, digital compasses, GPS, etc.) can also be exploited to realize urban sensing. This is referred to as mobile crowd-sensing (MCS) [25] . Mobile crowdsensing for detecting spatial events, such as pothole detection [6] , is a typical and popular urban sensing application. In a typical urban sensing application, the system is comprised of a central platform and a collection of mobile devices (such as smartphones or tablet computers). The urban sensing applications accomplish a sensing task in a pre-defined time (or by a deadline) and in a pre-defined area, and the collected sensing data will be processed by a truth discovery algorithm at the data server.
A typical IoT system can be logically divided into three subsystems (see in Figure 1 ): data sensing, transmission, and processing. The participated mobile sensor nodes (such as vehicles and pedestrians) sense the spatial events in the urban environment, and then generate the sensing data to describe this event. The sensing data could be the readings from the sensors (such as accelerometers, gyroscopes) [6] . Then, the sensing data is required to be uploaded to the data server for further aggregation or to find the truth of events. In this paper, we focus on the problem of data transmission in such urban sensing applications. The issues of sensing data [6] , [26] and processing data [27] are not within the scope of this paper.
Usually, the mobile node first transmits the data to a gateway which then transmits the data to the remote data server through the networks. The mobile nodes can immediately communicate with a gateway via the cellular network (3G/4G); otherwise, the mobile node can transmit the sensing data by the cost-effective way of delayed offloading through a WiFi AP acts as the gateway [17] . The problem of uploading the sensing data through a cellular network is the increase in traffic demand and high energy consumption. For vehicular users, mobile data offloading through WiFi has proven its feasibility in reducing the data burden on the cellular networks. In 2014, 46% of the total mobile data traffic was offloaded onto the fixed network through Wi-Fi or femtocell [28] . More recently, for the crowdsensing task that does not require real-time sensed data uploading (called a delay-tolerant crowdsensing task), many researchers study the delayed offloading for energy-efficient and cost-effective data transmission [17] , [29] . If there is no WiFi availability, the data traffic can be delayed instead of being immediately sent or received over the cellular interface.
Since the IoT system should be flexible enough to support various application requirements and the convenient management of infrastructure, Software Defined Network (SDN) is utilized to support its data transmissions [2] , which is termed as software-defined IoT network. As shown in Figure 1 , and SDN in the IoT system takes responsibility for transmitting the sensing data from the gateways to the data servers. It separates the network into a control plane with a collection of network-attached servers, and a data plane with programmable and packet-forwarding switches. The control plane makes decisions about how traffic is managed based on a global, logically-centralized network view. The data plane actually forwards the data traffic to the desired destinations, and the forwarding paths are handled by an SDN controller. Both of the gateways and the forwarding switches in the data plane communicate with their controller by a OpenFlow protocol. Here, we consider SDN has a single controller.
B. ASYNCHRONOUS M2P DATA TRANSMISSIONS
The applications of crowdsensing have the asynchronous nature of data transmissions [30] . When the sensing event occurs and the sensing task is published to the participated sensor nodes, the sensing data will be intermittently uploaded to the remote data server through the gateways. By the way of the cellular network (3G/4G), each mobile node normally captures several cell-tower signals at one time, and connects to the cell-tower with the strongest signal strength [13] . However, due to the RSS fluctuation problem, the connected celltower at the same place at different times can be changed [31] . Thus, it is necessary that sensor nodes upload the sensing data through different cell-towers acted as the gateways near the sensing event. By the way of delayed offloading, the sensor nodes move along different trajectories, and they upload the carried sensing data through different APs acted as the gateways at different locations. Consequently, by either of the two uploading approaches, all the sensing data of a sensing event will be uploaded through multiple gateways to the SDN. We assume that all the sensing data from the same event are transmitted to the same data server acts as their destination. Thus, these sensing data are transmitted through multiple paths from multiple gateways to the data server, which is termed as multipoints-to-point (M2P) data transmissions.
Moreover, such M2P data transmissions are asynchronous and intermittent. The sensor nodes arrive at the region of a sensing event at different time, and they sense this event asynchronously. Under the way of immediately uploading via 3G/4G cellular network, the sensing time of each sensing data is very close to its uploading time. Thus, the sensing data form these sensor nodes are uploaded via the cell-towers act as gateways intermittently and asynchronously. Under the way of delayed offloading via APs, after generating the sensing data, the mobile nodes will carry them until meet the APs, and upload them to the data server. Since the mobile nodes have different trajectories, they will offload the sensing data through different APs. Thus, the delay of offloading the data from the region of the sensing event to the AP is determined by the traveling time of the vehicle. Likewise, the sensing data form these sensor nodes are uploaded via the APs act as gateways intermittently and asynchronously. In the mobile crowdsensing application, the arrival time at the ROI (region of interest) of an sensing event by different participators are asynchronous. Consider the task of detecting the locations of potholes as an example, as shown in Figure 2 . When the sensing event e is published at time t 0 , the vehicles arrive in the ROI of e will generate the sensing data. Since the three vehicles (A, B and C) have different speeds and traveling distances to the ROI of e, they have different traveling time to there, which are denoted by t A (e), t B (e) and t C (e), respectively.
As shown in Figure 2 , the three vehicles (A, B and C) have different traveling time from e to their offloading APs as gateways (g 1 and g 2 ), which are denoted by T A (e, g 1 ), T B (e, g 2 ) and T C (e, g 3 ), respectively. Therefore, the arrival time of the sensing data from the vehicles A, B and C at the edge switches which directly connect to the APs g 1 and g 2 are calculated by: t 0 +t A (e)+T A (e, g 1 ), t 0 +t B (e)+T B (e, g 2 ), and t 0 + t C (e) + T C (e, g 2 ), respectively. Those are asynchronous M2P transmissions to the data server.
However, the asynchronous and intermittent M2P data transmissions from the same event will send multiple requests to the controller. The switches in SDN are operated by the OpenFlow protocol. When a data transmission misses the forwarding table at a gateway, the gateway will send a request to the controller. Then, the controller will append a new forwarding rule at the switches along the forwarding path from this gateway to the server, and we term this as Single Operation for Packet Missing of the controller. When a data transmission hits a forwarding entry of the table at a gateway, the gateway will reset the timeout of the entry. We term this as Single Operation for Packet Matching. The OpenFlow protocol combines both of the single operations for packet missing and matching in forwarding table. Since each packet missing at each gateway will send a request to the controller, the asynchronous M2P data transmissions in the IoT system will send multiple requests from each gateway. Even if the requests are all from the same sensing event, the redundant requests increase the load on the controller with limited processing capability. 
C. PROBLEM OF HEAVY LOADS ON CONTROLLER
In SDN, when an OF switch receives a flow that does not match any rule in the flow entry at a switch, the first packet of the flow is forwarded to the controller [32] . A new data transmission at an input host causes the load on the controller. When a switch in the data plane of SDN receives a sensing data, which is required to be transmitted to a data server. Figure 3 shows an example of data transmission to illustrate the load on a controller. The network contains a single controller c, and four switches (s 1 , s 2 , s 3 , and s 4 ). The host h 1 sends a data packet to another host h 2 . When the first switch s 1 receives the data packet, it will check its forwarding table. If it misses, i.e there no entry for forwarding the data packet from h 1 to h 2 , the switch s 1 will send a request to its controller c. Many reasons cause the missing on the forwarding table, such as timeout of the old entry, or the limited buffer of the switch. Then, the controller calculates the forwarding path, and sends the forwarding rules to the switches along the path, in order to update their forwarding tables.
However, the request processing capability of a single controller is limited, for example NOX can process about 30K requests per second [5] . Too many requests to the controller will cause the heavy loads, and reduce the performance of the network. The asynchronous data transmissions from multiple hosts cause multiple requests to the controller. Different edge switches receive such data transmissions will generate multiple requests to the controller.
Our work relies upon a subset of the 12-tuple flow definition from OF protocol [33] , typically located as a flow entry in an OF switch, associated with four specific variables as follows: (a) the action rule which consists the decision of how and whether any packet matched with the related flow entry will be forwarded; (b) the soft timeout variable representing the time needed for a flow to expire, since the last packet match, e.g., the default value of FloodLight is 5 seconds; (c) the number of packets that matched this specific flow since the flow entry establishment; (d) a specific priority value which is assigned to each flow entry, determining which flow rule will match in case of overlapping in the packet matching process. Moreover, for the data transmissions from the same pair of access point and data server, the intervals are different. If the interval time is longer than the timeout of the forwarding entry, the next data transmission will cause a new request to the controller to update the forwarding tables.
IV. ONE REQUEST SCHEME FOR SD-IoT NETWORKS
In this section, we model the relationship between the sensing events and the uploading gateways. Then, we propose the scheme called ORSIN, to reduce the load of the controller.
A. MODEL OF RELATIONSHIP BETWEEN EVENTS AND GATEWAYS
The set of the m sensing events is denoted by E = {e 1 , e 2 , · · · , e m }. A sensing event e i is defined as the spatial event in an predefined spatial ROI denoted by S, during the predefined time window denoted by W. The set of the n gateways is denoted by G = {g 1 , g 2 , · · · , g n }, and the set of the k data servers is denoted by DS = {ds 1 , ds 2 , · · · , ds k }.
The system includes an IoT server to harvest the sensing data for processing. The sensing data is denoted by d, which is created and uploaded by a mobile sensor node d.v. The sensor node senses the event d.e at the time d.t s , and this should be satisfied by the following condition: 
where the function range(d.u) obtains the communication range of the gateway d.u. Therefore, with the help of the statistics of the historical sensing data, the IoT server can obtain the relationship between the sensing event and the gateways. We utilize a bipartite graph to model the relationship between the sensing events and the uploading gateways, as shown in Figure 4 . The bipartite graph is denoted by G = (R, E, G) , which has the parts E and G, with R denoting the edges of the graph. Each edge r i,j is defined by a tuple of (f , p), where f denotes the data flow from the sensing event e i to the gateway g j , and p denotes the probability. As illustrated in Figure 4 (a), the example shown has four events, and the sensing data from them will be offloaded to the five access points acted as the gateways. Thus, the relationship between the four events and the five APs is represented in a bipartite graph shown in Figure 4 (b). In the bipartite graph, the gateway nodes, which have the edges connected to the same event node e i , are grouped into a subset of this event (denoted by S i ). This example has four subsets of these events, i.e., S 1 = {g 1 , g 2 , g 3 }, S 2 = {g 2 , g 3 }, S 3 = {g 3 , g 4 }, and S 4 = {g 4 , g 5 }. 
B. OVERVIEW OF ORSIN
To reduce the loads on the controller, we propose a One-Request Scheme for Software-Defined IoT Networks (ORSIN). The system structure is shown in Figure 5 . Obtain all the gateways in the same subset with the ID; 5: Calculate multi-path from these gateways to the server; 6: Push the forwarding rules to the switches.
Algorithm 1 Group Operation of Pushing Forwarding Rules
Compared with the traditional structure of SD-IoT in Figure 1 , we employ an IoT server to help the controller knowing the demand of the data transmissions from the event. The basic idea of ORSIN is to group the asynchronous requests from the same sensing event in a batch to the controller, termed as group operation of pushing forwarding rules, as shown in Algorithm 1. ORSIN utilizes an IoT server to harvest the sensing data labeled with event ID and the uploading gateways to obtain their relationship formed as an event-gateway table. The IoT server periodically updates the event-gateway table at the controller, and the controller can build the subsets of the gateways for these events. When the controller receives a request labeled with event ID from a gateway, it will calculate the multiple forwarding paths from the gateways to their server. The controller calculates the multiple forwarding paths from the gateways in the same subset to the server by the traditional multi-path calculation (MC) Algorithm [34] , which will be discussed in the next section. Then, the controller pushes the forwarding rules to the switches according the multiple forwarding paths, and set the timeout of each new entry. When a data transmission misses the forwarding table at a gateway, the gateway will send a request to the controller. In ORSIN, the controller will append a new forwarding rule at each switch along all the forwarding paths from the gateways in the same group to the server, and we term this as Group Operation for Packet Missing at the forwarding table of the edge switch. Thus, one version of ORSIN named ORSIN-M combines the group operation for packet missing in forwarding table and the single operation for packet matching in forwarding table. To reduce the load of controller, ORSIN-M increases the number of forwarding entries at the gateways when only the packet missing occurs.
Furthermore, when a data transmission matches the forwarding table at a gateway, the gateway will reset the timeout of the related forwarding entries at all the gateways in the same group, and we term this as Group Operation for Packet Matching at the forwarding table of the edge switch. Another version of ORSIN named ORSIN-M2 combines both of the group operations for packet missing and packet matching in forwarding table. ORSIN-M2 increases the number of forwarding entries at the gateways when both of the packet missing and packet matching occur.
By considering the trade-off between the requests and the forwarding entries, the two versions of ORSIN have different advantages. ORSIN-M saves the forwarding entries, and ORSIN-M2 increases the amount of the forwarding entries to reduce the amount of requests to the controller.
V. M2P ROUTING PROBLEM
In this section, we discuss the M2P routing problem in SD-IoT network. We first present M2P routing with single sensing event, and then we discuss the problem of M2P routing with multiple sensing events. 
A. M2P ROUTING WITH SINGLE SENSING EVENT
The data plane of the SD-IoT network can be represented by a graph shown in Figure 6 , which contains the set of the switches and the set of the links among the switches. In a M2P data transmissions from multiple edge switches to single data server, the forwarding paths of M2P can be represented by a tree, whose root is the data server, and the leaves are the ingress switches. We utilize the data delivery delay as a metric to evaluate the performance of a M2P data transmission as follows:
Definition 1 (Average Delay of Single M2P): The average delay among the multiple data transmissions in the single M2P data transmissions, is defined by:
where N (g i , ds j ) denotes the amount of data packets from the gateway g i to the data server ds j , and D(g i , ds j ) denotes the average delay of data transmissions from the gateway g i to the data server ds j in SDN.
The controller calculates the multiple forwarding paths from the gateways to the data server. The routing problem of M2P data transmission in the SD-IoT network can be classified into two categories. The first one is routing problem of single M2P with unbounded forwarding Table) : Find multiple paths from the multiple access points to the single data server with the minimum average delay, by considering the limited sizes of forwarding tables.
The routing problem of single M2P with bounded forwarding table can be regard as the problem of degree-constrained minimum spanning tree, which is NP-Hard problem [35] . We utilize the ant-based algorithm introduced in [35] to calculate the M2P routing paths. The controller updates the entries of the forwarding tables at the switches along the forwarding paths, which contains the timeout of each entry.
For the data transmissions from the same pair of a gateway and a data server, the intervals are different. If the interval time is longer than the timeout of the forwarding entry, the next data transmission will cause a new request to the controller to update the forwarding tables. There exists a tradeoff between the short timeout and the long timeout. Since short timeout will cause more data transmissions miss at the flow table and send new requests to the controller, this increase the loads of controller. Long timeout causes that the entry occupies the space of forwarding table during a long period.
A threshold is defined as a probability of a interval time smaller than t + θ , e.g., P(t ≤ t + θ ) = 0.95. Here, θ is the confidence interval of the interval time, whose CDF (Cumulative Distribution Function) is larger than a threshold. Distribution of the interval time at the edge switch s j from the sensing event can be obtained by the statistic of the interval time and calculate the expected value denoted by t. Under the forwarding table with soft-time (soft timeout), the timeout is required to be longer than the interval time of the data transmissions. Furthermore, since long timeout will affect other forwarding packets, the system utilize the replacement policy of Least Recently Used (LRU).
B. M2P ROUTING WITH POTENTIAL MULTIPLE SENSING EVENTS
More than one sensing events will transmit their sensing data through the data plane, which will compete the resource of data plane, such as the limited forwarding tables of switches. In the crowdsensing system, the multiple sensing events arrive at different time to occupy the forwarding table of switches.
The local path selection will affect the performance of the network, since the multiple sensing tasks arrive at different time. As illustrated in Figure 7 (a) as an example, the sensing data of event e 1 first arrive at the edge switch s 1 , which require to be delivered to the data server ds 1 . The controller calculates the middle path for it by the algorithm of the shortest path, which has the delay of 2. In this example, we assume the forwarding table of each switch has only one available forwarding entry. When a new event e 2 is published, its sensing data arrive at the edge switch s 2 , which requires to be delivered to the data server ds 1 . The controller calculates a the bottom path for it with the delay of 20, since the middle switch is invalid which is occupied by the data transmission from s 1 to ds 1 . Figure 7 (b) shows a more efficient routing pattern with globally optimal paths for both of the two data transmissions.
For the set of m possible sensing events E = {e 1 , e 2 , · · · , e m }, we assume that the interval time of publishing each sensing event follows a probabilistic distribution. Let vector
denote the time of previous publication of each sensing event. Since the sensing event repeatedly occurs, we assume the system on the IoT server have the probability distribution of each sensing event occurrence by analyzing the historical occurrence of each event. Let P i (x = t) denote the probability of publishing the sensing event e i at the interval time t from its previous publication.
Here, we take an example of two sensing events e i and e j . An sensing event e i now is published at time t 0 i , and the sensing task e j has published at time t 0 j (t 0 i > t 0 j ). During a predefined time window W from the current time t c , the event e j possibly occurs to compete the network resource with e i . Let OD i,j denoted the expected overlapped duration between the two events e i and e j . After the occurrence of the sensing event e i , the expected overlapped duration of the sensing event e j at the current time t c can be calculated by,
We define the overlapped ratio as the ratio of overlapped duration between two events in the time window W from the current time t c . Thus, the overlapped ratio between e i and e j can be calculated by,
Let R i = [r i,1 , r i,2 , · · · , r i,m ] denote the set of overlapped ratio between e i and all the events, and r i,i is equal to 1.
To reduce the computing complexity, we filter the elements of the vector by a threshold δ as follows:
Thus, the system obtains a filtered vector as: Push the forwarding rules to the switches.
As shown in Algorithm 2, the system ORSIN calculates the routing paths between the gateways and the data servers under the potential multiple events with R i , and each routing path from the event e j will occupies r i,j unit of each switch along it. Since the routing problem of multiple M2P with bounded forwarding table is the advanced problem of single M2P, which is NP-hard problem. Inspired by Bui and Zrncic [35] , we utilize the ant-based algorithm to calculate the M2P routing paths.
VI. SIMULATION RESULTS
In this section, we demonstrate the relationship between the spatial events and the gateways using a real dataset. Then, we evaluate the performance of our proposed ORSIN schemes.
A. OFFLOADING DATA AT APs
To evaluate the relationship between the spatial events and the gateways, we do experiments on the Taxi-ROMA dataset [36] . This dataset contains real mobility traces of taxi cabs in Rome, Italy. It contains GPS coordinates of approximately 320 taxis collected over 30 days. We select two datasets containing traces collected on Feb. 18 and 19, 2014 . The traces cover an area with a range of 66km × 59km. As shown in Figure 8 , our experiment consists of 9 access points serving as gateways at different places (center, north, east, south, west, northeast, southeast, southwest, and northwest), and 4 events occur at different places (northeast, southeast, southwest, and northwest).
Figures 9 and 10 depicts the number of reports offloaded at different access points with the datasets on Feb. 18 and 19, 2014 ; each circle represents an access point with a number of reports corresponding to their positions in the map. We notice that the access points near the event can receive more reports. For example, in Figures 9(a) and 10(a) , the northeast access point receives more reports from the northeast event than other events. In Figures 9(b) and 10(b) , both the south access point and the east access point receive more reports from the southeast event than other events. We notice that the center access point receives the most reports overall (see in Figures 9(c) and 10(c)) since it has a heavy vehicular traffic density. In contrast, an event that is far from the center will offload fewer reports to the access points, such as the northwest event in Figures 9(d) and 10(d) . All the results imply that the distributions of data from events to access points are non-uniform.
B. LOAD IN SDN
Compared with the original OpenFlow protocol, we evaluate the performance of the proposed ORSIN-M and ORSIN-M2 by our SDN testbed, which combines Mininet [37] and OpenDayLight [38] . The metrics used in our simulations are: (1) total number of requests, which is the total number of requests sent from gateways to the controller during the simulation; (2) average number of forwarding entries, which is the average number of forwarding entries in each gateway at each time slot. Each experiment simulates 10 times, and calculates the average values of the two metrics. The total simulation time is 1800 seconds. The expected sleeping time of each event is 30 seconds, and the duration of each event is 100 seconds.
We evaluate the performance of the three schemes under the scenario of the light data traffic, and the experiment contains 5 events, 10 gateways and 3 servers. The expected interval time of uploading data at each gateway is 10 seconds. The results are shown in Figure 11 . We notice that all the three have the highest total number of requests when the value of timeout is 10 seconds, which is equal to the expected interval time. ORSIN-M2 has the lowest total number of requests, and the OpenFlow performs the worst. While increasing the value of timeout, the average number of forwarding entries under each scheme is increasing. ORSIN-M2 has the highest average number of forwarding entries, and ORSIN-M is approximated to OpenFlow.
We also evaluate the performance of the three schemes under the scenario of the heavy data traffic, and the experiment contains 10 events, 20 gateways and 6 servers. The expected interval time of uploading data at each gateway is 10 seconds. The results are shown in Figure 12 . Similar to the previous experiments, ORSIN-M2 has the lowest total number of requests, and the OpenFlow performs the worst. The average number of forwarding entries under ORSIN-M is approximated to that under OpenFlow, and ORSIN-M2 has the highest average number of forwarding entries. Moreover, both of the total number of requests and the average number of forwarding entries increase under the scenario of the heavy data traffic.
We evaluate the performance of the three schemes affected by the interval time of the data transmissions at the gateways. In this experiment, we simulate 5 events, 10 gateways and 3 servers. The timeout of the entries is 10 seconds. The results are shown in Figure 13 . All the three have the highest total number of requests when the expected interval time is 10 seconds, which is equal to the value of timeout. Similar to the previous experiments, ORSIN-M2 has the lowest total number of requests, and the OpenFlow performs the worst. The average number of forwarding entries under ORSIN-M is approximated to that under OpenFlow, and ORSIN-M2 has the highest average number of forwarding entries.
C. MULTIPLE SENSING EVENTS
We evaluate the performance of our routing scheme with multiple sensing events by the customized simulation. We compare with traditional open flow protocol, which is local one. We use the metric of average delay to evaluate the performance of the two protocols under 5 sensing events and 5 data servers. Figure 14(a) shows the average delay under a mesh topology with 20 switches and random link delays. We notice that the average delay is decreasing while increasing the capacity of each node (switch). Because of the limited space of the forwarding table at each OF-switch, the M2P data transmissions of some sensing events will be assigned to the paths with higher delays. Moreover, the average delay of ORSIN is lower than that of OpenFlow, since ORSIN considers the conflicts among the multiple sensing events from a global view, and OpenFlow only considers each sensing event from a local view, which could cause the problem of local minimum costs. Figure 14 (b) shows the average delay under a mesh topology with 30 switches and random link delays. Likewise, the average delay is decreasing while increasing the capacity of each node (switch), and the average delay of ORSIN is lower than that of OpenFlow. Compared with the scenario under 20 switches, larger scale network have higher average delay, because more switches forward the data packets and increase the data delivery delay.
VII. CONCLUSION
In a software-defined IoT system, all the sensing data are asynchronously transmitted from the gateways to the data server in the pattern of M2P data transmissions. Since the controller of SDN has no knowledge about the multiple data transmissions are generated by the same event, the asynchronous M2P data transmissions cause the heavy loads on the controller by OpenFlow protocol. In this paper, we investigate the redundant requests caused by the asynchronous M2P data transmissions, and model the relationship between the sensing events and the uploading gateways by a bipartite graph. To reduce the loads on the controller for the asynchronous M2P data transmissions, we propose an One-Request Scheme for Software-Defined IoT Networks (ORSIN), to batch the updating the forwarding rules of the multiple data transmission from the same event by the first one request from a gateway. More than one sensing events will transmit their sensing data through the data plane, which will compete the resource of data plane, such as the limited forwarding tables of switches. In the crowdsensing system, the multiple sensing events arrive at different time to occupy the forwarding table of switches. We propose a M2P routing scheme with potential multiple sensing events. Our extensional simulations verify the effectiveness of our proposed approach. 
