We compute a sequence of five model atmospheres consisting of the photosphere, chromosphere, and transition region. The models represent the response of the gas in a magnetically confined loop to intense flare energy release. We assume that the energy release is confined to the corona, and include the effects of chromospheric evaporation and indirect heating of the lower atmosphere by X-rays emitted from the coronal plasma. The models are computed in hydrostatic and energetic equilibrium and incorporate a detailed non-LTE solution of the radiative transfer and statistical equilibrium equations for a 6 level plus continuum hydrogen atom, a 5 level plus continuum Ca n ion, and a 3 level plus continuum Mg n ion. Complete tables of the depth-dependent model atmospheres are included in the Appendix. Line and continuum surface fluxes are presented in the wavelength range 1000-9000 Á and are compared with those observed during a giant flare on the M dwarf star AD Leo. Our conclusions are the following :
INTRODUCTION
Flares on the Sun and other stars are believed to be the result of intense atmospheric heating driven by the rapid release of magnetic free energy into coronal loops. The exact mechanism of energy release is poorly understood, but observations of hard and soft X-rays during solar flares indicate that important heating mechanisms include colfisional heating by energetic particles, radiative transport of energy in the soft X-ray, extreme ultraviolet (EUV), and ultraviolet bandpasses, and enhanced thermal conduction from the corona into the chromosphere.
have historically evolved a disparate terminology and classification system. On dMe stars, the identifying characteristic of a flare is the rapid increase in optical continuum emission, usually observed in the Johnson (/bandpass and known as the "spike" or "rise" phase. The "slow," or "decay," phase is characterized primarily by strong emission in the chromospheric lines of H i and Ca n. Since the optical continuum enhancements occasionally observed during solar flares (i.e., "white light" flares) correlate well with hard X-ray observations during the impulsive phase (Kane et al. 1985) , and continued strong Ha emission is observed on the Sun during the gradual phase, we identify the impulsive phase of stellar flares as that period of time with rapidly changing optical continuum emission, and the gradual phase as the period of extended chromospheric line emission. The few existing soft X-ray observations of stellar flares provide supporting evidence that soft X-rays do correlate with the behavior of the chromospheric emission lines (e.g., Haisch et al. 1983) .
In this paper we present models of stellar flare atmospheres (consisting of the transition region, the chromosphere, and the photosphere) which are assumed to be in hydrostatic and energetic equilibrium. The only direct flare heating mechanism we include in the models is heating by soft X-rays originating from the flare corona; however, we include in a self-consistent fashion the effects of enhanced thermal conduction and pressure from the flaring corona. We specifically have not included heating from nonthermal particles, even though it is very likely that such heating does take place during the impulsive phase of stellar flares. Our motivations for this apparent oversight are twofold. First, quantitative diagnostics for the number density and energy spectrum of energetic particles (e.g., hard X-rays) are simply not available for stellar flares, meaning that there are no observational constraints on nonthermal particle heating. Furthermore, the impulsive phase of flares is often characterized by rapidly changing atmospheric conditions which require a full gasdynamic simulation to model properly. The second reason for neglecting particle heating is that we have available extensive observations which provide simultaneous information on several chromospheric and transition-region emission features with good time resolution for both the impulsive and the gradual phases of a giant flare on the dM3.5e star AD Leo (Hawley & Pettersen 1991 ) . Since it is generally believed that nonthermal particle heating ceases during the gradual phase, our models were constructed specifically to investigate whether X-ray heating from the hot, flaring corona is sufficient to explain the observed chromospheric emission during the gradual phase or whether additional heating mechanisms are required. However, we also find, as will be discussed in § 4, that our models can be used for some limited investigations of the impulsive phase.
Within the framework of the above assumptions, the atmospheric models are rigorously computed in hydrostatic equilibrium and energy balance from corona to photosphere. The radiative losses are computed in detail in the important optically thick lines and continua of H i, Ca n, and Mg n throughout the lower atmosphere. Energy balance is required between flare heating by soft X-ray irradiation and cooling by radiative losses. The corona is included through a static loop model that takes into account the enhanced coronal pressure due to evaporation of the upper layers of the chromosphere, and provides fully consistent boundary conditions for the remaining atmospheric calculation.
Previous work in this area has been sparse. The models presented here were developed using the same principles as those of Ricchiazzi & Canfield ( 1983, hereafter RC) for solar flare chromospheres. However, in addition to being applied to dMe stars, they feature a greatly improved treatment of the radiative transfer and the inclusion of the corona in a self-consistent manner. Henoux & Nakagawa (1977) and Fang & Henoux (1983) have explored soft X-ray irradiation as a heating mechanism during solar flares, but they used only a rudimentary description of the radiative transfer and did not include the associated coronal effects of enhanced pressure and thermal conduction. Gan & Fang (1990) have performed hydrodynamic simulations of the gradual phase of solar flares which include soft X-ray heating, but they were able to use only a simplified treatment of the chromospheric radiative losses. Cram & Woods ( 1982) used schematic stellar flare models to study the effect of varying the atmospheric structure on the resulting chromospheric emission properties. Our models improve and extend their work by using physically defined flare heating mechanisms to compute atmospheric structures in energy balance with the heating.
The paper is organized as follows. In § 2 we describe how the models were constructed, including a discussion of the energy equation and its solution in each part of the atmosphere. Section 3 contains results from the five atmospheric models. In § 4 the models are compared with our extensive set of observations from the AD Leo flare, and our findings are summarized in §5.
CONSTRUCTING THE MODELS

Physical Conditions and Geometry
In our models, we assume that flare emission takes place entirely within a magnetically confined loop which extends from its footpoints in the photosphere to its apex in the corona. We further assume that the loop is symmetric, and we perform the calculations in one leg, which is approximated by a vertical cylinder of length L and constant cross-sectional area. The length L is fixed at 10 10 cm in all of the models. This value was used by Kahler et al. ( 1982) and Haisch et al. ( 1983) in their analyses of soft X-ray data obtained during M dwarf flares. Spatially resolved observations of solar coronal loops yield smaller loop lengths, L ~ 10 9 cm. However, the more active magnetic environment in an M dwarf atmosphere probably supports larger coronal structures, as evidenced by radio observations of quiescent dMe star coronae (Kundu & Shevgaonkar 1985; Kundu et al. 1987) . Nevertheless, the value of L is uncertain and does affect the models directly, since the soft X-ray energy flux incident on the chromosphere depends on the coronal loop length.
The loop is also assumed to be static, which allows us to determine immediately the coronal temperature and density structure and to use the hydrostatic equilibrium assumption to constrain the pressure at the top of the chromosphere. While clearly not valid during the impulsive phase of flares, when mass motions are occurring on the hydrodynamic time scale 19 92ApJS. 567 S No. 2, 1992 " t h~ L/c s <: 100s[wherecJ = (5/3)P/p], hydrostatic equilibrium is probably a satisfactory assumption during the gradual phase, when changes in coronal conditions are expected to occur on the conductive time scale r c ~ (thermal energy of corona)/(conductive flux) > 1000 s (Moore & Datlowe 1975; Acton et al. 1982) . The loop is presumably in a state of quasi-static equilibrium with the slowly varying gradual phase heating. These assumptions allow us to make use of static loop relations in the corona and to use one-dimensional geometry and hydrostatic equilibrium in the chromosphere.
MODELS OF STELLAR FLARE ATMOSPHERES
determine the correct column depth of the transition region and the X-ray flux incident on the top of the chromosphere.
Coronal Structure and X-Ray Emissivity
We determine the coronal structure for a loop of length L and apex temperature T A by solving the energy equation assuming a balance between a volumetrically uniform heating rate öco r , optically thin radiative losses, and the conductive flux divergence:
ôcor -«^A( T) = dFJdz .
( 1 )
Relationship between Chromospheric Evaporation and Upper Boundary Conditions
The onset of flare heating is expected to result in chromospheric evaporation; similarly, when flare heating is decreased, material at coronal temperatures presumably condenses and returns to the chromosphere. We assume here that this dynamic phenomenon can be approximated by computing a sequence of static models intended to represent the state of the flaring atmosphere at different stages of evaporation and condensation. (Note that Fisher & Hawley 1990 , hereafter FH, find that this assumption is questionable if the flare heating rate is changed too rapidly.) We provide the following thought experiment describing "stair-step" changes in the flare heating rate in order to show explicitly how the static models are related to one another.
If the level of heating in the corona is suddenly increased over its initial level, and is then maintained at some constant, higher value, the coronal temperature will first increase rapidly, driving a larger conductive flux into the transition region separating the corona and chromosphere. The response of the chromosphere will be to evaporate; that is, the uppermost layers of the chromosphere will be heated by thermal conduction to coronal temperatures. The evaporating plasma will flow up into the coronal loop and increase the coronal density. As the coronal density increases, radiative losses increase, which will then result in a gradual decrease in the coronal temperature and conductive flux. Eventually, a new equilibrium will be established with a coronal loop that is both hotter and denser than in its previous state; the increase in coronal column mass is accompanied by the disappearance of that same mass from the top of the chromosphere. As a consequence of the evaporation, the hotter, denser coronal loop will produce a greater flux of X-rays, which will increase the heating in the remaining chromosphere. If the heating rate is decreased back to its original value, the process occurs in reverse, and eventually the loop settles back to its original configuration. Each of the models we construct in this paper corresponds to one of the equilibria described above; in particular, each model, parameterized by its coronal apex temperature T a , corresponds to a different level of coronal flare heating (in our models the relation between the coronal heating rate (2^ and the apex temperature is given by eq. [6] below). Thus, although thermal conduction is explicitly included in our models of the lower atmosphere only in the computation of the transition region ( §2.4), its effects on the chromosphere are accounted for self-consistently by using the coronal models to
The quantity F c is the Spitzer heat flux, F c = -K Q T 5,2 dTIdz, where /c 0 ^ 1 X 10 -6 in cgs units, n e and n h are the electron and hydrogen number densities, respectively, and the quantity A( T) is the optically thin cooling function, which we approximate using a single power law,
The assumption of hydrostatic equilibrium in the corona means that the electron density can be expressed in terms of the temperature and the pressure (which is assumed to be uniform in the corona) through the equation of state P=2n A Ä:7|l (3) where we have neglected all elements but hydrogen and helium. We assume that hydrogen is fully ionized and that helium contributes z electrons per helium atom (at coronal temperatures, z = 2; see § 4.1 for a brief discussion of the temperature dependence of z in the transition region). The fractional number abundance of hehum is denoted by Y. Thus the electron density is given by n e = ( \ + zY)n h . The integration of equation ( 1 ) over the loop results in the well-known static loop scaling law (Craig, McClymont, & Underwood 1978; Rosner, Tucker, & Vaiana 1978, hereafter RTV; Kuin & Martens 1982) ,
where C is given by and B(a, b) is the beta function. The quantity # = (1 + zY)/[\ + ^(1 + z)T] 2 accounts for the helium contributions to the pressure and electron density. Interestingly, q is independent of z to first order in Y(q^ \-Y)\q^ 0.91 for 7= 0.1 and log T> 4.3. Our choices of^4 and a are .4 = 1.2 X 10~1 9 ergs cm -3 K 1/2 s -1 and a = -|; these provide a good approximation to the loss rate computed by Raymond and quoted in RTV, for 5.5 < log T< 7.5. These choices for A and a give C = 4.248 X 10 -10 (cgs units ) in the scaling law ( 4 ). It is clear that for given values of L and T a , the pressure is uniquely determined by equation (4).
1/2 (5)
From the scaling law (4) and the equilibrium energy equation ( 1 ), one may also derive the coronal heating rate in terms of T A and L, tion is discussed with our results in § 3. The emergent intensity /x in the direction normal to the lower atmosphere (/jl= 1 ) at each wavelength X is then just the sum over all the height bins,
The coronal temperature as a function of the distance z above the base of the coronal portion of the loop may be found by using the scaling law (4) together with the energy equation ( 1 ) integrated to height z. The result is 11/4 -a/2 1\ 2 -a '2/ z I'
where x=(T/ T A ) 2~a and I x (a, b) is the incomplete beta function. Further details of the calculation may be found in Hawley (1989) . One potential difficulty is that the pressure scale height may become small compared with the loop length L, invalidating the uniform pressure assumption. However, for T a~ 10 7 K, the pressure scale height is ~ 1.8 X 10 10 cm on the M dwarf AD Leo, suggesting that the only coronal model which might be in trouble is the preflare model (where T A ~ 3 X 10 6 K). We do not make any corrections for this effect in the preflare model.
The soft X-ray flux incident on the transition region and chromosphere is found by using the coronal temperature and density structure to specify the X-ray emissivity as a function of height in the loop, and then integrating the emissivity over the loop. We used the emissivity computed by Raymond & Smith (1977) in order to be consistent with our use of the Raymond loss rates in the coronal loop calculation. We formed seven discrete wavelength bins in the range X = 1-250 Â, and summed the line and continuum emissivities given in each bin. Coronal temperatures in the range 6.0 < log T < 1.6 were considered. Table 1 gives the results of the emissivity P x per unit H nucleus per electron ( i.e., integrated over each wavelength bin).
In practice, the integration over the loop was accomphshed by dividing the corona into height bins and using the coronal model described above, first to determine the characteristic value of T and n e in each height bin, and second to assign an appropriate emissivity in each wavelength bin. The loop is assumed to be optically thin at all wavelengths X; this assump-
where Az¿ is the thickness of each height bin. The chromospheric flare heating rate is determined from the emergent intensity as discussed in § 2.5.2 below. We note that a weakness of the calculation described above is the assumption of a plane-parallel coronal geometry for determining the X-ray intensity incident on the flare chromosphere; this assumption overestimates the flux available from a loop geometry. However, since the horizontal extent inferred for stellar flares over the stellar disk tends to be large (e.g., ~ 10% area coverage), we expect the error we make to be large only for the X-ray contribution from the upper portions of the coronal loop. In Fisher & Hawley ( 1989) we found that approximately half the coronal losses in a static loop occur over the bottom 10% of the loop, regardless of its size. Thus, for L= 10 10 cm, half the coronal losses come from heights of less than 10 9 cm. Since this distance is small compared with ][a, where A is the estimated flare area, the plane-parallel assumption introduces only a small error for the X-rays originating from the low corona. If we make the extreme assumption that none of the X-rays from the upper 90% of the loop hit the chromosphere, then the plane-parallel assumption overestimates the incident X-ray flux by a factor of -2. Therefore, we believe that the incident X-ray fluxes in our model do not overestimate the "true" fluxes by more than a factor of 2. Clearly, however, our model could be improved by using a better treatment of the coronal geometry, such as that of Gan & Fang (1990) .
Finally, we note that although the coronal loop in our models has a fixed apex-to-footpoint length of 10 10 cm, it is possible to scale our coronal results to other loop lengths using the loop scaling law ( eq. [ 4 ] ). For example, if the coronal apex temperature is kept invariant but the length is changed from our value of 10 10 cm by a factor/, the scaling law (4), the equation of state ( 3 ), and the temperature solution ( 7 ) together show that the pressure, density, coronal emission measure, and X-ray flux in each wavelength bin will change by a factor of 1 //. The coronal column depth will be unchanged. Thus, the coronal results in this paper (see Table 2 ) could be scaled to a length 4 -25.024 -23.932 -24.139 -24.570 -25.623 -24.533 -25.230 6.6 -24.417 -23.845 -24.421 -25.018 -25.887 -25.206 -25.873 6.8 -24.125 -23.715 -24.489 -25.321 -25.877 -25.733 -26.252 7.0 -23.907 -23.731 -25.050 -25.545 -25.694 -26.155 -26.479 7.2 -23.767 -23.964 -25.165 -25.679 -25.397 -26.350 -26.620 7.4 -24.027 -24.667 -25.242 -25.769 -26.194 -26.462 -26.658 7.6 -24.212 -24.817 -25.272 -25.824 -26.244 -26.522 -26.745 No. 2, 1992 more appropriate for the solar flare case (L ~ 10 y cm) by setting /= 0.1.
The Transition Region
The column depth at the top of the transition region is determined by integrating the hydrogen number density over the coronal portion of the loop: ^tr= f n h dz .
(9) Jo With the coronal temperature and density structure defined by equations (3), (4), and (7), we find
where n A is the density at the loop apex. For a = this reduces to A TR = 1.284«^L. The transition region is assumed to extend in temperature from a maximum of T tr = 2 X 10 5 K to a minimum possible value in the chromosphere of T^h ~ 7 X 10 3 K. The temperature and density variation in the transition region are determined by the energy equation
10
-22 and C 2 = 28,036 K. Note that we cannot used RC's values of Q and C 2 (given in eq.
[23] below), because their treatment includes only the losses from "metals," while we require the total losses in equation (11). Equation ( 12) is evaluated numerically using a cubic spline fit to the values of X found from equation (13). The density is again straightforward to determine with the use of the equation of state (3), since the pressure is uniform because of the extremely narrow extent of the transition region. The conductive flux in the transition region at any temperature between 7^ and r TR is simply proportional to the pressure, as may be easily found by integrating equation (11) once, yielding
Thus, for example, by evaluating equation (14) explicitly for T = 10 5 K, we find that F c { 10 5 K) = 5.08 X 10 5 P, where Pis in dynes cm -2 and F c is in ergs cm -2 s _1 . In practice we compute the transition region structure to the low temperature, Tea -7000 K, and join the transition region smoothly to the temperature at the top grid point in the chromospheric model, which is always hotter than 7000 K.
which assumes that conductive heating balances the optically thin radiative losses. Fisher, Canfield, & McClymont ( 1985b) found that the transition-region structure obtained with this simple energy-balance requirement was in good agreement with those found in their detailed gasdynamic simulations of solar flares, even during periods of intense heating by energetic electrons. RC also found in their solar models that conductive heating and optically thin losses were the dominant contributors to the energy equation in this temperature range. The pressure in the transition region is assumed to be equal to the coronal pressure. The temperature variation with height is found by substituting the equation of state (3) into equation (11) and solving, assuming that the conductive flux is zero at the base temperature r CH : x^(n (12) where P CH < T < P TR and Two quantities necessary to construct chromospheric models that are consistent with the overlying corona are the incident soft X-ray flux and the coronal pressure. If our chromospheric models extended to higher, transition-region temperatures (as did, e.g., the RC models), then an important additional quantity needed at the upper boundary is the temperature gradient, or conductive flux, at that point. We have eliminated the need to specify the conductive flux at the top of the chromosphere by accounting for the transition region separately, and integrating the transition-region model down to temperatures sufficiently low (<10 4 K) that the conductive flux no longer plays a significant role in the energy equation. Therefore, heating in the flare chromosphere takes place only by soft X-ray irradiation in our models, but the boundary conditions imposed by the coronal pressure and the heat flux into the transition region have been included self-consistently.
The chromosphere is the most difficult region of the atmosphere to model in energy balance, since the radiative losses are partially due to radiation in optically thick transitions of H i, Ca n, and Mg u. Because hydrogen is the principal constituent of the gas, the chromospheric temperature structure is affected by the details of the hydrogen radiative transfer. To constrain the pressure, we require that the chromosphere be in hydrostatic equilibrium at each depth level, The factor # ~ 0.91 is the same quantity previously defined in our description of the coronal model ( see § 2.3 ). A( T) is taken from the Raymond radiative loss rate given in RTV for 4.3 < log T< 5.3 and from Raymond, Cox, & Smith ( 1976) for 4.0 < log T < 4.3. For temperatures below log T = 4.0, we follow RC in fitting A( T) with an exponential function of temperature, A( T) = Q exp (-C 2 /T). The coefficients Ci and C 2 were determined by demanding that the function match the loss rate at log T = 4.0 and 4.1, and were found to be Ci = 7.04 X P = P 0 + mgN+\(pv 2 ),
where P 0 is the (uniform) coronal pressure, m is the mean mass per unit H nucleus ( m = 1 A3m p for solar abundances), g is the surface gravity, TV is the column depth measured from the loop apex, and |(pu 2 ) is the contribution due to turbulent motions. Note that equation ( 15) is consistent with our assumption of uniform coronal pressure only if mgN TR is small compared with P 0 . This condition is equivalent to the constraint that the coronal pressure scale height be large compared with the loop length.
Our procedure is as follows. We first choose a coronal loop model with an apex temperature T A and a length L and apply the analysis discussed above to find the soft X-ray intensities II and the transition-region structure. An initial guess at the chromospheric and upper photospheric structure is then attached at some temperature between 7000 and 10 4 K. The model atmosphere extends from the top of the transition region ( r 5ooo " 10 -9 ) to well below the photosphere (tjooo ~ 100). We perform a preliminary hydrostatic equilibrium (HSE) iteration to obtain estimates of the electron density at each grid point. A non-LTE solution of the coupled equations of statistical equilibrium and radiative transfer in several hydrogen transitions then gives the radiation fields and number densities appropriate to the atmosphere. In general, these are inconsistent with the HSE results, and several iterations must be performed to obtain an atmosphere in both hydrostatic and statistical equilibrium. Photoionization of neutral hydrogen from the ground state by the coronal X-rays is included explicitly in the radiative transfer and statistical equilibrium equations. The important cooling transitions of ionized calcium and magnesium are computed with the equilibrium solution in order to determine the total radiative cooling at each depth level in the atmosphere. The X-ray heating is also computed at each depth level. Comparison of the heating and cooling as a function of column mass then allows us to empirically adjust the temperature structure below the transition region (the transition-region structure is held fixed as it was computed in energy balance as discussed in § 2.4). The procedure is repeated, and new temperature structures chosen, until energy balance is obtained.
In the following subsections we discuss the non-LTE atmospheric calculation, the computation of the X-ray heating and photoionization, and the energy-balance procedure in more detail.
The Non-LTE Radiative Transfer Method
We use the method of Scharmer & Carlsson ( 1985, hereafter SC) to solve the coupled equations of statistical equilibrium and radiative transfer in a static plane-parallel atmosphere. That is, we solve simultaneously the statistical equilibrium equations, n¡ 2 P,J -2 HjPji = 0 , 
Our notation is that of SC, with the number of atoms per unit volume in level /, the probability per unit time that an atom in level i makes a transition to level j, n¡ the number of levels in the atom, p the cosine of the angle between a ray and the normal, I Vfl the specific intensity, the absorption coefficient, j vtl the emission coefficient, and ^ the total number of atoms per unit volume (specified in the atmospheric model). Pÿ includes both the collisional and radiative rate coefficients. Note that only one atomic species is treated at a time, although it may have many levels and ionization stages. We compute solutions for H i, Ca n, and Mg n independently; an implicit assumption is that the solutions are not coupled.
We implement the SC method of solving equations (16)-(18) using the computer program MULTI (Carlsson 1986 ). MULTI uses complete frequency redistribution to describe the emission of line photons, a description that introduces some uncertainty into the calculation of those lines where partial redistribution (PRD) effects have been shown to be important. In their solar models, Vernazza, Avrett, & Loeser (1981) found that PRD was important at least in hydrogen Lya and the resonance lines of Ca n and Mg n. However, this is a secondary effect that causes changes primarily in the line shape and not in the integrated line fluxes.
The model atoms consist of a 6 level plus continuum hydrogen atom, a 5 level plus continuum Ca n atom, and a 3 level plus continuum Mg n atom. For hydrogen, the line transitions Lya, Lyß, Ha, Hß, H7, and Hô, and the Lyman, Balmer, and Paschen continua are treated in detail. For Ca n, the H and K transitions and the infrared triplet are treated in detail, and the five continua are treated as fixed rates driven by the photospheric radiation field. For Mg 11, the h and k transitions and the three continua are treated in detail. These lines and continua are the dominant contributors to the chromospheric emission and radiative cooling. After obtaining the equilibrium models, we computed a 12 level plus continuum hydrogen atom in order to obtain the Balmer decrement of the higher order lines.
Between 15 and 23 frequency points were used to define each line, and between 10 and 15 frequency points were used to define each continuum transition. The lines were assumed to be symmetric about their central wavelengths. The angular integration of the transfer equation (18) was accomplished using a standard three-point Gaussian quadrature scheme. The line absorption profile was treated as a Voigt profile including broadening from the Lorentz, Doppler, van der Waals, and Stark effects (Mihalas 1978) . The Stark broadening parameters for hydrogen were taken from Sutton (1978) . The photoionization and collisional cross sections and atomic data for hydrogen were taken from Vernazza et al. ( 1981 ) and references therein, for Ca 11 from Shine & Linsky ( 1974) , and for Mg ii from Milkey & Mihalas ( 1974) . Additional collisional rates for hydrogen were obtained from Giovanardi, Natta, & Palla (1987) ; these were used to compute the 12 level plus continuum hydrogen atom.
The calculation of opacities other than those from the atomic model are taken from the program LINEAR (Auer, Heasley, & Milkey 1972) . Opacities due to continuum transitions of helium, silicon, magnesium, aluminum, iron, and carbon are included, as well as electron scattering and Rayleigh scattering on atomic hydrogen, molecular hydrogen, and helium. Also, the opacities due to H, H", Hj, and HJ boundfree and free-free absorption are included, if not explicitly in-No. 2, 1992 eluded in the atomic model (for example, some of the hydrogen bound-free continua are included explicitly when doing a hydrogen model atom). In contrast to our simpler treatment of the corona and transition region, the contribution of the metals to the electron density is explicitly included, and is updated at each iteration of the density structure. Solar abundances were assumed, and were taken from LINEAR.
The atmospheric model consists of the temperature, hydrogen density, electron density, and microturbulent velocity as a function of column mass. The microturbulent velocity was assumed to be 1 km s _1 at all depth levels, a value that has been used in previous M dwarf chromospheric models (Giampapa, Worden, & Linsky 1982) . A total of 114 grid points were used to define the depth scale from a log column mass (g cm -2 ) of approximately -4 to 2. This was adequate to keep the maximum change in log r v at any frequency less than -0.25 between successive grid points.
We found MULTI to be very stable and quite efficient. When the depth scale (choice of grid point in column mass) was far from optimum, it was sometimes necessary to use a technique known as radiative-collisional switching to obtain convergence of the population numbers and radiation fields (Hummer & Voels 1988) . The technique involves multiplying the initial collisional rates by a very large number, so that collisions dominate the rate equations and the atmosphere is close to LTE. The switching number is then gradually decreased in successive iterations, and the atmosphere is "led" to the non-LTE solution. With the switching turned on, we were always able to get a converged solution, which then allowed us to choose a better depth scale and proceed to an equilibrium solution.
X-Ray Heating and Photoionization
A minor modification to MULTI was necessary in order to compute the heating and hydrogen photoionization rates due to the coronal X-rays. For plane-parallel layers illuminated uniformly from above, the attenuation of the incident radiation is given by F x {r x ) = 2t f exp (-tJli)I x (ii)h dp Jo
where I x is the incident X-ray intensity normal to the surface at wavelength X, from equation ( 8 ). ^ ( r x ) is the second exponential integral evaluated at the current optical depth r x , and F x (r x ) is the flux at wavelength X and optical depth r x . The factor of 27t comes from the angular </> integration assuming azimuthal symmetry. The photoionization rate is j^l c (X)F x y c d\.
We evaluate the integral by summing over the X-ray wavelength bins discussed in § 2.3, thus
where a, is the cross section for photoionization in wavelength bin /. Following the X-ray heating work of Henoux & Nakagawa ( 1977 ) , we use the hydrogen cross section from Brown & Gould ( 1970) for X < 60 À and set <r x = 1.04 X 10-26 X 3 (cm 2 ) for X > 60 À, where X is in angstroms. We also compute the stimulated recombination rate for completeness. The photoionization rates are computed for hydrogen at every iteration of the atmospheric structure, and treated as fixed rates in MULTI.
The computation of the X-ray heating rate does not change the atmospheric structure but is used in conjunction with the cooling rates to determine the empirical temperature adjustments necessary to bring the atmosphere into energy balance. The heating rate at each depth level is calculated after an equilibrium solution has been obtained. Again following Henoux & Nakagawa ( 1977 ) , we consider heating via ionizations of H, He I, He n, and the K-shell electrons of C, N, O, Ne, Mg, Si, and S. They found that the electrons ejected in the first ionization are thermalized within a few kilometers, which is roughly the scale of the depth grid in the chromosphere. We therefore ignore secondary ionizations and assume that the excess energy of the ejected electrons is transformed entirely into heat within the same layer. The heating rate for element j is
where Xj is the ionization potential for element j. Qj has the units ergs cm -3 s" 1 . The cross sections are taken from Marr & West ( 1976) for helium and from Brown & Gould ( 1970) for the heavy elements. We find, as did Henoux & Nakagawa (1977) , that the heavy elements contribute only at wavelengths below 25 À. The principal contribution to the X-ray heating rate at all depths in the chromosphere comes from ionization of neutral helium, with hydrogen and carbon contributing a significant fraction at some depths. The uncertainty in the heating rates is rather large because of the uncertainties in determining the X-ray flux, both from the assumptions about the coronal geometry ( see discussion at the end of § 2.3 ) and from the crude resolution of the X-ray wavelength bins.
Energy Balance
Energy balance is obtained in the chromosphere by demanding that the heating and cooling balance at each depth level. The heating consists of two components: quiescent heating and the X-ray heating. The exact processes by which the quiescent chromosphere is heated are presently unknown, so the quiescent heating rate is determined empirically by equating it with the computed radiative losses from the quiescent model. The quiescent heating rate in the chromosphere and photosphere is held fixed (per particle) in all of the models. We have no way of determining the validity of this assumption, and we note it as an uncertainty in our procedure (but see further discussion in § 3). The X-ray heating is determined from the equilibrium solution of the current model, as discussed above.
The radiative cooling consists of contributions from the hydrogen Unes Lya, Lyß, Ha, Hß, H7, and Hô; the Ca n Unes H, K, and the IR triplet at 8542,8498, and 8662 Á; the Mg n lines h and k\ and the continuum from 600 to 8700 Á. The continuum includes the first three hydrogen continua computed in detail plus all the background processes that occur in this wavelength range. An additional source of radiative cooling is the effectively thin emission-fine radiation from abundant ions such as C I, Si n, and Fe n. These fines are important in the upper chromosphere. We adopt the low-temperature parameterization of the Raymond loss rates used by RC to describe these "metal" losses:
where C l = 3.708 X 10 -22 in cgs units, C 2 = 67,172 K, and Vis the column depth. The volumetric cooling by metal losses is then = n/i h (t){T).
( 24) RC note that at large column depths </>( T) may be quite uncertain because of continuum absorption due to UV fine blanketing.
The final energy-balance equation is ôx-ray ôquies ^lines F ^continuum F ^metals > ( ^ ^ )
where R lines and ^continuum can be negative, if there is net radiative heating by those mechanisms in the layer. This is how "backwarming" by radiation emitted in other layers is accounted for in equation (25) . The empirical temperature adjustment necessary to achieve energy balance was accomplished by determining the discrepancy between heating and cooling at several depths in the atmosphere, estimating temperature changes that would reduce the discrepancies, and fitting a spline to the new temperatures to obtain a smooth temperature profile with column mass. Attempts to determine the temperature changes automatically were unsuccessful because of the extremely nonlinear and nonlocal dependence of the losses on the temperature and density. For convergence, we required a temperature change of less than 1% between successive iterations, and energy balance to better than 10%. As an additional check on the energy balance, the emergent flux from the flare atmosphere was found to be equal to the sum of the emergent flux from the quiescent atmosphere and the total X-ray heating rate integrated over depth to better than 10% for each model. Ten to 20 temperature adjustments were usually necessary to obtain an atmosphere in energy balance. An example showing the relative roles of the energy terms may be seen in Figures 4a and Ab.
PROPERTIES OF THE MODELS
Using the procedures described in § 2, model atmospheres were computed for coronal apex temperatures of 3, 8, 10, 15, and 20 X 10 6 K, which we have denoted as the "QT3," "T8," "TIO," "T15," and "T20" models. The loop length was fixed at L = 10 10 cm in all five models. The QT3 model represents the quiescent (i.e., preflare) atmosphere. The corona and transition region are self-consistent in that model, and the photosphere is taken from Mould's (1976) "old disk" atmospheric models, for a star with T eS = 3500 K, log g = 4.75, and solar abundances. These values for the coronal apex temperature and photospheric parameters were chosen to match the observed values for AD Leo, a dM3.5e star (Ayres et al. 1979; Pettersen 1976 ). However, the chromosphere is simply a linear log T-log column mass relation joining the transition region and the photosphere. The temperature at the top of the chromosphere (the only free parameter) was chosen so that the hydrogen Balmer fine fluxes were as close as possible to the observed values for AD Leo. The model does a poor job of reproducing the Ca n and Mg n fine fluxes, and should be regarded as strictly schematic. (We note in passing that there has been no quiescent M dwarf chromospheric model published that successfully matches both the hydrogen and the Ca n fine fluxes; e.g., Cram & Mullan 1979; Giampapa et al. 1982 .) The quiescent model is used only to determine a nominal quiescent heating rate. Throughout the chromosphere, the heating will be dominated by the soft X-ray contribution in the four flare models, so the actual value of the quiescent heating, though uncertain, does not significantly affect our results. Table 2 fists some properties of the models, including the coronal pressure (from eq. [4]), the conductive flux at 10 5 K (from eq. [14]), the coronal heating rate (from eq. [6]), the total soft X-ray flux incident on the chromosphere, the column depth (from eq. [10]), and the thickness and height above the photosphere of the transition region. Note that the total energy flux deposited in the corona ( = Qco r L) is not exactly equal to F x _ra y . This discrepancy stems from the fact that the X-ray flux Note.-T A = coronal apex temperature; T cñ = effective (photospheric) temperature; N TR = column depth at transition region (T= 2X 10 s K); H TR = height at transition region (T = 2 X 10 s K); A/7 TR = geometrical thickness of transition region; = coronal heating rate; P 0 = coronal and transition-region pressure; F c = conductive flux at 10 s K; F x _ rays = total soft X-ray flux deposited in chromosphere. is computed from the detailed temperature-dependent emissivities given by Raymond & Smith ( 1977) , whereas the coronal model itself is constructed analytically assuming that the radiative loss function A(T) is a single power law in temperature which has been fitted to the coronal losses.
In Table 3 the soft X-ray fluxes incident on the chromosphere are broken down by wavelength range. We found that the radiation was optically thin only in the shortest two or three wavelength bins in our flare atmospheres. In Table 4 the optical depth at the top of the transition region is given at the central wavelength of each X-ray wavelength bin. Note that the longest wavelength bins are quite optically thick high in the noncoronal portion of the model. X-rays in these energy ranges are absorbed high in the atmosphere and thus play no role in heating the chromosphere. This was also noted by Poland, Milkey, & Thompson (1988) . The attenuation of the X-ray flux with optical depth in the longest wavelength bins also results in a difference between the total X-ray flux (computed from eq.
[ 19 ] and given in Table 2 ) and the sum over the wavelength bins of the fluxes into the transition region and chromosphere given in Table 3 . Therefore, when we refer to X-ray heating in the remainder of the paper, we are referring primarily to wavelengths of less than 25 Á, i.e., the shortest wavelength bins.
Figures 1-3 illustrate the soft X-ray heating rate and the temperature and electron density distributions as a function of column mass in the five models. The vertical lines represent the position of the transition region in each model. Several interesting features are apparent in the figures. The top of the quiescent chromosphere has been evaporated in the flare models, forcing the transition region to increasingly deeper layers. Table 2 shows that the transition region also becomes progressively thinner as it gets deeper, although this is not visible at the scale of the figures. These effects were also found by RC. In their models, increasing the conductive flux at fixed coronal pressure resulted in more heating at a given layer, hence greater evaporation and a deeper transition region. Increasing the pressure at a fixed value of the conductive flux resulted in a thinner transition region because of the greater radiative efficiency of the denser atmosphere. In our models, the pressure and conductive flux at 10 5 K are physically related and cannot vary independently, so both effects are seen.
Despite the significant change in the degree of X-ray heating, the temperature at the top of the chromosphere is remarkably constant in all of the flare models. The column mass beyond which few X-rays penetrate (log m 1.2) is marked by a rapid decrease in the temperature, forming a shoulder in the temperature structure. There is also a large amount of temperature minimum region and photospheric heating in the two hottest models, which we discuss further below. To investigate the dominant cooling mechanisms in the chromosphere, we plot in Figure 4 the various constituents of the cooling in the T20 model as a function of (a) column mass and (b) continuum optical depth (r 50 oo). The line cooling (by H i, Ca n, and Mg ii ) is extremely sensitive to the local conditions of temperature and density. As soon as the temperature reaches about 7550 K, these lines become effectively thin and begin cooling the atmosphere very efficiently. Figure 4b shows that the line cooling region, though extremely thin in column mass, covers a significantly greater fraction of the atmosphere when viewed in optical depth. Considerably more heating would be required to raise the upper chromosphere to a higher temperature; RC found that heating fluxes (in their models by a nonthermal electron beam) of some lO^-lO 11 ergs cm -2 s _1 were required to raise the chromospheric temperature above 8000 K, while the largest soft X-ray heating flux (in the T20 model) is only ~9 X 10 9 ergs cm -2 s -1 . Below the line cooling region, cooling takes place primarily through hydrogen recombination radiation in the Balmer and Paschen continua, with the contribution from the metal losses (due to collisionally excited, effectively thin metal lines and recombination continua) playing an important, though not dominant, role in the upper part of the chromosphere. Because the continuum radiation depends only weakly on temperature, large temperature enhancements in the mid-chromosphere are required to balance the X-ray heating. Below the X-ray heating region the temperature drops steeply. These cooler layers are heated by the downward-directed optical and ultraviolet continuum radiation emitted from the upper layers. X-rays therefore indirectly cause temperature enhancements in the layers below where they are absorbed, by the reprocessing of the Xray radiation into a wavelength range which can penetrate deeper into the atmosphere.
These effects were predicted in part by Avrett, Machado, & Kurucz ( 1986) in their semiempirical flare model F3, for the Sun. In this model, which had a steep temperature rise in the chromosphere, the hydrogen recombination radiation was found to dominate the cooling except at the top of the chromosphere. They also noted that significant heating was to be expected in the temperature-minimum region as a result of backwarming by this continuum radiation, and speculated that some temperature enhancement would be possible. Recent measurements of temperature-minimum enhancements in solar flares (Metcalf, Canfield, & Saba 1990) suggest that backheating in the Balmer and Paschen continua is the most likely source of temperature-minimum heating during solar flares. Our models confirm both the semiempirical modeling results and the solar flare observations, and show that the X-ray heating and boundary effects of a hot corona can produce a chromospheric temperature structure similar to F3, although in this case on a dMe star. In addition, RC showed that the energy deposition region in the chromosphere is similar for nonthermal electron heating and X-ray heating. This implies that a similar backheating mechanism would take place in the temperature-minimum region if our models were heated by nonthermal electrons rather than X-rays. Indeed, calculations by Aboudarham & Henoux ( 1986 , 1987 , 1989 have shown that Balmer continuum backheating of the temperature-minimum region and photosphere results from nonthermal electron heating of the chromosphere.
A feature which is readily apparent in Figure 2 is the increase in the photospheric temperature over that of the quiescent atmosphere in our two hottest models. The photospheric temperature increase can be understood quantitatively through simple energy considerations. One can write the surface energy flux through the quiescent photosphere in terms of the quiescent effective temperature r 0 as oTq, where a is the StefanBoltzmann constant. In our flare models, we assume that an energy flux of X-rays, Fx-ray?
1S directed downward into the flare chromosphere. In our discussion above, we find that all of the X-rays are deposited in the chromosphere, and this energy is reprocessed isotropically into UV and optical wavelengths. Half of the reprocessed radiation must be directed downward and be absorbed by the photosphere; the photosphere in turn must reradiate that same energy flux upward, and the effective temperature must increase until it is sufficient to carry both the quiescent surface flux and half the deposited X-ray flux. Thus we can write vTl = |F x . ray + an ,
where T e is the effective temperature of the flare model, and T q = 3500 K is the effective temperature of the quiescent model. From equation (26) we compute effective temperatures of 3500, 3510, 3520, 3620, and 3880 K for the QT3, T8, T10, T15, and T20 models, respectively. To illustrate how well this simple calculation fits the detailed models, we first find the continuum optical depth in the quiescent atmosphere which coincides with the effective temperature of 3500 K; we then find the temperature at this same optical depth in the other flare models. This temperature is 3500, 3509, 3510, 3608, and 3906 K for the same five models. We believe that if RC had incorporated backwarming into their models, they would also have seen a rise in the photospheric temperature when the flare energy flux was sufficiently large. An interesting feature which can be seen in Figure 1 is the large quiescent heating rate which peaks below the photosphere. The quiescent heating rate is designed to balance the net radiative cooling rate in the quiescent atmosphere. We were initially puzzled by this, since we expected the photospheric region to be in radiative equilibrium. However, the photospheric and deeper layers were taken from Mould's stellar atmospheric models, which explicitly include the contribution from convective heat flux. As one progresses deeper into the star, the transport mechanism for the stellar luminosity switches from radiation to convection immediately below the photosphere, resulting in a large radiative flux divergence. Since our static model does not include the convective flux, its neglect shows up as a large subphotospheric quiescent heating rate. The temperature rise in the photospheric and subphotospheric layers that we find in the T15 and T20 models therefore assumes that the underlying stellar luminosity, which is carried by convection, is unaffected by the presence of the flare itself. We feel that this assumption is reasonable, though unproved. The resolution of this question is beyond the scope of this paper.
Figures 5 and 6 illustrate quantitatively the regions in two of the model atmospheres (T10 and T20, respectively) where some important optically thick radiative cooling transitions are formed. The contribution functions as a function of continuum optical depth t 5000 and at several frequencies are plotted for (a) the emission lines Ca n K and Ha and (£) the Balmer and Paschen continua. The contribution function is defined as (Magain 1986) C(logr 5000 ) = ^1(ln 10)t 50 oo -Sexpi--), (27) *5000 \ M / which represents the contribution to the intensity at any frequency per unit optical depth, where we have taken ¡1= \. The figures allow one to visualize where the observed radiation is being emitted at different frequencies in each transition. In Figure 7 the resulting fine profiles for (û) Ca n K and (b) Ha are depicted for the T10 model. The wavelengths corresponding to the frequencies in Figure 5 are indicated. Figure 8 is the same plot for the T20 model. Most of the Ca n K and the Ha radiation is formed at similar depths, around log r 5000 = -4. The T20 model shows some Stark broadening of the Ha line. The Ha profile is in fact quite similar to that produced in model 2 of Cram & Woods ( 1982) . As they discuss, the electron density at the formation depth of the line wings is not large enough to produce the extremely broad wings found, for example, in their model 3, which has a relatively hotter, denser To facilitate the comparison of our models with observations of flares, we compile in Table 5 the surface fluxes in some important emission lines for each model. To obtain the values for N v, C iv, Si iv, Si m, and C n (which were not computed in the chromospheric calculation), we use the results of equations ( 33a)-( 33e) in § 4.1, together with the coronal pressures from Table 2 .
In Table 6 we give the computed surface flux in the continuum at several wavelengths. We have also convolved our model spectra with the filter response curves (Lemla 1982) , and present the surface fluxes in the Johnson U,B, F, and R filters. The filter fluxes may be changed to magnitudes using the calibration of Johnson ( 1966 upper chromosphere. (Similarly broad wings are often observed during flares.) Because the temperature at the top of the chromosphere never exceeds ~7600 K in any of our flare models, the Ca n lines are stronger than the hydrogen Balmer lines, in contrast to what is generally seen in stellar flare observations. A significant amount of column mass would have to exist at temperatures closer to ~ 10 4 K in order to boost the hydrogen emission above that of Ca n and Mg n.
The continuum spectral distributions are shown in Figure 9 for all five models. The wavelengths corresponding to the frequencies shown in Figures 5 and 6 are indicated. The effect of the large temperature increase in the mid-and lower chromosphere, which was necessary to obtain energy balance with the soft X-ray heating, is clearly evident. The cooling by the Balmer and Paschen continua in this region (seen in Figs. 5c and 5d and 6 c and 6d at log T5000
2) results in the pronounced Balmer and Paschen jumps observed in the model spectra. In addition, the backwarming from this region heats the photosphere and results in increased radiation at all wavelengths. neous ultraviolet spectroscopy was obtained with the International Ultraviolet Explorer {IUE) satellite. The flare radiated more than 10 34 ergs in the optical and ultraviolet wavelength ^ regions, and lasted more than 4 hours. See Hawley ( 1989 ) and ^ Hawley & Pettersen (1991) for a detailed discussion of the observations. "g We begin in § 4.1 with a comparison of the transition-region ° line fluxes observed by IUE (the resonance Unes of N v, C iv, ^ Si iv, Si m, and C n ) and the fluxes computed using our theoret-«> 0 ical model of the transition region outlined in § 2.4. These Unes ^ were observed with the short-wavelength camera for the first § 900 s of the flare, during the impulsive phase. Although our ^ atmospheric models were constructed with the gradual phase S in mind, Fisher, Canfield, & McClymont (1985a,b) demon-* § strated that following a brief, initial period of "explosive" evaporation, the structure of the flare transition region seems to be accurately represented by the model of § 2.4, even under conditions of intense nonthermal electron bombardment when the atmosphere as a whole is far from hydrostatic equilibrium. This is because the transition region is extremely thin, so the assumption that the transition-region pressure is uniform is b We believe the Si iv fluxes are not trustworthy, because of the large uncertainties in published ionization equilibrium curves. very robust. We will assume in our analysis that the transitionregion pressure is equal to the coronal pressure (which might not Jbe true during the impulsive phase); we note this as an uncertainty.
In § 4.2 we take the ratios of some optical and UV lines relative to H7 as determined from our models and compare them with observations of the same line ratios during both the impulsive and the gradual phases. The results from this comparison are summarized in Table 7 . We also compute the ratio of the higher order Balmer lines to H7 (the "Balmer decre- In § 4.3 we compare the theoretical and observed optical and UV continuum spectra. The discrepancy between the observations and the models is greatest in the continuum. We discuss possible emission mechanisms for the observed continuum emission, and speculate that the energy source for the continuum that is actually observed in the AD Leo flare is reprocessing of intense U V and EU V line emission formed at the top of the chromosphere by the lower chromosphere and photosphere. In contrast, the continuum emission in the models is produced by the reprocessing of hydrogen bound-free continuum emission from the upper and mid-chromosphere.
Finally, in § 4.4, we discuss the coronal temperature evolution during the flare. Our approach is to use the coronal loop model of FH to predict the coronal evolution based on the flare energetics and timing information obtained from the observations. We then compare it with the coronal evolution inferred using the chromospheric models of this paper and the observed H7 and Ca n K line fluxes.
Analysis of UV Lines
The total flux in each of the optically thin UV lines observed during the AD Leo flare can be expressed in terms of an emission measure distribution for the line. The observed fluxes at Earth are converted into average surface fluxes over the star by multiplying them by the factor d 2 /Rl, where d is the distance to the star (rf = 1.505 X 10 19 cm; Pettersen 1976) and R* is the radius of the star (R* = 3.08 X 10 10 cm; Pettersen 1980). We can also express the average stellar surface flux F as F = ^G(T)E m (T), where G(T) contains the abundance and atomic physics information necessary to determine the temperature-dependent part of the line emissivity, E M ( T) is the emis- sion measure (= f n 2 e dz) of plasma at temperature T that would be required to yield the observed surface flux, and the factor of \ accounts for the downward-directed half of the optically thin luminosity that is presumably absorbed by the star. The integration variable z in E M represents radial distance above the stellar surface. This average surface flux calculation assumes that surfaces of constant temperature and density are arranged in spherically symmetric shells of radius R*, normal to the radius vector.
For each of the five emission lines we have analyzed (N y \X1238, 1241, C iv XXI549, 1551, Si iv XX1392, 1401, Si m XI206, and C11 XX1336, 1337), we plot in Figure 10 the emission measure E M { T) near the temperature of the peak of the emissivity function G(T) \ because the product of G{T) and E m (T) must be proportional to the observationally inferred surface flux, they are reciprocally related. (Note that the emission measures in Fig. 10 must be divided by an estimate of the fractional flare area coverage in order to find the emission measure over the flaring portion of the star.) It is also possible to estimate the electron density in the flaring region by taking ratios of fines whose emissivity is proportional to n 2 e to those whose emissivity is proportional to n e . Unfortunately, the long-wavelength end of the SWP spectrum which contains the fines most commonly used for this purpose (the intersystem C m] 1909 Â and Si m] 1892 Á fines) was completely saturated by the flare; we were therefore unable to make a direct density measurement. However, one can indirectly infer densities using the "pressure gauge" relations derived below.
To compute the model emissivities, we have used the optically thin, colfisionally excited "coronal" approximation to estimate the cooling rate for each fine. Specifically, we can write the energy emissivity per unit volume for a resonance fine as R = n e n h X el <S> iOD (T)(t>Mí-'r X lO"
3 )/^-1 / 2 X exp ( -«/kT)e/e eV , (28) where e and € eV are the energy of the transition in ergs and electron volts, respectively; X el is the elemental abundance relative to hydrogen; /and g are the oscillator strength and average Gaunt factor for the resonance fine transition; 0, is the relative population of the ground state of the ion; a = A2\I(A 1X + C 21 ) is the probability of an excitation leading to a photon; <ï> ion ( T) is the fraction of the given element in the ionization stage responsible for the resonance fine; T is the temperature in K; and n e and n h are the number densities of electrons and hydrogen nuclei, respectively. The form for the collisional rate incorporated in equation (28) is that of Cochrane & McWhirter (1983) or Allen (1976, p. 42) . The quantity G(T) discussed above can be extracted from 
ful approximation z(T) ~ min {max [2.4(log 10 T-4.275), 0], 2). To compute the line fluxes from our theoretical models, we write
where n 2 e T \dT/dz\ (31) is the so-called differential entission measure and is defined here so that it has the same units as the observationally determined quantity E M { T). Again, the factor of | accounts for the downward-directed half of the emitted radiation presumably being absorbed by the star. The motivation for computing the differential emission measure from a theoretical model is that if the model faithfully reproduces the true atmospheric structure, then £( T) should follow the same general trend as that indicated by the sequence of E M ( T) curves. It is assumed implicitly in equation (31) that surfaces of constant temperature and density are normal to the coordinate z measuring distance along the leg of our coronal loop, which we have assumed is in the radial direction. It is a straightforward matter to compute £( T) from our theoretically computed model of the transition region described in § 2.4. We find by incorporating the equation of state (3) in the energy equation (11) and integrating once that keeping in mind that we have defined the emission measure in terms of «^rather than n/i h . The quantities and a are taken to be unity for the five lines under discussion. Abundances X el of carbon, silicon, and nitrogen relative to hydrogen are taken to be the solar photospheric values of 4.65 X 10 -4 , 3.69 X 10 -5 , and 8.30 X 10" 5 , respectively (Meyer 1985) . To determine the relevant ion population $ ion of each element, we used the ionization equilibrium tables in Arnaud & Rothenflug ( 1985 ) , together with a cubic spline interpolation to determine the dependence of log population on log T. For the C rv and N v lines, we use oscillator strengths of /= 0.286 and / = 0.235, respectively, and Gaunt factors g = 0.70 and g = 0.80, respectively (Cochrane & McWhirter 1983) . For the Si m line, we use /= 1.70 and g = 0.34 (Dupree 1972) , and for Si rv, /= 0.719 (Flower & Nussbaumer 1975) and g = 0.55 (Dupree 1972 ) . To determine the oscillator strength for C n, we use the collision strength 1Î = 6.5 given in Linsky et al. ( 1989) , which yields fg = 0.153 from the relation ß = SttcoJ^/ÎS 17^^) , where is the statistical weight of the ground state ( coj = 2 for C n) and is the transition energy in rydbergs (see, e.g., Parkinson 1987) . For those lines which are doublets ( all but Si m), the collisional rates are summed over both components of the doublet. The quantity z( the number of electrons contributed per helium atom) varies from near zero at log T = 4.3 to near 2 at log T = 5.1 ; we assume T = 0.1. We determine z for each line from the helium ionization tables in Arnaud & Rothenflug (1985) . We find empirically from these tables the use-
where X( T) is given by equation (13). The quantity r = ( 1 + zY) 3/2 /[l + ^( 1 + z)Y] accounts for the contribution of helium to the electron density and to the pressure, and varies from 0.95 (log r< 4.3 ) to 1.14 (log T> 5.1 ). Note that £( T) is simply proportional to the pressure. The dash-dot curve in Figure 10 represents the computed £( T) curve for an assumed average pressure over the star of 139 dynes cm -2 . As is true with the observations, one must divide the £( T) curve in the figure by an estimate for the fractional flare area coverage X to find the {¡(T) curve for the flaring portion of the star. Since £( T) is proportional to the pressure, the pressure in the flaring region must also go up by the factor 1 /X.
From the shape of the £( T) curve, it is clear that by adjusting the pressure, the model can be made to fit the flare observations quite well for the N v, C rv, Si m, and C n lines. It cannot, however, simultaneously fit these lines and also fit the Si rv data; in fact, it is unlikely that any model could fit all five tines, since the emission measure curve for Si rv sits far above the other curves. This same difficulty with Si rv is evident in several other solar and stellar flare observations (e.g., Fig. 9 of Linsky et al. 1989 ; Fig. 5 of Underwood et al. 1978 ) and suggests to us that there is a problem with our understanding of the physics of this ion, at least during flaring conditions. Assuming that the oscillator strength and Gaunt factors are correct, the problem could be due either to an incorrect value of the silicon abundance or to an incorrect evaluation of the Si iv ionization equilibrium. Since the Si m emission measure fits well with that from C n, C rv, and N v, we feel that it is unlikely that the problem is due to an incorrect estimate of the solar abundance of sihcon. Moreover, there is a great deal of discrepancy between published ionization equilibrium curves for the Si iv ion [there is an order of magnitude scatter in the published values of the peak of $ion(^) for Si rv; see Arnaud & Rothenflug 1985; Shull & Van Steenberg 1982; Jacobs et al. 1977; Jordan 1969) . We suggest that the ionization equilibrium of this ion is still not adequately understood. If the peak of $ ion ( T) for Si rv were closer to unity (it is only ~0.3 in the largest published case, that of Amaud & Rothenflug 1985) or had a broader distribution with temperature, the emissionmeasure curve would be more consistent with those from the other UV fines in the AD Leo flare and in other flares.
The Si rv data notwithstanding, it appears that the theoretical curve agrees with the other UV fine data very well for a physically reasonable value of the pressure. If our transitionregion model is correct, then each of the UV fines can be used as a transition-region "pressure gauge"; one merely needs to perform the integral in equation (30) to find the numerical relationship between the average surface flux and the pressure. As always, the flare area coverage must be factored into the relationship. We find F Nv = 4.366 X 10 3 XP,
F Clv = 2.722 X 10 4 XP,
F SiIV = 2.651 X 10 3 XP,
F Siin = 5.643 X 10 3 Xi\ (33d) and F Cn = 1.549 X 10 4 ZP,
where the fine fluxes are in units of ergs cm -2 s -1 , the flare pressure P is in units of dynes cm -2 , and the flare area coverage X is in units of the total area of the star {X would be the filling factor for resolved solar observations). Because of the disagreement between the E M (T) curve for Si rv and those for the other fines, we feel that equation (33c) is incorrect, but we leave it for the sake of completeness. These are the expressions that were used to compute the theoretical UV fine fluxes given in Table 5 for each model flare atmosphere. As an application of these "pressure gauge" relations, we used equations (33a), (33b), (33d), and (33e) to compute the product XPfrom the N v, C rv, Si m, and C n surface fluxes for the AD Leo flare (see Table 3 of Hawley & Pettersen 1991) . We find values of 158.7, 168.6, 144.1, and 84.6 dynes cm -2 from the four fine fluxes, respectively. The resulting average value of 139 dynes cm -2 was then used to compute the theoretical £( T) curve in Figure  10 . Interestingly, if our model is correct, then it is clear by comparing equations (33a)-(33e) and equation ( 14) that one can also use the individual fine fluxes to determine the conductive flux in the flare transition region at any temperature; for example, the relationship between the C rv fine flux in the flaring region and the conductive flux at 10 5 K is T = 10
In FH we estimate that the coronal pressure reaches a maximum of roughly 500 dynes cm -2 during the AD Leo flare. It is encouraging that the coverage factor needed to make the transition-region model consistent with this pressure, i.e., ~25%, is not significantly different (considering the observational uncertainties) from that determined using the chromospheric observations (Hawley 1989 and below), i.e., ~10%.
Finally, we believe that the AD Leo flare observations represent the first time that the transition-region emission measure has been shown to be consistent with one of the simplest physical models of the transition region, namely, conductive heating balancing optically thin losses. Observations of transitionregion fines nearly always show a steep increase of the emission measure as the temperature drops below 10 5 K, especially in the quiescent state of cool stars and the Sun (e.g., Jordan et al. 1987; Linsky et al. 1989) . Numerous physical models other than the simple one described here have been proposed to explain this behavior, e.g., "cool loops" (Antiochos & Noci 1986) ; thin, filamentary currents-"toaster wires"-in the low atmosphere (Rabin & Moore 1984) ; or, most recently, ambipolar diffusion (Fontenla, Avrett, & Loeser 1990) , a mechanism which is likely to be quite important in the lower transition region. However, in the AD Leo flare, the emission measure shows, if anything, a slight decrease as the temperature drops below 10 5 K. During flares, the increase in coronal temperature to values of several times 10 7 K must result in an immense increase in the conductive heat flux from the corona into the chromosphere. Once the flare reaches its peak after substantial evaporation of the chromosphere, it seems inevitable that both thermal conduction and optically thin losses from the corona and transition region must become important in the energy equation. Our conjecture is that during the AD Leo flare, emission from the flare transition region swamps that from all other sources, resulting in good agreement with the simple model given by equation (32).
Optical and UV Line Ratios
In Table 7 (p. 607) we present the ratios of several of the most important chromospheric and transition-region fines to the Hy fine as computed from the models (see Table 5 ), together with the observed ratios obtained during the AD Leo flare impulsive and gradual phases, and the ratios averaged over the entire flare.
The Balmer decrement (ratio of high-order Balmer fines to Hy ) through H12 is included for each model, although observations are available only through H9 (higher order fines were observed but could not be reliably measured; see Hawley & Pettersen 1991 ) . In order to determine the Balmer decrement, we computed solutions to the statistical equilibrium and radiation transport equations for hydrogen using a 12 level plus continuum atom. The colfisional rates for the 12 level atom are from Giovanardi et al. ( 1987) and were incorporated into MULTI using the prescription of Storey & Hummer ( 1991 ) . These rates are somewhat different from those employed with the 6 level plus continuum hydrogen atom that was used to determine the equilibrium atmospheric structure. The electron density was reduced by as much as 30% in the atmospheres when we used the Giovanardi et al. ( 1987) rates, resulting in a decrease in the observed line fluxes by a few percent in most cases and as much as 50% in the worst case. The problem is most severe for the cooler T A atmospheres and for the lower order lines, since in those cases the lines are the furthest from LTE and the line flux is essentially proportional to the upward collision rates. Since the results obtained with a 6 level plus continuum atom using the Giovanardi et al. ( 1987) rates were indistinguishable from those obtained with the 12 level plus continuum atom, we feel that it is the rates themselves, and not the addition of 6 extra levels, that cause the discrepancy. The models used to calculate the Balmer decrement in Table 7 are therefore not completely self-consistent, since the cooling rates, and hence the energy balance, will change as the electron density changes. However, since the ionized fraction and cooling rate of the hydrogen lines are extremely temperature-sensitive, we expect that changing the temperature structure to bring the models into energy balance with the different rates would result in only slight chromospheric temperature changes. Since we believe that the collisional rates are uncertain at the level of this discrepancy, we have not recomputed the equilibrium structure in energy balance with the Giovanardi et al. ( 1987) rates.
It is clear from Table 7 that no single atmospheric model can fit all of the observed line ratios during either phase of the flare. For example, a hot model such as T20 is required to fit the transition-region UV line ratios (C iv/Hy, C 11/H7). The intermediate T8-T10 models do a good job of reproducing the observed Balmer decrements, while all of the models produce too much flux in Ca 11 and Mg 11 relative to hydrogen to match the observed line ratios. It is possible that a hotter model, with Ta > 20 X 10 6 K, would match these observed ratios, since more intense heating of the upper chromosphere will preferentially raise the hydrogen emission over the Ca 11 or Mg 11 emission. The hydrogen lines observed during the flare were also much broader than those computed from even the T20 model. If Stark broadening is the principal broadening mechanism, the upper chromosphere must be somewhat hotter in order to produce enough broadening to explain those observations. We suggest that the Ca 11/H7 ratio could be more easily explained if there were an additional heating source near the top of the chromosphere, such as nonthermal electrons incident from the flaring corona.
The Continuum Spectrum
The discrepancy between the optical and UV continuum observed during the flare and that computed from the models is striking. The models show that there is enhanced continuum emission above that of the quiescent star, but that the continuum spectrum is red and decreases toward the blue. Furthermore, the models predict a very large Balmer jump, which is caused by the large flux in optically thin Balmer emission from the mid-chromosphere. In contrast, the observations show that the continuum spectrum increases toward the blue, that there is little ( if any) observed Balmer jump, and that the peak in the spectrum occurs somewhere in the 3000-3500 Á region. We therefore conclude that the source of the optical and UV continuum in the flare is not a chromospheric and photospheric structure similar to the ones we have computed, as we discuss in more detail in § 4.3.1 below.
In the past, the continuum in stellar flares has been fitted to various emission models, including hydrogen recombination radiation (e.g., Kunkel 1970) , optically thin free-free emission from a hot (T ~ 10 7 K) coronal source (e.g., Mullan 1977; Giampapa 1983) , and blackbody radiation from a plasma with a temperature near 10 4 K (e.g., Giampapa 1983; Kahler et al. 1982; Mochnacki & Zirin 1980 ). In Figure 11 we compare the observed flare continuum with a fit to the T20 atmospheric model of this paper, a free-free fit, and a blackbody fit, at four different phases of the flare. The fits are normalized by forcing the computed flare luminosity from each continuum emission mechanism to be equal to the observed value during that time period. We first discuss the details of how the luminosities are determined from the observations; then in § § 4.3.1 -4.3.3 we discuss the fits to each of the emission models in turn, and finally in § 4.3.4 we discuss the implications of the good agreement we obtain between the observations and the blackbody emission mechanism.
The observed optical continuum fluxes are binned in time to coincide with the observing periods of the IUE cameras during the flare; these correspond to 0-900, 900-1500, 1500-4000, and 4000-7000 s. These time bins correspond to the four panels in Figure 11 . We define the total observed continuum flare luminosity L obs in each time and wavelength (SWP, LWP, U, £, V,R) bin to be Aird 2 multiplied by the energy flux observed at Earth (in ergs cm -2 s _1 ) in each of the continuum wavelength bins. The details of how the continuum flux was obtained in the two UV channels are described in Hawley & Pettersen ( 1991 ) . We define the average surface flux in each continuum band to be the observed luminosity for that band divided by the total stellar surface area (=47rRüc), and then divided by the equivalent width (in Á) of that band. These average surface fluxes are given by the squares in each time panel of Figure 11 . To match the observations with each emission model, we also define in each time bin the total optical and UV flare luminosity L tot equal to the sum over the six wavelength bins of L obs .
Comparison of Observations with the T20 Model
Hydrogen recombination radiation is characterized by a strong Balmer jump and rapidly decreasing emission toward wavelengths shorter than 3646 Á. The theoretical models ( especially the T20 model) we have described in § § 2 and 3 provide good examples of continuum emission dominated by recombination ( see Fig. 9 ). In order to fit our model calculations to the observations, we first convolve the theoretically computed spectrum with the U, B, V, R filter response functions and with the SWP and LWP windows to determine the energy flux in each continuum wavelength band. The energy fluxes are summed over all the wavelength bins and multiplied by the stellar surface area, resulting in a total theoretical luminosity, Ltheor ; this quantity can then be compared directly with its observational counterpart, L tot . The ratio X T20 = L tot /L theor is the stellar coverage factor necessary for the theoretical model to explain the total observed luminosity. Multiplying the theoretical surface fluxes (which we average over the filter response functions) by X T2 q then provides our fit of the theoretical model to the observations. The fits to the T20 model are shown by the dot-dash curves in Figure 11 . The coverage factors X T2 q for each panel are 17%, 21%, 4%, and 0.8%, respectively. Although the coverage factors near flare peak are similar to the coverage factors estimated for fine emission (10%), the model is clearly a very poor spectral match to the observations. The observations show a peak in the spectrum around 3000 Á and no evidence of a Balmer jump, while the theoretical model shows a sizable Balmer jump and a peak in the spectrum toward the red. We therefore feel that hydrogen recombination radiation alone cannot explain the observed flare continuum, although it may be observable during some flares.
Comparison of Observations with the Free-Free Emission Model
Free-free emission from a hot (T ~ 10 7 K) plasma has the property that the optical emissivity per unit wavelength rises steeply into the blue (<x = «,X c\ 2 ~ \ 2 ) as is characteristic of stellar flares; this has made it an appealing continuum model in past investigations of stellar flares. In order to compare this emission mechanism with the observations, we first note that the emissivity is proportional to /z 2 , so that the total emitted luminosity must be proportional to the coronal emission measure EM = / rt^dV. Thus, the theoretical luminosity in each of the observed continuum bands can be easily computed by convolving the window functions or filter response functions with G x , where G x = eJn 2 e (G\ may be found from, e.g., Rybicki & Lightman 1979) , and then multiplying by EM. The total theoretical luminosity can then be obtained by summing over the wavelength bands; half of this quantity can be equated to the total observed luminosity, L tot , to determine the emission measure EM. The factor of ^ originates from assuming that the downward-directed half of the theoretical luminosity is absorbed by the star. Once the emission measure has been determined, the theoretical average monochromatic surface flux is given by F x = ^[1 /(47tR*)] EM X G x . This flux is then averaged over the continuum bandpasses to yield the shortdashed curves in Figure 11 . The values of log EM (cm -3 ) derived for the free-free emission mechanism are 55. 95, 56.06, 55.32, and 54.64 for the four time bins of the flare, respectively.
Comparison of the dashed curves with the observations (squares) shows that although the wavelength dependence is quite similar in the optical portion of the spectrum, the UV observations show a steep decrease above 3000 Â, in contrast to what the free-free model predicts. Moreover, the coronal emission measures predicted by that model are rather large. If we were to make generous assumptions about both the flare volume and the coronal density (i.e., assume that the coronal flare volume is 10 30 cm 3 ae L 3 and the coronal density is 10 12 cm -3 ), this would result in log EM ae 54, which is still smaller by a factor of 100 than what we infer from the free-free model near flare maximum. Although the difference is not so great that we can rule out the model categorically on these grounds alone, it does require very dense coronal conditions. An additional test of the free-free model is to compare the observed and predicted ratios of optical to X-ray luminosity in a stellar flare for which both have been observed. The ratio of the optical luminosity radiated in a photon energy range E x to E 2 to the total luminosity is given approximately by AE/(kT), where we have assumed that E l ,E 1 < kT, and Ù& = E 2 -E x . Since for T ^ 10 7 K most of the free-free radiation will take the form of X-rays (i.e., thermal bremsstrahlung), the ratio of optical luminosity to the free-free X-ray luminosity will be roughly equal to the ratio of optical to total free-free luminosity. For a wavelength range spanning 1600-8000 Á and T = 10 7 K, this results in a predicted luminosity ratio of roughly 0.007, the "James Bond" ratio. Since real X-ray emission from a plasma of 10 7 K would also include a substantial amount of Une radiation, this ratio is probably an upper bound. Two flares for which both continuum measurements and X-rays were obtained are the flares on YZ CMi described in Kahler et al. ( 1982) and Doyle et al. ( 1988) , for which the ratio of Uband to X-ray-radiated energy was found to be 0.13 and 1.6, respectively. This differs substantially from the predicted value of0.007. Since the total UV and optical continuum luminosity must be at least as great as that in the i/band alone, the ratio of the total optical and UV luminosity to that in X-rays was probably even larger.
Considering the disagreement with the observed spectral shape in the UV wavelength range, the large predicted emission measures, and the small predicted ratio of optical to X-ray luminosity, we find it difficult to reconcile the formation of the optical and UV flare continuum with the free-free emission model.
Comparison of Observations with the Blackbody Model
The last emission mechanism we attempt to fit to the observations is a blackbody. We first convolve the Planck function for an assumed temperature T bb with the filter response and window functions to compute the flare energy flux in each of the bandpasses. These are summed over all the bandpasses, and the result is multiplied by the stellar surface area to compute a theoretical luminosity. The observed-to-theoretical luminosity ratio then determines the area coverage factor X for the blackbody fit to the data; the solid curves in Figure 11 are computed by multiplying the bandpass-averaged Planck functions by X. The temperature T bb is then varied and the process repeated until the optimum blackbody fit to the observations is found. The blackbody temperatures and coverage factors which give the best fits to the observations are indicated in each panel of Figure 11 . We find that over both the impulsive and the gradual phases, the optical and ultraviolet continuum is fitted reasonably well by a blackbody with a color temperature between 8400 and 9500 K, as can be seen in Figure 11 . The fractional area coverage for the blackbody varies between approximately 0.5% near the peak of the impulsive phase and approximately 0.02% during the last stage of continuum emission (about halfway through the gradual phase). Since the energy flux emitted from a blackbody depends only on its temperature, this implies that the decrease in continuum emission corresponds primarily to a decrease in flare area rather than a decrease in energy flux. We note that both Kahler et al. ( 1982) and Mochnacki & Zirin (1980) obtained similar blackbody color temperatures for much less energetic flares.
Implications of the Blackbody Emission Spectrum
The success of the blackbody hypothesis in fitting the continuum leads to an apparent difficulty with standard models of heating that are invoked in, e.g., solar flares. First, the only viable location for a blackbody is at the stellar photosphere; there is simply not enough opacity within the chromosphere for a blackbody spectrum to form, even within the exceedingly dense "chromospheric condensations" which can be created during the impulsive phase. Second, none of the currently fashionable particle heating mechanisms (energetic electrons or protons) can reach the photosphere directly with any efficiency (see, e.g., Machado, Emslie, & Brown 1978) . Furthermore, other photospheric flare heating mechanisms (e.g., electric currents or heating by Alfvén waves) have been shown to be either ineffective or inconsistent with observations in solar flares (Metcalf et al. 1990) .
If one accepts the blackbody hypothesis, then the problem is how to transport a sufficient amount of energy to the photosphere to maintain a blackbody energy flux at 8500-9500 K. Our suggestion is that the primary energy source for the continuum emission is in fact a flux of energetic particles. However, rather than require that the energy be deposited directly in the photosphere, we suggest that an intense beam of electrons or protons is deposited near the top of the flare chromosphere. Radiation hydrodynamic simulations have shown that nearly all of the energy deposited by energetic electrons is balanced by optically thin "metal" losses (Fisher, Canfield, & McClymont 1985c) . Metal losses at the chromospheric temperatures found in these simulations generally consist of UV / EUV lines in the 300-3000 Â range. Half of this radiation is emitted upward, but half must be emitted downward. The upper and mid-chromosphere is optically thin in the continuum through much of this wavelength region, allowing the radiation to pass unimpeded to the temperature minimum region or photosphere. Neidig (1991) has suggested that even the nominally optically thick portions of the spectrum might be forced to be optically thin in the chromosphere through photoionization of the background absorbers by the EUV and UV lines, allowing the radiation to penetrate deep into the atmosphere. If one assumes that the downward-directed half of the metal losses is absorbed by the photosphere, then the photosphere must increase its effective temperature until the blackbody flux balances backheating by the metal losses. In a manner reminiscent of the relationship we found between the X-ray flux and the photospheric temperature in our model chromospheres (see discussion surrounding eq. [26] in § 3), we find an analogous relationship between the flux of nonthermal electrons and the blackbody temperature, i.e., = +
where again T 0 is the quiescent stellar effective temperature (here 3500 K), and is the energy flux of nonthermal electrons. T bb ~ 8500-9500 K imphes a flare energy flux of ^flare (4-9) X 10 11 ergs cm 2 s 1 , which is at or somewhat above the upper Emit for energetic electron energy fluxes determined from hard X-rays in energetic solar flares. Observational evidence in support of the metal line backheating hy-pothesis may be found in the large flux of UV lines and bound-free continua (above the nominal continuum level) seen in the LWP spectrum during the 1985 April 12 flare (Hawley & Pettersen 1991, Fig. 5a ).
We note that there is a significant difference between the flare area coverage inferred from the chromospheric fine emission and that inferred from the continuum (~10% versus ~0.02%-0.5%). We suggest that the reason for this is that the flare is evolving in a manner similar to "two-ribbon" solar flares; the most intense energy release and particle acceleration is occurring along the outermost edges of the ribbons (Svestka, Martin, & Kopp 1980) , where magnetic field lines are reconnecting from a relatively open configuration into shorter closed loops (e.g., Sturrock 1966; Kopp & Pneumann 1976; Moore 1988; Martens & Kuin 1989) . We hypothesize that the brightest continuum is formed only at the outer edges of the ribbons. The continuum energy flux is therefore directly proportional to the impulsive phase flare energy flux. The interior of each of the two ribbons, on the other hand, coincides with the footpoints of hot, dense coronal loops which have been formed as a result of reconnection. Since these loops have been undergoing chromospheric evaporation, the coronal pressure and emission measure will depend on the time integral (rather than the instantaneous value) of the flare energy flux. The optically thick chromospheric fines (e.g., Ca n K) are sensitive to the coronal pressure and X-ray flux, and hence mirror the behavior of the coronal parameters. This scenario provides a qualitative explanation for both the longer rise and the slower decay of the chromospheric fines compared with the continuum, as well as their larger coverage factors.
Finally, we propose that some "white-fight" flares on the Sun may be caused by the same mechanism we have proposed for the 1985 April 12 flare on AD Leo, namely, UV and EUV backwarming driven by nonthermal electron heating of the upper chromosphere (a similar suggestion has been made by Machado, Emsfie, & Avrett 1989) . There are several pieces of evidence that support this idea. First, the time variability of white-light emission has been shown to correlate with that of hard X-rays (e.g., Kane et al. 1985; Canfield et al. 1986; Neidig 1990) . Since the radiative cooling time of the upper chromosphere during flares is quite short (Fisher et al. 1985c) , the luminosity in the metal losses should track the hard X-ray flux faithfully in time. Second, the energy flux inferred in the continuum during white-light flares is similar to the energy flux in nonthermal electrons inferred from hard X-rays (Kane et al. 1985) . Third, the color of white-light flares is often observed to be quite blue (Zirin 1988, p. 361 ) and does not always show a significant Balmer jump, features quite similar to the optical spectra of stellar flares.
Coronal Temperature Evolution
Assuming that our chromospheric models apply to the AD Leo flare, we can estimate the coronal temperature evolution from the observed chromospheric fine fluxes by using a simple inversion procedure. The model results in Tables 5 and 6 form a set of relationships between individual line fluxes and the coronal apex temperature T A . With an assumed area coverage of the flare loop, the observed fluxes may be inverted through the models to obtain the coronal temperature evolution required to reproduce the observations. The coronal temperatures required by different chromospheric emission fines may then be compared with each other and with the observed coronal temperatures (e.g., through soft X-ray observations) and/or those found using models of coronal loop evolution (e.g., FH). Figure 12 shows the predicted coronal apex temperature obtained from the Ca n K {triangles) and Hy {squares) observations for the AD Leo flare, where we have converted the observed fluxes at Earth into surface fluxes from the star, assuming a flare area coverage of 10%. The magnitudes of the temperature inferred from the two chromospheric emission fines differs somewhat, although the temporal behavior predicted by the two fines is similar. As noted in § 4.2, there is relatively too much Ca n K compared with Hy predicted by the models at a given coronal temperature; thus the coronal temperatures inferred from the Ca n K flux are consistently lower than those inferred from Hy.
We are unable to determine the coronal temperature directly for the AD Leo flare, since we have no X-ray observations available. However, the predicted temperatures, which are in the range of ( 10-30) X 10 6 K, are consistent with those observed on other stellar (e.g., Haisch et al. 1983 ) and solar (e.g., Antonucci, Gabriel, & Dennis 1984) flares. In FH we developed a simple model for the evolution of a coronal loop if the temporal behavior of the spatially averaged coronal heating rate ( Q( 0 ) is known. The model allows one to predict the time dependence of the coronal temperature, the coronal emission measure, and the coronal pressure. For the AD Leo flare, FH determined (0(0) by first assuming that the total flare energy deposited in the coronal volume was roughly equal Fig. 12. -Predicted coronal evolution for the 1985 April 12 flare on AD Leo. The solid and dashed curves show the time evolution of the average coronal temperature and the equivalent static loop apex temperature, respectively, from the FH loop model. The squares and triangles represent the coronal temperature as determined from inverting the Hy and Ca n K lines fluxes, respectively, through the atmospheric models of this paper.
to that radiated from the chromosphere and photosphere. This resulted in a time-integrated coronal energy deposition of ~3000 ergs cm -3 . Then, using the temporal behavior of the i/-band light curve and the line fluxes as a rough guide, FH assumed that the flare heating rate increased approximately linearly in time for 500 s, and then decayed exponentially on a time scale of 2000 s. These parameters are sufficient to define (0(0) in the FH loop model, which then gives the coronal temperature evolution shown as the solid and dashed curves in Figure 12 . The solid curve shows the coronal temperature averaged over the loop, T c , and the dashed curve shows the "equivalent static loop" apex temperature T A * (a quantity defined in FH). Note that the shape and duration of the coronal temperature determined from the chromospheric observations matches the predictions of the loop model quite well for the first 6000 s of the flare; there is even good quantitative agreement between the loop model and the coronal temperature predicted by the H7 line. However, the coronal loop model predicts that the continued decrease in the coronal heating rate in conjunction with high coronal densities will result in a precipitous drop in the coronal temperature late in the flare, which is not consistent with the temperatures inferred from the chromospheric observations. As we pointed out in § 4.3, we believe the reason for this is that giant flares (such as the AD Leo flare) are probably analogous to large two-ribbon solar flares, and therefore involve the continuous formation of freshly heated loops. Thus the evolution of the coronal plasma is better described by an ensemble of loops being heated at different times rather than by a single evolving loop.
SUMMARY
We have computed a sequence of five atmospheric models to facilitate the analysis and interpretation of flares on M dwarf stars. Our models are based on the premise that the flare energy release is confined to the coronal portion of a static loop, and that the transition region, chromosphere, and photosphere respond indirectly to the coronal heating through chromospheric evaporation and heating by the coronal X-rays. These models represent the first quantitative attempts to model a stellar flare using physical heating mechanisms, a realistic geometry, and a self-consistent description of the entire atmosphere. Detailed tables of the depth-dependent models themselves are contained in the Appendix (Tables A1-A5 ).
In § 2 we discussed the models in considerable detail. We briefly reviewed the limitations of our hydrostatic equilibrium assumption, and then described how the boundary conditions of our models are forced to be consistent with the degree of chromospheric evaporation expected for a given coronal temperature. We then discussed our calculation of the coronal loop structure and the X-ray flux produced by the coronal plasma. Next, we described how the transition-region structure is determined by assuming a simple energy equation with conductive heating balancing radiative losses. Finally, we discussed the atmospheric structure in the chromospheric and photospheric regions, which was determined by demanding energetic equilibrium between X-ray heating and radiative cooling. Contributors to the radiative losses included lines and bound-free continua from hydrogen, Ca 11, and Mg 11; the loss rates were determined by solving the radiative transfer and statistical equilibrium equations explicitly throughout the lower atmosphere. Losses from other atoms and ions were included via an effectively thin cooling function. X-ray photoionization was explicitly included in the hydrogen rate equations.
In § 3 we described the results of our five model calculations, which correspond to coronal apex temperatures of 3, 8, 10, 15, and 20 X 10 6 K, respectively. The quantitative model results were summarized in Figures 1-9 and Tables 2-6. The increased thermal conductive flux from the flare-heated corona resulted in the evaporation of the top of the quiescent chromosphere and a subsequent rise in the coronal pressure; the transition region moved deeper into the star and became thinner as the coronal apex temperature increased. The soft X-ray flux from a hot corona was very efficient at heating the flare chromosphere, resulting in elevated temperatures in the mid-and upper chromosphere and a steep drop in the chromospheric temperature in the layers below the stopping depth of the Xrays. Only X-rays with A < 25 Â contributed significantly to the heating. The heating in the mid-and upper chromosphere was balanced primarily by optically thin hydrogen recombination radiation, with some contribution from optically thin UV line emission in the hotter models. The downward-directed half of the Balmer continuum emission was reprocessed by the photosphere ( i..e, backwarming), which experienced a temperature rise of ~400 K in the model with the hottest corona.
In § 4 we compared the results of our model calculations with detailed observations of the giant 1985 April 12 flare on the M dwarf star AD Leo. We found the following:
1. The emission measures determined from the observed UV lines are consistent with the transition-region model described in § 2.4, that is, conductive heating balancing radiative losses.
2. UV line fluxes such as C iv and N v may be used as a "pressure gauge" for the flare transition region or, alternatively, to provide a constraint on the flare area. The "pressure gauge" relations are given explicitly by equations (33a)-(33e).
3. The computed Ca 11 K to H7 line ratios are too large compared with the observations, and the computed hydrogen line profiles are much narrower than those observed. Both of these discrepancies imply that there is additional heating in the upper chromosphere beyond that included in our models. However, the total energy emitted in the H plus Ca 11 lines, and the observed Balmer decrement of the high-order hydrogen lines, were consistent with the models.
4. There is a very significant difference between the computed and observed continuum spectra. The observations are fitted well by a blackbody with T ~ 8500-9500 K. The high color temperature, together with the lack of a noticeable Balmer jump, leads us to suggest that this continuum is due to reprocessing of UV/EUV metal line radiation emitted from the upper chromosphere. The UV/EUV radiation, in turn, was probably formed by intense heating from energetic electrons. If true, this implies that the observed continuum color temperature and luminosity could be used to estimate both the incident energy flux of nonthermal electrons and the area of the star being bombarded by electrons.
5. The temporal behavior of the coronal temperature and emission measure can be estimated from the observed H7 and 1992ApJS ... 78. .565H No. 2, 1992 MODELS OF STELLAR FLARE ATMOSPHERES 587
Ca il K line fluxes in conjunction with our models. When we compared the coronal evolution obtained in this fashion with that from our simple loop evolution model (FH) with a coronal heating rate based on the overall observed flare energetics, we found good agreement during the first part of the flare but not in the latest stages. We take this as evidence that the AD Leo flare emission was not produced within the confines of a single evolving loop; it was more likely produced in a manner similar to a two-ribbon solar flare which involves an ensemble of evolving loops being heated successively during the flare. 
APPENDIX
The important physical parameters of each model are given in Tables A1-A5 . Each atmosphere consists of 114 depth points. The depth dependence is given in terms of the log of the column mass (in g cm -2 ) integrated from the apex of the coronal loop; this may be related to the hydrogen column density (cm -2 ) by dividing by m, the average mass per hydrogen atom, which we take as 1 A3m p , where m p is the proton mass. The other quantities in the tables include the log of the continuum optical depth at 5000 Á; the temperature (in K); the log of the electron density (in cm -3 ); the log of the mass density (in g cm -3 ); the log of the departure coefficients for the first and second bound hydrogen levels (the ratio of the populations to their LTE values at temperature T)\ and the height ( in km) above the nominal photosphere. The hydrogen number density n h may be found by dividing the mass density by m ; from this the pressure can be recovered. To express the atmospheric quantities in terms of a distance scale instead of a column mass scale, first define Az between adjacent grid points to be Am/p, where Am is the difference in column mass between adjacent points. Az can then be summed over the atmosphere from any given reference point to recover the distance dependence of the model quantities.
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