Abstract. We study upper and lower bounds for estimating the effective behavior described by homogenizing a problem which is a generalization of the Reynold equation. All cases when these bounds coincide are also found.
Introduction
We consider an equation of the form (1)
Here, a i and b i are assumed to be piecewise continuous in the first variable and measurable and periodic relative to a cell Y = [0, 1] 2 in the second variable. In addition, we assume that there exist constants k − and k + such that 0 < k − ≤ a i (x, y) ≤ k + < ∞ and |b i (x, y)| ≤ k + for all x and y . Moreover, ε > 0 is a small parameter.
Many important physical problems can be described by a partial differential equation of the type (1) . The standard example is stationary heat conduction in which b i = 0 . An other example concerns flow behavior between two surfaces in relative motion in the theory of lubrication for thin films for which f (x) = 0 and c i b 3 i (x, y) = a i (x, y) = a(x, y) for some constant c i which is propositional to the relative motion. For that special case (1) is the incompressible Reynolds equation.
For simplicity we put f = 0. The corresponding weak formulation takes the form: Find u ε ∈ H Putting v = u ε into the weak formulation (2) we observe that the "energy" F ε (Du ε ) is given by
The right hand side (multiplied with some known constant) often represent some important physical property. Examples of such properties are resultant force, resultant moment, total heat flux, total current, etc. Consequently, in many cases the calculation of F ε (u ε ) is the main purpose of the investigation. Using the theory of gamma-convergence, it is possible to prove that
where
and W per (Y ) is the space of Y -periodic functions belonging to the Sobolev space H 1 (Y ). This result can also be proved by using so-called two-scale convergence (see [12] ). Putting
we have that f and f 0 can be written on the forms
Here,
where u ξ ∈ W per (Y ) and u 0 ∈ W per (Y ) are the solutions of the local problems
For the latter problem we note that the corresponding variational problem takes the form
Thus, by putting v = u 0 in (5), we get that
In this paper we find sharp upper and lower bounds f − (x, ξ) and f + (x, ξ) for f 0 (x, ξ). These bounds are described by integral averages in orthogonal directions and can easily be found explicitly or at least by performing numerical integration. All cases when these bounds coincide are also found. When these bounds are close to each other, we are able to find close upper and lower bounds F − (Du − ) and F + (Du + ) for the homogenized energy F 0 (Du) by solving the global problems
The bounds are closely connected to the ones obtained in [5] (see also [6] , [7] , [8] and [9] ). The derivation is however different due to the presence of b i (x, y).
The main result
For (i, j) = (1, 2) or (i, j) = (2, 1) let us define the following constants associated with the functions a i = a i (x, (y 1 , y 2 )) and
The main result of this paper reads:
Moreover, 
Remark 1.
In the special case when b i = 0 the bounds in Theorem 1 reduces to the ones obtained in [7] concerning the homogenized p-Laplace equation for the case p = 2.
Remark 2.
As a consequence of Theorem 1 we obtain the inequality
In particular this gives the inequality a
, which has been known in the theory of inequalities for quite a long time (see e.g. [3, p. 148], [1] or [2, p. 170]).
Remark 3. The above theorem shows that
This is seen directly for a
is however more easily verified by computing the values of (14) and (15) below, and next adding these terms.
Example 1.
As an example we consider the case when the unit cell Y consists of two materials, material 1 and material 2 with conductivities a 1 (x, y) = a 2 (x, y) = 1 and a 1 (x, y) = a 2 (x, y) = 2, respectively. Material 2 occupies a square with size l × l and material 2 is the surrounding material. In both materials we assume that b 1 (x, y) = b 2 (x, y) = 0. Due to symmetry, it holds that f 0 (x, ξ) = a ξ The values in the second column are found numerically by using the Finite Element Method. The errors in these computations are estimated to be less than 4 × 10 −5 .
For more information of numerical computation of effective properties and comparison with similar bounds we refer to the literature, see e.g. the thesis [10] and the article [11] .
Proof of the main result
Let ξ ∈ R 2 and let a i and b i be measurable functions such that
and let V be a closed subspace of L 2 (Y ) of functions with zero mean value. Moreover, let p ξ = (p ξ1 , p ξ2 ) ∈ V be the solution of the problem
We note that p ξ = p 0 + ξ 1 q 1 + ξ 2 q 2 , where p 0 = (p 01 , p 02 ), q 1 = (q 11 , q 12 ) and q 2 = (q 21 , q 22 ) are the solutions to the problems
respectively. The existence and uniqueness of the solution p ξ follows directly by Lax-Milgrams Lemma, since the above problem can be written on the form A(p ξ , v) = f (v), where
By standard results, the solution p ξ is also the minimum-point of the 
(since its value is the same within an additive constant). Thus,
Moreover, letting g * ξi and g ξi denote the sub-differential
we obtain that
We are going to prove that
This will directly show that f + (x, ξ) is an upper bound to f 0 (x, ξ). The corresponding Euler equation to (9) is: Find u(y) = u 1 ( 
for some k i which is constant with respect to y. Thus, using that
According to (8) , for the solution u ∈ V we have that
Hence,
For this value of ξ i , we obtain from (11) that
Thus (10) gives that (13)
and
Thus
Proof of the lower bound: The corresponding dual problem takes the form:
sol (Y ), p = 0 and f * 0 and f * denote the conjugate functions of f 0 and f (with respect to the second and third variable, respectively), i.e.
Above, the space L 
The dual representation (16) follows by general results (see e.g. Jikov [4] ). In the present situation a direct proof can be given, which we include here for completeness. Let u = u ξ + u 0 where u ξ and u 0 are the solutions of (4) and (5), respectively. Let
Since
we obtain that p = p is the unique solution of (17), which also is the minimum-point of (16). Thus, for the function g 0 defined by
we have that
Hence, we have that
Therefore,
Hence g 0 (x, λ) = f 0 (x, λ), which proves the dual formulation. Note that above we have used that f 0 (x, λ) is convex (which implies that f * * 0 (x, ·) = f 0 (x, ·) by Fenchel-Moreau's theorem) and that A 0 is symmetric and positive definite, which is a standard result in homogenization theory.
Similarly as for the upper bound we prove that
where V * is the subspace of the space p ∈ L 2 sol (Y ), p = 0 consisting of functions of the form
This will directly show that (f − ) (x, ξ) is a lower bound to f 0 (x, ξ). Similarly as we did for the upper bound we find by using the corresponding Euler equation to (19) , that the minimum is attained when
Thus, since 1 0
p 2 (y 1 )dy 1 = 0, we obtain that
and a similar expression for η 2 . Thus for i = j,
Using the same arguments as we did for obtaining the upper bound f + in (12), we obtain that
. For this value of η i , we obtain that k i = 0 and next that
Now, assume that the upper and lower bounds f − and f + coincide, i.e. that 
