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초록
개인화 기기인 스마트폰의 사용이 보편화되고 있고 이를 이용한 다양한 종류의 서
비스가 등장함에 따라, 사용자의 상황에 따른 맞춤형 서비스에 대한 요구가 증가하고
있다. 스마트폰은 음성 통화나 문자 메시지 등과 같은 기존의 휴대전화의 기능 외에도
데이터 통신이나 다종 센서 데이터 등을 활용 가능한 애플리케이션의 활용이 가능한
개인용 컴퓨터로서의 역할을 수행하고 있다. 많은 수의 스마트폰 사용자들은 일상생활
대부분의 시간에 스마트폰을 휴대하고 있기 때문에, 스마트폰으로부터 수집할 수 있는
데이터를 활용하여 사용자의 상황을 인지하는 연구들과 사용자 특성 정보를 추론하는
연구들이 다양하게 진행되어왔다. 센서 데이터를 통해 물리적 운동에 따라 구분되는
저수준 컨텍스트를 인지하는 연구에 비해, 사회나 문화적 차이에 따라 의미가 달라질
수있는고수준컨텍스트인지에대한연구는상대적으로물리센서데이터의의존도가
낮기 때문에, 인지 난이도도 높고 아직까지 상대적으로 미진하였다. 고수준 컨텍스트
인지 정확도가 좋을수록 상황별 맞춤형 서비스의 다양화나 정교화에 있어서 활용 방안
이다양하다.이에본연구에서는사용자특성에따라센서데이터의분포가달라진다는
점을 통해, 센서 데이터 기반의 사용자 상황 인지 모형에 사용자 특성 정보를 함께 사용
하여 사용자의 고수준 컨텍스트 상황 인지 모형의 정확도를 향상시킬 수 있는 기법을
제안한다.
본 연구에서 제안하는 기법은 두 단계로 구성된다. 그 첫번째 단계로, 순간적으로
획득이가능한스냅샷데이터를이용하기때문에즉시추론이가능한사용자특성정보
추론을 수행한다. 두번째 단계로는, 첫 단계에서 얻은 사용자 특성 정보를 인지 대상
이 되는 센서 데이터와 병합하여 상황 인지 모형의 입력값으로 사용하여 인지 대상의
i
사용자의 상황 인지를 수행한다.
사용자 특성 추론 모형은 스냅샷 데이터인 사용자의 스마트폰 애플리케이션 목록
으로부터 생성한 요인벡터를 이용해 학습을 수행하여 사용자 특성 정보를 추론한다.
상황 인지 모형은 가속도 센서 데이터와 오디오 센서 데이터를 이용하여 앙상블 학습
방법의 일종인 랜덤 포레스트 분류 모형을 통해 수면, 식사, 수업, 공부, 음주, 이동의
총 여섯 가지 상황을 인지 한다.
자체 제작한 애플리케이션을 통해 100명의 피실험자들로부터 실험 데이터를 수집
하고 제안 기법의 성능을 확인하였다. 여섯 가지 상황과 열두 가지 사용자 특성 정보를
조합하여 각 특성 정보가 클래스 별로 인지 성능에 미치는 영향력을 살펴보았다. 그 결
과,제안기법을통해기존의상황인지모형에서 13%의성능향상을확인할수있었다.
주요어: 상황 인지, 스마트폰 물리 센서, 사용자 특성, 스마트폰 애플리케이션 설치
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제 1 장 서론
1.1 연구 배경
개인화 기기인 스마트폰의 사용이 일반화 되고 있다. 스마트폰은 기존의 휴대 전화
기능인 음성 통화나 문자 메시지 등의 기능 외에 데이터 통신이나 다종 센서 데이터
등을 활용하는 다양한 애플리케이션의 활용이 가능하여 사실상, 휴대용 개인 컴퓨터의
역할을 수행하고 있다. 이에, 스마트폰 애플리케이션을 통한 다양한 서비스가 출시되어
사용자들의 편의성이 증대되고 있다.
다양한 애플리케이션 서비스가 등장함에 따라, 상황 인지 기반 서비스(context-
aware service)에 대한 요구도 함께 다양해지고 있다. 여기서 상황 인지 서비스는 사
용자의 생활습관이나 주요 관심사 등의 특성 정보 부터 사용자가 언제, 어디에서, 어떤
행동을 하고 있는가 등의 포괄적인 의미를 가지는 상황(context)에 따라 사용자에게
맞춤형 서비스를 제공하는 것을 의미한다. 그 예로, 사용자의 영화 취향을 파악하여
새로운 영화를 추천해주는 서비스나 과거 식당 이용 기록들을 통해 사용자에게 적절한
식당을 추천해주는 서비스[3] 등이 이에 해당한다.
스마트폰은 일상 생활 중의 대부분의 시간 동안 소지하고 있는 사람들이 많은 휴
대용 기기이며 가속도, 자기장, 자이로스코프, 오디오 등의 다종 센서가 탑재되어 있기
때문에, 이를 바탕으로 스마트폰 사용을 통해 발생하는 데이터를 이용하여 다양한 종
류의 상황을 인식하고자 하는 연구가 활발하게 진행되어 왔다. 걷기, 뛰기, 앉기 등의
단순한 움직임을 인지하는 저수준 상황 인지 (low-level context-aware)에서 부터 업무,
수업, 식사 등의 사회나 문화적인 차이에 따라 그 의미가 달라질 수 있는 복잡성이 높은
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상황을 인지하는 고수준 상황 인지 (high-level context-aware)에 이르기까지 사용자의
상황을 인지하고자 하는 연구의 영역이 점점 확대되어 가고 있다. 사용자의 기본적인
정보를 얻기 위해 스마트폰 상에서 사용자가 작성한 글의 기록이나 웹 서핑 기록, 사회
연결망 서비스 (Social Network Service, SNS) 이용 기록 등의 데이터들로부터 사용자
의 특성 정보를 추론하는 연구들이 수행되기도 했다.
사용자의 다양한 상황 정보를 인지할 수 있다면 맞춤형 서비스의 영역은 그에 따라
확장될 것이다. 예를 들어, 수업이 시작한 상황이거나 도서관에 들어가 공부를 하고
있는 상황의 사용자에겐 무음모드를 추천하거나 비행모드 활성화를 추천해줄 수 있고,
수면에 임하려는 상황의 사용자에게는 수면 패턴 분석 서비스를 추천해줄 수 있을 것
이다. 식사 시간이 임박했을 때, 사용자의 키나 몸무게 등의 신체 정보에 따라 적절한
메뉴를 추천해주는 일이나 사용자가 모바일 애플리케이션을 통해 쇼핑을 하는 상황




본 연구는 센서 데이터 기반의 사용자 상황 인지 모형의 성능을 향상시키는 것을
그 목적으로 한다. 여기서 인지의 대상이 되는 상황은 수면, 식사, 수업, 공부, 음주, 이
동의 여섯가지 상황으로, 사회나 문화적 차이에 의해 그 의미가 달라질 수 있는 고수준
컨텍스트에 해당하는 상황이다.
고수준 컨텍스트 인지는 저수준 컨텍스트 인지에 비해 스마트폰을 활용한 맞춤형
서비스에 그 활용방안이 높다. 본 연구에서의 인지 대상인 수면 상황의 경우, 자동으로
수면 패턴 분석 애플리케이션을 구동하는 데에 활용할 수 있고, 공부 상황 인지를 통해
스마트폰 사용자의 학습 시간 관리에 도움을 주는 일도 가능하다.
스마트폰에는 가속도 센서나 조도 센서 등의 다종 물리 센서들이 내장되어있다.
이러한 물리 센서들로부터 수집할 수 있는 데이터들을 활용하여 사용자의 상황을 인지
한다. 특히, 물리 센서들이 요구하는 에너지 소모량은 높지 않은 편이기 때문에 필요한
상황에짧은시간수집하는것만으로사용자의상황을인지하는데에활용이용이하다.
스마트폰은 개인용 컴퓨터나 고사양의 워크스테이션에 비해 연산력이 낮은 사양을





본 연구에서는 랜덤 포레스트를 기반의 사용자 상황 인지 모형에 센서 데이터와 사
용자특성정보를함께사용하여인지성능을향상시키는기법을제안한다.스마트폰의
물리 센서의 한 종류인 가속도 데이터는 스마트폰에 직접적으로 가해지는 움직임을 포
착하는 데에 활용도가 높은 정보이면서, 수집 환경에 따라 다양한 정도의 편향성이
가해지기 쉬운 데이터이다. 편향성을 낮추어 스마트폰의 기종이나 사용자의 습관에 따
라 발생할 수 있는 가속도 센서 데이터의 편향성을 낮춰줄 수 있는 보간법을 제안한다.
실험을 위해 수집된 물리 센서 데이터는 수면, 식사, 수업, 공부, 음주, 이동의 여섯
가지 상황에 해당하는 데이터이고, 이들 중 ’이동’을 제외한 상황들은 모두 피실험자의
스마트폰이 정지된 상태에서 수집되었다.
상황 인지 모형의 매개변수를 조정하여 최적의 인지 성능을 탐색하고, 제안한 기법
이 실제로 효과가 있는지를 검증하는 실험 과정을 설계한다. 사용자 상황 인지 모형의
입력값으로 물리 센서 데이터와 사용자 특성 정보를 이어붙여 사용하는 방식을 제안
한다. 일련의 전처리 과정들을 거친 데이터와 이를 통해 추출한 요인 데이터에 스냅샷
데이터로부터 생성한 요인 벡터를 통해 추론한 사용자 특성 정보를 함께 상황 추론
모형의 입력값으로 사용한다.
제 2장에서는 본 연구와 관련된 배경 이론들과 기존 연구들에 대한 정리를 하며
제 3장에서는 본 연구에서 제안하는 사용자 상황 추론 성능 향상 기법에 대해 서술한
다. 제 4장에서는 실험 설계 과정과 결과를 정리하고, 마지막으로 제 5장에서는 결론을
도출하고 향후 연구 방향에 대해 논의한다.
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제 2 장 배경 이론 및 관련 연구
2.1 배경 이론
2.1.1 랜덤 포레스트
랜덤 포레스트는 여러 개의 결정 트리들을 임의적으로 학습하는 방식의 모형으로,
회귀 문제나 분류 문제 모두에 사용할 수 있는 장점이 있다.
Figure 2.1: 결정 트리의 의사 결정 과정의 예시
랜덤 포레스트 모형의 기반이 되는 결정 트리는 그림 2.1의 예시처럼 데이터를 분석하
여 이들 사이에 존재하는 패턴을 예측 가능한 규칙들의 조합으로 나타내며, 그 모양이
나무와흡사한성질로인해결정트리라고불리운다.결정트리는학습데이터의특성에
따라 생성되는 결정 트리의 변동 폭이 커지기 때문에 그 성능의 변동 폭이 크며, 계층
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적 접근방식 이기 때문에 중간에 오류가 발생할 경우 다음 단계로 오류가 지속적으로
전파된다는 단점을 지니고 있다.
이러한 결정 트리의 단점을 극복하기 위해, 임의 노드 최적화(randomized node
optimization, RNO)와 배깅(bootstrap aggregating, bagging)을 결합한 방법과 같은
classification and regression trees(CART)를 사용하여 상관관계가 없는 트리들로 포
레스트를 구성하는 방법인 랜덤 포레스트 모형이 제안되었다[4]. 그림 2.2 같은 배깅
과정을 통해 학습 데이터와 같은 크기의 N개의 학습 데이터를 생성하고, 이를 각각의
N개의의사결정나무들이학습하게하여그결과를평균또는투표방식을통해하나의
랜덤 포레스트 모형으로 구성시킨다.
Figure 2.2: N개의 결정 트리들로 랜덤포레스트를 구성하는 배깅의 예시
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임의 노드 최적화 같은 앙상블 기법은 결정 트리의 단점을 극복하도록 하여 좋은 일반
화 성능을 갖도록 한다. 랜덤 포레스트 모형에 영향을 미치는 대표적인 매개변수로는
결정 트리의 개수와 최대 허용 깊이가 있다. 트리의 개수가 적을수록 모형을 학습하고
테스트하는 소요시간이 짧은 대신, 일반화 성능은 하락하여 틀린 결과값이 도출될 확
률이 높아지고 트리의 개수가 많을수록 학습이나 테스트 시간은 증가하지만 결과값이
트리의개수가적은모형에비해비교적연속적이며일반화성능이뛰어나다.최대허용
깊이는 하나의 트리에서 뿌리 노드부터 종단 노드까지 최대로 거칠 수 있는 노드의 개
수로, 값이 작을수록 과소적합(underfitting)이 커지고 값이 클수록 과적합(overfitting)
이 커지기 때문에 적절한 값을 선택하는 것이 중요하다.
랜덤 포레스트 모형은 마이크로소프트 연구소, 브라운 대학교, 캠브리지 대학교 연
구팀의 다채널 자기공명영상(Multi-channel Magnetic resonance image)으로 촬영된
뇌 영상에서 고악성도 신경교종(High-grade gliomas)를 검출하는 연구[5]에 적용되어
그 유용성을 증명하기도 하였고, 엑스박스 360에서 사용되는 모션 캡쳐 주변기기인 키
넥트[6]에서 카메라로 부터 입력받은 이미지를 입력값으로 하여 사람의 신체 각 부위를
분류하는 용도로 사용되기도 하였다.
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2.1.2 Doc2Vec
Doc2Vec[1]은 문서를 벡터로 표현하는 기법으로, 단어를 벡터로 표현하는 기법인
Word2Vec[2]을 확장하여 문장이나 단락 또는 전체 문서와 같이 보다 큰 단위의 텍스트
에 적용하도록 연장시킨 기법이다.
Word2Vec은 인공 신경망을 이용한 연속적 단어 임베딩 학습 모형으로, ’비슷한 분
포를가진 단어들은 비슷한 의미를 가진다’라는 의미의 언어학의 분산적 가정에 입각한
모형이다.이 가정에서 분포가 의미하는 바는단어들이 같은 문맥에서 등장한다는 것을
의미한다. 우선 학습 데이터에 등장하는 모든 고유 단어들을 대상으로 해당 단어는 1
나머지는 0으로 인코딩하는 원-핫 인코딩을 수행한다. 이 과정을 통해 벡터로 변환된
단어는 그리고 한 개의 은닉층을 가진 인공 신경망 모형을 이용하여 하나의 단어를 입
력값으로 하여 문맥에서 인접한 위치에 등장하는 단어를 예측하도록 학습한다. 이때,
학습된 은닉층의 가중치를 단어를 나타내는 벡터로 사용하게 된다. 벡터화된 단어들의
관계는 그림 2.3의 예시처럼 아버지-어머니, 남성-여성 같은 단어들 간의 특정 의미 관
계의 표현이 가능하다.
Figure 2.3: 단어 임베딩의 예시
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Figure 2.4: 벡터화된 단어들의 관계를 학습하는 과정[1]








log p(wt+j |wt) (2.1)
수식 (2.1)에서 vw는 단어 w를 나타내는 벡터이고, w1, w2, ..., wT는 학습에 사용한
데이터에 나타난 일련의 T개의 단어들을 나타내고 Word2Vec은 수식 (2.1)의 로그 확
률을 최대화 하는 vw를 학습한다. 이때, 추론할 단어들의 인접도에 따라 윈도우 크기인










수식 (2.2)에서 vw는수식 (2.1)에서와마찬가지로단어 w를나타내는벡터를의미하며,
W는 등장한 모든 고유 단어의 수이고, wI는 입력값이 되는 단어, wO는 출력값이 되는
단어를 의미한다. vw는 인공 신경망의 입력층의 가중치, v
′
w는 인공 신경망의 출력층의
가중치이다.즉,수식 (2.2)에서 vwI는입력값이되는단어에해당하는인공신경망입력
층의 가중치를 의미하고, v′wO는 출력값이 되는 단어에 해당하는 인공 신경망 출력층의
가중치가 된다.
Doc2Vec은상술한Word2Vec과유사하게,해당단어가속한문서의원-핫인코딩을
단어의 원-핫 인코딩과 함께 입력값으로 전달한다. 따라서 Doc2Vec은 그림 2.5에서 볼
수 있듯, 인접한 단어를 예측하는 인공 신경망 모형을 학습하는 과정에서, 해당 문서에
대한 입력층의 가중치를 문서 벡터로 사용하여 각각의 단어에 대한 가중치와 문서에
대한 가중치를 동시에 학습하게 된다.
Figure 2.5: 문서 D를 학습하는 Doc2Vec의 학습 과정[2]
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2.1.3 TF-IDF
TF-IDF(Term Frequency - Inverse Document Frequency)는 TF(Term Frequency)
와 IDF(Inverse Document Frequency)가결합된알고리즘명이다.문서내에서사용된
모든 단어에 점수를 부여하여,고유 단어들의 경중을 통계적으로 가려내 중요한 단어를
선별하고 추출하는 역할을 수행한다.
TF는 특정 단어가 특정 문서 내에서 얼마나 많이 나타났는지를 나타내는 값이고,
IDF는전체문서내에서특정단어가등장한빈도수의역수값이다.즉, TF-IDF는특정
단어가 특정 문서에서 얼마나 자주 등장하였는가의 값과 전체 문서에서는 얼마나 적게
등장하였는가의 값을 곱한 값으로, 높은 수치를 가질 수록 특정 단어가 특정 문서의
핵심 단어로서의 역할을 하는가에 대한 지표가 될 수 있다.
d를 특정 문서, w를 특정 단어로 정의하면 TF는 수식 (2.3)으로 표현할 수 있고,
여기서 f(w, d)는 d에 등장한 w의 빈도를 의미한다.
TF(w, d) = 0.5 +
0.5× f(w, d)
max{f(w′, d) : w′ ∈ d}
(2.3)




|d ∈ D : w ∈ d|
(2.4)
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결과적으로 TF-IDF는 수식(2.3),(2.4)의 곱인 아래의 수식 (2.5)으로 표현할 수 있다.
TF-IDF(w, d,D) = TF (w, d)× IDF (w,D) (2.5)
TF-IDF 알고리즘은 벡터 공간 모형을 활용하여 계산된 문서간의 상관 관계[7]의 가중
치를 통해 대부분의 검색엔진이나 텍스트 마이닝 연구에 활용되고 있다.
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2.2 관련 연구
2.2.1 사용자 상황 인지
스마트폰센서로수집가능한다종데이터는스마트폰사용자의물리적움직임이나
주변 환경에 대한 정보를 담고 있어 이를 이용한 상황 인지 연구들에서 활발하게 사용
되고 있다. 표2.1에서는 사용자의 상황을 인지하는 데에 센서 데이터들을 이용한 과거
연구들에 대해 정리하였다.
Table 2.1: 스마트폰 센서를 이용한 연구 사례
센서 종류 인지 정보 관련 연구들
가속도 센서
동작 인지 [8][9][10][11][12][13][14][15][16][17]









자기장 센서 동작 인지 [12][20][21]
사용자의 상황 인지에 있어서 가속도 센서 데이터의 활용이 그 빈도가 가장 높음을 알
수있었다.걷기,뛰기,계단오르내리기등의동작상태를인지하는경우들[8, 9, 10, 12,
13, 14, 15, 16, 17] 혹은 자동차, 자전거 등의 이용중인 교통수단을 인지하는 경우들[20]
등의 사용자의 동작 상태와 관련된 정보들을 인지하는 연구가 주로 이루어졌으며,
오디오 센서 데이터 역시 걷기, 서기, 앉기 등의 동작 관련 상황 인지에 사용되었
고[16, 17], 사용자의 수면 패턴을 분석하는 연구에 사용되기도 했다[15, 18]. 또한 스마
트폰 주변에서 일어나는 사용자의 대화 여부를 인지하고 이를 통해 사회적 상호작용
정도를 판단하는 연구가 진행되기도 하였다[15].
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자이로스코프 센서 데이터를 통해서는 사용자의 동작이 걷는지, 계단을 오르내리
고 있는지, 뛰는지 등을 인지하는 연구가 진행되었고[12, 20], 이용중인 교통 수단이
자전거인지, 버스인지, 자동차인지 등을 인지하는 연구가 진행되었다[21].
마지막으로자기장센서데이터의경우,사용자가정지상태인지,걷고있는지,뛰고
있는지 등의 동작을 인지하는 연구가 진행되기도 하였다[12, 20, 21].
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2.2.2 사용자 특성 정보 추론
사용자로부터 발생한 데이터를 통해 특성 정보를 추론하는 연구는 웹 상에서의 활
동을 통해 생성된 데이터를 기반으로 이루어져 왔다. 사용자의 작성 글 내용의 문체와
내용을 이용해서 성별과 연령대를 추론하거나[22, 23, 24, 25], 웹 브라우저 사용 기록을
통해 성별, 연령대, 인종 등의 정보를 추론[26, 27]하는 등의 연구들이 수행되어왔다.
이 때의 연구들은 주로 사용자의 생물학적 특성에 해당하는 정보를 추론하는 연구들이
주를 이루었다.
스마트폰의보급이일반화되고그로부터발생하는데이터의규모가급증함에따라,
이를 이용하는 사용자 특성 추론 연구가 많아지고 있다. 대표적으로, 노키아는 2013
년에 다수의 피실험자들로부터 수집한 전화 및 메시지 기록, 연락처, GPS, 블루투스,
가속도 센서, 미디어 파일, 설치한 애플리케이션, 애플리케이션 사용 기록, 캘린더 기록
등의 스마트폰 데이터를 통해 성별, 연령대, 결혼 여부, 가족의 수 등의 사용자 특성을
추론하는 Mobile Data Challenge[28]를 주최하기도 하였다.
이 외에도 가속도 센서 데이터를 활용하여 성별, 신장, 체중 등의 신체정보를 추
론[19]하거나 위치를 추론[29]하는 연구가 수행되었으며, 애플리케이션 사용 기록을 활
용하여 성별, 연령을 추론[30]하는 연구가 진행되기도 하였다.
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제 3 장 제안 기법
본 연구에서는 센서 데이터 기반의 사용자의 상황을 인지하는 모형의 입력값으로,
센서 데이터와 사용자 특성 정보를 함께 입력값으로 사용하는 기법을 제안한다. 사용자
특성 정보는 개인 정보 보호와 관련해서 민감할 수 있는 정보이기 때문에, 애플리케이
션 설치 목록을 이용하여 추론하고 그 추론한 사용자 특성 정보를 스마트폰 다종 센서
데이터와 함께 상황 인지 모형의 입력값으로 사용하도록 한다.
3.1 전체 과정
제안 기법의 전체 과정은 아래의 그림 3.1으로 나타내었다.
Figure 3.1: 제안 기법의 전체 과정
첫번째 단계로, 사용자 특성 정보를 직접적으로 획득하지 못한 경우에 한해서 필요한
특성 정보 항목들은 스냅샷 데이터인 애플리케이션설치 목록을 통해 추론한다.두번째
로는, 수집한 인스턴스의 스마트폰 센서 데이터로부터 상황 인지 모형의 단서가 될 수
있는요인벡터들을생성한다.첫번째단계의경우사용자특성정보추론은순간적으로
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수행이 가능하기 때문에, 일정 주기나 특정 이벤트의 발생시마다 수행하거나, 두번째
단계인 상황 인지 모형에 필요한 요인 벡터를 생성할 때 동시에 수행하는 것도 충분히
가능하다.
상기 단계들에서 생성된 사용자 특성 정보 데이터와 요인 벡터 데이터에 대해 조
인(join) 연산을 수행함으로써 이어 붙이고, 상황 인지 모형의 입력값으로 사용한다.
최종적으로 사용자 상황 인지 모형은 수면, 식사, 수업, 공부, 음주, 이동 여섯가지에
해당하는 사용자의 상황 컨텍스트를 분류한다.
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3.2 데이터 전처리
3.2.1 데이터 수집 구간 동기화
스마트폰의 물리 센서들은 독립적으로 데이터를 수집하기 때문에, 단일한 애플리
케이션에서 동일한 수집 주기를 설정하고 수집해도 서로 간의 타임스탬프에 미세한
차이가 발생하게 된다. 물리 센서의 동작을 주관하는 운영체제는 각 모듈을 각각의 독
립된 쓰레드(thread) 단위로 제어하기 때문에, 각 모듈의 수집 시기와 빈도가 일정하지
않거나 특정 종류의 센서들이 작동을 하지 않은 구간이 발생하는 현상들이 나타나게
된다.
Figure 3.2: 모듈별 센서들 간의 수집 타임스탬프 차이의 예
그림 3.2는 가속도 센서와 조도 센서의 수집 예시로, 가속도 센서 데이터는 수집 빈도가
높고 고른 편인 것에 비해, 조도 센서의 경우는 센서 값이 변하는 시점에 한해서 데이
터를 수집하기 때문에 수집 빈도나 횟수가 비교적 불규칙하고 그 수도 적은 모습을 볼
수 있다. 본 연구에서 상황 인지 모형의 입력값으로 사용한 센서 데이터는 단일 종류의
센서 데이터만을 사용하지 않았기 때문에, 활용하고자 하는 종류의 센서 데이터에서
인스턴스들의 타임스탬프를 활용하여 센서 종류 간의 오프셋 차이를 상쇄시켜, 동일한
타임스탬프와 동일한 빈도를 가지는 인스턴스로 합치는 전처리 과정이 필요하다. 이
에 본 연구에서는 물리 센서 데이터에 적용할 수 있는 보간법(interpolation) 중 선형
보간법(linear interpolation)을 이용하여 인접한 데이터 값을 기준으로 기준 시점의 타
임스탬프값을추론하여센서데이터들의주기를 50Hz로맞추는전처리과정을수행한
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위수식은타임스탬프 x1, x2에서의각각의센서데이터값인 f(x1), f(x2)로부터 50Hz
의 타임스탬프에 해당하는 지점 x에서의 데이터 값 f(x)을 추정하는 과정이며, 해당
과정을 거치는 예시를 아래의 그림 3.3으로 나타내었다.
Figure 3.3: 선형 보간법을 활용하여 타임스탬프 값의 주기를 맞추는 과정의 예
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3.2.2 가속도 센서 데이터 보정
실험용 수집 데이터를 탐색하는 과정에서, 피실험자의 스마트폰이 정지상태이더라
도 기기 별로 상이한 값이 수집될 수 있다는 사실과 동일 기기 내에서도 일정한 값이
수집되지 않을 수 있음을 확인하였다. 피실험자 별 정지 상태에서의 가속도 센서 측
정량의 평균 및 표준 편차의 분포를 그림 3.4 에 나타내었다. 평균 값이 9.8과 차이가
크거나, 표준 편차가 0과 차이가 큰 값들이 존재함을 볼 수 있었다.
Figure 3.4: 피실험자 별 정지 상태에서의 가속도 센서 측정량의 평균 및 표준 편차




확인할 수 있었다. 따라 가속도 크기를 보정하는 선형 방정식의 계수를 추정하고 이를
전체적으로 적용하는 방식은, 데이터 내에 크게 편향된 값이 일부 존재할 경우 추정한
계수 역시 편향될 가능성이 높기 때문에 일정 시간이 지난 후에는 부적절하게 작용할
수 있다. 따라서 본 연구에서는 계수의 범위에 대한 제약식을 추가한 선형 방정식을 근
사하고,센서데이터의 변동성이 큰 경우에는 보정 계수를 주기적으로 갱신하여 새로운
선형 방정식으로 보정하는 방식을 채택하였다. 일정한 양의 보정을 위한 정지 상태의
인스턴스가 축적되었을 때마다 계수를 새로이 추정하고, 해당 시점 이후로는 계수가
갱신되기 전까지 이를 활용하였다.
정지상태의인스턴스들중일부를샘플링해서보정하는방식보다,주기적으로보정
계수를 추정하는 방식이 더 큰 보정 효과를 낼 수 있음을 확인하였고, 95번 피실험자의
보정 결과를 그림 3.6에 나타내었다.
Figure 3.6: 95번 피실험자의 가속도 센서 데이터 보정 예시
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3.2.3 오디오 센서 데이터 전처리
스마트폰 주변의 소리를 녹음하는 센서의 경우, 사용자의 사생활 침해로 이어질 수
있기 때문에 원본 데이터 대신 일정 시간 동안의 요인을 도출하도록 하고 이를 사용
하였다. Mel-frequency cepstrum coefficients(MFCC), power spectral density(PSD),
도출한 여러 종류의 norm 값들 총 세 종류의 요인을 수집하도록 하였다.
원본 값이 아닌 요인 값을 수집했기 때문에 인스턴스 간의 타임스탬프 간격이 다른
종류의 센서 데이터들에 비해 길어진 결과, 앞서 소개한 수집 구간 동기화와 다른 방식
의 전처리 방식을 사용하였다.본 연구에서 사용한 데이터의 단일인스턴스들의 주기는
50hz이기 때문에, 약 1hz 정도로 수집된 오디오 센서 데이터들에 대해 동일한 값들을
50hz 주기로 반복적으로 복제하여 삽입하는 전처리 방식을 수행하였다.
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3.3 인지 모형
3.3.1 사용자 상황 인지
본 연구의 사용자 상황 인지 모형은 랜덤 포레스트 모형의 전체 트리 개수와 트리의
최대 계층 수 두 가지 매개변수의 조합을 통해 제일 좋은 성능을 보인 조합을 선택하였
다.매개변수의조합으로,전체트리개수는 20, 40, 60, 80, 100의다섯가지,트리의최대
계층 수는 5, 10, 15, 20의 네 가지 설정값으로 설정하였다. 사용한 센서 데이터의 종류
는 가속도 센서, 선형 가속도 센서, 조도 센서, 오디오 센서의 네 가지를 사용하였고, 각
센서 데이터에서 추출한 요인들은 기존의 요인 추출 연구[31]를 참고하여 추출하였다.
3.3.2 사용자 특성 정보 추론
본 연구의 사용자 특성 정보 추론부는 [32], [33]의 연구에서 사용한 ’애플리케이션
설치 목록’, ’애플리케이션 카테고리 비율’, ’애플리케이션 설명글 단어 TF-IDF’의 세
가지 요인 외에 추가적으로 ’애플리케이션 설명글 Doc2Vec’을 활용하여, 총 네 가지
요인 벡터를 생성해 사용자 특성 정보 추론에 사용하였다.
단순애플리케이션목록의경우,특정애플리케이션을설치했는지의여부를하나의
요인으로 하는 벡터로 사용자가 특정 애플리케이션을 설치했으면 해당 요인 값은 1,
아니면 0을 갖도록 한다. 학습 데이터에 등장한 고유 애플리케이션 수가 요인 벡터의
차원이 되며, 사용자 한 명의 요인 값들의 총 합은 그 사용자가 설치한 애플리케이션
수와 같다.
애플리케이션 메타정보인 카테고리를 이용하여 사용자가 설치한 애플리케이션의
카테고리별 비율을 요인 벡터로 활용한다. 사용자가 설치한 특정 카테고리에 해당하는
애플리케이션 숫자를 해당 사용자가 설치한 애플리케이션의 총 개수로 나눈 값을 해당
요인 값으로 한다. 카테고리의 개수가 요인 벡터의 차원이 되며, 한 명의 사용자의 모
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든 요인 값의 총 합은 1이 된다. 특정 사용자가 설치한 모든 애플리케이션의 설명글을
이어붙여 하나의 문서로 만들고, 해당 문서를 대상으로 단어를 추출하여 TF-IDF 값을
구하여 이를 해당 사용자를 표현하는 요인으로 활용하였다.
Ma, Qiang이 제안한 App2Vec[34]을 활용한 요인 벡터를 생성하여 사용자 특성
추론에 활용하였다. 학습 데이터에 등장한 모든 애플리케이션을 대상으로, 각 애플리
케이션의 설명글 마다 Doc2Vec 기법을 적용하여 단어 벡터와 문서 벡터를 학습시켜
애플리케이션 벡터들을 생성하고, 특정 사용자가 설치한 애플리케이션들의 각 애플리
케이션 벡터들의 평균을 요인으로 사용한다.
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제 4 장 실험 및 결과
4.1 실험 데이터
4.1.1 데이터 수집용 애플리케이션
본 연구에서 제안한 사용자 상황 인지 모형의 성능을 평가하기 위한 데이터를 수집
하기 위해, 안드로이드 애플리케이션인 SCDC(smart campus data collection)을 개발
하고, 피실험자들의 스마트폰에 배포하였다. 안드로이드는 Google에서 개발한 스마트
기기용 운영체제로, 애플리케이션의 개발과 배포가 자유롭고, 본 연구에서 사용한 센서
데이터와 스냅샷 데이터의 경우, 별도의 권한 요구 없이 수집할 수 있는 것이 그 특징
이다. 아래의 그림4.1은 SCDC의 메인 인터페이스 화면이다.
Figure 4.1: SCDC의 메인 인터페이스
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SCDC로실험을수행중인상황에한해서만데이터를수집하도록구현하였으며, SCDC
가 백그라운드 모드에 진입하더라도 안정적으로 데이터를 수집하도록 안드로이드 서
비스 프로세스 구동 기능을 구성하였다. 피실험자의 스마트폰으로부터 수집한 데이터
를 피실험자가 자유로이 업로드할 수 있도록, 데이터 수집용 웹 서버 애플리케이션을
Python언어의 Django패키지에 MySQL 데이터베이스를 구축하여 활용하였다.
본 연구에서 활용한 컨텍스트 별 데이터 수집 주기와 모달리티 별 수집 빈도를 아
래의 표4.1, 표4.2에 정리하였다.
Table 4.1: 수집 상황 컨텍스트 별 데이터 수집 주기
상황 컨텍스트 수집 주기
식사, 수업, 공부, 음주, 이동 40초 수집, 80초 휴식 (120초 주기)
수면 40초 수집, 560초 휴식 (600초 주기)
Table 4.2: 모달리티 별 데이터 수집 간격
모달리티 수집 간격
애플리케이션 수면 상황 수집 1시간 경과 후 1회
조도 센서 주기 시작 시 1회, 이후는 값이 변경 될 때
오디오 센서 주기 내 1초당 1회
가속도 센서






4.1.2 데이터 수집 실험
실험에 앞서, 피실험자들의 사용자 특성 정보를 설문조사를 통해 입력받아 사용자
특성 정보 데이터를 구축하였고, 특성별 분포를 아래 표4.3에 정리하였다.
Table 4.3: 사용자 특성 정보 항목별 분포





연령 평균 23.3세, 표준편차 2.3세 100
신장 평균 170cm, 표준편차 9.1cm 100
























월 50만원 미만 39명
100월 50만 100만원 52명
월 100만 300만원 9명
지출수준
월 50만원 미만 42명
100월 50만 100만원 54명
월 100만 300만원 4명
이수학기




사용자 특성 정보로는 성별, 연령, 신장, 체중, 종교, 연애상태, 거주형태, 동거여부,
수입수준, 지출수준으로 열 가지 항목과, 피실험자들의 구성이 모두 대학생과 대학원
생들임을 고려하여 이수학기, 단과대학의 두 가지 항목으로 총 열 두 가지의 사용자
특성 정보를 수집하였다. 총 100명의 피실험자들이 데이터 수집 실험에 참여하였고, 스
마트폰을 피실험자 본인으로부터 멀리 떨어뜨려 놓은 채 방치하는 경우를 제외한 일상
생활의 모든 상황에서 실험을 수행하도록 하였다. 기기의 위치에 대한 제약은 두지 않
도록 하였으며, 서비스 프로세스로 데이터 수집이 가능하도록 구현하였기 때문에 수집
실험 중에 스마트폰의 사용은 평소처럼 사용할 수 있도록 하였다. ’이동’ 상황을 제외한
상황 컨텍스트들은 비이동 상황에서만 수집하도록 하는 제약 외에는, 통제가거의 없는





상황은 수면, 식사, 수업, 공부, 음주, 이동 여섯 추론 모형은 랜덤 포레스트 분류기를
사용하였다.
사용자 특성 정보가 상황 인지의 향상에 효과가 있는지 살펴보기 위해, 피실험자
들의 실제 사용자 특성 정보를 함께 사용한 성능과 센서 데이터만을 사용한 성능을
비교하였다.
다음으로는 구현한 사용자 특성 정보 추론부의 성능을 확인하기 위해 스마트폰 애
플리케이션 설치 목록을 이용해 세 종류의 요인 벡터를 생성하고, 로지스틱 회귀와
선형회귀를 학습 알고리즘으로 사용하여 사용자 특성 정보를 추론하였다.사용자 특성
정보는 성별, 종교, 거주형태, 동거여부, 수입수준, 지출수준, 연애상태, 단과대학 여덟
가지의 범주형 항목과 연령, 신장, 체중, 이수학기 네 가지의 수치형 항목을 추론하는
실험을 수행하였다.
최종적으로는, 사용자 특성 정보 추론부의 결과값인 사용자 특성 정보를 센서 데이
터와 함께 사용했을 때의 성능과 센서 데이터만을 사용한 성능의 차이를 살펴보았다.
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4.3 실험 환경 및 평가 지표
4.3.1 실험 환경
본 연구의 실험은 Python 언어로 구현하고 수행하였다. 상황 인지 모형의 경우,
scikit-learn 패키지를 이용하여 구현하였다. 사용자 특성 추론부의 경우는 Beautiful
Soup 패키지를 이용하여 애플리케이션 메타 데이터를 크롤링하고, 크롤링한 애플리케
이션 메타 데이터의 자연어 처리를 위해 한글은 KoNLPy 패키지를, 영어는 Natural
Language Toolkit 패키지를 사용하였다. 메타 데이터로 사용자 임베딩 요인 벡터를
생성하기 위해 Google에서 지원하는 TensorFlow 프레임워크를 사용하였고, 특성 정보
추론을 위한 회귀 모형 구현은 scikit-learn 패키지를 이용하였다.
본연구에서수행한실험들은모두계층적무작위 10-등분교차타당화방법을 100회
반복하는 방식으로 수행하였고, 반복한 실험 결과의 평균을 최종 성능으로 사용하였다
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4.3.2 평가 지표
상황 인지 모형의 성능은 오분류율(error rate)을 평가하였다. 사용자 특성 정보
추론의 성능으로는 성별, 연애상태, 거주형태, 동거여부, 수입수준, 지출수준, 종교, 단
과대학의 8가지 범주형 항목은 오분류율로 평가하였고, 연령, 신장, 체중, 이수학기의
4가지 수치형 항목은 평균 제곱근 오차(Root Mean Square Error, RMSE)로 평가하
였다. 오분류율은 수식 (4.1) 같이 정의하고, 평균 제곱근 오차는 수식 (4.2) 와 같이
정의한다.
상황 인지 모형의 경우, 수식 (4.1) 에서 N은 인지 대상 인스턴스의 전체 숫자, ŷi은
인지 결과 값을, yi 는 실제 값을 나타낸다. 사용자 특성 정보 추론부에서의 경우, (4.1),
(4.2) 에서 N은 특성 추론의 대상이 되는 사용자의 숫자, ŷi은 추론 값, yi는 실제 값을
나타낸다.
1ŷi 6=yi =













(yi − ŷi)2 (4.2)
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4.4 실험 결과
4.4.1 사용자 상황 인지 모형 최적 매개변수
사용자 상황 인지 모형의 최적 성능을 탐색하기 위해, 다종 센서 데이터들의 조합들
과기존연구[35]의랜덤포레스트모형을기반으로한인지모형의매개변수들의조합들
사이의 성능을 실험하였다. 인지 모형은 그 결과, 최적의 매개변수 조합은 결정 트리의
개수는 100으로, 트리의 최대 계층 수는 15로 설정한 경우였으며 센서 데이터의 조합들
중에서는 가속도 센서 데이터와 오디오 센서 데이터의 두 종류의 센서 데이터를 입력




Table 4.4: 인지 성능 상위 10개의 사용자 상황 클래스
순위 상황 클래스 오분류율
1 수면, 이동 0.07
2 공부, 이동 0.09
3 수업, 이동 0.10
4 식사, 이동 0.12
5 수면, 공부, 이동 0.12
6 수면, 음주, 이동 0.20
7 수면, 음주, 이동 0.22
8 수면, 수업 0.23
9 수면, 공부, 이동 0.25
10 수면, 음주 0.26
여섯 종류의 상황 컨텍스트들 중, 2개 이상의 상황으로 만들 수 있는 모든 조합을 클
래스로 상황 인지 모형의 성능 실험을 수행하였고, 성능은 오분류율로 측정하였다. 각
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클래스들 모두 계층적 무작위 10-등분 교차타당화 방법을 100회 반복한 결과들의 평균
을 해당 클래스의 최종 성능으로 사용하였다.
표4.4의 결과를 볼 때, 상황 클래스들 중 제일 비중이 높은 상황은 이동과 수면 상황
이었다.이동 상황을 제외한 나머지 상황들은 모두 스마트폰이 정지 상태에서 일어나는
상황들이기 때문에 가속도 센서 데이터의 구분력이 크게 작용한 것으로 보이고, 수면
의 경우는 주변의 소리가 거의 없는 조용한 상황이기 때문에 오디오 센서 데이터의
구분력이 크게 작용한 것으로 판단된다.
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4.4.2 사용자 특성 정보 적용 여부
사용자 특성 정보 추론부를 센서 데이터와 함께 사용했을 때 실제로 상황 인지 모형
의 성능에 향상이 있는지의 여부를 보기 위해, 피실험자들로부터 직접 전달받은 실제
사용자 특성 정보를 적용한 상황 인지 모형의 성능 변화를 관찰하였다.
Figure 4.2: 사용자 특성 정보의 오류율에 따른 상황 인지 모형의 정확도
위의그림 4.2은 12종의사용자특성정보들에,스마트폰화면을켜고끈기록을통해일
평균 스마트폰 사용 시간 항목을 더한 13종의 사용자 특성 정보들을 적용하여 사용자
특성 정보를 적용했을 때의 사용자 상황 인지 모형의 성능 변화를 관찰한 결과이다.
여기서, 적용한 사용자 특성 정보의 정확도에 따른 인지 성능 변화를 관찰하기 위해
57종의 상황 클래스 별로 100회의 인지 수행 평균 성능 수치를 성능으로 사용하였고,
사용자 특성 정보를 적용한 경우 역시 57종의 각 모든 상황 클래스 별로 100회의 인
지 수행 평균 성능 수치를 사용하였다. 사용자 특성 정보의 오류는 100회마다 정해진
비율에 따라 무작위로 첨가하였으며, 오류율은 1%에서 27%까지 2% 단위로 13가지의
경우를 설정하여 실험을 수행하였다. 사용자 특성 정보 적용 여부에 따른 사용자 상황
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인지 성능의 변화를 관찰해본 결과, 사용자 특성 정보의 오류율이 낮아질수록 상황 인
지 모형의 성능 향상 정도가 높아지는 경향이 있음을 발견하였고 사용자 특성 정보가
정확할수록, 상황 인지 모형의 성능이 향상됨을 알 수 있었다.
다음으로 기존 연구의 인지 모형[35]을 기반으로 최적 매개변수를 탐색하여 적용
한 인지 모형에 사용자 특성 정보를 추가했을 때, 성능 향상도가 높은 상황 컨텍스트
클래스를 탐색해보았으며, 성능 향상도가 높은 상위 10개의 클래스들을 표4.5에 정리
하였다.
Table 4.5: 인지 성능 향상도 상위 10종의 사용자 상황 클래스
순위 상황 클래스 정확도 향상 비율(%)
1 식사, 공부 12.56
2 수면, 식사, 수업, 공부, 음주 10.01
3 식사, 수업, 공부 9.69
4 식사, 공부, 음주 9.68
5 식사, 수업, 공부, 음주 8.47
6 수면, 식사, 수업, 공부 6.76
7 수면, 식사, 공부, 음주 6.54
8 식사, 수업, 공부, 이동 6.17
9 수업, 공부, 음주 5.70
10 수면, 식사, 공부 5.50
사용자 특성 정보를 적용할 경우, 주로 정지 상태의 상황으로 이루어진 클래스들에서
상황 인지의 정확도 향상이 발생함을 볼 수 있었다. 상위 10순위 안에는 들지 않았지만,
6종의 모든 상황 클래스 역시 4.90%의 성능 향상이 있었고, 총 57종의 조합들 중 47
종의 클래스에서 상황 인지의 정확도가 향상 되었다.
사용자 특성 정보의 개별적인 영향도를 살펴보기 위한 단계로는, 사용자 특성 정
보를 1종씩만 적용했을 경우와 1종을 뺀 11종씩 적용했을 경우의 상황 인지 모형의
성능의 변화를 관찰하였다. 우선 사용자 특성 정보를 1종씩만 적용한 결과는 그림4.3에
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나타내었다.
Figure 4.3: 적용한 사용자 특성 별 상황 인지 모형의 성능 향상도
그림4.3의 결과를 통해 상황 인지 모형의 상승에 기여도가 클 것으로 예상되는 체중,
종교, 거주형태를 선택하기로 하였다. 그 다음으로, 상승 기여도가 낮은 사용자 특성
정보를 알아보기 위해 1종씩 제외한 실험의 결과를 아래의 그림4.4에 나타내었다.
Figure 4.4: 제외한 사용자 특성 별 상황 인지 모형의 성능 향상도
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그림4.4의 결과를 통해 종교, 신장, 동거여부, 휴대폰사용시간의 네 가지 항목을 선택
하였다. 이후의 사용자 특성 정보 적용 실험은 체중, 신장, 종교, 거주형태, 동거여부,
휴대폰사용시간의 6종을 적용하였다.
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4.4.3 사용자 특성 정보 추론 실험
앞서 제안한 네 가지 요인 벡터들을 이용해 체중, 신장, 종교, 거주형태, 동거여부의
5종류의 사용자 특성 정보를 추론하는 실험을 진행하였다. 휴대폰사용시간은 스크린을
끄고 킨 타임스탬프를 통해 별도의 추론 과정 없이 획득할 수 있는 정보로 간주하여
추론 실험의 대상에서 제외하였다. 각 사용자 특성 항목 별로 네 가지 요인 벡터들을
이용한 추론 결과들을 앙상블한 성능도 함께 측정하여, 각 특성 정보 별로 가장 좋은
성능을 보인 요인 벡터들을 표 4.6에 정리하였다.
Table 4.6: 사용자 특성 정보 추론부의 최종 성능 도출
특성 정보 요인 벡터 성능
신장 앙상블 7.49cm (RMSE)
체중 앙상블 12.60kg (RMSE)
종교 카테고리 비율 0.28 (error rate)
거주형태 설명글 Doc2Vec 0.30 (error rate)
동거여부 앙상블 0.20 (error rate)
네 가지 요인 벡터를 모두 이용하여 앙상블 했을 때 좋은 성능을 달성한 경우가 가장
많았으며, 종교의 경우는 애플리케이션 설치 카테고리 비율을 이용했을 때, 거주형태의
경우는 애플리케이션 설명글 Doc2Vec을 이용했을 때 가장 좋은 성능을 보였다.
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4.4.4 실제 추론한 사용자 특성 정보를 적용한 상황 인지 모형의 성능
앞서 수행한 과정들을 통해 선정한 항목의 사용자 특성 정보를 실제 추론한 값을
적용하여 상황 인지 모형의 성능을 측정하는 실험을 수행하였다.
선정한 사용자 특성 정보들의 추론값을 적용했을 때, 사용자 상황 인지 모형의 성능
향상도의 상위 10개 항목은 표4.7에 정리하였다.
Table 4.7: 인지 성능 향상도 상위 10종의 사용자 상황 클래스
순위 상황 클래스 정확도 향상 비율(%)
1 식사, 공부, 음주 10.36
2 식사, 수업, 공부, 음주 10.18
3 식사, 공부 5.98
4 식사, 수업, 공부 5.88
5 수업, 공부, 음주 5.33
6 수업, 음주 4.44
7 식사, 음주 4.33
8 수업, 공부 4.33
9 식사, 수업 4.32
10 식사, 수업, 음주 4.32
표4.7의 결과를 통해, 선정한 항목의 사용자 특성 정보가 주로 이동 상황이 껴있지 않은
정적 컨텍스트 상황의 인지 성능 향상에 그 효과가 있음을 볼 수 있다. 상위 10종의
클래스에 속한 사용자의 상황 컨텍스트는 식사, 수업, 공부, 음주의 네 가지 상황으로,
물리센서데이터만을사용하여상황인지를수행할경우하위에속하는순위의클래스
들이다. 실제 추론한 사용자 특성 정보를 적용한 상황 인지 모형의 컨텍스트 클래스별
분포는 그림4.5에 보이는 분포를 보였다.
실제 사용자 특성 정보를 적용한 실험과 마찬가지로, 57종의 클래스들 중 47종의 상황
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Figure 4.5: 사용자 상황 클래스별 성능 향상도 분포
클래스인지에서성능향상을보였으며, 5%이상의향상도를보인클래스는 5종이었고,
상위 항목을 차지하는 클래스들은 앞서 센서 데이터만을 사용했을 때 상위에 속해있던
이동이나 수면 상황의 항목이 없음을 볼 수 있었다.
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제 5 장 결론
5.1 요약 및 연구 의의
본연구에서는사용자의특성정보를활용하여고수준컨텍스트인수면,식사,수업,
공부, 음주, 이동의 상황을 인식하는 물리 센서 데이터 기반의 인지 모형의 성능을 향
상시키는 방법을 제안하였다. 특히나, 사용자 특성 정보는 사생활 침해 우려가 있을 수
있는 민감한 정보들이기 때문에 스냅샷 데이터인 스마트폰 애플리케이션 설치 목록을
활용해사용자특성정보를추론하고이를사용자상황인지모형에적용하는두단계로
이루어진 기법의 효용성을 검증하였다.
다종 센서 데이터의 통합을 위해, 독립적인 모듈로 이루어진 스마트폰 상의 물리
센서들로부터 각각 수집된 데이터를 하나의 입력값으로 통합하는 선형 보간법 과정을
거쳐 데이터 수집 구간을 동기화 하였다. 또한, 기존의 보정 방식보다 편향성을 줄이는
효과를보인주기적갱신형보정방식을제안하고이를가속도센서데이터에적용하는
과정을 거쳤다.
전처리 과정을 거친 물리 센서 데이터를 활용하여 랜덤 포레스트 모형을 사용자 상
황인지의성능을최적화하기위한매개변수탐색을하였고수집한사용자특성정보들
각 항목이 사용자 상황 인지 성능에 미치는 영향을 분석하여, 상황 인지 모형의 성능을
향상시키는 사용자 특성 정보의 클래스들을 탐색하였다.
스냅샷 데이터를 활용한 사용자 특성 추론 방식에 애플리케이션 설치 목록을 이
용해 생성한 요인 벡터들로부터 사용자 특성을 추론하였고, 이를 물리 센서 데이터에
적용하여 기존 방식의 사용자 상황 인지 모형의 성능보다 평균적으로 13%의 향상된
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성능을 도출할 수 있었다.
사용자 특성 추론에 활용한 스냅샷 데이터는 수집 시 사용자에게 획득해야 하는
별도의 권한이 필요 없으며 순간적으로 획득이 가능하기 때문에, 물리 센서 데이터를
활용하는 모형 뿐 아니라 사용자 특성 정보가 도움이 될 수 있는 다른 영역에 활용할
수 있는 가능성이 높다.
일련의과정들을통해대부분의사용자특성정보는해당사용자의상황을추론하는
데에 효과가 있음을 알 수 있었고, 이진 분류 모형을 구성할 경우에는 모형 별로 최적화
과정을 거쳐 사용자의 상황을 추론하는 모형의 추가적인 향상의 가능성도 존재한다는
점을 알 수 있었다.
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5.2 향후 연구
본 연구에서는 다종 물리 센서 데이터를 통합하여 동일한 인스턴스의 입력값으로
변환하는 데이터 전처리 기법을 제안하였다. 동일한 타임스탬프로 변환하는 과정에서
사람이 느끼기 힘든 극미한 차이일지라도 타임스탬프의 오차 발생은 불가피하다. 이
러한 오차로 인해, 입력값으로 쓰인 통합된 물리 센서 데이터들은 온전히 오류가 없는
데이터라고 볼 수 없다. 향후 오차를 최소화할 수 있는 데이터 수집 방식과 좀 더 정교
한 전처리 방식을 연구하여, 모형의 성능 이전에 데이터의 무결성을 향상 시킬 수 있는
기법을 마련할 것이다. 또한, 본 연구에서 상황 인지 모형으로 활용한 랜덤 포레스트
모형은 근래에 각광받고 있는 심층 학습 기법의 모형들에 비해 학습 소요 시간이나
추론에 필요한 비용이 비교적 적은 편이기에, 실제 서비스에 많이 활용되고 있다. 그러
나, 최근에는 인공 신경망의 입력값 차원을 줄이는 기법을 통해 스마트폰 사양에서도
연산량을 줄이면서 준수한 성능을 보장하는 심층 학습 기법의 연구도 이루어지고 있고,
휴대용스마트기기들의평균사양들도급속도로올라가고있는추세이기때문에뛰어난
성능의 심층 학습 기법의 모형들도 휴대용 스마트기기 상에서 수행하는 것이 가능해질
것이다. 따라서 본 연구를 심층 학습 기법에 적용하는 연구를 수행할 예정이다.
그리고 사용자 특성 추론 역시나 스마트폰 애플리케이션 목록의 텍스트 정보만을
활용했으나, 애플리케이션의 메타정보에는 사용자의 평가 정보나 애플리케이션 사용
스크린샷 등의 추가적으로 활용할 수 있는 정보들이 있다. 이러한 추가적인 데이터를
사용하여 보다 향상된 수준의 사용자의 특성 정보를 추론할 수 있는 기법을 제안할 수
있는 연구도 수행할 예정이다.
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Enhancement of high-level context
recognition performance based on
smartphone data using user information
Jaehong Lee
Department of Industrial Engineering
The Graduate School
Seoul National University
The use of smartphone, which is personalization devices, has become universal, and
as various types of services using appear, the demand for customized services ac-
cording to the user’s situation is increasing. In addition to existing cellular phone
functions such as voice call and text message, smartphone plays a role as a personal
computer capable of utilizing applications that utilizing data communication and
multi-modal sensor data. Since many smartphone users carry smartphone most of
the time in daily life, research using data generated from smartphone to recognize
situation of user and infer user information has been variously promoted. A study on
recognition of high-level context that may change its meaning depending on social
and cultural differences, compared with research on recognition of low-level con-
text according to physical exercise using sensor data. The recognition of high-level
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context has degree of dependence of physical sensor data is relatively low, and the
degree of difficulty is also high. The higher accuracy of the high-level context recog-
nition, the more diversified and customized services would be available for various
situations. Therefore, in this research, user information is used for the user situation
recognition model of smarthphone sensor data, based on the fact that the distribu-
tion of the sensor data changes according to the characteristics of the user for the
improvement of recognition model’s accuracy.
The method proposed in this research consists of two stages. As the first step,
snapshot data that can be acquired instantaneously is used, so user information can
be inferred immediately. In the second stage, the user information obtained at the
first stage is merged with the sensor data to be used as input value of user’s situation
recognition model.
In the user information inference model, learning is performed by using feature
vectors generated from the list of smartphone applications, and user information
is inferred. The situation recognition model uses the accelerometer data and audio
sensor data. And it uses the random forest classification model which is a kind of
ensemble learning method to make a total of six situations of sleeping, having a
meal, in class, studying, drinking and moving.
Keywords: recognition of user situation, smartphone sensor, user information, list
of installed application on smarthphone, random forest, Doc2Vec, ensemble
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