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На теперішній час суттєво зростає обсяг даних, що потрібно аналізувати, 
обробляти і використовувати для комерції з метою підвищення конкурентоздатності 
компаній. Ця проблема характерна також для провадження конструкторських робіт, 
у наукових дослідженнях, тощо. Отже актуальним завданням є дослідження 
відповідних технологій для розробки АСКАД на основі BD технологій, що призначені 
для побудови ПС комплексного аналізу. Дані ПС призначені для більш швидкої і 
ефективної обробки великого обсягу даних.    
В роботі представлена АСКАД, проведено тестування на прототипі ПС на 
основі АСКАД для обробки великих обсягів даних. Архітектура розроблена з 
використанням відкритого ПЗ. Це надає значну перевагу над комерційними 
рішеннями. Результати роботи дозволяють побудувати власну ефективну ПС на 
основі АСКАД для комплексного аналізу великих обсягів даних з мінімальними 
витратами. АІРО можна реалізувати у тому числі і з використанням комп’ютерів 
загального призначення. 
Мета і задачі дослідження 
Метою дослідження є модель ПС на основі АСКАД. При проведені досліджень 
ураховувалися такі характеристики АСКАД як можливість налаштування, 
масштабованість у відповідності до щорічно зростаючих обсягів даних [22]. Під час 
досліджень були виконані наступні задачі:  
− дослідження відомих ІРО для роботи з BD і обрання на підставі проведених 
досліджень відповідної ІРО для розробки АСКАД; 
− розроблення діаграми варіантів використання ПС на основі АСКАД; 
− розроблення структури ПС на основі АСКАД на базі обраної ІРО; 
− розроблення АСКАД у відповідності зі структурою ПС; 
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− розроблення тестових модулів загальної ПС на основі АСКАД для 
обґрунтування всіх елементів АСКАД і підтвердження працездатності ПС на основі 
розробленої АСКАД; 
− розроблення тестової схеми бази даних для модулів; 
− остаточне формування структури ПС на основі АСКАД на основі результатів 
тестування з урахуванням інтерфейсів взаємодії між компонентами АСКАД і 
прототипом ПС. 
При розробці АСКАД досліджено існуючі технології BD, що призначені для 
вирішення такого роду задач. 
Об’єктом дослідження є великі дані, що потребують комплексного аналізу, для 
вилучення корисної інформації, якою компанія може скористуватися для збільшення 
власних прибутків. 
Предметом дослідження є безпосередньо АСКАД, що наочно забезпечує 
взаємозв’язок між компонентами складної ПС. 
Методи дослідження. Емпіричні дослідження відомих ІРО дозволили обрати 
відповідну ІРО для основи АСКАД. За результатами дослідження було 
формалізовано структуру ПС на основі АСКАД, її сценарії використання та 
безпосередньо АСКАД.  
Програмне тестування прототипу ПС на основі розробленої АСКАД дозволили 
перевірити практичну важливість отриманих результатів. 
Наукова новизна одержаних результатів 
У ході досліджень отримана нова узагальнена структура АСКАД для побудови 
ПС з метою обробки великих обсягів даних, що може бути використана як основа для 
реалізації аналогічних рішень і продовження подальших досліджень. 
Практичне значення одержаних результатів 
Практичне значення роботи полягає в тому, що розроблена АСКАД може бути 
використана для комплексного аналізу великих обсягів даних без використання 
спеціального технічного забезпечення (серверів). Окрім відсутності необхідності в 
спеціальному обладнанні для побудови КС, в розробленій АСКАД використовуються 
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безоплатні компоненти, побудовані на принципах відкритого ПЗ. Отже, в даній роботі 
представлена АСКАД, що дозволяє побудувати недорогу КС, що може бути 
використана для комплексного аналізу даних, а добута корисна інформація сприятиме 
підвищенню конкурентоспроможності компанії. 
Апробація результатів роботи 
Результати роботи оприлюднені на V Міжнародній науково-практичній 
конференції Winter InfoCom Advanced Solutions 2017, в науково-практичному виданні 
«Інфокомунікаційні системи та технології» № 2(2) 2018 р. 
Публікації 
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1 ВЕЛИКІ ДАНІ 
Кількість даних, що генеруються кожен день у світі, зростає. Зростає доля 
даних, що поступає з цифрових засобів масової інформації, соцмереж та «інтернету 
речей». Темпи зростання даних вражають, і ці дані надходять зі швидкістю, різним 
степенем структурованості і містять велику кількість інформації, яка може бути 
ключовою для досягнення мети конкуруючих компаній. Можливість аналізу цієї 
величезної кількості даних являє собою нову еру зростання продуктивності, 
інновацій. 
Великі дані - це термін для набору масивів даних, настільки великих і складних, 
що їх важко обробити за допомогою традиційних інструментів управління базою 
даних або додатків обробки даних.[1]. 
1.1 Атрибути великих даних 
Зазвичай, для опису різних аспектів великих даних використовуються для три 
атрибути (рис. 1.1): 
− обсяг,  
− швидкість, 
− структурованість. 





Рисунок 1.1 – Атрибути великих даних [3] 
1.1.1 Обсяг даних 
Обсяг є найбільш складним аспектом великих даних, оскільки вимагає 
необхідності масштабованого зберігання та розподіленого підходу до запитів. 
Великі компанії вже володіють великою кількістю даних, накопичених 
протягом багатьох років. Вони можуть бути представлені у формі системних 
журналів, ведення обліку тощо. Ці дані сягають таких обсягів, що реляційні СКБД не 
впораються з ними. Рішення на базі «data warehouse» може не обов'язково мати 
можливість обробляти та аналізувати ці дані через брак архітектури паралельних 
обчислень. 
Багато чого може бути отримано з текстових даних, даних геолокації або файлів 
журналів. Наприклад, комунікативні шаблони по електронній пошті, споживчі 
вподобання та тенденції, дослідження безпеки. Технології BD пропонують рішення 
для отримання корисної інформації з цих величезних обсягів даних. 
1.1.2 Швидкість даних 
Дані надходять користувачам з великою швидкістю. Веб та мобільні технології 
дозволили компаніям налагодити зворотній зв’язок зі своїми клієнтами.  
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Онлайн магазини революціонізували спосіб взаємодії споживачів та 
постачальників. Інтернет-магазини тепер можуть вести журнали всіх операцій 
користувачів, зберігати історію цих операцій, і швидко використовувати ці дані для 
надання рекомендацій, що підвищує конкурентоздатність компанії. Інтернет-
маркетингові організації отримують багато переваг, маючи можливість швидко 
отримувати прогнозовану інформацію. З винаходом смартфонів в світі генерується 
багато геолокаційних даних, і стала важливою можливість скористатися перевагами 
великих обсягів цих даних. 
1.1.3 Структурованість даних 
Дані, що генеруються соціальними мережами та цифровими медіа, зазвичай не 
є структурованими. 
Неструктуровані текстові документи, відео, аудіо дані, зображення, фінансові 
операції, взаємодії в соціальних мережах є прикладами неструктурованих даних.  
Реляційні СКБД підтримують можливість збереження великих об'єктів (типу 
«LOB»), але мають свої обмеження. Це веде до втрати даних. 
Технології BD з іншого боку, сприяють повному збереженню всіх даних для 
подальшого аналізу. Головний принцип технологій BD полягає в тому, що в кожному 
біті даних може бути прихована важлива і цінна інформація. 
1.2 Потреби аналізу великих даних 
З вищезгаданими атрибутами великих даних, обсяг даних величезний, вони 
приходять зі швидкістю і в дуже неструктурованому вигляді, що не відповідають 
звичайним структурам реляційних СКБД.  
З такою великою кількістю прихованої інформації в цих даних, необхідний 
альтернативний спосіб аналізу даних. Великим корпораціям може бути достатньо 
ресурсів для вирішення цього завдання, але загальний обсяг даних, що генеруються 
щодня, легко переважить можливості компанії по обробці таких обсягів. Завдяки 
більш дешевому технічному обладнанню, хмарним обчисленням та відкритому 
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програмному забезпеченню обробка великих обсягів даних стала набагато 
дешевшою. 
Багато даних означає багато прихованої цінної інформації. Можливість швидко 
аналізувати великі обсяги даних означає можливість більш детально вивчати клієнтів, 
тенденції ринку, драйвери маркетингу та реклами, моніторингу обладнання та аналізу 
продуктивності та багато іншого. І це є важливою причиною того, що багато великих 
компаній потребують надійних технологій та інструментів аналізу даних. 
Раніше, для збереження великих обсягів даних використовувалися реляційні 
СКБД. Технології BD перевершують реляційні СКБД по низці критеріїв, включаючи 
потребу в більш складних резервних копіях, відновленні та більш швидких 
алгоритмів пошуку [4]. 
Переваги використання технологій BD можуть призвести до втрати 
конфіденційності даних. 
1.3 Висновки за розділом 
В першій частині даного розділу було визначено три атрибути великих обсягів 
даних (BD): обсяг, швидкість, структурованість. За допомогою даних атрибутів 
можна висунути вимоги до функціональності ПС на основі АСКАД. 
В другій частині обґрунтовано необхідність використання BD технологій для 
аналізу великих даних. Можна виділити наступні категорії користувачів BD: 
− наукові установи, що використовують технології BD для побудови науково-
дослідних кластерів [5], 
− компанії, що використовують технології BD в основі BI програмних систем 
[6]. 
 Для першої категорії користувачів технології BD надають можливість 
проаналізувати наукові дані, зробити висновки на основі проведених досліджень, що 
сприяє науково-технічному прогресу. 
Для другої категорії необхідність використання технологій BD ґрунтується на 
збільшенні власних прибутків. 
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Таким чином можна зробити висновок, що BD технології є дуже актуальними 
в наш час і дослідження цього напрямку є перспективним. 
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2 ОГЛЯД IСНУЮЧИХ РIШЕНЬ 
Однією з основних елементів, що є основою АСКАД на базі BD є готова 
інфраструктура розподілених обчислень. Апаратною основою ІРО є комп’ютерний 
кластер, що складається з мережи комп’ютерів особливого типу. Мережа побудована 
у такий спосіб, що їх можна розглядати як єдину систему. Комп’ютерні кластери 
з’явилися як результат наявності дешевих процесорів, швидкісних мереж та 
відповідного ПЗ для розподілених обчислень. 
Вони мають широке коло використання: від невеликих кластерів для малого 
бізнесу до найпродуктивніших суперкомп’ютерів у світі. Наприклад, станом на 
листопад 2017 року, найпродуктивнішим кластером у світі є Sunway TaihuLight [7] з 
наступними характеристиками:  
− кількість ядер – 10649600,  
− продуктивність (за Linpack тестом) – 93014,6 Терафлопс/с,  
− потужність – 15371 кВт,  
− кількість пам’яті – 1310720 ГБ,  
− ОС – Sunway RaiseOS. 
Можна виділити наступні переваги комп’ютерних кластерів, до яких 
відносяться [8]:  
− доступність реалізації,  
− високі обчислювальні здібності,  
− можливості балансування навантаження,  
− великі обсяги сховища. 
Для вирішення поставленої задачі комп’ютерний кластер повинен поєднувати 
властивості обчислювальних кластерів та кластерів-сховищ.  
За даними критеріями можна виділити наступні види IРО:  
− Hadoop,  
− Dryad,  
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− Message Passing Interface. 
2.1 Інфраструктура розподілених обчислень Hadoop 
Hadoop - проект фонду Apache Software Foundation, вільно розповсюджуваний 
набір утиліт, бібліотек i фреймворків для розробки i виконання розподілених програм. 
Ці фреймворки працюють на кластерах з сотень i тисяч вузлів. Використовується для 
реалізації пошукових механізмів багатьох високонавантажених веб-сайтів, в тому 
числі, для Yahoo! i Facebook. Розроблено на Java в рамках обчислювальної парадигми 
MapReduce, згідно з якою додаток поділяється на велику кількість однакових 
елементарних завдань, що виконуються на вузлах кластера [9].  
Станом на 2018 рiк проект складається з чотирьох модулiв [10]:  
− Hadoop Common (набiр iнфраструктурних програмних бiблiотек i утилiт, 
використовуваних для iнших модулiв i спорiднених проектiв),  
− HDFS (розподiлена файлова система),  
− YARN (система для планування завдань i управлiння кластером),  
− Hadoop MapReduce (платформа програмування i виконання розподiлених 
MapReduce-обчислень). 
Вважається однiєю з основоположних технологiй «великих даних». Навколо 
Hadoop утворилася цiла екосистема з пов’язаних проектiв i технологiй, багато з яких 
розвивалися спочатку в рамках проекту, а згодом стали самостiйними.  
Однiєю з основних цiлей Hadoop спочатку було забезпечення горизонтальної 
масштабовностi кластера за допомогою додавання недорогих вузлiв (обладнання 
масового класу, англ. Commodity hardware), без придбання потужних серверiв i 
дорогих мереж зберiгання даних.  
Функцiонуючi кластери розмiром в тисячi вузлiв пiдтверджують дiєздатнiсть i 
економiчну ефективнiсть таких систем. Так, станом на 2011 рiк, вiдомо про великi 
кластери Hadoop в Yahoo (бiльше 4 тис. вузлiв з сумарним об’ємом для зберiгання 15 
Пбайт), Facebook (близько 2 тис. вузлiв на 21 Пбайт)[11] i Ebay (700 вузлiв на 16 
Пбайт)[12]. Проте, вважається, що горизонтальна масштабовнiсть в Hadoop-системах 
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обмежена. Для Hadoop до версiї 2.0 максимально можлива кiлькiсть вузлiв 
оцiнювалася в 4 тис. при використаннi 10 MapReduce завдань на вузол. Багато в чому 
даному обмеженню сприяла концентрація в модулi MapReduce функцiй з контролю 
за життєвим циклом завдань. Вважається, що з виносом її в модуль YARN в Hadoop 
2.0 i децентралізацією частини функцій з моніторингу на вузли обробки  
горизонтальна масштабованість підвищилася.  
Ще одним обмеженням Hadoop-систем є розмiр оперативної пам’ятi на вузлi 
iмен, що зберiгає весь простiр iмен кластера для розподiлу завдань обробки. Загальна 
кiлькiсть файлiв, що здатен обробляти вузол iмен, дорівнює 100 млн. Для подолання 
цього обмеження ведуться роботи з розподiлу вузла iмен, єдиного в поточнiй 
архiтектурi на весь кластер, на кiлька незалежних вузлiв. Iншим варiантом подолання 
цього обмеження є використання розподiлених СКБД поверх HDFS [13]. 
Масштабовнiсть Hadoop-систем в значнiй мiрi залежить вiд характеристик 
даних, що обробляються. Вона залежать від їх внутрішньої структури, особливостей 
вилучення необхiдної iнформацiї i складностi обробки. Це, в свою чергу, диктує 
органiзацiю циклiв обробки, обчислювальну iнтенсивнiсть атомарних операцiй, 
рiвень паралелiзму i завантаженiсть кластера. У конфiгурацiях Hadoop (перших 
версіях до 2.0) вказувалося, що прийнятним рiвнем паралелiзму є використання 10-
100 примiрникiв базових оброблювачiв на вузол кластера, а для задач, якi не 
потребують значних витрат процесорного часу до 300. Для згорток вважалося 
оптимальним використання їх за кількістю вузлів, з урахуванням  коефіцієнту і 
дiапазону вiд 0,95 до 1,75 i константи mapred.tasktracker.reduce.tasks.maximum. З 
великим значенням коефіцієнту найбільш швидкі вузли, закiнчивши перший раунд 
обробки. Таким чином ранiше отримають другу порцiю промiжних пар для обробки. 
Збільшення коефіцієнта надлишково завантажує кластер, але при цьому забезпечує 
бiльш ефективне балансування навантаження. У YARN використовуються 
конфiгурацiйнi константи, що визначають значення доступної оперативної пам’ятi i 
вiртуальних процесорних ядер, доступних для планувальника ресурсiв, на пiдставi 
яких i визначається рiвень паралелiзму [14].  




Рисунок 2.1 – Структура ІРО Hadoop [15] 
2.2 Інфраструктура розподілених обчислень Dryad 
Dryad – програмний фреймворк загального призначення для розподiлених 
обчислень. Dryad є проектом пiдроздiлу Microsoft Research. Центральної концепцiєю 
проекту Dryad є побудова орiєнтованого ациклiчного графу (directed acyclic graph, 
DAG) для кожного розподiленого завдання. Вершини графа представляють собою 
операцiї над даними (по сутi, програми), а ребра графа канали даних. 
Абстракцiя на основi моделi орiєнтованого ациклiчного графу дає можливiсть 
ефективно реалiзовувати плани виконання великої кiлькостi паралельних алгоритмiв, 
iтеративних алгоритмiв, алгоритмiв машинного навчання. Таким чином, єдина (до 
появи YARN) програмна модель MapReduce, що реалiзована в Hadoop, по сутi є лише 
окремим випадком моделi розподiлених обчислень, яку надає Dryad.  
Dryad оптимiзований для запуску на середньому або великому 
обчислювальному кластерi (вiд 100 до 10000 обчислювальних вузлiв) i нацiлений, 
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головним чином, на тривалi пакетнi завдання, якi не потребують частих взаємодiй 
[16].  
 Структура Dryad показана на рисунку 2.2.  
 
Рисунок 2.2 – Структура Dryad [17] 
Проект Dryad складається з 3-ох ключових компонентiв:  
− Dryad середовище виконання розподiлених обчислень (Dryad Runtime);  
− DryadLINQ високорiвнева мова запитiв, що базується на програмнiй моделi 
.NET Language Integrated Query (LINQ);  
− Distributed Storage Catalog (DSC) розподiлена файлова система з надмiрнiстю. 
Dryad Runtime виконує наступнi функцiї:  
− планування i управлiння розподiленими завданнями,  
− управлiння ресурсами,  
− забезпечення вiдмовостiйкостi,  
− монiторинг. 
Завдання в Dryad Runtime представляє собою орiєнтований ациклiчний граф, де 
вершини представляють собою програми, а ребра графа канали даних. Цей логiчний 
граф роздiляється (mapped) середовищем виконання на фiзичнi ресурси, що 
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знаходяться в кластерi. Загалом, кiлькiсть вершин в графi перевищує кiлькiсть 
фiзичних обчислювальних вузлiв в кластерi [18].  
2.3 Інфраструктура розподілених обчислень Message Passing Interface 
Message Passing Interface (iнтерфейс передачi повiдомлень) - програмний 
iнтерфейс (API) для передачi iнформацiї, що дозволяє обмiнюватися повiдомленнями 
мiж процесами, що виконують одну задачу [19].  
MPI є найбiльш поширеним стандартом iнтерфейсу обмiну даними в 
паралельному програмуваннi, iснують його реалiзацiї для рiзних комп’ютерних 
платформ. Використовується при розробцi програм для кластерiв i суперкомп’ютерiв. 
Основним засобом комунiкацiї мiж процесами в MPI є передача повiдомлень мiж 
вузлами.  
Стандартизацiєю MPI займається MPI Forum. У стандартi MPI описаний 
iнтерфейс передачi повiдомлень, що має підтримуватися на платформі, i в додатках 
користувача. В даний час iснує велика кiлькiсть безкоштовних i комерцiйних 
реалiзацiй MPI. Iснують реалiзацiї для мов Фортран 77/90, Java, С i С++.  
В першу чергу MPI орiєнтований на системи з розподiленою пам’яттю, тобто 
коли витрати на передачу даних великi, в той час як OpenMP орiєнтований на системи 
iз загальною пам’яттю (багатоядернi iз загальним кешем). Обидвi технологiї можуть 
використовуватися спiльно, щоб оптимально використовувати в кластерi 
багатоядернi системи [20].  




Рисунок 2.3 – Структура програми MPI [21] 
Базовим механiзмом зв’язку мiж MPI процесами є передача i прийом 
повiдомлень. Повiдомлення несе в собi необхiднi данi та додаткову iнформацiю, що 
дозволяє приймаючiй сторонi здiйснювати їх вибiрковий прийом. Додаткова 
iнформацiя включає:  
− ранг вiдправника (номер в групi) повiдомлення;  
− ранг одержувача;  
− тип, що може використовуватися для подiлу рiзних видiв повiдомлень;  
− комунiкатор, код групи процесiв. 
Операцiї прийому i передачi можуть бути блокуючi i неблокуючi. Для 
неблокуючих операцiй визначенi функцiї перевiрки готовностi i очiкування 
виконання операцiї [22].  
23 
 
Iншим способом зв’язку є вiддалений доступ до пам’ятi (RMA), що дозволяє 
читати i змiнювати область пам’ятi вiддаленого процесу. Локальний процес може 
переносити область пам’ятi вiддаленого процесу (всерединi зазначеного процесами 
вiкна) в свою пам’ять. Комбiнувати данi, що передаються до вiддаленого процесу з 
наявними в його пам’ятi даними (наприклад, шляхом пiдсумовування). Всi операцiї 
вiддаленого доступу до пам’ятi не блокуються до i пiсля їх виконання необхiдна 
синхронiзацiя [23].  
На основі отриманих даних можна побудувати порівняльну таблицю IРО (табл. 
2.1).  









програмування  Лiцензiя  
Hadoop  
MapReduce, 
YARN  HDFS  TCP/IP  Java, C++ та iн.  Вiдкрита  
Dryad  
Direct 
acyclic graph  DSC  
TCP/IP, temp 
files,shared 









C, C++, C#, 




2.4 Висновки за розділом 
Таким чином у розділі проведений аналіз базових ІРО для побудови ПС на базі  
АСКАД. Розглянуті рішення найбільш відомих технологій BD. Відповідно до 
узагальненого результату у таблиці 2.1, кожна з ІРО має свої недоліки і переваги у 
контексті реалізації АСКАД для ПС обробки даних. Проведений аналіз дає 
можливість зробити висновок, що для нашого випадку потрібно провести 
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дослідження і реалізувати АСКАД на основі ІРО Hadoop. Він має наступні переваги 
для малого та середнього бізнесу з метою аналізу розподілених даних, а саме: 
− можливість розподілити загальний обсяг даних на певні частини за рахунок 
використання MapReduce і виконати обчислення над цими частинами; 
− можливість провадити роботу над розподіленими у мережі даними, що 
потрібно зібрати з використанням, наприклад, Apache Flume; 
− надає можливість побудувати АІРО з використанням звичайних комп’ютерів 
(commodity hardware); 
− відносно невисока вартість практичної реалізації АСКАД для ПС обробки 
даних для однакової виробничої здібності у порівнянні з іншими ІРО. 
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3 ВИМОГИ ДО ПРОГРАМНОЇ СИСТЕМИ НА ОСНОВІ АРХІТЕКТУРИ 
СИСТЕМИ КОМПЛЕКСНОГО АНАЛІЗУ ДАНИХ 
3.1 Опис предметного середовища 
Системи збору, обробки й аналізу даних з використанням АСКАД на основі 
технологій BD потрібні для розробки, тестування і дослідження складних систем. 
Прикладом може бути наукові дослідження, конструкторські розробки, рішення 
проблем у певних сферах бізнесу. Такі системи потребують інструменти для обробки 
структурованих i неструктурованих даних великих обсягів.  
Необхідність побудови ПС на основі АСКАД і з використанням ІРО BD   
ґрунтується на щорічному зростанні обсягів інформації, що потребують обробки (рис. 
3.1).  
 
Рисунок 3.1 – Зростання обсягів інформації [24] 
Аналіз рис. 3.1 показує, що кількість даних для обробки збільшується за 
експоненціальним законом. Показана майбутня перспектива, що також демонструє 
експоненціальне збільшення обсягу даних. В заданих умовах необхідно забезпечити 
можливості їх обробки. 
26 
 
Саме для цього мною обраний компонент ІРО для ПС на основі АСКАД на 
основі Hadoop. Зважаючи на її архітектуру, до системи можна встановити наступні 
вимоги [25]:  
− масштабованість,  
− можливість збирати структуровані та неструктуровані дані,  
− високу швидкість обробки великих обсягів даних (петабайти даних [26]),  
− можливiсть зберiгати данi у кластернiй ФС,  
− вiдмовостiйкiсть,  
− представлення результатiв аналiзу у виглядi, зручному для подальшого 
вiдображення. 
Продуктивність IРО цілком залежить від технічного та програмного 
забезпечення.  
3.2  Засоби розробки 
При побудові ПС на основі АСКАД було використано ряд програмного 
забезпечення для графічного оформлення, програмування.  
Основною мовою всієї системи є мова Java. Модулі були описані з 
використанням даної мови програмування. Вона має ряд переваг порівняно з іншими 
мовами, а саме:  
− стандартна бібліотека вміщує багато корисних інструментів,  
− кросплатформенiсть,  
− автоматичний розподіл пам’яті,  
− велика кількість допоміжних бібліотек. 
Модулі ПС на основі АСКАД були розроблені у середовищі NetBeans IDE з 
використанням пакетного менеджеру Maven. Він спрощує підключення додаткових 
бібліотек до проекту i дозволяє скомпілювати виконавчий файл Java з усіма 
залежностями i без них, вказуючи відносні шляхи до них.  
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Для написання модулю АСКАД збору інформації було також використано мову 
програмування Python. Вона дозволяє швидко писати нескладнi скрипти i виявилася 
дуже зручною для поставленої мети.  
Розроблення UML діаграм [27] відбувалося з використанням Web додатку 
’draw.io’.  
3.3 Вимоги до технiчного забезпечення 
Апаратнi вимоги IРО дозволяють визначити швидкiсть обробки даних, 
кiлькiсть оброблюваних потокiв даних за одиницю часу, розмiр кластерної файлової 
системи для збереження даних та розгортання бази даних. Таким чином, необхiдними 
складовими апаратних вимог є:  
− характеристики окремих вузлiв кластеру,  
− характеристики локальної мережi для передачi даних мiж окремими вузлами. 
Кластери будуються на базi спецiалiзованих комп’ютерiв (серверiв), що мають 
бiльшу надiйнiсть (резервування iнформацiї, пiдвищення стiйкiсть вiд помилок 
пам’ятi, резервування блокiв живлення i т.д.), спецiально розробленi форм-фактори 
для вбудови у телекомунiкацiйнi стiйки, бiльшу продуктивнiсть. Дана IРО може 
використовувати як сервери, так i обладнання масового класу для зменшення затрат 
на технiчнi засоби.  
IРО Hadoop видiляє наступнi ролi в системi:  
− мастер-вузол, що координує потiк даних у кластерi та розподiл задач;  
− вторинний вузол, що виконує задану задачу, а також надає сховище для 
побудови кластерної файлової системи. 
Для вибору компонентiв мастер-вузла можна скористатися таблицею 3.1 з 
рекомендованими характеристиками у збалансованому кластерi [28, 29].  
Таблиця 3.1 – Вибір компонентів для мастер-вузла 
Компонент  Характеристика  
Форм-фактор  1U-4U  
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Компонент  Характеристика  
CPU  Мінімум двоядерний процесор тактовою частотою 2-2.5 ГГц  
RAM  64-512 ГБ  
Диски  12-24 по 1-4 ТБ  
Мережева карта  Gigabit або 10Gigabit Ethernet  
 
Характеристики окремих компонентiв для вторинних вузлiв наданi у таблиці 
3.2. 
Таблиця 3.2 – Вибір компонентів для вторинних вузлів 
Компонент  Характеристика  
Форм-фактор  1U-4U  
CPU  Мiнiмум двоядерний процесор тактовою частотою 2-2.5 ГГц  
RAM  64-128 ГБ  
Диски  4-6 по 1 ТБ  
Мережева карта  Gigabit або 10Gigabit Ethernet  
 
Вибiр характеристик тих чи iнших компонентiв, що вказуються у промiжках, 
залежить вiд задач, що виконуватиме IРО. Таким чином, можна видiлити 2 типи задач 
за наявними обмеженнями:  
− що обмеженi кiлькiстю зчитувань-записiв,  
− що обмеженi продуктивнiстю. 
Вiдповiдно, для збiльшення швидкодiї необхiдно для 1-го роду задач 
збiльшувати пропускну спроможнiсть мережi та обирати такi диски, що мають 
найменшу затримку в операцiях зчитування-запису; для 2-го роду задач необхiдно 
обирати бiльш продуктивнi процесори, збiльшувати їх кiлькiсть i т.д.  
Для комунiкацiї мiж вузлами використовуються протоколи зi стеку протоколiв 
TCP/IP [30].  
Продовження таблиці 3.1 
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3.4 Вимоги до програмного забезпечення 
IРО Hadoop, як i iншi комерцiйнi рiшення, рекомендується будувати на системi 
Linux. Iснує велика кiлькiсть дистрибутивiв Linux, але перевагу слiд вiддавати таким, 
що перелічені далі [31]. 
3.4.1 Операційна система Debian 
Debian [32] використовується в таких великих комерційних підприємствах, як 
Boeing, T-Mobile і т.д. [33]. Debian підтримується користувачами, має швидкий сервіс 
відповідей на запитання, що стосуються безпосередньо системи. Окрім того, Debian 
легко встановлюється з CD, DVD, Blu-ray, USD або з мережі.  
Для Debian iснує довготривала пiдтримка програмного забезпечення, дана ОС 
стабiльна i надiйна в роботi. Це досягається шляхом створення спецiальних 
репозитарiїв, що мiстять стабiльнi версiї програм та ядра, вони пройшли тривалi 
тестування i їх можна вважати надiйними.  
3.4.2 Операційна система CentOS 
CentOS – це операційна система, націлена на використання всреедині компаній 
та в середовищі розробників, що не потребують останніх версій забезпечення, а 
потребують стабільну та захищену операційну систему [34]. Використовується для 
віртуалізації [35], розгортання SaaS платформ і т.д. Дистрибутив використовується 
такими великими компаніями, як Godaddy Inc, Vistronix Intelligence & Technology 
Solutions LLC [36]. Даний дистрибутив є неофіційним безоплатним клоном RHEL. 
Перед кожним релізом дистрибутив проходить довготривале тестування. 
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3.4.3 Операційна система Ubuntu 
Операційна система Ubuntu – це відкритий та безоплатний дистрибутив на 
основі ОС Linux [37]. Ubuntu є однією з найбільш популярних ОС у хмарних сервісах 
[38]. 
Окрім версії для комп’ютерів загального призначення, користувачам доступна 
серверна версія даного дистрибутиву. 
Дана ОС відрізняється простотою налаштувань системи, встановлення 
додаткового програмного забезпечення. 
3.4.4 Операційна система RedHat Enterprise Linux 
ОС RedHat Enterprise Linux націлена на комерційне використання і має платну 
підписку ціною 349 доларів за базову версію [39]. Даний дистрибутив має 
довготривалу підтримку версій. Сервіс відповідей на питання користувачів 
включений до підписки, але окрім офіційного сервісу дистрибутив має велику 
користувацьку базу, що також можуть надати відповіді на питання. 
Дана ОС використовується в таких відповідальних сферах [40] як, наприклад:  
− банкінгу (Barclays, Bharatiya Stock Exchange, Deutsche Bank, Key Bank),  
− авіаперевезень (Lufthansa), 
− розробки програмного забезпечення (CA technologies). 
Даний список не обмежується вище переліченими прикладами. 
Розробники ОС впроваджують власні зміни в ядро базової ОС Linux, що сприяє 
більш високому ступеню захищеності даного дистрибутиву та його більш стабільної 
роботи. 
3.4.5 Операційна система SUSE 




Компанія-розробник постачає версії загального користування та серверні. 
Даний дистрибутив, як і RedHat Enterprise Linux, розробляється з метою створення 
стабільної та високо захищеної системи, що має як професійну підтримку 
користувачів, так і підтримку зі сторони спільноти користувачів. 
ОС використовується в багатьох індустріях і має низку специфічних продуктів 
(наприклад, для високопродуктивних обчислень) [42]. 
Практика показала, що хмарні провайдери найбільш часто використовують ОС 
Ubuntu [43]. 
Оскільки Hadoop та iншi модулi системи написанi з використанням мови 
програмування Java, необхiдно також встановити Java Development Kit (JDK). JDK 
мiстить в собi бiблiотеки розробки та середовище виконання Java Runtime 
Environment (JRE).  
Бiблiотеки розробки для Java необхiднi для написання модульних програм для 
пiдсистем збору й обробки та аналiзу даних.  
Середовище виконання JRE необхiдно для запуску IРО, окремих пiдсистем 
(збору й обробки та аналiзу даних) та модулiв для заданих пiдсистем.  
Рекомендована версiя для запуску всiєї системи – релiз Oracle JDK 1.7 [44].  
3.5 Висновки за розділом 
В даному розділі обґрунтовано вимоги до ІРО для ПС на основі АСКАД, 
описано засоби розроблення модулів для ІРО для ПС, визначені вимоги до 
програмного та технічного забезпечення. 
Рекомендовані [28, 29] характеристики для технічного забезпечення для 
побудови АІРО дозволяють підібрати компоненти для коректної роботи ПС на основі 
АСКАД. Огляд рекомендованих характеристик показує, що описані компоненти 
мають невисоку ціну, що дозволяє побудувати недорогий продуктивний кластер. 
Серед перелічених ОС було обрано ОС Debian, як надійну та стабільну у роботі 
систему, що швидко встановлюється і конфігурується. Як було показано вище, 
найбільш часто використана ОС Ubuntu, але вона потребує додаткових конфігурацій 
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4 РОЗРОБЛЕННЯ СЦЕНАРIЇВ ВИКОРИСТАННЯ 
На початковій стадії були проаналізовані різновиди використання ПС на основі 
АСКАД. Було визначено, що при розробці сценаріїв використання, необхідно 
врахувати наявність двох акторів у системі: оператор та адміністратор. 
Для побудови діаграм невід’ємними процесами є: 
− виділення діючих суб’єктів АСКАД; 
− розроблення варіантів використання АСКАД з боку актора, які визначають 
функціональність ПС на основі АСКАД; 
− короткий детальний опис визначених варіантів використання або їх 
детальний табличний опис. 
Розглянемо сценарії використання для кожного з акторів окремо. 
4.1 Розроблення діаграми варіантів використання адміністратором 
Розроблена діаграма варіантів використання адміністратором складається з 3 
складових частин:  
− взаємодія з ОС, 
− взаємодія з підсистемою ІРО, 
− взаємодія з СКБД. 
Діаграма варіантів використання адміністратором у контексті взаємодії з ОС 
представлена на рис. 4.2. 
Дана діаграма відображає базовий набір функцій, що необхідні для актора 
«адміністратор» для коректної роботи всієї ПС на основі АСКАД. 




Рисунок 4.1 – Діаграма варіантів використання адміністратором у контексті 
взаємодії з ОС 
Діаграма варіантів використання адміністратором у контексті взаємодії з 
підсистемою ІРО представлена на рис. 4.2. 
Оскільки ПС на основі АСКАД є кластерною, то за необхідності збільшення її 
продуктивності можна підключити додаткові вузли. Дана підсистема є 
масштабованою, тому адміністратор має права конфігурації вузлів у складі ІРО. 
Таким чином, запущена підсистема має змогу підключити усі наявні в системі вузли 
для максимальної швидкодії та збільшення обсягів ФС.  
Можливість налаштування шляхів до бібліотек та програм дозволяє 
адміністратору відокремити бібліотеки та виконавчі файли в окремих папках. Це 
призводить до зменшення розмірів програм (деякі програми можуть використовувати 
однакові бібліотеки, але кожна з них буде включати дану бібліотеку на етапі 
компіляції) та спрощує запуск i вiдлагодження системи. 
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Налаштування фреймворку MapReduce дозволяє обрати фреймворк для 
обробки даних, виставити ліміти наявних для ІРО ресурсів (пам’яті тощо). 
Процес налаштування ФС являє собою визначення параметрів кластерної ФС у 
відповідності з вимогами до відмовостійкості, швидкості роботи ФС (можлива 
конфігурація розміру блоків реплікації і т.д.). Форматування ФС дозволяє створити 
кластерну ФС з розподіленням даних на всі наявні вузли у складі ІРО.  
 
Рисунок 4.2 – Діаграма варіантів використання адміністратором у контексті 
взаємодії з ІРО 
Опишемо більш детально деякі з варіантів використання, представлених на 
рисунку 4.2. 
Прецедент конфігурація вузлів у складі ІРО детально описано в таблиці 4.1. 
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Таблиця 4.1 – UC Конфігурація вузлів у складі ІРО 
Назва Конфігурація вузлів у складі ІРО 
Мета або контекст 
використання  
Логічне додавання або видалення вузлів КС. 
Використовується для управління кількістю активних 
вузлів всередині КС.  
Область видимості та 
рівень  
Для адміністратора. 
Передумова  Аутентифікація користувача на комп’ютері, що виступає в 
ролі master всередині КС. 
Умова успішного 
виконання 
Правильно прописана конфігурація у файлах конфігурації 
ІРО у відповідності з заданим форматом опису вузлів КС. 
Умова невиконання  Некоректна робота ОС, ІРО, відсутність віддаленого 
доступу до комп’ютеру, некоректно налаштовані права 
доступу (відмова в редагуванні файлів у зв’язку з 
недостатніми правами), некоректно описані вузли у 
конфігураційних файлах, некоректна мережева 
конфігурація 
Первинний, 
вторинний актор  
Первинний актор – користувач платформою 
(адміністратор).  
Тригер Не передбачені 
Опис Кроки Дія 
 1 Аутентифікація користувача в системі. 
 2 Відкриття на редагування конфігураційного 
файлу зі списком вузлів. 
 3 Редагування списку вузлів. 





Прецедент налаштування шляхів до бібліотек та програм детально описано в 
таблиці 4.2. 
Таблиця 4.2 – UC налаштування шляхів до бібліотек та програм 
Назва Налаштування шляхів до бібліотек та програм 
Мета або контекст 
використання  
Налаштування шляхів до бібліотек та програм надає 
можливість запускати задачі на ІРО. 
Область видимості та 
рівень  
Для адміністратора. 
Передумова  Аутентифікація користувача на комп’ютері, що виступає в 
ролі master всередині КС. 
Умова успішного 
виконання 
Прописані шляхи відповідають наявній на накопичувачі 
структурі, у відповідних папках зберігаються актуальні 
бібліотеки та програми для аналізу даних, що їх 
використовують. 
Умова невиконання  Некоректна робота ОС, ІРО Hadoop, відсутність 
віддаленого доступу до комп’ютеру, некоректно 
налаштовані права доступу (відмова в редагуванні файлів у 
зв’язку з недостатніми правами), некоректно описані шляхи 
до програм та бібліотек у конфігураційних файлах. 
Первинний, 
вторинний актор  
Первинний актор – користувач платформою 
(адміністратор).  
Тригер Не передбачені 
Опис Кроки Дія 
 1 Аутентифікація користувача в системі. 
 2 Відкриття на редагування конфігураційного 
файлу ІРО. 




Назва Налаштування шляхів до бібліотек та програм 
 4 Збереження файлу та перезапуск компонентів 
АСКАД. 
 
Прецедент форматування ФС детально описано в таблиці 4.3. 
Таблиця 4.3 – UC форматування ФС 
Назва Форматування ФС 
Мета або контекст 
використання  
Первинне форматування ФС після розґортання ПС на 
основі АСКАД дозволяє включити всі наявні ІРО вузли до 
складу кластерної ФС, або, якщо вже включені, виконати 
очищення ФС. 
Область видимості та 
рівень  
Для адміністратора. 
Передумова  Аутентифікація користувача на комп’ютері, що виступає в 
ролі master всередині КС. 
Умова успішного 
виконання 
Коректна конфігурація ІРО у відповідності з форматами 
конфігураційних файлів. 
Умова невиконання  Некоректна конфігурація ІРО. 
Первинний, 
вторинний актор  
Первинний актор – користувач платформою 
(адміністратор).  
Тригер Не передбачені 
Опис Кроки Дія 
 1 Аутентифікація користувача в системі. 
 2 Відключення ІРО. 
 3 Ініціювання команди форматування HDFS, що 
входить до складу утиліт ПС. 
 4 Перезапуск ІРО. 
 
Продовження таблиці 4.2 
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Діаграма варіантів використання адміністратором у контексті взаємодії з СКБД 
представлена на рис. 4.3. 
Налаштування СКБД має на увазі визначення всіх необхідних параметрів 
конфігураційних файлів. Оскільки ПС на основі АСКАД є кластерною, то за 
необхідності збільшення її продуктивності можна підключити додаткові вузли. 
 
Рисунок 4.3 – Діаграма варіантів використання адміністратором у контексті 
взаємодії з СКБД 
Прецедент налаштування вузлів у складі СКБД детально описано в таблиці 4.4. 
Таблиця 4.4 – UC налаштування вузлів у складі СКБД 
Назва Налаштування вузлів у складі СКБД 
Мета або контекст 
використання  
Логічне додавання або видалення вузлів розподіленої 
СКБД. Використовується для управління кількістю 
активних вузлів всередині розподіленої СКБД.  





Назва Налаштування вузлів у складі СКБД 
Передумова  Аутентифікація користувача на комп’ютері, що виступає в 
ролі master всередині КС. 
Умова успішного 
виконання 
Правильно прописана конфігурація у файлах конфігурації 
СКБД у відповідності з заданим форматом опису вузлів 
СКБД. 
Умова невиконання  Некоректна робота ОС, СКБД, відсутність віддаленого 
доступу до комп’ютеру, некоректно налаштовані права 
доступу (відмова в редагуванні файлів у зв’язку з 
недостатніми правами), некоректно описані вузли у 
конфігураційних файлах, некоректна мережева 
конфігурація 
Первинний, 
вторинний актор  
Первинний актор – користувач платформою 
(адміністратор).  
Тригер Не передбачені 
Опис Кроки Дія 
 1 Аутентифікація користувача в системі. 
 2 Відкриття на редагування конфігураційного 
файлу зі списком вузлів. 
 3 Редагування списку вузлів. 
 4 Збереження файлу та перезапуск СКБД. 
 
Прецедент управління таблицями СКБД детально описано в таблиці 4.5. 
Таблиця 4.5 – UC управління таблицями СКБД 
Назва Управління таблицями СКБД 
Мета або контекст 
використання  
Можливість створювати, редагувати та видаляти таблиці 
бази даних. 
Продовження таблиці 4.4 
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Назва Управління таблицями СКБД 
Область видимості та 
рівень  
Для адміністратора. 
Передумова  Аутентифікація користувача будь-якому з комп’ютерів КС. 
Запущена ПС на основі АСКАД. 
Умова успішного 
виконання 
Команди оболонки СКБД відповідають формату подачі 
аргументів; в якості аргументів вказані існуючі таблиці (у 
випадку редагування або видалення), назви таблиць не 
містять заборонених символів. 
Умова невиконання  Некоректна робота ОС, СКБД, відсутність віддаленого 
доступу до комп’ютеру, некоректно налаштовані права 
доступу, некоректно описані команди оболонки, помилки 
при визначенні аргументів. 
Первинний, 
вторинний актор  
Первинний актор – користувач платформою 
(адміністратор).  
Тригер Не передбачені 
Опис Кроки Дія 
 1 Аутентифікація користувача в системі. 
 2 Запуск оболонки СКБД. 
 3 Виклик команд редагування,  створення або 
видалення таблиць. 
 4 Закінчення роботи з оболонкою СКБД. 
 
4.2 Розроблення діаграми варіантів використання системи оператором 
Визначені операторські UC можна побачити на діаграмі прецедентів, що 
зображена на рисунку 4.4. 
Продовження таблиці 4.5 
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Оператор має змогу запускати модулi для аналiзу зібраних даних окремо або за 
встановленим розкладом запускiв модулiв.  
  
Рисунок 4.4 – Діаграма варіантів використання оператором 
Опишемо більш детально деякі з варіантів використання, представлених на 
рисунку 4.4. 
 Прецедент управління роботою модулів аналізу даних на кластері детально 
описано в таблиці 4.6. 
Таблиця 4.6 – UC управління роботою модулів аналізу даних на кластері 
Назва Управління роботою модулів аналізу даних на кластері 
Мета або контекст 
використання  
Можливість вручну запускати, зупиняти модулі аналізу 
даних ПС на основі АСКАД. 
Область видимості та 
рівень  
Для оператора. 
Передумова  Аутентифікація користувача на будь-якому з комп’ютерів 
КС. 
Запущена ПС на основі АСКАД. 
Умова успішного 
виконання 
Команди оболонки ІРО відповідають формату подачі 
аргументів; вказані коректні аргументи програм. 
Умова невиконання  Некоректна робота ОС, ІРО, відсутність віддаленого 
доступу до комп’ютеру, некоректно налаштовані права 
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Назва Управління роботою модулів аналізу даних на кластері 
доступу, некоректно описані команди оболонки, помилки 
при визначенні аргументів. 
Первинний, 
вторинний актор  
Первинний актор – користувач платформою (оператор).  
Тригер Не передбачені 
Опис Кроки Дія 
 1 Аутентифікація користувача в системі. 
 2 Запуск оболонки ОС. 
 3 Виклик команди запуску або зупинки роботи 
модуля. 
 4 Закінчення роботи з оболонкою ОС. 
 
Прецедент налаштування розкладу запусків модулів аналізу детально описано 
в таблиці 4.7. 
Таблиця 4.7 – UC налаштування розкладу запусків модулів аналізу 
Назва Налаштування розкладу запусків модулів аналізу 
Мета або контекст 
використання  
Налаштування планувальника на періодичний запуск 
модулів аналізу. 
Область видимості та 
рівень  
Для оператора. 
Передумова  Аутентифікація користувача на будь-якому з комп’ютерів 
КС. 
Запущена ПС на основі АСКАД. 
Умова успішного 
виконання 
Конфігурація відповідає заданому формату. 
Умова невиконання  Некоректна робота ОС, ПС на основі АСКАД, відсутність 
віддаленого доступу до комп’ютеру, некоректно 
Продовження таблиці 4.6 
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Назва Налаштування розкладу запусків модулів аналізу 
налаштовані права доступу, некоректно описані команди 
оболонки, помилки при визначенні аргументів. 
Первинний, 
вторинний актор  
Первинний актор – користувач платформою (оператор).  
Тригер Не передбачені 
Опис Кроки Дія 
 1 Аутентифікація користувача в системі. 
 2 Запуск оболонки СКБД. 
 3 Виклик команд редагування,  створення або 
видалення таблиць. 
 4 Закінчення роботи з оболонкою СКБД. 
 
Діаграма варіантів використання оператором в контексті підсистеми збору 
даних представлена на рисунку 4.5. 
Оператор системи повинен мати можливiсть конфiгурувати пiдсистему збору 
та обробки iнформацiї, таким чином вiн має змогу визначити наступнi складовi 
конфiгурацiї:  
− джерела iнформацiї,  
− канали передачi iнформацiї,  
− сховища даних. 
Для кожного з вузлiв системи можна визначити конфiгурацiю i розподiлити 
завдання збору й обробки iнформацiї.  




Рисунок 4.5 – Діаграма варіантів використання оператором в контексті підсистеми 
збору даних 
Діаграма варіантів використання оператором в контексті СКБД представлена 
на рисунку 4.6. 
Для сховища даних, як правило, використовується розподiлена база даних, що 
розгорнута поверх IРО. Тому окрiм визначення параметрiв модулiв-агентiв збору й 
обробки iнформацiї, оператор має змогу додавати, змiнювати або видаляти таблицi з 
бази даних, що використовуються пiдсистемами. Вiн також може визначати сiмейство 




Рисунок 4.6 – Діаграма варіантів використання оператором в контексті СКБД 
Прецедент управління таблицями СКБД детально описано в таблиці 4.8. 
Таблиця 4.8 – UC управління таблицями СКБД 
Назва Управління таблицями СКБД 
Мета або контекст 
використання  
Можливість створювати, редагувати та видаляти таблиці 
бази даних. 
Область видимості та 
рівень  
Для оператора. 
Передумова  Аутентифікація користувача на будь-якому з комп’ютерів 
КС. 
Запущена ПС на основі АСКАД. 
Умова успішного 
виконання 
Команди оболонки СКБД відповідають формату подачі 
аргументів; в якості аргументів вказані існуючі таблиці (у 
випадку редагування або видалення), назви таблиць не 
містять заборонених символів. 
Умова невиконання  Некоректна робота ОС, СКБД, відсутність віддаленого 
доступу до комп’ютеру, некоректно налаштовані права 
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Назва Управління таблицями СКБД 
доступу, некоректно описані команди оболонки, помилки 
при визначенні аргументів. 
Первинний, 
вторинний актор  
Первинний актор – користувач платформою (оператор).  
Тригер Не передбачені 
Опис Кроки Дія 
 1 Аутентифікація користувача в системі. 
 2 Запуск оболонки СКБД. 
 3 Виклик команд редагування,  створення або 
видалення таблиць. 
 4 Закінчення роботи з оболонкою СКБД. 
 
4.3 Висновки за розділом 
В даному розділі було розроблено діаграми варіантів використання системи на 
основі аналізу різновидів використання ПС на основі АСКАД. Визначені два актора 
в ПС: оператор та адміністратор. Виділені діючі суб’єкти АСКАД – актор та ПС на 
основі АСКАД. 
При розробці діаграм було використано UML нотацію UC діаграм, що наочно 
відображає функціональність системи, взаємодію акторів з системою. 
Деякі з UC були більш детально описані в таблиці, інші були коротко описані 
словесно. 
Для оператора і адміністратора системи визначено контексти їх взаємодії із ПС 
на основі АСКАД, що описані в окремих діаграмах варіантів використання. Розподіл 
на контексти взаємодії дає можливість відокремити функціональність за 
підсистемами, що спрощує наочне представлення UC для ПС на основі АСКАД. 
Продовження таблиці 4.8 
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5 РОЗРОБЛЕННЯ СТРУКТУРИ ПРОГРАМНОЇ СИСТЕМИ НА ОСНОВІ 
АРХІТЕКТУРИ СИСТЕМИ КОМПЛЕКСНОГО АНАЛІЗУ ДАНИХ 
Виходячи з зазначених вимог до ПС на основі АСКАД, визначено наступнi 
структурнi елементи [45]:  
− IРО,  
− пiдсистема збору та обробки iнформацiї,  
− СКБД. 
Структурна схема ПС на основі АСКАД наведена на рисунку 5.1. 
 
Рисунок 5.1 – Структура системи 
Визначенi елементи дозволяють роздiлити функцiї всiєї системи, що значно 
полегшує вiдлагодження системи i закладає принципи модульностi. Така структура 
також визначає взаємозамiннiсть кожної з пiдсистем у випадку необхiдностi.  
В свою чергу, кожна з пiдсистем повинна також мати модульний принцип 
побудови, що є одним з критерiїв їх вибору.  
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5.1 Обґрунтування вибору iнфраструктури розподiлених обчислень 
IРО повинна вiдповiдати наступним вимогам:  
− горизонтальна масштабовнiсть,  
− наявнiсть кластерної ФС,  
− обробка великих даних,  
− наявнiсть iнтерфейсiв доступу до ФС та обчислювальних модулiв,  
− вiдмовостiйкiсть. 
З огляду на поставленi критерiї, було обрано IРО Hadoop. За необхiдностi дана 
IРО може бути розгорнута на хмарному рiшеннi, що дає змогу зекономити на 
придбаннi технiчного обладнання.  
5.1.1 Опис компонентiв 
Розглянемо докладно основнi компоненти Hadoop (рис. 5.2) [46]. 
 
Рисунок 5.2 – Компоненти Hadoop [47] 
Найнижчий рiвень – кластер (cluster) – складається з декiлькох комп’ютерiв 
(вузлiв). Вузли можуть бути роздiленi на стеки вузлiв у випадку, якщо кiлькiсть вузлiв 
на сегмент мережi дуже велике.  
HDFS – це фреймфорк, що вiдповiдає за надання доступу до розподiленої ФС.  
Iнфраструктура YARN вiдповiдає за видiлення обчислювальних ресурсiв серед 
вузлiв, необхiдних для виконання програм. Важливими складовими цiєї 
iнфраструктури є:  
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− менеджер ресурсiв (Resource Manager) – знаходиться на master-вузлi та має 
необхiдну iнформацiю про розмiщення усiх вторинних вузлiв i їх ресурси;  
− менеджер вузла (Node Manager) – усi наявнi вториннi вузли кластеру. Надає 
власнi ресурси кластеру та виконує частину обчислень, що назначається менеджером 
ресурсiв, при запуску завдання. 
Storage представляє собою альтернативнi сховища, що можуть бути 
використанi системою.  
MapReduce фреймворк, що побудований на вершинi архiтектури, визначає 
абстрактнi методи розподiлу завдань мiж вузлами та збору обчислених даних у 
єдиний приймач iнформацiї, використовуючи усi наявнi нижче за архiтектурою 
iнтерфейси.  
5.1.2 Парадигма розподiлених обчислень 
Як вже було згадано вище (див. 5.1.1) в Hadoop реалiзовано MapReduce 
парадигму обчислень [48], загальну дiаграму потоку даних якої наведено на рисунку 
5.3. 
 
Рисунок 5.3 – Дiаграма потоку даних MapReduce [48] 
З дiаграми можна побачити, що перед запуском завдання необхiдно розмiстити 
файли для аналiзу на кластернiй ФС HDFS.  
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Подальшим кроком є запуск завдання, що мiстить перевизначенi методи ’Map’ 
та ’Reduce’. Системою буде визначена необхiдна кiлькiсть “розподiлiв” та 
“збиральникiв”, i завдання почнеться з методу ’Map’. Кожному з вузлiв призначається 
певний об’єм даних, який вiн оброблятиме, а пiсля закiнчення завдання передасть 
результати до одного зi “збиральникiв”.  
Пiсля того як усi вузли закiнчать обробку даних, i буде виконаний повний збiр 
результатiв обробки з усiх вузлiв, тодi завдання можна вважати закiнченим, а 
результуючi данi розмiщуються у розподiленiй ФС.  
5.1.3 Опис кластерної файлової системи 
Головним компонентом HDFS є NameNode, що зберiгає усi метаданi 
(iнформацiя про папки, файли i т.д.). Даний компонент розмiщується на master-вузлi 
(рис. 5.4). 
 
Рисунок 5.4 – Архітектура HDFS [49] 
DataNode, що розмiщуються на вторинних вузлах, зберiгають данi, що записанi 
до ФС.  
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Усi файли розбиваються на великi блоки, що розмiщуються на вторинних 
вузлах (DataNode). Тi ж самi блоки можуть бути розмiщенi й на iнших вузлах, що 
захищає ФС вiд втрати даних у випадку, якщо один з вторинних вузлiв вийде з ладу 
– даний процес контролюється NameNode, в разi необхiдностi блок буде вiдновлено.  
DataNode може управляти компонентами NameNode на вторинних вузлах, 
використовуючи команди:  
− розповсюдити блок на iншi вузли,  
− видалити локальнi копiї блоку,  
− перепiдключення,  
− вiдключення вузла. 
Доступ до HDFS можливий за допомогою:  
− команд Hadoop в оболонцi системи,  
− iнтерфейсу браузера. 
Iнтерфейс браузера має обмеженi можливостi:  
− перегляд папок,  
− завантаження файлiв. 
Команди Hadoop надають повний доступ до ФС. У таблиці 5.1 наведено деякi 
типи команд.  
Таблиця 5.1 – Команди Hadoop для управління ФС 
Дiя  Команда  
Створити папку /bar  hadoop dfs -mkdir /bar  
Видалити папку /bar  hadoop dfs -rmr /bar  
Завантажити файл до ФС  hadoop fs -put <local-src> ... <HDFS_dest_path>  
Завантажити файл з ФС  hadoop fs -get <hdfs-src> <localdst>  
Проглянути змiст папки  hadoop fs -ls <args>  
 
Таким чином, обрана IРО задовольняє поставленi до неї вимоги:  
− горизонтально масштабовна,  
− має власну кластерну ФС,  
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− призначена для обробки великих даних,  
− є iнтерфейси доступу до ФС та обчислювальних модулiв,  
− має базовi механiзми вiдмовостiйкостi. 
5.2 Обґрунтування вибору пiдсистеми збору та обробки iнформацiї 
Вибiр пiдсистеми збору та обробки iнформацiї базується на наступних 
критерiях:  
− модульний дизайн,  
− масштабовнiсть,  
− сумiснiсть з СКБД,  
− сумiснiсть з IРО,  
− гнучкi налаштування,  
− розподiленiсть виконання задач,  
− багатопоточнiсть,  
− вiдкрите програмне забезпечення. 
В якостi пiдсистеми збору та обробки iнформацiї було обрано вiдкрите 
програмне забезпечення Apache Flume.  
Flume є розподiленим та надiйним сервiсом збору, обробки та перемiщень 
великих обсягiв даних. Вiн має просту та гнучку архiтектуру, що базується на потоках 
даних [50]. Спрощена структура Flume зображена на рисунку 5.5. 
 
Рисунок 5.5 – Структура Flume [50] 
Властивостi обраного програмного забезпечення перелiченi у таблиці 5.2. 
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Таблиця 5.2 – Властивості Flume 
Властивiсть  Опис  
Горизонтальна 
масштабовнiсть  
Для збiльшення кiлькостi об’ємiв збираємих даних можна 
пiдключити додатковi агенти  
Гарантована 
доставка даних  
Канальний принцип передачi даних в купi з подiйно-




Наявнiсть промiжного каналу передачi даних, що захищає вiд 
перехiдних збурювань, коли кiлькiсть даних, що поступають, 
бiльша за кiлькiсть даних, що може бути записана до 
приймача  
Потоки даних  
Направлення потокiв даних з кiлькох джерел до сховища 
Hadoop, бази даних, файлiв та iн. приймачiв  
5.2.1 Опис компонентiв 
Конфiгурацiя агентiв Flume зводиться до налаштування трьох основних 
компонентiв:  
− джерел (source),  
− каналiв зв’язку (channel),  
− приймачiв (sink). 
Розглянемо послiдовно кожний з компонентiв та їх властивостi.  
Flume пiдтримує наступнi вбудованi типи джерел:  
− Avro Source,  
− Thrift Source,  
− Exec Source,  
− JMS Source,  
− Spooling Directory Source,  
− Twitter Source,  
− Kafka Source,  
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− NetCat Source,  
− Sequence Generator Source,  
− Syslog Sources,  
− HTTP Source,  
− Stress Source,  
− Scribe Source. 
Опишемо деякi найбiльш вживанi типи джерел.  
Exec Source запускає вказану в конфiгурацiї Unix команду та обробляє 
iнформацiю з потоку стандартного виводу вказаної програми. Якщо робота програми 
припиняється, тодi зупиняється й робота. Дане джерело має параметри, що вказанi в 
таблиці 5.3. 
Таблиця 5.3 – Властивості Exec Source 
Властивiсть  Опис  
channels  Вказує на канали передачi даних  
type  Тип джерела, має бути exec  
command  Команда для виконання  
shell  Додатковий виклик оболонки (/bin/bash -c)  
restartThrottle  Затримка до перезапуску програми  
restart  Якщо програма завершена, перезапустити  
logStdErr   Додаткова обробка потоку stderr  
batchSize  Максимальна кiлькiсть рядкiв зчитування i вiдправки за раз  
batchTimeout  Затримка перед записом даних  
selector.type  Мультиплексування або точна копiя  
selector.*  Залежить вiд selector.type  
interceptors  Список перехоплювачiв  
interceptors.*  -  
 
Spooling Directory Source дозволяє аналiзувати данi з файлiв у вказанiй папцi. 
Дане джерело зчитує данi з файлiв та змiнює їх назву в разi, якщо файл було 
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оброблено, або видаляє проаналiзований файл. Перелiк параметрiв даного джерела 
наведено у таблиці 5.4.  
Таблиця 5.4 – Властивості Spooling Directory Source 
Властивiсть  Опис  
channels  Вказує на канали передачi даних  
type  Тип джерела, має бути spoolDir  
spoolDir  Папка, з якої зчитуються данi  
fileSuffix  Суфiкс, що додається до проаналiзованих файлiв  
deletePolicy  Коли видаляти файли: never або immediate  
fileHeader  Чи додавати заголовок абсолютного шляху до файлу  
fileHeaderKey  Ключ заголовку, див. попереднiй параметр  
basenameHeader  Чи додавати заголовок з назви файлу  
basenameHeaderKey  Ключ заголовку, див. попереднiй параметр  
ignorePattern  Шаблон iгнорування файлiв  
consumeOrder  
Порядок аналiзу файлiв, що базується на датi останньої 
модифiкацiї: випадковий, найстарiшi та найновiшi файли.  
inputCharset  Кодування символiв у файлi  
 
HTTP Source дозволяє обробляти подiї, що поступають через запроси HTTP 
GET або POST. Запроси поступають в оброблювач, який виконує парсинг даних i 
структурує їх для подальшого запису до каналу зв’язку. Параметри джерела 
перелiченi у таблиці 5.5. 
Таблиця 5.5 – Властивості HTTP Source 
Властивiсть  Опис  
channels  Вказує на канали передачi даних  
type  Тип джерела, має бути http  
port  Порт прив’язки  
bind  Назва хосту або IP адреса джерела  
handler  Оброблювач запитiв  
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Властивiсть  Опис  
handler.*  Додатковi параметри оброблювача  
enableSSL  Чи включати SSL  
excludeProtocols  Список протоколiв SSL/TLS, що виключаються  
keystore  Шлях до сховища ключiв  
keystorePassword  Пароль вiд сховища  
 
Flume пiдтримує наступнi приймачi iнформацiї:  
− HDFS Sink,  
− Hive Sink,  
− Logger Sink,  
− Avro Sink,  
− Thrift Sink,  
− IRC Sink,  
− File Roll Sink,  
− Null Sink,  
− HBase Sinks,  
− MorphlineSolr Sink,  
− ElasticSearch Sink,  
− Kite Dataset Sink,  
− Kafka Sink. 
Опишемо деякi з них.  
HDFS Sink – це приймач iнформацiї, що дозволяє записувати данi напряму до 
HDFS. Джерело пiдтримує створення текстових файлiв на файлiв послiдовностей. 
Пiдтримується також стискання даних. Наявна гнучка конфiгурацiя порядку 
створення та завершення запису до файлiв: в залежностi вiд часу, що пройшов вiд 
моменту початку запису або вiд кiлькостi подiй, що записанi до файлу. Параметри 
наведенi у таблиці 5.6.  
Продовження таблиці 5.5 
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Таблиця 5.6 – Властивості HDFS Sink 
Властивiсть  Опис  
channel  Вказує на канал передачi даних  
type  Тип приймача, має бути hdfs  
hdfs.path  Шлях до папки HDFS  
hdfs.filePrefix  Префiкс назви файлiв  
hdfs.fileSuffix  Суфiкс назви файлiв  
hdfs.inUsePrefix  Використання префiксу для тимчасових файлiв  
hdfs.rollInterval  Час, через який система буде писати в iнший файл  
hdfs.rollSize  Розмiр файлу перед переключенням  
hdfs.rollCount  Кiлькiсть подiй перед переключенням  
hdfs.idleTimeout  Затримка, пiсля якої неактивний файл буде закрито  
hdfs.batchSize  Кiлькiсть подiй перед записом у HDFS  
hdfs.codeC  Метод стискання  
hdfs.fileType  Тип файлу  
hdfs.maxOpenFiles  Максимальна кiлькiсть файлiв, що можуть бути вiдкритi  
hdfs.callTimeout  Допустима затримка операцiй HDFS  
hdfs.threadsPoolSize  Кiлькiсть потокiв на єдиний HDFS приймач  
hdfs.round  Округлення часового штампу  
hdfs.roundUnit  Одиниця, яка округлюється  
hdfs.timeZone  Назва часової зони  
hdfs.useLocalTimeStamp  Використання мiсцевого часу  
hdfs.closeTries  Кiлькiсть спроб переiменувати файл перед його закриттям  
hdfs.retryInterval  Затримка мiж спробами закрити файл  
hdfs.serializer  Серiалiзатор даних  
 
Hive Sink дозволяє записувати данi (подiї) до таблиць або роздiлiв Hive. Hive – 
це SQL база даних. Таким чином, даний приймач реалiзує прямий запис даних до бази 
даних за допомогою транзакцiй Hive. Параметри приймача наведенi у таблиці 5.7. 
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Таблиця 5.7 – Властивості Hive Sink 
Властивiсть  Опис  
channel  Канал зв’язку  
type  Тип компоненту, hive  
hive.metastore  Шлях до Hive metastore  
hive.database  Назва бази даних  
hive.table  Назва таблицi  
hive.partition  Перелiк роздiлiв для запису  
hive.txnsPerBatchAsk  Кiлькiсть транзакцiй в пакетi  
heartBeatInterval  Затримка оновлення часу закiнчення неактивних транзакцiй  
autoCreatePartitions  Автоматичне створення роздiлiв  
batchSize  Розмiр пакетної транзакцiї  
maxOpenConnetions  Максимальна кiлькiсть вiдкритих каналiв  
callTimeOut  Максимально дозволена затримка для Hive та HDFS  
serializer  Серiалiзатор  
roundUnit  Одиниця округлення  
timeZone  Часова зона  
useLocalTimeStamp  Чи використовувати мiсцевий час  
 
Logger Sink надає можливостi налагодження системи та власних написаних 
модулiв. Записана до приймача iнформацiя записується до системного логеру у 
стандартний потiк виводу. Параметри перелiченi у таблиці 5.8. 
Таблиця 5.8 – Властивості Logger Sink 
Властивiсть  Опис  
channel  Канал зв’язку  
type  Тип компоненту, logger  




File Roll Sink дозволяє записувати зiбрану iнформацiю до файлiв на локальному 
вузлi. Параметри наведенi у таблиці 5.9.  
Таблиця 5.9 – Властивості File Roll Sink 
Властивiсть  Опис  
channel  Канал зв’язку  
type  Тип компоненту, file_roll  
sink.directory  Папка, де розмiщуватимуться файли  
sink.rollInteral  Iнтервал, через який система почне записувати в iнший файл  
sink.serializer  Серiалiзатор  
batchSize  Розмiр пакету даних  
 
HBaseSink – це приймач, що записує данi до СКБД HBase. Приймач 
автоматично зчитує параметри з файла конфiгурацiї. В нього є пiдтримка захищеного 
запису до СКБД. Гарантується атомарнiсть операцiй над рядками СКБД. Для даного 
приймача iснує декiлька типiв серiалiзаторiв, що аналiзують данi i конвертують їх у 
формат, прийнятний для запиту до СКБД HBase:  
− SimpleHbaseEventSerializer – записує отриманi данi за принципом “як є” у 
вказанi колонки; є можливiсть налаштувати вигляд iдентифiкатору рядку;  
− RegexHbaseEventSerializer – записує отриманi данi у колонки, що вказанi у 
конфiгурацiї; данi аналiзуються за допомогою шаблону i розбиваються згiдно його 
вигляду. 
Перелiк параметрiв приймача наведений у таблиці 5.10.  
Таблиця 5.10 – Властивості HBase Sink 
Властивiсть  Опис  
channel  Канал зв’язку  
type  Тип компоненту, hbase  
table  Назва таблицi в СКБД  
columnFamily  Сiмейство колонок  
zookeeperQuorum  Параметр quorum у налаштуваннях HBase  
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Властивiсть  Опис  
znodeParent  Шлях до головного регiону СКБД  
batchSize  Розмiр пакету даних  
serializer  Серiалiзатор  
serializer.*  Додатковi параметри серiалiзатора  
kerberosPrincipal  Iдентифiкатор користувача Kerberos для захищеного доступу  
kerberosKeytab  Kerberos keytab  
 
Канали зв’язку Flume дозволяють передавати iнформацiю вiд джерела до 
приймача. Визначенi наступнi вбудованi типи каналiв:  
− Memory Channel,  
− JDBC Channel,  
− Kafka Channel,  
− File Channel,  
− Spillable Memory Channel,  
− Pseudo Transaction Channel. 
Розглянемо деякi з них.  
Memory Channel дозволяє передавати подiї за допомогою черги, що 
органiзована у пам’ятi. Максимальний розмiр черги можна налаштувати. Перелiк 
параметрiв можна подивитись у таблиці 5.11. 
Таблиця 5.11 – Властивості Memory Channel 
Властивiсть  Опис  
type  Тип компоненту, memory  
capacity  
Максимальна кiлькiсть подiй, що можуть бути 
збереженi у пам’ятi  
transactionCapacity  
Максимальна кiлькiсть подiй, що канал прийме вiд 
джерела та передасть до приймача за транзакцiю  
keep-alive  Затримка додавання або видалення подiї  
Продовження таблиці 5.10 
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Властивiсть  Опис  
byteCapacityBufferPercentage  Вiдсоток буферу, що буде вiдведений на заголовки  
byteCapacity  
Максимально можлива кiлькiсть байт, що 
передаються пам’яттю  
 
File Channel дозволяє передавати iнформацiю, використовуючи файли. 
Параметри наведенi у таблиці 5.12. 
Таблиця 5.12 – Властивості File Channel 
Властивiсть  Опис  
type  Тип компоненту, file  
checkpointDir  Папка для збереження файлу checkpoint  
useDualCheckpoints  Чи резервувати попередню папку?  
backupCheckpointDir  Резервна папка checkpoint  
dataDirs  Список папок для збереження файлiв логiв  
transactionCapacity  Максимальний розмiр транзакцiї каналу  
checkpointInterval  Затримка мiж checkpoint  
maxFileSize  Максимальний розмiр одного файлу  
minimumRequiredSpace  Мiнiмальний вiльнiй простiр  
capacity  Максимальний розмiр каналу  
keep-alive  Максимальний час очiкування запису  
checkpointOnClose  
Контролює створення checkpoint, коли 
канал закривається  
encryption.activeKey  Назва ключа для шифрування даних  
encryption.cipherProvider  Тип шифру  
encryption.keyProvider  Тип ключу  
encryption.keyProvider. keyStoreFile  Шлях до файлу ключiв  
encrpytion.keyProvider. 
keyStorePasswordFile  Шлях до файлу пароля до файлу ключiв  
Продовження таблиці 5.11 
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Властивiсть  Опис  
encryption.keyProvider. keys  Список усiх ключiв  
 
5.2.2 Опис взаємодiї компонентiв 
Розглянемо взаємодiю компонентiв системи за допомогою дiаграми 
послiдовностi, що наведена на рисунку 5.6. 
 
Рисунок 5.6 – Діаграма послідовності взаємодії компонентів [51] 
Як можна побачити з дiаграми послiдовностi, в даному прикладi розглядається 
взаємодiя компонентiв двох агентiв – Agent 1 та Agent 2.  
Для правильної роботи системи спочатку запускається Agent 1, оскільки вiн 
мiстить компонент Sink 1, що надає доступ до приймача. Якщо запустити Agent 2 
першим, тодi виникне помилка через те, що наявне джерело даного агенту Source 2 
не матиме доступу до приймача iнформацiї, а сумiсний канал передачi даних Channel 
1 - Channel 2 буде обiрваний.  
Пiсля запуску Agent 1, компонент Sink 1 починає транзакцiю прийому даних з 
каналу зв’язку. Компонент Source 2 агенту Agent 2 приймає iнформацiю про початок 
Продовження таблиці 5.12 
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транзакцiї та готов до роботи. Коли у джерелi Source 2 виникає подiя (наприклад, це 
може бути рядок iнформацiї логiв, результати роботи парсерiв i так далi), то воно 
починає власну транзакцiю з розмiщення отриманих даних до каналу зв’язку Channel 
2. В разi успiшного виконання транзакцiї вона пiдтверджується, а приймач Sink 1 
агенту Agent 1 пiдтверджує власну транзакцiю з прийому даних з каналу зв’язку [52].  
Такий пiдхiд в системi, коли взаємодiї мiж компонентами “загорнутi” у 
транзакцiї дозволяє отримувати достовiрну iнформацiю, адже у випадку помилок при 
прийняттi або передачi iнформацiї транзакцiя не буде пiдтвердженою. Це забезпечує 
надiйнiсть системи.  
Для розумiння того, як об’єднуються потоки iнформацiї у єдиному агентi, 
розглянемо дiаграму потоку даних, що зображена на рисунку 5.7. 
 
Рисунок 5.7 – Діаграма суміщених потоків Flume [51] 
Оскільки кожен з агентiв може вмiщувати кiлька джерел iнформацiї, то зручно 
розподiляти декiлька джерел мiж кiлькома вузлами IРО. З дiаграми можна побачити, 
що Agent 1 та Agent 2 вмiщують в собi два джерела, що передаються єдиним 
сумiщеним каналом зв’язку до Agent 3, який прослуховує його.  
Agent 3 мiстить компонент приймача, таким чином всi данi, що зчитуються з 
каналу зв’язку, записуються до приймача (за дiаграмою приймачем є розподiлена 
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файлова система HDFS). Таким чином, дана архiтектура реалiзує вiдношення “багато-
до-одного”.  
Розглянутi дiаграми дозволяють зрозумiти взаємодiю мiж компонентами 
системи для подальшої розробки бiльш складних архiтектур (наприклад, взаємодiя 
“багато-до-багатьох” i так далi). Розроблення архiтектури залежить вiд кiлькостi 
iнформацiї, джерел, характеристик вузлiв. Бiльш складнi дiаграми взаємодiї 
дозволяють розподiляти навантаження мiж окремими вузлами IРО.  
Таким чином, пiдсистема збору та обробки iнформацiї Flume надає можливостi:  
− масштабовностi,  
− розподiленого виконання збору та обробки iнформацiї,  
− багатопоточностi. 
Крiм того, вона сумiсна з базою даних та IРО, що гарантує правильну роботу 
всiєї системи.  
5.3 Обґрунтування вибору системи керування базами даних 
З урахуванням загальних вимог до системи було встановлено критерiї вибору 
СКБД:  
− масштабовнiсть,  
− сумiснiсть з IРО,  
− сумiснiсть з пiдсистемою збору та обробки iнформацiї,  
− можливiсть використання iнтерфейсу доступу до СКБД зовнiшнiми 
модулями,  
− надiйнiсть,  
− вiдкрите програмне забезпечення. 
Заданим вимогам вiдповiдає обрана СКБД Apache HBase. Це стовпчико-
орiєнтована NoSQL СКБД. NoSQL означає, що СКБД вiдмiнна вiд традицiйного 
представлення даних у реляцiйних СКБД. Данi у HBase зберiгаються у виглядi 
структурованих та напiвструктурованих пар ключ-значення. Дана СКБД надає 
наступнi можливостi:  
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− запис-зчитування у режимi реального часу,  
− iнтерфейс управлiння СКБД,  
− конфiгурацiя розподiленої СКБД мiж вузлами,  
− додатковi iнтерфейси для доступу зi стороннiх програм. 
5.3.1 Опис компонентiв 
Розглянемо архiтектуру СКБД HBase [53], що показана на рисунку 5.8. 
 
Рисунок 5.8 – Архітектура СКБД HBase [53] 
HBase реалiзує централiзовану архiтектуру Master-Slave, побудовану поверх 
шару HDFS, який контролюється за допомогою Hadoop.  
HMaster є провiдним вузлом i вiдповiдальне за наступнi операцiї:  
− контроль над усiма HRegionServer вузлiв,  
− призначення регiонiв,  
− операцiї над метаданими. 
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На розподiленому кластерi HMaster запускається на NameNode вузлi IРО.  
HRegionServer – вториннi вузли, що вiдповiдальнi за обслуговування регiонiв. 
Данi вузли розгортаються на DataNode вузлах IРО.  
Zookeeper також контролює статуси HRegionServer. Вiн надає клiєнтський 
iнтерфейс для доступу до шляху розмiщення головної таблицi.  
Верхнiй шар дiаграми показує можливi iнтерфейси доступу до бази даних.  
5.3.2 Модель даних 
Для розумiння моделi даних СКБД HBase, розкриємо сутнiсть складових цiєї 
моделi [54].  
Рядок в HBase складається з ключа рядка i одного або декiлькох стовпцiв зi 
значеннями, пов’язаними з ними. Рядки сортуються в алфавiтному порядку по ключу, 
як вони зберiгаються. З цiєї причини конструкцiя ключа рядку є дуже важливою. Мета 
полягає в тому, щоб зберiгати данi таким чином, щоб вiдповiднi рядки знаходились 
поруч один з одним.  
Стовпець в HBase складається з сiмейства стовпцiв i специфiкатора, якi 
розмежовуються за допомогою двокрапки.  
Сiмейство стовпцiв фiзично об’єднує набiр стовпцiв i їх значень.  
Стовпець специфiкатор додається до сiмейства стовпцiв для забезпечення 
доступу до даних.  
Комiрка є поєднанням рядку, сiмейства стовпцiв i специфiкатора i мiстить 
значення i часовий штамп, який є версiєю значення.  





Рисунок 5.9 – Приклад таблиці HBase [53] 
Необхiдно зауважити, що кiлькiсть стовпцiв у сiмействi стовпцiв є 
необмеженою, як i кiлькiсть рядкiв.  
З рисунку можна побачити 3 сiмейства колонок:  
− contents,  
− anchor,  
− people. 
У кожному з сiмейства стовпцiв можна створити колонки з вказаними 
специфiкаторами. В даному прикладi визначенi специфiкатори ’cnnsi.com’ та 
’my.look.ca’ у сiмействi колонок ’anchor’; специфiкатор ’html’ у сiмействi колонок 
’contents’, а також кожному з них надано вiдповiдне значення.  
Часовий штамп кожної з комiрок виставляється системою автоматично згiдно з 
дiйсним часом запису. Також часовий штамп може змiнюватись за допомогою 
iнтерфейсу зв’язку з базою даних i виставлятися вручну.  
5.3.3 Опис операцiй над даними 
В данiй СКБД не iснує суворої типiзацiї i усi данi зберiгаються у виглядi 
послiдовностi байтiв. Тому перед початком роботи з даними необхiдно конвертувати 
їх. Це є обов’язковою операцiєю як для запису даних, так i для зчитувань.  
Основнi операцiї з даними СКБД HBase перелiченi у таблиці 5.13. 
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Таблиця 5.13 – Операції над даними HBase 
Операцiя  Опис  
Get/Scan  
Операцiя визначена для заданого iдентифiкатора рядку, сiм’ї стовпцiв та 
специфiкатора. Якщо не вказується необхiдна версiя значення, тодi 
повертається значення з часовим штампом останньої модифiкацiї. Якщо 
необхiдно, можна вказати часовий промiжок. Повертається масив байт у 
першому випадку або список масивiв байт у другому.  
Put  
Операцiя завжди створює нову версiю комiрки. Вона також визначення 
для заданого iдентифiкатора рядку, сiм’ї стовпцiв та специфiкатора. За 
замовчуванням, якщо не вказане iнше, часовий штамп вiдповiдає 
поточному значенню часу сервера. Може бути використана для змiни 
значення будь-якої версiї комiрки, для чого необхiдно вказати точний 
часовий штамп необхiдної комiрки.  
Delete  
Операцiя визначена для специфiчної версiї комiрки, цiлого стовпчика або 
сiмейства стовпчикiв.  
 
Усi операцiї повертають данi у сортованому виглядi послiдовно: за 
iдентифiкатором рядку, за сiмейством стовпчикiв, за специфiкаторами та за часовими 
штампами.  
Обрана стовпчико-орiєнтована СКБД HBase задовольняє критерiям:  
− масштабовностi,  
− сумiсностi з IРО,  
− сумiсностi з пiдсистемою збору та обробки iнформацiї,  
− наявностi iнтерфейсiв доступу до СКБД зовнiшнiми модулями,  




5.4 Висновки за розділом 
В даному розділі було розроблено структуру ПС на основі АСКАД і 
проаналізовано кожний структурний елемент. 
За результатами аналізу вимог, що висуваються до такого роду ПС на основі 
АСКАД (див. 1, 3 розділи) було виділено три основних компоненти, на базі яких 
розгортається ПС: 
− ІРО, 
− підсистема збору та обробки даних, 
− СКБД. 
В такий спосіб побудови ПС на основі АСКАД дозволяє дотримуватися 
модульного принципу побудови систем, що має ряд переваг при подальшій роботі з 
ПС на основі АСКАД, а саме: 
− кожен структурний елемент має чіткий функціонал в загальній ПС, що 
закладає принцип єдиної відповідальності; 
− поділ системи на підсистеми дозволяє більш ефективно відлагоджувати 
окремі підсистеми; 
− кожна з підсистем може бути замінена на аналогічну функціональну одиницю 
за умов реалізації необхідних інтерфейсів зв’язку між ними. 
В результаті аналізу окремих компонентів в якості ІРО було обрано Hadoop, в 
ролі підсистеми збору та обробки даних виступає Apache Flume, а в якості СКБД 





6 РОЗРОБЛЕННЯ АРХIТЕКТУРИ СИСТЕМИ КОМПЛЕКСНОГО АНАЛІЗУ 
ДАНИХ 
Пiдставою для побудови АСКАД є її структурна схема (див. рис. 5.1), що 
вiдображає наявнi в ПС компоненти i зв’язок мiж ними.  
АСКАД в UML нотації дiаграми розгортання  показана на рисунку 6.1 [55].  
 
Рисунок 6.1 – Архітектура системи комплексного аналізу даних 
Розроблення АСКАД передбачає повну пiдготовку ОС i вiдповiдне 
налаштування усiх пiдсистем. Згiдно визначених вимог до ПС на основі АСКАД, ОС 
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середовища виконання – Linux, i всi наведенi i описанi нижче команди вiдносяться 
виключно до даної ОС i не залежать вiд обраного дистрибутиву.  
Усi описанi налаштування мають бути однаковими серед вузлiв системи.  
6.1 Пiдготовка операцiйної системи 
Перед запуском усiх модулiв системи необхiдно провести налаштування 
середовища виконання. Цей процес включає в себе налаштування:  
− часової зони – забезпечує базову синхронiзацiю процесiв мiж вузлами, 
модулями пiдсистем; правильно встановлений час надає можливiсть аналiзувати логи 
окремих пiдсистем;  
− користувачiв та груп системи – забезпечує захист важливих для роботи 
файлiв вiд втручання стороннiх осiб або процесiв; виконує функцiю розподiлу прав 
мiж оператороми та адмiнiстратором системи;  
− мережi – забезпечує мережевий зв’язок мiж вузлами системи для 
синхронiзацiї завдань, розподiлу ресурсiв системи;  
− доступу до вузлiв – надає права безпарольного доступу до вузлiв системи для 
нормальної роботи окремих пiдсистем;  
− середовища виконання – надає можливiсть правильного запуску усiх модулiв 
з коректним пiдключенням всiх наявних та необхiдних бiблiотек. 
6.1.1 Налаштування часової зони 
Для налаштування часової зони в ОС Linux спочатку необхiдно визначити зону, 
до якої належить система. Усi можливi варiанти часових зон наведенi у файлi 
’/usr/share/zoneinfo’. Пiсля визначення зони необхiдно зробити прив’язку мiсцевого 
часу до обраної зони, що можна зробити двома шляхами:  




− створенням символiчного посилання файлу ’/etc/localtime’ на файл обраної 
зони. 
Наступним кроком є встановлення синхронiзатору часу, що надає сервiс 
автоматичного оновлення i коригування часу згiдно з встановленими параметрами 
часового поясу. Можливе використання наступного ПЗ:  
− NTP (Network Time Protocol),  
− rdate. 
Для остаточного налаштування часу системи необхiдно вказати сервери 
синхронiзацiї та перезапустити процеси.  
6.1.2 Налаштування користувачiв 
Системою передбачено 2 типи користувачiв:  
− адмiнiстратор,  
− оператор. 
Оскiльки облiковий запис адмiнiстратора вбудований в ОС, то необхiдно 
додати запис оператора i налаштувати права вiдповiдних папок i файлiв, де 
розмiщуються модулi системи.  
Для створення облiкового запису використовується команда ’adduser’. 
Параметри команди наведенi в таблиці 6.1. 
Таблиця 6.1 – Параметри команди «adduser» [56] 
Ключ  Опис  
-m  
Створення домашньої папки користувача у ’/home/’. В данiй папцi 
користувач має права запису, видалення, змiни файлiв, встановлення 
програм i так далi.  
-g  
Назва початкової групи користувача. Якщо параметр вказується у виглядi 
номеру групи або її назви, вона повинна iснувати. Якщо параметр не 
вказується, тодi поведiнка команди регулюється змiнною 
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Ключ  Опис  
’USERGROUPS_ENAB’ у файлi ’/etc/login.defs’. За замовчуванням, буде 
створено групу з аналогiчною назвою.  
-G  
Додатковi групи, до яких включається користувач. Назви груп 
перелiчуються через кому.  
-s  
Оболонка користувача за замовчуванням. Запускається пiсля повного 
завантаження системи. За замовчуванням ’/bin/bash’.  
 
Права та власник файлiв або папок встановлюються за допомогою команд 
’chmod’ та ’chown’ вiдповiдно.  
Усi файли системи повиннi мати власника адмiнiстратора, групу 
новоствореного оператора i визначенi з наступними правами:  
− для файлiв – виконання, читання, запис;  
− для власника – виконання, читання, запис;  
− для групи – читання, виконання. 
Таким чином, оператор системи матиме змогу проглядати конфiгурацiйнi 
файли та запускати окремi пiдсистеми.  
6.1.3 Налаштування мережi 
Наявнiсть мережевого зв’язку мiж вузлами є важливою умовою роботи 
системи.  
Конфiгурацiйнi файли рiзних дистрибутивiв наведенi в таблиці 6.2.  
Таблиця 6.2 – Файли для конфігурації мережі 
Файл  Опис  
/etc/hosts  Перелiк хостiв  
Red Hat/CentOS: /etc/sysconfig/network  
Параметри пiдключення мережi, глобальне 
налаштування  
Продовження таблиці 6.1 
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Файл  Опис  
Red Hat/CentOS: /etc/sysconfig/network-
scripts/ifcfg-device  Мережевi параметри окремого пристрою  
Ubuntu/Debian: /etc/network/interfaces  
Вказуюється конфiгурацiя та пристрої, 
наприклад, статична адреса, DHCP  
 
До файлу з перелiком хостiв мають бути прописанi назви з вiдповiдною IP 
адресою усiх вузлiв для зручностi подальшого налаштування окремих пiдсистем.  
6.1.4 Налаштування доступу до вузлiв 
Для доступу до вторинних вузлiв використовується Secure Shell (SSH) 
мережевий протокол. SSH надає захищений канал для пiдключення SSH клiєнту до 
серверу.  
SSH використовує криптографiчну систему з вiдкритим ключем для 
аутентифiкацiї до вiддалених вузлiв та користувачiв вузлiв. Iснує два пiдходи до 
використання SSH:  
− шифрування мережевого трафiку з використанням парольного доступу до 
вiддаленого вузла;  
− створення пари ключiв для аутентифiкацiї, що дозволяє програмам та 
користувачам отримати безпарольний доступ до вузла. 
В данiй ПС на основі АСКАД використовується безпарольний доступ. Для 
коректної роботи необхiдно створити пару ключiв на master-вузлi системи i 
розповсюдити публiчний ключ серед вторинних вузлiв.  
6.1.5 Налаштування середовища виконання 
В якостi середовища виконання використовується Java.  
Продовження таблиці 6.2 
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Налаштування середовища Java зводиться до встановлення дiйсного шляху до 
головного каталогу, де було встановлено середовище, що контролюється за 
допомогою змiнної ’JAVA_HOME’. Якщо шлях буде встановлений не вiрно, Java 
додатки не матимуть змогу завантажити необхiднi стандартнi бiблiотеки i буде 
оголошено виключення.  
Для того, щоб можна було запустити середовище виконання, необхiдно також 
встановити змiну ’PATH’, що вiдповiдає за всi шляхи розмiщення виконавчих файлiв.  
6.2 Пiдготовка окремих компонентiв програмної системи 
Перед налаштуванням компонентiв ПС на основі АСКАД необхiдно 
упевнитися, що встановленi сумiснi версiї, iнакше може виникнути багато помилок в 
процесi роботи. Налаштування кожного з компонентiв проводиться тiльки з 
використанням конфiгурацiйних файлiв.  
6.2.1 Налаштування iнфраструктури розподiлених обчислень 
Для IРО Hadoop налаштування проходить за допомогою чотирьох 
конфiгурацiйних файлiв, кожен з яких вiдповiдає за окремий модуль iнфраструктури:  
− ядра IРО,  
− ФС HDFS,  
− менеджера ресурсiв YARN,  
− фреймворку MapReduce. 
Параметри конфiгурацiї ядра IРО наведенi в таблиці 6.3 [57]. Окремi модулi IРО 
використовують надану конфiгурацiю ядра i можуть перезаписувати власнi 
параметри, якщо не заданi iншi.  
Таблиця 6.3 – Параметри ядра ІРО 
Параметр  Опис  
fs.defaultFS  Шлях до хосту NameNode у виглядi ’hdfs://host:port/’  
io.file.buffer.size  Розмiр буфера запису-читання для файлiв послiдовностей  
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Перед налаштуванням HDFS треба створити всi необхiднi папки на локальнiй 
ФС кожного з вузлiв для коректної роботи. Параметри конфiгурацiї наведенi в таблиці 
6.4.  
Таблиця 6.4 – Параметри ФС HDFS 
Параметр  Опис  
dfs.namenode.name.dir  
Шлях до папки на локальнiй ФС, де NameNode 
зберiгатиме простiр iмен та логи транзакцiй. Задається 
у виглядi перелiку через кому  
dfs.hosts  Перелiк дозволених DataNode  
dfs.blocksize  Розмiр блоку даних HDFS для файлiв  
dfs.namenode.handler.count  
Кiлькiсть потокiв NameNode серверу для обробки RPC, 
що поступають вiд DataNode  
dfs.datanode.data.dir  
Шлях до папки на локальнiй ФС, де DataNode 
зберiгатиме блоки даних. Задається перелiком через 
кому  
 
Налаштування YARN дозволяє запускати програми у розподiленому режимi. 
Iнакше всi програми запускатимуться на master-вузлi. Параметри конфiгурацiї YARN 
наведенi в таблиці 6.5. 
Таблиця 6.5 – Параметри YARN 
Параметр  Опис  
yarn.acl.enable  Чи включено ACL?  
yarn.admin.acl  Перелiк ACL груп доступу до кластеру  
yarn.log-aggregation-enable  Включення або вiдключення агрегацiї логiв  
yarn.resourcemanager.address  




Адреса менеджера ресурсiв для 
ApplicationMasters для видiлення ресурсiв  
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Параметр  Опис  
yarn.resourcemanager.resource-
tracker.address  
Адреса менеджера ресурсiв для 
NodeManager  
yarn.resourcemanager.admin. address  
Адреса менеджера ресурсiв для команд 
адмiнiстратора  
yarn.resourcemanager.webapp. address  Адреса до веб-додатку  
yarn.resourcemanager.hostname  Хост менеджера ресурсiв  
yarn.resourcemanager.scheduler. class  Клас планувальника менеджера ресурсiв  
yarn.scheduler.minimum-allocation-mb  
Мiнiмальний розмiр пам’ятi для видiлення 
на запит контейнера  
yarn.scheduler.maximum-allocation-
mb  
Максимальний розмiр пам’ятi для видiлення 
на запит контейнера  
yarn.resourcemanager.nodes. include-
path  Перелiк дозволених NodeManager  
yarn.nodemanager.resource. memory-
mb  
Встановлює загальну кiлькiсть дозволених 
до використання ресурсiв на NodeManager  
yarn.nodemanager.vmem-pmem-ratio  
Максимальне вiдношення використання 
вiртуальної пам’ятi до наявної фiзичної  
yarn.nodemanager.local-dirs  
Шлях до папок на локальнiй ФС для 
збереження промiжних даних. Перелiк через 
кому  
yarn.nodemanager.log-dirs  
Шлях до папок на локальнiй ФС для 
збереження логiв  
yarn.nodemanager.log.retain-seconds  Час зберiгання логiв на NodeManager  
yarn.nodemanager.remote-app-log-dir  
Шлях до папки HDFS, куди 
записуватимуться логи виконання програм  
yarn.nodemanager.remote-app-log-dir-
suffix  




Параметр  Опис  
yarn.nodemanager.aux-services  
Додатковi сервiси NodeManager. 
Встановлюється ’mapreduce_shuffle’  
yarn.log-aggregation.retain-seconds  
Час зберiгання агрегованих логiв до їх 
видалення  
yarn.log-aggregation.retain-check-
interval-seconds  Затримка мiж перевiрками агрегованих логiв  
 
Параметри конфiгурацiї MapReduce наведенi в таблиці 6.6. 
Таблиця 6.6 – Параметри MapReduce 
Параметр  Опис  
mapreduce.framework.name  
Назва фреймворку обробки. Встановлюється 
’yarn’  
mapreduce.map.memory.mb  Лiмiт ресурсiв при розподiленнi  
mapreduce.map.java.opts  Додатковi параметри JVM  
mapreduce.reduce.memory.mb  Лiмiт ресурсiв при зборi даних  
mapreduce.reduce.java.opts  Додатковi параметри JVM  
mapreduce.task.io.sort.mb  Лiмiт пам’ятi при сортуваннi даних  
mapreduce.task.io.sort.factor  
Кiлькiсть потокiв, що об’єднуються за раз, в 
процесi сортування файлiв  
mapreduce.reduce.shuffle. 
parallelcopies  
Кiлькiсть паралельних копiй, що 
запускаються при зборi даних з розподiлених 
обчислювачiв  
mapreduce.jobhistory.address  Адреса серверу збереження задач MapReduce  
mapreduce.jobhistory.webapp. address  




Шлях до папки з промiжними файлами iсторiї 
виконання задач  
Продовження таблиці 6.5 
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Параметр  Опис  
mapreduce.jobhistory.done-dir  
Шлях до папки з файлами iсторiї виконання 
задач серверу  
 
Результат роботи правильно налаштованої IРО можна побачити на рис. А.1 
додатка A.  
6.2.2 Налаштування пiдсистеми збору та обробки iнформацiї 
Налаштування даної пiдсистеми включає в себе налаштування окремих 
компонентiв, що описанi у пiдроздiлi 5.2.1.  
Для запуску розподiленого збору iнформацiї та обробки мають бути запущенi 
не менше двох агентiв на рiзних вузлах. Один з агентiв має розмiщуватися на master-
вузлi системи i виконуватиме наступнi задачi:  
− збiр iнформацiї з других агентiв,  
− запис зiбраних даних до СКБД,  
− власний збiр iнформацiї з джерел (опцiонально). 
Iншi агенти розмiщуються по вузлах системи i виконують збiр iнформацiї. Для 
досягнення поставленої мети необхiдно налаштувати iнтерфейс з базою даних агенту 
на master-вузлi та канали зв’язку з вторинними вузлами.  
Для кожного агенту визначається його назва та вiдповiднi параметри. Спочатку 
перелiчуються компоненти, що використовуватимуться в даному агентi, пiсля чого 
йде опис їх параметрiв.  
Важливими параметрами для компонентiв є розмiри буферiв, оскiльки за умови 
їх переповнення система може вiдкинути данi, що продовжують поступати у 
кiлькостi, бiльшiй нiж можливо передати.  
Приймач агенту master-вузла встановлюється в якостi СКБД з вiдповiдними 
налаштуваннями. Приймачi iнших агентiв налаштовуються на передачу iнформацiї 
до master-вузла [58].  
Продовження таблиці 6.6 
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6.2.3 Налаштування системи керування базами даних 
СКБД може бути запущена у двох режимах:  
− розподiленому,  
− нерозподiленому. 
Необхiдний режим роботи для даної системи – розподiлений. Окрiм вибору 
режиму роботи СКБД, необхiдно також перелiчити всi вториннi вузли, мiж якими 
розподiлятимуться данi та виконання операцiй над БД.  
Важливо перед запуском сконфiгурованої СКБД створити папку на кластернiй 
ФС HDFS, що вказується в конфiгурацiйному файлi, iнакше система працюватиме 
некоректно. Головнi параметри ядра СКБД наведенi у таблиці 6.7. 
Таблиця 6.7 – Параметри ядра СКБД 
Параметр  Опис  
hbase.tmp.dir  Тимчасова папка на локальнiй файловiй системi  
hbase.rootdir  
Папка, що роздiляється мiж вузлами СКБД. Має 
знаходитись у розподiленiй ФС HDFS  
hbase.cluster.distributed  
Вiдповiдає за режим роботи СКБД. Можливi значення – 
’true’ та ’false’ відповідно для розподiленого та 
нерозподiленого режимiв  
hbase.zookeeper.quorum  
Перелiк вузлiв у составi ZooKeeper, через кому. 
Наприклад, ’host1.domain.com,host2.domain.com’. На усiх 
перелiчених вузлах буде запущений сервiс ZooKeeper в 
разi запуску СКБД.  
 
На рисунках А.2 та А.3 додатку A можна побачити результати налаштування 




6.3 Висновки за розділом 
В даному розділі було розроблено АСКАД, описано необхідні налаштування 
ОС та окремих підсистем для правильної роботи ПС на основі АСКАД. 
Розроблена в розділі АСКАД задовольняє поставленим вимогам щодо 
функціоналу ПС, що був описаний при розробці діаграм варіантів використання ПС 
у розділі 4. 
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7 РОЗРОБЛЕННЯ ТЕСТОВОЇ НЕРЕЛЯЦIЙНОЇ БАЗИ ДАНИХ 
Для тестування ПС на основі АСКАД було розроблено модулi збору, обробки 
й аналiзу новин з наявних вiдкритих джерел. Вибiр джерела iнформацiї ґрунтувався 
на наступних засадах:  
− вiдкритiсть,  
− безоплатнiсть,  
− великi об’єми. 
Для даної тестової ПС на основі АСКАД використовуються двi таблицi:  
− для збереження новин,  
− iнвертованого iндексу; 
Таблиця для збереження новин схематично представлена на рисунку 7.1. 
 
Рисунок 7.1 – Схематичний вигляд таблиці у СКБД 
В данiй таблицi ’news_data’ представляє сiмейство стовпцiв.  
Стовпець ’Row ID’ призначений для унiкальної iдентифiкацiї новини i 
будується з трьох складових:  
− час, у мiлiсекундах;  
− випадковий ключ, унiкальний для кожного агенту пiдсистеми збору й 
обробки даних;  
− iнкременту. 
Такий iдентифiкатор виключає неунiкальнiсть даних мiж двома i бiльше 
агентами.  
Стовпчик ’indexed’ призначений для встановлення ознаки “проiндексована 
новина” модулем аналiзу i має значення 0 або 1. Усi iншi описанi стовпцi вiдповiдають 
(вiдповiдно до рис. 17 злiва направо) за:  
− категорiю,  
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− назву,  
− короткий опис,  
− посилання,  
− дату публiкацiї. 
Схематичний вигляд таблицi iнвертованого iндексу наведено на рисунку 7.2. 
 
Рисунок 7.2 – Схематичний вигляд таблиці інвертованого індексу 
Наведена таблиця представляє собою структуру, де в якості ’Row ID’ виступає 
вiдповiдний терм з безлiччю стовпцiв у сiмействi стовпцiв ’i’, що зазначають 
вiдповiдний ’Row ID’ новини, де даний терм наявний, з зазначенням кiлькостi 
входжень терму у данiй новинi.  
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8 РОЗРОБЛЕННЯ ТЕСТОВИХ МОДУЛIВ 
В якостi формату джерела даних було обрано RSS. Такий вхiдний формат надає 
наступнi переваги:  
− надає короткий опис новин,  
− включає метаданi,  
− має напівструктурований вигляд,  
− унiфiкований для всiх джерел. 
8.1 Пiдсистема збору й обробки iнформацiї 
Дана пiдсистема повинна забезпечити неперервний збiр iнформацiї з рiзних 
джерел новин (наприклад, BBC, Reuters i т.д.).  
Пiсля зчитування даних RSS, модуль збору розбиває метаданi i комплектує 
необхiднi у формат JSON для подальшої передачi у модуль обробки подiй.  
Оскiльки вбудованого оброблювача даних у форматi JSON у складi приймачiв 
HBase немає, було розроблено власний.  
8.1.1 Розроблення модуля збору iнформацiї 
Для реалiзацiї безперервного збору iнформацiї було використано цикл з 
таймаутом. Пiсля закiнчення затримки, повторюється головне тiло програми – запит 
до RSS джерел (див. лiстинг Б.1).  
Отриманi данi оброблюються парсером i визначається час новини. Якщо дана 
iнформацiя вже була оброблена (час публiкацiї старший вiд часу останнього запиту), 
тодi запис iгнорується.  
Вiдiбранi данi форматуються згiдно стандарту JSON i передаються до 




Рисунок 8.1 – Блок-схема роботи модуля збору інформації 
8.1.2 Розроблення модуля обробки подiй 
В процесi розробки даного модулю було реалiзовано iнтерфейс Hbase-
EventSerializer. Для цього були визначенi всi методи, що наявнi в iнтерфейсах (див. 
лiстинг Б.2).  




Рисунок 8.2 – Діаграма класів модуля обробки подій 
HbaseEventSerializer надає iнтерфейс серiалiзатора подiй, що обробляє 
заголовки та тiло подiй для запису їх у СКБД HBase. Оскiльки даний iнтерфейс 
розширює iнтерфейс Configurable, то вiн також надає можливiсть передати окремi 
параметри у конфiгурацiйному файлi до оброблювача.  
Пояснення методiв наданi у таблиці 8.1.  
Таблиця 8.1 – Опис методів інтерфейсу HbaseEventSerializer 
Метод  Опис  
initialize(Event event, 
byte[] columnFamily)  Iнiцiалiзацiя серiалiзатора подiй  
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Метод  Опис  
getActions()  
Отримує перелiк дiй, що будуть виконанi над СКБД HBase 
як результат даної подiї. Перелiк оброблюється за 
допомогою HBase API у пакетному режимi  
getIncrements()  
Повертає список iнкрементiв, що будуть записанi до СКБД 
у вiдповiдь на подiю  
 
8.2 Розроблення модуля аналiзу даних 
Даний модуль дозволяє побудувати таблицю iнвертованого iндексу для 
швидкого пошуку новин за фразами (дивись лiстинг Б.3).  
Для цього у методi ’Map’ реалiзовано пiдрахунок числа входжень усiх термiв 
обраного запису таблицi. Якщо даний терм входить до списку “стоп-слiв”, тодi вiн 
пропускається.  
В даному алгоритмi немає методу ’Reduce’, оскiльки немає вихiдної iнформацiї 
для агрегацiї.  
В результатi запуску модуля виконане завдання зберiгається в iсторiї запуску 
завдань (рис. В.1). Результати роботи модуля аналiзу можна побачити на рис. В.2.  
Дiаграму класiв модуля наведено на рисунку 8.3. 




Рисунок 8.3 – Діаграма класів модуля аналізу 
8.3 Висновки за розділом 
В даному розділі було розроблено діаграми класів окремих модулів ПС на 
основі АСКАД для підтвердження працездатності отриманої АСКАД з 
використанням UML нотації опису. 
В якості вхідних даних для підсистеми збору та обробки було обрано RSS 
стрічку новин, що представляє собою напівструктурований формат даних.  
Оскільки СКБД працює тільки зі структурованими даними, одним з етапів 
роботи модуля є формування структури даних, приведення їх до придатного формату 
90 
 




9 СТАРТАП ПРОЕКТ 
Завдання розділу полягає в маркетинговому аналізі перспектив реалізації 
запропонованих науково-технічних рішень та пропозицій, оцінювання можливостей 
їх ринкового впровадження. 
9.1 Опис ідеї проекту 
Опис ідеї проекту наведений в таблиці 9.1. 
Таблиця 9.1 – Опис ідеї стартап-проекту 
Зміст ідеї Напрямки застосування Вигоди для користувача 
Система 
автоматизованого збору, 
обробки та аналізу 






для збору, обробки та аналізу, 
ін. потреб (вирішення задач, 
які потребують великі 
потужності) 
Збереження файлів Власне хмарне файлове 
сховище, можливості 
обчислювання з попереднім 
структуруванням даних 
безпосередньо у сховищі; 
немає необхідності в 
синхронізації даних з 
віддаленим центром обробки 
даних  
Структуризація даних Огляд даних, вибір методів 
аналізу для даного набору 
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Аналіз потенційних техніко-економічних переваг ідеї (чим відрізняється від 
існуючих аналогів та замінників) порівняно із пропозиціями конкурентів передбачає: 
− визначення переліку техніко-економічних властивостей та характеристик 
ідеї; 
− визначення попереднього кола конкурентів (проектів-конкурентів) або 
товарів-замінників чи товарів-аналогів, що вже існують на ринку, та проводиться збір 
інформації щодо значень техніко-економічних показників для ідеї власного проекту 
та проектів-конкурентів відповідно до визначеного вище переліку; 
− проводиться порівняльний аналіз показників: для власної ідеї визначаються 
показники, що мають а) гірші значення (W, слабкі); б) аналогічні (N, нейтральні) 
значення; в) кращі значення (S, сильні) (табл. 9.2). 


















































































































Визначений перелік слабких, сильних та нейтральних характеристик та 
властивостей ідеї потенційного товару є підґрунтям для формування його 
конкурентоспроможності. 
9.2 Технологічний аудіт ідеї проекту 
Визначення технологічної здійсненності ідеї проекту передбачає аналіз таких 
складових (табл. 9.3): 
− за якою технологією буде виготовлено товар згідно ідеї проекту? 
− чи існують такі технології, чи їх потрібно розробити/доробити? 
− чи доступні такі технології авторам проекту? 
Продовження таблиці 9.2 
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Обрана технологія реалізації ідеї проекту: Розгортання системи 
автоматизованими скриптами з контролюванням процесу людиною 
 
9.3 Аналіз ринкових можливостей запуску стартап-проекту 
Визначення ринкових можливостей, які можна використати під час ринкового 
впровадження проекту, та ринкових загроз, які можуть перешкодити реалізації 
проекту, дозволяє спланувати напрями розвитку проекту із урахуванням стану 
ринкового середовища, потреб потенційних клієнтів та пропозицій проектів-
конкурентів. 
Аналіз попиту наведений у таблиці 9.4. 
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Показники стану ринку (найменування) Характеристика 
1 Кількість головних гравців, од 0 
2 Загальний обсяг продаж, грн/ум.од 100000$ 
3 Динаміка ринку (якісна оцінка) Зростає 
4 Наявність обмежень для входу (вказати характер 
обмежень) 
Немає 
5 Специфічні вимоги до стандартизації та 
сертифікації 
Немає 




Середня норма рентабельності проекту більша за середній банківський відсоток 
на вкладення, тому ринок є привабливим для входження за попереднім оцінюванням. 
Визначені потенційні групи клієнтів, їх характеристики, та сформований 
орієнтовний перелік вимог до товару для кожної групи наведений у таблиці 9.5. 





















Всі види бізнесу 
(прогнозування, 



































Проведений аналіз ринкового середовища, складено таблицю факторів, що 
перешкоджають ринковому впровадженню проекту (табл. 9.6). Фактори в таблиці 
подано в порядку зменшення значущості. 
Таблиця 9.6 – Фактори загроз 
№ 
п/п 
Фактор Зміст загрози Можлива реакція компанії 





зростання бізнесу, з 
чого випливає 
можливий низький 
попит на даному 
етапі 










Продовження таблиці 9.5 
97 
 
Складений перелік факторів, що сприяють ринковому впровадженню проекту, 
наведено в таблиці 9.7. 
Таблиця 9.7 – Фактори можливостей 
№ 
п/п 
Фактор Зміст можливості Можлива реакція компанії 














утилізації старих, але 





Впровадження більш простих 
процесів інтеграції в наявну 
інфраструктуру 
 
Проведений аналіз пропозиції: визначені загальні риси конкуренції на ринку 
описані в таблиці 9.8. 
Таблиця 9.8 – Ступеневий аналіз конкуренції на ринку 
Особливості 
конкурентного середовища 
В чому проявляється 
дана характеристика 
Вплив на діяльність 
підприємства (можливі 
дії компанії, щоб бути 
конкурентоспроможною) 





В чому проявляється 
дана характеристика 
Вплив на діяльність 
підприємства (можливі 

















- між бажаннями 
- - 
5.  За характером 
конкурентних переваг 
- цінова / нецінова 
- - 
6. За інтенсивністю 
- марочна/не марочна 
- - 
 
М. Портер вирізняє п’ять основних факторів, що впливають на привабливість 
вибору ринку з огляду на характер конкуренції. Це: 
− конкурент, що вже є у галузі, 
− потенційні конкуренти, 
Продовження таблиці 9.8 
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− наявність товарів-замінників, 
− постачальники, що конкурують за ринкову владу, 
− споживачі. 
Сильні позиції компанії за кожним з факторів означають її можливості 
забезпечити необхідні темпи обороту капіталу та її здатність впливати на інших 
агентів ринку, диктуючі їм власні умови співпраці. Характеристики факторів моделі 
відрізняються для різних галузей та змінюються із часом. Сила кожного фактору є 
функцією від структури галузі та її техніко-економічних характеристик.  
На основі аналізу складових моделі 5 сил М. Портера розроблено перелік 
факторів конкурентоспроможності, що наведений у таблиці 9.9. 








































































































На основі аналізу конкуренції, наведеного в таблиці 9.9, а також із урахуванням 
характеристик ідеї проекту (табл. 9.2), вимог споживачів до товару (табл. 9.5) та 
факторів маркетингового середовища (таблиці 9.6 та 9.7), визначено та обґрунтовано 
перелік факторів конкурентоспроможності, що наведений у таблиці 9.10. 





Обґрунтування (наведення чинників, що роблять 




Немає необхідності узгоджувати технічне 
завдання з різними підприємствами 







Обґрунтування (наведення чинників, що роблять 




2 Забезпечення надійності Впровадження надійності системи, збитковості 
даних 
3 Масштабованість Швидка інтеграція технічних засобів в існуючу 
інфраструктуру 
 
За визначеними факторами конкурентоспроможності (табл. 9.10) проведено 
аналіз сильних та слабких сторін стартап-проекту (табл. 9.11). 







Рейтинг товарів-конкурентів у 
порівнянні з потенційними 
конкурентами 
–3 –2 –1 0 +1 +2 +3 
1 Підтримка інфраструктури та 
програмного забезпечення 
18       + 
2 Забезпечення надійності 18      +  
3 Масштабованість 20       + 
 
Фінальним етапом ринкового аналізу можливостей впровадження проекту є 
складання SWOT-аналізу (матриці аналізу сильних (Strength) та слабких (Weak) 
сторін, загроз (Troubles) та можливостей (Opportunities) (табл. 9.12) на основі 
виділених ринкових загроз та можливостей, та сильних і слабких сторін (табл. 9.11). 
Перелік ринкових загроз та ринкових можливостей складається на основі 
аналізу факторів загроз та факторів можливостей маркетингового середовища. 
Продовження таблиці 9.10 
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Ринкові загрози та ринкові можливості є наслідками (прогнозованими результатами) 
впливу факторів, і, на відміну від них, ще не є реалізованими на ринку та мають певну 
ймовірність здійснення. 
Таблиця 9.12 – SWOT-аналіз стартап-проекту 
Сильні сторони: надійність, інтеграція 
та підтримка програмного забезпечення 
в системі 
Слабкі сторони: деякі витрати повністю 
або частково переносяться на клієнта 
Можливості: повна автоматизація 
процесів аналізу, інтерфейс для 
обчислень і виводу результатів 
Загрози: поява конкурентів, низька 
швидкість росту ринку 
 
На основі SWOT-аналізу розроблено альтернативи ринкової поведінки (перелік 
заходів) для виведення стартап-проекту на ринок та орієнтовний оптимальний час їх 
ринкової реалізації з огляду на потенційні проекти конкурентів, що можуть бути 
виведені на ринок (табл. 9.9). 
Визначені альтернативи проаналізовано з точки зору строків та ймовірності 
отримання ресурсів (табл. 9.13). 















100% 1 міс. 
3 Тестування 100% 1 міс. 




9.4 Розроблення ринкової стратегії проекту 
Розроблення ринкової стратегії першим кроком передбачає визначення 
стратегії охоплення ринку: опис цільових груп потенційних споживачів (табл. 9.14). 

























1 Малий бізнес неповна 5% Немає Складно 
2 Середній 
бізнес 
так 25% Немає середня 
3 Великий 
бізнес 
так 40% Немає Просто 
Які цільові групи обрано: середній/великий бізнес 
 
За результатами аналізу потенційних груп споживачів (сегментів) обирають 
цільові групи, для яких пропонуватиметься товар, та визначається стратегію ох 
оплення ринку: 
− якщо компанія зосереджується на одному сегменті – обирається стратегія 
концентрованого маркетингу; 
− якщо працює із кількома сегментами, розробляючи для них окремо програми 
ринкового впливу – використовується стратегія диференційованого маркетингу; 
− якщо компанія працює із всім ринком, пропонуючи стандартизовану 
програму (включно із характеристиками товару/послуги) – використовується масовий 
маркетинг. 




























Низька кількість спеціалістів 
разом з низькими витратами 






Вибір стратегії конкурентної поведінки наведено у таблиці 9.16. 
Таблиця 9.16 – Визначення базової стратегії конкурентної поведінки 
№ 
п/п 
























На основі вимог споживачів з обраних сегментів до постачальника (стартап-
компанії) та до продукту (див. табл. 9.5), а також в залежності від обраної базової 
стратегії розвитку (табл. 9.15) та стратегії конкурентної поведінки (табл. 9.16) 
розроблено стратегію позиціонування (табл. 9.17), що полягає у формуванні ринкової 
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позиції (комплексу асоціацій), за яким споживачі мають ідентифікувати торгівельну 
марку/проект. 
















Вибір асоціацій, які мають 
сформувати комплексну 































9.5 Розроблення маркетингової програми стартап-проекту 
Першим кроком є формування маркетингової концепції товару, який отримає 










Ключові переваги перед конкурентами 
(існуючі або такі, що потрібно створити 
1 Аналіз даних Інфраструктура 
обчислень 
Низькі інфраструктурні витрати, 















Є складовою інфраструктури, що 
розгортається, масштабується до будь-
яких розмірів, надійна, можливість 
налаштування політик безпеки, 








Можливість переглянути структуру 
даних одразу, обробка даних наживо, 
перегляд стратегій структуризації 
 
Надалі розробляється трирівнева маркетингова модель товару: уточнюється 
ідея продукту, його фізичні складові, особливості процесу його надання (табл. 9.19). 
Таблиця 9.19 – Опис трьох рівнів моделі товару 
Рівні товару Сутність та складові 
І. Товар за 
задумом 
Система автоматизованого збору, обробки та аналізу великих 
обсягів даних 
Властивості/характеристики М/Нм Вр/Тх /Тл/Е/Ор 
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Рівні товару Сутність та складові 





Хмарне файлове сховище 





Марка: BigDataAnalysis + DAS (Data Analysis System) 
ІІІ. Товар із 
підкріпленням 
До продажу: демонстрація роботи 
Після продажу: підтримка за ліцензією 
За рахунок чого потенційний товар буде захищено від копіювання: ключі 
активації, ліцензії 
 
Наступним кроком визначено цінові межи, якими необхідно керуватись при 
встановленні ціни на потенційний товар (остаточне визначення ціни відбувається під 
час фінансово-економічного аналізу проекту), яке передбачає аналіз ціни на товари-
аналоги або товари-субститути, а також аналіз рівня доходів цільової групи 
споживачів (табл. 9.20). 












Верхня та нижня межі 
встановлення ціни на 
товар/послугу 
 7,000$ / рік - 100,000$ 2,000$ - 5,000$ 
 
Визначено оптимальну системи збуту, в межах якої приймається рішення (табл. 
9.21): 
Продовження таблиці 9.19 
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− проводити збут власними силами або залучати сторонніх посередників 
(власна або залучена система збуту); 
− вибір та обґрунтування оптимальної глибини каналу збуту; 
− вибір та обґрунтування виду посередників. 



























Останньою складової маркетингової програми є розроблення концепції 
маркетингових комунікацій, що спирається на попередньо обрану основу для 
позиціонування, визначену специфіку поведінки клієнтів (табл. 9.22). 



































































9.6 Висновки за розділом 
На основі проведеного аналізу можна стверджувати, що є можливість ринкової 
комерціалізації проекту.  
Визначені сильні, слабкі та нейтральні характеристики ідеї проекту, 
проаналізована технологічна здійсненність ідеї проекту і обрана технологія реалізації 
ідеї проекту: розгортання системи автоматизованими скриптами з контролюванням 
процесу людиною. 
За результатами попередньої характеристики потенційного ринку стартап-
проекту, потенційних клієнтів проекту, ступеневого аналізу конкуренції на ринку 
можна сказати, що попит наявний, а динаміка ринку відображає стійке зростання 
попиту. Середня норма рентабельності по ринку визначена на рівні 13,1%, але 
визначені фактори конкуретноспроможності сприятимуть рентабельності стартап-
проекту вище середнього по ринку. 
Серед обраних потенційних груп клієнтів обрано середній/великий бізнес. 
Обрана альтернатива розвитку проекту – стратегія лідерства по витратах; 
стратегія охоплення ринку – стратегія диференційованого маркетингу; ключові 
конкурентоспроможні позиції відповідно до обраної альтернативи – низька кількість 
Продовження таблиці 9.22 
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спеціалістів разом з низькими витратами створюють бар’єр для входу на ринок; 
базова стратегія розвитку – стратегія лідерства по витратах. 




В першому розділі даної роботи було визначено атрибути великих даних і 
проаналізовано необхідність використання технологій BD. В результаті проведеного 
аналізу можна стверджувати, що BD технології є дуже актуальними в наш час і 
дослідження цього напрямку є перспективним. 
Далі було проведено аналіз базових ІРО для побудови ПС на базі АСКАД. 
Обрана ІРО Hadoop має наступні переваги перед аналогічними рішеннями: 
можливість розподілити загальний обсяг даних на певні частини за рахунок 
використання MapReduce і виконати обчислення над цими частинами; можливість 
провадити роботу над розподіленими у мережі даними; надає можливість побудувати 
АІРО з використанням звичайних комп’ютерів (commodity hardware); відносно 
невисока вартість практичної реалізації АСКАД для ПС обробки даних для однакової 
виробничої здібності у порівнянні з іншими ІРО. 
Розроблено діаграми варіантів використання системи ПС на основі АСКАД. 
Визначені два актора ПС: оператор та адміністратор. Для оператора і адміністратора 
системи визначено контексти їх взаємодії із ПС на основі АСКАД, що описані в 
окремих діаграмах варіантів використання. 
Розроблена структура ПС на основі АСКАД повністю задовольняє висунутим 
вимогам до такого роду ПС. В процесі розроблення було виділено три основних 
компоненти, на базі яких розгортається ПС: ІРО, підсистема збору та обробки даних, 
СКБД. Обрана структура має наступні переваги при подальшій роботі з ПС: кожен 
структурний елемент має чіткий функціонал в загальній ПС, що закладає принцип 
єдиної відповідальності; поділ системи на підсистеми дозволяє більш ефективно 
відлагоджувати окремі підсистеми; кожна з підсистем може бути замінена на 




При розробці АСКАД було враховано дослідження та розробки попередніх 
розділів. Отримана АСКАД задовольняє поставленим вимогам щодо 
функціональності ПС. 
Для тестування архітектури були розроблені тестові модулі для збору, обробки 
та аналізу новин з відкритих джерел. В ході практичного тестування були отримано 
позитивні результати, що підтверджує працездатність побудованої моделі ПС на 
основі АСКАД. 
За співвідношенням вартості до ефективності розроблена ПС має переваги 
перед іншими аналогічними комерційними рішеннями.  
На основі проведеного аналізу останнього розділу даної роботи можна 
стверджувати, що є можливість ринкової комерціалізації проекту. Визначені сильні, 
слабкі та нейтральні характеристики ідеї проекту, проаналізована технологічна 
здійсненність ідеї проекту. За результатами попередньої характеристики 
потенційного ринку даного проекту, потенційних клієнтів проекту, ступеневого 
аналізу конкуренції на ринку можна сказати, що попит наявний, а динаміка ринку 
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Додаток А. Результати розробки архiтектури системи комплексного аналізу 
 
Рисунок А.1 – Iнформацiя про вузли IРО 
 
Рисунок А.2 – Iнформацiя про вузли RegionServer HBase 
 
Рисунок А.3 – Iнформацiя про наявнi таблицi у СКБД HBase 
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Додаток Б. Лiстинги програм 
Лiстинг Б.1 – Модуль збору iнформацiї 
  
import feedparser;  
import time;  
import calendar;  
from dateutil import parser  
import dateutil.tz;  
import json;  
from datetime import datetime;  
  
from BeautifulSoup import BeautifulSoup;  
  
urls = {"top_news":"http://feeds.reuters.com/reuters/topNews", "health": "http://feeds.reut
ers.com/reuters/healthNews", \  
        "healthcare":"http://feeds.reuters.com/reuters/UShealthcareNews", \  
        "science":"http://feeds.reuters.com/reuters/scienceNews"}  
  
past = datetime.utcnow();  
first_get = True;  
while True:  
    for k, v in urls.items():  
        d = feedparser.parse(v)  
        for e in d.entries:  
            dt = parser.parse(e.published, parserinfo=None).astimezone(dateutil.tz.tzutc()).repl
ace(tzinfo=None)  
            if dt < past and first_get == False:  
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                continue  
            doc = json.dumps({"category":k,  
                              "title":e.title.strip(),  
                              "summary":BeautifulSoup(e.summary).text.replace(’\n’, ’ ’).replace(’*’
,’’).strip(),  
                              "link":e.link,  
                              "published":str(calendar.timegm(dt.utctimetuple()))})  
            print doc  
    if first_get == True:  
        first_get = False  
    past = datetime.utcnow();  
    time.sleep(120);  
 
Лiстинг Б.2 – Модуль обробки подiй 
  
package org.apache.flume.sink.hbase;  
  
import java.nio.charset.StandardCharsets;  
import java.util.ArrayList;  
import java.util.Calendar;  
import java.util.List;  
import java.util.Set;  
import java.util.concurrent.atomic.AtomicInteger;  
  
import org.apache.commons.lang.RandomStringUtils;  
import org.apache.flume.Context;  
import org.apache.flume.Event;  
import org.apache.flume.FlumeException;  
import org.apache.flume.conf.ComponentConfiguration;  
import org.apache.hadoop.hbase.client.Increment;  
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import org.apache.hadoop.hbase.client.Put;  
import org.apache.hadoop.hbase.client.Row;  
  
import org.json.JSONObject;  
/**  
 *  
 * @author boris  
 */  
public class JsonHbaseEventSerializer implements HbaseEventSerializer {  
  
    protected static final AtomicInteger nonce = new AtomicInteger(0);  
    protected static String randomKey = RandomStringUtils.randomAlphanumeric(10);  
  
    protected byte[] columnFamily;  
    private byte[] payload;  
  
    @Override  
    public void initialize(Event event, byte[] columnFamily) {  
  
        this.payload = event.getBody();  
        this.columnFamily = columnFamily;  
    }  
  
    @Override  
    public List<Row> getActions() throws FlumeException {  
  
        List<Row> actions = new ArrayList<>();  
        JSONObject o = new JSONObject(new String(payload));  
        Set<String> keySet = o.keySet();  
        byte[] rowKey;  
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        try {  
            rowKey = getRowKey();  
            Put put = new Put(rowKey);  
            for(String key: keySet) {  
                put.addColumn(columnFamily,  
                        key.getBytes(StandardCharsets.UTF_8),  
                        o.getString(key).getBytes(StandardCharsets.UTF_8));  
            }  
            actions.add(put);  
        }  
        catch(Exception e) {  
            throw new FlumeException("Error!", e);  
        }  
  
        return actions;  
    }  
  
    @Override  
    public List<Increment> getIncrements() {  
        return new ArrayList<>();  
    }  
  
    @Override  
    public void close() {  
    }  
  
    @Override  
    public void configure(Context context) {  




    @Override  
    public void configure(ComponentConfiguration conf) {  
    }  
  
    protected byte[] getRowKey(Calendar cal) {  
  
        String rowKey = String.format("%s-%s-%s", cal.getTimeInMillis(),  
                randomKey,  
                nonce.getAndIncrement());  
  
        return rowKey.getBytes(StandardCharsets.UTF_8);  
    }  
  
    protected byte[] getRowKey() {  
        return getRowKey(Calendar.getInstance());  
    }  
}  
 
Лiстинг Б.3 – Модуль аналiзу iнформацiї 
  
package org.apache.hadoop.hbase.mapreduce;  
  
import java.io.IOException;  
import java.util.Arrays;  
import java.util.HashSet;  
import java.util.Set;  
import java.util.regex.Pattern;  
  
import org.apache.hadoop.conf.Configuration;  
import org.apache.hadoop.conf.Configured;  
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import org.apache.hadoop.hbase.HBaseConfiguration;  
import org.apache.hadoop.hbase.client.Put;  
import org.apache.hadoop.hbase.client.Result;  
import org.apache.hadoop.hbase.client.Scan;  
import org.apache.hadoop.hbase.io.ImmutableBytesWritable;  
import org.apache.hadoop.hbase.util.Bytes;  
import org.apache.hadoop.mapreduce.Job;  
import org.apache.hadoop.mapreduce.Mapper;  
import org.apache.hadoop.util.Tool;  
import org.apache.hadoop.util.ToolRunner;  
  
public class InvertedIndex extends Configured implements Tool {  
  
    /**  
     * Internal Mapper to be run by Hadoop.  
     */  
    public static class Map  
            extends Mapper<ImmutableBytesWritable, Result, ImmutableBytesWritable, Put> 
{  
  
        public static final String[] STOP_WORDS_ENGLISH = {  
            "i", "me", "my", "myself", "we", "our", "ours", "ourselves", "you", "your", "yours",
 "yourself", "yourselves", "he", "him", "his", "himself",  
            "she", "her", "hers", "herself", "it", "its", "itself", "they", "them", "their", "theirs", "t
hemselves", "what", "which", "who", "whom",  
            "this", "that", "these", "those", "am", "is", "are", "was", "were", "be", "been", "bein
g", "have", "has", "had", "having", "do", "does",  
            "did", "doing", "a", "an", "the", "and", "but", "if", "or", "because", "as", "until", "w
hile", "of", "at", "by", "for", "with", "about",  
            "against", "between", "into", "through", "during", "before", "after", "above", "belo
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w", "to", "from", "up", "down", "in", "out", "on", "off",  
            "over", "under", "again", "further", "then", "once", "here", "there", "when", "where
", "why", "how", "all", "any", "both", "each", "few",  
            "more", "most", "other", "some", "such", "no", "nor", "not", "only", "own", "same",
 "so", "than", "too", "very", "s", "t", "can", "will",  
            "just", "don’t", "should", "now", "i’m", "i’ll", "you’re", "you’ll", "it’s", "we’re", "th
ey’re", "can’t", "doesn’t", "didn’t", "oh", "ah",  
            "i’d", "couldn’t", "wouldn’t", "he’s", "she’s", "i’ve", "you’ve", "he’ll", "she’ll", "w
e’ll", "they’ll", "it’ll", "there’s", "here’s",  
            "won’t", "shouldn’t", "haven’t", "hasn’t", "hadn’t", "there’re", "here’re"  
        };  
  
        private static final Pattern WORD_PATTERN = Pattern.compile("\\s*\\b\\s*");  
        private static final long TIMESTAMP = 555; // just an example  
  
        private byte[] sourceTableCFamily;  
        private ImmutableBytesWritable indexedTableName;  
        private byte[] indexedTableCFamily;  
        private byte[] sourceTableName;  
        private byte[] columnToIndex;  
  
        private Set<String> stopWords;  
  
  
        @Override  
        protected void map(ImmutableBytesWritable rowKey,  
                Result result,  
                Mapper.Context context)  




            byte[] value = result.getValue(sourceTableCFamily, columnToIndex);  
            String strValue = Bytes.toString(value).toLowerCase();  
  
            for(String word : WORD_PATTERN.split(strValue)){  
                if(word.isEmpty() || stopWords.contains(word))  
                    continue;  
  
                Put put = new Put(Bytes.toBytes(word));  
  
                try {  
                    byte[] freq = put.  
                            get(indexedTableCFamily, rowKey.get())  
                            .get(0).getValueArray();  
  
                    int ifreq = Bytes.toInt(freq);  
                    ifreq++;  
                    put.addColumn(indexedTableCFamily,  
                            rowKey.get(),  
                            TIMESTAMP,  
                            Bytes.toBytes(ifreq));  
                } catch (IndexOutOfBoundsException e) {  
                    put.addColumn(indexedTableCFamily,  
                            rowKey.get(),  
                            TIMESTAMP,  
                            Bytes.toBytes(1));  
                }  
                context.write(indexedTableName, put);  
            }  




        @Override  
        protected void setup(Mapper.Context context)  
                throws IOException, InterruptedException {  
            Configuration configuration = context.getConfiguration();  
  
            String indexedTableName = configuration  
                    .get("invertedindex.indexedtablename");  
            String indexedColumnFamily = configuration  
                    .get("invertedindex.indexedtable_columnfamily");  
            String sourceTableName = configuration  
                    .get("invertedindex.sourcetablename");  
            String sourceColumnFamily = configuration  
                    .get("invertedindex.sourcetable_columnfamily");  
            String columnToIndex = configuration  
                    .get("invertedindex.column_to_index");  
  
            this.sourceTableName = Bytes.toBytes(sourceTableName);  
            this.sourceTableCFamily = Bytes.toBytes(sourceColumnFamily);  
            this.indexedTableName = new ImmutableBytesWritable(  
                    Bytes.toBytes(indexedTableName));  
            this.indexedTableCFamily = Bytes.toBytes(indexedColumnFamily);  
            this.columnToIndex = Bytes.toBytes(columnToIndex);  
  
            this.stopWords = new HashSet<>(Arrays.asList(STOP_WORDS_ENGLISH));  
        }  
    }  
  
    /**  
     * Job configuration.  
     *  
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     * @param conf  
     * @param args  
     * @return  
     * @throws java.io.IOException  
     */  
    public static Job configureJob(Configuration conf, String[] args)  
            throws IOException {  
  
        String sourceTableName = args[0];  
        String sourceTableColumnFamily = args[1];  
        String indexedTableName = args[2];  
        String indexedTableColumnFamily = args[3];  
        String columnToIndex = args[4];  
  
        System.out.println("============== tablename=" + sourceTableName  
                + "; column_family=" + sourceTableColumnFamily  
                + "; column_to_index=" + columnToIndex);  
        System.out.println("============== indexed_tablename=" + indexedTableName  
                + "; indexed_column_family=" + indexedTableColumnFamily);  
        conf.set(TableInputFormat.SCAN,  
                TableMapReduceUtil.convertScanToString(new Scan()));  
        conf.set(TableInputFormat.INPUT_TABLE, sourceTableName);  
        conf.set("invertedindex.sourcetablename", sourceTableName);  
        conf.set("invertedindex.sourcetable_columnfamily",  
                sourceTableColumnFamily);  
        conf.set("invertedindex.indexedtablename", indexedTableName);  
        conf.set("invertedindex.indexedtable_columnfamily",  
                indexedTableColumnFamily);  
        conf.set("invertedindex.column_to_index", columnToIndex);  
        Job job = Job.getInstance(conf, sourceTableName);  
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        job.setJarByClass(InvertedIndex.class);  
        job.setMapperClass(Map.class);  
        job.setNumReduceTasks(0);  
        job.setInputFormatClass(TableInputFormat.class);  
        job.setOutputFormatClass(MultiTableOutputFormat.class);  
        return job;  
    }  
  
    @Override  
    public int run(String[] args) throws Exception {  
        Configuration conf = HBaseConfiguration.create(getConf());  
        if (args.length < 5) {  
            System.err.println("Only " + args.length + " arguments supplied, required: 5");  
            System.err.println("Usage: IndexBuilder <SOURCE_TB_NAME> <SOURCE_TB
_COLUMN_FAMILY> <INDEXED_TB_NAME> <INDEXED_TB_COLUMN_FAMIL
Y> <COLUMN_TO_INDEX>");  
            System.exit(-1);  
        }  
        Job job = configureJob(conf, args);  
        return (job.waitForCompletion(true) ? 0 : 1);  
    }  
  
    public static void main(String[] args) throws Exception {  
        int result = ToolRunner  
                .run(HBaseConfiguration.create(), new InvertedIndex(), args);  
        System.exit(result);  




Додаток В. Результати тестування побудованої програмної системи на основі 
архітектури системи комплексного аналізу 
 
Рисунок В.1 – Інформація про виконані завдання 
 
Рисунок В.2 – Побудована таблиця інвертованого індексу на основі таблиці новин 
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Додаток Г. Тези доповіді «Розробка архітектури системи автоматизованого 
збору, обробки та аналізу даних на основі технології Big Data» на V 

















Додаток Д. Стаття «Розроблення системи автоматизованого збору, оброблення та 
аналізу даних на основі технологій Big Data» у журналі Інфокомунікаційні системи 
та технології № 2(2) 
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