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THE PERRON-FROBENIUS THEOREM FOR
MULTI-HOMOGENEOUS MAPS
ANTOINE GAUTIER, FRANCESCO TUDISCO, AND MATTHIAS HEIN
Abstract. We introduce the notion of order-preserving multi-homogeneous
mapping which allows to study Perron-Frobenius type theorems and nonneg-
ative tensors in unified fashion. We prove a weak and strong Perron-Frobenius
theorem for these maps and provide a Collatz-Wielandt principle for the max-
imal eigenvalue. Additionally, we propose a generalization of the power method
for the computation of the maximal eigenvector and analyse its convergence.
We show that the general theory provides new results and strengthens existing
results for various spectral problems for nonnegative tensors.
1 Introduction
The classical Perron-Frobenius theory addresses properties such as existence,
uniqueness and maximality of eigenvectors and eigenvalues of matrices with non-
negative entries. Two important generalizations of this theory arise in the study
of eigenvectors of order-preserving homogeneous maps defined on cones [49, 41,
24, 40, 5, 6, 57, 31, 7, 53, 11, 50, 39, 51, 1, 34, 33, 25, 42], and in multilinear
algebra where spectral problems for tensors with nonnegative coefficients are con-
sidered [9, 45, 54, 14, 13, 44, 30, 19, 21, 48, 46, 64, 16, 63, 62, 20, 26, 61, 60].
Examples include ℓp-eigenvectors, (rectangular) ℓp,q-singular vectors and ℓp1,...,pd-
singular vectors of nonnegative tensors (in particular, the ℓp,q-singular vector prob-
lem for nonnegative matrices is a special case of the latter problem). A first con-
nection between these fields has been established in [20] where, in order to apply
the results of [49, 50], the authors prove the equivalence between a class of spectral
problems involving nonnegative tensors and a class of nonlinear eigenvalue problems
involving order-preserving homogeneous mappings on the nonnegative orthant Rn+.
Their approach has been successfully extended to other spectral problems related
to nonnegative tensors, see for instance [26, 46, 60]. However, there are ranges
of choices for p, q and p1, . . . , pd where this approach can not be used but conclu-
sions about Perron-Frobenius theory, such as existence and uniqueness of a positive
eigenvector, still hold.
Motivated by this observation, we propose a higher-order formulation of the
eigenvalue problem for homogeneous mappings on K+ = Rn1+ × . . . × Rnd+ . More
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Figure 1. The Perron-Frobenius theorem was originally de-
veloped for nonnegative matrices and then generalized on the one
side for order-preserving homogeneous mappings and on the other
side for nonnegative tensors. The study of order-preserving multi-
homogeneous mappings unifies these theories.
precisely, we consider multi-homogeneous order-preservingmappings and prove con-
ditions for existence, uniqueness, maximality and convergence of an algorithm for
the computation of positive eigenvectors. The ℓp-eigenvectors of squared nonnegat-
ive tensors [45, 54, 14, 20, 61, 60], the ℓp,q-singular vectors of nonnegative matrices
[9, 26, 4], the ℓp,q-singular vectors of rectangular nonnegative tensors [16, 46, 64]
and the ℓp1,...,pd-singular vectors of nonnegative tensors [45, 20, 26, 19, 21, 2] are
all particular cases of our formulation. These problems all have a common struc-
ture that is discussed in the last section of this paper. Moreover, the eigenvector
problem of an order-preserving homogeneous map [49, 50, 41] on the cone Rn+ is
also a special case of the class considered here.
We show that many of these spectral problems can be reformulated as fixed
point problems involving strictly contractive maps defined on the interior of K+,
endowed with a weighted Thompson [57] or Hilbert metric [5, 55]. While the con-
tractive case has been exploited for order-preserving p-homogeneous maps (with
p ∈ (0, 1)) defined on cones [11, 39], we are not aware of such observation in the
nonnegative tensor community. Indeed, a drawback of the method proposed in [20]
is that contractive information is often lost when the higher-order spectral problem
is transformed into a first order problem. The approach proposed here exploits this
structure. In particular, our results improve results in [9, 26, 20, 46, 61, 60]. Ad-
ditionally, the reformulation of spectral problems for nonnegative tensors as fixed
point problems allows in the contractive case to formulate a generalized power
method with a linear convergence rate. This result is either novel or has been
proved under more restrictive assumptions in the literature. We study in detail
the spectral properties of multi-homogeneous order-preserving mappings which are
non-expansive but not contractive. In this case, when applied to nonnegative tensor
problems, our results imply various known results of the literature with often sim-
ilar or weaker assumptions [9, 26, 20, 46, 61, 60, 35, 65]. Typically, when our
assumptions are more restrictive, it is because the specific structure of a particular
problem is used and such results do not hold for other problems involving nonneg-
ative tensors. Finally, we note that both in the contractive and the non-expansive
case, some of the presented results are not known even in particular cases (e.g.
a Collatz-Wielandt principle for ℓp,q-singular vectors of rectangular nonnegative
tensors, convergence rate for the generalized power method, etc.).
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Generalizing the Perron-Frobenius theorem to multi-homogeneous mappings is
a delicate task. Indeed, due to the degrees of freedom induced by higher-order
spectral problems, most of the usual assumptions of the Perron-Frobenius theory
have to be reformulated carefully as their straightforward generalizations are either
too restrictive or the arguments in the proofs that requires them do not work for
multi-homogeneous mappings. Furthermore, known relationships between these as-
sumptions in the homogeneous case, do not hold anymore in the higher-order case.
On the other hand, as already discussed above, we note that for a vast class of
higher-order problems, identifying K+ with Rn1+...+nd+ prevent the application of
existing nonlinear Perron-Frobenius theorems as the mapping is expansive with re-
spect to both the Thompson metric and the Hilbert projective metric on Rn1+...+nd+ .
However, it is non-expansive or even contractive with respect to their weighted
counter-parts defined on K+ provided that the weights are chosen in a suitable
manner. These differences and technical difficulties are discussed and illustrated
through particular examples all along this text.
The paper is organized as follows: At the beginning of each section, we state and
discuss the main results presented therein. Their proofs are given within the section
as they require to establish some intermediate results first. Each section deals with
one aspect of the Perron-Frobenius theory besides the last one which is devoted to
the application of our results to nonnegative tensors. More precisely, in Section 2
we discuss first properties of order-preserving multi-homogeneous mappings. Then,
we introduce the weighted Hilbert and Thompson metrics and prove a contrac-
tion principle. In Section 3, we discuss conditions for the existence of nonnegative
and positive eigenvectors and prove a weak form of the Perron-Frobenius theorem.
Section 4 is concerned with a generalization of the Collatz-Wielandt principle. In
particular, we discuss the maximality of eigenvalues associated with nonnegative
and positive eigenvectors. Moreover, we give a condition for the uniqueness of
a positive eigenvector. We discuss a generalization of the power method for the
computation of positive eigenvectors and analyse its convergence in Section 5. Fi-
nally, in Section 6 we show how our theory can be applied to the study of spectral
problems involving nonnegative tensors and compare our results with those of the
existing literature.
1.1 Notation and preliminaries For the sake of clarity and in order to avoid
ambiguities, we fix here the main notation used throughout this paper.
For n ∈ N, define [n] = {1, . . . , n}, Rn+ =
{
z ∈ Rn ∣∣ zi ≥ 0, ∀i ∈ [n]}, Rn+,0 =
Rn+ \ {0}, Rn++ =
{
z ∈ Rn ∣∣ zi > 0, ∀i ∈ [n]}, ∆n++ = {z ∈ Rn++ ∣∣ ∑di=1 zi = 1}.
For p ∈ [1,∞], we write ‖z‖p to denote the usual p-norm of z ∈ Cn. Moreover, for
p ∈ (1,∞) we write p′ to denote the Hölder conjugate of p, i.e. p′ = p/(p− 1). Let
ψp : R
n → Rn, ψp(z) =
(|z1|p−1sign(z1), . . . , |zn|p−1sign(zn)),
where sign(t) = t/|t| if t 6= 0 and sign(0) = 0. We write |z| to denote the component-
wise absolute value of z, i.e. |z| = (|z1|, . . . , |zn|). On Rn+ we consider the partial
ordering induced by Rn+, i.e. for every y, z ∈ Rn we write z ≤ y, z  y and z < y
if, and only if y − z ∈ Rn+, y − z ∈ Rn+ \ {0} and y − z ∈ Rn++, respectively. We
write I ∈ Rn×n and 1 ∈ Rn to denote the identity matrix and the vector of all
ones respectively. We write ρ(A) for the spectral radius of a matrix A ∈ Rn×n. We
recall that a matrix A ∈ Rn×n+ is irreducible if (I +A)n−1 ∈ Rn×n++ and primitive if
4 ANTOINE GAUTIER, FRANCESCO TUDISCO, AND MATTHIAS HEIN
there exists ν ∈ N such that Aν ∈ Rn×n++ where Rn×n+ and Rn×n++ denote the sets of
matrices with nonnegative, respectively positive, entries.
For α ∈ Rn++ and B ∈ Rn×n (or α ∈ Rn+ and B ∈ Rn×n+ ), define αB ∈ Rn+ as
αB =
(
n∏
k=1
α
B1,k
k , . . . ,
n∏
k=1
α
Bn,k
k
)
.
A direct computation shows that for every α,β ∈ Rn++ and every B,C ∈ Rn×n,
following identities hold
(1.1) αB ◦αC = αB+C , (αC)B = αBC and (α ◦ β)B = αB ◦ βB ,
where ◦ denotes the entrywise product, i.e. α ◦ β = (α1β1, . . . , αnβn). Moreover,
if a ∈ Rn++ and λ > 0, then
n∏
i=1
(
αB
)ai
i
=
n∏
i=1
α
(BT a)i
i and (λ
a1 , . . . , λan)B = (λ(Ba)1 , . . . , λ(Ba)n).
Now, for d ∈ N and n1, . . . , nd ∈ N, define V = Rn1×. . .×Rnd , K+ = Rn1+ ×. . .×Rnd+ ,
K+,0 = Rn1+,0× . . .×Rnd+,0 and K++ = Rn1++× . . .×Rnd++. We use bold letters without
index to denote elements of V , bold letters with index i ∈ [d] denote vectors in Rni ,
whereas components of xi are written in normal font. Namely
x = (x1, . . . ,xd) ∈ V, xi = (xi,1, . . . , xi,ni) ∈ Rni and xi,ji ∈ R.
For i ∈ [d], let ‖ · ‖γi be a norm on Rni . We consider
S
‖·‖γ
+ =
{
x ∈ K+
∣∣ ‖xi‖γi = 1, ∀i ∈ [d]}, S‖·‖γ++ = S‖·‖γ+ ∩ K++,
and, for φ ∈ K++,
S
φ
+ =
{
x ∈ K+
∣∣ 〈xi,φi〉 = 1, ∀i ∈ [d]}, Sφ++ = Sφ+ ∩ K++.
The norm ‖ · ‖γi is said to be monotonic if ‖xi‖γi ≤ ‖yi‖γi whenever 0 ≤ xi ≤
yi. Although not always needed, we assume that all the norms considered in the
following are monotonic. Likewise Rn+, K+ induces a partial ordering on V . We
write x ≤K u, x K u, x <K u if and only if u − x ∈ K+, u − x ∈ K+ \ {0} and
u− x ∈ K++ respectively.
We consider the index sets I,J defined as
I =
d⋃
k=1
({k} × [nk]) and J = [n1]× . . .× [nd],
and the product ⊗ : Rd × V → V defined as
α⊗ x = (α1x1, . . . , αdxd).
For F : V → V we use the same notation as for vectors, i.e. F = (F1, . . . , Fd)
and Fi = (Fi,1, . . . , Fi,ni) with Fi : V → Rni and Fi,ji : V → R. For k ∈ N, we
denote the iterates of F as F k, where F 0(x) = x and F k(x) = F
(
F k−1(x)
)
. If
F is differentiable at v ∈ V , we write DkFi(v) ∈ Rni×nk to denote the Jacobian
matrix of the map xk 7→ Fi(x) at x = v. Similarly, if f : V → R, we write ∇if(x)
to denote the gradient of xi 7→ f(x).
Both of the following notions are fundamental in our study, namely the concepts
of order-preserving and multi-homogeneous maps.
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Definition 1.1. Let U,U ′ ⊂ V and F : U → U ′. We say that F is order-preserving
if, for every x,y ∈ U such that x ≤K y, we have F (x) ≤K F (y).
Definition 1.2. Let U,U ′ ⊂ V and F : U → U ′. F is said to be (positively)
multi-homogeneous if there exists a matrix A ∈ Rd×d such that for every x ∈ U
and every α ∈ Rd++ with α ⊗ x ∈ U , we have F (α ⊗ x) = αA ⊗ F (x). We call A
the homogeneity matrix of F , and denote it as A(F ).
Inspired by the assumptions arising in the Perron-Frobenius theory for order-
preserving homogeneous mappings [41], we introduce the following set.
Definition 1.3. Let Hd be the set of mappings F : K+ → K+ such that:
(1) F is continuous and order-preserving,
(2) F is multi-homogeneous,
(3) F (1) ∈ K++ and A(F ) has at least one nonzero entry per row.
Finally, inspired by the spectral theory for nonnegative tensors, we introduce the
following notion of eigenvector.
Definition 1.4. Let F : V → V be continuous and multi-homogeneous, x ∈ V is
called an eigenvector of F , if xi 6= 0 for all i ∈ [d] and there exists λ ∈ Rd such
that F (x) = λ⊗ x.
Note that if F ∈ H1, i.e. d = 1, then F is p-homogeneous with p = A(F ) and
x ∈ K+ = Rn1+ is an eigenvector of F if x 6= 0 and there exists λ ∈ R+ such that
F (x) = λx. Observe also that if F ∈ Hd, then F is multi-homogeneous, and for
every eigenvector x of F and every α ∈ Rd++, α ⊗ x is also an eigenvector of F .
Indeed, if F (x) = λ⊗ x, then F (α⊗ x) = (αA−I ◦ λ) ⊗ (α ⊗ x) with A = A(F ).
Thus, the associated eigenvalue may not be scaling invariant. For this reason we
say that two eigenvectors y,x ∈ K+,0 of F are equivalent, if there exists α ∈ Rd++
such that x = α⊗ y.
The properties of a multi-homogeneous map F ∈ Hd are governed by those of
its homogeneity matrix. In particular, as A(F ) is nonnegative, the linear Perron-
Frobenius theorem, which is recalled here for the convenience of the reader, will be
a useful tool in the following. While this result can be found in most of the modern
textbooks on matrices such as [32], we refer to [52],[22],[17],[59] for the original
works of Perron, Frobenius, Collatz and Wielandt respectively.
Theorem 1. Let n ≥ 2 and M ∈ Rn×n be an irreducible nonnegative matrix.
Then:
(i) M has an eigenvector u ∈ Rn++, i.e. Mu = λu.
(ii) It holds λ = ρ(M) and the Collatz-Wielandt min-max characterization
min
x∈Rn++
max
i=1,...,n
(Mx)i
xi
= λ = max
x∈Rn+\{0}
min
i=1,...,n
xi>0
(Mx)i
xi
.
Moreover, u is the unique nonnegative eigenvector of M .
(iii) If additionally M is primitive, the sequence (xk)∞k=0 ⊂ Rn++ defined as
x0 ∈ Rn++ and xk+1 =
Mxk
‖Mxk‖2 ∀k ∈ N,
satisfies limk→∞ xk = u.
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2 Multi-homogeneous maps and contraction principle
We start by discussing first properties of mappings in Hd. This discussion
provides intuition on the richness of the class of maps Hd and is helpful to de-
termine whether a mapping belongs to Hd or not. More precisely, we recall a
known characterization of order-preserving maps in Theorem 2.2. Then, in Lemma
2.3, we prove a generalization of Euler’s theorem for homogeneous maps. We will
need this result in order to derive a condition for the uniqueness of the positive
eigenvector of a map in Hd. In Theorem 2.5, we recall a result on continuous ex-
tensions of homogeneous order-preserving maps which are defined in the interior of
the cone. This result will be used to obtain a sufficient condition for the existence
of a positive eigenvector of a mapping in Hd. Finally, in Lemma 2.6, we describe
some operations that leave Hd invariant.
In a second step, we consider a particular instance of a spectral problem involving
multi-homogeneous maps, namely the ℓp,q-singular values of a nonnegative matrix.
Through this example, we emphasize differences between the classical notion of
eigenvectors for nonlinear maps and the definition proposed here, as well as tech-
niques commonly used for the computation of the projective norm of nonnegative
matrices and tensors. Moreover, it is a first illustration of how multi-homogeneous
mappings appear naturally in the study of higher-order spectral problems. We
then briefly discuss how one can homogenize non homogeneous mappings in order
to apply our theory.
In Section 2.3, we recall the definitions of the Hilbert projective metric and the
Thompson metric. We introduce two weighted versions of these metrics extended
to K++ that will be crucial for the proofs in the following. In Lemma 2.11, we
compute the Lipschitz constant of a mapping F ∈ Hd with respect to the introduced
weighted metrics. We show that the Lipschitz constant is minimized by a certain
choice of the weights. The optimal Lipschitz constant is the spectral radius of the
homogeneity matrix of F . This is the key observation for the following main result
of this section.
Theorem 2.1. Let F ∈ Hd and A = A(F ). If ρ(A) < 1, then there exists b ∈ Rd++
with ATb ≤ rb for some r ∈ [ρ(A), 1) and there exists a unique u ∈ S‖·‖γ++ such that
F (u) = λ⊗ u for some λ ∈ Rd++. For x0 ∈ S‖·‖γ++ , let
xk =
(
F1(x
k−1)
‖F1(xk−1)‖γ1
, . . . ,
Fd(x
k−1)
‖Fd(xk−1)‖γd
)
∀k ∈ N,
then
lim
j→∞
xj = u and µb
(
u,xk
) ≤ rk
1− r µb
(
x1,x0
) ∀k ∈ N.
where µb : K++ ×K++ → R+ is the weighted Hilbert metric defined as
µb(x,y) =
d∑
k=1
bi ln
[(
max
ji∈[ni]
xi,ji
yi,ji
)(
max
li∈[ni]
yi,li
xi,li
)]
∀x,y ∈ K++.
In particular, if A has a positive left-eigenvector c ∈ Rd++, then one can choose
b = c so that r = ρ(A).
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Finally, we discuss an example of a mapping which is expansive with respect
to the Thompson and Hilbert metrics on R4++ but is a contraction on K++ =
R2++ × R2++ with respect to the metric of Theorem 2.1.
2.1 Multi-homogeneous maps and their eigenvectors First of all we recall
a known theorem that characterizes the property of being order-preserving.
Theorem 2.2 (Theorem 1.3.1, [41]). Let U ⊂ K+ be an open convex set. If
F : U → K+ is locally Lipschitz, then DF (x) exists for Lebesgue almost all x ∈ U ,
and F is order-preserving if and only if DF (x)K+ ⊂ K+ for all x ∈ U for which
DF (x) exists.
The following lemma can be seen as a generalization of the well-known Euler
theorem for homogeneous mappings.
Lemma 2.3. Let U ⊂ V be open and such that α⊗ x = (α1x1, . . . , αdxd) ∈ U for
all α ∈ Rd++ and x ∈ U . Let a ∈ Rd and f : U → R, a differentiable map. The
following are equivalent:
(1) It holds f(α⊗ x) = f(x)
d∏
k=1
αakk for every α ∈ Rd++, x ∈ U.
(2) It holds 〈∇if(x),xi〉 = aif(x) for every i ∈ [d], x ∈ U.
Moreover, if f satisfies (1) or (2), then:
(3) It holds ∇if(α⊗x) = ∇if(x)α−1i
d∏
k=1
αakk for every i ∈ [d],α ∈ Rd++,x ∈ U.
Proof. Let x ∈ U and consider gx, hx : Rd++ → R defined as
gx(α) = f(α⊗ x)− f(x)
d∏
k=1
αakk and hx(α) = f(α⊗ x)
d∏
k=1
α−akk − f(x).
If (1) holds, then gx is constant and (2) follows from ∇gx(1) = 0. If (2) holds, then
∇hx(α) = 0 for every α and (1) follows from hx(α) = hx(1) = 0. To show the last
part, let (i, ji) ∈ J and consider e(i,ji) ∈ K+, the vector such that (e(i,ji))k,lk = 1
if (k, lk) = (i, ji) and (e
(i,ji))k,lk = 0 else. Then, for every small enough h, it holds
f(α⊗ x+ he(i,ji))− f(α⊗ x)
h
=
(
α−1i
d∏
k=1
αakk
)
f(x+ α−1i he
(i,ji))− f(x)
α−1i h
.
Letting h→ 0 concludes the proof. 
Before discussing continuous extensions of order-preserving, multi-homogeneous
maps defined in the interior of the cone, we show in the following lemma that for
any F ∈ Hd, it holds F (K++) ⊂ K++ and A(F ) is nonnegative.
Lemma 2.4. Let F ∈ Hd, then F (K++) ⊂ K++ and A(F ) ∈ Rd×d+ . Moreover,
if F is differentiable at some point x ∈ K++, then for every i, j ∈ [d], we have
A(F )i,j > 0 if and only if DjFi(x) has at least one nonzero entry per row.
Proof. Let y ∈ K++, there exists α ∈ Rd++ such that α ⊗ 1 ≤K y and thus
0 <K αA ⊗ F (1) ≤K F (y) as F (1) ∈ K++ for F ∈ Hd. Now, let A = A(F ) and
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fix i, j ∈ [d]. Let θ : R++ → Rd++ be defined as θl(t) = 1 if l 6= j and θj(t) = 1 + t.
Then, we have 1 ≤K θ(t)⊗ 1 for every t > 0. As F is order-preserving, it follows
Fi(1) ≤K Fi(θ(t)⊗ 1) = (1 + t)Ai,jFi(1) ∀t > 0.
Hence, 1 ≤ (1 + t)Ai,j for every t > 0 which implies Ai,j ≥ 0. Finally, Lemma 2.3
implies that DjFi(x)xj = Ai,jFi(x). The discussion above shows that F (x) ∈ K++
if x ∈ K++. It follows that Ai,j > 0 if and only if DjFi(x) ∈ Rni×nj has at least
one nonzero entry per row. 
There exist order-preserving multi-homogeneous mappings which are naturally
defined on K++ rather than on K+. This frequently happens in the case d = 1
when considering the log-exp transform of a topical map (see e.g. [23]). We also
face such a situation when deriving the dual condition for the existence of a positive
eigenvector in Corollary 3.18. It is then useful to know whether the considered
mapping can be continuously extended to a map in Hd. In the case d = 1, such an
extension has been proved to exist in Theorem 3.10 [10] and Theorem 5.1.2 [41]. As
the proof of this result can be easily generalized for d > 1 (with the help of Lemma
2.11), we omit it here.
Theorem 2.5. Let F : K++ → K++ be order-preserving and multi-homogeneous.
If A(F ) has at least one positive entry per row and there exists b ∈ Rd++ such that
A(F )Tb ≤ b, then there exists F ∈ Hd such that F = F |K++ and A(F ) = A(F ).
We describe operations under which Hd is closed in the following straightforward
lemma.
Lemma 2.6. Let F,G ∈ Hd, A = A(F ) and B = A(G). Moreover, let D ∈
Rd×d+ with D ≥ A,B and ξ1, . . . , ξd : K+ → R+ be continuous, order-preserving,
homogeneous maps such that ξi(K+,0) ⊂ R++ for every i ∈ [d]. Define N : K+ →
Rd+ as N(x) =
(
ξ1(x), . . . , ξd(x)
)
. Finally, let H(1), H(2), H(3) : K+ → K+ with
H(1)(x) = F
(
G(x)
)
, H(2)(x) = F (x) ◦G(x)
and
H(3)(x) = N(x)D−A ⊗ F (x) +N(x)D−B ⊗G(x).
Then H(1), H(2), H(3) ∈ Hd with homogeneity matrices AB, A+B, D respectively.
In particular, it follows that for every F ∈ Hd, we have A(F k) = A(F )k.
2.2 First motivating examples In this section, we make observations on the
properties of maps in Hd by analysing simple examples. The first one is the well-
known matrix ℓp,q-singular value problem [9] which we recast in terms of multi-
homogeneous mappings.
Example 2.7 (Matrix ℓp,q-singular value problem). Let M ∈ Rm×n+ and p, q ∈
(1,∞). The ℓp,q-singular vectors of M are the critical points of the Rayleigh quo-
tient associated to the (p, q)-norm ofM . More precisely, letR : Rm\{0}×Rn\{0} →
R be defined as
R(x,y) =
xTMy
‖x‖p‖y‖q and ‖M‖p,q = maxx,y 6=0R(x,y),
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then ‖My‖p′ ≤ ‖M‖p,q‖y‖q for every y ∈ Rn and (x,y) is an ℓp,q-singular vector of
M if ∇R(x,y) = 0. Note that, as R(x,y) ≤ R(|x|, |y|) for every x,y, the maximum
above is attained in K+ = Rm+ × Rn+. So, define F : K+ → K+ as
(2.1) F (x,y) =
(
ψp′(My), ψq′(M
Tx)
) ∀(x,y) ∈ K+.
Then, the eigenvectors of F correspond to the critical points of R in the product
of spheres S
‖·‖γ
+ = {(x,y) ∈ K+ | ‖x‖p = ‖y‖q = 1}. Assume that (x,y) ∈ S‖·‖γ+
satisfies ∇R(x,y) = 0, then
F (x,y) = (λ1x, λ2y) with (λ1, λ2) =
(
R(x,y)p
′−1, R(x,y)q
′−1),
i.e. the critical points of R in S
‖·‖γ
+ are eigenvectors of F . Conversely, if (x,y) ∈
S
‖·‖γ
+ satisfies F (x,y) = (λ1x, λ2y), then
λp−11 = λ
p−1
1 ‖x‖p =
〈
x, λp−11 ψp(x)
〉
= 〈x,My〉 = R(x,y) = 〈y,MTx〉 = λq−12 ,
that is the eigenvectors of F in S
‖·‖γ
+ are critical points of R.
Note that F is order-preserving because (x,y) ≤K (x˜, y˜) implies MTx ≤ MT x˜
and My ≤M y˜, as M has nonnegative entries. Moreover, F is multi-homogeneous
as for every α, β > 0 and (x,y) ∈ K+ we have
F (αx, βy) =
(
F1(αx, βy), F2(αx, βy)
)
=
(
α0βp
′−1F1(x,y), αq
′−1β0F2(x,y)
)
= (α, β)A ⊗ F (x,y) with A =
(
0 p′ − 1
q′ − 1 0
)
= A(F ).
Finally, for F to be in H2, we have to ensure F (1) ∈ K++. This is the case whenM
has at least one nonzero entry per row and per column. When the latter assumption
is not fulfilled, one can introduce a decoupled problem as follows: Let F˜ : Rm+ → Rm+
with F˜ (x) = F1
(
1, F2(x,1)
)
, then, for λ ∈ R2+ and (x,y) ∈ K+,0, we have
(2.2) F (x,y) = (λ1x, λ2y) ⇐⇒
{
F˜ (x) = λp
′−1
2 λ1x
λ2y = F2(x,1).
This is possible because A1,1 = A2,2 = 0. This transformation can be useful
as there are matrices M for which F /∈ Hd and F˜ ∈ Hd. For example, when
m = n = 2, M1,1 = M2,1 = 1 and M1,2 = M2,2 = 0, then F (K++) 6⊂ K++ while
F˜ (Rm+,0) ⊂ Rm++.
We use the following remark to emphasize three relevant observations made in
Example 2.7.
Remark 2.8. (a) When looking at the necessary condition for the critical points of
a Rayleigh quotient, we obtain an equation of the form G(x) = λ ⊗ Ψ(x). E.g.
for the ℓp,q-singular vectors of a matrix M , we have G(x1,x2) = (Mx2,M
Tx1)
and Ψ(x1,x2) = (ψp(x1), ψq(x2)). When G ∈ Hd and Ψ is an invertible map
such that Ψ−1 ∈ Hd, we can then recast the necessary condition into a spectral
problem for F ∈ Hd with F (x) = Ψ−1(G(x)). Such approach is widely used for
the computation of projective norms of nonnegative matrices and tensors (see for
instance [9, 45, 20, 26, 14, 46]).
(b) To establish the correspondence between the eigenvectors of F defined in (2.1)
and the ℓp,q-singular vectors of M , we have shown that if (x1,x2) ∈ S‖·‖γ+ satisfies
F (x1,x2) = (λ1x1, λ2x2), then λ
p−1
1 = λ
q−1
2 . In order to prove this implication, we
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used a technique that is common in the study of spectral problems of nonnegative
tensors, especially to prove existence of a positive eigenvector (see [26, 20, 46]).
This technique can be formulated for maps in Hd as follows: Let G ∈ Hd and
suppose that there exists a ∈ Rd++ and R : K+,0 → R+ such that
〈Gi(x),xi〉 = aiR(x) ∀i ∈ [d], x ∈ K+,0.
Then, for every Ψ: K+,0 → K+,0 and (λ,x) ∈ Rd+ ×K+,0 we have
(2.3)
{
G(x) = λ⊗Ψ(x)
〈xi,Ψi(x)〉 = 1 ∀i ∈ [d]
=⇒ λi
ai
= R(x) ∀i ∈ [d].
Indeed, if the system of equations in (2.3) is satisfied, then
λi = 〈xi, λiΨi(x)〉 = 〈xi, Gi(x)〉 = aiR(x) ∀i ∈ [d].
(c) The decoupling technique in (2.2) is known, especially for computing projective
norms of matrices and tensors (see for instance [9, 4, 26, 29]). This principle
can under certain conditions also be applied to maps in Hd. More precisely, let
F : K+ → K+ be continuous, order-preserving and multi-homogeneous and suppose
that there exists i ∈ [d] such that A = A(F ) ∈ Rd×d+ \ {0} satisfies Ai,i = 0.
Set K˜+ = Rn1+ × . . . × Rni−1+ × Rni+1+ × . . . × Rnd+ and let F˜ : K˜+ → K˜+ with
F˜ =
(
F˜1, . . . , F˜i−1, F˜i+1, . . . , F˜d
)
and, for x˜ = (x˜1, . . . , x˜i−1, x˜i+1, . . . , x˜d) ∈ K˜+,
F˜k(x˜)=Fk
(
x˜1, . . . , x˜i−1, Fi(x˜1, . . . , x˜i−1,1, x˜i+1, . . . , x˜d), x˜i+1, . . . , x˜d
)
, k ∈ [d]\{i}.
Then, F˜ is continuous, order-preserving, multi-homogeneous and
(2.4)
(A(F˜ ))
k,l
= Ak,l +Ak,iAi,l ∀k, l ∈ [d] \ {i}.
Moreover, given (λ,x) ∈ Rd++ ×K+,0, we have F (x) = λ⊗ x if and only if F˜ (x˜) =
λ˜⊗ x˜ with x˜k = xk and λ˜k = λkλAk,ii for every k ∈ [d] \ {i}. As already observed
in Example 2.7, this transformation can be useful when F does not satisfies some
required assumptions, e.g. it does not hold F (1) ∈ K++.
Another important example problem which can be analyzed with the Perron-
Frobenius theory for multi-homogeneous mappings is the eigenvalue problem for
a class of polynomial maps with nonnegative coefficients. This problem was con-
sidered for instance in [20] and [36]. It is discussed in the following Example 2.10
where it is pointed out that this problem is a special case of the eigenvalue problem
of a sum of continuous, order-preserving, multi-homogeneous mappings which is
described in Remark 2.9.
Remark 2.9 (Sums of mappings). Let F (1), . . . , F (ν) : K+ → K+ be continuous,
multi-homogeneous and order-preserving with A(i) = A(F (i)) for every i ∈ [ν]. Let
A ∈ Rd×d+ with A ≥ A(i) for all i ∈ [ν] and A1 ∈ Rd++. Define N : K+ → Rd+ and
G,H : K+ → K+ as N(x) = (‖x1‖γ1 , . . . , ‖xd‖γd),
H(x) =
ν∑
k=1
F (k)(x) and G(x) =
ν∑
k=1
N(x)A−A
(i) ⊗ F (k)(x).
Then, from Lemma 2.6, we know that ifH(1) ∈ K++, then G ∈ Hd with A(G) = A.
Moreover, for every x ∈ S‖·‖γ+ we have G(x) = H(x). In particular, we have
G(x) = λ⊗ x ⇐⇒ H(x) = λ⊗ x ∀x ∈ S‖·‖γ+ .
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This shows that the eigenvectors of the non-homogeneous map H on S
‖·‖γ
+ coincide
with those of G ∈ Hd. We will see that a natural choice for A is to set the entries
to be as small as possible. Indeed, Theorem 2.1 indicates that one should minimize
the spectral radius of A.
Example 2.10. Let H : R2 → R2 be given by
H(s, t) =
(
N∑
k=1
cks
αk tβk ,
N˜∑
k=1
c˜ks
α˜k tβ˜k
)
then H can be written as the sum
H(s, t) =
N∑
k=1
F (k)(s, t) +
N˜∑
k=1
F˜ (k)(s, t)
where F (k)(s, t) =
(
cks
αktβk , 0
)
and F˜ (k)(s, t) =
(
0, c˜ks
α˜ktβ˜k
)
. Moreover, if αi, βi,
α˜j , β˜j > 0 for every i, j and there exists k1 ∈ [N ], k2 ∈ [N˜ ] such that ck1 , c˜k2 > 0,
then for any δ > 0 such that
δ ≥ maxk∈[N ] αkβk and δ ≥ maxk∈[N˜ ] α˜kβ˜k,
it holds G ∈ H1 where
G(s, t) =
N∑
k=1
‖(s, t)‖δ−αkβk2 F (k)(s, t) +
N˜∑
k=1
‖(s, t)‖δ−α˜kβ˜k2 F˜ (k)(s, t),
2.3 Weighted Hilbert and Thompson metric and contraction principle
A natural metric for the study of positive eigenvectors of mappings in H1 is the
Hilbert semi-metric µ : Rn++ × Rn++ → R+ defined as follows:
µ(z,v) = ln
(
η+(z/v)
η−(z/v)
)
∀z,v ∈ Rn++,
where η+( · / · ), η−( · / · ) : Rn++ × Rn++ → R++ are defined as
η+(z/v) = max
j∈[n]
zj
vj
and η−(z/v) = min
j∈[n]
zj
vj
.
The Thompson metric µ : Rn++ × Rn++ → R+ is defined as:
µ(z,v) = ln
(
max
{
η+(z/v), η+(v/z)
})
= ‖ ln(v) − ln(z)‖∞ ∀z,v ∈ Rn++.
These metrics were introduced in [5, 55] and [57] respectively. It is known that
(K++, µ) is a complete metric space as well as (Sφ++, µ), for any fixed φ ∈ Rn++.
Moreover, the topologies of (K++, µ) and (Sφ++, µ) coincide with the norm topology
and, for every x,y ∈ K++, if we set z(t) = tx+ (1− t)y, then
(2.5) µ(x,y) = µ
(
x, z(t)
)
+ µ
(
z(t),y
) ∀t ∈ [0, 1].
A key property of these metrics is the following (see Chapter 2 of [41]): Suppose that
F : Rn++ → Rn++ is continuous, order-preserving and p-homogeneous with p > 0,
then
(2.6) µ(F (x), F (y)) ≤ p µ(x,y) and µ(F (x), F (y)) ≤ p µ(x,y)
for every x,y ∈ K++.
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Based on these observations, we build a metric space appropriate for maps in
Hd with d > 1. We define M( · / · ),m( · / · ) : K++ ×K++ → Rd++ as
M(x/y) =
(
M1(x/y), . . . ,Md(x/y)
)
=
(
max
j1∈[n1]
x1,j1
y1,j1
, . . . , max
jd∈[nd]
xd,jd
yd,jd
)
and
m(x/y) =
(
m1(x/y), . . . ,md(x/y)
)
=
(
min
j1∈[n1]
x1,j1
y1,j1
, . . . , min
jd∈[nd]
xd,jd
yd,jd
)
.
for every x,y ∈ K++. Note that
m(x/y)⊗ y ≤K x ≤K M(x/y)⊗ y ∀x,y ∈ K++.
For b ∈ Rd++, let µb, µb : K++ × K++ → R+ be respectively the weighted Hilbert
and Thompson metrics defined as
µb(x,y) =
d∑
i=1
bi ln
(
Mi(x/y)
mi(x/y)
)
= ln
( d∏
i=1
Mi(x/y)
bi
mi(x/y)
bi
)
and
µb(x,y) =
d∑
i=1
bi ln
(
max
{
Mi(x/y),Mi(y/x)
})
Note that for every φ ∈ K++, µb is the weighted product metric on Sφ++ induced
by the product of the metric spaces (S
φi
++, bi µ) for i ∈ [d]. Hence, (Sφ++, µb) is a
complete metric space and its topology coincides with the topology of (RN+ , ‖ · ‖2),
where N = n1 + . . . + nd. Similarly, we know that (S
‖·‖γ
++ , µb) and (K++, µb) are
complete metric spaces and (K++, µb) has the same topology as (RN+ , ‖ · ‖2). The
subsequent lemma is a generalization of (2.6). It motivates the use of µb and µb
in the study of eigenvectors of F ∈ Hd.
Lemma 2.11. Let F ∈ Hd, A = A(F ) and b ∈ Rd++. Set
C = max
i∈[d]
(ATb)i
bi
,
then, for every x,y ∈ K++ it holds
µb
(
F (x), F (y)
) ≤ C µb(x,y) and µb(F (x), F (y)) ≤ C µb(x,y).
Proof. For any x,y ∈ K++, we have
(2.7) m(x/y)A ⊗ F (y) ≤K F (x) ≤K M(x/y)A ⊗ F (y).
It follows that for every (j1, . . . , jd) ∈ J it holds
d∏
i=1
mi(x/y)
(ATb)i ≤
d∏
i=1
(
Fi,ji(x)
Fi,ji(y)
)bi
≤
d∏
i=1
Mi(x/y)
(ATb)i .
and
µb
(
F (x), F (y)
)
=
d∑
i=1
bi ln
(
Mi
(
F (x)
/
F (y)
)
mi
(
F (x)
/
F (y)
) ) ≤ d∑
i=1
(ATb)i ln
(
Mi(x/y)
mi(x/y)
)
=
d∑
i=1
(ATb)i
bi
bi ln
(
Mi(x/y)
mi(x/y)
)
≤ C µb(x,y).
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Furthermore, Equation (2.7) implies that
µb
(
F (x), F (y)
) ≤ ln( d∏
i=1
max
{ d∏
k=1
Mk(x/y)
Ai,k ,
d∏
k=1
Mk(y/x)
Ai,k
}bi)
≤ ln
( d∏
k=1
max
{
Mk(x/y),Mk(y/x)
}(ATb)k) ≤ C µb(x,y). 
Remark 2.12. Note that the Collatz-Wielandt principle in Theorem 1 is useful to
get bounds on the possible Lipschitz constant C in Lemma 2.11. Moreover, for any
A ∈ Rd×d+ , if ρ(A) < 1, there exists r ∈ [ρ(A), 1) and b ∈ Rd++, such that ATb ≤ rb.
Indeed, if AT has a positive eigenvector c ∈ Rd++, then we can choose b = c so that
r = ρ(A). Otherwise, if A has no positive eigenvector, define A(t) = A+ t(11T ) for
t ∈ R++. As A < A(t) for any t > 0, by continuity, there exists t0 > 0 such that
0 ≤ ρ(A) ≤ ρ(A(t0)) < 1. Theorem 1 implies the existence of b ∈ Rd++ such that
A(t0)
Tb = rb with r = ρ
(
A(t0)
)
. It follows that ATb < A(t0)
Tb = rb.
We are now ready to prove Theorem 2.1 which is a combination of Lemma 2.11
and Remark 2.12.
Proof of Theorem 2.1. As ρ(A) < 1 by assumption, Remark 2.12 implies the ex-
istence of r ∈ [ρ(A), 1) and b ∈ Rd++ such that ATb ≤ rb. By Lemma 2.11, we
have
µb
(
F (x), F (y)
) ≤ rµb(x,y) ∀x,y ∈ K++.
Now, let G : S
‖·‖γ
++ → S‖·‖γ++ be defined as
G(x) =
(
F1(x)
‖F1(x)‖γ1
, . . . ,
Fd(x)
‖Fd(x)‖γd
)
.
Then we have
µb
(
G(x), G(y)
)
= µb
(
F (x), F (y)
) ≤ rµb(x,y) ∀x,y ∈ K++.
This shows that G is a strict contraction on the complete metric space (S
‖·‖γ
++ , µb).
The result is then a direct consequence of the Banach fixed point theorem (see e.g.
Theorem 3.1 in [38]). 
We give an example of a map which is expansive with respect to the Hilbert
and Thompson metrics on Rn1+...+nd++ but satisfies all the assumptions of Theorem
2.1. This example motivates the study of multi-homogeneous maps and illustrates
that several arguments involving homogeneous maps do not hold anymore in the
multi-homogeneous framework.
Example 2.13. Let K++ = R2++ × R2++ and F : K++ → K++ be defined as
F
(
(a, b), (u, v)
)
=
((
min{u, v}
√
2, πv
√
2
)
,
(
(b3/2 + a
√
b)1/3,max{a, b}1/2)).
Clearly, F is not homogeneous when K++ is identified with R4++. It is nevertheless
subhomogeneous of degree
√
2, i.e. λ
√
2F (z) ≤ F (λz) for λ ∈ (0, 1) and z ∈ R4++.
It turns out that F is expansive with respect to both the Hilbert and the Thompson
metric on R4++. However, we have F ∈ H2, where
A(F ) = A =
(
0
√
2
2−1 0
)
and AT
(
2−3/4
1
)
= 2−1/4
(
2−3/4
1
)
.
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Hence, 2−1/4 is a Lipschitz constant of F with respect to the weighted Hilbert
metric
µb(x,y) = 2
−3/4µ(x1,y1) + µ(x2,y2) ∀x,y ∈ K++,
where µ is the Hilbert metric on R2++.
Finally, we prove that the transformation discussed in Remark 2.8 (c) does not
help to gain “contractivity”.
Proposition 2.14. Let F : K+ → K+ be continuous, order-preserving and multi-
homogeneous. Let A = A(F ) and suppose that AT1 > 0 and Ai,i = 0 for some
i ∈ [d]. Define F˜ ∈ Hd−1 and A˜ = A(F˜ ) as in Remark 2.8 (c). Then, there exists
b˜ ∈ Rd−1++ such that A˜T b˜ ≤ b˜ or A˜T b˜ < b˜, if and only if there exists b ∈ Rd++ such
that ATb ≤ b or ATb < b, respectively.
Proof. First of all, note that for every b ∈ Rd++ and b˜ = (b1, . . . , bi−1, bi+1, . . . , bd),
Ai,i = 0 and Equation (2.4) imply that, for l ∈ [d] \ {i}, we have
(2.8) (ATb)l = (A˜
T b˜)l + (A
T )l,i
(
bi − (ATb)i
)
.
Now, suppose that ATb ≤ rb for some r ∈ (0, 1]. Then, bi − (ATb)i ≥ 0 and
rb˜l = rbl ≥ (A˜Tb)l +Al,i(bi − (ATb)i) ≥ (A˜Tb)l, l ∈ [d] \ {i}.
Now, let b˜ ∈ Rd−1++ be such that A˜T b˜ ≤ b˜, and, for t > 0, set
b(t) = (b˜1, . . . , b˜i−1, t, b˜i+1, . . . , b˜d) ∈ Rd++.
We have δi =
(
ATb(t)
)
i
=
(
ATb(0)
)
i
> 0 and(
ATb(t)
)
k
=
(
A˜T b˜
)
k
+ATk,i(t− δi)
for every k ∈ [d] \ {i} and t > 0. It follows that
max
k∈[d]
(ATb(t))k
(b(t))k
= max
{
δi
t
, max
k∈[d]\{i}
(
A˜T b˜
)
k
+ATk,i(t− δi)
b˜k
}
≤ max
{
δi
t
, max
k∈[d]\{i}
(A˜T b˜)k
b˜k
+ (t− δi) max
k∈[d]\{i}
ATk,i
}
.(2.9)
Hence, with t = δi, we have b(δi) ∈ Rd++ and
max
k∈[d]
(ATb(δi))k
(b(δi))k
≤ max
{
1, max
k∈[d]\{i}
(A˜T b˜)k
b˜k
}
= 1.
Finally, suppose that A˜T b˜ < b˜. There exists ε with
0 < ε < min
k∈[d]\{i},Ai,k>0
b˜k −
(
A˜T b˜
)
k
Ai,k
.
and, from (2.9), it follows that
max
k∈[d]
(ATb(δi + ε))k
(b(δi + ε))k
= max
{
δi
δi + ε
, max
k∈[d]\{i}
(
A˜T b˜
)
k
+ εATk,i
b˜k
}
< 1. 
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3 Existence of eigenvectors
It follows from Theorem 2.1 that any mapping F ∈ Hd with ρ(A(F )) < 1 has
an eigenvector x ∈ K+,0 which is strictly positive, i.e. x ∈ K++. For mappings
which are not strict contractions, it is well known that, even when d = 1 and F is
linear, this result is not always true. The aim of this section is to provide sufficient
conditions that ensure the existence of a nonnegative, respectively strictly positive
eigenvector in the non-expansive case, that is ρ(A(F )) = 1.
In a first step, we propose and discuss the following notion of (strong) irreducib-
ility for mappings in Hd:
Definition 3.1. Let F : K+ → K+ be continuous, multi-homogeneous and order-
preserving. Then we say F is irreducible, if for any x ∈ K+,0, there exists m ∈ N
such that Hm(x) ⊂ K++, where H(x) = x+ F (x).
This definition is inspired from the following characterization of irreducible non-
negative matrices (see for instance [32]):
(3.1) M ∈ Rn×n+ is irreducible ⇐⇒ (I +M)n−1 ∈ Rn×n++ .
In Proposition 3.8, we prove characterizations of irreducibility for mappings that
are order-preserving and multi-homogeneous. Some of these characterizations are
useful for detecting irreducibility of a map in practice, some others instead are
useful for theoretical purposes. Indeed, as in the classical Perron-Frobenius theory,
irreducibility is desirable as it implies that any nonnegative eigenvector is positive
(see Corollary 3.9). Combining this result with the Brouwer fixed point theorem,
we get the following:
Theorem 3.2. If F ∈ Hd is irreducible and F (K+,0) ⊂ K+,0, then there exists
λ ∈ Rd++ and u ∈ S‖·‖γ++ =
{
(x1, . . . ,xd)
∣∣ xi ∈ Rni++ and ‖xi‖γi = 1, ∀i ∈ [d]} such
that F (u) = λ⊗ u.
As discussed in Example 3.11 and Lemma 3.12, the assumption F (K+,0) ⊂ K+,0
which is necessary for applying the Brouwer fixed point theorem, is not implied by
the irreducibility of F when d > 1. While the assumptions on F in Theorem 3.2
are quite restrictive in terms of irreducibility, this result has the advantage to hold
regardless of the magnitude of ρ(A(F )).
In the second part of this section, we use the so-called continuity of the spectral
radius of nonexpansive maps to prove a weak form of the Perron-Frobenius theorem.
More precisely, we adapt the notion of Bonsall spectral radius [8] and cone spectral
radius [47] to maps F ∈ Hd for which there exists b ∈ Rd++ such that A(F )Tb =
b and prove that such F always has a nonnegative eigenvector corresponding to
this notion of spectral radius. To this end, we consider a sequence of mappings
(F (δk))∞k=1 ⊂ Hd that converges uniformly towards F as k → ∞ and such that
F (δk) satisfies the assumptions of Theorem 3.2 for every k ∈ N. This is formalized
in the following theorem:
Theorem 3.3. Let F ∈ Hd and A = A(F ). If there exists b ∈ ∆d++ such that
ATb = b, then there exists u ∈ S‖·‖γ+ and λ ∈ Rd+ such that F (u) = λ⊗ u and
(3.2) sup
x∈K+,0
lim sup
m→∞
d∏
i=1
‖Fmi (x)‖bi/mγi =
d∏
i=1
λbii = limm→∞ sup
x∈S‖·‖γ+
d∏
i=1
‖Fmi (x)‖bi/mγi .
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Moreover, it holds
(3.3)
d∏
i=1
λbii = limm→∞
( d∏
i=1
‖Fmi (x)‖biγi
)1/m
∀x ∈ K++,
and, for every y ∈ S‖·‖γ+ and θ ∈ Rd+ such that θ ⊗ y ≤K F (y), it holds
(3.4)
d∏
i=1
θbii ≤
d∏
i=1
λbii .
Finally, if F is irreducible, then u ∈ K++.
Theorem 3.3 is insightful in many aspects that want to we discuss here. First,
note that (3.2) is the generalization of a known result (see Theorem 2.3 in [47]),
namely that the cone spectral radius (LHS) equals the Bonsall spectral radius
(RHS). As a consequence of (3.3), we have that whenever F satisfies the as-
sumptions of Theorem 3.3 and F has a positive eigenvector v ∈ S‖·‖γ++ such that
F (v) = ξ ⊗ v for some ξ ∈ Rd++, then
∏
i=1 ξ
bi
i =
∏d
i=1 λ
bi
i . Equation (3.4) can
be a seen as a maximality principle in the following sense: if w ∈ S‖·‖γ+ is a non-
negative eigenvector, i.e. there exists β ∈ Rd+ such that F (w) = β ⊗ w, then∏d
i=1 β
bi
i ≤
∏d
i=1 λ
bi
i . Finally, combining the existence result (of u) with the fact
every nonnegative eigenvector of an irreducible map is positive, we get a second
condition for the existence of a positive eigenvector of F ∈ Hd when F is irredu-
cible which, instead of requiring F (K+,0) ⊂ K+,0 as in Theorem 3.2, requires the
existence of b ∈ Rd++ such that A(F )Tb = b.
The last part of this section is devoted to the derivation of a sufficient condition
for the existence of a positive eigenvector for mappings that are nonexpansive in
the sense of Theorem 3.3. To this end, we propose another notion of irreducibility
adapted from a graph approach proposed in [24]. In the case d = 1, this notion can
be seen as a generalization of the fact that a nonnegative matrix is irreducible if
and only if the associated adjacency graph is strongly connected. For the definition
of this graph, we consider, for all (i, ji) ∈ I, the map u(i,ji) : R+ → K+,0 defined as
(
u(i,ji)(t)
)
k,lk
=
{
t if (k, lk) = (i, ji)
1 otherwise,
∀(k, lk) ∈ I =
d⋃
ν=1
({ν} × [nν ]).
Then, the (asymptotic) graph associated with F ∈ Hd is given by the following:
Definition 3.4. For F ∈ Hd, the directed graph G(F ) = (I, E), is defined as
follows: There is an edge from (k, lk) to (i, ji), i.e.
(
(k, lk), (i, ji)
) ∈ E , if
lim
t→∞
Fk,lk
(
u(i,ji)(t)
)
=∞.
Our following existence result is a nontrivial generalization of Theorem 2 in [24].
In the case d = 1, our proof reduces to that of (the equivalent) Theorem 6.2.3 in [41]
which assumes that the graph of F is strongly connected. However, as discussed
below, when d > 1, our assumption is less restrictive than requiring G(F ) to be
strongly connected. Moreover, as noted in Corollary 6.2.4 [41] for the case d = 1,
a dual version of this result can be easily obtained by considering a graph that
analyses the behaviour of F around 0:
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Definition 3.5. For F ∈ Hd, the directed graph G−(F ) = (I, E−), is defined as
follows: There is an edge from (k, lk) to (i, ji), i.e.
(
(k, lk), (i, ji)
) ∈ E−, if
lim
t→0
Fk,lk
(
u(i,ji)(t)
)
= 0.
We have the following theorem:
Theorem 3.6. Let F ∈ Hd be such that there exists b ∈ Rd++ with A(F )Tb = b.
Let G ∈ {G(F ),G−(F )}. If for every (ν, lν) ∈ I and (j1, . . . , jd) ∈ [n1]× . . .× [nd]
there exists iν ∈ [d] such that there is a path from (iν , jiν ) to (ν, lν) in G, then F
has an eigenvector in S
‖·‖γ
++ .
While the assumption in the above theorem is equivalent to requiring that G is
strongly connected when d = 1, this is not the case anymore when d > 1 as shown
by Example 3.16. Indeed, if G is strongly connected, then G satisfies the assumption
of Theorem 3.6 but the converse is not true anymore for d > 1. Moreover, Example
3.19 shows that the connectivity of G(F ) and G−(F ), and the irreducibility of F
can not be compared in the sense that there are mappings that satisfy exactly one
of these assumptions and none of the other two.
3.1 Irreducible maps and Brouwer fixed point theorem We start by a
small observation: For α > 0, let F (α) ∈ H1 with F (α)j (x) = (Mx)αj for every
j ∈ [n1], whereM ∈ Rn1×n1+ and M1 ∈ Rd++. Then, note that F (1) is irreducible in
the sense of Definition 3.1 if, and only if, M is irreducible in the sense of Equation
(3.1). Moreover, we observe that, with respect to Definition 3.1, F (1) is irreducible
if and only if F (α) is irreducible for any α > 0. A similar observation holds for
the ℓp,q-singular value problem of a nonnegative matrix (see Example 2.7) where
the irreducibility of F defined as in (2.1) does not depend on p, q ∈ (1,∞). This
can be even extended to ℓp1,...,pd-singular values problems of nonnegative tensors,
where the irreducibility of the induced mapping F ∈ Hd does, as a matter of fact,
not depend on the choice of p1, . . . , pd ∈ (1,∞). We formulate this observation for
order-preserving, multi-homogeneous mappings and prove several characterizations
and properties of irreducibility. First, we need the following:
Lemma 3.7. Let F,G : K+ → K+ be continuous, multi-homogeneous and order-
preserving. Set H(x) = x + F (x) and E(x) = x +G(x). Then:
(a) For every k ∈ N, x ∈ K+,0 and α ∈ Rd++, there exists β, δ ∈ Rd++ such that
δ ⊗Hk(x) ≤K Hk(α⊗ x) ≤K β ⊗Hk(x).
(b) If for every x ∈ K+,0 there exists α ∈ Rd++ with α ⊗ F (x) ≤K G(x), then
for every k ∈ N and every z ∈ K+,0, there exists δ ∈ Rd++ such that δ ≤ 1
and δ ⊗Hk(z) ≤K Ek(z).
Proof. Let A = A(F ).
(a) Define θ−, θ+ : Rd++ × Rd++ → Rd++ as θ−i (a,b) = min{ai, bi} and θ+i (a,b) =
max{ai, bi} for every i ∈ [d]. Then, we have
δ(k) ⊗Hk(x) ≤K Hk(α⊗ x) ≤K β(k) ⊗Hk(x)
with δ(1) = θ−(α,αA), β(1) = θ+(α,αA),
δ(k+1) = θ−
(
δ(k), (δ(k))A
)
and β(k+1) = θ+
(
β(k), (β(k))A
)
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for every k ∈ N. As α ∈ Rd++, we have δ(k),β(k) ∈ Rd++ which proves the claim.
(b) Let z ∈ K+,0 and α(1) ∈ (0, 1]d be such that α(1) ⊗ F (z) ≤K G(z). Then,
α(1) ⊗H(z) ≤K x+ α(1) ⊗ F (z) ≤K E(z).
There exists 0 < β(1) ≤ α(1) such that, for u = α(1) ⊗H(z), we have
(β(1) ◦ (α(1))A)⊗ F (H(z)) = β(1) ⊗ F (u) ≤K G(u) ≤K G(E(z)).
Let α(2) = β(1) ◦ (α(1))A, then 0 < α(2) ≤ α(1) and
α(2) ⊗H2(z) ≤K α(1) ⊗H(z) +α(2) ⊗ F
(
H(z)
) ≤K E2(z).
This argument can be repeated for k ≥ 2 by letting u = α(k)⊗Hk(z) and α(k+1) =
β(k)◦(α(k))A showing the existence of a sequence (α(k))∞k=1 ⊂ Rd++ with the desired
property. 
The following proposition generalizes some well-known characterizations of irre-
ducibility for matrices (see [3]) to order-preserving, multi-homogeneous mappings.
Characterization (2) can be found in the setting of rectangular tensors in Theorem
5.1 [60]. Characterization (4) is inspired by a similar result in [20]. We recall that
I = ⋃dk=1 ({k} × [nk]) and J = [n1]× . . .× [nd].
Proposition 3.8. Let F : K+ → K+ be continuous, multi-homogeneous and order-
preserving. Let H(x) = x+ F (x). The following statements are equivalent:
(1) F is irreducible.
(2) There exists m ∈ N with Hm({e(j) | j ∈ J }) ⊂ K++, where, for j ∈ J and
(k, lk) ∈ I,
(
e(j)
)
k,lk
= 1 if lk = jk and
(
e(j)
)
k,lk
= 0 else.
(3) The map x 7→ γp
(
F (x)
)
is irreducible, where γp : K+,0 → K+,0 is defined
for p ∈ Rd++ as
(
γp(x)
)
k,lk
= xpkk,lk for every (k, lk) ∈ I.
(4) Q
(
F (z)
) 6⊃ Q(z) for every z ∈ K+,0 \ K++, where, for every x ∈ K+,0,
Q(x) = {j ∈ J | xi,ji = 0, ∀i ∈ [d]}.
Proof. (1)⇐⇒ (2) Since H(K++) ⊂ K++, Hν(x) ∈ K++ implies Hk(x) ∈ K++ for
every k ≥ ν. It follows directly that (1) implies (2). Now, assume that F is not
irreducible and let x ∈ K+,0 be such that Hk(x) ∈ K+,0 \ K++ for every k. There
exists α ∈ Rd++ and j ∈ J such that α⊗ e(j) ≤K x. By Lemma 3.7, (a) we know
that for every k ∈ N, there exists δ(k) ∈ Rd++ with
δ(k) ⊗Hk(e(j)) ≤K Hk(α⊗ e(j)) ≤K Hk(x).
Since Hk(x) ∈ K+,0 \ K++, we have Hk(e(j)) ∈ K+,0 \ K++ for every k and thus
there exists no m ∈ N such that Hm({e(j) | j ∈ J }) ⊂ K++.
(1)⇐⇒ (3) LetG(x) = γp
(
F (x)
)
. ThenG is order-preserving and multi-homogeneous
(with A(G) = diag(p)A). Let x ∈ K+,0 and (k, lk) ∈ I, we have Fk,lk(x) > 0 if
and only if Fk,lk (x)
pk > 0. It follows that
α⊗ F (x) ≤K γp
(
F (x)
) ≤K β ⊗ F (x)
with αi = βi = 1 if Ix = {ji ∈ [ni] | Fi,ji (x) > 0} = ∅, and
αi = min
ji∈Ix
Fi,ji(x)
pi−1, βi = max
ji∈Ix
Fi,ji (x)
pi−1 if Ix 6= ∅.
The claim follows now from Lemma 3.7, (b).
(1)⇐⇒ (4) Note that for x,y ∈ K+,0, if Q(x) = Q(y), then there exists α,β ∈ Rd++
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such that α⊗y ≤K x ≤K β⊗ y which implies that Q
(
F (x)
)
= Q
(
F (y)
)
. Suppose
that there exists x ∈ K+,0 with ∅ 6= Q(x) ⊂ Q(F (x)). Then we have
Q
(
H(x)
)
= Q(x) ∩Q(F (x)) = Q(x).
Using induction, if Q
(
Hk(x)
)
= Q(x) for some k ∈ N, then
Q
(
Hk+1(x)
)
= Q
(
Hk(x)
) ∩Q(F (Hk(x))) = Q(x) ∩Q(F (x)) = Q(x).
Since this is true for any k ∈ N, we have Q(Hk(x)) 6= ∅ for every k and thus, F can
not be irreducible. Now, suppose that Q(z) 6⊂ Q(F (z)) for every z ∈ K+,0 \ K++.
We show that there exists m ∈ N such that Hm(K+,0) ⊂ K++. Let x ∈ K+,0, if
Q
(
H(x)
)
= Q(x) 6= ∅, then Q(F (x)) ⊃ Q(x), a contradiction to our assumption.
Hence, Q
(
H(x)
)
( Q(x). It follows that Q
(
Hk+1(x)
)
( Q
(
Hk(x)
)
for every k ∈ N
with Q
(
Hk(x)
) 6= ∅. In particular, Q(H |I|(x)) = ∅, i.e. H |I|(x) ∈ K++. 
Note that, if F is irreducible, then the index m in Proposition 3.8, (2) can
be chosen to be m = maxj∈J mj where mj ∈ N is the smallest integer such that
Hmj(e(j)) ∈ K++. Moreover, ifHm({e(j) | j ∈ J }) ⊂ K++, thenHm(K+,0) ⊂ K++.
Indeed, if x ∈ K+,0, then there exist δ ∈ Rd++ and j ∈ J such that δ ⊗ e(j) ≤K x
and by Lemma 3.7, (a) we know that there exists α ∈ Rd++ such that
0 <K α⊗Hm(e(j)) ≤K Hm(δ ⊗ e(j)) ≤K Hm(x).
Corollary 3.9. Let F : K+ → K+ be continuous, multi-homogeneous and order-
preserving. If F is irreducible, then for every (λ,x) ∈ Rd++ × K+,0 satisfying
F (x) = λ⊗ x, we have (λ,x) ∈ Rd++ ×K++.
Proof. Let Q be as in Proposition 3.8, (4). If x ∈ K+,0 \ K++, then we have the
contradiction Q
(
F (x)
)
= Q(λ⊗ x) ⊃ Q(x) 6= ∅. 
A first existence result for irreducible maps F is stated in the next theorem and
comes as a consequence of the following lemma which can be proved by applying
the Brouwer fixed point theorem to the map
F ′(z) =
( 〈φ1, F (z1)〉−1 , . . . , 〈φd, F (zd)〉−1 )⊗ F (z).
Lemma 3.10. Let F : K+ → K+ be continuous, multi-homogeneous and order-
preserving. If F (K+,0) ⊂ K+,0, then, for every φ ∈ K++, F has an eigenvector
x ∈ Sφ+.
We are now ready to prove Theorem 3.2.
Proof of Theorem 3.2. Let φ ∈ K++. Since F (K+,0) ⊂ K+,0, Lemma 3.10 implies
that F has an eigenvector u˜ ∈ Sφ+. Let u = (‖u1‖−1γ1 , . . . , ‖ud‖−1γd )⊗ u˜ and λ ∈ Rd+
be such that F (u) = λ⊗ u. As F (u) ∈ K+,0, we have λ ∈ Rd++ and Corollary 3.9
implies that (λ,u) ∈ Rd++ × S‖·‖γ++ since F is irreducible. 
Note that G,H : Rn+ → Rn+ with G(z) =
( 〈z,1〉 , 0, . . . , 0) and H(z) = z11,
satisfy G(Rn+,0) ⊂ Rn+,0, G(Rn++) 6⊂ Rn++, H(Rn++) ⊂ Rn++ and H(Rn+,0) 6⊂ Rn+,0.
Thus, it is not true in general that if F (K+,0) ⊂ K+,0 then F ∈ Hd and vice-versa.
Moreover, the following example shows that, when d > 1, if F ∈ Hd is irreducible,
then it is not necessarily true that F (K+,0) ⊂ K+,0.
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Example 3.11. Let d = 2, n1 = n2 = 2 and F ∈ Hd with
F
((
a
b
)
,
(
s
t
))
=
((
at+ (a+ b)s
at
)
,
(
as+ (a+ b)t
as
))
Then, with H(x) = x + F (x), we have H2(K+,0) ⊂ K++. However, note that
F
(
(0, 1), (1, 0)
)
=
(
(1, 0), (0, 0)
)
/∈ K+,0.
Nevertheless, one can prove the following.
Lemma 3.12. Let F : K+ → K+ be continuous, multi-homogeneous and order-
preserving.
(1) If F is irreducible, then F (K++) ⊂ K++.
(2) If F is irreducible and d = 1, then F (K+,0) ⊂ K+,0.
Proof. For every x ∈ K+, let H(x) = x + F (x).
(1) Suppose that there exists x ∈ K++ and (i, li) ∈ I with Fi,li(x) = 0. Let
x˜ ∈ K+,0 be defined as x˜k,jk = xk,jk for every (k, jk) ∈ I \ {(i, li)} and x˜i,li = 0.
Then, x˜ ≤K x and so Fi,li(x˜) = 0. It follows from Proposition 3.8, (4) (with z = x˜)
that F can not be irreducible.
(2) Suppose by contradiction that F (x) = 0 for some vector x ∈ K+,0 = Rn1+,0.
Then, H(x) = x + F (x) = x and therefore Hk(x) = x for every k ∈ N. Since F is
irreducible, there exists m such that Hm(x) ∈ K++. It follows that x ∈ K++, but
then F (K++) 6⊂ K++ which is a contradiction to (1). 
3.2 Weak Perron-Frobenius theorem As discussed at the beginning of this
section, we consider the notions of Bonsall spectral radius and cone spectral radius
for mappings F ∈ Hd such that there exists b > 0 with A(F )Tb = b. These
notions will be particularly useful to show the existence of a nonnegative eigenvector
when one can not apply directly the Brouwer fixed point theorem, that is when
F (K+,0) 6⊂ K+,0.
Let x ∈ K+, F ∈ Hd, A = A(F ), b ∈ ∆d++ = {c ∈ Rd++ |
∑d
i=1 ci = 1} and
assume that ATb = b. Define
|||x|||b =
d∏
i=1
‖xi‖biγi and |||F |||b = sup
x∈S‖·‖γ+
|||F (x)|||b.
Then, for every α ∈ Rd++ and x ∈ K+,0, it holds
|||F (α⊗ x)|||b = |||αA ⊗ F (x)|||b = |||F (x)|||b
d∏
i=1
α
(ATb)i
i = |||F (x)|||b
d∏
i=1
αbii
Hence, with β = (‖x1‖−1γ1 , . . . , ‖xd‖−1γd ), we have
(3.5) |||F (x)|||b = |||F (β ⊗ x)|||b|||x|||b ≤ |||F |||b|||x|||b ∀x ∈ K+,0.
Now, consider
rb(F ) = sup
x∈K+,0
lim sup
m→∞
|||Fm(x)|||1/m
b
and rˆb(F ) = lim
m→∞
|||Fm|||1/m
b
.
In the case d = 1, rˆb is known as Bonsall spectral radius [8] and rb is known as
cone spectral radius [47]. Note that for every λ > 0, we have
rb(λF ) = λ rb(F ) and rˆb(λF ) = λ rˆb(F ).
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Moreover, if M ∈ Rn×n+ and F (x) = Mx, then the Gelfand formula [27] implies
that ρ(M) = r1(F ). The proof of Theorem 5.31 [41], a special case of Theorem 2.2
[47], can be easily adapted to obtain the following:
Theorem 3.13. Let F ∈ Hd, A = A(F ) and b ∈ ∆d++ with ATb = b, then
0 ≤ rb(F ) = rˆb(F ) < ∞.
In the following proposition we extend the second part of Theorem 2.2 [47] to
the multi-homogeneous case. In particular, this result tells us that the eigenvalue
associated with a positive eigenvector corresponds to the notions of spectral radius
presented in this section. Moreover, we use this proposition for the proof of the
Collatz-Wielandt formula in Section 4.1.
Proposition 3.14. Let F ∈ Hd, A = A(F ) and b ∈ ∆d++ with ATb = b. Then,
rb(F ) = lim
m→∞ |||F
m(x)|||1/mb ∀x ∈ K++.
Moreover, for every y ∈ S‖·‖γ+ and θ ∈ Rd++ with θ ⊗ y ≤K F (y), we have
(3.6)
d∏
i=1
θbii ≤ rb(F ).
Proof. Let x ∈ K++, there exists s ∈ Rd++ such that for every y ∈ S‖·‖γ+ , it holds
y ≤K s⊗ x. For k ∈ N and y ∈ S‖·‖γ+ we have
|||F k(y)|||b ≤ |||F k(s⊗ x)|||b = |||sA
k ⊗ F k(x)|||b = |||F k(x)|||b
d∏
i=1
sbii .
Taking the supremum over y ∈ S‖·‖γ+ , we get
|||F k|||b
( d∏
i=1
s−bii
)
≤ |||F k(x)|||b ≤ |||F k|||b|||x|||b ∀k ∈ N.
Theorem 3.13 implies limk→∞ |||F k|||1/kb = rb(F ) and thus,
rb(F ) = lim
k→∞
|||F k(x)|||1/kb .
Now, if θ ⊗ y ≤K F (y), then for all k ∈ N
|||F k(y)|||b ≥ |||y|||b
d∏
i=1
θ
(
∑
k−1
j=0
(Aj)Tb)i
i = |||y|||b
d∏
i=1
θkbii .
It follows that
d∏
i=1
θbii = lim
k→∞
(
|||y|||b
d∏
i=1
θkbii
)1/k
≤ lim sup
k→∞
|||F k(y)|||1/kb ≤ rb(F ). 
The last tool we need to prove our weak Perron-Frobenius Theorem 3.3, is the
next result which is a generalization of Theorem 5.4.1 [41]. We prove the existence
of an eigenvector corresponding to the spectral radius for a class of mappings in
Hd. Although being of own interest, this theorem will also be helpful in Section 3.3
for the proof of the existence of a positive eigenvector in the case when F ∈ Hd is
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not irreducible. Furthermore, we will use it in Section 4 to show that the Collatz-
Wielandt characterization of the spectral radius holds without the assumption that
there exists a positive eigenvector.
Theorem 3.15. Let F ∈ Hd, A = A(F ) and b ∈ ∆d++ with ATb = b. For each
δ > 0, define F (δ) : K+ → K+ as
F (δ)(x) = F (x) + δ
(‖x1‖γ1 , . . . , ‖xd‖γd)A ⊗ 1,
where 1 is the vector of all ones. Then, the following statements hold:
(1) For every δ > 0, we have F (δ) ∈ Hd and A(F (δ)) = A. Moreover, there
exists (λ(δ),x(δ)) ∈ Rd++ × S‖·‖γ++ such that
F (δ)(x(δ)) = λ(δ) ⊗ x(δ) and
d∏
i=1
(λ
(δ)
i )
bi = rb(F
(δ)).
(2) If 0 < η < ε, then rb(F
(η)) < rb(F
(ε)) and hence, there exists r ≥ 0 such
that limδ→0 rb(F (δ)) = r.
(3) There exists (F (δk))∞k=1 ⊂ {F (δ)}δ>0 such that limk→∞ F (δk) = F and the
corresponding sequence (λ(δk),x(δk))∞k=1 obtained from (1), converges to a
maximal eigenpair of F . That is, there exists (λ,x) ∈ Rd+ × Sd+ such that
limk→∞(λ(δk),x(δk)) = (λ,x),
F (x) = λ⊗ x and rb(F ) =
d∏
i=1
λbii = r.
Proof. Let δ > 0, then F (δ) ∈ Hd and A = A(F (δ)) follow from Lemma 2.6.
Note that F (δ)(K+,0) ⊂ K++ and thus F (δ) is irreducible. Theorem 3.2 implies
the existence of (λ(δ),x(δ)) ∈ Rd++ × S‖·‖γ++ such that F (δ)(x(δ)) = λ(δ) ⊗ x(δ). By
Proposition 3.14, we know
∏d
i=1(λ
(δ)
i )
bi = rb(F
(δ)).
We prove (2): Let 0 < η < ε. As F (η)(x(η)) = λ(η) ⊗ x(η), we have
F (ε)(x(η)) = F (x(η)) + ε1 = F (η)(x(η)) + (ε− η)1 = λ(η) ⊗ x(η) + (ε− η)1.
There exist ζ > 0 and ξ > 0 such that
ζx(η) ≤ (ε− η)1 and rb(F (η)) + ξ <
d∏
i=1
(λ
(η)
i + ζ)
bi .
We have (λ(η) + ζ1)⊗ x(η) ≤K F (ε)(x(η)) and thus, with Proposition 3.14, we get
rb(F
(η)) + ξ <
d∏
i=1
(λ
(η)
i + ζ)
bi ≤ rb(F (ε)).
It follows that rb(F
(η)) < rb(F
(ε)) for every 0 < η < ε and limδ→0 rb(F (δ)) = r
exists. Finally, we prove (3). There exists C > 0 such that y ≤ C1 for every
y ∈ S‖·‖γ+ . It follows that for every 0 < ε ≤ 1, it holds
0 ≤K λ(ε) ⊗ x(ε) = F (ε)(x(ε)) ≤K F (1)(x(ε)) ≤K F (1)(C1),
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and thus {λ(ε) | 0 < ε ≤ 1} is bounded in Rd+. Clearly, the set {x(ε) | 0 < ε ≤ 1} ⊂
S
‖·‖γ
+ is bounded in K+. Hence, there exists (εk)∞k=1 ⊂ R++ with εk → 0, x(εk) → x
and λ(εk) → λ as k →∞. Note that
r = lim
k→∞
d∏
i=1
(λ
(εk)
i )
bi =
d∏
i=1
λbii .
Since F (εk)(x(εk)) = λ(εk) ⊗ x(εk), we have
F (x(εk)) = F (εk)(x(εk))− εk1 = λ(εk) ⊗ x(εk) − εk1.
So, by continuity of F , we get
F (x) = lim
k→∞
F (x(εk)) = lim
k→∞
λ(εk) ⊗ x(εk) − εk1 = λ⊗ x.
On the one hand, by definition, we have
rb(F ) ≥ lim sup
m→∞
|||Fm(x)|||1/m
b
= lim sup
m→∞
(
|||λ
∑
m−1
j=0
Aj ⊗ x|||b
)1/m
=
d∏
i=1
λbii .
On the other hand, with Proposition 3.14, we have λ⊗x = F (x) ≤K F (εk)(x), and
thus
rb(F ) ≤ rb(F (εk)) =
d∏
i=1
(λ
(εk)
i )
bi ∀k ∈ N.
Letting k →∞, we finally get rb(F ) ≤
∏d
i=1 λ
bi
i . 
The proof of Theorem 3.3 is now a collection of the results above.
Proof of Theorem 3.3. From Theorem 3.15, we know that there exists (λ,u) ∈
Rd+ × S‖·‖γ+ such that F (u) = λ ⊗ u and
∏d
i=1 λ
bi
i = rb(F ). Equation (3.2) fol-
lows from Theorem 3.13, (3.3) and (3.4) follow from Proposition 3.14 and if F is
irreducible, then Corollary 3.9 implies that (λ,u) ∈ Rd++ × S‖·‖γ++ . 
3.3 Further notions of irreducibility There are mappings F ∈ Hd that have a
positive eigenvector although they are not irreducible in the sense of Definition 3.1.
We propose an additional notion of irreducibility adapted from [24] where a graph
is associated to positive, homogeneous order-preserving maps. When d = 1, the
graph of Definition 3.4 coincides with the one proposed in [24] and our existence
Theorem 3.17 coincides with Theorem 2 [24] where the graph is required to be
strongly connected. The following is an example of a graph associated to a map
F ∈ H2 such that G(F ) is not strongly connected but satisfies the connectivity
assumption of Theorem 3.17.
Example 3.16. Let d = 2, n1 = n2 = 2 and F ∈ Hd with
F ((a, b), (s, t)) =
((
a, b
)
,
(
max{a, t}1/2,max{b, s}1/2))
Then, F (1,1) = (1,1) and G(F ) is given by
a b
s t
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The proof of the next theorem relies on the following construction which is
a generalization of the technique proposed in Section 3.2 of [24]: Let F ∈ Hd,
b ∈ Rd++, G(F ) = (I, E) and, for r > 0, define
Ψ(r) = sup
{
t ≥ 0
∣∣∣∣ min((i,ji),(k,lk))∈E
a∈J
Fi,ji
(
u(k,lk)(t)
)bi d∏
s=1
s6=i
Fs,as
(
u(k,lk)(t)
)bs ≤ r}.
Note that, by definition of G(F ), Ψ(r) < ∞ for any r > 0 and Ψ is an increasing
function. Moreover, note that Ψ has the following property: Let (j1, . . . , jd) ∈ J ,
i ∈ [d], (k, lk) ∈ I and t > 0, if
(
(i, ji), (k, lk)
) ∈ E then
(3.7)
d∏
s=1
Fs,js
(
u(k,lk)(t)
)bs ≤ r =⇒ t ≤ Ψ(r).
In the case d = 1, the proof of Theorem 6.2.3 [41] relies on the following idea: if
F ∈ H1 is homogeneous, G(F ) is strongly connected and its maximal nonnegative
eigenvector x ∈ Rn1 \ {0} (given by Theorem 3.14) has a zero entry, then one gets
the contradiction x = 0. Following the same idea, for a non-expansive map F ∈ Hd
with d ≥ 1, we give a condition on G(F ) so that, if its maximal eigenvector x ∈ K+,0
has a zero entry, then xi = 0 for some i ∈ [d] contradicting x ∈ K+,0.
Theorem 3.17. Let F ∈ Hd, A = A(F ) and b ∈ ∆d++ with ATb = b. Suppose
that for every (ν, lν) ∈ I and (j1, . . . , jd) ∈ J , there exists iν ∈ [d] such that there
is a path from (iν , jiν ) to (ν, lν) in G(F ). Then F has an eigenvector in S‖·‖γ++ .
Proof. By Theorem 3.15, there exists
(
(λ(εk),x(εk))
)∞
k=1
⊂ Rd++ × S‖·‖γ++ such that
lim
k→∞
(λ(εk),x(εk)) = (λ,x∗) and F (x∗) = λ⊗ x∗ ∈ S‖·‖γ+ .
Since λ(εk) → λ, there exists a constant M0 > 0 such that
(3.8)
d∏
s=1
(λ(εk)s )
bs ≤M0 ∀k ∈ N.
Suppose by contradiction that x∗ ∈ S‖·‖γ+ \ S‖·‖γ++ . By taking a subsequence if
necessary, we may assume that there exists j = (j1, . . . , jd) ∈ J and ω ∈ [d] such
that
min
ts∈[ns]
x
(εk)
s,ts = x
(εk)
s,js
∀s ∈ [d], k ∈ N and lim
k→∞
x
(εk)
ω,jω
= x∗ω,jω = 0.
In particular, as x(εk) ∈ S‖·‖γ+ , there exists C˜ > 0 such that x(εk)s,ts ≤ C˜ for every
(s, ts) ∈ I and k ∈ N. Thus,
(3.9) 0 ≤ lim
k→∞
d∏
s=1
(x
(εk)
s,js
)bs ≤ C˜1−bω lim
k→∞
(x
(εk)
ω,jω
)bω = 0.
Since x∗ ∈ S‖·‖γ+ , there exists l = (l1, . . . , ld) ∈ J with x∗s,ls > 0 for all s ∈ [d].
Thus,
(3.10) lim
k→∞
d∏
s=1
(x
(εk)
s,ls
)bs =
d∏
s=1
(x∗s,ls)
bs > 0.
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Let ν ∈ [d], by assumption on G(F ), there exists iν ∈ [d] and a path (iν , jiν ) =
(m1, ξm1) → (m2, ξm2) → . . . → (mNν , ξmNν ) = (ν, lν) in G(F ) with Nν ≤ n1 +
. . .+ nd. Define i(1), i(2), . . . , i(Nν) ∈ J as
is(a) =
{
ξma if s = ma,
js otherwise.
∀s ∈ [d], a ∈ [Nν ].
Fix k ∈ N and let t = x(εk)m2,ξm2 /x
(εk)
m2,j2
and α =
(
(x
(εk)
1,j1
)−1, . . . , (x(εk)d,jd )
−1). We have
u(m2,ξm2 )(t) ≤K α⊗ x(εk) and
d∏
s=1
Fs,is(1)
(
u(m2,ξm2 )(t)
)bs ≤ d∏
s=1
Fs,is(1)(α⊗ x(εk))bs
=
( d∏
s=1
(x
(εk)
s,js
)bs
)−1 d∏
s=1
F
(εk)
s,is(1)
(x(εk))bs ≤M0.
where M0 > 0 satisfies (3.8). Hence, by (3.7), t = x
(εk)
m2,ξm2
/x
(εk)
m2,j2
≤ Ψ(M0) and
d∏
s=1
(x
(εk)
s,is(2)
)bs ≤M1
d∏
s=1
(x
(εk)
s,js
)bs with M1 = Ψ(M0)
bm2 .
Applying this procedure again to (m3, ξm3), we get the existence of a constant
M2 > 0 independent of k, such that
d∏
s=1
(x
(εk)
s,is(3)
)bs ≤M2
d∏
s=1
(x
(εk)
s,js
)bs .
Indeed, let t = x
(εk)
m3,ξm3
/x
(εk)
m3,j3
, then u(m3,ξm3 )(t) ≤K α⊗ x(εk) and
d∏
s=1
Fs,is(2)
(
u(m3,ξm3 )(t)
)bs ≤ d∏
s=1
Fs,is(2)(α⊗ x(εk))bs
=
( d∏
s=1
(x
(εk)
s,js
)bs
)−1 d∏
s=1
F
(εk)
s,is(2)
(x(εk))bs ≤M0M1.
Hence, with M2 = Ψ(M0M1)
bm3 , we get the desired inequality. Repeating this
process at most Nν times, we obtain a constant Cν > 0 independent of k, such that
(3.11) (x
(εk)
ν,lν
)bν
d∏
s=1
s6=ν
(x
(εk)
s,js
)bs =
d∏
s=1
(x
(εk)
s,is(Nν)
)bs ≤ Cν
d∏
s=1
(x
(εk)
s,js
)bs ∀k ∈ N.
Take the product over ν ∈ [d] in (3.11) and divide by ∏ds=1(x(εk)s,js )(d−1)bs to obtain
d∏
ν=1
(x
(εk)
ν,lν
)bν ≤ C
d∏
s=1
(x
(εk)
s,js
)bs ∀k ∈ N,
where C =
∏d
ν=1 Cν . Finally, using (3.9) and (3.10) we get a contradiction. 
As noted in Corollary 6.2.4 [41], there exists a dual version of Theorem 3.17 that
follows by considering the map τ : Rn++ → Rn++ defined as τ(z) = (z−11 , . . . , z−1n ).
More precisely, let F ∈ Hd and define Fˆ : K++ → K++ as Fˆ (x) = τ
(
F (τ(x))
)
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for every x ∈ K++. Then, τ is a bijection between the positive eigenvectors of
F and Fˆ . Moreover, by Theorem 2.5, Fˆ can be continuously extended on K+ so
that Fˆ ∈ Hd. By noting that G(Fˆ ) = G−(F ), the following corollary follows from
Theorem 3.17 applied to Fˆ .
Corollary 3.18. Let F ∈ Hd, A = A(F ) and b ∈ ∆d++ with ATb = b. Suppose
that, for every (ν, lν) ∈ I and (j1, . . . , jd) ∈ J there exists iν ∈ [d] such that there
is a path from (iν , jiν ) to (ν, lν) in G−(F ). Then F has an eigenvector in S‖·‖γ++ .
Note that G(F ) and G−(F ) can be very different. In fact, consider again the
map F ∈ H1 of Example 3.16. Then, G−(F ) contains only two self-loops. On the
other hand, if we substitute the max’s with min’s in the definition of F , we obtain
a map F ′ ∈ H1 with G−(F ′) = G(F ) and G(F ′) = G−(F ). Moreover, as shown by
the next example, there is no obvious relationship between irreducibility and the
connectivity of G(F ) and G−(F ).
Example 3.19. Let d = 1, n1 = 3 and let F,G ∈ Hd be defined as
F (a, b, c) =
(
min{b, c}+ a,max{a, b}+ c, b+ c) and G(a, b, c) = (abc)1/31.
Then, F is irreducible because F 2(K+,0) ⊂ K++, but G(F ) and G−(F ) are not
strongly connected. On the other hand, G is not irreducible while G(G) and G−(G)
are fully connected.
Theorem 3.6 is now a direct consequence of Theorem 3.17 and Corollary 3.18.
4 Collatz-Wielandt principle, maximality and uniqueness of
positive eigenvectors
Recall that for a matrix M ∈ Rn×n+ , the Collatz-Wielandt principle reads:
(4.1) inf
z∈Rn++
max
j∈[n]
(Mz)j
zj
= ρ(M) = max
z∈Rn+\{0}
min
j∈[n]
zj>0
(Mz)j
zj
.
A generalization of this characterization is already known for maps in H1, see
Theorem 5.6.1 [41] or Theorem 1 [25] for an even more general result. We start this
section by proving a similar principle for mappings inHd. To this end, for b ∈ Rd++,
we consider the functions ĉwb : Hd × K+,0 → R+ and |cwb : Hd × K++ → R++
defined as
|cwb(F,u) =
d∏
i=1
(
max
ji∈[ni]
Fi,ji(u)
ui,ji
)bi
and ĉwb(F,x) =
d∏
i=1
(
min
ji∈[ni]
xi,ji>0
Fi,ji(x)
xi,ji
)bi
.
In particular, if d = 1 and F (x) = Mx is positive, i.e. F (1) > 0, then the
characterization (4.1) of ρ(M) can be rewritten as follows:
inf
z∈Rn++
|cw1(F, z) = r1(F ) = max
z∈Rn+\{0}
ĉw1(F, z),
where rb, defined in Section 3.2, satisfies
rb(F ) = lim
k→∞
d∏
i=1
‖F ki (x)‖bi/kγi ∀x ∈ K++
for any F ∈ Hd such that A(F )Tb = b. While, in the particular case F (x) = Mx
and more generally when F ∈ H1 andA(F ) = 1, the scaling of eigenvectors does not
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influence the associated eigenvalue, we know that for mappings in Hd with d > 1
this property may not hold anymore. Thus, we formulate our Collatz-Wielandt
principle on the unit sphere instead of the whole cone. However, as discussed below,
using the multi-homogeneity, these characterizations can be easily extended on the
whole cone. Our first Collatz-Wielandt principle is formulated in the following:
Theorem 4.1. Let F ∈ Hd, A = A(F ) and b ∈ ∆d++. If ATb = b, then
(4.2) inf
x∈S‖·‖γ++
|cwb(F,x) = rb(F ) = max
x∈S‖·‖γ+
ĉwb(F,x).
While Theorem 2.1 proves the existence and the uniqueness of a positive eigen-
vector for mappings F ∈ Hd such that ρ(A(F )) < 1, proving a Collatz-Wielandt
principle for such mappings requires additional effort. This is why we also need
the following theorem which generalizes Theorem 21 in [26], where the Collatz-
Wielandt principle is proved in the context of the ℓp1,...,pd-singular values problem
of nonnegative tensors.
Theorem 4.2. Let F ∈ Hd and A = A(F ). If ρ(A) < 1, then there exist λ ∈ Rd++
and u ∈ S‖·‖γ++ such that F (u) = λ⊗ u. Moreover, there exists b ∈ Rd++ such that
ATb ≤ b and for every such b, it holds
(4.3) min
x∈S‖·‖γ++
|cwb(F,x) =
d∏
i=1
λbii = max
x∈S‖·‖γ+
ĉwb(F,x).
The restriction in (4.2) and (4.3) that x has to belong to the product of unit
spheres can be overcome by noticing that
ĉwb(F, z) =
( d∏
i=1
‖z‖(A(F )Tb)i−biγi
)
ĉwb
(
F, (‖z‖−1γ1 , . . . , ‖z‖−1γd )⊗ z
) ∀z ∈ K+,0.
Let F ∈ Hd and suppose that there exists b ∈ ∆d++ such that A(F )Tb ≤ b. For
simplicity in the following discussion, we define R to be either rb(F ) if ρ
(A(F )) = 1
or
∏d
i=1 λ
bi
i if ρ
(A(F )) < 1, where λ ∈ Rd++ is the eigenvalue associated to the
unique positive eigenvector of F (see Theorem 2.1). On top of being helpful to
obtain bounds on R, the Collatz-Wielandt principles in (4.2) and (4.3) imply the
maximality of R. Indeed, if (θ,x) ∈ Rd+ ×K+,0 satisfies F (x) = θ ⊗ x, then
d∏
i=1
θbii = ĉwb(F,x) ≤ R.
In particular, this shows that the eigenvalue λ˜ ∈ Rd++ associated to a positive
eigenvector u˜ ∈ S‖·‖γ++ of F is always maximal, because
d∏
i=1
λ˜bii = ĉwb(F, u˜) ≤ R ≤ |cwb(F, u˜) =
d∏
i=1
λ˜bii .
Suppose that the map F is the restriction of a map F˜ defined on the whole vector
space V = Rn1 × . . .× Rnd . For example, let M ∈ Rn×n+ be such that M1 ∈ Rn++
and define F˜ : Rn → Rn as F˜ (x) =Mx. Then F˜ |Rn+ ∈ H1 and F˜ has a nonnegative
eigenvector x ∈ Rn+ \ {0} such that F˜ (x) = λx and λ = ρ(M). In particular, if
(θ,y) ∈ R× (Rn \ {0}) is any eigenpair of M , then |θ| ≤ λ. A similar observation
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for the ℓp1,...,pd-singular value problem of a nonnegative tensor has been proved
in Corollary 4.3 [20]. In Corollary 4.5, we adapt this technique for a wider class
of mappings in Hd. Another remarkable observation for linear maps that can be
generalized to maps in Hd is the following: Suppose that M is irreducible and
My = θy for some θ ≥ 0 and y ∈ Rn+,0 \ Rn++, then θ < ρ(M). This fact is known
for mappings in H1 (see for example Theorem 6.1.7 in [41]) and we extend it to the
case d ≥ 1:
Theorem 4.3. Let F ∈ Hd and A = A(F ). Suppose that there exists b ∈ ∆d++,
λ ∈ Rd++ and u ∈ S‖·‖γ++ such that ATb = ρ(A)b and F (u) = λ ⊗ u. If ρ(A) ≤ 1,
F is differentiable at u and there exist i ∈ [d] and τ ∈ N such that
(4.4) ∀w ∈ K+ \ {0}, if x =
τ∑
k=1
DF (u)kw, then xi ∈ Rni++.
Then, for every (θ,v) ∈ Rd+ × (S‖·‖γ+ \ K++) with F (v) = θ ⊗ v, we have
d∏
j=1
θ
bj
j <
∏
j=1
λ
bj
j .
We note that, when d = 1 the assumption (4.4) onDF (u) is equivalent toDF (u)
being irreducible. However, as noted in Example 4.6, the equivalence does not hold
anymore for d > 1, namely if DF (u) is irreducible, then (4.4) is satisfied but the
converse might not be true. Nevertheless, we prove in Proposition 4.7 that ifDF (u)
satisfies (4.4) and A(F ) is irreducible, then DF (u) is irreducible.
The second part of this section is concerned with deriving a sufficient condition
for the uniqueness of eigenvectors in S
‖·‖γ
++ . We know already from Theorem 2.1
that when F ∈ Hd is such that ρ(A(F )) < 1, then F has a unique eigenvector in
S
‖·‖γ
++ . This is, however, not true anymore when ρ
(A(F )) = 1, as illustrated by
Example 4.8 where an irreducible map F ∈ H1 with a continuum of eigenvectors is
given. Such sufficient condition is known for mappings F ∈ H1 with ρ(A(F )) = 1
and it requires that the Jacobian DF (u) of F at an eigenvector u ∈ S‖·‖γ++ satisfies
dim
(
ker(ξI − DF (u))) = 1 where ξ = ρ(DF (u)) (see for instance Theorem 2.5
[49] or Theorem 6.4.6 [41]). The same condition can be derived for maps in Hd.
Theorem 4.4. Let φ ∈ K++, F ∈ Hd and A = A(F ). Suppose that A is irredu-
cible, ρ(A) = 1, there exist λ ∈ Rd++ and u ∈ Sφ++ such that F (u) = λ⊗ u and F
is differentiable at u. Let L ∈ R|I|×|I|+ be defined as
(4.5) L(i,ji),(k,lk) =
1
λi
∂Fi,ji (u)
∂xk,lk
∀(i, ji), (k, lk) ∈ I.
Then, it holds ρ(L) = 1. Moreover, if dim(ker(I − L)) = 1, then u is the unique
eigenvector of F in Sφ++.
If DF (u) in Theorem 4.4 is irreducible, then L is also irreducible because L has
the same zero pattern as DF (u). Hence, the irreducibility of DF (u) implies that
dim(ker(I −L)) = 1. It is, however, not always true that every nonnegative matrix
M such that dim
(
ker(ρ(M)I −M)) = 1 is irreducible as shown by Example 4.11.
Moreover, we note that when d = 1, the assumption (4.5) is equivalent to that
discussed in the previous paragraph because in this case L is just a rescaling of
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DF (u). As a final observation, we note that if F ∈ Hd satisfies the assumptions
of Theorem 4.3 and A(F ) is irreducible, then, by Proposition 4.7 we know that
DF (u) is irreducible and thus F also satisfies the assumptions of Theorem 4.4.
4.1 Collatz-Wielandt principle and maximality of positive eigenvectors
Before starting the proofs of Theorem 4.1 and 4.2, we note that for F ∈ Hd,
b ∈ Rd++ and x ∈ K++, it holds ĉwb(F,x) = |cwb(F,x) if and only if x is an
eigenvector of F . Indeed, the following identity holds
µb(F (x),x) = ln
(
|cwb(F,x)
ĉwb(F,x)
)
∀x ∈ K++.
The proof of Theorem 4.1 is similar to that of Theorem 5.6.1 [41] for the case d = 1.
Proof of Theorem 4.1. First we show that rb(F ) = inf
x∈S‖·‖γ++
|cwb(F,x). So, let
x ∈ S‖·‖γ++ , then, for every k ∈ N, we have
F k(x) ≤K M
(
F (x)
/
x
)∑k−1
j=0
Aj ⊗ x
It follows from Proposition 3.14 that
rb(F ) = lim
k→∞
|||F k(x)|||1/kb ≤ lim
k→∞
d∏
i=1
Mi
(
F (x)
/
x
)( 1
k
∑
k−1
j=0
Ajb)i
= |cwb(F,x).
To show equality, assume first that F has an eigenvector u ∈ S‖·‖γ++ . Then |cwb(F,u) =
rb(F ) and we are done. Now, suppose that F does not have an eigenvector in
S
‖·‖γ
++ , let F
(δk) and (λ(δk),x(δk)) ∈ Rd++ × S‖·‖γ++ be as in Theorem 3.15. Note that
|cwb(F,x) ≤ |cwb(F (δk),x) as F (x) ≤K F (δk)(x) for every k ∈ N and x ∈ K++. It
follows that
rb(F ) = lim
k→∞
rb
(
F (δk)
)
= lim
k→∞
inf
x∈S‖·‖γ++
|cwb(F
(δk),x) ≥ inf
x∈S‖·‖γ++
|cwb(F,x).
Now, we prove rb(F ) = max
y∈S‖·‖γ+
ĉwb(F,y). To this end, let y ∈ S‖·‖γ+ , if there
exists (i, ji) ∈ I such that yi,ji > 0 and Fi,ji (y) = 0, then ĉwb(F,y) = 0 ≤ rb(F ).
If this is not the case, then θ ∈ Rd++ defined as
θi = min
ji∈[ni], yi,ji>0
Fi,ji (y)
yi,ji
∀i ∈ [d],
satisfies θ ⊗ y ≤ F (y). Hence, by Proposition 3.14, we get
ĉwb(F,y) =
d∏
i=1
θbii ≤ rb(F ).
To conclude, note that, by Theorem 3.15, we know that there exists (λ,u) ∈ Rd+ ×
S
‖·‖γ
+ such that rb(F ) =
∏d
i=1 λ
bi
i = ĉwb(F,u). 
The proof of Theorem 4.2, is inspired by the one of Theorem 21 in [26].
Proof of Theorem 4.2. As ρ(A) < 1, Theorem 2.1 implies the existence of (λ,u) ∈
Rd++×S‖·‖γ++ such that F (u) = λ⊗u. Moreover, the existence of b ∈ Rd++ such that
ATb ≤ b follows from Remark 2.12. Set R = ∏di=1 λbii , then we have ĉwb(F,u) =
|cwb(F,u) = R. To prove the right-hand side of (4.3), it suffices to prove that for
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every y ∈ S‖·‖γ+ , we have ĉwb(F,y) ≤ R. So, let y ∈ S‖·‖γ+ , if there exists (i, ji) ∈ I
such that yi,ji > 0 and Fi,ji(y) = 0, then the inequality is clear. Thus, we may
assume without loss of generality that Fi,ji(y) > 0 for every (i, ji) ∈ I such that
yi,ji > 0. Let θ ∈ Rd++ be defined as
θi = min
ji∈[ni], yi,ji>0
ui,ji
yi,ji
∀i ∈ [d],
then θ ≤ 1 because θi = ‖θiyi‖γi ≤ ‖ui‖γi = 1 for all i ∈ [d]. Let Θ = θ−I , then
Θ ≥ 1 and y ≤K Θ⊗ u. Thus, for s = b−ATb ∈ Rd+, we have
d∏
i=1
Θ−sii ≤ 1.
Now, note that F
(
Θ⊗ u) = (λ ◦ΘA)⊗ u and thus
ĉwb(F,y) ≤
d∏
i=1
(
min
ji∈[ni]
yi,ji>0
Fi,ji(Θ⊗ u)
yi,ji
)bi
=
d∏
i=1
Θ−sii λ
bi
i ≤ R.
The right-hand side of (4.3) can be proved in a similar way. Indeed, if y ∈ S‖·‖γ++ ,
then
∏d
i=1 mi(y/u)
−si ≥ 1 and
|cwb(F,u) ≥
d∏
i=1
Mi
(
F (m(y/u)⊗ u)/y)bi = d∏
i=1
mi(y/u)
−siλbii ≥ R. 
It is known (see e.g. [32]) that if M ∈ Rn×n+ and (λ,u) ∈ R++ × Rn++ satisfies
Mu = λu, then λ = ρ(M), i.e. if θ ∈ R is an eigenvalue of M , then |θ| ≤ λ. The
next corollary can be seen as a generalization of this fact. To this end, we assume
that F ∈ Hd is the restriction of a map F˜ : V → V where V = Rn1 × . . . × Rnd .
Similarly, suppose that ‖ · ‖γi is well defined and monotonic on Rni , i.e.
(4.6) ∀xi,yi ∈ Rni if 0 ≤ xi ≤ yi then ‖xi‖γi ≤ ‖yi‖γi.
Theorem 1 in [37] implies that (4.6) holds if and only if ‖xi‖γi = ‖ |xi| ‖γi , where
the absolute value is taken component-wise.
Corollary 4.5. Let F˜ : V → V be such that F = F˜ |K+ ∈ Hd and
|F˜ (v)| ≤K F˜ (|v|) ∀v ∈ V.
Moreover, suppose that F satisfies the assumptions of either Theorem 4.1 or The-
orem 4.2 and let b ∈ Rd++ be given by these assumptions. Then, for every (θ,v) ∈
Rd × V such that F˜ (v) = θ ⊗ v and ‖vi‖γi = 1 for all i ∈ [d], we have
d∏
i=1
|θi|bi ≤ inf
x∈S‖·‖γ++
|cwb(F,x)
Proof. Set x = |v|, then x ∈ S‖·‖γ+ and
|θ| ⊗ x = |θ ⊗ v| = |F˜ (v)| ≤K F˜ (x) = F (x).
Hence, with Theorem 4.1 or 4.2, we get
d∏
i=1
|θi|bi ≤ ĉwb(F,x) ≤ inf
z∈S‖·‖γ++
|cwb(F, z). 
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As noted in Corollary 4.3 [20], this principle also holds for complex eigenvalues.
Now we prove Theorem 4.3 which gives a sufficient condition that the eigenvalue
associated with a positive eigenvector is strictly larger than those associated with
any nonnegative eigenvector not being positive. This condition, as well as the proof
of the theorem, is inspired by Theorem 6.1.7 in [41], where the result is proved for
homogeneous, order-preserving maps on solid closed cones in a finite dimensional
space that are semi-differentiable at their positive eigenvector.
Proof of Theorem 4.3. Let ‖ · ‖ be any norm on Rn1 × . . . × Rnd and λ ∈ Rd++
be such that F (u) = λ ⊗ u. We first prove the statement for λ = 1, then we
show how to transfer the proof to the case λ 6= 1. By the chain rule, we have
DF (u)k = DF k(u) for every k ∈ N. For the sake of contradiction assume that
there exists (θ,v) ∈ Rd+ × (S‖·‖γ+ \ K++) with F (v) = θ ⊗ v and
∏d
l=1 θ
bl
l = 1. Let
α ∈ Rd++ be defined as
(4.7) αk = min
lk∈[nk], vk,lk>0
uk,lk
vk,lk
∀k ∈ [d],
then 0 K u−α⊗ v ≤K u. Hence
−
( τ∑
k=1
DF (u)k(α⊗ v− u)
)
i
∈ Rni++.
For t ∈ (0, 1], define y(t) = (1− t)u+ tα⊗ v K u and note that
F k
(
y(t)
)
= F k(u) + t DF (u)k(α⊗ v− u) + t ‖α⊗ v− u‖ εk
(
t(α⊗ v− u))
where lim‖w‖→0 εk(w) = 0. If follows that, with z = α⊗ v− u, we have
τ∑
k=1
(
F k(u)− F k(y(t))) = t(− τ∑
k=1
DF (u)kz− ‖z‖
τ∑
k=1
εk
(
tz
))
.
Since limt→0
∑τ
k=1 εk
(
tz
)
= 0 and −∑τk=1 (DF (u)kz)i ∈ Rni++, there exists s ∈
(0, 1] such that for every t ∈ (0, s], it holds
τ∑
k=1
(
F ki (u)− F ki
(
y(t)
)) ∈ Rni++.
For all t ∈ (0, 1], we have α⊗ v ≤K y(t) and thus
τ∑
k=1
(
F k
(
y(t)
)− F k(α⊗ v)) ∈ K+.
It follows with λ = 1 and F (u) = u that
τ∑
k=1
F k(α⊗ v) ≤K τu and
τ∑
k=1
F ki (α⊗ v) < τui.
So, for every (j1, . . . , jd) ∈ J , we have
τ
d∏
l=1
ubll,jl >
d∏
l=1
( τ∑
k=1
F kl,jl(α⊗ v)
)bl
=
d∏
l=1
vbll,jl
( τ∑
k=1
(
αA
k)
l
(
θ
∑
k−1
s=0
As)
l
)bl
.
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Using the inequality relating arithmetic and geometric mean, for l ∈ [d] we get
τ∑
k=1
(
αA
k)
l
(
θ
∑
k−1
s=0
As)
l
≥ τ
τ∏
k=1
((
αA
k)
l
(
θ
∑
k−1
s=0
As)
l
)1/τ
.
It follows that
d∏
l=1
( τ∑
k=1
(
αA
k)
l
(
θ
∑
k−1
s=0
As)
l
)bl
≥ τ
τ∏
k=1
d∏
l=1
((
αA
k)
l
(
θ
∑
k−1
s=0
As)
l
)bl/τ
= τ
τ∏
k=1
( d∏
l=1
αbll
) ρ(A)k
τ
( d∏
l=1
θbll
) 1
τ
∑
k−1
s=0
ρ(A)s
≥ τ
d∏
l=1
αbll ,
where we have used that α ≤ 1 because u,v ∈ S‖·‖γ+ . Thus, we get
d∏
l=1
ubll,jl >
d∏
l=1
(vl,jlαl)
bl ∀(j1, . . . , jd) ∈ J ,
a contradiction to (4.7).
Now, suppose that F (u) = λ ⊗ u with λ 6= 1, then F ′ ∈ Hd defined as F ′(x) =
λ−I⊗F (x) satisfies all the assumptions in the statement and is such that F ′(u) = u.
Moreover, if (θ,v) ∈ Rd+ × (S‖·‖γ+ \ K++) satisfies F (v) = θ ⊗ v, then F ′(v) =
(λ−I ◦ θ)⊗ v and thus
d∏
l=1
(
θl
λl
)bl
< 1 =⇒
d∏
j=1
θ
bj
j <
d∏
j=1
λ
bj
j = r(F ). 
Note that, if in Theorem 4.3 the matrix DF (u) is irreducible, then there exists
τ ∈ N such that (I +DF (u))τ has positive entries and (4.4) is satisfied. However,
except when d = 1, the converse is not true in general as shown by the next example.
Example 4.6. Let d = 2, n1 = n2 = 2 and F ∈ Hd with
F (x1,x2) =
((
((x1,1x1,2)
1/2x2,1)
1/2
((x1,1x1,2)
1/2x2,2)
1/2
)
,
(
(x2,1x2,2)
1/2
(x2,1x2,2)
1/2
))
.
Then, F (1) = 1 and all the assumptions of Theorem 4.3 are satisfied, however
DF (1) is not irreducible.
Nevertheless, as proved in the next proposition, if F satisfies the assumptions
of Theorem 4.3 and A(F ) is irreducible, then DF (u) is irreducible. We also prove
a similar result for the notion of primitivity which will be used to analyse the
convergence of the power method.
Proposition 4.7. Let F ∈ Hd, x ∈ K++ and suppose that F is differentiable at x.
(1) If DF (x) is irreducible, then A(F ) is irreducible. Conversely, if A(F ) is
irreducible and there exist l ∈ [d] and ξ ∈ N such that
(4.8) ∀w ∈ K+ \ {0}, if x =
τ∑
k=1
DF (u)kw then xl ∈ Rnl++,
then DF (x) is irreducible.
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(2) If DF (x) is primitive, then A(F ) is primitive. Conversely, if A(F ) is
primitive and there exist l ∈ [d] and ξ ∈ N such that
(4.9) ∀w ∈ K+ \ {0}, if x = DF (u)ξw then xl ∈ Rnl++,
then DF (x) is primitive.
Proof. Let A = A(F ) and L = DF (x).
(1) Suppose that L is irreducible. Let (s, js), (i, ji) ∈ I, be such that L(i,ji),(s,js) >
0. From Lemma 2.3, we know that 〈∇sFi,ji (x),xs〉 = Ai,sFi,ji(x) and Ai,s > 0 by
Lemma 2.4. This means that
(4.10) ∀(i, ji), (s, js) ∈ I, L(i,ji),(s,js) > 0, =⇒ Ai,s > 0.
Now, let G(L) = (I, E(L)) and G(A) = ([d], E(A)) be the graphs associated with
the matrices L and A respectively. Since L is irreducible, G(L) is strongly connec-
ted. In particular, for every i, j ∈ [d] there exists a path from (i, 1) to (j, 1) in G(L).
By the above discussion, this path induces naturally a path from i to j in G(A).
This implies that G(A) also is strongly connected and therefore A is irreducible.
For the second part, we introduce some mappings that allow an easier understand-
ing of the behaviour of the blocks DjFi(x) in DF (x). Let N = |I| =
∑d
l=1 nl and,
for i, j ∈ [d], consider the mappings Bi,j : RN×N → Rni×nj such that
M =
B1,1(M) · · · B1,d(M)... ...
Bd,1(M) · · · Bd,d(M)
 ∀M ∈ RN×N .
That is M can be written as a block matrix with d2 blocks given by Bi,j(M) for
i, j ∈ [d]. In particular, Bi,j(DF (x)) = DjFi(x) for every i, j ∈ [d]. We describe
A(F ) with B : RN×N+ → {0, 1}d×d defined for i, j ∈ [d] as(B(M))
i,j
=
{
1 if Bi,j(M) has at least one zero entry per row,
0 else.
Then, there are β, β˜ > 0 such that βA(F ) ≤ B(DF (x)) ≤ β˜A(F ) by Lemma
2.4, i.e. B(DF (x)) and A(F ) have the same zero pattern. Note that for every
M, M˜ ∈ RN×N+ , there exist α, α˜ > 0 such that
B(M˜M) ≥ αB(M˜)B(M) and B(M˜ +M) ≥ α˜(B(M˜) + B(M)).
Let M ∈ RN×N+ , we claim that:
(a) If there exists s ∈ [d] such that Bs,j(M) ∈ Rns×nj++ for every j ∈ [d] and B(M)
is primitive, then M is primitive.
(b) If there exists s ∈ [d] such that Bs,i(M) ∈ Rns×ni++ for every i ∈ [d] and B(M)
is irreducible, then M is irreducible.
(a) If Bs,j(M) > 0 for every j ∈ [d], then Bs,j(Mk) > 0 for every k ∈ N and j ∈ [d].
Now, as B(M) is primitive, there exists τ ∈ N such that B(M)τ ∈ Rd×d++ . It follows
that B(M τ ) ∈ Rd×d++ . Thus, we have
Bi,j(M
τ+1) ≥ Bi,s(M τ )Bs,j(M) ∈ Rni×nj++ ∀i, j ∈ [d],
i.e. M is primitive.
(b) If B(M) is irreducible, there exists τ ∈ N such that P =∑τk=1 B(M)k ∈ Rd×d++ .
Let M˜ =
∑τ
k=1 M
k, then Bs,j(M˜) ≥ Bs,j(M) for every j ∈ [d] and there exists
34 ANTOINE GAUTIER, FRANCESCO TUDISCO, AND MATTHIAS HEIN
α > 0 such that B(M˜) ≥ αP . Thus, it follows from (a) that there exists ν ∈ N
such that M˜ν ∈ RN×N++ . To conclude, note that there exists β > 0 such that∑τν
k=1 M
k ≥ βM˜ν .
Now, suppose that A is irreducible and L satisfies (4.8), then L˜ =
∑ξ
k=1 L
k is such
that Bl,i(L˜) > 0 for every i ∈ [d]. Moreover, if A is irreducible, then A˜ =
∑ξ
k=1 A
k
is irreducible and there exists α > 0 such that B(L˜) ≥ αA˜ and thus B(L˜) is also
irreducible. It follows from (b) that L˜ is irreducible. Now, as L˜ is irreducible, there
exists σ ∈ N such that ∑σk=1 L˜k ∈ RN×N++ . The irreducibility of L finally follows
from the fact that there exists β > 0 such that
∑σξ
k=1 L
k ≥ β∑σk=1 L˜k.
(2) Suppose that L is primitive. Then, there exists τ > 0 such that Lτ ∈ RN×N++ .
We prove by induction, that if (i, ji), (s, js) ∈ I are such that (Lk)(i,ji),(s,js) > 0
then (Ak)i,s > 0. The case k = 1 is given by (4.10). So, suppose that the relation
true for some k ≥ 1 and let (i, ji), (s, js) ∈ I be such that (Lk+1)(i,ji),(s,js) > 0.
Then, there exists (t, jt) ∈ I such that (Lk)(i,ji),(t,jt) > 0 and L(t,jt),(s,js) > 0.
The induction assumption and (4.10) imply that (Ak)i,t > 0 and At,s > 0. Hence
(Ak+1)i,s > 0 which proves our claim. In particular, it follows that A
τ ∈ Rd×d++ and
therefore A is primitive.
Finally, assume that L satisfies (4.9) and A is primitive. Then, we have that
Bl,j(L
ξ) ∈ Rnl×nj++ for every j ∈ [d]. Thus (a) implies that Lξ is primitive. It follows
that there exists τ > 0 such that Lτξ ∈ RN×N++ and thus L itself is primitive. 
4.2 Uniqueness of the positive eigenvector We derive a sufficient condition
in order to ensure uniqueness of an eigenvector in S++. The following example shows
that the irreducibility notions of Definition 3.1 and the assumption of Theorem 3.17
are sufficient for existence of a positive eigenvector but do not guarantee uniqueness.
Example 4.8. Let ε ∈ (0, 1), d = 1, n1 = 3 and F ∈ Hd with
F (a, b, c) =
(
max(a, b, c),max(εa, b),max(εb, c)
)
.
then, (1, b, c) is a positive eigenvector of F for every b, c ∈ [ε, 1]. Moreover, F is
irreducible and G(F ) is strongly connected.
The proof of the following theorem can be done as in Theorem 6.4.1 [41] (that
deals with the case d = 1) by noting that for every b ∈ Rd++ and x,y ∈ K++,
Equation (2.5) implies
µb
(
x, tx + (1 − t)y)+ µb(tx+ (1− t)y,y) = µb(y,x) ∀t ∈ [0, 1].
Theorem 4.9. Let φ ∈ K++, b ∈ Rd++ and G : Sφ++ → Sφ++ be such that
µb(G(x), G(y)) ≤ µb(x,y) ∀x,y ∈ Sφ++.
If there exist u,w ∈ Sφ++,u 6= w such that G(u) = u, G(w) = w and G is
differentiable at u, then there exists v ∈ Rn1 × . . .×Rnd ,v 6= 0 such that 〈v,φ〉 = 0
and DG(u)v = v.
The next lemma shows that when u is a fixed point of F ∈ Hd, i.e. an eigenvector
with eigenvalue λ = 1, and F is differentiable at u, then one can find b˜ ∈ Rd+ such
that b˜⊗ u is an eigenvector of DF (u).
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Lemma 4.10. Let φ ∈ K++, F ∈ Hd, A = A(F ). If there exists u ∈ Sφ++ with
F (u) = u, F is differentiable at u and b˜ ∈ Rd+,0 satisfies Ab˜ = b˜, then
DF (u)u˜ = u˜ with u˜ = b˜⊗ u.
Moreover, the mapping G : K++ → K++ defined as
G(x) =
(
F1(x)
〈F1(x),φ1〉
, . . . ,
Fd(x)
〈Fd(x),φd〉
)
is differentiable at u and
(4.11) DG(u)z = DF (u)z − ( 〈DF1(u)z,φ1〉 , . . . , 〈DFd(u)z,φd〉 )⊗ u
for every z ∈ V.
Proof. By Lemma 2.3, for all k, i ∈ [d], we have DiFk(u)ui = Ak,iuk. Hence,
(4.12) DFi(u)(α ⊗ u) =
d∑
k=1
αkDkFi(u)uk =
( d∑
k=1
Ai,kαk
)
ui = (Aα)iui
holds every α ∈ Rd++ which implies that DF (u)u˜ = (Ab˜)⊗ u = u˜.
Now, if F is differentiable at x ∈ K++, then
DkGi(x) =
〈Fi(x),φi〉DkFi(x)− Fi(x)φTi DkFi(x)
〈Fi(x),φi〉2
∀k, i ∈ [d].
In particular, if x = u ∈ Sφ++ and F (u) = u, then
DkGi(u) = DkFi(u) − uiφTi DkFi(u). 
We prove Theorem 4.4 which extends Theorem 6.4.6 in [41] to the case d ≥ 1.
Proof of Theorem 4.4. Let b˜,b ∈ ∆d++ be such that Ab˜ = b˜ and ATb = b. These
vectors always exist because A is assumed to be irreducible. Suppose by contra-
diction that there exists w ∈ Sφ++ \ {u} and λ˜ ∈ Rd++ such that F (w) = λ˜ ⊗ w.
Let F˜ ∈ Hd be defined as F˜ (x) = λ−I ⊗ F (x) for every x ∈ K+. Then, we have
F˜ (u) = u, L = DF˜ (u) and F˜ (w) = (λ−I ◦ λ˜) ⊗ w. Lemma 4.10 implies that
u˜ = b˜ ⊗ u ∈ K++ satisfies Lu˜ = u˜. Theorem 2.2 implies that L is a nonnegative
matrix because F˜ is order-preserving. Hence, Proposition 3.14 and Lu˜ = u˜ ∈ K++
imply that ρ(L) = 1. LetG be defined as in Lemma 4.10, thenG is non-expansive by
Lemma 2.11. Thus, Theorem 4.9 implies the existence of v ∈ Rn1 × . . .×Rnd ,v 6= 0
such that 〈v,φ〉 = 0 and
(4.13) Lv−α⊗ u = v where α = ( 〈Lv,φ1〉 , . . . , 〈Lv,φd〉 ).
First, suppose that 〈b,α〉 = 0. Then for any ϕ ∈ K+,0 with 〈ui,ϕi〉 = 1 for all
i ∈ [d], we have
(4.14)
d∑
i=1
〈(
Lv
)
i
, biϕi
〉
=
d∑
i=1
〈vi, biϕi〉+
d∑
i=1
αibi 〈ui,ϕi〉 =
d∑
i=1
〈vi, biϕi〉 .
Let (i, ji) ∈ I and define e˜(i,ji) ∈ Rni+,0 as(
e˜(i,ji)
)
li
=
{
0 if ji = li
1 else
∀li ∈ [ni].
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Furthermore, consider ϕ(i,ji) ∈ K+,0 defined as
ϕ(i,ji) =
(
1
〈1,u1〉 , . . . ,
1
〈1,ui−1〉 ,
1− e˜(i,ji)〈
1− e˜(i,ji),ui
〉 , 1〈1,ui+1〉 , . . . , 1〈1,ud〉
)
.
Plugging ϕ(i,ji) into Equation (4.14) for every (i, ji) ∈ I implies the existence of
M ∈ RN˜×N˜ , with N˜ = n1 + . . . + nd, such that MLv = Mv, M(i,ji),(k,lk) > 0 for
every (i, ji), (k, lk) ∈ I with (i, ji) 6= (k, lk) andM(i,ji),(i,ji) = 0 for every (i, ji) ∈ I.
In particular, M is invertible and thus Lv = v. Hence, by assumption, there exists
β ∈ R \ {0} such that v = βu˜. We obtain the contradiction
0 = 〈v,φ〉 = β−1 〈v,φ〉 = 〈u˜,φ〉 =
d∑
i=1
b˜i 〈ui,φi〉 =
d∑
i=1
b˜i = 1.
Now, suppose that 〈b,α〉 6= 0 and let ‖·‖ be any monotonic norm on Rn1×. . .×Rnd .
Note that Aα 6= 0 because it would imply the contradiction
0 = 〈Aα,b〉 = 〈α, ATb〉 = 〈α,b〉 .
Let ν ∈ N, with (4.13) and (4.12) we get
(4.15) Lν+1v− v =
ν∑
k=0
Lk(Lv− v) =
ν∑
k=0
Lk(α⊗ u) =
ν∑
k=0
(Akα)⊗ u.
On the one hand, as u˜ > 0, there is t > 0 with −tu˜ ≤K v ≤K tu˜. It follows that
0 ≤K Lν+1v+ tu˜ ≤K 2tu˜ because −tu˜ ≤K Lν+1v ≤K tu˜. Thus,
(4.16) ‖Lν+1v‖ ≤ ‖Lν+1v+ tu˜‖+ ‖tu˜‖ ≤ 3t‖u‖ ∀ν ∈ N.
On the other hand, as A is irreducible, we know from Theorem 1.1 [58] that
lim
k→∞
1
k + 1
k∑
s=0
As =
b˜bT〈
b, b˜
〉 .
It follows that
(4.17) lim
ν→∞ ‖
ν∑
k=0
(Akα)⊗ u‖ =∞.
We finally obtain a contradiction by combining (4.15), (4.16) and (4.17). 
We note that already in the case d = 1, the assumption on the Jacobian DF (u)
of F in Theorem 4.4 is less restrictive than requiring DF (u) to be irreducible.
Indeed, there exists some M ∈ Rn×n+ such that dim
(
ker(ρ(M)I −M)) = 1 but M
is not irreducible as shown by the following example:
Example 4.11. Let M ∈ R3×3+ be defined as
M =
2 0 01 1 0
1 0 1
 .
Then the eigenvectors ofM are (1, 1, 1)T , (0, 1, 0)T , (0, 0, 1)T with respective eigen-
values ρ(M) = 2, 1 and 1. In particular, dim
(
ker(2I −M)) = 1 and M can not be
irreducible as it has a nonnegative eigenvector.
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5 Convergence of the power method
In this section, we propose a general power method type algorithm for the com-
putation of the unique positive eigenvector of order-preserving multi-homogeneous
mappings, that is we extend (iii) of Theorem 1 to maps in Hd.
Let F ∈ Hd and x0 ∈ S‖·‖γ++ . Consider the sequence (xk)∞k=0 ⊂ S‖·‖γ++ defined as
(5.1) xk =
(
F1(x
k−1)
‖F1(xk−1)‖γ1
, . . . ,
Fd(x
k−1)
‖Fd(xk−1)‖γd
)
∀k ∈ N.
This is a natural generalization of the iteration process of the well-known power
method. We analyse the convergence of this sequence towards the positive eigen-
vector of F , when it exists and is unique. The contractive case, i.e. ρ
(A(F )) < 1,
is easier to study as the (linear) convergence of (xk)∞k=0 to a positive eigenvector
follows directly from Theorem 2.1. The nonexpansive case, i.e. ρ
(A(F )) = 1, re-
quires more effort. Again we generalize the corresponding results in the case d = 1
(see Theorem 2.3 [49] and Corollary 5.6.8 [41]).
Theorem 5.1. Let F ∈ Hd, x0 ∈ S‖·‖γ++ and A = A(F ). Suppose that ρ(A) = 1
and there exist (λ,u) ∈ Rd++ × S‖·‖γ++ such that F (u) = λ⊗u. If F is differentiable
at u and DF (u) is primitive, then u is the unique eigenvector of F in S
‖·‖γ
++ and
the sequence (xk)∞k=0 ⊂ S‖·‖γ++ defined in (5.1) satisfies limk→∞ xk = u.
Note that if F satisfies the assumptions of Theorem 5.1, then Proposition 4.7
implies that F satisfies the assumptions of Theorem 4.4 which ensure the unique-
ness of a positive eigenvector. Unfortunately, we could not derive a convergence
rate in the nonexpansive case. However, we believe that similar techniques as in
Corollary 5.2 [20] and Theorem 36 [26] could be used to prove an asymptotic lin-
ear convergence rate. Nevertheless, we note that the Collatz-Wielandt principle of
Section 4 can be used to obtain a stopping criterion for the power method as it
has been used for tensor spectral problems (see e.g. [9, 48, 16, 26]). The following
proposition generalizes Proposition 28 in [26].
Proposition 5.2. Let F ∈ Hd and x0 ∈ S‖·‖γ++ . Suppose that F satisfies either the
assumptions of Theorem 2.1 or those of Theorem 5.1. Then, there exists b ∈ Rd++
and (λ,u) ∈ Rd++ × S‖·‖γ++ such that F (u) = λ ⊗ u and ATb ≤ b. Moreover, the
sequences (qα(k))∞k=1, (α̂(k))
∞
k=1 ⊂ R++ defined as
qα(k) =
d∏
i=1
(
max
ji∈[ni]
Fi,ji(x
k)
(xk)i,ji
)bi
and α̂(k) =
d∏
i=1
(
min
ji∈[ni]
Fi,ji(x
k)
(xk)i,ji
)bi
,
satisfy
α̂(k) ≤ α̂(k + 1) ≤
d∏
i=1
λbii ≤ qα(k + 1) ≤ qα(k) ∀k ∈ N,
and for every ε > 0, k ∈ N, if (qα(k)− α̂(k)) < ε then∣∣∣ qα(k)− α̂(k)
2
−
d∏
i=1
λbii
∣∣∣ < ε
2
.
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5.1 Convergence analysis First, we need the subsequent lemma which can be
proved in the same way as Lemma 6.5.7 [41] dealing with the case d = 1.
Lemma 5.3. Let F ∈ Hd and u ∈ K++ with F (u) = u. If F is differentiable at u
and there exists ν ∈ N such that DF (u)ν > 0, i.e. DF (u) is primitive, then
F ν(u) < F ν(x) ∀x ∈ K++ with u K x.
We also need the following:
Lemma 5.4. Let F ∈ Hd, A = A(F ), b ∈ ∆d++ with ATb = b, x ∈ K++ and
u ∈ K++ with F (u) = u. For every k ∈ N, set
αk =
d∏
i=1
mi
(
F k(x)
/
u
)bi
and βk =
d∏
i=1
Mi
(
F k(x)
/
u
)bi
,
then
αk ≤ αk+1 ≤ βk+1 ≤ βk ∀k ∈ N.
Proof. We have
αk+1 ≥
d∏
i=1
mi
(
F
(
m(F k(x)/u)⊗ u)/u)bi = αk.
Similarly, βk+1 ≤ βk for all k. To conclude, note that αk ≤ βk for every k ∈ N. 
Finally, we recall known results of fixed point theory: For x ∈ K++ and F ∈ Hd,
the orbit and ω-limit set of x under F are respectively defined by
O(F,x) = {F k(x) | k ∈ N}
and
ω(F,x) =
{
y ∈ K++
∣∣∣ lim
l→∞
F kl(x) = y for some (kl)
∞
l=1 ⊂ N with lim
l→∞
kl =∞
}
,
i.e. ω(F,x) is the set of accumulation points of O(F,x). For F ∈ Hd, Theorem
3.1.7 and Lemmas 3.1.2, 3.1.3 and 3.1.6 in [41] imply the following:
(I) If F is non-expansive with respect to the weighted Thompson metric µb on
K++ and there exists u ∈ K++ such that
(
F k(u)
)∞
k=1
⊂ K++ has a bounded
subsequence, then O(F,x) is bounded for each x ∈ K++.
(II) If x ∈ K++ is such that O(F,x) has a compact closure, then ω(F,x) is a
non-empty compact set and F
(
ω(F,x)
) ⊂ ω(F,x).
(III) If x ∈ K++ is such thatO(F,x) has a compact closure and |ω(F,x)| = p, then
there exists z ∈ K++ such that limk→∞ F pk(x) = z and ω(F,x) = O(F, z).
(IV) If F is non-expansive with respect to µb, then for all x ∈ K++ and y ∈
ω(F,x), we have that ω(F,y) = ω(F,x).
Property (I) is also know as Calka’s Theorem [12]. We are now ready to prove
Theorem 5.1 which turns out to be a special case of Corollary 6.5.8 in [41] when
d = 1.
Proof of Theorem 5.1. By Proposition 4.7 (2), we know that A is primitive. Hence,
by Theorem 4.4, u is the unique positive eigenvector of F . Furthermore, there exist
b, b˜ ∈ ∆d++ and ν ∈ N such that ATb = b, Ab˜ = b˜ and DF (u)ν > 0. Now,
let λ ∈ Rd++ with F (u) = λ ⊗ u and Fˆ ∈ Hd defined as Fˆ (x) = λ−I ⊗ F (x).
Then A(Fˆ ) = A, u is the unique eigenvector of Fˆ , Fˆ is differentiable at u and
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DFˆ (u)ν > 0. We show that for every x ∈ K++, there exists ξ ∈ Rd++ such that
ω(Fˆ ,x) = {ξ ⊗ u}. Let x ∈ Sφ++, then the sequences (αk)∞k=1, (βk)∞k=1 ⊂ R++
defined in Lemma 5.4 converge towards some α, β > 0. In particular, it holds
(5.2) α =
d∏
l=1
ml(z/u)
bl and β =
d∏
l=1
Ml(z/u)
bl ∀z ∈ ω(Fˆ ,x).
By Lemma 2.11, we know that Fˆ is non-expansive with respect to the weighted
Thompson metric µb on K++. Since Fˆ (u) = u, we have Fˆ k(u) = u for every
k ∈ N and thus (I) implies that O(Fˆ ,x) is bounded. Now, let ν ∈ N be such
that DF (u)ν > 0. It follows from (II), that Fˆ ν
(
ω(Fˆ ,x)
) ⊂ ω(Fˆ ,x) and thus
Fˆ ν(z) ∈ ω(Fˆ ,x) for every z ∈ ω(Fˆ ,x). Suppose by contradiction that there exists
z ∈ ω(Fˆ ,x) such that z 6= α⊗ u for every α ∈ Rd++. Then m(z/u)⊗ u K z and,
with Lemma 5.3, we get
m(z/u)
Aν ⊗ Fˆ ν(u) = Fˆ ν(m(z/u)⊗ u) <K Fˆ ν(z).
Thus, with (5.2) and Fˆ ν(u) = u, we obtain the contradiction
α =
d∏
l=1
ml(z/u)
bl
ml
(
Fˆ ν(u)
/
u
)bl
<
d∏
l=1
ml
(
Fˆ ν(z)
/
u
)bl
= α.
Hence, there exists ξ ∈ Rd++ such that y = ξ ⊗ u and (IV) implies that ω(Fˆ ,x) =
ω(Fˆ , ξ ⊗ u). As A is primitive, we know from Theorem 1.1 [58] that
lim
k→∞
Ak = B where B =
b˜bT〈
b˜,b
〉 .
In particular, we have
lim
k→∞
Fˆ k(ξ ⊗ u) = lim
k→∞
ξA
k ⊗ Fˆ k(u) = lim
k→∞
ξA
k ⊗ u = ξB ⊗ u.
Hence, we have ω(Fˆ ,x) = ω(Fˆ , ξ ⊗ u) = {ξB ⊗ u}. So, limk→∞ Fˆ k(x) = ξB ⊗ u
follows from (III). To conclude the proof, note that
Fˆi(y)
‖Fˆi(y)‖γi
=
Fi(y)
‖Fi(y)‖γi
∀y ∈ K++, i ∈ [d],
thus limk→∞ xk = u. 
Finally, to prove Proposition 5.2, we need the following lemma which generalizes
Proposition 28 in [26].
Lemma 5.5. Let F ∈ Hd and (λ,u) ∈ Rd++ × S‖·‖γ++ be such that F (u) = λ ⊗ u.
Let b ∈ ∆d++ with ATb ≤ b, define G˜ : S‖·‖γ++ → S‖·‖γ++ as
G˜(x) =
(
F1(z)
‖F1(z)‖γ1
, . . . ,
Fd(z)
‖Fd(z)‖γd
)
∀z ∈ S‖·‖γ++ ,
and let ĉwb, |cwb be defined as in Section 4. Then, for every x ∈ S‖·‖γ++ , we have
ĉwb(F,x) ≤ ĉwb(F, G˜(x)) ≤
d∏
i=1
λbii ≤ |cwb(F, G˜(x)) ≤ |cwb(F,x).
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Proof. Let x ∈ S‖·‖γ++ , then m
(
G˜(x)
/
x
) ≤ 1 ≤ M(G˜(x)/x) because G˜(x) ∈ S‖·‖γ++ .
Thus, with s = b−ATb ∈ Rd+, we have
d∏
i=1
Mi
(
G˜(x)
/
x
)−si ≤ 1 ≤ d∏
i=1
mi
(
G˜(x)
/
x
)−si
It follows that
ĉwb(F, G˜(x)) =
d∏
i=1
‖F (x)‖siγimi
(
F 2(x)
/
F (x)
)bi
≥
d∏
i=1
‖F (x)‖siγimi
(
F (m
(
F (x)
/
x
) ⊗ x)/F (x))bi
=
d∏
i=1
‖F (x)‖siγimi
(
F (x)
/
x
)−si
mi
(
F (x)
/
x
)bi
=
d∏
i=1
mi
(
G˜(x)
/
x
)−si
mi
(
F (x)
/
x
)bi ≥ ĉwb(F,x).
The inequality |cwb(F, G˜(x)) ≤ |cwb(F,x) can be proved in the same by exchanging
the roles of m(·/·) and M(·/·) and swapping the inequalities. Finally, Theorems 4.1
and 4.2 conclude the proof. 
We can now conclude this section by proving Proposition 5.2.
Proof of Proposition 5.2. The monotonicity of (qα(k))∞k=1 and (α̂(k))
∞
k=1 follow dir-
ectly from Lemma 5.5 as the sequence (xk)∞k=1 defined in (5.1) is such that x
k+1 =
G˜(xk) for every k ∈ N, where G˜ is defined as in Lemma 5.5, and
qα(k) = |cwb(F,x
k) and α̂(k) = ĉwb(F,x
k) ∀k ∈ N.
The fact that limk→∞ α̂(k) = limk→∞ qα(k) =
∏d
i=1 λ
bi
i follows from the continuity
of the functions ĉwb(F, ·), |cwb(F, ·) in S‖·‖γ++ and the fact that limk→∞ xk = u by
Theorems 5.1 and 2.1. Finally, suppose that ε > 0 and k ∈ N satisfy qα(k)−α̂(k) < ε,
then subtracting (qα(k) + α̂(k))/2 from α̂(k) ≤∏di=1 λbii ≤ qα(k) we get
−ε
2
< − qα(k) + α̂(k)
2
≤
( d∏
i=1
λbii −
qα(k) + α̂(k)
2
)
≤ qα(k) + α̂(k)
2
<
ε
2
. 
6 Applications to nonnegative tensors
As an application of our results, we consider various spectral problems involving
nonnegative tensors, namely the ℓp,q-singular values of a nonnegative matrix [9, 4,
28, 56], the ℓp-eigenvectors of nonnegative square tensors [45, 54, 14, 13, 44, 30,
19, 21, 48], the ℓp,q-singular vectors of nonnegative rectangular tensors [46, 64, 16,
63, 62] and the ℓp1,...,pm-singular vectors of nonnegative square tensors [45, 20, 26,
19, 21, 2]. We recall that, without suitable assumptions on p, q, p1, . . . , pd and the
entries of the corresponding tensor (such as nonnegativity), computing the maximal
eigenvalue or the maximal singular value is in general NP-hard [30, 56].
In a first step, we review these problems and show how one can rewrite them
as eigenvector problems of multi-homogeneous maps. We apply the results derived
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in this paper to prove Theorem 6.2, a Perron-Frobenius theorem for nonnegative
tensors. It turns out that our general result implies and extends existing results for
the above problems. Moreover, the unified point of view allows to better identify
the common structure of those problems.
There are mainly two types of assumptions in Theorem 6.2: conditions on the
pattern of nonzero entries in the tensor (irreducibility assumptions) and conditions
on p, q, p1, . . . , pd (homogeneity assumptions). In the second part of this section,
we discuss these assumptions in detail. We observe that for each of the problems,
the homogeneity assumptions of Theorem 6.2 are less (or equally) restrictive than
the existing ones. Then, we relate the various irreducibility assumptions of The-
orem 6.2 with the established notions of irreducibility for nonnegative tensors (e.g.
strict nonnegativity, weak irreducibility, strong irreducibility). In every case, these
assumptions coincide or are weaker than the existing definitions of irreducibility.
Finally, we compare the assumptions of Theorem 6.2 with the corresponding exist-
ing ones. In the few cases where our conditions are more restrictive, we point out
how our results can be improved.
6.1 Eigenvalues and eigenvectors of nonnegative tensors Let (tj1,...,jm) ∈
Rn1×...×nm+ be a nonnegative tensor of order m and T : R
n1 × . . . × Rnm → Rn1 ×
. . .× Rnm be defined as
Ti,ji(x1, . . . ,xm) =
∑
j1∈[n1],...,ji−1∈[ni−1],
ji+1∈[ni+1],...,jm∈[nm]
tj1,...,jmx1,j1 · · ·xi−1,ji−1xi+1,ji+1 · · ·xm,jm ,
for every i ∈ [m], ji ∈ [ni], and let τ : Rn1 × . . . × Rnm → R be the associated
multi-linear form
τ(x1, . . . ,xm) =
∑
j1,...,jm
tj1,...,jmx1,j1 · · ·xm,jm .
Note that T (x) = ∇τ(x). Recall that, for p ∈ (1,∞), ψp : Rn → Rn is defined as
ψp(z) =
(
sign(z1)|z1|p−1, . . . , sign(zn)|zn|p−1
)
,
so that ∇‖z‖p = ‖z‖1−pp ψp(z) and ψp′(ψp(z)) = z, where p′ = p/(p − 1) denotes
the Hölder conjugate of p.
We recall three popular spectral problems involving (tj1,...,jm), namely the ℓ
p-
eigenvalues, the (rectangular) ℓp,q-singular values and the ℓp1,...,pd-singular values
problems. We refer to Example 2.7 for a detailed presentation of the ℓp,q-singular
values of nonnegative matrices. Then, we show that these problems are all spe-
cial cases of a more general class of spectral problem for tensors. In the following,
we consider nonnegative tensors only, i.e. tj1,...,jm ≥ 0 for all j1, . . . , jm. How-
ever, while our results are mainly concerned with nonnegative singular vectors and
nonnegative eigenvectors, we recall their general definitions in order to define the
spectral radius of a nonnegative tensor as the supremum in absolute value among
all the eigenvalues or singular values.
ℓp-eigenvectors of nonnegative tensors [45, 54]. Suppose that n = n1 =
. . . = nm and consider the following problem: Find (λ,x) ∈ R× Rn, such that
(6.1) T1(x, . . . ,x) = λψp(x) and ‖x‖p = 1,
where p ∈ (1,∞). In particular, whenm = p = 2, we recover the classical eigenvalue
problem for matrices. When m = p > 2, the solutions of this equation are called
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H-eigenpairs and when m > 2 = p they are called Z-eigenpairs (see e.g. [54]). If we
compose both sides of (6.1) by ψp′ we obtain the following spectral problem for a
homogeneous mapping: Find (λ,x) such that ‖x‖p = 1 and
F (x) = ψp′
(
T1(x, . . . ,x)
)
= sign(λ)|λ|p′−1x.
where F |Rn+ ∈ H1 if F (1) > 0 and A(F ) = (m − 1)(p′ − 1). Note that when
(tj1,...,jm) is super-symmetric, i.e. its entries are invariant under any permutation
of the indices, then its ℓp-eigenvectors coincide with the critical points of the real
valued function
x 7→ τ(x, . . . ,x)‖x‖mp
.
In particular, as the tensor is nonnegative, the maximum of this function is attained
in Rn+ and the corresponding (global) maximizer is an ℓ
p-eigenvector associated with
the maximal eigenvalue.
ℓp,q-singular vectors of rectangular nonnegative tensors [46, 16]. Suppose
that n = n1 = . . . = ns and n = ns+1 = . . . = nm for some s ∈ [m − 1]. Let
p, q ∈ (1,∞), then the nonnegative ℓp,q-singular pairs of the rectangular tensor
(tj1,...,jm) are the solutions
(
λ, (x,y)
) ∈ R× Rn × Rn of
(6.2)
{
T1(x, . . . ,x,y, . . . ,y) = λψp(x)
Ts+1(x, . . . ,x,y, . . . ,y) = λψq(y)
and ‖x‖p = ‖y‖q = 1.
In the particular case m = 2, we recover the ℓp,q-singular value problem for nonneg-
ative matrices (see Example 2.7). In the same way as above, (6.2) can be rewritten
as follows: Find
(
λ, (x,y)
)
such that ‖x‖p = ‖y‖q = 1 and{
G1(x,y) = ψp′
(
T1(x, . . . ,x,y, . . . ,y)
)
= sign(λ)|λ|p′−1x
G2(x,y) = ψq′
(
Ts+1(x, . . . ,x,y, . . . ,y)
)
= sign(λ)|λ|q′−1y
where G|
Rn+×Rn+ ∈ H
2 if G(1,1) > 0 and
A(G) =
(
p′ − 1 0
0 q′ − 1
)(
s− 1 m− s
s m− s− 1
)
.
Again, we note that the critical points of the function
(6.3) (x,y) 7→ τ(x, . . . ,x,y, . . . ,y)‖x‖sp ‖y‖m−sq
satisfy a ℓp,q-singular vector problem which is the same as (6.2) when (tj1,...,jd) is
partially super-symmetric, i.e. the entries of (tj1,...,jm) are invariant under permuta-
tions of the first s indices and permutations of the m− s last ones (see [19]). The
function (6.3) attains its maximum in Rn+×Rn+ at an ℓp,q-singular vector associated
to the maximal singular value.
ℓp1,...,pm-singular vectors of nonnegative tensors [45]. Let p1, . . . , pm ∈
(1,∞). The ℓp1,...,pm -singular vectors of T are the solutions (λ, (x1, . . . ,xm)) ∈
R× Rn1 × . . .× Rnm of
(6.4) Ti(x1, . . . ,xm) = λψpi (xi) and ‖xi‖pi = 1 ∀i ∈ [m].
The particular case m = 2 reduces to the ℓp1,p2 -singular value problem for non-
negative matrices. This problem is equivalent to find
(
λ, (x1, . . . ,xm)
)
such that
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‖xi‖pi = 1 for all i ∈ [m] and
Hi(x1, . . . ,xm) = ψp′
i
(
Ti(x1, . . . ,xm)
)
= λp
′
i−1xi ∀i ∈ [m],
where H |
R
n1
+ ×...×Rnm+ ∈ Hm if H(1, . . . ,1) > 0, and
A(H) = diag(p′1 − 1, . . . , p′m − 1)(11T − I).
Finally, we note that the solutions of (6.4) coincide with the critical points of
(6.5) (x1, . . . ,xm) 7→ τ(x1, . . . ,xm)‖x1‖p1 · . . . · ‖xm‖pm
.
This is true regardless of the symmetry of the tensor, as noted in [26]. Furthermore,
the (global) maximum of this function induces the so-called (tensor) projective norm
on Rn1×...×nd [18]. This maximum is attained in Rn1+ ×. . .×Rnm+ and the maximizer
is the ℓp1,...,pd-singular vector of T associated with its maximal singular value.
A unifying formulation. Let us observe that our results apply to a wider class
of spectral problems associated with nonnegative tenors. Consider the function
(6.6) (x1, . . . ,xd) 7→ τ(
ν1 times︷ ︸︸ ︷
x1, . . . ,x1,
ν2 times︷ ︸︸ ︷
x2, . . . ,x2, . . . ,
νd times︷ ︸︸ ︷
xd, . . . ,xd)
‖x1‖ν1p1 ‖x2‖ν2p2 · . . . · ‖xd‖νdpd
.
where ν = (ν1, . . . , νd) ∈ Nd satisfies
∑d
i=1 νi = m and p1, . . . , pd ∈ (1,∞). The
critical point condition for (6.6) is then of the form
(6.7) ψp′
i
(
Tsi(x1, . . . ,x1,x2, . . . ,x2, . . . ,xd, . . . ,xd)
)
= λp
′
i−1xi ∀i = 1, . . . , d,
where s1 = 1 and sk+1 = sk+νk for k ∈ [d−1]. Note that, as the tensor is assumed
to be nonnegative, the maximum of the function in (6.6) is attained at some vectors
with nonnegative components and the corresponding maximizer is the solution of
a problem of the same form as (6.7) associated with the eigenvalue λ of largest
magnitude. Now, define the mapping R = (R1, . . . , Rd) as follows:
(6.8) Ri(x1, . . . ,xd) = ψp′
i
(
Tsi(x1, . . . ,x1,x2, . . . ,x2, . . . ,xd, . . . ,xd)
) ∀i ∈ [d].
Then, R ∈ Hd if R(1) = R(1, . . . ,1) > 0 and
(6.9) A(R) = diag(p′1 − 1, . . . , p′d − 1)(ν1T − I).
This formulation unifies the three problems presented above, indeed they corres-
pond to d = 1, d = 2 and d = m respectively. To establish the correspondence
between the eigenvectors of the multi-homogeneous map R and the solutions of
(6.7) we use a similar argument as in Equation (2.3). Indeed, if x = (x1, . . . ,xd)
and λ ∈ Rd+ satisfy ‖xi‖pi = 1 and Ri(x) = λixi for every i ∈ [d], then
(6.10) λi = 〈ψpi(λixi),xi〉p
′
i−1 = 〈ψpi(Ri(x)),xi〉p
′
i−1 = τ(x)p
′
i−1.
Thus, with λ = τ(x), we have λ = (λp
′
1−1, . . . , λp
′
d−1). In particular, this shows
that x solves (6.7). Clearly, if x satisfies (6.7), then it is an eigenvector of R in the
sense of Definition 1.4. We refer to (λ,x) as an eigenpair of R.
We formulate our Perron-Frobenius theorem for nonnegative tensors for the map
R defined above. To this end, rename n1, . . . , nm so that R : V → V with V =
Rn1 × . . .×Rnd . Let SR = {v ∈ V | ‖vi‖pi = 1, i ∈ [d]}, SR+ = {x ∈ SR | x ≥ 0} and
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SR++ = int(S
R
+). Consider KR+,0 = Rn1+ \ {0}× . . .×Rnd+ \ {0} and KR++ = int(KR+,0).
Let r(R) be the spectral radius of R defined as
r(R) = sup
{|λ| ∣∣ ∃x ∈ SR such that (λ,x) is an eigenpair of R}.
Note that r(R) equals the classical definition of spectral radius of a matrix when
m = 2, d = 1 and p1 = 2 and coincides with the classical definition of maximal
singular value of (tj1,j2) if m = d = p1 = p2 = 2. We recall that, for b ∈ Rd++, the
weighted Hilbert product metric µb : KR++ × KR++ → R+ is defined as
µb(x,y) =
d∑
i=1
bi ln
[(
max
ji∈[ni]
xi,ji
yi,ji
)(
max
li∈[ni]
yi,li
xi,li
)]
.
We note that, as A = A(R) is irreducible, there exists b ∈ Rd++ such that ATb =
ρ(A)b and it holds (see Lemma 2.11)
µb
(
R(x), R(y)
) ≤ ρ(A)µb(x,y) ∀x,y ∈ KR++.
Namely, ρ(A) is a Lipschitz constant for R with respect to the Hilbert product
metric µb. In particular, it is worthwhile noting that if p1, . . . , pd are large enough,
then ρ(A) < 1 and thus R is a strict contraction with respect to µb.
Remark 6.1. In some cases, there exists i ∈ [d] such that νi = 1, implying that
Ri(x) does not depend on xi ∈ Rni . In particular, if (λ,x) ∈ R++ × SR+ is an
eigenpair of R, then Ri(x) = λ
p′i−1xi and, as discussed in Remark 2.8 (b), there is
a bijection between the eigenpairs of R associated with positive eigenvalues and the
eigenpairs of the self-mapping R˜ defined on Rn1+ × . . .× Rni−1+ × Rni+1+ × . . .×Rnd+
as R˜k(z)=Rk
(
. . . , zi−1, Ri(. . . , zi−1,1, zi+1, . . .), zi+1, . . .
)
for every k ∈ [d] \ {i}.
This fact is known for the ℓp1,...,pd-singular value problem [9, 26]. Theorem 6.2
also holds for R˜ under less restrictive assumptions on T than those stated for R.
However, for the sake of brevity, we do not discuss these cases in the theorem.
In the following section we collect the main properties that follow by applying
the results developed so far in this work to the multi-homogeneous map R, defined
above. The overall set of results gives rise to a comprehensive and general formu-
lation of the Perron-Frobenius theorem for nonnegative tensors. It contains four
main parts: first we discuss the case where R is a contraction with respect to µb,
i.e. ρ(A) < 1. Then, we discuss the case where R is non-expansive, i.e. ρ(A) = 1.
Moreover, we give characterizations of the spectral radius of R similar to the Gel-
fand formula, the notion of Bonsall spectral radius and the notion of cone spectral
radius. In a third step, we provide a Collatz-Wielandt principle for r(R), which
holds for both the contractive and the non-expansive cases (i.e. ρ(A) ≤ 1). Finally,
as it is standard in the Perron-Frobenius theory for nonnegative tensors, we show
that if R is (strongly) irreducible, then all its eigenvectors must be positive.
6.2 The Perron-Frobenius theorem for nonnegative tensors
Theorem 6.2. Let R be as in (6.8) and assume that R(1) > 0. Let A = A(R),
x0 ∈ SR++ and define (xk)∞k=0 ⊂ SR++ as
(6.11) xk =
( R1(xk−1)
‖R1(xk−1)‖p1
, . . . ,
Rd(x
k−1)
‖Rd(xk−1)‖pd
)
∀k ∈ N.
Then, there exists a unique b ∈ Rd++ such that ATb = ρ(A)b and
∑d
i=1 bi = 1.
Furthermore, the following properties hold:
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6.2.1 Contractive case: If ρ(A) < 1, then there exist unique u ∈ SR++ and λ > 0
such that (λ,u) is an eigenpair of R. Moreover, λ = r(R), limk→∞ xk = u and
(6.12) µb(x
k,u) ≤
(µb(x1,x0)
1− ρ(A)
)
ρ(A)k ∀k ∈ N.
6.2.2 Non-expansive case: If ρ(A) = 1, there exists a u ∈ SR+ such that (r(R),u)
is an eigenpair of R and for every y ∈ SR++ it holds
r(R) = lim
k→∞
( d∏
i=1
‖Rki (y)‖bipi
) γ−1
k
= sup
x∈K+,0
lim sup
k→∞
( d∏
i=1
‖Rki (x)‖bipi
) γ−1
k
(6.13)
= lim
k→∞
(
sup
x∈SR+
d∏
i=1
‖Rki (x)‖bipi
) γ−1
k
where γ =
(∑d
i=1 bip
′
i − 1
)−1∑d
i=1 bip
′
i > 1.
Moreover, if DR(1) is irreducible, then u is positive, i.e. u ∈ SR++, and it is the
unique positive eigenvector of R. If additionally, DR(1) is primitive, then the power
method converges towards u, that is limk→∞ xk = u.
6.2.3 Collatz-Wielandt principle: If ρ(A) ≤ 1, then
inf
x∈SR++
|cw(x) = r(R) = max
y∈SR+
ĉw(y)
where
|cw(x) =
d∏
i=1
(
max
ji∈[ni]
Ri,ji (x)
xi,ji
)(γ−1)bi ∀x ∈ SR++
and
ĉw(y) =
d∏
i=1
(
min
ji∈[ni], yi,ji>0
Ri,ji(y)
yi,ji
)(γ−1)bi ∀y ∈ SR+.
Moreover, for every k ∈ N, it holds
ĉw(xk) ≤ ĉw(xk+1) ≤ r(R) ≤ |cw(xk+1) ≤ |cw(xk)
and for every ε > 0 and k ∈ N, if |cw(xk)− ĉw(xk) < ε, then∣∣∣|cw(xk) + ĉw(xk)
2
− r(R)
∣∣∣ ≤ ε
2
.
Also, if limk→∞ xk = u, then
lim
k→∞
|cw(xk) = lim
k→∞
ĉw(xk) = r(R)
Finally, if DR(1) is irreducible, then for every eigenpair (θ,w) ∈ R+×SR+ such that
w /∈ SR++, it holds θ < r(R).
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6.2.4 Irreducible tensors: Define R(x) = x+R(x) for every x ∈ KR+,0. If
(6.14) ∀y ∈ SR+, ∃κ ∈ N such that R
κ
(y) > 0,
where R
k+1
(y) = R(R
k
(y)) for every k ≥ 1, then every nonnegative eigenvector of
R is positive. In particular, if u ∈ SR++ is the unique positive eigenvector of R, then
it is the unique eigenvector of R in SR+.
Theorem 6.2.
Proof. First of all, note that A is primitive except for the case m = d = 2, where
A is only irreducible. In particular, A has a left-eigenvector b ∈ Rd++ such that
Ab = ρ(A)b and b1 + . . . + bd = 1. Furthermore, we have p
′
i > 1 for every i ∈ [d].
It follows that
γ′ =
d∑
i=1
bip
′
i ≥
(
min
s∈[d]
p′s
) d∑
i=1
bi = min
s∈[d]
p′s > 1,
and thus γ = γ′/(γ′ − 1) > 1. We proceed in the proof by following the same
structure as in the statement:
Contractive case: Theorem 2.1 implies the existence and uniqueness of (λ,u) ∈
Rd++ × SR++ such that R(u) = λ ⊗ u. We show that (r(R),u) is an eigenpair
of R, i.e. λ = (r(R)p
′
1−1, . . . , r(R)p
′
d−1). Note that, as the tensor (tj1,...,jm) has
nonnegative entries, by the triangle inequality it holds |R(x)| ≤ R(|x|) for all
x ∈ V , where the absolute value is taken component-wise. Thus, we can apply
Corollary 4.5 which ensures that if (θ, z) ∈ Rd × SR is such that R(z) = θ ⊗ z,
then
∏d
i=1 |θi|bi ≤
∏d
i=1 λ
bi . From (6.10), we know that there exists θ ≥ 0 and
λ > 0 such that |θi| = θp′i−1 and λi = λp′i−1 for every i ∈ [d]. It follows that we
have |θ|γ′−1 ≤ λγ′−1 which implies that |θ| ≤ λ and thus λ = r(R). The linear
convergence of (xk)∞k=1 follows from Theorem 2.1 as well.
Non-contractive case: By Theorem 3.3, we know that there exists (λ,u) ∈ Rd+×
SR+ such that R(u) = λ ⊗ u and
∏d
i=1 λ
bi
i = rb(R). Thus, the same argument as
above implies that (r(R),u) is an eigenpair of R. In particular, we have rb(R)
γ−1 =
r(R) and therefore the characterizations of r(R) follow from Theorem 3.3. Now,
note that R is differentiable everywhere on the positive orthant and, for every x > 0,
there exist α, α′ > 0 such that
(6.15) αDR(x) ≤ DR(1) ≤ α′DR(x),
i.e. DR has the same zero pattern everywhere in the interior of the cone. This
pattern does not depend on the choice of p1, . . . , pd ∈ (1,∞). Furthermore, DR(1)
is an adjacency matrix of the unweighted graph G(R) of Definition 3.4. In particular,
if DF (1) is irreducible, then positivity and uniqueness of u follow from Theorems
3.17 and 4.4. Now, suppose that DF (1) is primitive, then limk→∞ xk = u follows
from Theorem 5.1.
Collatz-Wielandt principle: Since r(R) = rb(R)
γ−1, the min-max character-
izations follow from Theorems 4.1 and 4.2. The properties of (|cw(xk))∞k=1 and
(ĉw(xk))∞k=1 follow from Proposition 5.2. If DR(1) is irreducible and (θ,w) ∈
R+× (SR+ \SR++) is an eigenpair of R, then θ < r(R) follows by (6.15) and Theorem
4.3.
Irreducible tensors: It follows directly from Corollary 3.9. 
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Before relating the results of Theorem 6.2 with the literature, we note that
when R is defined as in (6.8), r(R) can be efficiently approximated even when
R(1) > 0, ρ(A(R)) = 1 butDR(1) is not primitive, i.e. the assumptions of Theorem
6.2 for the convergence of the power method are not satisfied. The idea is to
approximate r(R) by a strictly monotonically decreasing sequence (rl)
∞
l=1 where
rl is the spectral radius of a multi-homogeneous map R
(l) ∈ Hd with primitive
Jacobian DR(l)(1). In particular, rl can be computed efficiently using the power
method. A similar idea has been studied in Theorem 4.1 [65] in the context of
ℓp-eigenvectors, i.e. d = 1 in the definition of R, and in Theorem 5.4.1 [41] for
homogeneous order-preserving mappings on cones. We exclude the case m = d = 2
(ℓp,q-singular vectors of matrices) in the following proposition because our argument
does not apply for this setting. This is indirectly due to the fact that A(R) is
primitive if and only if m and d are not both equal to 2. However, as discussed in
Remark 6.1, the nonnegative ℓp,q-singular vectors of a matrixM ∈ Rm×n associated
with positive singular values are in bijection with the eigenvectors (associated with
positive eigenvalues) of H˜ : Rm+ → Rn+ given by H˜(x) = ψp′(Mψq′(MTx)) and the
proof of the following proposition applies to H˜ as well.
Proposition 6.3. Let R be defined as in (6.8) and A = A(R). Suppose that
R(1) > 0, ρ(A) = 1 and that m and d are not both equal to 2. Let b ∈ Rd++ and
γ > 1 be as in Theorem 6.2. Let (δl)
∞
l=1 ⊂ R++ be a sequence such that 0 < δl+1 < δl
for every l ∈ N and liml→∞ δl = 0. For every l ∈ N, define G(l) : SR++ → SR++ as
G(l)(x) =
( R1(x) + δl1
‖R1(x) + δl1‖p1
, . . . ,
Rd(x) + δl1
‖Rd(x) + δl1‖pd
)
,
and, for every x ∈ SR++, let G(l),0(x) = x and G(l),k+1(x) = G(l)
(
G(l),k(x)
)
, k ∈ N.
Then, for every l ∈ N, there exists x(l) ∈ SR++ such that limk→∞G(l),k(x) = x(l)
for any x ∈ SR++. Moreover, if
rl =
d∏
i=1
(Ri,1(x(l)) + δl
x
(l)
i,1
)bi(γ−1) ∀l ∈ N,
then rl > rl+1 > r(R) for all l ∈ N and liml→∞ rl = r(R).
Proof. For every l ∈ N, define R(l) ∈ Hd as
R(l)(x) = R(x) + δl
(‖x1‖p1 , . . . , ‖xd‖pd)A ⊗ 1.
Then, from Theorem 3.15, we know that R(l) has a positive eigenvector x(l) ∈
SR++, rb(R) = liml→∞ rb(R
(l)) and rb(R
(l)) > rb(R
(l+1)) > rb(R) for every
l ∈ N. Moreover, R(l) is differentiable and (DR(l)(x(l)))2 > 0 because {m, d} 6=
{2}. It follows that DR(l)(x(l)) is primitive and thus Theorem 5.1 implies that
limk→∞G(l),k(x) = x(l) for any x ∈ SR++. Now, let λ(l) ∈ Rd++ be such that
R(l)(x(l)) = λ(l) ⊗ x(l). Then, from Theorem 4.1, it follows that
rb(R
(l)) =
d∏
i=1
(λ
(l)
i )
bi =
d∏
i=1
(R(l)i,1(x(l))
x
(l)
i,1
)bi
=
d∏
i=1
(Ri,1(x(l)) + δl
x
(l)
i,1
)bi
= r
1/(γ−1)
l .
Finally, a similar argument as in the proof of Theorem 6.2 shows that rb(R) =
r(R)1/(γ−1) which concludes the proof. 
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6.3 Embedding and comparison with the literature We survey the Perron-
Frobenius theorems of the literature which are analogues to Theorem 6.2 and com-
pare the assumptions. In particular, we note that a major contribution of Theorem
6.2 is the contractive case as it seems not to have been distinguished from the non-
contractive case yet. We reuse the notation of Section 6.1. For better readability,
we sometimes postpone the references to the end of the paragraph.
Homogeneity assumptions: Let us start by discussing the homogeneity assumptions,
that is ρ(A) = 1, ρ(A) ≤ 1 and ρ(A) < 1 where
A = A(p1, . . . , pd,ν) = diag(p
′
1 − 1, . . . , p′d − 1)(ν1T − I) ∈ Rd×d+ .
We observe that these conditions induce restrictions on p1, . . . , pd which are often
weaker than those of the literature. Indeed, besides the case m = d ≥ 2, the usual
condition assumed in the literature is p1, . . . , pd ≥ m. In terms of the homogeneity
matrix A, this means AT1 ≤ 1. In particular, when d = 1, we have p1 ≥ m if and
only if ρ(A) = A ≤ 1. There is however a noticeable difference when d > 1. Indeed,
AT1 ≤ 1 implies ρ(A) = ρ(AT ) ≤ 1 as
(6.16) min
i∈[d]
(ATb)i
bi
≤ ρ(A) ≤ max
i∈[d]
(ATb)i
bi
∀b ∈ Rd++.
The converse is not true in general. Unfortunately, we are not aware of a simple
closed form expression for ρ(A) in terms of p1, . . . , pd besides the particular cases
d = 1 and m = d = 2. However, as observed above, (6.16) can be used to
estimate ρ(A). Moreover, note that gν : (1,∞)d → R++ defined as gν(p) =
ρ(A(p1, . . . , pd,ν)) has the following properties (see Corollary 3.29 in [3]):
gν(p) > gν(q) ∀p,q ∈ (1,∞)d such that p  q,
and for any c1, . . . , cd : R→ (1,∞)d with limt→∞ ci(t) =∞ for all i ∈ [d], it holds
(6.17) lim
t→∞
gν(c1(t), . . . , cd(t)) = 0.
In other words, ρ(A) is strictly decreasing with respect to p1, . . . , pd and ρ(A)→ 0
as p1, . . . , pd → ∞. As a consequence, we note that whenever p1, . . . , pd ≥ m and
pi > m for some i ∈ [d], then ρ(A) < 1. Now, in the case m = d = 2 (i.e. for
the ℓp,q-singular values of matrices), we have ρ(A) =
√
(p′1 − 1)(p′2 − 1) and the
existing conditions on p1, p2 are equivalent to ρ(A) ≤ 1. If m = d > 2, then
[26] uses a transformation as in Remark 6.1, to obtain a condition of the form
A(R˜)T1 ≤ 1 where A(R˜) ∈ R(d−1)×(d−1)+ is defined as in Equation (2.4) (p. 10).
Nevertheless, as proved in Lemma 2.14, it holds ρ(A) ≤ 1 or ρ(A) < 1 if and only
if ρ
(A(R˜)) ≤ 1 or ρ(A(R˜)) < 1 respectively. Thus, the assumptions A(R˜)T1 ≤ 1
and A(R˜)T1  1 imply ρ(A) ≤ 1 and ρ(A) < 1 respectively. To summarize, the
assumption AT1 ≤ 1 is equivalent to p1, . . . , pd ≥ m and implies ρ(A) ≤ 1 with
equality if and only if p1 = . . . = pd = m. This means in particular that for almost
every choice of p1, . . . , pd which satisfies the usual assumptions in the literature, R
is contractive.
Irreducibility assumptions: We discuss the assumptions: R(1) > 0, DR(1) irredu-
cible, DR(1) primitive and the (strong) irreducibility assumption in (6.14). First,
we note that these conditions are all independent of the choice of p1, . . . , pd ∈ (1,∞).
We refer to Proposition 3.8 for further (computable) characterizations of strong ir-
reducibility. Let us start with the matrix case.
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When m = 2 and d = 1, the assumption R(1) > 0 means that M = (tj1,j2) ∈
Rn1×n1+ must have at least one nonzero entry per row. It is clear that DR(1) is
irreducible or primitive if and only if M is irreducible or primitive respectively.
Furthermore, it is well known that the irreducibility of DR(1) ∈ Rn1×n1+ is equi-
valent to (6.14). However, when m = 2 and d = 2, the situation is different.
Indeed, R(1) > 0 implies that M must have at least one nonzero entry per row and
per column. Moreover, in this case, DR(1) ∈ R(n1+n2)×(n1+n2)+ has the same zero
pattern as the matrix
P =
(
0 M
MT 0
)
.
While it has been shown in Lemma 3.1 [20] that DR(1) is irreducible if and only if
(6.14) is satisfied, it is important to note that these assumptions are not equivalent
to the classical notion of irreducibility forM ∈ Rn1×n2+ when n1 = n2. In particular,
DR(1) is irreducible if and only if MMT and MTM are irreducible and DR(1)
is never primitive. However, we note that the map R˜(x) = ψp′(M
Tψq′(Mx))
(see Remarks 6.1 and 2.7) is such that DR˜(1) is primitive if and only if MTM is
irreducible by Lemma 3 [9]. Indeed DR˜(1) is, in that case, irreducible, self-adjoint
and positive semidefinite. Moreover, R˜(1) > 0 if MTM has at least one positive
entry per column which is less restrictive than R(1) > 0 (see Example 2.7).
Now, we assume that m ≥ 3, i.e. (tj1,...,jm) is no longer a matrix. In the
tensor community, the assumptions DR(1) irreducible and primitive, are known
as weak irreducibility and weak primitivity, respectively. These notions have been
introduced in [20] for general polynomial maps. The assumption in the last part
of Theorem 6.2 is equivalent to the definition of strongly irreducible tensors for
the cases m = d and d = 1. However, a slightly different definition of strongly
irreducible tensors has been introduced in [16] for the case d = 2. The latter
definition is more restrictive than (6.14). Indeed, Theorem 5.1 [64] and Lemma
2 [16] imply that whenever (tj1,...,jm) is irreducible in the sense of [16], then R
satisfies (6.14) and R(K+,0) ⊂ K+,0. On the other hand, the tensor of Example
3.11 satisfies (6.14) but R(K+,0) 6⊂ K+,0.
It is known that strong irreducibility implies weak irreducibility and that weak
irreducibility implies R(1) > 0 (see Section 3 of [35] for the case d = 1 and Section
3 and 4 of [20] for the case d ≥ 2). However, as noted in [20] Section 5, weak
primitivity does not imply in general strong irreducibility. Finally, we note that the
condition R(1) > 0 is very weak. In particular, any tensor (tj1,...,jm) ∈ Rn1×...×nm+
such that ti,...,i > 0 for i = 1, . . . , N = minj nj satisfies this requirement. We note
further that this assumption can be relaxed if AT1 = 1, or equivalently p1 = . . . =
pd = m. Indeed, in this case the eigenvectors of R are in bijection with those of
Q(x) = x+R(x) and all arguments in the proof of Theorem 6.2 apply to Q as well
with d = 1 because Q(αx) = αQ(x) for any α > 0.
Existence, maximality, uniqueness of positive eigenvectors: In the Perron-Frobenius
theory for nonnegative tensors, usual assumptions for the existence, maximality
and uniqueness of a positive eigenvectors are AT1 ≤ 1 (or A(R˜)T1 ≤ 1) and weak
irreducibility of the tensor (i.e. irreducibility of DR(1)). These conditions are
similar to the non-expansive case of Theorem 6.2, however as noted above, the
homogeneity assumption of Theorem 6.2 (ρ(A) ≤ 1) is less restrictive. Moreover,
we have observed that whenever AT1  1 (or A(R˜)T1  1), then ρ(A) < 1
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and therefore the irreducibility assumptions in the contractive case of Theorem
6.2 are less restrictive than the usual ones in this setting. Finally, we note that
strong irreducibility is the common assumption to ensure that R has no nonnegative
eigenvector. Hence, our results are equivalent except for the case d = 2,m ≥
3 where, as discussed above, our requirements are less restrictive. We refer to
Theorem 1 in [9] and Theorem 1 [26] for the ℓp,q-singular vector problem of matrices,
to Theorems 4.1 [20] for the ℓp-eigenvector problem of tensors, to Theorems 2.1 and
4.1 in [46] for the ℓp,q-singular vectors of rectangular tensors and to Theorem 1 in
[26] for the ℓp1,...,pd-singular vector problem of tensors.
Existence of a maximal nonnegative eigenvector: If m = d, i.e. νi = 1 for all i ∈ [d],
then the existence of a nonnegative eigenvector corresponding to the spectral radius
r(R) follows from the fact that r(R) = ‖(tj1,...,jm)‖p1,...,pm where ‖(tj1,...,jm)‖p1,...,pm
is the projective norm of (tj1,...,jm) defined as the maximum of the function in (6.5)
over (Rn1 \ {0}) × . . . × (Rnd \ {0}) (see [18]). The nonnegativity of (tj1,...,jm)
implies that the maximum is attained in the compact set SR+ and the corresponding
maximizer is a singular vector. We refer to Section 2 in [45] and Lemma 13 in [26]
for further discussion.
If m 6= d, the same argument still holds if (tj1,...,jm) is symmetric with respect
to the ν1 first indices, ν2 next indices, and so on. In these cases, the maximizer of
(6.6) in SR+ is an eigenvector of R corresponding to r(R). In particular, we note that
this argument holds for every nonnegative tensor (tj1,...,jm) while our assumptions
require R(1) > 0 and ρ(A) ≤ 1. We refer to [19] for a rigorous definition of
partial symmetry and to Lemma 3.1 [43], Theorem 3.11 [14] and Theorem 5 [62] for
existence results using this property. For the cases where this continuity argument
does not work, the assumptions in the literature are AT1 ≤ 1 and tj1,...,jm ≥ 0.
Thus requiring R(1) > 0 is more restrictive, however as discussed above this is
still a weak assumption. Weak Perron-Frobenius theorems which are not based on
this continuity argument can be found in Theorem 2.3 [61] for the ℓp-eigenvector
problem and Theorem 4.2 in [46] for the ℓp,q-singular vector problem with m > 2.
Characterizations of the spectral radius: The Collatz-Wielandt principle is known
for the cases d = 1 and d = m under the assumption that R has a positive eigen-
vector and AT1 ≤ 1. Thus, the assumption in Theorem 6.2 for the Collatz-Wielandt
principle is less restrictive because it only requires that R(1) > 0 and ρ(A) ≤ 1.
To our knowledge, p = q = m and (tj1,...,jm) strongly irreducible is the only case
for which a Collatz-Wielandt principle for (rectangular) ℓp,q-singular vectors has
been proved. Regarding the characterizations of the spectral radius in (6.13), we
are only aware of a brief discussion involving the Gelfand formula in Section 2 of
[15] for the ℓp-eigenvector problem with p = m. Therefore, the characterizations of
r(R) in (6.13) seems to be mostly new. Collatz-Wielandt principles can be found
in Theorem 2.3 [61] for the ℓp-eigenvector problem, in Theorem 4.2 in [46] and
Theorem 4.6 [60] for the ℓp,q-singular vectors with m > 2, and in Theorem 1 [26]
for the ℓp1,...,pd-singular vector problem.
Convergence of the power method: If d = 1, then the usual assumptions for the con-
vergence of the sequence defined in (6.11) towards the unique positive ℓp-eigenvector
are either ρ(A) < 1 and DR(1) primitive (see Corollary 5.1 in [20]) or ρ(A) = 1 and
DR(1) irreducible (see Theorem 5.4 in [35]). The contractive case of Theorem 6.2
is therefore improving [20] in terms of irreducibility as it only requires R(1) > 0. If
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ρ(A) = 1, then, as discussed above, the ℓp-eigenvectors of T are the eigenvectors of
Q(x) = x + R(x) and DQ(1) is primitive whenever DR(1) is irreducible. Hence,
up to this transformation, our assumptions are equivalent to the existing literature
also in this case. An asymptotic convergence rate for the power method was proved
in Corollary 5.2 [20] under the assumptions ρ(A) ≤ 1 and DR(1) primitive. Thus,
for the case ρ(A) < 1, the convergence rate (6.12) improves this result in terms of
irreducibility assumptions and because it is nonasymptotic. A linear convergence
rate for the case ρ(A) = 1 was proved under the assumption that DR(1) is primit-
ive in Theorem 4.1 [35].
In the setting of ℓp,q-singular vectors of nonnegative rectangular tensors, i.e. d = 2
and m > 2, the power method has been proved to converge if p = q = m and
DR(1) is irreducible (see Theorem 3.1 [65]). Hence, our results for ρ(A) ≤ 1 and
ρ(A) = 1, provide novel convergence guarantees for all the cases where p and q are
not both equal to m. Furthermore, as noted above, if p = q = m then AT1 = 1 and
the assumption on DR(1) for the convergence of the power method in Theorem
6.2 can be relaxed from primitivity to irreducibility. We refer to Theorem 4 [63],
for a linear convergence rate in the case p1 = p2 = m and under a more restrictive
assumption on T than (strong) irreducibility.
If m = d, then the usual assumptions for the convergence of the sequence in (6.11)
towards the unique positive ℓp1,...,pd-singular vector are A(R˜)T1 ≤ 1 and DR˜(1) ir-
reducible (see Theorem 2 in [26]). Clearly, our assumption in the contractive case of
Theorem 6.2 are less restrictive. For the non-expansive case, i.e. ρ(A(R˜)) = 1, our
irreducibility assumptions are more restrictive as we require DR(1) to be primitive.
However, we note that by using Lemma 19 [26] instead of Lemma 5.3 in the proof
of Theorem 5.1, one can show that the power method converges whenever DR(1)
is irreducible and ρ(A(R˜)) = 1. In Theorem 2 [26], an asymptotic convergence rate
is proved under the assumption that DR˜(1) is irreducible and A(R˜)T1 ≤ 1. The
nonasymptotic convergence rate (6.12) does not hold when p1 = . . . = pd = m
however, as discussed, it holds for all the cases where A(R˜)T1  1.
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