Abstract-In this paper, we address the deployment of base stations (BSs) in a one-dimensional network in which the users are randomly distributed. In order to take into account the users' distribution to optimally place the BSs we optimize the uplink MMSE sum rate. Moreover, given a massive number of antennas at the BSs we propose a novel random matrix theory-based technique so as to obtain tight approximations for the MMSE sum rate in the uplink. We investigate a cooperative (CP) scenario where the BSs jointly decode the messages and a non-cooperative (NCP) scheme in which the BS can only decode its own users. Our results show that the CP strategy considerably outperforms the NCP case. Moreover, we show that there exists a trade off in the BS deployment regarding the position of each BS. Thus, through location games we can optimize the position of each BS in order to maximize the system performance.
I. INTRODUCTION
Cooperative communications have recently emerged as a promising technique that can boost the performance of next generation wireless systems. In this context, network MIMO, which is also known as multi-cell processing, is a cooperative scheme which aims to improve the performance of interference limited systems [1] , [2] . In such systems, multiple Base Stations (BSs) cooperate by jointly processing data either received in the uplink or transmitted in the downlink. Such a cooperation is generally beneficial only when a high-speed backhaul is present so as to enable the interconnection of the BSs to a central processing unit. Moreover, in perfect condi tions (e.g. when backhaul capacity and processing delays are ignored) the multi-cell interference channel can be converted to a multiple access channel in the uplink and a broadcast channel in the downlink [1] , [2] . While this topic has recently attracted significant attention, existing work has been focused solely on basic models and experimental results [3] , [4] .
More recently, more complex systems were analyzed using random matrix theory (RMT), taking into account realistic features of the network such as backhaul capacity and im perfect channel state information (CSI) [5] - [7] . Nevertheless, most of those works assume a deterministic placement of users and BSs. Moreover, RMT was used only to average over the channel gains [7] . Moreover, we also assume very large antenna arrays at the BSs assuming that the number of antennas in the network as well the number of users grow infinitely large at the same speed [8] . The use of a massive number of antennas was first introduced in [9] and recently has received growing research interest (for further details see 978-1-4673-0762-8/12/$31.00 ©2012 IEEE 826 [8] and references therein). In a massive MIMO deployment it is interesting that as the number of antennas grows infinitely large even the simplest form of user detection and precoding becomes optimal. Nevertheless, in TDD systems the channels are estimated based on orthogonal pilot tones which are limited and have to be reused by the adjacent cells causing imperfect channel estimations. Moreover, such issue is known in the literature as pilot contamination [8] , [9] . Fortunately, the problem of pilot contamination can be reduced as shown in [10], [11] . Moreover, it has been shown in [8] , [12] that is possible to take advantage of massive antenna deployment with a finite number of antennas and even outperform the precoding scheme initially proposed in [9] with a sophisticated precoder [12] .
The main contribution of this paper is the analysis on the BS deployment given a random distribution of users. Notice that the position of the BSs can change according to the network requirements, e.g. a given SNR threshold. We analyze two scenarios: cooperative (CP) and non-cooperative (NCP), under perfect conditions, high backhaul capacity and perfect CSI [7] . In the cooperative case the BSs cooperate and jointly process the messages. On the other hand, in the non-cooperative case each BS can only decode its own users. In the non-cooperative case, the users suffer from intra-cell interference and also inter cell interference since there is no cooperation between BSs. Moreover, inter-cell interference is completely mitigated in the cooperative scenario since we are assuming perfect operational conditions such as very high capacity backhaul and perfect CSL Our numerical results show that the cooperative scenario considerably outperforms the non-cooperative case. Moreover, we optimally place the BSs given the random distribution of the users which increases performance for both schemes. We also show that in the NCP case the optimal strategy is to keep the BS close to one another, which is somewhat counter intuitive since the interference could be significantly higher. Nevertheless, in this scenario the interference is seen at the BSs as uniform, which means that all users experience the same interference level. In contrast, in the CP case, the BSs are separated by a larger distance which increases with the increase of the SNR. Even though the cooperative case can be seen as a unique virtual BS with a massive number of antennas, it is optimal to deploy the BSs in different positions.
The rest of this paper is organized as follows. In Section II we introduce the system model. In Section III, we define Furthermore, we examine two scenarios: i) cooperative (CP); and ii) non-cooperative (NCP). In the cooperative scenario, the BSs are able to jointly decode the messages from all users. Therefore, the CP scheme can be seen as a distributed antenna system with N antennas. In contrast, in the NCP case the BSs do no cooperate, and therefore are not able to jointly decode all messages. Thus, each BS decodes its own users and treats the signal of the users that are serviced by the adjacent cell as interference. Here, our goal is to analyze the BSs deployment taking into account the users distribution in order to maximize the performance of the network. Therefore, we assume that the backhaul capacity is large enough to support all traffic with low delay and both BSs have full CSI [7] , [12] .
Next, we can write the received signal at both BSs as:
where 
where Gi J ' E C� x 1f is a complex Gaussian matrix, and the , K path loss matrix is given by Ti,j = diag(Ji(Xj,k))�1 E (1R+) ( 1f x 1f) . The path loss function between a given user and 827 the BS i is:
where di is the position of BS i and Xk is the distance between a given user k and its assigned BS [7] .
Further, we consider that the BSs are able to use MMSE detection and since we assume that N and K are growing in finitely large at the same speed, we propose novel approaches using random matrix theory so as to obtain an asymptotically tight approximation for the sum-rate with MMSE detection.
We recall that such approximations were proved to be accurate even for a small group of users and small set of antennas as shown in [6]- [8] .
A. Cooperative MMSE Sum-Rate
We can write the MMSE sum-rate of the cooperative scheme in the uplink as [7] :
where the term 'l/Ji can be written as: where users are distributed over a line with length D (see Fig.I ).
B. Non-Cooperative MMSE Sum-Rate
For the non-cooperative scheme the MMSE sum-rate is given as [7] :
where Ri(p, K , N ) is given by:
where the fixed points Vi with i E {I, 2} can be found through:
Likewise, we can determine v� with i E {I, 2} according to:
III. BS PLACEMENT AND NUMERICAL RESULT S
We optimally place the BSs according to the users distribu tion in order to maximize the network performance in terms of MMSE sum rate.
Therefore, we can characterize the optimization problem as: subject to max R di 0::; di::; D, i = 1,2.
(10) (11) where R can be substituted by (4) and (6) to jointly opti mize the positions of each BS for the cooperative and non cooperative schemes, respectively.
In this section we compare the performance of both CP and NCP schemes. Therefore, we assume that N = 16 which means that each BS has 8 antennas. Moreover, we consider K = 14 thus there are 7 users connected to each BS. We also assume that the cell has length D = 10 m and the path loss exponent fJ = 4. In Fig. 3 we show the normalized MMSE sum rate of the CP scheme as a function of the position of the BSs for p = 10 dB. Fig. 3 shows that, in the CP case, the sum rate is not convex and there is a tradeoff between performance and positioning of BSs. Our main focus in this paper is in the CP case where the BSs pool their antennas. We recall that in this paper we aim to analyze the best performance of the network to serve as a benchmark. Note that if we assume practical restrictions such as limited capacity backhaul, delays and imperfect CSI, the performance of the network would be considerably reduced. In Fig. 4 we show the optimal positioning for each BS. As previously mentioned, for the NCP scheme, the optimal BS positioning occurs around the center of the cell with slight variations at high SNR. In contrast, for the CP scheme optimal position of the BSs can be seen as symmetric, for example for p = 10 dB the optimal position occurs around d1 = 0.3 and d2 = 0.7. Note that at low SNR it is better to place the BSs closer, while at high SNR having a larger distance is more advantageous. Moreover, Fig. 4 shows that fJ does not have a major impact on the BS positioning, once the optimal position for both cases, CP and NCP, is practically the same for fJ = 3 and fJ = 4.
It is important to point out that performing a closed form analysis of (10) for the CP case is not possible since it is not jointly concave for all variables (location of each BS). Therefore, we employ Sequential Quadratic Programming (SQP) method, which is a well known method and is based on [13] - [15] Fig . 5 shows the normalized MMSE sum rate as a function of the SNR (p) for different values of path loss exponent fJ E {2, 3, 4}. As we can see from the figure, the path loss has a major impact on the MMSE sum rate. However, it does not significantly affect the BS positioning. Furthermore, we can conclude that the CP scheme considerably outperforms the NCP strategy. Nevertheless, we recall that those gains do not come for free since a high capacity backhaul is necessary. And we do not address in this paper, e.g., the problem of pilot contamination nor imperfect CSI.
IV. CONCLUSIONS
We have thoroughly analytically analyzed the deployment of BSs in an one-dimensional network where the users are randomly distributed. In order to take into account the users distribution to optimally place the BSs we have employed numerical optimization tools. Moreover, we assume that the ,,,, ,,, "" ,.. "" " " "" " ",,,. " " " " "" "" ' ,,. " " " " "' " " " "" "" ,," " "" "T " "" " '"''''''
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.. BSs can have a massive number of antennas. Thus, we resort to random matrix theory to obtain tight approximations for the MMSE sum rate, which can be also applied to a system with a limited number of antennas. We investigate two major scenarios: i) cooperative (CP); and ii) non · cooperative (NCP).
In the CP scenario the BS are able to cooperate and jointly decode their users. In contrast, in the NCP each BS decodes only its own users and treats the others as interference. Our 829 results show that the CP strategy considerably outperforms the NCP case. Moreover, we have also shown that there is a trade off in the BS deployment regarding the position of each BS. Thus, through location games we can optimize the position of each BS in order to maximize the MMSE sum rate. Our results show that in the NCP case the optimal strategy is to keep the BS close, while for the CP the BSs are separated by a larger distance which increase with an increase in the SNR.
ACKNOWLEDGMENTS
This work has been conducted in the framework of the ICT project ICT·4·248523 BeFEMTO, which is partly funded by the EU. Additionally, it was also partially supported by the Finnish Funding Agency for Technology and Innovation (Tekes), Renesas Mobile, Nokia Siemens Networks, Elektro bit, University of Oulu Graduate School and Academy of Finland, and by CNPq and CAPES (Brazil).
