Abstract-This paper presents a method for filtering sinusoidal noise with a variable bandwidth filter that is capable of tracking a sinusoid's drifting frequency. The method, which is based on the adaptive noise canceling (ANC) technique, will be referred to here as the adaptive sinusoid canceler (ASC). The ASC eliminates sinusoidal contamination by tracking its frequency and achieving a narrower bandwidth than typical notch filters. The detected frequency is used to digitally generate an internal reference instead of relying on an external one as ANC filters typically do. The filter's bandwidth adjusts to achieve faster and more accurate convergence. In this paper, the focus of the discussion and the data is physiological signals, specifically electrocorticographic (ECoG) neural data contaminated with power line noise, but the presented technique could be applicable to other recordings as well. On simulated data, the ASC was able to reliably track the noise's frequency, properly adjust its bandwidth, and outperform comparative methods including standard notch filters and an adaptive line enhancer. These results were reinforced by visual results obtained from real ECoG data. The ASC showed that it could be an effective method for increasing signal to noise ratio in the presence of drifting sinusoidal noise, which is of significant interest for biomedical applications.
I. INTRODUCTION

S
TRONG sinusoidal contamination, such as power line noise, can often be a problem in the analysis of signal recordings. One of the most common sources of sinusoidal noise is the power line frequency at 60 or 50 Hz. Line noise can especially be problematic in physiological recordings such as electrocorticographic (ECoG) neural signals [1] , [2] . For ECoG signals, fixed notch filters are a common practice for removing line noise [3] , [4] . Power line frequency varies around its average [5] , though, so the notch must be wide enough to account for this variation. Increasing the notch width has the unfortunate side affect of removing additional signal. Filters that can track a drifting sinusoidal frequency [6] and maintain a minimum filter bandwidth [7] , [8] offer a superior solution. In [9] , an adaptive noise canceling (ANC) filter was developed to accomplish both tasks, but this required manual adjustment and a reference input. A phase-locked loop is another elegant solution for eliminating sinusoidal noise, but this also typically requires a reference and additional hardware as in [10] . An effective ANC filter without an external reference was presented in [11] , although its bandwidth was fixed and it required an additional notch filter that did not adapt to the sinusoidal frequency. The adaptive line enhancer (ALE) targets sinusoidal noise and does not rely on a reference [12] .
Other methods have been developed, such as empirical mode decomposition (EMD) and discrete wavelet transforms (DWT), that have proven effective for removing a wide range of noise from physiological signals [13] , [14] . These methods allow noise to be localized in both the time and frequency domains so they are excellent choices for broadband noise and physiological artifacts such as eye blinks. This manuscript is specifically targeting continuous sinusoidal interference, though, and the a priori knowledge of the noise can be used to better isolate it. EMD and DWT methods can also be difficult to implement in real-time systems.
This paper discusses a method that will be referred to as the adaptive sinusoid canceler (ASC), which is capable of both frequency tracking and a variable bandwidth in the absence of a noise reference. The method adds minimal complexity to the standard ANC filter configuration and is shown to be effective with a generalized setup, requiring minimal expertise for use.
The ASC was first presented and initially validated in [15] . This paper expands upon that work. The algorithms for updating both the filter's frequency and bandwidth have been improved since the original conference paper. New datasets were also generated that more accurately match specified multichannel signal to noise ratios (SNR). A few experimental setups with the updated algorithms and data were repeated from the original paper, but the results and discussion were greatly expanded with new experiments that reveal more information on the performance of the ASC. The ALE was also implemented and included in the analysis. Finally, real ECoG signals were collected in addition to the simulated data.
Relevant background methods are discussed in Section II. The full implementation and details of the ASC are covered in Section III. In order to obtain quantitative results, much of the data used for analysis were simulated. For further verification, real neural data was used, but these results can only be visually presented since the true signal and noise are not known. The performance of the ASC, standard notch filters, and an ALE Fig. 1 . System design for an ANC filter. D is the recorded signal that consists of the true signal S plus noise N . A reference correlated with N is given by X , and the filter coefficients W are adapted by minimizing the outputŜ so thatN most closely resembles N before being subtracted.
are compared in Section IV. The conclusion is presented in Section V. Much of the introduction and background material have been compressed since it would remain largely the same as the original paper. For an expanded background discussion, please refer to [15] .
II. BACKGROUND
A. Adaptive Noise Canceler
The ANC filter is based largely on work done by Widrow et al. [16] and has proven effective in removing noise that is correlated with a known reference signal [17] . A typical ANC filter is given in Fig. 1 .
The least mean squares (LMS) equation, a common convergence method for adaptive filters, is given in (1), where W is the filter coefficients and μ is the learning rate [18] . X andŜ represent the input signal and error, respectively, which for an ANC filter are given by the noise reference and the output signal. For ANC filters noise reference and the output signal, respectively, as shown in the stability and convergence properties of this algorithm were first examined in [19] , but many studies since then have shown the stability properties of LMS to be a complicated topic dependent on many factors [17] . Since these factors could vary and the novel methods in this paper do not affect LMS stability, it is left to the reader to ensure that the filter is stable for a specific application.
For the case of sinusoidal noise, X is a sinusoid of the form in (2) where f samp is the sampling frequency, and B and φ are the amplitude and phase of the sinusoid, respectively. In [20] , it was shown that an ANC filter in the case of a pure sinusoidal reference approximates a notch filter centered at frequency f x with bandwidth approximated by (3) , where L is the length of the filter. μ is the learnign rate from (1).
The accuracy of this approximation depends on the strength of the time-invariant components of the filter's transfer function relative to the time-varying components. This ratio was also shown in [20] to be given by (4) . If f x is known beforehand to not drift by a large amount then it is easy to minimize β by choosing an L to make the numerator of (4) close to zero. L should then be the nearest integer to any value that produces an integer when multiplied by the normalized frequency (f x /f samp ). As the range of possible values for f x increases or as the normalized frequency approaches 0 or 0.5 (values at which the denominator of β is close to zero), L must be increased to help ensure β is small.
When given a sinusoidal reference and an appropriate value of L, the ANC technique with the LMS algorithm then converges to a notch filter centered at the reference's frequency with a bandwidth dependent on μ. For drifting sinusoidal noise, this method is superior to a fixed notch filter if an accurate reference is available.
B. ALE
The ALE is a version of the ANC filter designed for cases where a reference is unavailable and either the noise or the signal is known to be periodic [12] . It has been found to be useful for other tasks, though, such as eliminating temporally correlated portions of a signal [21] . Here, it is known that the noise is periodic. The ALE typically assumes that the signal is not periodic, although if configured carefully it can still be used as long as the signal period is not an integer multiple of the noise period and vice versa. The ALE design is shown in Fig. 2 . Although prior work has shown convergence algorithms and other parameters to have an effect on its performance [22] , it is not a difficult method to implement.
There are a few practical considerations to keep in mind with the ALE. The key to most of these is remembering that the reference is the recorded signal shifted by τ , which the adaptive filter can then shift an additional L in either direction. For removing periodic noise, this means that the range from τ − L to τ + L should contain minimal values in the autocorrelation function of S. It also means that same range should contain an integer multiple of the period of N . These two considerations allow the filter to matchN to the periodic N while minimizing the effect of S that remains inN . If L is greater than one halfcycle of N then the second condition is met no matter the value of τ .
The ALE is effective at removing periodic noise, but it can add a significant amount of signal distortion. Even if the filter is able to perfectly remove N , it still contaminates the signal with a delayed and filtered version of S. So based on a number of factors such as the original SNR of the recording, the autocorrelation of S, the spectral shape of S near f N , and how precisely f N is known, ALE may or may not outperform a standard notch filter for the removal of sinusoidal noise. Fig. 1 is present, but here the reference is a generated sinusoid with a frequency offN . This frequency is calculated by taking a MA of the distances between ZCs inN . The learning rate of the filter is also a function offN , as shown by (9) .
III. METHODS
A. ASC
The ASC, diagrammed in Fig. 3 , implements an ANC scheme that does not rely on an external reference.
1) Frequency Tracking:
In Section II-A it was seen that in Fig. 1 , the path from D toŜ when X is sinusoidal is a notch filter centered at f x with a bandwidth given by (6) . A corollary to this property is that the path from D toN is a bandpass filter matching the notch filter in center frequency and bandwidth [20] .
This property means that if the true line noise frequency (f N ) drifts slightly then a sinusoid correlated to N is still present inN . SinceN is bandpassed the estimated frequency, fN , can be calculated with a method as simple as measuring the time between zero crossings (ZC). The time of a ZC can be estimated using interpolation. Due to noise introduced by broadband signal components, a moving average (MA) of length T is applied to fN to producefN .
Higher values of T produce smoother, less responsive estimates. Since the goal is to demonstrate a generalized filter, T = 120 was used for all analysis. Regardless of the sampling frequency of the data, new samples of fN occur only at each ZC ofN . So for f N = 60 Hz, which would produce 120 ZCs per second, this window length would correspond to 1 s of data.
A reasonable estimate of f N is used to initialize the ASC. The initial frequency used to generate the reference does not need to be exact, and in the case of line noise a good estimate could easily be provided. If a reasonable estimate for the noise frequency is not known, then the filter might need to be initialized by using a method such as spectral peak detection to determine the initial reference frequency. Once the filter is initialized it begins calculatingfN , which tracks and converges toward the true f N . The speed and accuracy of this convergence depend on the bandwidth of the filter, but this value is adapted through an automated method as well.
2) Variable Bandwidth: To simplify the bandwidth calculation, the normalized u given below in (5) is used in place of μ [18] . Any further reference to the learning rate is referring to u. The use of u allows the filter bandwidth given in (3) to be represented by (6) , since for a sinusoid the signal power (P 2 x ) is known to be B 2 /2. The dependence on L and B has been removed.
The bandwidth of the notch filter from D toŜ, and of the corresponding bandpass filter, is then controlled by u. This value can be automatically adjusted based on the behavior offN . If the estimate is not consistent, demonstrating that the ASC has a poor confidence in its estimated reference frequency, then the bandwidth should be increased. This increase helps maintain the elimination of the sinusoidal noise inŜ, and at the same time helps to decrease the attenuation of the line noise inN , causing the measurement of the ZCs to be more accurate. AsfN approaches f N and becomes more consistent, u decreases and the filter narrows aroundfN . This decrease reduces the amount of the broadband signal eliminated inŜ and passed through tô N , both improving the output and increasing the accuracy offN (which in turn allows u to decrease further). The process repeats in an iterative fashion asfN tracks f N . Bounds were placed on u so that the filter's bandwidth remained between 0.2 and 4 Hz.
The relation between the changes infN and the filter bandwidth is shown in (7) . This relation depends on G T , shown in (8) where the operators max T and min T represent the maximum and minimum value during the window T . Various other measures were experimentally examined, and G T proved to be a good tradeoff between stability and responsiveness. Measures such as the derivative that use the rate of change offN were not as consistent. Measures such as the standard deviation offN , or even a linear fit to all the points in the window, were fairly consistent but did not respond as quickly to changes in f N . The results of (7) were not highly susceptible to small fluctuations in fN , but still quickly responded whenfN began moving towards a new value of f N .
The value of c is a free parameter that determines how much the filter's bandwidth responds to changes infN , and will be referred to as the bandwidth sensitivity. The effect of bandwidth sensitivity does depend somewhat on T , but this relationship is not as strong as would be expected. Higher values of T calculate G T over a greater distance, but they also add more smoothing tofN . These two behaviors to a large extent cancel each other out, and a single value of c was found to be effective for various values of T , f samp , and f N . Again, though, the goal here is to produce a generalized filter rather than demonstrating the effect of fine-tuning parameters, so c = 20 was used for all results and analysis of the ASC filter. This value of c was experimentally determined to be suitable for a wide range of experimental conditions.
Finally, combining (6) and (7) gives the ASC's learning rate u shown in (9) . The end result is a notch filter that tracks f N while minimizing its bandwidth through a process that first increases bandwidth to locate a new value of f N , then narrows its bandwidth around the new value.
B. Testing Data 1) Simulated Data: An ECoG signal simulator built in to Craniux, a software package for brain-computer interface research, was used to generate eight channels of signals [23] . These signals had a sampling frequency of 1200 Hz and contained pink noise with a 1/f power falloff to simulate ECoG baseline signals [24] . It is important to note that Craniux was operating as a simulated real-time system with the filters integrated into it. So the ASC and the comparative methods were operating as they would in an "online" 1200-Hz application. Simulated power line noise N was added to S using (10), where m is the harmonic number, f N is the fundamental line noise frequency, and A is the amplitude. Two harmonics were added (M = 2) in addition to the fundamental frequency and each was given half the amplitude of the previous one.
A in (10) was calculated to create a specified SNR between S and N . Since the harmonics are noninterfering sinusoids their total power is equal to the sum of their individual powers as shown in (11) . For a specific SNR, A is then calculated with (12) . P s is the average power of S.
At times the line noise fundamental frequency, f N , was controlled deterministically. For further analysis, it was also sometimes varied according to the Gauss-Markov process in (13) as was done in [8] . η Δ k is a random sample from a zero-mean Gaussian distribution with variance σ
2) Real Data: A small amount of real data was also used. This data also had a sampling frequency of 1200 Hz and was collected from a human subject who was subdurally implanted with a 32 channel ECoG grid over primary motor and sensorimotor areas. Although the true, noise-free signal was not known in this case, it is useful to at least qualitatively show that the ASC can effectively remove line noise from real data. All data collection and procedures were approved by the University of Pittsburgh's Institutional Review Board and informed consent was obtained prior to implantation. 
C. Experimental Parameters
The ASC was validated through comparison to more traditional removal methods for sinusoidal noise. These methods include the ALE and a standard fixed-bandwith, fixed-frequency notch filter. The notch filter was second order, the same as the ASC filter. The methods were evaluated by calculating the error after filtering, or the remaining noise, which was the difference between the true signal and the filtered signal. In this way all mean squared error (MSE) and SNR calculations took into account both the removal of the sinusoidal noise and any distortion that occurred to the signal. Unless otherwise noted, the SNR before filtering was always 0 dB. All results presented for the simulated data took the average across the eight channels of data and all filtering methods operated on the same sets of data.
As stated previously, the ASC used c = 20 and T = 120 for all conditions. For both the ALE and the ASC, L = 20 was used. According to (4) , this length should allow the ASC to perform optimally by minimizing β. A length of 20 is also longer than one half-cycle of N , which means the only consideration for the ALE was to select τ to minimize the autocorrelation of S. Since the signals were simulated this was done by taking the mean of the autocorrelation of a 10-s window of S. The resulting autocorrelation value at each lag, or time shift, is shown in Fig. 4 . From this figure, τ = 0.5 s was chosen as a sufficient delay.
Since it is expected that the fundamental frequency would have a higher power and thus be easier to track than the harmonics, the ASC used multiples of the detected fundamental frequency rather than tracking each harmonic individually. For all notch filter methods implemented, corresponding filters were also added for the harmonics.
IV. RESULTS AND DISCUSSION
A. Simulated Data 1) Internal State of the ASC:
The overall performance of the ASC depends heavily on the accuracy of its internal adjustments, so the behavior of the ASC's frequency tracking and variable bandwidth was examined first. To do so, the frequency of the additive sinusoidal noise was adjusted at 30-s intervals by increasingly larger amounts. Fig. 5 shows the internal behavior of the ASC as these changes occurred. As can be seen, the filter was able to effectively track changes in the noise frequency while adjusting its filter bandwidth accordingly. As a reminder, the ASC's bandwidth was bounded by 0.2 and 4 Hz. The spikes in the frequency error correspond to the convergence period of the filter, and during these periods the bandwidth of the filter increased to help keep the noise attenuated and to allow the filter to more quickly find the new frequency. As the changes in frequency get progressively larger so do the size and then duration of the increases in bandwidth. This process is susceptible to noise, as evidenced partly by the small unexpected increases in bandwidth seen between the two frequency changes near 250 s.
2) ASC Frequency Tracking Performance:
The frequency tracking of the ASC needed a baseline to compare against, so a spectral peak detection method was implemented and analyzed. This method simply took an FFT of the signal and looked for the frequency between 55 and 65 Hz where a peak occurred. To examine the effectiveness of this method against the ASC's frequency tracking the stochastic model for noise frequency given in (13) was employed. The model was set up with Δ k = 2 s and σ η = 0, 0.01, and 0.1. For σ η = 0 the frequency remained at 60 Hz.
It is well known that the accuracy of an FFT's frequency estimate increases with the length of its window, which corresponds to the resulting number of frequency bins. When the goal is to track frequency changes, though, longer windows could result in missing quick changes. With this in mind, the spectral peak detection method was tested using window sizes from 1 upto 10 s in 1-s increments. An increase in performance was seen from 1 to 2 s, but after that the average results did not vary significantly. The results for a 2-s window are given in Table I . Both methods perform similarly, with the ASC better at σ η = 0 and spectral peak detection slightly better at σ η = 0.01. It is expected that there are times in which spectral peak detection or other frequency estimation methods could produce better results than the one used here by the ASC. A main benefit of the ASC in its current form is that it does not add much complexity to the standard ANC configuration.
3) ASC Variable Bandwidth Performance: Next, the effect of the ASC's variable bandwidth on performance was analyzed. Since the variable bandwidth was bounded by 0.2 and 4 Hz, for comparison the filter was set up to first have a fixed bandwidth of 0.2 Hz, and then of 4 Hz. The resulting performance is shown in Fig. 6 . This figure was created using the same data as Fig. 5 , so these two figures can be examined together to better see the relationship between speed of convergence and the ASC's variable bandwidth.
With a fixed 0.2 Hz bandwidth the filter could converge to a low MSE, but convergence time significantly increased as the magnitude of the changes in frequency increased. With a fixed 4-Hz bandwidth, the filter was very consistent and converged quickly even at the larger frequency changes, but it was not able to produce as low of an MSE. With the variable bandwidth the filter still had more variance in its MSE than the fixed 4-Hz bandwidth, but it was able to converge quickly and produce a lower average MSE. The SNRs over the whole trial for the variable, 0.2 Hz, and 4 Hz bandwidth were 20.2, 11.5, and 17.0 dB, respectively.
The results of the fixed 0.2 and 4 Hz bandwidths do not necessarily indicate the performance that would be seen from bandwidths in between these two values, but the boundary conditions were used here to illustrate that the variable bandwidth method is able to retain some of the advantages of both the extreme cases.
4) Deterministic Noise Frequency:
For filters with a fixed center frequency, their effectiveness depends on the distance of the noise frequency from that center. Using the stochastic model given by (13) with a limited number of samples could give inconsistent results. So for comparison to a fixed 4-Hz notch filter, which is a common method for removing line noise, the frequency of the additive noise was increased from 60 Hz by 0.1 Hz every 2 min to measure the resulting SNR at specific frequencies. The SNR after adding the noise was 0 dB.
As shown by Fig. 7 , the performance of the standard notch filter degraded as the frequency increased to 61 Hz even though its bandwidth was 4 Hz. The ASC and ALE were able to maintain a steady SNR. The ASC produced the highest SNR even at 60 Hz, the ideal condition for the fixed notch filter. Note that the SNR here also takes into account the time period during which the ASC is adjusting to the new frequency, and the small variance in the SNR is due to this convergent process and finite data sample lengths.
The performance of ALE on this data was well below that of the ASC. This was most likely due to the delayed portions of S used by the filter impacting the output. Even if the autocorrelation is zero at the chosen lag, the delayed signal is still part of N and is subtracted out. This essentially adds random noise to the signal that has the same shape as S.
5) Stochastic Noise Frequency:
To measure the ASC's performance on drifting sinusoidal noise, the stochastic model for noise frequency given in (13) was once again employed with Δ k = 2 s and σ η = 0, 0.01, and 0.1. The case of σ η = 0 was included so that a baseline comparison to a standard notch filter could be made, and also since an adaptive filter such as the ASC might be used in the case where it is unknown if a sinusoidal noise frequency will actually drift or not. For each value of σ η , 5 min of data were generated and analyzed. The outcomes of these experiments are given in Table II. These results are consistent with Figs. 6 and 7. The first column of Table II again indicates that the ASC outperformed a traditional 4-Hz notch filter even under ideal circumstances for the notch filter. This is because the frequency estimate is able to converge to 60 Hz and then use its confidence in the noise frequency to narrow its bandwidth and minimize distortion of the signal. The ALE once again maintains consistent performance, but not at the level of the ASC. Of the frequency tracking methods, the variable bandwidth produced the highest SNR across all three tested conditions. It is interesting to note that, although by an insignificant amount, the variable bandwidth ASC outperformed the variable frequency, 0.2-Hz bandwidth filter even at σ η = 0. Since the frequency estimate is subject to noise, it is possible that the variable bandwidth is an advantage even for a fixed unknown noise frequency since the bandwidth can increase whenever the filter's confidence in its frequency estimate decreases.
At σ η = 0.1, the 0.2-Hz bandwidth filter's performance drops significantly while the variable bandwidth ASC is able to keep performance at the level of the 4-Hz bandwidth filter. The 4-Hz bandwidth filter performs well in all tested conditions, but is unable to take advantage of the lower variances to converge more tightly around the line noise. The variable bandwidth method is able to increase performance at the lower variances and still maintain a good SNR at the highest variance.
A careful reader might note that results similar to those in Table II and Fig. 7 were presented in [15] , but that the numbers are slightly different. For some of the results this is simply due to modifications made to the ASC. It is also because all methods were tested on new data sets that were generated with an initial SNR that included all noise harmonics, while in [15] the initial SNR was only measured between the signal and the noise at the fundamental frequency.
6) Variable Initial SNR: With SNR in mind, it can be observed that the accuracy of the ASC's frequency tracking and bandwidth adjustments might depend heavily on the initial SNR of the recording. To help determine this effect, 5 min segments of data were generated with SNRs ranging from −40 to 40 dB. The stochastic noise frequency model was used with σ η = 0.01. The results for both the ASC and the ALE for this data are shown in Fig. 8 .
The ASC was able to improve the signal quality for any initial SNR below 10 dB, with its best performance coming at 0 dB. Once the initial SNR got to 20 dB the ASC was unable to locate the noise due to the broadband noise components inN being significant enough to make the frequency estimate unreliable. As with a standard notch filter, though, even if the frequency estimate were accurate it is doubtful that the SNR could be improved at that point. The distortion caused by the filter would most likely outweigh the noise removal.
For lower initial SNRs, the frequency estimate accuracy improved but the resulting SNR from the ASC still dropped sharply. The penalty for the accuracy being off even a small amount is much more severe in this case because the high power noise is then not fully attenuated by the filter. The variance in the noise frequency model was enough to cause momentary inaccuracies in the frequency estimate that let some of the noise slip through. Refer back to Table I to see that even with an initial SNR of 0 dB the frequency estimate MSE dropped by almost two orders of magnitude from σ η = 0 to σ η = 0.01. For example, with a −40-dB initial SNR and σ η = 0, the ASC was still able to converge to output an SNR of about 16 dB.
The ALE's performance on the variable SNR data was more consistent than that of the ASC, but still overall lower. Unsurprisingly, the ALE was not able to improve its performance above about 5 dB for the higher initial SNRs, resulting in degraded signal qualities. At lower SNRs, the ALE's performance did not drop off as sharply as the ASC's, with the ALE actually having far superior results at an initial SNR of −40 dB. Since the ALE is using the signal itself as a reference rather than generating its own, it always has the precise frequency of the noise in its reference. By the very way in which it's designed, the ALE places a much higher value on removing the noise than it does on preserving the signal. This trait causes the relative strength of the ALE to increase as the initial SNR decreases.
7) Sinusoidal Signal Components:
As a last test with simulated data, the ability of the ASC to discriminate between sinusoidal noise and a neighboring sinusoidal signal component was examined. In this test the assumption was made that the initial frequency estimate is closer to the noise frequency than to the sinusoidal signal component, otherwise the ASC would latch on to the wrong sinusoid. The noise component was set to a frequency of 60 Hz, while the signal component began at a frequency of 70 Hz and every 2 min was moved closer to 60. The results of this test are shown in Fig. 9 . The initial SNR was again set at 0 dB, which means that the sinusoidal noise component did have a slightly higher amplitude than the sinusoidal signal component.
For the ASC, the main transition in performance in Fig. 9 occurred between about a 2 and 5 Hz frequency difference. Above 6 Hz the performance levels out, indicating that the sinusoidal signal component has been left intact by the ASC. At the top the performance is even slightly higher than in Fig. 7 , which is most likely because the sinusoidal signal component results in a larger portion of the signal power being outside of and unaffected by the notch filter. Below a 1 Hz difference the performance again levels out, indicating that the filter can no longer discern between the two components. Until the ASC was able to discriminate between the two frequencies and maximize its performance, it behaved similarly to a 4-Hz-fixed notch filter.
The results of the ALE are also presented in Fig. 9 , although this test was not something for which the ALE was designed. The ALE does not target a specific frequency, so it removed both components. Although τ and L can be manipulated to get the ALE to favor one component, this would in general not be a worthwhile practice if that much information is known beforehand about the relevant frequencies.
B. Real Data
Finally, the effectiveness of the ASC in removing line noise from ECoG data was qualitatively shown on a small amount of real data. These results offer initial evidence for the feasibility of the filter on real data. Before any additional processing was performed, the signals were bandpass filtered from 1 to 250 Hz. Fig. 10 shows the FFT on 5 min of this data before and after being filtered by both the ASC and the ALE. Standard notch filters are not shown here since visibly, there would not be much difference between them and the ASC. In the original signal clear spikes are visible at 60 and 180 Hz, with only a small one at 120 Hz. The ASC removed all of these spikes, and the visible lower frequency portions of the signal appear to be unaffected. The ALE greatly diminished, but did not remove, all of the spikes. It also appears to have affected other portions of the signal.
To get a closer look at the effect of the filtering on the real data's spectrum, the coherence of the data over the same 5-min interval was calculated. The results are shown in Fig. 11 . The ASC's coherence is what would be expected for a typical notch filter, with sharp dips to 0 at each noise harmonic, and 1 everywhere else (the small dip below 1 Hz is a result of the signal being bandpass filtered and having no real content below 1 Hz).
The ALE's coherence shows significant effects on portions of the spectrum outside of the noise harmonics. Surrounding 60 and 180 Hz, the coherence can be seen to drop. Additionally, the lower frequency portion of the coherence resembles the inverse of the original signal's spectrum. This result can be expected since the ALE subtracts out a shifted and filtered version of the original signal.
V. CONCLUSION
This paper presented a filter, termed the ASC, designed to effectively remove drifting sinusoidal noise while minimizing signal distortion without the use of a reference signal. The results obtained for the ASC were superior to those from traditional notch filters and ALE.
The frequency tracking and variable bandwidth portion of the ASC were shown to work well. The filtering performance was shown to be excellent under varying conditions for the noise frequency. Circumstances that could cause the performance of an ASC to drop were also explored, including the initial SNR being too low or too high or the signal having a sinusoidal component close in frequency to the noise component. The ASC performed within expectations for these situations and comparable to or better than alternative methods. Finally, it was shown to effectively remove line noise from a recording of real ECoG data.
For a specific situation in which parameters such as the SNR, the precise noise frequency, and maybe even a reference signal are known beforehand, a better filter could probably be tailored to meet that need. Indeed the ASC's parameters could even be fine-tuned to better suit some of the situations tested in this paper. Under many circumstances, such as with a high SNR, it is expected that the ASC's current frequency tracking method could be improved. In some situations spectral peak detection might be a better option, or possibly the method discussed in [11] . In the case that less information is known about the noise and it is not even known to be sinusoidal, methods for more general noise removal such as those based on EMD or wavelets would be superior.
The ASC was shown to still be effective with the same parameters under a variety of conditions, though, and this versatility and ease of use is part of what makes it an attractive option for the removal of sinusoidal noise. The ASC could also be used in most real-time systems, as here it operated in a simulated realtime system at 1200 Hz. Its performance shown in this paper warrants further investigation and additional analysis is needed to determine its full impact on applications of real signals.
