INTRODUCTION
In the past decades many studies have been dedicated to the response properties of single auditory-nerve fibers (primary auditory neuronsZ). In this paper we will describe the relation between two of the main properties, namely frequency selectivity and time locking (synchrony), as revealed by the application of modern online computing techniques. The results described in the paper extend the concept of partial synchrony between stimulus and response to include stimulation with stochastic and with nonstationary signals: noise and tone bursts.
It is shown that for each neuron a linear transform of the stimulus can be constructed in such a way that the nerve fiber's firings show a great deal of synchrony with it. For the type of stimuli used, this confirms the validity of a model of a primary auditory neuron which contains a linear filter as the only frequency-selective part. The model can be usedas a functional model: i.e., it can predict input-output relations in detail (input being the acoustical input to the ear and output the train of action potentials in a nerve fiber). A large number of such models, each representing a group of primary auditory neurons, can serve as a simplified representation of the cochlear encoding process.
The frequency selectivity that responses of auditorynerve fibers exhibit is usually described in terms of tuning curves, determined for pure-tone stimuli. (See e.g., Kiang et al., 1965; Evans, 1972 . ) A tuning curve
shows the boundary along which a certain increase in spike rate due to the presence of the stimuli is observed. As a result of several nonlinear phenomena the curves determined for different increases in spik• rate above the spontaneous rate are not parallel (e.g., Rose et al.,
1967).
A second important property of auditory-nerve fibers is the partial synchrony of the firings with the waveform of the stimulus (Hind ½t al., 1967; Anderson ½! al., 1971; de Jongh, 1972). There is a limit to the synchrony between stimulus and response: For stimuli above 6 kHz the effect can no longer be demonstrated. This limiting behavior does not seem to be due to errors or inaccuracies in the measurement of the epochs of nerve-fiber action potentials, but to an intrinsic timing limitation in the nervous excitation process.
The third property of cochlear transduction which is reflected by the response pattern of auditory-nerve fibers is nonlinearity (Sachs and Kiang, 1968; Sachs, 1969; Goldstein and Kiang, 1968; Goblick and Pfeiffer, 1969) . See for a review paper Pfeiffer and Kim, 1973. To these nonlinear phenomena we may add properties 116 E. de Boer and H. R. de Jongh' Cochlear encoding 116 that seem to be mainly of a typical neural character, such as adaptation (e.g., Smith, 1973) , saturation (Kiang et al., 1965) , and the depletion effect described by Gray (1966) . .This is certainly a bewildering situation, and we may well ask what type of simple model will describe the encoding for everyday signals such as •nimal cries and human speech.
In this paper it will be shown to what extent the properties frequency selectivity and synchrony can be tied together by a linear type of model. For linear systems it is possible to extract the parameters by operations on stochastic input and output signals. Such a technique can also be used to extract the dynamic response characteristics from a stochastic, frequency-selective system that accepts an analog signal as input signal and produces a series of impulses at the output--the technique of triggered correlation (de Boer and Kuyper, 1968). The application of this technique to cochlear physiology is known as reverse correlation (de Boer, 1967 (de Boer, , 1968 (de Boer, , 1969a (de Boer, , 1969b Section I of the present paper presents the derivation of the theory in a most general way and reports the waveshapes of typical revcor functions for a number of primary auditory neurons.
In view of the many and strong nonlinearities in the cochlea it seems at first sight not fruitful to pursue a linear analysis too far. It is shown in Secs. II and III, however, how well the revcor function of a nerve fiber can be used to predict detailed temporal properties of the fiber's response to wide-band signals and tonebursts.
For this purpose the response of the actual physiological preparation is compared with that of a model in which a linear filter is the only frequency-selective element. The revcor function is substituted as the impulse response of this filter.
It is found that the firing probability of the neuron is nearly proportional to the rectified output of the filter, this holds true for neurons with resonance frequencies (CF's) of 2 kHz and lower. For neurons with higher resonance frequencies the firing probability behaves as a linear (low-pass) transform of the rectified output of the model filter. a "wide-band" basis and that the distortion products generated are affected by sharp bandpass filtering. However, this is not the only possible explanation.
I. REVCOR FUNCTIONS; THEORY AND

EXPERIMENTS
We first derive the basic theory behind the reverse correlation technique. Note that the present derivation differs from the one used when the method was originally derived (de Boer and Kuyper, 1968). Consider a linear system L ( Fig. 1) with a stochastic signal x(t) at its input terminals, and let y(t) be the output signal.
The cross-correlation function rg•(r) is defined as the time (or ensemble) average of the product x(t +r)x y(t):
•(r) =x(t + r)x y(t) , 
where (•(r) is the auto-correlation function of x(•) and The derivation presented above provides the general theory behind the method of reverse correlation as applied to the study of the cochlear encoding process. It should be noted that the method does not "extst" without a model: i.e., its result can only be expressed in terms of that model. In other words, the result of the experimental procedure, which comes in the form of an (unbiased) estimate of the revcor function, is nothing more than a parameter of the underlying model (Fig. 2) . If the appropriate parameter is substituted, the model should provide an optimal match to the experimental observations.
The validity of the model in a more general sense must be justified by an independent test. Such a test is described in Sec. II.
We now present some typical results of the application of the reverse-correlation procedure to reiponses re- The neuron under study (75-08-73) had a resonance frequency (CF) of 800 Hz. It is evident that y*(t)predicts the time course of the probability of firing p(t) to a large degree. For positive values of y* (t), the average relation between p(t) and y*(t) appears to be nearly linearø For negative values of y* (t), the probability of firing is practically zero. of nonlinearity. We will come back to this later.
There are small but systematic differences in waveshape between y*(t) and p(t). These differences are larger for neurons with a higher resonance frequency. Figure 11 presents the result of the simulation procedure for a neuron with a resonance frequency of 2.6 kHz. Fig. 2 and that show up more clearly when the resonance frequency is high. For primary auditory neurons with still higher resonance frequencies this tendency is more pronounced and the firing probability ceases to follow every lobe of y*(t). In a certain sense, the firing probability tends to be controlled by the envelope of the y*(t) signal. Up to now we have processed the records of 31 neurons in this way. In all we found the same type of result. We conclude that for the type of stimulus used, repetitive wide-band noise, the model of Fig. 2 produces an adequate prediction of the firing probability.
Agkin the firing probability p(t) is nearly a rectified version of y*(t). For this fiber
The main correction that should be applied concerns the observed Cochlear nonlinearity is so pronounced that under specific circumstances, responses occur to distortion products (the cubic difference tone, in particular) and not to the primary components generating these distortion products (Goldstein and Kiang, 1968) . Similarly, two-tone suppression can occur by tones that are below threshold (e.g., Sachs and Kiang, 1968) . In these respects, nonlinearity seems to override cochlear frequency selectivity.
We may expect components outside the passband of the system to affect the transmission of components inside the passband. This is a reason to process. Finally, it should be noted that the "after oscillations" in the firing probability, after the cessation of the stimulus, occur with the resonance frequency, just as is the case of y* (t).
We did not explore stimulation with pure tones in a systematic way. We satisfied ourselves by noting that the average phase of the response to tones presented at up to 20 dB above threshold corresponds (within, say, 30 ø) to the phase of the revcor function at the corresponding fr•equencies. This comparison was done while measuring tuning curves and was found to hold over the frequency range over which the definition of the revcor phase spectrum is meaningful. Fig. 14(b) ].
In Fig. 14(a) Fig. 14(b) . Apart from the aforementioned difference in amplitude, the waveforms of p(t) in these two parts are found to be practically identical. We observe again the tendency for "overlap- This figure, then, confirms that for a wide-band noise stimulus a linear transform of the stimulus is the prime controller of firing probability.
14(a) is identical to that in
Of the nonlinear effects only short-term adaptation is manifest, it appears as a multiplicative effect, modulating the firing probability when sudden changes in stimulus occur, and reducing firing probability as the stimulus continues. Note that the first phase of adaptation is very fast, it is almost completed within 2 ms. It is remarkable that fast adaptation shows up only in the form of onset and offset effects. In the course of the response to a stochastic signal there occur many fluctuations in the excitatory signal y*(t), but short periods in which the oscillations have a nearly constant amplitude occur as well. We do not observe systematic adaptation effects during these periods.
Apparently, fast adaptation shows up only when the amplitude changes rapidly over a wide range.
III. AUTOCORRELATION ANALYSIS
Of the many nonlinear effects in the cochlea, we want to pay particular attention to nonlinear filtering. The recordings presented so far do not betray much evidence of a derangement of filtering due to nonlinear effects. On the contrary, the results confirm that a linear transform of the stimulus signal is the prime controller of firing probability. This holds true within the following constraints: the application of wide-band stochastic stimuli or single pure tones in the main passband, and the use of stimuli with constant (average) intensity. In this section we subject the results to further analysis with the aim to detect possible effects of nonlinear filtering of a more subtle nature. In particular, we want to determine the fine structure of the spectrum of the p(t) function for noise excitation. As said earlier, non- The processing of the computed y(t) signal presents no difficulties. In the processing of experimental p(t) functions, however, we have to correct for two (trivial) types of nonlinearity. The most important one of these is rectification: The firingprobabilityp(t) is a nonnegative function of time. In Appendix B it is described how it is possible to correct for rectification.
In es-
sence, the acf computed from the measured p(t) function is predistorted so that an acf •q.(•) is obtained that corresponds to a Gaussian variable q(t) which is identical
to p(t) whenever the latter is positive. This transformation of the acf is called "derectification." Consequently, when we refer to the power spectrum q%(co) we actually In any event, the observed scarcity of nonlinear effects is not due to the characteristic linearizing tendency of a correlation procedure.
It seems to be more related to a fundamental property of wide-band noise signals processed by a nonlinear system like the cochlea. We remark that the analysis of Sec. III presents just one approach to the detection of nonlinearity effects. It is probable that a higher-order correlation analysis yields more evidence of nonlinear filtering although it is to be doubted whether the accuracy would be sufficient.
In this connection we predict that much clearer manifestations of nonlinearity will show up if we stimulate with signals having spectra with steep slopes that are located asymmetrically with respect to the revcor spectrum. For the measurements reported in this paper we did not do this any more. As is stated in Sec. II, the electroacoustic transduction system is absorbed in the linear system L and for the comparison of the response to two different stimuli it is not necessary to correct for that. Such a correction would be necessary, of course, when we wish to relate properties of measured revcor functions to sound pressure at the eardrum.
Still the variations in the shape of the revcor function or of its spectrum would be small, the main offender in this respect being the aforementioned resonance which can reach a peak of 10-15 dB (variable from animal to animal). The other wiggles in the frequency In the presentation of the data we have continually used the convention that upward deflections in the revcor functions correspond to positive sound pressure.
In the realm of polarity conventions, it is to be noted that using a nonlinear pulse generator PG in the model of Fig. 2 with a firing probability p(t) that is a nondecreasing function of the excitatory signal y*(t), automatically results in the constant of proportionality C in Eq. (6) 
