ℰ ⊆ × is the link set. A link, denoted as a node pair ( , ) with , ∈ , represents certain interaction, association or physical connection between nodes and , which could be either directed or undirected, weighted or unweighted. For many systems (especially biological systems), the discovery and validation of links require significant experimental effort. Consequently, many real-world networks mapped out so-far are substantially incomplete 21, 22 . For example, a recent estimate indicates that in human cells the explored protein-protein interactions cover less than 20%
of all potential protein-protein interactions 23 . How to tease out the missing interactions based on the discovered ones? Moreover, many systems (especially social systems) are very dynamic, as new links are added to the network over time. How to predict the likelihood of a future interaction between two currently unconnected nodes based on the current snapshot of the network? Both problems are commonly known as the link prediction problem [24] [25] [26] .
An accurate link prediction method will greatly reduce the experimental efforts required to establish the network's topology and/or accelerate mutually beneficial interactions that would have taken much longer to form serendipitously. Consequently, link prediction has many real-world applications 27, 28 . In biomedicine, link prediction can be used to infer protein-protein interactions or drug-target interactions 2 . In e-commerce, it can help build better recommender systems, e.g., Amazon's "people who bought this also bought" feature 3 . On social media, it can help build potential connections such as the "people you may know" feature on Facebook and LinkedIn 4 . In criminal intelligence analysis, link prediction can assist in identifying hidden co-participation in illicit activities 5 .
Numerous methods, such as similarity-based algorithms [29] [30] [31] , maximum likelihood algorithms 6 , probabilistic models 32, 33 , and network embedding based methods 34, 35 have been developed to solve the link prediction problem (see SI Sec.1 for brief descriptions of those existing methods). Yet, many of these existing methods are designed for undirected networks. Moreover, most of these methods are based on domain-specific heuristics, and hence their performances differ greatly for networks from different domains. Here, to quantify the performance of any link prediction method, the standard AUC statistic, i.e., the area under the receiver operating characteristic curve 6, 24 , is often employed. To calculate the AUC, we first randomly split the link set ℰ into two parts: (i) a fraction f of links as the test or probe set ℰ , which will be removed from the network; and (ii) the remaining fraction (1 − ) of links as the training set ℰ , which will be used to recover the removed links. The AUC statistic is defined to be the probability that a randomly chosen link in the probe set ℰ is given a higher score by the link prediction method than that of a randomly chosen nonexistent link. Apparently, AUC = 0.5 serves as the baseline performance of random guess, and the degree to which the AUC exceeds 0.5 indicates how much better a link prediction method is than random guess (see SI Sec.2 for details).
A powerful link prediction method that does not rely on any domain-specific heuristic and works for general complex networks has been lacking 36 . Here, we fill the gap by developing a deep learning based link prediction method. Our key idea is to treat the adjacency matrix of a network as the pixel matrix of a binary image. In other words, present (or absent) links will be treated as pixels of value 0 (or 1), respectively. By perturbing the original input network (image) in many different ways through randomly removing a small fraction of present links, we obtain a pool of perturbed networks (images). Those perturbed images will be fed into a deep generative model (DGM) to create fake images that look similar to the input ones (see SI Sec.3 for details of deep generative models). Those fake images (networks) will be used to perform link prediction in the original image (network). For the DGM, here we leverage one of the most popular ones ---Generative Adversarial Networks (GANs) that consist of two deep artificial neural networks (called generator and discriminator) contesting with each other in a game theory framework 10, 37 . The generator takes random noise from a known distribution as input and transforms them into fake images through a deconvolutional neural network. The discriminator is a binary classifier (based on a convolutional neural network), which determines whether a given image looks like a real one from the input dataset or like a fake one artificially created by the generator. Over the course of training iterations, the discriminator learns to tell real images from fake ones. At the same time, the generator uses feedback from the discriminator to learn how to produce convincing fake images to fool the discriminator so that it can't distinguish from real ones (see SI Sec.3 for details).
To demonstrate our DGM-based link prediction, let's consider a toy example: a small directed network of 28 nodes and 118 links. Those nodes are labeled appropriately so that the adjacency matrix of this network looks like a binary image of letter E with 12 missing pixels, corresponding to 12 missing links (dashed lines in the network, Fig.1 ). First, we create perturbed binary images by randomly removing a fraction of pixels of value 0 (i.e., those present links) from the original image (network). Second, we use the perturbed binary images as input to train GANs, which will eventually generate fake grayscale images that look similar to the input ones. In this example, we choose = 5,000, = 0.1, and = 500. The existent likelihood of the link between nodes and , denoted as , in the corresponding fake network is simply given by = 1 − , where is the rescaled pixel value (ranging from 0 to 1) in each fake grayscale image. Finally, we take the average value 〈 〉 = 1 − 〈 〉 over all the fake images to get the overall existent likelihood of the link ( , ). Note that in this toy example all the 12 missing links display higher than that of nonexistent links, so they are all successfully recovered. Fig.1 may remind us the classical image inpainting problem, where we need to reconstitute or retouch the missing or damaged regions of an image to make it more legible and to restore its unity 38 . We emphasize that the link prediction problem addressed here is fundamentally different from the image inpainting problem. For image inpainting, we generally know the locations of the damaged regions of an image. While for link prediction, we don't know which links are missing in a network. In fact, teasing them out is exactly the task of link prediction.
At the first glance, our DGM-based link prediction method seems to heavily rely on the existing patterns in the adjacency matrix of the original network. After all, we are treating a network as an image. But do we have to sophisticatedly label the nodes in the network to ensure the success of our method? To address this concern, we perform the following numerical experiment. We start from a network with an appropriate node labeling such that the adjacency matrix looks exactly as the binary image of letter E without any missing pixels. Then we relabel fraction of the nodes in the network so that the binary image associated with its adjacency matrix looks much more random than the letter E. Note that the network structure is fixed, and we just label the nodes differently so that the resulting adjacency matrices (or binary images) look quite different. We then compare the performance of our method at different values, as well as the performance of two classical link prediction methods for directed networks that do not depend on the node labeling at all. We find that for this small directed network the performance of our method degrades only slightly even after we relabel 25% nodes (Fig.2a) . When we relabel more nodes, the performance is actually quite stable. Even if we relabel all the nodes, the AUC of our method is still about 0.9, which is higher than that of other link prediction methods for directed networks, such as the preferential attachment (PA) 29 based method (with AUC~0.85) and the low-rank matrix completion (LRMC) 39 method (with AUC~0.7).
The results presented in Fig.2a indicate that for those networks that have strong structural patterns, our DGM-based link prediction does not heavily rely on the detailed node labeling.
However, to optimize the performance of our method, one should still label the nodes accordingly.
This can be achieved by extracting community structure in the network 40, 41 , for example, using the classical Louvain method 42 . To test this simple idea, we consider the worst scenario ---random graphs generated from the classical Erdős-Rényi (ER) model, where any two of nodes are randomly connected with probability 43 . By definition, in the large limit, ER random graphs do not display any structural patterns and hence all link prediction methods are doomed to failure. For small , a graph generated by the ER model might display certain structural patterns, but link prediction should still be very challenging, if not impossible. We apply our method as well as various traditional methods to ER random graphs ( = 48) at different connection probability and with random node labeling. We find that our method has AUC~0.5, i.e., it behaves like random guess. In fact, no link prediction method performs significantly better than random guess, and some traditional methods even perform worse than random guess, especially for networks with lower connection probability (Fig.2b) . However, applying the Louvain method first will capture some structural patterns in the network (emerging as diagonal band structure in the adjacency matrices), which will significantly improve the AUC of our method ( Fig. 2b ; paired-sample t-test). This result
suggests that any structural patterns should be exploited for our DGM-based link prediction.
Real-world complex networks certainly display more prominent structural patterns than ER random graphs. Thanks to the deep neural networks in the DGM, our method can actually leverage structural patterns in a real network at different scales all together, from small subgraphs to community structure. To demonstrate this, we consider the character co-occurrence network of Victor Hugo's Les Misérables. As shown in Fig.3a , this network displays many interesting structural patterns, e.g., stars, cliques, and communities. After node labeling using the Louvain method 42 , those structural patterns naturally emerge in the matrix (image) presentation. In particular, those stars show up as line segments, cliques and communities appear as blocks in the image (Fig.3b) . After training, deep neural networks with many layers are able to extract the most important structural patterns of the network as the key features of the corresponding image. Note that at the same layer of the deep neural network, different filters can actually learn different feature representations: some focus more on lower level features such as line segments, while others focus more on higher level features such as blocks (Fig.3c) . Deeper layers will typically capture higher level features or more global structural patterns (Fig.3d) To systematically demonstrate the advantage of our DGM-based link prediction method in real-world applications, we compare the performance of our method with that of both classical and state-of-the-art link prediction methods for a wide range of real-world networks, from social, economic, technological to biological networks (see SI Sec.6 for brief descriptions of real networks analyzed in this work). For undirected networks (Fig.4a) , we find that generally global similarity indices (e.g., Katz, ACT) and stochastic block model (SBM) based link prediction methods perform better than local similarity indices (e.g., CN, PA, RA) based methods. But the performances of those heuristics-based methods vary a lot over different network domains. Some of them actually perform even worse than random guess, especially when the training set is small (corresponding to large ). By contrast, our DGM-based method displays very robust and high performance for various undirected networks. It also outperforms several state-of-the-art link prediction methods based on non-negative matrix factorization 34 , network embedding 35 , and graph neural networks 44 .
For directed networks (Fig.4b) , most of the existing methods (especially those state-of-the-art methods) are actually not applicable, except two classical methods: PA and LRMC. We compare the performance of our method with those of PA and LRMC. Again, we find that our method displays more robust and better performance than PA and LRMC for various directed networks.
We emphasize that before applying our DGM-based link prediction to each of the real-world networks tested in Fig.4 , we performed node labeling (also known as matrix reordering in literature 45 ) to get the matrix (or image) presentation of the network. For the sake of simplicity, we just labeled nodes in a network based on its community structure. In particular, for undirected networks, we apply the Louvain method; for directed networks, we apply the method proposed in
Ref. [ 46 ] . A reasonable node labeling can actually be achieved in many different ways other than just community detection. For example, we developed a simulated annealing based node labeling method to maximize the "compactness" of the image (see SI Sec.5.3). We found that for real-world networks the performance of our DGM-based link prediction actually does not heavily depend on the specific node labeling algorithm (see SI Sec.5 and Figs. S6, S7 ). This is consistent with the results presented in Fig.2a , where we show that as long as the network has strong structural patterns, then any reasonable node labeling will offer a plausible matrix (or image) presentation of the network, which can be used for our DGM-based link prediction.
Since our method essentially treats a network as an image, it can be easily parallelized by splitting a large network (image) into several small subnetworks (subimages) and then performing link prediction for each subnetwork (subimage) in parallel (Fig.5a ). This splitting typically does not decrease the overall link prediction performance, compared with the result of treating the large network as a whole (Fig. 5b) . For each subnetwork, when only the information of the subnetwork is provided, our method outperforms other methods (Fig.5b) . In fact, even if other methods (e.g., PA
and LRMC) use the information of the whole network to perform link prediction for a subnetwork, our method that only relies on the information of the subnetwork still display better performance (Fig.5b) .
The image representation of complex networks also allows us to focus on any specific subnetwork of interest and just predict the missing links in that subnetwork. For example, we perform link prediction for 200 subnetworks of size 60 randomly selected from two large real networks: Facebook wall posts 47 (with 46,952 nodes and 87,6993 links) and Google+ 48 (with 23,628 nodes and 39,242 links). We find that our method shows much higher AUC than other methods (Fig. 5c,d ). All these results suggest that our method holds great promise in link prediction for large-scale real-world networks.
In summary, our DGM-based link prediction shows superior performance against existing link prediction methods for various types of networks, be they of technological, biological, or social in nature. Since our method treats the adjacency matrix of a network as an image, it can be naturally extended to solve the link prediction problem for bipartite graphs, multi-layer networks and multiplex networks, where the adjacency matrices have certain inherent structure. With small modification, it can also be used to perform link prediction in weighted graphs. In principle, any DGM can be utilized in our method. But we find that, for the link prediction purpose, GANs perform much better than other DGMs, e.g., variational autoencoder 49 (see SI Fig. S8 ). There are several hyperparameters in training the GANs (see SI Sec.4 for details). In this work, we use the same set of hyperparameters for all the networks to show a conservative AUC estimation of our method. The performance of our method can certainly be further improved by carefully tuning those hyperparameters for a specific network of interest. Moreover, we anticipate that exploiting graphics process unit parallelism to train the GANs 50 will certainly speed up our link prediction method.
Finally, we emphasize that, in real-world applications of link prediction, any additional side-information, such as node attributes, can be incorporated into our method to further improve the link prediction. This can be achieved by, for example, using the similarity network fusion technique Fig.1 : Demonstration of our link prediction method on a directed network. The adjacency matrix of this directed network (with 28 nodes and 118 links) looks like the binary image of letter E with 12 missing pixels. Note that 5 isolated nodes are not shown in the network presentation. We perturb the original network (image) by removing 5 links at random in different ways to obtain a pool of perturbed networks (images) ( = 1, … , ) ( = 5000 for this example). This input dataset will be fed into the generative adversarial networks (GANs) that consist of two deep artificial neural networks: generator and discriminator. The generator takes the noise drawn from a uniform distribution (with 100 dimensions for this example) as input and produces fake images. The discriminator is a binary classifier that tells whether a given image is a real one from the input dataset or a fake one produced by the generator. Over the course of training iterations, the generator can produce convincing fake images from the feedback offered by the discriminator. The pixel value in the fake grayscale image can be used to calculate the existent probability of a link between a node pair: = 1 − . The final existent probability is calculated by averaging over ( = 500) generated fake networks. Fig.2 : Impact of node labeling on the performance of our DGM-based link prediction method. a, A randomly selected fraction of nodes are relabeled in a directed network whose original adjacency matrix looks exactly as the binary image of letter E. We randomly divide the links into two parts: a fraction of 10% links chosen as the probe set and the remaining 90% links as the training set. We perform link prediction using three different methods: DGM (deep generative model based), PA (preferential attachment based), and LRMC (low rank matrix completion). In this example, we choose = 1000 for our DGM-based method. Even after we relabel all the nodes so that the adjacency matrix doesn't display prominent features, the median AUC of our DGM-based method is still around 0.9, while it is 0.85 for the PA method and 0.7 for the LRMC method. Inset: We randomly divide the links of the relabeled networks into two parts: a fraction of 10% links are chosen as probe set and the remaining 90% fraction of links as training set (here, each subnetwork contains 15 links at least). Asterisks at the top of each panel shows whether the AUC of our DGM-based link prediction model is significantly higher than that of the other two traditional algorithms (paired-sample t-test). Significance levels: p-value<0.05(*), <0.01(**), <0.001(***), not significant (NS).
