Abstract-The Runway Configuration Management (RCM) problem governs what combinations of airport runways are in use at a given time, and to what capacity. These are defined in terms of configurations (groupings of runways), operating under Runway Configuration Capacity Envelopes (RCCEs) which limit arrival and departure capacities. The RCCE identifies unique capacities constraints based on which tarmacs are used for arrivals, departures, or both, and their direction of travel. When switching between RCCEs, some decrement in arrival and departure capacities is incurred by the transition. Previous RCM models [1] have accounted for this cost through a required period of inactivity. In this paper, we instead focus on the introduction and assessment of a model capable of marginally decreasing RCCE capacities during configuration transitions. A transition penalty matrix is introduced, specifying the relative costs (in terms of accepted arrival and departure capacities) for switching between RCCEs i and j as a pij entry in the matrix. Although incurring inherent computational costs, this new model benefits from allowing customizable transition penalties which more closely represent real world conditions, and thereby increases model accuracy.
direction of travel. When switching between RCCEs, some decrement in arrival and departure capacities is incurred by the transition. Previous RCM models [1] have accounted for this cost through a required period of inactivity. In this paper, we instead focus on the introduction and assessment of a model capable of marginally decreasing RCCE capacities during configuration transitions. A transition penalty matrix is introduced, specifying the relative costs (in terms of accepted arrival and departure capacities) for switching between RCCEs i and j as a pij entry in the matrix. Although incurring inherent computational costs, this new model benefits from allowing customizable transition penalties which more closely represent real world conditions, and thereby increases model accuracy.
Using a mixed integer linear programming approach, both RCM existing [1] and marginally decreased transition capacity (MDTC) formulations are addressed. Test case scenarios are generated using a probability based heuristic detailed in this paper. With the goal of producing a recommended forecast of configuration changes to maximize throughout, comparisons between the models are made.
The MDTC formulation reduces the number of variables in the model up to 30%, but carries up to double the number of constraints. There are associated computational costs as well. While the MDTC model required consistently longer solve times, it remained solvable in under 10 minutes in roughly 80% of trials conducted with the largest parameters tested (parameters are specified in Section III). As the problem size decreases, this measure improves. These are reasonable solve times for practical application. When MDTC solve time exceeded 10 minutes only marginal gains in optimal solution values were typically achieved, and the base model never exceeded 10 minutes. This suggests processing both models in parallel could benefit from the model accuracy of the MDTC formulation, with a viable contingency solution available under the base model formulation if MDTC solve time is prohibatively large. T HE dynamics of a metroplex -a grouping of airports in close geographic proximity -are governed by a complex underlying framework of airport regulatory guidance, competition, and feasibility constraints. Much is riding on efficient metroplex operations, from the service quality to millions of travelers worldwide, to the financial gains and losses of a multi billion dollar a year airline industry. With up to three times the current traffic demand expected by 2025, this problem turns from a matter of efficiency to one of necessity [2] . Expanding existing or building new airports is not only an expensive and time consuming task, but more critically it is often geographically infeasible due to space limitations in high demand city centers and urban areas. In order to alleviate congestion while maintaining connectivity to desired destinations, airport operations are tuned as closely to optimal conditions as possible. This goal introduces several challenging sub-problems, including the focus of this research: forecasting Runway Configuration Management (RCM) decisions. RCM decisions impact airport arrival and departure capacities by determining what combination of runways are in use at a given time.
RCM decisions are complicated by a dynamic system rich with uncertainty. It is therefore not possible to deterministically forecast configurations in which to operate throughout the day. Weather conditions such as wind speed, wind direction, and cloud cover ceiling are among the most influential characteristics governing configurations available for use. Additionally, environmental constraints such as noise and no-fly restrictions over populated areas are often present at varying times of the day. Regardless of the system's dynamic nature, the RCM problem formulation still has its utility in forecasting an optimal schedule of configuration changes. This provides an efficient solution for RCM managers to adjust from in a dynamic operating environment.
II. PROBLEM FORMULATION
The RCM problem is formulated as a mixed integer linear program (MILP). A base model for the RCM problem, taken from Bertsimas, Frankovich, and Odoni [1] is given. Following its description, we then introduce the marginally decreasing transition capacities (MDTC) formulation.
A. TERMS AND DEFINITIONS
The following key terms and definitions are used to define the base RCM problem formulation [1] . However, the concepts contained in this section are consistent with the MDTC formulation.
RCM problems use aggregate traffic demand through uniform time increments several hours into the future. Aggregating traffic over the next five hours into 15 minute windows, for example, is a sufficient level of detail to drive runway management decisions. There are two reasons for this. First, cumulative overall system performance rather than individual flight performance, is the objective of interest to RCM. Second, system uncertainties prohibit a fine level of detail for future planning. These intervals, and significant data associated with them are: T = set of equidistant time intervals, t ∈ {1, 2, 3, . . . , T } at, dt = arrivals and departures, respectively, at time t ct, qt = delay cost for a single arrival, or departure, at time t RCCEs are a configuration dependent series of piecewise segments limiting arrival and departure capacities during a given time period. Multiple RCCEs are possible under the same configuration. Real world RCCEs are theorized to be entirely concave, and this allows for a straightforward series of constraints within our linear program through a combination of the piecewise linear concave segments. An example of three distinct RCCEs are shown in Fig. 2 . Three piecewise segments are assumed sufficient to capture any RCCE and are represented as the j 1 , j 2 , and j 3 pieces of a given RCCE. These pieces are defined by the parameters α, β, and γ such that:
where α jkr > 0, β jkr ≤ 0, and γ jkr > 0, with each parameter indexed by configuration, k, and RCCE, r, for each segment, j.
The availability of each of these RCCEs is modeled by a set of binary integer variables, z krt with k as the configuration and r as the RCCE. If the RCCE is active, the binary variable is set to 1, otherwise 0.
Availability of configurations and their associated RCCEs are also a function of time, modeled by a set of binary integer variables. If the RCCE is active, the binary variable (z krt for configuration k, RCCE r, time t) is set to 1, otherwise 0. Additional variables x krt , y krt , u t , and v t are also required to model met and unmet demand:
# of departure and arrival demand at t met by configuration k, RCCE r, at t 0, otherwise (ut, vt) = unmet departure and arrival demand at t
B. RCM BASE MODEL
The RCM formulation by Dimitris Bertsimas, Michael Frankovich, and Amadeo Odoni [1] is provided next. It will be referenced as the "base model". Its purpose in this paper is both to introduce an RCM formulation, and for comparison purposes in our computational experiments.
The model formulation is given below, followed by a short description of its objective function and constraints.
st:
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The objective function (1) aims to minimize the weighted total unmet arrival and departure demand experienced through configuration and RCCE selection over all time periods. This objective is achieved while operating within the constraints listed, which are briefly described below.
Constraints (2) and (3) ensure conservation of demand (i.e. demand at t, plus carryover demand from t − 1, minus demand satisfied at t, does exceed unmet demand for t) for arrivals and departures, respectively. Constraint (4) ensures at most one configuration is selected for each time interval. Constraint (5) restricts an activated RCCE to only satisfy demand contained within its capacity capabilities. Constraint (6) necessitates any changeover between RCCEs in different configurations results in a period of inactivity. In other words, two consecutive z krt values from one time period to the next cannot sum past one if their configurations are different (k = k ). Lastly, constraint (7) necessitates non-negative unmet demand, and constraint (8) sets the initial unmet demand values to zero.
C. MDTC FORMULATION
The model provided in Section II-B is now adjusted to better reflect real world operating conditions. To do so, we adopt a more detailed approach to quantifying transition costs incurred by an RCCE's capacity during configuration changes. In the previous model these costs necessitated a period of inactivity (reference constraint 6, Section II-B). Our alternate formulation allows the operational impact of a configuration change to be measured as a quantifiable, marginally decreased transition capacity unique to the configuration change of interest (reference Fig. 3 ). This approach more accurately represents real world circumstances, where the capacity of a given RCCE is decremented (rather than eliminated) during a period of transition, and this marginal impact is a function of its previous state.
Two significant adjustments to the previous model are made to achieve this goal. The first is a conceptual change, where all RCCE subsets of any configuration are now referenced as their own unique configuration. The details making this possible are discussed shortly. The second adjustment Fig. 3 . An example RCCE, j, experiencing a marginally decreased capacity during a transition from RCCE i.
comes by introducing a penalty matrix, p ij . This penalty matrix serves to capture the decremented capacity inherent when switching between configurations such that: pij = percentage of RCCE j capable of supporting demand after switching from RCCE i for any time t ∈ T .
As customizable constants, the p ij matrix values can be altered as necessary to achieve any circumstance. For example, it collapses to the base model of Section II-B by having no cost for transition within the group of RCCEs paired under a single configuration, and complete inactivity when switching configurations (under their RCCEconfigurations definition). That penalty matrix would require p ij = 1 ∀ k i , k j ∈ K, where k i and k j are available RCCEs and K is the equivalent of a set of RCCEs in the base model. Forcing periods of inactivity is done by requiring p ij = 0 when k i and k j do not belong to the same subset of configurations. Additionally, MDTC formulation provides improved model accuracy by allowing any representation of operating capacity of 0 ≤ p ij ≤ 1 during transition to mirror real world circumstances.
Given below is the problem formulation updated under these circumstances. As evident, the changes discussed have second order effects throughout the problem formulation. R t k is removed, and items previously indexed over R t k and K t are now solely indexed over K t (with the cardinality of K t increasing as necessary).
Constraints (13) and (14) are altered significantly to accommodate the introduction of s kt , a variable capturing the switching cost incurred by transitioning to configuration k at time t. When a configuration change is made, constraints (14), (15), and (16) assign the s kt variable a value between 0 and 1 which is then used to decrease the frontier represented by constraint (13).
III. MDTC FORMULATION ASSESSMENT

A. Random RCCE, Test Scenario Generation
The ability to quickly generate unique RCCE and configuration scenarios is applicable to any RCM problem, and necessary to evaluate how well a given problem formulation performs. This section details how we completed this task. A four step approach is provided. Those four steps are graphically illustrated in Fig. 4 to 7 and detailed below.
Step one (Fig. 4) determines the x and y intercepts.
While their sum remains approximately constant -(20) only subject to variation in (21) -the uniform distribution of x int in its feasible range (19) creates variation in the RCCEs. This generates RCCEs with very different capabilities (i.e. more arrival-capable, mid-range, more departure-capable).
Step two (Fig. 5 ) determines the first pivot point of the piecewise linear graph. Construction of all pivot points will be governed by the fact that RCCEs are comprised entirely of piecewise linear segments with decreasing slopes.
The first pivot point x value, x 1 , is sampled from a uniform distribution within its feasible region defined by (22) (scenarios with x 1 ≤ 1, or x 1 ≥ (x int − 1) are ignored because the resulting convex hull would encompass no integral points). Based on x 1 , a feasible region for y 1 (maintaining the piecewise concave assembly of the RCCE) is identified (23), and y 1 is chosen randomly within it (24). The α and β values for the first piecewise segment are subsequently computed (25) (26).
Step three (Fig. 6 ) determines a second pivot point, (x 2 , y 2 ), in a technique synonymous to the selection of the first pivot point. One additional parameter is required (27), an upper bound for y 2 to ensure decreasing slopes of the RCCE are maintained.
Y2 ∼ U (y lb2 , y ub2 ) 
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The fourth and final step (Fig. 7) generates the last RCCE segment and identifies its associated α and β values.
The convex hull about the resulting RCCEs integral points is the feasible region it operates within since arrivals and departures are restricted to non-negative integer values.
The associated code was programmed in C, with number of configurations, and number of time periods as user input.
B. EXPERIMENTAL RESULTS
The RCCE generation technique described in Section III-A, combined with probabilistic arrival and departure demand, comprise the data sets for the experimental trials 1 . Several trials of the base [1] and the MDTC (Section II-C) formulations were conducted and analyzed. The trials were run using the Gurobi 2.0.0 solver for AMPL on a dual-core Opteron 2218 system with 8Gb of memory.
Statistical comparisons made between the models in this section are done using identical input parameters. In other words, both models run synonymous data files (identical number of time units, configurations with their associated capacity curves, arrival and departure demand, etc) to compute results with one exception: the penalty matrix of p ij values unique to the MDTC formulation. Values of p ij = 1 were assigned to any two configurations (or, in terms of the original model, RCCEs) i, j, which carried no cost for transitions between them. However, all other i, j, combinations were assigned a p ij value between 0 and 1 representing the percentage of their capacity envelope in which they are able to operate over a transition period.
1) PROBLEM SIZE: Growth in MILP size in accordance with problem parameters is provided in Tables I and II. A variety of sizes are listed, but real-world RCM scenarios are noteworthy. The typical real-world problem forecasts five hours out using 15 minute aggregate time intervals, or 20 time periods. The number of runway configuration permutations available will vary in accordance with airport size. Using the relatively large JFK airport as an example, between 2005 and 2009 it operated in one of 13 configurations over 95% of its use, and the remaining 5% encompased over 50 seldom-used additional configurations [4] .
Comparison of problem sizes is assisted by a scatter plot of relative values (Fig. 8) . The number of variables in the MDTC formulation is consistently lower than (between 70 to 100%) the base formulation. The primary reason for this is demand served is index solely by time period in the MDTC formulation, whereas in the base formulation it carries three indices: time period, configuration, and RCCE.
MDTC formulation does, however, require more constraints to address the same scenario. This is primarily because MDTC eliminated RCCEs. In the base formulation only the RCCEs that are available during a time period produced constraints. For the MDTC formulation, each RCCE is represented as its own configuration which always provides an active constraint, only made less restrictive through the usage of M (Constraint 13) when not under assessment.
2) RUNTIME: The most significant statistical measure is runtime. Since MDTC captures the nuisances of transition capabilities to a higher level of detail it will more closely mirror real world conditions. The question becomes: is the computational expense paid worth the model improvement? Table III A 10 minute solve time threshold is adopted in Table III under the assumption model updates provided to RCM managers at this frequency is sufficient to account for previously unknown system parameters as they unfold, and adequately assist in the RCM forecast decision making process. MDTC formulations attained solutions within this threshold with relatively high, varying degrees of success (Table III) . With 30 trials per parameterization, sampling variability is attributed to inconsistencies in trend seen at 10 configurations for 15 and 20 time periods.
3) OBJECTIVE FUNCTION: The MDTC formulation always provides an equal or better solution than the base model. The base formulation objective value is an upperbound of the MDTC formulation because the MDTC p ij matrix relaxes base formulation constraint (6) requiring a period of inactivity during configuration transitions. The degree to which the MDTC solution betters the base model is a function of the random p ij values used, scheduled demand, and cost of unmet demand (all random variables in experimental trials). Fig. 10 compares the ratio of objective function values with problem solve time. MDTC to base model solve time ratios greater than 50 tended to result in MDTC objective values within 50% of the base model. Given parallel processing capabilities, both models can be run for a given set of initial conditions. In the event the MDTC solve time becomes prohibitively large its improvement over the base model is likely marginal, and its execution is terminated. More trials are necessary to reenforce this claim considering not all data points fit this discription. Regardless, if the relative improvement in objective value is large or small, the possibility for parallel processing to produce a contingency RCM schedule in the event MDTC formulation exceeds a given wall time remains a reasonable approach.
IV. CONCLUSIONS
The MDTC RCM formulation improves the existing base RCM model [1] by providing precise configuration transition costs quantified in a p ij matrix. Despite reducing the number of variables, with up to double the number of constraints the MDTC formulation often experiences a significant computational cost. Among the largest trials conducted the additional solve time required, however, only appears prohibitively large (greater than 10 minutes) roughly 20% of the time. Processing both models in parallel could therefore benefit from the model accuracy of the MDTC formulation, with a contingency solution available under base model formulation if MDTC solve time is prohibatively large.
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