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1. INTRODUCTION 
The central problem in mathematical programming is a constrained 
optimization problem of the following form: 
minimize Y-4 
subject to g&l < 0 i = ,..., m, 1 
where B andg, , i = l,..., m are scalar functions defined on the n-dimensional 
Euclidean Space En. If we define the vector-valued function g : En -+ Em as 
g(x) = k1W-, &3(x)), 
the above problem takes the following form: 
minimize w 
subject to g(x) < 0. (1) 
If 6 and gi , i = I,..., m are convex then problem (1) is called a convex pro- 
gram. Problem (1) is usually referred to as the primal program. Both for 
theoretical and computational considerations another constrained maximiza- 
tion problem is constructed and associated with the primal program. This 
latter pkoblem is called the dual program. It is well known in the theory of 
convex programming that the optimal solutions of the primal and the dual 
programs are closely related to the saddle points of the Lagrangian function 
which is given by 
VW% Y) = w + Y&h 
where # : En x E," * El and yg(x) is the inner product of the vectors y and g, 
and ,Yy is the non-negative orthant of Em. It is obvious that for convex 
programs the corresponding Lagrangian function I/ is convex-concave on 
* Currently at University of California, Irvine, California. 
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En x E,“, i.e., convex in x for every fixed y E ET and concave in y for every 
fixed x E En. 
Recently Stoer [l], and Mangasarian and Ponstein [2] considered 
a general convex-concave function 4 defined on a closed (not necessarily 
bounded) product subset C x D of En i: Em. Using Kakutani’s minmax 
theorem they gave necessary and sufficient conditions for the existence of a 
saddle point of $. By relating the convex-concave function 1,4 to a general 
pair of primal-dual programs they established duality theorems which 
subsumed many previous results. 
The purpose of this paper is to generalize the results in [l] and [2] by 
considering a class of functions which includes the class of convex-concave 
functions. The class of continuous convex (concave) functions is extended 
to the class of lower semi-continuous strictly quasi-convex (upper semi- 
continuous strictly quasi-concave) functions respectively. These extensions 
permit us to get, among other results, a direct strict duality theorem when II, 
is restricted to the classical Lagrangian function. This duality theorem did not 
appear in [l] or in [2] because the Lagrangian function that is linear in y 
cannot be strictly concave in this argument, see theorem (5.7) in [2]. Further- 
more, some of our proofs are considerably simpler than those in [2] and [I]. 
2. QUASI- AND STRICTLY QUASI-CONVEX (CONCAVE) FUNCTIONS 
Let 6 be a scalar convex function defined on a convex set C of En. Among 
the several properties of convex functions, which endow the convex program- 
ming problem with important theoretical and computational characteristics, 
are the following two properties: 
(i) Any local minimum of 8 is also a global minimum. 
(ii) for any real 01 the set: 
is convex. 
(x ] x E c, e(x) < a} 
(2.1) DEFINITION. A scaZut function 6’ defined on a convex set C C En is said 
to be quasi-convex if for any real 01 the set: 
is convex. It is said to be quasi-concave on C if for any real /3 the set 
ix I x E c, 44 2 fi> 
is convex. 
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Let L(.rl, 9) denote the line segment joining the points 9 and x2 in C, i.e., 
L(x1, x’) = {x 1 x E c, x = Ax1 + (1 - A) X2,0 < h < l}. 
Then B is quasi-convex (quasi-concave) on C if and only if for any pair of 
points x1 and 9 in C the following holds: 
6(x’) < 0(x’) and x EL(Xl, x”) * e(x) < f!yx”) 
(e(9) 3 e(S) and x EL@‘, 9) P e(x) 3 e(S)), 
respectively. 
(2.2) DEFINITION.~ A scalar function defked on a convex set of C C En 
is said to be strictly quasi-convex (strictly quasi-concave) on C ajrfor any pair 
of points x1 and x2 in C the follotiing holds: 
ecxy < ecxy and x EL(X~, ~2) j ecx) < ecx*) 
(0(x1) > 0(x2) and x ~L(xl, x2) a e(x) > 0(x2)) 
(2.4) REMARK. The above definition of strict quasi-convexity may 
suggest that every strictly quasi-convex function is quasi-convex. In general 
this is not true as the following example shows. Let C = [- 1, I] C El 
and define B as: 
x=0 
--I<x<o, O<x,<l. 
Now we prove the following. 
(2.5) THEOREM. Let 0 be a scalar function defined on a convex set C C Ea. 
If 8 is strictly quasi-convex and lower semi-continuous2 on C (strictly quasi- 
concave and upper semi-continuous on C) then it is quasi-convex (quasi-concave) 
on C, respectively. 
‘After finishing this world Ref. [3] was brought to the writer’s attention. Martos 
introduces strictly quasi-convex functions and calls them explicitly quasi-convex 
functions. A similar property has been introduced also by Hanson [4]. He calls it 
functional convexity. 
* 8 is said to be lower semi-continuous at x0 E C, if to each 6 > 0 there corresponds 
an open e-neighborhood IV@‘) of x0 such that 
x E N&P) l-l c =a (x) > &P) - 6. 
It is said to be upper semi-continuous at 9 E C if to each 6 > 0 there corresponds an 
open e-neighborhood IV&?) of 9 such that 
x EN&O) A c * e(x) < 8(x0) + 6. 
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PROOF. Let 0 be strictly quasi-convex and lower semi-continuous on C. 
We want to show that for any xl and x2 in C the following holds: 
0(x1) = 0(x2, and x ~L(xl, x?) Z= e(x) < 8(x2). (1) 
We shall establish the validity of (1) by contradiction. Suppose there exist 
xl E C, x2 E C, 2 ~L(xl, x2) such that 
ecxl) = e(s) and e(n) > e(xl) = ecx2). (2) 
Let 
e(s) - ecxl) = e(2) - e(9) = 2s > 0. (3) 
Now two cases may arise. Either 
etx) = etxl) = e(x2) for all x EL(X1, a) u qa, x2) 
or there exists a point x0 ~L(xl, 9) U L(a, x2) such that 
ec.9) # ecxl) = etx2). 
CASE 1. 
etx) = e(9) = e(x2) for all x EL(X1, a) u L(Z, x2). (4) 
From the lower semi-continuity of 0 at f there exists an E-open neighborhood 
N,(Z) of f such that for any 6 > 0 we have 
x E am n ~(9, ~2) 3 e(x) > e(q - 6. (5) 
But from (4) we have 
x E N,(Z) n ~(~1, E) + elx) = e(d). 
From (5) and (6) we have 
e(xl) > e(a) - 6. 
Adding (3) and (7) we get 6 < 0 which is a contradiction. 
(6) 
(7) 
CASE 2. There exists x0 E L(xr, 2) u L(s, ~2) such that 
e(9) f e(xl) = e(s). 
Suppose x0 ~L(xl, a). Again two cases may arise. 
CAsE (2.i). 
e(9) > e(xl) = e(9). 
From the strict quasi-convexity of tI we have 
x EL(XO, x2) j ecx) < e(9) 
(8) 
(9) 
(10) 
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but 
x0 EL(Xl, 2) =s a E L(xO, x2); 
hence from (IO) we have 
e(a) < 8(x0). 
From (2) and the strict quasi-convexity of 0 we have 
x EL(X1, 2) =+- B(x) < B(R); 
(11) 
(12) 
hence 19(x0) < e(n), which contradicts (11). 
CAsE (2.ii). 
e(9) < etxl) = e(x2); (13) 
hence 
x ~qxo, x*) j ecx) < e(x2), (14) 
but f EL@?, x2). Therefore e(f) < f3(9), which contradicts (2). 
In a similar way we get contradictions if we assume that x0 EL(& x2). 
Since 0 is upper semi-continuous, if and only - 8 is lower semi-continuous, 
it also follows that every strictly quasi-concave and upper semi-continuous 
function is quasi-concave. 
(2.6) THEOREM. Let 0 be strictly quasi-convex (strictly quasi-concave) on a 
convex set C C En. Then any local minimum (maximum) is akzo a global minimum 
(maximum). 
PROOF. Let t9 be strictly quasi-convex on C and suppose it has a local 
minimum at R E C, i.e., there exists an E-open neighborhood N,(n) of R such 
that 
x E N,(a) n c - e(a) $ ecx). (1) 
Let x0 be an arbitrary point in C but not in N,(9). Since C is convex and 
N,(Z) being a neighborhood is convex, then 
L(n, x0) n N,(a) 
is a nonempty convex set. Now suppose &x0) < e(n). Let x be an arbitrary 
point in L(3, x”) n N,(a). Since x is on one hand in N,(Z) n C and on the 
other hand in L(z, x”), it follows respectively from (1) and the strict quasi- 
convexity of 0 that 
e(x) 2 e(g), e(x) < ew, 
which is a contradiction, Wence 8(3p) > e(9). 
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3. THE GENERAL PRIMAL-DUAL PROBLEMS AND 
THE SADDLE POINT PROBLEM 
We consider now the general primal-dual problems I and II, and the saddle 
point problem SPP which were introduced in [2]. 
Let + be a scalar function defined on the product set C x D, where 
CC En and D C Em. We define two subsets S and T of C x D as follows: 
s = {(x, y) 1 x E C, y E D, $(x, Y) = S”,P +(x, rl)) 
T = ((x,y) I .x E Cy ED, #(x,Y) = I,:,+(&')}. 
Problem I, (PI) and problem II, P(II) are defined as follows: 
PI: Find (R, 7) E S such that 
$(z,JF-) = I;f $(x, y) = Mjn KvY Y). 
PII: Find (x, y) E T such that 
z/(x, y) = s”,p 4(x, y) = MT”” #(XI Y)- 
Let S and ?’ denote the solution sets of PI and PII, respectively. Notice that 
either one of the above problems may not have a solution. For example, PI 
will not have a solution either if S is empty or S is empty. 
The saddle point problem (SPP) is defined as follows: 
SPP: Find (x*, y*) E C x D such that 
Ye*, Y) < e*, Y*) < VW, Y *) 
for all x E C and y E D. The point (x*, y*) E C x D is called a saddle point. 
Let K denote the set of all such saddle points. It is easy to verify that the 
following relations hold between PI and PII. 
(i) (x1, yl) E s ami (x2, r2) E T - $(x1, yl) 2 #(x2, y2) 
(4 1: #(x9 A 2 S;P #(x3 3~) 
(iii) (xl, yl) E S, (9, y2) E T, and #(xl, yl) = I,@~, y2) * (xl, yl) E S and 
(X2,Y2) E T 
(iv) s#4dTf4*$(x9y) b is ounded below on S and above on T 
(v) S#+andInf$(x,y)=-cc-T=+ 
(vi) T## and Sup(~,y) = + a~ =+S=+. 
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Relations (i) and (ii) were stated as Theorem (4.1) in [2]. It was also stated in 
Lemma (3.4) of [2] that S n T = K. It can be shown that the following 
more general result holds. 
(3.1) LEn%nrA. FOP any C C En, D C En1 and # : C X D -+ El the following 
holds: 
SnT==SnT=K 
PROOF. Since it has been shown in Lemma (3.4) of [2] that S n i; = K 
we will prove that S n T = S n T. Since SC S and i’C T, hence 
K=SnTCSnT. (1) 
If S n T = 4 there is nothing to prove. .\ssume S n T # + and let (9, ~7) 
be an arbitrary point in S n T. From the definitions of S and T we have 
VW, 7) 3 w, Y) for all YED, (2) 
Jf%f, 7) < VW, 9) for all x E c; (3) 
i.e., (2, 7) E K, which implies that 
Sn TCK. (4) 
From (1) and (4) we have 
SnT=Sni;==K, 
which completes the proof. 
4. DUALITY RELATIONS 
In this section a more general version of Kakutani’s minmax theorem, due 
to Sion [I] will be used to generalize the results of Stoer [I], and Mangasarian 
and Ponstein [2]. First we state Sian’s theorem and two definitions concerning 
the behavior of the function # about a point (2, 7) E C x D which were given 
in [2]. 
(4.1) THEOREM (Sion). Let C C I!?, D C Em be two compact and convex 
sets. Let # be a scalar function dejked on C x D such that it is lower semi- 
continuous and quasi-convex on C for every fixed y ED, and uppu semi- 
continuous and quasi-concave on D for every fixed x E C. Then there exists 
XOEC, atadyOtzDsuch that 
#(x”,y) < #(x”,yo) < #(x,yO) for all x E C, Y ED 
M> MDti #(x, y) = A$ax Mjn #(x, y) = #(x0, y”). 
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(4.2) DEFINITION. Let 4 be a scalar function defined on some product set 
C x D C En x E”“. The function # is said to have the high-value property at 
(2,y) E C x D, ;f there exists 
(1) A closed c-neighborhood n&s) of 7 and 
(2) a compact, convex subset B C C such that 
Similarly, it is said to have the low-valueproperty at (x,7) E C y: D if there exists 
(i) a closed e-neighborhood m6(n) of f, and 
(ii) a compact, convex subset B C D such that 
(4.3) REMARK. In Definition (4.2) it is assumed that Max Min and Min 
Max exist. This is true if the function $ is lowersemi-continuous on C for 
every fixed y E D, and upper semi-continuous is D for every fixed x E C. 
(See Theorems (2) and (3) on p. 76 in [6].) 
The following theorems are generalizations of the duality Theorems (4.4a) 
and (4.4b) in [2]. 
(4.4) THEOREM (Duality). Let # be a scalar function de$ned on 
C x D C En x EnI; where C and D are closed and convex. Let # be lower 
semi-continuous, strictly quasi-convex on C for every fixed y E D, and upper 
semi-continuous, quasi-concave on D for every Fxed x E C. Let (3, 7) E S, 
then there exists y” E D such thut (z, y”) solves PI, PII, and SPP, and 
if and only if I/J has the low and value property at (2, y). 
PROOF. First suppose there exists y” E D such that (9, y”) solves PI, PII, 
and SPP, and I&Z, 7) = #(a, y”). Let B = {y”}, and ~~JzV) any c-closed neigh- 
borhood of R. Since (2, y”) E K we have 
I.e., 
Therefore 
a*, YO) G 9(x9 Y”) for all x E c; (1) 
w? YO> G es Y”> for all x E iv@) n c. (2) 
(3) 
i.e., $ has the low-value property at (2,~). 
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Now suppose I$ has the low-value property at (P, 9) for some closed 
neighborhood n<( -) x an compact convex subset B CD. From theorem (2.5) d 
IJ is quasi-convex on C for every fixed y E D. Since the sets m,(Z) n C C En 
and B C P are compact and convex, we may apply Sion’s theorem on 
the function # defined on R<(f) n C x B. Therefore there exists 
x0 Ed, n C and y” E B such that 
$(x0, Y) < #(x0, YO) G 3(x, Y”> 
for all .r E m,(n) n C and y E B, and 
(4) 
(5) 
Since I/ has the low-value property at (a,j) it follows from (4) and (5) that 
vq, P) ,< &x0, YO> d $4c Y”) for all X E N,(f) n C. (6) 
Since R E 2tf,(a) n C, from (6) we have 
w, Y) < vv, YO). 
But (a, 9) E S, hence 
@, 8) 2 w, YO>. 
(7) 
63) 
From (7) and (8) we have 
#, 7’) = VW, Y”>. (9) 
Now 
(Cl(f,yO> = YQ(f,jq = S;p#(J,y) = ~fq@,Y), 
i.e., 
(3, y0) E s. (10) 
Since 4(x, y”) is strictly quasi-convex on C, it follows from (6) and Theorem 
(2.6) that 
#(n, 7) = 4(2, y”) = Inf 4(x, y”) = Min 4(x, y”), 
C C 
i.e., 
(qy”) E T. 
From (IO, 12), and Lemma (3.1) we have 
(s,yo)ESnT=SnT=K, 
which completes the proof. 
Similarly the following theorem holds. 
(11) 
(12) 
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(4.5) THEOREM (Duality). Let $ be a scalar function defined on 
C x D C En x Em, where C and D are closed and convex. Let # be lower semi- 
continuous, quasi-convex on C for every fixed y E D, and upper semi-continuous, 
strictly quasi-concave on D for every fixed x E C. Let (2, 7) E T, then there 
exists x0 E C such that (x0, 9) solves PI, PII, and SPP, and 
if and only if # has the high-value property at (a, 7). 
The following theorems are also generalizations of theorems (4.5a) and 
(4Sb) in [2]. 
(4.6) THEOREM (Strict Duality). Let I,/J be a scalar function defked in 
C x D C En x Em, where C and D are closed and convex. Let $ be lower 
semi-continuous, strictly quasi-convex on C for every fixed y ED, and upper 
semi-continuous and strictly quasi-concave on D for every Jixed x E C. Let 
(x,7) E I?‘, and suppose there exists a a-closed neighborhood mJ2) of ff such that 
$(.f, 9) < #(x1 jf) for all x EL, (1) 
where L is the boundary of m,(a) r\ C. Then there exists x0 E C such that (A?‘, 7) 
solves PI, PII, and SPP, and 
G, 8) = (cI(xO, 9). (2) 
PROOF. Since $ is lower semi-continuous and strictly quasi-convex on 
C, hence it follows from Theorem (2.5) that it is quasi-convex on C. The 
set L is compact. By Theorem (2), p. 76 of [6], #(x,g) attains its minimum 
on L. Let 
44% 9) = M;fn $(x, 7). (3) 
From (1) and (3) we have 
WG 9) < w, 7). 
Let 
w, 3) = $w, 7) + 20, u >o, 
and from (3) and (5) we have 
e, 7) < #(x, 7) - tJ for all x EL. 
(4) 
(5) 
(6) 
Since # is upper semi-continuous at 9, there exists a closed &neighborhood 
N,(y) of 9 such that 
or 
9% Y> < e, 9) + fJ for all y~&(js)nD. 
t&9 3) 2 e, Y) - cf for all y~I$u)nD. (7) 
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Consider # on the product set n&n) n C x m&j) n D. The conditions of 
Sion’s theorem are satisfied. Hence there exists x0 E m,(Z) n C and 
y” E m&j) n D such that 
$(x0, Y> < #(x0, Y”) G f/(x, YO> (8) 
for all s E R=(n) n C and y E n&j) n D. 
First we show that .u” $ L. Suppose .v” EL, then from (6), (7), and (8) we 
have 
$@, 7) -c #(x0, 7) - 0 < #(x0, YO) - 0 < 54% Y”) - fJ G 9(4 71. (9) 
The first and the last inequalities in (9) follow from (6) and (7) respectively 
and the second and the third from (8). Since (19) is a contradiction, hence 
~0 $ L and ~0 is in the interior of R=(n) n C. Therefore there exists an open 
p-neighborhood NB(xO) of x0 such that 
#(x0, Y”) G 9% YO) for all x E N&x0) n C. (10) 
From Theorem (2.6) and (10) we have 
IL(xO, YO) G #4XI Y”) for all x E c. (11) 
This implies that (x”, ye) E T. We have assumed that (R, jj) E F, hence 
5% 7) z #(x0, Y”>. (12) 
From (8) we have 
Nx”, YO) 2 #(fit ?I, (13) 
but (a, jj) E p implies (2, y) E T, i.e., 
9% 7) < #(x”, 3). 04) 
Now from (12), (13), and (14) we have 
#(x0, YO) = $(x0, 7) = Ilt(f, J-9. (15) 
This proves (2) of the theorem. Now (z?,?) E T implies 
$a 3-1 G 5% 7) for all x E c. (16) 
From (8), (15), and (16) we have 
9(x0, Y) < $qx”, YO) = W”, 9) = $4% T) G #(x9 9) (17) 
for all y E n&j) n D and x E C. It follows from the strict quasiconcavity 
of #(x0, y) on D (see Theorem 2.6) that 
$4x”, Y) G 3ws 39 G !&OS 7) (18) 
for all x E C and y E D, i.e., 
(xO,y)fzK=Sn T 
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or that (?co,~) solves PI, PII, and SPP, which completes the proof of the 
theorem. 
Similarly the following theorem holds. 
(4.7) THEOREM (Strict Duality). Let I+G be a sculur function defined on 
C x D C En x E”, where C and D are closed and convex. Let (CI be lower semi- 
continuous, strictly quasi-convex on C for every fixed y E D, and upper semi- 
continuous and strictly quasi-concave on D for every fixed x E C. Let (2, 9) E 3, 
and suppose there exists a p-closed neighborhood m,(y) of 9 such that 
W, 9) I=- #(f, y) for all y E M, (1) 
where M is the boundary of 13,(g) n D. Then there exists y” E D such that 
(a, y”) solves PI, PII, SPP, and 
#(-f, 7) = w, YO). (2) 
(4.8) REMARK. In Theorem (4.5b) of [2] it is assumed that #(a, y) is 
strictly concave about the point y. If 1c, is the Lagrangian function, i.e., 
#(x9 Y) = 44 + Y&4. 
This condition is never satisfied, since I/J is linear in y; whereas condition (1) 
of Theorem (4.8) may be satisfied even when $ is linear in y. 
5. THE RELATIONSHIP BETWEEN PI, PII, AND 
THE PRIMAL, DUAL PROGRAMS 
The relationships between the classical programming problem (1) of 
Section 1 and PI was stated in [2]. For the sake of completeness we give in 
the following, a detailed proof of this relationship. 
Consider the classical primal program: 
Primal: 
minimize w 
subject to k!(x) G 0 XEE+‘, 
where 0 is a scalar function and g is a vector valued function whose range is in 
Em. The Lagrangian function associated with the primal is given by 
+(x, Y) = 44 + yg(4 Y E En’. 
Let C = En, D = q = {y 1 y E Em, y > O}. The following theorems relate 
the primal with PI of Section 3. 
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(5.1) THEOREM. .IfS # !d and SO # P, (0 is the empty set). Then S = SO, 
where 
s = {(x, y) 1 x E C, y E D, #(x> Y) = :z~p #(x, 7)) 
so=((x,y)IxEC,yED,g(x)~O,yg(x)=O} 
C = En, D=E,“, and 9(x, Y) = @9 + Y&)- 
PROOF. Let (9, ys) be an arbitrary point in So. Then 
fl(xo) + yOg(xO) = q-q 3 ep> + yg(.q for all Y E D, 
I.e., 
#(x0, YO) = 2; #(x0, r>; 
hence (x”, y”) E S. Since (.@, y”) is an arbitrary point in So, we have 
sots. (1) 
Let (a, 7) be an arbitrary point in S. Then 
#(a, 7) = qq + %$f) > w, Y) = q-f> + y&q 
for all y E D, or 
Y&4 2 Yd4 for all y 2 0. (2) 
Take y = 0 in (2) we have 
W) > 0 (3) 
Now we show that no component of g(n) can be strictly positive. Suppose 
g&f) > 0 for some i = I,..., m. In (2) take for y E D the vector y = Re, 
(where ei is the ith unit vector in Em) and let k -+ + 03. This will contradict 
(2), hence 
&) < 0. (4) 
But since 9 > 0, from (4) we conclude 
f&q < 0. (5) 
From (3) and (5) we have 
Yg(if) = 0. (6) 
Now (4) and (6) imply that (a, 7) E So, i.e., 
scso. (7) 
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From (1) and (7) we have 
s = so. 
(5.2) T HEOREM. If (!?,y) E 3, th en f is an optimal solution to the primal; 
conversely if fl is an optimal solution to the primal, then (n,y) E 3 for any 
7 E Ey satis-ing yg(n) = 0. 
PROOF. Let (R,Y) ES. Then (a, 3) E S, and from Theorem (5.1) 
(if, 3) e So; i.e., 
7 >, 0, g@> < 0, and jg(a> = 0. (1) 
From Theorem (5.1) we have 
Suppose 3 E En is not optimal; i.e., there exists x E En, such that 
g(x) < 0, e(n) > e(x). 
From (1) and (3) we have 
(3) 
for any y E ET such that yg(x) = 0. This implies that there exists (x, y) E So 
such that 
which contradicts (2); therefore fl is optimal to the primal. 
Now suppose f is optimal to the primal. Take any y E ET such that 
yg(a) = 0. Since g(R) < 0, yj E Ey and 3g(a) = 0, hence (z, 7) E So. Let 
(x, y) be an arbitrary point in S or equivalently in SO, i.e., y > 0, g(x) < 0, 
and yg(x) = 0. Now 
+(a, 7) = e(a) G 44 = +(x, Y), 
which implies that (R, y) E S. 
Theorems (5.1) and (5.2) show that the primal is equivalent to PI in a 
certain sense; with I/(X, y) = e(x) + yg(x), C = En and D = ET. Hence we 
may reformulate the primal in the following way: 
Primal: 
minimize 
subject to 
*(x, Y) 
(xc, Y) fs s. 
If we define the Dual to be PI1 of Section 3, i.e.: 
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Dual: 
where 
maximize (cI(x, Y) 
subject to (x,Y) E T 
We get a pair of general symmetric dual programs, and the duality results 
of Sections 3 and 4 give general duality theorems which subsumes many of 
the known results, plus some new duality theorems. Stoer in [I] and [7] 
has shown that the duality theorems of Wolfe [8], Mangasarian [9], and 
Dantzig et al. [lo] follow from his duality theorems that are special cases of 
the duality results in Sections 3 and 4 of this paper. 
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