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Abstract— RObust Header Compression (ROHC) has been
successfully included in some wireless standards in order to
reduce the excessive IP overhead for small packets, for instance
Voice over IP frames. So far, there is limited understanding on
how the ROHC performance depends on the design parameters
and the characteristics of the wireless channel. In this paper we
propose an analytical model that provides simple expressions for
the probability of losing synchronization as a function of the
mentioned parameters, and also yields insightful relationships
between the design variables and the desired system performance.
The results are validated against sophisticated and realistic
models of ROHC.
I. INTRODUCTION
The importance of ROHC for wireless systems is undis-
puted [1]–[6], since it enables to compress many IP headers by
over an order of magnitude with respect to their original size.
Such scheme can be very important for instance for Voice over
IP wireless systems, whose payloads are small and thus large
IP/UDP/RTP headers would generate an intolerable overhead.
The key property of ROHC is the capability to resist to larger
packet error rates than classic header compression schemes,
which is a necessary virtue in wireless links. The main trick
is the capability to recover the transmitted header even if up
to W consecutive packets have been lost.
There is a quite large amount of simulation studies on the
effectiveness of ROHC in literature [1]–[3], which extensively
investigates the performance of ROHC with respect to many
metrics of interest (delay, jitter, error probability, etc.). There
has been some work that attempted to explore from an
analytical point of view the performance of ROHC [3]–[5].
These analytical studies have shed some light into the behavior
of ROHC, but rarely do they provide simple mathematical
expressions and hence it is hard to infer the qualitative
dependence between important design parameters (like W or
the timeouts that govern ROHC) to the characteristics of the
wireless channels. Moreover, previous work [3]–[5] focused on
channels which cause independent losses. While a memoryless
channel is a useful starting point, wireless channels are often
correlated and therefore a problem analysis for correlated
channels is just as necessary.
In this work we address the previous points with a focus on
the ROHC U-mode that is the most relevant for short packets
(e.g., VoIP). After an introduction on ROHC in Section II, we
provide in Section III an analytical model that, under some
simplifications, enables to get insightful, first order, closed-
form expressions for the probability that the decompressor
may lose synchronization with the compressor, which will
be denoted as out-of-synchronization probability and will be
the main performance metric in this paper. Therefore, our
formulae clearly show the dependency between the channel
characteristics, the out-of-synchronization probability and the
design parameters. Moreover, we study the performance of
ROHC with a Gilbert-Elliot channel [7], which is a simple yet
useful and widespread model for correlated wireless channels
at packet level. The model is validated in Section IV against
more refined simulations of ROHC and show that indeed
the qualitative trends for ROHC performance are correctly
captured. Finally, Section V reports the conclusions.
II. SYSTEM MODEL
ROHC is a header compression scheme for Internet pro-
tocols, which was developed and standardized by the IETF
in 2001 [6]. It was conceived to reduce the header sizes
of IP packets to be sent through a cellular link, which is
characterized by high packet loss rate and residual bit errors.
A. ROHC State Machine
To achieve a high compression efficiency, ROHC uses state
machines at the compressor and decompressor sides. Those
state machines are based on the fact that ROHC classifies
the fields of a packet header into two categories: the static
one (such as IP addresses) and the dynamics one (such as
Timestamp). The compressor state machine is composed of
three states, namely the Initialization and Refresh (IR), the
First Order (FO) and the Second Order (SO) states (Fig. 1).
In the IR state packets are sent uncompressed (with additional
bytes for the context identifier), whereas in the FO only
the dynamic fields and the context identifier are transmitted
uncompressed (the static fields are omitted). Finally in SO
state an encoded version of the dynamic fields as well as
the dynamics fields that changed are sent, resulting in a
header of a couple bytes. At the decompressor side, the state
machine is also composed of three states (Fig. 2). After
the successful decompression of the first received IR packet,
the decompressor creates the context by storing the header
information for this specific identifier. This context will be
used to reconstruct the following compressed headers and
is updated with the header information after each successful
decompression. The decompressor switches therefore from the
No Context (NC) state to the Full Context (FC) state, where all
kinds of ROHC packets (IR, FO, SO) can be decompressed.
The last remaining state of the decompressor state machine is
the Static Context (SC). Its utility will be explained later on
in this section.
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Fig. 1. ROHC state machine of the compressor in U-mode
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Fig. 2. ROHC state machine of the decompressor in U-mode
Moreover ROHC can operate in three different modes of
operation: Unidirectional (U), Bidirectional Optimistic (O)
and Reliable (R). The major difference between these three
modes is how the state transitions are handled and the lack
of a feedback channel for the U-mode. Since the focus is on
the U-mode within this paper, we refer to [6] for a detailed
description of the O-mode and R-mode.
In U-mode, the compressor starts in IR state and sends
L packets before switching forward to the next compression
level (Fig. 1). These L packets are transmitted to establish the
context at the decompressor side and L usually depends on
the link characteristics such as the round trip time. In order
to come back to initial compression levels, the U-mode uses
two timeouts: the IR timeout (IRT) to switch downward from
the SO or FO state to the IR state and the FO timeout (FOT)
to come back from the SO state to the FO one. These two
timeouts are used to ensure context synchronization between
the compressor and decompressor since no feedback channel
is considered in U-mode. Depending on the configuration of
these three parameters (L, IRT, FOT) the compression effi-
ciency may vary: low values of L, associated with high values
of FOT and IRT, will increase the compression efficiency
since the compressor remains longer in the most compressed
state (SO). On the other hand, a high value of L together
with short timeouts ensures a more error resilient context
synchronization, albeit at the cost of a lower compression
efficiency.
Regarding the decompressor, if all received packets are
successfully decoded, it stays in the FC state (Fig. 2). The
decompressor switches from FC to SC only if k1 packets out of
the last n1 received packets have been unsuccessfully decoded
(CRC failed). In this intermediate state the decompressor can
only decode IR or FO packets. Therefore if it receives one of
them and the decompression is successful, it moves back to
the FC state. However, if over the last n2 received packets,
k2 had a CRC failure, the decompressor moves downward to
the NC state, where it will wait for an IR packet (all other
received packets in this state are dropped).
B. ROHC Robustness
The most important feature of the ROHC protocol is its
robustness. ROHC minimizes the error propagation by using
a Window-based Least Significant Bits (W-LSB) encoding
scheme, which enhances its robustness. W-LSB is defined by
an interpretation interval [−p, 2k − 1 − p] of size 2k, where
k represents the k least significant bits of the encoded field
value and p the offset with respect to the previously received
field value (we refer to [4], [6] for more details about the W-
LSB scheme). Since field values undergoing small negative
changes are not considered here, this mechanism ensures that
the decompressor is still able to work properly even if up to
(2k − 1− p)− 1 packets are lost consecutively [8].
This robustness is enhanced by the use of the LSB
wraparound algorithm [6], applied when too many consecutive
packets are lost (bigger than (2k−1−p)−1). In such a case the
decompressor shifts the interpretation interval of 2k and tries
to decode the received field value with the new interpretation
interval. If the decompression succeeds, the decompressor
updates the context but waits two successfully decompressed
packets before delivering the next frame to the upper layers.
Otherwise, the k1 out of n1 rule is applied.1
Thus, if more than (2k− 1− p)− 1+2k packets are lost in
a row, the decompressor does not manage to decode the next
arriving SO packet and is said to be out-of-synchronization.
When the receiver is out-of-synchronization and in FC or SC
state, the reception of an IR or FO packet enables to retrieve
the synchronization, whereas in the NC state the decompressor
only updates its context with an IR packet.
For the rest of this work, we define W as being the maximal
number of packets that can be lost in a row without losing the
context synchronization. W is expressed as follows:
W = (2k − 1− p)− 1 + 2k (1)
Out of this description of the ROHC protocol and using a
Gilbert-Elliott channel, we derived a realistic Markov chain
(model 1), which is fully compliant with the ROHC standard
and which allows us to estimate the out-of-synchronization
probability (POoS). Depending on the configuration, model 1
may have thousands of states, which is not really practical
to handle and does not provide deep insight into the protocol
behavior. In the following section we will see that by means
of some simple assumptions, a chain of few dozen states
can be defined (model 2), which yields a precise and useful
approximation of the system. In this paper the simpler model
2 is described, while the results of the accurate and realistic
model 1 are provided to validate the outcome of the other
model.
III. MODEL DERIVATION
In order to characterize the system, three elements must be
modelled: the compressor, the channel, and the decompressor.
1Since only an erasure channel is considered, we voluntarily omit the
algorithm to repair an incorrect sequence number update as defined in [6]635
The model described within this section (model 2) is based on
a set of assumptions, which aims to reduce the complexity of
model 1 while still correctly predicting the qualitative trends of
the protocol performance against the design parameters. These
assumptions are listed hereafter:
• ROHC mode: The focus is here on the ROHC U-mode,
because it is the most widespread and practically relevant
for short packets (e.g., VoIP).
• Channel model: A Gilbert-Elliott erasure channel is con-
sidered. This channel is modeled by a two state Markov
Chain: the good state G (correct reception of the packet)
and the bad state B (the packet is lost and the upper
layers are not aware that a packet was sent). Let us
define as PX,Y the transition probability from state X to Y.
The transition matrix is uniquely determined by PG,B and
PB,G, which are inversely proportional to the average time
spent in the good and bad state, respectively. The Gilbert-
Elliott channel is also equivalently defined by the average
duration of a sequence of bad states LB = 1/PB,G and the
average erasure probability ǫ = PG,B/(PG,B + PB,G) [7].
• Compressor: The FO packets are not taken into account
for this model because of their limited actual impact.
Moreover, L = 1 for the sake of simplicity. The com-
pressor state machine comprises only two states: IR and
SO states. Moreover, it is assumed that the compressor
decides the type of the packet independently in every
slot between IR and SO. An IR frame is generated with
probability PIR, and therefore IR packets are sent with a
memoryless, geometric backoff with average value:
IRT =
1
PIR
(2)
By using these probabilities, the IRT is no longer de-
terministic and becomes geometric. Thus the knowledge
of the compression level of the previous packets is not
required anymore. We remark that the assumption of a
geometric rather than deterministic backoff has already
been used in other network models to yield more tractable
formulae (see for instance the analysis of 802.11 systems
[9] or the ALOHA stability [10]). The qualitative trends
of the system are still correctly predicted, while the
numerical performance is often about the same up to a
multiplicative constant. It will be proved in the results
section that it is indeed the case also in this setting.
• Decompressor: Since no FO packets are considered,
the SC state of the decompressor is omitted as well.
Therefore the decompressor state machine is composed
of two states (the NC and the FC states) and works as
follows:
– If no packets are lost, the decompressor remains in
FC state and works properly.
– If W or less than W packets are lost due to channel
impairments, the decompressor is still able to decode
the next SO packets thanks to the use of the LSB
wraparound algorithm.
– However if the decompressor realises that more than
W packets are lost, there is a major context damage
and the decompressor cannot decompress the next
arriving packet. Thus it switches back directly to the
NC state and waits for an IR packet. Neither the k1
out of n1 nor the k2 out of n2 rules are considered,
as in [6]. Until the correct reception of an IR packet,
the decompressor is out-of-synchronization.
The decompressor loses synchronization if more than W
packets in a row have been lost and after this event one
SO packet is received. We remark that the last condition
is important: if the decompressor never received packets, it
would never be aware that the synchronization has been lost.
While the decompressor is synchronized, the model tracks
the number w of consecutively lost packets. Thus the model
developed here is a Markov Chain in which W + 1 states
track the value of w, 0 ≤ w ≤ W . If more than W packets
have been corrupted by the channel, the decompressor may
not yet be aware of the loss of synchronization and the chain
remains in a state "W+" until a packet is correctly delivered
by the physical layer (note that in this situation the channel
must have transitioned from the bad to the good state). If
the packet is an IR frame, the node retrieves synchronization
and returns to the w = 0 state. Otherwise, the decompressor
realises it has lost synchronization and moves into a (OoS, G)
state, where the G represents the channel condition. The chain
remains in the (OoS, G) until either the channel transitions
into the B state (and the chain moves into (OoS, B)) or an
IR packet is received, and hence the decompressor recovers
the synchronization and can return to the w = 0 state. The
decompressor has lost synchronization when it is in either the
(OoS, G) or (OoS, B) state.
Fig. 3 depicts this Markov Chain model and the correspond-
ing transition probabilities.
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Fig. 3. Markov Chain model for the ROHC modeling in U-mode
Let us denote by πw, πW+ , πOoS,G, πOoS,B the steady
state probabilities of state w, W+ and of the two out-of-
synchronization states, respectively. After some straightfor-
ward but tedious analytical steps, π0 can be evaluated as:
π0 =
1
1 + FW + FOoS
(3)
FW =
∑W
w=1
πw + πW+
π0
=
PG,B
PB,G
(4)
FOoS =
πOoS,G + πOoS,B
π0
=
=
PG,B
PB,G
(PB,B)
W (PB,G + PG,B)
1− PIR
PIR
(5)
Therefore, POoS is equal to:636
POoS = πOoS,G + πOoS,B =
=
PG,B
PB,G
(PB,B)
W (PB,G + PG,B)
1−PIR
PIR
1 + PG,B
PB,G
(
1 + (PB,B)W (PB,G + PG,B)
1−PIR
PIR
) (6)
Eq. (6) is not particularly insightful but can be simplified
under reasonable hypothesis in realistic settings. First of all,
it shall be assumed that ǫ ≪ 1 → LB ≪ LG → PG,B ≪
PB,G. This means that the channel does not introduce too
many errors (say, below 10%). Hence, the denominator of
Eq. (6) is very close to (just slightly larger than) 1. Moreover,
the IR timeout will be assumed to be much larger than 1
(otherwise, uncompressed packets are sent too often and the
ROHC efficiency is too low), thus PIR ≃ 0. The numerator
can be approximated as:
POoS ≃
PG,B
PIR
(1− PB,G)
W =
1
LG
(
LB − 1
LB
)W
IRT ≃
≃
ǫ
LB
(
1−
1
LB
)W
IRT (7)
The expression links the two parameters that describe the
Gilbert-Elliott channel (ǫ and LB) and the two ROHC design
parameters W and IRT with the out-of-synchronization prob-
ability, which is our main metric.
A natural question is how to pick the value of W so that
POoS ≪ ǫ, that is to say, how to design the system so that
the out-of-synchronization probability does not significantly
worsen the intrinsic error rate of the channel. Let us define as
A the ratio POoS/ǫ and let us set A & 0 (in practice, A < 0.1).
Hence:
W =
log
(
ALB
IRT
)
log
(
1− 1
LB
) (8)
If in addition LB ≫ 1:
W ≃ log
(
IRT
ALB
)
LB (9)
This equation formally proves an intuitive fact: in the
Gilbert-Elliott channel, the maximum number of packets that
can be lost in a row should be proportional to the burst length
LB. Similar reasoning for the IRT yields:
IRT = ALB
(
1 +
1
LB − 1
)W
(10)
Eqs. (7), (9) and (10) provide simple and intuitive relation-
ships between the system and environment parameters.
IV. NUMERICAL RESULTS
Unless otherwise stated, the Gilbert-Elliott model parame-
ters adopted are ǫ = 2% and LB = 5, which are reasonable
values for terrestrial wireless channels [7]. Moreover, the trans-
mitter generates IPv6/UDP/RTP headers and the SO headers
length is 5% of the IR header size.
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Fig. 4. Contour plot of POoS computed according to model 2. LB = 5 and
ǫ = 2%. The labels through the curves correspond to the POoS.
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The first metric of interest is the POoS (Eq. (6)) against
the two design parameters (W and IRT), which is depicted in
Fig. 4. The contour lines are computed for logarithmically
spaced values of POoS and they confirm that POoS is very
sensitive to the value of W (it decays exponentially with it),
while it is not as deeply impacted by the IRT. For conventional
IR Timeouts of 300 [11], the value of W = 13 [8] without
wraparound would yield a rather high POoS of about 6.5%,
which is not acceptable in most wireless systems. Instead,
the wraparound mechanism that extends W to 29 enables to
reach a definitely more tolerable 0.25%. Hence, in correlated
wireless channels, the wraparound is necessary if a large IRT
and hence a high efficiency should be attained.
Fig. 5 shows the ratio between POoS for model 2 and the
same quantity for model 1. It is clear that in a vast range
of values the simplified model correctly predicts POoS up to
a multiplicative number that is rather insensitive of the actual
values of W and IRT and is quite close to 2. Hence, the simpler
model 2 enables to get a quick estimate of POoS for a first order
system design.
Figs. 6 and 7 show an example of how the simplified model
can help to tune the system. In both cases ǫ = 2% and the goal
is to size W or IRT, respectively, so as to ensure that POoS ≤
ǫ/10 as the burst length LB is changed, that is to say the overall637
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Fig. 6. Value of W that guarantees POoS ≤ ǫ/10 = 0.2% against LB.
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Fig. 7. Value of the IR Timeout that guarantees POoS ≤ ǫ/10 = 0.2%
against LB.
packet error rate is not significantly affected by the ROHC
loss of synchronization. For the reference value of IRT = 300,
Fig. 6 shows the minimum value of W for this purpose for
both models. It is clear how the simplified model provides
a handy and accurate first order estimate of W . Moreover,
the linear relationship between LB and W is confirmed (see
Eq. (9)). Fig. 7 depicts the maximum IRT for W = 29 so as
to ensure this quality of service constraint. Note that the IRT
predicted by model 2 is about half of the actual value. This
factor of two is in agreement with the discrepancy between
the two models shown in Fig. 5. The qualitative dependence
between IRT and LB in Eq. (10) is also validated.
Finally, Fig. 8 shows the amount of average reduction of the
header size due to ROHC as in the setting of Fig. 7. ROHC
enables, as expected, a reduction of the header sizes of about
20 times. Moreover, once again model 2 offers a first order
yet quite accurate prediction of the system behavior.
V. CONCLUSIONS
This paper has proposed a simple analytical model that
provides clear and intuitive formulae for the ROHC behavior
in the Gilbert-Elliott channel. This model provides easy to
understand relationship between the design parameters and the
channel characteristics and provides useful first order formulae
to set the W and IRT parameters.
2 3 4 5 6 7 8 9 10
93
93.2
93.4
93.6
93.8
94
94.2
94.4
94.6
94.8
95
Burst length (LB)
Av
er
ag
e 
co
m
pr
es
sio
n 
ef
fic
ie
nc
y 
(in
 %
)
 
 
Model 2
Model 1
Fig. 8. Average bandwidth efficiency of ROHC for an IPv6/UDP/RTP header
against LB when W = 29 and the IRT is chosen as in Fig. 7.
Directions of future work are the extension of the model for
the O- and R-mode.
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