Introduction
A well-known method for studying singular linear-quadratic optimal control problems is to regularize the cost criterion by means of a parameter that reflects small input weighting and to try to determine the behaviour of the problem's characteristics (optimal cost, input, state and output) as this parameter tends to zero. One explanation for the popularity of this so-called 'cheap control' technique ( [2] to [9] , [14] ) is that the optimal controls and optimal state trajectories for singular control problems in general are distributions ([ 12] to [14] ) instead of smooth functions as in the regular case. Although the mathematical formulation of an appropriate class of distributions in singular optimal control theory now is generally accepted ( [ 10] to [12] , [1 D, the difficulty of capturing the 'size' of impulsive-like behaviour has remained. And thus, with it, the interest in the limiting process mentioned above.
In a recent paper ( [2] ) it was shown that the optimal cost for the perturbed infinite horizon optimal control problem with stability (see [2J, [1] ) converges to the optimal cost for the original problem with stability. It also turned out that the optimal controls and state trajectories for the perturbed problem converge (in distributional sense) to the optimal controls and state trajectories for the original problem if for each initial condition the latter are unique (see [2] ).
In contrast with these nice results it was established in [2, Remark 3.4 ] that the optimal cost for the perturbed problem without stability constraint does not necessarily converge to the optimal cost for the original problem without stability. This somewhat surprising feature of cheap control without stability naturally leads to the question:
If there is any convergence of the optimal cost for the perturbed problem, then what is the limit? Similar questions may be formulated for optimal controls and state trajectories.
This article deals with these questions and gives complete answers for the situation that we have uniqueness of optimal controls for the original problem without stability, i.e. in case of left invertibility of the given system ( [2] , [l] ). In this way the paper can be considered as a natural follow-up of [2] . The key role here is played by a newly defined linear-quadratic optimal control problem, which will be called the optimal control problem with stability modulo the impulsively unobservable subspace. This new problem is defined by requiring the infimization of the quadratic cost criterion under the constraint that the state trajectory modulo this impulsively unobservable subspace converges to zero as time goes to infinity. Thus, this optimal control problem requires stability of part of the optimal state trajectory and therefore it is expected that the optimal cost, if existent, will lie between the optimal cost for the problem without stability and the optimal cost for the problem with stability. Indeed this will be the case, and it will tum out that the optimal cost for the perturbed problem without stability will tend to our 'intermediate' cost. The computation of this optimal cost runs in the same way as matrix that defines the optimal cost for the problem with stability modulo the impulsively unobservable subspace satisfies a reduced order algebraic Riccati equation. Actually, it is the largest solution of this equation. In addition, all optimal inputs can be determined. In case of uniqueness of optimal controls we will establish the convergence (in distributional sense, see [2] ) of both optimal control and state trajectory for the perturbed problem to the unique optimal control and state trajectory for our newly defined problem. This paper strongly leans on [1] in which a 'generalized dual structure algorithm' for linear time-invariant systems is developed. The algorithm will show its value here too and so will the dissipation inequality ( [2] , [1, Sec. 6]). In [1, Corollary 6.4] it is found that the matrix that defines the optimal cost for the problem without stability can be characterized as the smallest non-negative definite solution of this inequality that minimizes the rank of the dissipation matrix ( [18] ). In the present paper, we will show that the matrix that defines the optimal cost for the problem with stability modulo the impulsively unobservable subspace is in fact the largest element in the set of solutions K of the dissipation inequality for which it holds that both the rank of the dissipation matrix is minimized and the unobservable subspace is in ker (K) .
After the preliminaries in Section 2, the problem is stated in Section 3 and a few first observations are presented. In Section 4, then, the control problem with stability modulo the impulsively unobservable subspace is solved completely. The final Section 5 contains the main convergence results.
Preliminaries
In this Section we shall repeat some of the main aspects of the system and the associated problems mentioned in [1] ; we stress that the reader of the present article should be acquainted with the contents of [1] .
We consider the finite-dimensional linear time-invariant system :E:
together with the quadratic cost-functional The definition of what is meant by the solution of (2.1 a) in this distributional framework is recorded in [10] by the following interpretation of (2.1 a):
where p stands for the derivative of the o-distribution.
The delta distribution itself is denoted by the constant L As in [10] and [1], convolution is denoted by means of juxtaposition.
Thus the solution of (2.5a) is given by Consequently, the output y will be in Chnp and 
Remark
The proof of Proposition 2.2 is nearly identical to the proof of Prop. 3.23 in [10] .
Problem Statement and some first results
The well-known technique of studying singular linear-quadratic control problems called the method of 'cheap control' ([2) to [9) . [14] ) can be summarized as follows.
Consider the system r, «2.5» and the cost-functional J (x 0, u) «2.2».
Also, consider the perturbed system r,e (e> 0) Recall that a linear-quadratic control problem is called regular if the associated cost functional is positive definite w.r.t. the control and singular if this is not the case ( [2] , [11] ).
Indeed it is shown in [2] , that (LQCP)"'" is the limiting problem of (LQCP) Thus, an open problem remains: Does J £ (x 0) converge? And if it does, how can its limit be characterized?
In the present paper these questions will be answered. It will tum out that the limiting problem of (LQCP)£ is not (LQCPL but a new type of linear-quadratic control problem, (LQCP)o, in which the subspace LoCr,) (Def. 2.1) plays a central role.
We will show this in Section 5.
Up to this point, however, we will confine ourselves 10 the introduction of (LQCP)o and a first link with (LQCP);. In the intennediate Section 4, then, we will solve this new linear-quadratic control problem and give an interpretation of its optimal cost in tenns of the dissipation inequality ( [17] , [18] , (2), [1)).
Although it might seem that the definition of our new problem drops out of the skies, we are confident that most of the reader's doubts will have vanished into thin air at the end of this Section.
In addition 10 the problems in (2.3), (2.4) we introduce
with (3.6)
with Xl impulsive and X2 smooth.
Here X IL, L a subspace and x a trajectory, is defined in the usual way by
where P denotes the canonical projection of R" on R" IL (see e.g. [19, Ch. 0] ).
We will call this problem the linear-quadratic control problem with stability modulo ~ impulsively unobservable subspace or, in short, the LQCP with stability modulo Lo(!) (Def. 2.1).
We can see immediately, that for every unobservable initial point the optimal cost for (LQCpO) is zero:
Lemma 3.1
Proof. Let Xo E < ker C I A >. Then with u :: 0 in (2.5c) it follows that y = O. Obviously, where we shall solve (LQCpO), we will see that this is indeed the case.
However, without the development to come in Section 4, it appears to be possible to solve all the same (LQCP)~: find J~(xo):= inf{Je(xo,u) I U E C:::'p such that (x I Lo(LJ)(oo) = O} , (3.7) i.e. the perturbed linear-quadratic control problem modulo Lo(LJ associated with (3.1), (3.2) .
Observe that the impulsively unobservable subspace is system dependent. Now decompose 1R" as follows: let X 2 be a subspace such that < ker C I A> EEl X 2 = Vel:) and let X 3 be a subspace such that < ker C I A> EEl X 2 EEl X 3 = JR" (note that < ker C I A > ~ V(l:». Hence the resulting optimal x 3(t) tends to zero for large t .
But this implies that (x IV(l:»(oo) = 0, which completes the proof. Together with (3.15) this proves the claim. It is well-known (see e.g. [11] , [15] ) that the solution of the problem (4 Assume this to be the case.
Then the optimal 11 is given by the feedback law
Furthermore, the resulting closed-loop matrix modulo < ker C ~:l<-) = 0 for the optimal state trajectory.
I A> is stable and, consequently, 
4.
The spectrum of the resulting closed-loop matrix modulo <ker C I A> is in l-and, in particular. 2. Sufficient for Ass. 4.4 to hold is the stabilizability of the pair (A ,B ) .
3.
If D is left invertible, i.e. if W(l:) = {OJ, then Ass. 4.4 is equivalent to the assumption:
Elsewhere it will be shown that Ass. 4.4 actually implies (A ,B )-stabilizability.
Then the main result of this Section reads:
Theorem 4.5.
Consider the LQCP with stability modulo Lo(I:) «3.5), (3.6» and let Ass. 4.4 hold.
being the largest non-negative definite solution of (4.16) .
(ii) For every Xo there exists an optimal control if and only if O'(A 33) n CO = 0 (CO denoting the imaginary axis). Assume this to be the case.
If U ~.opt (xo) denotes the set of optimal controls for the LQCP with stability modulo LorE), then
W ~ e C imp aD , arbitrary 1 (4.17a) where g (K~ is a matrix-valued distribution defined by
with (4.18) and hence, by (4.17a), there will be in general more than one optimal state trajectory.
Moreover,
Le. the resulting c1osed-loop matrix modulo LoCE), is asymptotically stable.
Proof. We will only provide an outline of the proof here, since most of the work is already done in the proof of [1, Th. 
3.
We stress the importance of Lemma 4.3 w.r.t. the decomposition in (4.12a), which allows us to limit ourselves to the subsystem (4.15).
4.
Again, the closed-loop matrix modulo LoCE) is such that its spectrum is in C-. Moreover, this spectrum is in q;-if and only if a(A 33 )f1 q;0=0 ([11] ). Compare with Remark 4 below Prop. 4.1.
5.
Ass. 4.4 is sufficient but not necessary for solvability of (LQCP)o. Yet we stick to it in order to stay in line with [1] and the objectives mentioned there.
6.
Note that indeed K I LoCk) = 0 (recall Corollary 3.2).
The closure of this Section is a nice characterization of KO in terms of the original system coefficients. We recall the dissipation inequality ([17) , [IS] , [2] , [1, Sec. 6]): A necessary condition for xbKoxo to represent JO(xo} is that KO satisfies
Here F (K), the dissipation matrix ([ 18] ), is for any n x n matrix K defined by
see also [17] . Introduce «4.8a), (4.Sb» 
Analogously, it holds that
Therefore, if r~ denotes the subset of r min for which K , <kerC I A> = 0, then
Since, by Th. 4.5, iO is the largest non-negative solution of (4.16). we thus have shown Theorem 4.6.
The real symmetric matrix K O that defines the optimal cost for the LQCP with stability modulo LO(k) can be characterized as the largest element in the set of real symmetric solutions K of F (K) ~ 0 for which it holds that the rank of F(K) is minimal and <ker C I A> I:: ker K.
Remark
In [1, Corollary 6.4] the matrix that defines the optimal cost without stability, K-, is stated to be the smallest non-negative rank minimizing solution of 
S. The relations between (LQCP)o and (LQCP)i
In this final Section the promised convergence results will be established. Instrumental here is Lemma 5.1 which is a generalization of [10. Lemma 6.21 ].
Consider the system 1: and let the real symmetric matrix K satisfy F (K) ~ 0 «4.20».
The dissipation matrix being non-negative definite we can factorize F (K) in the way it is done in (5.1). The factorization we take here will be specified in the Appendix. Thus
with C x and Dx as in the Appendix. Also observe that K;-.j, K-¢:;> a(A 33) !;;;; i-, see Remark 2 below Theorem 4.5.
The second main result here is on the convergence of ui ,xi := x(xo,ui) and Yi := y(xo,ui)· As in [2] . we consider convergence in distributional sense for ui and xi and, also, strong convergence for Yi (For details, see [2] ).
In general the set u£,opt(xo) in Th. 
