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Abstract
We prove that translationally invariant Hamiltonians of a chain of n qubits with nearest-
neighbour interactions have two seemingly contradictory features. Firstly in the limit n → ∞
we show that any translationally invariant Hamiltonian of a chain of n qubits has an eigenbasis
such that almost all eigenstates have maximal entanglement between fixed-size sub-blocks of qubits
and the rest of the system; in this sense these eigenstates are like those of completely general
Hamiltonians (i.e. Hamiltonians with interactions of all orders between arbitrary groups of qubits).
Secondly in the limit n→∞ we show that any nearest-neighbour Hamiltonian of a chain of n qubits
has a Gaussian density of states; thus as far as the eigenvalues are concerned the system is like
a non-interacting one. The comparison applies to chains of qubits with translationally invariant
nearest-neighbour interactions, but we show that it is extendible to much more general systems
(both in terms of the local dimension and the geometry of interaction). Numerical evidence is also
presented which suggests that the translational invariance condition may be dropped in the case of
nearest-neighbour chains.
1 Introduction
Quantum spin chains are ubiquitous in modern physics. Since Dirac and Heisenberg first observed a
quantum ferromagnetic phase transition in the ground state of such a model in 1926 [1], solving the
long standing problem of ferromagnetism, their use has been widespread. These models display a rich
variety of quantum phase transitions [2] and have applications to high fidelity quantum state transfer
[3, 4].
Entanglement in the ground state of quantum spin chains, between a continuous block of l spins
and the rest of the chain, has also been widely studied by many authors [5, 6, 7, 8, 9], via the entropy of
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entanglement; and techniques from random matrix theory have proved very productive [10, 11]. Here,
the entropy is logarithmic in l for a wide range of critical chains. Masanes [12] proved an area law
for the entropy of entanglement of low energy eigenstates of a spatially-extended quantum system with
local interactions. Entanglement in the low energy eigenstates of chains has also been considered in
[13, 14], and for higher eigenstates for integrable models in [15].
The entanglement of low lying eigenstates of nearest-neighbour Hamiltonians is in marked contrast
to that of the eigenstates of completely general Hamiltonians (we can think of such a system as having
interactions between all groups of parties of all orders). Such an eigenstate, being a random state in
the full Hilbert space, has entropy of entanglement proportional to the number of qubits l in the limit
n→∞ [16].
At the other end of the spectrum are completely local Hamiltonians (given by sums of terms involving
only one qubit). Such Hamiltonians have eigenstates that are product states, and a spectral density
that is Gaussian in the large n limit.
In this paper we identify two seemingly contradictory properties of translationally invariant Hamil-
tonians of n qubits with nearest-neighbour interactions. Firstly we prove that for general transitionally
invariant Hamiltonians of a chain of n qubits, almost all eigenstates have maximal entanglement be-
tween sub-blocks of l qubits and the rest of the system in the limit n→∞. In particular this applies to
nearest-neighbour translationally invariant Hamiltonians. Secondly we show that the density of states
of such nearest-neighbour systems is Gaussian. Thus, even though the nearest-neighbour Hamiltonian
is local and thus specified by a small number of parameters, loosely speaking, almost all eigenstates
are rather like (at least if one looks at relatively small blocks of spins) those of completely general
Hamiltonians but the distribution of eigenvalues is similar to a non-interacting system. In fact we will
prove that the density of states has a Gaussian distribution even in the non-translationally invariant
case.
While the results are initially proven for chains of qubits, we show that many of the results are
extendible to much more general systems (both in terms of the local dimension and the geometry of
interaction).
In quantum statistical mechanics, it is a fundamental question to understand the mechanism of
equilibration [17, 18]. One idea is that it can be traced directly to properties of the eigenstates:
the celebrated “eigenstate thermalization” hypothesis [19, 20]. Although very attractive, and borne
out in some examples [21], this hypothesis has so far resisted proof. While we do not prove the
hypothesis, our work can be understood as providing evidence towards it: our results show that the
infinite temperature eigenstates (which constitute almost all states) obey the hypothesis for a wide class
of physically interesting systems.
This paper is split into the following sections: In Section 2 the two basic classes of nearest-neighbour
spin chain Hamiltonians which exhibit the seemingly contradictory features of interest are introduced.
The first is a generic form of a spin chain Hamiltonian describing a ring of n qubits each interacting
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with only their nearest-neighbours. The second is a subclass of this, containing only those Hamiltonians
which are invariant with respect to translation around the ring.
In Section 3 the main results of the paper are given. Theorem 1 and its corollary show that the purity
of most reduced eigenstates of a general translationally invariant qubit chain Hamiltonian (including
those with nearest-neighbour interactions), on a continuous block of an asymptotically small proportion
of the total number of qubits, tends towards its minimal value. That is, most eigenstates are maximally
entangled between these qubits and the rest of the chain. The proof of this theorem is given in Section
4; it only requires the translational invariance of the system. Extensions to some non-translationally
invariant chains, higher dimensional systems and the effect of eigenstate degeneracy are also given. In
section 6 numerical evidence is presented which suggests that the translational invariance condition may
be dropped in the case of nearest-neighbour interactions.
When applied to nearest-neighbour translationally invariant qubit chains, Theorem 1 is in contrast
to Theorem 2 which shows that a central limit theorem holds for the spectrum of many general nearest-
neighbour qubit chain Hamiltonians (including many translationally invariant ones), in the large-chain
limit. This limiting spectral behaviour is exactly that seen for generic Hamiltonians of systems of non-
interacting qubits. The proof of this theorem is given in Section 5 and its generalisations to qudits, more
general interaction geometries and a proof of a conjecture by Atas and Bogomolny [22] are established.
The crossover between these interacting and non-interacting type behaviours is also particularly
sensitive. Given two large portions of a chain, the size of the terms connecting them in the Hamiltonian,
the ‘interaction’ term, can be arbitrarily small compared to the rest of the Hamiltonian and yet still
affect the eigenstates of the system dramatically.
Section 6 outlines some open problems.
2 Spin chain Hamiltonians
The following two classes of spin Hamiltonians, describing a chain or ring of n qubits with nearest-
neighbour interactions, will be used to demonstrate seemingly contradictory features present within
their spectral decompositions. The extensions to qudits and more general interaction geometries will
be made where appropriate.
The first class contains Hamiltonians of the form
Hn =
1√
n
n∑
j=1
3∑
a=0
3∑
b=1
αa,b,jσ
(a)
j σ
(b)
j+1 (2.1)
for any αa,b,j = αa,b,j(n) ∈ R and the matrices
σ
(a)
j = I
⊗(j−1)
2 ⊗ σ(a) ⊗ I⊗(n−j)2 (2.2)
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where σ(1), σ(2) and σ(3) are the 2× 2 Pauli matrices and I2 ≡ σ(0) is the 2× 2 identity matrix:
σ(0) =

1 0
0 1

 σ(1) =

0 1
1 0

 σ(2) =

0 − i
i 0

 σ(3) =

1 0
0 −1

 (2.3)
The labelling is cyclic so that σ
(a)
n+1 ≡ σ(a)1 . These matrices act on the Hilbert space of n distinguishable
qubits,
(
C2
)⊗n
, which is the n fold tensor product of the individual qubit Hilbert spaces C2.
This class is seen to contain the most general Hamiltonians, up to the addition of the identity
operator, that describe a ring of qubits which are only able to interact with their nearest-neighbours. It
characterises the Hamiltonians studied within a random matrix theory framework in our related paper
[23].
The second class is a subclass of the first. It includes only those Hamiltonians with a translational
symmetry along the chain, specifically the matrices
H(inv)n =
1√
n
n∑
j=1
3∑
a=0
3∑
b=1
αa,bσ
(a)
j σ
(b)
j+1 (2.4)
for any αa,b = αa,b(n) ∈ R.
H
(inv)
n is invariant under conjugation by the unitary translation operator, T , which acts as
T
(
|x1〉 ⊗ |x2〉 ⊗ · · · ⊗ |xn〉
)
= |xn〉 ⊗ |x1〉 ⊗ · · · ⊗ |xn−1〉 (2.5)
if |0〉 and |1〉 are an eigenbasis for σ(3), for all x1, x2, . . . , xn ∈ {0, 1}.
3 Results
The first analytic result of this paper concerns entanglement in the eigenstates of general translationally
invariant Hamiltonians of a ring of n sequentially labelled qubits. Let such Hamiltonians be denoted
G
(inv)
n so that G
(inv)
n = TG
(inv)
n T
−1. In particular this includes the nearest-neighbour translationally
invariant Hamiltonians H
(inv)
n defined previously. Denoting the consecutive qubits labelled (1) to (l)
by A and the qubits labelled (l + 1) to (n) by B, see Figure 1, let ρk = |ψk〉〈ψk|, for a joint eigenstate
|ψk〉 of G(inv)n and the translation operator T , and let the associated reduced density matrix on A be
ρk,A = TrB (ρk). The purity TrA
(
ρ2k,A
)
, of ρk,A, will be used as an indicator of the entanglement
present in the joint eigenstates of T and G
(inv)
n , |ψk〉, between A and B. Here the maximal value of 1
corresponds to a product state across A and B and the minimal value of 1
2l
corresponds to a maximally
entangled state across A and B.
The average of the purity TrA
(
ρ2A,k
)
over all eigenstates for any fixed Hamiltonian G
(inv)
n (in
particular for a nearest-neighbour Hamiltonian H
(inv)
n ) is bounded by:
Theorem 1 (Average eigenstate purity on l qubits for general translationally invariant Hamiltonians).
For n = 1, 2, . . . let
G(inv)n = TG
(inv)
n T
−1 =
2n∑
k=1
λk|ψk〉〈ψk| (3.1)
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Figure 1: A nearest-neighbour spin chain of n qubits. The circles represent the qubits labelled
1 to n and the links the nearest-neighbour interactions. The system is split into two subsystems;
subsystemA comprised of the l = 5 qubits labelled 1 to 5 (shading) and subsystem B the remaining
n− 5 qubits.
be a fixed sequence of any translationally invariant spin chain Hamiltonians of a ring of n sequentially
labelled qubits, where {|ψk〉 : k = 1, . . . , 2n} is a common orthonormal basis of G(inv)n and the translation
operator T , with the corresponding eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λ2n of G(inv)n . Then, for 2l < n, the
reduced density matrices ρk,A = TrB (|ψk〉〈ψk|) satisfy,
1
2l
≤ 1
2n
2n∑
k=1
TrA
(
ρ2k,A
) ≤ 1
2l
+
2l
n
(3.2)
where A is the Hilbert space of the qubits labelled (1) to (l) and B is the Hilbert space of the remaining
qubits.
As the purity of ρk,A is at least 12l the next corollary follows immediately:
Corollary 1 (Minimal purity for almost all eigenstates). For any fixed ǫ > 0 the proportion of eigen-
states |ψk〉 for which TrA
(
ρ2k,A
)
≥ 12l + ǫ tends to zero as n→∞ for fixed l.
Theorem 1 and Corollary 1 do not imply that the bound 1
2l
≤ TrA
(
ρ2k,A
)
≤ 1
2l
+ 2
l
n
holds for every
eignestate |ψk〉 but rather ‘on average’ over the entire eigenbasis. However in the large n limit almost
all (in the sense of Corollary 1) eigenstates satisfy 1
2l
≤ TrA
(
ρ2k,A
)
< 1
2l
+ ǫ for any fixed ǫ > 0, that
is have a purity arbitrarily close to a value corresponding to maximal bipartite entanglement.
The proof of Theorem 1 is given in Section 4. Here, it is also shown that many matrices of the
form H
(inv)
n have a non-degenerate spectrum (although this is not a condition of Theorem 1), so that
Theorem 1 describes the unique (up to phase) eigenstates of H
(inv)
n in these cases. A slight refinement
of the theorem in the case of some matrices of the form Hn is also given for the case l = 1.
The second analytic result of this paper concerns the convergence of the density of states probability
measure for many fixed sequences of matricesHn as n→∞ (which includes the translationally invariant
Hamiltonians as a special case). The density of states probability measure determines the density of
the eigenvalues of Hn on the real line. The theorem provides a contrast to the eigenstate statistics
of translationally invariant Hamiltonians, which are that expected from systems of highly interacting
qubits.
Theorem 2 (Limiting density of states measure for a sequence of Hamiltonians). For n = 2, 3, . . . let
Hn =
1√
n
n∑
j=1
3∑
a=0
3∑
b=1
αa,b,jσ
(a)
j σ
(b)
j+1 (3.3)
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be a fixed sequence of spin chain Hamiltonians for any αa,b,j = αa,b,j(n) ∈ R such that for each n
1
2n
TrAB
(
H2n
) ≡ 1
n
n∑
j=1
3∑
a=0
3∑
b=1
α2a,b,j = 1 and |αa,b,j | < C (3.4)
for some positive constant C independent of a, b, j and n. Then the density of states measure
ρn(λ) dλ =
1
2n
2n∑
k=1
δ(λ− λk) dλ (3.5)
for the eigenenergies λ1, . . . , λ2n of Hn tends weakly to that of a standard normal distribution, that is
lim
n→∞
∫ x+
−∞
ρn(λ) d λ =
1√
2π
∫ x
−∞
e−
λ2
2 dλ (3.6)
for all x ∈ R (the notation x+ represents the limit as x is approached from above).
It is noted that this theorem holds, in particular, for translationally invariant Hamiltonians.
The proof of this theorem follows closely a calculation in [24, 25]. There it was shown that for
many Hamiltonians Hn and product states |φ〉, over the n qubits, that TrAB
(
ei tHn |φ〉〈φ|) tends to the
characteristic function of some scaled and shifted Gaussian random variable. A modified version of this
calculation is given in Section 5 to prove Theorem 2. This modification leads to slightly more general
constraints within the proof which carry forward to the generalisation to more elaborate interaction
geometries, given thereafter. This modified calculation also highlights the similarity to the related
random matrix calculation, which this extends, given in our previous paper [23].
4 Proof of Theorem 1 and extended results
The proof of Theorem 1 will now be given:
Proof. The proof is in two parts. First the Hermitian matrix ρk,A will be expanded over an orthonormal
Pauli matrix basis. The non-identity coefficients in this expansion will then be bounded using the
translational invariance of G
(inv)
n , so that the desired trace can be calculated.
The space of 2l × 2l Hermitian matrices admits the orthonormal basis
{
σ(a1) ⊗ σ(a2) ⊗ · · · ⊗ σ(al) : a1, a2, . . . , al = 0, 1, 2, 3
}
(4.1)
with respect to the (scaled) Hilbert-Schmidt inner product (A,B) = 12l TrA(AB
†). As such, the reduced
density matrices ρk,A have the decomposition
ρk,A =
3∑
a1,...,al=0
1
2l
TrA
(
σ(a1) ⊗ · · · ⊗ σ(al) TrB(|ψk〉〈ψk|)
)
σ(a1) ⊗ · · · ⊗ σ(al) (4.2)
Combining the trace over the first l qubits and the trace over the last n− l qubits reduces this to
3∑
a1,...,al=0
1
2l
TrAB
(
σ
(a1)
1 . . . σ
(al)
l |ψk〉〈ψk|
)
σ(a1) ⊗ · · · ⊗ σ(al) (4.3)
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or equivalently
ρk,A =
1
2l
3∑
a1,...,al=0
〈ψk|σ(a1)1 . . . σ(al)l |ψk〉σ(a1) ⊗ · · · ⊗ σ(al) (4.4)
It now remains to bound the coefficients 〈ψk|σ(a1)1 . . . σ(al)l |ψk〉. By construction, T is unitary and
T |ψk〉 = ei θk |ψk〉 for some θk ∈ [0, 2π). Therefore,
〈ψk|σ(a1)1 . . . σ(al)l |ψk〉 =
1
n
n−1∑
j=0
〈ψk|T jσ(a1)1 . . . σ(al)l T−j|ψk〉 =
1√
n
〈ψk|M(a)|ψk〉 (4.5)
where M(a), for a = (a1, . . . , al), is the Hermitian matrix on n qubits
M(a) =
1√
n
n−1∑
j=0
T jσ
(a1)
1 . . . σ
(al)
l T
−j =
1√
n
n−1∑
j=0
σ
(a1)
1+j . . . σ
(al)
l+j (4.6)
Excluding the case where a = 0, if 2l < n
TrAB(M(a)M(a)†) = TrAB
(
M(a)2
)
=
1
n
TrAB



n−1∑
j=0
σ
(a1)
1+j . . . σ
(al)
l+j


2

 = 1
n
TrAB

n−1∑
j=0
I2n

 = 2n
(4.7)
as all the off-diagonal terms, in the square above, have zero trace by the orthonormality property of the
Pauli matrix basis. It is important to note that all the operators σ
(a1)
1+j . . . σ
(al)
l+j for j = 0, . . . , n−1 within
the square above are unique as 2l < n and a 6= 0. This follows as the operators are only supported on
l consecutive qubits.
We also note that later in the paper prime values of n will be required in order to determine the
simplicity of certain eigenvalues. At this point though neither prime values of n nor eigenvalue simplicity
are required.
These facts may now be combined to complete the proof. By equations (4.4) and (4.5) and the
orthonormality property of the Pauli matrix basis,
TrA
(
ρ2k,A
)
=
3∑
a1,...,al=0
1
2l
〈ψk|σ(a1)1 . . . σ(al)l |ψk〉2 =
3∑
a1,...,al=0
1
n2l
〈ψk|M(a)|ψk〉2 (4.8)
Since
∑
k〈ψk|M(a)|ψk〉2 ≤ TrAB(M(a)M(a)†) = TrAB
(
M(a)2
)
, it now follows from equation (4.7)
that
2n∑
k=1
TrA
(
ρ2k,A
)
=
2n∑
k=1
1
2l
〈ψk|ψk〉2 +
2n∑
k=1
3∑
a1,...,al=0
not all zero
1
n2l
〈ψk|M(a)|ψk〉2 ≤ 2
n
2l
+
2l2n
n
(4.9)
Dividing through by 2n and recalling that TrA
(
ρ2k,A
)
≥ 1
2l
for each k, as ρk,A is a 2l dimensional
density matrix, completes the proof.
4.1 Extension to qudits and higher dimensional lattices
This proof relies on the fact that an orthogonal basis {Bi} for Hermitian operators supported on
subsystem A can be translated along the chain many times by a translation operator T with
〈ψk|Bi|ψk〉 = 〈ψk|T jBiT−j|ψk〉 (4.10)
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for all j = 0, . . . , n− 1, as used in equation (4.5). This situation is not restricted to a one dimensional
system of qubits. A similar result will hold for qudits or higher dimensional systems, so long as there
exists a suitable translation symmetry in the system so that an analogous identity to (4.5) holds.
4.2 Eigenstate uniqueness
The eigenstates of matrices with a non-degenerate spectrum are unique up to phase. In this case
Theorem 1 becomes a theorem describing the unique (up to phase) eigenstates of G
(inv)
n . The following
two lemmas shows that this is the case for most matrices H
(inv)
n (as particular examples of Hamiltonians
G
(inv)
n which only include nearest-neighbour interactions) when n is an odd prime:
Lemma 1. For odd prime values of n, there exists some ǫ ∈ R such that the matrix
H(ǫXY+Z)n =
n∑
j=1
(
ǫσ
(1)
j σ
(2)
j+1 + σ
(3)
j
)
(4.11)
has a non-degenerate spectrum.
Proof. Let n be an odd prime. The 2n eigenvalues of H
(ǫXY+Z)
n are given by
λx =
n∑
j=1
(2xj − 1)
(
ǫµj −
√
ǫ2µ2j + 1
)
, µj = sin
(
2πj
n
)
(4.12)
for the multi-index x = (x1, . . . , xn) ∈ {0, 1}n, as seen in Appendix A.
First, it will be shown that for odd prime values of n the values {µj}
n−1
2
j=1 are linearly independent
over the integers. With ω = e
2pi i
n ,
µj = sin
(
2πj
n
)
=
ωj − ω−j
2 i
(4.13)
so that for integers aj
n−1
2∑
j=1
ajµj =
1
2 i
n−1
2∑
j=1
aj
(
ωj − ω−j) = 1
2 i
n−1∑
j=1
bjω
j (4.14)
where
bj =


aj if j = 1, . . . ,
n−1
2
−an−j if j = n+12 , . . . , n− 1
(4.15)
The non-zero powers of ω are linearly independent over the integers [26, Lemma 2.11]; hence
n−1∑
j=1
bjω
j = 0 ⇐⇒ bj = 0 ∀j ⇐⇒ aj = 0 ∀j (4.16)
from which it is concluded that the {µj}
n−1
2
j=1 are linearly independent over the integers.
For small ǫ, the eigenvalues λx(ǫ) admit the expansion
λx(ǫ) =
n∑
j=1
(2xj − 1)
(
−1 + ǫµj − ǫ2
µ2j
2
+O
(
ǫ4
))
(4.17)
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Suppose, for a contradiction, that two eigenvalues are equal in some neighbourhood of ǫ = 0, that is for
x 6= y,
0 = λx(ǫ)− λy(ǫ) = −2
n∑
j=1
(xj − yj) + 2ǫ
n∑
j=1
µj(xj − yj)− ǫ2
n∑
j=1
µ2j(xj − yj) +O
(
ǫ4
)
(4.18)
Comparing the ǫ0 coefficient (and setting dj = xj − yj) gives
0 =
n∑
j=1
dj (4.19)
Comparing the ǫ1 coefficient gives
0 =
n∑
j=1
µjdj =
n−1
2∑
j=1
sin
(
2πj
n
)
(dj − dn−j) (4.20)
as µn = 0 and µj = −µn−j for j = 1, . . . , n−12 . By the linear independence of the {µj}
n−1
2
j=1 over the
integers, this implies that dj = dn−j for all j = 1, . . . , n−12 . In particular, substituting this into the ǫ
0
result gives
0 = 2
n−1
2∑
j=1
dj + dn (4.21)
from which, since the first term in even and the second term is either −1, 0 or 1, implies that dn = 0.
Comparing the ǫ2 coefficient gives
0 =
n∑
j=1
µ2jdj =
n−1∑
j=1
µ2jdj =
1
(2 i)2
n−1∑
j=1
(ωj − ω−j)2dj = −1
4
n−1∑
j=1
(ω2j + ω−2j)dj +
1
4
n−1∑
j=1
2dj (4.22)
It has already been seen that the second term in this last expression is zero from the ǫ0 result, therefore
0 = −1
4
n−1∑
j=1
(ω2j + ω−2j)dj = −1
4
n−1∑
j=1
ω2j (dj + dn−j) (4.23)
(by transforming j → n − j in ω−2jdj). Now by the linear independence of the non-zero powers of
ω over integers, dj = −dn−j for all j = 1, . . . , n − 1. It has already been seen that dn = 0 and that
dj = dn−j for all j = 1, . . . , n−12 so that it is concluded that dj = 0 for all j. That is x = y, a
contradiction. Therefore there must exist some ǫ for which H
(ǫXY+Z)
n has a non-degenerate spectrum
by the analyticity of λx(ǫ) for ǫ > 0.
Lemma 2. For odd prime values of n the matrix
H(inv)n (α) =
1√
n
n∑
j=1
3∑
a=0
3∑
b=1
αa,bσ
(a)
j σ
(b)
j+1 (4.24)
for α = (α0,1, . . . , α3,3) ∈ R12, generically has a non-degenerate spectrum.
Proof. Let V be the 2n × 2n Vandermonde matrix with elements Vj,k = λk−1j for the eigenvalues
λ1, . . . , λ2n of H
(inv)
n . Then by the properties of the Vandermonde matrix
det
1≤j,k≤2n
(
V †V
)
=
∏
1≤j<k≤2n
(λk − λj)2 (4.25)
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and also, by direct calculation,
(
V †V
)
j,k
= Tr
((
H(inv)n (α)
)j+k−2)
(4.26)
The function
det
1≤j,k≤2n
(
V †V
)
(4.27)
is then a polynomial in the elements of α by (4.26) and is zero iff H
(inv)
n has at least one repeated
eigenvalue by (4.25). Lemma 1 shows that there exists some α0 such that this polynomial is non-zero.
Hence the Lebesgue measure of the zeros of this polynomial must be zero, completing the proof.
4.3 Non-translationally invariant Hamiltonians
An exact result for each eigenstate is possible in the l = 1 case for some particular instances of the
matrices Hn with non-degenerate spectrum:
Theorem 3 (Eigenstate purity on one qubit for some matrices Hn). Let
H(pair)n =
n∑
j=1
3∑
a,b=1
αa,b,jσ
(a)
j σ
(b)
j+1 =
2n∑
k=1
λk|ψk〉〈ψk| (4.28)
for any αa,b,j ∈ R and where {|ψk〉 : k = 1, . . . , 2n} are eigenstates of H(pair)n with the corresponding
eigenvalues λ1 < λ2 < · · · < λ2n (the absence of local terms proportional to σ(a)j should be noted). Then
the reduced density matrices ρk,A = TrB (|ψk〉〈ψk|) satisfy,
TrA
(
ρ2k,A
)
=
1
2
(4.29)
where A is the Hilbert space of the qubit labelled (1) and B is the Hilbert space of the remaining qubits.
Proof. As in the proof of Theorem 1, see equation (4.4), the density matrix ρk,A may be written as
ρk,A =
1
2
3∑
a=0
〈ψk|σ(a)1 |ψk〉σ(a) (4.30)
For the unitary operator S = σ(2)
⊗n
and a = 1, 2, 3, j = 1, . . . , n it can be shown that Sσ
(a)
j S =
−σ(a)j , where the bar denotes complex conjugation of the matrix elements the standard basis as used in
(2.3). Therefore SH
(pair)
n S = SH
(pair)
n S
† = H(pair)n as non-identity Pauli matrices only occur in pairs
in H
(pair)
n and all the coefficients αa,b,j in H
(pair)
n are real. Then for the eigenstate |ψk〉 of H(pair)n with
eigenvalue of λk it follows that
H
(pair)
n
(
S|ψk〉
)
= SH(pair)n |ψk〉 = λk
(
S|ψk〉
)
(4.31)
so that both |ψk〉 and S|ψk〉 are eigenstates of H(pair)n with eigenvalue λk. By assumption λk is non-
degenerate so that S|ψk〉 = ei θk |ψk〉 for some θk ∈ [0, 2π). Since S†σ(a)1 S = S†σ(a)1 S = −σ(a)1 , it then
follows that for a = 1, 2, 3,
〈ψk|σ(a)1 |ψk〉 = 〈ψk|S†σ(a)1 S|ψk〉 = −〈ψk|σ(a)1 |ψk〉 (4.32)
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As σ
(a)
1 is Hermitian, 〈ψk|σ(a)1 |ψk〉 = 〈ψk|σ(a)1 |ψk〉, and it is concluded that 〈ψk|σ(a)1 |ψk〉 = 0. Therefore,
from equation (4.30),
ρk,A =
1
2
〈ψk|σ(0)1 |ψk〉σ(0) =
I2
2
(4.33)
The value of TrA
(
ρ2k,A
)
is now seen to be 12 , for all values of k, as claimed.
In fact this proof gives a more general result. Subsystem A may be extended to the qubits labelled
(1) to (l) (for l = 1, . . . , n). The density matrix ρk,A then reads
ρk,A =
1
2l
3∑
a1,...,al=0
〈ψk|σ(a1)1 . . . σ(al)l |ψk〉σ(a1) ⊗ · · · ⊗ σ(al) (4.34)
as in equation (4.4). By an analogous reasoning to that in (4.32), it is then deduced that the coefficients
〈ψk|σ(a1)1 . . . σ(al)l |ψk〉, for which an odd number of the {aj}lj=1 are non-zero, vanish.
5 Proof of Theorem 2 and extended results
The proof of Theorem 2 will now be given. The proof of this theorem is an adaptation of that in [24, 25]
for the distribution of eigenvalues of a generic qubit spin chain Hamiltonian, in a fixed product state.
The Hamiltonian will be split into many commuting blocks to which Lyapunov’s central limit theorem
[27] applies, by removing some interaction terms. The error generated by the removal of these terms is
shown to vanish in the large n limit.
Proof. First, Hn is split into blocks bk acting nontrivially on l consecutive qubits, in the same fashion
as in [24], that is let
bk =
l−1∑
j=1
h(k−1)·l+j (5.1)
for k = 1, 2, . . . ,
⌈
n
l
⌉
, where
h0 =
1√
n
3∑
a=0
3∑
b=1
αa,b,nσ
(a)
n σ
(b)
1 and hj =
1√
n
3∑
a=0
3∑
b=1
αa,b,jσ
(a)
j σ
(b)
j+1 (5.2)
for j = 1, 2, . . . , n− 1 and hj = 0 otherwise. Also let
B =
⌈nl ⌉∑
k=1
bk and L =
⌈nl ⌉∑
k=1
h(k−1)·l (5.3)
so that Hn is a sum of the blocks B and links L, that is Hn = B+L. The value l = l(n) is chosen such
that
lim
n→∞
1
l
= 0 and lim
n→∞
l
n
= 0 (5.4)
The characteristic function ψn(t) associated to ρn(λ) is, by definition,
ψn(t) = Eρn(λ)
(
ei tλ
)
=
1
2n
2n∑
k=1
∫ ∞
−∞
ei tλ δ(λ − λk) dλ = 1
2n
TrAB
(
ei tHn
)
(5.5)
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Let the analogous characteristic function for the matrix B be φn(t) =
1
2n TrAB
(
ei tB
)
. It will now be
shown that
lim
n→∞
|ψn(t)− φn(t)| = lim
n→∞
∣∣∣∣ 12n TrAB (ei tHn)− 12n TrAB (ei tB)
∣∣∣∣ = 0 (5.6)
for all fixed t ∈ R. The integral identity for any 2n × 2n Hermitian matrices X and Y [24]
ei t(X+Y )− ei tX = i
∫ t
0
ei(t−s)(X+Y ) Y ei tX d s (5.7)
along with the Cauchy-Schwartz inequality, for any 2n × 2n matrix M ,
|Tr (M)|2 =
∣∣∣∣∣∣
2n∑
j=1
Mjj
∣∣∣∣∣∣
2
≤
2n∑
j=1
|Mjj |2
2n∑
k=1
|1|2 ≤ 2nTr (MM †) (5.8)
and the triangle inequality yield that∣∣∣∣ 12n TrAB (ei tHn)− 12n TrAB (ei tB)
∣∣∣∣ ≤
∫ t
0
∣∣∣∣ 12n TrAB
(
ei(t−s)Hn L ei tB
)∣∣∣∣ d s ≤
√
t2
2n
TrAB (LL†) (5.9)
The matrices σ
(a)
j σ
(b)
j+1 appearing in L are orthonormal with respect to the (scaled) Hilbert-Schmidt
inner product (X,Y ) = 12n TrAB
(
XY †
)
so therefore
t2
2n
TrAB
(
LL†
) ≤ t2 ⌈
n
l ⌉∑
k=1
3∑
a=0
3∑
b=1
α2
a,b,(k−1)·l
n
≤ t2
⌈n
l
⌉ 12C2
n
→ 0 (5.10)
for all fixed t ∈ R by the bounds in (3.4) and assumption in (5.4).
The characteristic function φn(t) factors into the product of
⌈
n
l
⌉
characteristic functions as the bk
are supported on disjoint collections of sites, and so [bk, bk′ ] = 0 for all k 6= k′, that is,
φn(t) =
1
2n
TrAB
(
ei tB
)
=
1
2n
TrAB


⌈nl ⌉∏
k=1
ei tbk

 =
⌈nl ⌉∏
k=1
1
2n
TrAB
(
ei tbk
)
(5.11)
Lyapunov’s central limit theorem [27] can now be applied to the characteristic function φn(t), which
is the characteristic function of a sum of independent random variables, each with the characteristic
function 12n TrAB
(
ei tbk
)
respectively. Lyapunov’s central limit theorem states that if xˆn,1, . . . , xˆn,r(n)
are some independent random variables (not necessarily identically distributed) each with finite mean
E (xˆn,j) and variance E
(
xˆ2n,j
)
, for each n ∈ N and some strictly increasing function r : N→ N, and if
s2n =
r(n)∑
j=1
E
(
xˆ2n,j
)
(5.12)
and the Lyapunov condition
lim
n→∞
1
s2+δn
r(n)∑
j=1
E
(
|xˆn,j − E (xˆn,j)|2+δ
)
= 0 (5.13)
is satisfied for some δ > 0 then the distribution of the sum
1
sn
r(n)∑
j=1
(
xˆn,j − E (xˆn,j)
)
(5.14)
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converges in distribution to a standard normal random variable.
A sufficient Lyapunov condition on the fourth moment of the distributions associated to the char-
acteristic functions 12n TrAB
(
ei tbk
)
reads
lim
n→∞
1
s4n
⌈nl ⌉∑
k=1
1
2n
TrAB
(
b4k
)
= 0, s2n =
⌈nl ⌉∑
k=1
1
2n
TrAB
(
b2k
)
(5.15)
Here, the first, second and fourth moments of the distributions associated with characteristic functions
1
2n TrAB
(
ei tbk
)
, used in the condition, are read off as the coefficients of i t1! ,
(i t)2
2! and
(i t)4
4! respectively
in the Taylor expansion of 12n TrAB
(
ei tbk
)
about t = 0.
Before verifying that the Lyapunov condition (5.15) holds, it is noted that as the matrices σ
(a)
j σ
(b)
j+1
appearing in Hn and bk are orthonormal with respect to the (scaled) Hilbert-Schmidt inner product
(X,Y ) = 12n TrAB
(
XY †
)
,∣∣∣∣∣∣∣
1
2n
TrAB
(
H2n
)− ⌈
n
l ⌉∑
k=1
1
2n
TrAB
(
b2k
)
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
⌈nl ⌉∑
k=1
3∑
a=0
3∑
b=1
α2
a,b,(k−1)·l
n
∣∣∣∣∣∣∣ ≤
⌈n
l
⌉ 12C2
n
→ 0 (5.16)
seen by directly calculating the traces. Therefore s2n → 1 by the assumption that 12n TrAB
(
H2n
)
= 1 in
(3.4).
If the Lyapunov condition (5.15) holds then Lyapunov’s central limit theorem states that the distri-
butions associated to the characteristic functions 1
sn
φn(t) tend weakly to a standard normal distribution.
By the continuity theorem [27] pointwise convergence of the characteristic functions is equivalent to the
weak convergence of the related distributions. Therefore as sn → 1 and |φn(t)−ψn(t)| → 0 the density
of states distribution ρn(λ) tends weakly to that of a standard normal distribution as claimed.
All that remains to be shown is that the Lyapunov condition (5.15) holds. This is equivalent to
showing that
lim
n→∞
⌈nl ⌉∑
k=1
1
2n
TrAB
(
b4k
)
= 0 (5.17)
as sn → 1. By the definition of bk in (5.1)
1
2n
TrAB
(
b4k
)
=
l−1∑
q,p,r,s=1
1
2n
TrAB
(
h(k−1)·l+qh(k−1)·l+ph(k−1)·l+rh(k−1)·l+s
)
(5.18)
For a term in this sum to be non-zero, it must be the case that the four factors hj can be split into two
pairs with the indices of the hj differing by at most one within each pair. If this is not the case, then
the term evaluates to zero as the factors hj will act on completely separate sites and each has trace
zero. There are then at most 33(l−1)2 non-zero terms. Each non-zero term can then by definition (5.2)
be expanded as 124 terms, each containing a four fold product of the matrices σ
(a)
j σ
(b)
j+1, and each with
modulus bounded by at most
(
C√
n
)4
by the assumptions in (3.4) and the normalisation of the Pauli
matrices. Therefore∣∣∣∣∣∣∣
⌈nl ⌉∑
k=1
1
2n
TrAB
(
b4k
)
∣∣∣∣∣∣∣ ≤
⌈n
l
⌉
33(l − 1)2124
(
C√
n
)4
≤ 3744C4
(
l
n
+
l2
n2
)
(5.19)
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(seen by bounding
⌈
n
l
⌉
by n
l
+ 1 and l − 1 by l) which tends to zero as n → ∞ by the assumptions
(5.4), completing the proof.
It is noted that this theorem holds, in particular, for translationally invariant Hamiltonians.
5.1 More general interactions
More general qubit interactions can be dealt with (cf. [24, 25]). Consider a sequence of systems of n
qubits where in each system each qubit is allowed to interact with a fixed number (independent of n)
other qubits, for example interactions on a two dimensional lattice. The general Hamiltonian of this
system with n qubits will have the form
H(gen)n =
1√
n

∑
(j,k)
3∑
a,b=1
αa,b,j,kσ
(a)
j σ
(b)
k +
n∑
j=1
3∑
a=1
αa,0,j,0σ
(a)
j

 (5.20)
where the sum over (j, k) represents the sum over all sites labelled j and k (for j < k) between which
an interaction is present and the αa,b,j,k are some real coefficients. Here the local terms, proportional
to σ
(a)
j , have been separated from the interaction terms, proportional to σ
(a)
j σ
(b)
k , to avoid repetitions
in the sum.
For Hamiltonians H
(gen)
n such that r ‘links’ or ‘interactions’ of the form
3∑
a,b=1
αa,b,j,kσ
(a)
j σ
(b)
k (5.21)
can be removed to leave a sum of m operators, each supported on non-intersecting subsets of the n
qubits each containing at most q qubits, a modified version of the proof of Theorem 2 holds. If the
αa,b,j,k in such a H
(gen)
n also satisfy an analogous condition to (3.4), then for an analogous version of
the proof of Theorem 2 to hold it must be the case that:
r
n
→ 0 (5.22)
as n→∞ for the analogous equations to (5.9) and (5.16) to hold and that
mq2
n2
→ 0 (5.23)
as n→∞ for the analogous equation to (5.19) to hold.
For example, consider the case of a two dimensional p× p cyclic lattice of n = p2 qubits. A suitable
partitioning into blocks would be to group the qubits into m =
⌈
p
l
⌉2
neighbouring l× l blocks of at most
q = l2 qubits (with possibly smaller blocks on the lattice’s boundary) and remove all the r = 2p
⌈
p
l
⌉
‘links’ between these blocks. The two condition above then read
r
n
=
2p
⌈
p
l
⌉
p2
→ 0 and mq
2
n2
=
⌈
p
l
⌉2
l4
p4
→ 0 (5.24)
Choosing l(p) such that 1
l
→ 0 and l
p
→ 0 as p→∞ (or equivalently n→∞) satisfies these conditions.
This then provides an example of a generalisation of the applicability of Theorem 2.
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5.2 Interacting qudits
Qudits (of fixed dimension d, independent of n) may also be used in place of qubits. Given a matrix
basis for each qudit site which is orthogonal under the Hilbert-Schmidt inner product, an analogous
proof to that of Theorem 2 again holds. In effect this involves increasing the range of the indices a and
b by some fixed amount in the proof. This only leads to a change of the constants in the bounds given.
5.3 A conjecture of Atas and Bogomolny
Atas and Bogomolny have conjectured [22] that for
H(BA)n =
1√
n
n∑
j=1
(
σ
(1)
j σ
(1)
j+1 + α1σ
(1)
j + α3σ
(3)
j
)
(5.25)
where α1 and α2 are fixed real coefficients, it is the case that for all positive integers k,
lim
n→∞
1
2n
Tr
(
H(BA)n
2k
)
= (1 + α21 + α
2
2)
2k (2k)!
2kk!
(5.26)
This can be seen as a corollary of Theorem 2. Theorem 2 states that for the sequence of Hamiltonians
H
(BA)
n√
1 + α21 + α
2
3
(5.27)
the associated density of states distributions tend weakly to that of a standard normal distribution.
Rescaling with the constant
√
1 + α21 + α
2
3 implies that for the sequence of Hamiltonians H
(BA)
n the
density of states distributions tend weakly to that of a normal distribution with mean zero and variance
of 1 + α21 + α
2
3. The 2k
th moment of this limiting distribution is by definition given by
lim
n→∞
1
2n
Tr
(
H(BA)n
2k
)
(5.28)
(by considering the coefficients of the characteristic functions 12n Tr
(
eitH
(BA)
n
)
of the associated density
of states distributions) or equivalently by
(1 + α21 + α
2
3)
2k(2k − 1)!! (5.29)
(by considering the moments of the normal distribution), proving the conjecture.
6 Discussion and open questions
6.1 Tightness of the bound in Theorem 1 (Reduced eigenstate purity)
Numerically there exist examples of Hamiltonians for which the bound in Theorem 1 appears asymp-
totically tight, that is linear in 1
n
for n = 2, . . . , 32.
Figure 2a shows the average value of the linear entropy (one minus the purity) of the reduced
eigenstates over s = 26 random samples (coefficients taken as standard normal random variables) of
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Figure 2: The average value of the linear entropy of the reduced eigenstates over s = 26 random
samples (coefficients taken as standard normal random variables) of H
(inv)
13 (Subfigure (a)) and
H13 (Subfigure (b)) on a block of l = 1, 2, 3, 4, 5 qubits (solid lines bottom to top). The dashed
lines are at 1− 1
2n
and give the maximal value of the associated linear entropy values.
H
(inv)
13 on a block of l = 1, 2, 3, 4, 5 qubits. The values are ordered with respect to increasing eigenvalue.
Throughout the bulk of the spectrum a value close to the maximum 1− 1
2l
is seen whereas at the edge
of the spectrum a deviation from this is observed. This is consistent with the area law for low lying
eigenstates.
6.2 Eigenvalue uniqueness
Non-degeneracy in the eigenvalues of a matrix H
(inv)
n is useful for the interpretation of Theorem 1
with regards to nearest-neighbour Hamiltonians (or more generally in the case of a matrix G
(inv)
n ).
This ensures the uniqueness of the eigenstates of H
(inv)
n (up to phase) and therefore in such a case
Theorem 1 refers to the unique eigenstates of a nearest-neighbour spin chain Hamiltonian. In Section
4.2 degeneracy was shown to be the case for generic matrices H
(inv)
n for n an odd prime number. For
4 < n < 14 numerical examples of H
(inv)
n have been found with a simple spectrum so that the proof
of Lemma 2 can be used to show that this is the case for generic matrices H
(inv)
n for these values of n.
For larger values of n, eigenvalue uniqueness remains open.
The presences of the local terms proportional to σ
(a)
j plays a crucial part in the simplicity of the
spectrum of H
(inv)
n . Without them, it was shown in our previous paper [23], that for odd values of n a
Kramers degeneracy exists leading to doubly degenerate eigenvalues throughout the spectrum.
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6.3 Extension of Theorem 1 to non-translationally invariant matrices
Figure 2b shows the average value of the linear entropy of the reduced eigenstates over s = 26 random
samples (coefficients taken as standard normal random variables) of H13 on a block of l = 1, 2, 3, 4, 5
qubits. The values are again ordered with respect to increasing eigenvalue. It can be shown that the
eigenvalues of Hn are also generically non-degenerate (by considering a non-degenerate Hamiltonian of
the form
∑
j ǫ
jσ
(3)
j for some real ǫ and applying Lemma 2). A remarkable similarity is seen to the case
of H
(inv)
n and it is possible that a similar result to that of Theorem 1 could hold for matrices of the
form Hn. The machinery in the proof of Theorem 1 is not applicable to matrices of this form though,
and this question remains open.
6.4 Tightness of the bound in Theorem 2 (Density of states)
In our related paper [23], matrices of the form
H(JW )n =
1√C
n−1∑
j=1
2∑
a,b=1
αa,b,jσ
(a)
j σ
(b)
j+1 +
1√C
n∑
j=1
α3,0,jσ
(3)
j (6.1)
where the αa,b,j are some real constants and C is the sum of their squares, were diagonalised numerically
for values of n up to 32 using the Jordan-Wigner transform. Such matrices provide numerical evidence
that the bound in Theorem 2 is at least asymptotically tight. In [23] it was seen numerically that the
number Nn(x) of the eigenvalues of a generic instance of H(JW )n , with values less than or equal to x,
appear to satisfy ∣∣∣∣Nn(x)2n − 1√2π
∫ x
∞
e−
λ2
2 dλ
∣∣∣∣ ≤ c(x)n (6.2)
where c(x) is independent of n. Whether this is the true rate of convergence remains an open question.
Appendices
A Spin chain diagonalisation via the Jordan-Wigner transform
The Jordan-Wigner transformation [28] gives a standard route to diagonalising the matrix
H(ǫXY+Z)n =
n∑
j=1
(
ǫσ
(1)
j σ
(2)
j+1 + σ
(3)
j
)
(A.1)
We will require this when n takes odd prime values. The transform is used to define the Fermi creation
and annihilation operators
aj =

 ∏
1≤l<j
σ
(3)
l

Sj with a†j =

 ∏
1≤l<j
σ
(3)
l

S†j (A.2)
where
Sj =
σ
(1)
j + iσ
(2)
j
2
with S†j =
σ
(1)
j − iσ(2)j
2
(A.3)
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so that for j = 1, . . . , n− 1, as seen in [28],
σ
(1)
j σ
(2)
j+1 = i
(
aj − a†j
)(
aj+1 − a†j+1
)
σ(1)n σ
(2)
1 = − i η
(
an − a†n
)(
a1 − a†1
)
σ
(3)
j = aja
†
j − a†jaj (A.4)
The canonical commutation relations for Fermi operators, ajak = −akaj and aja†k = −a†kaj + Iδjk, can
also be verified to hold. This allows H
(ǫXY+Z)
n to be rewritten as
H(ǫXY+Z)n = i ǫ
n−1∑
j=1
(
aj − a†j
)(
aj+1 − a†j+1
)
− i ǫη
(
an − a†n
)(
a1 − a†1
)
+
n∑
j=1
(
aja
†
j − a†jaj
)
(A.5)
It will now be shown that H
(ǫXY+Z)
n is block diagonal in the product basis formed from the n-fold
tensor product of eigenstates of σ(3) = |0〉〈0| − |1〉〈1|, denoted |0〉 and |1〉. Let this basis be denoted
|x〉z = |x1〉 ⊗ · · · ⊗ |xn〉 for some multi-index x = (x1, . . . , xn) ∈ {0, 1}n. The Hamiltonian H(ǫXY+Z)n
commutes with the operator
η =
n∏
j=1
σ
(3)
j (A.6)
which has two eigenvalues ±1, this is most easily seen when H(ǫXY+Z)n is expressed in the Pauli basis.
The operator η is diagonal in the basis |x〉z so that H(ǫXY+Z)n must be block diagonal in this basis with
two blocks corresponding to the two eigenvalues of η. The diagonalisation will now be performed on
each block, labelled by η = ±1, separately.
The η = −1 block
For states in the η = −1 subspace of the Hilbert space, H(ǫXY+Z)n acts as
H−n = i ǫ
n∑
j=1
(
aj − a†j
)(
aj+1 − a†j+1
)
+
n∑
j=1
(
aja
†
j − a†jaj
)
(A.7)
with the periodic boundary conditions aj+n = aj imposed. Again, H
−
n is seen to commute with the
operator η. Using the canonical commutation relations for Fermi operators, this quadratic form in the
Fermi operators {aj , a†j} can be expressed as
H−n =
(
a† a˜†
)A− I −A
−A A+ I



a
a˜

 (A.8)
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where a is the column vector with entries a1, . . . , an, a˜ is the column vector with entries a
†
1, . . . , a
†
n, a
†
is the row vector with entries a†1, . . . , a
†
n, a˜
† is the row vector with entries a1, . . . , an and
A =
i ǫ
2


0 −1 0 · · · 0 1
1 0 −1 . . . 0
0 1
. . .
. . .
...
...
. . .
. . . 0
0 0 −1
−1 0 · · · 0 1 0


(A.9)
A further set of Fermi operators {bj, b†j} can be defined by the unitary transform
a
a˜

 =

U 0
0 U



b
b˜

 (A.10)
for the unitary matrix Ujk =
1√
n
ωkj where ωj = e
2pi i j
n (the operator {bj, b†j} are guaranteed to be Fermi
operators [28]). In fact, U represents a discrete periodic Fourier transform and A is proportional to
a circulant matrix. By [29, p.388], U diagonalises A so that U †AU = D where Djk = δjkǫ sin
(
2πj
n
)
.
Furthermore, U jk =
1√
n
ω−kj so that if Pjk = δjκ(k) with κ(k) = n− k for k = 1, . . . , n− 1 and κ(n) = n
then
U †AU = U †AUP = DP (A.11)
The Hamiltonian H− is therefore transformed to
(
b† b˜
†)U †AU − I −U †AU
U †AU −U †AU + I



b
b˜

 = (b† b˜†)

D − I −DP
DP −D + I



b
b˜

 (A.12)
Due to the form of D and DP , H−n can now be rewritten as
n∑
j=1
(
b
†
j bκ(j)
)ǫµj − 1 −ǫµj
ǫµκ(j) −ǫµκ(j) + 1



 bj
b
†
κ(j)

 (A.13)
with µj = sin
(
2πj
n
)
. Each of the 2 × 2 matrices in this expression may be diagonalised by a unitary
matrix, therefore implying a further unitary transformation from the {bj , b†j} to new Fermi operators
{cj, c†j} (again a unitary matrix may be chosen such that the operators {cj , c†j} are again Fermi operators
[28]). As µj = −µκ(j), the matrix
ǫµj − 1 −ǫµj
ǫµκ(j) −ǫµκ(j) + 1

 =

ǫµj − 1 −ǫµj
−ǫµj ǫµj + 1

 (A.14)
has the eigenvalues χ±j = ǫµj ±
√
ǫ2µ2j + 1 so that
H−n =
n∑
j=1
(
χ−j c
†
jcj + χ
+
j cκ(j)c
†
κ(j)
)
=
n∑
j=1
(
χ−j c
†
jcj + χ
+
κ(j)cjc
†
j
)
(A.15)
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Then the Hilbert space admits the orthonormal Fermi basis
|x〉c =
(
c
†
1
)x1
. . .
(
c†n
)xn |0〉c (A.16)
for the multi-index x = (x1, . . . , xn) ∈ {0, 1}n, where |0〉c is a normalised state such that cj |0〉c = 0 for
all j. These states are exactly the eigenstates of H−n and the corresponding eigenvalues are read off to
be
λx =
n∑
j=1
((
ǫµj −
√
ǫ2µ2j + 1
)
xj +
(
ǫµκ(j) +
√
ǫ2µ2
κ(j) + 1
)
(1− xj)
)
(A.17)
Substituting µj = −µκ(j) simplifies this expression to
λx =
n∑
j=1
(2xj − 1)
(
ǫµj −
√
ǫ2µ2j + 1
)
(A.18)
It has already been seen in the proof of Lemma 1 that the values λx are distinct for most values of
ǫ > 0 in the case that n is an odd prime. So for such values, as H−n commutes with η, the eigenstates
|x〉c of H−n are also eigenstates of η with eigenvalues ±1. Only the eigenvalues λx corresponding to
eigenstates for which η|x〉c = −|x〉c are also eigenvalues of H(ǫXY+Z)n , the others have no relevance to
the spectrum of H
(ǫXY+Z)
n as concern lies with the η = −1 eigenspace at this point.
By expressing c†j in terms of the the Pauli operators (inverting the previous transforms they are a
linear combination of the Fermi operators {aj, a†j}), it is seen that η and c†j anti-commute for each j so
that η|x〉c = (−1)r
(
c
†
1
)x1
. . .
(
c†n
)xn
η|0〉c where r =
∑
j xj . Now as η|0〉c = ±|0〉c, either all the states
|x〉c for which r is even (if η|0〉c = −|0〉c) or odd (if η|0〉c = +|0〉c) are eigenstates of H(ǫXY+Z)n .
The η = 1 block
The spectrum within the the η = 1 subspace for odd prime values of n can be deduced by symmetry.
The operator ν =
∑n
j=1 σ
(1)
j anti-commutes with H
(ǫXY+Z)
n as σ(1) anti-commutes with both σ(2) and
σ(3). Any eigenstate |ψ〉 of H(ǫXY+Z)n in the η = −1 subspace with eigenvalue λ must then satisfy
H(ǫXY+Z)n (ν|ψ〉) = −νH(ǫXY+Z)n |ψ〉 = −λ (ν|ψ〉) (A.19)
The eigenstate ν|ψ〉 of H(ǫXY+Z)n must be in the η = 1 subspace as n is odd and therefore ην = −νη so
that ην|ψ〉 = −νη|ψ〉 = ν|ψ〉. This implies that the spectrum within the η = 1 subspace is the negative
of that within the η = −1 subspace. This is precisely given by the values
λx =
n∑
j=1
(2xj − 1)
(
ǫµj −
√
ǫ2µ2j + 1
)
(A.20)
indexed by the x for which r =
∑
j xj has the opposite parity as taken for the η = −1 block.
The entire spectrum for odd prime values of n and most ǫ > 0 (and therefore all ǫ by the analyticity
of the eigenvalues) is therefore given by
λx =
n∑
j=1
(2xj − 1)
(
ǫµj −
√
ǫ2µ2j + 1
)
(A.21)
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