14.39.
Harmonic numbers even appear in real life. If you stack 2-inch long playing cards to overhang the edge of a table as far as possible, the maximum distance that n cards can hang off the edge of the table is Hn [5] . For example, 4 cards can be stacked to extend past the table by just over 2 inches, since H4 = 25/12.
Harmonic numbers satisfy many interesting properties. For nonnegative integers n and m, we list some identities below: n-I E Hk = nHn-n. 
kE (m) n-k (m) (Hn-Hm)
Although all of these identities can be proved by algebraic methods (see [5] ), the presence of binomial coefficients suggests that these identities can also be proved combinatorially. A combinatorial proof is a counting question, which when answered two different ways, yields both sides of the identity. Combinatorial proofs often provide intuitive and concrete explanations where algebraic proofs may not. For example n-I Ek k! =n!-1 k=l is a standard exercise in mathematical induction. But to a combinatorialist this identity counts permutations in two different ways. The right side counts the number of ways to arrange the numbers 1 through n, excluding the natural arrangement 1 2 3 . . . n. The left side counts the same quantity by conditioning on the first number that is not in its natural position: for 1 < k < n-1, how many arrangements have n-k as the first number to differ from its natural position? Such an arrangement begins as 1 2 3 . . . nk-1 followed by one of k numbers from the set {n-k + 1, n-k + 2, . . ., n}. The remaining k numbers (now including the number n-k) can be arranged k! ways. Thus there are k k! ways for n-k to be the first misplaced number. Summing over all feasible values of k yields the left side of the identity.
Although Hn is never an integer for n > 1 [5] , it can be expressed as a rational number whose numerator and denominator have combinatorial significance. Specifically, for n > 0 we can always write Hn =- 
The combinatorial interpretation of these numbers is the topic of the next section.
Stirling numbers
For integers n > k > 1, let [nk] denote the number of permutations of n elements with exactly k cycles. Equivalently [nk] counts the number of ways for n distinct people to sit around k identical circular tables, where no tables are allowed to be empty. [ and so on. Now for k > 2, we will see that n+1 n n k k-1 k
On the left, we are directly counting the number of ways to seat n + 1 people around k circular tables. On the right we count the same thing while conditioning on what happens to person n + 1. If n + 1 is to be alone at a table, then the remaining n people can be arranged around k-1 tables in [ for some l < k < n-2 and l < j < k. We assert that the number of these permutations with exactly k terms to the right of 2 is given by the kth term of the sum. , select al, a2, . . ., an_2_k from the set {3, . . ., n} in any of (n-2)! /k! ways. From the unchosen elements, there are [k2+l] ways to create two nonempty cycles of the form (2 bl . . . bj_l)(bj . . . bk) where 1 < j < k. Multiplying the two counts gives the kth term of the sum as the number of permutations in fn with exactly k terms to the right of 2, as was to be shown.
To see this
We apply a different combinatorial strategy to prove the more general equation (2), which, after applying Theorem 1 and re-indexing (n := n-1, m := t-1, and k := k-2), gives us IDENTITY 2. For 1 < t < n -1 n _ (n -1)! + t E k -1 (n -1 -t)! 2 t k=t+l-
(k-1-t)!
The combinatorial proof of this identity requires a new interpretation of (n-1)! /t. For 1 < t < n-1, we define the lastt elements of (la2 aj)(aj+l an) to be the elements an, an-l . . . an+l-t even if some of them are in the left cycle. For example, the last 5 elements of (185274)(396) are 6, 9, 3, 4, and 7.
We claim that for 1 < t < n-1, the number of permutations in fn where the largest of the last t elements is alone in the right cycle is (n-1)!/t.
Here, we are counting permutations of the form (la2...an_l)(an), where an is the largest of {an+l-t a an+2-t a * * * a an-l a an }-Among all (n-1)! permutations of this form, the largest of the last t elements is equally likely to be anywhere among the last t positions. Hence (n-1)!/t of them have the largest of the last t elements in the last position.
Next we claim that for 1 < t < n-1, the number of permutations in fn where the largest of the last t elements is not alone in the right cycle is the summation in Identity 2.
To see this, we count the number of such permutations where the largest of the last t elements is equal to k. Since the number 1 is not listed among the last t elements, we have t + 1 < k < n. To construct such a permutation, we begin by arranging numbers 1 through k-1 into two cycles. Then insert the number k to the right of any of the last t elements. There are [ 2l]t ways to do this. The right cycle contains at least one element less than k, so k is not alone in the right cycle (and could even be in the left cycle). So that k remains the largest among the last t elements, we insert elements k + 1 through n, one at a time, to the right of any but the last t elements. There are (kt)(k + 1-t) (n-1-t) = (n-1-t)! /(k-1-t)! ways to do this. Multiplying the two counts give the kth term of the sum as the number of permutations where the largest of the last t elements equals k, and it is not alone in the right cycle; summing over all possible values of k, we count all such permutations. Since for any permutation in fn, the largest of the last t elements is either alone in the last cycle, or it isn't, and this establishes Identity 2.
Notice that when t = 1, Identity 2 simplifies to Identity 1. When t = n-1, Identity 2 essentially simplifies to equation (7).
For our final identity, we convert equation ( The process is easily reversed. Given (0 al an_j)(bl bj) in fn+l the right cycle becomes the distinguished cycle (bl bj). The distinguished cycle is then inserted among the cycles Ck_l, . . . C2, C1, which are generated one at a time as follows: C1 (the rightmost cycle) begins with al followed by a2 and so on until we encounter a number ai that is less than al. Assuming such an ai exists (that is, al 7& 1), begin cycle C2 with ai and repeat the procedure, starting a new cycle every time we encounter a hew smallest element. The resulting cycles (after inserting the distinguished one in its proper place) will be a permutation of n elements written in our standard notation. Hence we have a one-to-one correspondence between the sets counted on both sides of Identity 4. Notice that by distinguishing exactly m of the cycles above, the procedure above can be easily modified to prove the more general 
