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Abstract. We investigate the dynamical behavior of the Gross–Pitaevskii equation for a Bose–Einstein
condensate trapped in a spherical power law potential restricted to the repulsive case, from the dynam-
ical system formalism point of view. A five–dimensional dynamical system is found (due the symmetry
of the Gross–Pitaevskii equation interacting with a potential), where the Thomas–Fermi approximation
constrains the parameter space of solutions. We show that for values of the power law exponent equal or
smaller than 2 the system seems to be stable. However, when the corresponding exponent is bigger than
2, the instability of the system grows when the power law exponent grows, indicating that large values of
the aforementioned parameter can be related to a loss in the number of particles from the condensed state.
This fact can be used also to show that the stability conditions of the condensate are highly sensitive to
the exponent associated with the external potential.
PACS. 05.30.Jp Boson systems – 03.75.Hh Static properties of condensates; thermodynamical, statistical,
and structural properties – 03.75.Nt Other Bose-Einstein condensation phenomena
1 Introduction
The phenomenon of Bose–Einstein condensation [1,2,3] is
one of the most remarkable N–body quantum phenom-
ena that can be observed at macroscopic scales. Since its
laboratory observation Bose-Einstein condensation of di-
lute atomic gases has stimulated an enormous amount of
related work [4,5,6,7] . We found mathematical issues re-
lated to Bose–Einstein condensates [8], several theoretical
and heuristic aspects [9,10], also as test tools in gravita-
tional physics, or even to model dark matter in the uni-
verse. The study of its associated thermodynamic proper-
ties is naturally also a very pertinent aspect [9,11,12,13,
14,15]. The experimental understanding of Bose–Einstein
condensates can be achieved in several alkali atoms which
allows the use of various atomic systems, for instance,
87Rb, 23Na, which have repulsive interactions within the
condensate [11,16]. Conversely, 7 Li and 85Rb that have
attractive interactions [11,16]. The low energy properties
and specifically the stability of the condensate properties
can be characterized through the s–wave scattering length.
These conditions of the condensate trapped in magnetic
traps has been extensively analyzed from the numerical
and analytical point of view [16]. It is seems that the
condensate was predicted to be (meta)stable in magnetic
traps, when the number of atoms is below some critical
number [17]. In other words, the possible values of the
s–wave scattering length are intimately linked to the sta-
bility of the system under these circumstances. However,
there is at least one more parameter linked to the stability
of the condensate, the specific form of the trapping poten-
tial. The form of the trapping potential is strongly related
to the macroscopic behavior of the condensate, and clearly
the properties of the condensed cloud must be highly sen-
sitive to its shape [18]. Then, it is interesting to analyze
the stability of the condensate when one varies the shape
of the trap besides the value of the scattering length. In
this work, we will assume that the value of the scatter-
ing length is positive, i.e., we assume from the very begin-
ning that our system is a repulsively condensate. However,
there are in the literature several works related to the sta-
bility analysis when the value of the scattering length is
negative 1. We must also mention that experimental real-
izations of Bose Einstein condensates in higher power law
potential traps has been extensively investigated, see for
instance refs. [24,25,26,27].
Additionally, the dynamical system formalism [28] is a
mathematical tool that is implemented in order to rewrite
the evolution equations as plane-autonomous system and
to analyze the stability of the equation under considera-
tion. The results of the latter can give some information
1 For works related to the stability of attractively interacting
condensates, see refs. [19,20,21,22,23]
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about the physics of the system behaviour which can be
hidded in the corresponding critical points of the system.
Therefore, we will compare the stability conditions of
the condensate with the stability of the Gross–Pitaevskii
equation for a Bose–Einstein condensate trapped in a spher-
ical power law potential. As far as we know, this math-
ematical tool has never been used in this context. Thus,
the analysis of stability conditions of the Gross–Pitaevskii
equation as an autonomous system over the condensate in
a generic potential can be helpful in order to find the most
favorable scenarios in which the system actually acquires
more stable configurations, when repulsive interactions are
present.
The outline of the paper is as follows: in Section 2
we describe the main properties of the Gross–Pitaevskii
equation and of the corresponding spherical power law
potential. Also, some issues regarded the Thomas–Fermi
approximation are revised. Section 3 is dedicated to the
dynamical analysis of the cases in which a Bose–Einstein
condensate is endowed in a power law potential. We first
show that there are four cases of interest, related to the
values of the corresponding exponent s. To have a com-
plete picture of the solution for the Gross–Pitaevskii equa-
tion in a Thomas–Fermi approximation, these equations
are written as an autonomous system, and we study its
critical points and general trajectories in the phase space
of the resulting dynamical variables. In Section 4 we ana-
lyze some thermodynamical properties of the system and
its relation with the results obtained in dynamical analy-
sis. Finally, Section 5 is devoted to final comments about
the general properties of the Bose–Einstein condensate
trapped in a spherical power law potential.
2 The spherical power law potential and the
Gross–Pitaevskii equation
Let us start with the time dependent Gross–Pitaevskii
equation in 3–dimensions
i~∂tψ (r, t) = − ~
2
2m
∇2 ψ(r, t) + V (r)ψ(r, t)
+U0 |ψ(r, t)|2 ψ(r, t), (2.1)
where m is the atomic mass and U0 = 4pi~2as/m de-
scribes the interaction between the particles in the con-
densate with as the s–wave scattering length, which in
this approach is assumed to be positive. The validity of
the Gross–Pitaevskii equation is based on the condition
that the s-wave scattering length be much smaller than
the average distance between atoms and that the num-
ber of atoms in the condensate be much larger than one.
The Gross–Pitaevskii equation can be used, at tempera-
tures below the condensation temperature, to explore the
macroscopic behavior of the system, characterized by vari-
ations of the order parameter ψ(r, t) over distances larger
than the mean distance between atoms.
The trapping potential in Eq. (2.1) is given by:
V (r) = A
(
r
a0
)s
. (2.2)
The potential (2.2) is the so–called spherical power law po-
tential where, for simplicity, we assume spherical symme-
try (see for instance Refs. [29,30,31] and references therein
for more general potentials). In the generic potential (2.2)
we have A = ~ω0/2 and a0 =
√
~/mω0, which are char-
acteristic scales of energy and length associated with the
trap [32,33], with ω0 the corresponding frequency and ~
the reduced Planck’s constant. The parameter s depicts
the exponent of the spherical power law potential, which
in our approach will play a relevant role in the dynamics.
Notice that if we set s = 2 in the spherical power law po-
tential (2.2), we recover the more common harmonic trap.
These type of potentials are known as generic spherical
potentials. It is quite interesting to analyze the behavior
of the condensate when the shape of the trap varies as
a power of the radial coordinate for several reasons. This
class of trapping potentials could be useful in order to
cool the system with an adiabatic procedure, by changing
the shape of the trap [9]. The relevant thermodynamical
properties associated with the system, e.g., the conden-
sation temperature, the number of particles within the
condensate, the corresponding density, the entropy, etc.,
explicitly exhibits a sensitive trap–dependence, i.e., the
macroscopic behavior of the condensate is highly sensitive
to the shape of the external trapping potential. In this
sense, it is relevant to analyze the stability of the system
when this spherical power law potential is present.
In order to obtain a dimensionless version of the Gross–
Pitaevskii equation (2.1), let us define, as usual, the fol-
lowing dimensionless variables in function of the charac-
teristic scales associated with the system [34,35,36]
t¯ = ω t , r¯ =
r
a0
,
ψ¯(r¯, t¯) = a
3/2
0 ψ(r, t) , V¯ (r¯) =
V (r)
2A
. (2.3)
By using the dimensionless variables defined above, the
Gross–Pitaevskii equation in 3–dimensions becomes
i∂t¯ψ¯ (r¯, t¯) = −12∇¯
2 ψ¯(r¯, t¯) + V¯ (r¯) ψ¯(r¯, t¯)
+β |ψ¯(r¯, t¯)|2 ψ¯(r¯, t¯) , (2.4)
where we have defined β = U0/~ω0a30. As was mentioned
above, we restrict our analysis to positive values of the cor-
responding self–interaction potential since positive scat-
tering lengths provides repulsive interactions among the
particles.
Consequently, the time independent dimensionless Gross–
Pitaevskii equation can be obtained by written the dimen-
sionless order parameter ψ¯(r¯, t¯) as follows:
ψ¯(r¯, t¯) = e−iµ¯t¯ φ¯(r¯) , (2.5)
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where we have defined the dimensionless chemical poten-
tial as µ¯ = µ/~ω0. Inserting (2.5) into (2.4), this leads to
the following equation
∇¯2 φ¯(r¯) = 2 [V¯ (r¯)− µ¯] φ¯(r¯) + 2βφ¯3(r¯). (2.6)
where the Laplacian operator is given by ∇¯2 = r¯−2∂r¯ r¯2∂r¯.
Consequently Eq. (2.6) reads
d2φ¯(r¯)
d r¯2
+
2
r¯
d φ¯(r¯)
d r¯
= 2
[
V¯ (r¯)− µ¯] φ¯(r¯) + 2βφ¯3(r¯).(2.7)
An analytical and formal solution associated with our
system can be obtained by neglecting the kinetic energy
term from the very beginning in Eq. (2.6), this is the so–
called Thomas–Fermi approximation [11], with the result
n(r¯) = |φ¯(r¯)|2 = µ¯− V¯ (r¯)
β
, (2.8)
while n(r) = 0 outside of this region 2. Here, n(r¯) =
|φ¯(r¯)|2 depicts the density of particles within the con-
densate in the Thomas–Fermi approximation. Therefore,
the Thomas–Fermi approach is valid for systems at very
low temperatures T < Tc, where Tc is the condensation
temperature, for weakly interacting systems, for sufficient
large clouds, and when the kinetic energy is negligible with
respect to the potential and the interaction ones. Addi-
tionally, the Thomas–Fermi approximation is valid near
to the minima of the potential. Finally, we must add that
the Thomas-Fermi approximation fails for trapped con-
densates near the edge of the cloud, due to the divergent
behavior of the kinetic energy (i.e. the total kinetic energy
per unit area diverges on the boundary of the system) [37].
3 Dynamical system structure
The first step to approach to our goal consists in study
the evolution of the Gross–Pitaevskii equation (2.6) in
which the condensate is endowed with the spherical power
law potential (2.2). As in the standard case, it is possible
to perform a dynamical study of the model so that its
relevant solutions are easily unveiled [38,39,40]. We will
see that the Thomas–Fermi approximation leads to a con-
straint equation on the parameter space whose solution
defines a subspace where stable solutions of the system
are possible. In order to construct a dynamical system
for a Bose–Einstein condensate trapped in the spherical
power law potential (2.2), we first introduce a set of con-
veniently chosen variables which may allow rewriting the
2 We are able to estimate the spatial extend r¯e of the cloud
in the dimensionless variables, through the condition µ¯ = V¯ (r¯),
which in our case is given by
r¯e = (2µ¯)
1/s. (2.9)
This spatial extend fixes the regime of validity of the Thomas–
Fermi approximation and consequently, also fixes the validity
of the analysis followed in this paper.
evolution equation as an autonomous system subject to
the constraint arising from the Thomas–Fermi approxi-
mation. We choose the following variables
x ≡ φ¯′, y ≡ r¯
s
2
− µ¯, z ≡ φ¯, w ≡ s
2
(
r¯s
r¯
)
, v =
2
r¯
φ¯,
(3.1)
where the prime denote derivatives with respect to r¯.
Let us clarify that these dynamical coordinates correspond
to the phase space. In these variables the Thomas–Fermi
approximation constraint is implemented by setting
F (y, z) := κ|z|2 = −2y, (3.2)
where κ ≡ 2β. We shall restrict ourselves to the parame-
ter space delimited by this hyperbolic region, which con-
tains the solutions in this approximation for the Gross–
Pitaevskii equation. Combining (2.7) and the variables
(3.1), the equations of motion read
x′ = 2yz + κz3, (3.3a)
y′ = w, (3.3b)
z′ = x, (3.3c)
w′ =
s(s− 1)
r¯2
(y + µ¯) , (3.3d)
v′ =
2
r¯
(x− z). (3.3e)
The stability of the Gross–Pitaevskii equation through
its critical points is investigated by using linear perturba-
tions (See Appendix A). The results of the analysis of the
dynamical system (3.3), their critical points and its sta-
bility properties, are summarized in Table 1. At this point
we are interested in where the trapping potential, (i.e.,
for different values of the exponent s), can set a stable (or
unstable) scenario. To proceed with these ideas, we follow
the cases related to the Bose–Einstein condensate physics.
Notice that if we set s = 0 in the spherical power law po-
tential (2.2), we obtain a free gas. For s = 1 a linear trap
and for s = 2 the usual harmonic oscillator. Additionally,
when s→∞, we obtain the box potential.
Let us now establish the stability of the Gross–Pitaevskii
equation conditions for some potentials of interest.
– Case s = 0, i.e V¯ = const. The autonomous system is
reduced to the following three dimensional system:
x′ = 2α1z + κz3, z′ = x, v′ =
2
r¯
(x− z), (3.4)
where α1 = 1/2 − µ¯. The real critical point for this
system is (xc = 0, zc = 0, vc = 0). The constraint is
fixed by |z|2 = −2α1/κ. The trajectories in Figure 1
for the case ξ+ of m+ start at the critical point then
diverge to infinite-distance out. As a result, the critical
point for the case results in a saddle point, which is al-
ways unstable. When s = 0 the potential becomes in a
constant that can be re-absorbed in the dimensionless
chemical potential. This type of potential may not be
of physical relevance. However, we have included this
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Fig. 1. Phase portrait for case s = 1. The flux of the dynamical system (represented by the blue arrows) in represented by
the cases ξ+ with vector fields for m+ for the case s = 1 given in Table 1. We notice that now the autonomous system is
in 3–dimensions due the quadratic term in the potential. We infer from this field plot the region where the stability of the
Gross–Pitaevskii equation can be achieved. The ellipsoidal structure (indicated by the ellipsoidal region in smooth colors) is
delimited by the Thomas-Fermi constrain |z|2 = (2µ¯− r¯2)/κ. The axes represent the dynamical variables in 3-dimensiones with
s = 1.
case for mathematical reasons. In this scenario, the
system is unstable, according to this approach, which
makes sense since there is no confinement region. This
behavior is showed in Figure 1.
– Case s = 1, i.e V¯ = r¯/2, which corresponds to the
linear trapping potential. The autonomous system is
reduced to the following set of equations:
x′ = 2yz + κz3 = 2
( r¯
2
− µ¯
)
z + κz3,
y′ = 1/2, z′ = x, v′ =
2
r¯
(x− z), (3.5)
with two critical points at (xc1 = 0, yc1 = y, zc1 =
0, vc1 = 0) and (xc2 = 0, yc2 = −κz2/2, zc2 = z, vc2 =
2zc2/r¯) The constraint is fixed by the curve |z|2 =
(2µ¯ − r¯)/κ. The instability happens only along the
eigenvectors corresponding to±√2y and±√2κz, which
are unstable (saddle) points. The first eigenvalues are
null, and then the system is indifferent under pertur-
bations along the constraint curve for this case. Also
we notice that for a vanishing potential µ¯ → 0, the
fourth dynamical variable is v = z/y, therefore fixing a
new minimal constraint in one dimension according to
(3.2) as F (z) := 4βz3 = −v(s=1,µ¯→0). The phase space
of solutions for this case is reduced to a one-dimension
in comparison with Eq.(3.2). Inside this constriction,
only the unstable solutions with eigenvalues ±√2κz
are allowed. Additionally, according to the spatial ex-
tend for this case r¯e = 2µ¯, the above constraint indi-
cates that when µ¯→ 0 then r¯e decreases with respect
to the r¯e obtained from Eq. (3.2).
– Case s = 2, i.e V¯ = r¯2/2, which corresponds to the
more common harmonic oscillator potential. The au-
tonomous system is reduced in this case to the system:
x′ = 2yz + κz3 = 2
( r¯2
2
− µ¯
)
z + κz3,
y′ = w, z′ = x, w′ = 1, v′ =
2
r¯
(x− z)(3.6)
with two critical points at (xc1 = 0, yc1 = y, zc1 =
0, wc1 = 0, vc1 = 0) and (xc2 = 0, yc2 = −(κz2)/2, zc2 =
z, wc2 = 0, vc2 = 2zc/r¯). The constraint is fixed by the
curve |z|2 = (2µ¯−r¯2)/κ. For the origin critical point we
observe that only the non-vanishes eigenvalues, which
points in z-direction and v-direction gives the infor-
mation about the stability of this point. In such case,
when r¯ > 2µ¯ (r¯ < 2µ¯) the point will be unstable (sta-
ble). For the case s = 2, or the usual harmonic trap,
the system seems to be stable in all cases. In other
words, note that in our approach the Thomas–Fermi
approximation fixes the permisible values for the spa-
tial extend of the cloud as r¯e = (2µ¯)
1/s, this means
that for all r¯ of interest r¯ < (2µ¯)1/s, and consequently
r¯ < 2µ¯ is always satisfied, leading to a stable scenario.
– Case s = 3, i.e V¯ = r¯3/2, which corresponds to a
cubic potential. The autonomous system is reduced to
the system:
x′ = 2yz + κz3 = 2
( r¯3
2
− µ¯
)
z + κz3,
y′ = w =
3
2
r¯2, z′ = x, w′ =
6
r¯2
(y + µ¯)
v′ = v +
2
r¯
z′. (3.7)
with three critical points at (xc1 = 0, yc1 = −µ¯, zc1 =
0, wc1 = 0, vc1 = 0) and (xc(2,3) = 0, yc(2,3) = −µ¯, zc(2,3) =
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±
√
2µ¯
κ , wc(2,3) = 0, v(2,3) = 0). The constraint is fixed
by the curve |z|2 = 2µ¯/κ − 8z3/v3. To have a Bose–
Einstein condensate the values of µ¯ > 0, i.e the first
energy state is a non-vanishing constant. Then, for the
first critical point the trajectories stay in an ellipti-
cal traces. However, with each revolution, their dis-
tance from c1 grow/decay exponentially according to
the term em+r¯ (see (A.4)). Therefore, the 5-dimensional
phase portrait shows trajectories that attractor to the
critical point (when mc1 > 0). Or trajectories that loi-
ter to the attractor converge to the critical point (when
mc1 < 0). As a result, when µ¯ > 0, c1 is a attractor
point, which it is asymptotically stable if mc1 < 0 and
it is unstable if mc1 > 0.
– Case s = 4, i.e V¯ = r¯4/2, which corresponds to the
quartic potential. The autonomous system is now re-
duced to the following system of equations:
x′ = 2yz + κz3 =
(
r¯4 − 2µ¯
)
z + κz3,
y′ = w = 2r¯3, z′ = x,
w′ =
12
r¯2
(y + µ¯) = 6r¯2, v′ = v +
2
r¯
z′ (3.8)
with four critical points at (xc(1,2) = 0, yc(1,2) = ±µ¯,
zc(1,2) = 0, wc(1,2) = 0) and (xc(3,4) = 0, yc(3,4) = −µ¯, zc(3,4)
= ±
√
2µ¯
κ , w(3,4) = 0, v(3,4) = 0). The constraint is
fixed by the curve |z|2 = 2µ¯/κ−8z4/v4. As in the case
s = 3, for the first critical point the trajectories are
elliptical. Therefore, we have the same 5-dimensional
phase portrait with spiral trajectories when µ¯ > 0, c1
is a spiral point, which it is asymptotically stable if
mc1 < 0 and it is unstable if mc1 > 0. Notice that mc1
is always positive according to Table (2) and then is
unstable. In comparison the latter case, we have a crit-
ical point for µ¯ < 0, which means r¯e = −2µ¯1/4, which
is a mathematical solution but is unphysical since µ¯
is always positive for temperatures smaller that the
condensation temperature Tc.
Furthermore, for the cubic potential s = 3 and the quartic
potential s = 4 the numerical stability analysis shows that
these systems present an instability due to the presence of
attractors trajectories. If we interpreted these trajectories
as the velocity field of the particles in the condensate, we
can immediately observe that when s grows the instability
increases. These facts can be interpreted as follows, when
s > 2 grows, the particles forming the condensate tends to
leave the ground state to form a sea of excited particles,
which interacts with the condensate affecting its stability.
Finally, let us remark that due to the corresponding
limitations associated with the Thomas–Fermi approach
used in the above analysis, the deduced instabilities are
valid in a certain region near to the minima of the poten-
tial, i.e., for the region r¯ < (2µ¯)1/s. Thus, as a consequence
we can not extrapolate our results to the entire conden-
sate.
Table 1. Critical points for the autonomous system (3.3) in
where exist solutions related to the stability of the Gross–
Pitaevskii equation
Label Critical point
(xc, yc, zc, wc, vc)
A (0,−µ¯2, 0, 0, 0)
B (0,−µ¯2,±
√
2
κ
µ¯, 0, 0)
Table 2. The corresponding eigenvalues related to the critical
points.
Label Eigenvalues
(m1,m2,m3,m4,m5)
A
(√
s2−s
r¯
,−
√
s2−s
r¯
,
√
2µ¯i,
√
2µ¯i, 2
√
2µ¯i/r¯
)
B
(√
s2−s
r¯
,−
√
s2−s
r¯
,
√
2µ¯,
√
2µ¯, 2
√
2µ¯/r¯
)
4 Condensation temperature and condensate
fraction
The second step to approach to our goal consists of an
analysis of some of the thermodynamic properties of our
bosonic gas trapped in the spherical power law potential
Eq. (2.2) in order to study its relation to the dynamical
structure analyzed in the previous section. The properties
of a condensate trapped in a spherical power law potential
have been extensively analyzed, see for instance, [29,32,
41,42,43] and references therein.
To this aim, let us propose a particularly simple Har-
tree–Fock type spectrum, in the semi–classical approxi-
mation. This approach basically consists of the assump-
tion that the constituents of the gas behave like non–
interacting bosons moving in a self–consistent mean field,
valid when the semiclassical energy spectrum p is bigger
than the corresponding chemical potential µ, for dilute
gases [9,11]
p =
p2
2m
+ V (r) + 2U0n(r), (4.1)
where p is the momentum and m is the mass of a single
particle respectively. The term 2U0n(r) is a mean field
generated by the interactions with the other constituents
of the bosonic gas, being n(r) the spatial density of the
cloud [9].
In the semiclassical approximation, the single–particle
phase–space distribution may be written as [9,11]
n(r, p) =
1
eβ(p−µ) − 1 , (4.2)
where β = 1/κT , κ is the Boltzmann constant, T is the
temperature, and µ is the chemical potential. The number
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of particles in the 3–dimensional space obeys the normal-
ization condition [9,11],
N =
1
(2pi~)3
∫
d3r d3p n(r, p), (4.3)
where
n(r) =
∫
d3p n(r, p), (4.4)
is the corresponding spatial density. Using expression (4.1),
and integrating expression (4.2) over momentum, with the
help of (4.4), we get the spatial distribution associated
with our semi–classical spectrum (4.1)
n(r) = λ−3g3/2
(
eβ[µ−V (r)−2U0n(r)]
)
(4.5)
where λ =
(
2pi~2
mκT
)1/2
, is the de Broglie thermal wave-
length. The function gν(z) is the so–called Bose–Einstein
function defined by [44]
gν(z) =
1
Γ (ν)
∫ ∞
0
xν−1dx
z−1ex − 1 . (4.6)
By using the properties of the Bose–Einstein functions
[44], we are able to expand expression (4.5) to first order
in U0, with the result
n(r) = n0(r)
(
1− 2U0
κT
(mκT
2pi~2
)3/2
g1/2(Z)
)
, (4.7)
where
Z = e
1
κT [µ−V (r)], (4.8)
being n0(r) the space density distribution for the ideal
case U0 = 0,
n0(r) = λ
−3g3/2(Z). (4.9)
Integrating the normalization condition (4.3) and us-
ing expression (4.7) with the corresponding potential (2.2),
this allows us to obtain an expression for the number of
particles as a function of the chemical potential µ, the
temperature T , the coupling constant U0
N = N0 +
( κT
~ω0
) 3
2+
3
s 2
3
sΓ ( 3s + 1)
2
3
2Γ ( 32 + 1)
g 3
2+
3
s
(z)
×
[
1− 2U0(κT ) 12
( m
2pi~2
) 3
2 G3/2,1/2,3/s(z)
g 3
2+
3
s
(z)
]
,(4.10)
with the following definition
G3/2,1/2,3/s(z) =
∞∑
i=1
∞∑
j=1
z(i+j)
i3/2j1/2(i+ j)3/s
, (4.11)
where Γ (x) is the Euler function, N0 the number of par-
ticles in the grown state and z = exp
µ
κT is the so–called
fugacity.
Setting U0 = 0 in Eq. (4.10), we are able to calculate
the condensation temperature T0 in the ideal case. To do
this, we assume that the number of particles in the ground
state in negligible, together with µ = 0 at the condensa-
tion temperature. Thus, we obtain
κT0 = ~ω0
[
2
3
2Γ ( 32 + 1)N
2
3
sΓ ( 3s + 1)ζ
(
3
s +
3
2
)] 13s+32 (4.12)
where we have used that gν(z = 1) = ζ(ν), being ζ(ν) the
Riemann Zeta Function.
Since the total number of particles is given by N =
N0+Ne, where N0 is the number of particles in the ground
state and Ne is the number of particles in the exited states,
the condensate fraction can be written as N0/N = 1 −
Ne/N , and according to (4.10) and (4.12), at temperatures
T below T0 , the condensate fraction is given by:
N0
N
= 1−
(
T
T0
) 3
2+
3
s
, (4.13)
where as usual, we have used the fact that the number of
particles that can be located in the excited states has a
maximum
Nmaxe =
( κT
~ω0
) 3
2+
3
s 2
3
sΓ ( 3s + 1)
2
3
2Γ ( 32 + 1)
ζ
(3
2
+
3
s
)
(4.14)
In order to obtain the shift in the condensation tem-
perature caused by interactions, let us expand expression
(4.10) to first order in T = T0, µ = 0 and, U0 = 0. Re-
calling that T0 is the condensation temperature given by
expression (4.12) (see for instance Refs. [32,43]), with the
result :
Tc − T0
T0
=
∆Tc
T0
= −
(
a√
~/mω0
)
ΛsN
s
3(s+2) , (4.15)
where
Λs =
[
23/2
(
ζ( 3s +
1
2 )ζ(
3
2 )−G3/2,1/2,3/s(1)
)
pi1/2ζ( 3s +
3
2 )(
3
s +
3
2 )
]
(4.16)
×
[
23/2Γ
(
7
2
)
23/sΓ
(
3
s + 1
)
ζ
(
3
s +
3
2
)] s3(s+2) .
Where we have setting in Eq. (4.15) the condensation con-
ditions in the case of weakly interacting systems, i.e., at
the condensation temperature Tc for large N , in the mean
field approach the chemical potential takes the value [9,
11]
µc = 2U0n0(r = 0). (4.17)
In other words, n0(r = 0) = λ
−3
c ζ(3/2) in the large N
limit, which means that the critical density near the center
of the spherical power law potential for any s is the same as
that of the uniform model. For instance, in the case s = 2,
i. e., the usual harmonic oscillator potencial the current
high precision experiments for 3919K, show that the shift
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Fig. 2. Number of particles in the condensed state as a function of the temperature for a > 0, i. e., the interacting repulsive
case, at temperatures smaller than the condensation temperature Tc ∼ 10−9 K. The plot shows different values for the exponent
s. The case for s = 1 is represented by the solid blue line, the case s = 2 by thin blue line, the case s = 3 by the red line and
the case s = 4 by the dashed blue line. We observe that for a given temperature, the number of particles in the condensed state
decreases as the exponent s grows.
in the condensation temperature with respect to the ideal
result, caused by the interactions among the constituents
of the gas is about 5×10−2 with a 1% of error [45]. In other
words, when repulsive interactions (a > 0) are present, the
condensation temperature (depending of the exponent s)
is smaller compared with the ideal case, see Eq. (4.15).
Additionally, when interactions are present the con-
densate fraction can be obtained from eqns. (4.10), as
N0/N = 1−Ne/N , where, as in the non–interacting case
the number of particles that can be located in the excited
states can be expressed as
Nmaxe =
( κT
~ω0
) 3
2+
3
s 2
3
sΓ ( 3s + 1)
2
3
2Γ ( 32 + 1)
ζ
(3
2
+
3
s
)
×
[
1− 2U0(κT ) 12
( m
2pi~2
) 3
2 G3/2,1/2,3/s(1)
ζ
(
3
2 +
3
s
) ],(4.18)
We show in Fig. 2 the plot for some specific values of
the exponent s. Moreover, we have used typical laboratory
conditions, i. e., N ∼ 105 particles, a ∼ 10−9 m, and
m ∼ 10−26 kg [9], with a typical condensation temperature
of order Tc ∼ 10−9 K.
Note that when interactions are present and for tem-
peratures smaller than Tc the condensed fraction is also
smaller compared with the ideal case for a > 0. From
this analysis we infer that when s grows, the number of
particles in the condensate decreases, which is in agree-
ment with the results given by the dynamical analysis, in
which we interpreted the increasing of s as a increase of
instability. For instance, the analysis performed in Sec. (3)
together with the results exposed in the present section,
allow us to conclude that the cases s = 3 and s = 4 are
less stable than the usual harmonic trap s = 2. In this
line of thinking, the case s → ∞ which describes a box
potential, is clearly, less stable than the aforementioned
scenarios. Also, the spatial extend of the condensate de-
duced from the Thomas–Fermi approach decreases as the
exponent s grows.
5 Discussion
In order to study the stability of the condensate when the
exponent of the trap varies, we have analyzed the stabil-
ity conditions of a Bose–Einstein condensate in a spheri-
cal power law potential using techniques from dynamical
systems. Also, we have confronted these results with the
analysis of the corresponding condensed fraction, showing
that both predictions are compatible.
We observe that when the exponent s grows, the sys-
tem tends to be unstable, i.e., when the exponent fulfill
the condition s > 2. Basically, the perturbations deduced
in the above sections are directly related to perturbations
of the order parameter (see the system (A.1)), and con-
sequently, related to fluctuations of the condensed state.
This fact can be interpreted as follows: when s grows,
the number of particles in the ground state decreases and
clearly the number of particles in the excited states in-
crease. Also, the size of the cloud decreases as the expo-
nent s increases. Let us add, that according to our results
the most stable scenarios for the condensate when a pos-
itive self–interaction parameter is assumed, are given for
small enough values of the exponent s.
Let us mention here that according to our interpre-
tation, i.e., that the instability means a loss of particles
of the condensate when the exponent s grows, does not
means that the equilibrium condensate density in the in-
stable cases, i.e. s > 2 is zero, or at least does not allows
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to conclude this fact. As was analyzed in the previous sec-
tions, the loss of particles of the condensed state grows
when s grows. In other words, the so–called depletion in-
creases with the exponent s. A more suitable interpreta-
tion is that the systems with bigger exponent s are less
stable than the systems with small exponent s. However,
this fact do not implies that there are not a well defined
equilibrium condensate densities for s > 2. Moreover, as
was mentioned previously in the manuscript, the limita-
tions associated with the Thomas–Fermi approach used in
the above analysis, allows us to deduce instabilities in a
certain region, i.e., r¯ < (2µ¯)1/s. Thus, as a consequence
we can not extrapolate completely our results to the entire
condensate but can be used as an insight of the condensate
stability.
In addition, the dynamical system formalism can ex-
tended to more general traps, even time–dependent traps
and rotating traps in order to analyze the stability of the
system under more general conditions, where it would be
interesting to show if the solutions are independent of the
initial conditions. Also, a numerical simulation can be used
in order to match the results obtained in the present report
with those eventually obtained in a numerical analysis.
Clearly these topics deserve deeper investigation, which
will be presented elsewhere.
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A Dynamical system background
The stability of a particular system of equations system
can be studied through its critical points and performing
linear perturbations around the critical values of the form
x = x0 + u, where x = (x, y, z) and u = (δx, δy, δz). The
equations of motion (3.3) can be written as x′ = f(x),
which upon linearization reads
u′ =Mu, Mij = ∂fi
∂xj
∣∣∣∣
x∗
, (A.1)
where M is called the linearization matrix. The eigenval-
ues m of M determine the stability of the critical points,
whereas the eigenvectors determine the principal direc-
tions of the perturbations. In general, if Re(m) < 0
(Re(m) > 0) the critical point is called stable (unstable).
We should study the perturbations of the three dynam-
ical variables (x, y, z) in the phase space, but remember
that they are not all independent because they are bound
by the Thomas–Fermi approximation (2.8), and the same
happens to their perturbations. This constraint defines a
two dimensional surface (3.2) upon which lie all phys-
ically relevant phase space trajectories (solutions), and
then we will be interested on perturbations lying also
on the constraint surface. In other words, perturbations
which are perpendicular to the Thomas–Fermi constraint
surface should be excluded from the analysis.
To resolve Eq.(A.1) we list the eigenvalues of the sta-
bility matrix M for each of the critical point with the
following ansatz at first order in the perturbations:
x = xc + u, y = yc + v, z = zc + ω, (A.2)
where
ξ′ =Mξ, →
 u
′
v′
ω′
 =M
 uv
ω
 (A.3)
is the system to resolve which has solutions
u = u+e
m+r¯ + u−em−r¯, (A.4a)
v = v+e
m+r¯ + v−em−r¯, (A.4b)
ω = ω+e
m+r¯ + ω−em−r¯, (A.4c)
where [m+,m−] are the eigenvalues of the system and
ξ the eigenvectors and [u+, u−, v+, v−, w+, w−] are arbi-
trary constants which are determined by the initial con-
ditions.
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