because the conditions formulated in Corollary 1 are satis ed for the problem (??).
Therefore we have for every z 2 C jjjI + zBjjj k jjjIjjj k :
Hence for every unitarily invariant norm we have by the properties of the unitarily invariant norms jjI + zBjj jjIjj:
This completes the proof. 2
The above considerations imply that the characterization of a zero-trace matrix by means of the problem (??) for the norm jj jj is possible if the subgradient of jjIjj is unique, because then F has to be equal to (1=jjIjj )I (see (??)). The condition tr(B) = 0 is su cient to have (B) = jjIjj for every unitarily invariant norm (see (??)). We now prove that it is also necessary if jj jj satis es the assumptions of Theorem 3. The characterization, given in Theorem 5, of a zero-trace matrix is a generalization of the above mentioned result of Kittaneh 5].
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REFERENCES (see (??) In Theorem 3 the uniqueness of the subgradient of jjIjj plays a crucial role. We recall that the subgradient of jjIjj p is unique for 1 p < 1. Unfortunately, this is not true for the spectral norm. Therefore for the spectral norm F can be di erent from (1=jjIjj 1 )I. Thus it is impossible to characterize Z by means of the problem (??). The following example shows that (??) can hold for M di erent from Z and the spectral norm. Let M ? = span fEg where E is nonsingular Hermitian positive de nite, for example E = diag(1; 2; ; n). Then we have = 1, andX = 0 is the solution of (??) because jjIjj k = n=k (see (??) We now consider the problem I. The set Z of all zero-trace matrices is a linear subspace over C of dimension n 2 ?1. Therefore the problem I is a particular case of the problem considered in Theorem 1. We now prove that (??) holds for every unitarily invariant norm. For the c p -norm it was done by Kittaneh 4]. This property is very useful for example when we prove that some matrix is an approximation to a given matrix with respect to every unitarily invariant norm. We will have such situations in the next sections. 
where Z is arbitrary matrix, jjZjj 1 1, and I r is the identity matrix of order r = rank X. Remarks. In the general case not every G 2 @jjFjj in (??) gives a solution of (??) becauseX has to belong to M. However in the next section we show that for problem I every G determines the solution.
It is a well-known result of von Neumann 6] that there is a correspondence between unitarily invariant norms and the symmetric gauge functions g (see for example Horn (9) where g denotes the polar to g g (x) = max y2R n ;g(y) 1 y T x: C n n over C, the usual inner product is de ned by tr(B H A); but in C n n over R we take the following inner product: Let M be a linear subspace of complex matrices over C. We approximate a complex matrix A = A 1 + iA 2 by matrices from M with respect to an arbitrary unitarily invariant norm jj jj for all complex numbers z. Kittaneh has given an example that this is not true for the spectral norm jj jj 1 . We explain this failure below.
The purpose of this paper is a generalization of the results known for the problems I and II to the case of arbitrary unitarily invariant norms. Moreover, we describe all solutions of the problem (??). Some conditions concerning uniqueness of the solutions are also given. As a consequence of the results, presented in the paper, a new characterization of Z is given by means of a matrix approximation problem.
CHARACTERIZATION OF APPROXIMATIONS OF MA-TRICES
Let us consider C n n as a normed linear space over the complex eld C endowed with an arbitrary unitarily invariant norm jj jj. This linear space has dimension n 2 . However, we will use some standard results from convex analysis of real linear spaces to investigate the properties of the solutions of problems I and II. In this situation it is better to interpret C n n as a real linear normed space in the following way. We write A 2 C n n in the form A = A 1 + iA 2 where A 1 and A 2 are real, i = p ?1. Then C n n can be identi ed with a real linear space of real matrices with the block form A 1 ; A 2 ].
Hence the dimension of C n n over the real eld R is equal to 2n 
ABSTRACT
In this paper we consider some approximation problems in the linear space of complex matrices with respect to unitarily invariant norms. We deal with special cases of approximation of a matrix by zero-trace matrices. Moreover, some characterizations of zero-trace matrices are given by means of matrix approximation problems. It is well-known that tr(A) = 0 if and only if A is a commutator, that is, A = XY ?Y X for some matrices X and Y . In this paper we consider some approximation problems, involving zero-trace matrices, with respect to an arbitrary unitarily invariant norm jj jj. A norm jj jj is unitarily invariant if jjUAjj = jjAV jj = jjAjj for all unitary matrices U and V . The most popular unitarily invariant norms are the c p -norms jj jj p . Let j (A) denote the jth singular value of A. We assume that singular values are ordered decreasingly 1 (A) n (A) 0:
The c p -norm jjAjj p is equal to the l p -norm of the vector (A) = 1 (A); ; n (A)] T . For p = 1 we have the spectral norm, for p = 1 the trace norm.
