Abstract. Lie algebras endowed with an action by automorphisms of the dicyclic group of degree 3 are considered. The close connections of these algebras with Lie algebras graded over the nonreduced root system BC1, with J-ternary algebras and with Freudenthal-Kantor triple systems are explored.
Introduction
Gradings of Lie algebras by abelian groups constitute a classical subject (see [Koc09] for a survey of results). In characteristic 0, any grading by a finitely generated abelian group is given by an action by automorphisms of an abelian group (the group of characters) on the Lie algebra.
Recently the authors have considered actions of some small nonabelian groups by automorphisms on a Lie algebra. More precisely, and motivated by the Principle of Triality that appears related to the classical Lie algebra of type D 4 , Lie algebras with an action of the symmetric groups S 3 and S 4 by automorphisms were considered in [EO07] , [Eld07] , [EO08] , [EO09] . It turns out that Lie algebras with an action of S 4 by automorphisms are coordinatized by some nonassociative algebras [EO07] . The unital algebras in this class are precisely the structurable algebras of Allison [All78] . The Lie algebras with an action of S 3 by automorphisms are coordinatized by a class of algebras which generalize the Malcev algebras [EO09] . These are some binary-ternary algebras termed generalized Malcev algebras. Jordan triple systems are instances of these generalized Malcev algebras.
As proved in [EO08, Section 7] , the Lie algebras graded by the nonreduced root system BC 1 of type B 1 are naturally among the Lie algebras with S 4 -symmetry (that is, with an action of S 4 by automorphisms).
The Lie algebras graded by the nonreduced root system BC 1 but of type C 1 present another type of symmetry given by the dicyclic group Dic 3 = θ, φ : θ 4 = 1 = φ 3 , φθφ = θ .
Our aim in this paper is to study those Lie algebras with such a symmetry. It will be shown that Lie algebras with Dic 3 -symmetry are strongly related to the BC 1 -graded Lie algebras of type C 1 , to the class of J-ternary algebras introduced in [All76] , and to the Freudenthal-Kantor triple systems defined in [YO84] . Moreover, these Lie algebras are coordinatized by elements in a class of nonassociative algebraic systems consisting of binary-ternary algebras endowed with an involutive automorphism which will be introduced here and named dicyclic ternary algebras. In Section 2 the Lie algebras graded over the nonreduced root system BC 1 of type C 1 will be reviewed, as well as their connections with J-ternary algebras. These J-ternary algebras are closely connected with a subclass of the Freudenthal-Kantor triple systems introduced by Yamaguti and Ono in [YO84] . This subclass will be defined in Section 3 and has its own independent interest.
Most of the arguments can be superized and a class of strictly BC 1 -graded Lie superalgebras of type C 1 will be considered in Section 4, as well as the associated J-ternary (−1)-algebras and (−1, −1) Freudenthal-Kantor triple systems.
Section 5 will introduce the dicyclic ternary algebras, which coordinatize the Lie algebras with dicyclic symmetry. The dicyclic ternary algebras attached to J-ternary algebras will be the object of study of Section 6. Finally, Section 7 will be devoted to show that the 5-graded Lie algebra (or superalgebra) attached to any (ǫ, δ) Freudenthal-Kantor triple system (not necessarily special) is always endowed with an action of Dic 3 by automorphisms. For δ = −ǫ this action reduces to an action of the symmetric group S 3 . For ǫ = δ = 1 we get Lie algebras with Dic 3 -symmetry whose attached dicyclic ternary algebra is computed.
Throughout the paper all the algebraic systems considered will be defined over a ground field F whose characteristic will always be assumed to be = 2, 3.
2. BC 1 -graded Lie algebras of type C 1 and J-ternary algebras
The purpose of this section is to review the relationship between Lie algebras graded over the non reduced root system BC 1 of type C 1 , and a class of nonassociative algebraic systems named J-ternary algebras. This goes back to [All76] (see [Hei75] and [Kan73] for closely related work). It must be mentioned that the Lie algebras graded by the root system BC 1 (of any type) are characterized in [BS03] , which completes the work in [ABG] , The proof given here is different from the one in [All76] . Let g be a Lie algebra over F containing a subalgebra isomorphic to sl(V ), for a two-dimensional vector space V over F (that is, a subalgebra isomorphic to sl 2 (F)), and such that, as a module for sl(V ), the Lie algebra g is a direct sum of modules which are either trivial, or isomorphic to V , or to the adjoint module sl(V ). These are precisely the required conditions for g to be a BC 1 -graded Lie algebra of type C 1 .
Then, as a module for sl(V ), we may write:
where d s the sum of the trivial modules (this is the centralizer in g of the subalgebra sl(V ) = sl(V ) ⊗ 1, and hence it is a subalgebra), and J and T are vector spaces, with J containing a distinguished element 1, such that sl(V ) ⊗ 1 is the subalgebra sl(V ) we have started with.
In the following lemma we collect some well-known results. Unadorned tensor products are always considered over the ground field F.
Lemma 2.1. Let V be a two-dimensional vector space. (iii) For any f, g, h ∈ sl(V ), one has 
Note that for any f ∈ sl(V ), f 2 = 1 2 trace(f 2 )1, and hence f g + gf = trace(f g)1 for any f, g ∈ sl(V ). This gives f gf = trace(f g)f − 1 2 trace(f 2 )g, so f gh + hgf = trace(f g)h + trace(gh)f − trace(f h)g, and finally [[f, g], h] = (f gh+hgf )−(gf h+hf g) = 2 trace(gh)f −trace(f h)g for any f, g ∈ sl(V ), thus getting (2.2).
From now on, we will fix a nonzero skew symmetric bilinear form (.|.) on our two-dimensional vector space V .
The sl(V )-invariance of the Lie bracket in our Lie algebra g in (2.1) gives, for any f, g ∈ sl(V ), u, v ∈ V and ϕ ∈ d, the following conditions:
for suitable bilinear maps
such that 1 · a = a, D 1,a = 0 and 1 • x = x for any a ∈ J and x ∈ T .
The Jacobi identity on g shows that all these maps are invariant under the action of the Lie subalgebra d. It also gives some other conditions to be satisfied by these maps:
• For any f, g, h ∈ sl(V ) and a, b, c ∈ J we have,
, h ⊗ c] equals 0 if and only if the following two conditions hold:
for any a, b, c ∈ J. Since the characteristic is = 3, the first equation in (2.5) is equivalent to D a·a,a = 0, which in view of the second equation is equivalent to:
for any a, b ∈ J. That is, J is a Jordan algebra. This goes back to [Tits62] , where the case in which T = 0 is considered and the well-known Tits-Kantor-Koecher construction of Lie algebras out of Jordan algebras appeared for the first time (see also [Jac67] ).
Therefore the Jacobi identity for elements in sl(V )⊗J is equivalent to (J, ·) being a Jordan algebra and to the condition
acts as the natural inner derivation of J attached to the elements a, b ∈ J [Jac67]).
• For any f, g ∈ sl(V ), a, b ∈ J, w ∈ V and x ∈ T we get:
With f = g, and since f 2 = 1 2 trace(f 2 )1, Jacobi identity gives:
(2.6) Now, using this fact and since f g+gf = trace(f g)1, with f, g ∈ sl(V ) and w ∈ W such that f (g(w)) and g(f (w)) are linearly independent (generic case), we get
That is, the map J → End F (T ), a → λ a , with λ a (x) = a • x, is a homomorphism of Jordan algebra, where End F (T ) is a Jordan algebra under the product α•β = 1 2 αβ +βα). This (special) Jordan algebra is denoted by End F (T ) + . In other words, T is a special unital Jordan module for J.
Conversely, equations (2.6) and (2.7) imply the Jacobi identity for the elements above.
• For any f ∈ sl(V ), a ∈ J, u, v ∈ V , and x, y ∈ T , we get:
But trace(f γ u,v ) = trace f (u|.)v + (v|.)u = (u|f (v)) + (v|f (u)) = −2 f (u)|v) = 2(u|f (v)), so the component in d of the above equations give:
, and we get
for any a ∈ J and x, y ∈ T . Since the dimension of V is 2, the skew symmetry forces cyclic (w 1 |w 2 )w 3 = 0.
Hence it follows that for any u, v, w ∈ V , (u|v)f (w) + (f (w)|u)v + (v|f (w))u = 0, or
for any u, v ∈ V and f ∈ sl(V ). Now, take u and v linearly independent in V , and take
, so we obtain:
Conversely, equations (2.8), (2.9) and (2.11) imply the Jacobi identity for the elements above.
• Finally, for u, v, w ∈ V and x, y, z
With u and v such that (u|v) = 1 and w = u, γ u,v (u) = −u = γ v,u (u), γ u,u (v) = 2v and the Jacobi identity gives:
for any x, y, z ∈ T . And conversely, this equation is sufficient to obtain the validity of the Jacobi identity for elements in V ⊗ T .
Let us collect the information obtained so far in the following result: 
satisfying equations (2.5), (2.6), (2.8), (2.9), (2.11), and (2.12), and such that for any
is a derivation of the algebra J ⊕ T , with the product given by the formula:
Note that (2.13) above is a consequence of the bilinear maps involved being invariant under the action of d, this being forced by the Jacobi identity on g.
All this is strongly related to the J-ternary algebras considered by Allison [All76] : Definition 2.3. (see [ABG, (3. 12)]) Let J be a unital Jordan algebra with multiplication a · b. Let T be a unital special Jordan module for J with action a • x for a ∈ J and x ∈ T . Assume .|. : T × T → J is a skew symmetric bilinear map and (., ., .) : T × T × T → T is a trilinear product on T . Then the pair (J, T ) is called a J-ternary algebra if the following axioms hold for any a ∈ J and x, y, z, w, v ∈ T : Then if (2.5), (2.6), (2.8), (2.9), (2.11) and (2.12) are satisfied, the pair (J, T ) becomes a J-ternary algebra with the triple product (., ., .) :
Conversely, if (J, T ) is a J-ternary algebra, then the image of the bilinear maps
where
for a, b, c ∈ J and x ∈ T , and
for a ∈ J and x, y, z ∈ T , is contained in the Lie algebra of derivations of the algebra (J ⊕ T, ⋄) defined in (2.13), and the equations (2.5), (2.8), (2.9) and (2.12) are satisfied.
Proof. Assume first that (J, ·), (T, •), ., . , D .,. and d .,. satisfy the conditions in the theorem, then use (2.14) to define the trilinear product (., ., .) : T × T × T → T . Then condition (JT1) is equivalent to (2.9), while condition (JT3) is equivalent to (2.12). Also (JT4) is a consequence of the symmetry of d .,. and the skew symmetry of .|. . For a ∈ J and x, y, z ∈ T we get:
(using (2.6) and the fact that d x,y is a derivation)
(because of (2.8) and (2.11))
thus obtaining the validity of (JT2). Now, for x, y, z, w ∈ T we have: Actually, D a,b acts as a derivation of (J, ·) since this is a Jordan algebra. Besides, the equation
holds for any a, b, c ∈ J and x ∈ T since T is a special module for J, and the condition D a,b ( x|y ) = D a,b (x)|y + x|D a,b (y) , for a, b ∈ J and x, y ∈ T , is a consequence of (JT1). Therefore D a,b ∈ der(J ⊕ T, ⋄) for any a, b ∈ J. Also, for x, y ∈ T , d x,y acts as a derivation of (J, ·) because of (JT1) and (2.16). For x, y, z, w ∈ T , (JT5) is equivalent to the equation
and the expression in parenthesis above is, due to (JT1), 2 x|y · z|w = 2 z|w x|y , which equals (again by (JT1)) z|w • x|y + x| z|w • y . Hence (JT5) becomes, due to (JT1), the equation
Finally, (JT4) shows that d x,y (z) = − (x, y, z) + (y, x, z) , which is symmetric on x, y. For a ∈ J and x, y, z ∈ T we get:
= 0 (because of (JT4) and using the skew symmetry of .|. ).
Therefore, the images of the maps D .,. and d .,. are contained in the Lie algebra of derivations of (J ⊕ T, ⋄). Now, (2.5) is a consequence of J being a Jordan algebra, (2.9) is equivalent to (JT1), (2.12) is equivalent to (JT3). And as for the validity of (2.8): 4D a, x|y = −d a•x,y + d x,a•y for any a ∈ J and x, y ∈ T , this is valid on J as a consequence of (JT1), while for z ∈ T :
(where we have used (JT4)) = 0 (because of (JT2)).
Corollary 2.5. Let (J, T ) be a J-ternary algebra and let V be a twodimensional vector space endowed with a nonzero skew symmetric bilinear map (.|.). Then the vector space
where d is the linear span of the operators D a,b and d x,y in End F (J ⊕ T ) defined in (2.15) and (2.16), for a, b ∈ J and x, y ∈ T , and with bracket given in (2.3), is a BC 1 -graded Lie algebra of type C 1 .
J-ternary algebras and special Freudenthal-Kantor triple systems
In [YO84] , Yamaguti and Ono considered a wide class of triple systems: the (ǫ, δ) Freudenthal-Kantor triple systems, which extend the classical Freudenthal triple systems and are useful tools in the construction of Lie algebras and superalgebras.
An (ǫ, δ) Freudental-Kantor triple system (ǫ, δ are either 1 or −1) over a ground field F is a triple system (U,
hold for any x, y, u, v ∈ U . For ǫ = −1 and δ = 1, these are the so called Kantor triple systems (or generalized Jordan triple systems of second order [Kan73] ).
The aim of this section is to show the close relationship between the J-ternary algebras and some particular (1, 1) Freudenthal-Kantor triple systems.
Lemma 3.1. Let (U, xyz) be a triple system satisfying equation (3.2a), with ǫ ∈ {±1}, and define the endomorphisms S(x, y) and T (x, y) ∈ End F (U ) by
for any x, y, z ∈ U . As a consequence, the following equations hold:
Proof. The fact that S(u, v) is a derivation and that T (u, v) satisfies the equation above when applied to a product xyz follow at once from (3.2a). These conditions are equivalent to equations (3.4a) and (3.4b). The other equations are obtained from these.
Remark 3.2. Let (U, xyz) be a triple system satisfying equation (3.2a), with ǫ ∈ {±1}, and denote by L (respectively S, T ) the linear span of the operators L(x, y) (respectively S(x, y), T (x, y)) for x, y ∈ U . Lemma 3.1 shows that S is a subalgebra of L, and that the conditions
In particular, this shows that S ∩ T is an ideal of L, and modulo this ideal we get a Z 2 -graded Lie algebra.
Definition 3.3. Let U be an (ǫ, δ) Freudenthal-Kantor triple system. Then U is said to be special in case
holds for any x, y ∈ U . Moreover, U is said to be unitary in case the identity map belongs to K(U, U ) (the linear span of the endomorphisms K(x, y)).
Especially, any balanced system (that is, K(x, y) = b(x, y)1 for some nonzero bilinear form b(x, y)) is unitary.
Therefore, an (ǫ, ǫ) Freudenthal-Kantor triple system is special if the operators K(x, y) coincide with our previous T (x, y) considered in Lemma 3.1.
Replace u and v by u i and v i in (3.2b) and sum over i to get K(x, y) = L(y, x) − ǫL(x, y). For ǫ = δ we get (3.5), while for ǫ = −δ this shows K(x, y) = −ǫK(y, x), and (3.1) shows that K(x, y) = −δK(y, x), so that K(x, y) = 0 for any x, y ∈ U , a contradiction to U being unitary.
Proposition 3.5.
(i) Let U be a special (ǫ, ǫ) Freudenthal-Kantor triple system. Then we have
Conversely, if the triple product on U satisfies equations (3.2a), (3.5) and (3.6), then it defines a special (ǫ, ǫ) Freudenthal-Kantor triple system.
is a derivation of U for any x, y ∈ U , and we have
for any u, v, x, y ∈ U . Conversely, if ǫ = −δ and the triple product on U satisfies (3.2a), (3.7a) and (3.7b), then it defines a special (ǫ, −ǫ) Freudenthal-Kantor triple system. Proof. For (i), using (3.2b) we compute:
which proves (3.6).
For the converse statement, we must check the validity of (3.2b). Note that L(x, y) = 1 2 S(x, y) − ǫK(x, y) , and K(x, y) is our previous T (x, y) by (3.5). Hence we compute:
x, y because of (3.4d) and (3.6). Now for (ii), assume U is a special (ǫ, −ǫ) Freudenthal-Kantor triple system. Then K(x, y) = −ǫS(x, y) for any x, y and hence K(x, y) is a derivation of U (Lemma 3.1). Then using (3.2b) with δ = −ǫ we get:
for any u, v, x, y ∈ U . Consider too the trilinear map Λ(x, y, z) = xyz+ǫxzy. Equations (3.1) and (3.5) give:
which shows Λ(x, y, z) = δΛ(y, x, z) for any x, y, z ∈ U . But by its own definition Λ(x, y, z) = ǫΛ(x, z, y). Hence with ǫ = −δ this gives Λ(x, z, y) = −Λ(y, x, z), and hence
and we get Λ(x, y, z) = 0 for any x, y, z ∈ U . (Note that the argument above shows that for special (ǫ, ǫ) Freudenthal-Kantor triple systems, Λ(x, y, z) is symmetric on its arguments for ǫ = 1 and alternating for ǫ = −1.)
for any u, v, x, y ∈ U , thus getting (3.2b).
Remark 3.6. Given an (ǫ, ǫ) Freudenthal-Kantor triple system, equation (3.6) shows that the linear subspace F1 + span {K(x, y) : x, y ∈ U } is a Jordan subalgebra of the special Jordan algebra End F (U ) + (with product
Theorem 3.7. Let (J, T ) be a J-ternary algebra. Then T , endowed with its triple product (x, y, z), is a special (1, 1) Freudenthal-Kantor triple system.
Conversely, let (U, xyz) be a special (1, 1) Freudenthal-Kantor triple system. Let J be the F subspace of End F (U ) spanned by the identity map and by the operators K(x, y) for x, y ∈ U : J = F1 + K(U, U ). Then J is a subalgebra of the special Jordan algebra End F (U ) + (with multiplication f · g = 1 2 (f g + gf ), and the pair (J, U ), endowed with the natural action of J on U : a • x = a(x), and the multilinear maps:
is a J-ternary algebra.
Proof. Assume first that (J, T ) is a J-ternary algebra and consider the space T endowed with the triple product xyz = (x, y, z).
By skew symmetry we get
But (3.2a) gives, for any x, y, z, w, u:
and (3.8) becomes (3.2b). Conversely, let (U, xyz) be a special (1, 1) Freudenthal-Kantor triple system, and let J = F1 + K(U, U ). Then (3.6) shows that J is a Jordan subalgebra of End F (U ) + , and hence U becomes a unital special Jordan module for J. Now consider the trilinear product (x, y, z) = xyz and the skew symmetric bilinear map .|. : U × U → J given by x|y = −K(x, y).
Then equation (3.6) is equivalent to the condition (JT1), equation (3.2a) and (3.5) give (JT2), equation (JT3) is a consequence of the definition of the operator K(x, y) in (3.1), while (JT4) is equivalent to (3.5). Now (JT5) follows from (3.2b) and the skew symmetry of K(., .), and (JT6) is equivalent to (3.2a). Therefore, (J, U ) is a J-ternary algebra. •
Proof. It is enough to note that if (U, xyz) is a special (1, 1) FreudenthalKantor triple system and (J, U ) is the associated J-ternary algebra, with J = F1 + K(U, U ), then for x, y, z ∈ U , and a, b, c ∈ J:
(Note that we have 4 a
Remark 3.9. One may change the skew symmetric bilinear form on V to its negative and hence change the Lie bracket accordingly. In this way one
, which is nicer than the bracket above.
Remark 3.10. Let (U, xyz) be a special (1, 1) Freudenthal-Kantor triple system and let g be the attached Lie algebra as in Corollary 3.8. Then the subspace sl(V )⊗K(U, U ) ⊕ V ⊗U ⊕d is an ideal of g. Hence if g is simple we get J = K(U, U ), so that (U, xyz) is unitary. Moreover, if dim J = 1, then (U, xyz) is balanced.
Superalgebras
Any BC 1 -graded Lie algebra of type C 1 (as in (2.1)) is Z 2 -graded, with
In a similar vein we may consider Lie superalgebras g = g0 ⊕ g1 such that g0 contains a subalgebra isomorphic to sl(V ) so that g0 is a direct sum of copies of the adjoint module for sl(V ) and copies of the trivial module, and g1 is a direct sum of copies of the two-dimensional module V . These will be called strictly BC 1 -graded Lie superalgebras of type C 1 .
The arguments in the two previous sections apply here. The bracket on the superalgebra g is given by (2.3) for suitable bilinear maps as in (2.4) with the difference that .|. : T × T → J is symmetric here, while d .,. : T × T → d is skew symmetric.
Theorem 2.2 has the following counterpart (whose proof is obtained by superizing the arguments there): 
satisfying the following equations for any a, b, c ∈ J and x, y, z ∈ T :
and such that for any
is a derivation of the algebra J ⊕ T , with the product given by the formula (2.13).
The definition of a J-ternary algebra is changed to:
Definition 4.2. Let J be a unital Jordan algebra with multiplication a · b. Let T be a unital special Jordan module for J with action a • x for a ∈ J and x ∈ T . Assume .|. : T × T → J is a symmetric bilinear map and (., ., .) : T × T × T → T is a trilinear product on T . Then the pair (J, T ) is called a J-ternary (−1)-algebra if the following axioms hold for any a ∈ J and x, y, z, w, v ∈ T : 
Conversely, if (J, T ) is a J-ternary (−1)-algebra, then the image of the bilinear maps
where, as in (2.15):
where, as in (2.16)
for a ∈ J and x, y, z ∈ T , is contained in the Lie algebra of derivations of the algebra (J ⊕ T, ⋄) defined in (2.13), and the equations (4.2), (4.4), (4.5) and (4.7) are satisfied.
Finally, Theorem 3.7 becomes:
Theorem 4.4. Let (J, T ) be a J-ternary (−1)-algebra. Then T , endowed with its triple product (x, y, z), is a special (−1, −1) Freudenthal-Kantor triple system. Conversely, let (U, xyz) be a special (−1, −1) Freudenthal-Kantor triple system. Let J be the F subspace of End F (U ) spanned by the identity map and by the operators K(x, y) for x, y ∈ U . Then J is a subalgebra of the special Jordan algebra End F (U ) + (with multiplication f · g = 1 2 (f g + gf )), and the pair (J, U ), endowed with the natural action of J on U : a•x = a(x), and the multilinear maps:
is a J-ternary (−1)-algebra. •
, is a strictly BC 1 -graded Lie superalgebra of type C 1 , with g0 = sl(V )⊗J ⊕d and g1 = V ⊗ T .
Dicyclic symmetry
Let V be a two-dimensional vector space endowed with a nonzero (and hence nondegenerate) skew symmetric bilinear form (.|.). Let {u, v} be a symplectic basis of V (that is, (u|v) = 1). Assume that the ground field contains the primitive cubic roots ω and ω 2 of 1. Then the corresponding symplectic group Sp(V ) = SL(V ) contains the elements θ, φ, whose coordinate matrices on the basis above are:
These elements satisfy
and hence the group they generate is the dicyclic group Dic 3 (semidirect product of C 3 by C 4 ). It turns out that conjugation by elements of Dic 3 gives an action of this group by automorphisms on sl(V ) (σ(f ) = σf σ −1 for any σ ∈ Dic 3 and f ∈ sl(V )), and hence that any BC 1 graded Lie algebra of type C 1 (as in (2.1)) is endowed with an action of Dic 3 by automorphisms.
The aim of this section is the study of those Lie algebras endowed with an action of Dic 3 by automorphisms.
Let g be a Lie algebra endowed with such an action. Then φ induces a grading over Z 3 :
where g 1 = {x ∈ g : φ(x) = x}, g ω = {x ∈ g : φ(x) = ωx} and g ω 2 = {x ∈ g : φ(x) = ω 2 x}.
Since φθφ = θ, the following conditions hold:
This allows us to define a unary, binary and ternary operations on g ω as follows:x = θ 2 (x), (5.4a)
for x, y, z ∈ g ω . It is easy to check that these are indeed well defined. For instance, for x, y, z ∈ g ω , θ(y) belongs to g ω 2 , and hence we have [
Theorem 5.1. Let g be a Lie algebra over a field F containing the primitive cubic roots of 1, endowed with an action by automorphisms of the dicyclic group Dic 3 . Letx, x * y and {x, y, z} be defined as in (5.4) on g ω = {x ∈ g : φ(x) = ωx}. Then the binary product x * y is anticommutative and the map x →x is an order 2 automorphism of both the binary and the ternary products: x * y =x * ȳ, {x, y, z} = {x,ȳ,z}. Moreover, the following identities hold for any u, v, , w, x, y, z ∈ g ω : (D1): {x, z, y} − {y, z, x} = (x * ȳ) * z, (D2): {u,v, x * y} + {v, u, x} * y + x * {v, u, y} = 0, (D3): {x, y * z, w} + {y, z * x, w} + {z, x * y, w} = 0, (D4): {x * ȳ, z, w} + {ȳ * z, x, w} + {z * x, y, w} = 0, (D5): {u, v, {x, y, z}} = {{u, v, x}, y, z} − {x, {v,ū, y}, z} + {x, y, {u, v, z}}.
Proof. The anticommutativity of x * y is clear. Also, since θ 2 generates the center of the dicyclic group Dic 3 , it follows easily that x →x = θ 2 (x) is an order 2 automorphism of both the binary and ternary products. Now for x, y, z ∈ g ω :
= (x * y) * z = (x * ȳ) * z, which gives (D1).
For any d ∈ g 1 we have
and thus
= −{v, u, x} * y − x * {v, u, y}, which gives (D2). Equation (D3) is a direct consequence of the Jacobi identity, since {x,
Finally, {u, v, {x, y, z}} 
is a Lie algebra under the bracket:
for any u, v, x, y ∈ A.
Moreover, if the ground field F contains the primitive cubic roots ω and ω 2 of 1, then g is endowed with an action by automorphisms of the dicyclic group Dic 3 as follows:
for any x, y ∈ A.
The proof consists of straightforward computations using (D1)-(D5). Note that the bracket [τ (u, v), τ (x, y)] is just, due to (D5), the bracket of these operators in End F (A).
In ending this section, we simply note that the generalized Malcev algebra based upon the S 3 symmetry considered in [EO09] is a special case of the D-ternary algebra in which we havex = x for any x ∈ U .
Dicyclic and J-ternary algebras
Let (J, T ) be a J-ternary algebra and consider the attached Lie algebra in (2.17):
Then, if the ground field F contains the primitive cubic roots ω, ω 2 of 1, the dicyclic group Dic 3 (which is a subgroup of the symplectic group Sp(V ) = SL(V )) acts on g(J, T ) by automorphisms. Recall that the action of Dic 3 on sl(V ) is by conjugation. The action on d is trivial. Let {u, v} be a symplectic basis of V : (u|v) = 1, and consider the standard basis {H, E, F } of sl(V ), with coordinate matrices in this basis:
Let γ w 1 ,w 2 = (w 1 |.)w 2 + (w 2 |.)w 1 be as in Lemma 2.1. Then, relative to our symplectic basis we have:
The action of the elements θ, φ ∈ Dic 3 in (5.1) induces the action by conjugation on sl(V ), which satisfies:
(Note that σγ w 1 ,w 2 σ −1 = γ σ(w 1 ),σ(w 2 ) for any σ ∈ Sp(V ) and w 1 , w 2 ∈ V .) Then the Lie algebra g = g(J, T ) decomposes under the action of φ as in (5.3) with
Therefore g ω = F ⊗ J ⊕ u ⊗ T becomes a dicyclic ternary algebra with order 2 automorphism given by
for any a ∈ J and x ∈ T (recall from (5.4) that¯is the restriction to g ω of θ 2 ), with binary and triple products given by the following formulas (where we use (2.3)):
and with triple product given by:
for any a ∈ J, x ∈ T , and by:
, (using (2.6) and (2.7))
= −2F ⊗ a • x|y , (using (2.9) and (2.11))
= 2u ⊗ (x, y, z), (using (2.14))
for any a, b ∈ J, x, y, z ∈ T and X ∈ g ω .
We may identify g ω = F ⊗ J ⊕ u ⊗ T with A = J ⊕ T , by means of
The above computations are summarized in the next result.
Proposition 6.1. Let (J, T ) be a J-ternary algebra over a field F containing the primitive cubic roots ω, ω 2 of 1, and let g = g(J, T ) be the attached BC 1 -graded Lie algebra of type C 1 with the above action of the dicyclic group Dic 3 by automorphisms. Then the dicyclic ternary algebra defined on g ω by means of (5.4) is isomorphic to the dicyclic ternary algebra (A = J ⊕ T,¯, * , {...}) withā = a,x = −x, for any a ∈ J and x ∈ T , and with
{a, x, w} = 0 = {x, a, w},
{x, y, a} = −2 a • x|y , {x, y, z} = 2(x, y, z),
for any a, b, c ∈ J, x, y, z ∈ T and w ∈ J ⊕ T .
Let (J, T ) be a J-ternary algebra, and let A = J ⊕ T be the associated dicyclic ternary algebra as in Proposition 6.1. Due to (6.3), the unity 1 of the Jordan algebra J verifies the following conditions:
for any a ∈ J and x ∈ T . Our next purpose is to show that the existence of an element with these properties characterizes the dicyclic ternary algebras coming from a Jternary algebra. Actually a stronger result (Corollary 6.7) will be proved.
Given a dicyclic ternary algebra (A,¯, * , {...}), the automorphism x →x induces a Z 2 -grading: A = A 0 ⊕ A 1 , where A 0 = {x ∈ A :x = x} and A 1 = {x ∈ A :x = −x}. Usually the elements of A 0 will be denoted by a, b, ..., while the elements of A 1 by x, y, ... in what follows.
Lemma 6.2. Let (A,¯, * , {...}) be a dicyclic ternary algebra which contains an element e ∈ A 0 such that {e, e, e} = −2e and τ (e, e) (= {e, e, .}) acts as a scalar on both A 0 and A 1 . Then {e, e, a} = −2a for any a ∈ A 0 , A 0 * A 0 = 0 and either A * A = 0 or {e, e, x} = x for any x ∈ A 1 .
Proof. As {e, e, e} = −2e, our hypotheses imply {e, e, a} = −2a for any a ∈ A 0 . Let α ∈ F such that {e, e, x} = αx for any x ∈ A 1 . Now equation (D2) implies {e, e, s * t} + {e, e, s} * t + s * {e, e, t} = 0 for any s, t ∈ A. For s = a ∈ A 0 and t = b ∈ A 0 we get −6a * b = 0, so that A 0 * A 0 = 0. For s = a ∈ A 0 and t = x ∈ A 1 we get (2α − 2)a * x = 0, so either α = 1 or A 0 * A 1 = 0. Finally, for s = x ∈ A 1 and t = y ∈ A 1 , we obtain (2 − 2α)x * y = 0, so either α = 1 or A 1 * A 1 = 0. Therefore either α = 1 or A * A = 0 as required.
Lemma 6.3. Let (A,¯, * , {...}) be a dicyclic ternary algebra which contains an element e ∈ A 0 such that {e, e, a} = −2a for any a ∈ A 0 , and {e, e, x} = x and {x, e, e} = 0 for any x ∈ A 1 . Then {A 0 , A 1 , A} = 0 = {A 1 , A 0 , A}.
Proof. Note first that for x ∈ A 1 , {e, x, e} = {e, e, {e, x, e}} = {{e, e, e}, x, e} − {e, {e, e, x}, e} + {e, x, {e, e, e}} using (D5) = −2{e, x, e} − {e, x, e} − 2{e, x, e} = −5{e, x, e}, so we get {e, A 1 , e} = 0. For a ∈ A 0 and x ∈ A 1 , (D3) gives {e, a * x, e}+{a, x * e, e}+{x, e * a, e} = 0, but e * a = 0 (Lemma 6.2), and {e, a * x, e} ∈ {e, A 1 , e} = 0. We conclude that {A 0 , A 1 * e, e} = 0 holds. But (D1) gives x = {e, e, x} − {x, e, e} = −(e * x) * e = (x * e) * e. Hence A 1 * e = A 1 and {A 0 , A 1 , e} = 0. Now (D4) gives {a * x, e, e}−{x * e, a, e}+{e * a, x, e} = 0, but {a * x, e, e} ∈ {A 1 , e, e} = 0 and e * A 0 ∈ A 0 * A 0 = 0, so we conclude
, τ (e, e)] = −τ {a, x, e}, e − τ e, {x, a, e} = 0.
Thus τ (a, x) = 0, and in the same vein we get τ (x, a) = 0, as required.
Under the conditions of the previous Lemma, the Lie algebra g(A) = τ (A, A)⊕ι 1 (A)⊕ι 2 (A) in Theorem 5.3 satisfies that its subalgebra τ (A, A) = τ (A 0 , A 0 ) + τ (A 1 , A 1 ) contains the elements H = τ (e, e), E = −ι 2 (e), F = ι 1 (e), which satisfy [E, F ] = H, [H, E] = 2E, and [H, F ] = −2F , and hence span a subalgebra isomorphic to sl 2 (F). Moreover, the following conditions hold:
for any x ∈ A 1 . Hence for any 0 = x ∈ A 1 , the vector space Fι 1 (x) + Fι 2 (e * x) is a twodimensional irreducible module for our copy of sl 2 (F), since e * (e * x) = x.
Also, we have [E, ι 2 (A 0 )] = 0 = [F, ι 1 (A 0 )] as e * A 0 = 0, and therefore, for any 0 = a ∈ A 0 , the vector space Fι 1 (a) + Fτ (a, e) + Fι 2 ({e, a, e}) is isomorphic to the adjoint module for sl 2 (F) under the map F → ι 1 (a), H → τ (a, e) and E → 1 2 ι 2 ({e, a, e}), because [E, ι 1 (a)] = −[ι 2 (e), ι 1 (a)] = τ (a, e), and [E, τ (a, e)] = [τ (a, e), ι 2 (e)] = −ι 2 ({e, a, e} (while [E, H] = −2E). Note that for any a ∈ A 0 , (D5) gives 4a = {a, e, {e, e, e}} = {{a, e, e}, e, e} − {e, {e, a, e, }, e} + {e, e, {a, e, e}} = 8a − {e, {e, a, e}, e}, so that {e, {e, a, e}, e} = 4a, and in particular {e, a, e} = 0 if a = 0.
We summarize these arguments in the following result:
Lemma 6.4. Let (A,¯, * , {...}) be a dicyclic ternary algebra which contains an element e ∈ A 0 such that {e, e, a} = −2a for any a ∈ A 0 , and {e, e, x} = x and {x, e, e} = 0 for any x ∈ A 1 . Then • For any 0 = a ∈ A 0 , the vector space Fι 1 (a)+Fτ (a, e)+Fι 2 ({e, a, e}) is isomorphic to the adjoint module for sl 2 (F) under the map F → ι 1 (a), H → τ (a, e) and E → 1 2 ι 2 ({e, a, e}) • For any 0 = x ∈ A 1 , the vector space Fι 1 (x) + Fι 2 (e * x) is a twodimensional irreducible module for sl 2 (F).
An extra previous result is still needed:
Lemma 6.5. Let (A,¯, * , {...}) be a dicyclic ternary algebra which contains an element e ∈ A 0 such that {e, e, a} = −2a for any a ∈ A 0 , and {e, e, x} = x and {x, e, e} = 0 for any
Proof. The element H = τ (e, e) acts diagonally with eigenvalues −2 on
.3 for the bracket on the Lie algebra g(A)). In particular we have
Also note that for 0 = a ∈ A 0 and 0 = x ∈ A 1 , [F, τ (a, e)] = −[τ (a, e), ι 1 (e)] = −ι 1 ({a, e, e}) = 2ι 1 (a) = 0, so we get
Now, for x, y ∈ A 1 , (D4) gives −τ (x * e, y) − τ (e * y, x) + τ (y * x, e) = 0, which we rewrite as τ (x * y, e) = τ (e * x, y) − τ (e * y, x).
Hence we get
τ (e * x, y) = 1 2 τ (x * y, e) + 1 2 τ (e * x, y) + τ (e * y, x) , (6.6) and [τ (e * x, y) + τ (e * y, x), ι 1 (e)] = ι 1 {e * x, y, e} + {e * y, x, e}
[τ (e * x, y) + τ (e * y, x), ι 2 (e)] = ι 2 {y, e * x, e} + {x, e * y, e} .
(6.7)
But τ (A 0 , A 1 ) = 0 (Lemma 6.3) and (D1) gives:
{e * x, y, e} = ((e * x) * e) * y = −{x, e, e} * y = −x * y, so {e * x, y, e} + {e * y, x, e} = −(x * y + y * x) = 0. In a similar way we get {x, e * y, e} = (x * e) * (e * y), so {x, e * y, e} + {y, e * x, e} = − (e * x) * (e * y) + (e * y) * (e * x) = 0.
It follows now from (6.7) that [τ (e * x, y) + τ (e * y, x), E] = 0 = [τ (e * x, y) + τ (e * y, x), F ], so that the element τ (e * x, y) + τ (e * y, x) is in Centr g(A) sl 2 (F) , and hence (6.6) shows that
(6.8)
Finally, for any a, b ∈ A 0 we have:
[τ (a, e), τ (b, e)] = τ ({a, e, b}, e) − τ (b, {e, a, e}),
[τ (a, e), τ (b, e)] = −[τ (b, e), τ (a, e)] = −τ ({b, e, a}, e) + τ (a, {e, b, e}).
Hence, as {a, e, b} = {b, e, a} by (D1) (as A 0 * A 0 = 0 by Lemma 6.2), we get 2τ ({a, e, b}, e) = τ (a, {e, b, e}) + τ (b, {e, a, e}), and τ (a, {e, b, e}) = τ ({a, e, b}, e) + 1 2 τ (a, {e, b, e} − τ (b, {e, a, e} .
(6.9) Also, −2{a, e, b} = {a, e, {b, e, e}} = {{a, e, b}, e, e} − {b, {e, a, e}, e} + {b, e, {a, e, e}} = −2{a, e, b} − {b, {e, a, e}, e} − 2{b, e, a}.
Hence {b, {e, a, e}, e} = 2{b, e, a}, which is symmetric on a, b by (D1). Therefore,
= ι 1 {a, {e, b, e}, e} − {b, {e, a, e}, e} = 0.
And because of (D1) and (D5) we have:
{{e, a, e}, b, e} = {e, b, {e, a, e}} = {{e, b, e}, a, e} − {e, {b, e, a}, e} + {e, a, {e, b, e}} = 2{{e, b, e}, a, e} − {e, {b, e, a}, e}.
Thus 2{{e, b, e}, a, e} − {{e, a, e}, b, e} = {e, {b, e, a}, e} is symmetric on a, b.
Adding the symmetric element {{e, b, e}, a, e} + {{e, a, e}, b, e} we obtain that {{e, b, e}, a, e} is symmetric on a, b. Then we get:
= ι 2 {{e, b, e}, a, e} − {{e, a, e}, b, e} = 0.
Therefore τ (a, {e, b, e}) − τ (b, {e, a, e}) belongs to Centr g(A) sl 2 (F) , and equation (6.9) gives:
Equations (6.5), (6.8) and (6.10) give the desired result.
Theorem 6.6. Let (A,¯, * , {...}) be a dicyclic ternary algebra which contains an element e ∈ A 0 such that {e, e, a} = −2a for any a ∈ A 0 , and {e, e, x} = x and {x, e, e} = 0 for any x ∈ A 1 . Then the attached Lie algebra g(A) in Theorem 5.3 is a BC 1 -graded Lie algebra of type C 1 .
Proof. The two previous lemmas show that we have a decomposition:
is a direct sum of copies of the adjoint module for sl 2 (F) = FH + FE + FF , • ι 1 (A 1 ) ⊕ ι 2 (A 1 ) is a direct sum of copies of the two-dimensional irreducible module for sl 2 (F), • Centr g(A) sl 2 (F) is a trivial module for sl 2 (F), and this proves the Theorem.
Therefore, under the hypotheses of this Theorem, the Lie algebra g(A) can be identified to
where we fix a symplectic basis {u, v} of V , take H, E, F the endomorphisms of V with coordinate matrices given in (6.1), and identify elements as follows:
for any a ∈ A 0 and x ∈ A 1 . Also we take the subalgebra d = Centr g(A) sl 2 (F) = Centr τ (A,A) sl 2 (F) . The Lie bracket in g(A) then induces some operations as in (2.3) and (2.4) on A 0 and A 1 , which we determine now. We take a, b ∈ A 0 and x, y, z ∈ A 1 .
•
• [H ⊗ a, u ⊗ x] = u ⊗ a • x, and [τ (a, e), ι 1 (x)] = ι 1 ({a, e, x}), so a • x = {a, e, x}.
• [u ⊗ x, v ⊗ y] = −H ⊗ x|y + d x,y , and [ι 1 (x), ι 2 (e * y)] = τ (x, e * y).
Since (x * e) * e = −{x, e, e} + {e, e, x} = x (see (D1)), equation (6.6) gives τ (x, e * y) = τ (e * (e * x), e * y) = 1 2 τ ((e * x) * (e * y), e) + 1 2 τ (x, e * y) + τ (y, e * x) , so we get:
and, because of (2.14), (x, y, z) = 1 4 −{x, e * y, z} − {y, e * x, z} − {(e * x) * (e * y), e, z} = − 1 4 {x, e * y, z} + {y, e * x, z} + {(e * y) * e, e * x, z} + {e * (e * x), e * y, z} = − 1 4 2{x, e * y, z} = − 1 2 {x, e * y, z}, where (D1) and (D4) have been used. This proves the following result:
Corollary 6.7. Let (A,¯, * , {...}) be a dicyclic ternary algebra which contains an element e ∈ A 0 such that {e, e, a} = −2a for any a ∈ A 0 , and {e, e, x} = x and {x, e, e} = 0 for any x ∈ A 1 . Then the pair (A 0 , A 1 ) is a J-ternary algebra with operations:
for any a, b ∈ A 0 and x, y, z ∈ A 1 .
Remark 6.8. Had we started with the dicyclic ternary algebra A = J ⊕ T attached to a J-ternary algebra, with e = 1 ∈ J as in Proposition 6.1, then the element e would satisfy, besides the conditions {e, e, a} = −2a for any a ∈ A 0 = J and {e, e, x} = x, {x, e, e} = 0 for any x ∈ A 1 = T , the extra condition e * x = −1 • x = −x for any x ∈ T in (6.4), and hence we would have obtained
a • x = {a, e, x} = −(a * x) * e = −a * x (using (D1)),
for a, b ∈ J and x, y, z ∈ T , which recover the original operations in J and T (see (6.3)).
(ǫ, δ) Freudenthal-Kantor triple systems and dicyclic algebras
The results in Section 6 show that for a J-ternary algebra (J, T ), the Lie algebra g(J, T ) is a Lie algebra with dicyclic symmetry, because the dicyclic group is contained in the symplectic group Sp(V ) which acts by automorphisms on g(J, T ). In particular (see Section 3) given a special (1, 1) Freudenthal-Kantor triple system (U, xyz), the pair (J, U ) is endowed with a structure of J-ternary algebra (Theorem 3.7), where J is the special Jordan algebra F1 + K(U, U ), and hence we get that the corresponding Lie algebra g(J, U ) is a Lie algebra with dicyclic symmetry (that is, there is an action of the dicyclic group Dic 3 by automorphisms on g(J, U )).
In this section, given an arbitrary (ǫ, δ) Freudenthal-Kantor triple system (U, xyz), a 5-graded Lie algebra, for δ = 1, or Lie superalgebra, for δ = −1, with dicyclic symmetry will be defined. For a special (1, 1) FreudenthalKantor triple system this algebra is quite close to our previous g(J, U ).
The construction of g(U ) is based on the pioneering work of Yamaguti and Ono [YO84] .
Thus, let (U, xyz) be a (ǫ, δ) Freudenthal-Kantor triple system, then the space of 2 × 1 matrices over U :
becomes a Lie triple system for δ = 1 and an anti-Lie triple system for δ = −1 (see [YO84, Section 3]) by means of the triple product:
and, therefore, the vector space
is a Lie subalgebra of Mat 2 End F (U ) − . (Given an associative algebra A, A − denotes the Lie algebra defined on A with product given by the usual Lie bracket [x, y] = xy − yx.) Hence we get either a Z 2 -graded Lie algebra (for δ = 1) or a superalgebra (for δ = −1)
where L is the even part and T the odd part. The bracket in g(U ) is given by:
• the given bracket in L as a subalgebra of Mat 2 End F (U ) − ,
This (super)algebra g(U ) is consistently Z-graded as follows:
so that g(U ) is 5-graded and
On the other hand, if U is a special (ǫ, ǫ) Freudenthal-Kantor triple system, Corollaries 3.8 and 4.6 give another construction of a Lie (super)algebra g(J, U ) attached to U (Lie algebra for ǫ = 1 and superalgebra for ǫ = −1), where J = F1 + K(U, U ): 
for any a, b ∈ U , is a one-to-one Lie (super)algebra homomorphism.
Proof. This is done by straightforward computations.
Under this homomorphism g(U ) (1) (respectively g(U ) (−1) ) is identified to u ⊗ U (respectively v ⊗ U ).
In particular, for a special (ǫ, ǫ) Freudenthal-Kantor triple system, the Lie (super)algebra g(U ) inherits the dicyclic symmetry from g(J, U ) considered in Section 3 (assuming the primitive cubic roots ω and ω 2 of 1 are contained in the ground field F).
Our next purpose is to check that for any arbitrary (ǫ, δ) FreudenthalKantor triple system (U, xyz) the Lie (super)algebra g(U ) presents dicyclic symmetry (assuming ω ∈ F), which restricts to the previous one for the special (ǫ, ǫ) Freudenthal-Kantor triple systems.
First, the fact that g(U ) is Z-graded gives a group homomorphism:
Also, the map
is an automorphism of the (anti)Lie triple system T , and hence extends naturally to an automorphism, also denoted by θ, of g(U ) = L ⊕ T , with
Note that θ 2 = 1 for ǫ = −δ, while θ 4 = 1 = θ 2 for ǫ = δ. For ǫ = δ, θ 2 is −1 on T and 1 on L, so it coincides with the Z 2 -grading automorphism of g(U ). A few computations give precise formulas for the action of θ: Assuming ω ∈ F, the automorphisms φ = φ ω and θ satisfy (5.2). The action of φ induces a Z 3 -grading: g(U ) = g(U ) 1 ⊕ g(U ) ω ⊕ g(U ) ω 2 , with g(U ) 1 = g(U ) (0) , g(U ) ω = g(U ) (−2) ⊕ g(U ) (1) ≃ K(U, U ) ⊕ U , and g(U ) ω 2 = g(U ) (2) ⊕ g(U ) (−1) ≃ K(U, U ) ⊕ U Remark 7.2. Actually, for δ = −ǫ we get θ 2 = 1, and hence φ and θ generate a subgroup of automorphisms of g(U ) isomorphic to the symmetric group S 3 . In particular, for δ = −ǫ = 1, g(U ) is a Lie algebra with S 3 -symmetry, and this defines a structure of generalized Malcev algebra (see [EO09] ) on g ω ≃ K(U, U ) ⊕ U . This extends [EO09, Proposition 4.1].
For ǫ = δ = 1, g(U ) becomes a Lie algebra with dicyclic symmetry, and this shows that A = g(U ) ω ≃ K(U, U ) ⊕ U becomes a dicyclic ternary algebra (see Section 5), with A 0 = g(U ) (−2) ≃ K(U, U ) (fixed by θ 2 ) and A 1 = g(U ) (1) ≃ U . Identify U with A 1 = g(U ) (1) and K(U, U ) with A 0 = g(U ) (−2) in the natural way:
After these identifications, we can compute the binary and ternary products in (5.4).
First note that A 0 * A 0 = 0 as [g(U ) (−2) , g(U ) (−2) ] = 0. Also, for a, b, x, y ∈ U we have:
Therefore, the binary product in A = K(U, U ) ⊕ U is given by:
x 1 * x 2 = −K(x 1 , x 2 ), Therefore, we get the following instances of the triple product on A = K(U, U ) ⊕ U :
for any M 1 , M 2 , M 3 ∈ K(U, U ) and x ∈ U . (Note that the triple product {M 1 , M 2 , M 3 } is, up to the sign, the usual Jordan triple product in the associative algebra End F (U ).) Finally, for any x 1 , x 2 ∈ U :
ǫL(x 2 , x 1 ) , so that we obtain, for any x 1 , x 2 , x 3 , a, b ∈ U :
(see (3.2b))
Hence we get the following instances of the triple product on A = K(U, U )⊕ U : {x 1 , x 2 , M } = K M x 1 , x 2 , {x 1 , x 2 , x 3 } = x 1 x 2 x 3 ,
for any x 1 , x 2 , x 3 ∈ U and M ∈ K(U, U ). Let us summarize the previous arguments in our last result, which attaches a dicyclic ternary algebra to an arbitrary (1, 1) Freudenthal-Kantor triple system: Theorem 7.4. Let (U, xyz) be a (1, 1) Freudenthal-Kantor triple system. Then K(U, U ) ⊕ U,¯, * , {., ., .} is a dicyclic ternary algebra, wherē M = M,x = −x, M 1 * M 2 = 0, M * x = M x, x 1 * x 2 = −K(x 1 , x 2 ), {M 1 , x 1 , M 2 } = {M 1 , x 1 , x 2 } = {x 1 , M 1 , M 2 } = {x 1 , M 1 , x 2 } = 0,
{x 1 , x 2 , M } = K M x 1 , x 2 , {x 1 , x 2 , x 3 } = x 1 x 2 x 3 , for any x, x 1 , x 2 , x 3 ∈ U and M, M 1 , M 2 , M 3 ∈ K(U, U ).
