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Several algorithmic and graph-theoretic developments have focused on the 
problem of covering, in a planar graph, selected vertices with fewest possible faces. 
This paper discusses some obstructions to the existence of small face covers. If  the 
embedding of the graph is fixed, this problem leads to variants of the ErdGs-Posa 
theorem on independent cycles in a graph. If  the embedding of the graph is not 
fixed, the analysis leads to generalizations of outerplanar graphs, and we obtain an 
explicit upper bound on the size of the minimal excluded minors for such classes of 
graphs. 0 I992 Academic Press, Inc. 
1. INTRODUCTION 
In this paper we consider problems related to covering vertices of a 
planar graph with minimum collections of faces. If the graph is restricted 
to a specified embedding, then such problems, when viewed as hypergraph 
covering problems, yield results related to the Erdos-Posa theorem on 
independent circuits in graphs [4]. If the graph is not restricted to a given 
embedding, then we may seek an embedding with the smallest possible 
cover, and such an approach leads to generalizations of outerplanar 
graphs. 
Face cover problems have received recent attention from an algorithmic 
viewpoint [2, 51. For example, in the Steiner tree problem [S], a small 
face cover can be used to obtain faster algorithms. More precisely, the 
Steiner tree problem is NP-hard [8] over arbitrary planar graphs; but 
polynomially-bounded algorithms exist whenever the selected vertices to be 
spanned by the Steiner tree can be covered with a fixed number of faces. 
The problem of computing a minimum face cover is strongly NP-hard 
(whether over a fixed or all embedding) [2, 61, but for each fixed integer 
k one can test in linear time whether there exists a face cover of k or fewer 
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faces [2] (again, over a lixed or all embeddings. The fixed embedding 
case can also be solved in linear time for graphs embedded in any fixed 
surface [ 3 ] ). 
Schrijver [20] showed that the problem of computing disjoint trees 
spanning specified vertex sets can be polynomially solved, for planar 
graphs, provided that the specified vertices can be covered with few faces. 
Also see [7, 12, 14, 151. 
In Section 2 we consider the fixed embedding case. In order to present 
the main result of this section, we need some terminology. If W and Z are 
subsets of the vertices and faces, respectively, of a plane graph, then a 
W-packing over Z will be a subset of W no two elements of which lie in a 
common face in Z, and the largest cardinality of a W-packing over 
Z is denoted v( W, Z). A Z-cover of W is a subset Z’ of Z that covers W, 
i.e., every WE W lies in some face in Z’, and the smallest cardinality of 
a Z-cover of W is denoted r( W, Z). Note that one always has 
v( W, Z) < r( W, Z). In Section 2.1 we prove the following. 
THEOREM 1. There exists a constant c, so that if G is a plane graph, and 
W, Z are arbitrary subsets of its vertices and faces, respectively, such that 
every w E W lies in some face of Z, then z( W, Z) < cv( W, Z). 
Here 2 < c Q 27 (this upper bound can be improved). In fact, for every 
fixed surface S there is an analogue of Theorem 1 for graphs embedded in 
S, and we outline how to show this fact by reducing to the planar case. 
There is also a connection between Theorem 1 and the Erdos-Posa 
theorem on independent cycles in graphs. This, and other extensions are 
discussed in Section 2.2. 
In Section 3 we consider face cover problems where an embedding is not 
specified. To this effect, we denote by I(G) the least number of faces (mini- 
mized over all embeddings) required to cover all vertices of G. Thus 
n(G) = 1 if and only if G is outerplanar. It is known that the minimal 
obstructions, or excluded minors, to outerplanar graphs are precisely K,., 
and K4. Further, for each fixed k > 0, the class of graphs G with 1(G) 6 k 
is closed under minors. Consequently, [ 171 this class can be characterized 
by a finite set F(k) of excluded minors, but the proofs do not yield informa- 
tion about how many such minors exist or how large they can be. We 
prove the following: 
THEOREM 2. If G E F(k), then ) F’(G)/ d O(k3). 
Theorem 2 is proven in Section 3.1. In fact, the bound in Theorem 2 can 
be improved to O(k2), and we also sketch how to do so. Some implications 
of Theorem 2 are presented in Section 3.2. We also show that the sets F(k) 
are necessarily quite large, in fact they grow at least exponentially with k. 
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Thus, even though for k = 1 there are only two minimal excluded minors, 
for k = 2 there are more than forty, for k = 3 there are more than 900, and 
for k = 4 more than 32,000. 
Throughout the paper we will use the following standard notation. If G 
is a graph, we denote its vertex and edge sets, respectively, by V(G) and 
E(G). If Ws V(G), the subgraph of G induced by W is the graph H with 
V(H)= W and E(H)={{u,v}EE(G):uE W,VE W}. If UEV(G), then 
G - u is the subgraph of G induced by V(G)\(u). If e E E(G) then G-e is 
the graph with vertex set V(G) and edge set E(G)\{ e}. 
Next we give some standard definitions. A plane graph is a planar graph 
equipped with an embedding, i.e., a description, for each vertex, of the 
clockwise ordering of the edges incident with it. A well-known result of 
Whitney [23] states that 3-connected planar graphs have a unique embed- 
ding on the sphere, see also [ 11, p. 47, ex. 6.691. Further, all embeddings 
of a 2-connected planar graph can be obtained by “rotating” parts of the 
graph about 2-vertex cutsets. A minor of a graph G is a graph obtained by 
removing some edges and vertices of G and contracting some of the 
remaining edges. In a hypergraph, a packing is a collection of pairwise 
vertex-disjoint edges. A cover is a collection of vertices that meets all edges. 
We will also make use of another construct, called a 3-component, for 
which we give a somewhat nonstandard definition (see [lo]). Let G be an 
arbitrary 2-connected simple graph. The 3-components of G are defined as 
follows. If G is 3-connected or G is a triangle, then G itself is the unique 
3-component. Otherwise, let {u, v> be a cutset of G, write G = G, u Gz, 
where E(G,)nE(G2)=@, V(G,)n V(G,)= {u, v}, V(G,)\(u, v}#@, and 
G, , G, are connected. For i = 1, 2 let G: consist of Gi together with a copy 
of the edge (u, v}, called a virtual edge (if (u, v} E E(G) we remove its non- 
virtual copy from G, or G,). The 3-components of G are defined to be the 
union of those of G; and those of Glz (this definition makes sense because 
I V(Gi)l < I V(G)l, i= 1, 2). Note that the 3-components, thus defined, are 
not necessarily unique. It is clear that each 3-component is either a triangle 
or a 3-connected graph. Further, if G is not 3-connected, then there exists 
at least two 3-components, each of which contains a unique virtual edge. 
2. FACE COVERS IN PLANE GRAPHS 
In this section we study the packing and covering numbers for vertices 
and faces of a plane graph. 
We will use the following notation. If G is a plane graph with embedding 
E, the set of faces is denoted by F(E). If u and v are vertices of a plane 
graph and X is a set of faces, we say X cuts off u from v if u and v are 
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separated (in the Jordan curve sense) by a cycle of the graph all of whose 
edges appear in faces of A’. 
2.1. Proof of Theorem 1 
We will use the following result to prove Theorem 1. 
PROPOSITION 1. There is a fixed constant cd 27 so that for any plane 
graph G with embedding E and WL V(G), 
7( W, F(E)) < cv( W, F(E)). 
The proof of this proposition will be given in several steps. But first let 
us show how Theorem 1 follows from Proposition 1. 
Proof of Theorem 1. Construct the graph G’ from G as follows. For 
every face f E F(E)\Z, subdivide each edge off once, and add a new vertex 
v~, adjacent to all vertices now inf: We can construct a plane embedding 
E’ for G’, from E, in the obvious way. Note that in this embedding each 
face f E F(E)\2 has essentially been “split” into several “new” faces. Then 
7( W, Z) = T( W, F(E’)). This follows by observing that without loss of 
generality, a minimum F(E’)-cover of W never uses one of the new faces. 
Similarly, v( W, Z) = v( W, F(E’)). In view of Proposition 1, the proof is 
complete. 1 
The rest of this section will be devoted to Proposition 1. It is broken up 
into Claims 1.1-1.6. 
CLAIM 1.1. We may assume that G is 2-connected. 
Proof: If G has k > 1 components, add k - 1 new edges in a planar way 
to obtain a connected graph. This action does not change v or z. Suppose 
next that G has a cutvertex w. Let e, = (w, w1 >, e2 = (w, w2) be edges 
incident to w, contained in the same face of E but with w,, w2 in diffeent 
components of G - w  (at least one such pair exists). Then add the edge 
bJ1, w2} to G. In the new graph, any two vertices of W lie in the same face 
if they did so before and hence v did not change. Similarly, t did not 
change (we do not need to use the face with vertices {w, wr, w2} in a 
minimum cover). Repeating this transformation until there are no 
cutvertices will yield the desired result. m 
Let P= (p1,p2, . . . . py} be a maximum cardinality W-packing over F(E). 
For 1 < i< v, denote by Fi the set of faces containing pi. The definition of 
P implies that if u E VP, then u lies in a face contained in some Fi. For 
1~ i < v, we let Ni denote the set (U E w\P : u is covered by a member of 
Fi and no member of Fj for i# i}. Before passing to the next result, we 
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point out a useful fact. Since G is 2-connected, its facial cycles are simple. 
Consequently, for 1 < i < v any subset of Fi can be given (say) a clockwise 
ordering about p,. 
Our approach for the rest of the proof of Proposition 1 relies heavily on 
the Jordan curve theorem, and may be summarized as follows. First, we 
show that the vertices in the union of all the classes Ni can be covered with 
O(v) faces. Next, we consider the vertices of W that are covered by faces 
in just two classes F,, F, and show that for fixed i,j, these can be covered 
by 0( 1) faces. A planarity argument later shows that only O(v) pairs i, j 
need be considered. Finally, we consider the vertices of W that are covered 
by faces in more than two classes Fi, and show that at most O(v) such 
vertices exist, again using a planarity argument. 
CLAIM 1.2. For 1 di<v, z(Ni, F(E))<2. 
Proof Any two vertices w, u in Ni must lie on a common face, for 
otherwise the set (P\{p;}) { , } u w  u contradicts the maximality of P. 
Next, assume no two faces of Fi cover N,. Then we can find three faces 
of Fi, labeled X,, X,, X, in clockwise order around pi, such that for 
1 <j< 3, X, contains a vertex uj’ Ni with uj$ X, for k #j. Write 
X= {X,, X,, X,}. Clearly, there exists a set .I of at most three faces of G, 
so that for each 1 <j # k d 3, both uj and uk lie in some common face Jjk 
in J (we assume J is minimal with this property). We claim that J covers 
Ni. Suppose y E Ni does not lie in any face in J. We may assume (up to 
symmetry) that either y lies in X, and it appears after u2 in the clockwise 
ordering of the boundary of X,, or y lies in a face other than X, and X, 
and which appears between X, and X, in the ordering around pi, But then 
{X,, X,, J,, } cuts off y from u1 (in the Jordan curve sense defined above) 
a contradiction, since y, u, are both in Ni and thus lie in some common 
face. 
We conclude that J covers Ni, as desired. Hence if 1 JI 6 2 the proof of 
Claim 1.2 is complete. To see that J’ = {J,*, Jz3} covers N,, suppose y E Ni 
is not covered. Then again Ju X cuts off y from at least one u,, 1 <j< 3, 
a contradiction. 1 
According to Claim 1.2, we can cover Ui Ni with O(v) faces. Next, we 
have to cover those vertices in w\P that lie in a face of F, for more than 
one index i. There will be two cases, according to whether the number of 
indices is two, or greater than two. For 1 < i #j< v, we let N, denote the 
set {u E w\ P: u is covered by a face of Fi and a face of Fj, but by no face 
of Fk for all k # i, j}. Fix i and j. We remark that if U E N, and 1 UI = 3 
then at least two of the vertices of U lie in a common face. For otherwise, 
(Pu U\{P;,P;l contradicts the maximality of P. 
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CLAIM 1.3. r(Nij, F(E)) < 5. 
Proof: We assume N, # 0. Define a sequence { Yki, Yki> of pairs of 
faces Yki~Fi, Ykj~Fj, k=l,2 ,..., and also vetices xk E N, n Yki n Y, in 
the following way. Let Y~E Fi contain at least one vertex of N,, and let x, 
be the first vertex of N, encountered as we travel clockwise around Yii, 
starting at pi. By definition of N,, we can find a face Ylje Fj that contains 
xi. If Y,,u Y, covers N, then Claim 1.3 follows. Otherwise, we proceed to 
define Y2i, Yzj, and x2. The general step is as follows. Suppose we have 
defined Ysiy Ysi, and x, for 1 <s< k - 1 (k> 2) and lJl=: { Ysi, Ysi} does 
not yet cover N, (the indices s on the faces Ysi show clockwise ordering of 
these faces around pi). Let Yki E F, be the first face after Y, _ I,i that con- 
tains a vertex of N, not covered by Ut:i { Ysi, Y,}. We let xk be the first 
such vertex not covered, traveling clockwise from pi around Yki, and let Y,, 
be a face of F, that contains xk. 
This construction guarantees that for k > 2, at most one of the two faces 
Yki, Y,,. can contain a vertex of N, not covered by the other and not 
already covered by Uf:: { Ysi, Y,}. For any such vertex, if contained in 
Yki, must appear after xk traveling clockwise around Yki (starting at p,), 
and if contained in Y,,., the definition of N, implies that it must appear 
after xk traveling counterclockwise around Yk, (Starting at pi). Again by 
definition of N,, only one of the posibilities can occur. For k 3 2 we let Z, 
be the face, out of Yki and Ykj, that contains vertices of N, not covered by 
the other and not covered by u$:: { Ysi, Y,} (if no such face exists, we set 
Z, = Yki or Y,,. arbitrarily). 
Suppose the above process terminates with k ~4 after k steps. Then 
( yli3 ylj) u tz*? ...? Z,> covers N,, and we have altogher used k-t 1 < 5 
faces, as desired. On the other hand, suppose we do not terminate after 
four steps. In that case, we claim that x, and xg must lie in a common face 
T, of E. For otherwise no two out of {x,, x3, x,} lie in a common face, a 
contradiction. Similarly, for 1 6 s < 5, x, and x, + , must lie in a common 
face T, of E (but note that the definition of x, + i guarantees that T, 4 Fi). 
Thus the set (T3}, 1 6 s 6 5, cuts off pi from pi, and (as is easy to see) 
{T,, T2, . . . . T5} must cover N,, as desired. 1 
CLAIM 1.4. The number of faces required to cover all sets N,, 1 < i, j < v 
is at most O(v). 
Proof. The assertion will follow from Claim 1.3 provided we can show 
that at most O(v) sets N, are nonempty. From a graph H whose vertex set 
is P, and pi and pi are adjacent whenever N,# 0. This graph is 
planar-we can obtain a drawing for it, from E, by placing the vertices 
(pi> as in G, and drawing the edge joining (say) pi and pj as a curve 
segment that starts at p,, passes through an arbitrary vertex of N, and ends 
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at pi. Clearly H is also simple (and consequently it has at most 3v edges) 
and Claim 1.4 follows. 1 
To complete the proof of Theorem 1, we now consider the problem of 
minimally covering the vertices of VP that lie in faces of more than two 
sets Fi. In other words, let M= {U E w\P: u covered by a face in Fj, for 
more than two indices i, 1 Q i < v}. We will prove that I A4 I < O(v). In order 
to obtain this result, we will use the concept of enclosure, defined next. 
For 1 6 i < v, denote by G[Fj] the subgraph of G whose vertices and 
edges are those lying in faces of Fi. Let X, Y be disjoint subsets of 
{F,, . . . . FY). Let H be the graph IJ G[F,], where the union is taken over 
all F, E X u Y. Then we say X encloses Y, if 
(i) For every Fin X, G[F,] contains at least one edge on the outer 
face of H. 
(ii) For every Fj~ Y, G[Fi] contains no edge on the outer face of H. 
Now define the following partition A,, . . . . A, of {FI, . . . . F,,}. First, denote 
by G, the graph Uy=i G[F,]. Then A, is the subset of {F,, . . . . F,} 
consisting of those sets F, such that G[F,] contains an edge on the outer 
face of G,. Next, define the graph G, to be lJ G[F,], where the union is 
taken over all Fig A,. Then using the outer face of Gz , we can define a 
class A,, and similarly we can define A,, . . . . A ,, for some t > 1. 
Notice that for 1~ i <j < t, Ai encloses Aj. Further, each Ai has a very 
simple structure. For 1 < s < t, let M, denote that subset of q P such that 
UEM, if there exist distinct FiC1,, Fjt2,, Fit3)~A, with UE V(G[Fi,,,]), 
1 <j< 3 (in other words, u is covered by a face in each set F,;;cj,). 
CLAIM 1.5. Foreachs, l<s<t,~M,~<2~A,I -4. 
Proof. Consider the graph H, whose vertex set is {pi : F, E A, } and edge 
set constructed as follows. Let UE M,, and piCOI,piCIj, . . ..pic.) be those 
vertices in {p, , . . . . p,) such that FiCj, E A, and u covered by a face of 
FiCj, (r > 2). The labels i(O), i(l), . . . . are assumed to give (say) the clockwise 
order, around u, in which the different sets FiCj, are incident to u (since no 
Fin A, can enclose another, this definition makes sense). Then H contains 
all the edges (Picj,, Pi(j+ I(mod r)) ), for 0 d j,< r (note that H may have 
parallel edges, corresponding to different u E M,). 
To place an upper bound on I M, I, we will bound I E(H)I. The difficulty 
here is that H may have parallel edges. But we claim that if pi, pj E V(H), 
then at most two edges join pi and pj. Assume otherwise. Then there exist 
Ul? u-2, u3 E M,, such that for 1 <h < 3, u,, is covered by a face of Fi and a 
face of F,. Then we can assume that (for example) u2 is not contained in 
the outer face of G, and is separated from it by Fju Fj, see Fig. 1. But 
u2 E M,7, and thus there exists a third Fk E A,, with u2 covered by some face 
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FIGURE 1 
in Fk. As a consequence, Fk is enclosed by {Fi, F,}. But this is a contra- 
diction in view of the definition of A,. 
Consequently, I E(H)1 < I A, I - 12. It is easy to see that the vertices in 
M, correspond to a subset of the faces of J, each with at least three edges, 
and pairwise edge disjoint. Hence we obtain the bound 1 M,( < 
(1 E(H)l/3) Q 2 I A, I - 4, as desired. m 
Note that M\lJ, M, may be nonempty, i.e., there may be vertices in M 
that are never covered by faces in three different sets Fi, that appear in the 
same A,. We will account for all such vertices with a labeling system. We 
label each vertex UE M\U, M, by a triple (s(l), s(2), s(3)), as follows. 
Choose t>~(l)>s(2)>~(3)21 so that 
(i) Ascl, u As(*) u Asc3) contains three distinct sets F,, each of which 
has a face that covers u; and 
(ii) s( 1) + s(2) + s(3) is maximized. 
Now we can prove 
CLAIM 1.6. 1 M\U, M, 1 d O(v). 
Proof. First we will show that the overall number of vertices with labels 
(s, s, h), for fixed s, and arbitrary h <s, is altogether 0( I A,[). This will 
follow from a planarity argument as in Claim 1.4, provided we can show 
that any two Fi, Fj E A, can give rise to at most two vertices lables (s, s, h), 
h <s. Suppose Fi, Fj satisfy otherwise. Then we can find a vertex u with a 
label (s, s, h), h <s, that is covered by a face of F,, a face of Fj, and a face 
of some Fk, with Fk enclosed by {Fi, Fj}. But then Fk EA, with z > s, 
which contradicts property (ii) in the definition of labels. 
Now we will consider vertices with labels of the form (s, h, h), for fixed 
s, and arbitrary h <s, and show that there are O() A, I + I A,- 1 I) of these, 
altogether. It is not difficult to see that any such labels must be (s, s- 1, 
s- 1). Let Fi, Fj~AspI, and suppose V(G[F,]) and V(G[F,]) have I ver- 
tices of M\U, M, in common, and r 2 3. Let these be ui, z+, . . . . u,. Then 
(as above) without loss of generality, for each c 6 h < r - 1 there is an 
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F,+,)EA=(,,), such that Uje V(G[Fkchj]) and Fkch, is enclosed by {Fi, Fj}. 
But then z(h) >s- 1, and thus z(h) =s. But then it is not difficult to verify 
that Fkch) can be enclosed by F,, or Fj, or Fi and Fj jointly, but by no other 
subset of A,- i, and thus F,+,) contributes at most two vertices with labels 
(s, s - 1, s - l), altogether. Each pair (Fi, F,) can produce at most two 
additional vertices with lables (s, s - 1, s - 1) that have not been accounted 
for in this manner but again a planarity argument will show that there will 
be at most O(l A,YI) such pairs (F,, Fj), altogether. 
Finally, let us consider vertices with lables (s(l), s(2), s(3)), where 
s( 1) > s(2) > s(3). As above, it is not difficult to see that all such labels are 
of the form (s, s - 1, s - 2). As above, each Fi E A,V can contribute at most 
two such vertices. 
This concludes the proof of Claim 1.6, for if u E M\ Us M,, then not all 
three labels of u can be identical. 1 
As a consequence of Claims 1.5 and 1.6, the total number of vertices in 
M= (U E w\P: u covered by a face in Fi, for more than two indices i, 
1 didv} is O(v). 
Now we can finish the proof of Proposition 1. If v E w\P, then either 
v~N~for some ldi<v, or vENii for some ldi,j<v, or veM. In view 
of Claims 1.2, 1.4, 1.5, and 1.6 we conclude that r( W, F(E)) = O(v). 
It is not difficult to see that the constant in the 0( ) of Claim 1.6 can be 
upper bounded by 10. Similarly, from Claim 1.4 one obtains a constant of 
at most 15. Thus, using Claim 1.2, we obtain the bound ~~27. 1 
Remark. The bound c Q 27 is not best possible. For example, it is 
possible to drastically reduce the constants that arise in Claims 1.3 and 1.4 
but at the cost of a commensurate increase in the length of the proofs. As 
a simple example, in Claim 1.3 at most v sets N, will cost live faces, since 
for different pairs i, j the corresonding vertices x3 produced in Claim 1.3 
cannot lie in a common face. There are more elaborate improvements, but 
these will not be described to keep the proofs short. Also, note that the 
example G = K4 shows that c > 2. 
2.2. Some Consequences of Theorem 1, and Related Problems 
Let us first outline how for every fixed surface S, there is a constant 
d = d(S), so that one always has z < dv for graphs embedded on S (here a 
surface is obtained by glueing, to the sphere. a number of handles and 
crosscaps, and r and v are defined in the obvious manner). 
Thus, let G be a graph embedded in S, X a subset of the vertices and R 
a subset of the regions. Then we can cut S long a closed curve C which 
does not contain vertices of G and which crosses any region of G at most 
once, so as to obtain a simpler surface (after patching with disks the 
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hole(s) created by the cut). Furthermore, by placing a vertex at each point 
where C meets E(G), and an edge along the section of C joining every two 
consecutive such vertices, we obtain a graph embedded in the new surface. 
Proceeding inductively, we will obtain a plane graph J. To each vertex of 
G there corresponds a unique vertex of J. Moreover, each region of G was 
split at most bounded number of times 2 in constructing J (1 depends on 
the Euler characteristic of S only). Let 2 denote the set of faces of J which 
correspond in this way to regions in the set R. Then we apply Theorem 1 
to obtain an X-packing over Z, P, and a Z-cover of X, K, with 1 KI < c ) P) . 
Then from these we obtain, in G, an X-packing over R, and an R-cover of 
X, which differ, respectively, from P and K by at most a factor of A. Hence 
we obtain the desired result. A different interpretation of Theorem 1 arises 
from the point of view of independent cycles in graphs. Let us interpret 
Theorem 1 in terms of the dual graph. Then the problem of covering 
vertices with faces becomes that of meeting faces with vertices, and the 
problem of packing vertices becomes that of finding pairwise vertex-disjoint 
faces. Thus, by setting W to be the set of all vertices and Z the set of all 
faces in Theorem 1, and passing to the dual graph, we obtain: 
COROLLARY 1. Let H be a plane graph and m be the maximum number 
of pairwise vertex-disjoint faces. Then there is a set of O(m) vertices that 
meets all faces. 
There is a shorter proof of this corollary that can be obtained by 
adapting a classical theorem of Erdos and Posa [4], which we sketch next. 
They call a family of cycles in a graph independent if they are pairwise 
vertex-disjoint. The following result then holds. 
THEOREM A [4]. Let G be a graph, and k be the maximum number of 
independent cycles of G. Then there is a set of O(k log k) vertices that meets 
all the cycles of G. 
Further, they prove that up to constants k log k is the best possible 
bound, as there are graphs that attain it and which have, in fact, linearly 
many edges (although they are not planar). Central to the proof of 
Theorem A, is the following result: if a graph has m vertices, and m + t 
edges, then the graph contains at least et/log t pairwise edge-disjoint 
circuits. But if the graph is plane, one can easily show that the factor 
of log t disappears. With this modification, the proof of ‘the Erdos-Posa 
theorem will carry unchanged, but with the effect that the factor of log k 
disappears. 
Finally, while the maximum number of independent cycles of a plane 
graph may be larger than the maximum number of independent facial 
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cycles, it is never more than twice as large. There is an easy proof of this 
fact, outlined next. Let C,, . . . . Ck be a largest cardinality family of inde- 
pendent cycles in a plane graph G. Form the following graph F, with vertex 
set {C,, . . . . C, 1, and where Ci, C, are adjacent whenever (say) Ci is con- 
tained inside Cj, and there is no h # i, j, such that C,, separates Ci from C,. 
It is clear that F is a forest. Now for each 1 < i < k, we can find a face f, 
that has at least one common vertex with Ci, and is contained within Cj. 
The faces f,, 1 < id k are distinct, but not necessarily independent. Let Z be 
a largest independent set in F. Then the faces {fi: Cic Z> are independent, 
and 1 II > k/2, as desired. 
These observations provide a shorter proof of Corollary 1. It seems 
difficult, however, to adapt the Erdos-Posa theorem to obtain the general 
form of Theorem l-packing and covering distinguished facial cycles with 
distinguished vertices. 
Further, suppose we consider an arbitrary collection of cycles C in a 
plane graph G. Then one can study the covering and packing numbers in 
the hypergraph with vertex set V(G) and whose edges are the cycles in C. 
However, in the worst case no result of the form of the “dual” to 
Theorem 1 (or the Erdos-Posa property, for that matter) holds. In fact, for 
every integer n > 1 one can easily find such a G and C, so that 1 Cl = n, and 
(1) any two cycles in C intersect, and (2) every vertex of G meets at most 
two of the cycles in C. Thus the ratio between the covering and packing 
numbers is at least n/2. Similarly, one can study the reverse problem, that 
is covering V(G) with cycles in C as compared to packing vertices no two 
of which lie in the same cycle of C. But again one can find examples where 
the covering number is not bounded by a function of the packing number. 
Another possible generalization is the following. In a 3-connected planar 
graph, the facial cycles are precisely the nonseparating cycles, i.e., those 
cycles with only one nonempty bridge (see [ 11, p. 47, Problem 6.69; 231). 
We outline next how no result similar to Theorem 1 holds. 
Consider first the problem of packing vertices (so that no two of them 
lie in a common nonseparating cycle) and of covering the vertices with 
nonseparating cycles. The graph K,,,, (n > 1) is such that any two vertices 
lie in a nonseparating cycle, yet all simple cycles have length at most six, 
and thus the ratio of covering to packing numbers grows proportional to n. 
Next, consider the problem of packing nonseparating cycles, and of 
meeting, with vertices, the nonseparating cycles. For k 3 1, let G, be a 
graph with k (arbitrary) independent cycles, and such that the least num- 
ber of vertices needed to meet all cycles is proportional to k log k. Let G; 
consist of Gk, with three additional vertices, each adjacent to all other 
vertices. Then G6 is 3-connected. Further, every cycle contained in G, is 
nonseparating (the three additional vertices contained in CL guarantee this 
fact). Thus the packing number for nonseparating cycles in Gh is at least 
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k and at most k + 3, but clearly the covering number of nonseparating 
cycles by vertices is again proportional to k log k. 
We conjecture that variants of Theorem 1 hold for graphs of bounded 
genus, with regions used instead of faces. 
3. SMALL FACE COVERS OVER ARBITRARY EMBEDDINGS 
In this section we study minimum face covers in planar graphs, where 
the embedding is not fixed. In general, if G is a planar graph, and 
WC V(G), the parameter of interest is the minimum, over all embeddings 
E of G, of the least number of faces in E needed to cover W. We denote 
this parameter by ,?(G, W) (if W= V(G) we will simply write A(G)). 
Below we will mainly consider the parameter A(G), as it leads to 
generalizations of outerplanar graphs. The results extend to general 
W c V(G), as will be outlined later. For a fixed integer k 2 1, denote by 
C(k) the class of graphs G with 1(G) <k. Our main object of study will be 
the minimal excluded minors to graphs in C(k). 
We begin by making some observations. We remind the reader that F(k) 
is the set of (minimal) excluded minors for graphs in C(k). (1) If HEM, 
then H contains no parallel edges. For if H’ is obtained from H by 
replacing each set of parallel edges with a single edge, then A(H‘) < A(H). 
But given an embedding of H, we do not increase the covering number if 
each set of parallel edges,are redrawn to lie next to one another, and thus 
l(H) < A(H’). Similarly, any HE F(k) contains no loops. (2) The only non- 
planar members of F(k) are KX,3 and K,, and they arise only when k >/ 2. 
This is easy to verify. In the following, we will only consider the planar 
members of F(k). 
Vertex connectivity arguments will be central to the proof, and we will 
need several known results and some definitions. Let G be a graph, and 
e E E(G). We denote by G, the graph resulting from contracting the edge e. 
If G is 3-connected, and G, is 3-connected, then e is called a contractible 
edge (see [22] for an important application of contractible edges in planar 
graphs). The following theorem appears in a manuscript of Ota and 
Saito [ 131. 
THEOREM B [ 131. Let G be a 3-connected graph on at least six vertices. 
Then no two vertices sf G can meet all contractible edges of G. 
As far as we know, this manuscript has not yet been published. For com- 
pleteness, in the Appendix we provide a short proof of this theorem, and 
of the following corollary (which is what is really needed below). 
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COROLLARY C. Let G be a 3-connected graph, G not isomorphic to K4. 
Then 
(i) G contains two contractible edges that are independent. 
(ii) Zf eE E(G), then G contains a contractible edge e’ such that e and 
e’ are independent. 
3.1. Proof of Theorem 2 
This section is devoted to proving Theorem 2. The proof is broken into 
several steps. The key sep is given in Lemma 3.3, whose main result is that 
if GeF(k) then there is an embedding of G where a certain set of k faces 
cover all vertices except one. To prove this fact, if G is 2-connected, then 
we decompose it into its 3-components and make use of contractible edges 
in such components to obtain the desired result. To handle the cases of 
connectivity less than 2, we first present some structural results in Claims 
3.1 and 3.2. Having proved Lemma 3.3, we then give some counting 
argumnts that yield Theorem 2. 
CLAIM 3.1. Let G = G, u G1, where G, and G, are edge-disjoint planar 
graphs, with 1 V(Gl)n V(G,)I 6 1. Then A(G)=A(G,)+A(G,)- 1. 
Proof Suppose first that there is a common w  to G2. For i = 1,2, let Ei 
be an embedding of Gi where l(Gi) faces cover V(Gi). Thus in Ei some face 
covers w, and by redrawing Gi if necessary (but without changing the 
embedding) we may assume that face is the outer face. Consequently, the 
union of El and E, yields an embedding where A(G1 ) + A(G,) - 1 faces 
cover I’(G) and so 1(G,) +1(G*)- 1. Also, the bound 1(G) > 
I(G, ) + 1(G,) - 1 is clear. A similar proof applies for the case 
VG,)n T/(G,)=0. I 
If G is a connected graph, u a cutvertex, and W the set of vertices of 
some component of G - u, then the subgraph of G induced by W u (u} will 
be called a block at U. 
CLAIM 3.2. Let GE F(k) be connected, u a cutvertex of G and G,, G, 
nonempty unions of blocks at w, where G = GI v G, and E(G,) n E(G,) = 0. 
Then Gi E F(ki), where k, = A(Gi) - 1, i = 1,2. 
Proof: It is clear that 1 V(G,)- V(G,)I 2 1. Now let G, be an arbitrary 
minor of G,, and let G= G, u G,. Then clearly n(G) < n(G), and thus by 
Claim 3.1, A((?,) < A(G,). A similar statement holds for G2. The claim 
follows. 1 
We state without proof the following analogue of Claim 3.2. 
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Claim 3.2’. Let G E F(k), and let G, , G2 be disjoint unions of connected 
components of G, G = G, u G2. Then Gie F(n(Gi) - 1. 
Now we pass to the crucial structural property of the members of F(k). 
If H is a planar gaph and UE V(H), we will say that u is k-missed if there 
is an embedding of H in which some k faces cover V(H)\(u). Next we 
show that every member of F(k) has a k-missed vertex. The proof requires 
a stronger inductive hypothesis. 
LEMMA 3.3. Let GE F(k). Then 
(i) There exists a minor H of G with l(H) =1(G)- 1, and conse- 
quently 1(G) = k + 1. 
(ii) G contains two distinct k-missed vertices. 
Proof The proof is by induction on k. For k = 1, the result is easy to 
verify for K2,3 and K4. Assume now k > 1. There are three cases. 
Case 1. G is not 2-connected. 
Assume that G is connected but there is a cutvertex w  (the disconnected 
case is similar and its proof will be omitted). Then we can write 
G = G, v G,, where E(G,) n E(G,) = 0, and each Gi is a nonempty union 
of blocks at w. Since G, is a minor of G, then A(G,) < k. By Claim 3.2, 
G, E F(k, ), where k, = A(G, ) - 1 < k. By induction, there is a minor H, of 
G, with l(H,)=A(G,)- 1. Clearly H= H, u G2 is a minor of G, and now 
Claim 3.1 implies i(H) = A(H,) + I1(G,) - 1 = A(G) - 1. This proves (i). 
Now let ui be a k,-missed vertex of G,, U, #w. Then there is an embed- 
ding E, of G, where k, faces cover V(G,)\u,, and thus one of the faces 
covers w, without loss of generality the outer face. Similarly, there is an 
embedding E, of G, in which A(G,) faces cover V(G,), with w  covered by 
the outer face. Thus in the embedding E, u E2 of G, there is a collection of 
faces, that covers V(G)\u,, of cardinality k, + l(G,) - 1 = n(G,) + A(G,) - 
2 = A(G) - 1 = k. In other words, u1 is k-missed. Similarly, G, contains a 
vertex u2 # w  that is k-missed in G. This settles (ii). 
Case 2. G is 2-connected, but not 3-connected. 
Let T’ be 3-component that contains a unique virtual edge z. We will 
show that a contraction in T’ will yield a minor H of G satisfying (i), and 
that V( T’) contains a vertex that is k-missed in G, which is not an 
endpoint of z. Since there are at least two 3-components such as T’, this 
will settle (ii). 
Suppose first that T’ is not a triangle and T’ is not isomorphic to K4. 
Let e = {u, v} be a contractible edge of T’, with e, z independent. We set 
H = G,, and let w  be the vertex obtained by contracting e. We assume that 
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any parallel edges created in the contraction have been removed from T: 
and G, (as pointed out before, this does not change the covering number). 
Note that since e is contractible, the unique embedding of Td is the one 
inherited from that of T,. Now A(H) < k, and thus there exists an embed- 
ding E of G,, and faces fi, . . ..f., j< k, that cover V(G,). Note that E, 
restricted to Ti, yields the unique embedding of T,’ (this applies even if e 
was contained in a triangle. See Fig. 2). Hence from E we obtain a (plane) 
embeding E’ of G, by expanding w  into the edge e, drawn very small. It is 
clear that the faces of E’ are in Ill correspondence with those faces of E 
that are not triangles containing e. Let f; correspond to fi, 1 < i<j. Now 
one of the faces f,, say fi, covers MI in E. Thus f,’ must cover at least one 
of U, v in E, say v. Consequently, {f,‘, . . ..J.’ > covers all of V( G ) except 
possibly U, and A(G) <j + 1. But since GE F(k) and j Q k, it must be the 
case that j = k, A(G) = k + 1 and u is not covered. Thus A(H) = k = I(G) - 1 
L’ rest of G / I 
*virtual edge z 
~“.....l==w ’ 
i’ e 
\ 
expand e 
faces used in 
the cover 
FIGURE 2 
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and u is k-missed, as desired. This concludes the analysis when T’ is not 
a triangle and T’ not isomorphic to K4. 
If T’ is isomorphic to K4 or T’ is a triangle the proof is similar and will 
only be sketched. For example, if T’ is isomorphic to K4 we contract the 
edge e with z, e independent. If T’ is a triangle with vertices {v, , v2, U} and 
z= (v,, v2) then we contract (say) (vi, u). Since u has degree two in G, the 
contraction can be “undone” so that u will be k-missed (in fact, it is easy 
to see that any vertex of degree two in G is k-missed). This concludes the 
analysis of Case 2. 
Case 3. G is 3-connected. 
This is similar to Case 2. Let e, e’ be contractible edges that are inde- 
pendent. Then contracting either one will yield a minor H satisfying (i). 
Contracting each of e, e’ will yield a distinct k-missed vertex, and thus (ii) 
holds as well. 1 
Now we pass to the counting arguments used to prove the bound on the 
size of any minor in F(k) given in the statement of Theorem 2. First we 
give an outline of these counting arguments. The main part of the proof 
deals with the 2-connected case and will be presented first, in 
Claims 3.4-3.8 (the cases of connectivity less than two are handled 
inductively and will be dealt with later). Throughout the proofs of 
Claims 3.4-3.8, we will assume (as guaranteed by Lemma 3.3) that we have 
a fixed 2-connected graph GE F(k), a k-missed vertex v* E V(G), and an 
embedding E of G such that there exist k faces, f,, . . . . fk that cover 
V(G)\{v*}. We remark that if eE E(G), then at least one of the two 
endpoints of e has degree at least three, for otherwise 1(G) = 1(G,) < k, a 
contradiction. Our approach is to show that the faces fi can only interact 
weakly with each other and with v*, and that the vertices in each fi must 
induce a graph with fairly simple structure. First, in Claims 3.4 and 3.5 we 
show that any two distinct faces fi, fj can only intersect in O(k) vertices 
and that at most O(k*) edges have an end in each. Further, Claim 3.6 
shows that v* is adjacent to at most O(k*) vertices in each fi. Finally, 
Claim 3.7 shows that the number of edges with both ends in anyfi (but not 
part off,) is O(k). Now Claim 3.8, making use of all these facts, together 
with a planarity argument to upper bound how many distinct pairs fi, fi 
can at all interact, yields that 1 V(G)1 < O(k3). Now we pass to the proofs. 
CLAIM 3.4. For 1 d i < j d k, I V(h) n V(fi)I < 6k + 2. 
ProoJ Aiming for a contradiction, assume that (say) 1 I’( f ,  ) n V( f2 ) I > 
6k + 3. Let J be the subgraph of G with V(J) = V(fi) u V(f,) and E(J) = 
E(fi) u E(f,). It is clear that J is a union of edge disjoint cycles Ci, 
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0 < i Q m (where m 3 1 is some integer), and paths P,, 0 < i % m (possibly 
empty, i.e., consisting of a single vertex) such that 
(i) for 0 < i 6 m, Ci contains exactly two vertices in V(fi ) n V(fZ ), 
which we call the extremes of Ci, and 
(ii) Pi is contained in fi nf2, and if nonempty, it has one endpoint 
in C, and the other in Ci+ ,(modm); and if Pi consists of a single vertex w  
in V(J, ) n V(f2), then w  = Ci n Ci+ l(mod m) (see Fig. 3(a)). 
The cycles C, define faces of J, and clearly, for every component K of 
G - (V(f,) u V(f2)) there is an i such that in the embedding E, K is 
separated from fi and fi by Ci. 
Now the fact that no two degree two vertices are adjacent in G implies 
that m > 2k + 1. Since the faces f,, . . . . fk cover V(G)\{V*}, we can 
find, from among the cycles Ci, two such that (in E) their respective 
(a) 
(b) 
FIGURE 3 
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interiors contain no vertices of G (i.e., they induce outerplanar graphs). 
Let X be one of these two cycles, chosen, if possible so that 
U-U f-7 (Wi) - W2)) = 0, or v(X) n ( Vf2) - WI )) = 0 (at most one 
of the possibilities can occur since G is simple). Let Y be the other cycle, 
and ? be the minor of J contracting all edges of X (and eliminating loops), 
and G the corresponding minor of G. We will show next that A(G) = 1(G), 
but since n(G) < k, we will obtain a contradiction. 
The contraction of X identifies its extremes U, u into a single vertex w. 
Let W= {w} u (P’(fi)n V(fi))\{u, v}. It is clear the 7 and G are both 
2-connected, since G is. Note that every embedding of 3 is obtained by 
rotating some of the Ci around their respective extremes. Also, in every 
embedding E’ of G there are two faces g, g’ that cover W (see Fig. 3(b)). 
In particular, choose E’ so that there is a subset F of k or fewer faces that 
cover V(G). Then, clearly, at least ne of g, g’ is in F. For otherwise at least 
m other faces will be required to cover the vertices of { Ci, 0 < i Q m}\X, a 
contradiction because n(G) d k. Assume g is in F. We can assume that the 
subgraph induced by the vertices in Y has an outerplanar embedding in E’ 
and that no interior face in this graph is used (if it is, then replace it with 
g’, and the new collection of k faces still covers V(c)). Now, if both 
VX) n (WA ) - W2)) # 0 and VW n ( VU2 I- Wi )I + 0, then by 
definition of X, we have that Y n ( V(fi ) - V(fi)) # 12, and Y n ( V(f,) - 
(V(f,) # 0 and so both g and g’ are in F. Thus we may alter E’ by 
“expanding” X, to obtain an embedding of G where n(c) faces cover V(G), 
a connection. 
Otherwise, if, say, V(X) n (V(Ji) - V(f2)) = 0, then again we can 
“expand” and “orient” X so that V(X) n V(f2) - V(fi)) is covered by (with 
an obvious abuse of notation) g, and once more we obtain 1(G) = n(G). 
This settles Claim 3.4. 1 
Note: a little more work will show that all the paths Pi are empty, but 
that only improves the proportionality constant. 
CLAIM 3.5. For 1 d i, j < k, there are fewer than 4k2 + 6k edges with one 
endpoint in V(fi) - V(fi) and the other in V(f;) - V(L). 
Proof The proof will be similar to that of Claim 3.4, and parts of it will 
be sketched. 
Assume, aiming for a contradiction, that the set E,, of edges between 
Wi I- W2 ) and W2 I- WI ) h as at least 4k2 + 6k edges. Let L be the 
graph with vertex set V(fl) u (f2) and edge set E(f,)u E(f2) u E,, 
(note: this is not necessarily the subgraph of G induced by V(fl) u V(f,)). 
The structure of L is as follows. Suppose first that 1 V(fi) n V(f2)l 2 2. 
Then, for some m 2 0, L is the union of (m + 1) 2-connected outerplanar 
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graphs Oi, 0 < i Q m and paths Pi, 0 6 id m, such that each 0, contains 
exectly two vertices of V(fI) n V(f2) (its extremes) and the paths Pi are 
similar to those in the proof of (3.4). Further, the extremes of Oi break up 
the outer face of Oi into two internally vertex-disjoint paths P,, and Pzi, 
with E(P.ii) contained in E(fi) - E(fj). The internal edges of 0, are in the 
set E,,, and in this manner we account for all members of E,,. If, on the 
other hand, 1 V(fi) n V(fi)l d 1, then we simply write L = O,, and set P,, 
to be the set of edges of L that lie in facefi, j = 1, 2 (note that Pi0 is a facial 
cycle of L). 
Thus, the overall total number of internal faces of the 0; is at least 
E,, + I > 4k2 + 6k, and each such face contains at most two endpoints, in 
V(h), of edges in E,,, j = 1, 2. At most k - 1 of these faces regarded now 
as cycles of G may contain vertices of G in their interior, and thus at least 
(4k + l)(k + 1) do not (these may not define faces in the given embedding 
E of G because they may contain, in their interior, edges with both 
endpoints in f, or in f?). Denote these faces )not containing points of G in 
their interiors) by h,, . . . . h,, r > (4k + 1 )(k + 1). 
Suppose first that sone Oi, say O,, contains at least 4k + 1 of the faces 
h,, 1 <j<r. Then at least one of P,, and P,,, say P,, contains at least 
2k + 1 endpoints of edges in E,,, since each face h, contains at least two 
vertices of V(fr)- V(f2) or V(f2)- V(f,). Let e be an arbitrary edge of 
some face h, contained in 0,. Then A( G,) <k, attained in some embedding 
E’, but as in the proof of Claim 3.4 the edge e may be expanded so that 
i(G,) = i(G). 
Hence we must assume that no 0, contains more than 4k of the faces 
{Iz,, 1 <j< r}. But then there is a set of at least (k + 1) Oi, say O,, . . . . Ok, 
such that each of them has a vertex in V(f,) - V(fi) and one in 
V(f, ) - V(f2) (because the faces h, have this property). Choose any h,, and 
an edge e E E(h,) contained in E(f2) or E(f, ). Then A(G,) d k, but again e 
can be “expanded” so that 1(G,) = I(G), a contradiction. This follows 
because in any embedding of L, there are faces g, g’ each of which cover 
V(f2) n V(f, ). The assumption about O,, . . . . 0, implies that in the par- 
ticular embedding that attains ,I(G,) < k both faces g, g’ must be used in 
the cover, and the result follows. 1 
CLAIM 3.6. For 1 < i < k, v* is adjacent to at most O(k2) vertices in f;. 
Proof: The proof is similar to that of Claim 3.5, in that v plays the role 
of a face f,, j # i, and will be omitted. In fact, one can prove that for any 
UE V(G) and 1 <i< k, with v+! V(fi), v is adjacent to at most (k’) vertices 
infi. m 
CLAIM 3.7. For 1 Q i< k, the number of edges of G - E(Fi) with both 
endpoints in f, is at most 8k. 
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Proof: For convenience, we will set i= 1, although obviously the proof 
works for the general case. We will assume that the embedding E of G has 
been drawn so that f1 is the outer face. 
Let E,, be the set of edges with both endpoints in f, (which are not 
edges off, ), and, aiming for a contradiction, assume 1 E,, 1 > 8k. Let e E E,, 
have endpoints u, V. Then the facial cycle defining fi is the union of two 
internally vertex disjoint paths p, p’ with common endpoints u and u. Since 
G is simple, both p and p’ must contain vertices other than u and v. We say 
e is bud if in at least one of p,p’, say p, internal vertex has degree two 
in G. Note that in this case, p is a path {u, w, u} of length two. 
Step 1. There exist no bad edges. 
Suppose e = {u, u) is bad, let p = {u, w, v ) be a path as in the definition 
of bad edges. Now A(G - e) < k, and consider an embedding E’ of G - e 
that attains this. Since G - e is 2-connected, there are precisely two faces in 
E’ that cover the path p (although only one may actually be used in the 
cover). But then the edge e may be drawn in one of these faces so that 
i(G) - e) faces still cover V(G), a contradiction. This verifies Step 1. 
Now let M denote the subgraph of G induced by V(fi). A4 is outerplanar 
and 2-connected and its outer face corresponds to fi, in the embedding E, 
inherited from E. Let T denote the subgaph of the dual graph of M, 
induced by the internal faces of M. It is clear that T is a tree with I E,, I 
edges, and A4 has 1 E,, 1 + 1 internal faces. 
We will say an internal face g of M is used, if in the embedding E of G, 
the interior of g contains some vertex or edge of G. Clearly there are at 
most k used faces. 
Step 2. Every leaf of T corresponds to a used face in M. 
A leaf 1 of T corresponds to an internal face g of A4 that contains a 
unique edge e of E,, . If g is not used, then clearly e is bad, by definition. 
But this is a contradiction to Step 1. This verifies Step 2. 
As a consequence of Step 2, T contains less than 2k vertices that 
correspond to used faces or have degree larger than two (since in any tree 
the number of leaves is larger than the number of vertices of degree three 
or more). Thus, we have the following. 
Step 3. There is an induced path (tl, tZ, t,, f4) of T, such that for 
1~ i < 4, ti has degree two in T and the corresponding face gi in A4 is not 
used. 
In order to see this fact, consider the tree T* obtained from T by 
contracting any edge with an endpoint u of degree two, such that the face 
in M corresponding to u is not used. Then T* has less than 2k edges, but 
T has more than 8k vertices. This concludes the proof of Step 3. 
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Let us consider the faces gi, 1 < i < 4. Each such face contains two edges 
of E,, , and is a cycle of length at most six (it contains at most four edges 
of the outer face of M, since gi is not used, and no two degree two vertices 
of G are adjacent). Let e,~ E,, be the edge common to gj and gj+ r, 
j= 1,2, 3. Let C denote the cycle of G with edge set (E(g,)u E(g,))\{e,}. 
Let V,, denote the subset of V(G) separated by the endpoints of e, from 
at least one of the endpoints of e3, let Vjl be the subset of V(G) separated 
by the endpoints of e3 from at least one of the endpoints of e, (see 
Fig. 4(a)). 
Step 4. A( G - e, ) = ,I( G). 
Clearly G - e2 is 2-connected. Also, the structure of the faces 
g, , g,, g,, g, guarantees that in every embedding of G - e2 there exist two 
distinct faces that individually cover V(C) (and possibly other vertices). Let 
E’ be an embedding of G-e, where a set F of IZ(G -e2) faces cover 
(a) 
(b) 
(cl 
FIGURE 4 
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V( G - e2) = V(G). Suppose first that C defines a face in E’ (see Fig. 4(b)). 
Then at least one of the two faces of E’ that cover V(C) is not needed in 
F, thus we may draw e2 in that face to conclude L(G -e,) = ;i(G). Suppose 
next that C does not define a face in E’ (Fig. 4(c)). The fact that G - e, is 
2-connected and the faces gi, 1 < i Q 4, are not used, implies that all of the 
vertices in the set V,, - V(C) are drawn to one side of C, say inside, while 
all the vertices of V,, - V(C) are drawn outside. But then again at least 
one of the two faces of E’ that cover V(C) is not needed in the cover F of 
V(G), and we draw e2 inside that face to conclude L(G - ez) = L(G). This 
verifies Step 4. 
Step 4 now yields the desired contradiction, that 1(G - e2) = A(G) even 
though GE F(k). Thus Steps l-4 imply Claim 3.7, as desired. 1 
Now, we can present the proof of Claim 3.8, which yields the 
2-connected case of Theorem 2. 
CLAIM 3.8. I V(G)1 < O(k3). 
Prooj An easy planarity argument shows that there are O(k) pairs 
L.,f;, with i #j such that V(f,) n V(fi) # fa or there is an edge with an 
endpoint in V(fi)- V(f,) and the other in V(A)- V(fi). Thus 
Claims 3.5-3.7 imply that 1 E(G)\ u E(Fi)I d O(k3), and Claims 3.43.7 
imply that 1 u E(Fi)l < O(k3). 1 
In a sense, Claim 3.8 considers the most difficult type of graph in F(k). 
We now restate and prove the main theorem of this section. 
THEOREM 2. Let GE F(k). Then 1 V(G)1 < O(k3). 
Proof: By induction on k. For k= 1, the result is clear. We assume 
k 2 2. If G is 2-connected, the result follows by Claim 3.8. Otherwise, we 
canwriteG=G,uG,,whereE(G,)nE(G,)=0andIV(G,)~~(G,)I~l. 
Then Claim 3.2 implies that G;E F(k;), where ki= A(Gi) - 1. Also, by 
Claim3.1, L(G)=L(G,)+A(G,)-1 =k,+k,+l, and Claim3.3 implies 
that I(G)=k+l. Thus k= I+kr, and I UG)l G I VG, )I + I UG2)I G 
O(k3) by the inductive hypothesis. 1 
We remark that the O(k3) dependence is solely due to the O(k’) bound 
in Claims 3.5 and 3.6. In fact, using a variation of the enclosure and 
labeling arguments in Claims 1.5-1.6, one can improve the overall bound 
1 E(G)\ u E(F,)I < O(k3) used in Claim 3.8 to O(k2), which in turn yields 
I V(G)1 < O(k*). However, the proof is rather tedious and will be omitted. 
3.2. Implications and Extensions of Theorem 2 
One might try to characterize the graphs G with 1(G) < k by excluded 
topological subgaphs (topological obstructions), rather than minors (a 
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graph H is a topological subgraph of G if G contains a subgraph H’ 
isomorphic to a subdivision of H). A result of Robertson and Seymour 
[ 16 J says that if a class C of graphs is closed under minors, and C is 
characterized by a finite list of excluded minors (which is implied, of 
course, by the Wagner conjecture) then C is also characterized by a finite 
list of topological obstrcutions. Further, these obstructions can be obtained 
by applying “splitting” separations to the vertices of the excluded minors to 
C (if w  is a vertex of degree larger than three, we replace w  by two adjacent 
vertices wr, wlr and each edge {w, U} is replaced by one edge (w,, U> or 
(w2, u}, so that each of w,, w2 has degree at least three). Thus, Theorem 2 
implies that if T(k) is the set of minimal topological obstruction to graphs 
G with I.(G) <k, then any graph in T(k) has O(k3) vertices. Clearly, 
F(k) E T(k), and also F( 1) = T( 1). However, it turns out that T(2)\F(2) # 
(a-the graph in Fig. 5(a) is a member of T(2), but it contains as a proper 
minor the graph in Fig. 5(b), which is a member of F(2). 
Another possible extension arises when we consider the problem of 
covering, with a minimum number of faces, a “distinguished” subset W of 
vertices. Thus an instance of this problem is a pair (G, W), where G is 
planar and W L V(G). One can define minors of such pairs: we simply 
remove or contract edges, or remove vertices from the graph or from the 
set W, and, (for example), whenever we contract an edge that has at least 
one distinguished endpoint, then the resulting vertex will also be called 
distinguished. With this definition, the set of pairs (G, W) forms a “well- 
quasi-ordering” [ 191, and for every fixed k > 1, the set of pairs (G, W) with 
1(G, W) <k can be characterized by a finite list of excluded minors, which 
we denote by F’(k). The elements of F’(k) (except for K, and K,.,) can be 
viewed as planar graphs with a 2-coloring of the vertices. The techniques 
used in Theorem 2 can be extended to explicitly show that the graphs in 
F’(k) have bounded size. In general, the graphs in F’(k) are different from 
those in F(k): there is a member of F’( 1) that cannot be obtained by 
2-coloring K4 or K,. 3. 
FIGURE 5 
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3.3. The Case k = 2 and its Implications for Larger k 
The class of graphs G with 1(G) < 2 is a direct generalization of outer- 
planar graphs. We will outline, without proofs, some results on F(2), which 
turn out to yield lower bounds for IF(k)], kg2. 
Now, Claims (3.1-3.3) imply that we can construct all graphs in F(2), of 
connectivity less than two, using the following procedure: let G,, G, be two 
edge-disjoint graphs, each of which is a copy of K4 or K2,3, and such that 
I V(G, ) n V(G,)I d 1. Then G, u G2 E F(2). The reader may verify that nine 
nonisomorphic graphs are obtained this way. 
Now let us pass to graphs in F(2) of higher connectivity. First we will 
consider the 3-connected ones. 
CLAIM 3.9. Suppose GE F(2) is 3-connected. Then there exists a vertex 
v*, and two vertex-disjoint faces f, , fi (in the unique embedding of G) that 
cover V(G)\{v*}. 
Sketch of Proof: We know by Claim 3.2 that G contains a 2-missed 
vertex u. Further, since G is 3-connected, any two faces intersect in at most 
one vertex or one edge (this follows from Steinitz’s theorem [21]). A small 
amount of case analysis shows that u, and the two faces that cover 
V(G)\(u) may be replaced by v*, f,,f2 satisfying Claim 3.9. 1 
As a result of Claim 3.9 and some simple considerations and case 
analysis, one obtains: 
Claim 3.10. F(2) contains no 4-connexted graphs, and it contains 
exactly two 3-connected graphs. 
The two 3-connected members of F(2) are shown in Fig. 6. There 
remains to describe the members of F(2) of connectivity exactly two. We 
have found, in fact, over 36 of these, and the list appears far from complete. 
Thus (F(2)/ > 48. 
These results can be used to obtain simple lower bounds on /F(k)\, 
k 2 3, which we sketch next. Consider first three edge-disjoint graphs 
A,, A,, A, each of which is a copy of K4 or K2,3s and such that 
V(A,) n ?‘(A,) = a, and ) V(A,) n V(A,)I = I V(A,)n ?‘(A,)( = 1. Using 
FIGURE 6 
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Cases 3.1-3.3 it is easy to see that A, u A2 u A, E F(3). Further, a simple 
calculation shows that 26 nonisomorphic graphs are produced this way. 
Now let A,, A, be edge-disjoint graphs with A, = Kz,3 or K, and A, e F(2), 
with 1 V(A,) n V(A,)J < 1. Then A, u A,EF(~), and considering all our 
known graphs in F(2), we will easily-construct more than 490 non- 
isomorphic graphs (first we construct the disconnected examples, of which 
there are at least 96. The remaining number of choices arise by considering 
all the nonisomorphic ways of choosing A,, A, and a vertex of e_ach). Thus 
lF(3)1 > 500. A similar analysis will yield IP(4)l > 32,000. In fact, both 
classes are likely to be much larger, as we do not generate any 2-connected 
graphs with this procedure. We remark that these constructions can be 
generalized to show that /F(k)1 > ck, for some constant c> 1, but it would 
be unlikely for this bound to be tight. 
We conclude this section by listing several open problems in this area. 
One would be to describe the 2-connected elements of F(2), or to provide 
a simple way of constructing them. Similarly, it would be interesting to 
obtain information about (at least) the 2-connected members of F(k), 
k > 2, as this would probably yield far stronger lower bounds on (F(k)( . 
APPENDIX:A SHORT PROOFOF A THEOREM BYOTA AND SAITO 
We begin by stating several known results concerning 3-connected 
graphs and contractible edges. 
LEMMA 1 [9]. Every cycle in a minimaiiy 3-connected graph contains at 
least two vertices of degree 3. 
LEMMA 2 [l I]. If (x, y) is a noncontractible edge in a 3-connected graph 
G with d(x), d(y) > 4, then G - (x, y) is 3-connected. 
LEMMA 3 [I I]. IfG is a 3-connected graph on at least five vertices, then 
every vertex of degree 3 is incident with a contractible edge. 
LEMMA 4 Cl]. Suppose {a, b, c> is the neighbor set of some vertex x in 
a 3-connected graph G. Zf (x, b) and ( , ) x c are noncontractible, then b and c 
are adjacent and both of degree 3. 
THEOREM B [ 131. Let G be a 3-connected graph on at least six vertices. 
If u and v are vertices of G, then G has a contractible edge which is incident 
to neither u nor v. 
Proof: Assume the theorem is false, and let G be a counterexample with 
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as few edges as possible. Then G is minimally 3-connected. Let 
T=G-u-v. 
Assume T contains a cycle C. Then C contains a vertex t of degree 3 in 
G (Lemma 1). At least two neighbors t , , t, of t must lie on C. So (t, t, ) and 
(t, t2) are noncontractible, and Lemma 3 implies that the third neighbor 
must be u or v (say u). By Lemma 4, t, is adjacent to t, and both are of 
degree 3 in G. Since T is connected and has at least four vertices, t, or t, 
(say y, ) is adjacent to some vertex of T other than t and t,. So every edge 
incident with t, lies in T, and at least one of these edges in contractible 
(Lemma 3), a contradiction. It follows that T is a tree. 
Let a be a leaf of T, and let b be its neighbor in T. Since (a, b) is noncon- 
tractible, there is a cutset (a, 6,~) in G. Since 1 V(T)1 24, b has at least 
two neighbors in T. By minimality of {a, b, z}, b must have neighbors in 
each component of G - {a, 6, z}. If b has degree 3 in G then by Lemma 3 
it is incident to a contractible edge, hence it is adjacent to u or v, say U. But 
{a, U, b} form a triangle, and since a has degree three in G (since a is a leaf 
in T) then {u, b) is noncontractible, a contradiction. Thus b has degree at 
least four in G. Assume b is adjacent to U. Then (b, U) is noncontractible 
because it lies in a triangle with a. Since G is minimally 3-connected, u has 
degree three in G (Lemma 2), and hence T has only two leaves, i.e., T is 
a path, and so b must be adjacent to v. By Lemma 2, v has degree 3 in G. 
Since G is 3-connected and 1 V( T)l B 4, T contains a vertex of degree at 
least 3 in T, contradicting the fact that T is a path. Consequently, b is not 
adjacent to U. Similarly, b is not adjacent to v, and so every edge incident 
with b is noncontractible. 
By Lemma 2 and the minimality of G, every neighbor of b is of degree 
3. Furthermore, every neighbor x of b is incident with exactly two contrac- 
tible edges because otherwise, either (i) (x, b) lies in a triangle (Lemma 4) 
which is contained in T contradicting the fact that T is acyclic, or (ii) (x, b) 
lies in a triangle with u or v contradicting the fact that b is adjacent to 
neither u nor v. So every neighbor of b has the same neighbor set {b, u, v). 
Since {u, v} is not cutset of G, b is the only vertex of T which is not a leaf. 
Hence G is isomorphic to K3,np3 with n = 1 V(G)1 2 6, and so every edge 
incident to b is contractible, a contradiction. 1 
COROLLARY C. Zf G is a 3-connected graph and G not isomorphic to K,, 
then 
(i) There exist two contractible edges that are independent. 
(ii) Zf eE E(G), there exists a contractible edge e’ with e, e’ inde- 
pendent. 
Proof: If 1 V(G)1 2 6 the result follows from the Theorem above. If 
) V(G)( < 6, then 1 V(G)1 = 5 and G consists of a 4-wheel with at most two 
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additional edges, and it is easy to verify in each case that (i) and (ii) 
hold. 1 
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