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Abstract
In this paper, we study ill-posedness concepts of nonlinear and linear
inverse problems in a Hilbert space setting. We define local ill-posedness
of a nonlinear operator equation F (x) = y0 in a solution point x0 and the
interplay between the nonlinear problem and its linearization using the
Fre´chet derivative F ′(x0). To find an appropriate ill-posedness concept for
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the linearized equation we define intrinsic ill-posedness for linear opera-
tor equations Ax = y and compare this approach with the ill-posedness
definitions due to Hadamard and Nashed.
1 Introduction
In this paper we are going to analyse inverse problems, which can be written as
an operator equation
F (x) = y0 , (1.1)
where F : D(F ) ⊆ H1 −→ H2 expresses a continuous and in our considera-
tions preferably nonlinear operator between separable infinite dimensional Hilbert
spaces H1 and H2 with norms ‖.‖1 and ‖.‖2, respectively, and with a domain
D(F ). We are particularly interested in studying the phenomenon and the dif-
ferent varieties of ill-posedness for such equations. For linear problems
Ax = y , (1.2)
which can be considered as a particular case of (1.1) with F (x) := Ax ,
A ∈ L(H1, H2) (bounded linear operator from H1 into H2) and D(F ) = H1,
the character of ill-posedness is global and depends only on properties of the op-
erator A. For nonlinear operators F , the kind of ill-posedness may change with
the solution point x0 under consideration. Therefore we focus our attention to
the local behaviour of equation (1.1) in a neighbourhood of x0, where we assume
F (x0) = y0 and impose some general assumptions:
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Assumption 1.1 Throughout this paper let hold the following properties:
(i) There exists a radius r > 0 such that
Br(x0) := {x ∈ H1 : ‖x− x0‖1 ≤ r} ⊆ D(F ).
(ii) F is continuous, i.e., strong convergence xn → x¯ in H1 implies,
for xn, x¯ ∈ D(F ), strong convergence F (xn)→ F (x¯) in H2 as n→∞.
(iii) F is weakly (sequentially) closed, i.e., weak convergence xn ⇀ x˜ in H1
and F (xn) ⇀ y˜ in H2, for xn ∈ D(F ), imply x˜ ∈ D(F ) and F (x˜) = y˜.
(iv) There exist, for all x ∈ int(Br(x0)) (set of inner points of Br(x0)),
Fre´chet derivatives F ′(x) ∈ L(H1, H2) of the operator F at the point
x. Moreover, we assume that the mapping x 7→ F ′(x) is continuous for
all x ∈ int(Br(x0)).
Since we require for F the existence of Fre´chet derivatives F ′(x), it makes
sense to confront the nonlinear equation (1.1) with its linearization
F ′(x0) x = y (1.3)
at the point x0. Note that equation (1.3) can also be considered as a linear special
case of (1.1) possessing the form (1.2) with A = F ′(x0).
For linear as well as for nonlinear operator equations we have to distinguish
the situations that the operators F and A are compact or noncompact, respec-
tively.
Definition 1.2 We call the operator F compact on S ⊆ D(F ), if F transforms
every subset S˜ ⊆ S, where S˜ is bounded in H1, into a relatively compact subset
F (S˜) in H2.
As we will see, the compactness of F essentially influences the kind of ill-
posedness of a problem (1.1). It is easy to prove that the following two lemmas
hold:
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Lemma 1.3 If an operator F : D(F ) ⊆ H1 → H2 is weakly (sequentially)
closed and compact on S ⊆ D(F ), then it transforms weakly convergent sequences
xn ⇀ x˜ in H1 with xn, x˜ ∈ S into strongly convergent sequences F (xn) → F (x˜)
in H2 as n→∞.
Lemma 1.4 If the weakly (sequentially) closed operator F is compact and in-
jective on Br(x0), then for a sequence {xn} ⊂ Br(x0) the weak convergence
F (xn) ⇀ F (x0) in H2 also implies the weak convergence xn ⇀ x0 in H1 as
n→∞.
Hadamard’s classical definition of well-posedness and ill-posedness (see
Def. 2.1) is of global nature and applies in particular to linear problems (1.2).
For a local analysis, which is appropriate for nonlinear operator equations (1.1),
we suggest the following ill-posedness definition:
Definition 1.5 We define a nonlinear operator equation (1.1) to be locally ill-
posed in x0 if, for arbitrarily small ρ > 0, there exists a sequence {xn} ⊂ Bρ(x0)
satisfying the condition
F (xn)→ F (x0) in H2 as n→∞, but xn 6→ x0 in H1. (1.4)
Otherwise, we call the nonlinear equation (1.1) locally well-posed in x0.
Note that local well-posedness in x0 in the sense of Definition 1.5 implies the
existence of a positive radius ρ such that
F (xn)→ F (x0) in H2, xn ∈ Bρ(x0) ⇒ xn → x0 in H1. (1.5)
On the other hand, local ill-posedness in x0 implies, for arbitrarily small ρ > 0,
the existence of a radius 0 < ρ˜ < ρ such that a sequence {xn} satisfying (1.4)
belongs to the ring Bρ(x0)\Bρ˜(x0). A necessary condition for local well-posedness
in x0 is that x0 is an isolated point of the set
X0 := {x ∈ D(F ) : F (x) = y0} (1.6)
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of solutions to (1.1) for given right-hand side y0 ∈ H2, or in other words we have
X0 ∩ Bρ(x0) = {x0} for ρ > 0 sufficiently small. (1.7)
If
F−1ρ (y) := {x ∈ Bρ(x0) : F (x) = y}
determines the restricted multi-valued inverse mapping F−1 of F with domain
F (Bρ(x0)) and range Bρ(x0), then the well-posedness condition (1.5) expresses
the continuity of F−1 at the point y0 in the sense of
yn → y0 in H2, yn ∈ F (Bρ(x0)) ⇒ qdist(F
−1
ρ (yn), x0)→ 0 as n→∞, (1.8)
where the point-to-set quasi-distance is defined by qdist(M,x0) := max
z∈M
‖z−x0‖1.
Our Definition 1.5 of local ill-posedness has in mind inverse problems, where
a really existing and uniquely determined physical quantity expressed by a Hilbert
space element x0 is to be identified from noisy data yδ of y0, where we assume
‖yδ − y0‖ ≤ δ for a given noise level δ. Then we call the problem also locally ill-
posed if (1.7) is injured. Namely, in such a case we have no chance just to select
x0 from X0 even if the noise level tends to zero. The frequently used concept of
x∗-minimum norm solutions xmn ∈ X0, where
‖xmn − x
∗‖1 = min {‖x˜− x
∗‖1 : Ax˜ = y0, x˜ ∈ D(F )} (1.9)
for a given initial guess x∗ ∈ H1 (cf. e.g. [6]) is by our philosophy only a way to
handle this aspect of ill-posedness.
The local character of Definition 1.5 becomes evident by considering the fact
that the problem (1.1) is even locally well-posed in x0, if we have a sequence {xn}
in a ring {x ∈ H1 : 0 < ρ < ‖x−x0‖1 ≤ r} satisfying the condition (1.4) provided
that we have no sequence of this kind in the ball Bρ(x0).
Local ill-posedness of a nonlinear problem (1.1) in a solution point x0 is a
disadvantageous property, since it complicates the stable approximation of this
solution for given noisy data. The stronger the operator F is ’smoothing’, the
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more the ill-posedness finds its expression in instability effects. The following
theorem shows that compact operators F tend to imply bad situations in gen-
eral. The result of this theorem was already mentioned by Engl, Kunisch,
Neubauer in the Appendix of [6].
Theorem 1.6 Let the operator F be compact on Br(x0). Then the nonlinear
equation (1.1) is locally ill-posed in x0.
Proof: In the infinite dimensional Hilbert space H1 there exists an infinite
complete orthonormal system {en} such that, for an arbitrarily chosen element
u ∈ H1, we have a decomposition u =
∞∑
n=1
(u, en)1 en with ‖u‖
2
1 =
∞∑
n=1
(u, en)
2
1 <∞
and (u, en)1 → 0 as n → ∞. For 0 < ρ ≤ r, the sequence xn := x0 + ρ en
belongs to the ball Bρ(x0). Consequently, we have en ⇀ 0, xn ⇀ x0 and
‖xn − x0‖1 = ρ > 0. By applying Lemma 1.3 we obtain F (xn) → F (x0). There-
fore, this sequence {xn} satisfies condition (1.4). Since such sequences {xn} exist
for arbitrarily small values ρ > 0, this yields the local ill-posedness of (1.1) in x0
Example 1.7 As an example of the nonlinear equation (1.1) with F compact we
consider, for a domain Ω ⊂ IRn with sufficiently smooth boundary, the Uryson
integral equation
[F (x)](s) :=
∫
Ω
k(s, t, x(t)) dt = y0(s) (s ∈ Ω). (1.10)
Provided that the kernel k(s, t, x) is continuous with respect to x and we have
nonnegative constants c1 and c2 and a function f(s, t) with
∫
Ω
∫
Ω
|f(s, t)|2 ds dt <∞ (1.11)
such that
|k(s, t, x)| ≤ f(s, t)(c1 + c2|x|) (s, t ∈ Ω, −∞ < x <∞) (1.12)
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then the nonlinear Uryson integral operator F : H1 := L
2(Ω) −→ H2 := L
2(Ω)
is compact on the whole space L2(Ω) (see e.g. Krasnoselskii’s Theorem 7.1 in
[13]). If the kernel k(s, t, x) is smooth enough, the Fre´chet derivative exists for
all x0 ∈ L
2(Ω) and attains the form
[F ′(x0) h] (s) =
∫
Ω
k′x(s, t, x0(t)) h(t) dt (s ∈ Ω, h ∈ L
2(Ω)) (1.13)
of a compact linear Fredholm integral operator in L2(Ω). A sufficient condition
is e.g. that the second partial derviative with respect to x exists and is uniformly
bounded, i.e., |k′′xx(s, t, x)| ≤ const (see e.g. Kantorovich/Akilov [14, p.548]).
As the Example 1.9 will show, local ill-posedness may also occur if F is not
compact. However, before we give an example of local well-posedness (for the
analytical background see also Zeidler [19, Sec. 16.4]).
Theorem 1.8 Let H := H1 = H2 and F := I + K, where I is the identity
operator and K : Br(x0) ⊂ H → H is a continuous, weakly (sequentially) closed
and compact operator. Then equation (1.1) is locally well-posed in x0 whenever
x0 is the uniquely determined solution of
x+K(x) = y0, x ∈ Br(x0). (1.14)
Proof: To prove well-posedness of (1.1) we will show that the implication (1.5)
is satisfied for ρ = r. Under the assumptions stated above we have
F (xn)→ F (x0) in H, xn ∈ Br(x0) ⇒ xn ⇀ x0 in H. (1.15)
Namely, assume F (xn)→ F (x0) in H as n→∞. Since F is weakly (sequentially)
closed and Br(x0) is weakly compact, there exists a subsequence xnk ⇀ x˜ ∈
Br(x0), for which we have F (x˜) = F (x0). By the unique solvability of (1.14)
this implies x˜ = x0 and xn ⇀ x0 as n → ∞. Then from Lemma 1.3 we obtain
K(xn) → K(x0) and therefore the strong convergence xn → x0 in H , i.e., (1.4)
cannot be fulfilled
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Note that the uniqueness of solutions to (1.14) assumed in Theorem 1.8 can
frequently be shown by applying Banach’s fixed point theorem provided that the
operator K is sufficiently contractive.
Example 1.9 In the paper [7] it is shown that the nonlinear autoconvolution
equation
[F (x)](s) :=
1∫
0
x(s− t) x(t) dt = y0(s) (0 ≤ s ≤ 1) (1.16)
with the nonlinear autoconvolution operator F : D(F ) ⊂ H1 := L
2(0, 1) −→
H2 := L
2(0, 1) and domain D(F ) := {x ∈ L2(0, 1) : x(t) ≥ 0 a.e. in [0, 1]} is
locally ill-posed everywhere, although F is not compact. Note, however, two
facts: First we have to mention that for all points x0 ∈ int(D(F )) the Fre´chet
derivative F ′(x0) of the noncompact nonlinear operator F of the form
[F ′(x0) h] (s) =
s∫
0
x0(s− t) h(t) dt (0 ≤ s ≤ 1, h ∈ L
2(0, 1)) (1.17)
is a compact linear Volterra integral operator in L2(0, 1). On the other hand,
the nonlinear autoconvolution operator becomes also compact if the Sobolev
space H1 := W
1
2 (0, 1) of functions possessing quadratically integrable general-
ized derivatives is considered instead of H1 := L
2(0, 1). This is a consequence of
the compact embedding from W 12 (0, 1) into L
2(0, 1). In any case, the autoconvo-
lution operator F of this example satisfies all requirements of Assumption 1.1.
In the case of linear operator equations (1.2), where the analysis of ill-
posedness phenomena has global character, one can define well-posed problems
to be characterized by a closed range R(A) of the operator A under consideration
(see Definition 2.5 below). For a local analysis and in the case of a nonlinear and
injective operator F the question whether we have local well-posedness or local
ill-posedness in x0 can be reduced to the question whether y0 = F (x0) is an inner
point of the sets F (Bρ(x0)):
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Theorem 1.10 Let F be injective on Br(x0). Then problem (1.1) is locally well-
posed in x0 if and only if
y0 = F (x0) ∈ int(F (Bρ(x0))) for all 0 < ρ ≤ r. (1.18)
Proof: For an arbitrarily fixed 0 < ρ < r, we consider in the ill-posed case a
sequence {xn} from the ring Br(x0) \ Bρ(x0) satisfying condition (1.4). Then
condition (1.18) would imply that F (xn) ∈ F (Bρ(x0)) for sufficiently large n.
This, however, contradicts the injectivity of F . On the other hand, in the well-
posed case condition (1.5) reflects the continuity of the inverse operator F−1 at the
point y0. In view of the injectivity of F , F
−1 restricted to the domain F (Br(x0))
is single-valued. This yields condition (1.18), since the operator F transforms a
neighbourhood of x0 into a neighbourhood of y0 when F
−1 is continuous at the
point y0 (cf. Dieudonne´ [4, 3.11.1])
From the above proof we also obtain that in the case where F is injective
and condition (1.18) is valid, condition (1.4) cannot hold for any sequence {xn}
in a ball Bρ(x0) with 0 < ρ ≤ r. In the subscase of compact operators F we can
prove the following theorem:
Theorem 1.11 If F is compact and injective on Br(x0), then for 0 < ρ ≤ r
there is no infinite dimensional subspace H˜2 of H2 such that
y0 = F (x0) ∈ intrelM(y0)(F (Bρ(x0))).
The condition y0 ∈ intrelM(y0)(F (Bρ(x0))) denotes that y0 belongs to the relative
interior of F (Bρ(x0)) with respect to the linear manifold
M(y0) := {y ∈ H2 : y = y0 + y˜, y˜ ∈ H˜2}.
Proof: For an infinite dimensional Hilbert space H˜2, the condition
y0 ∈ intrelM(y0)(F (Bρ(x0))) would require that there exists a positive value β and
an infinite system {en} ⊂ H˜2 orthonormal inH2 such that y0+βen = F (xn), xn ∈
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Bρ(x0), for all n. Then we would have en ⇀ 0, F (xn) ⇀ y0 and by Lemma 1.4
xn ⇀ x0. On the other hand, F (xn) 6→ y0 contradicts the compactness of F (see
Lemma 1.3)
2 The linear case
In this section, we are going to embed the ill-posedness concept of linear operator
equations (1.2) into our general considerations of equations (1.1).
We first refer to Hadamard’s definition.
Definition 2.1 We call the linear equation (1.2) well-posed in Hadamard’s sense
if the continuous linear operator A ∈ L(H1, H2) is bijective and the inverse op-
erator A−1 is continuous, i.e., A−1 ∈ L(H2, H1). Otherwise, we call the equation
ill-posed in Hadamard’s sense.
As outlined for example in the books of Louis ([16, p.8]), Colton, Kress
([3, p.85]) and Kirsch ([15, p.10]) we can distinguish three types of Hadamard’s
ill-posedness:
1) Nonexistence if A is not surjective;
2) Nonuniqueness if A is not injective;
3) Instability if the inverse operator A−1 is not continuous.
In the case of 1) equation (1.2) is solvable not for all y ∈ H2, in the case of
2) the solution is not uniquely determined, and in the case of 3) the solutions
do not depend continuously on the right-hand side y. Note that there is an
interdependence between these three types of ill-posedness.
If equation (1.2) is well-posed in Hadamard’s sense (see Definition 2.1), then
the range R(A) := {y ∈ H2 : y = Ax, x ∈ H1} = A(H1) coincides with the whole
space H2 and is therefore a closed set in H2. Moreover, in view of the following
proposition, formulated by Baumeister in [2, p.19], this closedness of the range
R(A) is also a criterion of stability if A is injective, but not surjective.
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Proposition 2.2 Let A ∈ L(H1, H2) be injective. Then the following conditions
are equivalent:
a) R(A) is a closed subset in H2.
b) A−1 : R(A) ⊆ H2 → H1 is continuous.
Proposition 2.2 is an immediate result of Banach’s open mapping theorem (see
e.g. Zeidler [19, p.777])
By our philosophy mentioned in Sec. 1 noninjectivity implies always ill-
posedness. However, in the literature we frequently find alternative concepts
that define a linear problem well-posed if and only if the Moore-Penrose general-
ized inverse A† is bounded. We summarize some such ideas following the concept
of Nashed ([17]). A linear operator B between the Hilbert spaces H2 and H1 is
called inner inverse of A if
ABA = A (2.1)
On the other hand, a (nonzero) linear operator B is called outer inverse of A if
BAB = B. (2.2)
If an inner or outer inverse is a continuous (bounded) linear operator B ∈
L(H2, H1), then we call it bounded inner or bounded outer inverse.
The setting x := By yields a solution of (1.2) for every y ∈ R(A) if and
only if B is an inner inverse. If A is not injective, an inner inverse B selects for
every y ∈ R(A) a well-determined representative x = By from the infinite set
of solutions. In this sense, any inner inverse B describes a specific generalized
solution concept.
Proposition 2.3 [17, p.58]. The operator A ∈ L(H1, H2) has a bounded inner
inverse B satisfying (2.1) if and only if R(A) is a closed subset in H2.
If and only if R(A) is nonclosed, every inner inverse B of A is a discontinuous
(unbounded) operator. Using the concept of minimum-norm solutions we select
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the solution xmn with minimum norm ‖xmn‖1 = min {‖x‖1 : Ax = y, x ∈ H1} .
We then have xmn = A
†y with the Moore-Penrose generalized inverse B = A†
and its natural domain D(A†) = R(A) ⊕ R(A)⊥, where A† is the zero-operator
on R(A)⊥. Note that A† is an inner as well as an outer inverse of A.
Proposition 2.4 [8, p.81]. A† : D(A†) ⊂ H2 → H1 is a closed linear operator
densely defined on H2, which is continuous (bounded) if and only if R(A) is a
closed subset in H2.
Now it is evident that minimum-norm solutions stably depend on the data
only if R(A) is closed and therefore A† is bounded. Restricted to this stability
aspect the well-posedness definition can be diminished as follows:
Definition 2.5 We call the linear equation (1.2) well-posed in Nashed’s sense if
the range R(A) of A ∈ L(H1, H2) is a closed subset in H2. Otherwise, we call
the equation ill-posed in Nashed’s sense.
As the next proposition formulated byGroetsch indicates, (1.2) is ill-posed
in Nashed’s sense for every nondegenerate compact linear operator A.
Proposition 2.6 [8, p.82]. If A is compact, then A† : D(A†) ⊂ H2 → H1 is a
discontinuous (unbounded) operator if and only if dim(R(A)) =∞.
In [17] Nashed distinguishes the ”less” ill-posed problems of type I (A
noncompact with nonclosed range) in analogy to the full-rank case for matrices
and the ”more” ill-posed problems of type II (compact with infinite dimensional
range) in analogy to the rank-deficient case for matrices.
Definition 2.7 An ill-posed problem (1.2) in Nashed’s sense is said to be of
type I if there exists a family of bounded outer inverses B = Bα, α > 0 satisfying
(2.2) and possessing infinite dimensional ranges R(Bα) such that
lim
α→0
‖BαAx− x‖1 = 0 for each x ∈ H1. (2.3)
Otherwise the problem is called ill-posed of type II.
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Proposition 2.8 [17, p.68]. Let the range R(A) of A ∈ L(H1, H2) be nonclosed
in H2. Then the following statements are equivalent:
a) The ill-posed problem (1.2) is of type I.
b) R(A) contains a closed infinite dimensional subspace in H2.
c) A is not compact.
Note that in the degenerate case of a compact linear operator A with
dim(R(A)) <∞ we have A† bounded and R(A) closed in H2. Hence, in that case
(1.2) is well-posed in Nashed’s sense. On the other hand, from point of view of
the information contents contained in the data y this situation is extremely bad
if we try to recover a unique parameter element x0. Therefore, we refer to our
concept of local ill-posedness formulated in Definition 1.5 as an alternative and
consider in the following the linear equations (1.2) from that point of view. It is
easy to show that the restricted range
A(Bρ(x0)) := {y ∈ H2 : y = Ax, x ∈ Bρ(x0)}
is a closed convex subset in H2 whenever 0 < ρ ≤ r. For the linear case F (x) :=
Ax local well-posedness requires the injectivity of A. Provided A is injective,
then condition (1.8) holds if and only if A is continuously invertible or, in other
words, R(A) is closed (see Proposition 2.2).
Corollary 2.9 The linear equation (1.2) is either in all points x0 ∈ H1 locally
well-posed in the sense of Definition 1.5 or locally ill-posed in all points. Local
well-posedness occurs if and only if A is injective and R(A) is closed in H2.
In the sequel we call linear equations intrinsically well-posed or intrinsically
ill-posed if these equations considered as a special case of (1.1) are locally well-
posed or locally ill-posed in the sense of Definition 1.5.
Definition 2.10 We call the linear equation (1.2) intrinsically well-posed if the
continuous linear operator A : H1 → H2 is injective and the inverse operator A
−1 :
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R(A) ⊆ H2 → H1 is continuous. Otherwise, we call the equation intrinsically ill-
posed.
It is evident that an intrinsically well-posed linear equation (1.2) can be
characterized by the following condition: For any sequence {hn} ⊂ H1 we have
the implication
Ahn → 0 in H2 as n→∞ ⇒ hn → 0 in H1 as n→∞. (2.4)
On the other hand, a condition for an intrinsically ill-posed linear equation (1.2)
can be formulated as follows: For any given ρ > 0 there exists a sequence
{hn} ⊂ H1 with
Ahn → 0 in H2 as n→∞, but ‖hn‖1 = ρ (n = 1, 2, ...). (2.5)
Note that a linear problem (1.2) with A compact is always intrinsically ill-
posed, also if dim(R(A)) < ∞ and hence A† is bounded. On the other hand,
the operator A ∈ L(H1, H2) of an intrinsically well-posed linear equation is not
necessarily surjective, since R(A) can be a closed subspace of H2 that does not
coincide with H2. Hence, intrinsic well-posedness in the sense of Definition 2.10
is well-distinguished from Hadamard’s well-posedness (Definition 2.1) and from
Nashed’s well-posedness (Definition 2.5).
The question whether y is an inner point of A(Bρ(x0)) is also interesting
in the linear case. If A is injective with a closed range R(A), then we have by
Theorem 1.10 the condition y ∈ int(A(Bρ(x0))) for all 0 < ρ ≤ r. Note that the
radius ρ in the linear case is not important. Namely, we have y ∈ int(A(Bρ(x0)))
for all ρ > 0 if and only if this condition is satisfied for any fixed value ρ = r > 0.
If A is compact, then y /∈ intrelM(y)(A(Bρ(x0))) for every infinite dimensional
linear manifold M(y) (see Theorem 1.11). It remains to discuss the case of
Nashed’s ill-posedness of type I (A noncompact and R(A) nonclosed). In the
general remarks of Sec. 1 there are no statements on such a case. However, we
can give the following characterization:
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Theorem 2.11 If A is noncompact and R(A) is nonclosed in H2, then there
exists a linear manifold M(y) := {yˆ ∈ H2 : yˆ = y + y˜, y˜ ∈ H˜2} gener-
ated by an infinite dimensional linear subspace H˜2 of H2 such that y = Ax0 ∈
intrelM(y)(A(Bρ(x0))) for all ρ > 0. However, we have y 6∈ int(A(Bρ(x0))) for all
ρ > 0.
Proof: The existence of an infinite dimensional manifold M(y) as required is a
consequence of Proposition 2.8 (see in particular statement b) of this proposition).
On the other hand, for R(A) nonclosed, we have R(A) 6= H2 and there exists in
H2 a nonzero element y˜ 6∈ R(A). Then y is no inner point of A(Bρ(x0)), since
there are no range elements of the form y + αy˜ for any real value α 6= 0
3 Interdependeces between the nonlinear and
the linearized problem
In this section we are going to study the interplay between the original nonlinear
inverse problem (1.1) and its linearization (1.3) with respect to the well-posedness
or ill-posedness of both problems. We focus our attention to the local well-
posedness or ill-posedness of the nonlinear equation (cf. Definition 1.5) and to
the intrinsic well-posedness or ill-posedness (cf. Definition 2.10) of the linearized
version.
The appendix of the paper [6] contains examples explicitly given, where the
nonlinear problem is well-posed, but the associated linearized problem is ill-posed
and vice versa. However, that paper defines ill-posedness as the instable depen-
dence of minimum-norm solutions upon the data. The examples therein do not
apply to our concepts of local ill-posedness and intrinsic ill-posedness. Never-
theless, it should be conjectured that situations with a locally ill-posed equation
(1.1) and an intrinsically well-posed linearization (1.3) as well as situations with a
locally well-posed equation (1.1) and an intrinsically ill-posed linearization (1.3)
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are possible. However, we have no explicit examples for such situations. On the
other hand, in the following we can formulate sufficient conditions that exclude
such situations a priori.
First in the case of a compact nonlinear operator F we can extend the The-
orem 1.6 ensuring local ill-posedness of the nonlinear equation to an assertion on
intrinsic ill-posedness for its linearization. The following lemma is an immediate
consequence of Theorem 4.19 in [3]:
Lemma 3.1 Let the nonlinear operator F be compact on Br(x0). Then the
Fre´chet derivatives F ′(x) are compact linear operators for all x ∈ int(Br(x0)).
By our considerations of Sec. 2 this lemma yields as an immediate consequence:
Corollary 3.2 If the nonlinear equation (1.1) being locally ill-posed in x0 is char-
acterized by an operator F, which is compact on Br(x0), then the associated lin-
earized equation (1.3) is intrinsically ill-posed.
In a second step we temporarily assume that, with a constant c1 > 0, it holds
the inequality
‖F (x)− F (x0)‖2 ≤ c1 ‖F
′(x0)(x− x0)‖2 for all x ∈ Br(x0). (3.6)
Theorem 3.3 Let the operator F of equation (1.1) satisfy the inequality (3.6).
If then (1.1) is locally well-posed in x0, the associated linearized problem (1.3) is
intrinsically well-posed. On the other hand, if (1.3) is intrinsically ill-posed, then
(1.1) is locally ill-posed in x0.
Proof: Let F be locally well-posed in x0. Then we have for a certain value
0 < ρ ≤ r the condition
F (xn)→ F (x0) in H2, xn ∈ Bρ(x0) ⇒ xn → x0 in H1. (3.7)
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Now assume the linearized problem (1.3) to be intrinsically ill-posed. Then, for
any given 0 < ρ ≤ r, we have a sequence {xn} ⊂ H1 satisfying
F ′(x0) (xn− x0) → 0 in H2 as n→∞, but ‖xn−x0‖1 = ρ (n = 1, 2, ...)
(3.8)
(cf. (2.5)). Formula (3.6) implies for that sequence F (xn) → F (x0) in H2 as
n → ∞. This, however, contradicts the condition (3.7). Consequently, the
equation (1.3) is intrinsically well-posed. Vice versa, in the same manner we can
conclude from (3.8) and (3.6) that intrinsic ill-posedness of (1.3) implies local
ill-posedness of (1.1) in x0
In a third step we temporarily assume that, with a constant c2 > 0, it holds
the inequality
‖F ′(x0)(x− x0)‖2 ≤ c2 ‖F (x)− F (x0)‖2 for all x ∈ Br(x0). (3.9)
Theorem 3.4 Let the operator F of equation (1.1) satisfy the inequality (3.9).
If then (1.1) is locally ill-posed in x0, the associated linearized problem (1.3) is
intrinsically ill-posed. On the other hand, if (1.3) is intrinsically well-posed, then
(1.1) is locally well-posed in x0.
The proof of Theorem 3.4 is similar to the proof of Theorem 3.3. As a consequence
of both theorems we obtain:
Corollary 3.5 Let the operator F of equation (1.1) satisfy the estimations
c‖F ′(x0)(x−x0)‖2 ≤ ‖F (x)−F (x0)‖2 ≤ c‖F
′(x0)(x−x0)‖2 for all x ∈ Br(x0),
(3.10)
where 0 < c ≤ c < ∞ are constants. Then (1.1) is locally ill-posed in x0 if and
only if the associated linearized problem (1.3) is intrinsically ill-posed.
Now we are going to discuss the conditions (3.6) and (3.9). Obviously, for
F ′(x0) injective, the condition (3.6) can be interpreted as a local Lipschitz con-
tinutity of the composite operator F (F ′(x0))
−1. That means, F is smoothing
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enough in order to compensate the roughening effect of F ′(x0)
−1. For (3.6)
and F ′(x0) compact, weak convergence xn ⇀ x0 implies strong convergence
F (xn) → F (x0) as n → ∞. In [7] it is shown for the autoconvolution prob-
lem in L2(0, 1) (cf. Example 1.9) that this implication is violated. Therefore a
condition (3.6) cannot hold for that example.
The condition (3.9), however, is a local Lipschitz continuity of F ′(x0)F
−1
whenever F−1 exists. This fact is closely related with the local degree of ill-
posedness in x0 of equation (1.1) characterized by the degree of ill-posedness of
the linearized problem (1.3). For details we refer to the papers [10], [11] and [12].
Under the assumptions stated above we have for the remainder in Taylor’s
formula
‖F (x)− F (x0)‖2 = ‖
∫ 1
0
F ′(x0 + t(x− x0))(x− x0) dt‖2 for all x ∈ Br(x0).
(3.11)
By considering that formula it becomes obvious that neither formula (3.6) nor
formula (3.9) can generally be obtained without additional assumptions on F in
a neighbourhood of x0, since ‖F (x)−F (x0)‖2 depends not only on F
′(x0), but on
the whole family of operators F ′(x0+ t(x− x0)) for 0 ≤ t ≤ 1. For an interesting
idea of coupling the Fre´chet derivatives (see formula (3.12) below) providing the
condition (3.10) we refer toHanke, Neubauer, Scherzer [9] (see also Sec. 11.1
in the book [5] of Engl, Hanke, Neubauer). The consequences of this idea
will be formulated by the following theorem:
Theorem 3.6 Let there exist, for given constants 0 < ρ < r and K > 0, a
family {Lx : x ∈ Bρ(x0)} of bounded linear operators Lx ∈ L(H1, H2) satisfying
the conditions
F ′(x) = LxF
′(x0) and ‖Lx − I‖L(H1,H2) ≤ K‖x− x0‖1 for all x ∈ Bρ(x0).
(3.12)
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Then we have a radius ρ˜ > 0 such that
c‖F ′(x0)(x−x0)‖2 ≤ ‖F (x)−F (x0)‖2 ≤ c‖F
′(x0)(x−x0)‖2 for all x ∈ Bρ˜(x0),
(3.13)
where 0 < c ≤ c < ∞. Consequently, the local ill-posedness in x0 of the nonlin-
ear equation (1.1) and the intrinsic ill-posedness of the corresponding linearized
problem (1.3) are equivalent properties.
Proof: We can estimate
‖F (x)−F (x0)−F
′(x0)(x−x0)‖2 = ‖
∫ 1
0
(F ′(x0+ t(x−x0))−F
′(x0))(x−x0) dt‖2
= ‖
∫ 1
0
(Lx0+t(x−x0) − I)F
′(x0)(x− x0) dt‖2
≤
∫ 1
0
‖Lx0+t(x−x0) − I‖L(H1,H2)‖F
′(x0)(x− x0)‖2 dt
≤ K ‖F ′(x0)(x− x0)‖2 ‖x− x0‖1 for all x ∈ Bρ(x0).
Now an inequality
‖F (x)−F (x0)−F
′(x0)(x−x0)‖2 ≤ K ‖F
′(x0)(x−x0)‖2 ‖x−x0‖1 (x ∈ Bρ(x0))
(3.14)
implies by the triangle inequality
‖F (x)− F (x0)‖2 ≤ (K‖x− x0‖1 + 1) ‖F
′(x0)(x− x0)‖2 (x ∈ Bρ(x0))
and for sufficiently small increment norms ‖x− x0‖1
(1−K‖x− x0‖1) ‖F
′(x0)(x− x0)‖2 ≤ ‖F (x)− F (x0)‖2.
If ρ˜ is chosen such that 1 −Kρ˜ > 0, then we have (3.13) with c = 1 −Kρ˜ > 0
and c = Kρ˜+ 1
The paper [9] presents a couple of examples of nonlinear inverse problems
(1.1), where (3.12) is satisfied and hence Theorem 3.6 applies.
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From (3.14) in the proof of Theorem 3.6 we can also derive an inequality of
the form
‖F (x)−F (x0)−F
′(x0)(x−x0)‖2 ≤ K˜ ‖F (x)−F (x0)‖2 ‖x−x0‖1 (x ∈ Bρ˜(x0)).
(3.15)
Vice versa, (3.15) implies for sufficiently small ρ > 0 the inequality (3.14). That
means, an estimate (3.10) with the consequences of Corollary 3.5 holds if either
(3.12) or alternatively one of the conditions (3.14) or (3.15) is satisfied. In the
context of Proposition 3 in [11] a class of nonlinear inverse problems (1.1) is
introduced, where (3.15) is valid. The books of Anger [1] and Groetsch
[8] provide parameter identification problems in ordinary and partial differential
equations as representatives of this class of problems (see [11, Example 1 and 2]).
We close this paper by mentioning another class of examples, where the estimate
(3.15) also holds:
Example 3.7 In the paper [18], Tautenhahn considers parameter identifica-
tion problems, where a parameter function, in our terms x = x0, is to be deter-
mined from observations of the state variable u satisfying the operator equation
T1(u) + T2(x, u) + T3(x) = f. (3.16)
The operators T1 and T3 in (3.16) are linear, whereas T2 is a bilinear operator.
Under some assumptions on T1, T2 and T3 prescribed in [18] it can be shown that
the parameter-to-solution mapping x 7→ u corresponding to the operator F in
equation (1.1) of our considerations is Fre´chet differentiable and there holds in a
local sense an estimate of the form (3.15). Hence, for such bilinear identification
problems, Corollary 3.5 is usable and ensures that the local ill-posedness of the
nonlinear identification problem and the intrinsic ill-posedness of its linearization
are equivalent properties. For the Fre´chet derivative F ′(x0), however, there exists
a constructive approach using the Implicit Function Theorem applied to equation
(3.16).
20
References
[1] Anger, G.: Inverse Problems in Differential Equations. Akademie-Verlag,
Berlin 1990.
[2] Baumeister, J.: Stable Solution of Inverse Problems. Vieweg, Braun-
schweig 1987.
[3] Colton, D.; Kress, R.: Inverse Acoustic and Electromagnetic Scattering
Theory. Springer, Berlin 1992.
[4] Dieudonne´, J.: Foundations of Modern Analysis. 7th edition. Academic
Press, New York 1968.
[5] Engl, H.W.; Hanke, M.; Neubauer, A.: Regularization of Inverse
Problems. Kluwer, Dordrecht 1996.
[6] Engl, H.W.; Kunisch, K.; Neubauer, A.: Convergence rates for
Tikhonov regularization of non-linear ill-posed problems. Inverse Problems
5 (1989), 523-540.
[7] Gorenflo, R.; Hofmann, B.: On autoconvolution and regularization.
Inverse Problems 10 (1994), 353-373.
[8] Groetsch, C.W.: Inverse Problems in the Mathematical Sciences. Vieweg,
Braunschweig 1993.
[9] Hanke, M.; Neubauer, A.; Scherzer, O.: A convergence analysis of
the Landweber iteration for nonlinear ill-posed problems. Numer. Math. 72
(1995), 21-37.
[10] Hofmann, B.: On the degree of ill-posedness for nonlinear problems. Jour-
nal of Inverse and Ill-Posed Problems 2 (1994), 61-76.
21
[11] Hofmann, B.: A local stability analysis of nonlinear inverse problems.
Preprint IP 2/1996, TU Chemnitz-Zwickau, Faculty of Math. To appear
in: Proceedings of the 2nd International Conference on Inverse Problems in
Engineering: Theory and Practice in Le Croisic (France).
[12] Hofmann, B.; Scherzer, O.: Factors influencing the ill-posedness of
nonlinear problems. Inverse Problems 10 (1994), 1277-1297.
[13] Krasnoselskii, M.A.: Positive Solutions of Operator Equations. P. No-
ordhoff, Groningen 1964.
[14] Kantorovich, L.W.; Akilov, G.P.: Funktionalanalysis in normierten
Ra¨umen. Akademie-Verlag, Berlin 1978.
[15] Kirsch, A.: An Introduction to the Mathematical Theory of Inverse Prob-
lems. Springer, New York 1996.
[16] Louis, A.: Inverse und schlecht gestellte Probleme. B.G. Teubner, Stuttgart
1989.
[17] Nashed, M.Z.: A new approach to classification and regularization of ill-
posed operator equations. In: Engl, H.W. and C.W. Groetsch (eds.): Inverse
and Ill-posed Problems. Academic Press, Orlando 1987, 53-75.
[18] Tautenhahn, U.: Tikhonov regularization for identification problems in
differential equations. In: Gottlieb, J. and P. DuChateau (eds.): Parame-
ter Identification and Inverse Problems in Hydrology, Geology and Ecology.
Kluwer, Dordrecht 1996, 261 - 270.
[19] Zeidler, E.: Nonlinear functional analysis and its applications. I: Fixed-
point theorems. 2nd edition. Springer, New York 1993.
22
