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On Two-Handed Planar Assembly Partitioning
Pankaj K. Agarwal∗ Boris Aronov† Tzvika Geft‡ Dan Halperin§
Abstract
Assembly planning, which is a fundamental problem in robotics and automation, aims to design a
sequence of motions that will bring the separate constituent parts of a product into their final placement
in the product. It is convenient to study assembly planning in reverse order, where the following key
problem, assembly partitioning, arises: Given a set of parts in their final placement in a product, partition
them into two sets, each regarded as a rigid body, which we call a subassembly, such that these two
subassemblies can be moved sufficiently far away from each other, without colliding with one another
(sliding of one subassembly over the other, namely motion in contact, is allowed). The basic assembly
planning problem is further complicated by practical consideration such as how to hold the parts in a
subassembly together. Therefore, a desired property of a valid assembly partition is that each of the two
subassemblies will be connected.
In this paper we show that even an utterly simple case of the connected-assembly-partitioning problem
is hard: Given a connected set A of unit squares in the plane, each forming a distinct cell of the uniform
integer grid, find a subset S ⊂ A such that S can be rigidly translated to infinity along a prescribed
direction without colliding with A \S, and both subassemblies S and A \S are each connected. We show
that this problem is NP-Complete, and by that settle an open problem posed by Wilson et al. a quarter of
a century ago [16].
We complement the hardness result with two positive results for the aforementioned problem variant
of grid square assemblies. First, we show that it is fixed parameter tractable and give an O(2kn2)-time
algorithm, where n = |A| and k = |S|. Second, we describe a special case of this variant where a
connected partition can always be found in linear time. Each of the positive results sheds further light on
the special geometric structure of the problem at hand.
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1 Introduction
Automating assembly has been a fundamental research area in robotics from its early days. A key problem
in this area is assembly planning, where the goal is to find a sequence of motions that merges initially
separated parts into their relative final positions in an assembly. While there has been algorithmic success in
efficiently finding assembly sequences [9, 17], manual involvement is still typically required when generating
plans [19]. Achieving a high level of automation in assembly planning is hindered by the multitude of practical
considerations [10] and the combinatorial explosion inherent to the underlying algorithmic problem: In its
most general form assembly planning is PSPACE-hard [14], but even the solvable case of one-step translations
(for the assembly mating motion) already allows an exponential number of sequences to arise [7]. Therefore,
efficiently finding assembly sequences meeting practical constraints remains an important challenge, even in
basic settings.
In this paper we tackle a practical constraint for assembly sequences, namely connectedness, which
requires that each subassembly constructed during the sequence is connected (such assembly sequences
have also been called contact-coherent [18]). A subassembly is connected if the graph representing contact
between parts (i.e., each part is a node and an edge between two nodes exists if the corresponding parts are in
contact) is connected. Unconnected subassemblies are in general more difficult to manipulate and mate with
other subassemblies. They can also require additional fixturing, so real assembly plans rarely include them.
Requiring subassemblies to be connected is therefore a common provision in assembly planning [9, 16].
Assembly planners that generate sequences under the connectedness constraint typically use a generate-and-
test approach: They enumerate partitions that result in connected subassemblies and then test the geometric
feasibility of separating the subassemblies [5, 15]. As the number of ways to partition an assembly into two
connected subassemblies may be exponential, the generate-and-test approach does not have a polynomial run
time guarantee, motivating the search for efficient algorithms.
We study the connectedness constraint for the assembly partitioning problem in the plane: Given a set
of non-overlapping polygons and a direction, decide if a proper subset of the polygons exists such that it
can be translated away from its complement in the given direction, and additionally, both the subset and its
complement form connected sets. See Figure 1. The partitioning problem arises in the popular assembly-by-
disassembly approach to assembly planning. In this approach, a disassembly sequence is obtained and then
reversed by partitioning the final assembly into subassemblies, which are partitioned recursively in turn.
Figure 1: A negative (left) and positive
(right) instance of assembly partition-
ing with the connectedness require-
ment. Both instances are assemblies
composed of unit squares.
There are polynomial-time algorithms for partitioning a planar
assembly into two subassemblies using a single translation [9, 17].
Additionally requiring each of the two subassemblies to be connected
was posed as an open problem in [16], which we settle by showing
that the problem is NP-complete. The more general case of two-
handed assembly partitioning using multiple translations with the
connectedness requirement has been shown to be NP-complete by
Kavraki and Kolountzakis [11].
Contribution. We show that two-handed assembly partitioning
with the connectedness requirement is NP-complete even when re-
stricted to a single translation and each part in the assembly is a unit
square. This setting is considerably more constrained than the previously most restricted NP-complete variant
of the problem by Kavraki and Kolountzakis. In their construction, the assembly has non-convex polygons,
and the number of translations required to partition it (i.e., to have the two subassemblies arbitrarily far away)
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is linear in the number of parts. We reduce Monotone Planar 3-SAT [4], which is known to be NP-complete,
to our problem. Our proof works in three stages. First, we show in Section 2 that a restricted version of
Monotone Planar 3-SAT, in which there is a total ordering of variables and each clause with three literals has
two adjacent variables, is also NP-complete; we believe that this result is of independent interest. We refer to
the latter problem as Monotone Planar 3-SAT with Neighboring Variable Pairs (MP-3SAT-NVP). The second
stage, presented in Section 3, reduces the latter problem to the assembly partitioning problem. In Section 3.1
we present the reduction for the case in which each part of the assembly is a rectilinear polygon. Then, in
Section 3.2 we adapt this construction to the case in which each part is a grid-aligned unit square.
We then turn to algorithms for efficiently solving the grid-aligned squares variant of the connected-
subassembly partitioning problem. In Section 4 we show that the problem is fixed parameter tractable [3]. We
remark that there has been considerable interest in fine-grained algorithm design for geometric problems; see,
e.g., [1, 2, 6, 8] and the references therein. In the partitioning problem we need to satisfy two requirements: (i)
that the motion of one subassembly will be free from collision with the other subassembly, and (ii) that each
subassembly will be connected. Satisfying each of these requirements separately is simple (for collision-free
separation we use directional blocking graphs [17]). The difficulty of the connected-partitioning problem is
the need to simultaneously satisfy both requirements. Our algorithm builds a partition incrementally, while
alternating between the satisfaction of either requirement. We use the bounded search tree technique, in
which given a partial solution S, we identify candidates subsets S1, . . . , St, each containing S, such that
any valid partition containing S has to contain at least one of S1, . . . , St. This gives t options of how to
extend the current partial solution, which we try until we find a solution or get stuck. This approach leads to a
O(2kn2)-time algorithm, where n is the number of squares in the assembly, to determine if a partition with
k squares in one subassembly exists; if it exists, the algorithm reports the subassembly. From the robotic
application perspective, targeting small k can be advantageous as the subassembly needs to be grasped and
moved, and such manipulations become harder as the number of parts in the subassembly grows.
Finally we describe an efficient algorithm for a special class of unit-square assemblies, which runs in
O(n) time. The positive results shed further light on the special geometric structure of the problem and
motivate future research by providing insight into variants that may be solvable.
2 Monotone Planar 3-SAT with Neighboring Variable Pairs
In this section we introduce our restricted version of Monotone Planar 3-SAT [4]. A 3-SAT formula consists
of clauses. Each clause consists of at most three literals. A literal is either a variable or the negation of a
variable. A k-clause is a clause with k literals.
Planar 3-SAT. Let φ =
∧
Ci be a Boolean formula in CNF form in which each clause has at most three
literals. We consider the bipartite graph Gφ that contains a vertex for each variable and for each clause, and
has an edge between a variable-vertex and a clause-vertex if and only if the variable appears in the clause.
Lichtenstein [13] introduced the Planar 3-SAT problem, which requires Gφ to be planar, and showed that it is
NP-complete. Furthermore, Knuth and Raghunatan [12] have shown that the graph Gφ of a Planar 3-SAT
instance can be drawn in the so-called rectilinear embedding. In this embedding, all vertices can be drawn
as unit-height rectangles, with all the variable-vertex rectangles centered on a fixed horizontal strip called
the variable row and every edge is a vertical line segment, which does not cross any rectangles, as shown in
Figure 3. We denote the variables by x1, . . . , xn, according to their left to right order on the variable row.
Planar 3-SAT remains NP-complete when Gφ is given in a rectilinear embedding.
Monotone Planar 3-SAT. A clause is positive (negative) if it contains only positive (negative) literals. An
instance of 3-SAT is monotone if it only has positive or negative clauses. Monotone Planar 3-SAT [4] is a
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restriction of Planar 3-SAT to monotone instances in which the rectilinear embedding of Gφ has all positive
clause-vertices above the variable row and all negative clause-vertices below it, as shown in Figure 3.
Monotone Planar 3-SAT with Neighboring Variable Pairs (MP-3SAT-NVP). Our new 3-SAT version is
a further restriction of Monotone Planar 3-SAT that requires each 3-clause C to have two variables that
are consecutive on the variable row. We call them the neighboring variables of C and denote the pair by
neigV ars(C). For example, in Figure 3 we have neigV ars((x1 ∨ x5 ∨ x6)) = {x5, x6}. Note that we
do not require 2-clauses to have neighboring variables. However, if there is a 2-clause C with neighboring
variables xi, xi+1, then due to monotonicity a 3-clause containing xi, xi+1 that is on the same side of the
variable row as C would be redundant. This fact strengthens the restriction in that for each 3-clause C with
neigV ars(C) = {xi, xi+1}, there are no clauses horizontally between the edges (C, xi), (C, xi+1) in the
rectilinear embedding. Theorem 5 in the appendix shows that MP-3SAT-NVP is NP-complete.
3 Hardness of Connected Assembly Partitioning
We first state the connected-assembly-partitioning problem formally. An assembly is a set of interior-disjoint
polygons, also called parts, in some given relative placements. A subassembly is a subset of the polygons
composing an assembly A, in their relative placements in A. Two interior-disjoint polygons are edge-
connected if their intersection contains a line segment. The adjacency graph of an assembly A, denoted by
G(A), is an undirected graph that contains a node for each part in A, and has an edge between two nodes if
and only if the corresponding parts in A are edge-connected. Occasionally, we will not distinguish between
A and G(A). A subassembly S is called connected if the nodes of S induce a connected subgraph of G(A).
Let A denote an assembly and ~d denote a direction in the plane. A subassembly S ⊂ A is called a
partition of A in direction ~d if S can be rigidly translated arbitrarily far away along ~d without colliding with
A \ S. A partition S ⊂ A is called connected if each of the subassemblies S and A \ S are connected (when
viewed in isolation from each other). We define our main problem as follows.
Planar Partitioning into Connected Subassemblies using a Single Translation (PPCST): Given an as-
sembly A and a direction ~d, decide if there is a connected partition S ⊂ A in direction ~d.
We also consider a restriction of PPCST to a special class of square assemblies. Let X be the infinite
grid of unit squares, that is X := {(i, j) + [−0.5, 0.5]2 | i, j ∈ Z}. PPCST-SQ is restriction of PPCST to
instances where the input assembly A consists of grid-aligned unit squares, i.e., A ⊂ X. Figure 1 shows such
an assembly.
3.1 The Polygonal Construction
Given φ ∈ MP-3SAT-NVP, we construct a planar assembly A that has a connected partition in the the
(+y)-direction if and only if φ is satisfiable. Denote a partition of A by the subassembly UP ⊂ A, which
contains the parts that are translated up. We denote the complement subassembly A \ UP by DOWN .
We construct the assembly A based on the rectilinear embedding of Gφ. The variables are represented by
fixed-height rectangles whose bottom edges lie on a common horizontal line. The left-to-right order of the
variable-rectangles corresponds to the order of variables on the variable row in Gφ. With a slight abuse of
notation we denote both the variables and the corresponding variable-rectangles by xi. The main idea is the
following correspondence between a partition UP ⊂ A and an assignment to φ: xi is assigned TRUE if and
only if xi ∈ UP for the corresponding variable-rectangle. We denote such an assignment by A(UP).
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Figure 2: (Left) A gadget for the clause
(xj ∨ xk ∨ xk+1) together with the three
variable-rectangles it touches. (Right) A
gadget for the negative clause (xj ∨ xk).
In the full construction all the variable-
rectangles appear at the same height in
the variable row.
The clause gadget. We describe the clause gadget, focusing first
on positive 3-clauses. Figure 2 (left) shows the gadget for a clause
Ci = (xj ∨ xk ∨ xk+1). The gadget is located above the variable
row in A. It is composed four parts ai, bi, ci, di, which are recti-
linear polygons, each drawn in a unique color. Accordingly, each
colored line segment in Figure 2 should be interpreted as a very
thin rectangular region of a polygon. The variables xk, xk+1 are
the neighboring variables of Ci, which exist for all 3-clauses by
the definition of MP-3SAT-NVP. As shown in the figure, we always
have both of the parts ci and di touch neigV ars(Ci).
Let us examine the functionality of the gadget. Parts p, p′ ∈ A
are said to interlock if they are not separable by a vertical trans-
lation, i.e., p ∈ UP ⇔ p′ ∈ UP . For example, parts ai and bi
of the gadget interlock, as do parts ci and di. Let us assume that
ai ∈ UP (we later force this to always be the case). Due to the
interlock, we must have bi ∈ UP , and since ai and bi are both in UP , there needs to be a connection between
them in order for UP to be connected (i.e., there must exist a path between ai and bi in the adjacency graph
G(UP)). The only way to connect them is to have either one of xj , ci be in UP . In this sense, ai and bi
act analogously to a logical OR gate with the inputs xj ∈ UP , ci ∈ UP . Therefore, if xj ∈ DOWN , we
must have ci ∈ UP . In that case, ci and di act in an analogous manner to ai and bi. Namely, we must have
di ∈ UP , and in order to have a connection between ci and di, we must have either xk ∈ UP or xk+1 ∈ UP .
To summarize, if ai ∈ UP then the gadget guarantees that at least one of variable-rectangles of Ci (i.e.,
xj , xk, xk+1) is also in UP . We therefore get that any partition with ai ∈ UP corresponds to a satisfying
assignment to Ci:
Lemma 1. For a positive clause Ci, if ai ∈ UP then A(UP) satisfies Ci.
We now discuss the other types of clauses. If Ci is a positive 2-clause (xj ∨ xk), the corresponding
gadget contains only the parts ai and bi modified so that their right side touches xk instead of ci (their shape
x1 ∨ x6
x1 ∨ x5 ∨ x6
x1 x2 x3 x4 x5 x6
x2 ∨ x3 ∨ x4
x2 ∨ x6
x3 ∨ x4 ∨ x5
x1 ∨ x2 C3 = x2 ∨ x3 ∨ x4x1 ∨ x2
C2 = x1 ∨ x5 ∨ x6
C1 = x1 ∨ x6
x1 x2 x5 x6
touching hooks
x3 x4
C4 = ¬x3 ∨ ¬x4 ∨ ¬x5
C5 = ¬x2 ∨ ¬x6
Figure 3: Monotone Planar 3-SAT instance in a rectilinear embedding (left) and the corresponding assembly
construction A (right). Blue and green parts are type-a and -b parts of the clause gadgets, respectively, and
red and yellow parts are type-c and -d parts.
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is the same as ci and di in Figure 2 (left) respectively). Lemma 1 holds for 2-clauses as well using similar
arguments. As for negative clause gadgets, they are drawn the same way, except that they are mirrored
vertically (as they are placed below the variable row); see Figure 2 (right). In general, all claims for positive
clauses hold symmetrically for negative clauses, which we do not always reiterate.
The full construction. We now incorporate all the clause gadgets into the full construction of A. All the
clause gadgets are placed according to each clause’s position in the rectilinear embedding of Gφ, which
allows each clause gadget to touch the appropriate variable-rectangles; see Figure 3. It is helpful to view
clauses in a hierarchical manner: A clause Ci is called the parent of another clause Cj , if Ci directly encloses
Cj , i.e., the part bi can vertically see aj . In this case, we call Cj a child of Ci. For example, in Figure 3, C1
is the parent of C2, but not of any other clause. We call a clause with no parent a root clause. Without loss of
generality, we have a single root clause on each side of the variable row and it is a 2-clause; see Lemma 17 in
Appendix B. The example in Figure 3 has this property — C1 and C5 are the unique root clauses.
We now introduce a slight change to the clause gadgets, which is the addition of touching hooks to each
parent-child pair of clauses. These hooks are the same as the ones used within a single clause gadget (to
interlock ai and bi), except that they are touching. More precisely, for each parent-child pair of positive
clauses (Ci, Cj), we add a hook emanating downwards from ai and another one emanating upwards from bj
such that the parts ai and bj interlock and touch (negative clauses are handled symmetrically); see Figure 3.
Denote by C+ ⊂ A (resp. C−) the set of parts that belong to positive (resp. negative) clause gadgets and let
Croot denote the positive root clause.
Lemma 2. For all ai ∈ C+, i 6= root, ai interlocks with aroot (the top part of the positive root clause).
Proof. Any ai ∈ C+ (ai 6= aroot) interlocks via the touching hooks with part bj of its parent clause (i.e. Cj
is the parent of Ci) and part bj interlocks with part aj . Hence, by induction, ai transitively interlocks with
aroot.
In other words, if we translate aroot upwards, it will ultimately drag every ai ∈ C+ with it. Hence, all the
positive {ai} (and {bi}) parts must belong to the same set of the partition. Note that this is not the case for
{ci} and {di} parts, which do not interlock with aroot, resulting in some flexibility that we will exploit.
We now show that φ has a satisfying assignment if and only if the assembly A has a connected partition
in the (+y)-direction.
Lemma 3. Let UP be a connected partition of A in the (+y)-direction. Then A(UP) satisfies φ.
Proof. Assume that UP specifies a connected partition of A, namely that all parts in UP can be translated
upwards without colliding with DOWN and that each of UP and DOWN are connected. We need to show
that the corresponding assignment A(UP), in which xi is TRUE if and only if xi ∈ UP , satisfies φ. We
show that each positive clause in φ is satisfied, which will symmetrically give the same results for each
negative clause. First, aroot blocks all other parts from above, so it must be in UP . By Lemma 2, each
ai ∈ C+ interlocks with aroot, so we must have ai ∈ UP . By Lemma 1, each Ci must then be satisfied,
which concludes the proof.
For the other direction, we assume that φ has a satisfying assignment A and specify a corresponding
partition UP . Of the variable-rectangles, UP includes exactly those that correspond to variables assigned
TRUE. For each positive clause Ci, we must include ai and bi in UP . If Ci is a 3-clause, we must determine
where ci and di go based on the assignment A, as follows: Assign ci and di to UP if and only if A assigns at
least one of neigV ars(Ci) to be TRUE. Recall that ci and di both touch neigV ars(Ci) in A. Therefore, if
one of the variables in neigV ars(Ci) is assigned TRUE, one of the corresponding variable-rectangles is in
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x2 ∨ x3 ∨ x4x1 ∨ x2
x1 ∨ x5 ∨ x6
x1 ∨ x6
x1
x2
x5 x6x3
x4
x3 ∨ x4 ∨ x5
x2 ∨ x6
x2 ∨ x3 ∨ x4x1 ∨ x2
x1 ∨ x5 ∨ x6
x1 ∨ x6
x1
x2 x5 x6
x3 x4
x3 ∨ x4 ∨ x5
x2 ∨ x6
Figure 4: (left) Partition for the assignment x1 = T, x2 = F, x3 = T, x4 = F, x5 = T, x6 = T .
(right) Partition for the assignment x1 = T, x2 = F, x3 = T, x4 = T, x5 = F, x6 = F .
UP , which allows ci and di to remain connected in UP . (Conversely, if neigV ars(Ci) are both FALSE, there
is no way for ci and di to remain connected if they translate up). See Figure 4 for examples of partitions of
the construction in Figure 3. We now prove the connectivity and separability properties of the partition UP .
Lemma 4. UP and DOWN , as defined based on a satisfying assignment A, are separable by a vertical
translation.
Proof. If C+ ⊂ UP and C− ⊂ DOWN , then no collision would occur since all parts in C+ are above all
parts in C− and the variable-rectangles cannot collide by vertical translation. Hence, we examine the set
S := C+ ∩DOWN . The only parts that S may contain are ci,di for some i. Indeed, if there exist ci, di ∈ S,
then neigV ars(Ci) ⊂ DOWN , by definition. By the neighboring variable pairs property of MP-3SAT-NVP,
parts ci and di touch neighboring variable-rectangles, and so there are no other parts of C+ below ci and di.
Therefore, ci and di may only collide with parts in T := C− ∩ UP . Let us assume, for contradiction, that
ci ∈ S collides with some cj ∈ T (if a collision occurs with some dj ∈ T , then a collision with cj must also
occur). Since ci and cj both touch neighboring variable-rectangles in A, there must be a variable-rectangle
xk that they both touch, in order to collide. This is a contradiction, since xk would also collide with one of
them, which cannot occur by the definition of the partition for type-c and type-d parts.
Lemma 5. UP and DOWN , as defined based on a satisfying assignment A, are both connected subassem-
blies.
Proof. We verify that UP is connected (the symmetric logic applies to DOWN ). By the definition, we have
ai, bi ∈ UP for each positive clause Ci. It is easy to verify that each ai, bi pair is connected, either through
ci or through the variable-rectangle that they both touch. This fact, together with the touching hooks we
introduced (see Figure 3), implies that all the parts ai, bi ∈ C+ form one connected subassembly, which
we call S. We show that other parts in UP are also connected to S. If ci and di are in UP , for a positive
clause Ci = (xj ∨ xk ∨ xk+1), then we have ci touching ai, which is connected to S. As for di, it must
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be connected to ci, through either xk or xk+1 (or both), one of which translates up by the definition of the
partition. Therefore, we have established that the connected subassembly S includes C+ ∩UP . At this point
we examine variable-rectangles. Without loss of generality, each variable in φ appears in at least one positive
and one negative clause. Therefore, each variable-rectangle xl ∈ UP must be touching some part p ∈ C+. If
p ∈ DOWN , then it would collide with xl, which cannot happen by Lemma 4. Therefore p ∈ C+ ∩UP ⊆ S,
and so xl is connected to S through p. It remains to examine some ci ∈ C− ∩UP (the case of di ∈ C− ∩UP
is the same). If ci ∈ UP , then by definition we have neigV ars(Ci) ⊂ UP . In other words, ci is connected
to S via the neighboring variables it touches. Therefore, we have shown that the connected subassembly S
contains all parts in UP .
In summary, given a satisfying assignment to φ, we have defined a connected partition UP ⊂ A, thus
concluding the remaining direction. Overall, we get the following:
Theorem 1. PPCST is NP-Complete.
3.2 The Square Construction
We now modify the construction so that A consists of grid-aligned unit squares, i.e., A ⊂ X, in order to
show that PPCST-SQ remains NP-complete. We show how to convert each part in the original polygonal
construction to a quasi-polygon — an equivalent collection of squares. The main intricacy that arises in
quasi-polygons is that they may get split up by the partition instead of remaining a single rigid piece. Even
though we cannot avoid such splits, we will show that they cannot occur in critical places.
Figure 5 shows the converted version of the polygonal construction in Figure 3, limited to positive clauses.
In this figure each line segment signifies a contiguous part of single grid row or column that is occupied
by squares. The figure also shows the converted variable gadgets, but for now we treat them as if they are
rigid parts, like the variable-rectangles in the polygonal construction. This means that the definition of the
assignment A(UP), which a assigns TRUE to xi ∈ φ if and only if the variable-rectangle xi ∈ UP , is still
valid. The conversion of each variable-rectangle to an equivalent quasi-polygon is addressed separately in
Appendix B.2.1. Figure 6 shows an approximate “zoomed in” view of a converted positive 3-clause, where
individual squares are shown. It shows the four quasi-polygons ai, bi, ci, di that are respectively equivalent to
the polygonal parts of the same name.
We now describe the conversion of the polygonal construction in detail. At the top of the assembly A, we
add a blocking quasi-polygon B (drawn in black in Figure 5). The top row of B is wide enough so that it
blocks all the other squares in the construction from above. This fact, together with the overall shape of B,
results in having B ⊂ UP ; see Lemma 18 in Appendix B. A symmetric blocking quasi-polygon is added
at the bottom of the construction (not shown). We turn our attention to clause gadgets, for which the main
change is a modification of the so-called touching hooks: For each parent-child pair of clauses (Ci, Cj), we
add a gap between their two touching hooks, so that they no longer touch. Instead, a connection is introduced
between bi and aj using a new set of squares, marked in dark green in Figure 5, which are considered to be a
part of bi. Furthermore, all the hooks emanating below bi now form a connected subassembly that connects to
the rest of bi only via the square sb in Figure 6 (bi has two such hooks in the figure). We call this subassembly
the lower hooks of bi (more precisely, it is the connected component of G(bi \ {sb}) that neighbors the lower
edge of sb), or L(bi) for short. We define the U(bi) (upper hook of bi) to be the upper connected component
of G(bi \ {sb}), i.e. the component that neighbors the upper edge of sb. (Recall that squares are considered
touching only if they share an edge, so G(bi \ {sb}) has four connected components.) We similarly define
U(ai) and L(ai), as the upper and lower component, respectively, of G(ai \ {sa}).
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C3 = x2 ∨ x3 ∨ x4x1 ∨ x2
C2 = x1 ∨ x5 ∨ x6
C1 = x1 ∨ x6
x1 x2 x3 x4 x5 x6
B
upper
hook
lower
hook
Figure 5: Square construction showing only positive
clauses.
di
scsb
sa ci
bi
ai
Figure 6: Converting a clause gadget to
4 quasi-polygons marked by different col-
ors. We highlight key squares using thicker
borders and lighter fill.
Clause Gadget Functionality. We would now like to have the converted clause gadget replicate the
functionality we proved in Lemma 1.
Lemma 6. Let S ⊂ A be a connected subassembly and s ∈ A \ S be a square such that (1) S is a connected
component of G(A \ {s}) and (2) for each square s′ ∈ S there is a square s′′ ∈ A \ S that is located below
s′ in the same grid column. Then, s ∈ UP ⇒ S ⊂ UP .
Proof. Assume that s ∈ UP and also assume for contradiction that there exists some square s′ ∈ S∩DOWN .
Then, by (2) there exists another square s′′ ∈ A \ S that would block s′ from below, and so s′′ ∈ DOWN .
Since DOWN is connected, it must contain a path between s′ and s′′ that s cannot be a part of, since s ∈ UP .
This path exists in A \ {s}, which implies that s′ and s′′ must be in the same connected component of A \ {s}.
Therefore, we must have s′′ ∈ S, which is a contradiction.
The hypothesis in Lemma 1 is that the polygon ai translates up, but because the corresponding quasi-
polygon ai is made of squares, we assume instead that U(ai) ⊂ UP :
Lemma 7. For a positive clause Ci, if U(ai) ⊂ UP then (i) L(bi) ⊂ UP and (ii) A(UP) satisfies Ci.
Proof. If U(ai) ⊂ UP then UP must contain a path connecting U(ai) to B, since B ⊂ UP (by Lemma 18).
Observe that any such path must include the square sa, so we have sa ∈ UP . By applying Lemma 6 on
L(ai) (as S in the lemma) and sa, we get that L(ai) ⊂ UP . Consequently, L(ai) forces the subassembly of
U(bi) that is in its way, to translate up. As before, we must now have L(ai) and the subassembly of U(bi)
be connected by some path P ⊂ UP . Observe that in any case P must contain the square sb. This fact,
together with Lemma 6, results in L(bi) ⊂ UP , which concludes the proof for (i). P can either go through
the variable gadget xj or go through the leftmost column of squares of ci (similarly to the two choices we
had in order to have the polygonal counterparts of ai and bi be connected). Therefore, if P does not contain
the variable gadget xj , it must contain a part of the leftmost column of ci, in which case the square sc would
also translate up, as it is in the way. By applying Lemma 6 on sc, the connected subassembly neighboring the
right edge of sc (as S in the lemma) must translate up. This forces a subassembly of di to translate up, which
means that we must have a path in UP connecting it and the subassembly of ci translating up. Such a path
must contain either one the variable gadgets xk or xk+1. In summary, one of variable gadgets of Ci must
translate up, which proves (ii) by the definition of A(UP).
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We can now use this lemma similarly to how Lemma 1 is used in the hardness proof of PPCST. We provide
full details of the correctness of the conversion to squares in Appendix B.2, which obtain the following result:
Theorem 2. PPCST-SQ is NP-complete.
4 Fixed-Parameter Tractable Algorithm for Grid Square Assemblies
We now show that for motion in the (+y)-direction, PPCST-SQ is fixed-parameter tractable, with the
size of the partition as the parameter. Recall that X is the infinite grid of unit squares, that is X :=
{(i, j) + [−0.5, 0.5]2 | i, j ∈ Z}. In this section, we represent a square in X by its center, and we will not
distinguish between a square and its center. For a grid square assembly A ⊂ X, the adjacency graph G(A)
has an edge between two squares (i, j) and (i′, j′), if the squares share an edge, i.e., if i = i′ and |j− j′| = 1,
or j = j′ and |i− i′| = 1. G(A) is a geometric planar graph with a rectilinear embedding.
Given a connected assembly A ⊂ X of n unit squares and a parameter k ≤ n/2, the goal is determine
if there exists a connected partition S∗ ⊂ A in the (+y)-direction, namely S∗ can be moved arbitrarily far
away in the the (+y)-direction without colliding with A \ S∗ and each of the subassemblies S∗ and A \ S∗ is
connected, such that |S∗| ≤ k. If the answer is yes, the algorithm also returns S∗. We refer to S∗ as a valid
partition. We present an O(2kn2)-time algorithm for the problem. Our overall approach is as follows. We fix
a “seed” square s ∈ A and describe a bounded search tree algorithm for computing a valid partition S∗ of
size at most k, with the additional property that s ∈ S∗, if there exists one. By repeating this algorithm for all
possible choices of s, we can compute a valid partition, at the cost of an additional O(n) factor in the running
time. Note that it suffices to consider only the top squares of A on each grid column as s. If k is not given as
part of the input and the goal is to find a connected partition of A, we can run our algorithm and its “mirror”
version, where we compute a connected partition in the (−y)-direction, for all possible values of k from 1 to
n/2 until we find a connected partition or the algorithm does not find a connected partition even for k = n/2.
We now describe a recursive algorithm, called AUGMENT, for computing S∗, if there exists one, for a
fixed pair s, k. Each recursive call maintains a “partial solution”—a subassembly S ⊆ A. The algorithm
grows S until it either finds a valid partition S∗ ⊇ S or determines there is no valid partition containing S. It
maintains the following invariant for each partial solution S it computes:
(*) S spans a contiguous sequence of columns, that is, if (i, j), (i′, j′) ∈ S with i < i′, then for all integers
i′′ ∈ [i, i′], there is an integer j′′ with (i′′, j′′) ∈ S.
Initially, AUGMENT is called with the partial solution S0 := {s}, which satisfies (*).
Given a subassembly S ⊂ A that satisfies (*), each recursive call of AUGMENT performs one of the
following three actions:
(i) It returns a valid partition S∗ containing S, in which case the overall algorithm stops and returns S∗.
(ii) It concludes that there is no valid partition of size at most k containing S, in which case the algorithm
aborts the current branch and moves to another one.
(iii) It finds a set of subassemblies S1, . . . , St, each properly containing S, such that any valid partition that
contains S also contains at least one of S1, . . . , St. In this case, the algorithm is called recursively with
each one of S1, . . . , St.
We now describe the AUGMENT procedure. First, the procedure applies a reduction rule that adds to
S any square that S would collide with during a translation upwards to infinity, resulting in an augmented
subassembly B ⊇ S. The resulting subassembly B or its complement A \ B may be disconnected. For
9
each of these two cases, the procedure then applies an appropriate branching rule that finds candidate sets of
squares to add to B, such that the connectivity of the disconnected subassembly is increased. Algorithm 1
gives a pseudo-code of the AUGMENT procedure. Before describing it in detail, we introduce a few concepts.
Shadows. For a finite subset X ⊂ X, we define the shadow of X , denoted by Sh(X) ⊆ X, to be X plus
the set of squares that lie above a square in X , i.e.,
Sh(X) := {(i, j) ∈ X | ∃j′ ≤ j such that (i, j′) ∈ X}.
If the squares inX span a contiguous sequence of columns, then Sh(X) is connected. We define the boundary
of Sh(X), denoted by L(X), to be the boundary of the unbounded face of G(Sh(X)) (blue curve in Figure 7).
Let the frontier fr(X) of Sh(X) ⊆ X be the set of nodes that lie on L(X) (circled grid points in the figure).
In general, L(X) consists of an x-monotone path with two rays in the (+y)-direction along with some
vertical chains emanating from the path in the (−y)-direction. If X lies on a single column, then the two rays
coincide and L(X) consists of a single ray and Sh(X) = fr(X) in this case. We call Sh(X) non-degenerate
if X spans more than one column and L(X) consists of only the x-monotone path without vertical chains
emanating downwards from this path.
L(X)··
·
··
·
··
·
Figure 7: A set X of three grid points (marked with crosses) and its shadow Sh(X) (marked with dots;
includes X); the shadow extends upwards to infinity. Part of the adjacency graph G(Sh(X)) is pictured. The
frontier fr(X) of Sh(X) consist of the circled grid points. L(X) is drawn in blue; it comprises a two-link
vertical chain attached to a bi-infinite path.
The following lemma follows immediately from the definition of the shadow.
Lemma 8. (i) Sh(S) ∩A can be moved upwards without colliding with A \ Sh(S).
(ii) If S∗ is a valid partition that contains S, then Sh(S) ∩A ⊆ S∗.
Let B := Sh(S) ∩A. By Lemma 8, we can replace S with B. If |B| > k, we can conclude that there is
no valid partition of size at most k that contains S, and we return. So, assume |B| ≤ k. If both B and A \B
are connected, then B is a valid partition (see Lemma 8(i)), and we return B. If A \B is not connected, then
let T1, . . . , Tr be the connected components of G(A \B). In this case, we use a branching rule that is based
on the following:
Lemma 9. If S∗ is a valid partition that contains B and G(A \B) is a disconnected graph with r connected
components, then S∗ must contain r − 1 connected components of G(A \B).
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Algorithm 1: AUGMENT(A,S, k)
Input: Grid square assembly A, subassembly S ⊆ A that satisfies invariant (*), integer k ≤ n/2
Output: A connected partition S∗ such that S ⊂ S∗, |S∗| ≤ k, if it exists
1 if S = ∅ or |S| > k then return false
2 B ← Sh(S) ∩A
3 if |B| > k then return false
4 if A \B is not connected then
5 T1, . . . , Tr ← connected components of G(A \B)
6 for i← 1 to r do
7 B = AUGMENT(A,A \ Ti, k)
8 if B 6= false or i = r then return B
9 if B is connected then return B
10 S1, S2 ← CONNECT(A,B)
11 B = AUGMENT(A,S1, k)
12 if B 6= false then return B
13 return AUGMENT(A,S2, k)
Proof. Assume for a contradiction that S∗ contains less than r − 1 components of G(A \ B). In such a
case, there are at least two components Ti, Tj of G(A \B) that S∗ does not contain. This means that A \ S∗
must contain at least one square si ∈ Ti and another square sj ∈ Tj . Since S∗ is a valid partition, A \ S∗ is
connected. Therefore, there is a path between si and sj in G(A \ S∗). This path must also exist in G(A \B),
since B ⊂ S∗. This is a contradiction to Ti and Tj being two different components of G(A \B).
So, if A \B is not connected, we branch on the r options for augmenting B with r − 1 components of
G(A \B). That is, for each 1 ≤ i ≤ r, we recursively call AUGMENT with Si := A \ Ti, which concludes
this case.
We can now assume that A \ B is connected but B is not connected. In this case we call a subroutine
CONNECT(A,B) that identifies at most two candidate subassemblies to branch on, B ⊂ S1, S2 ⊆ A, such
that each of G(S1),G(S2) has less connected components than G(B), and S∗ contains one of them. This case
concludes the description of the AUGMENT procedure. Algorithm 2 gives a pseudo-code of the CONNECT
procedure, which we describe next. We start by proving a few properties of the frontier Sh(B).
Structural properties of fr(Sh(B)). For simplicity of presentation, we assume that Sh(B) is non-degenerate.1
Since B is not connected, let B1, . . . , Bu be the connected components of G(B). Let Z = B ∩ fr(B), and let
Zi = Bi ∩ fr(B). Since A is connected, it is easily seen that Zi 6= ∅ for every i = 1, . . . u. Set L := L(B).
Let s1, s2, . . . , sm be the sequence of squares in Z sorted in clockwise order along L. We orient L from
s1 to sm, so that Sh(B) lies to the right of L and A \B lies to the left of L. For each i ≤ u, let `i (resp. ri)
be the index of the first (resp. last) square in Zi. We say that Zi appears before Zj if `i < `j . The following
1If Sh(B) is degenerate, then we convert it into a simple path containing two rays in the (+y)-direction by taking its tour. Some
of the vertices of L(B) appear twice on the tour. We can view these vertices as having two copies in G(A) as well, one lying
immediately above the other, and we connect the edges of G(A) incident on these vertices to their appropriate copies. We omit
details.
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Algorithm 2: CONNECT(A,B)
Input: Grid square assembly A, subassembly B ⊆ A that satisfies invariant (*), B is not connected
but A \B is connected
Output: Either one or two subassemblies B ⊂ S1, S2 ⊆ A, such that any connected partition of A
containing B also contains at least one of S1 or S2
1 B1, . . . , Bu ← connected components of G(B)
2 Z ← B ∩ fr(B)
3 Zj ← Bj ∩ fr(B), for all 1 ≤ j ≤ u
4 L← L(B)
5 s1, . . . , sm ← sequence of squares in Z sorted in clockwise order along L
6 `j ← index of first square of Zj along L, for all 1 ≤ j ≤ u
7 rj ← index of last square of Zj along L, for all 1 ≤ j ≤ u
8 R← A \B
9 G← G(R ∪ Z) ∪ L[1,m]
10 `i ← maxj `j
11 e< ← (s′, s`i), s′ predecessor of s`i along L
12 F< ← face of G adjacent to e< on its left
13 S1 ← ∅
14 if F< is bounded then
15 γ< ← the outer subtour of ∂F< \ L
16 if an endpoint of γ< lies in Zi then
17 Π< ← vertices of γ< except the first and last vertices
18 S1 ← B ∪Π<
19 if ri 6= maxj rj then
20 e> ← (sri , s′′), s′′ successor of sri along L
21 F> ← face of G adjacent to e> on its left
22 Repeat lines 13-18 to define S2
23 return S1, S2 // At least one of S1, S2 is not empty
two properties of Zi’s will be crucial for our algorithm. For a pair of integers 1 ≤ a < b ≤ m, let L[a, b]
denote the nodes and edges that lie on the portion of L between sa and sb, including the endpoints.
Lemma 10. The squares in Z1, . . . , Zu form a nested structure, i.e., there are no six indices i < j ≤ u and
a < b < c < d such that sa, sc ∈ Zi and sb, sd ∈ Zj .
Proof. For a contradiction, suppose such a set of indices exists. Since sa and sc lie in the same connected
component Bi of G(B), there is a path Pi from sa to sc in G(B). Similarly there is a path Pj from sb to sd in
G(B). Since B ⊂ Sh(B), G(B) lies on one side of L. G(B) is planar, so Pi and Pj must intersect. However,
this contradicts the fact that Zi and Zj lie in two different connected components of G(B).
Lemma 11. There exists an i ≤ u such that Zi = {sj | `i ≤ j ≤ ri}.
Proof. Let Zi to be the set that appears last, i.e., `i > `i′ for all i′ 6= i. Suppose to the contrary there is an
index j such that `i < j < ri and sj ∈ Zi′ for some i′ 6= i. Note that `i′ < `i, by the choice of Zi. We now
have four indices `i′ < `i < j < ri such that s`i′ , sj ∈ Zi′ and s`i , sri ∈ Zi, contradicting Lemma 10.
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Improving the connectivity of G(B). We now describe how we choose additional squares to be added
to B, so that G(B) has fewer connected components. Let R := A \B, and let G := G(R∪Z)∪L[1,m], i.e.,
we take G(R ∪ Z) and add the nodes and edges of L[1,m] to it, but we do not connect two adjacent squares
s, s′ with s ∈ L[1,m] \ Z and s′ ∈ R by an edge. Since G(A) is connected, the boundary of each face in G
is connected. Furthermore G lies to the left of L. The following simple observation will be useful for our
construction:
Lemma 12. Let pi be a simple path in G whose endpoints sa, sb, lie in Z and the rest of the nodes lie in R.
Let ∆ ⊂ R ∪ Z be the set of nodes of G that lie in the region bounded by the cycle in G composed of pi and
L[a, b]. Then ∆ ⊂ Sh(pi).
We identify the following two edges in G. Let Zi be the set that appears last along L. By Lemma 11,
the squares in Zi form a contiguous subsequence in Z. Since Zi is not the first set along L, there is an edge
e< = (s
′, s`i) of G lying on L, where s
′ is the predecessor of s`i along L. By construction, s
′ /∈ A (because
otherwise s′ ∈ Zi). If Zi is the not the last set along L (i.e., there is a j 6= i such that rj > ri), then there is
an edge e> = (sri , s
′′) of G lying on L and s′′ /∈ A; see Figure 8.
We assume that both e<, e> exist, otherwise the situation is simpler. We orient both of the edges in
clockwise direction along L. Let F< (resp. F>) be the face of G lying to the left of the edge e< (resp. e>)
and adjacent to it.
Lemma 13. (i) F< 6= F>. (ii) At least one of F< and F> is bounded.
Proof. Since A is connected, there is a path pi in G from a square sa ∈ Zi to a square sb ∈ Zj for some
i 6= j. It is easily seen that pi separates e< and e>, which implies that F< 6= F>, proving (i); see Figure 8.
Let ∆ be the region bounded by pi and the portion of L between sa and sb. If b < a (resp. a > b) then e<
(resp. e>) lies on the boundary ∂∆ and thus F< (resp. F>) is bounded, thereby proving (ii).
Suppose F< is bounded. Consider the boundary ∂F< of this face; it is a non-self-crossing tour in G; it
need not be simple, and edge e< is part of ∂F<. Remove all edges the lie on L from ∂F<. This breaks ∂F<
into (connected non-self-crossing) subtours, each starting and ending at a node (square) of Z and composed
of the edges of G(R ∪ Z). We associate each subtour γ with the pair of indices i−, i+, with i− < i+, of the
squares of Z that are the endpoints of γ. We also associate the interval Iγ = [i−, i+] with γ. Since F< lies
completely to the left of L, the intervals associated with the subtours can be classified as follows: zero or
more inner intervals that are pairwise disjoint and one outer interval that contains them all (e.g. I1 is an inner
interval and I2 is an outer interval in Figure 8 (left)). Let γ< be the subtour that corresponds to the outer
interval along L, as above. If an endpoint of γ< lies in Zi, then we define Π< ⊆ R to be the set of squares
corresponding to the nodes of γ< except its endpoints. Otherwise Π< is undefined.
Similarly if F> is bounded, we define the outer subtour γ> and the set Π> of squares in an analogous
way.
Lemma 14. At least one of Π< and Π> is defined.
Proof. By Lemma 13, at least one of F<, F>, say, F<, is bounded, in which case γ< exists. If an endpoint
of γ< lies in Zi, then the lemma is true. Suppose to the contrary that the indices of the endpoints of γ< are
a, b with a < `i < ri < b. In this case, the region φ bounded by γ< and L[a, b] contains both e< and e> on
its boundary, so the face F> cannot be unbounded. If one of the endpoints of γ> lies in Zi, then again the
lemma is true. Therefore assume that neither of the endpoints of γ> lies in Zi. Let a′ < `i < ri < b′ be the
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indices of the endpoints of γ>. Since γ> is a portion of ∂F> and both F<, F> lie on the same side of L, the
subtours γ<, γ> cannot cross each other, i.e., either [a, b] ⊆ [a′, b′] or [a′, b′] ⊆ [a, b]. In the former case, e>
does not lie on ∂F>, and e< does not lie on ∂F< in the latter case, neither of which is possible. Hence, either
sa ∈ Zi or sa′ ∈ Zi, which completes the proof of the lemma.
Refer to Figure 8 (left), where both Π< and Π> are defined, while in Figure 8 (right), only Π< is defined.
L
F>
e>
e<
F<
I2
I1
2
1
L
F>
e>e<
F<
Figure 8: An embedding of G where L is stretched out on a line, showing faces F< and F>, arcs γ< and γ>,
and paths Π< and Π>. Thick blue lines denote Zi and thick arcs are γ< and γ>. (left) Both Π< and Π> are
defined. (right) Only Π< is defined.
Lemma 15. Let S∗ be any valid partition that contains S, then B ∪Π< ⊆ S∗ or B ∪Π> ⊆ S∗.
Proof. Since S∗ is a valid partition containing S, by Lemma 8, B ⊂ S∗. Furthermore S∗ is connected, so
G(S∗) must contain a path from Bi to B \Bi. Among all such paths, let pi be a minimal path, i.e., no subpath
of pi connects Bi to B \Bi. Then one endpoint of pi, say, sa, lies in Zi, the other endpoint, say, sb, lies in Zj
for j 6= i. The rest of the nodes of pi lie in R, since Bi and Bj are different components of B, i.e., pi is a path
from sa to sb in G(R ∪Z). Assume that b > ri, i.e., `i < a < ri < b. Let ∆ be the region bounded by pi and
L[a, b]. ∂∆ is a cycle in G lying to the left of L and e> ∈ ∂∆. Therefore the face of G lying to the left of e>,
namely, F>, is bounded. Furthermore, since F> is a face of G, ∂F> lies in ∆, possibly overlapping ∂∆; see
Figure 9. Since a > `i, the index of the first square in γ> lies between a and ri, implying that Π> is defined.
Finally, since γ> lies inside ∆, by Lemma 12, Π> ⊆ Sh(pi). By Lemma 8(ii), Sh(pi) ⊆ S∗, therefore
Π> ⊆ S∗. If b < ri, we similarly conclude that Π< ⊆ S∗.
If Π> is defined, we set S1 = B ∪Π>. Similarly, if Π< is defined, we set S2 = B ∪Π<. By Lemma 15,
any valid partition containing S contains either S1 or S2. It can be verified that S1 and S2 satisfy the
invariant (*).
L
F>
e>e< a b
γ>
pi
Zi
Figure 9: Path pi ∈ G and the face F> surrounded by it.
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Running Time Analysis. First, it is easily seen that each call to the AUGMENT procedure takes O(n) time.
To bound the number of calls we examine the procedure as a search tree, in which each node corresponds to
a call. The root of a search tree is the first call to AUGMENT and each recursive call is a child of the calling
node. We define the size of an input to a call AUGMENT(A,S, k) to be k − |S|, which corresponds to the
maximum number of squares that can still be added to S in order for it to be a valid partition. Let T (k)
denote the upper bound on the number of nodes in a search tree of an input of size k.
We examine the two branching rules of AUGMENT. The first branching rule is applied when G(A\B) is a
disconnected graph with r > 1 components (i.e., when the condition in line 4 is true). In this case there are at
most r recursive calls, in each of which the partial solution S is augmented with r−1 components of G(A\B).
Since each component has at least one square, the size of each of the subproblems is decreased by at least
r− 1. Therefore, the first branching rule corresponds to the following recurrence: T1(k) ≤ r · T1(k− r+ 1),
where 2 ≤ r ≤ k. We assume that r ≤ k, because otherwise the overall work by all the recursive calls is
O(n) (since in each recursive call we will have |S| > k, and we immediately return false in such case).
Lemma 16. For 2 ≤ r ≤ k, T1(k) ≤ 2k.
Proof. The proof is by induction on k. We verify the statement for the base case k = 2:
T1(2) ≤ 2 · T1(1) ≤ 4
Assume now that the statement holds for 1, . . . , k.
T1(k + 1) ≤ r · T1(k − r + 2) ≤ r · 2k−r+2 = r
2r−1
· 2k+1 ≤ 2k+1
In the second branching rule, which is applied when A \B is connected but B is not, there at most two
recursive calls. Therefore, after taking both branching rules into account we have T (k) ≤ 2k. Hence, the
running time of procedure AUGMENT is O(T (k) · n) = O(2kn). Finally, summing over all choices of the
“seed” square s and k, the total time required to find a valid partition is O(n2
∑
i≤k 2
i) = O(2kn2). Putting
everything together we conclude the following:
Theorem 3. Let A ⊂ X be a connected assembly of n unit squares, and let k 6 n/2 be an integer. If there is
a connected subassembly S ⊂ A of size at most k such that A \ S is also connected and S can be moved
upwards without colliding with A \ S, then such a subassembly S can be computed in O(2kn2) time.
5 Linear-Time Partitioning Algorithm for Horizontally Monotone Square
Assemblies
In this section, we present a restricted case of PPCST-SQ, for which a connected partition always exists and
show how it can be obtained in O(n) time. Let A ⊂ X be a connected grid square assembly. A directed
path of squares s1, . . . , st in G(A) is called rightward (resp. leftward) monotone if for all i < t, si+1 is not
located to the left (resp. right) of si. A is called horizontally monotone if either one of the following holds:
(1) from every square of A there is a rightward-monotone path to some rightmost square of A or (2) from
every square of A there is a leftward-monotone path to some leftmost square of A. For convenience, we
assume in this section that a horizontally monotone assembly satisfies condition (1).
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Theorem 4. A connected horizontally monotone assembly of n > 1 grid-aligned unit squares can always be
partitioned into two connected subassemblies by a single vertical translation. Such a partition can be found
in O(n) time.
Proof. We show how to obtain a connected subassembly S ⊂ A that can be rigidly translated upwards
without colliding with A \ S, such that A \ S is also connected. Let s denote the top square on the leftmost
column of A (namely the leftmost column of the grid that contains a square of A). If the complement of {s}
is connected, then {s} is a valid choice for S, since both components are connected and there is nothing
blocking a translation of s upwards to infinity, and we are done. Thus we can assume that A \ {s} has more
than one component. It must have exactly two components, as s has two neighboring squares in A in this
case. Let s′ denote the square directly below s, and let C ′ be the component of A \ {s} containing s′, and
let C = A \ C ′. Obviously C and C ′ are each connected. We claim that C is a subassembly that can be
translated upwards without a collision. We therefore assume to the contrary that there is a square t ∈ C that
is located below square t′ ∈ C ′ on the same column. Because s and t are both in C, there is some path P in
C from s to t. Since P is in C and t′ 6∈ C, P may not pass through t′. By assumption, there must exist a
rightward-monotone path Q from t to a rightmost square r of A (which may consist of just t); see Figure 10.
Notice that the concatenation of P and Q, which we denote by P ′ (which need not be a simple path, but this
does not affect our argument), is contained in C. (If Q were not fully contained in C then s would not have
disconnected A.) We further extend P ′ into an infinite set P ′′ of cells (now some of which no longer contain
squares of A) by adding all the grid cells to the right of r in its own row, and all the grid cells to the left of s
in its own row. The extended set P ′′ does not contain squares of C ′ and it splits the grid into two parts, above
and below P ′′. To conclude the proof, we observe that s′ is above P ′′ and t′ is below P ′′. Since P ′′ does not
contain squares of C ′, there is no way to connect s′ to t′ in C ′, which is a contradiction. Therefore, C is a
valid partition in the (+y)-direction.
Computing such a valid partition takes time O(n), if G(A) is given in the input, as it is only a matter of
identifying s, counting the number of components of the graph produced by its removal, and extracting one
of these components if the number is two. If G(A) is not given, we can construct it in O(n) time (we omit
the details).
s′ t′
s
. . .
. . .
t
r
P
Q
Figure 10: The path P ′′ in the proof of Theorem 4. The unshaded squares are not in A.
6 Conclusion
We have shown that given a planar assembly, finding a connected partition for a given direction is hard. In
assembly planning one may not require the separating motion to occur along a specific direction, but rather
ask whether a connected partition exists for any direction. This problem remains NP-complete since our
construction for PPCST can be easily modified so that a partition can only occur along the vertical direction
(e.g., by having the positive root clause be constrained to move up due to a sliding contact with the negative
root clause). The construction for PPCST-SQ can be similarly made to only have a partition in the vertical
direction by modifying the quasi-polygon B. PPCST-SQ remains NP-complete for the spatial case, in which
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the parts are unit cubes each occupying a cell of the spatial unit grid, since we can give the squares in our
construction volume along the z-axis. Deciding whether a connected partition exists for any direction for
unit cubes is an open problem, though it is likely that the construction for PPCST-SQ can be adapted for it
as well. The same question for general polyhedral parts is NP-complete, because we can again modify the
construction for PPCST to restrict the only possible partition direction to be the the (+y)-direction.
Our results indicate that the overall shape of the assembly, i.e., the shape of the union of its constituent
parts (as opposed to the shape of individual parts), plays an important role in the difficulty of the connected
partitioning problem. For example, “hooks” are a crucial part of our gadgets in both the polygonal and square
construction. We saw that the gadgets’ functionality can be kept the same regardless of whether the hooks are
rigid or made of squares that resemble a hook. This suggests that more results can be obtained by focusing
on the implications of the overall shape of the assembly, such as the property we explored in Section 5.
We are currently investigating several immediate extensions of the results presented in this paper. Primar-
ily, we are working to prove our conjecture that the FPT algorithm in Section 4 can be extended to the case of
convex polygons in arbitrary placements (as opposed to a grid).
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A Monotone Planar 3-SAT with Neighboring Variable Pairs
Theorem 5. Monotone Planar 3-SAT with Neighboring Variable Pairs is NP-complete.
Proof. The problem is clearly in NP. We prove NP-hardness by a reduction from Monotone Planar 3-SAT.
Let φ be a Monotone Planar 3-SAT instance given in a rectilinear embedding. We say that a 3-clause
is valid if it has a neighboring variable pair. We first modify each 3-clause in φ so that it is valid. The
modification introduces clauses that are not monotone, which we later fix in a separate transformation. Let
C = (xi ∨ xj ∨ xk), i < j < k, be a positive 3-clause, which must lie above the variable row. We modify
it as follows. (Negative clauses, which lie below the variable row, are modified symmetrically.) Introduce
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Figure 11: Modifying a 3-clause so that it has
a neighboring variable pair. The variables xi+1
through xj−1 (not shown) lie horizontally in the big
gap between the drawn variables.
Figure 12: Fixing a non-monotone 2-clause.
two variables a and b immediately to the right of xi and add the following equivalence clauses, that enforce
a = xj and b = xi and are drawn as shown in Figure 11:
(xj ∨ a) ∧ (xj ∨ a) ∧ (xi ∨ b) ∧ (xi ∨ b).
We then apply the transformation Replace(C, xi, b), which replaces xi by b in each clause C ′ that is either
(1) above the variable row and has an edge (C ′, xi) that is to the right of the edge (C, xi) or (2) below
the variable row and has neigV ars(C ′)={xi, xi+1}. Finally, we replace xj by a in clause C, so that now
C = (xi ∨ a ∨ xk), which makes C valid since xi and a are neighboring variables.
As per Figure 11, the modification preserves the rectilinear embedding. We can shrink the new variables
so that they fit between the existing variables. The fat blue edges are shifted right from xi to b due to
Replace(C, xi, b). This allows any clause that had an edge connecting it to xi, to be now connected to
b. The modified formula is equisatisfiable to φ because the equivalence clauses are satisfied if and only
if a = xj and b = xi and the variables are replaced accordingly. We verify that the modification does
not accidentally invalidate a 3-clause already having neighboring variables: Observe that only a 3-clause
C ′ with the neighboring variables {xi, xi+1} in φ may potentially be invalidated. However, by applying
Replace(C, xi, b) we would have neigV ars(C ′) = {b, xi+1}. Finally, all the clauses except the four new
equivalence clauses remain monotone and on the correct side of the variable row.
By applying the modification above to each 3-clause in φ, we transform it to an equisatisfiable formula in
which each 3-clause has a neighboring variable pair. However, we now have to address the new non-monotone
2-clauses. We therefore apply a transformation nearly identical to the one used in the NP-completeness
proof of Monotone Planar 3-SAT [4], which fixes one non-monotone 2-clause at a time. Assume that the
variables have been relabeled according to their order on the variable row, and let C = (xi ∨ xj), i < j be a
non-monotone clause. We make C positive if it is above the variable row, or make C negative if it is below it,
as per the requirements of Monotone Planar 3-SAT. We assume the former case and modify C as follows
(the latter case, as well as the case of j < i, is similar). Introduce two variables a and b immediately to the
right of xi and add the following equivalence clauses, which are now monotone, that enforce a = xi and
b = a = xi (see Figure 12):
(xi ∨ a) ∧ (xi ∨ a) ∧ (a ∨ b) ∧ (a ∨ b).
As in the first transformation, we then apply Replace(C, xi, b), which replaces xi by b as defined above. Then,
we replace xi by a in clause C, which turns C into a positive clause, as required.
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By the same arguments as in the first transformation, the modified formula is equisatisfiable to φ and the
modified rectilinear embedding is valid. Also as before, performing Replace(C, xi, b) guarantees that the
modification preserves the neighboring variable pair of each 3-clause. Lastly, the new clauses, as well as C,
are monotone and on the correct side of the variable row.
By applying the modification to each non-monotone 2-clause, we transform φ to an equisatisfiable
formula that meets the requirements: it is monotone, all the positive (resp., negative) clauses are above (resp.,
below) the variable row, and each 3-clause has two neighboring variables. Finally, it is easy to verify that the
reduction can be done in polynomial time.
B Hardness of Connected Assembly Partitioning
B.1 Omitted Proofs
Lemma 17. Let φ ∈MP-3SAT-NVP. Then φ can be converted to an equisatisfiable Boolean formula φ′ ∈MP-
3SAT-NVP that has a rectilinear embedding with a single root clause that is a 2-clause, on each side of the
variable row.
Proof. Given φ ∈MP-3SAT-NVP, we modify it as follows: Introduce a variable at each end of the variable
row, and add a 2-clause Croot containing the new variables such that it encloses the rest of the positive clauses.
The clause Croot can always be satisfied, so the satisfiability of φ is not affected. Any root clause that existed
before the addition of Croot must now be the child of Croot. A unique negative root 2-clause can be obtained
in a symmetric manner.
Lemma 18. For any connected partition UP ⊂ A we have B ⊂ UP .
Proof. In any partition, at least one square s in the top row of B must move up, otherwise no square can
move up. Let S denote the connected subassembly of B \ {s} containing the lower hook on the left side of
B (the hook has a thicker width in Figure 5). We apply Lemma 6 to S, since it is connected to A \ S only via
the square s. Therefore S ⊂ UP , which forces the subassembly S′ of the upper hook that is above the lower
hook to also translate up. For UP to be connected, it must contain a path P between S and S′, which can
only be B \ (S ∪ S′). So overall, we have B ⊂ UP .
B.2 Correctness of the Conversion to Squares
Lemma 19. φ has a satisfying assignment if and only if the converted square assembly A has a connected
partition in the (+y)-direction.
Proof. Specifying a valid partition given a satisfying assignment is straightforward because we can proceed
as in Theorem 1 by treating each quasi-polygon as a regular polygon that must move together. All the
squares comprising a quasi-polygon are assigned together to either UP or DOWN based on the direction the
quasi-polygon is supposed to move in (and the new quasi-polygon B would be sent up). The partition is valid
because the connectivity and blocking relations between the quasi-polygons are the same as for the respective
polygons.
In the other direction, when given a valid partition UP ⊂ A, we also proceed as before and take the
assignmentA(UP), which assigns a variable to be positive if and only if the corresponding variable-rectangle
moves up. By Lemma 7(ii), it suffices to show that U(ai) ⊂ UP for each quasi-polygon ai, because then Ci
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is satisfied. To this end, we show the equivalent of having all type-a parts in the polygonal construction be
interlocked: For any clause Ci with a parent Cj , if U(aj) ⊂ UP then by Lemma 7(i) we have L(bj) ⊂ UP ,
which in turn forces U(ai) ⊂ UP (i.e., the leftmost square of U(ai) is forced to translate up due to blocking
relations, which consequently forces the rest of U(ai) up due to the connectivity of UP ). Finally, since
B ⊂ UP we have U(aroot) ⊂ UP , and so by induction we get U(ai) ⊂ UP for all i. In conclusion, the
assignment A(UP) satisfies φ.
B.2.1 Converting Variable-Rectangles
We now describe how to convert variable-rectangles to equivalent quasi-polygons. Figure 13 shows the
quasi-polygon equivalent of a single variable-rectangle. The gadget is made up only of the gray-filled squares.
Let V denote this set of squares. The unfilled squares are connections coming from clause gadgets, which
now touch the gadget from the right instead of from above and below (in the figure there are two connections
from positive clauses and one from a negative clause). We claim that replacing variable-rectangles by this
gadget preserves the correctness of the construction. In particular, in the definition of A(UP) now refers to
the new gadget, i.e., a variable is assigned true if and only if V ⊂ UP (where V is the corresponding gadget).
To show that the assignment remains well defined, we need to show that all the squares in V always move in
the same direction, emulating a single rigid piece:
Lemma 20. For any connected partition UP ⊂ A we have either V ⊂ UP or V ⊂ DOWN .
Proof. We show that V moves in the same direction as squares s in Figure 13: If s ∈ UP , then by Lemma 6
the connected subassembly of V \ {s} resembling a C-shape must also move up. This subassembly includes
the square labeled s′, which forces all others squares of V to move up too. Otherwise s ∈ DOWN , in which
case the whole rightmost column of V must also move down. Since DOWN is connected, all other squares
in V must then also move down to have a connection between s and s′.
s′
s
Figure 13: A variable gadget composed of unit squares.
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