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Введение
В данной работе исследован вопрос построения допустимой траекто-
рии движения нелинейной управляемой механической системы представ-
ленной в форме дифференциального включения высшего порядка. Подоб-
ная задача возникает в теории управления при построении программного
движения, при этом требуется построить программное движение, которое
удовлетворяло бы дифференциальное включение (фазовые ограничения) и
было бы близко к оптимальному значению некоторого заданного функци-
онала качества. Часто есть смысл рассматривать только полиномиальные
траектории системы в пространстве состояний, как, например, в задаче
о посадке беспилотного летательного аппарата. Так как полиномиальная
траектория бесконечно дифференцируема, то, скорее всего, не будет соот-
ветствовать оптимальному управлению, найденному, например, с исполь-
зованием принципа максимума Понтрягина. Однако, не всегда на практике
требуется экстремальное управлениe, часто требуется лишь приближение к
оптимальному в определенном классе функций, и, приминительно к данной
задаче, метод полиномиальных траеторий может быть успешно использо-
ван. Далее будет представлен способ учета фазовых и управляющих огра-
ничений при прямом построении квазиоптимальной полиномиальной тра-
ектории в пространстве состояний дифференциального включения высшей
степени. Чтобы учесть фазовые ограничения, мы используем асимптотиче-
ски точную монотонную оценку диапазона значений полинома, основанную
на обобщенном разложении по полиномам Бернштейна. Граничные усло-
вия учитываются с помощью полинома Эрмита. Представленный метод
иллюстрируется на примере задачи терминального управления летатель-




Задача управления объектами, поведение которых описывается си-
стемами дифференциальных уравнений, находит повсеместное применение
на практике. Сложности с получением аналитического решения обуслав-
ливают высокую востребованность численных методов. Существует общир-
ные возможности для выбора подходящего численного метода для реше-
ния задачи, так, например, для построения численного метода система
вида ẋ = f(x, u, t) с заданным функционалом качества и ограничениями
на управляющее воздействие u обычно сводится к задаче конечномерного
нелинейного программирования путем дискретизации, вообще говоря, про-
странства состояний, управления и множителей Лагранжа соответствую-
щих ограничений [1] (метод коллокаций). Если ограничений нет, то разра-
ботаны эффективные методы последовательного приближения, например,
[2, 3]. Другим вариантом дискретизации может быть сведение управляемой
системы к дифференциальному включению ẋ(t) ∈
⋃
u f(x, u, t) и аппрокси-
мации множества достижимости данного включения [4]. Следует заметить,
что оба метода успешно используются на практике, например, в NASA. Од-
нако, для метода сведения к дифференциальному включению затруднено
получение приближений высшего порядка для множеств достижимости,
а метод коллокаций имеет высокую вычислительную сложность и к тому
же, как показано в [5], в плохо обусловленных случаях не имеет сильных
преимуществ по скорости сходимости. В данной работе предложен метод
сведения оптимизационной задачи с ограничением типа дифференциально-
го включения высшего порядка и граничного включения к конечномерной




В теории управления достаточно общий вид имеет нелинейная си-
стема ˙̃χ(t) = f(χ̃, u, t), которую всегда можно представить в стационар-
ной форме χ̇(t) = f(χ, u) посредством внесения времени в число пере-
менных пространства состояний. Перед построением численного метода
обычно проводят репараметризацию времени, вводят новую переменную
нормализированного времени s так, что t = T s, где s ∈ [0, 1], а параметр
T ≥ 0 — финальное время, определяет общее время движения системы,
или, иначе говоря, временные рамки в которых рассматривается управляе-
мое движение. Согласно теории дифференциальных включений, а именно,
согласно лемме Филиппова, при определенных условиях, данная управля-










где ∂ есть производная по нормализированному времени s. Используя де-
картово произведение, данное дифференциальное включение сводится к
эквивалентному включению вида





(ξ, T f(ξ, u)),










можно рассматривать обобщение дифференциальных включений до степе-
ни n со свободным параметром T как
Dnχ ∈MT .
обобщением граничных условий является граничное включение вида
Dmχ(j) ∈ GjT , j = 0, 1.
Стоит, однако, заметить, что граничное включение не должно вступать в
противоречие с дифференциальным включением, иначе оно не имеет смыс-
ла. На решениях дифференциального включения степени n, удовлетворя-
ющих граничному включению, таким образом, будем производить мини-
мизацию заданного функционала качества
J [χ(·), T ] −→ inf .
Для того чтобы свести эту задачу к конечномерной форме, мы будем рас-
сматривать только полиномиальные траектории среди тех, которые удо-




1.1 Общий вид полинома и мультииндексная нотация
При рассмотрении полиномов в данной работе будем подразумевать,
что они заданы над конечномерным координатным векторным простран-
ством, и также принимают значения в конечномерном векторном простран-
стве. Из этого следует, что коэффициенты таких полиномов являются эле-
ментами конечномерного пространства области значений. Для записи по-
линомов будем использовать мультииндексную нотацию. Пусть n — разме-
ность пространства аргумента, тогда рассмотрим σ = (σ1, . . . , σn) — муль-
тииндекс — кортеж натуральных чисел. На универсуме мультиидексов за-
дано поэлементное сложение, вычитание и частичный порядок:
α ≤ β ⇔ ∀i αi ≤ βi.
Удобно использовать следующее правило возведения вектора в мультиин-
дексную степень: xσ = xσ11 · . . . ·xσnn . Таким образом полагая коэффициенты
bσ ∈ Rm, полиномиальное отображение из пространства Rn в пространство







где S— множество значений мультииндекса. В качестве данного множества
можно также брать универсум, полагая часть коэффициентов равными ну-
лю, однако тогда для конечности степени полинома необходимо чтобы мно-
жество ненулевых коэффициентов было соответственно конечно, удобнее,
однако, полагать это множество изначально заданным и конечным.
Для возведения в мультииндексную степень нам также понадобится
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расширение бинома Ньютона, рассмотрим:
(x+ y)σ = (x1 + y1)



































xσ1−κ11 · . . . · xσn−κnn y
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где в последней формуле использовано обозначение для мультииндексно-
го биномиального коэффициента, как произведение всех соотвествующих
биномиальных коэффициентов.
1.2 Полиномы и свертки
Рассмотрим полином одной переменной в одномерное пространство,
то есть полином p ∈ P [R→ R]. Пусть в степенном базисе верно разложение
p(s) = a0 + . . . + ads
d, тогда определим оператор Υ как координатный
оператор над степенным базисом:
p −→Υ
[
a0 . . . ad
]
.
Очевидно, что данный оператор является линейным оператором относи-
тельно сложения полиномов и умножения на число. Рассматривая произ-
ведение полиномов, мы определим свертку векторов как вектор коэффици-
ентов этого произведения. Данное определение соответствует определению
свертки последовательностей.
Υ [p · q] = Υ [p] ∗Υ [q] =
[
a0b0, a0b1 + a1b0, . . . adbr
]
,
здесь bi — коэффициенты полинома q и r — его степень.
Рассмотрим теперь векторный полином p ∈ P [R→ Rm]. Его коэф-
фициенты векторные, соответственно в качестве значения координатного
8
оператора будем подразумевать матрицу, в столбцах которой находятся
данные коэффициенты, или, иначе, в строках которой расположены коэф-











a10 . . . a1d... . . . ...
am0 . . . amd
 .
При умножении векторнозначного полинома на скалянозначный полином
размерность пространства значений сохраняется. Для определения вектор-
ных коэффициентов данного произведения мы определим свертку матрицы
с вектор-строкой как матрицу, в которой каждая строка является сверт-
кой соответствующей строки исходной матрицы с исходной вектор-строкой.
Иначе говоря, если r — скалярнозначный полином и
Υ[r] =
[
r0 . . . rdr
]
,
то a10 . . . a1d... . . . ...
am0 . . . amd
 ∗ [r0 . . . rdr] =

[




r0 . . . rdr
]
...[




r0 . . . rdr
]
 ,
тогда и в этом случае выражение Υ[p · r] = Υ[p] ∗Υ[r] будет верным.
Для заданной матрицы определим мультисверточную степень по ана-
логии с мультииндексной степенью вектора. Рассмотрим мультииндекс σ =
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(σ1, . . . , σm), тогдаa10 . . . a1d... . . . ...





a10 . . . a1d
]∗σ1
∗ . . . ∗
[
am0 . . . amd
]∗σm
.
Данный подход потребуется для нахождения вектора коэффициентов ком-
позиций полиномов в дальнейшем. Как можно убедится, коэффициенты















где bσ — вектор-столбцы коэффициентов, которые можно воспринимать
как полиномы нулевой степени. Операции свертки с вектор-строкой, в та-
ком случае, соответствует произведению Кронекера вектор-столбца на вектор-
строку справа. Также условимся, что при сложении векторов или матриц
разной размерности вдоль строк, они дополняются нулями справа, что
непосредственно соответствует сложению полиномов.
1.3 Оценка области значений полинома на единичном
сегменте
Рассмотрим произвольный полином q ∈ P [R→ R]. Как показано в
работах [8, 9], область значений полинома на единичном сегменте s ∈ [0, 1]
может быть оценена с помощью разложения q по базису полиномов Берн-
штейна. Для того чтобы сделать это, мы выбираем произвольное целое









si (1− s)k−i . (1)
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Коэффициенты этой формы вычисляются с помощью степенного разложе-













Теперь, используя форму Бернштейна, (1), мы можем записать оценку об-


















Самая главная особенность указанной оценки (3), состоит в том, что бла-
годаря параметру k, как показано в работе [9], она асимптотически точна















Мы используем данные оценки для построения асимтотически точных огра-
ничений на коэффициенты полинома q таким образом, что значения по-
линома лежат в заданной допустимой области когда аргумент полинома
пробегает значения из сегмента s ∈ [0, 1]. Допустим, мы хотим обеспечить






















· (k − l)!l!
k!
=
(i− l + 1) · . . . · i



















01 · · · λk0d · · · λk0k
0 λk11 · · · λk1d · · · λk1k
... ... . . . ... ... ...





и соответственно ограничения принимают следующий вид:
q− ≤ Υ [q] Λd,k ≤ q+. (5)
Сравнение вектора и числа подразумевается в покоординатном смысле.
Следовательно, если полином удовлетворяет выражению (5), тогда область
его значений включена в сегмент [q−, q+]. С другой стороны, при k → ∞
неравенство (5) включает в себя все полиномы, чья область значений вклю-
чена в сегмент [q−, q+], что гарантируется асимтотической точностью оце-
нок (следует понимать, что для некоторых полиномов, возможно не суще-
ствует конечного k, такого, чтобы они удовлетворяли указанному условию,
такие полиномы, например, существуют среди тех, которые достигают зна-
чений q−, q+ при некотором s). Следовательно мы получаем необходимые
(в пределе) и достаточные (всегда) условия для того, чтобы при s ∈ [0, 1]
интервал значений полинома был включен в [q−, q+].
Все сказанное выше напрямую обобщается на векторнозначные по-




, для получения условий включения векторнознач-
ного полинома в область, разложимую на декартово произведение одно-
мерных сегментов. Для этого в выражении (5) необходимо использовать
определение координатного оператора как указывалось ранее — матрицы
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в столбцах которой находятся вектроные коэффициенты полинома. Далее
для простоты будем использовать отображение Λd,k без указания степени d.
1.4 Условия включения полинома в выпуклое множе-
ство.
Рассмотрим выпуклое множество Mc в пространстве значений век-




. Так как данное множество вы-
пуклое, то q([0, 1]) ⊂Mc эквивалентно conv q([0, 1]) ⊂Mc, где conv озна-
чает выпуклую оболочку. Совершенно аналогично комплексному случаю,




можно показать, что если
bk0, . . . , b
k
k коэффициенты формы Бернштейна заданного полинома, тогда
conv q([0, 1]) =
∞⋂
j=d




0, . . . , b
k
k}.
Тогда, задавая conv{bk0, . . . , bkk} ⊂ Mc, мы получаем асимптотически точ-
ные условия на включение полинома в выпуклое множество на единичном
сегменте. Эквивалентным образом эти условия выражаются как
∀i = 0, k bki ∈Mc.
И если множествоMc может быть представлено как
Mc =
{
x ∈ Rl | f(x) ≤ 0, g(x) = 0
}
, (6)
тогда условия выражаются в следующем виде
∀i = 0, k f(bki ) ≤ 0, g(bki ) = 0, (7)
где функции, задающие множество, могут быть неполиномиальны.
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Глава 2. Квази-аппроксимация задач оптимального управ-
ления
2.1 Постановка задачи
Рассмотрим стационарное дифференциальное включение заданной
степени с параметром T , который соответствует финальному времени.
Dnχ ∈MT , (8)
подразумевается, что траектория χ(s) задана нормализированным време-
нем s ∈ [0, 1] в пространстве Rl, и параметр T соответствует общему време-
ни движения вдоль траектории. На траекторию наложено граничное вклю-
чение, которое совместно с дифференциальным включением
Dmχ(j) ∈ GjT , j = 0, 1. (9)
Конкретный вид множества MT может быть очень сложен, в нашем ис-
следовании мы ограничимся предположением, что MT = MpT
⋂
McT . Где
McT — это произвольное выпуклое множество, иM
p
T — множество с алгеб-
раической границей, в следующем смысле
MpT =
{
ξ ∈ Rl(n+1) | q(ξ |T ) ≤ 0, w(ξ |T ) = 0
}
. (10)









коэффициенты которых параметризированны финальным временем. Пусть
также множествоMcT может быть представлено как
McT =
{
ξ ∈ Rl(n+1) | f(ξ |T ) ≤ 0, g(ξ |T ) = 0
}
. (11)
Учитывая все сказанное ранее, мы рассмотрим проблему минимизации за-
данного функционала J
J [χ(·), T ] −→ inf . (12)
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Мы ограничимся рассмотрением только полиномиальных траекторий. Для






Проблему (8)–(12) вместе с условием (13) назовем квазиаппроксимацией
исходной проблемы.
2.2 Граничные условия
Ограничения (9) граничные для полинома (13). Из теории кратной
интерполяции известно, что полином минимальной степени, удовлетворя-
ющий данным условиям — полином Эрмита [6, 7], который в нашем случае
может быть записан следующим образом















(s− j)i+q(1− j − s)n+1.
Подставляя граничные условия в выражение (14), мы получаем








v0j, . . . , vmj
)
∈ GjT
Теперь любой полином (13), удовлетворяющий граничным условиям (9)
может быть единственным образом выражен через полином Эрмита:





2.3 Сведение к конечномерной задаче нелинейного про-
граммирования
Мы начинаем с выражений (15), (5) и (7). Предположим, что хотим
найти квазиоптимальную траеторию степени 2m+1+d, тогда рассмотрим
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векторные коэффициенты a = (a0, . . . , ad−1), ai ∈ Rl. В соответствии с (15)
χ (s | v, a) = χH (s | v) + sm+1(s− 1)m+1(a0 + . . .+ad−1sd−1), vj ∈ GjT . (16)
Выражение (16) представляет собой параметризацию всех полиномов сте-
пени не выше 2m + 1 + d среди тех, которые удовлетворяют граничным
условиям. Мы используем эту параметризацию чтобы свести исходную за-
дачу к конечномерной форме. Предположим, что в дополнение к (10) и
(11) следующее представление имеет место быть
GjT =
{
ξ ∈ Rl(m+1) |hj(ξ |T ) ≤ 0, rj(ξ |T ) = 0
}
.
Тогда исходная задача, в соответствии с изложенным выше, сводится к
форме
infa, v, T J [χ( · |v, a), T ] , (17)
Υ [q (Dnχ(s | v, a) |T )] Λk ≤ 0, Υ [w (Dnχ(s | v, a) |T )] = 0, (18)
f
(
Υ [Dnχ(s | v, a)] λki
∣∣ T) ≤ 0, g (Υ [Dnχ(s | v, a)] λki ∣∣ T) = 0,
hj(v
j |T ) ≤ 0, rj(vj |T ) = 0, (19)
k is fixed and big enough, i = 0, k,
λki is the i-th column of Λk, j = 0, 1,
a ∈ Rld, v = (v0, v1) ∈ R2(m+1)l, T ≥ 0.
Как можно заметить, проблема (17)–(19) — это задача нелинейного про-
граммирования. Число переменных по которым ведется минимизация —
ld + 2(m + 1)l + 1. Как показывает опыт использования данного метода,
для решения такой задачи разумно использовать метод SQP [10], кото-
рый сходится значительно быстрее нежели, к примеру, метод interior-point
[11]. Так же уточним, что приминительно к (18), можно проводить пре-
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образования и представлять левые части выражений как многочлены от
коэффициентов исходных многочленов, а умножение будет определяться
как операция свертки над последовательностью коэффициентов исходных
многочленов. Рассмотрим подробнее структуру данных ограничений.
2.4 Градиенты полиномиальных ограничений
Рассмотрим для примера ограничения типа неравенства из группы (18).
Так как q — полином, то он допускает представление с использованием
мультииндексной нотации





Положим x = x(s | a, v) = Dnχ(s | v, a), данное выражениие конструктив-
но, оно может быть вычислено на основании предыдущих результатов по-
средством операции дифференцирования и использования формулы (16).
Так как оператор Dn линеен, то x представим как сумма x = xh + xp,
где первое слагаемое соответствует полиному Эрмита и зависит только от
граничных условий, а второе слагаемое зависит только от векторных ко-
эффициентов ai. Перейдем от полиномов к матрицам их коэффициентов,




bσ ∗ γ∗σx ,
где γq = Υ[q(x(s | a, v))], γx = Υ[x(s | a, v)]. Звездочкой, как и ранее, обо-
значена операция свертки. Примем соглашение до конца данного пункта
— опускать звездочку для простоты записи. Далее неуказанные операции
умножения считаются операцией свертки, а также опустим явное указание
зависимостей. Используя обобщенный бином Ньютона, запишем ограниче-




















Операции суммирования в данном выражении можно поменять местами,
построив соответствующие множества Mq = ∪σ∈Sq{κ ≤ σ} и для каждого

















Видно, что ограничения имеют сложную полиномиальную структуру. Для
успешного решения задачи с такими ограничениями в общем случае, оп-
тимизационный алгоритм должен эффективно работать с невыпуклыми
функциями. Также данная форма представления ограничений удобна тем,
что мы провели разделение: выражение в скобках (матрица Aκ) зависит
только от финального времени и граничных условий, а выражение снару-
жи только от векторных коэффициентов ai. При таком представлении не
требуется пересчитывать выражение в скобках при поиске производных.
Это позволяет экономить количество операций при вычислении производ-
ных, так как все выражения в скобках должны быть вычислены на этапе
вычисления самого γq и могут быть использованы повторно. Найдем вид





















здесь γp,r — строка r матрицы γp, 1r — мультииндекс со всеми нулями,
кроме единицы в r-той позиции. Также обозначим многочлен ω = sm+1(s−
1)m+1, который обычно называют узловым для задачи построения полино-
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a0r2 + . . .+ a
i
r2












при этом r = r1 l+ r2 такое разложение использовано из-за блочной струк-












Среди производных (20) не равны нулю только производные при r ∈ Ij =
































czir = Υ [∂
zµir] .
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Напомним, что µir — многочлены из выражения (14) для полинома Эр-
мита. Таким образом осталось лишь домножить матрично получившийся
результат на Λk справа и будут найдены градиенты полиномиальных огра-
ничений, для остальных ограничений нахождение градиентов не состовля-




Приведем пример применения изложенного метода для построения
квазиоптимальной траектории посадки летательного аппарата с целью ми-
нимизации времени посадки. Ранее данная проблема была рассмотрена в
[13], Где была построена Эрмитова траектория, однако, фазовые ограниче-
ния проверялись в конечном числе точек, а между ними допустимость не
гарантировалась. 
ḣ = v sin(α),
v̇ = g (n1 − sin(α)) ,





ż = −v cos(α) sin(β),




Здесь h — высота полета, y — дальность, z — поперечное смещение, v — ско-
рость, α — угол наклона траектории, β — путевой угол, γ — угол крена, n1
— продольная перегрузка, n2 — поперечная перегрузка, g — ускорение сво-
бодного падения. В данной модели в качестве управляющего воздействия
рассматривается вектор [n1, n2, γ]
>. Заменой переменных t = Ts, s ∈ [0, 1]
и
u1 = n2 sin(γ), ξ1 = v sin(α), χ1 = h,
u2 = n2 cos(γ), ξ2 = v cos(α) cos(β), χ2 = y,
u3 = n1, ξ3 = v cos(α) sin(β), χ3 = z,








= B (∂χ)u, ∂χ22 + ∂χ
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. Легко убедиться, что B является
матрицей вращения, cледовательно, B не изменяет норму вектора управ-
ляющего воздействия u. Пусть на движение БПЛА накладываются огра-
ничения следующего вида, во-первых это ограничения в пространстве со-
стояний: 
C−v ≤ ‖χ̇‖ ≤ C+v ,
C−u ≤ ‖u‖ ≤ C+u ,
C−h ≤ χ1 ≤ C
+
h ,
на скорость полета, на управляющее воздействие и на высоту полета соот-
ветственно. Во-вторых граничные условия, которые состоят из начальных
и конечных условий, причем конечные условия могут зависеть от финаль-
ного времени 
χ(0) = Γ0,0, χ(T ) = Γ0,1(T ),
χ̇(0) = Γ1,0, χ̇(T ) = Γ1,1(T ),
χ̈(0) = Γ2,0, χ̈(T ) = Γ2,1(T ).
Переходя к дифференцированию по нормализированному времени s а так-
же подставляя управление из выражения (22) и возводя в квадрат норму,


















данные ограничения являются полиномиальными и определяют множество
с алгебраической границей в девятимерном пространстве, выпишем в яв-
ном виде полиномы, определяющие это множество









x26 − C+,2v ,






















x7 + 1 + C
+,2
u ,













q5(x |T ) = x1 − C+h ,
q6(x |T ) = C−h − x1. (23)
Тогда ограничения в пространстве состояний вместе с управляемой систе-
мой (22) являются непосредственно дифференциальным включением вида
D2χ ∈MpT = {x | q(x |T ) ≤ 0} .
Граничные условия после преобразования времени к нормализированно-
му и записи в виде граничного включения с одноточечным множеством
принимают форму
D2χ(j) ∈ GjT =
{(
Γ0,j, T Γ1,j, T 2 Γ2,j
)}
, j = 0, 1.
Таким образом, определяя функционал качества как финальное время
J [χ(·), T ] = T −→ inf,
приходим непосредственно к задаче вида, рассмотренного в предыдущей
главе работы, и, соответственно, представленный метод может быть ис-
пользован для поиска квазиоптимальной траектории.
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3.2 Вид задачи НЛП
Непосредственно для данной задачи можно вычислить базисные по-
линомы µij, фигурирующие в выражении (14) для полинома Эрмита,
µ00 = −6s5 + 15s4 − 10s3 + 1,














5 − 15s4 + 10s3,




s5 − s4 + 1
2
s3.
Тогда полином Эрмита в явном виде представляется как



















































T 2 Γ2,0s2 + T Γ1,0s+ Γ0,0.
Обозначим выражения в скобках перед степенью si как hi, напомним, что
это трехмерный вектор столбец который зависит от финального времени.






 h0 h1 h2 h3 h4 h5h1 2h2 3h3 4h4 5h5 0









, которая зависит, к примеру, от един-
ственного векторного коэффициента a0,
γp =
0 0 0 a
0 −3a0 3a0 −a0
0 0 3a0 −12a0 15a0 −6a0 0




Напомним, что при сложении данные матрицы дополняются справа ну-
лями, что находится в соответствии со сложением полиномов. В общем
случае, при большем количестве коэффициентов ai, матрица γp выглядит
намного сложнее и явное выражение для нее не приводится в виду громоз-
кости, тем не менее, однако, данная матрица может быть легко вычислена.
Допустим что мы переписали (23) в виде q =
∑
σ∈Sq bσ(T )x
σ, тогда в соот-




bσ ∗ (γh + γp)∗σ
 Λk ≤ 0.
Минимизация ведется по переменным a0, . . . , ad, T . Данную задачу нели-
нейного программирования будем решать с использоавнием метода SQP,
причем все необходимые производные были найдены с использованием ре-
зультатов предыдущей главы.
3.3 Численный эксперимент
Конкретизируем задачу, рассмотренную в предыдущем пункте. Пусть
требуется посадить БПЛА на платформу, движущуюся по кругу радиу-
сом 2 километра со скоростью 54 км/ч. В момент приземления скорость
БПЛА должна быть сонаправлена со скоростью платформы и равняться
по величине заданной посадочной скорости. В соответствии с данной по-
становкой, примем следующие параметры задачи указанные в таблице 1.
На рисунках 1 и 2 представлена визуализация процесса решения данной
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Таблица 1: Параметры задачи
Параметр Значение (диапазон) Единицы
C−u , C
+
u 0, 3 g
C−h , C
+
h 0, 5000 km
C−v , C
+




χ(0) [2, 10, 10] km
χ̇(0) [0, 270,−36] km/h
χ(T ) [0, R sin(ωT ), R cos(ωT )] km
χ̇(T ) [0, vl cos(ωT ),−vl sin(ωT )] km/h
χ̈(0), χ̈(T ) [0, 0, 0] km/h2
k for Λk 120 –
deg χ 14 –
задачи с использованием построенного метода и алгоритма SQP. Решение
заняло 260 шагов, каждый шаг соответствует серой траектории на визу-
ализации. Найденное минимальное значение финального времени — 82.06
секунды, степень полиномиальной траектории — 14, соответственно коли-
чество векторных параметров ai — 9, количество скалярных переменных
по которым велась оптимизация — 28. Все ограничения для найденной ква-
зиоптимальной траектории были выполнены.
Отдельный интерес представляет собой изучение зависимости опти-
мального значения финального времени от количества векторных пара-
метров. Для второго эксперимента была взята последовательность из 20
задач, для первой задачи использовался только один векторный коэффи-
циент, а далее с шагом единица добавлялись новые коэффициенты и за-
дача решалась заного, и так далее, пока количество коэффициентов не
стало равным 20. Добавление нового коэффициента позволяет улучшить
время посадки, но с ростом размерности это улучшение все менее заметно,
что можно обьяснить, во-первых, сложностью работы на задачах большой
размерности, а, во-вторых, наличием точной нижней грани для времени
посадки. На рисунке 3 изображена норма управления для каждой из 20
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Рис. 1: Визуализация процесса решения. Трехмерный вид. Найденное решение отме-
чено жирной черной линией. Серыми линиями отмечены траектории, соответствующие
шагам алгоритма SQP.
задач, причем, чем более красная линия, тем данное управление оптималь-
нее по временным затратам. На рисунке 4 указана зависимость найденного
наискорейшего времени посадки от количества векторных коэффициентов.
Как видно исходя из данного графика, нет особого смысла брать более 10
коэффициентов, что соответствует полиномиальной траектории 15 степе-
ни.
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Рис. 2: Визуализация процесса решения. Вид сверху.
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Рис. 3: Норма управления в зависимости от нормализированного времени s. Чем
краснее линия, тем оптимальнее управление.
















Рис. 4: Зависимость времени посадки от количества коэффициентов ai.
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Заключение
В данной работе был предложен метод сведения задач оптимального
управления, представленных в форме дифференциального включения с за-
данным граничным включением, к задаче нелинейного программирования
специального типа, причем метод сведения гарантирует допустимость тра-
ектории при выполнении ограничений задачи нелинейного программирова-
ния в конечномерном пространстве. В этом заключается основное преиму-
щество метода, в отличии от методов типа коллокаций, когда рассматрива-
ются интерполирующие функции заданные через промежуточные точки, в
предложенном методе оптимизация ведется по коэффициентам полинома,
который удовлетворяет граничному включению — это позволило нам ука-
зать достаточные конечномерные условия допустимости траектории. Как
уже было сказано, параметризация с помощью полинома Эрмита обеспе-
чивает точное выполнение граничных условий на траектории конструктив-
ным образом. Представленный метод подходит для случаев с невыпуклы-
ми ограничениями и позволяет выделить выпуклую часть отдельно. Если
множество дифференциального включения не представимо в виде пере-
сечения множества с алгебраической границей множества выпуклого, то
можно аппроксимировать это множество так, чтобы оно допускало такое
представление, от этой аппроксимации, однако, будет зависеть сохранится
ли достаточность ограничений задачи конечномерного программирования
для допустимости траектории в терминах исходной задачи. Этот вопрос
резонно решать для каждой задачи отдельно, так как его общее рассмот-
рение может быть достаточно громоздко. Изложенный метод проиллюстри-
рован на примере задачи посадки летательного аппарата на движущуюся
по заданному закону платформу. Эта задача является достаточно слож-
ной чтобы её решение с применением принципа максимума Понтрягина
было крайне затруднено, но, с другой стороны, данная задача хорошо ил-
люстрирует подход, когда не требуется находить экстремальное решение,
а нужно лишь получить возможность уменьшать время посадки до при-
емлемого значения посредством добавления дополнительных коэффици-
ентов и осуществления шагов методами наподобие SQP. Показано, что в
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рамках данной задачи и при заданных параметрах не имеет смысла стро-
ить полиномиальную траекторию выше 15 степени, так как это не влечет
практически никаких преимуществ по результрующему времени посадки,
и, напротив, может затруднить сходимость.
Список литературы
[1] Benson, D. A., Huntington, G. T. , Thorvaldsen, T. P. , Rao, A. V.:
Direct Trajectory Optimization and Costate Estimation via an Orthogonal
Collocation Method. J. Guid. Control Dyn. 6, 1435–1440 (2006)
[2] Mehne, H. H., Borzabadi, A. H.: A Numerical Method for Solving Optimal
Control Problems Using State Parametrization. Numer. Algorithm. 2,
165–169 (2006)
[3] Kafash, B., Delavarkhalafi, A., Karbassi, S. M.: Application of Chebyshev
Polynomials to Derive Efficient Algorithms for the Solution of Optimal
Control Problems. Sci. Iran. 3, 795–805 (2012)
[4] Seywald, H.: Trajectory Optimization Based on Differential Inclusion. J.
Guid. Control Dyn. 3, 480–487 (1994)
[5] Conway, B. A., Larson, K. M.: Collocation Versus Differential Inclusion in
Direct Optimization. J. Guid. Control Dyn. 5, 780–785 (1998)
[6] Hermite, M. Ch., Borchardt, M.: Sur la formule d’interpolation de
Lagrange. J. Reine Angew. Math. 84, 70–79 (1878)
[7] Uteshev, A. Yu., Tamasyan, G. Sh.: On the Problem of Polynomial
Interpolation with Multiple Nodes (In Russian). Vestnik of Saint
Petersburg University. Ser. 10. 3, 76–85 (2010)
[8] Lane, J. M., Riesenfeld, R. F.: Bounds on a Polynomial. BIT Numer.
Math. 1, 112–117 (1981)
[9] Rivlin, T. J.: Bounds on a Polynomial. J. Res. Natl. Bur. Stand. Sec. B:
Math. 1, 47–54 (1970)
31
[10] Nocedal, J., Wright, S. J.: Numerical Optimization, Second Edition.
Springer Series in Operations Research, Springer Verlag, New York (2006)
[11] Waltz, R. A., Morales, J. L., Nocedal, J., Orban, D.: An Interior Algorithm
for Nonlinear Optimization that Combines Line Search and Trust Region
Steps. Math. Program. 107, 391–408 (2006)
[12] Lorentz, G. G.: Bernstein Polynomials. University of Toronto Press,
Toronto (1953)
[13] Kanatnikov, A. N., Shmagina, E. A.: The Problem of Terminal Control of
Aircraft Movement (In Russian). In: Emelyanov, S. V., Korovina, S. K.
(eds.) Nonlinear Dynamics and Control, vol. 7, pp. 79-94. Fizmatlit,
Moscow (2010)
32
