Abstract. In recent years, data mining technology has gradually been used in various applications of medical systems. How to extract useful information from various complicated factors within medical records and use classification and prediction technology in data mining will become an important application of machine learning in medicine. The extracted knowledge and factors ranked by significance will provide physicians as the reference for making diagnostic decision before the costly and invasive therapy. Moreover, the establishment of disease and risk prediction model for patients is also a critical topic on disease and public health management. This study attempts to build the prediction model of risk behavior for psychiatric patients from the clinical data of cooperative hospitals, and the results show that support vector machine learning technique behaves superior to neural network and logistic regression in average with small sample situations.
Introduction
In recent years, social and economic environment changes which makes people's lifestyle varies and mental health institutions increase rapidly. The total number of bed including psychiatric acute and chronic hospitalizations, rehabilitation homes, and psychiatric homes is up to 40,276 based on the information from the Department of Health of the Executive Yuan, Taiwan. There were 9,434 full-time and part-time staff in the psychiatric medical team, of whom 6594 were mental health workers, accounting for 64.47% of all psychiatric medical physicians [1] . In the psychiatric working environment, cases of violence, agitation, attacks and even self-injury or suicidal behavior are not uncommon, which makes the medical team and nurses are under great pressure in such environment. Therefore, how to prevent and take precautions against dangerous behaviors of mental patients will be very helpful and critical to alleviate the pressure of work, reduce the turnover rate of clinical nurses and improve the confidence of family members of medical patients. This study will explore the feasible patterns with record, assessment and prediction methods for psychiatric patients, use machine learning technology to establish prediction models, and realize the impact of behavioral factors of psychiatric patients to provide reference to clinical staff and the competent authorities for human allocation and risk prevention.
Data mining is part of the so-called Knowledge Discovery in Databases (KDD) [2] , which uses a number of statistical analysis and modeling methods to find useful patterns and relationships from the data [3] - [4] . In general, data mining could include the following four functions: (1) Classification: In accordance with the analysis of the properties of different categories to be defined, classify the new instances to a group (class). (2) Estimation: According to the existing continuity of the value of the relevant attribute information, an unknown value of a property is obtained. For example, according to the credit applicant's education level, behavior of its credit card consumption can be estimated. Techniques used include statistical methods of correlation analysis and regression analysis. (3) Prediction: According to the object properties of the past observations, the future value of the property can be estimated. For example, the future of the credit card consumption can be predicted by the customer's credit card spending in the past. The techniques used include regression analysis, time series analysis and neural network-like methods. (4) Clustering: The heterogeneous samples are divided into several homogeneous groups (clusters). Homogeneous grouping is equivalent to segmentation in marketing terms, but it is assumed that segments are not defined in advance, and the segments are naturally generated in the data. The techniques used include k-means and agglomeration. Numerous studies have shown that data mining techniques can be used effectively in medical diagnosis [6] - [12] .
Method
In this study, we will consider the possibility of mixing type of risky behavior. The possible risk behaviors of patients with mental illness are: (1) Hallucinations delusional symptoms and grotesque behavior of patients. (2) (6) Patients with suicidal ideation and suicidal behavior. The patient's behavior pattern is first determined to the most possible one from the six scenarios above, then behavior prediction is conducted and interventions are determined by the medical physicians finally to achieve the best prevention effect. The research steps are depicted in figure 1 and described as follows: (a) Data collection: The information about the number of subjects with the inclusion conditions, exclusion conditions, and the informed consent form for the research are collected. The questionnaire are developed and distributed to the medical physicians for patient dataset preparation [5] . On the other hand, patients' medical records are also investigated and used to explore the probable pathogenesis.
(b) Data pre-processing: The data are integrated, summarized and transformed to binary form in this phase.
(c) Determination of models: The prediction model types are determined in this phase. The models adopted in this study include the multinomial logistic regression analysis, neural networks, and support vector machine.
(d) Model establishment and verification: The models are established by executing the developed codes writing by R. The parameters for best fitting the target class labels are found by comparing the error function output within various models. The derived models are verified by examining the efficiency resulting from the test dataset. The parameters to be evaluated includes the scalability, accuracy and computational time.
Experiment Study Dataset Description
The data set consist of 236 patients' records collected from Tai-An hospital located at Sanzhi, New Taipei City, Taiwan. Tai-An hospital is a psychiatric hospital with 80 beds, and patients with potential attack trend are also admitted for further treatment. Among the patient records, 128 are reported to have no risky behavior while the remaining 108 are not. The 108 records are classified into four classes as possible, assured, high risky and ultra-high risky according their historical record and daily behavior. In each simulation, about 2:1 ratio of non-risk versus risky records are randomly selected as the training set and test set. The 10-fold crossover validation scheme is adopted to validate and compare the prediction performance. The diagnostic variables of each patient's record consist of nine variables that are summarized in Table 1 . 
Evaluation Criteria
The performance of the prediction model can be validated by some parameters including accuracy (or error rate), computational time and scalability. The accuracy is calculated in terms of sensitivity and specificity. The computation time is calculated by averaging the 10-fold individual modeling time.
The scalability of the model can be examined by adjusting the sample size and ratio from all instances in the dataset. The confusion matrix showed in Table 2 can be used to derive the required parameters. It displays the count of correct/incorrect predictions, and compares the actual values in the test set with the predicted values in the train set. Once the number of predicted instance is counted into each entry of the table, these numbers will be used to derive the parameters as follows: Sensitivity = TP/(TP+FN) Specificity = TN/(FP+TN) Accuracy = (TP+TN)/(TP+FP+TN+FN)
Performance Study
The results of accuracy in different run are plotted in Figure 2 . In general, neural network model has the highest accuracy with Gaussian radial-based activation functions. On the other hand, support vector machine is superior to logistic regression because of its generalization and adaptation for small samples. To compare the computation time, the duration from modeling to verification is calculated and recorded given fixed accuracy. On contract to the previous result, the logistic regression behaves better than support vector machine, and neural network has the worst performance because of its high computation complexity. The comparison result of scalability for different modeling schemes is plotted in Figure 3 . As mentioned above, neural network always shows the highest cost in execution time to gain the optimal weighting parameter for lowest error function value. The result could be changed if the activation and bias function are adjusted with the goal of sub-optimal structure. Logistic regression has smaller execution time over all types sample size at the expense of accuracy. Support vector machine has the average performance with Gaussian kernel. 
Conclusion
This study attempts to discover the clinical decision-making problem using the data mining techniques. The prediction models of risk behavior for psychiatric patients are established and evaluated by real clinical dataset. Three models, including logistic regression, neural network and support vector machine are built. The simulation study shows that support vector machine has the average performance according to accuracy and computational cost. The result will have contribution to hospital safety management, early diagnosis of patient behavior, risk prevention and early warning under non-invasive diagnosis. Through this study, the result can be used for assessment of predictive model for physicians as the clinical application and seeking for the risk prevention strategies.
