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The major part of the brain’s energy budget (60%–80%) is devoted to its communication activities.
While inhibition is critical to brain function, relatively little attention has been paid to its metabolic
costs. Understanding how inhibitory interneurons contribute to brain energy consumption (brain
work) is not only of interest in understanding a fundamental aspect of brain function but also in
understanding functional brain imaging techniques which rely on measurements related to blood
flow and metabolism. Herein we examine issues relevant to an assessment of the work performed
by inhibitory interneurons in the service of brain function.Background
The brain of an average adult human represents about
2% of the body weight yet accounts for approximately
20% of the energy consumed. How this energy consump-
tion is apportioned among the cell types within the brain
and the various activities they perform is an area of active
research (cf. Fox and Raichle, 2007). This research has
been stimulated in large part by the rapidly increasing
use of functional imaging techniques like positron emis-
sion tomography (PET) and functional magnetic reso-
nance imaging (fMRI), which are based on measurements
of brain blood flow and metabolism. Most research, to
date, has focused on the role of glutamatergic principal
cells and astrocytes.
While glutamatergic principal cells comprise the major-
ity of cortical neurons, the remaining 15%–20% of the
population is inhibitory GABAergic interneurons (Sillito,
1984; Hendry et al., 1987; DeFelipe, 1993; Somogyi et al.,
1998; Markram et al., 2004). GABAergic interneurons
differ from principal cells in many ways, including their
dendritic organization, axonal connectivity, intrinsic bio-
physical properties, firing patterns, network activity, and
behavioral correlates (Freund and Buzsa´ki, 1996; Somo-
gyi et al., 1998; McBain and Fisahn, 2001; Somogyi and
Klausberger, 2005; Buzsa´ki et al., 2004; Markram et al.,
2004; Soltesz, 2006).
The dynamic partnership between principal cells and
interneurons (Figure 1A) ensures an overall homeostatic
regulation of global firing rates of neurons over extended
territories of the cerebral cortex yet allows for dramatic
changes in local excitability in short time windows, a re-
quirement for processing and sending messages and
modifying network connections. Coordinated inhibition
insures that excitatory trajectories are properly routed
and that competing cell assemblies are functionally segre-
gated. As a result, in response to the same input, a given
network can produce different output patterns at different
times, dependingon the stateof inhibition (Figures1B–1D).Interneuron-supported oscillations provide a temporal
context for the content represented by the spatio-tem-
poral discharge patterns of principal cells (cf. Buzsa´ki
and Chrobak, 1995; Salinas and Sejnowski, 2001).
While themany functions of both phasic and tonic inhibi-
tion are critical to brain operations, the energy they con-
sume has received far less attention than that afforded to
the excitatory effects of principal cells (cf. Heeger and
Ress, 2002; Attwell and Gibb, 2005; Raichle and Mintun,
2006). Below, we discuss the differences between excit-
atory and inhibitory networks and how their complex inter-
actions in the working brain may have important conse-
quences for the assessment of the metabolic expenditure
of neuronal computation.
In order to provide a proper context in which to under-
stand the role of interneurons in the genesis of the brain’s
energy consumption, we begin with a brief review of some
aspects of brain energy metabolism and circulation that
are relevant to an appraisal of the contribution of interneu-
rons to brain work. As well, we review the limited data
available on that portion of the brain’s energy budget at-
tributable to inhibition. Because of the incompleteness
of the latter, we then devote the remainder of this review
to a consideration of those properties of interneurons
and inhibition that should guide future work.
Brain Work
Recent appraisals of overall brain energy consumption us-
ing a variety of approaches have consistently indicated
that between 50% and 80% of the energy consumption
of the brain appears to be devoted to signaling associated
with the input and output activity of neurons (Sibson et al.,
1997, 1998; Ames, 2000; Attwell and Laughlin, 2001; Len-
nie, 2003). While the majority of the energy devoted to
signaling is committed to the activities of glutamate, a re-
cent NMR spectroscopy study in the rat neocortex sug-
gests that the contribution of GABA to the glutamate/glu-
tamine cycling (GABA can be converted to glutamate inNeuron 56, December 6, 2007 ª2007 Elsevier Inc. 771
Neuron
Reviewastrocytes) may account for 10%–15% of the total oxida-
tive metabolism (Patel et al., 2005).
Most of the energy needed for signaling is derived from
the metabolism of glucose to carbon dioxide and water
through a two-stage process beginning with glycolysis
and ending with oxidative phosphorylation. Traditionally,
these two processes have been viewed as acting in con-
cert with glycolysis providing the necessary substrate for
oxidative phosphorylation (i.e., pyruvate). It is the case,
however, that despite the presence of adequate brain ox-
ygenation, glycolysis occurs in excess of that needed to
provide substrate for oxidative phosphorylation. While
known for some time (Gibbs et al., 1942; Raichle et al.,
1970; Siesjo¨, 1978), the importance of this excess glycol-
ysis for normal brain function has been appreciated only
recently as the result of its unique association with the
metabolic demands incurred with increased cellular activ-
ity in the brain (Figure 2; Fox et al., 1988).
The identification of glycolysis as a unique component
of brain activity (cf. Raichle and Mintun, 2006) has stimu-
lated a reappraisal of the cell biology of brain energy me-
tabolism. Interest has centered on the astrocyte and its
role in the uptake of glutamate from the synapse. When
astrocytes are exposed to glutamate they exhibit a burst
in glycolysis but not when exposed to GABA (Chatton
et al., 2003). These data were interpreted to raise doubts
about the possibility that GABA-mediated inhibition will
be reflected in changes in the fMRI BOLD signal.
While the majority of the brain’s energy budget is de-
voted to ongoing (‘‘spontaneous’’) activity, most research
using functional imaging techniques have focused on
changes in brain energy consumption (Figure 2). When
measured in terms of blood flow or glucose utilization,
these changes usually range from 5% to 10% locally.772 Neuron 56, December 6, 2007 ª2007 Elsevier Inc.However, the ‘‘baseline versus task’’-related differences
may be even less in terms of local brain energy consump-
tion because glucose utilization (glycolysis) significantly
exceeds the changes in oxygen consumption (Figure 2).
Glycolysis produces only 6% of the energy realized
when glucose is fully metabolized to carbon dioxide and
water. It can be estimated that if glucose consumption in-
creases 10% locally in the brain, the increase in energy
consumption from its resting baseline can range from
1%, where there is no increase in oxygen consumption,
to 10%,where glucose is fullymetabolized to carbon diox-
ide and water. Because the imaging signal of fMRI is de-
pendent upon a local change in the amount of available
oxygen (Ogawa et al., 1990), it follows that a change in en-
ergy consumption that is fully supported by an increase in
oxidative phosphorylation will not be ‘‘seen’’ by fMRI. The
implication is that inhibitory functions, which may be sup-
portedmore by oxidative mechanisms than excitatory sig-
naling (see below), may remain undetected. It is therefore
critical to point out that assessing the relative contribu-
tions of glycolysis and oxidative phosphorylation requires
PET measurements of both oxygen consumption and
glucose utilization (Fox et al., 1988).
Independent of the methods used, it is important to un-
derstand how energy consumption is distributed in the
neuropil. Most studies suggest that the major metabolic
cost is in the excitatory input to cells (Schwartz et al.,
1979; Mata et al., 1980; Kadekaro et al., 1985; Nudo and
Masterton, 1986; Logothetis et al., 2001; Logothetis, 2003;
Logothetis and Wandell, 2004; Viswanathan and Free-
man, 2007) rather than in their output spikes, and the
cost of inhibitory inputs are often ignored. Illustrative in
this regard is the discordance between the tonic firing
rates of neurons in caudate-putamen versus globusFigure 1. The Relationship between Brain Energy Consumption and Neurophysiology Is Critically Dependent upon the Partnership
that Exists between Principal Cells (P) and Interneurons (i)
Both ‘‘spontaneous’’ ongoing (intrinsic) activity (A), which accounts for the largest fraction of the brain’s energy budget, and evoked activity are a
combination of excitation (glutamate) and inhibition (GABA).
(B) In the simplest (but nonrealistic) example of a change in activity resulting from an increase in glutamate release unopposed by a change in GABA,
EPSPs and spike output are well correlated and accompanied by an increase in energy consumption. However, parallel changes in GABA and glu-
tamate induce nonlinear responses in the system. For example, in the presence of an increase in somatic feed-forward inhibition (C) produced by
subcortical neurotransmitters (e.g., acetylcholine [Ach]) the same increase in glutamate release produces the same EPSPs as in (B), but the spike
output of the principal cell is decreased. The local energy consumption increases as in (B) despite the fact that the output of the principal cell has
not changed. An imaging method detecting only glutamate release-related metabolic activity cannot distinguish between (B) and (C) despite the dif-
ference in local computation and spike output.
(D) In the presence of dendritic inhibition (D), the quantity of glutamate released locally may be even greater than in (B) or (C), yet the output of the
principal cell, in this hypothetical case, is the same as in (C). Energy consumption related to the generation of EPSPs and the processing of glutamate
by astrocytes would clearly increase, possibly more than in (B) or (C). These examples serve to illustrate the dependence of brain imaging signals on
the energy demanding events associated with the input to both principal cells and interneurons. They also serve to alert researchers to the potential
complexity of comparing the output of principal cells (spikes) to changes in brain imaging signals.
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areas. Tonic discharge rates of medium spiny GABAergic
neurons in caudate-putamen are approximately 1 Hz,
whereas GABAergic neurons in globus pallidus that pro-
ject mainly to the thalamus exhibit sustained rates up to
60–80 Hz (Mink, 1996; Tepper et al., 2007). These firing-
rate differences should be contrasted with the metabolic
rates for glucose in these two structures, which showed
the opposite pattern in rats, cats, and monkeys, i.e.,
high in the caudate-putamen and low in the globus
pallidus (Sokoloff, 1984), in accordance with the stronger
glutamatergic innervation of caudate-putamen.
From the above experiments, one would expect that the
cost of the fast firing rate of cells in the globus pallidus to
be expressed in the energy consumption of the thalamus
where their GABAergic inhibitions are expressed. Consis-
tent with this prediction, variations in the firing rate of in-
hibitory cells in globus pallidus are positively correlated
with resting-state glucose metabolism in the thalamus
measured with PET and 18F-fluorodeoxyglucose (Eidel-
berg et al., 1997). Furthermore, lesions of globus pallidus
for the treatment of Parkinson’s disease led to a decrease
in glucose metabolism in the thalamus and an increase in
the supplementary motor area of the cerebral cortex to
which thalamic neurons project (Eidelberg et al., 1996).
Using PET measurements of blood flow, Hershey and col-
leagues (Hershey et al., 2003) furthered the above line of
research by examining the effect of subthalamic nucleus
(STN) stimulation in patients with implanted electrodes
placed for the treatment of Parkinson’s disease. They ob-
served an increase in blood flow in globus pallidus consis-
tent with the excitatory input from STN, accompanied by
an increase in blood flow in the thalamus attributed to
the inhibitory input from globus pallidus and a decrease
in the supplementary motor area.
Experiments in the neocortex also highlight the meta-
bolic demand of interneuron activity. In an early attempt
to assess the energy costs of task-evoked GABAergic
neurotransmission, Ackerman and colleagues (Acker-
mann et al., 1984) used 2-deoxyglucose tissue autoradi-ography (Sokoloff et al., 1977) to measure changes in
glucose metabolism and reported increased glucose me-
tabolism upon silencing of principal cells in the hippocam-
pus. They inferred that the stimulation-evoked increase in
energy consumption was due mainly to the firing of inter-
neurons and associated inhibition (see also Nudo and
Masterton, 1986). Because neither GABAergic inhibition
nor GABA neuron activity was measured directly in these
experiments, a causal role of interneurons and inhibition
could not be supported unequivocally. Nevertheless, in
a subsequent study, elegantly done with 2-deoxyglucose
labeling of immunocytochemically identified GABAergic
neurons in the somatosensory cortex of hamsters, glu-
cose metabolism was significantly stronger in GABAergic
neurons than in glutamatergic neurons (McCasland and
Hibbard, 1997).
Unfortunately, none of the studies reviewed above tell
us whether the energy requirements attributed to inhibi-
tion are provided by glycolysis alone, oxidative phosphor-
ylation, or some combination of the two. Without mea-
surements of oxygen consumption, the magnitude of
changes in brain energy consumption remains unknown.
Summarizing, the energy consumption of the brain is
largely devoted to its functional activity with up to 80%
devoted to signaling associated with the input and output
of neurons. Changes in energy consumption related to
evoked activity are small compared to the overall energy
budget. A contribution of inhibition to evoked changes in
functional brain activity is undoubtedly present, but its
magnitude remains to be determined. Because excitatory
principal cells and inhibitory interneurons contribute to dif-
ferent aspects of brain function and because the activity
patterns of the excitatory and inhibitory systemscandisso-
ciate in a task-dependentmanner, difference-basedmeta-
bolic changes can reflect activity shifts in either systems or
their complex interactions. A critical step in understanding
their respective contributions will require quantitative as-
sessment of glycolysis and oxidative phosphorylation.
Because of the incompleteness of data relating inhibi-
tion and brain work, we turn next to a more detailedFigure 2. Relationship between
Neuronal Activity and BOLD
An increase in brain activity involves an in-
crease in blood flow and glucose use, as illus-
trated when the visual system is stimulated
with a reversing annular checkerboard (A)
(data adapted from Fox et al., 1988). The de-
gree to which oxygen use increases is variable
but always less than the increase in glucose
utilization and blood flow. The fMRI BOLD
signal emerges as a marker of brain activity
because of the resulting increase in oxygen
availability and hemoglobin oxygenation, which
has a direct effect on the MRI magnet field
(Ogawa et al., 1990). If circumstances of in-
creased activity involved equal increases in
oxygen consumption, glucose utilization, and
blood flow then measurements of glucose utilization with 2-deoxyglucose would reveal a change but the fMRI BOLD signal would not (B). Is it pos-
sible that an increase in excitatory neurotransmission involves increases in blood and glucose utilization that are greater than the increase in oxygen
consumption but with an increase in inhibitory neurotransmission the three move in parallel? To date, the lack of rigorous experiments prevents one
from answering this question.Neuron 56, December 6, 2007 ª2007 Elsevier Inc. 773
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role of inhibition in brain function to highlight the potential
mechanisms of energy savings and expenditures of the
inhibitory system.
Basic Properties of Inhibitory Interneurons
Anatomical Features
The discussion that follows is mainly based on data
obtained from the hippocampus of the rat because quan-
titative neuroanatomical and physiological data on identi-
fied neurons are mainly available in this simple cortical
structure. However, the major conclusions should hold
for other cortical structures and species as well.
GABAergic interneurons in the hippocampus proper
(75,000 in CA1–3 combined) comprise 15%–20% of the
neuronal population, approximately a third of which inner-
vate the perisomatic region of pyramidal neurons (Freund
and Buzsa´ki, 1996). The total axon length of individual
interneurons is two to four times less than that of CA3
pyramidal cells (Li et al., 1994) and varies substantially
across the various groups: perisomatic basket and
chandelier cells (40–55 mm; 9,000-12,000 boutons), den-
drite-targeting interneurons (80–220 mm; 16,000-80,000
boutons), long-range interneurons (20–100 mm; 20,000-
25,000 boutons; Li et al., 1992, 1994; Sik et al., 1994,
1995, 1997; Jinno et al., 2007). Calculating the total length
of interneuron axons and the total number of inhibitory ter-
minals is difficult because the proportion of cells in the var-
ious interneuron classes is not known (Parra et al., 1998;
Somogyi et al., 1998; Buzsa´ki et al., 2004; Markram
et al., 2004). For the estimated 30,000–40,000 basket cells
in the rat hippocampus (Ribak et al., 1990) the total axon
length is approximately 1.5 km (i.e., 4% of the length of
the total axon arbor of CA3 pyramidal cells) with half a bil-
lion boutons (i.e., 5%–10% of the total). Assuming similar
average values for the remaining interneurons, the hippo-
campal interneuron population as a whole has to transmit
action potentials for over five to eight times less distance
than the pyramidal cell population (Li et al., 1994; Wittner
et al., 2007).
In addition, dendritic arbors of interneurons are shorter
than those of the principal cells. The cumulative length of
dendrites in a single CA1 pyramidal cell is approximately
12 mm, over which approximately 30,000 excitatory in-
puts are received (Megias et al., 2001), whereas interneu-
rons have shorter dendritic lengths (4 mm) and fewer
excitatory inputs (5,000–17,000; Gulya´s et al., 1999). Bas-
ket cells receive the largest number of excitatory inputs
(16,000) and a similar ratio of inhibitory and excitatory in-
puts (6% versus 94%) as pyramidal cells (Megias et al.,
2001; Gulya´s et al., 1999). Other interneurons have
a lower ratio of excitatory inputs (70%–80%; Gulya´s
et al., 1999).
In summary, because an ‘‘average’’ interneuron re-
ceives two to six times less excitatory inputs than an aver-
age pyramidal cell, an estimated 3%–10%of all excitatory
terminals innervate the GABAergic interneuron popula-
tion. Although similar quantitative data are not yet avail-774 Neuron 56, December 6, 2007 ª2007 Elsevier Inc.able for neocortical principal cells and interneurons, given
the comparable percentage representation of interneu-
rons in the neocortex, their similar anatomical divisions
and principal cell target domains, the above estimates
from the hippocampus are likely similar in the neocortex
(Somogyi et al., 1998; Somogyi and Klausberger, 2005;
Markram et al., 2004; Douglas and Martin, 2004). The
lower fraction of the excitatory inputs onto interneurons,
together with the shorter distances through which action
potentials should be conducted along axons and den-
drites, can be considered energy saving mechanisms in
interneurons (Sarpeshkar, 1998; Attwell and Laughlin,
2001; Laughlin and Sejnowski, 2003). However, these an-
atomical features should be contrasted to the differences
in the physiological activity of interneurons and pyramidal
cells.
Firing Patterns of Interneurons Are Different from
Those of Principal Neurons
The ‘‘resting’’ membrane potential of interneurons is sev-
eral mV less negative (i.e., closer to spike threshold) than
that of the principal cells (Fricker and Miles, 2000; Mark-
ram et al., 2004), reflecting further energy savings in inter-
neurons in the nonspiking state. However, this same prop-
erty will make interneurons respond more effectively to
inputs. In addition, the glutamatergic terminals on inter-
neuron dendrites are generally larger than on pyramidal
cells (Acsa´dy et al., 1998; Gulya´s et al., 1993). This is
translated to more effective transmission in several inter-
neuron types: rapid rise of depolarization, larger amplitude
EPSPs, and less frequent failures, compared to the gluta-
matergic synapses on principal cells (Miles, 1990; Gulya´s
et al., 1993; Jonas et al., 2004; Kraushaar and Jonas,
2000; Losonczy et al., 2004), although considerable vari-
ability exists among the various cortical interneuron clas-
ses (Reyes et al., 1998; Markram et al., 2004; Thomson
and Lamy, 2007). Due to the combination of these factors,
the same amount of glutamate released per terminal is
translated onto higher frequency spiking output in inter-
neurons. It is this higher frequency output of interneurons
that allows for a full control of the complex network oper-
ations performed by the principal neurons (Shadlen and
Newsome, 1998; Shu et al., 2003; Swadlow, 2003), de-
spite the low share of inhibitory synapses on cortical neu-
rons (6% hippocampus; Megias et al., 2001; estimated
16% in neocortex; Markram et al., 2004).
Elevated postsynaptic potentials and firing rates en-
hance metabolic costs. The pyramidal cell population in
the hippocampus can sustain long-term firing at an aver-
age rate of approximately 1.4 Hz, although individual neu-
rons can respond robustly for short periods (O’Keefe and
Nadel, 1978; Csicsvari et al., 1999, 2003; Hirase et al.,
2001; Dragoi et al., 2003; Wilson and McNaughton,
1994). The referred long-term rate is likely an overestimate
because the proportion of sampled but silent neurons in
any given behavioral situation is difficult to assess (Henze
et al., 2000). In contrast, putative basket and chandelier
interneurons, on average, discharge steadily at approxi-
mately 15 Hz, and the long-term discharge rates of other
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pyramidal cells (Kawaguchi and Kondo, 2002; Csicsvari
et al., 1999; Swadlow, 2003; Markram et al., 2004). There-
fore, the minority interneuron population with mostly local
connectivity in the hippocampus emits as many or more
spikes than all cortical principal cells combined with im-
portant metabolic consequences.
Similar quantitative comparisons are not available in the
neocortex, mainly because of the technical difficulties of
identifying the principal cell types and separating them
from the inhibitory groups in vivo. Estimates indicate that
interneurons, overall, may sustain three times higher firing
rates than principal cells (Markram et al., 2004). This ratio
is likely an underestimate for the following reasons: in the
neocortex, spike cost calculations include 4 Hz sustained
firing rates for an average pyramidal cell, a rate based pri-
marily on the activity of layer 5 pyramidal cells (Attwell and
Laughlin, 2001). However, averaged over neocortical
areas, pyramidal cells in layers 2, 3, and 6 make up
60%–70%of human neocortical principal neurons, where-
as large pyramidal cells of layer 5 and stellate cells of layer
4 constitute only about 10%–15% and 15%–25%, re-
spectively (Blinkov and Glezer, 1968). Single-cell record-
ings are strongly biased toward the much more active
layer 4 and 5 neurons and large-scale recordings in vari-
ous cortical regions provided a mean firing rate of 1.9 Hz
in deep layer neurons (Battaglia et al., 2004; Isomura
et al., 2006). This latter rate estimate is also biased be-
cause it includes unidentified interneurons as well. The
few studies that compared laminar-specific rates show
that the minority layer 4–5 cells may be two to four times
more active than the majority of pyramidal cells in the re-
maining layers (Swadlow, 1988; Krupa et al., 2004). In
this context, it is interesting to note that metabolic activity
in primary visual cortex of the monkey, as assessed by
2-DG autoradiography, is highest in layer 4 (Kennedy
et al., 1976).
On the basis of these considerations, the ratio of spiking
activity between neocortical excitatory principal cells and
inhibitory interneurons may be more similar to those in the
hippocampus than to the current estimates. In summary,
the higher firing rates of the minority interneuron popula-
tion may match the sparse firing of the majority principal
cells. Translated into target activity, an average cortical
neuron may experience the same numbers of IPSPs and
EPSPs on the time scale of seconds. However, as will
be discussed below, the energetic costs of excitation
and inhibition do not sum up linearly, and hence they can-
not be estimated in isolation.
Powering sustained high levels of cellular activity re-
quires maintained energy supplies. Indeed, the activity
of mitochondrial cytochrome-C oxidase, an activator of
ATP synthase, is three times higher in GABAergic neurons
in the striate cortex of the monkey than in the surrounding
pyramidal cells (Nie and Wong-Riley, 1995). Among the
GABAergic neuron types in the hippocampus, fast-firing
basket cells and long-range interneurons stain most
strongly for cytochrome-C (Gulya´s et al., 2006). In addi-tion, their beaded dendrites and large axon terminals pos-
sess a higher density of mitochondria than in pyramidal
neurons, emphasizing the importance of oxidative metab-
olism in sustained interneuron function.
Direct and IndirectMetabolic Costs of Interneuron
Operations
GABAergic control by the interneuron population is
achieved by two distinct mechanisms: action potential-
dependent or ‘‘phasic’’ inhibition and action potential-in-
dependent or ‘‘tonic’’ inhibition (Mody and Pearce, 2004;
Semyanov et al., 2004; Farrant and Nusser, 2005; Farrant
and Kaila, 2007). GABA, acting through GABAA receptors,
increases membrane permeability to Cl and HCO3
 ions
(Kaila, 1994). At lower frequencies, IPSPs rarely fail, in
contrast to the lower fidelity EPSPs on principal cells
(Tamas et al., 1997; Somogyi et al., 1998; Kraushaar and
Jonas, 2000). The functional consequence of GABAA re-
ceptor activation depends on the polarization level of the
postsynaptic membrane. Typically, the activity of chlo-
ride-extruding K-Cl co transporters (KCCs) such as
KCC2 (Rivera et al., 1999; Payne et al., 2003) creates
a transmembrane Cl gradient that is needed in the gener-
ation of hyperpolarizing postsynaptic responses. GABAA
channel activation also brings about a decrease in input
resistance of the target cell, known as ‘‘shunting’’ inhibi-
tion (Farrant and Kaila, 2007; Bartos et al., 2007). In the as-
sessment of the metabolic costs of these ’’direct’’ GABA
transmission mechanisms, one also needs to consider
the indirect effects of interneuron operations in maintain-
ing the dynamic equilibrium of network activity in the
in vivo brain.
Tonic Activity Mediated by GABA
Work during the past decade has shown that low (micro-
molar or nanomolar) concentrations of extracellular
GABA can persistently activate GABAA receptors to gen-
erate a tonic conductance. The tonic effect is mediated
mainly by high-affinity extrasynaptic receptors, containing
d subunits most often coassembled with a6 or a4 subunits
(cf. Farrant and Nusser, 2005; Farrant and Kaila, 2007).
The significance of the diffuse action of GABA is that the
time-integrated GABAergic current, and, consequently,
the persistently increasedmembrane conductance can be
several times larger than what is produced by synapse-
mediated IPSCs occurring at a frequency of 10 Hz (Mody
and Pearce, 2004). The ambient level of GABA, activating
the extrasynaptic receptors, is regulated by both neuronal
and glial GABA transporters. Nevertheless, the magnitude
of the tonic GABA effect is heterogeneous in different
types of neurons and is significantly larger in certain hippo-
campal interneurons than in principal cells (Semyanov
et al., 2004). Theextrasynaptic dsubunit-containing recep-
tors are also the main targets of neuroactive steroids
(Majewska, 1992; Stell et al., 2003; Maguire et al., 2005).
Finally, subcortical neurotransmitters often selectively tar-
get certain classes of interneurons. For example, seroto-
nergic terminals typically avoid parvalbumin-immunoreac-
tive basket cells and innervate mainly dendrite-targetingNeuron 56, December 6, 2007 ª2007 Elsevier Inc. 775
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which mechanism the activity of a given subcortical input
can engage specific subgroups of interneurons and, in
turn, target GABA receptors with specific subunit compo-
sition (cf. Freund, 2003). GABA released into the extrasyn-
aptic space is taken up by both neurons and astrocytes
by the membrane-bound GABA transporter (Semyanov
et al., 2004). In summary, tonic inhibition is slow and dif-
fuse, yet multiple mechanisms, especially GABA uptake
(Richerson and Wu, 2003), can regulate its effects both
temporally and spatially.
Indirect Effects of Inhibition on the Activity
of Principal Cells
Although further research is needed to assess the direct
metabolic costs of inhibition (Lauritzen, 2005), the indirect
effects of inhibition, expressed through changing the firing
rates and patterns of the principal cells, are easier to illus-
trate. Inhibition exerts a gain control on principal cell firing
by both phasic (Figure 1) and tonic mechanisms. Inhibition
can alter the membrane conductance and time constant
and, therefore, the temporal window over which excitatory
synaptic integration occurs (Pouille and Scanziani, 2001).
This is not simply a linear (additive) operation by shifting
the input-output excitability curve of principal cells to the
left or right but a change in the slope of the input-output
relationship because neuronal excitability depends on
the variability of input conductance (Semyanov et al.,
2004). The result is a hard-to-predict nonlinear relation-
ship between afferent excitation (glutamate release and
EPSPs) and output spiking. Oftentimes information is not
represented by firing changes of the neuronal population
but by changing the membership in cell assemblies,
which represent a constant fraction of the population
over time. For example, despite the robust changes in
firing rates of both principal cells and interneurons at the
ten milliseconds scale, the total firing rate of the hippo-
campal CA1 pyramidal cell population and several groups
of interneurons at the time scale of seconds remains
stable across the sleep-wake cycle, learning conditions,
network state changes, and even after long-term potenti-
ation (Csicsvari et al., 1999; Hirase et al., 2001; Dragoi
et al., 2003). What does change is the membership of neu-
rons in temporally defined cell assemblies and the spatio-
temporal combinatorics of assembly sequences (Harris
et al., 2003). On the other hand, subgroups of interneu-
rons, located in the CA1 stratum oriens-alveus, can
show as much as 50% increase in discharge rate during
theta frequency oscillations of the network (Csicsvari
et al., 1999), a state associated with increased attention,
arousal, exploration, and locomotion (cf. Buzsa´ki, 2002).
Despite the relatively constant firing rate of the principal
cell population across various conditions and states,
fMRI investigation can detect BOLD changes in the hippo-
campus in various tasks (Maguire et al., 1998; Zeineh
et al., 2003), indicating that neuroimaging signals and fir-
ing rates of principal cells are not simply interchangeable.
The lack of task-related firing-rate changes of the principal
cells has been reported in other systems as well. In the V2776 Neuron 56, December 6, 2007 ª2007 Elsevier Inc.cortex of primates, robust attention-mediated increases
were detected in the activity of putative interneurons but
only negligible changes in firing rates of principal cells
(Mitchell et al., 2007). The implication of these findings is
that while increased spiking of the principal cells corre-
lates with both the amount of released glutamate at the
terminals and the frequency of EPSPs at their targets,
the reverse may not be always true. Increased afferent ex-
citation/glutamate release and associated dendritic depo-
larization, reflected by quantitative changes of the EEG,
may result in increased output spiking of the principal
cells, no change in mean firing rate or even decreased
discharge output, depending on the state of inhibition
(Figure 1).
Coactive Inhibition and Excitation of Single
Neurons: Effect on Ion Fluxes
From the above summary, it follows that in the assess-
ment of themetabolic expenditure of inhibition, it is impor-
tant to distinguish between the direct or immediate ionic-
energetic consequences of GABA-mediated mechanisms
and the functional consequences of inhibitory transmis-
sion in intact neurons and networks. Synaptic transmis-
sion leads to dissipation of plasmalemmal ion gradients,
and their restoration by active transport mechanisms is
generally thought to be a major factor in the energy con-
sumption of the brain (Siesjo¨, 1978; Attwell and Laughlin,
2001; Erecinska and Silver, 1989). However, as will be
evident from the discussion below, it is not (either theoret-
ically or empirically) possible to estimate the energetic
costs of inhibition or excitation in isolation.
To illustrate our point, let us consider the total ion flux
associated with a given glutamatergic postsynaptic event
that activates a fixed number of ionotropic glutamate
receptors in a target neuron. In the absence of inhibition,
a certain number of Na+ ions will enter the cell across
the glutamate receptor channels, and the target neuron
will be depolarized. Now, if exactly the same glutamater-
gic conductance is evoked in the presence of GABAA
receptor-mediated inhibition, a seemingly paradoxical
consequence is that while the total flux of Na+ across glu-
tamate-gated channelswill be enhanced, there is a smaller
depolarizing effect on membrane potential. The key to this
‘‘paradox’’ is simple: the driving force for Na+ will be larger
in the presence of the coincident inhibition. It should be
noted that the situation is analogous if we consider a fixed
postsynaptic GABAA conductance in isolation and in the
presence of coincident excitation: in the latter case, the
target neuron will accumulate much more Cl than in
the former. An important conclusion from these elemen-
tary considerations based on ionic driving forces is that
the total ion fluxes and hence, the cost of both excitation
and inhibition at the level of a single target neuron is
increased if there is temporal overlap between the two
types of synaptic events.With coactive inhibition and exci-
tation, most of the total ion flux is electrically neutral
(based on the mutually neutralizing net influx of Na+ and
Cl). This will be discussed in more quantitative terms
below.
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on the background of high input resistance to generate an
IPSP, GABAA receptor-mediated net influx of Cl
 is negli-
gible, amounting to a net gain in the micromolar range of
Cl that is needed to charge up the membrane capaci-
tance close to the chloride equilibrium potential, ECl (Fig-
ure 3; see Kaila, 1994; Farrant and Kaila, 2007; Plonsey
and Barr, 2000). For a neuron in a real network, which re-
ceives inhibitory and excitatory signals simultaneously,
most of the coincident influx of Cl and Na+ will have an
electrically neutralizing action on each other (see above).
Hence, the total net ion fluxes will be orders of magnitude
higher than the capacitive current. The metabolic conse-
quences of simultaneous ionotropic excitation and inhibi-
tion can be best approached by examining the charge
transfer mediated by inhibition (Qi) and excitation (Qe),
by Cl and Na+, respectively. Because capacitive currents
Figure 3. Coactive Inhibition and Excitation Increases the
Amount of Net Influx of Cl and Na+ and the Consequent
Energetic Cost of Both Kinds of Postsynaptic Actions
(A1)When channels that are permeable for a single ion species only are
activated (depicted as conductance, G), the current that is needed to
charge the membrane capacitance Cm to the equilibrium potential of
this ion (E) is negligible. Hence, the net ion flux across the membrane
is very small. (A2) During coactive excitation and inhibition, glutamate-
and GABA-gated ion channels (GNa and GCl, respectively) are acti-
vated. A simultaneous influx of the oppositely charged Na+ and
Cl ions, driven by the ionic electrochemical gradients (Vm-ENa and
Vm-ECl), takes place. Therefore, most of the net influx of the Na
+
and Cl ions is electrically neutral (see Equation 1).
(B) Simplified scheme depicting channel and transporter mediated
ionic fluxes at excitatory and inhibitory synapses, where the net influx
of Cl and Na+ ions across glutamate- and GABA-gated ion channels
is counteracted by the K-Cl cotransporter KCC2 (or some other KCC
isoform) and by the Na-K ATPase. K+ accumulation by the Na-K AT-
Pase leads typically to values of EK of about 100 mV, which is a fun-
damental requirement for hyperpolarizing GABAergic inhibition: the K+
electrochemical gradient sets the driving force for Cl extrusion by
KCC2. Because the Na-K ATPase takes up two K+ ions for one cycle
of ATP hydrolysis, two Cl ions are extruded at the expense of one
ATP. Hence, one cycle of the Na-K pump that consumes one ATPmol-
ecule can offset the influx of twoCl ions and three Na+ ions. ‘‘Out’’ and
‘‘in’’ refer to the extracellular and intracellular compartments, respec-
tively. In (A2), the Hodgkin-Huxley convention of setting the polarities
of ENa and ECl was adopted.are negligible and bulk electroneutrality must prevail (i.e.,
Qi = Qe), the postsynaptic energy cost of inhibition is de-
pendent on coincident excitatory current mediated by ion-
otropic glutamate receptors. At the same time, the magni-
tude of the postsynaptic energy cost of glutamate
receptor activation is larger in the presence of inhibition.
Based on the equivalent circuit shown in Figure 3, a quan-
titative expression for the energy cost (W) of coincident in-
hibition (mediated by Cl) and excitation (mediated by




ðENa  EClÞ (1)
whereW refers to the work required to re-establish the ion
gradients that have been dissipated by the channel-medi-
ated conductive net fluxes (I = current, G = conductance,
E = equilibrium potential, and the subscripts refer to the
ionic species). It should be re-emphasized that Equation
1 gives the current that flows in the conductive loop at
steady state: the total ionic current I is not the net trans-
membrane current that affects Vm.
The above considerations imply that, in neurons em-
bedded in an active network, quantification of the energy
cost of inhibition or excitation is not meaningful in isola-
tion. Because the ‘‘direct’’ or immediate energetic cost
of a given GABAergic event is context-dependent, at-
tempts to design experiments to estimate the cost of inhi-
bition by pharmacological blockade of GABA (or gluta-
mate) transmission is not a satisfactory approach. As
already noted above, there is an exactly similar kind of
context-dependence of the metabolic costs of excitation.
It is worth emphasizing here that a pharmacological sep-
aration of the above kind is an invalid approach even at
the level of a single postsynaptic neuron—this is a funda-
mental point conveyed by Equation 1.
On the basis of Equation 1, one might predict that en-
hancing tonic GABAA receptor-mediated conductance
(see Farrant and Kaila, 2007) should lead to an increase
in the energy consumption as long as excitatory transmis-
sion is not severely damped. Here, it is interesting to note
that observations in normal human subjects using PET
have shown that administration of the specific GABAA
receptor agonist, 4, 5, 6, 7-tetrahydroisoxazolo[5,4-c]pyr-
idin-3-ol (THIP; an agonist known to induce a tonic GABA
conductance) leads to an increase in glucosemetabolism,
even though clinical and electroencephalographic moni-
toring showed a sedative effect and sleepiness after
drug administration (Peyron et al., 1994a). In temporal
lobe epilepsy patients, the THIP-induced increase of glu-
cose metabolism was highest in the electrically hypoac-
tive focus (Peyron et al., 1994b).
It appears that the main K-Cl cotransporter expressed
in cortical neurons, KCC2, that plays a key role in the
maintenance of the Cl electrochemical gradient in corti-
cal principal neurons (Rivera et al., 1999), is optimized
for minimizing neuronal energy consumption. The electro-
neutrality of K-Cl cotransport is notable here, because (byNeuron 56, December 6, 2007 ª2007 Elsevier Inc. 777
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changes in the membrane potential and consequent volt-
age-driven ion fluxes. In particular, because the KCC2
cotransporter operates at near-equilibrium (Payne et al.,
2003), it permits maximization of the energy harvested
from the K+ gradient to fuel the extrusion of Cl. At the
transporter-stochiometry level, extruding one Cl ion by
neuronal K-Cl cotransporters requires the ‘‘energy’’ of
one K+ ion (Figure 3). Here, it is also worth noting that
the substantial efflux of bicarbonate across GABAA recep-
tors (Kaila, 1994) will add a further component to the
electrically silent net influx of Cl and hence to the total
energy expenditure related to inhibition. This is because
the depolarizing driving force of HCO3
 is generated by
plasmalemmal ion transporters that control intracellular
pH (Kaila and Voipio, 1987), which is maintained at a
more alkaline steady-state level than what is predicted
on the basis of a passive distribution of HCO3
 (Chesler
and Kaila, 1992).
The present discussion focuses on ionotropic GABAer-
gic and glutamatergic transmission, but mutually neutral-
izing ion fluxes can arise from the coincident activation
of a number of different types of channels (or from a non-
ideal selectivity of a given channel type). Indeed, the fact
that large electrically silent ion fluxes exist in brain is evi-
dent from the large (mM range) activity-dependent shifts
of monovalent ions that can be detected under various
Figure 4. Along with Substances Released from Principal
Cells and Astrocytes, Interneurons Are Known to Exert
a Direct Control on Local Blood Supply
Their direct vasomotor effects are thought to be mediated by m5
muscarinic ACh receptor (dilatation) or 5-HT1B receptor (constriction).
Local microvessels are endowed with subtype-specific receptors for
vasoactive neuropeptides (VIP, NPY, or SOM) andNO (not shown) cor-
eleased fromGABAergic interneurons. Reprinted with permission from
Cauli et al. (2004), copyright 2004 by the Society for Neuroscience.778 Neuron 56, December 6, 2007 ª2007 Elsevier Inc.conditions (Nicholson, 1993; Voipio and Kaila, 2000;
Payne et al., 2003).
Further Interneuron Operations
There are other interneuron operations that should be
considered in the present context. Some dendrite-target-
ing interneurons may not modify the firing rates of pyrami-
dal cells significantly. Instead, they affect local computa-
tion by altering voltage- and NMDA receptor-mediated
Ca2+ influxes (Miles et al., 1996; Buzsa´ki et al., 1996; Schil-
ler and Schiller, 2001; Larkum et al., 1999). The metabolic
costs of intracellular Ca2+ surges and the absorption of
extracellular Ca2+ by glia are not well understood (Attwell
and Laughlin, 2001) but may be important (Lauritzen,
2005). It has been specifically suggested that synaptic
inhibition interferes with Ca2+-dependent production of
vasoactive substances in principal cells, such as nitric
oxide (NO), prostaglandins, and epoxyeicosatrienoic
acid (Lauritzen, 2005). However, the validity of this hypoth-
esis depends on the assumption that these substances
are present in pyramidal cells and can be released in suf-
ficient concentration to exert a vascular effect.
In addition to synaptic transmission, interneurons can
also communicate through electrical gap junctions (Ben-
nett and Zukin, 2004; Connors and Long, 2004; Traub
et al., 2004; Hestrin and Galarreta, 2005). In developing
brains, the roles of interneurons and the effects of GABA
are less understood. GABA can exert a depolarizing effect
on immature principal cell targets through GABAA recep-
tors (Ben-Ari, 2002; Farrant and Kaila, 2007). It is notewor-
thy that during certain developmental time windows, neu-
rons may show high expression levels of transporters that
extrude (KCC2; Rivera et al., 1999) and accumulate
(NKCC1; Sipila¨ et al., 2006) chloride. While this may
seem like a costly operation, it is necessary for a strict
control of the ‘‘set-point’’ of intracellular Cl. In addition,
the postsynaptic GABAergic currents have a much longer
duration in immature than in mature neurons (e.g., Vicini
et al., 2001). Although very little is understood about the
consequences of suchmechanisms for the imaged signal,
they can be important in the interpretation of images in
the developing brain (Volpe et al., 1983; Fair et al., 2007;
Colonnese et al., 2007).
Interneuron Control of Local Circulation
Even though increases in blood flow appear not to be
needed to deliver additional oxygen and glucose during
increases in brain activity (Mintun et al., 2001; Powers
et al., 1996; Raichle and Mintun, 2006), several neuromo-
dulators have been shown to directly affect local circula-
tion (Figure 4; cf. Iadecola, 2002; Hamel, 2006). Many of
these vasoactive neuromodulators are supplied by inter-
neurons, including vasoactive intestinal peptide (VIP),
somatostatin, calcitonin gene-related peptide (CGRP),
and neuropeptide Y (NPY; cf. Freund and Buzsa´ki, 1996).
Several interneuron species contain nicotinamide adenine
dinucleotide phosphate (NADPH)-diaphorase (Hamel,
2006), the synthesizing enzyme of nitric oxide (NO;
Neuron
ReviewVincent and Kimura, 1992). A characteristic feature of
some of these interneurons is the presence ‘‘drum
stick’’-like axon appendages, often found in the proximity
of microvessels and separated from the endothelium only
by the basal lamina and the thin processes of pericytes
(Sik et al., 1995; Estrada and DeFelipe, 1998; Iadecola,
2002; Iadecola et al., 1993; Vaucher et al., 2000). If ele-
vated discharge rate of interneurons is a prerequisite for
the release of these substances, local increase of blood
flow may occur irrespective of the direction of discharge
frequency in principal cells. An added complexity is that
interneuron-released substances exert opposite effects
on blood vessels, depending on the peptide content of
the active interneuron species.
The neurogliaform class of interneurons (Khazipov et al.,
1995; Kawaguchi, 1995; Hestrin and Armstrong, 1996;
Vida et al., 1998; Tamas et al., 2003) may be particularly
well suited for local blood flow regulation. These interneu-
rons, found in the hippocampus and in all layers of the
neocortex, give rise to an especially dense local axon
tree with thin branches. The branches have relatively few
boutons and, importantly, vesicles are found not only in
terminal boutons but also in axons far away from synaptic
specializations, suggesting nonsynaptic release of neuro-
transmitters and modulators. In addition to GABA, they
synthesize and release NPY and NO (Price et al., 2005).
Neurogliaform neurons are therefore ideally positioned
to affect local perfusion by integrating local excitatory in-
puts and releasing vasoactive substances.
In accordance with the above hypothesis, evoked dis-
charge of single interneurons in whole-cell recordings was
sufficient to either dilate or constrict neighboring micro-
vessels. The interneurons that inducedvasodilatationwere
subsequently characterized by single-cell polymerase
chain reaction (PCR) and revealed to express of VIP or
NOsynthase,whereas interneurons that inducedvasocon-
triction contained genes for SOM and NPY. Constriction
appeared spatially restricted, maximal at the level of neu-
rite apposition, andwasassociatedwith contractionof sur-
rounding smooth muscle cells, providing direct evidence
for interneural regulation of vascular sphincters (Cauli
et al., 2004). Themechanisms by which interneurons regu-
late the caliber of localmicrovessels is not well understood
(Zonta et al., 2003; Mulligan and MacVicar, 2004; Hirase
et al., 2004). Onemechanismmay be due to the enhanced
Ca2+ levels in astrocytes in response to elevated GABA
levels (Kanget al., 1998). Furthermore, VIP canamplify nor-
epinephrine-induced glycogenolysis in astrocytes, provid-
ing a local means of increasing glucose availability in a cell
that uses glycolysis to provide the energy for glutamate
removal from excitatory synapses (Magistretti et al., 1981).
In summary, because interneurons integrate the spiking
output of large numbers of principal cells and release va-
soactive substances in an activity-dependent manner,
they are ideally situated to exert local and differential con-
trol on microcirculation, and the metabolic responses to
changes in neuronal activity, especially excitatory neuro-
transmission.Conclusions
Research over the past several decades has revealed
a rather complex relationship between firing patterns of
neurons, metabolic activity, and the imaged signal. The
goal of our review has been to emphasize the distinct mor-
phological, connection, integration, and firing properties
of the cortical principal cell and the GABAergic interneu-
ron populations and their intricate relationship to each
other and to brain energetics. Because principal cells
and interneurons contribute to information processing in
fundamentally different ways, assessing their respective
share of brain work and contribution in brain images is
desirable.
Functional imaging continues to be the leading tool for
the investigation of systems level functions of the human
brain. As a measure of collective behavior of neuronal
populations, it provides essential information about the
modes of operations in distinct networks. However, these
signals should not be regarded as a surrogate measure of
neuronal spiking or a substitute of cellular resolution neu-
rophysiological methods. Rather, they provide important
complementary information. Furthermore, glucose con-
sumption and blood flow alone cannot distinguish be-
tween nonoxidative glycolysis and mitochondrium-driven
phosphorylation. A measurement of oxygen consumption
must also be made to obtain a complete picture of the
metabolic consequences of a change in brain activity.
By knowing the contribution of principal cell and interneu-
ron activity and their interactions to these distinct energy
generating mechanisms one can begin to design para-
digms to assess quantitatively the share of the GABAergic
interneuron system and its context-dependent effects.ACKNOWLEDGMENTS
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