The paper develops some of the conclusions, reached in Floridi (2007), concerning the future developments of Information and Communication Technologies (ICTs) and their impact on our lives. The two main theses supported in that article were that, as the information society develops, the threshold between online and offline is becoming increasingly blurred, and that, once there won't be any significant difference, we shall gradually re-conceptualise ourselves not as cyborgs but rather as inforgs, i.e. socially connected, informational organisms. In this paper, I look at the development of the so-called Semantic Web and Web 2.0 from this perspective and try to forecast their future. Regarding the Semantic Web, I argue that it is a clear and well-defined project, which, despite some authoritative views to the contrary, is not a promising reality and will probably fail in the same way AI has failed in the past. Regarding Web 2.0, I argue that, although it is a rather ill-defined project, which lacks a clear explanation of its nature and scope, it does have the potentiality of becoming a success (and indeed it is already, as part of the new phenomenon of Cloud Computing) because it leverages the only semantic engines available so far in nature, us. I conclude by suggesting what other changes might be expected in the future of our digital environment.
Introduction
What is the next stage in the development of the Web? At least since the dot-com mess, the question has kept pundits and techno-fans on their toes. The recent reshaping of the industry, with the blog-sphere coming to maturity (The Economist, 2008) has only increased the pressure. Recently, two distinct answers have gradually emerged from the rather vociferous and noisy market of ideas: one, unmistakeably Berners-Lee's, advocates the Semantic Web, the other, easily recognisable as O'Reilly's, supports the so-called Web 2.0. As usual, philosophers have been rather quiet on the issue, but it is time to break the silence and take sides. This is what I intend to do in this paper.
In the following pages, I will defend a fairly simple thesis. Semantic Web applications are either exciting science fiction (when "semantic" in Semantic Web is taken seriously) or realistic trivialities (what I shall call the MetaSyntactic Web), whereas it is unclear what Web 2.0 applications really amount to, but they do capture an actual novelty in the current development of online technologies, for they take full advantage of the semantic and collaborative capacities of human users in order to improve and expand the infosphere (http://en.wikipedia.org/wiki/Infosphere). More specifically, in section two, I will argue that the Semantic Web is a clear and well-defined project, which is most definitely not a promising reality, despite some authoritative views to the contrary (e.g., Berners-Lee and Fischetti 1999). I will highlight some of its main problems in section three and argue that the Semantic Web, if taken seriously, will fail in the same way as AI has failed in the past. In section four, I will argue that Web 2.0 (O'Reilly 2006) is a rather ill-defined idea, lacking a clear explanation of its nature and scope. However, I will also argue that current critics, such as Berners-Lee (Anderson 2006) , may be compared to detractors of non-AI solutions to problems once interpreted as AI-solvable, such as John McCarthy (1997) , who was disappointed by Deep Blue and its ability to win against Kasparov, despite having the intelligence of a toaster. In section five, I will defend the view that, precisely because the Web 2.0 is not the Semantic Web, this is one reason why it is succeeding. For, once the ontological nature of Web 2.0 is made explicit and precise, it can be shown to be a very promising reality, which best captures the future development of current ICTs, since it leverages the only semantic engines available so far in the universe, us, and our social capacities to collaborate cumulatively. In section six, I will comment on how the philosophy of information may help us to understand current technological developments in the information society. I will conclude by briefly commenting on the process of defragmentation of the infosphere in section seven.
What is the Semantic Web?
The Wars's C-3PO.
[In] The Semantic Web […] information is given well-defined meaning, […] as machines become much better able to process and "understand" the data that they merely display at present. […] To date, the Web has developed most rapidly as a medium of documents for people rather than for data and information that can be processed automatically. The Semantic Web aims to make up for this.
The challenge of the Semantic Web, therefore, is to provide a language that expresses both data and rules for reasoning about the data and that allows rules from any existing knowledge-representation system to be exported onto the Web.
Adding logic to the Web-the means to use rules to make inferences, choose courses of action and answer questions-is the task before the Semantic Web community at the moment. A mixture of mathematical and engineering decisions complicate this task. The logic must be powerful enough to describe complex properties of objects but not so powerful that agents can be tricked by being asked to consider a paradox. Fortunately, a large majority of the information we want to express is along the lines of "a hex-head bolt is a type of machine bolt," which is readily written in existing languages with a little extra vocabulary.
The Semantic Web will enable machines to comprehend semantic documents and data, not human speech and writings.
Meaning is expressed by RDF [resource description framework], which encodes it in sets of triples, each triple being rather like the subject, verb and object of an elementary sentence. These triples can be written using XML tags. In RDF, a document makes assertions that particular things (people, Web pages or whatever) have properties (such as "is a sister of," "is the author of") with certain values (another person, another Web page). This structure turns out to be a natural way to describe the vast majority of the data processed by machines. Subject and object are each identified by a Universal Resource Identifier (URI), just as used in a link on a Web page.
Human language thrives when using the same term to mean somewhat different things, but automation does not. […] Using a different URI for each specific concept solves that problem. An address that is a mailing address can be distinguished from one that is a street address, and both can be distinguished from an address that is a speech.
It all makes for fast-paced and exciting reading, full of promises. It is representative of the literature on the Semantic Web. And yet, it is very far from the more cautious and austere perspective endorsed by the World Wide Web Consortium (W3C), which describes the Semantic Web as (emphasis added):
A common framework that allows data to be shared and reused across application, enterprise, and community boundaries. 2) When ambitious, the Semantic Web relies on Strong AI and therefore it is technically unfeasible. But when they try to be more realistic, supporters of the Semantic Web confuse technical feasibility (it can be done in principle) with achievable success (the goals for which the technology is going to be deployed can be reached). One only needs to consider that supersonic civil aviation is still perfectly feasible, yet Concorde was retired in 2003 and there are no serious plans to resurrect supersonic flights. Money may not be an issue (although the current financial downturn does not bode well for large IT projects), yet we should consider very carefully whether we wish to invest in a "Semantic Concorde": some ideas won't fly, no matter how many resources are thrown at them.
3) When modest, the idea of a Semantic Web is much older. As Shadbolt et al. (2006) The Dublin Core metadata element set is a standard for cross-domain information resource description.
It provides a simple and standardised set of conventions for describing things online in ways that make them easier to find. Dublin Core is widely used to describe digital materials such as video, sound,
image, text, and composite media like web pages. Implementations of Dublin Core typically make use of XML and are Resource Description Framework based (Wikipedia, "Dublin Core", retrieved 31
October 2008).
It all boils down to dumb taxonomy. No intelligent automatization of semantic processing is envisioned and rightly so.
5) The Return of the AI Zombie. This is a common mistake that seems to be impossible to eradicate once and for all. It consists in confusing the successful climbing of a hill as just the first step towards the moon, instead of the end of the journey. True, ontologies and expert systems have their successful applications in specific contexts, e.g. specific areas in e-science or commerce, but it is fanciful to extrapolate from this a success story applicable to the whole web. To be fair, O'Reilly was a bit more precise:
Web 2.0 is the network as platform, spanning all connected devices. Web 2.0 applications are those that make the most of the intrinsic advantages of that platform: delivering software as a continually-updated service that gets better the more people use it, consuming and remixing data from multiple sources, including individual users, while providing their own data and services in a form that allows remixing by others, creating network effects through an 'architecture of participation', and going beyond the page metaphor of Web 1.0 to deliver rich user experiences. and may further require at least some form of justification and understanding). However, artificial agents -including everyday software and, as far as current scientific knowledge is concerned, any conceivable software that may be developed in the future -are syntactic engines, which cannot process meaningful data, i.e. information as content, only data at lower-or higher-level. So, the Semantic Web is largely mere hype: we have seen, for example, that XML is a data description language, no information is or can be involved. On the contrary, humans are the only semantic engines available, the ghosts in the machines. So Web 2.0 is the Web created by semantic engines for semantic engines, by relying on the contribution of legions of users. As an illustration, consider folksonomies.
A folksonomy (from folk and taxonomy) is the (aggregated result of) the social practice of producing information (metainformation, to be precise) about other information (e.g., a photograph) through collaborative classification, known as social tagging (e.g., the 
Conclusion
The previous interpretation of the future of the web (see Figure 2 ) outlines a broad scenario, according to which humans as social inforgs will inhabit an infosphere increasingly boundless, seamless, synchronized (time), delocalised (space) and correlated (interactions). It is an environment based on the gradual accrual and transmission of semantics through time by generations of inforgs. A collaborative effort to save and improve meaning for future refinement and reuse: this "green policy" is the last point on which I would like to comment. what humanity has been able to achieve in the area of management of material and energy resources and shaping of the physical environment. The information revolution (Floridi forthcoming) that we are experiencing today is partly explainable in terms of redressing such a lack of balance. Information and Communication Technologies have reached a stage when they might guarantee the stable presence, the steady accumulation and growth, and the increasing usability of our semantic humus. The good news is that building the infosphere as a friendly environment for future generations is becoming easier. The bad news is that, for the foreseeable future, the responsibility for such a gigantic task will remain totally human. 
