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Abstract
We consider the distributed optimization problem for the sum
of convex functions where the underlying communications net-
work connecting agents at each time is drawn at random from a
collection of directed graphs. Building on an earlier work [15],
where a modified version of the subgradient-push algorithm is
shown to be almost surely convergent to an optimizer on se-
quences of random directed graphs, we find an upper bound of
the order of ∼ O( 1√
t
) on the convergence rate of our proposed al-
gorithm, establishing the first convergence bound in such random
settings.
1 Introduction
Distributed optimization of a sum of convex functions is concerned with
solving the following problem: a network of nodes V = {v1, v2, ..., vn},
each having access to a private local convex function fi : R
d → R, aim
to solve the minimization problem
minimize F (z) ,
n∑
i=1
fi(z), z ∈ R
d, (1)
in a distributed manner, i.e., only by exchanging limited information
on their estimate of the optimizer. We consider a communication layer
∗This note is primarily written as a research announcement on arXiv; a complete
version, combined with an extended version of [15], will appear elsewhere.
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between the nodes and at each time t ≥ 0, nodes can exchange in-
formation about their state, that is their local estimate of a solution
of (1). We are seeking for an algorithm where each node utilizes the
private local convex function along with the estimates received from its
neighbours to solve (1). The importance of the problem stems from
its applications in a variety of contexts, ranging from sensor localiza-
tion [2] and distributed electricity generation and smart grids [1], [3] to
statistical learning [11].
The main purpose of this note is to complete a missing part of
an earlier work [15], by providing some convergence rate results, and
for this reason, we avoid surveying the related literature in details. A
complete and combined version of this work along with [15] will appear
elsewhere.
1.1 Mathematical Preliminaries
Let R denote the set of real numbers, and let R≥0 and Z≥0 denote the
set of non-negative real numbers and integers, respectively. For a set
A, we write S ⊂ A if S is a proper subset of A, and we call the empty
set and A trivial subsets of A. The complement of S is denoted by Sc.
Let |S| denote the cardinality of a finite set S. We view all vectors
in Rn as column vectors, where n is a positive integer. We denote by
‖ · ‖ and ‖ · ‖1, the standard Euclidean norm and the 1-norm on R
n,
respectively. The notation A′ and v′ will refer to the transpose of the
matrix A and the vector v, respectively. We use Rn×n≥0 to denote the
set of n × n non-negative real-valued matrices. A matrix A ∈ Rn×n≥0
is column-stochastic if each of its columns sums to 1; row-stochastic
matrices are defined similarly, and when both conditions are satisfied,
we refer to A as doubly stochastic. For a given A ∈ Rn×n≥0 and any
nontrivial S ⊂ [n] , {1, , . . . , n}, we define ASSc ,
∑
i∈S,j∈Sc Aij.
1.1.1 Graph theory
A (weighted) directed graph G , (V, E ,W ) consists of a node set
V , {v1, v2, . . . , vn}, an edge set E ⊆ V × V, and a weighted adjacency
matrix W ∈ Rn×n≥0 , withWji > 0 if and only if (vi, vj) ∈ E , in which case
we say that vi is connected to vj . Similarly, given a matrix W ∈ R
n×n
≥0 ,
one can associate to W a directed graph G = (V, E), where (vi, vj) ∈ E
if and only ifWji > 0, and henceW is the corresponding weighted adja-
cency matrix forG. The in-neighbors and the out-neighbors of vi are the
sets of nodes N ini = {j ∈ [n] :Wij > 0} and N
out
i = {j ∈ [n] : Wji > 0},
respectively. The out-degree of vi is di = |N
out
i |; we simply drop the in
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and out indices when the graph is undirected. In the directed graph
G = (V, E ,W ), a path is a sequence of distinct nodes vi1 , . . . , vik for
some k ∈ [n] such that (vij , vij+1) ∈ E for all j ∈ [k − 1]. A directed
graph is strongly connected if there is a path between any pair of nodes.
If the directed graph G = (V, E ,W ) is strongly connected, we say that
W is irreducible. For graphs G1 = (V, E1) and G2 = (V, E2) on the
node set V, G = G1 ∪G2 is the graph on the node set V with the edge
set E = E1 ∪ E2.
1.1.2 Sequences of random column-stochastic matrices
Let Sn be the set of n× n column-stochastic matrices, and let FSn de-
note the Borel σ-algebra on Sn. Given a probability space (Ω,B, µ),
a measurable function W : (Ω,B, µ)→ (Sn,FSn) is called a random
column-stochastic matrix, and a sequence {W (t)} of such measurable
functions on (Ω,B, µ) is called a random column-stochastic matrix se-
quence; throughout, we assume that t ∈ Z≥0. Note that for any ω ∈ Ω,
one can associate a sequence of directed graphs {G(t)(ω)} to {W (t)(ω)},
where (vi, vj) ∈ E(t)(ω) if and only if Wji(t)(ω) > 0. This in turn de-
fines a sequence of random directed graphs on V = {v1, . . . , vn}, which
we denote by {G(t)}.
1.2 Push-sum Algorithm
Let us present the push-sum dynamics, introduced in [6], formally: con-
sider a network of nodes V = {v1, v2, . . . , vn}, where node vi ∈ V has an
initial state xi(0) ∈ R. The push-sum algorithm is defined as follows.
Each node vi maintains and updates, at each time t ≥ 0, two state vari-
ables xi(t) and yi(t). The first state variable is initialized to xi(0) and
the second one is initialized to yi(0) = 1, for all i ∈ [n]. At time t ≥ 0,
node vi sends
xi(t)
di(t)
and yi(t)
di(t)
to its out-neighbors in the random directed
graph G(t) = (V, E(t),W (t)), which we assume to contain self-loops
at all nodes for all t ≥ 0. At time (t + 1), node vi updates its state
variables according to
xi(t+ 1) =
∑
j∈N ini (t)
xj(t)
dj(t)
,
yi(t+ 1) =
∑
j∈N ini (t)
yj(t)
dj(t)
,
zi(t+ 1) =
xi(t+ 1)
yi(t+ 1)
. (2)
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Here, zi(t+1) is the estimate by node vi of the average x¯ =
1
n
∑n
i=1 xi(0).
As a by-product, in [9], it is shown that as long as the sequence of
graphs satisfies some uniform strong connectivity over time, the state
zi(t) is guaranteed to converge to x¯ for all i; in fact, one can obtain
convergence rates. In a recent work [14], we established an ergodicity
criterion for the sequence of column-stochastic matrices corresponding
to the push-sum protocol, and demonstrated that a large class of time-
varying sequences of random directed graphs satisfies such conditions.
Applying this result to a random sequence of graphs generated using
a time-varying B-irreducible probability matrix, we obtained the first
known convergence rates for the push-sum algorithm in random set-
tings. It turns out that pairing the push-sum protocol (2) with subgra-
dient flow leads to a distributed algorithm with guaranteed convergence
to a solution of (1), when the directed graph is time-varying but sat-
isfies some uniform strong connectivity. It is shown in [10, Remark 5]
that in the particular case where the graph is undirected, the results
are actually extendable to random settings. This being said, extending
such results to general random directed graphs, as demonstrated in our
previous work [15] and also here, is highly non-trivial.
2 Statement of the Problem
Consider the distributed optimization problem (1). Suppose now that
the communication layer between nodes at discrete time instances t ≥ 0
is specified by a sequence of random directed graphs {G(t)}. Start-
ing with some initial estimate of an optimal solution, at each time t,
each node communicates with its neighbors in G(t): sends its values
to its out-neighbors and updates its values according to those of its
in-neighbors. We assume that the set of optimal solutions is nonempty.
One standing assumption throughout this paper is that each node
knows its out-degree at every time, which is shown to be necessary
in [5]. Our main objective in [15] was to show that a modified version
of the so-called subgradient-push algorithm successfully accomplishes
the task of minimizing F (z) in a distributed fashion, and under the
assumption that the communication network is directed and random.
This key point distinguishes our work from the existing results in the
literature [7], [8], [9], [12], [13]. We complete this work by providing
convergence rate results.
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3 Modified Subgradient-Push Algorithm
In the subgradient-push (SP) algorithm, each node vi maintains and
updates, at each time t ≥ 0, two vector variables xi(t),wi(t) ∈ R
d as
well as a scalar variable yi(t) ∈ R. For each i ∈ [n], the vector xi(0) is
initialized to the estimate of an optimal solution of node vi and yi(0)
is initialized to 1, i.e., yi(0) = 1. At time t ≥ 0, node vi sends xi(t)
and yi(t) to its out-neighbors in the directed graph of the available
communication channels G¯(t) = (V, E¯(t)), which is assumed to contain
self-loops at all nodes. At time (t + 1), node vi updates its variables
according to
wi(t+ 1) =
∑
j∈N¯ ini (t)
xj(t)
d¯j(t)
,
yi(t+ 1) =
∑
j∈N¯ in
i
(t)
yj(t)
d¯j(t)
,
zi(t+ 1) =
wi(t+ 1)
yi(t+ 1)
,
xi(t+ 1) = wi(t+ 1)− α(t+ 1)gi(t+ 1), (3)
where gi(t + 1) is a subgradient of the convex function fi at zi(t + 1)
and α(t) = 1
tγ
for some 0.5 < γ < 1. For this choice if α(t) we have
∞∑
t=1
α(t) =∞, and
∞∑
t=1
α2(t) <∞.
At each time t, zi(t) is the estimate by node vi of a minimizer of F (z).
For each i ∈ [n], N¯ ini (t) is the set of in-neighbors of vi and d¯i(t) is
its out-degree in G¯(t). We assume that all functions fi are Lipschitz
continuous, i.e., for all i ∈ [n] there exists Li such that ‖gi‖ ≤ Li. For
our future analysis we define L =
∑n
i=1 Li.
As shown in for example [7], in undirected settings, or directed set-
tings with doubly stochastic weighting, the same algorithm can be used
along sample paths and that leads to a convergence result in expecta-
tion. Now, one hopes to prove a similar result for (3) in random settings,
with an important caveat that this algorithm heavily relies on division
of two correlated random variables. More importantly, the proof of the
convergence in deterministic settings heavily relies on bounding the de-
nominator away from zero. This issue makes it impossible to carry the
analysis of [14] to random setting. The main novelty of this work is to
modify this algorithm, while still using its useful features; this is what
we describe next.
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3.1 The Modified Subgradient-Push Algorithm
Here we introduce the modified subgradient-push algorithm (MSP).
In the MSP algorithm, each node vi ∈ V sends its values to its out-
neighbors in G¯(t) only if yi(t) ≥
1
n2n
. In this sense, at time t node vi
only receives information from the subset N ini (t) ⊆ N¯
in
i (t) of its in-
neighbors given by
N ini (t) = N¯
in
i (t)\{vj | yj(t) <
1
n2n
}.
Indeed, this construction induces an effective communication network
graph G(t) = (V, E(t),W (t)) at time t with the same set of nodes as
G¯(t) and the set of edges E(t) ⊆ E¯(t). Similar to the SP algorithm, the
MSP algorithm is given as
wi(t+ 1) =
∑
j∈N ini (t)
xj(t)
dj(t)
,
yi(t+ 1) =
∑
j∈N ini (t)
yj(t)
dj(t)
,
zi(t+ 1) =
wi(t+ 1)
yi(t+ 1)
,
xi(t+ 1) = wi(t+ 1)− α(t+ 1)gi(t+ 1), (4)
where N¯ ini (t) is replaced with N
in
i (t) for all i ∈ [n] and t ≥ 0. Here
the di(t) are the out-degrees of nodes in the effective communication
network graph G(t). Throughout this article, whenever we write G(t),
or N ini (t), we refer to the subgraph of G¯(t) resulting from this modifi-
cation.
4 Random Setting and Main Result
We next state our assumptions on the sequence of random graphs; as
we mentioned in Section 3.1, we denote by G¯(t) = (V, E¯(t)) the graph
of the available communication channels and by G(t) = (V, E(t),W (t))
the communication network graph utilized by the nodes at time t.
Assumption 1. Let G = {G¯1, G¯2, . . . , G¯2n2−n} be the set of all the
possible graphs of available communication channels on the node set V
with self-loops at all nodes. We assume that the sequence of realized
available communication graphs {G¯(t)} satisfies:
(i) at each time t ≥ 0, the corresponding graph for communications
is G¯b with probability P(G¯(t) = G¯b) = pb, where b ∈ [2
n2−n];
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(ii)
⋃
b:pb>0
G¯b is strongly connected;
(iii) the graphs G¯(t) are independent of each other.
This assumption states that the graphs of available communication
channels are drawn independently and from the set of all possible graphs
on the node set V with self-loops at all nodes. Note that part (ii)
imposes a mild connectivity assumption on this sequence of graphs,
which is analogous to deterministic settings.
In [15], it is shown that the proposed algorithm, namely the MSP
algorithm, converges asymptotically to an optimal solution for our ran-
dom setting, as stated next.
Theorem 1. [15] Consider the MSP algorithm (4) and suppose that
the sequence of available communication channels {G¯(t)} satisfies As-
sumption 1. Then we have
lim
t→∞
zi(t) = z
∗, for all i ∈ [n],
almost surely, where z∗ is an optimal solution of (1).
The main result of this work is obtaining convergence rates, as we
state next.
Theorem 2. Consider the MSP algorithm (4) and suppose that the
sequence of available communication channels {G¯(t)} satisfies Assump-
tion 1. Define S(0) = 0 and S(t) =
∑t−1
s=0 α(s+1) for all t ≥ 1. Assume
that every node i maintains the vector z˜i(t) ∈ R
d initialized with any
z˜i(0) ∈ R
d with the following update rule:
z˜i(t+ 1) =
α(t+ 1)zi(t+ 1) + S(t)z˜i(t)
S(t+ 1)
, ∀t ≥ 0.
Then, we have for all t ≥ 1, i ∈ [n], and any z∗ ∈ Z∗,
E [F (z˜i(t+ 1))− F (z
∗)]
≤ Γ
[
n‖x¯(0)− z∗‖1
2
+
(
1 +
1
2γ − 1
)
L2
2n
+
60L
∑n
j=1 ‖xj(0)‖1
δ(1 − λ)
+
60dL2
δ(1− λ)
(
1 +
1
2γ − 1
)]
,
where Γ = (1−γ)(t+2)1−γ−1 .
The rest of this paper is dedicated to the proof of this result.
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5 Convergence Rate Analysis
We start by defining a perturbed version of the push-sum algorithm
subject to the modification that we have made. In this section, for
most parts, we work with scalar variables.
5.1 Modified Perturbed-Push Algorithm
Here we describe the modified perturbed-push (MPP) algorithm. In
this algorithm, each node vi maintains and updates scalar variables
xi(t), wi(t) and yi(t), where the xi(0) are arbitrary scalars and the yi(0)
are initialized to 1, for all i ∈ [n]. The update rule at time t+ 1 is
wi(t+ 1) =
∑
j∈N ini (t)
xj(t)
dj(t)
,
yi(t+ 1) =
∑
j∈N ini (t)
yj(t)
dj(t)
,
zi(t+ 1) =
wi(t+ 1)
yi(t+ 1)
,
xi(t+ 1) = wi(t+ 1) + ǫi(t+ 1), (5)
where the ǫi(t) are perturbations at time t, to be specified later. Similar
to the MSP algorithm, node vi shares its values only if yi(t) ≥
1
n2n
, and
the di(t) and the N
in
i (t) are the out-degrees and the in-neighbors of the
nodes in the effective communication network graph G(t), respectively.
To write the algorithm in a matrix form, for all t ≥ 0, we let the
column-stochastic matrix W (t) be the weighted adjacency matrix as-
sociated with the effective communication network graph G(t) with
entries
Wij(t) =
{
1
dj(t)
if j ∈ N ini (t),
0 otherwise.
(6)
Writing the MPP algorithm in matrix form, we have for all t ≥ 0
w(t+ 1) =W (t)x(t),
y(t+ 1) =W (t)y(t),
zi(t+ 1) =
wi(t+ 1)
yi(t+ 1)
, for all i ∈ [n]
x(t+ 1) = w(t+ 1) + ǫ(t+ 1), (7)
where ǫ(t) = (ǫ1(t), . . . , ǫn(t))
′ is the vector of perturbations at time t.
Here, w(t) = (w1(t), . . . , wn(t)) ∈ R
n, z(t) = (z1(t), . . . , zn(t)) ∈ R
n,
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and in this sense we have treated each component of the individual
agent’s state variables separately. In the analysis of the MPP algo-
rithm, we assume that ‖ǫ(t)‖1 ≤
U
tγ
. This assumption holds when we
regard the subgradient term in the MSP algorithm as perturbation.
Throughout, the W (t) denote the adjacency matrices associated with
the effective communication graphs defined in (6).
5.2 Convergence of the MPP algorithm
We study the convergence properties of MPP algorithm.We first tackle
the issue of connectivity of the sequence of matrices that are generated
through the MPP algorithm. One of the key properties that we need
to ensure for the sequence of random matrices induced by the MPP
algorithm is the directed infinite flow property, which we recall next.
Definition 1. [14, Definition 3] We say that a sequence of matri-
ces {W (t)} has the directed infinite flow property if for any non-trivial
S ⊂ [n]
∞∑
t=0
WSSc(t) =∞, almost surely.
The following proposition presents an upper bound on how well the
sequences zi(t + 1) estimate the average x¯(t) :=
1′x(t)
n
for each sample
path, when the sequence of matrices {W (t)} has the directed infinite
flow property. This will allow us to state the first connectivity result in
a random setting, previously provided in [15].
Proposition 1. [15] Consider the MPP algorithm (7) and suppose
that the sequence {W (t)} has the directed infinite flow property, almost
surely. Then, we have
|zi(t+ 1)− x¯(t)|
≤
2
yi(t+ 1)
(
Λt,0‖x(0)‖1 +
t∑
s=1
Λt,s‖ǫ(s)‖1
)
, (8)
almost surely, where Λt,s ∈ (0, 1) for all t ≥ s ≥ 0.
Next, we state two lemmas on the connectivity of the sequence of
matrices {W (t)} given our random setting, followed by a useful corol-
lary. These results are provided in [15].
Lemma 1. [15] Consider the MPP algorithm (7) and let W (t) given
in (6) be the weighted adjacency matrix of the graph induced by the
available communication channel at time t, and suppose that Assump-
tion 1 holds for the sequence W (t). Then,
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(i) for all t ≥ 0, we have
P(W (t+ 2n− 3 : t) irreducible) ≥ p > 0,
where p = (minb:pb>0 pb)
2n−2.
(ii) {W (t)} has the directed infinite flow property.
Corollary 1. [15] Consider the MPP algorithm (7) and let W (t) given
in (6) be the weighted adjacency matrix of the graph induced by the
available communication channel at time t, and suppose that Assump-
tion 1 holds. We have
|zi(t+ 1)− x¯(t)| ≤
2
δ
(
Λt,0‖x(0)‖1 +
t∑
s=1
Λt,s‖ǫ(s)‖1
)
. (9)
almost surely, where Λt,0 ∈ (0, 1) for all t ≥ s ≥ 0 and δ =
1
n2n
.
Lemma 2. [15] Consider the MPP algorithm (7) and let W (t) given
in (6) be the weighted adjacency matrix of the graph induced by the
available communication channel at time t, and suppose that Assump-
tion 1 holds. Then
(i) for all t ≥ s ≥ 0 we have
P
(
Λt,s > 2λ
t−s
)
≤ 13e−c1(t−s), and E[Λt,s] ≤ 15λ
t−s, (10)
where λ =
(
1− 1
n
4nB
p
) p
2nB
∈ (0, 1), c1 =
p2
4B and B = 2n− 2;
(ii) we have that
P( lim
t→∞
Λt,s = 0) = 1.
In the following lemma, by assuming an upper bound on the per-
turbations we present our first convergence rate result. Note that the
first two parts of the following lemma are borrowed from
Lemma 3. Consider the MPP algorithm (7) and let W (t) given in (6)
be the weighted adjacency matrix of the graph induced by the available
communication channel at time t, and suppose that Assumption 1 holds.
In addition, assume that the perturbations ǫi(t) are bounded as follows:
‖ǫ(t)‖1 ≤
U
tγ
, for all t ≥ 1,
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for some scalar U > 0. Then,
E
[
1∑t
k=0 α(k + 1)
t∑
k=0
α(k + 1) |zi(k + 1)− x(k)|
]
≤
2c2Γ
δ(1 − λ)
·
(
‖x(0)‖1 + U
(
1 +
1
2γ − 1
))
,
where Γ is defined in Theorem 2.
Proof. Using Corollary 1 we have
t∑
k=1
α(k + 1) |zi(k + 1)− x(k)|
≤
t∑
k=1
1
(k + 1)γ
2
δ
(
Λk,0‖x(0)‖1 +
k∑
s=1
Λk,s‖ǫ(s)‖1
)
=
2‖x(0)‖1
δ
t∑
k=1
1
(k + 1)γ
Λk,0
+
2
δ
t∑
k=1
k∑
s=1
1
(k + 1)γ
Λk,s‖ǫ(s)‖1
≤
2‖x(0)‖1
δ
t∑
k=1
Λk,0 +
2U
δ
t∑
k=1
k∑
s=1
1
s2γ
Λk,s.
Taking expectations from both sides, using (10), we have
E
[
t∑
k=1
α(k + 1) |zi(k + 1)− x(k)|
]
≤ E
[
2‖x(0)‖1
δ
t∑
k=1
Λk,0 +
2U
δ
t∑
k=1
k∑
s=1
1
s2γ
Λk,s
]
≤
30‖x(0)‖1
δ
t∑
k=1
λk +
30U
δ
t∑
k=1
k∑
s=1
1
s2γ
λk−s
≤
30‖x(0)‖1
δ
λ
1− λ
+
30U
δ
t∑
k=1
k∑
s=1
1
s2γ
λk−s.
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For the second term on the right-hand side we have
t∑
k=1
k∑
s=1
1
s2γ
λk−s =
t∑
s=1
1
s2γ
t∑
k=s
λk−s ≤
t∑
s=1
1
s2γ
1
1− λ
≤
1
1− λ
(
1 +
∫ ∞
1
du
u2γ
)
=
1
1− λ
(
1 +
1
2γ − 1
)
.
Following similar steps as in [9, Corollary 3]
E
[
t∑
k=0
α(k + 1) |zi(k + 1)− x(k)|
]
≤
30
δ(1 − λ)
(
‖x(0)‖1 + U
(
1 +
1
2γ − 1
))
. (11)
In addition, we have the following inequality
t∑
k=0
α(k + 1) =
t∑
k=0
1
(k + 1)γ
≥
∫ t
0
dk
(k + 2)γ
=
(t+ 2)1−γ − 1
1− γ
, Γ−1
(12)
Therefore, by (11) and (12), we obtain our desired result.
Proof. (Theorem 2) Given our presented results, in particular,
Lemma 3 part (iii), the proof is similar to the lines of the proof of
Theorem 2 in [9].
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