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Exorde
L’introduction de la virgule flottante au sein des processeurs s’est accompagnée de certaines
difficultés. Le format de représentation utilisé, la précision et le comportement des opérateurs
étaient, en l’absence de consensus entre constructeurs, différents d’un processeur à un autre.
Les concepteurs d’algorithmes numériques devaient alors, en fonction des caractéristiques de
l’arithmétique en virgule flottante de chaque processeur, créer autant d’algorithmes et d’implé-
mentations que de plates-formes ciblées.
La portabilité a été un réel problème jusqu’à l’adoption en 1985 de la norme IEEE-754 [47]
spécifiant le format de représentation des nombres en virgule flottante ainsi que le compor-
tement des opérateurs arithmétiques. Cette norme requiert, entre autre, ce que l’on appelle la
propriété « d’arrondi correct » pour les opérations flottantes (+ , , =, p ). Cette propriété im-
pose aux opérateurs en virgule flottante de rendre comme résultat l’arrondi du résultat exact
suivant unmode choisi à l’avance (arrondi au plus près, vers 0,vers+1, vers 1). Cette norme
est aujourd’hui respectée par tous les processeurs généralistes. La portabilité et la construction
de preuves d’algorithmes numériques basés sur le strict respect de cette norme sont désormais
possibles. En particulier les trois modes d’arrondi dirigés, vers 0, +1,  1, ont contribué au
développement de l’arithmétique par intervalle.
Toutefois, cette norme a des limites. En effet, il est fréquent que les algorithmes numé-
riques utilisent des opérations plus complexes que la simple addition ou la multiplication. Ils
peuvent, par exemple, utiliser des fonctions élémentaires tels que sinus, cosinus, exponentielle,
etc. Toute possibilité de construire des preuves de ces algorithmes, ou d’en estimer l’erreur, est
alors anéantie. Ceci est dû à l’absence de spécification du comportement de ces fonctions par
la norme IEEE-754.
La principale raison pour laquelle ces fonctions ne font toujours pas partie de la norme
tient dans la définition même de ces fonctions : elles sont transcendantes. En général, le ré-
sultat d’une de ces fonctions pour une entrée exactement représentable ne peut être calculé
exactement. Il est par conséquent difficile de déterminer la précision avec laquelle il faut ef-
fectuer les calculs pour garantir l’arrondi correct de ces fonctions. Ce problème porte le nom
du « dilemme du fabricant de table ». Toutefois une solution à ce problème fut proposée en
1991 par Ziv [83]. Il a proposé une méthode où l’on augmente la précision du résultat jusqu’à
être capable de fournir l’arrondi correct pour la précision désirée. Ce procédé porte le nom de
«peau d’oignon» et il est prouvé qu’il s’arrête.
Cette stratégie est celle utilisée par les évaluations de fonctions élémentaires proposées au
sein de la bibliothèque multiprécision MPFR [3]. Cependant, le surcoût lié aux opérateurs mul-
tiprécision est trop important pour en généraliser leurs utilisations lorsque l’on cible la double
précision.
Pour la double précision, il existe la bibliothèque MathLib [2], développée par IBM. Ce-
pendant cette biliothèque ne fournit que l’arrondi au plus près, n’a pas de borne sur le temps
maximum d’évaluation et n’inclut pas de preuve de l’arrondi correct. De plus elle est très vo-
lumineuse en nombre de ligne de code et en ressource mémoire.
Pour borner le temps d’évaluation avec une stratégie en peau d’oignon, nous devons dis-
poser pour un format de représentation donné et pour chaque fonction, d’une borne sur la
précision maximum pour être capable de toujours rendre l’arrondi correct. Le travail de thèse
de Lefèvre [59] fut de déterminer cette précision par une recherche exhaustive pour le format
double précision. Les bornes trouvées montrent que les résultats intermédiaires doivent être
calculés avec, dans le pire cas et selon le mode d’arrondi et la fonction, 100 à 150 bits de préci-
sion, pour garantir l’arrondi correct.
Le travail de cette thèse fut d’exploiter les résultats de Lefèvre sur les pires cas du di-
lemme du fabricant de table pour construire des algorithmes efficaces, portables, implémentés,
et prouvés d’évaluation de fonctions élémentaires en double précision avec arrondi correct se-
lon les quatre modes d’arrondi. Pour celà, nous avons choisi une évaluation en deux étapes :
une étape rapide, basée sur les propriétés du format double précision de la norme IEEE-754,
calculant juste la plupart du temps et une étape précise, basée sur des opérateurs multipréci-
sion, retournant un résultat juste tout le temps.
Organisation
Le premier chapitre de cette thèse présentera la norme IEEE-754 sur la virgule flottante, les
propriétés, définitions et limites liées à son utilisation. Nous exposons la raison pour laquelle
les fonctions élémentaires n’ont pas été incluses dans cette norme à travers le dilemme du
fabricant de table. Enfin, nous achevons ce chapitre par une liste de propositions que nous
avons émises sur ce que devrait contenir une norme pour les fonctions élémentaires.
Le chapitre 2 est consacré aux méthodes utilisées pour évaluer les fonctions élémentaires.
Après une brève présentation des méthodes d’évaluation matérielle à base de table et de nos
contributions dans ce domaine, nous abordons les étapes qui composent l’évaluation logicielle.
Ce sera l’occasion de présenter nos travaux sur la réduction d’argument en grande base.
Au cours du chapitre 3, nous aborderons les optimisations appliquées à la première phase
de l’évaluation des fonctions élémentaires. Nous introduisons certains éléments relatifs aux
processeurs en 2003, pour en cerner leurs caractéristiques et les exploiter de façon efficace.
Nous présentons également les algorithmes permettant d’effectuer des additions et multipli-
cations sans erreur d’arrondi, que nous complétons par ceux utilisés pour tester si l’arrondi
correct est possible. Enfin, nous décrivons les résultats d’expériences pour mesurer l’impact
que peut avoir la hiérarchie mémoire sur les performances des schémas d’évaluation des fonc-
tions élémentaires.
Le chapitre 4 est consacré à la seconde phase de l’évaluation, et plus précisément à notre
travail sur la bibliothèque multiprécision Software Carry Save (SCS). On y présente un état de
l’art en matière de multiprécision, en classifiant les différents outils multiprécision selon le
format de représentation utilisé en interne. On décrit les motivations et les choix faits dans la
bibliothèque SCS.
Le chapitre 5 constitue la mise en pratique de tous les éléments rencontrés au cours des
chapitres précédents. Nous décrivons, en utilisant comme exemple la fonction exponentielle,
comment la bibliothèque crlibm en cours de développement fournit l’arrondi correct pour la




La norme ANSI/IEEE-754 qui date de 1985 décrit les caractéris-
tiques souhaitables d’un système à virgule flottante. Elle définit
entre autres le format de représentation, ainsi que le comporte-
ment des opérateurs d’addition, de multiplication, de division et
de racine carrée. Toutefois, cette norme ne spécifie rien au sujet des
fonctions élémentaires, principalement à cause du dilemme du fa-
bricant de tables.
Ce chapitre présente dans une première partie les principaux élé-
ments constitutifs de la norme IEEE-754. Le problème du dilemme
du fabricant de tables sera présenté dans une deuxième partie. En-
fin, nous achèverons ce chapitre en lançant une discussion sur ce
que devrait contenir une norme sur les fonctions élémentaires.
1.1 La norme sur la virgule flottante
1.1.1 Genèse de la norme IEEE-754
À l’origine des processeurs, chaque constructeur proposait ses propres systèmes de repré-
sentation des nombres, ainsi que ses propres systèmes de calcul. Dans cet univers, les pro-
grammes avaient un comportement dépendant de l’architecture sur laquelle ils s’exécutaient.
Pour résoudre ce problème, les développeurs devaient concevoir un programme par ma-
chine, et ce jusqu’à l’apparition d’une norme. Au milieu des années 80 et fortement inspirée
par la virgule flottante du co-processeur flottant 8087 d’Intel, l’organisation IEEE a adopté deux
normes : la norme IEEE-754 [47] pour la base 2 et la norme IEEE-854 [48] pour les autres bases
(c’est à dire la base 10). La majorité des processeurs travaillent en base 2 et respectent la norme
IEEE-754. Cette norme définit entre autres, les points suivants :
– la façon dont sont représentés les nombres en machine,
– la précision devant être fournie par certaines opérations,
– les propriétés devant être respectées pour tout ce qui relève des conversions,
– les exceptions pouvant être rencontrées,
– les arrondis disponibles.
Ces points ont été définis pour satisfaire ou faciliter un certain nombre de propriétés dont
en voici les principales :
– conserver des propriétés mathématiques,
– faciliter la construction de preuves,
– rendre les programmes déterministes d’une machine à une autre,
– rendre les programmes portables,
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– rendre possible la gestion des exceptions (racine carrée d’un nombre négatif),
– unicité de la représentation (à l’exception du zéro signé), pour faciliter les comparaisons,
– permettre un support pour l’arithmétique par intervalle avec les 2 modes d’arrondis di-
rigés (1) plus une compatibilité pour le mode d’arrondi par troncature.
1.1.1.1 Représentations des nombres IEEE et précision
Les nombres du format IEEE-754 sont caractérisés par trois champs, une mantisse m, un
exposant e et un signe s, la base de représentation étant fixée à 2. Ainsi, un nombre flottant x







– L’exposant e est basé sur une représentation biaisée pour des raisons d’efficacité de l’im-
plémentation matérielle. Cela signifie que la représentation de l’exposant e correspond
à la valeur e plus un biais entier. Ce biais est égal à 127 pour la simple précision et à
1023 pour la double précision. Par exemple, l’exposant 0 est représenté par la valeur du
biais. Cette représentation permet dans le cas de flottants positifs, de traiter les nombres






– Lamantissem est un nombre en virgule fixe composé de n bits. Elle est comprise entre 0
et 2. Le nombre n de bits qui composent la mantisse est de 24 pour la simple précision et
de 53 pour la double. Pour des raisons d’unicité de représentation des nombres flottants,
la position de la virgule de la mantisse se situe entre le premier et le deuxième bit de la






: : : m
n 1
), où :
– Le bit implicite m
0
est le seul bit de la partie entière de la mantisse. Il n’est pas re-
présenté pour les formats simple et double précision, car il est entièrement déterminé
par la valeur de l’exposant. En revanche, il n’y a pas de bit implicite pour les formats
étendus.




: : : m
n
) est la représentation interne de la mantisse.
La norme impose au minimum 2 formats : la simple précision codée sur 32 bits et la double
précision codée sur 64 bits. Elle définit également une précision étendue pour ces deux formats.
Le nombre de bits utilisés pour la simple et la double précision étendue est élargi, avec pour
chacun un nombre de bit minimum pour les champs exposant et mantisse, le choix exact du
nombre de bits utilisés étant laissé aux constructeurs. Le tableau 1.1 résume la longueur des
différents champs pour chacun de ces formats.
Un exemple de la façon dont est traduite la représentation hexadécimal d’un nombre flot-
tant double précision (ici 0190000 00000000) vers la valeur flottante qui lui correspond est
donnée dans la figure 1.1.
1.1.1.2 Nombres IEEE et valeurs spéciales
Pour traiter des problèmes tels que des dépassements de capacité ou des exceptions, la
norme impose certaines représentations comme les infinis ou les NaN (Not a Number). La
façon de représenter ces quantités est donnée dans le tableau 1.2






1 9 0 0 0 0 0 0 0 0 0 0 0 0
...
c






FIG. 1.1: Conversion de la représentation hexadécimal d’un nombre double précision vers sa valeur
flottante.
précision simple simple étendue double double étendue
exposant max. +127 +1023 +1023 +16383
exposant min.  126  1022  1022  16382
exposant biais +127 +1023 +1023 +16383
signe (# bits) 1 1 1 1
exposant (# bits) 8  11 11  15
mantisse (# bits) 23  32 52  64
bit implicite oui non oui non
taille (# bits) 32  43 64  80
TAB. 1.1: Taille des nombres
Les normalisés. Les nombres normalisés sont les nombres dont le bit implicite de la mantisse
vaut 1. Donc leur mantisse m satisfait la relation 1  m < 2 et leur exposant e est tel que
e
min
 e  e
max
.
Les dénormalisés. Les nombres dénormalisés sont les nombres dont le bit implicite de la
mantisse vaut 0. Ils ont pour but d’uniformiser la répartition des nombres représentables à
proximité de la valeur 0 (Figure 1.2). Donc leur mantisse m satisfait la relation 0  m < 1 et
leur exposant e est tel que e = e
min
  1.
Nom Exposant Fraction Valeurs
Les normalisés e
min
 e  e
max
– 1:f  2e
Les dénormalisés e = e
min
  1 f 6= 0 0:f  2
e
min
Le Zéro signé e = e
min
  1 f = 0 0
Not a Number e = e
max
+ 1 f 6= 0 NaN
L’infini e = e
max
+ 1 f = 0 1
TAB. 1.2: Représentation des valeurs spéciales de la norme IEEE 754
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Le Zéro signé. Zéro est représenté en mettant l’exposant et la mantisse à 0. Comme dans le
cas de l’infini, Zéro est une quantité signée. Pour éviter les comportements imprévisibles de
tests tel que «if(x==0)», la norme impose que le test de l’égalité  0 = +0 soit vrai.
Not a Number. Ce code sert à représenter le résultat d’une opération invalide comme 0=0,
p
 1, 0  1. Il permet de ne pas avoir à interrompre un calcul lors de telles opérations et
de poursuivre le calcul. Il est représenté par NaN. Il existe deux types de NaNs : les signaling
NaN(sNaN) et les quiet NaN (qNaN), chacun ayant plusieurs représentations machine (voir le
tableau 1.3). De plus la norme impose que le test «if(NaN==y)» soit faux sauf si y est un NaN.
L’infini. Comme pour le NaN, l’infini est un code. Il permet de ne pas s’arrêter lorsqu’un
dépassement de capacité ou une opération telle que 1=0 sont rencontrés. Nous noterons que





























































































































































































































































































FIG. 1.2: Ensemble des nombres représentable IEEE
1.1.1.3 Les exceptions
Les exceptions constituent un élément important de la norme pour informer le système sur
le comportement d’une opération et de son résultat.
La norme prévoit 5 drapeaux différents : dépassement de capacité vers l’infini, dépasse-
ment de capacité vers 0, division par 0, résultat inexact et opération invalide. Ces drapeaux
sont dits sticky (collants) ce qui signifie qu’une fois les drapeaux levés, ils le restent jusqu’à
ce qu’ils soient explicitement supprimés. De plus, l’implémentation doit pouvoir permettre à
l’utilisateur de lire ou d’écrire ces drapeaux.
Dépassement de capacité vers 0. Cette exception parfois appelée underflow peut être produite
de deux façons : soit lorsqu’une opération produit comme résultat un nombre dénormalisé, soit
lorsque le résultat d’une opération est trop petit pour être représentable par un dénormalisé.
Le résultat d’une opération produisant un drapeau «dépassement de capacité vers 0» est
soit zéro soit un dénormalisé.
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Dépassement de capacité vers1. Cette exception aussi appelée overflow est le résultat d’une
opération produisant un nombre trop grand pour être représentable.
Le résultat d’une opération produisant un drapeau «dépassement de capacité vers1», est
1.
Division par zéro. Cette exception est levée lorsque le diviseur est égal à zéro et que le
dividende est un nombre différent de zéro. Ce drapeau est principalement utilisé pour faire la
différence sur la source d’un infini.
Le résultat d’une opération produisant un drapeau «division par zéro» est 1.
Résultat inexact. Cette exception est levée lorsque le résultat d’une opération n’est pas exact
car non représentable dans le format et que le résultat est arrondi. Il est également utilisé lors-
qu’un résultat produisant un dépassement de capacité vers1 est produit mais que le drapeau
correspondant n’est pas levé.
Le résultat d’une opération produisant un drapeau «résultat inexact» est le nombre arrondi
ou la valeur1.
Opération invalide. Cette exception est levée lorsqu’une opération génère un NaN. Cepen-
dant, si le résultat est unNaN généré car l’une de ses entrées est unNaN, alors l’exception n’est
pas levée.
Le résultat d’une opération produisant un drapeau «opération invalide» est une représen-
tation de la valeur NaN.
1.1.1.4 Les conversions, comparaisons
Il est parfois nécessaire d’effectuer certaines conversions entre le format flottant et un autre
format, ne serait-ce que pour l’affichage qui se fait généralement en base 10. Les conversions
normalisées sont :
– conversion d’un nombre flottant en entier
– conversion d’un entier en flottant
– conversion d’une valeur flottante vers une valeur entière, avec le résultat dans un flottant
– conversion entre les formats flottants
– conversion entre les formats binaire et décimal.
La norme impose que l’opération de comparaison soit exacte et ne génère pas de dépas-
sement de capacité. Les quatre situations normalisées sont : l’égalité, inférieur, supérieur et
non-ordonné. La dernière comparaison, non-ordonné, renvoie vrai lorsqu’une comparaison
impliquant un NaN est effectuée. Lors d’une comparaison, le signe du zéro ne doit pas être
pris en compte.
1.1.1.5 Les arrondis
Le résultat r d’une opération arithmétique dont les opérandes sont des « nombresmachine »
n’est pas forcément exactement représentable par un élément de l’ensemble des nombres ma-
chine, il doit être arrondi. La norme IEEE 754 spécifie quatre modes d’arrondi :
– dirigé vers +1 (noté4(r)) : on fournit le plus petit nombre machine supérieur ou égal à
r ;
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– dirigé vers  1 (noté 5(r)) : on fournit le plus grand nombre machine inférieur ou égal
à r ;
– dirigé vers 0 (noté Z(r)) : on fournit l’arrondi vers+1 si r < 0, et celui vers 1 si r  0 ;
– au plus près (noté Æ(r)) : on fournit le nombre machine le plus proche de r (si r est le
milieu de deux nombres machine consécutifs, alors on renvoie celui dont la mantisse est
paire. Pour les raisons de ce choix le lecteur pourra consulter Knuth [57] page 236-237).
La norme requiert la propriété suivante sur les opérations arithmétiques :
Propriété 1 (Arrondi correct) Soient x; y des nombres machine,  le mode d’arrondi choisi et  une
des quatre opérations arithmétiques (+,  , , ). Le résultat fourni lors du calcul de (x  y) doit être
(x  y).
Cette propriété est appelée propriété d’arrondi correct. Elle est également exigée par la norme
pour la racine carrée.
A travers cette thèse, nous désignerons +,  , les opérations arithmétiques usuelles et par
, 	, 
 les opérations flottantes correspondantes en double précision avec arrondi au plus
près.
L’arrondi correct est difficile à obtenir, aussi dans de nombreux cas, nous utiliserons la no-
tion «d’arrondi fidèle» empruntée à Dekker [34], et complétée dans [25]. Cet arrondi a des
conditions plus faibles :
Définition 1 (Arrondi fidèle) L’arrondi fidèle d’un nombre réel correspond à l’un des deux nombres
machine l’encadrant, et le nombre machine lui même en cas d’égalité.
1.1.1.6 Mesure de l’erreur
Lors de l’arrondi une erreur est commise, l’amplitude de cette erreur peut être décrite de
différentes façons. L’approximation par un nombre flottant x d’un nombre réel x peut se me-
surer en erreur absolue, erreur relative ou en nombre d’ulps.
Définition 2 (Erreur absolue) L’erreur absolue E
a
est l’écart entre la valeur réelle x et sa représenta-






Définition 3 (Erreur relative) L’erreur relative E
r
est la différence entre le nombre exact x et son












Définition 4 (Ulp) La fonction ulp(x) (unit in the last place) se définit de la façon suivante selon
[12, 44]. Soient x+, x, et x  trois nombres représentables en machine consécutifs tels que jx j < jxj <
jx
+
j alors ulp(x) se définit à partir des différences (x+   x) et (x  x ). Cependant ces deux quantités
ne sont pas toujours identiques (par exemple si x est une puissance de 2) et pour lever les ambiguïtés on













) si x 6= +1 mais x
+
= +1
ulp( x) si x < 0
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Nous avons vu qu’il existe trois modes d’arrondi proposés par la norme. Ainsi l’erreur com-
mise lors d’un arrondi au plus près est bornée par 1
2
ulp du résultat. Pour les modes d’arrondi
dirigés, vers 0 ou vers  inf, l’erreur maximale est bornée par 1 ulp du résultat.
Définition 5 ("
n
) Pour tout entier n, nous désignerons par "
n




1. L’erreur commise en arrondi au plus près lors de la multiplication de deux flottants
double précision a et b est telle que :
a
 b = (a b):(1 + "
 53
)
ce qui est équivalent à a
 b = (a b):(1 + ) avec jj  2 53.
2. L’erreur commise en arrondi au plus près lors de l’addition de deux flottants double
précision a et b est telle que :
a b = (a+ b):(1 + "
 53
)
ce qui est équivalent à a b = (a+ b):(1 + ) avec jj  2 53.






4. L’utilisation de nombre en indice dans ce format permet de représenter facilement soit
une erreur relative soit une erreur absolue et de les quantifier. Son défaut par rapport à la
représentation utilisée par Higham [44] est de ne pas rendre les preuves portables d’un
système de représentation des nombres à un autre.
1.1.2 Quelques valeurs caractéristiques
Le tableau 1.3 nous montre comment sont représentées en mémoire quelques valeurs ca-
ractéristiques de la norme. Toutefois une différence est possible entre deux représentations
machine du même nombre flottant. Cette différence vient de l’ordre dans lequel sont rangés les
mots en mémoire, dont nous détaillerons le principe en section 3.2.1.
1.1.3 Définitions et propriétés sur les nombres flottants
L’intérêt d’une norme est de pouvoir construire des preuves basées sur ses propriétés. Voici
quelques résultats utiles :
Théorème 1 (Lemme de Sterbenz [78, 38]) Si x et y sont des nombres flottants IEEE, et que
y=2  x  2y alors x	 y est calculé exactement sans erreur d’arrondi.
Propriété 2 («Continuité» des flottants) Soit x un nombre flottant IEEE représentant le Zéro positif
ou un dénormalisé positif ou un normalisé positif en simple ou double précision (avec bit implicite). Soit
R
x
l’entier correspondant à la representation en binaire de x.
Alors R
x
+ 1 = x+ ulp(x) exactement.





















+1 3ff00000 00000000 +1:0
-1 bff00000 00000000  1:0
+2
40000000 00000000 +2:0
+0 00000000 00000000 0:0
-0 80000000 00000000  0:0
Quiet NaN avec plus
grande fraction
7fffffff ffffffff QNaN









Infini positif 7ff00000 00000000 +1
Infini négatif
fff00000 00000000  1
TAB. 1.3: Quelques exemples de représentation de flottants double précision en machine.
Exemples :
Supposons que x représente un flottant double précision positif. L’extension à la simple préci-
sion est immédiate. Le format de représentation deR
x
utilisé dans la suite est le format hexadé-
cimal. Des valeurs hexadécimales en double précision sont données en exemple dans le tableau
1.3.





00000001 qui représente effectivement le plus petit nombre dénormalisé positif, qui cor-
respond au successeur de x.





+ 1 =0x00100000 00000000 qui représente effectivement le plus petit
nombre normalisé positif, qui correspond au successeur de x.





+ 1 =0x7ff00000 00000000 qui représente effectivement l’infini positif,
qui correspond au successeur de x.
Remarques :
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– Cette propriété lie un nombre flottant et son successeur. Elle peut être très utile pour
modifier facilement l’arrondi d’un nombre flottant, sans en connaître de façon exacte sa
valeur.
– Cette propriété n’est pas valable pour les formats étendus. Dans ces formats, l’unique bit
de la partie entière de la mantisse n’est pas implicite et il est utilisé dans la représentation.
Aussi si une retenue se propage dans la représentation de x du bit de poid faible jusqu’au
bit représentant la partie entière, alors la représentation résultante n’est plus valide. Le
bit de la partie entière n’est plus égal à 1.
– Cette propriété complète la relation [12, 38] entre l’ordre lexicographique de la représen-
tation des flottants positifs et l’ordre sur ces mêmes flottants. Elle est le résultat de la
volonté des concepteurs de la norme IEEE-754 de rendre le traitement de certaines opé-
rations possible par les unités entières. En effet les processeurs disposent généralement
de plus d’unités entières que d’unités flottantes. De plus les opérations d’incrémentation,
de décrémentation, de comparaisons, etc sont effectuées plus facilement sur les unités
entières.
Définition 6 (Nombres flottants IEEE) L’ensemble des nombres flottants IEEE comprend l’ensemble
des nombres représentables par la norme : les nombres normalisés, les dénormalisés, les deux zéro (0),
les deux infinis (1) et les deux NaN (sNaN, qNaN).
Définition 7 (Nombres machine) Nous appelons l’ensemble des nombresmachine, l’ensemble com-
posé des nombres IEEE normalisés et dénormalisés. Cet ensemble ne comprend pas les deux infinis ainsi
que lesNaN.
1.1.4 Problèmes et limites de la norme
Nous avons vu que la norme est composée d’un ensemble de règles plus ou moins contrai-
gnantes. Il est donc rare de trouver des constructeurs qui prennent en charge la norme IEEE-754
entièrement enmatériel. Le respect de la norme IEEE-754 s’articule autour d’un ensemble com-
posé du processeur, du système d’exploitation, des bibliothèques ainsi que des compilateurs.
La répartition des responsabilitées pour la conformité à la norme IEEE-754 entre chacun de ces
éléments varie d’un système à un autre.
Un logiciel tel que PARANOIA de Karpinski [56] permet de détecter si un système donné
respecte la norme. Ce logiciel est écrit en langage C, et teste si l’ensemble composé du langage,
du compilateur, des bibliothèques, du système et du processeur est cohérent vis-à-vis de la
norme IEEE-754.
La suite décrit quelques exemples de problèmes que l’on peut rencontrer avec des systèmes
non-cohérents.
Doubles étendus
Comme le fait remarquer Goldberg [38], l’utilisation implicite des doubles étendus peut
également engendrer des comportements inattendus. Il donne l’exemple suivant (qui ne fonc-
tionne pas tel quel avec le compilateur gcc dont les optimisations masquent le problème) :
1 in t main ( ) {
2 double q ;
3
4 q = 3 . 0 / 7 . 0 ;
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5 i f ( q == 3 . 0/ 7 . 0 ) p r i n t f ( ’ ’ equal \n ’ ’ ) ;
6 else pr i n t f ( ’ ’ not equal \n ’ ’ ) ;
7 return 0 ;
8 }
Dans cet exemple, comme spécifié par la norme C99 [6], les constantes 3:0 et 7:0 ainsi
déclarées sont codées par des flottants double précision. Mais sur une architecture avec des
doubles étendus, comme les architectures x86 ou le 68000, l’opération 3:0=7:0 est effectué avec
des doubles étendus et le résultat ne sera converti que lors de son transfert vers la mémoire.
Si l’un des deux résultats transite par la mémoire mais pas l’autre, alors l’égalité ne sera pas
respectée.
Un problème similaire peut se produire lors de calculs aux abords des limites de codage des
nombres flottants. Par conséquent, si une suite de calcul génère un dépassement de capacité
vers l’infini, pour ensuite revenir dans le domaine de représentation des nombres IEEE sans
transiter par la mémoire alors le résultat final ne conservera aucune trace de ce dépassement
de capacité.
Pour éviter les effets de l’excès de précision apporté par ces registres, une solution est de
forcer les données à transiter par la mémoire. Cette opération est réalisée par le compilateur.
Avec le compilateur gcc, il faut utiliser le drapeau de compilation -ffloat-store.
Une autre solution est de définir correctement le registre de contrôle de précision et demode
d’arrondi. Sur un processeur de type x86 avec une distribution linux, il existe un fichier d’en-
tête fpu_ontrol.h qui définit les instructions à utiliser pour forcer le processeur à travailler
sur des doubles. Le code suivant permet sur une architecture x86 de passer en mode ’arrondi
au plus près, double précision’.
1 # include < fpu_contro l . h>
2 # ifndef __set_fpu_cw
3 #define __set_fpu_cw (cw) __asm__ ( " fldcw %0 " : : "m" ( cw) )
4 #endif
5 # ifndef _FPU_DBPREC
6 #define _FPU_DBPREC 0 x027f
7 #endif
8
9 . . .
10
11 __set_fpu_cw (0 x027f ) ;
12 / T r a v a i l en mode doub l e p r é c i s i o n ave c 
13  a r r on d i au p lu s p r è s  /
14 . . .
Le FMA
L’opération de FusedMultiply and Add ou FMA, introduite par IBM sur le RS/6000, permet
d’effectuer a+ (b ) en une seule opération et avec un seul arrondi final. Il est très utile pour
l’évaluation polynomiale ou l’approximation logicielle de la division ou de la racine carré. Cet
opérateur est plus précis et plus rapide que la suite d’opérations composée d’unemultiplication
suivie d’une addition. En effet le FMA n’effectue qu’une seule étape d’arrondi. Cependant, en
ne commettant qu’une seule erreur, cet opérateur n’est pas conforme à la norme IEEE-754.
La norme impose que le résultat d’une opération flottante qui n’est pas représentable dans le
format de destination soit arrondi, or le FMA conserve toute la précision entre la multiplication
et l’addition. Le respect de la norme sur les architectures offrant le FMA, telles que les PowerPC
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ou Itanium, est laissé au soin du compilateur. Néanmoins des discussions sont en cours pour
l’inclure dans la future révision de la norme [7].
Les exceptions
Les architectures modernes proposent un registre spécial pour la gestion des exceptions
flottantes. Il est en revanche laissé au soin du compilateur ou du système d’exploitation d’in-
terpréter correctement ce registre.
Par exemple, sur le PowerPC, ce registre de 32 bits s’appelle ’Floating-Point Status and
Control Register’ (FPSCR). Il est mis à jour après chaque opération flottante, et contient des
informations sur les exceptions IEEE, plus quelques autres facilitant leurs gestions, notamment
celles relatives aux opérations invalides.
Pour accélérer les calculs, le PowerPC possède également un mode non respect de la norme
(mode NI), dont la caractéristique principale est de ne pas prendre en charge les nombres dé-
normalisés.
1.2 Le dilemme du fabricant de tables
Nous avons vu en section 1.1.1.5 une définition de la propriété d’arrondi correct pour les
opérations suivantes : +,  , , , p. Malheureusement, la norme ne spécifie rien au sujet de
l’arrondi correct des fonctions élémentaires ( sin, os, tan, exp. . . ) principalement à cause du
dilemme du fabricant de tables. Il n’est en effet pas possible d’évaluer « exactement » les fonctions
transcendantales, le résultat est en général un nombre transcendant. On ne peut qu’en calculer
une approximation, avec une certaine « précision intermédiaire ».
Il peut arriver parfois que le résultat soit trop proche d’un certain seuil S, pour que la préci-
sion de l’approximation ne permette pas de décider dans quelle direction l’arrondi doit se faire.
Ce seuil est le milieu de deux nombres machine dans le cas de l’arrondi au plus près (voir la fi-
gure 1.3) et les nombres machine eux-mêmes dans le cas de l’arrondi vers+1, 1, 0. Donnons
un exemple : supposons que l’on cherche à arrondir vers  1 l’exponentielle de x = 1; 12951,
dans un format virgule flottante en base 10 avec 6 chiffres de mantisse. La valeur exacte de ex
est 3; 0941400000125:::, et en l’arrondissant on obtient 3; 09414. Mais si l’approximation calculée
est 3; 0941399999, ce qui est une très bonne approximation, on a 3; 09413 en l’arrondissant, ce
qui est inexact.
Nosmachine actuelles (à l’exception des calculatrices de poche) travaillant en base 2, concen-
trons-nous sur cette base. Soient n le nombre de bits de mantisse du format virgule flottante
considéré et m le nombre de «bits significatifs» du calcul intermédiaire (on veut dire par là,
que l’erreur relative d’approximation est majorée par 2 m). Le dilemme du fabricant de table
se produit en base 2 :




















arrondi ok arrondi ??
FIG. 1.3: Dilemme du fabricant de table en arrondi au plus près.














Pour savoir avec quelle précisionm il faut calculer les approximations intermédiaires, on peut
trouver les « pires cas » du dilemme du fabricant de tables, c’est-à-dire pour une fonction, un
domaine et un mode d’arrondi donnés, trouver le nombre virgule flottante dont l’image est
la plus proche d’un seuil. Lefèvre a proposé dans sa thèse de doctorat [59] un algorithme de
recherche de pires cas. Cet algorithme a permis de borner la précision des résultats intermé-
diaires nécessaires pour arrondir correctement les fonctions exp, log, 2x, sur tout l’intervalle
des flottants double précision, et pour les fonctions sin, os, tan, artan sur un sous-intervalle
centré en zéro des flottants double précision. Un exemple des résultats obtenus est donné dans
le tableau 1.2 pour l’exponentielle.
Du tableau 1.2 on peut déduire la propriété suivante.
Propriété 3 (Arrondi correct de l’exponentielle) Soit y la valeur exacte de l’exponentielle d’un nom-
bre virgule flottante double précision x. Soit y une approximation de y telle que la distance entre y et
y
 soit majorée par ".
– pour jxj  2 30, si "  2 53 59 = 2 112 pour chacun des quatre modes d’arrondi, arrondir y
est équivalent à arrondir y ;
– pour jxj < 2 30, si "  2 53 104 = 2 157 alors arrondir y est équivalent à arrondir y.
L’essentiel des travaux de cette thèse consiste à exploiter des théorèmes comme celui ci.
1.3 Vers une normalisation des fonctions mathématiques
Nous avons vu dans la section précédente le dilemme du fabricant de table, qui a consti-
tué un obstacle majeur à l’inclusion des fonctions élémentaires dans la norme IEEE-754. Ce
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= 110101100:01010000101101000000100111001000101011101110 0 0
57
1000:::
TAB. 1.4: Pires cas pour l’exponentielle et le format virgule flottante double précision.
manque de norme a contribué au développement de bibliothèques mathématiques de piètre
qualité. Néanmoins des résultats nouveaux et des bibliothèques mathématiques de meilleure
qualité sont apparus depuis la création de la norme IEEE-754. Il est par conséquent légitime
de s’intéresser à quelques aspects de ce que devrait contenir un standard sur les fonctions élé-
mentaires. Les réflexions que nous avons menées dans ce domaine [32], sont motivées par les
discussions tenues au sein du comité de révision de la norme IEEE-754.
Les suggestions faites dans cette section s’appuient sur :
– les suggestions faites dans les normes IEEE-754, IEEE-854 [47, 48, 19],
– les travaux de Kahan dans ce domaine [51, 52, 53, 54],
– les discussions en cours pour la révision de la norme IEEE-754 [7],
– les discussions faites à ce sujet par d’autres comités [5, 6],
– notre propre expérience dans le domaine des fonctions élémentaires,
– les récents progrès sur le problème du dilemme du fabricant de tables [61, 60, 77].
1.3.1 Propriétés souhaitables
Parmi les propriétés souhaitables pour les fonctions élémentaires nous rencontrons :
1. Arrondi correct pour tous les modes d’arrondi.
2. Préservation de l’intervalle de sortie : Par exemple, nous voulons que le sinus soit effec-
tivement entre  1 et +1, que l’arctangente soit entre  =2 et +=2, etc. Si cette propriété
n’est pas préservée alors des conséquences non négligeables peuvent apparaître. Ainsi
tan(artan(x)) peut conduire à une importante erreur, dans le cas où l’arrondi de tan(x)
renvoie une valeur plus grande que =2, même légèrement supérieure.
3. Borne sur l’erreur maximale commise. Cette borne doit être fournie dans la documenta-
tion des bibliothèques mathématiques.
4. Préservation de la monotonie.
5. Préservation de la symétrie.
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6. Préservation de la direction de l’arrondi lorsqu’un arrondi dirigé est sélectionné, même
si l’arrondi ne peut être satisfait.
7. Gestion correcte des exceptions et des nombres dénormalisés.
8. Renvoi d’un NaN chaque fois qu’une fonction ne peut être définie de façon unique en
utilisant la continuité : par exemple 11 ou sin1. Une exception peut être faite pour
0
0 qui n’est pas défini de façon unique mais pour lequel la convention 00 = 1 présente
l’avantage de préserver de nombreuses propriétés mathématiques.
9. Compatibilité avec d’autres normes, tels que ISO/IEC 10967 (Language Independent
Arithmetic (LIA) et en particulier LIA-2, la deuxième des trois parties de LIA [5]) et les
normes relatives aux langages telle que ISO/IEC 9899 pour le langage C [6].
Nous noterons que ce ne sont là que des propriétés souhaitables et que certaines ne sont
pas compatibles entre elles. Par exemple, en simple ou double précision, l’arrondi correct de
l’arctangente renvoie en arrondi au plus près une valeur plus grande que =2. Par cet exemple
nous observons que les propriétés 1 et 2 ne sont pas compatibles pour le cas de l’arctangente.
1.3.2 Les fonctions considérées
Les fonctions auxquelles nous nous attachons sont les fonctions incluses dans les biblio-
thèques mathématiques. Pour des raisons de compatibilité, nous avons également complété
cette liste avec celles auxquelles s’attachent les autres normes, notamment C99 et LIA-2. Pour







x, log(1 + x), exp, exp(x)   1, 2x, 10x, sin, os, tan, ot, se, s,
arsin, aros, artan, artan x
y
, arot, arse, ars, xy, sinh, osh, tanh, oth, seh,
sh, arsinh, arosh, artanh, aroth, arseh, arsh.
La plupart de ce qui est énoncé ici peut s’appliquer aux fonctions spéciales (gamma,
erf, erfc, fonction de Bessel, etc.) et à quelques fonctions algébriques telles que la
racine carrée inverse, la racine cubique, ou l’hypoténuse.
1.3.3 Choix des critères de qualités
Nous avons vu qu’il existe différents critères souhaitables pour les fonctions élémentaires,
dont certains sont mutuellement incompatibles. Nous proposons que les propriétés souhaitées
soient choisies par l’intermédiaire d’options. Les options possibles sont preserve-rounding,
preserve-range ou preserve-symmetry. Les arrondis dirigés sont principalement utilisés en
arithmétique par intervalles. L’arrondi au plus près est quant à lui, utilisé pour obtenir des
résultats les plus précis possibles et un comportement proche de la fonction mathématique,
c’est pourquoi nous suggérons que le choix des options par défaut soit preserve-range pour
l’arrondi au plus près et preserve-rounding pour les arrondis dirigés.
1.3.4 Les trois niveaux d’arrondi proposés
Nous suggérons trois niveaux de qualité pour l’arrondi du résultat, le niveau offert par la
bibliothèque devant être clairement indiqué dans la bibliothèque. Ces niveaux correspondent à
un compromis entre qualité et vitesse d’exécution. Par défaut, le niveau privilégiant la qualité
doit être sélectionné (au contraire de ce qui est bien souvent fait dans les compilateurs).
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Niveau 0 : Arrondi fidèle et erreur relative garantie
– En arrondi au plus près, la valeur renvoyée doit toujours être l’un des deux
nombres flottants qui encadrent immédiatement le résultat exact.
– En arrondi vers  1, la valeur renvoyée doit toujours être inférieure ou égale au
résultat exact.
– En arrondi vers +1, la valeur renvoyée doit toujours être supérieure ou égale au
résultat exact.
– L’arrondi vers 0, doit se comporter comme l’arrondi vers  1 pour les valeurs
positives et comme l’arrondi vers +1 pour les valeurs négatives.
– L’erreur maximale autorisée est de 1; 5 ulp pour les arrondis dirigés.
– Dans tous les cas où la fonction est monotone, l’implémentation doit également
être monotone.
– En arrondi au plus près et en arrondi vers zéro, l’éventuelle symétrie de la fonc-
tion autour de 0 doit être préservée.
Niveau 1 : Arrondi correct sur un intervalle fixé
– L’implémentation doit satisfaire les critères de niveau 0.
– Il doit exister un intervalle, habituellement autour de zéro, où l’implémentation
de la fonction doit être correctement arrondie. Nous suggérons, par exemple, que
ce domaine doit au minimum contenir [ 2;+2℄ pour les fonctions sin, os et
tan ; et [ 1; 1℄ pour exp, osh, sinh, 2x et 10x.
Niveau 2 : Arrondi correct
– L’arrondi correct doit être fourni par l’implémentation sur tout l’intervalle de dé-
finition de la fonction.
– Nous suggérons l’utilisation dumode preserve-range lorsque l’intervalle de sor-
tie est prioritaire. Dans ce cas, l’arrondi correct est fourni dans tous les cas ou cet
arrondi est compatible avec l’intervalle de sortie.
– Dans le cas d’un arrondi dirigé, nous supposons que l’utilisateur a connaissance
de l’incompatibilité avec la propriété de symétrie, donc le mode preserve-symmetry
n’est pas disponible.
– Remarque : L’arrondi correct ne peut être incompatible avec la monotonie.
Nous noterons que l’erreur donnée par le niveau 0 peut être remplacée par une erreur plus
générale. L’erreur relative doit être bornée par (1=2 + )ulp pour l’arrondi au plus près et par
(1 + )ulp pour les autres modes d’arrondis. Pour le niveau 0, le seuil de tolérance  ne peut
pas excéder la valeur 1=2, tandis que pour le niveau 2 ce seuil est fixé à 0.
Nous considérons le niveau 0 comme le niveau minimum acceptable. En effet, il existe déjà
des bibliothèques [2, 3] satisfaisant ce niveau pour l’arrondi au plus près. De plus, les récentes
avancées sur la recherche des pires cas [60, 61, 77] nous laissent entrevoir des méthodes à coût
raisonnable pour quelques fonctions en simple et en double précision. Nous verrons dans le
chapitre 5 une méthode ainsi qu’une étude sur le surcoût de ce niveau 2 pour la fonction exp.
1.3.5 Les exceptions
Pour des raisons de concision, dans la suite, le signe sera symbolisée par ( 1)s avec s =
f0; 1g.
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1.3.5.1 Valeurs non définissables par continuité
Lorsque la fonction considérée n’est pas définie mathématiquement, nous avons plusieurs
possibilités. L’important est de rester cohérent dans les choix faits. Voici trois exemples ty-
piques :
Exemple 1 : Le cas 00 est important. Comme nous l’avons mentionné plus haut, nous ne pou-
vons pas le définir en utilisant la continuité. En revanche, de nombreuses propriétés restent
satisfaites si nous choisissons 00 = 1 (ce qui est fréquemment adopté par convention par les
mathématiciens). Kahan [53] a également suggéré de choisir 00 = 1 ce qui a pour conséquence
que NaN0 = 1 alors que 0NaN = NaN.
Exemple 2 : Un autre exemple est celui de log( 0). D’un coté, comme le suggère Goldberg [38],
nous pouvons voir  0 comme un petit nombre négatif qui a débordé vers zéro. Ce qui favorise
le choix : log( 0) = NaN. D’un autre coté, nous savons que la norme IEEE-754 impose que
+0 =  0 ce qui conduit à avoir x = y et log x 6= log y lorsque x = +0 et y =  0.
Exemple 3 : Le cas 1 inf est similaire à 00. On peut construire des suites u
n





tend vers ce que l’on veut. A cet effet, Kahan [53] suggère 11= NaN, ce qui
implique pour des raisons de cohérence 1NaN = NaN.
1.3.5.2 Les NaNs
Nous suggérons de façon à rester cohérent avec la norme IEEE-754 que toute fonction pre-
nant un NaN en entrée retourne un NaN comme résultat. Une éventuelle exception peut être
faite pour NaN0 = 1 (si 00 est défini comme étant égal à 1).










pour b < 0,
– log(1 + x) pour x <  1,
– xy pour x < 0 et y =2 N
– 1NaN doit être un NaN si 11 est un NaN,
– sin; os; tan; ot; se; s de 1.
– arsinx, aros x, artanh x pour x =2 [ 1;+1℄,
– arosh x pour x < 1, aroth x pour jxj =2℄  1;+1[,






pour y = 0,
– arot 0 est soit un NaN car arot n’est pas définie en 0, soit arot( 0) =  =2 et
arot(+0) = =2, (=2 n’est pas une constante exactement représentable en machine,
aussi le résultat n’est pas =2, mais l’arrondi de =2),
– arse x et ars x pour x 2 f 1; 1g,
Nous noterons qu’il n’est pas envisageable de retourner un NaN lorsque le résultat mathé-
matique est défini (par exemple le sinus d’un très grand nombre).
1.3.5.3 Les infinis
Deux types d’infini peuvent être produits :
L’infini comme le résultat d’un dépassement de capacité :
Il se produit lorsque le résultat mathématique est correctement défini mais que ce
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résultat est de valeur absolue supérieure au plus grand nombre représentable.
L’infini exact :
Il peut être produit par les opérations suivantes :
– log

(+0) =  1 avec  2 fe; 2; 10; b(b > 0)g et arseh(+0) = +1, avec le dra-
peau “division par zéro” levé. Il peut en être de même pour log( 0), voir discus-
sion de la section 1.3.5.1.
– f(( 1)s0) = ( 1)s1 pour f = ot; s; sinh; osh; oth; sh; arsh
– (( 1)s0)x = ( 1)s1 avec x < 0, comme recommandé dans [53],
– artanh(( 1)s) = ( 1)s1, aroth(( 1)s) = ( 1)s1.
– log

(+1) = +1 avec  2 fe; 2; 10; b(b > 0)g,
– log(1 +1) = +1,
– log(1 + x) =  1 pour x =  1,
– +1 = +1 avec  2 fe; 2; 10; b(b > 0)g,
– exp(+1)  1 = +1,
– arsinh(( 1)s1) = ( 1)s1,
– arosh(+1) = +1.
Nous noterons que les fonctions tangente, cotangente, sécante et cosécante ne ren-
voient jamais l’infini pour les précisions courantes. En effet il n’existe pas de nombre
flottant simple ou double précision assez proche d’un multiple de =2 [67].
1.3.5.4 Drapeau résultat inexact
Comme le souligne Muller dans [67], dont en voici un extrait, le résultat d’une fonction
élémentaire peut être exact dans certain cas.
It is difficult to know when functions such as xy or log
b
x give an exact result. However, using
a theorem due to Lindemann, one can show that the sine, cosine, tangent, exponential, or
arctangent of a nonzero finite machine number, or the logarithm of a finite machine number
different from 1 is not a machine number, so that its computation is always inexact.
Nous pouvons compléter cet extrait sur les opérations exactes, par les autres fonctions les plus
courantes :
Pour le logarithme et l’exponentielle en base , tel que  2 e; 2; 10; b(b > 0) :
1. log

(0) =  1 ou NaN (cf. §1.3.5.1) et log

(+1) = +1 ;
2. log

1 = +0 excepté pour5(log

1) =  0 ;
3.  1 = +0 et +1 = +1 ;
4. p, pour tout entier p tel que p est exactement représentable. En particulier :
– 0 = 1 ;


























(1 + x) =  1 pour x =  1, 0 pour x = 0 et +1 pour x = +1 ;
6. exp
e
(x)  1 = +0 pour x =  1, 0 pour x = 0 et +1 pour x = +1.
Pour les fonctions trigonométriques et leurs réciproques :
1. f(0) = 0 pour f = sin; tan; arsin; artan ;
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2. os 0 = 1 ;
3. ot(( 1)s0) = ( 1)s1 ;
4. se 0 = 1 ;
5. s(( 1)s0) = ( 1)s1 ;










sign(y)0 pour y 6= 0 ;
8. arot(( 1)s1) = ( 1)s0
9. arse 1 = +0 excepté pour5(arse 1) =  0 ;
10. ars(( 1)s1) = ( 1)s0.
Pour les fonctions hyperboliques et leurs réciproques :
1. f(0) = 0 pour f = sinh; tanh; arsinh; artanh ;
2. f(( 1)s1) = ( 1)s1 pour f = sinh; arsinh ;
3. osh 0 = 1 et osh(1) = +1 ;
4. tanh(( 1)s1) = ( 1)s1 ;
5. oth(( 1)s0) = ( 1)s1 et oth(( 1)s1) = ( 1)s1 ;
6. seh 0 = 1 et seh(1) = +0 ;
7. sh(( 1)s0) = ( 1)s1 et sh(( 1)s1) = ( 1)s0 ;
8. arosh 1 = +0 et arosh(+1) = +1 ;
9. artanh(( 1)s1) = ( 1)s1 ;
10. aroth(( 1)s1) = ( 1)s0 et aroth(( 1)s1) = ( 1)s1 ;
11. arseh 1 = +0, arseh(+0) = +1, arseh( 0) est +1 ou NaN (voir discussion en
1.3.5.1 ;
12. arsh(( 1)s1) = ( 1)s0 et arsh(( 1)s0) = ( 1)s1 ;
1.3.6 Interactions avec les autres normes
À travers les différentes propositions que nous avons émises, nous avons essayé de rester
cohérent avec les autres normes traitant des fonctions mathématiques (la norme LIA-2 [5] et
la norme C99 [6]). En ne citant que ces normes, nous sommes loin de l’exhaustivité. En effet,
chaque langage a sa norme et sa propre collection de critères à satisfaire pour l’évaluation des
fonctions mathématiques.
Toutefois ces propositions diffèrent en quelques points :
Précision. La plupart des normes liées à des langages comme la norme C99, n’ont aucune
spécification quant à la précision des fonctions élémentaires. En revanche, la norme LIA-2 traite
de la précision que doivent fournir les évaluations des fonctions mathématiques. La précision
varie entre 0:5  C et 1:5  C à 2  C où C est une constante dépendant du système de re-
présentation. Il existe de plus plusieurs intervalles de précision définis pour des groupes de
fonctions mathématiques. Dans le cas des fonctions trigonométriques cette spécification n’est
requise que sur un sous-intervalle centré en zéro.
Propriétés mathématiques. Comme pour la précision, la norme C99 ne spécifie rien quant
aux propriétés que doivent satisfaire les implémentations. Parmi toutes les propriétés que nous
avons énoncées, la norme LIA-2 n’évoque que la monotonie. Elle impose cette propriété pour
les fonctions trigonométriques sur un intervalle centré en zéro, dépendant du système de re-
présentation ([ 227;+227℄ pour la double précision). Pour les autres fonctions mathématiques,
la propriété de monotonie est imposée sur tout l’intervalle où les fonctions sont définies.
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Les exceptions. Mis à part quelques désaccords portant principalement sur les questions que
nous avons laissées ouvertes (voir discussion en 1.3.5.1), toutes les normes ont une approche
identique sur la question des exceptions.
Remarques diverses. La norme LIA-2 impose des éléments qui semblent difficile à satisfaire
dans un système à virgule flottante. A de nombreuses reprises, elle émet des conditions sur
le résultat d’une fonction lorsque l’argument en entrée est un nombre irrationnel, donc non
représentable en machine (par exemple e ou ).
Nous noterons également que la troisième partie de la norme LIA est consacrée aux fonc-
tions complexes, alors que les propositions que nous avons soumises ne les concernent pas.
1.4 Conclusion
La norme IEEE-754 a constitué une révolution dans le monde de l’arithmétique virgule
flottante. Elle a facilité l’échange des données entre processeurs, la portabilité du code et la
construction de preuves. À travers le dilemme du fabricant de table nous comprenons aisément
pourquoi les fonctions élémentaires n’ont pas été incluses dans cette norme. Mais depuis, de
récents travaux dans la recherche des pires cas [60, 61, 67, 69, 77] pour les fonctions élémentaires
nous laissent entrevoir une solution au dilemme du fabricant de table.
Il n’est donc pas illusoire d’espérer voir les fonctions élémentaires incluses dans une révi-
sion de la norme IEEE-754. Pour aller dans cette direction nous avons donc lancé la discus-
sion en proposant une liste de propriétés souhaitables pour les fonctions élémentaires. Dispo-
ser d’une norme pour les fonctions élémentaires aurait alors les mêmes conséquences sur les
calculs numériques que celle qu’a eu la norme IEEE-754 sur les opérations flottantes : princi-







L’évaluation des fonctions élémentaires peut s’effectuer avec du
matériel dédié, c’est le cas dans certains processeurs de traitement
du signal, des processeurs reconfigurables et les co-processeurs
mathématiques d’Intel du 8087 au 80487SX. Les façons de les éva-
luer dans ce cas sont nombreuses et les solutions apportées vont
fortement dépendre de la quantité de matériel que l’on est prêt à
leur consacrer. Dans le cas de très faibles précisions, généralement
en virgule fixe, le résultat est souvent mémorisé dans une table. Il
faut évidemment trouver d’autres alternatives pour les précisions
supérieures.
Pour la double précision, la solution la plus efficace est d’utiliser
les opérateurs arithmétiques matériels existants. Les algorithmes
les plus efficaces sur les processeurs généralistes sont décomposés
en trois étapes : réduction, approximation et reconstruction.
Au cours de ce chapitre nous présenterons deux façons d’évaluer
les fonctions élémentaires : l’une destinée à des implémentations
matérielles et utilisant des tables, et l’autre logicielle avec évalua-
tion polynomiale.
2.1 Évaluation matérielle
L’évaluation matérielle la plus simple consiste à pré-calculer et à mémoriser dans une table
les résultats pour tous les arguments possibles. Cependant, la taille de la table nécessaire croît
de façon exponentielle en la taille des entrées, donc cette méthode est limitée à des précisions
de l’ordre de la dizaine de bits.
Cette technique est largement utilisée dans les processeurs de traitement du signal, où la
dynamique (plages des nombres représentables) des nombres en entrée reste faible. Dans ce
type de processeur, la virgule fixe est souvent préférée à la virgule flottante pour des raisons de
coût et de consommation électrique. Cette technique est également utilisée dans les processeurs
généralistes actuels, pour fournir des points de départ pour l’implémentation de la division et
de la racine carrée par des itérations de Newton ou de Goldschmidt.
Il existe des méthodes permettant au prix de quelques additions supplémentaires, d’at-
teindre des précisions supérieures à la dizaine de bits. Examinons-les maintenant.
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2.1.1 État de l’art
Les tables multipartites
Introduite en 1995 par Das Sarma etMatula [23] dans le cas de la fonction 1=x, cetteméthode
a été généralisée en 1999 de façon indépendante par Schulte et Stine [79] et par Muller [68]
puis améliorée en 2001 par Dinechin et Tisserand [27]. Elle consiste en une approximation au
premier ordre des fonctions où les multiplications sont remplacées par des lectures de table.
Elle permet d’obtenir l’arrondi fidèle (voir définition 1) pour des précisions d’environ 16 bits
en utilisant des tables de quelque Koctets et de petits additionneurs.
Les autres méthodes à base de table et d’addition
Hassler et Tagaki [41] décomposent une approximation polynomiale d’une fonction en une
somme de produits de bits du mot d’entrée. L’ensemble de ces produits partiels est décom-
posé de façon heuristique en sous-ensembles mémorisés dans des tables, et fusionnés à l’aide
d’un additionneur multi-opérandes. Une autre méthode est donnée par Wong et Goto [82], où
les additions sont effectuées avant et après les lectures de table. Bien que ces deux méthodes
considèrent des termes d’ordre supérieur, il a été prouvé qu’elles conduisent à de plus grosses
tables et à une architecture plus lente que les tables multipartites généralisées [27].
Les méthodes de plus grand ordre
La taille exponentielle des tables rend les méthodes précédentes non utilisables pour des
précisions supérieures à 24 bits. En 2001, Bruguera, Piñeiro et Muller ont par conséquent pré-
senté une architecture basée sur une approximation de second ordre en utilisant des multi-
plieurs et des unités d’élévation au carré [73]. Liddicoat et Flynn [64] ont également proposé
en 2001, une architecture pour calculer l’inverse en utilisant plusieurs unités d’élévation à la
puissance fonctionnant en parallèle, suivies d’un additionneur multi-opérande.
2.1.2 Une méthode à base de table avec de petits multiplieurs
La méthode présentée ici est une version intermédiaire entre les méthodes à base de lecture
de tables et d’additions et les méthodes basées sur des multiplications. Elle a fait l’objet d’une
publication [31].
2.1.2.1 Approximation mathématique
Supposons que l’on souhaite évaluer f(x) avec x 2 [0; 1[ un nombre en virgule fixe sur

















 4k, et les x
i
sont des nombres
codés sur k bits appartenant à [0; 1[, sauf pour x
4













La méthode consiste à écrire le développement de Taylor à l’ordre 5 de f en x
0
et à ne
conserver que les termes prépondérants pour le résultat final. Rappelons que la précision visée
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avec  2 [0; 1℄. En développant l’équation (2.1) et en ne gardant que les termes qui ont une





























































































































































































































































































L’évaluation de f(x) peut être faite en effectuant seulement 2 «petites» multiplications et
5 additions, le tout avec une erreur inférieure à "
f





















) sont pré-calculées pour la fonction cible et pour chaque argument pos-
sible. La taille des tables utilisées dépend donc de la fonction considérée.
Nous noterons que cette méthode exploite une propriété de la dérivée de la fonction. Les
dérivées successives doivent en effet ne pas croître trop rapidement, pour rendre les termes
absents des tables non significatifs par rapport aux autres.
L’architecture correspondant à cette méthode est présentée en figure 2.1.
2.1.2.2 Calcul de l’erreur d’arrondi
En plus de l’erreur mathématique d’approximation "
f
, cette architecture à d’autre sources
d’erreurs dont il faut tenir compte :
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FIG. 2.1: Architecture de la méthode à base de petite multiplication et de lecture de table.
– Les tables doivent être remplies avec des valeurs en virgule fixe correspondant aux va-
leurs exactes arrondies à la précision cible.
– De façon similaire les résultats des multiplications doivent également être arrondis à la
précision cible.
– Ces erreurs d’approximation, plus l’erreur mathématique nécessitent l’utilisation de g
bits additionnels (ou bits de garde) dans les tables et à la sortie des multiplieurs (voir
figure 2.1).
– Enfin le résultat final doit être arrondi à la précision cible après la dernière addition, avec
une erreur d’au plus 1 ulp du résultat pour garantir l’arrondi fidèle.



































(k + p+ g)
Le multiplieur utilisé pour multiplier E par x
2
est de taille (k)  (k + p + g), et l’autre utilisé
pour multiplier E par x
3
est de taille (k) (p+ g).
Le nombre de bits additionnels g correspond au plus petit nombre tel que l’arrondi fidèle
est garanti pour tous les arguments en entrée.
Nous noterons que l’arrondi des résultats des multiplications, et l’arrondi final, peuvent
être effectués par simple troncature (sans surcoût au niveau matériel), si un terme correcteur
est ajouté aux valeurs utilisées pour remplir la table A.
2.1.2.3 Résultats
Nous avons réalisé un programme C simulant la méthode présentée ci-dessus. Il remplit les
tables et détermine l’erreur totale par énumération, pour des valeurs croissantes du nombre de
bit de garde, jusqu’à ce que l’arrondi fidèle soit obtenu.
Le tableau 2.1 présente les résultats pour différentes fonctions générées par le programmeC.
Les meilleurs résultats de tailles de tables obtenus pour les méthodesmultipartites généralisées
[27] sont également présents pour établir une comparaison et constituent les tailles de référence.
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Taille de Nombre de Taille de
f k p
table bits corrects référence
sin 3 2 2768 14 3712
[0; =4[ 4 3 15040 19 29440
5 3 70528 23 138624
exp 3 2 3232 14 6272
[0; 1[ 4 3 16256 19 56320
5 4 82432 24 366080
2
x
  1 3 2 3392 14 7168
[0; 1[ 4 3 18048 19 56320
5 4 89600 24 259584
TAB. 2.1: Taille de tables et précision avec l’arrondi fidèle, pour des entrées variant entre 14 et 24 bits de
précision.
2.1.2.4 Conclusion et application aux FPGA et VLSI
La méthode que nous venons de présenter constitue une importante amélioration des mé-
thodesmultipartites lorsque nous visons une implémentation sur FPGAde dernière génération
(Virtex II et Virtex II Pro). Ces FPGA disposent en effet de nombreux multiplieurs (18 bits 
18 bits ! 35 bits), dont la précision est plus que suffisante pour celles visées par cette mé-
thode. Ils permettent de réduire d’un facteur trois la taille de tables nécessaire sans surcoût
additionnel.
Lorsque l’on vise une implémentation sur VLSI, le principal compromis de la méthode est
d’échanger du silicium utilisé pour les multiplieurs par du silicium utilisé pour les tables. Une
implémentation réelle sur VLSI serait légèrement différente de celle que l’on peut voir sur le
schéma 2.1. Des modifications seraient apportées sur les multiplications ainsi que la façon d’ef-
fectuer la troncature dans les produits partiels de la multiplication.
2.2 Évaluation logicielle
Les méthodes à base de lecture de tables et de petits opérateurs, additions ou multiplica-
tions, sont efficaces seulement pour de petites précisions. Lorsque l’on souhaite évaluer ces
mêmes fonctions pour des précisions plus importantes, alors il faut se tourner vers des algo-
rithmes différents, qui sont souvent basés sur des approximations polynomiales.
Cependant ces approximations ne sont précises que sur de petits intervalles, généralement
centrés sur 0. Un exemple est donné dans le tableau 2.2 pour la fonction exponentielle. Sur cet
exemple on observe qu’il est presque impossible d’évaluer un nombre dont l’amplitude serait
de 23, l’erreur relative serait de l’ordre de 220 : il doit être réduit. Cette étape appelée réduction
d’argument s’accompagne également (en général) en fin du processus d’évaluation d’une étape
de reconstruction.
Nous présentons dans cette section chacune des étapes qui composent l’évaluation logi-
cielle ainsi que notre contribution à la réduction d’argument en grande base. Pour la descrip-
tion d’autres schémas d’évaluation nous invitons le lecteur à consulter [21, 65, 67].




















TAB. 2.2: Précision donnée par l’erreur ", de l’approximation de exp(x) sur l’intervalle [ 2k; 2k℄ par le
polynôme P (x) de Chebychev de degré 3 telle que exp(x) = P (x):(1 + ").
2.2.1 Réduction d’argument
La réduction d’argument est la première étape dans l’évaluation logicielle des fonctions élé-
mentaires. Les performances globales de l’algorithme d’évaluation, et la précision du résultat
dépendent donc de la rapidité et de la précision de cette étape. En effet, les algorithmes utilisés
pour évaluer les fonctions élémentaires et basés sur une évaluation polynomiale sont corrects
si l’argument appartient à un petit intervalle, habituellement centré sur 0. Pour évaluer une
fonction élémentaire f(x) pour tout x, il est donc nécessaire de trouver une transformation
permettant de déduire f(x) à partir de g(x), où :
– x est appelé l’argument réduit et est déduit de x,
– x appartient au domaine de convergence de l’algorithme implémenté pour l’évaluation
de g.
On peut classer les réductions d’argument en deux classes : les réductions multiplicatives (par
exemple le cas du logarithme), et les réductions additives (par exemple le cas des fonctions
trigonométriques). En pratique, seule la réduction d’argument additive nécessite une attention
particulière. Dans ce cas, x est égal à x  kC , où k est un entier et C un multiple entier de =4
pour les fonctions trigonométriques, ou de ln(2) pour l’exponentielle.
2.2.1.1 Problème de précision
Unemauvaise réduction d’argument peut conduire à de catastrophiques problèmes de pré-
cision comme le montre K. C. Ng [69], lorsque l’argument d’entrée est proche d’un multiple
de C . Il est facile de comprendre pourquoi une mauvaise réduction d’argument peut donner










Lorsque x est proche de kC , presque toute la précision, sinon toute, est perdue lors de la
soustraction x  kC . C’est ce que l’on appelle annulation ou cancellation. Donnons un exemple :
si C = =2 et x = 584664:53 la valeur correcte de x est  0:0000000016757474 : : : , et la
valeur de k correspondante est 372209. Si cette soustraction est effectuée avec une arithmétique
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en base 10 avec 8 chiffres (en arrondi au plus près, et en remplaçant =2 par sa plus proche
valeur représentable dans cette arithmétique), on obtient  0:027244229, donc tous les chiffres
du résultat calculé sont faux.
Une première solution pour résoudre ce problème est d’utiliser de l’arithmétique multipré-
cision, mais le calcul s’en trouvera fortement ralenti et la précision nécessaire pour effectuer les
calculs intermédiaires va dépendre de la précision et de l’intervalle donné.
Il faut donc analyser l’erreur commise lors de la réduction d’argument. Cela nécessite la
connaissance du plus petit argument réduit possible atteignable sur un intervalle donné. Il
existe un algorithme, que l’on doit à Kahan, pour déterminer cet argument. Une version écrite
en langage C est disponible à l’adresse http ://http.s.berkeley.edu/wkahan et une ver-
sion Maple du même programme est donnée dans [67], dont quelques résultats se trouvent
dans le tableau 2.3. L’algorithme en question est basé sur la théorie des fractions continues.

















[ ln 2 5261692873635770  2
499 66.8
℄  1024; 1024[ ln 2 7804143460206699  2
 51 57.5
TAB. 2.3: Nombre le plus proche d’un multiple de C pour la réduction additive pour la double précision,
et nombre maximum de bits annulés.
2.2.1.2 Méthode de Cody et Waite
Dans les années 1980, Cody et Waite [17, 18] ont suggéré une méthode relativement efficace
pour des arguments d’amplitude moyenne. La constante C est représentée comme la somme






. Ces nombres devront être choisis de façon à ce que
kC
j
soit exactement représentable par un nombre flottant pour 0 < j  i   1 et pour toute






Cette méthode présente l’avantage d’évaluer rapidement une approximation de l’argument
réduit. En revanche, il n’est pas possible d’utiliser un tel algorithme pour de grands arguments,
le nombre de bits nécessaire pour stoker kC
i
pouvant vite devenir supérieur au nombre de bits






1000, ce qui signifie qu’au moins 1000 bits seront nécessaires pour représenter k, et
encore plus pour représenter les kC
i
! On est donc loin des 53 bits de précision du format double
précision. De plus, la précision du résultat en sortie est limitée à la précision d’un nombre
flottant, par conséquent il est difficile d’obtenir par cette méthode le résultat comme la somme
de deux nombres flottants (nous verrons au chapitre 5 que, dans certain cas, l’argument réduit
doit être sur 2 flottants).
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2.2.1.3 Méthode de Payne et Hanek
Lorsque la méthode de Cody et Waite ne suffit pas, c’est-à-dire lorsque l’on désire avoir
l’argument réduit avec une grande précision, ou que l’argument en entrée est grand, nous
devons nous orienter vers d’autres méthodes. L’une des plus connues est celle proposée en
1983 par Payne et Hanek [72].
Nous supposons pour la suite que nous souhaitons effectuer une réduction d’argument
pour les fonctions trigonométriques, avec C = =4, et que le domaine de convergence des al-
gorithmes contient I = [0; =4℄. L’extension de la méthode aux autres domaines de convergence
ou fonctions (exponentielle) est simple.
Pour un argument en double précision x, nous voulons trouver l’argument réduit x avec
p bits de précision et l’entier k, satisfaisant x = kC + x. Une fois x connu, il suffit de disposer






w = y   k
x

= C  w:
(2.4)
Ces opérations ne peuvent pas être réalisées en précision machine. Représentons le flottant
x par x = X  2e, où X est un entier sur 53 bits, et e   1 (dans le cas où e <  1, aucune
réduction n’est nécessaire).
Si l’on se place dans le pire cas, alors l’argument x est dans l’intervalle ℄   21024; 21024[. De
plus d’après le tableau 2.3, sur l’intervalle ℄   21024; 21024[, pour C = =4 nous pouvons perdre
jusqu’à 62 bits de précision. Il faut disposer de la valeur 1
C
avec au minimum 1023 + 62+ p bits
de précision pour effectuer l’opération x 1
C
, et garantir les p bits de précision du résultat.
En revanche cette multiplication ne doit pas être faite telle quelle. L’idée de Payne et Hanek
[72] est de remarquer que seule une petite partie de 1
C
est nécessaire pour obtenir le résultat qui
nous intéresse dans l’opération y = x 1
C
.
En effet, si x = X  2e alors nous pouvons découper 1
C
en trois parties g,m, d où :




– m =M  2 e p 115 contient les p+ 53 + 3 + 62 bits suivants de 4

, avecM entier,
– d = D  2 e p 115 1 contient les bits suivants de 4

, où 0 < D < 1.
On remarque en effet que 4

 x = (8  g + (m + d)2
 e p 115 1
)x. La valeur 8  g  x
est un multiple de 8, qui une fois multipliée par =4 (voir Eq. 2.4), n’aura pas d’influence sur
l’évaluation trigonométrique. De plus, en faisant varier le paramètre de précision p on peut
rendre la quantité D  2 e p 115 1  x aussi petite que l’on souhaite. Par conséquent, seule la
partiem de 4

est pertinente pour la réduction d’argument.
Les différentes étapes de cet algorithme sont décrites dans le schéma 2.2.
2.2.1.4 Réduction en grande base
La méthode de Cody et Waite exposée en section 2.2.1.2 est efficace pour les petits argu-
ments. Cependant lorsque l’on considère de grand arguments, elle se révèle trop imprécise et
la solution est alors d’utiliser celle de Payne et Hanek, présentée en section 2.2.1.3. Cette mé-
thode est certes précise, mais le nombre d’opérations nécessaires est élevé. Lorsque l’on consi-








































































































FIG. 2.2: Algorithme de Payne et Hanek.
dère des arguments de taille moyenne (jusqu’à 263   1), une solution est de se tourner vers la
lourde procédure de Payne et Hanek, ou d’utiliser celle que nous avons développée et décrite
dans [33]. Nous avons appelé cette méthode Réduction en grande base. Nous supposons donc
que l’argument à réduire x est compris entre 8 et 263  1. Le graphique 2.3 résume les étapes de
l’algorithme ci-dessous :
1. Définissons I(x) comme l’entier le plus proche de x, et F (X) = x   I(x). Notons que
F (x) est exactement représentable en double précision et calculé exactement en machine,
et que pour x  252, nous avons F (x) = 0 et I(x) = x. Par hypothèse x  8, donc le
dernier bit de mantisse de F (x) a un poids supérieur ou égal à 2 49 ;
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(x) contenant les bits 0 à 7 de I(x)
I
1
(x) contenant les bits 8 à 15 de I(x)
I
2
(x) contenant les bits 16 à 23 de I(x)
I
3
(x) contenant les bits 24 à 31 de I(x)
I
4
(x) contenant les bits 32 à 39 de I(x)
I
5
(x) contenant les bits 40 à 47 de I(x)
I
6
(x) contenant les bits 48 à 55 de I(x)
I
7

















Notons au passage que I(x) est représentable sur au plus 53 bits, par conséquent soit
I
7
(x) = 0, soit I
0
(x) = 0. Il y a donc au plus 7 des I
j
(x) = 0 qui sont non nuls.
Comme mentionné ci-dessus, notre but est de toujours fournir un résultat correct. L’uti-
lisation de l’algorithme de recherche de pires cas [67] nous permet d’obtenir le nombre
maximum de bits perdus sur l’intervalle considéré. Nous perdons aumaximum 61 bits de
précision dans notre cas : intervalle de départ = [8; 263   1℄, C = =2 et double précision.
Nous avons besoin de mémoriser (I
i
(x) mod =2)
1 avec au moins
61 (possible annulation sur les bits de poids fort)
+ 53 (bits de mantisse différents de zéro)
+ p (bits de garde)
= 114 + p bits.
Pour obtenir cette précision, tous les nombres (I
i












(i; w) contenant les bits de poids 2 1 à 2 49 de ((28iw) mod =2)
T
med
(i; w) contenant les bits de poids 2 50 à 2 98 de ((28iw) mod =2)
T
lo
(i; w) contenant les bits de poids 2 99 à 2 147 de ((28iw) mod =2)
en arrondi au plus près, où w est un entier sur 8 bits. Notons que T
hi
































est bornée par 2 + 1
2















est un multiple de 2 49 et a une valeur absolue inférieure à 8. S
hi
est donc exactement
représentable en double précision (il est même représentable sur 52 bits). Donc, avec une
arithmétique de type IEEE, il sera calculé exactement.
1défini tel que  =4  (X mod =2) < =4.











































Ces trois sommes sont calculées exactement en arithmétique double précision, sans erreur
d’arrondi.






(x) est égal à xmoins un entier multiple de =2
plus une petite erreur bornée par 8  2 148 = 2 145, due à l’arrondi au plus proche des
valeurs (28iw) mod =2 aux bits de poids 2 147.
S(x) n’est pas encore l’argument réduit car sa valeur absolue peut être supérieure à =4.
Nous avons donc besoin de soustraire ou d’additionner un multiple de =2 à S(x) pour
obtenir le résultat final. Définissons C
hi
(k), pour k = 1; 2; 3; 4, comme le multiple de
2
 49 le plus proche de k=2. C
hi
(k) est exactement représentable en double précision.
Définissons C
med










4. Nous procédons comme suit :
– Si jS
hi






















) est le plus proche de jS
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(x) sont exactement représentables en double précision. Ils sont donc
calculés exactement.






(x) est égal à xmoins un entier multiple de =2
plus une erreur bornée par 2 145 + 2 148.
Cette étape est également utilisée (seule, sans l’étape précédente) pour réduire les petits
arguments inférieurs à 8. L’argument réduit est représenté sous la forme d’une somme
de trois nombres flottants double précision. Il nous faut donc maintenant réduire cet ar-
gument sous la forme de deux nombres flottants. Pour cela nous utiliserons l’algorithme
Fast2Sum, décrit en section 3.2.2, qui additionne de façon exacte deux nombres flottants
et renvoie le résultat sous la forme de deux nombres flottants.
5. Nous obtenons l’argument réduit final de la façon suivante. Soit p un paramètre entier
utilisé pour définir la précision finale requise, alors :


















contiennent l’argument réduit avec une erreur relative
inférieure à 2 96+p + 2 99+p ;
– Si R
hi

























– Si 0 < R
hi(x)
 2
 p, alors nous calculons successivement
(y
hi














contiennent l’argument réduit avec une erreur absolue
inférieure à 2 98 pour 0 < jyj  2 p, et une erreur relative inférieure à 2 95+p sinon.
F
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FIG. 2.3: Réduction d’argument en grande base.
Comparaisons
Si l’on compte le nombre N d’opérations flottantes double précision, on a pour jxj < 263,
N = 10 + 3 log
256
x, ce qui est équivalent à un nombre d’opérations compris entre 13 et 34
et 3dlog
256
xe lectures de table.
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. Si au cours de la cinquième étape de l’algorithme on détecte que la précision n’est pas




. Cette petite modification permet de réduire le nombre
d’opérations dans les cas fréquents (faible nombre de bits cancellés).
Dans cette section, nous avons comparé notre méthode avec d’autre algorithmes sur le
même intervalle [8; 263   1℄, notamment la méthode de Payne et Hanek (voir section 2.2.1.3)
et la réduction modulaire décrite dans [26]. Nous avons choisi l’implémentation de Sun Micro-
systems [69] pour la réduction de Payne et Hanek. La comparaison est composée des critères
suivants : taille de table, nombre de lectures de table, nombre de multiplications/additions/-
divisions flottantes.
# Opérations # De lecture Taille de table
élémentaires de table en Koctets
Notre algorithme 13 à 34 3/24 48





Les comparaisons montrent que l’algorithme présenté nécessite moins d’opérations pour
des arguments de taille moyenne. En revanche, la méthode de Payne et Hanek et la réduction
d’argument modulaire n’ont pas besoin de beaucoup de mémoire, mais nécessitent entre trois
et quinze fois plus d’opérations flottantes. Cet algorithme constitue donc un excellent com-
promis entre taille de table et nombre d’opérations pour la réduction d’arguments de taille
moyenne.
2.2.1.5 Réduction par table
Nous venons de voir les méthodes de réduction d’argument. Malheureusement, comme
nous l’avons observé à travers l’exemple de l’exponentielle (tableau 2.2), il est souvent néces-
saire d’effectuer une deuxième réduction d’argument pour obtenir un intervalle plus petit et
où l’évaluation polynomiale sera assez précise. La solution la plus couramment utilisée est la
mémorisation de quelques valeurs précalculées dans des tables [65, 67, 80, 81].
Supposons que x soit l’argument à réduire par la réduction par table. Cette réduction
consiste à trouver un bon compromis entre méthodes à base de tables et approximations poly-
nomiales. Pour ceci, il faut découper x en une partie X
1
constituée des k bits de poids fort, et
une partieX
2












FIG. 2.4: Découpage de x en deux mots de k et ` bits. Le mot X
1
servira à adresser une table et le mot
X
2
sera l’argument d’une approximation polynomiale.
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est utilisée pour adresser une table et l’argument réduit X
2
est utilisé pour
l’évaluation polynomiale. La précision en sortie utile pour mémoriser ces valeurs est limitée à
53 bits lorsque l’on considère la double précision. Cependant plusieurs solutions permettent
d’augmenter cette précision :
– On utilise deux nombres flottants double précision. Malheureusement cette technique
nécessite deux fois plus d’espace mémoire et au moins deux fois plus d’opérations pour
l’évaluation de l’argument réduit.
– Une autre solution a été proposée par Gal [37]. Elle consiste à perturber localement les
points à tabuler de façon à obtenir une valeur à tabuler pratiquement égale à un nombre
machine. Ainsi, un nombre flottant est utilisé pour mémoriser la perturbation, et un autre
pour le résultat proche d’un nombre machine minimisant l’erreur. Bien que le nombre de
valeurs à mémoriser soit identique à la solution précédente, l’évaluation de la fonction
s’en trouve souvent simplifiée.
Dans les deux cas, la façon de placer les mots en mémoire a également une importance.
Nous verrons en section 3.1.3.1 comment les arranger de façon optimale.
2.2.2 Approximation polynomiale
Nous supposerons que dans le processus d’évaluation des fonctions élémentaires, la réduc-
tion d’argument a été effectuée. On se ramène désormais au problème d’évaluer une fonction
f sur un intervalle d’assez petite taille. On supposera que cet intervalle est de la forme [0; a℄.
Dans cet intervalle, on désire approcher la fonction f par un polynôme.
2.2.2.1 Approximations de Taylor
La première idée qui vienne à l’esprit est d’utiliser un développement de Taylor de la fonc-
tion f . Ce développement peut être choisi soit en l’origine, soit en un point bien précis de
l’intervalle.
Le développement de Taylor est basé sur le théorème suivant :
Théorème 2 (Taylor-Lagrange) Soit f une fonction définie et continue sur [a; b℄ ainsi que ses n pre-
mières dérivées successives, et telle que f (n+1) existe sur ℄a; b[. Alors il existe un point ,  2℄a; b[ tel
que


















Ce développement permet d’obtenir des valeurs approchées d’une fonction avec une pré-
cision aussi grande qu’on le désire car le reste d’ordre n+ 1 tend généralement vers 0 lorsque
n augmente. Aussi une majoration de l’erreur commise en approchant le calcul de f(x) par
l’évaluation polynomiale de Taylor P
n







oùM est une majoration de jf (n+1)j sur l’intervalle ℄a; b[.
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fonction développement de Taylor en 0
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TAB. 2.4: Exemples de développement de Taylor en 0.
L’intérêt de l’approximation par un polynôme de Taylor vient de la simplicité de ses coeffi-
cients (voir Tab. 2.4). Cette simplicité permet d’économiser des opérations (multiplications par
1 par exemple), où de les simplifier (multiplications par 1=2).
2.2.2.2 Approximation de Chebychev
De bonnes approximations sont également obtenues par les polynômes de Chebychev. Le
polynôme de Chebychev de degré n, T
n
est donné par :
T
n
(x) = os(n aros x)
























(x) n  1:

























0 si i 6= j















pour k = 1; 2; : : : ; n:
Plus de détails sur les polynômes de Chebychev sont donnés dans [10]. Une implémen-
tation en langage C et les détails de calcul de l’approximation de Chebychev sont également
disponibles dans [36].
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2.2.2.3 Approximation Minimax
L’approximation de Taylor n’est pas la meilleure solution, car ce n’est une meilleure ap-
proximation que localement (au voisinage du point où l’on développe) et non globalement
(sur un intervalle).























sont des polynômes de degré inférieur ou égal à n. L’existence d’un tel polynôme
a été montrée par Chebychev, qui énonce que si f(x) est continue sur l’intervalle [a; b℄ alors il
existe un unique polynôme minimax pour un n donné, et que l’erreur maximum est atteinte en
au moins n+ 2 points distincts de l’intervalle [a; b℄, avec des signes alternés.
Le polynôme P 
n
minimise l’erreurmaximale sur l’intervalle [a; b℄ sur lequel on cherche à ap-
procher la fonction. Cette approximation, appelée minimax, se calcule à l’aide d’un algorithme
dû à Remez [74].
2.2.2.4 Construction d’une bonne approximation
Nous allons maintenant décrire en détails le processus pour obtenir les coefficients d’une
approximation polynomiale ayant de bonnes propriétés.
Nous utiliserons le logiciel Maple et sa bibliothèque d’approximation numapprox. Cette der-
nière offre une fonctionminimax proposant une approximation du polynômeminimax. La com-
mande
> minimax(f(x),x=a..b,[p,q℄,w(x),'err');
donne la meilleure approximation rationnelle Q
p
q
dont le numérateur est de degré p, le déno-
minateur de degré q, de la fonction f sur l’intervalle [a; b℄, avec une fonction de poids w(x), où




















































d’une fonction f(x) sur l’intervalle I = [a; b℄. En pratique, plutôt qu’une approximation mini-
max standard, nous cherchons un polynôme satisfaisant certaines propriétés :
Pour obtenir le polynôme P 
n
nous devons préalablement étudier la fonction et les proprié-
tés souhaitées pour le polynôme.
1. Intervalle :
Il faut rechercher un intervalle où la fonction f s’approche facilement par un polynôme.
Si la fonction est paire/impaire, il faut en préserver la parité.
mise en pratique :
Si l’on considère la fonction sin sur un intervalle [a; b℄ avec a:b  0, alors on sait que
sin(x) =   sin(x) et il suffit d’évaluer cette fonction sur un intervalle de la forme [a; 0℄ ou
[0; b℄.
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2. Fonction :
On souhaite simplifier l’évaluation du polynôme P 
n
, ce qui implique des modifications
sur la fonction à approcher.
– Si la fonction est paire/impaire, on souhaite rendre les coefficients de P 
n
de degré im-
pair/pair nuls. Cela permet de simplifier l’évaluation polynomiale (il y a deux fois
moins de coefficients).
mise en pratique :
Nous cherchons le polynôme Q
n
0
(X) tel que X = x2 pour X 2 [a2; b2℄ de degré n0
vérifiant :
























































Le code Maple correspondant est
> Q := minimax(f(x), x=a^2..b^2, [floor(n/2),0℄, 1, 'err');
> P := subs(x=x^2, Q);









































































Le code Maple correspondant est
> Q := minimax(f(x), x=a^2..b^2, [floor((n-1)/2),0℄, 1, 'err');
> P := x * subs(x=x^2, Q);
– On aimerait rendre les premiers coefficients du polynôme égaux à ceux du dévelop-
pement de Taylor et/ou exactement représentables. Ce qui permet de simplifier les
calculs (multiplications par 1 ou 1=2), mais également d’éviter l’utilisation d’une pro-
cédure spéciale pour les petits arguments. Prenons par exemple le polynôme P (x) =
1:01+0:999x+:501x
2 approchant la fonction exponentielle sur l’intervalle [0; 2 5℄. Aussi
nous avons P (0) = 1:01 ce qui n’est pas une bonne approximation puisque exp(0) = 1.





les coefficients de l’approximation polynomiale P 
n
que l’on souhaite
















est un polynôme de degré (n  2).



















































































avec g(x) = f(x) a0 a1:x
x
2
Le code Maple correspondant est
> R := minimax((f(x) - a0 - a1*x)/x^2, x=a..b, [n,0℄, 1, 'err');
> P := a0 + a1 * x + R;
3. Recherche de l’erreur à minimiser :
À chaque étape, nous avons cherché àminimiser l’erreur absolue. Avec la virgule flottante
il est plus intéressant de minimiser l’erreur relative que l’erreur absolue.
mise en pratique :
Pour minimiser l’erreur relative il faut chercher la meilleure approximation polynomiale
P
n




















Le code Maple correspondant est
> P := minimax(f(x), x=a..b, [n,0℄, 1/f(x), 'err');
4. Recherche du degré du polynôme
La fonction minimax de Maple est programmée en utilisant l’algorithme de Remez. C’est
un algorithme itératif lent. Par conséquent pour la recherche de la meilleure approxima-
tion polynomiale sur un intervalle pour une précision donnée, on pourra préférer dans
un premier temps utiliser la fonction hebpade.
> hebpade(f(x), x=a..b, [p,q℄);
Cette fonction donne l’approximation rationnelle de Chebychev dont le numérateur est
de degré p et le dénominateur de degré q de la fonction f sur l’intervalle [a; b℄. La qualité
de cette approximation est bonne. En effet, le polynôme obtenu lorsque q = 0 est proche
du polynôme de meilleure approximation en terme d’erreur. Il existe une relation entre
l’erreur de l’approximation de f par le polynôme de Chebychev P
T
de degré n, et le
polynôme minimax P
M

















Ainsi le polynôme de Chebychev représente une excellente alternative au polynôme mi-
nimax dans la recherche du bon degré, dû à ses performances en terme de vitesse et de
précision.
5. Calcul de l’erreur
Une fois le polynôme obtenu, il faut arrondir les coefficients pour les représenter en ma-
chine. C’est de cette étape que provient la plus grande partie de l’erreur mathématique
d’approximation. Aussi il est nécessaire de recalculer l’erreur d’approximation en utili-
sant la fonction infnorm de Maple :
> infnorm(f(x), x=a..b, 'xmax');
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Cette fonction calcule la norme infinie de la fonction f sur l’intervalle [a; b℄. Le point où
la fonction f est maximum en valeur absolue est placé dans xmax.
Donc le nombre de bits perdus par l’approximation de f par le polynôme P est obtenu en
cherchant la norme infinie de la fonction (f(x) P
n
)=f(x). Le code Maple correspondant
est :
> err_b10 := infnorm(abs((f(x)-P)/f(x)), x=a..b, 'xmax'));
> log(err_b10)/log(2.);
Toutefois, il est discutable de vouloir obtenir le meilleur polynôme d’approximation po-
lynomiale, pour ensuite en tronquer les coefficients. Brisebarre et Muller [16] ont travaillé
sur ce sujet, et proposé une méthode pour obtenir le meilleur polynôme d’approximation







On ne peut concevoir des algorithmes numériques efficaces, sans
prendre en compte l’architecture sur laquelle ils vont s’exécuter.
En effet, leurs performances sont le résultat d’un équilibre entre la
précision, le taux d’utilisation des ressources et le temps d’exécu-
tion.
Au cours de ce chapitre nous présentons certaines caractéristiques
des processeurs en 2003 suceptibles d’avoir un impact sur les per-
formances de l’évaluation des fonctions élémentaires. Nous propo-
serons également des optimisations permettant d’économiser de
précieux cycles dans la course aux performances.
3.1 Architecture des processeurs
Cette section constitue une courte présentation, nécessaire à notre étude, des éléments des
processeurs généralistes en 2003, tels que le Pentium, Alpha, PowerPC, etc. Nous aborderons
les caractéristiques des unités d’exécution flottantes et entières, pour ensuite nous étendre plus
largement sur les mémoires cache. Pour plus de détails nous invitons le lecteur à consulter
[35, 42, 75].
Voici également les quelques termes techniques utilisés en architecture des ordinateurs que
nous utiliserons par la suite :
– Latence : Temps entre le début et la fin d’une instruction.
– Débit : Temps entre deux instructions exécutées sur une même unité.
– IPC : Nombre moyen d’instructions par cycle d’horloge.
– ALU : Unité arithmétique et logique (Arithmetic-Logic Unit).
– FPU : Unité flottante (Floating-Point Unit).
3.1.1 Unités arithmétiques et flottantes
Nous avons rassemblé les caractéristiques des opérations arithmétiques entières et flot-
tantes de quelques processeurs récents dans le tableau 3.1. Les données sont celles présentes
dans les documents des constructeurs. Ces données sont toutefois à prendre avec précaution
car la latence et le débit ne sont pas les seuls paramètres importants ; le nombre d’unités, les
cas d’exclusion, les contraintes sur les ports sont également d’autres critères de comparaison.
Par souci de simplicité, ce tableau n’inclut pas les nouveaux opérateurs tels que le FMA (voir
section 1.1.4) ou l’approximation de l’inverse.
À la lecture du tableau 3.1, nous observons que l’addition entière est effectuée en un cycle
voire moins (0.5 pour le Pentium 4) sur tous les processeurs. Concernant la multiplication en-
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tière, les processeurs peuvent être classés en deux catégories :
– Les processeurs tels que Alpha, Pentium III, Athlon et PowerPC qui ont une unité dédiée
à la multiplication entière. Elle peut donc être effectuée en seulement quelques cycles.
– Les processeurs Pentium 4, les Itanium I et II et l’UltraSPARC qui délèguent la multi-
plication entière au multiplieur flottant. La latence est donc plus élevée, ce qui est dû
principalement au coût de transfert des opérandes entiers vers les registres flottants.
Les pipelines entiers et flottants sont «hermétiques» au sein des processeurs. Aussi les
conversions, ou transferts d’un registre flottant vers entier ou vice-versa sont des opérations
très couteuses. Parfois il n’existe même pas d’instruction assembleur permettant de les effec-
tuer. Par exemple le jeu d’instruction SPARC V8 ne dispose pas d’instruction pour transférer
le contenu d’un registre entier vers un registre flottant. Nous verrons par la suite comment
effectuer efficacement ces opérations.
Le nombre plus important d’unités entières et leur faible latence par rapport aux unités
flottantes, nous invitent à les utiliser pour les comparaisons et les opérations de décalages.
Nous noterons également que l’opérateur de division flottante, qui est parfois utilisé pour
la réduction d’argument [80], a une latence bien supérieure à celle des autres opérateurs. Il est
en effet assez rare de dédier du matériel spécifique à la division, qui est plutôt effectuée par des
itérations de Newton ou de Goldschmidt.
Cycle Entier Flottant double précision
Processeur Nb. a b a b Nb. a b a b a b
(ns) Unités L/T L/T Unités L/T L/T L/T
Alpha 21264 1.6 4 1/1 7/1 2 4/1 4/1 15/12
AMD K6-III 2.2 6 1/1 2-3/2-3 3 2/2 2/2 20/17
Athlon XP 0.57 3 1/1 4-8/3-7 3 4/1 4/1 20/17
Pentium III 1.0 3 1/1 4/1 1 3/1 5/2 32/32
Pentium 4 0.4 3 .5/.5 14/3 2 5/1 7/2 38/38
Itanium IA-64 1.25 4 1/1 18/1 4 5/1 5/1 >35/>5
PowerPC 750 2.5 2 1/1 2-5/1 1 3/1 4/2 31/31
Sun UltraSparc IIi 2.27 2 1/1 20/20 2 3/1 3/1 22/22
Sun UltraSparc III 0.95 4 3/1 6-7/5-6 2 4/1 4/1 20/17
TAB. 3.1: Latences (L) et Débits (T) en cycle d’horloge des ALU et FPU de processeurs en 2003.
3.1.2 Mémoire
3.1.2.1 Hiérarchie mémoire
Les performances des mémoires constituent le principal goulot d’étranglement des sys-
tèmes actuels. La méthode classique pour réduire l’impact de la latence mémoire est d’utiliser
un ou plusieurs niveaux de cache très rapide. Les caches fonctionnent en exploitant le principe
de localité : si une donnée est référencée une fois, alors la probabilité que ce même élément ou
un élément proche dans l’espace d’adressage (localité spatiale) soit accédé dans un futur proche
(localité temporelle) est élevée. La localité est donc utilisée en mémorisant les données référen-
cées récemment dans une petite mémoire très rapide proche du cœur du processeur, appelée
cache .
Ces caches sont unifiés dans le cas où le code et les données sont stockées dans la même
structure matérielle et séparés dans le cas contraire. Nous noterons qu’à la compilation les
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constantes entières sont généralement considérées comme faisant partie des instructions, alors
que les flottants et les tableaux accédés de façon aléatoire sont considérés comme des données.
La tendance actuelle est d’avoir un cache de niveau 1 (L1) séparé entre données et ins-
tructions, et unifié pour les autres niveaux (L2, L3, etc). C’est le cas de tous les processeurs
mentionnés dans le tableau 3.2.
3.1.2.2 Organisation du cache
Les caches sont divisés en lignes, chaque ligne étant composée d’un groupe d’instructions
ou de données consécutives dans l’espace d’adressage. Il existe plusieurs techniques pour ef-
fectuer le placement des lignes à l’intérieur des caches (voir figure 3.1). Un cache est dit à cor-
respondance directe si l’emplacement de chaque ligne dans le cache est imposé ; typiquement la
place dépend d’un index constitué d’un groupe de bits consécutifs de l’adresse de la ligne. À
l’opposé, un cache est complètement associatif si une ligne peut aller n’importe où dans le cache.
Un compromis entre ces deux méthodes est le cache partiellement associatif où une ligne peut
aller n’importe où dans un sous-ensemble de lignes du cache. Le nombre n de sous-ensemble
détermine le nombre de voies du cache. Ces caches sont également appelés caches partiellement
associatifs à n-voies. Ils sont les plus courants pour les caches de données de niveau 1, comme
on peut le noter dans le tableau 3.2 (la seule exception est l’UltraSparc IIi avec un cache de
données L1 à correspondance directe).
Lorsqu’un accès mémoire est effectué dans le cache et que la donnée ne s’y trouve pas, alors
elle doit être chargée depuis un niveau inférieur et placée dans une des n différentes places
possibles. La nouvelle donnée prend alors la place d’une autre donnée. Il faut donc utiliser une
technique de remplacement pour décider quelle donnée remplacer. Ces techniques sont LRU
(least recently used), pseudo-LRU (la plus courante), LRA (least recently allocated), FIFO (first




















voie 1 voie 2 voie 3 voie 4
cache partiellement associatif à 4−voies
taille de ligne
FIG. 3.1: Le placement des lignes à l’intérieur des différents types de cache.
3.1.2.3 Accès mémoire
Deux types d’adresses coexistent au sein d’un processeur : les adresses virtuelles utilisées
par les instructions mémoires des langages machines et les adresses physiques qui font réfé-
rences aux adresses matérielles ou adresses en mémoire physique. Pour plus de détails sur ces
mécanismes nous invitons le lecteur à consulter [49] et [50].
Les adresses virtuelles doivent être converties en adresses physiques pour pouvoir accéder
réellement aux données. Cette traduction d’adresse est réalisée par une unité spéciale appelée
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Cycle Cache de donnée L1 Cache L2
Processeur Taille Lat- Nb Taille Lat- Nb Taille de
(ns) (Ko) ence voies (Ko) ence voies page
Alpha 21264 1.6 64 3 2 <16MB 12 8Ko
AMD K6-III 2.2 32 2 2 256 4 4Ko,4Mo
Athlon XP 0.57 64 3 2 <8MB 16 1-2 4Ko,2Mo,4Mo
Pentium III 1.0 16 3 4 512 10 4Ko,2Mo,4Mo
Pentium 4 0.4 8 2 4 512 7 4Ko
Itanium IA-64 1.25 16 3 4 96 7 6 4Ko-4Go
Itanium II 1.0 16 2 4 256 6 8 4Ko-4Go
PowerPC 750 (G3) 2.5 32 2 8 <1MB 13-20 4Ko-256Mo
PowerPC 7455 (G4) 1.0 32 2 8 256 9 4Ko-4Go
Sun UltraSparc IIi 2.27 16 2 1 <2MB 6 8Ko-4Mo
Sun UltraSparc III 0.95 64 2 4 <8MB 15 1 8Ko-4Mo
TAB. 3.2: Principales propriétés des caches de processeurs actuels. Cette table donne la taille des caches
de données, la latence d’un chargement entier et le nombre de voies tels qu’ils sont sonnés dans les
documents constructeurs.
MMU (Memory Management Unit). Cette unité traduit l’adresse virtuelle en adresse physique
en lui associant la page ou le segment qui lui correspond. La pagination divise l’espace d’adres-
sage du processus en pages de taille fixe. La traduction se fait donc par l’intermédiaire d’un ca-
talogue de pages. De façon à accélérer la traduction, le matériel maintient un petit cache appelé
TLB (Translation Look-aside Buffer), qui fait partie de la MMU. Sa fonction est de traduire rapi-
dement les adresses virtuelles en adresses physiques. Comme pour le cache de niveau 1, le TLB
est sujet aux techniques de remplacement dont la plus utilisée est la technique pseudo-LRU.
Par conséquent les performances mémoires du système sont étroitement liées aux perfor-
mances du TLB dont le nombre d’entrées est relativement faible (32 pour la famille des Pentium
et plus généralement entre 30 et 100). De plus, lorsqu’une page ne se trouve plus référencée
dans le TLB, le temps requis pour charger la donnée de l’endroit où elle se trouve jusqu’au
cache de plus haut niveau peut être relativement long, de 1000 cycles si la page est en mé-
moire, jusqu’à 106 (et plus) cycles dans le cas d’un défaut de page, qui est traité par le système
d’exploitation.
3.1.3 Conséquences au niveau logiciel
3.1.3.1 Implémentation efficace des tableaux
Les tableaux unidimensionnels ne posent pas de problèmes particuliers. Les éléments d’un
tel tableau sontmémorisés demanière continue dans l’espace d’adressage. En revanche, lorsque
l’on considère des tableaux multidimensionnels, il faut tenir compte de la façon dont les élé-
ments de ce tableau vont être accédés de façon à augmenter la probabilité de trouver l’élément
recherché en mémoire cache. Le but est de minimiser la différence d’adresse entre deux élé-
ments accédés dans une période de temps très courte.
Par exemple, pour les tableaux bidimensionnels (figure 3.2), que l’on utilisera pour l’éva-
luation des fonctions élémentaires, le langage définit si le premier index définit la ligne où la
colonne. En langage C, le premier élément définit la ligne et le deuxième la colonne. Cet ordre
est inversé en FORTRAN.






@17@16@13 @14@11 @15 @19@18@10 @12
@47@46@42 @43 @44@41 @45 @49@48@40
@37@36@32 @33 @34@31 @35 @39@38@30
@27@26@22 @23 @24@21 @25 @29@28@20
@7@6@2 @3 @4@1 @5 @9@8@0 adresse
FIG. 3.2: Les différents parcours d’un tableau à deux dimensions.
Prenons l’exemple de deux itérations imbriqués parcourant l’une les lignes et l’autre les
colonnes d’un tableau. Le code suivant est alors préférable en langage C :
Listing 3.1: Accès efficace à un tableau en langage C
1 for ( i = 0 ; i <N; i ++)
2 for ( j = 0 ; j <N; j ++)
3 A[ i ] [ j ] = B[ i ] [ j ] + C[ i ] [ j ]  D;
alors que le code à choisir en FORTRAN est le suivant :
Listing 3.2: Accès efficace à un tableau en langage FORTRAN
1 DO j =1 , N
2 DO i =1 , N
3 A( i , j ) =B( i , j ) + C( i , j )  D;
4 ENDDO
5 ENDDO
Nous noterons également que sur cet exemple particulier, les performances décroissent au
fur et à mesure queN se rapproche de la taille d’une ligne du cache (plusieurs lignes de tableau
par ligne de cache), et cessent de décroître lorsqueN dépasse la taille d’une ligne du cache.
3.1.3.2 Alignement mémoire
La mémoire est un élément central pour obtenir de bonnes performances. Nous avons vu
que la mémoire n’est pas un élément «continu», mais qu’elle est divisée à plusieurs niveaux,
niveau de la page, de la ligne de cache, d’un mot mémoire, de l’octet. Par conséquent, lorsque
l’on stocke des éléments en mémoire, il faut s’assurer à tous les niveaux que ces éléments ne
sont pas à cheval sur une de ces frontières. Cette technique s’appelle l’alignement mémoire, et est
plus ou moins bien prise en charge par le compilateur.
Par exemple sur une architecture de type Pentium, lorsque l’on accède à une donnée mé-
morisée sur 64 bits (par exemple un flottant double précision), et que cette donnée n’est pas
alignée sur une frontière de 8 octets alors le surcoût lié à cette perte d’alignement coûte 3 cycles
supplémentaires, et beaucoup plus si l’on franchit une frontière de ligne de cache.
Une conséquence directe se trouve dans l’utilisation des structures, composées par exemple
d’un flottant double précision et d’un flottant simple précision. Une solution connue sous le
nom de padding, ou remplissage, consiste à rajouter un élément vide dont la taille permet l’ali-
gnement mémoire et ainsi de ne plus être à cheval sur une des frontières. Par exemple, l’option
de compilation -malign-double de gcc permet de forcer l’alignement mémoire des flottants
double précision.
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3.2 Opérations exactes sur les flottants
Le résultat d’une addition ou d’une multiplication flottante n’est pas forcément un nombre
machine, il doit être arrondi. Cependant, il est parfois nécessaire d’effectuer ces opérations
de façon exacte. Nous allons dans cette section détailler les différents algorithmes permettant
d’exécuter ces opérations de façon exacte. De plus, nous allons mettre en pratique les diffé-
rentes remarques faites au cours des sections 3.1 et 3.1.3, pour en améliorer l’efficacité.
3.2.1 Codage d’un flottant double précision
Un nombre flottant double précision est codé sur 64 bits, soit deux fois plus qu’un entier
codé généralement sur 32 bits. Pour certaines opérations comme les comparaisons, les addi-
tions, les décalages et les masques, il est avantageux d’utiliser la faible latence des unités en-
tières. Toutefois il faut obtenir la partie haute et la partie basse d’un flottant double précision.
Nous appelons la partie haute celle contenant le signe, l’exposant ainsi que les 20 bits de poids
fort de la mantisse. La partie basse est celle qui contient les 32 bits de poids faible de la mantisse.
L’ordre dans lequel sont rangés en mémoire les deux mots de 32 bits varie selon le type
d’architecture. Une architecture est dite Little Endian si les bits de poids faible du nombre sont
stockés en mémoire à la plus petite adresse. Les processeurs x86 utilisent cette représentation.
À l’inverse, une architecture où les bits de poids fort sont stockés en mémoire à la plus petite
adresse est dite Big Endian. Les processeurs PowerPC sont de ce type.
partie haute
s e m




FIG. 3.3: Stockage des flottants double précision en machine
s e m
31 30 23 22 0
FIG. 3.4: Stockage des flottants simple précision en machine
Dans le format ’Little Endian’, la façon d’accéder respectivement aux octets 1, 2, 3, 4... se
fait de la même façon quel que soit le format : on accède en premier aux octets de poids faibles.
Cette représentation est avantageuse pour les routines multiprécision où l’accès aux bits de
poids faibles doit se faire en premier. En revanche, dans le cas d’une représentation ’Big En-
dian’, l’accès aux informations de signe et d’exposant permet de tester rapidement les carac-
téristiques d’un nombre sans avoir à disposer d’une information supplémentaire sur le format
(simple précision, double précision,...). De plus dans ce format, les nombres sont stockés de la
même façon qu’ils sont imprimés, ce qui rend les conversions binaires vers décimal particuliè-
rement efficaces.
Le code suivant permet de récupérer la partie haute et la partie basse d’un flottant x en
fonction du format de représentation de la machine. Ce code ne fonctionne que sur les systèmes
où les entiers (type C99 «int») sont représentés sur 32 bits.
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Listing 3.3: Extraction de la partie haute et basse d’un flottant double précision
1 / LITTLE_ENDIAN/BIG_ENDIAN son t d é f i n i s par l ’ u t i l i s a t e u r ou  /
2 / au tomat i quement par d e s o u t i l s t e l s que au t o c on f / automake .  /
3
4 # i fdef LITTLE_ENDIAN
5 #define HI ( x )  ( 1+ ( in t  )&x )
6 #define LO( x )  ( in t  )&x
7 # e l i f BIG_ENDIAN
8 #define HI ( x )  ( in t  )&x
9 #define LO( x )  ( 1+ ( in t  )&x )
10 #endif
Le principal inconvénient de ce code, est qu’il ne permet pas de load-to-store forwarding [42]
à l’intérieur du pipeline. Cette technique, aussi appelée court-circuit permet dans le cas où une
instruction attend le résultat d’une instruction précédente, d’envoyer directement le résultat
produit par l’unité d’exécution à la deuxième instruction sans transiter par les registres ou la
mémoire. Cette technique implémentée dans tous les processeurs généralistes, permet dans le
cas de dépendances de données d’économiser les cycles d’écriture et de lecture du résultat.
Cependant avec ce code nous ne pouvons utiliser cette technique car x est un flottant double
précision sur 8 octets et le résultat renvoyé est un entier sur 4 octets, nous sommes donc obligés
de travailler sur les adresses mémoires.
3.2.2 L’addition exacte
Les algorithmes suivants permettent d’effectuer des additions flottantes de manière à dis-
poser de plus de précision qu’avec les flottants double précision du format IEEE-754. Le prin-
cipe est de représenter le résultat d’une opération flottante (addition ou multiplication) par la
somme de deux flottants. Il existe cependant pour chacun de ces algorithmes des limitations
que nous mentionnerons à chaque fois.
Listing 3.4: Fast2SumCond
1 #define Fast2SumCond( s , r , a , b ) \
2 { double z , _a=a , _b=b ; \
3 s = _a + _b ; \
4 i f ( ( HI ( _a )&0x7FF00000 ) > (HI ( _b )&0x7FF00000 ) ) { \
5 z = s   _a ; \
6 r = _b   z ; \
7 } else { \
8 z = s   _b ; \
9 r = _a   z ; \
10 } }
Cet algorithme nécessite 3 opérations flottantes, 2masques et 1 test sur les entiers.
Théorème 3 (Algorithme Fast2Sum [57]) Si a et b sont des nombres flottants, alors la méthode
Fast2SumCond calcule deux nombres flottants s et r, tels que s+ r = a+ b avec s = a b.
La preuve de cet algorithme est publiée dans [78] et dans [38]. Les conditions de cet algo-
rithme ont été améliorées par Boldo [13] qui a prouvé à l’aide de l’assistant de preuve Coq, que
seul un test sur les exposants est nécessaire pour l’algorithme Fast2Sum. Une façon simple et
rapide de le réaliser est d’utiliser le mot machine (32 bits) contenant l’information sur l’expo-
sant, ce qui correspond à la partie haute. Une définition de la fonction HI est donnée en section
3.2.1.
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Voici quelques remarques concernant ce code, et notamment un début d’explication sur les
raisons pour lesquelles nous préférons effectuer le test avec des entiers et non avec des flottants
(test équivalent à if ((abs(a)) > abs(b))).
– Grâce à Boldo [13], il n’est pas nécessaire de tester le flottant complet, mais seulement
l’exposant.
– Pour le coût d’un masque (en général un seul cycle) nous supprimons l’information de
signe et obtenons l’exposant.
– Il y a plusieurs unités capables d’effectuer ce masque dans les processeurs. Il peut donc
être effectué en parallèle pour a et b.
– Les tests sur les entiers sont plus rapides que sur les flottants.
– Nous effectuons du calcul flottant avant et après ce test. Les unités entières effectuent
moins de calcul que les unités flottantes. Donc ce test répartit la charge de travail entre
les deux.
– Les valeurs de a et b sont disponibles dès le début. Ces opérations entières peuvent être
lancées, sous réserve des contraintes sur les ports disponibles, en même temps que l’ad-
dition flottante s=a+b.
– Nous sommes en présence d’un if...then...else avec seulement 2 instructions dans
chaque corps. Cette opération peut être parfaitement prédicatée sur les processeurs le
permettant, et il n’y a alors pas de rupture de pipeline.
– Les trois instructions flottantes sont dépendantes, ces instructions ne pourront pas être
pipelinées (les latences de chaque instruction s’additionnent).
– L’inconvénient est qu’il faut transférer le contenu de deux registres flottants (a, b) vers
des registres entiers. Cette opération s’effectue en passant par la mémoire.
Si nous possédons une connaissance a priori sur la valeur des exposants de a et b (l’exposant
de a est supérieur ou égal à l’exposant de b) alors l’algorithme précédent peut se ramener à la
séquence d’instructions suivante :
Listing 3.5: Fast2Sum
1 #define Fast2Sum ( s , r , a , b ) \
2 { double z , _a=a , _b=b ; \
3 s = _a + _b ; \
4 z = s   _a ; \
5 r = _b   z ; }
Le coût de cet algorithme est désormais de 3 opérations flottantes.
Pour la somme exacte de 3 nombres flottants nous disposons de l’algorithme Fast3Sum.
Théorème 4 (Algorithme Fast3Sum [66]) Si a, b et  sont des nombres flottants triés par exposant
décroissant, alors la méthode suivante calcule trois nombres flottants r1, r2 et r3, tels que r1+r2+r3 =
a+ b+  exactement, avec jr1j  jr2j  jr3j et r1 = a (b ).
Listing 3.6: Fast3Sum
1 #define Fast3Sum ( r1 , r2 , r3 , a , b , c ) \
2 { double u , v , w; \
3 Fast2Sum (u , v , b , c ) ; \
4 Fast2Sum ( r1 , w, a , u ) ; \
5 Fast2Sum ( r2 , r3 , w, v ) ; }
3.2. OPÉRATIONS EXACTES SUR LES FLOTTANTS 49
Cet algorithme a été prouvé en Coq dans [66], et nécessite seulement 9 additions flottantes.
3.2.3 La multiplication exacte
Nous allons maintenant considérer le cas de la multiplication avec plus de précision qu’une
simple multiplication flottante.
Théorème 5 (double multiplication [34, 57]) Soient a et b deux nombres flottants, et p  2 la taille




+ 1. La méthode décrite ci-après calcule deux nombres flottants r1 et
r2 tels que r1 + r2 = a b avec r1 = a
 b dans le cas p = 53 (double précision) :
Listing 3.7: DekkerCond
1 void i n l i n e DekkerCond ( double  r1 , double  r2 , double a , double b ) {
2 double two_m53 = 1.1102230246251565404 e 16 ; / 0 x3CA00000 , 0 x00000000  /
3 double two_53 = 9007199254740992 . ; / 0 x43400000 , 0 x00000000  /
4 double c = 13421772 9 . ; / 0 x41A00000 , 0 x02000000  /
5 double u , up , u1 , u2 , v , vp , v1 , v2 , r1 , r2 ;
6
7 i f ( ( HI ( a )&0x7FF00000 ) >0x7C900000 ) u = atwo_m53 ;
8 else u = a ;
9 i f ( ( HI ( b )&0x7FF00000 ) >0x7C900000 ) v = btwo_m53 ;
10 else v = b ;
11
12 up = uc ; vp = vc ;
13 u1 = ( u up)+up ; v1 = ( v vp )+vp ;
14 u2 = u u1 ; v2 = v v1 ;
15
16  r1 = uv ;
17  r2 = ( ( ( u1v1 r1 ) +(u1v2 ) ) +(u2v1 ) ) +(u2v2 )
18
19 i f ( ( HI ( a )&0x7FF00000 ) >0x7C900000 ) {  r1 = two_53 ;  r2 = two_53 ; }
20 i f ( ( HI ( b )&0x7FF00000 ) >0x7C900000 ) {  r1 = two_53 ;  r2 = two_53 ; }
21 }
Nous devons tester a et b avant et après le cœur de l’algorithme pour éviter les possibles
dépassements de capacité lors de la multiplication par . Le coût global de cet algorithme dans
le pire cas est de 4 tests entiers, 10 additions flottantes et de 13multiplications flottantes.
Au coeur de cet algorithme, nous noterons que u_1 et v_1 contiennent respectivement les
27 bits de poids fort de a et b. Si nous savons que a et b sont tous deux inférieurs à 2970 alors
nous pouvons supprimer les tests de début et de fin. Cette information supplémentaire permet
de réduire le coût de cet algorithme à 10 additions flottantes et 7multiplications flottantes.
Listing 3.8: Dekker
1 void i n l i n e Dekker ( double  r1 , double  r2 , double u , double v ) {
2 double c = 13421772 9 . ; / 0 x41A00000 , 0 x02000000  /
3 double up , u1 , u2 , vp , v1 , v2 ;
4
5 up = uc ; vp = vc ;
6 u1 = ( u up)+up ; v1 = ( v vp )+vp ;
7 u2 = u u1 ; v2 = v v1 ;
8
9  r1 = uv ;
10  r2 = ( ( ( u1v1 r1 ) +(u1v2 ) ) +(u2v1 ) ) +(u2v2 )
11 }
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3.2.4 Conversions d’un flottant vers un entier
Il existe deux solutions pour effectuer une conversion d’un flottant vers un entier.
Solution 1
La première solution qui nous vient à l’esprit correspond au code suivant :
Listing 3.9: Solution 1
1 double x ;
2 in t i ;
3 i =x ;
La norme C impose que la conversion d’un flottant vers un entier se fasse par troncature.
Cette conversion consiste à prendre la partie entière d’un flottant en utilisant le mode d’arrondi
vers 0. Voici ce qui se passe dans le processeur :
1. Sauvegarder le mode d’arrondi courant
2. Passer en mode d’arrondi vers 0
3. Charger le flottant double précision et le sauvegarder dans un registre en tant qu’entier.
4. Restaurer le mode d’arrondi initial.
Cette conversion est lente car elle nécessite sur la plupart des processeurs d’attendre que
les instructions déjà présentes dans le pipeline se terminent.
Nous noterons qu’il existe des architectures comme l’Itanium sur lesquelles ce code a un
meilleur comportement. Sur ce processeur, il n’y a pas un seul registre de statuts (le registre
contrôlant la précision, le mode d’arrondi, la gestion des exceptions, ...), mais quatre ! Ces re-
gistres sont utilisés en spécifiant pour chaque instruction flottante quel registre de statuts et par
conséquent quel mode d’arrondi utiliser. Il n’y a pas donc pas rupture de pipeline [39].
Solution 2
Nous utiliserons un autre algorithme bien connu [9] qui ne casse pas le flot d’instruction du
pipeline. Pour cela nous utilisons le mode d’arrondi au plus près qui est le mode d’arrondi que
nous utiliserons tout au long de cette thèse. En revanche, cette conversion flottant vers entier
pourra différer d’au plus 1 avec la version précédente utilisant la troncature. Cet algorithme
place dans i l’entier le plus proche du flottant double précision d. L’astuce de cet algorithme
consiste à ajouter 252 + 251 au flottant à convertir pour placer la partie entière dans la partie
basse du flottant double précision. Nous utilisons la valeur 252 + 251 et non pas simplement
2
52, car la valeur 251 sert à contenir les propagations de retenues dans le cas où le nombre à
convertir est négatif.
Listing 3.10: Solution 2
1 #define DOUBLE2INT( i , d ) \
2 { double t =(d+6755399441055744 .0) ; i =LO( t ) ; }
Le résultat est cohérent si le flottant double précision f est tel que jf j < 232 dans le cas
d’une conversion vers un entier non signé et jf j < 231 dans le cas d’une conversion vers un
entier signé.
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3.3 Test de l’arrondi
Lors de l’évaluation d’une fonction élémentaire f , nous devons tester efficacement si le
résultat obtenu peut être arrondi correctement. Cette opération revient à détecter si l’on est en
présence d’un cas difficile à arrondir correspondant à une suite consécutive de 0 ou de 1 après
le 53ème bit (voir la partie sur le dilemme du fabricant de table en section 1.2).
Dans les schémas d’évaluation nous commettons des erreurs «mathématiques» d’approxi-
mation, mais également des erreurs d’arrondi inhérentes à chaque opération flottante. Aussi
après une étude fine de l’algorithme utilisé pour l’évaluation, nous disposons d’une borne Æ
correspondant à l’erreur relative finale. L’objectif est de détecter si le résultat final représenté




, peut être correctement
arrondi en connaissant Æ.
f(x) = (x_hi+ x_lo):(1 + Æ) (3.1)
Pour effectuer ces tests nous avons développé quatre algorithmes pour chacun des quatre
modes d’arrondi de la norme IEEE-754.
Nous rappelons que,	 et
 représentent respectivement les opérationsmachine enmode
d’arrondi au plus près des opérations mathématiques +,  , .
3.3.1 Arrondi au plus près
Le code suivant permet, pour le coût de 4 additions flottantes, 1 multiplication flottante




est possible avec une erreur
relative inférieure à Æ. Nous noterons par err le flottant double précision tel que err = 1+Æ255,










le verrons dans l’équation 3.5.
Listing 3.11: Test si l’arrondi est possible en arrondi au plus près
1 double A, B ;
2
3 Fast2Sum (A, B , x_hi , x_lo )
4 i f (A == (A + B  e r r ) )
5 return A;
6 else {
7 / Cas d i f f i c i l e  /
8 . . .
9 }
Les conditions pour utiliser cette méthode sont les suivantes :
– jx_hij  jx_loj condition exigée par le Fast2sum
– x_hi et x_lo ne représentent pas une valeur parmi (sNan; qNan).
Preuve :
Si x_hi ou x_lo représente1 alors on vérifie de tête que le test est vrai et le résultat retourné
également.
L’algorithme Fast2Sum nous garantit que A + B = x_hi + x_lo avec A = x_hi  x_lo. De
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Ainsi l’équation 3.1 est équivalente à
f(x) = (A+B):(1 + Æ)
Montrons que le test (A == A  (B 
 err)) est faux si et seulement si on est dans un cas
difficile à arrondir, en arrondi au plus près.
En arithmétique double précision IEEE avec arrondi au plus près, on sait que A 6= A  X
ssi j1
2





ulp(A)j < jB 
 errj (3.3)
Comme nous l’avons vu en section 1.2 page 11, on est dans un cas difficile à arrondir ssi




1 1 1 ... 1 1 1  1   ...0
1 0 0 0 ... 0 0 0  0   ...
Nous noterons que les deux variables A et B peuvent être de signe opposé. De façon plus










Montrons que le test (A == A (B 
 err)) est faux ssi nous sommes dans un cas difficile.
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ulp(A)j < jB 
 errj
La seconde partie de l’équation 3.4 (jBj  j1
2
:ulp(A)j), implique que j1
2






Ce qui donne A (B 
 err) > A 1
2
ulp(A) 6= A. Nous venons donc de montrer que le test
(A == A (B 
 err)) est faux si nous sommes dans un cas difficile à arrondir.
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A l’inverse, si nous ne sommes pas dans un cas difficile à arrondir alors par définition de











err) = A. Nous venons donc demontrer que le test (A == A(B
err))
est vrai si nous sommes dans un cas facile à arrondir.
En conclusion, le test (A == A  (B 
 err)) est faux si et seulement si nous sommes dans
un cas difficile à arrondir, en arrondi au plus près.
Nous noterons que l’utilisation du FMA pour l’opération (A+(B err)) est possible, car il
est sans conséquence sur le comportement de l’algorithme.
3.3.2 Arrondi vers+1
De façon similaire à ce qui a été proposé dans la section précédente, nous allons décrire la




est possible avec une erreur




La particularité de cette méthode est d’utiliser le mode d’arrondi par défaut du processeur :
l’arrondi au plus près. En effet c’est le mode d’arrondi minimisant l’erreur mathématique. De
plus changer le mode d’arrondi machine est coûteux, il serait donc regrettable et coûteux en
temps d’avoir à changer le mode d’arrondi du processeur juste pour arrondir le résultat final.
Listing 3.12: Test si l’arrondi est correct en arrondi vers +1
1 union { long long in t l ; double d ; } A;
2 double B ;
3 in t exp_A ;
4
5 Fast2Sum (A. d , B , x_hi , x_lo )
6
7 exp_A = ( HI (A. d) & 0 x7FF00000 )   e r r ;
8
9 i f ( ( HI (B)&0x7FF00000 ) > exp_A) {
10 / On e s t c a p a b l e d ’ a r r o n d i r  /
11 i f ( HI (B) > 0 )
12 A. l += 1 ;
13
14 return A;
15 } else {
16 / Cas d i f f i c i l e  /
17 . . .
18 }
Le coût de cet algorithme est de 4 additions flottantes, 1multiplication flottante, 2 tests entiers, 3
masques et 1 addition entière. Malgré le nombre plus important d’opérations de cet algorithme
par rapport à celui de l’arrondi au plus près, son chemin critique est tel que dans certain cas il
peut s’avérer plus rapide.
Les conditions pour utiliser cette méthode sont les suivantes :
– jAj  2 1022=Æ de façon à ce que A ne représente pas un dénormalisé. Si cette condition
ne peut pas être vérifiée, il faut alors utiliser une astuce similaire à celle utilisée dans
DekkerCond. La solution consiste à tester l’exposant de A qui, s’il est inférieur à une cer-
taine valeur conduira à une multiplication flottante sur A et B par une constante, puis-
sance de deux. Cette multiplication ramènera les valeurs de A et de B dans la plage des
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nombres normalisés et permettra d’effectuer les tests sur les entiers. Enfin, il ne faudra
pas oublier de multiplier le résultat final par l’inverse de la constante utilisée.
– jx_hij  jx_loj condition exigée par le Fast2sum,
– x_hi et x_lo ne représentent pas une valeur parmi (sNan; qNan;+Inf; Inf).
– long long int représente un entier sur 64 bits.
Preuve :
Dans ce programme la variable err de type int correspond au nombre de bits corrects du
résultat, multiplié par 220. Cette multiplication par 220 est justifiée par la position de l’exposant
dans la représentation IEEE des flottants double précision (voir la figure 3.3, page 46).





Ainsi l’équation (3.1) est équivalente à
f(x) = (A+B):(1 + r) avec jrj  Æ  2 54
De par la définition de l’arrondi dirigé vers +1, et jBj  1
2
ulp(A), on est dans un cas
difficile à arrondir ssi on est dans le cas de figure suivant :
ulp(A)
BA
0 0 0 0 ... 0 0 0  0   ...
A ε
De façon plus formelle, on est dans un cas difficile ssi B vérifie l’équation suivante :
0  jBj  Æ:2
53
:ulp(A) (3.6)
La ligne 7 place dans exp_A (l’exposant de A) j log
2
(Æ)j. Cette opération est valide à la
condition que A ne représente pas un dénormalisé, un NaN ou un infini.
L’expression ((HI(B)&0x7FF00000) > exp_A) teste si l’exposant deB est supérieur à celui
deA j log
2
(Æ)j. Ce test est vrai siA etB ne sont pas des valeurs spéciales et jBj  Æ:253:ulp(A).
Donc, si l’équation (3.6) est vraie alors ce test est vrai.
De par la définition de la fonction HI,HI(x) < 0 si et seulement si x < 0 où x est un flottant
double précision ne représentant pas une valeur spéciale.
Nous avons donc deux cas :
– Si B < 0, l’arrondi au plus près utilisé dans le Fast2sum nous garantit que A correspond
à l’arrondi vers +1 de x_hi+ x_lo.
– Si B > 0 alors il nous faut ajouter 1 ulp à A pour disposer de l’arrondi vers +1. Nous
utilisons pour cela la propriété 2, page 7 sur la «continuité» des flottants.
3.3.3 Arrondi vers 1
Le code suivant permet de savoir si l’arrondi vers 1 est possible. Son principe est similaire
au test vers +1, par conséquent la preuve de cet algorithme est omise.
Listing 3.13: Test si l’arrondi est correct en arrondi vers  1
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2 union { long long in t l ; double d ; } A;
3 double B ;
4 in t exp_A ;
5
6 Fast2Sum (A. d , B , x_hi , x_lo )
7
8 exp_A = ( HI (A. d) & 0 x7FF00000 )   e r r ;
9
10 i f ( ( HI (B)&0x7FF00000 ) > exp_A) {
11 / On e s t c a p a b l e d ’ a r r o n d i r  /
12 i f ( HI (B) < 0 )
13 A. l  = 1;
14
15 return A;
16 } else {
17 / Cas d i f f i c i l e  /
18 . . .
19 }
3.3.4 Arrondi vers 0
Le code suivant permet de savoir si l’arrondi vers 0 est possible. Son principe est similaire
au test vers +1, par conséquent la preuve de cet algorithme est omise.
Listing 3.14: Test si l’arrondi est correct en arrondi vers 0




2 union { long long in t l ; double d ; } A;
3 double B ;
4 in t exp_A ;
5
6 Fast2Sum (A. d , B , x_hi , x_lo )
7
8 exp_A = ( HI (A. d) & 0 x7FF00000 )   e r r ;
9
10 i f ( ( HI (B)&0x7FF00000 ) > exp_A) {
11 / On e s t c a p a b l e d ’ a r r o n d i r  /
12 i f ( HI (A. d)^HI (B) < 0 ) {
13 / S i A e t B son t de s i g n e s d i f f é r e n t s  /
14 A. l  = 1 ((HI (A. d) >>31) <<1) ;
15 }
16 return A;
17 } else {
18 / Cas d i f f i c i l e  /
19 . . .
20 }
3.4 Compromis entre taille de table, degré du polynôme et fréquence
d’utilisation de la fonction
Nous avons vu dans les sections précédentes quelques opérateurs de base (addition et mul-
tiplication exactes, test de l’arrondi...) que nous allons utiliser pour l’évaluation des fonctions
élémentaires. Cependant il nous reste un autre élément à étudier : l’impact de la hiérarchie
mémoire sur l’évaluation des fonctions élémentaires.
Comme nous pouvons l’observer à travers plusieurs articles [65, 67, 80, 81] et au cours
de la section 2.2.1.5, de nombreuses méthodes d’évaluation de fonctions élémentaires utilisent
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des algorithmes basés sur la tabulation de données. Malheureusement aucun de ces articles
ne donne une estimation claire de l’impact des tables sur le coût global de ces algorithmes.
L’argument le plus souvent avancé est qu’il n’existe aucune constance dans les caractéristiques
des unités d’exécutions et encore moins sur l’implémentation des caches.
Pour ces raisons le choix de la taille de table par rapport au degré des polynômes d’approxi-
mation est laissé comme un paramètre non défini ou non justifié. Le but de cette section est de
montrer que choisir des tables de taille inférieure à 4 Koctets conduit à de bonnes performances
quelle que soit la fréquence d’utilisation de la fonction. Nous utiliserons pour cela les éléments
présentés en section 3.1 pour cette étude.
3.4.1 Objectifs de l’étude
Nous savons que les performances de l’évaluation des fonctions élémentaires sont le résul-
tat d’un compromis entre précision et vitesse d’exécution. Pour cette étude, nous souhaitons
nous attacher seulement à la rapidité des évaluations, tout en gardant comme objectif l’arrondi
correct pour la double précision. Pour obtenir l’arrondi correct, il faut effectuer les calculs en
interne avec une plus grande précision. Une solution est d’utiliser les doubles étendus (plus de
64 bits de précision) lorsqu’ils sont disponibles. Néanmoins si nous visons la portabilité, nous
devons nous conformer à la norme IEEE-754 et n’utiliser que les flottants double précision.
Nous avons donc fixé arbitrairement la précision finale requise pour l’évaluation à environ 70
bits pour ne pas biaiser les résultats par l’utilisation d’arithmétiques non disponibles sur tous
les processeurs. Cette précision correspond également à la précision que nous souhaitons at-
teindre dans la première phase de l’évaluation des fonctions élémentaires avec arrondi correct
comme nous le verrons au chapitre 5.
Nous avons eu l’occasion de voir au cours de la section 2.2 que la façon la plus courante
d’évaluer les fonctions élémentaires en logiciel est d’effectuer deux réductions d’argument
consécutives suivies d’une évaluation polynomiale de l’argument réduit. La première réduc-
tion d’argument est basée sur les propriétésmathématiques de la fonction (par exemple sin(2k+
x) = sin(x)). La deuxième réduction d’argument utilise des données tabulées. Par conséquent,
les paramètres de ce schéma d’évaluation sont le degré du polynôme et la taille de la table
utilisée pour atteindre la précision définie préalablement. Choisir un polynôme de haut degré
a pour conséquence de ne nécessiter qu’une petite taille de table, mais augmente le nombre
d’instructions flottantes nécessaires à son évaluation. À l’inverse une table de grande taille uti-
lisée pour la réduction d’argument conduit à une évaluation polynomiale de petite taille mais
augmente l’utilisation des ressources mémoires.
Il n’est a priori pas possible de déterminer le meilleur couple (degré du polynôme/taille de
table) sans effectuer des tests exhaustifs pour chaque fonction. Cette étape de test implique un
fort investissement pour le développeur soucieux d’obtenir de bonnes performances pour l’im-
plémentation de fonctions élémentaires. L’objectif de cette étude est de simplifier cette étape
en effectuant des tests exhaustifs représentatifs d’un grand nombre de fonctions élémentaires,
dans différents cas de figure : petite table/grand polynôme, grosse table/petit polynôme et
fréquence variable d’appel à une fonction.
3.4.1.1 Fréquences d’utilisation de la fonction
Le nombre d’appels à l’évaluation d’une fonction détermine la probabilité avec laquelle les
données et les instructions utilisées par l’évaluation vont être présentes dans les caches de plus
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haut niveau. Si des appels fréquents à une même fonction sont effectués, alors cette probabilité
est élevée et nous pouvons donc nous permettre d’utiliser plus d’accès à des données et moins
d’instructions. À l’inverse, si cette fonction est peu appelée, alors cette probabilité est faible, et
il est plus efficace d’utiliser une évaluation utilisant peu d’accès à des tables.
Une solution pour maintenir de bonnes performances quelle que soit la fréquence d’uti-
lisation d’une fonction est de construire une bibliothèque optimisée en fonction du nombre
d’appels prévu. Cette solution est celle qui a été retenue par Sun avec la bibliothèque libmvec et
les différents schémas d’évaluation qui la composent (mvec1, mvec10, mvec100 ...). Cependant,
elle est relativement complexe car elle reporte le problème vers l’utilisateur qui doit disposer de
suffisamment d’information sur son programme mais également vers le concepteur des biblio-
thèques en multipliant son travail : il doit en effet écrire plusieurs programmes d’évaluation
pour une même fonction.
Une autre solution est de trouver un bon compromis entre fréquence d’appels et schéma
d’évaluation. Il reste toutefois à estimer le surcoût engendré par ce choix, ce que nous ferons
dans la suite.
3.4.1.2 Degré du polynôme d’approximation
L’évaluation polynomiale utilise desmultiplications et additions flottantes. Les performances
qui lui sont associées dépendent des caractéristiques des unités flottantes des processeurs cibles
(voir tableau 3.1). Par exemple, voici deux processeurs et l’influence qu’ils ont sur le schéma
d’évaluation polynomiale :
– Sur un Pentium 4 avec une latence de 5 pour l’addition flottante et de 7 pour la multipli-
cation, l’évaluation par un schéma de Horner d’un polynôme de degré n coûte approxi-
mativement 12:n cycles. Une autre solution est de diviser l’évaluation polynomiale en
deux sous-groupes sans dépendance de données entre chaque groupe. Avec ce schéma
l’évaluation polynomiale sur le même Pentium 4 ne coûte plus que 12dn=2e + 13 cycles.
– Un autre exemple peut être pris avec le cas de l’Itanium qui dispose de 2 FMA. Sur cette
architecture, la latence de la meilleure évaluation polynomiale (celle faite à la main, et dif-
férente de Horner) a une complexité en Cst:blog
2
n+Cst où n est le degré du polynôme
[39].
3.4.1.3 Taille de table pour la réduction d’argument
En observant les caractéristiques des caches mentionnées en section 3.1.2 et plus particuliè-
rement le tableau 3.2, nous pouvons en déduire qu’une implémentation des fonctions élémen-
taires performante en termes de gestion mémoire sur le plus grand nombre de systèmes doit
par ordre de priorité :
1. Utiliser un petit nombre de pages. Un défaut de page peut coûter jusqu’à 106 cycles d’hor-
loges.
2. Conserver les données utilisées par l’évaluation dans le cache de plus haut niveau. Le
chargement d’une donnée qui n’est pas dans le cache L1, coûte au minimum une ving-
taine de cycles.
3. Utiliser un multiple de la taille des pages. L’application doit faire la meilleure utilisation
de la mémoire qui lui est allouée, de façon à réduire la fragmentation interne des pages.
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4. Utiliser moins que la taille d’une voie du cache, et regrouper le tout dans une structure
continue en mémoire. Le but est de limiter les problèmes de remplacement de données
dans le cache.
Nous en déduisons la proposition suivante :
Proposition
Pour exhiber de bonnes performances, une implémentation efficace d’une évaluation de fonctions élémen-
taires doit utiliser une quantité de données inférieure au minimum entre la taille d’une page et la taille
d’une voie du cache.
Après observations des données présentées dans le tableau 3.2, nous pouvons quantifier
cette proposition. En effet, la plupart des processeurs disposent de 4 Koctets par voie dans les
caches de données, et des pages de 4 Koctets pour les systèmes Linux et HP-UX à quelques
exceptions près (par exemple, un Itanium avec une Linux Debian dispose de pages de 16 Koc-
tets par défaut). Par conséquent les évaluations de fonctions élémentaires basées sur des algo-
rithmes utilisant moins de 4 Koctets de données donneront les meilleurs résultats sur un grand
nombre de processeurs et de systèmes.
3.4.2 Expérimentations
3.4.2.1 Description des expérimentations
Pour quantifier l’impact des caches sur l’évaluation des fonctions élémentaires, nous avons
choisi trois fonctions typiques : le logarithme car cette fonction nécessite un polynôme de haut
degré pour être bien approchée ; le sinus et le cosinus car ces deux dernières fonctions sont
connues pour bien s’approcher par un polynôme de petit degré. La difficulté d’implémen-
ter réellement les fonctions élémentaires nous a poussé à ne nous focaliser que sur ces deux
groupes de fonctions. Néanmoins leurs caractéristiques opposées les rendent représentatives
d’une grande variété de fonctions élémentaires (exponentielle, tangente, ...). Dans les deux cas
nous faisons varier uniquement le degré du polynôme et la taille de table utilisée pour la réduc-
tion d’argument. Le degré du polynôme est le plus petit qui permette d’atteindre la précision
désirée avec la taille de table choisie. Les algorithmes utilisés pour ces deux fonctions sont
décrit en détails dans [28].
Le compromis entre le coût de la réduction d’argument et le degré du polynôme est donné
Table 3.3 pour le logarithme et Table 3.4 pour les deux fonctions trigonométriques. Toutefois,
les données présentes dans ces deux tables n’incluent pas les constantes utilisées dans le pro-
gramme ainsi que les coefficients du polynôme, car elles deviennent vite négligeable en taille.
Les polynômes ont été choisis pour obtenir auminimum 65 bits de précision pour le logarithme
et 70 bits de précision pour les fonctions trigonométriques.
Pour les tests, 24 algorithmes et implémentations différentes ont été écrites, ce qui corres-
pond à 12 programmes par fonction. Les programmes ont été écrits en langage C et compilés
avec gcc-3, niveau 2 d’optimisation. Les temps d’exécution, en termes de latence, ont été me-
surés par des instructions assembleurs spécifiques à chaque processeur. Les instructions de
mesure de temps comprennent les primitives de synchronisation avec des instructions telles
que CPUID pour les architectures x86 ainsi qu’un calibrage pour supprimer le surcoût lié à
la mesure de temps elle-même. Les temps donnés sont donc des nombres de cycles d’horloge
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dans le cas du Pentium III ou de l’Itanium ou dans une unité multiple d’un cycle d’horloge
dans le cas du PowerPC G4.
Ces fonctions ont été testées sur des valeurs générées aléatoirement. Les tests sont composés
d’appels consécutifs à une même fonction, comme c’est le cas dans certaines applications [45].
Nous avons limité le nombre d’appels consécutifs à une fonction à 300, les résultats pour des
valeurs supérieures n’apportant pas d’informations supplémentaires. Avant chaque test, les
caches sont vidés de façon à inclure les démarrages à froid, comme dans le cas d’une application
réelle. Les caractéristiques des architectures testées sont les suivantes :
– Une station Pentium III avec une distribution Linux Debian 3.0, 4-Koctets de taille de
page, gcc version 3.2.2.
– Une station HP i2000 basé sur un processeur Itanium avec une distribution Linux Debian
3.0, 16-Koctets de taille de page, gcc version 3.2.1.
– Une station Imac basé sur un processeur Power PCG4 avec OS X, 4-Koctets taille de page,
gcc version 1151, basé sur gcc version 3.1.
Polynôme Taille de
degré précision table en octet
k
20 65 48 2
15 66 96 3
12 67 176 4
10 68 368 5
8 65 720 6
7 66 1456 7
6 65 2896 8
6 71 5792 9
5 67 11584 10
5 73 23168 11
4 66 46336 12
4 71 92688 13
TAB. 3.3: Compromis entre la taille de table utilisée pour la réduction d’argument et le degré du poly-
nôme utilisé pour atteindre 65 bits de précision sur l’intervalle [ 2 k; 2 k℄ pour la fonction log(1 + x).
3.4.2.2 Résultats expérimentaux
Seuls les appels fréquents comptent
Résultats pour des appels occasionnels à une fonction
Si l’on ne considère que quelques appels à une même fonction dans les figures du tableau 3.5,
on peut conclure que le temps d’exécution n’est absolument pas corrélé à la taille de table
utilisée par la réduction d’argument ni au degré de polynôme. Ce qui signifie que le temps
d’exécution est dominé par le coût du ’démarrage à froid’ lié aux nombreux défauts de cache.
Cette propriété est observée pour toutes les fonctions sur tous les processeurs. Donc, pour une
utilisation occasionnelle des fonctions élémentaires, ni le degré, ni la taille de table ont une
influence mesurable sur le temps d’exécution total.
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Sinus poly. Cosinus poly. Taille de table
deg. précision deg. précision en octet
k
8 75 8 70 128 2
7 73 7 69 256 3
7 82 7 78 512 4
6 78 6 74 1024 5
5 72 5 69 2048 6
5 81 5 77 4096 7
4 71 4 67 8192 8
4 76 4 73 16384 9
4 82 4 79 32768 10
3 70 3 68 65536 11
3 75 3 72 131072 12
3 80 3 77 262144 13
TAB. 3.4: Compromis entre la taille de table utilisée pour la réduction d’argument et le degré du poly-
nôme utilisé pour atteindre 70 bits de précision sur l’intervalle [ 2 k; 2 k℄ pour les fonctions os et sin.
Résultats pour des appels fréquents à une fonction
La différence entre les méthodes utilisant des polynômes de petit ou grand degré peut être ob-
servée sur la figure 3.5, dans le cas de l’évaluation polynomiale du logarithme. Sur cette figure,
on observe 14% de différence entre le temps mis par la meilleure méthode et celle basée sur la
table de plus petite taille. Cette différence passe à 37% lorsque l’on considère la méthode basée
sur la plus grande table. Donc la taille de table et le degré du polynôme sont des paramètres à
prendre en considération lorsque l’on souhaite faire de nombreux appels à une fonction.
Bénéfice de l’évaluation polynomiale
Différences entre architectures
Les différences entre les architectures testées ne semblent pas évidentes, car sur chaque archi-
tecture testée la taille de page était de 4 KB.
L’Itanium présente de bons résultats sur les évaluations polynomiales (Figure 3.5) car parmi
les processeurs testés, c’est le seul disposant de 2 FMA, et donc capable de démarrer 2multiplications-
additions à chaque cycle. C’est une des principales raisons pour laquelle ce processeur a un
excellent comportement pour les évaluations polynomiales et que les meilleurs résultats sont
obtenus pour une table de 720 Ko et non pour 2.8 Ko.Toutefois, en choisissant 2:8 Koctets de
table, le surcoût engendré par ce choix par rapport au meilleur choix n’est que de 20 cycles.
De plus, comme nous l’observons sur la figure correspondant du tableau 3.5, ce surcoût tend
à diminuer avec le nombre d’appels. Nous notons également que la grande taille des caches
et le grand nombre de voies de l’Itanium font que le surcoût dû aux grandes tables est moins
important pour ce processeur que pour les autres.
Différences entre fonctions
Sur chaque architecture testée, nous observons que la différence de performance est moins im-
portante pour le logarithme que pour les fonctions trigonométriques. Cette propriété est liée à

















































FIG. 3.6: Temps moyen pour un appel à la fonction sinus sur un processeur PowerPC G4 (en unité
arbitraire).
la plus grande variabilité du degré du polynôme en fonction de la taille de table, pour la fonc-
tion logarithme que pour les fonctions trigonométriques. Ce qui signifie que pour de nombreux
appels à une fonction, le nombre d’opérations flottantes nécessaire à l’évaluation polynomiale
a un impact mesurable sur le temps d’exécution. Toutefois cet impact est moins important que
celui dû aux nombreux défauts de caches rencontrés avec les méthodes basées sur des grandes
tables (Figure 3.6). Les fonctions sinus/cosinus sont des fonctions qui s’approchent par un po-
lynôme de petit degré contrairement à la fonction logarithme. L’implémentation des autres
fonctions élémentaires (exp, tan, artan...) est similaire aux deux fonctions testées. Par consé-
quent, il devrait en être de même de leur comportement.
Le coût des défauts de caches
Impacts des défauts de caches
Sur chaque figure du tableau 3.5, le temps d’exécution des méthodes à base de petites tables
est plus régulier que celui des méthodes à base de grandes tables. Ce phénomène est dû au
nombre plus important de défauts de cache rencontrés par les méthodes à base de grandes



























sans ’démarrage à froid’










FIG. 3.7: Temps moyen pour un appel à la fonction logarithme sur un processeur Pentium III. Le temps
mesuré correspond au temps mis lorsque les données sont déjà présentes dans le cache avant l’appel de la
fonction (graphique ’sans démarrage à froid’), et lorsque les données ne sont pas dans le cache (graphique
’avec démarrage à froid’).
tables. Ce nombre est plus important lorsque la table ne tient plus dans le cache de plus haut
niveau. Ainsi, pour un nombre important d’appels à une fonction, les méthodes avec de petites
tables sont à privilégier car elles présentent des résultats plus réguliers.
L’impact de la limite des 4 Koctets est plus visible sur la figure 3.6 qui présente de bonnes
performances pour les méthodes utilisant des tables ayant une taille strictement inférieure à 4
Koctets. Le «strictement» vient du fait que dans la mesure de la taille de table utilisée (tableaux
3.3 et 3.4), nous ne considérons pas les variables flottantes qui occupent quelques dizaines
d’octets par méthode.
Impact du démarrage à froid
La figure 3.7 compare le temps d’exécution pour 300 appels consécutifs à la fonction logarithme
avec et sans démarrage à froid. La figure sans démarrage à froid peut être interprété comme le
résultat d’un appel à une fonction dont les entrées ne sont pas corrélées. La figure correspon-
dant à une application réelle (données plus oumoins corrélées, nombre d’appels plus oumoins
fréquent . . . ) se trouvera quelque part entre les deux courbes avec une forme identique. Ainsi
la meilleure méthode indépendamment de la fréquence d’appel sera celle utilisant moins de 4
Koctets de table, et 0:72 Koctets dans ce cas particulier (Pentium III, fonction log).
3.4.3 Conclusion : 4 Koctets
Le choix de la taille de table optimale est fréquemment laissé comme un paramètre ne
pouvant être maîtrisé. Toutefois à travers cette étude nous observons que les meilleures per-
formances sont obtenues si la quantité de données utilisées pour la réduction d’argument ne
dépasse pas le minimum entre la taille d’une voie du cache de plus haut niveau où sont stockés
les flottants et la taille d’une page du système.
Les bibliothèques mathématiques que nous souhaitons construire sont destinées à s’exé-
cuter sur un grand nombre d’architectures, où la taille moyenne d’une voie du cache est de
4 Koctets (Tab. 3.2). Comme nous l’avons constaté, l’efficacité de ces bibliothèques peut être
améliorée (jusqu’à 37% sur nos comparaisons selon la fonction et la fréquence d’appel), sim-
plement en optimisant la réduction d’argument des fonctions fréquemment appelées ensemble
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(par exemple sinus et cosinus) de façon à ce que cette étape ne prenne pas plus de 4 Koctets de
mémoire. Cette borne de 4 Koctets est loin d’être optimale pour tous les systèmes. En contre-
partie, elle garantit une certaine homogénéité des performances sur une majorité de systèmes,
pour un grand nombre de fonctions à évaluer et pour une fréquence d’utilisation variable.
3.5 Conclusion
Les techniques d’optimisation numérique ont fait l’objet de nombreuses recherches. Aussi
dans la course au dernier bit, nous en utilisons certaines déjà bien connues comme la gestion
mémoire ou le déroulement de boucle, mais de nouvelles doivent être découvertes et exploi-
tées.
Au cours de ce chapitre nous avons présenté des algorithmes déjà connus comme l’addi-
tion et la multiplication exactes. Nous avons également proposé une implémentation efficace
des tests de l’arrondi correct pour les quatre modes d’arrondi IEEE, basée sur des opérations
en arrondi au près. Enfin, nous finalisons cette étude par la présentation de résultats de tests
portant sur la taille de la table à utiliser pour la réduction d’argument dans le processus d’éva-
luation des fonctions élémentaires.
Nous sommes encore loin d’avoir exploré l’ensemble des répercussions des caractéristiques
des processeurs sur les algorithmes d’évaluation des fonctions élémentaires. L’apparition de
nouveaux opérateurs encore peu exploités comme l’approximation de l’inverse, le FMA ou les
instructions multimedia nous démontre qu’il reste de nombreuses optimisations à découvrir
dans ce domaine.
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TAB. 3.5: Temps moyen pris pour 1 appel à la fonction sinus/logarithme (en cycle d’horloge pour Ita-




L’arithmétique flottante offerte par les processeurs n’est dans cer-
tains cas pas assez précise. Pour garantir l’arrondi correct de l’éva-
luation des fonctions élémentaires pour la double précision, nous
avons vu qu’il fallait effectuer les calculs intermédaires avec plus
de précision que les 53 bits disponibles avec la double précision.
Ce chapitre est l’occasion d’établir un bref panorama des diffé-
rentes bibliothèques multiprécision. Nous présenterons également
les motivations qui nous ont poussés à développer la bibliothèque
multiprécision Software Carry-Save (SCS), et ses opérateurs optimi-
sés pour l’évaluation des fonctions élémentaires avec arrondi cor-
rect.
4.1 Motivations
Nous avons vu au cours du premier chapitre que tous les processeurs respectaient la norme
IEEE-754 pour les opérations flottantes. Toutefois, pour certaines applications, comme celle
qui nous concerne, l’évaluation des fonctions élémentaires, la précision offerte par cette norme
n’est pas toujours suffisante.
Dans le cas très précis de l’évaluation avec arrondi correct des fonctions élémentaires en
double précision, nous savons d’après les résultats obtenus par Lefèvre [59], que les calculs in-
termédiaires, dans le pire cas, doivent être effectués avec une précision d’environ 150 à 200 bits,
selon la fonction et le mode d’arrondi. Nous devons donc utiliser des opérateursmultiprécision
avec des caractéristiques similaires à celles que l’on souhaite pour les fonctions élémentaires :
– portabilité du code,
– petite taille du code,
– efficacité du code,
– maîtriser l’intégrité dans le temps du code,
– possibilité de regler les paramètres des opérateurs facilement,
– disposer d’opérateurs optimisés pour 200 bits.
Plusieurs solutions existent pour faire face au problème de précision. Il est possible d’uti-
liser des logiciels commerciaux tels que Maple ou Mathematica. Ils présentent de nombreuses
fonctionnalités, mais sont payants et gourmands en ressources. Pour des applications plus ci-
blées, il existe des bibliothèques multiprécision (MP) [1, 14, 15, 24, 43]. Ces bibliothèques sont
distribuées gratuitement et largement utilisées en analyse numérique ou en cryptographie. Cer-
taines offrent une précision arbitraire contrôlée de façon statique (à la compilation) ou dyna-
mique (en cours d’exécution), d’autres offrent une précision fixée mais supérieure aux 53 bits
du format flottant double précision. Cependant aucune de ces bibliothèques n’a entièrement
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rempli nos exigences concernant les opérateurs multiprécision.
4.2 Les formats de représentation
La meilleure façon d’introduire nos travaux dans le domaine des bibliothèques multipréci-
sion est de présenter des bibliothèques MP existant sur le marché, classées selon leurs repré-
sentations internes des nombres MP. Nous appellerons chiffre la brique de base utilisée pour la
représentation interne des nombres. Le choix des chiffres est dirigé par les algorithmes les utili-
sant. Nous discuterons également des avantages et inconvénients respectifs de chaque format.
4.2.1 Somme de nombres flottants
Les bibliothèques MP double double de Briggs [15], quad doubles de Bailey [43] et les expan-
sions flottantes de Daumas [24], utilisent une somme non évaluée de plusieurs nombres flot-
tants double précision pour la représentation interne des nombres MP. Les opérations arithmé-
tiques sur ce format sont basées uniquement sur les opérations flottantes. Ce choix est motivé
par le nombre croissant d’unités flottantes (FPU) proposées par les processeurs modernes. Par
exemple dans les dernières architectures 64 bits comme l’UltraSparc [46] et l’Itanium [76], les
multiplications flottantes sont plus rapides que leurs homologues entiers (voir tableau 3.1 page
42). De plus les processeurs superscalaires ont plusieurs de ces unités, et la tendance a été de
se focaliser plus fortement sur le calcul flottant pour inclure de plus en plus de ces unités dans
les processeurs. Néanmoins il n’est pas clair que cette tendance se poursuive, comme le prouve
une récente comparaison des processeurs dans [20].
Un avantage d’un tel format est de rendre triviales les conversions entre le format MP et le
format IEEE-754. En revanche, les additions et multiplications sont relativement complexes à
cause des erreurs d’arrondi inhérentes aux nombres flottants. Ces opérations nécessitent des al-
gorithmes sophistiqués devant être prouvés avec attention, et parfois l’utilisation de prouveurs
automatiques [13].
4.2.2 Représentation en grande base «dense»
Ce format utilise une base standard des nombres MP, où les chiffres sont des nombres ma-
chines. Ils peuvent être des nombres flottants comme dans la bibliothèque MPFUN de Bailey
[11], ou des entiers comme dans le cas de la bibliothèque GNU Multi Précision (GMP) [1], au-
dessus de laquelle sont construites plusieurs autres bibliothèques (voir MPFR [3] ou Arithmos
[22]). Dans GMP les chiffres sont les entiers du format natif de la machine (actuellement 32 ou
64 bits). Ainsi la base de représentation des nombres est 232 ou 264, d’où le nom grande base.
Les opérations arithmétiques sur ce format utilisent des algorithmes similaires à ceux que
l’on apprend à l’école en base 10. La différence est la base sur laquelle ces opérations sont
effectuées qui correspond à la largeur d’un mot machine. Pour les même raisons que pour
les algorithmes en base 10, le résultat de ces opérations arithmétiques sur les chiffres n’est
pas représentable par un mot machine. Des arrondis se produisent dans le cas de flottants et
des dépassements de capacité dans le cas d’entiers. De ce fait, les algorithmes doivent être
écrits pour gérer les phénomènes d’arrondi ou de débordement. En général, cela est traduit au
niveau algorithmique par l’ajout d’une étape de propagation de retenue avec des conséquences
importantes sur le temps d’exécution des algorithmesMP. Dans ce format les conversions entre
format MP et flottant double précision sont parfois coûteuses.
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4.2.3 Représentation en grande base «creuse»
Dans un tel format les nombres MP sont codés comme un vecteur d’entiers ou de nombres
flottants, que nous appellerons également chiffres. Néanmoins, pour éviter des propagations
de retenue, ce format garantit qu’aucune précision n’est perdue lors d’additions ou de multi-
plications de deux chiffres. Pour cela les chiffres n’utilisent pas toute la précision disponible
dans les formats machine utilisés. Certains bits sont réservés et destinés à contenir les propa-
gations de retenues intermédiaires. Nous appellerons ce format Carry-Save, nom dérivé d’une
idée similaire exploitée par les opérateurs matériels [58, 70].
L’histoire de ce format est intéressante. Il a été utilisé en premier dans la bibliothèque MP
de Brent [14] basée sur des entiers. Ses motivations semblaient être reliées à des problèmes de
portabilité de code. En effet, bien que les processeurs offrent depuis longtemps des instructions
machine facilitant la tâche des logiciels multiprécisions (tels que add-with-carry), nombre de ces
instructions ne pouvaient et ne peuvent toujours pas être accédées à partir d’un langage de
haut niveau tel que C. Comme nous le verrons par la suite, le format Carry-Save s’abstrait de
ce problème en utilisant seulement des instructions arithmétiques simples, et par conséquent
portables.
La bibliothèque MP de Brent a été peu à peu remplacée par GMP, qui offre une réponse
différente au problème de la portabilité. Dans GMP, le cœur de chaque boucle des additions et
multiplications est écrit en assembleur pour la plupart des architectures existantes, ce qui lui
permet de tirer le meilleur parti des instructions machine non disponibles en langage de haut
niveau.
Néanmoins, l’idée de Brent a refait surface récemment. Il semble que cette idée ait été re-
prise par Ziv dans la bibliothèque mathématique d’IBM avec arrondi correct [2], en utilisant
des flottants comme brique de base. Malheureusement, il n’existe à notre connaissance aucun
article à ce sujet. Indépendamment, nous avons développé la représentation SCS présentée en
section 4.4 qui utilise indifféremment les entiers ou les flottants. Nos motivations étaient la
portabilité, mais également l’efficacité. Nous avons constaté que le format MP Carry-Save per-
mettait de ne pas avoir à se soucier des propagations de retenue ce qui rendait les algorithmes
simples, et exploitait ainsi de façon naturelle l’important parallélisme pouvant être traité par
les processeurs modernes.
4.3 Présentation des algorithmes MP standards
Dans le reste, nous noterons m le nombre de bits utilisés pour mémoriser un chiffre dans
le format MP considéré. Dans GMP, les chiffres sont des entiers machines et par conséquent
m = 32 oum = 64. Dans la bibliothèque de Bailey il s’agit de flottants, doncm = 24 oum = 53.
Nous noterons que ces représentations utilisent une base de type 2m, alors que certains produits
commerciaux utilisent une puissance de 10 essentiellement pour des raisons historiques.
4.3.1 L’addition et la propagation de retenue
Avec des nombres entiers, l’algorithme d’addition le plus simple est semblable à celui ap-
pris à l’école pour ajouter deux nombres en base 10. Il consiste à additionner des paires de
chiffres de poids identique. La somme de deux chiffres dans une certaine base peut déborder
ou créer une retenue, ce qui signifie que le résultat est plus grand que la base utilisée. Dans
ce cas, le résultat doit être découpé en deux chiffres : le premier qui est le résultat modulo la
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base, et le deuxième qui correspond à la retenue et qui doit être additionné avec les chiffres
immédiatement à gauche.
L’algorithme naïf présente deux inconvénients majeurs. Le premier est qu’il faut être ca-
pable de calculer la représentation sur deux chiffres, de la somme de deux chiffres et d’une
retenue. Pour être efficace, cette opération doit utiliser l’instruction assembleur add-with-carry,
ce que fait GMP qui dispose de routines avec cette instruction pour chaque architecture. Le se-
cond problème est lié au caractère séquentiel de l’opération d’addition qui s’effectue de droite
à gauche à cause des propagations de retenue. Nous montrerons par la suite que ce problème
limite l’utilisation de toutes les capacités offertes par les processeurs modernes.
4.3.2 La multiplication
L’algorithme de multiplication le plus simple est décrit sur la figure 4.1. Il est semblable
à celui appris à l’école pour la multiplication en base 10. Il existe également d’autres algo-
rithmes offrant une meilleure complexité asymptotique, par exemple la multiplication rapide
de Karatsuba [55, 57]. Toutefois, ils ne sont généralement intéressants que pour des précisions






























La figure 4.1 représente les deux nombres X et Y que l’on souhaite multiplier. Ils sont res-




(avec n = 4 sur la figure) avec chaque chiffre codé
surm bits de précision.





codés sur 2m bits est calculé. Ensuite ces produits partiels doivent être sommés verti-
calement et le résultat exprimé en chiffres. Il y a au plus n produits partiels dans une colonne,
la somme 
i
de chaque colonne est un nombre d’au plus 2m + dlog
2
ne bits. Finalement, les
colonnes de somme 
i
sont décomposées en nombres de seulementm bits. Cette opération est
effectuée itérativement en sommant de droite à gauche les chiffres de poids équivalent. Les m
bits de poids faible du résultat sont mémorisés et la partie haute est utilisée comme une retenue
pour l’itération suivante.
Cette représentation exhibe énormément de parallélisme. En effet tous les produits partiels
peuvent être calculés en parallèle et il en est de même pour les colonnes. Le choix de la repré-
sentation interne des chiffres est crucial car il détermine la quantité d’instructions séquentielles.
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Il est clair que chaque implémentation qui utilise comme chiffre des nombres machines (en-
tiers ou flottants) ne peut représenter avec un seul mot machine les produit partiels, et encore
moins la colonne de somme. Des astuces algorithmiques sont donc nécessaires pour obtenir
le résultat représenté sur deux ou plusieurs chiffres. Ces astuces impliquent en retour des dé-
pendances entre les opérations inhibant le parallélisme. Une solution, utilisée par GMP, est de
calculer ligne après ligne les produits partiels, en convertissant chaque somme en un nombre
MP. Cette démarche algorithmique fonctionne comme une propagation de retenue en grande
base, ce qui introduit donc de la séquentialité.
4.3.3 Utilisation de nombres flottants en multiprécision
Lemême type de discussion peut être tenu lorsque le format de représentation des nombres
multiprécision est basé sur les flottants. La somme et le produit peuvent engendrer un dépas-
sement de capacité et une perte de précision lors de l’arrondi du résultat imposé par la norme
IEEE-754. Néanmoins, il existe des algorithmes, qui sous certaines conditions peuvent repré-
senter la somme ou le produit de deux nombres flottants de manière exacte sur deux nombres
flottants [57]. Parmi ces algorithmes, nous avons détaillé l’addition et la multiplication exacte
en section 3.2, dont les coûts sont de 3 additions flottantes, 2 masques et 1 test entier pour
l’addition et de 13 multiplications flottantes, 10 additions flottantes et 4 tests entiers pour la
multiplication. Le caractère portable des algorithmes basés sur la norme IEEE-754 constitue
la principale motivation pour utiliser cette représentation. Malheureusement, ces algorithmes
s’avèrent souvent coûteux en terme de ressources utilisées et impliquent de nombreuses dé-
pendances de données.
4.4 Multiprécision en représentation ’Software Carry-Save’
Cette section décrit les caractéristiques du format SCS que nous avons proposé. L’idée prin-
cipale est de garantir que tous les calculs intermédiaires des algorithmes MP sont exacts. En
d’autres termes, le résultat d’un calcul intermédiaire doit tenir sur un mot machine sans erreur
d’arrondi ou sans débordement.
Si nous représentons parM la précision en bits offerte par le format machine considéré, par
m la précision utilisée pour coder un chiffre (m M ) et par n le nombre de chiffres internes au
format MP, alors une condition suffisante est :
M  2m+ dlog
2
(n)e (4.1)
Cette équation exprime le compromis du format SCS entre nombre de chiffres et précision
interne utilisée par ces chiffres. Nous constatons que ce format nécessite plus de chiffres qu’une
représentation dite dense pour une précision donnée. Ainsi lorsque qu’un nombre MP est sto-
cké en mémoire, plus de la moitié des bits sont connus comme étant nuls. Il faut également
effectuer plus d’opérations atomiques dans le format SCS pour la même précision. Néanmoins,
cet inconvénient est largement compensé par l’avantage de ne plus avoir de gestion de retenue,
ce qui simplifie les opérations.
Nos motivations étaient d’exprimer les algorithmes d’addition et de multiplication avec
plus de parallélisme entre les opérations atomiques qu’il n’était possible avec le format de re-
présentation utilisé par GMP. Cette motivation est identique à celle que l’on retrouve dans la
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Mots Machine M m n précision max.
IEEE double précision 52+1 bits 25 bits 7 termes 175 bits
IEEE double précision 52+1 bits 24 bits 31 termes 744 bits
Double étendue (x86) 64 bits 29 bits 63 termes 1827 bits
Double étendue (x86) 64 bits 28 bits 255 termes 7140 bits
Entier 64 bits 64 bits 30 bits 15 termes 450 bits
Entier 64 bits 64 bits 29 bits 63 termes 1827 bits
TAB. 4.1: Quelques exemples de précision atteignable avec le format SCS.
représentation “Carry-Save” utilisée en arithmétique des ordinateurs bien que la base considé-
rée soit plus petite. En supprimant les propagations de retenue, ou plus exactement en les re-
poussant, cette technique supprime également les dépendances de données liées à cette étape.
4.4.1 Compromis sur la précision
La précision globale est de m  n bits et quelques exemples de valeurs sont données dans
le tableau 4.1. La précision correspond à la précision maximale pouvant être atteinte pour un
m donné, mais il est possible d’obtenir une précision inférieure en utilisant un nombre n de
chiffres plus petit. Par exemple, comme nous le verrons au chapitre 5, la bibliothèque mathé-
matique avec arrondi correct utilise une précision de 240 bits (m = 30, n = 8).
Nous noterons que Brent [14] impose une condition plus faible. Il impose que 8 produits
partiels puissent être sommés sans erreur d’arrondi. Par conséquent, il doit toujours effectuer
une propagation de retenue toutes les 8 multiplications, avec un format permettant d’avoir
une précision arbitraire. En revanche, notre approche est plus efficace, mais ne permet pas de
disposer d’une précision arbitraire.
4.4.2 L’addition et la multiplication MP utilisées par SCS
L’algorithme de multiplication utilisé par SCS est très simple. Nous calculons en premier la
colonne de somme sans se soucier des possibles débordements/arrondis. Nous terminons par
une propagation de retenue.
Calculer la colonne de somme sans débordement et sans arrondi est la partie centrale de
l’algorithme. Cette partie s’exprime facilement de façon portable, efficace et avec beaucoup de
parallélisme en langage de haut-niveau. La propagation de retenue finale est la seule partie sé-
quentielle de l’algorithme, mais il n’y a pas de pénalité en terme de temps d’exécution à expri-
mer cette partie en langage de haut niveau. La propagation de retenue finale est sur plusieurs
bits, et il n’existe pas d’instructions assembleur comparables à l’instruction “add-with-carry”
pour les retenues sur 1 bit. En arithmétique entière, nous découpons un nombre machine en
m bits plus une retenue en utilisant des masques et des décalages. Lorsqu’il s’agit d’arithmé-
tique IEEE-754 alors nous utilisons des multiplications par une puissance de deux (opérations
exactes) et des soustractions.
Les additions MP sont composées d’additions de paires de chiffres de poids identique et
d’une propagation de retenue. Elles ne sont par conséquent pas plus rapides que les additions
MP standard et sont même plus lentes si elles sont exprimées en langage de haut niveau. Néan-
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moins, le format permet l’addition de plusieurs nombres avec une seule propagation de retenue
à la fin, mais il nous reste à trouver une utilisation pratique de cette fonctionnalité.
Finalement, il est aussi possible d’effectuer des FMA (une addition et une multiplication en
une seule opération), ce qui permet d’accélérer les évaluations polynomiales.
4.5 Implémentation machine de la bibliothèque SCS
4.5.1 Implémentation initiale
Nous avons implémenté l’idée SCS dans une première version de notre bibliothèque [29].
Cette version préliminaire utilisait une représentation interne basée indifféremment sur des en-
tiers ou des flottants. Les algorithmes utilisés étaient semblables avec une légère différence sur
la façon de décomposer un mot machine entre un chiffre et une retenue lors de la propagation
de retenue.
Dans la première version, des routines entières et flottantes étaient utilisées, avec une pré-
cision finale de 200 bits et avec un effort d’optimisation modéré. En effet le code était petit
et simple, ce qui permettait d’obtenir des optimisations de base telles que le déroulement de
boucle (ce qui devrait être laissé au compilateur dans les versions futures). Dans de rares cas,
l’assembleur généré par le compilateur a été vérifié de façon à modifier le code C pour aider
l’ordonnancement effectué par le compilateur.
4.5.2 Analyse et améliorations
4.5.2.1 Les performances entières dépassent les flottantes
En analysant les premiers résultats de l’implémentation initiale, nous avons observé que
l’implémentation entière était pratiquement toujours plus rapide que l’implémentation flot-
tante. Cette constatation est cohérente avec l’intuition que l’on peut se faire à la vue des perfor-
mances respectives des unités entières et flottantes (voir section 3.1.1). En effet les processeurs
superscalaires offrent plus d’unités de calcul entier que flottant (bien que toutes ces unités ne
soient pas capables d’exécuter des multiplications). La seule exception est la famille des UltraS-
PARC I et II, sur laquelle la multiplication entière 64 bits est particulièrement inefficace.
Nous avons par conséquent concentré nos efforts sur l’implémentation entière de SCS, mais
ce choix pourra être revu en fonction des évolutions technologiques futures.
4.5.2.2 L’utilisation d’une arithmétique mixte 32 et 64 bits
Une autre amélioration que nous avons inclue dans SCS fut l’utilisation d’une arithmétique
entière sur 32 ou 64 bits de la façon suivante :
– Les chiffres MP sont stockés sur des nombres de 32 bits où seuls quelques bits sont réser-
vés pour les retenues. Nous avons ainsi résolu le problème majeur de la version initiale
[29] concernant les mouvements mémoire qui étaient relativement inefficaces.
– L’addition utilise une arithmétique 32 bits.
– Dans la multiplication MP, les produits partiels sont des produits de deux nombres de
32 bits, ce qui correspond à un nombre sur 64 bits. La colonne de somme nécessite donc
l’utilisation d’une arithmétique sur 64 bits. Ceci peut s’exprimer en langage C de la façon
suivante : un nombre codé sur 64 bits de type «long long int» est multiplié à un nombre
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codé sur 32 bits de type «unsigned int». Lors de cette multiplication, le deuxième chiffre
sur 32 bits est promu en entier sur 64 bits. Cette technique permet d’effectuer des multi-
plications efficaces de deux mots de 32 bits et de récupérer le résultat dans un mot de 64
bits.
Pour la famille des UltraSPARC (détectée au moment de la compilation) nous utilisons
une conversion vers les flottants de l’un des deux multiplicandes.
Comme nos expériences vont le montrer, cela fonctionne particulièrement bien sur les pro-
cesseurs actuels qui possèdent une arithmétique 64 bits ou qui offrent les instructions permet-
tant de stocker sur deux mots de 32 bits le résultat codé sur 64 bits d’un produit de deux mots
sur 32 bits. Le reste est laissé au compilateur, ce qui est trivial (promotion en 64 bits d’un entier
codé sur 32 bits, et l’addition 64 bits utilisant l’instruction add-with-carry).
4.5.3 Implémentation de SCS
Cette section donne les détails de l’implémentation actuelle de SCS. La principale diffé-
rence avec la précédente présentation est que nous utilisons une représentation SCS pour les
mantisses d’un nombre flottant MP au format SCS. Pour clarifier une possible confusion, les
nombres représentés sont des nombres flottants MP, mais les chiffres qui les composent sont
toujours des entiers machines. Cette implémentation est similaire au format virgule flottante
de mpf et mpfr de GMP.
Une motivation du format SCS décrit ci-dessous est d’être compatible avec le standard
IEEE-754, sur la gestion des cas exceptionnels et des arrondis lors des conversions. Ces caracté-
ristiques sont indispensables à l’utilisation de scslib pour la deuxième partie de l’évaluation des
fonctions élémentaires au sein de la bibliothèque d’évaluation de fonctions élémentaires avec
arrondi correct crlibm (voir chapitre 5).
4.5.3.1 Le format
Un nombre MP est représenté dans le format proposé comme une structure R de type Soft-
ware Carry-Save (SCS), comme décrit sur la figure 4.2. Il est composé des champs suivants :
R.digits[n] Une table de n entiers machine avec m bits de précision (ce paramètre peut être
choisi au moment de la compilation) ;
R.index Un entier stockant l’index du premier chiffre dans la plage des nombres représen-
tables, comme décrit sur la figure 4.2. Ce champ joue le rôle de l’exposant.
R.sign L’information de signe (1 si positif -1 si negatif).
R.exception Un nombre flottant IEEE-754 permettant de gérer les cas exceptionnels (0, 1,
Not-A-Number). Ce champ est défini au moment de la conversion d’un nombre flottant
IEEE à 1:0 si le nombre n’est pas une exception et à l’exception elle-même sinon. Chaque
opération effectuée sur les nombres MP est effectuée sur ce champ.
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FIG. 4.2: Le format proposé
Dans la suite de ce chapitre, nous appellerons un nombre SCS normalisé un nombre SCS où
tous les bits de retenue (les bits deM àm du champs R:digits) sont à zéro. Un nombre SCS où
ces bits ne sont pas à zéro est dit non-normalisé.
Nous imposons à tous les chiffres d’être alignés sur une frontière multiple dem sur l’échelle
des exposants (voir figure 4.2). Cela correspond dans l’équation (4.2) à un exposant multiple de
m. C’est un choix d’implémentation : une autre solution aurait été d’utiliser un entier arbitraire
comme exposant, mais dans ce cas, l’addition MP aurait été plus complexe car des décalages
entre chiffres du même nombre MP auraient été nécessaires. Avec cette implémentation ils
doivent également être décalés si leurs index sont différents, mais cette opération s’effectue
seulement sur l’indice de tableau de R:digits.
Ce choix a un impact sur la précision. Comme dans la plupart des formats flottants, nous
imposons au chiffre de poids fort d’être différent de zéro, pour assurer l’unicité de la représen-
tation pour les nombres SCS normalisés. Par conséquent, ce premier chiffre peut avoir dans le
pire cas seulement 1 bit d’information sur m bits disponibles. Cette propriété implique que la
précisionminimum garantie est dem 1 bits inférieure à celle annoncée dans le tableau 4.1. Par
exemple, pour l’évaluation des fonctions élémentaires en double précision avec arrondi correct
nous avons choisim = 30 et n = 8, et la précision garantie est de 211 bits.
Pour un champ index codé sur 32 bits, la plage d’exposants utilisables est grande comparée
à celle utilisée dans le format double précision, qui n’utilise que 11 bits pour coder l’expo-
sant. Cette fonctionnalité est très importante car elle permet de garantir que l’ensemble des
nombres représentables par SCS inclut l’ensemble des nombres flottants définis par le format
IEEE-754. Cette ensemble est également composé des nombres dénormalisés du moment que la
taille de la mantisse SCS est supérieure à celle du format IEEE-754 (dans le cas contraire, une
bibliothèque multiprécision n’est pas utile). Cette grande plage d’exposants constitue donc un
atout par rapport aux bibliothèques basées sur les flottants telles que celle de Bailey ou celle de





). Nous évitons pratiquement tous les possibles dépassements de capacité qui se
produisent en utilisation courante sur les calculs intermédiaires.
D’autres cas exceptionnels (0,1, Not-A-Number) sont stockés comme leurs représenta-
tions en flottant double précision défini par la norme IEEE-754. Nous laissons ainsi la gestion
des exceptions au système, de façon à assurer les propriétés suivantes :
Propriété 4 Si la mantisse SCS dispose de plus de précision qu’une mantisse d’un nombre flottant
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double précision (53 bits), et si l’association compilateur/architecture respecte la norme IEEE-754 pour
ce qui est de la gestion des cas exceptionnels alors :
– l’ensemble des nombres flottants IEEE-754 double précision est un sous-ensemble des nombres
représentables par le format SCS,
– les conversions entre SCS et format IEEE-754 double précision gèrent les dénormalisés ainsi que
les exceptions,
– Toutes les opérations MP fournies par la bibliothèque SCS gèrent les exceptions comme en arith-
métique IEEE.
4.5.3.2 Opérations fournies par la bibliothèque SCS
Autant que possible la bibliothèque développée utilise une syntaxe similaire à celle utilisée
par GMP.
– Fonctions de conversion et d’initialisation :
– Conversion d’un flottant double précision en nombre SCS :
void ss_set_d(ss_ptr, double)
– Conversion d’un entier signé en nombre SCS :
void ss_set_si(ss_ptr, signed int)
– Conversion d’un nombre SCS en flottant double-précision, avec arrondi au plus près,
vers  1, vers1 ou vers 0 :
void ss_get_d(double*, onst ss_ptr)
void ss_get_d_minf(double*, onst ss_ptr)
void ss_get_d_pinf(double*, onst ss_ptr)
void ss_get_d_zero(double*, onst ss_ptr)
– Créer un nombre SCS égal à zéro :
void ss_zero(ss_ptr)
– Créer un nombre SCS aléatoire (sans garantie sur la loi aléatoire utilisée). L’entier défi-
nit la pages des exposants possibles (exposant compris entre - l’entier et + l’entier) :
void ss_rand(ss_ptr, int)
– Créer une copie d’un nombre SCS :
void ss_set(ss_ptr, onst ss_ptr)
– Imprimer la structure d’un nombre SCS :
void ss_get_std(onst ss_ptr)
– Fonctions arithmétiques
– Addition et soustraction retournant un résultat normalisé :
void ss_add(ss_ptr result, ss_ptr x, ss_ptr y)
void ss_sub(ss_ptr result, ss_ptr x, ss_ptr y)
– Multiplication et carré :
void ss_mul(ss_ptr result, ss_ptr x, ss_ptr y)
void ss_square(ss_ptr result, ss_ptr x)
– Multiplication par un entier non-signé :
void ss_mul_ui(ss_ptr, unsigned int)
– Inverse et division :
void ss_inv(ss_ptr result, ss_ptr x)
void ss_div(ss_ptr result, ss_ptr x, ss_ptr y)
D’autres fonctions devraient être incluses dans de prochaines versions de la bibliothèque
(FMA, addition sans normalisation, renormalisation seule).
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De plus, la bibliothèque fournit une interface C++ permettant d’utiliser le format SCS de
façon transparente. Le surcoût de ces traducteurs C++ est très dépendant du couple proces-
seur/compilateur et est mesuré dans la suite.
4.5.3.3 Considérations spécifiques à l’implémentation
Pour des raisons de portabilité, l’implémentation utilise du C99 ANSI combiné à une ver-
sion récente du compilateur g. Nous n’avons pas pu trouver un cas où un compilateur fourni
par les fabricants de processeur (Intel ou Sun) donnait des différences de performance signi-
ficatives par rapport à g, ce qui est probablement la conséquence de la simplicité de notre
code.
Lorsque nous cherchons à optimiser les performances, nous avons observé que le même
code qui était efficace sur un processeur pouvait avoir un comportement inverse sur un autre.
D’habitude, cette différence vient des caractéristiques du processeur lui-même, l’UltraSparc II
et la faiblesse de sa multiplication entière en sont un exemple. Le processeur n’est pas le seul
fautif et le compilateur doit parfois être remis en cause. Un exemple est la promotion d’un entier
de 32 bits vers un entier de 64 bits dans l’algorithme de multiplication. Dans ces deux cas nous
avons essayé de changer le style de programmation de façon à ce que le code se comporte bien
sur tous les processeurs, ce qui n’était parfois pas possible. Dans ces rares cas, en plus d’une
version générique, nous avons développé plusieurs versions astucieuses de l’opération critique
en fonction des processeurs. Ces versions sont sélectionnées automatiquement à la compilation
grâce aux outils GNU autoonf/automake.
Plus surprenant, nous avons été très déçus par les capacités des compilateurs, et plus préci-
sément sur une technique connue depuis de longues années : le déroulement de boucles. Notre
code est constitué de nombreuses petites boucles for dont la taille est connue au moment de
la compilation. Ce cas correspond à la configuration idéale pour le déroulement de boucles.
Des options existent pour utiliser cette optimisation. Malheureusement, laisser le compilateur
dérouler les boucles par lui-même conduit à de mauvaises performances, même comparées à
la version non déroulée. Dérouler les boucles à la main ne prend que quelques minutes, nous
l’avons donc fait pour la version que nous utilisons pour évaluer les fonctions élémentaires
(m = 30, n = 8), ainsi que pour d’autres valeurs caractéristiques. Cette technique augmente
peu la taille du code, et conduit parfois à diviser le temps d’exécution par deux. Bien sûr cela
n’est pas satisfaisant, et nous ne voulons pas le faire pour toutes les valeurs possibles de n, ni
étudier les compromis liés à l’architecture des processeurs au fur et à mesure de l’augmentation
de n. Nous espérons que les futures versions des compilateurs auront un meilleur comporte-
ment.
4.6 Résultats et mesures de temps
Il est très difficile de comparer les performances des bibliothèques MP. Le coût d’une mul-
tiplication ou addition machine est très différent d’un processeur à un autre. De plus le coût
dépend fortement du contexte d’exécution de ces instructions dans les processeurs d’aujour-
d’hui munis de profonds pipelines, d’unités d’exécutions dans le désordre, et d’une hiérarchie
de cache. Même la définition d’une opération multiprécision est dépendante de la machine
(32 ou 64 bits, disponibilité ou non du FMA). Malgré tous ces problèmes, nous avons testé la
bibliothèque sur les configurations suivantes :
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– Pentium III avec Debian GNU/Linux, gcc-2.95, gcc-3.0, gcc-3.2
– UltraSPARC IIi avec SunOS 5.8 et gcc-2.95
– Pentium 4 avec Debian GNU/Linux, gcc-2.95, gcc-3.0, gcc-3.2
– PowerPC G4 avec MacOS 10.2 et gcc-2.95
– Itanium avec Debian GNU/Linux, gcc-2.95, gcc-3.0, gcc-3.2
Lorsqu’il était disponible, nous avons utilisé g-3.x qui donnait des résultats légèrement
meilleurs que g-2.95. Les résultats pour les autres compilateurs testés (Sun et Intel) ne sont
pas présents dans cette étude car ils ne fournissaient pas de nettes améliorations.
4.6.1 La mesure du temps de bibliothèques MP
Les graphiques suivants comparent les performances de notre bibliothèque avec une préci-
sion garantie de 211 bits avec deux autres bibliothèques travaillant sur une précision similaire :
la bibliothèque quad-double de Bailey [43], et celle de Ziv [2]. Nous avons également utilisé
la bibliothèque de référence en matière de multiprécision qu’est GMP [1] (plus précisément
MPF, la version flottante de GMP). Chaque résultat est obtenu en mesurant le temps d’exécu-
tion sur 103 valeurs aléatoires (les mêmes valeurs étant utilisées pour chaque bibliothèque).
Les exposants utilisés pour les tests étaient construits de telle sorte qu’il existait pratiquement
toujours un chevauchement des mantisses, pour rendre les tests sur l’addition réalistes. De
plus pour minimiser l’impact des interruptions systèmes, plusieurs tests ont été effectués en ne
gardant que le meilleur temps à chaque fois. L’impact des caches de données a été réduit en
pré-chargant les caches avec les données utilisées.
Nous avons mesuré le temps d’exécution de la multiplication, de l’addition et des conver-
sions entre format MP et flottant double précision. Nous avons également testé toutes ces bi-
bliothèques avec l’évaluation de la fonction logarithme avec arrondi correct pour la double
précision.
Pour des raisons de clarté du document, nous avons normalisé les temps par rapport au
temps SCS pour chaque fonction et chaque architecture testées. Les barres représentent donc
un temps relatif et une barre absente signifie qu’une erreur s’est produite au moment de la
compilation ou de l’exécution.
4.6.2 Commentaires
Un premier coup d’œil sur ces graphiques nousmontre que la supériorité des performances
de SCS sur les autres bibliothèques semble s’accroître avec chaque génération de nouveau pro-
cesseur. La principale raison est probablement liée aux pipelines qui deviennent de plus en plus
profonds, qui sont par conséquent mieux remplis par une bibliothèque exhibant plus d’opé-
rations indépendantes. En effet nous avons vu que les dépendances entre opérations pouvent
créer des trous dans les pipelines lorsqu’une instruction attend le résultat d’une instruction pré-
cédente. Lorsque l’on y regarde de plus près on remarque que les bibliothèques qui souffrent
le plus des effets de ces profonds pipelines sont la bibliothèque quad-double de Bailey et celle
d’IBM. En revanche la bibliothèque GMP 4.1 prend en compte les caractéristiques des pipelines,
comme l’indiquent les commentaires dans le code source [1].


































































FIG. 4.4: Comparaison sur un UltraSPARC IIi


































































FIG. 4.6: Comparaison sur un PowerPC G4

































FIG. 4.7: Comparaison sur un Itanium
4.6.2.1 Les conversions
Il n’y a aucune surprise dans la mesure du temps de conversion d’un flottant double préci-
sion de/vers un nombre MP. SCS et GMP, les deux bibliothèques basées sur des entiers, ont des
performances comparables, alors que la bibliothèque quad-double nous montre la simplicité
de ses conversions. Cette différence entre ces deux classes d’algorithmes reflète probablement
la présence d’instructions ou de matériel dédiés à la conversion d’un entier machine de/vers
un flottant machine. En revanche les mauvais résultats de la bibliothèque quad-double sur Ita-
nium par rapport aux autres architectures restent encore inexpliqués.
4.6.2.2 Analyse des performances des opérations MP
Concernant les opérations arithmétiques, les biliothèques GMP et SCS ont un net avantage
sur les bibliothèques basées sur une représentation flottante. Dans la suite, nous nous concen-
trerons donc sur GMP. Plusieurs effets contribuent à expliquer les différences de performance
observées entre SCS et GMP.
1. La bibliothèque SCS (comme celles d’IBM et de Bailey) a une précision fixée sélectionnée
au moment de la compilation, tandis que GMP utilise une précision arbitraire. Cela signi-
fie que SCS utilise des boucles de tailles fixes, alors que GMP doit gérer des boucles de
tailles arbitraires. De plus dans SCS les boucles ont été déroulées à la main.
2. SCS utilise moins de propagation de retenues, et effectue donc moins de travail par
chiffre.
3. GMP utilise de l’assembleur, ainsi que des instructions multimedia lorsque cela est pos-
sible, par exemple dans le cas du Pentium 4.
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4. GMP a besoin de moins de chiffres pour une précision donnée.
5. SCS exhibe du parallélisme.
4.6.2.3 Les bénéfices de la simplicité pour l’addition
Les algorithmes retenus pour SCS et GMP présentent des complexités semblables, ainsi que
la même quantité de dépendances de données. Par conséquent elles devraient avoir les mêmes
performances. Néanmoins, le coût de la gestion des boucles (décrémenter un index, le comparer
à zéro, effectuer un branchement) dépasse le coût de calcul (un add-with-carry). La seule raison
pouvant expliquer la rapidité de SCS par rapport à GMP dans ce cas est que dans SCS nous
avons déroulé manuellement les boucles. Encore une fois, il n’est pas illusoire de croire qu’une
telle technique sera prise en charge par le compilateur dans un futur proche.
4.6.2.4 Le bénéfice du parallélisme pour la multiplication
Pour la multiplication, les résultats sont plus intéressants. Sur les architectures ne pouvant
lancer qu’une seule multiplication par cycle (toutes sauf l’Itanium), l’avantage de SCS sur GMP
pour la multiplication est semblable à celui existant pour l’addition. En revanche, comme le
montrent les résultats, l’Itanium exploite très bien l’important parallélisme exposé par le for-
mat SCS. Sur cette architecture, capable de lancer deux multiplications par cycle, les rapports
de performances de SCS par rapport à GMP pour la multiplication sont deux fois ceux de l’ad-
dition. Quant aux résultats sur le SPARC, ils s’expliquent par les mauvaises performances de
la multiplication entière utilisée par GMP.
4.6.2.5 Applications : division et logarithme
Concernant la division, les algorithmes utilisées par SCS et GMP sont complètement diffé-
rents : la division SCS est basée sur des itérations de Newton-Raphson, tandis que GMP utilise
un algorithme basé sur une récurrence sur les chiffres [58, 70]. Les résultats de la division nous
montrent que la division SCS est améliorable du point de vue algorithmique. Nous n’avons pas
cherché à améliorer les performances de la division principalement car cet opérateur n’est pas
utilisé pour l’évaluation des fonctions élémentaires.
Finalement, les performances du logarithme sont proches des performances de la multipli-
cation. En effet le cœur de l’algorithme utilisé pour le logarithme utilise des multiplications. Le
logarithme est une des applications typiques de cette bibliothèque, ce qui justifie l’importance
d’exploiter le parallélisme des multiplications MP.
4.7 Conclusion et travaux futurs
Au cours de ce chapitre nous avons présenté le format Software Carry-Save pour la multi-
précision, et discuté de son implémentation sur les processeurs modernes en utilisant les ca-
ractéristiques des compilateurs. L’idée principale est de réduire le nombre de dépassements de
capacité, d’erreurs d’arrondi, et de retenues générées par les opérations machine. Les princi-
paux avantages de cette approche sont les suivants :
– Utiliser indifféremment des entiers ou des flottants double précision, ce qui permet d’écrire
les algorithmes dans un langage de haut niveau de façon portable.
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– Les algorithmes sont simples, donc efficaces et compacts.
– En étant intrinsèquement parallèles, ces algorithmes sont parfaits pour les profonds pi-
pelines et les multiples unités de calcul des processeurs superscalaires.
Les expériences effectuées sur la variété de processeurs nous confortent dans cette opinion.
Cette bibliothèque a par conséquent fait l’objet de plusieurs publications [29], [30]. Elle est par
ailleurs disponible sous licence LGPL à l’adresse www.ens-lyon.fr/LIP/Arenaire/.
Les performances de cette bibliothèque dépassent celle des bibliothèques les plus compéti-
tives, y compris la bibliothèque de référence dans le domaine qui est GMP, sur un large panel de
processeurs et pour des précisions comprises entre 100 et 500 bits. De plus l’effort de program-
mation pour obtenir ces résultats est sans commune mesure avec ceux développés par GMP. Il
est à noter que les développeurs de GMP sont conscients de ce que leur bibliothèque est trop
séquencielle sur les processeurs modernes. Dans les versions récentes, certaines des fonctions
écrites en assembleur font deux propagations de retenue en parallèle, ce qui complexifie en-
core plus la bibliothèque. Bien entendu, notre but n’est pas de remplacer GMP, mais d’offrir
une alternative pour des petites précisions, et surtout de ne pas avoir à dépendre d’une autre
bibliothèque pour l’évaluation des fonctions élémentaires au sein de la bibliothèque crlibm.
Perspectives
Bien que de telles prédictions puissent sembler hasardeuses, nous pouvons penser que les
générations futures de processeurs pourront exploiter encore plus de parallélisme. Cela pourra
prendre la forme d’un pipeline plus profond, bien que la limite pratique n’est pas loin d’être
atteinte (voir discussion dans [71]). Nous pensons également que les futurs processeurs seront
capables de lancer plus d’une multiplication par cycle, soit dans un style proche de celui de
l’Itanium soit par l’intermédiaire d’unités multimedia.
Dans ce cas, l’approche SCS se révèlera particulièrement intéressante. En utilisant la va-
riante de Brent (où les bits de retenues imposent une propagation tous les 2M 2m multiplica-
tions), il semble envisageable de pouvoir développer une bibliothèque multiprécision en pré-





Fonctions élémentaires et ar-
rondi correct
Ce chapitre présente l’évaluation des fonctions élémentaires avec
arrondi correct pour la double précision et les quatre modes d’ar-
rondi. L’arrondi correct est certifié en prouvant les algorithmes
utilisés, mais également les programmes correspondants. La mé-
thode, les choix et les preuves utilisés pour développer de telles
fonctions sont détaillés à travers l’exemple de l’exponentielle.
5.1 Introduction
Il existe de nombreuses solutions pour évaluer les fonctions élémentaires. Parmi toutes ces
méthodes seule une petite quantité a réellement été implémentée. Ce nombre se réduit encore
plus lorsque l’on fixe comme critère l’arrondi correct. L’arrondi correct est une propriété im-
portante pour les opérations de base, comme l’addition ou la multiplication mais elle l’est tout
autant pour les fonctions élémentaires.
À ce jour les seules méthodes disponibles pour évaluer ce type de fonctions avec arrondi
correct pour la double précision et les quatre modes d’arrondi, sont les bibliothèques mul-
tiprécision, et en particulier la bibliothèque MPFR [3]. Comme nous le verrons par la suite,
l’inconvénient majeur d’une approche «tout multiprécision» est d’afficher des performances
moyennes bien inférieures aux bibliothèques mathématiques classiques. Le surcoût (environ
50 fois le prix d’une évaluation conventionnelle dans le cas de MPFR) ne permet pas d’en gé-
néraliser l’utilisation.
Nous avons donc développé une bibliothèque de fonctions élémentaires avec les objectifs
suivants :
– toujours fournir l’arrondi correct, pour les quatre modes d’arrondi,
– borner le temps d’exécution dans le pire cas,
– avoir un temps d’exécution en moyenne acceptable (au maximum deux fois le prix d’une
évaluation standard cad sans arrondi correct),
– avoir un code portable,
– avoir un code simple,
– donner les preuves des algorithmes et de l’implémentation correspondante.
Pour satisfaire ces objectifs, la solution qui nous a semblé la plus adaptée est l’évaluation
dite en peau d’oignon pour les cas difficiles à arrondir. Cette méthode que l’on doit à Ziv [83]
est d’augmenter la précision de l’approximation jusqu’à ce que l’arrondi correct soit rendu
possible. Bien qu’il est prouvé que ce schéma d’évaluation se termine sans borne sur les pires
cas, le temps nécessaire pour l’arrondi correct peut être potentiellement très grand (voir les
tests effectués en section 5.11).
Grâce aux bornes sur les pires cas de Lefèvre [59], nous sommes aujourd’hui capables d’éva-
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luer les fonctions élémentaires en deux étapes. Ces bornes nous permettent également de bor-
ner le temps d’exécution dans le pire cas. Le schéma adopté pour chaque fonction élémentaire
est d’utiliser conjointement une évaluation rapide qui rend un résultat juste la plupart du temps
et une évaluation précise basée sur la multiprécision, qui rend un résultat juste tout le temps.
Un argument probabiliste est que pour chaque bit supplémentaire de précision obtenu pour
le résultat final de la première étape, le nombre de cas difficiles à arrondir est divisé par deux. Il
existe donc un compromis entre précision de la première étape et performance. Ce compromis
est dépendant des fonctions à évaluer, et est destiné à fournir un temps d’exécution enmoyenne
comparable aux autres schémas d’évaluation.
Comme pour la bibliothèquemultiprécision SCS, nous avons programmé cette bibliothèque
en C ANSI. Nous avons rendu le code portable en nous basant sur le format IEEE-754 double
précision et en utilisant les opérations correspondantes. En particulier nous avons exclu l’utili-
sation de matériel spécifique comme le FMA ou la double précision étendue.
Autant que possible nous avons préféré disposer d’une implémentation simple, quitte à
perdre sur le plan des performances. Cette simplicité du code est nécessaire pour construire la
preuve de l’algorithme mais également du programme correspondant. Nous minimisons ainsi
la probabilité de commettre des erreurs dans la preuve. Comme nous le verrons par la suite
avec l’exemple de l’exponentielle, établir une preuve du bon comportement d’un programme
d’évaluation d’une fonction élémentaire est un travail fastidieux (30 pages).
Dans la suite de ce chapitre nous présenterons le programme complet de l’évaluation de
l’exponentielle tel qu’il est présent dans la bibliothèque crlibm regroupant les évaluations des
fonctions élémentaires déjà réalisées. Nous espérons avoir décrit la méthode utilisée avec suffi-
samment de détails et d’explications sur les choix réalisés, pour permettre au lecteur de cerner
les problématiques du processus de création d’un programme d’évaluation de fonction élé-












FIG. 5.1: Fonction exponentielle
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5.3 Présentation de la méthode
L’évaluation de l’exponentielle s’effectue en deux étapes. La phase rapide calcule une ap-
proximation juste jusqu’à 68 bits. À la suite de cette étape un test de précision est effectué.
Ce test détermine si l’appel à la phase précise, basée sur les opérateurs multiprécision SCS, est
nécessaire.
Les constantes incluses dans le code sont données en hexadécimal. Pour des raisons de
concision, seules les valeurs au format «big endian» sont données dans le code. Les valeurs
décimales correspondantes sont mises en commentaires.
5.4 Phase rapide
Voici le schéma général adopté pour la première partie de l’évaluation de l’exponentielle :
1. Réduction d’argument «mathématique»
Nous souhaitons évaluer exp(x). On évalue l’argument réduit
(r_hi+ r_lo) 2 [  ln(2)=2;+ ln(2)=2℄
tel que :
x ' k: ln(2) + (r_hi+ r_lo)
donc exp(x) = exp(r_hi+ r_lo):2k avec (r_hi+ r_lo) 2 [  ln(2)=2;+ ln(2)=2℄
2. Réduction d’argument par table
Soient index_flt le flottant conenant les bits compris entre 2 1 et 2 8 de (r_hi + r_lo)
nous cherchons
exp(r_hi+ r_lo) = exp(index_flt) exp(rp_hi+ rp_lo)
où (rp_hi + rp_lo) = (r_hi + r_lo)   index_flt tel que (rp_hi + rp_lo) 2 [ 2 9;+2 9℄ et
exp(index_flt) ' (ex_hi+ ex_lo) est obtenu par une lecture de table.
3. Évaluation polynomiale
Nous évaluons le polynôme P_r de degré 3 tel que :
exp(rp_hi+ rp_lo)  1 + (rp_hi+ rp_lo) +
1
2
:(rp_hi+ rp_lo)2 + (rp_hi+ rp_lo)3:(P_r)













(1 + (rp_hi+ rp_lo) + 1
2
:(rp_hi+ rp_lo)2 + (rp_hi+ rp_lo)3:P_r):(1 + "
 70
)
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5.5 Gestion des cas spéciaux
5.5.1 Lever les drapeaux
La norme prévoit la levée de drapeaux et une gestion des exceptions pour les 4 opérations
de base (+, , , p ). Comme nous l’avons soulevé au cours des discussions sur la norma-
lisation des fonctions élémentaires, introduire une gestion similaire des exceptions pour les
fonctions élémentaires est légitime.
Notre code est destiné à être portable, aussi nous utilisons duC standard. Nous ne pouvons
donc gérer les exceptions manuellement en assembleur. Nous laissons l’ensemble composé du
processeur, du compilateur et du système générer les exceptions et drapeaux grâce aux instruc-
tions suivantes :
– underflow : la multiplication smallest smallest où smallest correspond au plus petit
nombre dénormalisé représentable,
– overflow : la multiplication largest  largest où largest correspond au plus grand
nombre normalisé représentable,
– division par zéro : la division 1:0=0:0,
– résultat inexact : l’addition (x + smallest)   smallest où x est le résultat et smallest le
plus petit nombre dénormalisé représentable,
– opération invalide : la division 0:0=0:0.
Il semblerait que sur certaines configurations (ex. FreeBSD) les exceptions déclenchent des
erreurs par défaut.
5.5.2 Dépassements de capacité
Dans le reste, nous considérerons des nombres dans l’intervalle [u_bound; o_bound℄, où u_bound






















= 709:7827 : : :
Enmode d’arrondi au plus près, l’exponentielle d’un nombre plus grand que o_bound est re-
présentée par un dépassement de capacité (overflow), tandis que l’exponentielle d’un nombre
plus petit que u_bound sera arrondi à 0, et lèvera le drapeau inexact.
Cependant, d’autres dépassement de capacité peuvent apparaître dans deux cas que nous
devons éviter :
– Un calcul intermédiaire peut générer un «overflow/underflow» qui se propagera jus-
qu’au résultat, bien que ce dernier soit représentable par un nombre IEEE double préci-
sion.
– En arithmétique IEEE-754, lorsqu’un résultat est compris entre 2 1023 et 2 1074, une ex-
ception de type underflow est générée pour signaler une perte drastique de précision.
Au cours de la description de l’algorithme nous montrerons comment éviter de tels pro-
blèmes.
5.5.3 En arrondi au plus près
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Listing 5.1: Gestion des cas spéciaux en arrondi au plus près
1 s t a t i c const union { in t i [ 2 ] ; double d ; }
2 # i fdef BIG_ENDIAN
3 _ l a r g e s t = { 0 x 7 f e f f f f f , 0 x f f f f f f f f } ,
4 _smal l e s t = { 0 x00000000 , 0 x00000001 } ,
5 _u_bound = { 0 xC0874910 , 0 xD52D3052 } , /  7.45133219101941222107 e +02  /
6 _o_bound = { 0 x40862E42 , 0 xFEFA39F0 } ; / 7.09782712893384086783 e +02  /
7 # else
8 . . .
9 #endif
10 #define l a r g e s t _ l a r g e s t . d
11 #define smal l e s t _smal l e s t . d
12 #define u_bound _u_bound . d
13 #define o_bound _o_bound . d
14
15 / Va r i a b l e s t emp o r a i r e s  /
16 unsigned in t hx ;
17
18 hx = HI ( x ) ;
19 hx &= 0 x 7 f f f f f f f ;
20
21 / F i l t r e l e s c a s s p é c i a u x  /
22 i f ( hx >= 0 x40862E42 ) {
23 i f ( hx >= 0 x7f f00000 ) {
24 i f ( ( ( hx&0x 0 0 0 f f f f f )|LO( x ) ) !=0 )
25 return x+x ; / NaN  /
26 else return ( ( HI ( x )&0x80000000 ) ==0) ? x : 0 . 0 ; / exp (+/  i n f ) = in f , 0  /
27 }
28 i f ( x > o_bound ) return l a r g e s t  l a r g e s t ; / o v e r f l ow  /




33 i f ( hx <= 0 x3C900000 ) / i f ( hx <= 2^( 54) )  /
34 return ( ( hx == 0 )&&(LO( x ) == 0 ) ) ? 1 . : 1 . + smal l e s t ;
 Preuve.
ligne 18 Place dans hx la partie haute de x. (cf. prog. 3.3)
ligne 19 Supprime l’information de signe dans hx, pour simplifier les tests sur les cas
spéciaux.
ligne 22 Test équivalent à if(jxj >= 709:7822265625). Ce test est vrai si x > u_bound,
x < o_bound, x représente l’infini ou un NaN . (Voir tableau 1.3 page 8 sur la
représentation des nombres flottants). Ce test est réalisé sur les entiers pour
une question de rapidité.
ligne (23-25) Teste si x représente l’infini ou un NaN et renvoie les valeurs correspon-
dantes (+1 ou 0 exact).
ligne 28 Si le compilateur a correctement traduit le flottant alors o_bound =
390207173010335=549755813888. Si x > o_bound alors exp(x) = + inf. La
multiplication largest  largest laisse au processeur le soin de créer un over-
flow et de lever les drapeaux correspondants.
ligne 29 Si le compilateur a correctement traduit le flottant alors u_bound =
 3277130554578985=4398046511104. Si x < u_bound alors exp(x) = +0. La
multiplication smallest  smallest est effectuée de façon à renvoyer 0 et de
lever le drapeau inexact.
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ligne 33 Test équivalent à if(jxj  2 54). Ce test est réalisé sur les entiers pour une
question de rapidité et est valide car x =2 fNaN;1g. De plus ce test per-
met de traiter les cas où x est un dénormalisé. Nous avons donc la propriété
suivante :
<1> jxj > 2 54 et x =2 fNaN;1g 
En effet, en arrondi au plus près si jxj  2 54 alors exp(x) = 1:0. Ce test nous
garantit qu’aucun dénormalisé ne sera rencontré dans la suite des calculs.

5.5.4 En arrondi vers+1
Listing 5.2: Gestion des cas spéciaux en arrondi vers +1
1 s t a t i c const union { in t i [ 2 ] ; double d ; }
2 # i fdef BIG_ENDIAN
3 _ l a r g e s t = { 0 x 7 f e f f f f f , 0 x f f f f f f f f } ,
4 _smal l e s t = { 0 x00000000 , 0 x00000001 } ,
5 _u_bound = { 0 xC0874910 , 0 xD52D3052 } , /  7.45133219101941222107 e +02  /
6 _o_bound = { 0 x40862E42 , 0 xFEFA39F0 } , / 7.09782712893384086783 e +02  /
7 _two_m52_56 = { 0 x3CB10000 , 0 x00000000 } ; / 2.35922392732845764840 e 16  /
8 # else
9 . . .
10 #endif
11 #define l a r g e s t _ l a r g e s t . d
12 #define smal l e s t _smal l e s t . d
13 #define u_bound _u_bound . d
14 #define o_bound _o_bound . d
15 #define two_m52_56 _two_m52_56 . d
16
17
18 / Va r i a b l e s t emp o r a i r e s  /
19 unsigned in t hx ;
20
21 hx = HI ( x ) ;
22 hx &= 0 x 7 f f f f f f f ;
23
24 / F i l t r e l e s c a s s p é c i a u x  /
25 i f ( hx >= 0 x40862E42 ) {
26 i f ( hx >= 0 x7f f00000 ) {
27 i f ( ( ( hx&0x 0 0 0 f f f f f )|LO( x ) ) !=0 )
28 return x+x ; / NaN  /
29 else return ( ( HI ( x )&0x80000000 ) ==0) ? x : 0 . 0 ; / exp (+/  i n f ) = in f , 0  /
30 }
31 i f ( x > o_bound ) return l a r g e s t  l a r g e s t ; / o v e r f l ow  /
32 i f ( x < u_bound ) return smal l e s t  ( 1 . 0+ smal l e s t ) ; / 2^( 1074)  /
33 }
34
35 i f ( hx < 0 x3CA00000 ) { / i f ( hx <= 2^( 53) )  /
36 i f ( ( hx == 0 )&&(LO( x ) == 0 ) )
37 return 1 . ; / exp ( 0 ) = 1 .  /
38 i f ( HI ( x ) < 0 )
39 return 1 . + smal l e s t ; / 1 and i n e x a c t  /
40 else
41 return 1 . + two_m52_56 ; / 1 + 2^(  52) and i n e x a c t  /
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42 }
 Preuve. Ce code est identique à celui utilisé pour l’arrondi au plus près à l’exception de :
– Lorsque x < u_bound, en arrondi vers +1, nous devons rendre le plus petit nombre
représentable (2 1074) avec le drapeau inexact levé.
– Lorsque jxj < 2 53, en arrondi vers +1, nous devons rendre 1:0 si x négatif avec le
drapeau inexact levé ou 1 + 2 52 avec le drapeau inexact levé si x positif.

5.5.5 En arrondi vers 1
Listing 5.3: Gestion des cas spéciaux en arrondi vers  1
1 s t a t i c const union { in t i [ 2 ] ; double d ; }
2 # i fdef BIG_ENDIAN
3 _ l a r g e s t = { 0 x 7 f e f f f f f , 0 x f f f f f f f f } ,
4 _smal l e s t = { 0 x00000000 , 0 x00000001 } ,
5 _u_bound = { 0 xC0874910 , 0 xD52D3052 } , /  7.45133219101941222107 e +02  /
6 _o_bound = { 0 x40862E42 , 0 xFEFA39F0 } , / 7.09782712893384086783 e +02  /
7 _two_m53_56 = { 0 x3CA20000 , 0 x00000000 } ; / 1.24900090270330110798 e 16  /
8 # else
9 . . .
10 #endif
11 #define l a r g e s t _ l a r g e s t . d
12 #define smal l e s t _smal l e s t . d
13 #define u_bound _u_bound . d
14 #define o_bound _o_bound . d
15 #define two_m53_56 _two_m53_56 . d
16
17 / Va r i a b l e s t emp o r a i r e s  /
18 unsigned in t hx ;
19
20 hx = HI ( x ) ;
21 hx &= 0 x 7 f f f f f f f ;
22
23 / F i l t r e l e s c a s s p é c i a u x  /
24 i f ( hx >= 0 x40862E42 ) {
25 i f ( hx >= 0 x7f f00000 ) {
26 i f ( ( ( hx&0x 0 0 0 f f f f f )|LO( x ) ) !=0 )
27 return x+x ; / NaN  /
28 else return ( ( HI ( x )&0x80000000 ) ==0) ? x : 0 . 0 ; / exp (+/  i n f ) = in f , 0  /
29 }
30 i f ( x > o_bound ) return l a r g e s t  ( 1 . 0+ smal l e s t ) ; / (1 2^( 53) ) 2^1024  /
31 i f ( x < u_bound ) return smal l e s t  smal l e s t ; / unde r f l ow  /
32 }
33
34 i f ( hx < 0 x3CA00000 ) { / i f ( hx <= 2^( 53) )  /
35 i f ( ( hx == 0 )&&(LO( x ) == 0 ) )
36 return 1 . ; / exp ( 0 ) = 1 .  /
37 i f ( HI ( x ) < 0 )
38 return 1 .   two_m53_56 ; / 1 2^( 53) and i n e x a c t  /
39 else
40 return 1 . + smal l e s t ; / 1 and i n e x a c t  /
41 }
 Preuve. Ce code est identique à celui utilisé pour l’arrondi au plus près à l’exception de :
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– Lorsque x > o_bound, en arrondi vers  1, nous devons rendre le plus grand nombre
représentable ((1  2 53):21024) avec le drapeau inexact levé.
– Lorsque jxj < 2 53, en arrondi vers  1, nous devons rendre 1:0 si x = 0 exactement,
1:0   2
 53 si x négatif avec le drapeau inexact levé ou 1:0 avec le drapeau inexact levé si
x positif.

5.5.6 En arrondi vers 0
La fonction exp(x) est continue, croissante et non-négative pour tout x, donc l’arrondi dirigé
vers 0 est équivalent à l’arrondi vers  1.
5.6 La réduction d’argument
5.6.1 Présentation









Le but de cette première réduction est de remplacer l’argument d’entréex 2 [u_bound; o_bound℄
par deux nombres flottants r_hi, r_lo et un entier k tels que :
x = k: ln(2) + (r_hi+ r_lo):(1 + ")
avec jr_hi+ r_loj < 1
2
ln(2).
Cette réduction de type additif peut générer une perte de précision importante si x est très
proche d’un multiple de ln(2) (voir section 2.2.1.1). En utilisant la méthode de Kahan basée
sur les fractions continues (voir Muller [67] pp 154) on calcule les pires cas pour la réduction
d’argument résumés dans le tableau 5.2.





[ 5261692873635770  2
499
66; 8
[ 1024; 1024℄ 7804143460206699  2
 51
57; 5
TAB. 5.2: Pire cas correspondant au nombre le plus proche d’un multiple de ln 2 pour la réduction
additive pour l’exponentielle. Le nombre de bits perdus est également indiqué.
L’intervalle [u_bound; o_bound℄ sur lequel la fonction exponentielle est évaluée est inclus
dans [ 1024; 1024℄. Donc au plus 58 bits peuvent être annulés lors de la soustraction du plus
proche multiple de ln(2) au nombre d’entrée x. Cependant cette perte de précision n’a pas
d’influence sur le schéma d’évaluation de l’exponentielle. En effet, seul l’erreur absolue, et non
l’erreur relative, va peser sur le précision du résultat final.
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Théorème 6 La suite d’opérations du programme 5.4 calcule les deux flottants double précision r_hi,
r_lo et l’entier k tels que :
r_hi+ r_lo = (x  k  ln 2) + "
 91
avec k l’entier le plus proche de x= ln 2.
Listing 5.4: Première réduction
42 s t a t i c const union { in t i [ 2 ] ; double d ; }
43 # i fdef BIG_ENDIAN
44 _ln2_hi = { 0 x3FE62E42 , 0 xFEFA3800 } , / 6.93147180559890330187 e 01  /
45 _ln2_lo = { 0 x3D2EF357 , 0 x93C76730 } , / 5.49792301870837115524 e 14  /
46 _inv_ln2 = { 0 x3FF71547 , 0 x6533245F } ; / 1.44269504088896338700 e +00  /
47 # else
48 . . .
49 #endif
50 #define ln2_hi _ ln2_hi . d
51 #define l n2_ lo _ln2_lo . d
52 #define inv_ln2 _inv_ln2 . d
53
54 / Va r i a b l e s t emp o r a i r e s  /
55 double r_hi , r_lo , rp_hi , rp_lo ;
56 double u , tmp ;
57 in t k ;
58
59 / Arrondi au p lu s p r è s  /
60 DOUBLE2INT(k , x  inv_ln2 )
61
62 i f ( k ! = 0 ) {
63 / r _ h i + r _ l o = x   ( l n 2_h i + l n 2_ l o ) k  /
64 rp_hi = x ln2_hi k ;
65 rp_lo =  l n2_ lok ;
66 Fast2SumCond( r_hi , r_lo , rp_hi , rp_lo ) ;
67 } else {




<2> Par construction : ln2_hi+ ln2_lo = ln(2)(1 + "
 102
) 
<3> jln2_hij  20 jln2_loj  2 44 
<4> ln2_hi est exactement représentable avec 42 bits de précision 
ligne 60 Place dans k l’entier le plus proche de Æ(xinv_ln2). On se sert de la propriété
de DOUBLE2INT qui convertit un flottant en entier avec un arrondi au plus
près (programme 3.10, page 50).
De plus k vérifie la propriété suivante :
<5> bx
 inv_ln2  k  dx
 inv_ln2e 
On a vu à la section 5.5.2 que  745:1332 : : : < x < 709:7827 : : :, Donc :
<6>  1075  k  1025 et jkj est un entier s’écrivant sur au plus 11 bits 
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ligne 64 Les propriétés <4> et <6> nous donnent :
<7> ln2_hi
 k = ln2_hi k exactement 
Par la propriété <5> on a :
j(x
 inv_ln2  1) ln2_hij  jk  ln2_hij  j(x
 inv_ln2 + 1) ln2_hij
De plus, sans perte de généralité on suppose que jxj  jln2_hij, dans le cas
contraire k = 0 et aucune réduction n’est nécessaire. On a ainsi j(xinv_ln2+
1) ln2_hij  j2:xj et j(x inv_ln2  1) ln2_hij  jx
2
j, donc :
jx=2j  jk  ln2_hij  j2:xj
Donc par le théorème de Sterbenz (théorème 1, page 7), on a
x	 (ln2_hi
 k) = x  (ln2_hi
 k)
Si l’on combine ce résultat avec la propriété <7> on obtient :
<8> x	 (ln2_hi
 k) = x  (ln2_hi k) exactement 
ligne 65 Par les propriétés <3> et <6> on a :
<9> jrp_loj  2 33,
rp_lo =  (ln2_lo k) + "
 91

ligne 66 Nous utilisons l’algorithme Fast2Sum conditionnel (avec tests sur les en-
trées), car x   ln2_hi  k peut être nul (dû aux 58 bits de «cancellation»).
L’algorithme Fast2Sum conditionnel (programme 3.4, page 47) nous garantit
que
r_hi+ r_lo = (x	 (ln2_hi
 k)) + ( ln2_lo
 k)
En utilisant les propriétés <8> et <9> on obtient :
<10> r_hi+ r_lo = (x  ln2_hi k) + ( ln2_me k) + "
 91

ligne 68 Si k = 0 alors aucune soustraction n’est nécessaire, donc r_hi + r_lo = x
exactement.

A l’issue de la première réduction on a :
exp(x) = 2
k




Le nombre (r_hi + r_lo) est toujours trop grand pour être utilisé dans une évaluation po-
lynomiale. Par conséquent, une seconde réduction d’argument est nécessaire. Cette réduction
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est basée sur la propriété additive de l’exponentielle ea+b = eaeb et consiste à tabuler certaines
valeurs de l’exponentielle.
Soient index_flt les bits compris entre 2 1 et 2 ` de (r_hi+ r_lo), alors nous avons :
exp(r_hi+ r_lo) = exp(index_flt): exp(r_hi+ r_lo  index_flt)
 (ex_hi+ ex_lo): exp(rp_hi+ rp_lo)
où ex_hi et ex_lo sont les flottants double précision contenus dans une table adressée par
index_flt, tels que ex_hi + ex_lo  exp(index_flt). L’argument après réduction sera égale-
ment composé de deux flottants double précision rp_hi et rp_lo tels que
rp_hi+ rp_lo = r_hi+ r_lo  index_flt
exactement.
Les tests sur la mémoire cache (section 3.4) nous ont montré que la taille optimale de table
pour la réduction d’argument est de 4 Koctets. Si l’on souhaite tabuler ces valeurs et conserver
une précision suffisante (environ 70 bits), il faut 2 flottants double précision (16 octets) par
valeur.
Une précision de 70 bits peut être atteinte en utilisant un flottant double précision (53 bits) et
un flottant simple précision (24 bits). Cependant cette technique a deux inconvénients majeurs.
Les flottants simple précision ont une dynamique de représentation des nombres plus faible
que les flottants double précision, aussi les valeurs mémorisées sont susceptibles de ne pas être
représentables par un flottant simple précision. De plus chaque donnée nécessitera 96 bits par
valeur, et cette taille n’est pas une puissance de 2, ce qui peut poser problème pour l’alignement
mémoire (voir section 3.1.3).







Avec ` = 8 nous avons dln(2):28e16 octets = 2848 octets, et l’intervalle d’évaluation est
réduit à [ 2 9; 2 9℄. À l’issue de cette étape de réduction jrp_hi+ rp_loj  2 9.
La séquence d’opérations correspondant à cette deuxième réduction est :
Listing 5.5: Deuxième réduction
70 / Dé f i n i t i o n de s c o n s t a n t e s  /
71 s t a t i c const union { in t i [ 2 ] ; double d ; }
72 # i fdef BIG_ENDIAN
73 _two_44_43 = { 0 x42B80000 , 0 x00000000 } ; / 26388279066624 .  /
74 # else
75 . . .
76 #endif
77 #define two_44_43 _two_44_43 . d
78 #define bias 8 9 ;
79
80 / Va r i a b l e s t emp o r a i r e s  /
81 double ex_hi , ex_lo , i nd ex _ f l t ;
82 in t index ;
83
84 / Arrondi au p lu s p r è s  /
85 i nd ex _ f l t = ( r_hi + two_44_43 ) ;
86 index = LO( i ndex _ f l t ) ;
87 i ndex_ f l t  = two_44_43 ;
88 index += bias ;
89 r_hi  = index _ f l t ;
90
91 / Norma l i s a t i on du r é s u l t a t  /
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92 Fast2Sum ( rp_hi , rp_lo , r_hi , r _ l o )
93
94 / L e c t u r e de t a b l e  /
95 ex_hi = tab_exp [ index ] [ 0 ] ;
96 ex_lo = tab_exp [ index ] [ 1 ] ;
 Preuve.
ligne 73 La constante two_44_43 = 244 + 243 sert à utiliser le mode d’arrondi de la
machine pour disposer des ` = 8 premiers bits de r_hi+ r_lo.
ligne 78 En langage C, les tableaux sont addressés par des index positifs. On considère
aussi bien des valeurs positives que négatives pour index, nous devons donc
disposer d’un biais égal à 178=2 = 89 où 178 = (ln(2) 28) + 1.
ligne (85, 89) Cette séquence d’opérations est similaire à celle utilisée dans DOUBLE2INT
(programme 3.10, page 50). Elle permet de placer dans la variable index les
bits compris entre 2 1 et 2 8, moins la valeur du biais. Elle place également
dans index_flt la valeur flottante correspondant aux 8 premiers bits de r_hi.
En ligne 89 nous avons :
<11> r_hi = r_hi  index_flt exactement 
ligne 92 L’algorithme Fast2Sum nous garantit :
<12> jrp_hij  2 9 et jrp_loj  2 62,
rp_hi+ rp_lo = r_hi+ r_lo exactement 
ligne 95, 96 On effectue la lecture de table des 2 valeurs de l’exponentielle. La structure
de ce tableau est faite de telle sorte qu’au maximum un seul défaut de cache
peut se produire pour les deux lectures de table (section 3.1.3).
Par construction de la table tab_exp on a :
<13> jex_hij  2+1 et jex_loj  2 52




À l’issue de la deuxième réduction on a :
exp(x) = 2
k






Soit r = (rp_hi+rp_lo), Il nous faut évaluer exp(r) avec r 2 [ 2 9; 2 9℄. Cette évaluation est
effectuée par un polynôme construit en utilisant les différentes remarques de la section 2.2.2.




3 par le polynôme de degré 3 suivant :
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exactement représentables par des flottants double précision.
En utilisant la fonction infnorm de Maple nous obtenons l’erreur suivante :






:P (r)):(1 + "
 78
) pour r 2 [ 2 9; 2 9℄ 
Pour des raisons d’efficacité, nous n’allons pas évaluer P (rp_hi + rp_lo) mais P (rp_hi).
L’erreur correspondant à cette approximation est :













La propriété <14> devient :










pour r 2 [ 2 9; 2 9℄ 
P_r = P (rp_hi) est évalué par la séquence d’opérations suivante :
Listing 5.6: Évaluation polynomiale
97 s t a t i c const union { in t i [ 2 ] ; double d ; }
98 # i fdef BIG_ENDIAN
99 _c0 = { 0 x3FC55555 , 0 x55555535 } , / 1.66666666666665769236 e 01  /
100 _c1 = { 0 x3FA55555 , 0 x55555538 } , / 4.16666666666664631257 e 02  /
101 _c2 = { 0 x3F811111 , 0 x31931950 } , / 8.33333427943885873823 e 03  /
102 _c3 = { 0 x3F56C16C , 0 x3DC3DC5E } ; / 1.38888903080471677251 e 03  /
103 # else
104 . . .
105 #endif
106 #define c0 _c0 . d
107 #define c1 _c1 . d
108 #define c2 _c2 . d
109 #define c3 _c3 . d
110 double P_r ;
111
















































































En combinant toutes ces erreurs nous obtenons :
<16> jP_rj  2 2
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Par les propriétés <15> et <16> :










pour r 2 [ 2 9; 2 9℄ 

À l’issue de l’évaluation polynomiale on a :
exp(x) = 2
k

















Au cours des différentes étapes nous avons obtenu les résultats suivants :
– k, r_hi et r_lo par la première réduction additive ;
– ex_hi, ex_lo, rp_hi et rp_lo par la deuxième réduction par table ;
– P_r par l’évaluation polynomiale.
L’étape de reconstruction consiste à fusionner tous ces résultats de façon à obtenir exp(x).
Cette étape de reconstruction est basée sur la formule mathématique suivante :
exp(x) = 2
k
:(ex_hi+ ex_lo):(1 + (rp_hi+ rp_lo) +
1
2
:(rp_hi+ rp_lo)2 + (rp_hi+ rp_lo)3:P_r)
Cependant, les termes de cette équation qui sont trop petits par rapport aux termes domi-
nants ne sont pas pris en compte. Donc nous approchons :
Re = (ex_hi+ ex_lo):(1 + (rp_hi+ rp_lo) +
1
2


















ex_hi:rp_lo:(3:rp_hi2 + 3:rp_hi:rp_lo+ rp_lo2)+




Ce qui nous conduit à la propriété suivante :







L’ordre dans lequel sont exécutées les instructions est choisi pour minimiser l’erreur com-
mise. Les différents termes et termes intermédiaires avec leur ordre de grandeur sont montrés
en figure 5.2, page 101.
Listing 5.7: Reconstruction
113 double R1 , R2 , R3_hi , R3_lo , R4 , R5_hi , R5_lo , R6 , R7 , R8 , R9 , R10 , R11 , crp_hi ;
114
115
116 R1 = rp_hi  rp_hi ;
117
118 crp_hi = R1  rp_hi ;
119 / Correspond à R1 / = 2 ;  /
120 HI (R1 ) = HI (R1 ) 0x00100000 ;
121
122 R2 = P_r  crp_hi ;
123
124 Dekker ( R3_hi , R3_lo , ex_hi , rp_hi ) ;
125 R4 = ex_hi  rp_lo ;
126
127 Dekker ( R5_hi , R5_lo , ex_hi , R1 ) ;
128 R6 = R4 + ( ex_lo  ( R1 + rp_hi ) ) ;
129
130 R7 = ex_hi  R2 ;
131 R7 += ( R6 + R5_lo ) + ( R3_lo + ex_lo ) ;
132
133 Fast2Sum (R9 , R8 , R7 , R5_hi ) ;
134
135 Fast2Sum (R10 , tmp , R3_hi , R9 ) ;
136 R8 += tmp ;
137
138 Fast2Sum (R11 , tmp , ex_hi , R10 ) ;
139 R8 += tmp ;
140
141 Fast2Sum (R11 , R8 , R11 , R8 ) ;
 Preuve.
ligne 116 jrp_hij  2 9 donc :
<19> jR1j  2 18,
R1 = (rp_hi)2:(1 + "
 53
) 
ligne 118 En utilisant la propriété <19> et jrp_hij  2 9 on a :
<20> jrp_hij  2 27,
rp_hi = (rp_hi)3:(1 + "
 52
) 
ligne 120 Cette opération consiste en une division par 2, en soustrayant 1 à l’exposant.
Elle est exacte et valide si et seulement si R1 n’est pas un dénormalisé, ce qui
est le cas (Propriété <1> jxj  2 54, plus tableau 5.2 montrant que l’on a au
maximum 58 bits de cancellation).
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ligne 122 En utilisant la propriété <16> et <20>
<22> jR2j  2 29,
R2 = P_r  (rp_hi):(1 + "
 53
) ,
R2 = P_r  (rp_hi)3:(1 + "
 51
) 
ligne 124 En utilisant l’algorithme de Dekker (programme 3.7, page 49) et les proprié-
tés <12> et <13> on a :
<23> jR3_hij  2 8 et jR3_loj  2 61,
R3_hi+R3_lo = ex_hi rp_hi exactement 
ligne 125 En utilisant les propriétés <12> et <13> :
<24> jR4j  2 61,
R4 = ex_hi rp_lo:(1 + "
 53
) 
ligne 127 En utilisant l’algorithme de Dekker et les propriétés <13> et <21> on a :
<25> jR5_hij  2 18 et jR5_loj  2 71,
(R5_hi+R5_lo) = ex_hiR1 exactement,





ligne 128 Par les propriétés <13> et <21> :
jR1 + rp_hij  2 8,
R1 rp_hi = R1 + rp_hi+ "
 61
,
jex_lo (R1 + rp_hi)j  2 60,
ex_lo
 (R1 rp_hi) = ex_lo (1
2
(rp_hi)2 + rp_hi) + "
 112
.
qui combiné à la propriété <24> nous donne :
<26> jR6j  2 59,


























ligne 130 En utilisant les propriétés <13> et <22> on a :
<27> jR7j  2 28,
R7 = (ex_hiR2):(1 + "
 53
),






ligne 131 Par les propriétés <25> et <26> on a :
<28> jR6 +R5_loj  2 58,
R6R5_lo = R6 +R5_lo+ "
 111
ou





Par les propriétés <13> et <23> on a :
<29> jR3_lo+ ex_loj  2 51,
R3_lo ex_lo = R3_lo+ ex_lo+ "
 104

Par les propriétés <28> et <29> on a :
jR6 +R5_lo+R3_lo+ ex_loj  2 50 et
(R6R5_lo) (R3_lo ex_lo) = (R6R5_lo) + (R3_lo ex_lo) + "
 103
.
qui combiné à la propriété <27> donne :
<30> jR7j  2 27,





((ex_hi rp_lo) + (ex_lo (1
2






= ex_hi (rp_lo+ P_r  (rp_hi)3)+






ligne 133 L’algorithme Fast2Sum nous garantit :
<31> jR9j  2 17 et jR8j  2 70,
R7 +R5_hi = R9 +R8 exactement 
ligne 135 L’algorithme Fast2Sum nous garantit :
<32> jR10j  2 7 et jtmpj  2 60,
R3_hi+R9 = R10 + tmp exactement 
ligne 136 En utilisant les propriétés <31> et <32> :
<33> jR8 + tmpj  2 59,
R8 = R8 + tmp+ "
 112





 7 et jtmpj  2 52,
R11 + tmp = ex_hi+R10 exactement 
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ligne 139 En utilisant les propriétés <33> et <34> :
<35> jR8 + tmpj  2 51,
R8 = R8 + tmp+ "
 104

ligne 141 Ce dernier Fast2Sum sert à utiliser le mode d’arrondi par défaut du proces-
seur pour cumuler les deux résultats. L’algorithme Fast2Sum nous garantit :
<36> jR11j  21 et jR8j  2 52,
R11 +R8 = R11 +R8 exactement 

On a donc :
R11 +R8 = R11 + tmp+R8 + "
 104
<35>
= ex_hi+R10 +R8 + "
 104
<34>





= ex_hi+R3_hi+R9 +R8 + "
 103
<32>




ex_hi (rp_lo+ P_r  (rp_hi)3)+








= (R3_hi+R3_lo) + (R5_hi+R5_lo)+
ex_hi (1 + rp_lo+ P_r  (rp_hi)3)+







ex_hi (1 + rp_lo+ 1
2
(rp_hi)2 + P_r  (rp_hi)3)+







= ex_hi (1 + rp_hi+ rp_lo+ 1
2
(rp_hi)2 + P_r  (rp_hi)3)+








Par la propriété <18> nous obtenons :











Par construction des valeurs (ex_hi+ ex_lo), nous avons jex_hi+ ex_loj 
p
2 donc,

















































































































































FIG. 5.2: Étape de reconstruction
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5.9 Test si l’arrondi est possible
Nous devons maintenant arrondir le résultat correctement et effectuer la multiplication par
2


























dans le cas ou le résultat ne représente pas un dénormalisé. En effet, si le résultat final est
représenté par un dénormalisé, alors la précision du résultat est inférieure aux 53 bits d’un
nombre normalisé. Prennons un exemple. Soit a = 1:75 un nombre flottant exactement re-
présentable en double précision (nous avons Æ(a) = a). Multiplions ce nombre par 2 1074, le
résultat exacte est 1:75  2 1074 qui est différent du résultat arrondi Æ(1:75  2 1074) = 2 1073.
Par conséquent, le cas des dénormalisés doit être traité à part, ce que nous ferrons dans les
programmes suivants.
5.9.1 En arrondi au plus près
Listing 5.8: Test si l’arrondi est possible en arrondi au plus près
142 s t a t i c const union { in t i [ 2 ] ; double d ; }
143 # i fdef BIG_ENDIAN
144 _two1000 = { 0 x7E700000 , 0 x00000000 } , / 1.07150860718626732095 e301  /
145 _twom1000 = { 0 x01700000 , 0 x00000000 } , / 9.33263618503218878990 e 302  /
146 _errn = { 0 x3FF00020 , 0 x00000000 } , / 1.00003051800000000000 e0  /
147 _twom75 = { 0 x3B400000 , 0 x00000000 } ; / 2.64697796016968855958 e 23  /
148 # else
149 . . .
150 #endif
151 #define two1000 _two1000 . d
152 #define twom1000 _twom1000 . d
153 #define errn _errn . d
154 #define twom75 _twom75 . d
155
156 in t errd = 73400320 ; / 7 0  2^2 0  /
157
158 double R11_new , R11_err , R13 , st2mem ;
159 in t exp_R11 ;
160
161 union { in t i [ 2 ] ; long long in t l ; double d ; } R12 ;
162
163
164 / R é s u l t a t = ( R11 + R8 )  /
165 i f ( R11 == ( R11 + R8  errn ) ) {
166 i f ( k >  1020) {
167 i f ( k < 1020 ) {
168 HI (R11 ) += ( k<<20) ;
169 return R11 ;
170 } else {
171 / On e s t p r o ch e de + I n f  /
172 HI (R11 ) + = ( ( k 1000) <<20) ;
173 return R11 two1000 ;
174 }
175 } else {
176 / On e s t dans l e s d é n o rma l i s é s  /
177 HI (R11_new ) = HI (R11 ) + ( ( k+1000) <<20) ;
178 LO(R11_new ) = LO(R11 ) ;
179 R12 . d = R11_new  twom1000 ;
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180
181 HI ( st2mem ) = R12 . i [HI_ENDIAN ] ;
182 LO( st2mem ) = R12 . i [LO_ENDIAN ] ;
183
184 R11_err  = st2mem  two1000 ;
185 HI (R13 ) = HI ( R11_err ) & 0 x 7 f f f f f f f ;
186 LO(R13 ) = LO( R11_err ) ;
187
188 i f ( R13 == two_m75 ) {
189 exp_R11 = ( HI ( R11 ) & 0 x7f f00000 )   errd ;
190 i f ( ( HI (R8 ) & 0 x7f f00000 ) < exp_R11 ) {
191 / Arrondi d i f f i c i l e !  /
192 sn_exp ( x ) ;
193 }
194 / Le t e rme d ’ e r r e u r e s t e xa c t emen t 1 / 2 u lp  /
195 i f ( ( HI ( R11_err ) > 0 ) && (HI (R8 ) > 0 ) ) R12 . l += 1 ;
196 else
197 i f ( ( HI ( R11_err ) < 0 ) && (HI (R8 ) < 0 ) ) R12 . l  =1;
198 }
199 return R12 . d ;
200 }
201 } else {
202 / Cas d i f f i c i l e  /
203 sn_exp ( x ) ;
204 }
 Preuve.
ligne 165 Ce test permet de savoir si l’on est capable d’arrondir correctement. Pour
plus d’explications sur ce test, nous renvoyons le lecteur à la section 3.3.
En utilisant la propriété <37> nous avons :
j(R11 +R8) 2
k
  exp(x)j  2
 70
où x 2 [A;B℄. C’est pourquoi errn = 1 + 2 70  255 = 1 + 2 15. Si ce test est
vrai alors nous sommes capables d’arrondir correctement, sinon il faut faire
appel à la multiprécision.
ligne 166-
174
On est capable d’arrondir, il faut maintenant effectuer la multiplication R11
2
k de façon exacte. Pour une question de performance nous effectuerons une
addition à l’exposant de R11. Toutefois pour que cette opération soit valide
et exacte, il ne faut créer ni un dénormalisé ni un infini. C’est pourquoi nous
effectuons un test sur la valeur de k.
(R11 + R8) > 2
 2 donc 2k:(R11 + R8) ne créera pas de dénormalisé si k >
 1020.
(R11+R8) < 2
3 donc 2k:(R11+R8) ne créera pas de dépassement de capacité
si k < 1020. Nous avons donc R11 = R11R8
Dans le cas ou nous allons éventuellement rendre comme résultat un over-
flow, alors nous rendons la valeur de k plus petite, en lui soustrayant 1000
de façon à ne pas générer de cas exceptionnel lors de la multiplication par k.
Ce résultat est multiplié exactement (puissance de 2) par le nombre flottant
twom1000 = 2
 1000, et laisse à l’ensemble système, compilateur et processeur
la prise en charge des overflows.
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ligne 177 Le résultat est potentiellement un dénormalisé. Il faut mettre en place une
procédure spéciale pour tester si l’arrondi s’est fait correctement, et si nous
avons été capable d’arrondir.
R11 = R11 2
k+1000








Le terme d’erreur "
 1075
provient de la possible troncature lorsque le résultat
appartient aux dénormalisés.
ligne 181,182 La plupart des processeurs ne gèrent par les dénormalisés en «matériel», ils
sont traités lors de leur écriture en mémoire. Cela signifie qu’un nombre mé-
morisé dans un registre peut potentiellement représenter un dénormalisé et
contenir toute la précision. Donc ces lignes empèchent le compilateur de faire
des optimisations «dangereuses», et empêchent également d’avoir trop de
précision en forçant R12 à transiter par la mémoire. Ces lignes pourraient
être supprimées par exemple avec l’utilisation du compilateur gcc et du dra-
peau -ffloat-store (voir discussion en section 1.1.4, page 9). Toutefois ce
drapeau force chaque opération flottante à transiter par la mémoire, et a pour
conséquence de détériorer les performances du code résultant. Donc la solu-
tion pour conserver de bonnes performances est de forcer «manuellement» le
passage par la mémoire, pour avoir une gestion des dénormalisés en accord




Par le lemme de Sterbenz, et par le fait qu’une multiplication par une puis-
sance de 2 est exacte nous avons :
R11_err = R11 R12 21000
A l’issue de cette opération le terme R11_err correspond à l’erreur commise
lors de la multiplication de R11 par 2 1000 (ligne 179).
ligne 185,186 Supprime l’information de signe de R11_err
R13 = jR11_errj
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ligne 188 Teste si R13 est exactement égal à l’erreur absolue (qui est également l’erreur
relative) commise lors de l’arrondi, en arrondi au plus près, dans les dénor-







Montrons que si le terme d’erreur est strictement inférieur à 1=2ulp(R12)
alors R12 représente bien l’arrondi correct de R11 +R8.
























En revanche si jR11_errj = 1
2
ulp(R12) = 2
 75, lors de la multiplication R11
2
 1000, le résultat est arrondi de façon paire/impaire. Dans ce cas R12 peut
ne pas correspondre à l’arrondi au plus près deR11+R8, il nous faut corriger
le résultat.
– Si R8 > 0, et R11_err =  1
2
ulp(R12), alors l’arrondi pair/impair s’est fait
du bon coté.
– SiR8 > 0, etR11_err = 1
2
ulp(R12), alors l’arrondi pair/impair ne s’est pas
fait du bon coté. Il faut corriger en ajoutant 1ulp à R12 (figure 5.3, cas a)
– Si R8 < 0, et R11_err =  1
2
ulp(R12), alors l’arrondi pair/impair ne s’est
pas fait du bon coté. Il faut corriger en soustrayant 1ulp à R12 (figure 5.3,
cas b).
– Si R8 < 0, et R11_err = 1
2
ulp(R12), alors l’arrondi pair/impair s’est fait
du bon coté.
ligne 190 Lorsque qu’il existe une suite de 0 ou 1 consécutif, à cheval entre R11 et R8
alors le test de la ligne 165 ne détecte pas un éventuel problème. Ce problème
semanifeste avec les dénormalisés, lorsqueR11_err est proche de 1
2
ulp(R12).
Nous devons donc tester si dans ce cas (dénormalisé, jR11_errj = 1
2
ulp(R12))
nous disposons d’assez de précision pour arrondir le résultat. Nous utili-
sons un test similaire à celui utilisé pour les arrondis dirigés. En effet les










ligne 195,197 Teste si nous sommes en présence d’un des cas énoncés précédemment, et
corrige le résultat en ajoutant ou soustrayant 1ulp comme expliqué dans le
cas de la propriété 2, page 7.








X ... 1 1 1 1 1 1 1 1 1 1 11... X ... XXX
−1
01
XX X 1 0 000 ...










R8 > 0 et R11_err = 1
2
ulp(R12) R8 < 0 et R11_err =   1
2
ulp(R12)
FIG. 5.3: Description des problèmes liés à l’arrondi d’un résultat dénormalisé
5.9.2 En arrondi vers+1
Listing 5.9: Test si l’arrondi est possible vers +1
205 s t a t i c const union { in t i [ 2 ] ; double d ; }
206 # i fdef BIG_ENDIAN
207 _two1000 = { 0 x7E700000 , 0 x00000000 } , / 1.07150860718626732095 e301  /
208 _twom1000 = { 0 x01700000 , 0 x00000000 } , / 9.33263618503218878990 e 302  /
209 # else
210 . . .
211 #endif
212 #define two1000 _two1000 . d
213 #define twom1000 _twom1000 . d
214
215
216 in t errd = 73400320 ; / 7 0  2^2 0  /
217
218 in t exp_R11 ;
219 union { in t i [ 2 ] ; long long in t l ; double d ; } R12 ;
220
221 / R é s u l t a t = ( R11 + R8 )  /
222
223 exp_R11 = ( HI ( R11 ) & 0 x7f f00000 )   errd ;
224
225 i f ( ( HI (R8 ) & 0 x7f f00000 ) > exp_R11 ) {
226 / On e s t c a p a b l e d ’ a r r o n d i r  /
227 i f ( k >  1020) {
228 i f ( k < 1020 ) {
229 HI (R11 ) += ( k<<20) ;
230 } else {
231 / On e s t p r o ch e de + I n f  /
232 HI (R11 ) + = ( ( k 1000) <<20) ;
233 R11 = two1000 ;
234 }
235 i f ( HI (R8 ) > 0 ) {
236 R12 . d = R11 ;
237 R12 . l += 1 ;
238 R11 = R12 . d ;
239 }
240 return R11 ;
241 } else {
242 / On e s t dans l e s d é n o rma l i s é s  /
243 HI (R11 ) + = ( ( k+1000) <<20) ;
244 R12 . d = R11  twom1000 ;
245
246 HI ( st2mem ) = R12 . i [HI_ENDIAN ] ;
247 LO( st2mem ) = R12 . i [LO_ENDIAN]
248
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249 R11  = st2mem  two1000 ;
250 i f ( ( HI ( R11 ) > 0 ) ||((HI ( R11 ) == 0 )&&(HI (R8 ) > 0 ) ) ) R12 . l += 1 ;
251
252 return R12 . d ;
253 }
254 } else {
255 / Cas d i f f i c i l e  /
256 su_exp ( x ) ;
257 }
 Preuve.
Le code pour tester si l’arrondi correct est possible en arrondi vers +1 est proche de celui
utilisé pour l’arrondi au plus près.
ligne 225 Ce test correspond à celui décrit dans le programme le programme 3.12 page
53. Ce test est valide même si le résultat final est un dénormalisé.
ligne 235 Nous ajoutons 1ulp au résultat si R8 est positif.
ligne 249 Comme dans le cas de l’arrondi au plus près, la quantité R11 représente l’er-
reur commise lors de l’arrondi de l’opération R11  twom1000 en ligne 244.
ligne 250 Ce test détecte si l’erreur lors de l’arrondi en ligne 244 est strictement positif
ou si elle est égal à zéro et si R8 est strictement positif. Si nous sommes dans
l’un de ces deux cas, par définition de l’arrondi vers +1, il faut ajouter 1ulp
au résultat.

5.9.3 En arrondi vers 1
Listing 5.10: Test si l’arrondi est possible en arrondi vers  1
144 s t a t i c const union { in t i [ 2 ] ; double d ; }
145 # i fdef BIG_ENDIAN
146 _two1000 = { 0 x7E700000 , 0 x00000000 } , / 1.07150860718626732095 e301  /
147 _twom1000 = { 0 x01700000 , 0 x00000000 } , / 9.33263618503218878990 e 302  /
148 # else
149 . . .
150 #endif
151 #define two1000 _two1000 . d
152 #define twom1000 _twom1000 . d
153
154 in t errd = 73400320 ; / 7 0  2^2 0  /
155
156 in t exp_R11 ;
157 union { in t i [ 2 ] ; long long in t l ; double d } R12 ;
158
159 / R é s u l t a t = ( R11 + R8 )  /
160
161 exp_R11 = ( HI ( R11 ) & 0 x7f f00000 )   errd ;
162
163 i f ( ( HI (R8 ) & 0 x7f f00000 ) > exp_R11 ) {
164 / On e s t c a p a b l e d ’ a r r o n d i r  /
165 i f ( k >  1020) {
166 i f ( k < 1020 ) {
167 HI (R11 ) += ( k<<20) ;
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168 } else {
169 / On e s t p r o ch e de + I n f  /
170 HI (R11 ) + = ( ( k 1000) <<20) ;
171 R11 = two1000 ;
172 }
173 i f ( HI (R8 ) > 0 ) {
174 R12 . d = R11 ;
175 R12 . l += 1 ;
176 R11 = R12 . d ;
177 }
178 return R11 ;
179 } else {
180 / On e s t dans l e s d é n o rma l i s é s  /
181 HI (R11 ) + = ( ( k+1000) <<20) ;
182 R12 . d = R11  twom1000 ;
183
184 HI ( st2mem ) = R12 . i [HI_ENDIAN] ;
185 LO( st2mem ) = R12 . i [LO_ENDIAN] ;
186
187 R11  = st2mem  two1000 ;
188 i f ( ( HI ( R11 ) < 0 ) ||((HI ( R11 ) == 0 )&&(HI (R8 ) < 0 ) ) ) R12 . l  = 1;
189
190 return R12 . d ;
191 }
192 } else {
193 / Cas d i f f i c i l e  /
194 su_exp ( x ) ;
195 }
 Preuve. Ce code pour tester si l’arrondi correct est possible en arrondi vers  1 est presque
identique au précédent et fonctionne pour les même raisons. 
5.9.4 En arrondi vers 0
Le code pour déterminer si l’on est capable d’arrondi vers 0 est identique à celui utilisé pour
l’arrondi vers  1 car la fonction exp(x) est croissante et positive pour tout x.
5.10 Phase précise
Lorsque l’évaluation précédente a échoué, alors l’arrondi du résultat est difficile à obtenir.
Nous devons utiliser des méthodes plus précises :
– sn_exp pour l’arrondi au plus près,
– su_exp pour l’arrondi vers +1,
– sd_exp pour l’arrondi vers  1,
Pour cela nous utilisons la bibliothèque SCS (voir chapitre 4) avec 30 bits de précision par
chiffre et 8 chiffres par vecteur. La précision garantie par ce format est de 210 bits au minimum
bien qu’il n’existe aucune preuve du bon comportement de ces opérateurs. Toutefois la preuve
de l’arrondi correct de l’exponentielle n’utilise que les propriétés suivantes qui sont faciles à
vérifier et/ou à satisfaire :
Propriété 5 (Addition) Nous noterons par a  b l’opération multiprécision effectuant l’addition entre
a et b avec au minimum 211 bits de précision dans le résultat. A l’image de l’addition flottante double
précision, l’addition SCS peut conduire à une cancellation. Nous avons :
a+ b = (a b):(1 + "
 210
)
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Propriété 6 (Multiplication) Nous noterons par a b l’opération multiprécision effectuant la multipli-
cation entre a et b avec au minimum 207 bits de précision dans le résultat. Cette opération ne produit
pas de cancellation.
a b = (a b):(1 + "
 207
)
5.10.1 Description de l’algorithme
Voici l’algorithme utilisé pour la deuxième partie de l’évaluation :
1. Pas de gestion des cas spéciaux
Pour cette partie en multiprécision, nous supposons que tous les tests sur la gestion des
cas spéciaux a déjà été effectuée.
2. Réduction d’argument «mathématique»















Nous évaluons le polynôme P (r) de degré 11 tel que :
exp(r) = (1 + r + P (r)):(1 + "
 179
)


















































avec j"j  2 170
Nous avons choisi ce schéma d’évaluation, car l’étape de reconstruction utilise l’opérateur
multiprécision de mise au carré. Cet opérateur facilite les calculs d’erreurs et est très écono-
mique : il coûte environ 0:7 fois le coût d’une multiplication multiprécision.
Nous noterons qu’il existe une alternative à l’étape de mise à la puissance, qui consiste à
tabuler les valeurs 2
N
512 pour N = 1; 2; : : : ; 511 et d’utiliser la formule exp(x) = exp(r)  2N 
2
M
512 avec k = M + N=512. Nous n’utilisons pas cette méthode car un nombre SCS nécessite
beaucoup d’espace mémoire.
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5.10.2 Appel des fonctions
D’après les pires cas de Lefèvre nous avons le théorème suivant :
Théorème 7 (Arrondi correct de l’exponentielle) Soit y la valeur exacte de l’exponentielle d’un nombre
virgule flottante double précision x. Soit y une approximation de y telle que la distance entre y et y soit
majorée par ". Alors si "  2 157, pour chacun des quatre modes d’arrondi, arrondir y est équivalent à
arrondir y ;
Pour arrondir le résultat multiprécision, au minimum 157 bits, nous utilisons les fonctions
SCS qui donnent l’arrondi d’un nombre SCS (ss_get_d, ss_get_d_pinf, ss_get_d_minf).
5.10.2.1 En arrondi au plus près
Listing 5.11: Arrondi de l’exponentielle en multiprécision au plus près
1 double sn_exp ( double x ) {
2 s c s _ t r e s_s c s ;
3 scs_db_number res ;
4
5 exp_SC ( res_scs , x ) ;
6 scs_get_d (& res . d , r e s_s c s ) ; r es . d = x ;
7
8 return res . d ;
9 }
5.10.2.2 En arrondi vers+1
Listing 5.12: Arrondi de l’exponentielle en multiprécision vers +1
1 double su_exp ( double x ) {
2 s c s _ t r e s_s c s ;
3 scs_db_number res ;
4
5 exp_SC ( res_scs , x ) ;
6 scs_ge t_d_pinf (&res . d , r e s_s c s ) ;
7 return res . d ;
8 }
5.10.2.3 En arrondi vers 1
Listing 5.13: Arrondi de l’exponentielle en multiprécision vers  1
1 double sd_exp ( double x ) {
2 s c s _ t r e s_s c s ;
3 scs_db_number res ;
4
5 exp_SC ( res_scs , x ) ;
6 scs_get_d_minf(&res . d , r e s_s c s ) ;
7 return res . d ;
8 }
5.10. PHASE PRÉCISE 111
5.10.3 Programme
La fonction exp_SC va évaluer l’exponentielle de x avec 170 bits de précision et placer le
résultat dans res_ss.
Listing 5.14: Calcul de l’exponentielle en multiprécision
1 void exp_SC ( s c s_p t r res_scs , double x ) {
2 s c s _ t sc1 , red ;
3 scs_db_number db ;
4 in t i , k ;
5
6
7 / db . d = x / 5 1 2 (= 2^9)  /
8
9 db . d = x ;
10 db . i [HI_ENDIAN]  = (9 < < 20) ;
11 scs_se t_d ( sc1 , db . d ) ;
12
13
14 DOUBLE2INT(k , ( db . d  i ln2_o512 . d ) ) ;
15
16 / 1 ) Réduct i on d ’ argument  /
17
18 s c s _ s e t ( red , sc_ ln2_o512_ptr_1 ) ; ;
19 s c s _ s e t ( red_low , sc_ ln2_o512_ptr_2 ) ;
20 i f ( k>0) {
21 scs_mul_ui ( red , ( unsigned in t ) k ) ;
22 scs_mul_ui ( red_low , ( unsigned in t ) k ) ;
23 } else {
24 scs_mul_ui ( red , ( unsigned in t ) ( k ) ) ;
25 scs_mul_ui ( red_low , ( unsigned in t ) ( k ) ) ;




30 scs_sub ( red , sc1 , red ) ;
31 scs_sub ( red , red , red_low ) ;
32
33
34 / 2 ) Eva l u a t i o n p o l yn om i a l e  /
35
36 scs_mul ( res_scs , cons tant_poly_ptr [ 0 ] , red ) ;
37 for ( i = 1 ; i < 1 1 ; i ++) {
38 scs_add ( res_scs , cons tant_poly_ptr [ i ] , r e s _s c s ) ;
39 scs_mul ( res_scs , red , r e s_s c s ) ;
40 }
41
42 scs_add ( res_scs , SCS_ONE , r e s_s c s ) ;
43 scs_mul ( res_scs , red , r e s_s c s ) ;
44 scs_add ( res_scs , SCS_ONE , r e s_s c s ) ;
45
46 / 3 ) Mise a l a pu i s s an c e exp ( r ) ^512  /
47
48 for ( i = 0 ; i < 9 ; i ++) {
49 scs_square ( res_scs , r e s_s c s ) ;
50 }
51
52 / 4 ) Mu l t i p l i c a t i o n par 2^ k  /
53
54 res_scs >index += ( in t ) ( k/30) ;
55 i f ( ( k%30) > 0 )
56 scs_mul_ui ( res_scs , ( unsigned in t ) (1 < <( ( k%30) ) ) ) ;
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57 else i f ( ( k%30) < 0 ) {
58 res_scs >index   ;




ligne 9 db:d = x
ligne 10 Cette opération divise db:d par 512 = 29. Elle est valide sous condition que
db:d et par conséquent que x ne représente par une valeur spéciale (dénor-
malisé, infini, NaN). Cette condition est vérifiée car les cas spéciaux ont déjà
été éliminés au cours de la première étape.
ligne 11 s1 est un nombre multiprécision sur 211 bits qui vérifie :
<38> s1 = db:d = x
512
exactement 





). Cette ligne place dans k l’entier le plus proche de db:d
 512
ln 2
. On se sert
de la propriété deDOUBLE2INT qui convertit un flottant en entier avec un
arrondi au plus près (programme 3.10, page 50).
De plus k vérifie la propriété suivante :








et k s’écrit sur au plus 11 bits.







et red est construit de façon à ce que la multiplication de red par k soit exacte
si jkj  211.






avec jkj < 211, donc :





ligne 30,31 Par les propriétés <38> et <40> nous avons :











De plus nous avons vu au cours de la première partie qu’il pouvait y avoir
au plus 58 bits cancellés, lors de cette soustraction.
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ligne 34-44 Nous effectuons l’évaluation polynomiale dont les coefficients utilisés ont les
propriétés suivantes :
<43> jonstant_poly_ptr[0℄ = 
0
j  2






























































































































































































































































j  1 + 2
 9 et P
10














j  1 + 2
 8 et P
11













On sait par construction du polynôme que
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ligne 48 Nous élevons le résultat précédent au carré 9 fois, ce qui correspond à une
mise à la puissance 512. A chaque itération nous commettons une erreur d’ar-












ligne 54-60 Par ces lignes nous effectuons une multiplication de res_ss par 2k. Cette
multiplication se fait par un décalage sur l’index de k=30, où 30 correspond
au nombre de bits utilisés dans un chiffre multiprécision. Ce décalage est une
opération exacte. Enfin une multiplication de res_ss par deux à la puissance
le reste de la division de k par 30 est effectuée. À l’issue de cette opération
nous avons :




Nous obtenons une approximation de la fonction exponentielle avec une erreur relative in-
férieure à 2 170. Donc la deuxième étape basée sur la bibliothèque multiprécision SCS retourne
l’arrondi correct de l’exponentielle pour les quatre modes d’arrondi, pour tout argument en
double précision.
5.11 Tests
Nous venons de présenter et de prouver l’arrondi correct du code de la fonction exponen-
tielle tel qu’il apparaît dans la bibliothèque crlibm(acronyme de correctly rounded mathematical
library). Cette bibliothèque regroupe la bibliothèque multiprécision scslib (voir chapitre 4), ainsi
que les fonctions déjà implémentées : première et deuxième partie de l’exponentielle ainsi que
les deuxièmes parties du logarithme (en base e, 2, 10), du sinus, du cosinus, de la tangente, de
l’arctangente, des fonctions hyperboliques (sur lesquelles nous travaillons actuellement) et de
la réduction d’argument trigonométrique.
Comme dans le cas de scslib, nous avons utilisé les outils de compilation automake/au-
toconf. Ces outils nous permettent de rendre crlibm facilement installable et configurable sur
une grande variété de machines et systèmes. Nous avons testé et compilé avec succès la biblio-
thèque crlibm sur les configurations suivantes :
– Pentium III avec Debian GNU/Linux gcc
– UltraSPARC IIi avec SunOS 5.8 et gcc
– Pentium 4 avec Debian GNU/Linux et gcc
– PowerPC G4 avec MacOS 10.2 et gcc
– Itanium avec Debian GNU/Linux et gcc
Pour comparer notre bibliothèque avec les solutions déjà existantes nous avons cherché
les bibliothèques mathématiques les plus couramment utilisées. Le choix de bibliothèques fut
difficile, tant leur nombre est important. Sans être exhaustifs nous pouvons citer la bibliothèque
fdlibm de chez Sun disponible sur le site Netlib à l’adresse http ://www.netlib.org, libmultim
produite par IBM [2], une bibliothèque spécifique aux Itanium et Pentium IV de chez Intel [40],
la bibliothèque mathématique produite par HP pour les systèmes HP-UX sur Itanium [63].
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Parmi toutes ces bibliothèques nous avons sélectionnée les bibliothèques suivantes pour établir
des comparaisons :
– libm :
Nous désignons par libm la bibliothèquemathématique fournie par défaut sur le système.
Dans le cas de Linux, il sagit de celle inclue dans glib, celle de Sun sur UltraSparc, et pour
MacOS celle développée par Apple.
– libm_intel :
Pour l’Itanium, la bibliothèque par défaut fournie avec glib est celle développée au sein
des laboratoires d’Intel spécialement pour ce type d’architecture. Cette bibliothèque est
écrite en assembleur et décrite dans [40].
– MPFR :
MPFR est une bibliothèque multiprécision avec arrondi correct [3]. Elle propose les fonc-
tions élémentaires suivantes : artan, arsin, aros, exp2, exp, expm1, log, log2, log10, pow,
sin, os, tan, sinh, osh, tanh, arsinh, arosh, artanh. Parmi les bibliothèques testées,
MPFR est la seule à proposer l’arrondi correct pour tous les modes d’arrondi définis par
la norme.
– libultim :
C’est le nomde la bibliothèquemathématique du projetMathLib de chez IBM [2]. Cette bi-
bliothèque est censée fournir l’arrondi correct, en arrondi au plus près, pour les fonctions
artan, artan2, arsin, aros, exp, log, pow, sin, os, tan, p.
5.11.1 La mesure du temps de bibliothèques mathématiques
Pour tester la fonction exponentielle de crlibm, nous avons effectué des tests sur des valeurs
tirées aléatoirement entre 745 et+744. Le nombre d’appels consécutifs à la fonction exponen-
tielle est également un des paramètres pris en compte pour les tests.
Pour mesurer le temps précisément nous avons utilisé des routines assembleur sur toutes
les architectures, à l’exception du PowerPC. Chaque mesure correspond au temps minimum
de 10 appels à la même valeur. Nous minimisons ainsi l’impact des interruptions systèmes.
Le temps moyen correspond à une moyenne sur 106 appels consécutifs sur des données
tirées aléatoirements. Nous avons également inclu le temps maximum pris par les évaluations
sur les 106 valeurs aléatoires. Enfin, nous avons également testé les bibliothèques avec arrondi
correct (MPFR, crlibm et libtulim) sur le pire cas en arrondi au plus près :
x = 7:5417527749959590085206221e   10
Ce cas nécessite de disposer du résultat avec auminimum 112 bits de précision. Par conséquent,
le temps mis pour traiter ce cas constitue une borne supérieure.
5.11.2 Commentaires
5.11.2.1 Les bibliothèques spécifiques à une architecture
Sans surprise, la bibliothèque écrite en assembleur pour l’Itanium affiche d’excellentes per-
formances. En effet, les documents constructeur annoncaient une latence de 48 cycles, et nous
observons une latence de 131 cycles. Le temps pris pour l’appel de la fonction est donc rela-
tivement important par rapport aux 48 cycles d’évaluation. De plus, l’existence d’un chemin
d’exécution plus long que les autres conduit à un temps d’exécution maximum de 2767 cycles.




1 2.66 83 1.2UltraSparc IIi 1
41 1 312 434 9331
1 2.6 153 1.8Itanium 1
491 1 49 254 22357
1 1.21 45 0.9Pentium III 1
587 1 35 86 3443
1 0.91 13.5 0.93PowerPC G4 1
4739 1 10 29.5 1677
TAB. 5.9: Temps de l’évaluation de l’exponentielle normalisé rapporté au temps pris par la libm par défaut
sur différents systèmes. Pour chaque processeur, la première ligne correspond au temps en moyenne, et la
seconde au temps pris dans le pire cas en arrondi au plus près. Nous avons également inclus la fréquence
avec laquelle la libm renvoie un mauvais arrondi.
Architecture Bibliothèque libm crlibm MPFR libultim
Tps moyen 462 562 21114 413
Pentium III Tps maximum 837 18413 43316 66050
(en cycles) Tps pire cas 448 15963 38969 1542415
Tps moyen 982 1178 24991 942
Xeon Tps maximum 3124 34236 138768 108920
(en cycles) Tps pire cas 1080 30384 50436 2592660
Tps moyen 202 518 30995 371
Itanium Tps maximum 2767 9349 70660 139415
(en cycles) Tps pire cas 131 6434 33388 2928718
Tps moyen 762 2033 63570 950
UltraSparc IIi Tps maximum 9823 112366 292129 157987
(Unité arbitraire) Tps pire cas 292 91190 126827 2724912
Tps moyen 2.27 2.07 30.7 2.1
PowerPC G4 Tps maximum 3 21 61 116
(Unité arbitraire) Tps pire cas 2 20 59 3354
TAB. 5.10: Temps de l’évaluation de l’exponentielle pour chaque bibliothèque.
Il semble que ce chemin soit pris assez souvent puisque le temps d’exécution moyen est supé-
rieur à 1:5 fois celui du temps minimum.
En ce qui concerne les résultats sur UltraSparc IIi, la libm prise pour référence est celle
développée au sein des laboratoires Sun spécifiquement pour ce type de machine. C’est en
partie une des raisons qui explique le facteur 2:66 de notre bibliothèque générique par rapport
à celle de Sun. Une seconde raison est liée à l’architecture de l’UltraSPARC IIi et au caractère
«hermétique» de ses pipelines entiers et flottants. Cette caractéristique joue en notre défaveur
à chaque fois que nous manipulons les flottants comme des entiers (ajout d’un ulp, extraction
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des exposants, ...).
La bibliothèque mathématique d’Apple affiche de piètres performances, puisqu’elle ne ga-
rantit pas l’arrondi correct, et qu’elle est 1:1 fois plus lente que la version que nous avons dé-
veloppé avec crlibm.
5.11.2.2 Le surcoût de l’arrondi correct
Parmi les bibliothèques testées seules MPFR, libultim et crlibm fournissent l’arrondi correct
en arrondi au plus près. Les arrondis dirigés, très utiles en arithmétique par intervalles, sont
proposés uniquement par les bibliothèques MPFR et crlibm.
La bibliothèque libultim produit l’arrondi correct de l’exponentielle en moyenne entre 0.9
(sur Pentium III) et 1.8 (sur Itanium) fois le coût de la bibliothèque standard libm (voir ta-
bleau 5.9). L’exponentielle que nous avons développée s’exécute en moyenne entre 0.91 (sur
PowerPC) et 2.66 (sur UltraSparc IIi) fois le coût de la bibliothèque standard, ce qui reste rai-
sonnable. MPFR fournit l’arrondi correct en moyenne entre 13.5 (sur PowerPC) et 153 (sur
Itanium) par rapport à la libm. Ce surcoût lié à l’utilisation permanente de multiprécision n’est
pas acceptable pour de nombreuses applications.
La principale différence au niveau des performances entre libultim, et notre bibliothèque
crlibm se situe sur le temps d’évaluation dans le cas d’un pire cas. En effet, pour le pire cas en
arrondi au plus près, nous fournissons l’arrondi correct pour un surcoût compris entre 10 (sur
PowerPC) et 312 (sur UltraSparc IIi) fois le coût d’une évaluation standard (libm). Sur le même
pire cas libultim à un surcoût entre 1677 (sur PowerPC) et 22357 (sur Itanium) fois le coût de
la libm standard. Nous tirons donc pleinement avantage de la borne connue sur les pires cas
pour améliorer les performances de la deuxième étape de l’évaluation.
5.11.2.3 Le prix des grosses tables
Nous avons essayé de tenir compte de la taille des tables de façon à consommer peu de
ressources, et à disposer de performances acceptables quel que soit le nombre d’appels consé-
cutifs à la fonction. La conséquence directe de cette attention est que nous sommes enmoyenne
moins pénalisés que la bibliothèque libultim et ses 13 Koctets de tables pour de petits nombres
d’appels consécutifs à la même fonction. A l’inverse, cette taille de table plus importante lui
est profitable lors de nombreux appels consécutifs. La bibliothèque libultim arrive même à être
plus rapide qu’une évaluation standard par la libm, qui elle ne fournit pas l’arrondi correct.
Cependant lors de la conception de cette bibliothèque, un des objectifs était d’être perfor-
mant quelles que soient les conditions d’appel. Aussi nous pensons que le contexte dans lequel
nous avons fait les tests était favorable aux méthodes utilisant des grosses tables, et que dans
un context plus proche de la réalité, les performances de libultim serait différentes.
5.11.2.4 Relations entre les deux étapes de crlibm
Nous avons également débranché l’appel à la deuxième partie de l’évaluation, l’évaluation
multiprécision, et nous avons obtenu en arrondi au plus près, un arrondi faux sur 2097152
justes ( 221). Pour comparaison, la bibliothèque mathématique d’Apple donne 1 erreur d’ar-
rondi sur 4739, celle de la glibc sur Pentium III, Xeon donne 1 erreur d’arrondi sur 587 cas,
et celle de l’Itanium 1 erreur sur 491. La première étape de l’évaluation de l’exponentielle est
donc très précise, voire même trop précise, puisque globalement le surcoût lié à la deuxième
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étape sur le temps moyen est quasi nul. La deuxième étape est environ 30 fois plus lente que la
première étape et n’est appelée que 1 fois sur 215 (vérifiée d’après des arguments probabilistes,
et corroborée par nos tests), le surcoût est de la deuxième étape est :
1 (2
15




ce qui correspond a une augmentation du temps en moyenne de 0:09%.
5.12 Conclusion
Nous avons voulu ce chapitre didactique, pour permettre au lecteur d’appréhender le pro-
cessus d’élaboration d’un programme d’évaluation d’une fonction élémentaire, et d’être àmême
de le reproduire pour les autres fonctions. A travers l’exemple de l’exponentielle, nous avons
expliqué ce qu’impliquait l’arrondi correct sur les choix algorithmiques, le choix des para-
mètres comme la précision, la taille des tables, et enfin l’ordonnancement des instructions.
Nous avons également ajouté la preuve de l’arrondi correct de l’exponentielle en double préci-
sion pour les quatre modes d’arrondi.
Nous avons montré qu’il était possible de remplir le contrat que nous nous étions fixé
puisque le coût en moyenne de l’arrondi correct par la bibliothèque crlibm est entre 0:91 et
2:66 fois le prix d’une évaluation «normale». Cependant, notre première partie de l’évaluation
semble être trop précise. Repenser la première partie de l’exponentielle pour la rendre moins





























































































TAB. 5.11: Temps d’exécution moyen de la fonction exponentielle, en fonction du nombre d’appel consé-
cutif sur des données tirées aléatoirements. Les temps sont données en cycle d’horloge pour l’Itanium, le
Pentium III, le Xeon, et dans une unité arbitraire pour l’UltraSparc et le PPC.

Conclusion
Cette thèse s’est articulée autour des méthodes, outils et preuves pour atteindre l’arrondi
correct des fonctions élémentaires en double précision. Nous nous sommes basé sur la norme
flottante IEEE-754 pour certifier les algorithmes et implémentations, et sur les caractéristiques
des processeurs en 2003 pour optimiser l’évaluation de ces fonctions, et rendre le surcoût lié à
l’arrondi correct raisonnable.
Contributions
Normalisation des fonctions élémentaires
Nous avons dans un premier temps mené une réflexion sur la norme IEEE-754, et les fonc-
tions élémentaires. Ce qui nous a conduit à émettre une liste des caractéristiques et contraintes,
en matière de précision, propriétés mathématiques, etc, que devraient respecter toutes implé-
mentations de fonctions élémentaires.
Évaluation des fonctions élémentaires
Les contraintes et besoins sont différents selon que l’on considère une évaluation logicielle
ou matérielle. Même si l’évaluation logicielle avec arrondi correct est le fil conducteur de ce
mémoire, nous avons analysé la problématique des évaluations matérielles, et proposé une
méthode pour les petites précisions. Cette méthode est très compétitive vis à vis des méthodes
«multipartites» connues comme étant celles présentant les meilleurs compromis entre tailles de
table et nombres d’opérations.
L’évaluation logicielle est composée de trois étapes : la réduction d’arguments, l’évaluation
polynomiale et la reconstruction. Chacune d’elle représente une problématique différente. La
réduction d’arguments, par exemple, si elle est additive, peut conduire à de catastrophiques
annulations de précision. Pour faire face à ce problème, il existe deux classes d’algorithmes :
ceux destinés à s’exécuter rapidement pour les petits arguments et les autres plus complexes
pour les grands arguments. Pour les arguments de taille moyenne, nous avons proposé une
réduction d’arguments en «grande base». Nous avons également indiqué la façon de construire
des polynômes d’approximation avec de bonnes propriétés.
Optimisations appliquées aux fonctions élémentaires
Une fois l’algorithme défini, il faut l’implémenter efficacement. Cependant ce processus
(création de l’algorithme/implémentation) n’est pas séquentiel, mais parallèle. En effet, les di-
verses optimisations liées à l’évaluation avec arrondi correct des fonctions élémentaires sont
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aussi bien algorithmiques, qu’architecturales. Nous avons donc étudié et défini une liste d’op-
timisations utiles pour l’évaluation des fonctions élémentaires. Nous avons également étudié
l’influence de la mémoire sur les performances globales de ces algorithmes et proposé une im-
plémentation efficace des tests d’arrondi correct pour les quatre modes d’arrondi.
Bibliothèque multiprécision scslib
La façon qui nous a semblé la plus efficace pour parvenir à une implémentation de l’arrondi
correct des fonction élémentaires, était de diviser le processus en deux phases : une évaluation
rapide et précise la plupart du temps et une évaluation précise tout le temps. Cette deuxième
phase repose sur des opérateurs multiprécision que nous voulions à la fois simples et perfor-
mants.
Nous avons donc mis en place une bibliothèque de calcul en multiprécision scslib, basée
sur une représentation des nombres inspirée des travaux de Brent [14]. Cette représentation
permet d’effectuer les opérations multiprécision comme l’addition ou la multiplication et d’ex-
primer un parallélisme au niveau du chiffre. Cette bibliothèque est disponible sur Internet [4]
et s’installe facilement sur une grande variété de système grâce aux outils gnu automake/au-
toconf. Nous avons également créé une liste de scripts destinés à appréhender sous Maple la
représentation SCS. Ces scripts, ainsi que la bibliothèque scslib, ont constitué un des éléments
de base dans le processus de réalisation de la bibliothèque crlibm.
Bibliothèque mathématique crlibm
Nous avons combiné tous ces éléments pour produire la bibliothèque d’évaluation des fonc-
tions élémentaires avec arrondi correct que nous avons baptisée crlibm. Cette bibliothèque re-
groupe, à l’écriture de cette thèse, la première partie de l’exponentielle et les deuxièmes parties
de l’exponentielle, du logarithme en base e, 2, 10, du sinus, du cosinus, de la tangente, de l’arc-
tangente, et des fonctions hyperboliques. À travers l’exemple de l’exponentielle nous décrivons
le processus de développement d’une évaluation efficace d’une fonction et de la construction
de sa preuve de l’arrondi correct.
Perspectives
Poursuites des travaux sur la bibliothèque crlibm
La bibliothèque crlibm est encore loin d’être achevée. Il reste à développer les algorithmes
de la première phase pour de nombreuses fonctions et à les implémenter. Les preuves associées,
qui sont les garantes du bon comportement de ces implémentations, doivent être construites
parallèlement au processus de développement.
Cependant construire de telles preuves manuellement est un processus lent et où il est
difficile d’éviter les erreurs humaines. De plus à chaque modification de l’algorithme ou de
son implémentation, le programme et la preuve doivent être reconstruites. Il serait intéressant
d’étudier et de proposer un outil semblable à un parseur dans le domaine de la compilation,
pour l’aide à la construction de preuves de ce type de programmes.
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Parallélisme des algorithmes
Les algorithmes d’évaluation des fonctions élémentaires sont principalement composés d’ad-
ditions et de multiplications flottantes. Toutefois l’architecture des processeurs évolue et de
nouveaux opérateurs, bien que ne faisant toujours pas partie de la norme IEEE-754, se démo-
cratisent. Ces nouveaux opérateurs tels que le FMA, l’approximation de l’inverse, ou les opéra-
teurs multimedia peuvent conduire à d’importantes améliorations en terme de performance ou
de précision. En outre, les processeurs sont capables d’exécuter de plus en plus d’instructions
en parallèle, et une répartition équitable des tâches entre unités entières et unités flottantes
dans ces algorithmes reste à étudier.
Polynômes
Nous avons décrit la façon d’obtenir de bonnes approximations polynomiales pour l’ap-
proximation des fonctions élémentaires. Cependant il existe d’autres critères, par exemple la
présence de motifs particuliers dans les coefficients du polynôme lors de la deuxième phase de
l’évaluation, qui sont susceptibles d’en améliorer les performances.
Les outils et méthodes pour le développement d’une bibliothèque d’évaluation de fonc-
tions élémentaires avec arrondi correct pour la double précision sont pratiquement achevés.
Nos travaux dans ce domaine permettent d’envisager la distribution prochaine d’une biblio-
thèque portable avec un surcoût lié à l’arrondi correct raisonnable. Elle pourra alors constituer
l’impulsion qui incitera des constructeurs tels qu’Intel ou Sun Microsystem à investir dans le
développement de bibliothèques mathématiques avec arrondi correct spécifiques et optimisées
pour certaine architecture. L’objectif final, qui est de combiner qualité du résultat et efficacité
des implémentations sera alors complètement rempli.
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Résumé
Le codage et le comportement de l’arithmétique à virgule flottante disponible dans les
ordinateurs sont spécifiés par la norme IEEE-754. Cette norme impose au système de rendre
comme résultat de l’une des quatre opérations (+, , =, p ), l’arrondi du résultat exact. Cette
propriété que l’on appelle «arrondi correct», permet de garantir la qualité du résultat. Elle per-
met également la construction de preuves d’algorithmes, quelles que soient les machines sur
lesquelles l’opération est executée. Toutefois cette norme présente des limites, puisque les fonc-
tions élémentaires (sinus, cosinus, exponentielle...) en sont absentes. Cette abscence est liée au
«dilemme du fabricant de tables» : il est, contrairement aux opérations de base, difficile de
connaître la précision nécessaire pour garantir l’arrondi correct des fonctions élémentaires. Ce-
pendant, si l’on fixe le format de représentation, il est alors possible par une recherche exhaus-
tive de déterminer cette borne ; ce fut le travail de thèse de Lefèvre pour la double précision.
L’objectif de ce mémoire est d’exploiter les bornes associées à chaque fonction, pour cer-
tifier l’arrondi correct des fonctions élémentaires en double précision pour les quatre modes
d’arrondi. À cet effet, nous avons implémenté les évaluations en deux étapes : l’une rapide et
juste la plupart du temps, basée sur les propriétés de l’arithmétique IEEE double précision, et
l’autre juste tout le temps, composé d’opérateurs multiprécision. Pour cette deuxième phase,
nous avons développé une bibliothèque d’opérateurs multiprécision optimisés pour les préci-
sions données par ces bornes et les caractéristiques des processeurs en 2003.
Mots-clés : arithmétique des ordinateurs, norme IEEE-754, fonctions élémentaires, arrondi
correct, réduction d’arguments, multiprécision.
Abstract
The representation formats and behaviors of floating point arithmetics available in computers
are defined by the IEEE-754 standard. This standard imposes the system to return as a result
of one of the four basic operations (+, , =, p ), the rounding of the exact result. This property
is called «correct rounding»,this warranties the quality of the result. It enables construction of
proof that this particular algorithms can be manipulated independently of the machine. Ho-
wever, due to the «table makers dilemma», elementary functions (sine, cosine, exponential...)
are absent in the IEEE-754 standard. Contrary to basic operations, it is difficult to discover the
necessary accuracy required to guarantee correct rounding for elementary functions. However
if the representation format is set, it is possible that an exhaustive search will help determine
this bound : it was Lefevre’s work for the double precision.
The objectives of this thesis is to exploit these bounds for each functions and rounding
modes, to certify correct rounding in double precision. Thanks to this bound we have defined
an evaluation within 2 steps : a quick phasewhich is based on the property of the IEEE standard
that often proves satisfactory and an accurate step based on multiprecision operations which is
precise all the time. For the second step we have designed a multiprecision library which was
optimized in order to acquire precision corresponding to the bound, and the caracteristics of
processors in 2003.
Keywords : computer arithmetic, IEEE-754 standard, elementary functions, correct roun-
ding, range reduction, multiprecision.
