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ABSTRACT
This paper discusses a study of temperature and precipitation indices that may be suitable for the early detection
of anthropogenic change in climatic extremes. Anthropogenic changes in daily minimum and maximum tem-
perature and precipitation over land simulated with two different atmosphere–ocean general circulation models
are analyzed. The use of data from two models helps to assess which changes might be robust between models.
Indices are calculated that scan the transition from mean to extreme climate events within a year. Projected
changes in temperature extremes are significantly different from changes in seasonal means over a large fraction
(39%–66%) of model grid points. Therefore, the detection of changes in seasonal mean temperature cannot be
substituted for the detection of changes in extremes. The estimated signal-to-noise ratio for changes in extreme
temperature is nearly as large as for changes in mean temperature. Both models simulate extreme precipitation
changes that are stronger than the corresponding changes in mean precipitation. Climate change patterns for
precipitation are quite different between the models, but both models simulate stronger increases of precipitation
for the wettest day of the year (4.1% and 8.8%, respectively, over land) than for annual mean precipitation (0%
and 0.7%, respectively). A signal-to-noise analysis suggests that changes in moderately extreme precipitation
should become more robustly detectable given model uncertainty than changes in mean precipitation.
1. Introduction
Increasing evidence shows that the recent evolution
of observed global-scale surface air temperature is sig-
nificantly different from estimates of natural climate
variability and that most of the global temperature in-
crease that has been observed during the latter half of
the twentieth century can be attributed to anthropogenic
forcing (Mitchell et al. 2001; Hegerl et al. 1997; Tett
et al. 1999; Hegerl et al. 2003a; and many others). This
result has been extended to large regional scales (Zwiers
and Zhang 2003; Stott 2003; Karoly et al. 2003). Evi-
dence of an anthropogenic influence on climate has also
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been detected in other thermal indicators of the mean
climate, such as in the vertical temperature structure of
the atmosphere (e.g., Santer et al. 1996; Thorne et al.
2002) and of the deep ocean (Levitus et al. 2000; Barnett
et al. 2001; Reichart et al. 2002). However, while the
early detection of anthropogenic change in mean thermal
indicators is of great interest, the impacts of change on
society are more likely to be felt via changes in climate
variability and extreme climatic events. It is therefore
important to identify the changes in climatic extremes
that are expected under climate change conditions and
to determine whether such changes may already be de-
tectable and consistent with simulated changes.
Global climate system models forced with scenarios
of future greenhouse gas and sulfate aerosol emissions
(reviewed in Cubasch et al. 2001) project changes in
climate mean, variability, and extremes. For example,
a greater frequency of extreme heat events is generally
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simulated along with a reduction in the number of ex-
tremely cold days, a decrease in the diurnal temperature
range, and an increase in summer drought (reviewed in
Meehl et al. 2000). An increase in intense precipitation
is projected under greenhouse warming conditions over
large parts of the globe by most models (see Cubasch
et al. 2001; Meehl et al. 2000; Kharin and Zwiers 2000,
2004, manuscript submitted to J. Climate, hereafter
KZ04; Semenov and Bengtsson 2002; Wehner 2004,
manuscript submitted to J. Climate, hereafter WEH).
The increase in intense precipitation is usually greater
in magnitude than the change in mean precipitation and
often goes along with regional decreases in the proba-
bility of moderate precipitation events (e.g., Hennessy
et al. 1997; Cubasch et al. 1995; Semenov and Bengts-
son 2002). Precipitation changes projected by models
are consistent with changes expected in a warmer at-
mosphere due to an acceleration of the hydrological
cycle (e.g., Trenberth 1999, 2003; Allen and Ingram
2002). A disproportionally stronger increase in extreme
precipitation is expected due to this increase in mean
rainfall based on a simple statistical model of daily rain-
fall and the variations in its parameters with observed
climate variability (Groisman et al. 1999). However, a
recent study of changes projected with a regional climate
model suggests that local increases in temperature var-
iability may result in larger future temperature extremes
than would be anticipated from projected changes in
mean temperature (Scha¨r et al. 2004). In the present
study, we limit ourselves to large-scale changes in the
statistics of extreme events in order to be able to study,
and in the future detect, these changes from global data.
Observations show some changes in extreme events
that are consistent with projected changes. For example,
the unusually hot summer of 2003 in Europe has some
similarity to projected changes in temperature variabil-
ity (Scha¨r et al. 2004). Changes in observed extreme
precipitation have also been reported (Karl et al.
1995a,b; Jones et al. 1999a; Easterling et al. 2000a,b;
Groisman et al. 2001, 2004, manuscript submitted to J.
Climate, hereafter G04; among others). Karl et al.
(1995a,b) and Karl and Knight (1998) found indications
that the proportion of precipitation occurring during ex-
treme events has increased over the United States, while
worldwide results are more ambiguous (Easterling et al.
2000a; Frich et al. 2002).
Formal detection studies are required to determine
whether the observed changes in extremes are a re-
sponse to anthropogenic forcing or whether they are
simply within the range of natural internal climate var-
iability. This paper aims at setting the stage for this by
studying changes simulated by climate models and es-
timating the strength of climate change ‘‘signals’’ in
extremes relative to the corresponding natural internal
variability (‘‘noise’’). We use indices of climate ex-
tremes that are directly comparable with indices of an-
nual and seasonal mean changes. As is discussed in the
following paragraphs, this approach addresses several
questions that arise in the detection of climate change
in extremes.
The first issue that immediately arises with respect to
extremes is that daily station data are not readily com-
parable with daily model output. This occurs because
model data represent area averages while station data
are local, yielding quite different extremes, particularly
for fields with fine spatial structure such as precipitation.
Gridding station data, or indices of extremes that are
derived from station data, is not a trivial task (e.g., Kik-
tev et al. 2003; McCollum and Krajewski 1998). Sat-
ellite and reanalysis data represent larger scales and are
therefore more comparable with model data. However,
reanalysis data are generally considered not to be reli-
able enough for the study of long-term trends (e.g.,
Chelliah and Ropelewski 2000). Datasets that blend sat-
ellite and surface data are becoming available for av-
erages of a few days, such as pentads (e.g., Xie et al.
2003), but they remain the subject of active research.
This scaling issue can be circumvented, at least to
first order, if changes in extremes result only from a
shift in the distribution without a change in shape. In
that case, changes in extremes could be predicted by
changes in longer-term monthly, seasonal, or annual
means, which have longer length scales and are often
available as gridded data (e.g., Jones et al. 1999b; Xie
et al. 2003). We therefore investigate whether projected
changes in extreme precipitation and temperature are
significantly different from projected changes in their
seasonal and annual means.
A second issue is that extremes have different aspects
that can be characterized by many different indices,
some of which will be more sensitive to anthropogenic
change than others. Thus, our ability to detect anthro-
pogenic change in climatic extremes will depend on the
index that is used. Therefore, anthropogenic change in
a range of indices needs to be studied, both to select
indices that are sensitive to climate change and to doc-
ument indices that will not respond strongly to anthro-
pogenic change. In order to estimate which indices of
extremes should show detectable changes in the future,
we attempt to detect the model-simulated change in
model data. Such ‘‘perfect model’’ studies serve to es-
tablish an upper limit for the ratio of signal to noise of
climate change because detection is not hampered by
possible errors in the model response to anthropogenic
forcing or in estimates of climatic natural internal var-
iability.
In the present study, we scan indices that describe the
transition from annual/seasonal mean data to averages
of 1–30 extreme days per year. It is generally expected
that the rarer the event of interest, the longer it will take
to reliably observe and detect an anthropogenic change
in the frequency or intensity of that event, and that
averaging several events should improve the signal-to-
noise ratio. Our results will document whether aver-
aging is necessary or helpful. Many other indices of
extremes have been proposed and are being used, such
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TABLE 1. CGCM2 and HadCM3 segments of daily data available
for analysis. Ensembles of three simlulations were available for both
models. Climatological comparisons and signal-to-noise ratio as-
sessments are performed using the 1 3 CO2 and 2 3 CO2 segments.
Segments in italics contribute only to the estimation natural internal
variability; all others are used to estimate both internal climate var-
iability and climate change fingerprints and are used in lieu of ob-
servations to determine the detectability of changes.
Segment CGCM2 HadCM3
1 3 CO2 (first natural variability
segment)
1 3 CO2
1 3 CO2 (second natural
variability segment)
2 3 CO2
3 3 CO2
N/A
1975–95
N/A
2040–60
2080–2100
1959–79
1975–95
1978–98
2040–60
N/A
as indices that count exceedances of (climatological or
absolute) thresholds, lengths of periods without rain,
and rainfall due to heavy rain, etc. (see Frich et al. 2002).
Each has advantages and disadvantages, some of which
are unexpected (see Zhang et al. 2004, manuscript sub-
mitted to J. Climate, hereafter ZHZK04). In this study,
we restrict ourselves to relatively simple indices that
allow a direct comparison between mean and extreme
events. The index of the most rare events studied here
(annual extremes) can be used to estimate the return
periods of very rare events that have potentially severe
consequences (see Zwiers and Kharin 1998; Kharin and
Zwiers 2000; KZ04; WEH). We have also calculated
indices based on threshold exceedances for precipita-
tion, and they show qualitatively similar changes to the
indices used here (see G04).
A third issue is that although simulated changes in
extremes share some broad features between models,
results can be very model dependent (see, e.g., Hough-
ton et al. 2001; Meehl et al. 2000; Allen and Ingram
2002). To address this issue, we study changes in ex-
treme rainfall and minimum and maximum temperature
from two coupled climate models. The models, which
are introduced below, are unrelated (they have different
ocean, atmosphere, and sea ice components). By using
two models we can extend the perfect model approach
to begin to evaluate the sensitivity of detection results
to differences in the models’ responses to anthropogenic
forcing. Such ‘‘imperfect’’ model studies should help
us identify indices of climate change that permit both
early and robust detection of changes in climate ex-
tremes. Ideally, a large number of models need to be
used to get a complete estimate of model uncertainty.
While this is beyond the scope of the present paper, a
project to collect daily data from a range of models at
a central location will facilitate multimodel studies of
extremes in the future (see Hegerl et al. 2003b).
The remainder of this paper is structured as follows:
Section 2 outlines the model data and indices for climate
extremes used in this study. Section 3 compares climate
change patterns for the means and extremes of temper-
ature and precipitation. It establishes where changes in
extremes are significantly different from those in sea-
sonal means and where changes are consistent between
the models. Section 4 describes estimates of signal-to-
noise ratios for mean-to-extreme rainfall and tempera-
ture, investigating the detectability of changes. Finally,
we draw some conclusions and discuss which questions
need further investigation in section 5.
2. Data and indices for extremes
We use temperature and rainfall data in this analysis,
namely, the lowest and highest temperature of each
model day, referred to as daily minimum and maximum
temperature (Tmin, Tmax), and daily precipitation data (P)
at every model grid point. Daily data are used from 2
three-member ensembles of climate change simulations
using two different models (Table 1):
• The second generation Coupled Global Climate Model
(CGCM2) from the Canadian Centre for Climate Mod-
elling and Analysis (CCCma; Flato and Boer 2001)—
The atmospheric component of the model has a T32
horizontal resolution, which corresponds to a grid-
point resolution of approximately 3.758 latitude 3
3.758 longitude. The oceanic component has double
this resolution in each direction. We use data from
simulations of twentieth- and twenty-first-century cli-
mate change due to greenhouse gas and direct aerosol
forcing. Our analysis is based on three segments of
21-yr duration: segment 1975–95 (‘‘1 3 CO2’’),
which we use for defining climatological mean values
for the present; segment 2040–60 (‘‘2 3 CO2’’),
which is approximately the time of CO2 doubling rel-
ative to the base period; and segment 2080–2100 (‘‘3
3 CO2’’). Changes in return values of annual extremes
of temperature and precipitation simulated by this
model have been analyzed in KZ04, and by its pre-
decessor, CGCM1, in Kharin and Zwiers (2000). We
also performed our analysis with output from CGCM1
and obtained quite similar results.
• The Third Hadley Centre Coupled Ocean–Atmosphere
GCM (HadCM3; Gordon et al. 2000; Pope et al.
2000)—Its atmospheric component has the same res-
olution longitudinally as CGCM2, but a higher lati-
tudinal resolution of 2.58 latitude. The oceanic com-
ponent has a resolution of 1.258 in each direction. Here
we use a three-member ensemble of climate change
simulations (Johns et al. 2002), which includes green-
house gas forcing, direct and indirect sulfate aerosol
forcing, and tropospheric and stratospheric ozone
forcing. We use data from 1959 to 1998, which in-
cludes 1975–95 segment (1 3 CO2) and the same
2040–2060 segment (2 3 CO2) as for CGCM2.
Climate change simulations with both models used
greenhouse gas and direct aerosol forcing prescribed
from the Intergovernmental Panel on Climate Change
(IPCC) Special Report on Emission Series A2 (SRES
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A2) emissions scenario. However, the CGCM2 simu-
lations include direct aerosol forcing only, in addition
to greenhouse gases, while the HadCM3 also includes
the effects of tropospheric and stratospheric ozone and
indirect aerosol forcing, leading to a total anthropogenic
forcing of 3.43 W m22 by 2050 relative to the average
of 1880–1920 as compared to 4.29 W m22 due to green-
house gas forcing alone (note that the stratospheric
ozone forcing is overestimated in some seasons; see
Gillett and Thompson 2003). Therefore, the comparison
between the climate change fingerprints of the two mod-
els will be somewhat affected by differences in forcing.
This is similar to the situation when comparing obser-
vations with any model simulation because there would
inevitably be differences between the two due to im-
precisely specified forcing in the model. This comes
about because the level of scientific understanding of
anthropogenic nongreenhouse gas and indirect aerosol
forcing remains limited (Houghton et al. 2001).
Both models have been used for the detection of
climate change in the IPCC Third Assessment Report
and thereafter (Mitchell et al. 2001; Tett et al. 2002;
Jones et al. 2003; Stott et al. 2003; Zwiers and Zhang
2003). CGCM1 and HadCM2 (the predecessor of
HadCM3) were also used in the United States National
Assessment of the potential impacts of climate vari-
ability and change (National Assessment Synthesis
Team 2001).
We have calculated a number of indices that sample
the transition from climatic means to extremes from
these data for each model. For minimum and maximum
temperature, we extracted the boreal summer [June–Au-
gust (JJA)] and winter [December–February (DJF)] sea-
son means and calculated the average of the 30, 10, 5,
and 1 hottest and coldest days for each year. This yields
10 indices for each model grid point and year of the
simulations for minimum and maximum temperature,
respectively.
For precipitation, we calculated the annual mean (be-
cause the wet and dry seasons do not usually coincide
with summer or winter within a hemisphere) and the
average of precipitation on the 30, 10, 5, and 1 wettest
days of the year. Additionally, we calculated the average
accumulation per day on the 5 wettest consecutive days
(from 365 overlapping 5-day periods) in a year. To keep
the number of samples consistent for the different in-
dices, we used 20 values from each 21-yr chunk from
an individual ensemble member (each 21-yr chunk con-
tains only 20 full DJF seasons). This yields 60 values
from the three ensemble members for each 21-yr epoch.
Additionally, we have processed the most extreme day
in 5 yr, and the wettest pentad (wettest period among
nonoverlapping 5-day accumulations in a year) for a
comparison with observations. We also used a variation
of the indices based on the 30th, 10th, and 5th most
extreme days of the year (rather than the average of the
30, 10, 5, and 1 most extreme days) for comparison of
tail shapes between models.
For several reasons, we have restricted our analysis
primarily to changes in these indices over land. The
reasons include the fact that there is a stronger impetus
to study extremes that impact the inhabited part of the
globe and that long in situ records (station data) are
generally only available over land (daily data available
online at www.ncdc.noaa.gov/gdcn.html; see Frich et
al. 2002 for indices of extremes).
The indices have been calculated without removing
the seasonal cycle. Therefore, the hottest temperatures
will be generally drawn from the summer season, the
coldest will be taken from the winter season, and the
wettest days are expected to be drawn from each region’s
wet season(s). We consider it an advantage to study
indices of absolute extremes because these kinds of ex-
tremes have potentially high societal impact. The dis-
advantage is that the present indices cannot be readily
compared with observed indices that are based on ex-
tremes relative to climatological means, for example,
the exceedance of a seasonally adjusted percentile (see
Frich et al. 2002), which, however, may be problematic
to use in a detection study (ZHZK04). We did compute
the number of exceedances of the 99th and 99.7th per-
centile of rainfall on rainy days from both models, since
this is similar to indices processed from observations
(G04; see also Frich et al. 2002). Results are not shown
in this paper, but patterns of change were similar to those
from indices used here.
All index data have been transformed to the slightly
coarser grid of the CGCM2 model prior to calculating
correlations between climate change patterns and signal-
to-noise ratios (see section 4). Ideally, this transfor-
mation should be applied to the daily data prior to cal-
culating indices. However, given the well-organized
structure that is apparent in the index fields, and the
small difference between model grid size, we do not
expect this to substantially affect results.
3. Simulated changes in temperature and
precipitation extremes
a. Temperature
We have compared the climatological values (derived
from the average of the 1 3 CO2 chunks) for mean and
extreme temperature in both models. Figure 1 shows the
climatologically warmest minimum temperature, that is,
warmest night, of the year , averagedmax {T }1#t#365 min,t
over the 1 3 CO2 segments of the three ensemble sim-
ulations. The models are quite similar. In both models,
the hot days and cold nights show peak values over the
continents (not shown), while climatologically warm
nights (Fig. 1) and cold days (not shown) have a more
zonal pattern. The largest difference between the models
seems to occur in the Tropics for the hottest day of the
year, which is substantially hotter over Brazil and parts
of Africa and southern North America in HadCM3 than
in CGCM2 (with tropical land maximum temperatures
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FIG. 1. The present-day mean temperature for the warmest night
of the year (time averaged over the 1 3 CO2 segment for 1975–95
and across ensemble members) in (a) CGCM2 and (b) HadCM3. Units
are 8C.
FIG. 2. Projected climate change for the warmest night of the year
between the time of CO2 doubling (segment 2040–60) and the 1 3
CO2 segment in (a) CGCM2 and (b) HadCM3. The climate change
patterns are shown over land only. Units are 8C.
averaging 408C versus 338C; not shown). Other dif-
ferences are that the slightly higher resolution in
HadCM3 results in somewhat more detail in moun-
tainous regions. Overall, global land temperatures
have lower cold extreme minimum temperatures
(average 0.88C versus 3.58C) and coldmin {T }1#t#365 min,t
extreme maximum temperatures min {T }1#t#365 max,t
(5.08C versus 7.68C) in HadCM3 than CGCM2. That
is, the coldest night of each year and the coldest day of
each year tend to be cooler on average in HadCM3. In
contrast, globally averaged warm extreme minimum tem-
peratures , the warmest night of the yearmax {T }1#t#365 min,t
(208 and 218C Tmin; Fig. 1) and warm extreme maximum
temperatures , the warmest day of eachmax {T }1#t#365 max,t
per year (248 and 258C Tmax) are quite similar in the two
models. A rigorous evaluation of the climatology in both
models is beyond the scope of this paper [see Zwiers and
Kharin (1998) for more discussion].
The patterns, or ‘‘fingerprints,’’ of climate change that
we will use in our detection assessment are obtained by
taking differences between averages of our temperature
and precipitation indices during the 2 3 CO2 segment
and the 1 3 CO2 segment. For each segment, averages
are calculated over time (20 yr) and over ensemble
members. Fingerprints for temperature are quite similar
within a given model for the different indices, and there-
fore only the pattern of change for the warmest night
of the year (warmest Tmin) is shown in Fig. 2. Corre-
lations between climate change patterns over land are
given in Table 2. Correlations computed by including
the spatial mean (which are more relevant for regres-
sion-based detection and attribution studies) are gen-
erally high. Results indicate that the spatial details for
changes in warm means and extremes are in greater
agreement than for cold means and extremes. All cli-
mate change patterns show overall warming, and chang-
es are significant at the 10% level at nearly every grid
point according to a nonparametric Mann–Whitney test
(von Storch and Zwiers 1999). In both models, global
land average changes are a bit larger for cold means
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TABLE 2. Spatial correlations between the CGCM2 and HadCM3 climate change patterns for a range of indices of max and min temperatures
[seasonal mean, average of 30, 10, 5, and 1 warmest (warm) and coldest (cold) extreme (ex) days of the year]. The seasonal mean gives
correlations for boreal summer (JJA) for warm extremes and boreal winter (DJF) for cold extremes. In all cases, the spatial mean is included.
Correlations with spatial means removed (in parentheses) are generally lower but are less relevant for regression-based detection methods
used in this study.
Seasonal mean 30ex 10ex 5ex 1ex
Warm Tmax
Cold Tmax
Warm Tmin
Cold Tmin
0.90 (0.61)
0.87 (0.49)
0.93 (0.63)
0.88 (0.50)
0.92 (0.71)
0.85 (0.41)
0.94 (0.72)
0.83 (0.43)
0.92 (0.72)
0.84 (0.41)
0.94 (0.73)
0.82 (0.44)
0.92 (0.72)
0.84 (0.41)
0.94 (0.73)
0.82 (0.43)
0.92 (0.72)
0.83 (0.41)
0.94 (0.72)
0.81 (0.43)
and extremes (2.48–3.08C) than for warm means and
extremes (2.08–2.68C). Cold extremes exhibit strong in-
creases over northern mid- and high latitudes while cor-
responding changes in the Southern Hemisphere (SH;
not shown) are not as large. In contrast, warm extremes
show overall strong warming over midlatitude land-
masses (Fig. 2).
If the changes in the temperature extremes were due
solely to a constant shift in the distribution of the daily
values throughout the hot or cold season, then the ex-
tremes would change by the same amount as the cor-
responding warm or cold season means. However, this
is not the case for a large part of the globe as shown
in Figs. 3–5. The left-hand side in Figs. 3a,b shows the
projected change of temperature on the warmest night
of the year relative to the change in the warm season
mean value of Tmin. Note that the ‘‘warm’’ season is
defined as JJA in the Northern Hemisphere (NH) and
DJF in the SH, and thus change in the Tropics is difficult
to interpret. Similarly, the right-hand side in Figs. 3a,b
shows the projected change of temperature of the warm-
est day of the year relative to the change in the warm
season mean value of Tmax. Figure 4 displays corre-
sponding changes in the coldest night of the year relative
to the change in the cold season mean Tmin and the
coldest day of the year relative to change in the cold
season mean Tmax. Changes in both figures are displayed
only where they are assessed to be significant (by a
Mann–Whitney test) at the 10% level, which occurs at
62%–66% of model grid points for warm extremes and
39%–57% of grid points for cold extremes. Note that
for warm extremes (Fig. 3), warm colors indicate larger
extremes relative to the seasonal mean and hence a ten-
dency toward a more extreme climate. For cold extremes
(Fig. 4), blue colors indicate a tendency toward a more
extreme climate. The patterns of change for cold ex-
tremes are more similar between the models (r 5 0.62
for the coldest night of the year, and r 5 0.61 for the
coldest day of the year) than for warm extremes (r 5
0.43 for the warmest night, and r 5 0.37 for the warmest
day). These relatively lower correlations for changes in
extremes relative to means (as compared to the corre-
lations for changes in extremes; see Table 2) are not
surprising given that this is a quite subtle feature of
temperature change.
This change in the shape of the distribution is par-
ticularly pronounced over parts of Europe. Figure 5
shows the change in the average location of the 30th,
10th, 5th, and 1st most extreme maximum temperature
per year, and the most extreme event in 5 yr in a box
containing large parts of Europe (37.58–608N, 08–
41.38E). Results for Tmin (not shown) are broadly similar.
The tendency toward less severely cold winter days on
average is consistent with an increase in NH annular
modes, which leads to more westerly flow into Europe
(Fyfe et al. 1999; Gillett et al. 2003). However, in
HadCM3, the warm extremes become substantially
more severe, as also seen in a regional climate model
that is driven by HadCM3 [Scha¨r et al. (2004), who also
discuss reasons for this change, e.g., increased incidence
of drought].
Warm nights also tend to change somewhat more for
events farther out on the tail of the distribution for
South America and eastern North America. In addition,
HadCM3 simulates a change toward milder cold ex-
tremes in Siberia that is not supported by CGCM2
(Figs. 3 and 4). Overall, cold nights and days tend to
become less extreme relative to the seasonal mean in
parts of the mid- to high-latitude NH in both models.
These latter changes are, at least partly, related to a
change in the shape of the annual cycle during the cold
season (not shown) and likely also to a loss of snow
and ice cover (Kharin and Zwiers 2000). In both mod-
els, changes in the day-to-day climate variance are gen-
erally similar to the patterns of change shown in Figs.
3 and 4, which is consistent with results from individ-
ual regions (Fig. 5).
We conclude that in both models, changes in annual
extremes differ from those in the seasonal means, and
it should not be assumed that the shape or spread of the
Tmin and Tmax distributions remains the same under global
warming. The reasons for these changes in the shape of
the temperature distribution are complex and beyond
the scope of this paper. The changes are probably related
to changes in other variables such as cloudiness, soil
moisture, and the retreat of snow and ice cover (Zwiers
and Kharin 1998; Kharin and Zwiers 2000; KZ04).
b. Precipitation
The models have similar climatological annual global
mean precipitation (2.8 mm day21 for CGCM2 versus
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FIG. 3. (left) Difference between the projected change in the warmest night of the year (see Fig. 2) and the change in the respective warm
season mean of Tmin (JJA for NH; DJF for SH). The change relative to the seasonal mean is shown only over land, and only where changes
are significant at the 10% level; (a) for CGCM2 and (b) for HadCM3. (right) As in left-hand side, except the difference between the warmest
day of the year and the change in the warm season mean of Tmax. Positive differences indicate that extremes change more strongly than the
seasonal mean, yielding more severe warm extremes. Negative differences indicate a change toward less severe warm extremes. Units are 8C.
2.9 mm day21 for HadCM3), but the extremes are sub-
stantially more pronounced in CGCM2 than HadCM3
(a global mean of 56.7 versus 30.1 mm day21 for the
wettest day of the year). The spatial patterns of the
climatological annual mean and extreme precipitation
are arguably not as similar between the models of the
temperature.
Figure 6 displays the spatial pattern of the average
precipitation rate of the wettest pentad (5-day mean) of
the year in the 1 3 CO2 segments from both models.
Corresponding statistics from a blended observed data
product (Xie et al. 2003) and the European Centre for
Medium-Range Weather Forecasts (ECMWF) 15-yr Re-
Analysis (ERA-15; Gibson et al. 1997) are also dis-
played. Note that the figure shows the strongest average
rainfall rate among 73 adjacent pentads (5-day means)
occurring over a year. This is slightly different from the
index based on the wettest 5-day running mean per year
that is used elsewhere in the paper. We display the wet-
test pentad here because 5-day running means are not
available for the blended observational product. The
global mean accumulation per day during the wettest
pentad is higher in CGCM2 (20 mm day21) than in
HadCM3 (14 mm day21), which is the same in the Xie
et al. data and slightly less than the ERA value (16
mm day21). The spatial distribution of climatological
extreme precipitation differs between models, although
overall features are similar. The spatial pattern in
HadCM3 shows a more pronounced intertropical con-
vergence zone (ITCZ) and a smaller area of peak rainfall
over the far western equatorial Pacific than CGCM2.
The models also show marked differences in the location
of wet areas over Africa, South America, and the Indian
Ocean. Overall, both models simulate 5-day precipita-
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FIG. 4. (left) Difference between the projected change in the coldest night of the year (between the 1 3 CO2 and the 2 3 CO2 segments)
and the change in cold season mean of Tmin (DJF for NH; JJA for SH data). The change relative to the seasonal mean is shown only over land
and only where changes are significant at the 10% level. (right) As in left-hand side, except the difference between the change in the coldest
day of the year and the change in the cold season mean of Tmax. Positive differences indicate that extremes change more strongly than the
seasonal mean, yielding less severe cold extremes. Negative differences indicate a change toward more severe cold extremes. Units are 8C.
tion events reasonably well, with HadCM3 appearing
to agree a bit better with observational data over most
regions of the globe.
Figure 7 shows the pattern of change in zonal mean,
annual mean, and moderately extreme precipitation be-
tween the 1 3 CO2 and 2 3 CO2 segments in both
models. The zonal mean changes are quite similar over
the NH high latitudes, moderately similar over the NH
and SH extratropics, and differ most strongly over the
Tropics and parts of the subtropics. Note that while the
changes become uniformly positive and stronger for the
zonal average of moderately extreme compared to an-
nual mean rainfall, the pattern of change for both is
somewhat similar within a model. The similarity of the
change pattern and the tendency toward stronger and
more positive changes is also seen in indices of more
extreme events within each model (not shown).
Figure 8 displays the percent change (change between
global mean indices of mean and extreme rainfall, ex-
pressed as the percent of climatological global mean
indices) in the global mean at the time of CO2 doubling
for annual mean precipitation and a range of indices of
extremes that scan the tail of the distribution (the 30th
wettest day of the year, the 10th wettest day of the year,
the wettest day of the year, and the wettest day in 5 yr;
changes in the average of 30, etc., wettest days are sim-
ilar). We again see that simulated changes in extreme
precipitation are larger than in mean precipitation, as
has also been discussed in the literature (see, e.g., Meehl
et al. 2000; Semenov and Bengtsson 2002). Allen and
Ingram (2002) demonstrated a transition from moderate
changes in mean precipitation to increases of around
20% for very extreme precipitation for HadCM3, which
is close to changes following the Clausius–Clapeyron
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FIG. 5. 1 3 CO2 (solid) and 2 3 CO2 (dashed) distribution of (a) cold and (b) warm extreme max temperatures averaged over a box
containing central Europe (37.58–608N, 08–41.38E). The horizontal axis gives the average temperature of extremes; the vertical axis gives
the location of the 30th, 10th, 5th, and 1st most extreme days, and the most extreme day in 5 yr (logarithmic scale). Black (gray) lines show
extremes for CGCM2 (HadCM3). The dotted lines show where the tail would be at the time of CO2 doubling if changes were the same for
extremes as for the seasonal mean. The arrows indicate the direction of the change. Units are 8C.
relation. This increasingly strong change for the rarer
precipitation extremes is qualitatively confirmed by
changes in the indices for mean and extreme climate in
the present paper for both models (Fig. 7), with peak
global changes of 6.1% (CGCM2) and 9.5% (HadCM3)
at the time of CO2 doubling (and 13% at the time of
tripling in CGCM2; not shown). Land-only changes
(thin lines in Fig. 8) are somewhat reduced compared
to global mean changes in CGCM2 (indicating that the
heaviest increases in extreme rainfall occur over ocean);
there is a weak opposite tendency in HadCM3.
While changes in the global means of the precipitation
indices in the two models are comparable, the spatial
patterns of change (fingerprints) are quite model de-
pendent. This can be seen by comparing the left- and
right-hand panels in the upper two rows of Fig. 9; they
display the spatial patterns of anthropogenic climate
change in annual mean and annual extreme precipita-
tion. Table 3 lists spatial correlations between the cli-
mate change patterns for the various indices. Note that
the changes displayed in Fig. 9 are expressed as a per-
cent change at each grid point relative to the corre-
sponding climatological 1 3 CO2 value. Changes are
plotted only where they are significant at the 10% level
according to a Mann–Whitney test.
The bottom row of Fig. 9 shows a spatially smoothed
version of the mean pattern of precipitation change av-
eraged across the two models. Smoothing is performed
by applying a five-point spatial filter twice, where the
filter assigns a weight of 1/3 to the central point and
1/6 to its four nearest neighbors. The spatial smoothing
is used to focus attention on the larger-scale features of
climate change. The two-model average is plotted only
where the smoothed changes are consistent between the
models (i.e., where a Mann–Whitney test does not find
significant differences at the 10% level between the sim-
ulated changes). These panels therefore indicate the land
areas that are relevant for detection between models.
Figure 9 shows that there is greater similarity between
the spatial patterns of annual rainfall change in the high
latitudes than in the mid-to-low latitudes and that the
patterns of change are quite different over parts of the
subtropics and Tropics. As a result, the correlation be-
tween the patterns is modest (Table 3). Some of the
most pronounced changes in annual rainfall do not agree
between the models. Note, for example, that precipi-
tation decreases strongly over the Amazon basin and
southwestern and northwestern Africa in HadCM3,
while CGCM2 simulates more moderate changes in
these regions. In contrast, CGCM2 shows a precipitation
decrease over Southeast Asia and the Atlantic United
States, which is not supported by HadCM3.
The difference between the climate change pattern of
annual mean precipitation and the wettest day of the
year is significant over most areas of the globe in both
models (not shown) and further confirms the general
widening of the tail of the precipitation distribution un-
der climate change conditions that was demonstrated in
Fig. 8. Correlations between annual mean and extreme
climate change patterns are moderately high within a
model (Table 3) but quite low between models. Cor-
relations between models are largest for moderately ex-
treme rainfall (peaking at the average of the 10 or 5
wettest days per year). Despite these low correlations,
a larger fraction of model grid points shows consistent
changes between the models for annual extreme (59%)
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FIG. 6. Spatial pattern of the mean precipitation rate of the climatologically wettest pentad (nonoverlapping 5-day period) of the year.
(left) Results from the climate models for the 1 3 CO2 segment. (right) Results from the Xie et al. (2003) blended dataset (top, 1979–98;
blanks indicate missing data) and ERA-15 (bottom, 1979–93). Units are mm day21.
than for annual mean rainfall (41%); most of these
changes indicate heavier extreme rainfall. In the next
section, we will explore whether this indication for
greater similarity between changes in extreme precipi-
tation helps in detecting climate change between mod-
els.
4. Detectability of changes
a. Perfect and imperfect model studies
Climate change detection and attribution studies gen-
erally rely on sophisticated multiple regression methods
(see Mitchell et al. 2001). These methods aim to esti-
mate the amplitude of one or several model-simulated
signals of climate change in observations (see, e.g., Has-
selmann 1979, 1997; Allen and Tett 1999). We restrict
ourselves to the detection of a single anthropogenic sig-
nal in this study. We use the spatial pattern of climate
change between the 1 3 CO2 and 2 3 CO2 segments
(each averaged over all 20 yr and at least two ensemble
members) as the fingerprint representing the spatial pat-
tern of the expected climate change signal.
The general regression equation for the detection of
this climate change signal g (written as a vector over
all grid points x) in observations X is given by
X 5 ag 1 u. (1)
If all forcings have been accounted for in the signal g
then the residual vector u should contain only noise that
reflects internally generated climate variability, as op-
posed to the forced climate response that we aim to
detect.
A perfect model study assesses the detectability of a
signal g in a ‘‘data’’ vector X of ‘‘model observations’’
that is obtained from a model simulation in order to
estimate how detectable g might be in the real world at
1 OCTOBER 2004 3693H E G E R L E T A L .
FIG. 7. Zonal mean precipitation change (land and ocean) for
HadCM3 (solid) and CGCM2 (dashed). Annual mean changes are
shown in black, and changes in the mean of the 10 wettest days of
the year are shown in gray. Changes in other indices of extremes are
qualitatively similar, with changes in extremes becoming overall pos-
itive and stronger for indices of increasingly rare events. Units are
mm day21.
FIG. 8. Global mean precipitation change for HadCM3 (solid) and
CGCM2 (dashed) between the 1 3 CO2 and 2 3 CO2 segments for
the annual mean (ann), and the 30th, 10th, 5th, and 1st wettest day
of the year (1ex) and the wettest day in 5 yrs (1/5yr). Values for land
only are shown as thin lines. The changes are expressed as the global
(or land only) mean of the precipitation change divided by the cli-
matological global (or land only) mean precipitation for each index.
Units are %.
some point in the future. We use model observations
that are obtained by calculating the difference between
the 1 3 CO2 and 2 3 CO2 segments of a single model
simulation. This corresponds to the way in which a data
vector X might be obtained in the real world because
nature will also provide only a single realization of the
climate change between two epochs. The fingerprint g
is obtained from the two remaining simulations, which
ensures that the noise in the fingerprint is statistically
independent of the model observations. Unavoidably,
the resulting fingerprint will be somewhat influenced by
internal climate variability. However, the large-scale
features of the fingerprints are robust across the three
fingerprints that can be obtained from a given ensemble
of three climate model simulations. We also apply the
detection method to the spatial pattern of the trends
‘‘observed’’ during the 1 3 CO2 and 2 3 CO2 segments
to determine if and when climate change should be de-
tectable over shorter time spans. In this case, the model
observations are the trend patterns in the individual sim-
ulations. However, the same fingerprints were used as
in the main detectability study, since those fingerprints
should be less influenced by noise than fingerprints de-
rived from 20-yr trends.
Once a signal has been estimated by calculating a
fingerprint, as discussed above, its presence or absence
in the observations is evaluated by estimating the scal-
ing factor a that appears in (1). The signal is detected
if this estimate is found to be significantly greater than
unity. The scaling factor is estimated from the obser-
vations by calculating
T Taˆ 5 (g X)/(g g), (2)
where the quantity in parentheses denotes a scalar prod-
uct computed relative to a kernel matrix (discussed be-
low). The best (least noise influenced) estimate aˆ is
obtained when the inverse noise covariance is used as
the kernel in scalar product (2), thereby replacing g with
the so-called ‘‘optimal’’ fingerprint (Hasselmann 1979,
1997; Allen and Tett 1999). However, a large sample
of natural variability is needed to estimate the noise
covariance. Obtaining such a large sample of daily data
from control simulations was not feasible at the time of
writing, and thus we apply only the standard regression
approach that uses the identity matrix as the kernel in
the scalar product. Use of the optimal fingerprint would
increase the signal-to-noise ratio, although uncertainties
in our knowledge of signal and noise, and data limi-
tations, often limit the gain (Hegerl et al. 2000).
Prior to the analysis, all data are smoothed by twice
applying the five-point spatial filter described above.
The smoothing ensures that the spatial patterns are cor-
related over regions larger than 108 3 108 and thus
ensure that the analysis focuses on broad spatial scales.
Small spatial scales do generally not show realistic var-
iability in coupled climate models (see Allen and Tett
1999). Because precipitation extremes tend to vary on
small spatial scales, for example, due to orography, we
again express changes in percent of climatological mean
and extreme precipitation. This makes changes more
comparable between climatologically different regions.
Spatial patterns of percent changes appear organized and
show large-scale features (Fig. 9).
The amplitude estimate aˆ [(2)] is subject to uncer-
tainty due to climate noise, and therefore climate change
is only considered to be detected if the estimated aˆ is
significantly larger than zero. The usual approach for
estimating the uncertainty of aˆ that is due to climate
noise is to repeatedly apply the detection technique to
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FIG. 9. Change in (left) annual mean precipitation and (right) the wettest day of the year in (top) CGCM2 and (middle) HadCM3 at the
time of CO2 doubling. Changes are expressed as percent of the present-day climatological value; the scale ranges from 230% to 130%.
Changes are only plotted where they are significant at the 10% level. (bottom) The average of climate change patterns from both models
where the large-scale (smoothed) changes are consistent between the models.
independent samples of internal variability from long
control simulations. However, daily data from the
CGCM2 and HadCM3 control simulations were not
available at the time of writing, and thus we use the
variability within ensembles to estimate internal climate
variability.
The quantity of interest in this case is the internal
variability of the difference between well-separated 20-
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TABLE 3. Spatial correlations between precipitation change patterns for the different indices (annual mean; average of 30, 10, 5, and 1
wettest day of the year; and the precipitation rate for the 5 wettest consecutive days of the year). The first four rows give correlations
between the annual mean and extreme climate change patterns for both models using all land grid points and only land grid points where
changes are significant. The bottom two rows give correlations between climate change patterns for the same index in the two models. In
all cases, the spatial mean is included.
Ann 30 wettest 10 wettest 5 wettest 1 wettest 5-day rate
CGCM2
HadCM3
CGCM2 vs HadCM3
Ann vs extremes
Significant grid points
Ann vs extremes
Significant grid points
All land grid points
Significant grid points
1
1
1
1
0.27
0.43
0.96
0.98
0.89
0.94
0.28
0.45
0.88
0.95
0.78
0.90
0.29
0.45
0.83
0.92
0.72
0.87
0.28
0.46
0.74
0.84
0.59
0.80
0.21
0.41
0.75
0.90
0.74
0.91
0.21
0.39
yr means. In the case of CGCM2, this variability was
estimated as follows: First, for each segment (1 3 CO2,
2 3 CO2, or 3 3 CO2), we computed a time average
for each ensemble member and subtracted the ensemble
mean time average to produce a sample of three anom-
alies. Variability amongst these is due to internal vari-
ability. We next computed the difference between anom-
alies for the 2 3 CO2 and 1 3 CO2 segments, both for
anomalies within a given climate simulation and for
anomalies in different simulations. The latter is justified
because we do not expect statistical dependence either
within or between ensemble members on time scales of
the approximately 40 yr that separate the segments. This
differencing produced a sample of nine anomaly dif-
ferences. Similarly, nine anomaly differences were ob-
tained from the 3 3 CO2 and 2 3 CO2 segments. The
resulting sample of 18 differences was used to estimate
the internal variability of the difference in time averages
between segments. The variance estimate that was ob-
tained was inflated by a factor of 3/2 to account for the
dependence between anomalies that is caused by sub-
tracting the ensemble means. For this same reason, the
variance estimate was assumed to contain only 6 degrees
of freedom (2 for each segment). A similar procedure
was used to obtain an estimate of the HadCM3 vari-
ability, this time using differences between the 2 3 CO2
and 1959–79 segments, 2 3 CO2 and 1 3 CO2 seg-
ments, and the 2 3 CO2 and 1978–98 segments. The
variance obtained from the resulting 27 anomaly dif-
ferences was again scaled by a factor of 3/2. Despite
being based on a larger number of differences, this var-
iance estimate was again assumed to contain only 6
degrees of freedom because of the overlap, and prox-
imity, in time of the 1959–79, 1 3 CO2, and 1978–98
segments.
We do not expect that changes in our indices of ex-
tremes will be Gaussian at the gridpoint level at indi-
vidual points in time. However, the vector products used
in (1) and (2) can be thought of as weighted averages
taken over a large number of grid points. We assume
that this averaging leads to a distribution of aˆ that is
close to Gaussian due to the central limit theorem. Un-
fortunately, we do not have enough samples of vari-
ability to rigorously test this assumption.
With this assumption, the 5%–95% uncertainty band
for a is given by
1/2 1/2ˆ ˆ(aˆ 2 t V , aˆ 1 t V ),6,0.95 aˆ 6,0.95 aˆ (3)
where Vˆ aˆ is the variance of aˆ [(2)], estimated by using
samples of climate variability instead of model obser-
vations X, and t6,0.95 5 1.94 is the 95th percentile of
the Student’s t distribution with 6 degrees of freedom.
The null hypothesis that a is zero or negative can be
rejected at the 5% significance level (i.e., detection of
the signal at that significance level) when interval (3)
contains only positive amplitude estimates.
We estimate the signal-to-noise ratio with
| aˆ |
ˆR 5 , (4)
1/2ˆV aˆ
where is the average of the three estimates of a thataˆ
are obtained by using each of three ensemble members
as model observations in turn. If we assume that internal
variations in the three ensemble members are indepen-
dent of each other, then
E(aˆ) 5 a, V(aˆ) 5 V /3, andaˆ
2
2E(aˆ ) 5 a 1 V /3, (5)aˆ
where E denotes the expectation. Assuming that aˆ is an
unbiased estimator of a, the theoretical signal-to-noise
ratio R is then given by
2 2
2a E(aˆ ) 2 V /3 E(aˆ ) 1aˆ2R 5 5 5 2 . (6)
V V V 3
ˆ ˆ ˆa a a
Equation (4) therefore provides a slightly positively bi-
ased estimate of the signal-to-noise ratio. However, (6)
is impractical to use because it can produce negative
estimates of R2.
The uncertainty of estimate (4) that results from the
limited sample that is available for estimating natural
variability is difficult to determine using standard the-
oretical arguments because Rˆ 2 has a noncentral distri-
bution (we do not expect the mean of 2 to be zero)aˆ
and because and Vˆ aˆ are not statistically independent.aˆ
It is also not possible to assess this uncertainty with a
bootstrapping (resampling) approach because the avail-
able ensemble sizes are so small. However, the resulting
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FIG. 10. Result of a model detection study for changes in seasonal
mean and warm extremes of daily minimum temperature. (a) The
estimated scaling factor a (asterisk) for (left) boreal summer tem-
perature and (right) the warmest night of the year. The three reali-
zations of aˆ originate from the use of different members of the
CGCM2 ensemble simulations to represent observed climate change.
The bars labeled CC f indicate perfect model results (i.e., using
CGCM2 fingerprints, thick bars), while those labeled Had f indicate
imperfect model results (i.e., using HadCM3 fingerprints, thin bars).
The vertical bars give the 5%–95% uncertainty range for each esti-
mate of aˆ (black bars using CGCM2 noise; gray bars using HadCM3
noise). (b) The resulting signal-to-noise ratios for the transition from
seasonal mean (JJA) to extremes (average of the 30, 10, 5, and 1
warmest night of the year denoted by 30ex, 10ex, 5ex, and 1ex). The
solid black line shows the results of the perfect model study; the
dashed line shows results of the imperfect model study using fin-
gerprints from HadCM3, and noise is based on CGCM2. The thin
dotted lines give the signal-to-noise ratio for trends from over 20 yr
at the present and the time of CO2 doubling (using CGCM2 only).
Changes that exceed the solid thin line should be detectable at the
5% (one sided) significance level.
signal-to-noise estimates proved to be robust to chang-
ing the sampling strategy (i.e., using only anomalies
within individual climate simulations in the variance
calculation). Also, results with the completely indepen-
dent samples from CGCM1 were quite similar. There-
fore, we believe that the resulting signal-to-noise ratios
give some indication of which indices of extremes are
more detectable within a model and between models.
b. Results from perfect and imperfect model studies
We now assess the detectability of the changes that
occur between the 1 3 CO2 and 2 3 CO2 segments in
a single ensemble member. This will help identify the
indices of mean and extreme climate that show a re-
sponse to anthropogenic forcing that is distinct from
internal climate variability. Such changes are potentially
better suited for the early detection of an anthropogenic
influence on climatic extremes. We investigate the de-
tectability of climate change in two ways. First, we use
a fingerprint and model observations from the same
model to explore detectability under ideal conditions
(no model error in the fingerprint pattern). Second, we
use fingerprints and model observations from different
models to obtain an assessment of the signal-to-noise
ratio that takes some account of model uncertainty.
For the perfect model assessment, we use the 1 3
CO2 to 2 3 CO2 change in one of the three available
ensemble members as model observations and base the
fingerprint on the mean change exhibited by the other
two ensemble members. For the imperfect model as-
sessment, we use the same ensemble member as model
observations, while basing the fingerprint on two of the
simulations from the other model (we use only two sim-
ulations to allow for similar contamination by internal
climate variability within and between models; results
are not very sensitive to this). Once model observations
and a fingerprint pattern have been determined, the am-
plitude of the fingerprint in the model observations is
determined by applying (2). This procedure is repeated
three times using each ensemble member in turn in lieu
of observations and using the remaining two ensemble
members to derive the fingerprint.
Figure 10 displays the resulting scaling estimates (re-
alizations of aˆ) and their associated 5%–95% uncer-
tainty bands for the Tmin fingerprints obtained from
CGCM2. These estimates should be close to a value of
1 within a model because the model should be able to
reproduce its own fingerprint with the correct amplitude.
Between models, the scaling factor will be influenced
by both differences in the magnitude and the pattern of
simulated climate change. Figure 10 shows that both
models simulate consistent amplitude estimates for bo-
real summer and that the CGCM2 data project with near-
unit amplitude onto the HadCM3 fingerprint for the
warmest night of the year. In both cases, the uncertainty
range is very small compared to the best estimate, yield-
ing very high signal-to-noise ratios.
The average amplitude estimate and the pooled var-
iance of the amplitudes derived from samples of internal
climate variability are then used to determine the esti-
mate of the signal-to-noise ratio [(4)] that is displayed
in Fig. 10b. As expected, the signal-to-noise ratios are
large, since we in effect use the pattern of climate
change that is projected to occur over 85 yr. The signal-
to-noise ratios decrease only slightly when the HadCM3
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fingerprint is used (dashed line), and they do not vary
strongly for the transition from minimum temperature
means to extremes. We also repeated the signal-to-noise
analysis by replacing the segment mean indices with
20-yr within-segment trends. The results, shown as dot-
ted lines in Fig. 10b, indicate that even the trends over
the 1 3 CO2 segment should be detectable within the
CGCM2 model. This is consistent with the marginal
detection of annual mean temperature trends over that
time period in observations (Hegerl et al. 1996). We
have also calculated the signal-to-noise ratio for changes
in warm minimum temperatures from HadCM3 data.
Results are similar; except that the peak signal-to-noise
ratio occurs for the summer average rather than for the
30 warmest nights of the year.
For both models, the results for seasonal mean and
extreme daily cold minimum and cold and warm max-
imum temperatures (not shown) are qualitatively similar
to the results shown in Fig. 10. Signal-to-noise ratios
generally peak at seasonal means or means over the 30
warmest or coldest days, and they decrease only slightly
for more extreme indices. This indicates that changes
in temperature extremes that occur on average once to
several times per year should be easily detectable well
before the time of CO2 doubling. In both models, signal-
to-noise ratios for warm Tmax and Tmin means and ex-
tremes are generally higher than for cold means and
extremes, although changes in cold extremes and sea-
sons tend to be larger. This is consistent with the greater
natural variability of surface air temperature in the cold
season. In all cases, the signal-to-noise ratios are very
similar for perfect and imperfect model studies. There
is some suggestion that changes in temperature extremes
might be detectable at the present time in 20-yr trends,
particularly in warm means and extremes. However, this
result tends to vary somewhat between the models and
the indices.
Climate variability generally influences the scaling
factors for precipitation more strongly than for temper-
ature, yielding lower signal-to-noise ratios (Fig. 11).
Note that when using the other model’s fingerprint, the
estimated scaling factors vary somewhat between cases
because the HadCM3 fingerprints need to be scaled
down to match CGCM2 data. Scaling factors are in
better agreement for the wettest day of the year than for
annual mean data. That is, the changes in each model
project more strongly onto the other model’s wettest day
signal than onto the corresponding annual mean signal.
This is consistent with the larger changes in extreme
precipitation (Fig. 8) and the larger areas of consistent
climate change between the models (Fig. 9).
The evolution of the signal-to-noise ratio as the in-
dices make the transition to more extreme aspects of
climate shows that anthropogenic change in precipita-
tion can be detected best within a model (perfect model
study) in averages of approximately the 10 or 5 wettest
days. Note, however, that the difference between signal-
to-noise ratios for the annual total and these moderately
extreme events is small and probably not robust. In both
models, detectability decreases somewhat as events be-
come more extreme. Results also indicate that trends in
precipitation over 20 yr are not detectable at present but
that they should be detectable at the time of CO2 dou-
bling. In contrast, the signal-to-noise ratios obtained
when using the other model’s fingerprint (dashed lines)
is lowest for annual mean changes and peaks relatively
sharply for extremes. In the case of CGCM2 model
observations, the peak signal-to-noise ratio when using
HadCM3 fingerprints occurs at the average of the five
wettest days. Similarly, the signal-to-noise ratio for the
CGCM2 fingerprints in HadCM3 model observations
occurs for the wettest day of each year. Using the other
model’s fingerprint results in signal-to-noise ratios that
exceed those obtained in the perfect model study. This
is due to a smaller projection of climate variability onto
the other model’s fingerprint (cf. smaller black dashed
than gray dashed uncertainty bars in the left column of
Fig. 11, and smaller gray solid than black solid bars).
We have analyzed the sensitivity of our results to
using changes in absolute rather than relative units and
to details of the analysis. In all cases, the main result
of a more robust detectability for intermediately extreme
precipitation has been confirmed.
These results suggest that early detection of an an-
thropogenic signal in moderately extreme precipitation
may be less sensitive to the choice of model than the
detection of such a signal in annual mean precipitation,
where the pattern of change is inconsistent between the
two models over a larger portion of grid points. It re-
mains to be investigated whether this effect carries over
when more models are used. However, an analysis with
older CGCM1 data (with independent samples of natural
variability) also showed this increased detectability for
extreme rainfall between models. Moreover, the ten-
dency toward overall increases in heavy precipitation
(as opposed to a pattern of increase and decrease as in
annual precipitation) has been also reported from cli-
mate change simulations with other models (cf. Meehl
et al. 2000; Semenov and Bengtsson 2002; WEH). This
suggests that our tentative conclusion that moderately
extreme precipitation events may be more robustly de-
tectable than annual mean precipitation may extend to
other models.
5. Discussion and conclusions
We find evidence that seasonal mean temperature
changes are significantly different from changes in tem-
perature extremes over large portions of the globe
(39%–66% of model grid points). A similar significant
difference was found between very moderate extremes
(change in the 30 most extreme days) and the most
extreme day of the year. This shows that it cannot be
assumed that seasonal mean values are sufficient to de-
scribe changes in extremes but that the tail of the dis-
tribution (and additionally, in high latitudes, the annual
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FIG. 11. As in Fig. 10, but for (left) the estimated scaling factors using model observations of precipitation changes from (a) CGCM2
and (b) HadCM3, from a perfect model study (solid uncertainy bars) and an imperfect model study (dashed bars). The left six pairs of
scaling factor estimates are based on annual mean rainfall, and the right six pairs are based on changes in the wettest day of the year. The
black bars are based on variability data from the same model as the model observations, and the gray bars are from the respective other
model. The right column shows the signal-to-noise ratio for the transition from ann to 1ex, and the average precipitation rate during the 5
wettest days of the year (5acc). Note that changes in the wettest 5 or 1 days of the year become more detectable when the other model’s
fingerprint is used. The dotted lines show the signal-to-noise ratio for trends from over 20 yr at the present (black) and at the time of CO 2
doubling (gray; perfect model case only), indicating that it is not expected that short trends in precipitation can be detected at the present
time but that they might become detectable in the future.
cycle) changes in both variables in a warmer world.
Temperature extremes moderate in some regions of the
globe and become more extreme in others relative to
the change in seasonal means. Changes in temperature
extremes appear robust and similar between models, al-
though the changes in the tail of the distribution are
model sensitive, particularly for warm extremes. Chang-
es in moderately extreme temperature should be rather
easily and robustly detectable.
For precipitation, the distribution generally becomes
wider, with greater increases in extreme precipitation
than in annual mean precipitation. Changes in annual
mean precipitation are very model sensitive, with small
correlations between model climate change patterns.
There is greater consistency between the models for
changes in annual extreme precipitation than mean pre-
cipitation for a larger fraction of model grid points (59%
rather than 41%). Signal-to-noise ratios in perfect model
studies decrease only slightly for changes in moderate-
to-strong extreme precipitation (more so for events that
occur once in 5 yr; not shown). However, in imperfect
model analyses, when the other model’s fingerprint is
used, signal-to-noise ratios for changes in extremes are
substantially greater (by a factor of 2–3) than those for
changes in the mean precipitation, indicating that mod-
erately extreme precipitation may be more suitable for
an early detection of climate change given the uncer-
tainty in fingerprints of climate change. This finding was
also confirmed with data from CGCM1 (not shown).
Although this result needs to be confirmed with data
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from more models, we believe that it is qualitatively
robust. The tendency toward overall increases in heavy
precipitation (as opposed to a pattern of increase and
decrease as in annual precipitation, which is more dif-
ficult to detect) has also been reported from climate
change simulations with other models.
Nonetheless, our results, particularly those for pre-
cipitation, should be interpreted cautiously. The finger-
prints used in this study were estimated by averaging
only two to three simulations over relatively short 20-
yr periods. This did not pose a serious problem in our
study of the detectability of changes in temperature be-
cause the response to anthropogenic forcing in temper-
ature at the time of CO2 doubling is robust. This is
reflected both by the estimates of signal-to-noise ratio
(Fig. 11b), in the small uncertainty of the estimates in
perfect model scaling factors (Fig. 11a), and the fact
that these scaling factors have values very close to 1.
On the other hand, perfect model scaling factors for the
precipitation signals remain uncertain, and tend to be
less than unity, at the time of CO2 doubling. This in-
dicates that the precipitation fingerprints are affected by
internal variability despite the fact that they represent a
mature climate change signal that has evolved over an
extended period of time. This suggests that care needs
to be taken to use fingerprints for the detection of pre-
cipitation changes that contain as small a contribution
from internal variability as possible.
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