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RESUMO
A comunicação verbal é essencial para a socialização, construção e compartilhamento
de conhecimento em uma sociedade. Pessoas que apresentam comprometimento de fala podem
apresentar dificuldades de interação e aprendizagem, convivência familiar, entre outras situações
que podem levar a problemas emocionais, sociais e cognitivos. Muitas vezes, essas pessoas
também apresentam comprometimento motor associado, o que dificulta ainda mais sua capacidade
de interagir com outras pessoas e com o ambiente em que estão inseridas. A Comunicação
Aumentativa e Alternativa (CAA) é uma área de pesquisa que envolve o uso de modos não orais
como complemento ou substituto da linguagem falada, aumentando a interação comunicativa de
indivíduos sem oralidade. A CAA suportada por sistemas de Visão Computacional (VC) pode
se beneficiar do reconhecimento dos movimentos funcionais restantes do usuário como uma
abordagem alternativa de design de interação. Nesta tese, é apresentada uma nova metodologia,
chamada MyPGI (Methodology to yield Personalized Gestural Interaction), construída para
guiar o projeto de sistemas de CAA para pessoas com dificuldades motora e de fala, usando
técnicas de VC e Aprendizado de Máquina para possibilitar interação gestual personalizada
e não-invasiva. Muitos dos trabalhos existentes na literatura concentram-se em situações e
características específicas, oferecendo pouca ou nenhuma flexibilidade para as pessoas com
deficiência e seus diferentes contextos de uso, exigindo, portanto, que as pessoas se adaptem ao
sistema em vez de adaptar o sistema às diferentes necessidades dos usuários. A metodologia
MyPGI foi empregada no desenvolvimento de um sistema de CAA, chamado PGCA (Personal
Gesture Communication Assistant), usando uma abordagem de baixo custo, em experimentos
conduzidos com voluntários, incluindo alunos com dificuldades motora e de fala. Os resultados
obtidos com os experimentos e também com entrevistas e avaliação de usabilidade conduzidas
com profissionais da área de educação especial indicam a viabilidade da metodologia proposta
e do sistema desenvolvido, além de agregar conhecimento sobre os desafios e necessidades
específicas do público-alvo. A principal contribuição científica desta tese é, portanto, a definição
da metodologia MyPGI, com o objetivo de promover maior autonomia para usuários de sistemas
computacionais que possuem dificuldade motora e de fala e para seus cuidadores. A contribuição
tecnológica desta tese se refere à produção de um sistema de CAA como uma forma de aplicação
da metodologia proposta.
Palavras-chave: Visão Computacional, Interação Humano-Computador, Comunicação Aumenta-
tiva e Alternativa, Tecnologia Assistiva, Aprendizado de Máquina
ABSTRACT
Verbal communication is essential for socialization, building and sharing knowledge in
society. People with speech impairment may experience difficulties in interaction and learning,
family life, among other situations that can lead to emotional, social, and cognitive problems.
Often, these people also have associated motor impairment, which further hinders their ability to
interact with other people and the environment in which they are inserted. Augmentative and
Alternative Communication (AAC) is a research area that involves the use of non-oral modes as
a complement or substitute for spoken language, increasing the communicative interaction of
individuals without orality. The AAC supported by Computer Vision (CV) systems can benefit
from the recognition of the user’s remaining functional movements as an alternative design
approach to interaction. In this thesis, a new methodology, named MyPGI (Methodology to yield
Personalized Gestural Interaction), is presented, built to guide the design of AAC systems for
people with motor and speech difficulties, using CV techniques and Machine Learning to enable
personalized and non-invasive gestural interaction. Many of the works in the literature focus on
specific situations and characteristics, offering little or no flexibility for people with disabilities
and their different contexts of use, thus requiring people to adapt to the system instead of adjusting
the system to different user needs. The MyPGI methodology was used in the development of an
AAC system, named PGCA (Personal Gesture Communication Assistant), employing a low-cost
approach, in experiments conducted with volunteers, including students with motor and speech
difficulties. The results obtained with the experiments and also with interviews and usability
evaluation conducted with professionals from the Special Education area indicate the feasibility
of the proposed methodology and the system developed, in addition to adding knowledge about
the specific challenges and needs of the target audience. The main scientific contribution of this
thesis is, therefore, the definition of the MyPGI methodology, to promote greater autonomy for
users of computer systems that have motor and speech difficulties and for their caregivers. The
technological contribution of this thesis refers to the production of an AAC system as a way of
applying the proposed methodology.
Keywords: Computer Vision, Human-Computer Interaction, Augmentative and Alternative
Communication, Assistive Technology, Machine learning
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1 INTRODUÇÃO
Este capítulo apresenta as considerações iniciais, definição do problema, motivação, os
objetivos, passos metodológicos e contribuições desta tese. No final do capítulo encontra-se a
organização da tese por meio de uma breve descrição dos demais capítulos.
1.1 CONSIDERAÇÕES INICIAIS
A linguagem oral é o meio mais usado para as pessoas se comunicarem, não obstante, a
comunicação entre pessoas pode ser bem mais abrangente. O ser humano possui recursos verbais
e não-verbais, que na interação interpessoal se misturam e se completam (SEESP, 2004). A
comunicação entre pessoas é complementada por vários elementos comunicativos (como estados
emocionais, gestos, expressões faciais) que permitem às pessoas se entenderem.
A comunicação é, portanto, essencial para a socialização (Turk, 2010). Quando há
dificuldades em oralizar o que se pretende comunicar, surgem problemas de interação, dificultando
a aprendizagem, a vida familiar, atividades sociais, práticas profissionais, entre outros, levando
a problemas emocionais, sociais e cognitivos (Garbin et al., 2008). Assim, são necessárias
alternativas para que os indivíduos com comprometimento de fala se comuniquem entre si e com
o mundo ao seu redor. Nesse contexto, a Tecnologia Assistiva (TA) (Ravneberg e Söderström,
2017) tem potencial para contribuir com soluções interativas e de baixo custo, por meio do
uso de recursos computacionais com a finalidade de proporcionar uma maior independência e
autonomia às pessoas que possuem algum tipo de deficiência.
A Comunicação Aumentativa e Alternativa (CAA) visa complementar ou substituir
a fala para compensar dificuldades de expressão usando sistemas de comunicação não-oral e
estratégias de intervenção (Gevarter et al., 2013). A prática de CAA mediada por aplicações
computacionais representa uma alternativa muito importante para seus usuários. As oportunidades
de aprendizagem são numerosas e, considerando a realidade de pessoas já conectadas via
smartphones e outros dispositivos móveis, criar meios para permitir o acesso de todos, em
qualquer lugar e a qualquer momento, pode ser compensador. À medida que os recursos da
CAA se tornam parte da vida diária das pessoas com o objetivo de trocas sociais eficientes,
esses recursos contribuem para desenvolver sua cognição e linguagem, bem como na inclusão de
pessoas com déficits cognitivos e comunicativos na escola e sociedade (Capovilla e Nunes, 2003).
O uso de computadores como ferramenta de comunicação é comum hoje em dia, porém
o uso de sistemas de computador por pessoas com dificuldades motoras é particularmente
desafiador (Ascari et al., 2020b). Muitas vezes, pessoas com deficiência de fala também
apresentam comprometimento motor associado, o que torna ainda mais difícil a interação
com o ambiente em que estão inseridas. Para pessoas que são parcialmente incapazes de
mover ou controlar seus membros e não podem confiar na comunicação verbal em função de
alguma deficiência, pode ser necessário o uso de tecnologias específicas, como as baseadas
em reconhecimento de gestos ou informações obtidas via interface cerebral, para viabilizar
a interação com sistemas computacionais de CAA (por exemplo, os sistemas desenvolvidos
por Tu et al. (2007) e Gomez-Donoso et al. (2016)). Uma interface capaz de interpretar os
movimentos voluntários limitados desses usuários pode permitir a sua comunicação com amigos,
parentes e provedores de cuidados, ou enviar comandos para um sistema por meio da Interação
Humano-Computador (IHC) (Montanini et al., 2015).
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Permitir que usuários com deficiências motoras e de fala acessem computadores,
utilizando-os como ferramenta educacional ou de treinamento, representa uma oportunidade
importante para que exerçam suas habilidades comunicativas, influenciando afetivamente,
emocionalmente e, consequentemente, contribuindo para sua formação e aprendizado (Ascari
et al., 2018a). A área de conhecimento da TA, por meio de recursos, serviços, estratégias
e práticas específicas, ajuda as pessoas com perdas funcionais advindas das deficiências ou
como resultado do processo de envelhecimento a serem incluídas socialmente e se tornarem ou
permanecerem independentes.
Existem muitos dispositivos de entrada e diferentes tecnologias que abrem novos
paradigmas na IHC e podem beneficiar pessoas com deficiências. Sistemas com base em
interação multimodal (ou seja, que tem a capacidade de se comunicar com um usuário por meio
de diferentes modos de comunicação) proporcionam melhor acessibilidade a seus usuários, uma
vez que uma interface multimodal pode ser utilizada por uma pessoa com deficiência por meio
dos recursos de interação que consegue manipular, além de tornar o sistema mais flexível e com
maior comodidade (Lalanne et al., 2009).
Hoje, praticamente todos os computadores comuns e mesmo os telefones celulares são
equipados com uma câmera, portanto, as interfaces de Visão Computacional (VC) (Chen, 2015)
podem ser facilmente disponibilizadas para todos nestes dispositivos. O acesso facilitado a
dispositivos com câmera deu origem a uma nova geração de recursos de TA que não envolvem
dispositivos eletromecânicos customizados e caros para acomodar necessidades especiais de
acesso, mas são baseados em software, permitindo a redução de custos e a disponibilidade
aprimorada de tecnologias, como previsto por Betke et al. (2002). Técnicas não-invasivas
baseadas em VC (obtidas via câmera) permitem que métodos de interação não convencionais
sejam considerados, incluindo o reconhecimento de movimentos das mãos, cabeça, rosto e
outras partes do corpo para execução de ações em sistemas computacionais (Marnik, 2014). O
reconhecimento de expressões faciais por meio de câmera também tem sido investigado, como na
ferramenta desenvolvida por Pradi (2016) voltada ao reconhecimento e produção de expressões
faciais por pessoas com Transtorno do Espectro Autista (TEA).
Por meio do reconhecimento de gestos, os seres humanos podem interagir diretamente
com máquinas sem a necessidade de outros dispositivos, como mouse ou teclado, como no sistema
proposto por Leite et al. (2017), que permite controlar aplicações CAVE (Cave Automatic Virtual
Environment) baseadas no reconhecimento estático de gestos manuais. Este tipo de interação
tem o potencial de considerar particularidades e limitações de cada usuário na realização de
movimentos, sendo considerado "natural", e até mesmo intuitivo, pois os humanos aprendem
a usar gestos desde a infância (Chen, 2013). Embora soluções em interação gestual tenham
se popularizado, a sua aplicação como apoio à CAA ainda necessita de experimentos para
avaliação de tecnologias e exemplos que demonstrem sua viabilidade técnica e que permitam
o desenvolvimento de soluções computacionais de baixo custo para atender a diversidade das
pessoas em suas capacidades e limitações físicas, cognitivas, sociais e econômicas (Ascari et al.,
2020b).
1.2 DEFINIÇÃO DO PROBLEMA
Pessoas que possuem deficiência motora associada a alguma dificuldade de fala de-
mandam meios alternativos para interagir com sistemas computacionais. Para essas pessoas, a
interação gestual pode ser uma maneira de viabilizar a interação com sistemas de CAA quando
a utilização de dispositivos tradicionais não é possível, oportunizando dessa forma todos os
benefícios associados.
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Muitas iniciativas já foram desenvolvidas empregando técnicas de VC para gerar recursos
de TA como modos alternativos de interação para pessoas com dificuldade motora. No entanto,
dentre os estudos existentes, percebe-se uma tendência em explorar o rastreamento de regiões
corporais específicas (Ascari et al., 2019, 2020a). Ou seja, muitos sistemas específicos têm
sido desenvolvidos, voltados exclusivamente ao rastreamento e deteção de gestos de mão, ou
movimentos de cabeça, ou expressões faciais, entre outros. Essas soluções são em geral mais
adaptadas, porém, pouco flexíveis, abrangendo um público alvo bastante específico. Observa-se
também na literatura uma predominância no uso de conjuntos de gestos predefinidos (Ascari
et al., 2019, 2020a), ou seja, o usuário precisa se adaptar aos gestos que o sistema é capaz de
reconhecer, e não o contrário. Sistemas que consideram movimentações feitas com diferentes
regiões corporais como um gesto válido para interação gestual podem estar mais próximos de
atender as demandas reais das pessoas com dificuldades motoras. Como as habilidades motoras
desses usuários podem ser muito particulares, a interação gestual para esse público-alvo deveria
idealmente explorar os movimentos que cada usuário é capaz de executar, independente da região
corporal utilizada.
Usuários com comprometimento motor podem apresentar posturas muito particulares e
movimentos involuntários que às vezes podem ser incontroláveis, além de fadiga de curto prazo
e diminuição (ou aumento) de capacidades motoras. Esses usuários podem se beneficiar do
uso de soluções com base em interação gestual, porém, estão sujeitos a alterações esporádicas
em suas capacidades motoras, o que pode implicar em modificações significativas na forma
como os movimentos são executados. Nesse sentido, um sistema que possibilite ao usuário e seu
cuidador personalizarem os gestos utilizados para interação, permitindo de forma facilitada a
alteração de gestos previamente configurados, substituição ou inclusão de novos gestos, pode ser
um importante passo para prover autonomia e poder de interação a essas pessoas.
Em se tratando de recursos de TA como um todo, algumas questões precisam ser melhor
exploradas. Rivera e DeSouza (2014) destacam problemas enfrentados pela TA e que ainda são
atuais:
p.14 "Em essência, o problema real dos recursos de Tecnologia Assistiva de
hoje, como em muitas outras áreas da engenharia, é que o fardo de se adaptar a
essas novas tecnologias ainda recai sobre o usuário. Somos constantemente
forçados a aprender um novo conceito, uma nova linguagem ou um novo jargão
para interagir com um novo software ou dispositivo, e essa imposição deve
ser ainda menos aceitável quando aplicada a pessoas com deficiências. Além
disso, à medida que a doença progride, o uso de qualquer interface específica
pode tornar-se cada vez mais difícil devido à perda do controle motor de um
músculo ou de um membro inteiro. Eventualmente, o usuário será forçado a
aprender como usar uma nova interface, levando a tempo de inatividade, perda
de independência e todos os efeitos psicológicos associados. É hora de mudar
essa imagem: tempo para criar dispositivos de Tecnologia Assistiva que exijam
menos intrusões e menos eletrodos; dispositivos que forneçam vários modos de
interação ao mesmo tempo, para que o usuário possa alternar de um modo para
outro em caso de fadiga de curto prazo e/ou perda de músculos específicos em
longo prazo; e, finalmente, dispositivos que podem se adaptar perfeitamente à
intenção do usuário — entender e antecipar essas intenções, em vez de obrigar
o entendimento e a adaptação ao dispositivo."(Rivera e DeSouza, 2014) —
traduzido pela autora.
24
Com o objetivo de gerar soluções computacionais que levem em consideração as
características de pessoas com dificuldades motora e de fala, e buscando minimizar os problemas
apontados por Rivera e DeSouza (2014), esta tese propõe uma metodologia voltada para guiar
o projeto de sistemas de CAA para usuários com dificuldades motora e de fala, fazendo uso
de técnicas de VC e Aprendizado de Máquina (Alpaydin, 2020) para viabilizar a interação
gestual personalizada e não-invasiva. A interação personalizada é proposta com o objetivo de
dar condições para que o usuário com o apoio de seu cuidador tenha autonomia para gerar (e
atualizar sempre que necessário) um conjunto de gestos próprios que será utilizado para treinar
um sistema computacional de CAA, com base em interação gestual. O usuário e seu cuidador
poderão, portanto, criar uma linguagem de sinais personalizada, com propósitos de comunicação,
levando em consideração as capacidades e limitações do usuário na realização de movimentos e
também a experiência do cuidador na interpretação desses movimentos.
1.3 MOTIVAÇÃO
Muitas pessoas que sofrem com algum tipo de deficiência precisam de assistência para
participar da vida social e econômica, e esse apoio geralmente vem de familiares, cuidadores
e/ou soluções tecnológicas que facilitam a interação com o ambiente em que estão inseridos por
meio da IHC (Kbar et al., 2017). Embora o desenvolvimento de recursos de TA e de sistemas
computacionais interativos tenha avançado nos últimos anos, a acessibilidade na Computação
ainda é um desafio, pois algumas modalidades de interação ainda são bastante restritivas para
alguns usuários, como os usuários com deficiência física.
A deficiência física pode ser definida como "uma variedade de condições não sensoriais
que afetam o indivíduo em termos de mobilidade, coordenação motora geral ou de fala, como
decorrência de lesões neurológicas, neuromusculares e ortopédicas, ou ainda, de malformação"
(Brasil, 1999). O aparelho locomotor compreende o sistema osteoarticular, o sistema muscular e
o sistema nervoso. Doenças ou lesões que afetam quaisquer desses sistemas, isoladamente ou em
conjunto, podem produzir quadros de limitações físicas de grau e gravidade variáveis, segundo
os segmentos corporais afetados e o tipo de lesão ocorrida (Alves et al., 2006). Dentre diversas
potencialidades, ferramentas computacionais podem apoiar, ou tornar possível, a comunicação
de pessoas com seu meio social, especialmente aquelas com dificuldades e limitações originadas
de alguma deficiência.
A Convenção sobre os Direitos das Pessoas com Deficiência, adotada pela Assembleia
Geral das Nações Unidas, apresenta a acessibilidade às tecnologias de informação e comunicação
como parte integrante dos direitos de acessibilidade, em paridade com a acessibilidade ao meio
físico e ao transporte (Narasimhan, 2010). Essa noção de acessibilidade implica que tanto o
hardware quanto o software, incluindo a interface humana, precisam ser acessíveis (Narasimhan,
2010). Uma possível perspectiva para o conceito de acessibilidade está fortemente relacionada à
ideia de design universal (Steinfeld e Maisel, 2012), que se refere a tornar as coisas tão acessíveis
quanto possível para um grupo de pessoas na sua maior extensão possível.
Acesso participativo e universal do cidadão brasileiro ao conhecimento constava dos
Grandes Desafios da Pesquisa em Computação no Brasil 2006-2016 (Carvalho et al., 2006). A
partir desse desafio, a acessibilidade e inclusão digital foram listadas também como parte dos
Grandes Desafios de Pesquisa para a Interação Humano-Computador no Brasil (Baranauskas
et al., 2015). O desenvolvimento de sistemas e interfaces para TA requer muito cuidado do ponto
de vista da interação das pessoas com esses sistemas. O que funcionaria para uma população em
geral não pode ser assumido para alguns grupos de usuários pretendidos (Munteanu et al., 2016).
Selecionar um recurso de TA requer maximizar o fluxo de informações e minimizar o esforço
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(físico, mental e emocional) para usá-lo (Abascal, 2008), sendo particularmente importante
considerar as perspectivas dos usuários e seus cuidadores para se adotar (ou desenvolver) algo
que funcione e faça sentido para as pessoas envolvidas no contexto de uso da solução.
Problemas de usabilidade e acessibilidade tornam-se críticos em TA — que visa
justamente reduzir barreiras e promover a autonomia das pessoas em suas mais diferentes
tarefas (Ascari et al., 2018b). Não há como um recurso de TA alcançar seu propósito se ele
mesmo introduz barreiras que dificultam o seu uso. Problemas de usabilidade e acessibilidade
no projeto de recursos de TA têm sido causados muitas vezes por negligência no processo
de desenvolvimento, participação de profissionais sem noções básicas de qualidade em IHC,
baixo orçamento para os projetos, erro de cronograma e o emprego de abordagens centradas no
desenvolvimento do aparato técnico. Muitas vezes soluções são desenvolvidas negligenciando as
habilidades e a experiência que se precisa promover para as partes interessadas, as quais deveriam
ser centrais.
Com o objetivo de contribuir com a pesquisa voltada ao desenvolvimento de soluções
para TA, nesta tese são identificadas duas perguntas de pesquisa a serem respondidas:
• É possível criar uma metodologia generalizável para o projeto de sistemas de CAA com
base em interação gestual personalizada?
• Por intermédio de experimentos e utilizando-se da metodologia proposta, é possível
auxiliar pessoas com comprometimento motor e de fala a se comunicarem por meio de
TA baseada em interação gestual personalizada?
1.4 OBJETIVOS
O objetivo geral desta tese é desenvolver uma metodologia baseada em técnicas de
VC e Aprendizado de Máquina para guiar o desenvolvimento de sistemas de CAA usando
interação gestual personalizada. Com base em uma metodologia aplicável no desenvolvimento
de soluções com diferentes requisitos de interação gestual, espera-se prover direcionamentos para
desenvolvedores de software contribuírem na promoção de autonomia aos usuários de sistemas
computacionais de CAA, aprimorando suas capacidades comunicativas.
Como objetivos específicos destacam-se:
• Desenvolver metodologia baseada em VC e Aprendizado de Máquina para guiar o
projeto de sistemas de CAA usando interação gestual personalizada;
• Empregar os pressupostos da metodologia criada no desenvolvimento de um sistema
computacional de CAA, usando abordagem de baixo custo;
• Aplicar técnicas viáveis para combinação de diferentes modalidades de entrada (como
gestos, expressão facial) e saída (por exemplo síntese de voz, sugestão visual) associados
à metodologia criada para viabilizar a IHC multimodal;
• Avaliar o uso da metodologia por meio do sistema desenvolvido, aplicado a diferentes
grupos de usuário (com e sem dificuldades motora e de fala) por meio de experimentos
e metodologias de avaliação de IHC;
• Verificar a viabilidade da interação gestual personalizada, criada pelo usuário e seu
cuidador, e se essa forma de interação contribui para a CAA desses usuários.
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1.5 PASSOS METODOLÓGICOS
Com o objetivo de verificar a viabilidade da metodologia proposta e também analisar os
seus resultados, esta tese trilhou os seguintes passos metodológicos:
• Criação de um panorama da literatura sobre estudos focados no desenvolvimento ou
descrição de sistemas computacionais de CAA e também no desenvolvimento de meios
alternativos de interação para pessoas com deficiência motora empregando técnicas de
VC;
• Levantamento de instituições coparticipantes, incluindo instituições de ensino do
município de Pato Branco/PR frequentadas por alunos com deficiência motora e de fala;
• Submissão de projeto para avaliação do Comitê de Ética em Pesquisa com Seres
Humanos do Setor de Ciências da Saúde da Universidade Federal do Paraná (UFPR);
• Entendimento dos aspectos elementares sobre a rotina de alunos com deficiência motora
e de fala em seu ambiente escolar;
• Estruturação de uma metodologia baseada em VC e Aprendizado de Máquina para guiar
o projeto de sistemas de CAA usando interação gestual personalizada;
• Com base na metodologia proposta, construção de um sistema computacional de CAA;
• Avaliação do artefato tecnológico desenvolvido, aplicado a diferentes grupos de usuário
(com e sem dificuldades motora e de fala) por meio de experimentos e metodologias de
avaliação de IHC;
O processo de construção do sistema desenvolvido a partir da metodologia proposta
seguiu uma abordagem de design orientada a experimentos. Seguiu-se um procedimento iterativo
a partir de insights experimentais obtidos em cada etapa de avaliação para aprimoramento ou
extensão do sistema e da metodologia nas etapas subsequentes. A Figura 1.1 apresenta as
etapas de avaliação realizadas, destacando os conjuntos de dados utilizados e o objetivo de cada
etapa. Foi utilizada a notação BPMN (Business Process Modeling Notation), que é uma notação
gráfica para modelagem de processos de negócios (Eroshkin et al., 2017), dividindo em raias
os responsáveis ou atores participantes de cada experimento. Os fluxos de trabalho indicam a
ordem de execução dos experimentos.
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Figura 1.1: Experimentos conduzidos com o objetivo de avaliar o sistema PGCA e a viabilidade da metodologia
MyPGI. Foi utilizada a notação BPMN, dividindo em raias os responsáveis ou atores participantes de cada
experimento. Os fluxos de trabalham indicam a ordem de execução dos experimentos.
1.6 CONTRIBUIÇÕES
A principal contribuição científica desta tese é a definição de uma metodologia que
visa guiar o projeto de sistemas de CAA usando interação gestual personalizada, promovendo
maior autonomia para usuários de sistemas computacionais que possuem dificuldade motora
e de fala e também para seus cuidadores. A efetividade dessa inovação foi avaliada por meio
de experimentos com um sistema computacional de CAA desenvolvido especialmente com
este propósito, possibilitando que as perguntas de pesquisa desta tese fossem respondidas. A
contribuição tecnológica desta tese se refere à produção de um sistema de CAA como uma forma
de aplicação da metodologia proposta.
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Os esforços empregados deram origem aos seguintes resultados:
• Uma metodologia baseada em Visão Computacional e Aprendizado de Máquina,
chamada MyPGI (Methodology to yield Personalized Gestural Interaction), construída
para guiar o projeto de sistemas de CAA usando interação gestual personalizada1,2.
• Um sistema computacional de CAA, chamado PGCA (Personal Gesture Communication
Assistant), desenvolvido seguindo os pressupostos da metodologia MyPGI, incluindo
uma abordagem baseada em jogo interativo por gestos3.
• Descrição do efeito do emprego da metodologia MyPGI a partir do uso do sistema
PGCA por voluntários, incluindo alunos com dificuldades motora e de fala3,4.
• Um registro de software de cotitularidade entre UFPR e UTFPR, certificado no INPI
(BR512020000890-9).
1.7 ORGANIZAÇÃO DA TESE
Esta tese é composta por capítulos, organizados como descrito a seguir.
Capítulo 2 — Fundamentos Teóricos — abrange temas e conceitos relacionados a esta
tese. A CAA e IHC são apresentadas. Por fim, são apresentadas VC e Aprendizado de Máquina
juntamente com as principais técnicas utilizadas para reconhecimento de gestos.
Capítulo 3 — Estado da Arte — apresenta uma revisão dos trabalhos na literatura
relacionados a esta tese. São apresentados os principais trabalhos focados em CAA com base em
TA. E também, trabalhos que apresentam soluções para IHC baseada em VC e sua aplicação em
recursos de TA, dando ênfase aos trabalhos voltados a pessoas que possuem dificuldades motora
e de fala.
Capítulo 4 — Metodologia MyPGI — apresenta a metodologia MyPGI, desenvolvida
para apoiar o projeto de sistemas de CAA usando interação gestual personalizada. Este capítulo
descreve a estrutura da metodologia, pressupostos, possíveis cenários de aplicação e um exemplo
de implementação da metodologia (sistema PGCA). Também é apresentado um breve resumo
das etapas executadas para avaliação da metodologia.
Capítulo 5 — Resultados — apresenta os resultados obtidos a partir de diferentes
experimentos conduzidos com o objetivo de avaliar a proposta desta tese. Também são
apresentados resultados de entrevistas e avaliação de usabilidade conduzidas com profissionais
da área de educação especial, e avaliação da metodologia em outro contexto.
Capítulo 6 — Conclusão — apresenta a discussão dos resultados obtidos, traba-
lhos futuros e publicações geradas a partir desta tese de doutorado, seguidas das referências
bibliográficas.
1Ascari, R. E. O. S., Pereira, R. e Silva, L. 2018. Towards a Methodology to Support Augmentative and
Alternative Communication by means of Personalized Gestural Interaction. In Proceedings of the 17th Brazilian
Symposium on Human Factors in Computing Systems (IHC 2018). ACM, 38, 1-12. Belém/PA, Brasil.
2Ascari, R. E. O. S., Pereira, R. e Silva, L. 2020. Computer vision-based methodology to improve interaction for
people with motor and speech impairment (Aceito para publicação). ACM Transactions on Accessible Computing
(ACM TACCESS). ACM, 1-33.
3Ascari, R. E. O. S., Silva, L. e Pereira, R. 2019. Personalized Interactive Gesture Recognition Assistive
Technology. In Proceedings of the 18th Brazilian Symposium on Human Factors in Computing Systems (IHC 2019).
ACM, 38, 1-12. Vitória/ES, Brasil.
4Ascari, R. E. O. S., Silva, L. e Pereira, R. 2020. Personalized gestural interaction applied in a gesture interactive
game-based approach for disabled people. In Proceedings of the 25th International Conference on Intelligent User
Interfaces (IUI 2020). ACM, 1-12. Cagliari, Itália.
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2 FUNDAMENTOS TEÓRICOS
Este capítulo apresenta conceitos básicos ou fundamentais para o entendimento da
abrangência desta tese. São apresentados conceitos relacionados a CAA, IHC, VC, e Aprendizado
de Máquina com o objetivo de destacar as possibilidades de aplicação deles no contexto desta
tese, assim como destacar tópicos específicos e atuais na pesquisa envolvendo essas áreas de
conhecimento. Neste contexto, a IHC está inerentemente relacionada à TA, aplicada nesta tese
com o objetivo de fornecer recursos para melhorar ou viabilizar a comunicação de pessoas
com comprometimento motor e de fala. Para isso, técnicas de VC e Aprendizado de Máquina
são empregadas, pois podem efetivamente permitir a interação personalizada e não-invasiva,
viabilizando a comunicação por meio de sistemas computacionais de CAA.
2.1 COMUNICAÇÃO AUMENTATIVA E ALTERNATIVA
O termo Comunicação Aumentativa e Alternativa foi traduzido do inglês Augmentative
and Alternative Communication. Além do termo resumido "Comunicação Alternativa", no Brasil
também são utilizadas as terminologias "Comunicação Ampliada e Alternativa" e "Comunicação
Suplementar e Alternativa" (Sartoretto e Bersch, 2014). CAA refere-se a todas as formas de
comunicação que possam complementar ou substituir a fala. A CAA cobre necessidades de
recepção, compreensão e expressão verbal, aumentando a interação comunicativa dos indivíduos
sem oralidade (Von Tetzchner e Jensen, 1996).
Sistemas de Comunicação "Aumentativa" suplementam a linguagem oral quando não é
possível a um indivíduo se comunicar eficazmente com outras pessoas e com o ambiente em que
está inserido (como um meio de comunicação para complementar ou compensar deficiências de
fala, mas sem substituí-la totalmente). Já os sistemas de Comunicação "Alternativa" substituem
a linguagem oral de um indivíduo quando ela não pode ser entendida ou é perdida (como um
meio de comunicação que difere da fala, substituindo-a). Ambos os tipos de sistema podem
ser utilizados por pessoas com problemas de comunicação na interação com outras pessoas,
expressando suas opiniões, sentimentos e tomando decisões pessoais para liderar e controlar suas
vidas (Sanz et al., 2013).
Muitas pessoas que não falam usam tecnologias de CAA para aprimorar sua comunicação
(por exemplo gestos não verbais e sons não léxicos, tais como o riso), bem como uma alternativa
ao discurso oral (Alper, 2015). Os dispositivos CAA variam de baixa tecnologia, como cartões
com fotos e placas de comunicação, a versões de alta tecnologia, como placas de comunicação
eletrônicas, sintetizadores de voz computadorizada, ou software específicos. Interfaces tangíveis
têm sido utilizadas com sucesso para potencializar a CAA, como no trabalho de Moreira e
Baranauskas (2018) que investigaram o uso da tecnologia de RFID em cartões de comunicação
para trabalhar a CAA via lúdico.
Para pessoas com deficiência de linguagem expressiva, esses dispositivos fornecem
ferramentas que permitem a seleção de palavras, símbolos e imagens para comunicar seus
pensamentos, intenções e conversas com outras pessoas por meio de voz digitalizada ou
sintetizada (Alper, 2015).
As Figuras 2.1 e 2.2 apresentam, respectivamente, exemplos de estratégias de CAA de
baixa e alta tecnologia. Na Figura 2.1 são apresentados cartões de comunicação com símbolos
gráficos representativos de mensagens, pranchas de comunicação temáticas e alfabética, utilizadas
pelos usuários para expressar seus desejos, vontades, assim como um recurso facilitador no
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processo de interação e desenvolvimento da linguagem (Sameshima et al., 2009). A Figura
2.2 apresenta exemplos de interfaces de sistemas computacionais de CAA que permitem
a comunicação expressiva para indivíduos com dificuldades de comunicação, por meio de
composição de mensagens e leitura via sintetizador de voz.
Figura 2.1: Exemplos de estratégias de CAA de baixa tecnologia: a) Cartões de comunicação com símbolos gráficos
representativos de mensagens, organizados por categorias de símbolos identificadas por molduras de cores diferentes
(como expressões sociais, sujeitos, verbos); b) Prancha de comunicação temática com símbolos, fotos ou figuras,
visualizando-se na imagem uma prancha com o tema "animais"; c) Prancha de comunicação alfabética, na qual o
usuário aponta com o dedo indicador na letra "X".
Fonte: Sartoretto e Bersch (2014).
Figura 2.2: Exemplos de estratégias de CAA de alta tecnologia, em que é possível a seleção de símbolos ou figuras
para construção de frases: a) Interface web do sistema computacional de CAA chamado SCALA, onde pode-se
visualizar a seleção de figura referente a expressão "eu quero", e possíveis complementos para a frase; b) Interface
do sistema computacional de CAA chamado MeaVox, executado em dispositivo móvel, onde pode-se visualizar as
seleções realizadas para construção da frase "eu quero beber suco de abacaxi".
Fonte: Bez (2014), Caminha (2018).
No passado, pode ter havido críticas sobre a utilidade da CAA. Alguns autores
argumentaram que a CAA afetaria a aprendizagem negativamente, uma vez que um indivíduo
poderia preferir usá-la do que desenvolver capacidades de fala (Kangas e Lloyd, 1988). Atualmente,
a CAA é vista como essencial para o desenvolvimento de indivíduos com dificuldades de
comunicação, podendo inclusive auxiliar indivíduos com deficiência intelectual em seu processo
de aprendizagem (Deliberato, 2005; Coe et al., 2015).
As tecnologias de acesso para comunicação começaram a partir de uma tarefa mais
simples e mais lenta, como as placas E-tran (sistema de comunicação que permite a seleção de
letras com movimentos dos olhos). Assim, com base no mesmo princípio de rastreamento ocular
com pranchas físicas de olhar e nos princípios de reflexões oculares de Purkinje (formados por
luz refletida da superfície frontal da córnea), nasceu a tecnologia de infravermelho e pesquisas
de rastreamento ocular (Neris, anu et al., 2017). Essas tecnologias permitiram que os usuários
com deficiência escrevessem palavras e frases no computador e conversassem por meio de voz
sintetizada. Além disso, com o avanço das pesquisas na área de VC, dispositivos rastreadores de
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movimentos estão se tornando mais acessíveis, eficientes e portáteis, encontrando sua aplicação
em produtos do dia-a-dia, como tablets e smartphones, cadeira de rodas ou na própria cama
do usuário. Para interagir efetivamente com esses dispositivos, critérios de qualidade em IHC
devem ser considerados no desenvolvimento de sistemas interativos, de modo a contemplar os
interesses de seus usuários e garantir a qualidade de uso, como descrito na seção a seguir.
2.2 INTERAÇÃO HUMANO-COMPUTADOR
A ACM (Association for Computing Machinery) define IHC como "uma disciplina
preocupada com o design, avaliação e implementação de sistemas computacionais para uso
humano e com o estudo dos principais fenômenos que os rodeiam" (Hewett et al., 1992). A
qualidade em IHC pode ser vista como um conjunto de fatores importantes que influenciam a
experiência do usuário e está relacionada a conceitos como usabilidade e acessibilidade.
Segundo a ISO 9241-11, usabilidade é a extensão na qual um produto pode ser usado
por um grupo específico de usuários para alcançar objetivos específicos com eficácia, eficiência
e satisfação em um contexto de uso específico (ISO/IEC, 1998). Já a acessibilidade pode ser
entendida como a flexibilidade proporcionada para o acesso à informação e à interação, de
maneira que usuários com diferentes necessidades possam acessar e usar esses sistemas (Melo
e Baranauskas, 2006). A adaptabilidade também é um fator importante a ser considerado,
pois refere-se à capacidade do produto de software de ser adaptado para diferentes ambientes
especificados, sem necessidade de aplicação de outras ações ou meios além daqueles fornecidos
para essa finalidade pelo software considerado (ISO/IEC, 2001).
Uma possível perspectiva para o conceito de acessibilidade está fortemente relacionada
à ideia de design universal (Story et al., 1998; Steinfeld e Maisel, 2012), que se refere a tornar
as coisas tão acessíveis quanto possível para um grupo de pessoas o mais amplo possível, com
pouco ou nenhum custo extra. O design universal traz benefícios para pessoas de diferentes
idades e habilidades e a contribuição de IHC é que ela deve investigar, desenvolver e aproveitar
essas novas áreas de possibilidade não apenas como tecnologias ou projetos, mas como um meio
para melhorar a atividade, a experiência e a vida humana (Carroll, 2013).
O desenvolvimento de interação multimodal entre humanos e computadores busca
fornecer meios alternativos e mais robustos de comunicação para com as aplicações e sistemas
computacionais interativos (Vidakis et al., 2016). Está relacionado à integração de diferentes
modalidades de entrada (como voz, gestos, olhar, emoções) e saída (por exemplo síntese de voz,
sugestão visual), podendo potencialmente gerar interações mais intuitivas e acessíveis. Embora
a interação multimodal nem sempre seja a melhor e preferível abordagem (Oviatt, 1999), seu
potencial deve ser considerado no contexto assistivo.
A interação humana com o mundo é, inerentemente, multimodal (Quek et al., 2002).
Assim, há um esforço crescente da comunidade científica para alavancar as habilidades de
comunicação humana por meio da fala, gestos, toque, expressão facial e outras modalidades
de comunicação com sistemas interativos (Turk, 2014). Considerando que os seres humanos
interagem com o mundo principalmente por meio dos seus sentidos principais (visão, audição,
tato, paladar e olfato), o objetivo da pesquisa nesta área é desenvolver tecnologias, métodos de
interação e interfaces para eliminar limitações existentes, utilizando esses sentidos em conjunto
(quando possível) para uma interação mais intuitiva.
A interação multimodal ganhou especial relevância com o surgimento de dispositivos
de detecção/reconhecimento de movimentos corporais e gestuais de baixo custo associados a
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consoles de videogame, como EyeToy1 (Playstation)1, Wii Remote (Wii)2 ou Kinect (Xbox)3
(Fernandes et al., 2015). Equipamentos independentes de console como o Leap Motion4
ou Parallax Si11435 permitem a identificação de gestos dos dedos usando imagens obtidas
via câmeras de infravermelho. O bracelete Myo6 identifica gestos mediante a detecção de
atividade elétrica nos músculos do braço do usuário, empregando uma técnica conhecida como
eletromiografia. Paralelamente à interação gestual de baixo custo, a realidade virtual e a realidade
aumentada têm experimentado um ressurgimento, por meio de monitores de imersão de baixo
custo e óculos de realidade aumentada. Com a ideia da computação de vestir, o conceito de joias
inteligentes (pulseiras, braceletes, relógios) torna-se uma realidade que permite a seus usuários
esquecerem a presença de seus dispositivos (Ju e Spasojevic, 2015).
É importante destacar que o crescente interesse na área de IHC, juntamente com todos
esses dispositivos, amplia as possibilidades para criação de novas técnicas e o surgimento de
aplicações de interação multimodal como soluções de TA. A pesquisa em IHC muitas vezes
abrange a interação entre humanos e máquinas (IHM - Interação Humano-Máquina), e a interação
entre humanos e vários sistemas robóticos (IHR - Interação Humano-Robô) (Myers, 1998).
A IHM concentra-se na comunicação, cooperação e interação entre humanos e máquinas de
maneira natural (Ma et al., 2019). Já o objetivo fundamental da IHR é desenvolver os princípios
e algoritmos para sistemas robóticos que os tornam capazes de interação direta, segura e eficaz
com seres humanos (Feil-Seifer e Mataric, 2009).
Assim como todo produto, processo ou software precisa passar por etapas de avaliação,
recursos de TA também carecem de investigações nesse sentido, principalmente porque são
destinados a um público que possui diferenças visuais, auditivas, mentais, físicas e/ou múltiplas
(de Godoi e Valentim, 2019). Para que essas tecnologias se tornem mais acessíveis para o público
pretendido, é importante considerar aspectos como acessibilidade, usabilidade e adaptabilidade,
evitando o abandono do uso dos recursos de TA por parte dos usuários.
Existem diferentes técnicas de avaliação para apoiar avaliadores. Gediga et al. (2002) e
Azarian e Siadat (2011) classificam as técnicas de avaliação em duas categorias: as técnicas de
avaliação descritiva e as técnicas de avaliação preditiva, as quais devem estar presentes em todas
as avaliações.
Técnicas de avaliação descritiva são usadas para descrever o status e os problemas reais
do software de maneira objetiva, confiável e válida. Essas técnicas são baseadas no usuário e
podem ser subdivididas em várias abordagens, como:
• Avaliação com base em comportamento: registram o comportamento do usuário
enquanto utilizam um sistema. Esses procedimentos incluem técnicas de observação,
protocolos de Thinking aloud (Nielsen, 1994) e o método de gravação de vídeo ou
registro de log (Azarian e Siadat, 2011). O resultado desses métodos é um protocolo
de entrevista cujas perguntas são focadas principalmente em pontos críticos, como
interações. Thinking aloud permite verbalização simultânea de pensamentos durante a
execução de uma tarefa, pois os usuários são solicitados a descrever suas considerações,
problemas e alternativas enquanto realizam tarefas ou durante a exploração de um








todas as interações com a interface do usuário dos sistemas são salvas em um arquivo.
Uma gravação de vídeo pode ser preparada ao mesmo tempo.
• Avaliação com base em opiniões: visam obter as opiniões (subjetivas) do usuário.
Exemplos são entrevistas, pesquisas e questionários, como o SUS (System Usability
Scale) (Brooke, 1996), que visa revelar a opinião do usuário sobre a usabilidade do
software. A aquisição de dados de questionários oferece a possibilidade de obter opinião
sobre um determinado domínio do sistema. Resultados quantificados, como frequências,
podem ser facilmente extraídos dos questionários. Questionários específicos ajudam
a investigar áreas restritas dos sistemas de software, sendo que todos os tipos de
questionário têm a sua utilidade. Nas entrevistas, o investigador precisa avaliar o
software no front end, a fim de reconhecer possíveis pontos fracos e aprofundar o
interrogatório. Se o número de testadores não for importante demais, as entrevistas
continuam sendo uma boa técnica para elaborar a opinião dos usuários (Azarian e
Siadat, 2011). Uma entrevista pode seguir diretrizes com entradas específicas e possíveis
respostas (entrevista estruturada) ou de maneira não estruturada.
• Avaliação de usabilidade: Deriva de estudos clássicos de projeto experimental, sendo
que o termo técnico "Teste de Usabilidade" é entendido como uma combinação de
medidas baseadas em comportamento e opinião com alguma quantidade de controle
experimental, geralmente escolhido por um especialista (Gediga et al., 2002).
Todas as técnicas de avaliação descritiva requerem algum tipo de protótipo e pelo menos
um usuário (Nielsen, 1989). Além disso, para Gediga et al. (2002) os dados coletados por uma
técnica descritiva precisam de alguma interpretação adicional por um ou mais especialistas para
resultar em recomendações para o desenvolvimento futuro de software.
As técnicas de avaliação preditiva têm como objetivo predizer aspectos da utilização
não envolvendo utilizadores, permitindo fazer recomendações para o desenvolvimento futuro de
software e a prevenção de erros de usabilidade. Essas técnicas são baseadas em especialistas - ou
pelo menos em especialistas - como:
• Inspeções de especialistas e revisões heurísticas: o software é examinado por um
especialista em usabilidade independente da equipe de desenvolvimento de software. Os
especialistas anotam e avaliam alguns itens do software e geram uma lista de problemas
como base para a otimização do software. As revisões heurísticas são uma variante
desse método (Azarian e Siadat, 2011). A avaliação pode ser realizada em um estágio
inicial de desenvolvimento com protótipos de papel. A avaliação heurística é um caso
especial de uma inspeção especializada, e está focada nas seguintes heurísticas (Gediga
et al., 2002): proporcionar um diálogo simples e natural; falar o idioma do usuário;
minimizar a carga de memória do usuário; ser consistente; dar uma resposta; fornecer
saídas claramente marcadas; fornecer atalhos; fornecer mensagens de erro informativas;
evitar erros. Essas heurísticas devem ser consideradas como princípios gerais que
orientam o avaliador durante as inspeções.
• Discussões em grupo: ajudam a resumir as ideias e comentários mantidos por membros
individuais durante a avaliação da interface do usuário completa (Gediga et al., 2002).
Cada participante age para estimular ideias e, por um processo de discussão, é estabele-
cida uma visão coletiva que é maior que as partes individuais (Azarian e Siadat, 2011).
A discussão em grupo deve ser moderada por um especialista humano e é bastante
flexível em sua orientação: pode ser focada em usuários, tarefas etc. Tende a ser mais
eficiente se aplicada nos estágios iniciais do processo de desenvolvimento.
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Técnicas de avaliação preditiva devem se basear em "dados". Mesmo que o especialista
seja a força motriz desses métodos, os usuários também podem participar de alguns casos (Gediga
et al., 2002). Em muitas técnicas de avaliação preditiva, esses "dados" são produzidos por
especialistas que simulam usuários "reais". A objetividade e a confiabilidade dos critérios, que
são a base das técnicas descritivas, são difíceis de aplicar nessa configuração. Como a validade
deve ser o objetivo principal dos procedimentos de avaliação, há tentativas de provar a validade
das técnicas de avaliação preditiva diretamente, por exemplo, comparando as taxas de "acertos"
e "falsos alarmes" dos problemas detectados por uma técnica preditiva (Nielsen, 1994).
Para que um recurso de TA não seja abandonado e atenda a maior parte das necessidades
dos usuários de forma clara e objetiva, é importante que a usabilidade, a acessibilidade e
adaptabilidade sejam consideradas e trabalhadas em conjunto.
2.3 VISÃO COMPUTACIONAL
Visão Computacional refere-se à construção de descrições explícitas e significativas dos
objetos em uma imagem (Ballard e Brown, 1982). É voltada ao estudo da obtenção e manipulação
dos dados de uma imagem, incluindo quadros (frames) de vídeo, e do uso deles para diferentes
propósitos.
Técnicas de VC são atraentes para implementar sistemas de entrada de gestos onde o
objetivo é a captura de movimentos fluidos e livres das mãos ou do corpo do usuário (Wilson,
2006). Um gesto é a comunicação não-verbal feita com a mão, dedo, cabeça, rosto ou outra
parte do corpo. Pessoas com deficiências motoras podem não conseguir produzir os mesmos
gestos que outras pessoas, no entanto, elas ainda podem ser capazes de ativar outros músculos,
mesmo com limitações de força ou duração dessa atividade. Sistemas computacionais de CAA
com base em VC podem apoiar usuários com dificuldades motoras por meio do reconhecimento
de movimentos funcionais restantes, especialmente partes do corpo humano que possam ser
reconhecidas como um sinal visual (Gao e Duan, 2011).
Uma importante vantagem da VC é permitir a interação não-invasiva, ou seja, sem
contato físico com o dispositivo. Praticamente, qualquer parte do corpo com mobilidade pode
ser utilizada para realizar interação gestual, o que é especialmente importante para pessoas
com comprometimentos físicos graves (Mauri et al., 2006). Consequentemente, essa forma de
interação é extremamente flexível porque qualquer modificação detectada no vídeo é suscetível de
ser interpretada pelo computador e utilizada para desencadear alguma ação. Também é possível
combinar técnicas de VC com ferramentas distintas de entrada e saída a fim de explorar as
potencialidades da interação multimodal em tempo real. Algumas das principais áreas de pesquisa
da VC são o rastreamento ocular (movimento dos olhos), o reconhecimento de expressões faciais,
o reconhecimento biométrico, o rastreamento de movimentos do corpo e o reconhecimento de
gestos (linguagem gestual).
Na interação gestual, as imagens provenientes de uma ou mais câmeras são processadas
para extrair características de movimentos que são interpretadas para classificação e reconheci-
mento por meio de técnicas de VC e Aprendizado de Máquina. O reconhecimento de gestos
com base em VC é composto por etapas específicas que variam de acordo com o contexto da
aplicação. A Figura 2.3 apresenta um diagrama de blocos de um fluxo padrão empregado em
sistemas que usam como entrada imagens ou quadros de vídeo a partir de uma câmera. Às vezes,
nem todos os blocos são incluídos em um sistema específico, mas a estrutura, no entanto, fornece
uma diretriz relevante.
A etapa de aquisição de imagem, consiste basicamente na captura de uma imagem
real e sua transformação em uma imagem digital, por intermédio de dispositivos que enviam
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Figura 2.3: Exemplo de um fluxo tradicionalmente empregado em sistemas para reconhecimento de gestos, usando
vídeo. Como entrada a câmera captura uma imagem da mão do usuário que é processada para extrair a área de
interesse (pixels) e segmentá-la em regiões (objetos). Cada objeto é representado por um vetor de características,
com posição (x, y, z) e tamanho (t) que podem ser classificados para representar dados para a tomada de decisão no
sistema. Neste exemplo, são identificadas seis regiões na imagem, das quais três representam dedos da mão de uma
pessoa, indicando uma possível ação no sistema.
Fonte: Moeslund (2012).
a informação da imagem adquirida a um conversor analógico digital (Baldner et al., 2017).
Diferentes dispositivos de entrada podem ser utilizados para a aquisição de imagens, e a escolha
do dispositivo pode interferir na qualidade da imagem obtida, permitindo o uso de mais ou menos
informações nas etapas seguintes. São exemplos de dispositivos de aquisição utilizados em VC:
webcams, câmeras de profundidade, câmeras termais, rastreadores de cabeça ou de olhar.
Em algumas situações, é necessário aplicar técnicas específicas para aprimorar a
qualidade da imagem (corrigindo imperfeições, presença de pixels ruidosos, contraste e/ou brilho
inadequado) e destacar regiões de interesse. Essa etapa é conhecida como pré-processamento e as
técnicas empregadas envolvem métodos que operam no domínio espacial e métodos que operam
no domínio da frequência (Gonzalez e Woods, 2002). Técnicas de processamento no domínio
espacial baseiam-se em filtros que manipulam o plano da imagem, enquanto que as técnicas de
processamento no domínio da frequência se baseiam em filtros que agem sobre o espectro da
imagem (Gonzalez e Woods, 2002). É comum combinar vários métodos com base nestes dois
domínios para realçar determinadas características de uma imagem, por exemplo para extrair
regiões com cor de pele que representem dedos ou a mão de uma pessoa. Operações morfológicas
são comumente empregadas nesta etapa, como a erosão (tende a remover objetos pequenos,
possivelmente irrelevantes, por remoção de pixels) e dilatação (tende a fechar os buracos na
imagem original, expandindo as regiões dos pixels, criando objetos maiores) que são aplicadas
em uma imagem usando um conjunto de tamanho e forma conhecida, denominado elemento
estruturante. Essas operações permitem construir funções importantes como abertura (erosão
seguida de dilatação, eliminando conjuntos de pixels menores que o elemento estruturante) e
fechamento (dilatação seguida de erosão, eliminando conjuntos de pixels maiores que o elemento
estruturante), que podem suavizar as imagens de entrada de um sistema de VC.
Para algumas aplicações pode ser necessário segmentar objetos de interesse (veículos,
pessoas, dedos da mão, olhos) a partir da imagem de entrada. Segmentar uma imagem significa,
de modo simplificado, separá-la em partes que se diferenciam entre si. É usual denominar
"objetos" da imagem os grupos de pixels de interesse, ou que fornecem alguma informação útil
para a aplicação. Da mesma forma, a denominação "fundo" da imagem é utilizada para o grupo
de pixels que podem ser desprezados ou que não têm utilidade para a aplicação. Ambos os grupos
de pixels formam regiões na imagem sem que representem um objeto literalmente presente.
A segmentação é considerada, dentre todas as etapas, a mais crítica, pois quaisquer erros ou
distorções geradas nesta etapa refletem negativamente nas etapas seguintes e na eficiência do
processo como um todo. Com base no posicionamento da câmera (estática ou em movimento), a
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tarefa de segmentação pode ser feita de modos diferentes, como descrito por Ke et al. (2013), em
uma revisão sobre reconhecimento de atividade humana baseada em vídeo.
Quando utilizada a câmera estática (a câmera é fixada em uma posição e ângulo
específicos), um método de segmentação bastante utilizado é a subtração de fundo (a imagem de
fundo sem qualquer objeto de primeiro plano é estabelecida pela primeira vez, e depois disso, a
imagem atual na sequência de vídeo analisada é subtraída da imagem de fundo para obter os
objetos em primeiro plano), que é simples e eficiente, mas sensível a mudanças de iluminação.
Outros métodos com o mesmo propósito foram propostos, como o GMM (Gaussian Mixture
Model (Stauffer e Grimson, 1999), mistura de n distribuições gaussianas que apontam a mudança
de estado de pixels correspondentes de um quadro a outro), que pode descrever um fundo mais
complexo, mas implica em alto custo de processamento computacional, e o modelo estatístico
(Horprasert et al., 1999), que é mais eficiente na construção de modelos de fundos complexos e
pode ser usado para segmentar não apenas os objetos de primeiro plano, mas também as sombras
(Ke et al., 2013). Esse último usa parâmetros estatísticos incluindo a mudança de intensidade
e mudança de cromaticidade para cada pixel. Diferentemente dos métodos de segmentação
citados anteriormente com base em pontos, é possível também segmentar o objeto de interesse
rastreando regiões que são espacialmente coesas com movimento localmente suave (smooth
motion), obtendo assim a informação global do objeto (região completa).
Já quando utilizada a câmera em movimento, é preciso considerar o movimento da
câmera e a mudança de fundo. O método de segmentação mais comum nesse caso é a diferença
temporal, ou seja, a diferença entre quadros de imagem consecutivos. Outra forma de segmentação
para esta modalidade de câmera é o fluxo óptico (Horn e Schunck, 1981; Lucas e Kanade, 1981),
que denota um deslocamento da mesma cena na sequência da imagem em um instante de tempo
diferente. O fluxo óptico estima o movimento em nível de pixel entre duas imagens.
Após segmentada a região de interesse de uma imagem, pode-se executar a etapa de
extração de características, resgatando dados sobre forma, silhueta, cores, movimentos ou outros
considerados importantes, para posterior representação. De modo geral, as características podem
ser categorizadas em quatro grupos, informações espaço-temporais, informações do domínio
da frequência, descritores locais e modelagem corporal (Ke et al., 2013). Em uma sequência
de vídeo, os recursos que capturam a relação de espaço e tempo são conhecidos como volumes
espaço-temporais, formados pelo empilhamento temporário de quadros sobre uma sequência de
vídeo como um cubóide 3D (tridimensional) de forma espaço-temporal. Diferentes métodos
para extração de volumes espaço-temporais foram propostos, são exemplos: Blank et al. (2005),
Ke et al. (2007) e Dollár et al. (2005). Além da informação espacial e temporal, a informação
do domínio da frequência, ou seja, a variação de intensidade de uma imagem também pode ser
aproveitada. É geralmente assumido que a intensidade do nível de cinza do objeto de primeiro
plano é diferente daquela do objeto de segundo plano; portanto, a Transformada Discreta de
Fourier (TDF) de uma imagem pode ser usada para obter informações da estrutura geométrica
(forma) no domínio espacial. Geralmente, as características da TDF podem capturar a energia da
forma dos quadros de imagem, mas também são sensíveis ao ruído e à oclusão.
Volumes espaço-temporais e a TDF são características globais que são extraídas
considerando toda a imagem. No entanto, as características globais são sensíveis ao ruído,
oclusão e variação do ponto de vista. Em vez de usar características globais, alguns métodos são
propostos para considerar os fragmentos de imagens como características locais. Idealmente, as
características locais são projetadas para serem mais robustas ao ruído e à oclusão e, possivelmente,
para rotação e dimensionamento. São exemplos de descritores locais bastante utilizados: SIFT
(Lowe, 1999), HOG (Dalal e Triggs, 2005), NWFE (Lin et al., 2010), KLT (Tomasi e Kanade,
1991). Cada um deles apresenta vantagens e desvantagens que devem ser levadas em consideração
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de acordo com o contexto da aplicação. Por exemplo, Jiang et al. (2017) empregaram descritores
SIFT e BOW para reconhecimento de gestos de mão, Bougharriou et al. (2017) empregaram
descritor HOG para detecção de veículos em um ambiente urbano.
Além de características globais e locais, outros métodos também são propostos para
modelar direta ou indiretamente o corpo humano, para o qual as técnicas de estimativa de pose e
rastreamento de partes do corpo podem ser aplicadas. Alguns métodos de modelagem humana
foram propostos e aplicados com diferentes propósitos, incluindo blobs simples (Zhao et al., 2001),
modelagem de corpos 2D (bidimensional) (Huo et al., 2009) e modelagem corporal 3D (Sedai
et al., 2009). Além disso, as coordenadas da modelagem do corpo podem ser convertidas em
características de menor dimensão ou mais discriminativas, como representação de coordenadas
polares, características booleanas e Características Relacionais Geométricas (GRF) (Ke et al.,
2013).
Depois de extraídas e representadas as características desejadas da imagem ou vídeo, o
reconhecimento dessas características por meio de algoritmos de classificação são a próxima etapa
a ser realizada. O objetivo do reconhecimento é realizar, de forma automática, a "identificação"
dos objetos segmentados na imagem. Métodos como distância de Mahalanobis, Erro Quadrático
Médio (EQM), distância euclidiana e Dynamic Time Warping (DTW) (Berndt e Clifford, 1994)
podem ser usados para medir a similaridade entre duas sequências (um tipo de algoritmo de
correspondência de modelos), possivelmente com diferentes comprimentos e diferentes taxas de
ocorrência. Em alguns casos a aplicação desses métodos implica na necessidade de modelos
extensivos para o conjunto de dados, resultando em alto processamento computacional. Por
exemplo, somente para o reconhecimento de fala dos alfabetos de caracteres ingleses, para aplicar
o DTW, pode ser necessário ter milhares de modelos com base em diferentes sotaques (Ke et al.,
2013).
Para superar problemas dos algoritmos de medida de similaridade, métodos com base
em modelos foram propostos. Basicamente, os algoritmos com base em modelos podem ser
divididos em modelos gerativos e modelos discriminativos. Modelos gerativos, que simulam
explicitamente o processo de geração das sequências de dados, como Hidden Markov Model
(HMM) (Rabiner, 1986) e Dynamic Bayesian Networks (DBN) (Murphy e Russell, 2002),
aprendem a distribuição de probabilidade conjunta P(X,Y ) sobre observação X e sequência Y ,
ou equivalentemente a probabilidade P(X |Y ). Por outro lado, modelos discriminativos aprendem
a distribuição de probabilidade condicional (posterior) P(Y |X) sobre um rótulo de classe Y de
comprimento fixo não observado em um dado vetor de comprimento fixo observado X , como
Support Vector Machine (SVM) (Cortes e Vapnik, 1995) e Artificial Neural Network (ANN)
(McCulloch e Pitts, 1943). Outros algoritmos também utilizados para classificação são o filtro de
Kalman (Welch e Bishop, 2006), árvore binária (Breiman, 2017), Naive Bayes (Duda et al., 1973),
K-Nearest Neighbor (KNN) (Cover e Hart, 1967), Conditional Random Fields (CRF) (Lafferty
et al., 2001), Adaboost (Viola e Jones, 2001) e Vocabulary Tree (VT) (Nister e Stewenius, 2006).
Após o reconhecimento de um objeto de interesse em uma imagem ou vídeo, ações
podem ser executadas em uma interface, viabilizando assim a interação humano-computador
baseada em um sistema de VC. Atraindo cada vez mais pessoas provenientes da academia e da
indústria, no contexto da TA, os algoritmos de VC tem sido efetivamente explorados para atender
às diferentes necessidades dos usuários (Leo et al., 2018).
2.4 APRENDIZADO DE MÁQUINA
O Aprendizado de Máquina (Machine Learning) é o campo de pesquisa dedicado ao
estudo formal de sistemas de aprendizado. Usado para ensinar às máquinas sobre como usar os
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dados com mais eficiência (Khan et al., 2010), em termos gerais, o Aprendizado de Máquina
refere-se a uma estrutura algorítmica que pode fornecer informações sobre os dados, facilitando
a inferência e fornecendo uma configuração provisória para determinar os relacionamentos
funcionais (Triantafyllidis e Tsanas, 2019). É uma área de pesquisa que avança rapidamente e
tem sua popularidade ampliada em diversos domínios, como reconhecimento de fala e de escrita,
Visão Computacional, diagnóstico médico, sistemas de busca, entre outros. Isso é em parte
explicado pela amplitude das aplicações que abrange.
Um processo de Aprendizado de Máquina consiste em duas fases: a fase de aprendizado,
na qual o sistema analisa os dados e gera regras, encontrando algumas semelhanças entre os
dados, e a fase de validação, na qual as regras geradas devem ser verificadas, computando alguma
função de avaliação de desempenho em um novo conjunto de dados (Jain e Kacprzyk, 2013).
Algoritmos de Aprendizado de Máquina podem empregar diferentes abordagens de aprendizagem
(Khan et al., 2010), sendo importante destacar a aprendizagem supervisionada, aprendizagem
não supervisionada, aprendizagem semi-supervisionada e aprendizagem por reforço (Rebala
et al., 2019). Algumas das principais subdivisões e aplicabilidades do Aprendizado de Máquina
são apresentadas na Figura 2.4, criada a partir de informações disponíveis em Jha (2017), Hunt
(2017), e Litslink (2019).
Figura 2.4: Principais subdivisões e aplicabilidades do Aprendizado de Máquina: aprendizagem supervisionada,
aprendizagem não supervisionada, aprendizagem semi-supervisionada e aprendizagem por reforço.
Fonte: Adaptado de Jha (2017), Hunt (2017) e Litslink (2019).
Os algoritmos de aprendizado supervisionado utilizam a detecção de padrões para
estabelecer previsões e podem ser subdivididos em algoritmos de classificação e algoritmos
de regressão (Rebala et al., 2019). Os algoritmos de classificação (comumente empregados
em soluções de VC) tem como objetivo classificar algo (itens ou amostras) em um conjunto
distinto de classes ou categorias, de acordo com as características observadas pelo supervisor.
Os algoritmos de regressão funcionam com a compreensão de relação da máquina, quanto às
variáveis para prever valores de uma variável contínua.
Na aprendizagem não supervisionada não há rótulos, o algoritmo automaticamente
agrupa os dados em algum formato para melhor entendimento da estrutura, ou faz a simplificação
dos dados (identifica padrões para rotular os dados). Dada uma grande quantidade de dados, a
máquina pode identificar tendências de similaridade, ou seja, o sistema aprende por conta própria
(Jain e Kacprzyk, 2013).
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No aprendizado semi-supervisionado, a máquina recebe um grande conjunto de dados,
no qual apenas alguns pontos de dados são rotulados. O algoritmo usa técnicas de clustering
(agrupamento) para identificar grupos dentro do conjunto de dados fornecido e usa os poucos
pontos de dados rotulados dentro de cada grupo para fornecer rótulos para outros pontos de
dados no mesmo cluster (grupo) (Rebala et al., 2019).
Na aprendizagem por reforço, o algoritmo toma uma decisão com base no conjunto de
dados que é disposto, e sinais de recompensa em resposta aos resultados observados das tomadas
de decisão (tentativa e erro). Com base nisso, o algoritmo ajusta sua estratégia para receber a
recompensa mais alta. O processo está, portanto, relacionado ao uso da experiência adquirida ao
interagir com o mundo e ao feedback avaliativo para melhorar a capacidade de um sistema tomar
decisões comportamentais (Littman, 2015).
Recentemente a pesquisa na área de Aprendizado de Máquina foi impulsionada pelo
impacto do paradigma de aprendizado profundo (Deep Learning), cuja arquitetura consiste em
redes neurais artificiais composta de neurônios, funções de ativação e pesos que aprendem por
conta própria usando algoritmos de aprendizado (Shah e Philip, 2019; LeCun et al., 2015). Ravì
et al. (2016) apresentam diferentes abordagens de aprendizado profundo comumente usadas no
campo da informática em saúde. O aprendizado profundo descobre uma estrutura complexa
em grandes conjuntos de dados usando o algoritmo de retropropagação para indicar como uma
máquina deve alterar seus parâmetros internos que são usados para calcular a representação em
cada camada da representação na camada anterior (LeCun et al., 2015).
Após tornar-se popular, o aprendizado profundo passou a ser empregado em aplicações
inovadoras de diversas áreas, como entendimento de imagem e vídeo, reconhecimento de
fala, imagens médicas e veículos autônomos (Leo et al., 2018). A disponibilidade de poder
computacional e grande quantidade de dados tornou essas grandes estruturas muito eficazes no
aprendizado de recursos ocultos, juntamente com padrões de dados (Rebala et al., 2019).
Redes neurais convolucionais profundas (Convolutional Neural Networks — CNN)
e seu sucesso em problemas de reconhecimento de padrões em imagem trouxeram avanços
significativos para diversas áreas, inclusive para o desenvolvimento de recursos de TA (Leo et al.,
2018). Contudo, existe um desafio relacionado a como ajustar CNN para um pequeno conjunto de
dados, mantendo o desempenho semelhante ao do conjunto de dados em larga escala. A solução
comum para o uso de CNN em pequenos conjuntos de dados é a Transferência de Aprendizado,
que elimina a camada classificadora de uma CNN pré-treinada e a ajusta no conjunto de dados de
destino (Han et al., 2018). A Transferência de Aprendizado é a melhoria do aprendizado em
uma nova tarefa através da transferência de conhecimento de uma tarefa relacionada que já foi
aprendida (Torrey e Shavlik, 2010). O objetivo é melhorar o aprendizado na tarefa de destino,
aproveitando o conhecimento da tarefa de origem, o que amplia as possibilidades de aplicação da
CNN, beneficiando também o desenvolvimento de recursos de TA.
2.5 CONSIDERAÇÕES
Considerando que a abordagem apresentada nesta tese visa direcionar o desenvolvimento
de soluções de CAA que possam promover a autonomia de usuários com dificuldade motora e
de fala por meio de interação gestual, está vinculado ao objetivo deste capítulo destacar o que
foi considerado mais relevante dentre os conceitos sobre as diferentes áreas de conhecimento
relacionadas. Conceitos sobre CAA foram apresentados, a fim de familiarizar o leitor com os
termos utilizados, propósitos e princípios dessa área. A IHC e seu vínculo com o contexto de
TA também foram apresentados, juntamente com alguns exemplos de técnicas de avaliação que
podem ser úteis para avaliação da proposta. Por fim, a VC com possíveis aplicações e exemplos
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de métodos utilizados para reconhecimento de objetos ou ações foram apresentados, seguida do
Aprendizado de Máquina, destacando diferentes abordagens de aprendizagem. Essas áreas de
pesquisa foram cruciais para o desenvolvimento da metodologia proposta e têm sido amplamente
investigadas. Trabalhos relacionados desenvolvidos para auxiliar pessoas com dificuldades
motora e de fala são apresentados no próximo capítulo.
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3 ESTADO DA ARTE
Este capítulo apresenta os trabalhos mais relevantes relacionados ao tema desta pesquisa.
Estudos voltados ao desenvolvimento ou descrição de sistemas computacionais de CAA são
apresentados, com o objetivo de exemplificar as possibilidades atuais dos recursos de TA voltados
para CAA. Também é exibido um panorama da literatura, incluindo um mapeamento sistemático
contemplando trabalhos desenvolvidos para apoiar ou melhorar de alguma forma a qualidade de
vida de pessoas com deficiência motora empregando técnicas de VC e dispositivos diversos.
3.1 ESTUDOS SOBRE CAA E VISÃO COMPUTACIONAL EM TECNOLOGIA ASSISTIVA
O campo da CAA abrange a pesquisa e desenvolvimento em educação, sistemas e
práticas que possibilitam a participação de diversas áreas, e por isso, requer uma abordagem
multidisciplinar (Pavliša et al., 2012). A partir de um mapeamento sistemático da literatura
(Ascari et al., 2018a) conduzido com o objetivo de identificar oportunidades e desafios sobre a
pesquisa aplicada em dispositivos móveis para CAA, percebeu-se a necessidade de promover o
uso e adoção efetiva da TA.
Na literatura, diferentes iniciativas podem ser encontradas com o propósito de tornar
sistemas de CAA efetivamente utilizáveis. Alguns estudos têm seu foco em métodos de design
participativo, tais como os trabalhos de Borges et al. (De Faria Borges et al., 2011; de Faria Borges
et al., 2012; Borges et al., 2013). Esses estudos estão voltados para a inclusão de stakeholders
(partes interessadas no projeto) com deficiências em práticas de design participativo para
conceber recursos de TA customizados. Como esses autores sugerem, atividades participativas
são promissoras para projetar soluções para a prática de CAA.
Considerando a relevância das abordagens de CAA e o frequente uso de símbolos
para promover a comunicação, alguns trabalhos exploraram as possibilidades relacionadas a
integração da VC e Realidade Aumentada (RA) nas intervenções de comunicação. São exemplos:
o sistema STAR (da Silva et al., 2014), que reforça os símbolos de comunicação para crianças
com TEA sobrepondo objetos virtuais e animações sobre a tela do ambiente real; o ambiente
AmCARA (Garbin et al., 2008; Garbin e Dainese, 2009) que permite interação de crianças com
paralisia cerebral com software de comunicação assistiva utilizando recursos de RA por meio de
teclado, placas de controles e marcadores; o projeto PictogramRoom (Spain e Spain, 2017) que
envolve uma sala de RA para ensinar como interpretar os pictogramas (símbolos que representam
um objeto ou conceito por meio de desenhos figurativos) que permitem a comunicação com
pessoas afetadas por TEA.
Existem atualmente mais de uma centena de aplicações de CAA disponíveis no mercado,
a um custo consideravelmente mais baixo quando comparado com sistemas de comunicação
tradicionais. A popularidade relativa dessas tecnologias levou a uma proliferação de software
concorrentes. Alguns sistemas descritos ou citados em publicações científicas, considerados
com características desejáveis a sistemas de CAA, são apresentados na Tabela 3.1. Os trabalhos
listados nesta tabela são bastante efetivos para o que se propõem, mas em geral demandam
interação por meio de dispositivos tradicionais, como mouse, teclado, ou via toque.
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Tabela 3.1: Exemplos de Sistemas de CAA considerados com objetivos semelhantes ou características desejáveis
aos sistemas que podem ser desenvolvidos a partir da metodologia proposta.
Dynavox e TouchSpeak (Al Mahmud, 2012); Proloquo2Go, iComm e TapToTalk (Drigas e Kokkalia, 2016):
Comunicação por meio de construção de palavras e frases e reprodução de áudio. Uso de símbolos (ou ícones).
TouchSpeak é voltado para pessoas que sofrem com afasia (perda da capacidade de produzir ou compreender a
linguagem falada), iComm para crianças com dificuldades de aprendizagem e Proloquo2Go, TapToTalk e Dynavox
para crianças e adultos com dificuldades de comunicação.
Lingraphica (Al Mahmud, 2012): Comunicação explorando cenas familiares para praticar palavras e construir
mensagens de comunicação funcionais. Uso de símbolos (ou ícones) e metáfora de storyboards (pranchas com
recursos semelhantes a histórias em quadrinhos). Voltado para pessoas que sofrem com afasia.
Lets Talk (Torii et al., 2012); Grace (Drigas e Kokkalia, 2016): Comunicação por meio de construção de
sentenças de imagens. Uso de símbolos (ou ícones). Voltado para crianças com TEA.
MyVoice (Jellinek e Abrahams, 2012): Comunicação por meio de construção de frases usando palavras e figuras.
Possui interface móvel e web, e vocabulário de localização consciente que pode detectar que um usuário entrou
em um restaurante ou biblioteca e apresentá-los com palavras relacionadas a esse local. Voltado para pessoas com
déficits de memória e comunicação.
MyChoicePad (Jellinek e Abrahams, 2012): Comunicação por meio de construção de sentenças de imagens. Uso
de sinais e símbolos do Makaton (programa de linguagem que usa sinais e símbolos para ajudar na comunicação).
Voltado para adultos e crianças com dificuldades de aprendizagem ou de comunicação.
HeyTell e Tango (Smith, 2013): Auxílio no entendimento do contexto emocional de uma mensagem. Uso
de gravação e reprodução de voz para retransmissão ao parceiro de comunicação. Voltado para alunos com
dificuldades intelectuais.
Vox4all (Quintela et al., 2013): Comunicação por meio de placas de comunicação interativas. Uso opcional de
sistema pictográfico Widgit Symbols for Literacy. Voltado para pessoas com dificuldades de comunicação.
SCALA (Passerino e Bez, 2013): Comunicação por meio de construção de palavras e frases, construção de
pranchas e histórias, centrado no ambiente educacional e familiar do usuário, denominado de Design Centrado no
Contexto (DCC). Voltado para pessoas com TEA.
iCommunicate (Drigas e Kokkalia, 2016): Comunicação por meio de storyboards. Uso de símbolos (ou ícones),
fotos e metáfora de storyboards. Voltado para crianças com TEA.
iConverse (Drigas e Kokkalia, 2016): Comunicação por meio de construção de sentenças de imagens. Uso de
PECS (Picture Exchange Communication System). Voltado para crianças com dificuldades de comunicação.
AutismExpress (Drigas e Kokkalia, 2016): Estímulo a comunicação e melhoria de habilidades sociais com base
no entendimento e expressão de emoções. Uso de imagens representativas de emoções comuns na forma de
desenhos animados. Voltado para crianças com TEA.
Stories2Learn (Drigas e Kokkalia, 2016): Comunicação por meio de construção de histórias sociais personali-
zadas. Uso de fotografias, texto e mensagens de áudio. Voltado para crianças com TEA.
Para as pessoas que são total ou parcialmente incapazes de mover ou controlar seus
membros e não podem confiar na comunicação verbal em função de alguma deficiência ou
dificuldade, é importante obter uma interface capaz de interpretar seus movimentos voluntários
limitados para permitir a interação com sistemas computacionais de CAA. Técnicas não invasivas
com base em VC permitem que diferentes métodos de interação sejam considerados para esses
usuários. Uma história de estudos nos últimos 30 anos relatada em Bhuiyan e Picking (2011)
sugere que as interfaces controladas por gestos agora oferecem oportunidades realistas e acessíveis,
o que pode ser apropriado para pessoas com deficiência ou idosos.
Provavelmente, o exemplo mais antigo usando vídeo para reconhecer os movimentos
das mãos como um modo de interação é o trabalho de Krueger et al. (1985). Jacob (1991) foi um
dos primeiros a introduzir técnicas de interação baseadas em aparência em aplicativos em tempo
real voltados para pessoas com deficiências. O autor discutiu alguns fatores e considerações
técnicas que surgem na tentativa de usar os movimentos dos olhos como interface de entrada de
dados para sistemas computacionais. Desde então vários trabalhos foram e continuam sendo
desenvolvidos com o objetivo de melhorar a qualidade de vida das pessoas com deficiências
físicas, apoiados em recursos de TA e modalidades de interação baseadas no reconhecimento de
movimentos corporais.
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A Tabela 3.2 apresenta um agrupamento de trabalhos voltados para o reconhecimento
de gestos, aplicando dispositivos diversos e em sua maioria técnicas de VC para recursos de
TA. Esses trabalhos estão categorizados de acordo com o tipo de dispositivo empregado e a
parte do corpo humano utilizada para rastreamento na solução em questão. É apresentada
também a informação do público-alvo de cada estudo. O termo "pessoas com algum tipo de
deficiência física" foi empregado como uma tradução do termo em inglês "disabled people".
Quanto às partes do corpo humano utilizadas nas pesquisas, os estudos identificados com o termo
"Várias" referem-se ao uso de mais de uma parte do corpo como sinal visual ou rastreamento de
movimentos corporais de um modo geral. No caso específico do estudo desenvolvido por Kane
et al. (2012), a VC é aplicada para identificação de contexto e localização para fins de CAA,
não está, portanto, relacionado à identificação ou reconhecimento de alguma parte do corpo do
usuário.
Como pode-se visualizar na Tabela 3.2, dispositivos simples como webcams foram
utilizados por um grande número de trabalhos (43% dos trabalhos apresentados), pois representam
uma alternativa viável para detecção e rastreamento de movimentos, especialmente no que diz
respeito ao baixo custo associado. Essa vantagem também é válida para o uso de câmeras de
dispositivos móveis, a cada dia mais acessíveis. Trabalhos mais recentes têm investigado também
o uso de dados de profundidade (7 trabalhos desde 2014 foram apresentados na Tabela 3.2), por
meio de dispositivos como o Kinect, BumbleBee depth sensor, Monocular infrared depth camera
e Image range sensor.
As pesquisas que se dedicaram à detecção/rastreamento de olhos receberam muita
atenção da comunidade acadêmica (37% dos trabalhos apresentados na Tabela 3.2), possivelmente
porque, em algumas situações, os movimentos oculares são os únicos movimentos que algumas
pessoas com deficiência podem controlar voluntariamente. Dentre os dispositivos Eye-tracker
(rastreadores oculares comerciais) empregados nos estudos relacionados, pode-se citar rastreadores
da Tobii Technology, da EyeTech Digital Systems, EyeTribe, e RED da SensoMotoric Instruments.
O rastreamento de regiões específicas do corpo humano como forma de interação para um
público-alvo específico, tende a gerar soluções mais adaptadas aos usuários de interesse. Contudo,
a acessibilidade dessas soluções é prejudicada, pois usuários com capacidades ou limitações
motoras diferentes do público especificado podem ficar impedidos de utilizá-las. Soluções mais
flexíveis tendem a explorar diversas partes do corpo humano como forma de viabilizar a interação
humano-computador por meio de reconhecimento de gestos e são consideradas mais próximas


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Os trabalhos de Roy et al. (1994a,b), apesar de não empregarem câmeras, mas sensores
diretamente em contato com o usuário (rastreador magnético e eletromiografia), mostraram
que muitos indivíduos não falantes são capazes de fazer gestos que são repetíveis e podem ser
mapeados para palavras ou conceitos. Devido à natureza da deficiência física, esses gestos podem
não seguir qualquer forma padronizada nem ser facilmente reconhecidos como representações
icônicas. Os autores empregaram ANN de propagação reversa para reconhecimento da trajetória
de braço e mostraram que pessoas com paralisia cerebral são capazes de realizar ações ou
gestos com seus braços que são reconhecíveis por observadores familiares; eles descobriram que,
incentivando a livre expressão, o número de gestos diferentes possíveis de serem realizados pelos
indivíduos é muito maior do que se pensava e esse é um aspecto a ser explorado pela metodologia
proposta nesta tese. O conhecimento dos observadores de uma pessoa com comprometimento
motor, ou seja, dos cuidadores, sobre a capacidade do indivíduo na realização de movimentos, é
fundamental para possibilitar a criação de uma linguagem gestual personalizada, que de acordo
com a proposta desta tese, poderá ser utilizada para interação do usuário com um computador, e
consequentemente, com um sistema computacional de CAA.
Betke et al. (2002) desenvolveram o CameraMouse, um sistema capaz de rastrear o
movimento de diversas partes do corpo especificadas pelo usuário (como nariz, olhos, queixo,
pé), por meio de um algoritmo com base em correspondência de modelos espaço-temporais. O
movimento da parte do corpo rastreada é então mapeado no movimento do ponteiro do mouse na
tela, sendo útil para interação baseada na seleção de itens dinâmicos ou estáticos apontando sem
clicar. Esse trabalho foi bastante representativo para a área de TA, e inspirou outros trabalhos
como Betke (2008), Kwan et al. (2011), Epstein et al. (2014), Marnik (2014), Antunes et al.
(2016), Bian et al. (2016), que propuseram melhorias no sistema original ou aplicações para
serem utilizadas em conjunto. Sistemas similares também foram desenvolvidos por Perini et al.
(2006) e Fu e Huang (2007).
Em alguns trabalhos, o olhar é utilizado em conjunto com movimentos realizados por
outras partes do corpo ou outros dispositivos, gerando modalidades de interação multimodal.
Rozado et al. (2017) investigaram a interação com uma interface de usuário por meio de olhar
como apontador para seleção de alvo e gestos faciais para execução de comandos de ação
específicos do alvo. Com propósito semelhante, Biswas e Langdon (2013) desenvolveram
interação com base em rastreamento ocular e técnicas de interação de varredura de chave única,
combinando um sistema básico de movimentação de ponteiro na tela usando o olhar, um sistema
de varredura emulador de mouse sensível a piscar de olhos e um sistema de varredura emulador
de mouse sensível a um comutador físico. Esses autores utilizaram em conjunto o Kinect para
reconhecimento de gestos e o Tobii X120 Eye-Tracker para rastreamento ocular.
Visando identificar maneiras de trabalhar com detecção e rastreamento de diferentes
partes do corpo humano, sem demandar que o usuário especifique a área a ser rastreada, trabalhos
voltados para o reconhecimento de ações ou comportamento humano também foram investigados.
Huang et al. (2011) empregaram um método de reconhecimento de ação humana
usando o HOG (Histogram of Oriented Gradients) da imagem MHI (Motion History Image) e
demonstraram resultados promissores que poderiam ser empregados para interação humano-
computador. Vafadar e Behrad (2008) empregaram imagens MHI para reconhecimento de
gestos de mão como forma de interação para pessoas com deficiências motoras e obtiveram
resultados melhores em comparação a duas outras abordagens existentes. Esses autores utilizaram
informações do histograma de orientação de movimento e HMM para classificar os gestos. Zhang
et al. (2016) empregaram também a imagem MHI em uma proposta que combinou o uso de
recursos obtidos via HOG e SURF para reconhecimento de ações. Como as ações humanas
incluem informações de tempo e espaço, a imagem MHI reflete não apenas a posição de ação
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espacial, mas também a ordem de movimento, podendo ser usada para descrever a tendência do
movimento e descrição da informação temporal da ação (Zhang et al., 2016). Esses trabalhos
serviram de inspiração para gerar um sistema de CAA como prova de conceito de implementação
da metodologia proposta, descrito no Capítulo 4.
Diante de tantas possibilidades permitidas pelo uso da VC, viu-se oportuno realizar uma
pesquisa das últimas tendências de pesquisa sobre IHC assistiva baseada em VC para auxiliar
pessoas com deficiência motora. Soluções desenvolvidas exclusivamente para pessoas com
comprometimento motor podem beneficiar também pessoas que possuem comprometimentos de
fala associados, uma vez que a IHC possibilita o uso de modos alternativos de interação com
sistemas computacionais, incluindo sistemas de CAA, tornando possível a comunicação. Assim,
a seção seguinte apresenta uma breve descrição das principais técnicas utilizadas em trabalhos
recentes que empregaram a VC para recursos de TA voltados para pessoas com dificuldades
motoras.
3.2 MAPEAMENTO SISTEMÁTICO - TENDÊNCIAS EM APLICAÇÕES DE VC PARA
PESSOAS COM DIFICULDADES MOTORAS
Um mapeamento sistemático permite identificar, analisar e interpretar toda a pesquisa
disponível pertinente a questões de pesquisa específicas, áreas de pesquisa ou fenômeno de
interesse (Kitchenham, 2004). Em uma revisão sistemática, o processo de busca é conduzido de
acordo com uma sequência bem definida de etapas, seguindo um protocolo de estudo previamente
planejado (Munzlinger et al., 2012). Os mapeamentos sistemáticos são um tipo particular de
revisão sistemática com um escopo mais amplo, projetado para cobrir e fornecer uma visão
geral de uma área de pesquisa, classificando e contando as contribuições de acordo com as
categorias predefinidas (Petersen et al., 2015). Um mapeamento sistemático estuda a literatura
para identificar quais tópicos estão sendo abordados e como, onde a pesquisa foi publicada e
por quem, quais são as práticas e ferramentas mais comuns, as lacunas e oportunidades e assim
por diante. Enquanto as revisões sistemáticas da literatura se concentram na coleta e síntese de
evidências, considerando a força das evidências, o mapeamento sistemático da literatura é usado
principalmente para estruturar uma área de pesquisa (Petersen et al., 2015).
As possibilidades de usar a VC como suporte à CAA são diversas, interessantes e
desafiadoras em termos de dispositivos, interface, interação, questões sociais e econômicas.
Assim, viu-se oportuno realizar um mapeamento sistemático da literatura para investigar as
recentes iniciativas de pesquisa no campo da VC aplicada à IHC para auxiliar a interação e
comunicação de pessoas com deficiência motora. Nesse mapeamento foram considerados artigos
científicos indexados pelas bases de dados ACM1, IEEE2, Science Direct3 e Springer4, publicados
entre janeiro de 2009 e dezembro de 2019. O intervalo de 10 anos foi utilizado com o objetivo
de mapear as pesquisas mais recentes sobre o tema investigado.
O mapeamento sistemático foi desenvolvido de acordo com as diretrizes de Munzlinger
et al. (2012) e Petersen et al. (2015). O primeiro passo foi planejar e formalizar o protocolo do
estudo, especificando o problema de pesquisa, seu objetivo, questão geral e questões de pesquisa.
A Tabela 3.4 apresenta detalhes sobre o protocolo de estudo empregado.
Para o protocolo do estudo, os critérios de seleção foram definidos e aplicados como um






de inclusão e exclusão e aplicados para classificar os estudos de acordo com seus metadados
(título, resumo e palavras-chave). Os estudos que atenderam a pelo menos um dos critérios de
inclusão foram incluídos e os estudos que atenderam a pelo menos um dos critérios de exclusão
foram excluídos.
Tabela 3.4: Protocolo de Estudo utilizado para condução do mapeamento sistemático, especificando o problema de
pesquisa, seu objetivo, questão geral e questões de pesquisa.
Problema de pesquisa: Investigar as iniciativas de pesquisa que empregaram técnicas de Visão Computacional
(VC) em recursos de Tecnologia Assistiva voltados para viabilizar a interação e comunicação de pessoas com
dificuldades motoras.
Objetivo: Mapear as pesquisas desenvolvidas recentemente na área de Tecnologia Assistiva para pessoas com
dificuldades motoras empregando técnicas de VC.
Questão geral: Quais são as recentes soluções teóricas ou práticas desenvolvidas empregando VC para apoiar a
comunicação e interação de pessoas com dificuldades motoras?
Questões de pesquisa:
1) Como a interação gestual baseada em VC tem sido explorada para auxiliar a comunicação e interação de pessoas
com dificuldades motoras?
2) Quais tipos de câmera ou dispositivos têm sido utilizados?
3) Quais regiões corporais têm sido utilizadas para rastreamento?
4) Quais técnicas têm sido empregadas para reconhecimento de gestos?
5) As soluções permitem a personalização dos gestos utilizados?
6) Existem metodologias vinculadas ao desenvolvimento das soluções?
7) As soluções voltadas para viabilizar comunicação usam o termo Comunicação Aumentativa e Alternativa?
8) Pessoas com dificuldades motoras participam da construção ou avaliação das soluções propostas?
A Tabela 3.5 apresenta os critérios de inclusão e exclusão empregados para filtragem de
estudos no primeiro filtro.
Tabela 3.5: Critérios de inclusão e exclusão empregados no primeiro filtro do mapeamento sistemático para seleção
de estudos.
Primeiro Filtro
Critérios de Inclusão Critérios de Exclusão
CI1: O estudo define ou apresenta instrumentos para
auxiliar a comunicação ou interação de pessoas com
dificuldades motoras usando VC.
CE1: O estudo não apresenta instrumentos, investiga-
ções, comparações ou avaliações de soluções voltadas
para auxiliar a comunicação ou interação de pessoas
com dificuldades motoras usando VC.
CI2: O estudo investiga, compara ou avalia soluções
para auxiliar a comunicação ou interação de pessoas
com dificuldades motoras usando VC.
CE2: O estudo refere-se a um artigo resumido.
CI3: O estudo apresenta instrumentos voltados para
Comunicação Aumentativa e Alternativa usando VC.
CE3: O estudo não foi publicado em inglês.
CI4: O estudo apresenta instrumentos voltados para
comunicação não verbal usando VC.
CE4: O estudo não está disponível para acesso integral.
Os critérios de seleção para o segundo filtro (Tabela 3.6) foram definidos e aplicados na
leitura completa dos estudos resultantes do primeiro filtro. Foram mantidos apenas os estudos
que tratavam de temas relacionados a pelo menos um dos critérios de seleção. As buscas foram
realizadas no mês de dezembro de 2019, retornando 221 estudos: 167 estudos foram excluídos
pelo primeiro filtro e 21 foram excluídos pelo segundo filtro, resultando em um conjunto de 33
estudos.
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Tabela 3.6: Critérios de seleção empregados no segundo filtro do mapeamento sistemático para seleção de estudos.
Segundo Filtro - Critérios de seleção
A: Ambientes inteligentes / Ambiente de moradia assistida.
B: Interação Humano-Computador (IHC) / soluções computacionais.
C: Interação gestual aplicada em atividades de lazer.
D: Interação Humano-Máquina (IHM).
E: Interação Humano-Robô (IHR).
F: Levantamento bibliográfico.
As expressões de busca para cada base de dados selecionada foram definidas, calibradas
e adaptadas de acordo com as funcionalidades disponíveis. A Tabela 3.7 apresenta uma visão
geral do processo de seleção.
Tabela 3.7: Expressões de busca empregadas e resultados obtidos em cada base de dados considerada no mapeamento
sistemático: ACM, IEEE, Science Direct, e Springer. 33 estudos foram selecionados após a aplicação do primeiro e
segundo filtros.






ACM: 53 29 15
[[Publication Title: "assistive"] OR [Publication Title: "accessi-
ble"] OR [Publication Title: "motor disability"] OR [Publication
Title: "motor impairment"] OR [Publication Title: "disabled"] OR
[Publication Title: "cerebral palsy"]] AND [[Abstract: "computer
vision"] OR [Abstract: "camera"] OR [Abstract: "gesture"]] AND
[[Abstract: "communication"] OR [Abstract: "interaction"]]
IEEE: 27 17 13
((("Document Title":"assistive") OR ("Document Ti-
tle":"accessible") OR ("Document Title":"motor disability")
OR ("Document Title":"motor impairment") OR ("Document
Title":"disabled") OR ("Document Title":"cerebral palsy")) AND
(("Abstract":"computer vision") OR ("Abstract":"camera") OR
("Abstract":"gesture")) AND (("Abstract":"communication") OR
("Abstract":"interaction")))
Science Direct: 39 6 4
Title, abstract, keywords: ("computer vision" OR "camera" OR "ges-
ture") AND ("communication" OR “interaction”) Title: "assistive"
OR "accessible" OR "motor disability" OR "motor impairment"
OR "disabled" OR "cerebral palsy"
Springer: 2 2 1
with at least one of the words: "computer vision" "camera" "gesture"
where the title contains: "assistive" "accessible" "motor disability"
"motor impairment" "disabled" "cerebral palsy"
Total de estudos selecionados 221 54 33
A Tabela 3.8 mostra o formulário de extração de dados usado para padronizar os
dados extraídos das publicações lidas, com o objetivo de reduzir o viés dos resultados e a
informalidade do processo. Esse formulário de extração de dados foi inspirado na taxonomia
de gestos apresentada por Escalera et al. (2017) sobre os vários componentes envolvidos na
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realização de pesquisas em reconhecimento de ações/gestos, mantendo apenas as informações de
maior interesse para o domínio de pesquisa desta tese.
Tabela 3.8: Formulário de extração de dados usado para padronizar o registro das informações obtidas a partir dos
trabalhos resultantes do mapeamento sistemático.
FORMULÁRIO DE EXTRAÇÃO DE DADOS
Aspectos do
significado do gesto
Informação espacial (onde ocorre); Informação direcional (o caminho seguido); Informa-
ção simbólica (o sinal que faz); Ação (o tipo de ação que está sendo executada); Pose
do corpo (localização dos membros e ângulos articulares); Forma de mão (a postura da
mão); Informação afetiva (sua qualidade emocional).
Partes do corpo
utilizadas








Estáticos (apenas considerando características de um quadro de entrada ou qualquer outro
dispositivo de aquisição descrevendo a configuração espacial dos membros do corpo).
Dinâmicos (a trajetória e pose de membros do corpo fornecem a mais alta informação
discriminativa).
Fonte de Dados Visual (RGB, Depth, Térmico). Dispositivos empregados.
Avaliação,
métricas
Spotting (distingue gestos significativos de movimentos não intencionais); Classificação
(sequências contendo gestos ou gestos segmentados); avaliação com o público-alvo.
Reconhecimento Modelo com base em aparência; Pré-processamento; Extração de características; Seg-
mentação do início-fim do gesto; Reconhecimento: classificação final do rótulo do
gesto/ação.
Aplicações Interação Humano-Computador, Interação Humano-Máquina, Interação Humano-Robô,
Interação gestual aplicada em atividades de lazer, Ambientes inteligentes, Levantamento
bibliográfico.
A extração foi realizada rastreando as informações no formulário de extração para as
declarações de cada artigo e verificando sua exatidão. As categorias foram criadas dinamicamente
à medida que os dados foram extraídos para refletir o conjunto de dados resultante do próprio
processo de extração. Um esquema dinâmico foi adotado em vez de um esquema predefinido
para refletir o conteúdo extraído. Por um lado, uma categorização predefinida pode representar
uma categorização mais estruturada; por outro lado, impede a identificação de outras categorias
relevantes para representar o conjunto selecionado. Como a natureza deste estudo é um
mapeamento aberto e abrangente, optou-se por essa forma mais flexível de classificação, gerada
a partir da forma de extração de dados utilizada.
3.2.1 Ameaças à validade do estudo
Esta seção discute as ameaças à validade que podem ter afetado os resultados desse
mapeamento sistemático. O protocolo de revisão foi validado para garantir que a pesquisa fosse
a mais correta, completa e objetiva possível. No entanto, foram identificadas possíveis limitações
em dois momentos do processo de revisão: na seleção da publicação e na extração dos dados.
Diferentes ameaças à validade podem ser apontadas neste estudo. Uma das ameaças
corresponde à falta de algum estudo relevante na área. De fato, não é possível garantir que
todos os trabalhos relacionados publicados estejam incluídos neste mapeamento. A busca de
publicações foi realizada apenas em um conjunto limitado de bases de dados, supondo que esses
mecanismos de pesquisa tendem a conter a maioria dos estudos relevantes. Os termos usados
nas expressões de busca podem ter muitos sinônimos e a própria expressão de busca restringe os
resultados possíveis. É possível que documentos relevantes não tenham sido incluídos (como
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alguns citados anteriormente neste mesmo capítulo) devido à divergência no uso de termos e
expressões, como observado no caso do termo "nonverbal communication". Como outra ameaça,
é possível que algum tipo de imprecisão ou classificação incorreta tenha ocorrido na extração de
dados realizada neste mapeamento sistemático, principalmente porque a extração de dados foi
feita individualmente por um pesquisador. A coerência do esquema de classificação também pode
introduzir viés na análise dos dados, e outros pesquisadores podem propor diferentes esquemas de
classificação. Para reduzir essas ameaças, a extração e classificação dos dados foram conduzidas
pelo autor desta tese e validadas por um segundo pesquisador.
Petersen et al. (2015) revisaram os esquemas de classificação de validade existentes e
discutiram sua aplicabilidade à engenharia de software. Com base no estudo desses autores, os
seguintes tipos de validade devem ser levados em consideração para minimizar as ameaças à
validade do estudo: validade descritiva, validade teórica, generalização, e validade interpretativa.
Validade descritiva é a extensão em que as observações são descritas com precisão e
objetividade. Para reduzir essa ameaça, um formulário de extração de dados foi projetado para
suportar a gravação de dados. O formulário direcionou o processo de extração de dados de forma
objetiva e permite que as informações extraídas possam sempre ser revisitadas. Portanto, essa
ameaça é considerada sob controle.
A validade teórica é determinada pela capacidade de capturar o que se pretende
capturar. Para reduzir essa ameaça, o conjunto de questões de pesquisa foi avaliado pelo autor
e, posteriormente, por outro pesquisador. O primeiro e o segundo filtros foram aplicados e
os artigos selecionados foram lidos na íntegra, possibilitando a extração de respostas a essas
questões.
Generalização refere-se ao quanto é possível fazer uma pesquisa e generalizar os
resultados provenientes do processo de pesquisa proposto. Petersen et al. (2015) apresentaram
uma distinção entre generalização externa (generalização entre grupos ou organizações) e
generalização interna (generalização dentro de um grupo). Para evitar a ameaça de generalização
externa, foi utilizado um protocolo próprio e teoricamente defendido (Petersen et al., 2015), e para
evitar generalização interna foram definidas questões de pesquisa e critérios de inclusão/exclusão
próprios que permitem a expansão ou reprodução da pesquisa em um período diferente, garantindo
a generalização do estudo.
A validade interpretativa é alcançada quando as conclusões tiradas são razoáveis, a partir
dos dados e, portanto, são mapeados para a validade da conclusão. Uma ameaça na interpretação
dos dados é o viés do pesquisador, que é minimizado por meio do processo de revisão realizado
por outro pesquisador.
A repetibilidade requer relatórios detalhados do processo de pesquisa. Nesta seção o
processo de mapeamento sistemático seguido é relatado e também as ações tomadas para reduzir
possíveis ameaças à validade.
3.2.2 Resultados
A partir dos dados extraídos dos trabalhos selecionados no mapeamento sistemático, foi
possível identificar alguns métodos e abordagens empregadas, bem como algumas características
dos estudos que aplicaram a VC como recurso de TA para pessoas com dificuldades motoras. As
informações consideradas relevantes são apresentadas na sequência e podem servir de referência
para o desenvolvimento de sistemas de CAA com base na metodologia proposta nesta tese de
doutorado.
A Figura 3.1 mostra o número de artigos publicados em cada ano, dentre os estudos
selecionados no mapeamento sistemático. O maior número de trabalhos (oito) foi publicado
no ano de 2015. Desses, cinco estudos foram publicados em conferências distintas, e três
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estudos (Graham-Knight e Tzanetakis (2015), Kurauchi et al. (2015) e Saleh e Berns (2015))
foram publicados em uma mesma conferência: 8th ACM International Conference on PErvasive
Technologies Related to Assistive Environments (PETRA). Outros cinco estudos selecionados no
mapeamento sistemático (Missimer e Betke (2010), Paquette et al. (2011), McMurrough et al.
(2012), Feng et al. (2014) e Ghanem et al. (2017)), também foram publicados na conferência
PETRA em outros anos. Essa conferência é considerada altamente interdisciplinar, concentrando-
se em abordagens computacionais e de engenharia para melhorar a qualidade de vida e aprimorar
o desempenho humano em uma ampla variedade de configurações, no local de trabalho, em casa,
em espaços públicos, ambientes urbanos e outros.
Figura 3.1: Número de artigos publicados por ano, dentre os estudos selecionados no mapeamento sistemático.
A realização de movimentos por pessoas com deficiência é muito particular, e diferentes
movimentos remanescentes podem ser explorados para interação. Pesquisas relacionadas à
detecção e rastreamento de uma ou várias partes do corpo humano foram identificadas no
mapeamento, e a ocorrência verificada é apresentada na Tabela 3.9. Nessa tabela os estudos
selecionados são categorizados de acordo com sua aplicação e identificados quanto à participação
do público-alvo (pessoas com dificuldade motora) no processo de construção ou avaliação da
solução em questão.
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Tabela 3.9: Estudos selecionados categorizados por aplicação, região corporal utilizada para interação gestual e
participação de pessoas com dificuldades motoras em alguma etapa do desenvolvimento da pesquisa.
Aplicação Região corporal /
interação gestual




Paquette et al. (2011) X
Zhang et al. (2013)
Cabeça e Olhos
Kumar et al. (2010)
Zhao et al. (2014)
Kurauchi et al. (2015)
Saleh e Berns (2015)
Expressões corporais
Feng et al. (2014)
Rosales et al. (2017) X
Ascari et al. (2019) X
Expressões Faciais Xu et al. (2010)
Mãos
Chattoraj et al. (2017)
Kakkoth e Gharge (2018)
Krishnamurthi et al. (2019)
Olhos
Missimer e Betke (2010)
McMurrough et al. (2012)
Parmar et al. (2012)
Karamchandani et al. (2015)
Sambrekar e Ramdasi (2015)
Drawdy e Yanik (2015)
Cristina e Camilleri (2016) X
Utaminingrum et al. (2016)
Pal et al. (2017b) X
Nakazawa et al. (2018)
Não se aplica Sharma et al. (2018) X
IHM
Expressões Faciais Fine e Tsotsos (2009)
Mãos Lamb e Madhe (2016)
Gao et al. (2017)
Olhos Mohammad e Anas (2015)
IHR
Cabeça Zhang et al. (2013)
Cabeça e Olhos
Zhao et al. (2014)
Saleh e Berns (2015)
Olhos Drawdy e Yanik (2015)
Lazer
Cabeça, Mãos e Pés Diment e Hobbs (2014) X
Mãos Graham-Knight e Tzanetakis (2015) X
Levantamento
Não se aplica
Martins et al. (2015b) -
Ghanem et al. (2017) -
Bibliográfico Tavares et al. (2018) -
As palavras-chave indicadas em cada um dos estudos selecionados foram utilizadas
para criar uma imagem representativa dos termos com maior ocorrência na forma de uma
TagCloud apresentada na Figura 3.2. TagClouds são exibições visuais de um conjunto de
palavras selecionadas por alguma justificativa, nas quais atributos do texto como tamanho ou
cor são usados para representar propriedades relevantes, por exemplo a frequência dos termos
associados (Schrammel et al., 2009). Pode-se visualizar na Figura 3.2 que entre os termos mais
representativos estão "interaction", "assistive", "detection", "recognition", "gesture", "human-
computer", "technology" que são bastante relacionados aos objetivos do mapeamento sistemático
realizado. O termo "nonverbal communication" foi encontrado em alguns artigos e pode ser
uma opção interessante a ser incluída nas palavras-chaves de expressões de busca em novos
mapeamentos que venham a ser realizados.
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Figura 3.2: TagCloud destacando a frequência de termos utilizados nas palavras-chaves dos estudos selecionados no
mapeamento sistemático.
Dentre os artigos voltados ao desenvolvimento de soluções computacionais para IHC,
29% (7 de 24) destinam-se a viabilizar a comunicação de pessoas com dificuldades motoras,
como apresentado na Tabela 3.10.
Tabela 3.10: Estudos selecionados no mapeamento sistemático, voltados para IHC com foco em viabilizar a
comunicação, utilizando ou não o termo "Comunicação Aumentativa e Alternativa".
Estudo selecionado CAA
Kurauchi et al. (2015): X
Hmagic: head movement and gaze input cascaded pointing.
Cristina e Camilleri (2016): X
Model-based head pose-free gaze estimation for assistive communication.
Chattoraj et al. (2017):
Assistive system for physically disabled people using gesture recognition.
Pal et al. (2017b): X
Development of assistive application for patients with communication disability.
Rosales et al. (2017):
Computer vision for detection of body expressions of children with cerebral palsy.
Nakazawa et al. (2018):
Development of communication aid device for disabled persons using corneal surface reflection image.
Ascari et al. (2019): X
Personalized interactive gesture recognition assistive technology.
Dentre os trabalhos voltados para comunicação, apenas quatro usaram o termo "Co-
municação Aumentativa e Alternativa". Contudo, mesmo sem estar explicitamente descrito no
estudo, as formas alternativas de interação investigadas em todos os estudos selecionados nesse
mapeamento podem potencialmente contribuir para o desenvolvimento de soluções de CAA.
A representatividade do trabalho de Betke et al. (2002) é observada no referencial teórico de
vários trabalhos, e também pelo fato de que cinco (Missimer e Betke, 2010; Paquette et al., 2011;
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Feng et al., 2014; Kurauchi et al., 2015; Pal et al., 2017b) dos trabalhos selecionados indicaram
ter utilizado o sistema CameraMouse em suas pesquisas, seja para propor melhorias ou para
comparação de resultados. Apenas 24% (8 de 33) do total de trabalhos selecionados incluíram
pessoas com dificuldades motoras no processo de construção ou avaliação da solução em questão.
A Figura 3.3 apresenta as regiões corporais empregadas nos estudos selecionados (foi
possível identificar essa informação em 29 de 33 estudos) para viabilizar interação gestual com
soluções computacionais, máquinas ou robôs. Como já observado na Tabela 3.2 apresentada no
início desse capítulo, o uso dos olhos para interação continua sendo uma alternativa bastante
explorada (37% — 11 de 29), seja de forma única, ou associada com outras regiões corporais.
Estudos voltados para a detecção e reconhecimento de gestos de mão também representam uma
parcela significativa dos trabalhos selecionados (20% — 6 de 29). Algumas dificuldades ocorrem
ao utilizar métodos de VC com imagens de câmeras de baixo custo para detecção e rastreamento
do olhar, devido à baixa resolução e frequência de captura desses dispositivos. Possivelmente em
função disso, muitos estudos voltados ao desenvolvimento de soluções de baixo custo, exploram
o rastreamento e detecção de outras regiões corporais.
Figura 3.3: Partes do corpo humano utilizadas em pesquisas selecionadas no mapeamento sistemático que
empregaram técnicas de Visão Computacional em recursos de Tecnologia Assistiva para pessoas com dificuldades
motoras.
A Tabela 3.11 apresenta informações relacionadas a dispositivos e fonte de dados visuais
utilizados (dados RGB e de profundidade — Depth). As publicações relacionadas ao símbolo ”-”
não continham informações sobre o dispositivo utilizado ou a natureza do trabalho não se aplica
a essa identificação. É possível perceber uma diversidade grande de dispositivos empregados, e
dentre esses, câmera simples ou webcam foi a opção utilizada pela maioria dos trabalhos (cerca
de 48% — 16 de 33), sendo 6 desses trabalhos voltados para deteção e rastreamento de olhar.
Os principais objetivos ou aplicações dos trabalhos selecionados não são os mesmos e
como resultado os métodos de VC utilizados, principalmente nas etapas de pré-processamento,
segmentação e extração de características são muito variados, dificultando uma apresentação
padronizada. Em função disso, a Tabela 3.12 destaca os principais métodos utilizados para
realização das etapas de pré-processamento e segmentação de objetos, extração de características
e representação, citados nos trabalhos selecionados para gerar as informações necessárias às
etapas seguintes no processo de reconhecimento.
Estudos de Fine e Tsotsos (2009), Gao e Duan (2011), Karamchandani et al. (2015),
Cristina e Camilleri (2016), Rosales et al. (2017), Kakkoth e Gharge (2018), Ascari et al. (2019)
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Tabela 3.11: Dispositivos e fonte de dados usados em estudos selecionados via mapeamento sistemático.
Dispositivo Fonte de dados Estudo
RGB Depth




X McMurrough et al. (2012)
Câmera USB com led in-
fravermelho
X Nakazawa et al. (2018)
Digital câmera X Chattoraj et al. (2017)
IP câmera X Rosales et al. (2017)
Microsoft Kinect X X Diment e Hobbs (2014), Graham-Knight e Tzanetakis (2015),
Saleh e Berns (2015), Gao et al. (2017), Krishnamurthi et al.
(2019)
Óculos de visão X Zhang et al. (2013)
Tobii eye tracker X Drawdy e Yanik (2015), Pal et al. (2017b)
Webcam X Fine e Tsotsos (2009), Kumar et al. (2010), Missimer e Betke
(2010), Xu et al. (2010), Paquette et al. (2011), Parmar et al.
(2012), Feng et al. (2014), Karamchandani et al. (2015), Kurauchi
et al. (2015), Mohammad e Anas (2015), Sambrekar e Ramdasi
(2015), Cristina e Camilleri (2016), Lamb e Madhe (2016),
Utaminingrum et al. (2016), Kakkoth e Gharge (2018), Ascari
et al. (2019)
Não se aplica - - Martins et al. (2015b), Ghanem et al. (2017), Sharma et al. (2018),
Tavares et al. (2018)
Tabela 3.12: Métodos utilizados em trabalhos selecionados no mapeamento sistemático para realização das etapas
de pré-processamento e segmentação de objetos, extração de características e representação.
Pré-processamento e segmentação de objetos
Subtração de fundo, Morfologia, Remoção de ruídos, Threshold, Etiquetagem de regiões, Detecção de bordas,
Suavização de imagem, conversão de espaço de cores.
Extração de características e representação
AAM, HOG, SIFT, BTE, coordenadas de Landmarks, extração de textura, extração de formas, extração de
contornos, extração de trajetória, informação de postura, cor de pele, centróide de movimento, Fourier, Haar-like,
Gaussian function, Padrão Direção-Magnitude, Transformada Hough, Transformada Wavelet.
citam o uso de funções disponíveis na biblioteca OpenCV (Open Source Computer Vision). Para
cálculo de fluxo óptico os estudos de Kumar et al. (2010), Missimer e Betke (2010) e Ascari et al.
(2019) citam o uso do fluxo óptico de Lucas-Kanade.
As técnicas utilizadas para realizar a etapa de reconhecimento de gestos, expressões ou
movimentos nos trabalhos selecionados são apresentadas na Tabela 3.13. A grande variedade
de métodos e abordagens indica a necessidade de se avaliar o contexto de cada aplicação para
escolher a melhor maneira de implementar essa etapa.
Dentre as linguagens de programação citadas nos trabalhos que mencionaram essa
informação, pode-se destacar: C++ (Fine e Tsotsos, 2009; Diment e Hobbs, 2014; Ascari et al.,
2019); C# (Graham-Knight e Tzanetakis, 2015); C#.Net (Pal et al., 2017b); Python (Rosales
et al., 2017; Ascari et al., 2019); e Matlab (Karamchandani et al., 2015; Mohammad e Anas,
2015; Sambrekar e Ramdasi, 2015; Lamb e Madhe, 2016; Chattoraj et al., 2017).
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Tabela 3.13: Técnicas usadas para realizar a etapa de reconhecimento de gestos ou movimentos nos trabalhos




Adaboost Kumar et al. (2010), Xu et al. (2010), Zhao et al. (2014), Sambrekar e Ramdasi
(2015), Rosales et al. (2017)
ANN Drawdy e Yanik (2015)
Bayes Cristina e Camilleri (2016)
CNN Ascari et al. (2019) .
Haar Cascade Saleh e Berns (2015), Utaminingrum et al. (2016), Kakkoth e Gharge (2018)
KNN Fine e Tsotsos (2009), Ghanem et al. (2017)
, Ascari et al.
(2019)rshortsvm
Parmar et al. (2012), Zhang et al. (2013), Saleh e Berns (2015), Ghanem et al.
(2017), Ascari et al. (2019)
VT Zhang et al. (2013)
Template matching Missimer e Betke (2010), Karamchandani et al. (2015), Cristina e Camilleri
(2016), Ghanem et al. (2017)
Uma breve descrição das contribuições de cada trabalho selecionado no mapeamento
sistemático é apresentada nas subseções a seguir.
3.2.2.1 Estudos referentes a levantamentos bibliográficos
Publicações referentes a levantamentos bibliográficos são uma maneira importante de
compartilhar conhecimento entre pesquisadores interessados em contribuir para o crescimento
de um determinado campo. Dentre os trabalhos selecionados, três referem-se a levantamentos
bibliográficos em que o emprego de VC para pessoas com dificuldade motora é citado.
Martins et al. (2015b) apresentaram um estudo sobre possíveis soluções tecnológicas
para aprimorar o processo de comunicação para surdos em plataformas de e-learning por
meio da tradução da linguagem de sinais. Dentre as opções tecnológicas apresentadas para o
reconhecimento, tradução e apresentação de sinais está a abordagem baseada em VC. Segundo
esses autores, a captura de todo o corpo por uma câmera, pode ser uma solução para a tradução
correta da linguagem gestual. Contudo, apesar dos dispositivos existentes poderem capturar
facilmente gestos e expressões, enfrentam alguns problemas no reconhecimento de gestos, como:
quantidade muito grande de gestos e similaridade entre eles; línguas de sinais diferentes devido
à cultura, à vida social individual e à maneira como os gestos foram ensinados; e, a sequência
de gestos para expressar uma sentença pode ser difícil de calcular, porque é difícil detectar
onde o gesto começa e termina e onde começa o próximo. Assim, os autores acreditam ainda
que existem alguns desafios críticos para resolver e ainda falta uma integração efetiva dessas
tecnologias em plataformas de e-learning. Além disso, ainda não há soluções imediatas para
resolver a comunicação síncrona em tempo real entre surdos e não surdos.
Ghanem et al. (2017) apresentaram um levantamento bibliográfico das técnicas mais
recentes em sistemas de reconhecimento de linguagem de sinais baseados em dispositivos móveis.
Os autores classificam as soluções existentes em sensores e visão e tem como foco principal
algoritmos de detecção e classificação de sinais. A abordagem baseada em visão refere-se ao uso
da câmera do telefone para capturar a imagem ou o vídeo da mão executando sinais. O artigo
mostra uma comparação entre os métodos e técnicas empregados em diversos trabalhos baseados
em VC, voltados principalmente para o reconhecimento de sinais estáticos.
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Tavares et al. (2018) realizaram uma revisão bibliográfica sistemática com o objetivo
de elucidar recursos de TA que permitam a inclusão digital de pessoas com paralisia cerebral e
levantar métodos para sua avaliação, considerando possibilidades motoras, realização de tarefas
e satisfação dos usuários. Dentre os trabalhos selecionados, pode-se destacar os estudos que
empregaram VC como Manresa-Yee et al. (2014) que investigaram o uso de movimentos de
cabeça para substituição do mouse. Esses autores citam soluções existentes e apresentam uma
série de fatores de design relevantes para seu uso, propondo uma lista de parâmetros de concepção
e avaliação para futuros designers usarem. Outro trabalho resultante da revisão é de Pauly e
Sankar (2016) que investigaram métodos não intrusivos para avaliar dispositivos de detecção
de piscar de olhos como forma alternativa de interação, tendo o descritor HOG combinado ao
classificador SVM, mostrado melhor desempenho em comparação com outros métodos.
Os estudos citados dão uma amostra da pesquisa relacionada ao emprego da VC em
abordagens inclusivas para pessoas com dificuldade motora. Esses estudos fornecem uma visão
geral útil sobre o domínio pesquisado de forma condensada, e também representam fontes de
referências adicionais.
3.2.2.2 Interação gestual aplicada em atividades de lazer
O Kinect Virtual Art Program (KVAP) usa a tecnologia de reconhecimento de gestos do
Microsoft Kinect para permitir a criação de arte rastreando diferentes regiões corporais do usuário.
Diferentes efeitos, como formas e brilhos, são ativados por diferentes gestos e velocidades dos
membros. Diment e Hobbs (2014) apresentaram um estudo piloto realizado com cinco crianças
com deficiência motora grave para determinar o nível de envolvimento físico que essas crianças
poderiam atingir ao usar o KVAP em cinco sessões. Os resultados indicaram que os participantes
gostaram do uso do KVAP e se envolveram cada vez mais com ele ao longo das sessões. O
KVAP incentivou a atividade física e permitiu que as crianças criassem suas próprias obras de
arte, uma atividade que antes era inacessível para elas usando abordagens tradicionais.
Graham-Knight e Tzanetakis (2015) apresentaram uma nova abordagem para pessoas
com deficiência física tocarem música por meio de uma interface musical adaptável usando o
Microsoft Kinect. Um sistema foi desenvolvido, em que os dados posicionais do Kinect são
enviados para a linguagem de programação visual Max/MSP por meio do protocolo Open Sound
Control (OSC) para análise e reprodução. Um teste foi realizado com o objetivo de ensinar
usuários (com e sem deficiência física) a tocar um instrumento sem toque, o que não é intuitivo,
e também medir a latência geral do tempo de reação e do sistema. O teste envolvia tocar um som
de bateria, clicando com o mouse em uma mensagem de ’estrondo’, levando o usuário a dedilhar
um acorde de guitarra por meio de um gesto executado com a mão. O estudo fornece uma linha
de base para futuras melhorias, medindo a latência do sistema Kinect atual, bem como o tempo
de treinamento e a repetibilidade. Segundo os autores, a quantidade de latência foi considerada
muito alta para a apresentação de um concerto, mas o sistema se mostrou agradável para um
participante em uma situação de musicoterapia.
Com base nos estudos apresentados nesta seção é possível observar que a interpretação
da interação corporal comumente explorada em jogos de entretenimento, também tem sua
aplicação em outras atividades de lazer, como no domínio da arte e da música. As soluções
apresentadas ampliam as possibilidades de interação para pessoas com dificuldades motora,
incentivando o aprendizado de novas habilidades.
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3.2.2.3 Interação Humano-Computador
Foram considerados trabalhos voltados para IHC os estudos que apresentaram soluções
computacionais ou dispositivos que viabilizassem a interação de pessoas com dificuldades
motoras com algum sistema computacional.
Kumar et al. (2010) criaram um sistema óptico de controle de mouse baseado no
reconhecimento de movimentos de cabeça e piscar de olhos com o objetivo de gerar tecnologia
de IHC assistencial para pessoas com dificuldades motoras.
Missimer e Betke (2010) propuseram um algoritmo que permite ao usuário interagir
com o computador usando piscar de olhos para simular o clique em um mouse tradicional. O
algoritmo é capaz de localizar automaticamente os olhos do usuário e aprender a aparência dos
olhos abertos e fechados do usuário. O sistema apresentado amplia a funcionalidade dos sistemas
de comutador binário baseados em câmera de Grauman et al. (2003) e Chau e Betke (2005)
fornecendo um método mais intuitivo para controlar o mouse. Ao interpretar o movimento de
três regiões faciais, incluindo os dois olhos, o sistema permite que o usuário controle o ponteiro
do mouse em um nível semelhante ao do mouse tradicional.
Xu et al. (2010) desenvolveram um sistema para pessoas com dificuldades de movimento
dos membros superiores (ou amputação). O sistema emprega detecção e rastreamento de
movimentos faciais para controlar o movimento do cursor na tela e acionar os eventos apropriados
do mouse. Será aplicado em um sistema de reabilitação para pessoas com deficiência com
amputação de membro superior.
Paquette et al. (2011) desenvolveram o Menu Controller, uma ferramenta que pode
coletar as entradas de menu de aplicativos existentes e apresentá-las ao usuário de uma forma mais
acessível e utilizável, para indivíduos com controle muscular severamente limitado. O sistema
foi testado com um sistema de substituição de mouse baseado em câmera — CameraMouse
(Betke et al., 2002). A maneira pela qual o Menu Controller renderiza novamente as entradas de
menu de um aplicativo é baseada na interface do usuário de uma nova versão do CameraCanvas
(Kwan e Betke, 2011), um programa de edição de imagens para pessoas com deficiências motoras
graves, projetadas para uso com o CameraMouse.
McMurrough et al. (2012) apresentaram uma solução de baixo custo para rastreamento
em tempo real da posição da cabeça de um usuário humano em relação a uma fonte de exibição de
vídeo para estimativa do olhar em um ambiente assistencial. A solução utiliza um fone de ouvido
vestível equipado com sensores encontrados em dispositivos de videogame. Um par de sensores
de imagem Nintendo Wiimote é usado para criar uma câmera estéreo para rastreamento de
posição 6DOF do fone de ouvido, enquanto uma câmera monocular Playstation Eye modificada
é usada para rastrear a posição da pupila. O hardware de rastreamento resultante é capaz de
medir a posição 3D de quatro LED infravermelhos montados em locais conhecidos na exibição
de vídeo usando a triangulação dos dados da câmera estéreo. Também é descrita a integração
desta abordagem de rastreamento posição de cabeça com uma solução de rastreamento de pupila
baseada em VC, a fim de calcular o ponto de vista do usuário.
Parmar et al. (2012) apresentaram um sistema projetado para usuários com deficiência
motora que são capazes de piscar voluntariamente. O algoritmo proposto permite detectar
piscadas de olhos voluntárias, a duração do piscar e interpretar sequências de piscadas em tempo
real para controlar uma interface humano-computador não invasiva. A técnica descrita usa
câmeras que permitem rastrear características do nariz, as sobrancelhas e a posição da cabeça
nas coordenadas 2D e 3D.
Feng et al. (2014) avaliaram o desempenho do método de seleção de cruzamento reverso
do alvo, para uso com um sistema de substituição de mouse baseado em câmera para pessoas
com dificuldades motoras — CameraMouse (Betke et al., 2002). O método avaliado apresentou
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desempenho satisfatório. Tanto a análise estatística quanto as medidas subjetivas mostraram que
o cruzamento reverso foi mais eficiente do que o clique regular no tempo de permanência.
Karamchandani et al. (2015) desenvolveram um sistema de rastreamento ocular simples,
portátil, não invasivo e de baixo custo, destinado ao uso por crianças com deficiências graves. O
sistema é capaz de diferenciar entre diferentes pontos de vista, permitindo ao usuário controlar
uma interface em uma grade 4x4. Dois jogos baseados em grade foram desenvolvidos para testar
o desempenho do sistema de rastreamento ocular como uma prova de conceito.
Kurauchi et al. (2015) apresentaram a técnica Head Movement And Gaze Input Cascaded
(HMAGIC) que combina interação baseada no movimento da cabeça e no olhar. HMAGIC foi
incorporado ao sistema CameraMouse (Betke et al., 2002) e posiciona o ponteiro do mouse
para o ponto de olhar do usuário na tela e, em seguida, permite ao usuário controlar o ponteiro
através do movimento da cabeça para manipulação fina. O HMAGIC combina as vantagens da
velocidade dos movimentos dos olhos com a precisão do posicionamento baseado no movimento
da cabeça em uma única interface de substituição de mouse.
Sambrekar e Ramdasi (2015) apresentaram um sistema desenvolvido para pessoas com
deficiência de membros interagirem com computadores usando a direção do olhar. O sistema
apresenta um teclado de 4 teclas que pode ser pressionado por meio da estimativa da direção do
olhar do usuário.
Cristina e Camilleri (2016) apresentaram um método para estimativa tridimensional
do olhar sob movimento livre da cabeça usando uma única câmera integrada de um notebook,
como uma ferramenta de CAA para auxiliar indivíduos com deficiências motoras, como paralisia
cerebral, afetadas por movimentos involuntários da cabeça e do rosto. A validade do método foi
investigada em um conjunto de dados publicamente disponível e em dados da vida real capturados
por meio da colaboração voluntária de um grupo de indivíduos normais e uma pessoa que sofre
de paralisia cerebral.
Utaminingrum et al. (2016) apresentaram uma nova estrutura para detectar o movimento
dos olhos e sinalizar um comando de navegação. Os autores focaram na detecção de esclera, em
vez de pupila e íris, comumente utilizadas para rastrear o movimento dos olhos. Esse estudo faz
parte de uma pesquisa contínua e os autores apontam como trabalhos futuros que essa solução
será incorporada em um mini assento elétrico, com o objetivo de fornecer mais acessibilidade
para as pessoas com deficiência controlar os meios de subsistência.
Chattoraj et al. (2017) propuseram um método para reconhecer os diferentes gestos
de mão usados pelas pessoas surdas para se comunicar usando escala invariável em recursos.
Segundo esses autores, por meio do método proposto a linguagem de sinais americana é
reconhecida através de imagens de sinais que ajudarão na comunicação com pessoas que não
possuem o conhecimento dela.
Pal et al. (2017b) desenvolveram um aplicativo de CAA integrado ao rastreador ocular
Tobii EyeX e ao sistema CameraMouse (Betke et al., 2002) para simplificar a comunicação para
pessoas com deficiência. O sistema desenvolvido permite ao paciente expressar suas necessidades
diárias, enviar mensagens pela Internet e a números de contato, conversar por meio de sintetizador
de voz, gerar um sinal de alarme, além de utilizar outros módulos básicos (calculadora e lembrete)
fornecidos.
Rosales et al. (2017) (trabalho já citado no início deste capítulo) apresentaram um
protótipo desenvolvido para a interação entre crianças e computador que permitiu responder
afirmativamente à seguinte pergunta de pesquisa: "Podemos melhorar a comunicação com
crianças que tem paralisia cerebral utilizando um protótipo de VC para detecção de padrões
corporais?" Por meio das observações feitas, foi possível distinguir certas expressões que um
paciente utiliza para tentar se comunicar e que têm maior probabilidade de serem reconhecidas
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pelo uso da VC. A interface desenvolvida detecta e rastreia movimentos da mão, pé ou cabeça
do usuário, e foi utilizada para detectar padrões corporais referentes a dor de cabeça, felicidade,
fome, medo e recreação.
Kakkoth e Gharge (2018) apresentaram um sistema de reconhecimento de gestos de
mão em tempo real baseado em descritor visual. Foram reconhecidos principalmente dez gestos
com base na detecção da ponta dos dedos, que podem ser utilizados por pessoas com deficiência
para transmitir esses gestos na forma de texto e som.
Nakazawa et al. (2018) desenvolveram um dispositivo vestível de comutação do tipo
óculos com foco no movimento do globo ocular. As imagens ao redor do globo ocular são
obtidas por uma câmera USB equipada com LED infravermelhos e as pupilas são extraídas pelo
procedimento de transformação de Hough. O sistema de reconhecimento de direção do olhar
pode distinguir doze níveis de "movimento do globo ocular", obtendo o centróide constituído por
imagens de reflexão da superfície da córnea direita e imagem da pupila. Os autores desenvolveram
também uma ferramenta de comunicação para pacientes com incursão neurológica usando o
movimento do globo ocular como forma de interação.
Como os aplicativos baseados em gestos ganham espaço no domínio da educação
especial, Sharma et al. (2018) estudaram seu potencial no contexto indiano. Uma das principais
contribuições desse estudo é a disponibilização de diretrizes para projetar e desenvolver aplicativos
baseados em gestos para indivíduos com deficiências de desenvolvimento. Os autores combinaram
resultados e experiências de estudos com usuários utilizando aplicativos próprios (Kirana, Balloons
e HOPE) para apresentar catorze diretrizes de design para sistemas baseados em gestos na
expectativa de que educadores e cuidadores de todo o mundo transmitam habilidades sociais,
motoras e de vida a indivíduos com deficiências de desenvolvimento. O aplicativo Kirana
emprega gestos socialmente apropriados para ensinar habilidades para a vida, como comprar itens
do dia-a-dia de uma mercearia indiana local. Ballons promove habilidades de atenção conjunta
por meio de interação colaborativa. HOPE melhora a coordenação motora e as habilidades
sociais e cognitivas dos usuários, com níveis crescentes de dificuldade.
O estudo publicado por Ascari et al. (2019) refere-se a um dos resultados desta tese de
doutorado em que é apresentado o sistema PGCA e detalhes de um experimento conduzido com
o público-alvo. O sistema PGCA é um sistema inteligente (baseado em VC e Aprendizado de
Máquina) que permite a criação de interação gestual personalizada como recurso de TA para fins
de comunicação. Esse sistema leva em consideração as habilidades e limitações motoras de seus
usuários e o conhecimento dos cuidadores em reconhecer os gestos realizados pelos usuários. Os
resultados de entrevistas com profissionais da área de educação especial e de um experimento
com o público-alvo sugerem que o uso de gestos personalizados é uma prática comum para
a CAA. Além disso, os autores destacaram sua percepção de que a criação de conjuntos de
dados personalizados pode ser desafiadora, principalmente devido ao nível de entendimento dos
participantes, à semelhança entre gestos e variações na execução dos mesmos gestos.
Krishnamurthi et al. (2019) desenvolveram um dispositivo ponteiro alternativo (Frontier
Point method — FPM) para manipular uma apresentação do PowerPointTM, por meio de gestos,
principalmente por pessoas com restrições nos movimentos de mãos ou braços. Os autores
desenvolveram um sistema baseado no reconhecimento dinâmico de gestos de mãos, para
execução de comandos para interação com slides de uma apresentação.
Soluções com base em VC desenvolvidas para permitir que pessoas com deficiência
motora interajam com o computador são maioria dentre os estudos selecionados no mapeamento
sistemático. Em geral os estudos citados exploram a capacidade dos usuários fazerem gestos
distintos e reconhecíveis para desenvolver recursos de TA empregando abordagens diversas. Uma
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preocupação comum a esses trabalhos é promover um modo de interação mais natural e intuitivo
para pessoas com deficiência, contribuindo potencialmente para melhorar sua qualidade de vida.
3.2.2.4 Interação Humano-Máquina
Esta subseção apresenta estudos voltados a viabilizar a interação gestual de pessoas com
dificuldades motoras e as máquinas, dispositivos ou equipamentos disponíveis no ambiente em
que elas estão inseridas.
Fine e Tsotsos (2009) investigaram a viabilidade de um sistema capaz de obter feedback
visual do usuário, por meio de expressões faciais, para uso em uma cadeira de rodas automática.
Mohammad e Anas (2015) apresentaram o modelo de design de uma cadeira de rodas
elétrica para pessoas com tetraplegia e/ou quadriplegia, guiada por meio do rastreamento de
movimentos da retina do usuário. O movimento ocular é detectado por uma webcam, e capturado
por um sinal chamado eletrooculografia (EOG). Os sinais EOG são processados para que possam
guiar o microcontrolador em interface serial, que, por sua vez, controla os movimentos da cadeira
de rodas.
Lamb e Madhe (2016) apresentaram um estudo desenvolvido para controlar a posição
de uma cama automaticamente usando o reconhecimento de gestos de mãos. Quatro movimentos
podem ser reconhecidos de acordo com o gesto de mão apresentado, direcionando a cama para
cima, para baixo, para a direita e para a esquerda.
Gao et al. (2017) projetaram um sistema de controle para cadeira de rodas robótica para
pessoas com deficiência e idosos, utilizando interação por gestos de mão. Um novo método
de detecção foi apresentado, unindo informações da cor da pele e de profundidade, para obter
informações de velocidade de acordo com a posição da palma da mão em tempo real.
Como observado nos estudos citados, a interação gestual tem sido investigada como
uma forma de obter uma interação humano-máquina eficaz e natural, acessível para usuários
com capacidade de movimento muito limitada. Um dos estudos permitiu ao usuário controlar o
posicionamento de uma cama usando gestos. Três dos quatro estudos citados investigaram o
emprego de gestos para interagir com cadeiras de rodas elétricas, uma vez que o público-alvo não
teria condições de controlar cadeiras de rodas elétricas tradicionais. Essas iniciativas contribuem
para ampliar a independência das pessoas com deficiências motora na vida diária, usando sinais
corporais que o usuário é capaz de executar para interagir com máquinas.
3.2.2.5 Interação Humano-robô
O rastreamento de movimentos de cabeça foi investigado por Zhang et al. (2013) em
um protótipo de sistema de robô assistencial baseado em visão egocêntrica. Usando um par de
óculos com uma câmera prospectiva, o usuário é envolvido ativamente no circuito de controle do
robô em tarefas de navegação. A aplicação pretendida deste sistema de robô é ajudar uma pessoa
com deficiência grave a agarrar um objeto alvo utilizando movimentos de cabeça.
Zhao et al. (2014) apresentaram uma plataforma interativa "Integração Homem-Robô"
com multimodalidades, como postura da cabeça, olhar, voz e outros gestos corporais naturais. Os
autores propõem um método interativo de julgamento de intenção, combinando estimativa de pose
do modelo 3D da cabeça e a direção do olhar detectada pelo método de reflexão pupila-córnea. O
objetivo do trabalho é aumentar o entendimento mútuo da situação de colaboração entre humanos
e robôs de serviço.
Drawdy e Yanik (2015) apresentaram uma pesquisa voltada para robótica assistiva
por meio de IHR utilizando a estimativa de ponto de interesse de um usuário (com base em
rastreamento de olhar), para auxiliar na emissão de comandos para um robô, provendo um melhor
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planejamento do caminho a ser percorrido. Segundo esses autores, para pessoas com deficiências,
prevalece a necessidade de um paradigma de interação intuitiva entre humanos e robôs.
Saleh e Berns (2015) apresentaram um modelo biologicamente inspirado que realiza
a comunicação verbal e não verbal entre humanos e robôs. A comunicação não verbal usada
inclui movimentos de cabeça e comportamento dos olhos. Nesse modelo, o robô e seu parceiro
de interação enviam e recebem informações ao mesmo tempo. O robô envia informações via fala
e recebe o feedback do ser humano através de sugestões não verbais.
Os sistemas robóticos assistenciais podem ser muito valiosos para fornecer ajuda nas
atividades da vida diária de pessoas com deficiência motora. Os resultados obtidos nos estudos
citados indicam que dispositivos auxiliares controlados por gestos podem ser um meio viável
para comunicação não verbal entre humanos e robôs. Os benefícios da IHR para pessoas com
deficiência motora são importantes tanto do ponto de vista humanitário quanto de economia de
custos.
3.2.3 Respostas às questões de pesquisa
Com base nos estudos mapeados, foram respondidas as questões de pesquisa definidas
para o mapeamento sistemático apresentado. A questão principal do mapeamento teve como
objetivo identificar as recentes soluções teóricas ou práticas desenvolvidas empregando VC
para apoiar a comunicação e interação de pessoas com dificuldades motoras. O mapeamento
apresentou instrumentos que são usados como recursos de CAA para viabilizar a comunicação
ou interação de pessoas com dificuldades motoras, seja por meio de interação com o ambiente
em que estão inseridos, com aplicativos de CAA ou para outros fins, conforme apresentado nas
Tabelas 3.9 e 3.10.
Para cada questão apresentada na Tabela 3.4, foi elaborada uma resposta com base nas
informações extraídas dos estudos mapeados. Com relação à pergunta "1) Como a interação
gestual baseada em VC tem sido explorada para auxiliar a comunicação e interação de pessoas com
dificuldades motoras?" Atualmente, existem muitas opções para interação gestual, oferecendo
diferentes graus de acessibilidade para diversos propósitos. Entre as iniciativas identificadas pode-
se destacar o uso de interação gestual para execução de atividades de lazer (música, arte), controle
de equipamentos como cadeira de rodas ou cama, interação com robôs assistivos e interação com
sistemas computacionais de um modo geral. Todas essas aplicações estão vinculadas de alguma
forma com o objetivo de oferecer mais qualidade de vida para as pessoas com dificuldades
motoras empregando técnicas de VC, seja dando-lhes algum nível de independência, facilitando
o acompanhamento dos cuidadores e a comunicação, ou viabilizando a execução de atividades
que de outra forma não seriam possíveis.
Considerando a questão "2) Quais tipos de câmera ou dispositivos têm sido utilizados?"
Dentre os dispositivos identificados pode-se observar que câmeras de baixo custo e imagens RGB
foram mais utilizadas como fonte de dados do que dados de profundidade, como apresentado na
Tabela 3.11. Foi possível observar que há uma tendência em gerar alternativas mais acessíveis
em termos de custo, inclusive substituindo dispositivos de rastreamento ocular, frequentemente
baseados em câmeras infravermelhas com custo elevado.
Quanto à questão "3) Quais regiões corporais têm sido utilizadas para rastreamento?" A
Tabela 3.9 e a Figura 3.3 apresentam informações extraídas dos estudos selecionados referentes a
regiões corporais utilizadas como meio alternativo de interação para pessoas com dificuldades
motoras. Dentre 29 estudos em que a identificação de regiões corporais utilizadas para
rastreamento foi possível, 37% (11 de 29) investigaram o uso dos olhos como modalidade de
interação, seja por meio de detecção de piscadas, estimativa da direção do olhar, detecção de
pupila, íris ou esclera. Além desses, cerca de 13% dos trabalhos (4 de 29) investigaram o uso do
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olhar associado a movimentos de cabeça. O rastreamento de movimentos de cabeça também
é empregado em vários trabalhos, de forma isolada (2 trabalhos de 29), ou em conjunto com
outras regiões corporais como olhos, mãos e pés. Foi possível verificar a grande variedade de
possibilidades que já estão sendo utilizadas, explorando regiões corporais diversas, como mostra
a Figura 3.3.
Sobre a questão "4) Quais técnicas têm sido empregadas para reconhecimento de
gestos?" Foram identificados vários métodos para processamento de imagens, reconhecimento
de padrões, algoritmos diversos e linguagens de programação empregadas conforme apresentado
nas Tabelas 3.12 e 3.13. Quanto às linguagens de programação empregadas, percebe-se uma
tendência na utilização de linguagens bem estabelecidas, que disponibilizam funções específicas
para VC, como a biblioteca OpenCV. Muitas das técnicas apresentadas na Tabela 3.12 são
empregadas por meio de funções disponíveis nessa biblioteca.
Com relação à questão "5) As soluções permitem a personalização dos gestos utilizados?"
Com exceção do estudo vinculado a esta tese de doutorado (Ascari et al., 2019), não foram
identificados outros estudos que descrevessem como seria possível aos usuários ou seus cuidadores
realizarem atualizações nos conjuntos de gestos criados e utilizados para interação ou comunicação
por meio de VC. É possível que esse resultado seja um viés decorrente da não inclusão de
termos específicos como "tailoring", "customization", ou "personalization"na expressão de busca
utilizada.
Quanto à questão "6) Existem metodologias vinculadas ao desenvolvimento das so-
luções?" O protótipo citado no estudo de Rosales et al. (2017) foi desenvolvido usando a
metodologia de desenvolvimento de software Iconix (Rosenberg e Scott, 1999), que ajudou na
análise dos requisitos, na análise preliminar, no design e implementação. O estudo de Ascari et al.
(2019) vinculado a esta tese de doutorado citou o uso da metodologia proposta neste documento
para orientar o desenvolvimento de soluções computacionais baseadas no reconhecimento de
gestos como uma forma alternativa de interação ou comunicação especificamente para pessoas
com deficiência motora e de fala. Com objetivo semelhante, mas voltado para um público
mais abrangente, pode-se destacar o estudo de Sharma et al. (2018) que apresentam catorze
diretrizes de design para projetar e desenvolver aplicativos que empregam gestos para indivíduos
com deficiências de desenvolvimento. Não foram identificados estudos que apresentassem uma
metodologia que possa ser comparada à apresentada nesta tese de doutorado. Esse resultado
sugere uma lacuna na literatura e uma demanda por estudos para esse fim, ou mesmo que a
nomenclatura “metodologia” não tenha sido utilizada para definir estudos relacionados à definição
de formas de conduzir o desenvolvimento de sistemas de CAA para pessoas com dificuldades
motoras e de fala, usando interação gestual.
Sobre a questão "7) As soluções voltadas para viabilizar comunicação usam o termo
Comunicação Aumentativa e Alternativa?" Percebeu-se que o termo CAA não foi empregado
por todos os trabalhos que apresentaram soluções voltadas para viabilizar a comunicação de
pessoas com dificuldades motoras. Apenas 4 trabalhos de 7 usaram o termo CAA. Em alguns
estudos o termo "nonverbal communication" foi empregado como referência ao uso de gestos
para viabilizar a comunicação.
E por fim, quanto a questão "8) Pessoas com dificuldades motoras participaram da
construção ou avaliação das soluções propostas?" Foi possível identificar que apenas 8 trabalhos
de 33 envolveram pessoas com dificuldade motora no processo de construção ou avaliação das
soluções apresentadas. Desses estudos, 5 incluíram representantes do público-alvo em etapas de
avaliação das soluções desenvolvidas: Paquette et al. (2011), Diment e Hobbs (2014), Cristina e
Camilleri (2016), Pal et al. (2017b) e Ascari et al. (2019). Já nos estudos de Graham-Knight
e Tzanetakis (2015), Rosales et al. (2017) e Sharma et al. (2018) foi adotada uma abordagem
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colaborativa envolvendo diferentes partes interessadas no processo de construção e avaliação das
soluções.
3.2.4 Discussão
Os trabalhos apresentados neste capítulo representam iniciativas voltadas para diferentes
contextos assistivos e para pessoas com diferentes níveis de deficiência física, mas de um modo
geral, apresentam soluções tecnológicas para minimizar problemas enfrentados por pessoas que
sofrem com algum tipo de comprometimento motor ou de fala. Os trabalhos acima relacionados
de modos diversos destacam a viabilidade de empregar técnicas de VC para apoiar a interação de
usuários com computadores.
Trabalhos como o de Hemmingsson et al. (2018) que permitiu a uma criança que não
fala, com lesão medular alta, navegar na Internet, ler e-books, digitar documentos, entre outras
ações, evidenciam as potencialidades da TA atual. Percebe-se que a deficiência não é mais
tão limitante quanto foi no passado, e o foco dos trabalhos não consiste mais em verificar se é
possível interagir com um computador ou dispositivo, mas sim, em tornar a interação melhor ou
efetiva. Soluções diversas foram identificadas, e o próximo passo no campo de conhecimento da
TA pode estar relacionado a diminuir o abandono das soluções existentes tornando-as acessíveis,
mais flexíveis, fáceis de usar e disponíveis a um baixo custo.
Uma tendência no desenvolvimento de soluções de baixo custo, tem sido o emprego
de câmeras simples ou webcam para aquisição de dados. Contudo, câmeras de profundidade
também estão tornando-se mais acessíveis e já representam, portanto, uma alternativa viável.
Outros dispositivos como Eye-Tracker, Head-Tracker, BCI, entre outros permanecem sendo
utilizados, de forma isolada ou em conjunto. A metodologia proposta neste documento visa gerar
uma estrutura acessível, e para isso prevê o uso de mais de uma modalidade de entrada e saída a
fim de prover a interação multimodal.
A aprendizagem e reconhecimento de padrões em imagens é uma tarefa complexa que
pode ser suportada por métodos de extração de características, como verificado em muitos dos
trabalhos apresentados. Como identificado no levantamento bibliográfico, diferentes descritores
de características foram utilizados. No entanto, a escolha das características é uma tarefa
complexa, que requer muito conhecimento sobre o domínio do problema. Atualmente, as redes
de aprendizado profundo vêm sendo bastante utilizadas para processar dados complexos e, em
particular, as CNN vêm sendo empregadas eficientemente em várias tarefas de reconhecimento
de padrões, inclusive no reconhecimento de gestos, como observado no trabalho de Ascari et al.
(2019), vinculado a esta tese de doutorado. Nos trabalhos que utilizam CNN, a preocupação em
escolher o melhor descritor de características não existe, uma vez que a CNN não requer etapas
comuns de pré-processamento e extração de características, ou seja, os dados são utilizados de
forma bruta, e dessa forma, evita-se que a precisão de um dado classificador seja determinada
pela escolha de descritores que melhor representam o problema em questão.
Dentre os classificadores utilizados, foi possível observar que opções tradicionais como
Adaboost, ANN, KNN e SVM permanecem populares e eficientes para o que se propõem. No
entanto, novas alternativas têm sido exploradas pela comunidade científica, como transferência
de aprendizado e CNN, e apresentado resultares promissores em aplicações de classificação (Han
et al., 2018).
Considerando o processo de reconhecimento de padrões ou de gestos como um todo,
desde a aquisição até a interação com interface computacional, foi possível observar que apenas
o trabalho vinculado a esta tese de doutorado (Ascari et al., 2019) apresenta a possibilidade
de o próprio usuário definir o conjunto de gestos a ser utilizado de forma flexível. Dentre
os trabalhos apresentados como tendências recentes, muitos trabalharam com conjuntos de
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gestos predefinidos, e o rastreamento de uma região corporal específica foi empregado pela
maioria dos trabalhos apresentados neste capítulo. Os estudos em geral têm sido conduzidos
com pacientes em ensaios clínicos, comprovando apenas a viabilidade técnica para transformar
os sinais biológicos em comandos, mas falhando em fornecer percepções sobre a operação
do dispositivo diariamente. No caso de trabalhos voltados ao reconhecimento de gestos, após
sair das condições de laboratório, caso ocorra a necessidade de substituição de algum gesto
pré-configurado, ou inclusão de novos, não foram observados outros trabalhos descrevendo como
seria possível ao usuário e seu cuidador realizar esse tipo de personalização. A adoção com
sucesso de um dispositivo depende de vários fatores, entre eles a capacidade do cuidador em
aprender e personalizar a nova ferramenta (Kintsch e DePaula, 2002).
Outro ponto observado, foi que, os estudos em geral não apresentam detalhes sobre
as dificuldades encontradas para criação do conjunto de dados, possivelmente por utilizarem
conjuntos de dados existentes, ou criados com gestos executados por pessoas sem deficiência.
Esse é um ponto crítico e de certa forma compreensível, pois em geral os projetistas de sistemas
de CAA enfrentam dificuldades para coleta de dados devido às seguintes razões (Bhattacharya
et al., 2008): é muito difícil obter número suficiente de usuários com deficiência para avaliar
projetos alternativos; a coleta de dados de uso suficientemente grande para análise também é
problemática, pois as incapacidades físicas impedem que os usuários trabalhem continuamente
por um longo período de tempo, e em alguns casos são necessários vários meses para coletar
dados de uso para avaliação.
Dentre os trabalhos descritos, percebeu-se que o uso do termo Comunicação Aumentativa
e Alternativa não é padrão, visto que vários trabalhos foram desenvolvidos com foco na interação
humano-computador como forma de facilitar a comunicação de pessoas com algum tipo de
deficiência, mas não são descritos como uma contribuição específica para o campo da CAA.
Também, com base no levantamento bibliográfico, não foram encontrados outros estudos
(com exceção de Ascari et al. (2019)) que apresentassem uma metodologia para apoiar a CAA
por meio de reconhecimento de gestos, o que sugere que a proposta desta tese de doutorado é
válida e pode suprir uma lacuna existente na literatura.
3.3 CONSIDERAÇÕES
Este capítulo apresentou uma revisão dos trabalhos na literatura relacionados a esta
proposta. Foram apresentados os principais trabalhos voltados para CAA com base em TA.
Também foram apresentados trabalhos que investigaram o uso ou o desenvolvimento de soluções
que empregaram técnicas de VC em um contexto de TA, dando ênfase aos trabalhos voltados a
pessoas que possuem dificuldades motoras. Foram selecionados via mapeamento sistemático 33
trabalhos publicados desde o ano de 2009, com o objetivo de identificar as principais técnicas e
abordagens utilizadas para reconhecimento de gestos ou expressões descritas em publicações
recentes. E por fim, uma visão panorâmica do estudo é discutida, estabelecendo relações entre
os diversos resultados apresentados na literatura e suas implicações gerais para o problema de
pesquisa abordado nesta tese.
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4 METODOLOGIA MYPGI
Com base nos estudos mapeados em levantamento bibliográfico, observou-se que há
uma tendência das soluções computacionais para CAA serem empregadas e focadas em situações
específicas, oferecendo pouca flexibilidade e adaptabilidade que são características essenciais para
a acessibilidade. Assim, a interação multimodal em interfaces adaptativas, informada por teorias e
boas práticas da IHC, parece ser um caminho necessário e promissor para que as aplicações de CAA
proporcionem aos seus usuários independência e competência em suas funções comunicativas.
Com relação à adaptabilidade como fator de promoção de acessibilidade, o uso de sistemas de
CAA por pessoas que têm, além de dificuldades de comunicação, comprometimento motor, é um
desafio que demanda diferentes abordagens. Independentemente da origem do problema motor,
é comum que esses usuários apresentem posturas muito particulares e movimentos involuntários
que às vezes podem ser incontroláveis, impossibilitando o uso de muitas interfaces tradicionais.
Com o propósito de explorar alternativas que sejam adaptáveis e de baixo custo, é
apresentada neste documento uma proposta de metodologia baseada em VC e Aprendizado
de Máquina para guiar o projeto de sistemas de CAA usando interação gestual personalizada.
Neste capítulo é descrita a metodologia proposta, destacando sua estrutura, possíveis cenários
de aplicação, o sistema desenvolvido como prova de conceito a partir de seus pressupostos e a
forma de avaliação empregada.
4.1 PRESSUPOSTOS E VISÃO GERAL
Esta pesquisa apresenta a proposta de uma metodologia que visa direcionar o projeto
de sistemas computacionais de CAA utilizados principalmente por pessoas que possuem
comprometimento motor e de fala. A metodologia, chamada Methodology to yield Personalized
Gestural Interaction (MyPGI), baseia-se em boas práticas de IHC e em um processo de
reconhecimento de gestos generalizável, criado e configurado pelo usuário e seu cuidador,
corroborando com as observações de Rivera e DeSouza (2014), apresentadas no Capítulo 1. O
termo "metodologia"empregado nesta tese refere-se ao meio ou método de fazer algo, como
descrito por Mouton (1996). O objetivo da metodologia é ajudar no entendimento, nos termos
mais amplos possíveis, não dos produtos da investigação científica, mas do próprio processo
(Cohen et al., 2000).
O problema de pesquisa desta tese foi examinado a partir de uma perspectiva de resolução
de problemas em IHC descrita por Oulasvirta e Hornbæk (2016). Esses autores elaboraram o
conceito de capacidade de resolução de problemas de Larry Laudan (Laudan, 1978) como um
critério universal para determinar o progresso de soluções (resultados): em vez de perguntar se a
pesquisa é ’válida’ ou segue a abordagem ’certa’, incitam os pesquisadores a perguntarem-se
como suas soluções avançam e qual sua capacidade de resolver problemas importantes no uso de
computadores por humanos. Nessa perspectiva, os principais problemas de pesquisa em IHC
classificam-se em três categorias principais: empíricos, conceituais e construtivos.
Considerando os objetivos desta tese, pode-se tratar o problema desta pesquisa como
sendo de natureza mista, com características de natureza empírica e construtiva. É empírica, no
sentido de testar e descrever o efeito de uma metodologia projetada para apoiar a CAA com base
em interação gestual personalizada. E é construtiva, no sentido em que agrega informação na
compreensão do uso de um sistema computacional de CAA por pessoas com dificuldades motora
e de fala.
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Em função do público-alvo desta tese apresentar muitas particularidades com relação à
capacidade de realizar movimentos, a metodologia foi proposta com base nos resultados obtidos
a partir da revisão de literatura e com o objetivo de atender os seguintes requisitos:
• a metodologia deve estar apoiada por técnicas de VC baseadas em abordagens não-
invasivas;
• o método empregado para detecção e rastreamento de gestos deverá considerar qualquer
movimentação realizada em frente à câmera, sejam movimentos de cabeça, braços,
mãos ou outras partes do corpo humano;
• o método empregado para criação do conjunto de dados e treinamento do sistema deve
ser generalizável, permitindo personalização de gestos e seus significados pelos próprios
cuidadores e usuários;
• a interface dos sistemas de CAA desenvolvidos a partir da metodologia deve atender aos
princípios de qualidade em IHC, principalmente quanto a usabilidade e acessibilidade;
• a metodologia deve permitir a interação multimodal e adaptação da interface de forma a
possibilitar a interação gestual personalizada;
• a metodologia deve ser avaliada por meio de implementação de um sistema e por meio
de experimentos conduzidos principalmente com representantes do público-alvo.
A metodologia proposta foi concebida para viabilizar o reconhecimento de padrões
de movimentos usados para a interação gestual, capturados por meio de uma câmera de baixo
custo. Essa mesma metodologia pode ser instanciada usando diferentes tipos de câmera ou
dispositivos de entrada complementares (como BCI ou sensores de dispositivos móveis) a fim de
viabilizar a interação multimodal com sistema de CAA. Embora a proposta esteja focada em um
contexto específico, ou seja, usuários com dificuldades motora e de fala, é desejável que essa
metodologia possa ser instanciada em diferentes contextos, e que as soluções projetadas com
base nela atendam à maior diversidade possível de pessoas.
A Figura 4.1 representa a metodologia elaborada, usando a notação BPMN. As atividades
relacionadas são agrupadas em etapas para facilitar sua descrição e seu entendimento. A estrutura
da metodologia pode ser entendida em um nível macro, entretanto, ela depende de uma série de
manipulações e processos específicos executados em um nível micro descritos a seguir por etapas.
Detalhes sobre a implementação de cada uma dessas etapas são apresentados na Seção 4.3.
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Figura 4.1: Estrutura da metodologia proposta, representada usando a notação BPMN. A metodologia é dividida em
quatro raias que definem responsabilidades na execução das atividades e como os fluxos de trabalho cruzam funções
ou transferem a atividade para outro responsável. As atividades relacionadas são agrupadas em etapas para facilitar
sua descrição e seu entendimento.
4.1.1 Etapa 1 - Calibração
A etapa de calibração é uma condição necessária para que os resultados obtidos a partir
de um dispositivo de entrada sejam confiáveis. A metodologia propõe que esse processo seja
realizado sempre que um dispositivo de entrada for iniciado. Cada dispositivo utilizado pode
apresentar requisitos específicos que devem ser atendidos nessa etapa inicial. A escolha do(s)
dispositivo(s) empregado(s) deve levar em consideração as características dos gestos utilizados
como forma de comunicação pelo público pretendido, e a estratégia a ser empregada pelo sistema
para o treinamento e reconhecimento dos gestos.
A tarefa de calibrar uma câmera, por exemplo, consiste em encontrar as relações
geométricas e os parâmetros envolvidos entre pixels e posições do mundo real (Everts et al., 2007).
A calibração de uma câmera pode ter como objetivo exigir um determinado posicionamento do
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usuário, como distância mínima pré-estabelecida ou centralização em relação ao dispositivo de
entrada. As exigências dessa etapa devem ser atendidas pelo usuário que fará a execução dos
gestos, tendo o auxílio de seu cuidador, caso seja necessário.
4.1.2 Etapa 2 - Criação de conjunto de dados personalizado
Para criação de um conjunto de dados, é necessário identificar o usuário (por exemplo
informando seu nome) que fará a execução dos gestos, e definir um rótulo para cada gesto que será
realizado para captura pelo dispositivo de entrada. Esse rótulo será utilizado para identificar o
gesto executado e posteriormente para interação com o sistema ou composição de frases. Assim,
os rótulos devem ser definidos pelo usuário e seu cuidador, de forma a representar palavras
significativas para comunicação ou interação. Cada rótulo pode ser associado a uma imagem,
que será apresentada no sistema de CAA após o reconhecimento do gesto em questão.
O cuidador é responsável por informar o rótulo de cada gesto, e o usuário é responsável
por executar o gesto correspondente de forma que o dispositivo de entrada possa capturá-lo
(gestos devem ter início e fim bem definidos). O processo de identificação de gestos pode ser
feito via detecção de início de movimentação, ou a partir de algum outro gatilho utilizado pelo
dispositivo de entrada. Gestos dinâmicos e estáticos podem exigir diferentes estratégias de
implementação. A captura e representação final de um gesto pode ocorrer quando o sistema
detecta diminuição significativa de movimentação, ou quando identifica que o gesto foi executado
por completo. Assim, ao considerar que o gesto foi finalizado, os dados considerados relevantes
para representação desse gesto (e seu respectivo rótulo) são gravados como uma amostra no
conjunto de dados original. Esse processo de captura de amostras deve ser feito repetidamente, a
fim de formar um conjunto de dados com diversas amostras para cada gesto.
4.1.3 Etapa 3 - Treinamento para reconhecimento de gestos
Após concluir a etapa de criação do conjunto de dados personalizado para um de-
terminado usuário, pode-se executar a etapa de treinamento, na qual um módulo específico
para reconhecimento de gestos permitirá que o sistema aprenda por meio de algoritmos de
Aprendizado de Máquina a identificar as características dos gestos que compõe o conjunto de
dados original, para então usar o conhecimento adquirido na classificação de novos gestos.
Por medida de segurança, pode-se inicialmente criar um backup das amostras originais,
e então proceder com a divisão do conjunto de dados original (que contém todas as amostras
cujos rótulos são conhecidos) em conjunto de dados de treinamento e conjunto de dados de teste.
Há diversos métodos de amostragem que podem ser utilizados para execução dessa etapa, por
exemplo Bootstrap (Efron, 1992), Holdout (Kohavi, 1995), validação cruzada K-fold (Geisser,
1975), e Leave-one-out (Nguyen e Poo, 2017). Cada estratégia procede a separação dos dados
para treinamento e teste de maneira distinta, mas em todas um modelo de classificação é induzido
a partir do conjunto de dados de treinamento e tem o seu desempenho avaliado utilizando um
conjunto de dados de teste.
Para avaliação do desempenho do sistema, um modelo de classificação é criado a partir
dos dados separados para treinamento, e as informações aprendidas nesta etapa são utilizadas
para reconhecer os dados separados para teste. Para uso em tempo real, pode-se utilizar o modelo
criado para avaliação de desempenho, ou considerar a criação de outro modelo, utilizando todas
as amostras disponíveis no conjunto de dados. A partir do treinamento do modelo de classificação
que será utilizado, cada novo gesto executado pelo usuário durante a interação com o sistema
representará uma nova amostra de teste para esse modelo.
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Dependendo do dispositivo de entrada usado, e da tecnologia empregada, é possível
gerar novos exemplos a partir dos originais, por meio de um processo chamado "Aumento de
Dados"(Data Augmentation), proposto originalmente por Tanner e Wong (1987). Esse processo
consiste em criar amostras adicionais, a partir dos dados existentes, sendo útil em um cenário de
dados de treinamento insuficientes, com o objetivo de melhorar o desempenho do classificador
empregado. Portanto, se considerado necessário e viável, o conjunto de dados de treinamento
pode ser expandido com a inclusão de novas amostras, geradas a partir de variações das amostras
originais.
Tendo os conjuntos de dados de treinamento e teste definidos, pode-se realizar a etapa de
extração de características, que consiste em analisar os dados de entrada a fim de extrair e derivar
informações úteis para o processo de reconhecimento. Em uma abordagem tradicional, a extração
de características pode ser feita em dois níveis: global ou localmente. Representações globais
representam uma ação como um todo. As representações locais descrevem um videoclipe, por
exemplo, como uma coleção de fragmentos. Os fragmentos são amostrados de forma escassa ou
densa e, em seguida, são descritos usando descritores locais. Em uma abordagem mais recente,
como no caso de aprendizagem profunda, a extração de características é realizada internamente,
de forma automática, pois o algoritmo é exposto à uma grande quantidade de dados e de forma
dinâmica determina quais características são relevantes. Independente da forma escolhida para
extração de características, esse processo deve ser executado de igual forma para os dados
do conjunto de treinamento, do conjunto de testes e também para os dados gerados durante a
interação com o sistema de CAA em tempo-real (gestos executados para interação e uso do
sistema).
Depois de selecionar as características desejadas de cada amostra, a detecção e reconhe-
cimento dessas características por meio de algoritmos de Aprendizado de Máquina, chamados de
classificadores, são a próxima etapa a ser realizada. Os classificadores identificam o conjunto de
categorias que os subconjuntos de dados suportam e usam essas informações para atribuir uma
classe a uma amostra não identificada ou desconhecida (Das, 2016). Diferentes algoritmos de
classificação geralmente requerem conjuntos diferentes de representações de características.
Após a finalização da etapa de classificação, as informações aprendidas pelo sistema
devem ser armazenadas para então serem utilizadas no reconhecimento de gestos em etapas
seguintes.
4.1.4 Etapa 4 - Avaliação do desempenho do sistema
Na etapa de avaliação, o módulo de reconhecimento de gestos avalia o classificador
gerado quanto ao seu desempenho preditivo, levando em consideração principalmente a proporção
de classificações corretas para o total de gestos disponíveis para classificação.
A estimativa do desempenho do sistema é realizada utilizando-se um conjunto de gestos
cujos rótulos são conhecidos, ou seja, o conjunto de dados de teste. Em um classificador ideal o
número de acertos é igual ao número de amostras utilizadas para teste, ou seja, o classificador
não comete erros. Desse modo, por meio de análise comparativa, pode-se calcular o percentual
de gestos corretamente classificados para o conjunto de gestos em questão. Se a precisão do
modelo for estimada a partir dos mesmos exemplos utilizados para sua construção, provavelmente,
uma estimativa otimista será obtida. Em função disso, a metodologia utiliza exemplos que não
fizeram parte do conjunto de treinamento, ou seja, dados do conjunto de testes, para estimar o
desempenho do classificador.
Existem diferentes métricas de qualidade e precisão para avaliar o desempenho de
um classificador, e muitas delas baseiam-se na matriz de confusão, uma tabela que contém
informações sobre os valores reais e os valores previstos para um classificador. A partir desses
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dados, pode-se calcular precisão, sensibilidade ou taxa de falsos positivos, taxa de classificação
incorreta, especificidade, e curva ROC (Receiver Operating Characteristic) (Das, 2016).
Se o teste de desempenho utilizado produzir resultados considerados aceitáveis para
o contexto em questão, de acordo com a métrica desejada, o classificador poderá ser utilizado
no reconhecimento de novos gestos, ou seja, gestos cujas classes (rótulos) são desconhecidas.
Caso contrário, se o sistema não estiver reconhecendo de forma satisfatória os gestos utilizados
para compor o conjunto de teste, o próprio sistema poderá sugerir ao usuário a realização de
uma nova coleta de dados. Nesse caso é importante informar o usuário sobre os gestos que estão
apresentando menor taxa de acerto, destacando gestos que possam estar sendo executados de
forma muito semelhante, e que estejam sendo confundidos pelo classificador. Se for optado
por ajustar as amostras do conjunto de dados original, realizando uma nova coleta de dados, é
importante que o sistema restaure o backup feito na Etapa 1, antes de se iniciar a nova captura ou
realizar a exclusão de amostras para um determinado gesto.
4.1.5 Etapa 5 - Interação gestual personalizada com sistema de CAA
A interação gestual personalizada com um sistema de CAA é a etapa final prevista na
metodologia, na qual os gestos executados pelo usuário, juntamente com as demais entradas
consideradas pela solução desenvolvida, serão reconhecidos e utilizados com propósito de
comunicação e interação com a interface de um sistema computacional.
Sempre que forem identificados início e fim de movimentação, o sistema deve considerar
que um gesto foi executado, e o módulo de reconhecimento de gestos deve acionar o classificador
já treinado para tentar classificar o gesto em questão. Ao reconhecer um gesto, o sistema poderá
usá-lo como um gatilho para execução de ações diversas na interface do sistema.
Entre as ações previstas para um sistema de CAA implementado a partir da metodologia
proposta, destacam-se: (a) customização; (b) criação de pranchas de CAA personalizadas; (c)
simulação de uso do teclado, permitindo que o usuário navegue entre os controles da interface,
altere configurações ou interaja com outros aplicativos; d) composição de frases utilizando os
rótulos dos gestos cadastrados ou realizando seleções nas pranchas de comunicação disponíveis.
Como uma forma de melhorar a acessibilidade do sistema de CAA para usuários
não alfabetizados, um sintetizador de voz pode ser utilizado para reproduzir ao usuário o
som correspondente às opções selecionadas nas pranchas de comunicação ou à descrição dos
rótulos/ações reconhecidas. Mensagens e instruções de uso do sistema também podem ser
reproduzidas com som, ou caso o sistema possa ser utilizado por pessoas com dificuldades
auditivas, deve ser considerada a reprodução de mensagens em linguagem de sinais.
Para que a interação gestual ocorra de forma efetiva, critérios de qualidade em IHC,
principalmente relacionados a acessibilidade e usabilidade, devem ser considerados no desen-
volvimento do sistema de CAA, de modo a contemplar os interesses dos usuários e garantir a
qualidade de uso.
4.2 CENÁRIOS DE APLICAÇÃO
Pode-se apresentar como exemplo, pelo menos três cenários distintos em que a metodo-
logia proposta, poderia ser aplicada:
• Uma criança com comprometimento da fala, utiliza um sistema de CAA com base
em reconhecimento de gestos em seu dispositivo móvel particular ou computador
pessoal, em seu ambiente escolar, para poder interagir com seus colegas e professores, e
consequentemente, ampliar ou facilitar seu aprendizado.
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• Um adulto com dificuldades motora e de fala, que se locomove por meio de uma cadeira
de rodas, na qual poderia ser acoplada uma webcam ou um dispositivo móvel como
celular ou Tablet, ou ainda, um óculos inteligente. A câmera desse dispositivo permitiria
que ele interagisse com o sistema para poder realizar suas requisições diárias, ou mesmo
formar narrativas pessoais.
• Um idoso enfermo, com movimentos e fala comprometidos, poderia realizar movimentos
em frente a uma webcam adaptada em seu quarto para realizar requisições ou indicar
quando precisa de auxílio de seu cuidador.
Em todas essas situações, espera-se que um sistema de CAA instanciado pela metodologia
MyPGI seja utilizado, de forma a oferecer uma solução simples, flexível e personalizada para cada
usuário explorando e aliando as potencialidades das áreas de VC, IHC, Aprendizado de Máquina
e TA. Os resultados apresentados nesta tese não contemplam testes em todos os cenários citados,
mas espera-se que a autonomia proporcionada às pessoas com dificuldades motora e de fala por
meio do emprego dessa metodologia no desenvolvimento de sistemas de CAA represente um
passo importante à reintegração dessas pessoas na sociedade ou para melhoria da sua qualidade
de vida.
4.3 IMPLEMENTAÇÃO - SISTEMA PGCA
Com o objetivo de colocar em prática todas as etapas previstas na metodologia
proposta, um sistema computacional de CAA foi desenvolvido como prova de conceito. O
sistema desenvolvido foi chamado de Assistente de Comunicação Pessoal por Gestos (Personal
Gesture Communication Assistant — PGCA) e segue os pressupostos da metodologia MyPGI,
considerando que gestos e seus significados são criados e configurados pelos usuários e seus
cuidadores. PGCA é um sistema inteligente (baseado em VC e Aprendizado de Máquina)
desenvolvido para apoiar a CAA como um recurso de TA para interação gestual personalizada,
explorando alternativas adaptáveis e de baixo custo. A primeira versão do sistema foi avaliada por
profissionais que atuam com IHC e os resultados, descritos em Ascari et al. (2018b), direcionaram
a implementação de melhorias no sistema para uma nova versão apresentada e avaliada por
voluntários sem dificuldade motora e de fala, e também por representantes do público-alvo.
Para desenvolvimento do sistema foi adotado um modelo de processo da área de
desenvolvimento de software prescrito por Pressman e Maxim (2016), chamado de prototipação
evolucionária. Esse modelo prevê um refinamento sucessivo do protótipo em várias etapas,
auxiliando na identificação dos requisitos, até que o objetivo final seja atingido. O objetivo
da prototipação evolucionária é fornecer aos usuários finais um sistema funcionando. O
desenvolvimento começa com aqueles requisitos que são melhor compreendidos. O protótipo é
mantido, e é continuamente alterado e expandido, evoluindo para o produto final. Em todas as
iterações, os requisitos e o design do sistema são refinados com base no feedback dos usuários
ou do proprietário do produto. Para o desenvolvimento do sistema apresentado nesta tese,
cinco experimentos foram conduzidos com usuários distintos, que forneceram contribuições
significativas para a adição, alteração ou aprimoramento de requisitos, conforme descrito no
Capítulo 5.
O sistema PGCA emprega uma abordagem de baixo custo, utilizando uma câmera
simples (webcam) e computador pessoal para realizar a captura e rastreamento dos gestos
executados. O sistema captura movimentos da câmera e os representa na forma de imagens:
(i) imagem de histórico de movimento convencional (MHI); ou (ii) imagem de histórico de
movimento com base em fluxo óptico (OF-MHI). Dois classificadores podem reconhecer esses
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movimentos (gestos): (i) classificador desenvolvido com base em SVM; e (ii) classificador
desenvolvido com base em CNN e Transferência de Aprendizado. Para a implementação do
sistema, utilizou-se principalmente a linguagem de programação C++ e a plataforma QT. O
classificador com base em CNN foi implementado usando linguagem de programação Python
embutida no aplicativo C++. Todas as ações realizadas no sistema por meio de interação gestual
são armazenadas em um arquivo texto (log) com o objetivo de registrar eventos relevantes na
interação com a interface. A seguir são apresentados detalhes de como cada etapa prevista na
metodologia MyPGI foi implementada no sistema PGCA.
4.3.1 Implementação da Etapa 1 - Calibração
Figura 4.2: Estrutura definida na metodologia MyPGI para a Etapa 1 (Calibração).
Conforme previsto na Etapa 1 da metodologia (Figura 4.2), quando o sistema é iniciado,
a câmera automaticamente é ligada e é solicitado ao usuário que realize o processo de calibração.
A calibração tem como objetivo posicionar o usuário no centro de captura da câmera, facilitando
assim a padronização de posturas para gravação e reconhecimento dos movimentos. Esse
processo foi implementado levando em consideração que a ponta do nariz do usuário deve passar
em um momento pelo centro da imagem capturada, identificado por duas linhas retas que se
cruzam, como exemplificado na Figura 4.3. Para detecção da face e da ponta do nariz, foram
utilizados os métodos disponíveis em "CascadeClassifier" da biblioteca OpenCV, que se baseiam
em um algoritmo de classificação em cascata (Haar Cascade) proposto por Viola e Jones (2001).
Esse algoritmo é amplamente usado em tarefas de reconhecimento de face pois apresenta taxas
competitivas de detecção de objetos em tempo real (Peleshko e Soroka, 2013).
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Figura 4.3: Imagem representativa do processo de calibração realizado pelo sistema PGCA, com o objetivo de
posicionar o usuário no centro de captura da câmera. Esse processo exige que a ponta do nariz do usuário passe em
um momento pelo centro da imagem capturada, identificado por duas linhas retas que se cruzam. O círculo maior
apresentado na figura corresponde à região da face do usuário e o círculo menor corresponde à localização do nariz
do usuário.
Depois de concluir esse processo, o cuidador pode começar a personalizar o sistema
usando a guia na interface específica para isso: Área do Cuidador. O cuidador auxilia o
usuário a registrar exemplos de gestos (amostras) que serão utilizados para treinar o sistema,
e, posteriormente, como um modo de interação com a interface. Idealmente, qualquer usuário
poderia personalizar o sistema por meio de gestos de forma independente. Contudo, para esta
versão exploratória do sistema, é necessário a assistência do cuidador para a configuração inicial
do sistema e para registrar e rotular os gestos com o usuário. Embora o apoio de um cuidador seja
sempre necessário quando as pessoas têm deficiências extremas, principalmente as cognitivas
que afetam a interação intencional, o sistema foi projetado para permitir sua configuração e uso
por usuários que apresentem ao menos um movimento intencional padronizado e identificável.
4.3.2 Implementação da Etapa 2 - Criação de conjunto de dados personalizado
Figura 4.4: Estrutura definida na metodologia MyPGI para a Etapa 2 (Criação de conjunto de dados personalizado).
Para a aquisição de cada exemplo que irá compor o conjunto de dados, conforme previsto
na Etapa 2 da metodologia (Figura 4.4), o movimento executado é capturado e representado como
uma imagem de histórico de movimento (MHI). Esse processo é feito por meio de conversão
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da imagem capturada em tons de cinza, obtenção da diferença entre frames, aplicação de
threshold e atualização do histórico de movimento gerando uma imagem na qual tons de cinza
claro representam a movimentação mais antiga, e tons de cinza escuro a movimentação mais
recente. Para aplicação de threshold, foi utilizado no sistema PGCA um método de mesmo
nome disponível na biblioteca OpenCV, com parâmetros thresh (limiar) = 30, maxval = 1 e
type = 0.
A imagem de histórico de movimento é usada principalmente para descrever a tendência
do movimento relacionado à ação (gesto), incluindo descrição da informação temporal do
movimento (Zhang et al., 2016). Duas técnicas para criar essa imagem foram empregadas
no sistema PGCA, uma com base na definição de MHI convencional, e outra (OF-MHI) que
agrega informação de velocidade via fluxo óptico à imagem MHI. A Figura 4.5 mostra dois
exemplos de representação de um mesmo movimento usando MHI e OF-MHI. Detalhes sobre a
implementação de cada uma dessas técnicas são descritos nas seções seguintes.
Figura 4.5: Exemplos de representação de movimento por meio de MHI (A) e OF-MHI (B) referente a um gesto
executado com a cabeça.
4.3.2.1 Representação de movimento usando MHI convencional
Proposta originalmente por Davis e Bobick (Davis e Bobick, 1997; Bobick e Davis,
2001), MHI é uma representação espaço-temporal global do movimento que foi aplicada à
análise de movimento e rastreamento para diferentes propósitos, como reconhecimento de gestos
(Vafadar e Behrad, 2008) ou reconhecimento de ação humana (Huang et al., 2011; Zhang et al.,
2016). O MHI converte as informações espaço-temporais 3D de uma sequência de vídeo em
uma única imagem de intensidade 2D, incluindo informações de tempo e espaço e refletindo
também a ordem dos movimentos.
No MHI, um valor de intensidade alta fixo é atribuído a um pixel em primeiro plano
(objeto em movimento), enquanto o valor da intensidade é diminuído em uma pequena constante
para um pixel em segundo plano (Tsai et al., 2015). O valor da intensidade no MHI registra o
histórico de alterações temporais em cada localização de pixel. O MHI Hτ(x, y, t) é calculado a
partir de uma função de atualização ψ(x, y, t) descrita por Davis e Bobick (1997) e apresentada
na Equação (4.1):
Hτ(x, y, t) =
{
τ, ψ(x, y, t) = 1(∈ primeiro plano)
max(0, (Hτ(x, y, t − 1)) − δ), senão
(4.1)
onde (x, y, t) são as coordenadas espaciais (x, y) de um pixel da imagem no tempo t
(em termos do número do quadro da imagem). A duração τ determina a extensão temporal do
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movimento em termos de quadros e δ é o parâmetro de decaimento. Foi utilizado no sistema
PGCA τ = 3 e δ = timestamp (incrementa a intensidade dos pixels em primeiro plano com o
passar do tempo). ψ(x, y, z) é definido na Equação (4.2), conforme descrito por Fan e Tjahjadi
(2017):
ψ(x, y, z) =
{
1, D(x, y, t)
0, senão
(4.2)
onde D(x, y, t) é uma imagem binária que compreende a diferença de intensidade de
pixel dos quadros separados pela distância temporal Δ, definida na Equação (4.3):
D(x, y, z) = |I(x, y, t) − I(x, y, t ± Δ)| (4.3)
onde I(x, y, t) é o valor da intensidade do pixel (x, y) no quadro tth da sequência da
imagem. Nesse estudo, para calcular o MHI, foi utilizado a função "updateMotionHistory"
disponível na biblioteca OpenCV.
4.3.2.2 Representação de movimento usando OF-MHI
Fluxo óptico (Horn e Schunck, 1981; Lucas e Kanade, 1981) denota uma mudança
da mesma cena na sequência de imagens em um momento diferente no tempo, estimando o
movimento em nível de pixel entre duas imagens. O fluxo óptico pode ser usado para agregar
informações de velocidade do movimento ao MHI. No MHI convencional, para cada pixel de
primeiro plano detectado é atribuído um valor de intensidade fixo. Ou seja, um movimento lento
e um movimento rápido de diferentes partes do corpo terão a mesma força de movimento (Tsai
et al., 2015), ou seja, diferenças de velocidade não são consideradas.
Diferentes propostas foram apresentadas para adicionar informação de velocidade em
MHI usando fluxo óptico, como Tsai et al. (2015), Fan e Tjahjadi (2017) e Khalifa et al. (2018), e
uma proposta semelhante foi usada neste estudo. No sistema PGCA, um algoritmo de rotulagem
(função "connectedComponentsWithStats" disponível na biblioteca OpenCV) é aplicado a uma
silhueta obtida pela diferença de quadros para identificar regiões conectadas. Posteriormente,
o fluxo óptico de Lucas e Kanade (1981) é calculado para os pixels do centróide de cada uma
dessas regiões, e esse valor de deslocamento é replicado para os outros pixels da mesma região
para tornar o processo de rastreamento via fluxo óptico rápido. O valor de intensidade resultante
indica o histórico da velocidade do movimento nesse local. Quando a opção "Aproximar" é
marcada nas configurações do sistema, a área de captura da câmera é aproximada, e os pontos de
referência faciais (Landmarks) são inseridos como pontos a serem rastreados.
No sistema PGCA foi empregada a função “calcOpticalFlowPyrLK” disponível na
biblioteca OpenCV para calcular o fluxo óptico de Lucas-Kanade, com os parâmetros winSize
(31 × 31), minEigThreshold (0.001) e os demais parâmetros com seus valores padrão. O MHI
com base em fluxo óptico (OF-MHI) é definido na Equação (4.4), descrita por Fan e Tjahjadi
(2017):
E(x, y, t) = s(x, y, t) + E(x, y, t − 1).α (4.4)
onde s(x, y, t) representa o comprimento do fluxo óptico do pixel (x, y) no instante t, e
α é a taxa de atualização usada (0 < α < 1). A força do movimento é dada pelo comprimento do
fluxo s(x, y, t) para cada pixel individual (x, y). A intensidade de um pixel é incrementada se ele
é um pixel de primeiro plano. Um pequeno valor de α cria uma diminuição acelerada da força do
movimento, e apenas os movimentos recentes de curto prazo são retidos no modelo temporal.
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Valores maiores de α, por sua vez, originarão um histórico de longo prazo no modelo temporal.
No sistema PGCA foi utilizado 0,85 para o parâmetro α.
A Figura 4.6 mostra os pontos usados para rastrear via fluxo óptico os movimentos de
um gesto executado com a mão e de uma expressão facial. Ambos os gestos são representados em
tons de cinza, onde tons mais escuros representam a movimentação mais recente, ou executada
com maior velocidade.
Figura 4.6: Pontos usados para rastrear e calcular o fluxo óptico de um gesto de mão (movimentos para cima e para
baixo) e de uma expressão facial (usuário levanta as pálpebras em uma expressão de surpresa). As imagens em tons
de cinza correspondem à representação do movimento por meio de OF-MHI.
4.3.3 Implementação da Etapa 3 - Treinamento para reconhecimento de gestos
Figura 4.7: Estrutura definida na metodologia MyPGI para a Etapa 3 (Treinamento para reconhecimento de gestos).
O reconhecimento de gestos (Figura 4.7) foi implementado no sistema PGCA por meio
de algoritmos de Aprendizado de Máquina. Dois classificadores foram implementados, utilizando
diferentes abordagens, com o objetivo de comparar o desempenho de ambos no contexto desta
proposta: Classificador com base em SVM e Classificador com base em CNN.
Independente do classificador empregado (indicado em configuração disponível no
sistema) dois modelos para reconhecimento de gestos são gerados pelo sistema PGCA: o modelo
para a etapa de avaliação; e o modelo para a etapa de interação do usuário com o sistema, que é
gerado usando todas as amostras disponíveis no conjunto de dados. Nos dois modelos, o número
de dados de treinamento é expandido via Aumento de Dados, onde amostras adicionais são
criadas a partir dos dados existentes.
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Após gerar alguns exemplos de imagens MHI ou OF-MHI (de acordo com a configuração
utilizada) para cada rótulo de gesto a ser utilizado pelo usuário (pelo menos dez), o sistema
realiza o processo de Aumento de Dados. Cada amostra do conjunto de dados de treinamento é
aumentada, criando outras oito variações, girando e dimensionando a imagem original, com o
objetivo de simular pequenas alterações no posicionamento da câmera ou na variação de distância
que pode ocorrer quando os usuários interagem com o sistema. A Figura 4.8 mostra um exemplo
de um gesto de mão representado por uma imagem OF-MHI, em que a imagem original (central)
é usada para gerar outras oito imagens para ampliar o conjunto de dados usado pelo sistema. As
variações empregadas foram -10 e 10 para ângulo e 0,9 e 1,1 para escala.
Figura 4.8: Exemplo de aplicação de Aumento de Dados. A partir de uma imagem representativa de gesto dinâmico
(imagem original), outras oito variações são geradas por meio de operações de rotação e dimensionamento.
As informações aprendidas na etapa de treinamento são armazenadas, e posteriormente
utilizadas na etapa de avaliação do conjunto de teste e também para reconhecimento dos gestos
executados durante interação com a interface do sistema.
4.3.3.1 Classificador com base em SVM
Para a primeira versão do sistema PGCA, foi utilizado um classificador discriminante
multiclasse SVM associado ao descritor de características HOG para reconhecimento de gestos.
Classificadores discriminantes são treinados para separar dados em duas classes aprendendo
um hiperplano em um espaço dimensional maior. O SVM (Salcedo-Sanz et al., 2014) é um
classificador binário linear que atribui uma dada amostra a uma classe, de apenas duas classes
possíveis (Mountrakis et al., 2011). O método "um-contra-todos" foi usado para tratar problemas
de múltiplas classes: dado um problema de n-classes, para cada classe um modelo binário é
construído, o conjunto de treinamento consiste em exemplos dessa classe como rótulos positivos
e exemplos de outras classes como rótulos negativos.
HOG é um descritor de recurso usado para detecção de objetos, obtido com base no
histograma de gradiente da imagem. Para esse classificador, o HOG foi extraído das imagens
MHI ou OF-MHI completas (como exemplificado na Figura 4.9), redimensionadas para (64x48),
gerando um vetor de características com 1260 posições. Para extrair características usando
o descritor HOG foi empregada a fução “HOGDescriptor” disponível na biblioteca OpenCV
e parâmetros incluem winSize (64,48), blockSize (16, 16), blockStride (8, 8), cellSize (8, 8),
nbins (9), derivAperture(1), winSigma(4), histogramNormType(0) e outros parâmetros com
seus valores padrão. A função “hog.compute” foi empregada na sequência, com parâmetros
winStride(32x24) e padding(0,0).
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Figura 4.9: Esquema empregado pelo classificador com base em SVM para a etapa de treinamento do sistema PGCA.
As amostras criadas de forma personalizada e representadas como imagens de histórico de movimento tem suas
características descritas via descritor HOG, para então proceder a classificação dos gestos.
4.3.3.2 Classificador com base em CNN
Os descritores da CNN são capazes de gerar recursos mais sofisticados e difíceis de
elaborar em meios descritivos, mas para isso demandam um conjunto de dados grande e variado
para realizar o treinamento da CNN a partir do zero. No contexto desta tese, o número de
amostras é limitado porque cada usuário criará seu próprio conjunto de dados. Assim, o conceito
de Transferência de Aprendizado (Transfer Learning) foi considerado uma alternativa viável
porque pode melhorar o conhecimento do aprendiz (ou seja, o mecanismo de aprendizado) sobre
um domínio, transferindo informações aprendidas de um domínio relacionado (Weiss et al.,
2016). Para isso, foi usado o TensorFlow (Abadi et al., 2016) Inception V3 (Szegedy et al.,
2016), um codinome para um modelo de arquitetura de CNN profundo, originalmente treinado
no banco de dados ImageNet (Russakovsky et al., 2015), como base para treinar um conjunto
personalizado de imagens. Aplicou-se Transferência de Aprendizado, retreinando a camada final
do Inception, por 4000 etapas, com novas categorias, para construir um classificador de imagem
personalizado de acordo com rótulos e gestos gerados pelo usuário do sistema em conjunto com
seu cuidador. A Figura 4.10 mostra um resumo da arquitetura empregada para treinar o sistema
usando o conceito de Transferência de Aprendizado no classificador com base em CNN.
80
Figura 4.10: Esquema empregado pelo classificador com base em CNN e Transferência de Aprendizado para a etapa
de treinamento do sistema PGCA. A rede neural TensorFlow Inception V3 é treinada originalmente com o conjunto
de imagens coloridas Imagenet. O conhecimento adquirido nesta etapa de treinamento é mantido, e posteriormente
apenas a última camada da rede é retreinada usando o conjunto de imagens (em tons de cinza) criado pelo usuário
do sistema em conjunto com seu cuidador. Assim a rede torna-se apta a classificar os gestos personalizados.
4.3.4 Implementação da Etapa 4 - Avaliação do desempenho do sistema
Figura 4.11: Estrutura definida na metodologia MyPGI para a Etapa 4 (Avaliação do desempenho do sistema).
Conforme a Etapa 4 prevista na metodologia (Figura 4.11), o sistema PGCA permite
avaliar o desempenho do sistema usando dois métodos: Holdout (Kohavi, 1995) e validação
cruzada K-fold (Geisser, 1975). O Holdout é um método básico de validação usado para estimar o
desempenho do sistema no reconhecimento de gestos, tendo rápida execução. No sistema PGCA,
para gerar o modelo que será usado na etapa de avaliação usando o método Holdout, o conjunto de
dados original é dividido em dois subconjuntos, com 2/3 dos dados no conjunto de treinamento e
1/3 dos dados no conjunto de testes. O método de validação cruzada K-fold gera uma estimativa
geral mais precisa sobre a capacidade do sistema de reconhecer os gestos capturados, mas
demanda mais tempo de execução, dependendo do número de pastas (agrupamentos que separam
as amostras dos gestos em parcelas de dados iguais) empregado. Para a validação cruzada K-fold,
o sistema PGCA trabalha com dez pastas, criando dez modelos distintos, separando 90% dos
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dados para treinamento e 10% para teste em cada modelo. A média ponderada do desempenho
do sistema nas dez pastas indica o desempenho geral do sistema.
Após a execução de testes em todas as pastas, a precisão geral (média ponderada do
número de acertos) é calculada. Normalmente, uma classificação perfeita produz um valor de
precisão de 100%. Para o contexto desta tese, considerou-se desejável uma precisão de pelo
menos 90% para que o modelo possa ser usado satisfatoriamente para interação gestual. Se o
teste de precisão indicar um desempenho ruim no reconhecimento dos gestos, uma descrição dos
gestos capturados é apresentada ao usuário, contendo a taxa de acertos de cada um e se há algum
gesto que está sendo confundido com outro existente no conjunto de dados. Essas informações
permitirão que o usuário realize uma nova coleta de dados ou exclua do conjunto de dados os
gestos que não estão sendo reconhecidos corretamente para então realizar uma nova etapa de
treinamento.
4.3.5 Implementação da Etapa 5 - Interação gestual personalizada com sistema de CAA
Figura 4.12: Estrutura definida na metodologia MyPGI para a Etapa 5 (Interação gestual personalizada com sistema
de CAA).
O PGCA, sistema de CAA desenvolvido seguindo os pressupostos da metodologia
MyPGI (Etapa 5 — Figura 4.12), possui interface composta por quatro áreas principais com
finalidades específicas: 1. Área do Cuidador, onde o conjunto de gestos personalizado é criado;
2. Área do Usuário, onde o reconhecimento de gestos é usado para interagir com o sistema e
com pranchas de comunicação; 3. Área de Pranchas de Comunicação, onde novas pranchas de
comunicação de figuras podem ser geradas selecionando imagens quaisquer; e 4. Área de Jogo,
onde o usuário pode interagir com a personagem de uma tartaruga movimentando-a por meio de
gestos com o objetivo de levá-la até o mar.
No canto superior esquerdo da tela, existe um ícone de alto-falante, que, ao ser ativado,
permite que um sintetizador de voz reproduza todas as mensagens apresentadas textualmente
pelo sistema, com o objetivo de facilitar o entendimento para usuários ainda não alfabetizados.
Em vários pontos do sistema, há um ícone de interrogação relacionado à função de ajuda, que
descreve o funcionamento básico da área em questão. A interface do sistema possui uma borda
em torno das guias principais, que é apresentada na cor amarela sempre que o sistema perceber
alguma movimentação significativa feita em frente à câmera. Essa borda é apresentada na cor
verde, sempre que um movimento é finalizado e o gesto correspondente é reconhecido pelo
sistema.
Um breve resumo das funcionalidades disponíveis nas quatro áreas principais do sistema
PGCA é apresentado na sequência.
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4.3.5.1 Área do Cuidador
Na Área do Cuidador, os conjuntos de dados (compostos por gestos personalizados) são
criados. Os gestos executados pelo usuário são associados a classes rotuladas com palavras que
serão usadas para fins de comunicação ou interação (por exemplo, Oi, Tchau, Banheiro, Comida,
Água, Confirmar, Desfazer). A Figura 4.13 apresenta a Área do Cuidador, exemplificando as
telas apresentadas pelo sistema no momento da captura de amostras para compor o conjunto de
dados, e também após a etapa de treinamento e avaliação do sistema.
Ao iniciar o sistema, o cuidador deve posicionar o usuário em frente ao computador
e auxiliá-lo na realização do processo de calibração, que consiste em posicionar o usuário de
forma centralizada em relação à câmera. Para isso, o sistema espera que a ponta do nariz do
usuário passe em algum momento pelo centro da tela.
Após o requisito da etapa de calibração ser atendido, o sistema habilita a representação
de movimento na forma de imagem MHI ou OF-MHI (indicado por meio de configuração),
e então é possível iniciar a captura de amostras para representar cada gesto que irá compor o
conjunto de dados do usuário em questão. Clicando no botão disponível na parte inferior direita
da Área do Cuidador, pode-se configurar o sistema indicando o classificador, representação de
movimento, método de avaliação e nível de confiança que serão utilizados, e se o sistema deve
validar as amostras capturadas.
Para auxiliar na garantia de qualidade das amostras capturadas, o sistema PGCA utiliza
um algoritmo de similaridade entre imagens. O primeiro movimento capturado para representar
um determinado gesto é reproduzido para o usuário e então é solicitada uma confirmação de que
o movimento realizado está correto. Após a confirmação do usuário/cuidador, o primeiro gesto é
salvo como amostra base e será usado como referência para comparar os próximos movimentos
que serão capturados para representar o mesmo gesto. A comparação das amostras capturadas
é feita a partir de uma operação de subtração executada entre as imagens (MHI ou OF-MHI)
correspondentes, e a área restante é analisada verificando se não é maior que a área original da
amostra base. Além disso, o centroide de cada uma das imagens também é comparado para
verificar se eles estão no mesmo quadrante na imagem ou em quadrante adjacente. Assim,
sempre que o sistema identificar uma amostra muito diferente da amostra base (erroneamente
gerada durante a realização de algum movimento involuntário), o usuário será informado de que
a amostra foi considerada diferente e serão apresentadas as opções de descartá-la ou mantê-la,
como pode-se visualizar na Figura 4.13 (B). A opção de configuração "Validar movimentos"
disponível na Área do Cuidador permite que o usuário informe se deseja ou não usar esse recurso
de validação de amostra.
O cuidador deve informar o nome do usuário, e na sequência, clicar no botão “Iniciar
captura”. Para cada gesto que será capturado o cuidador deve informar um rótulo/nome, e usar
o botão disponível ao lado da caixa de texto para relacionar uma imagem ao gesto em questão.
Na sequência, deve clicar no botão “Iniciar detecção automática de gesto” e solicitar ao usuário
que realize o movimento correspondente ao rótulo informado. O sistema automaticamente
identificará que o gesto foi concluído quando o usuário finalizar o movimento, ou seja, parar de
se movimentar. E assim, o cuidador pode auxiliar o usuário a capturar várias amostras do mesmo
gesto, sendo que o sistema prevê o mínimo de dez amostras disponíveis para cada gesto. Esse
procedimento pode ser repetido para todos os gestos que usuário e cuidador entendam que sejam
importantes constar no conjunto de dados. O número de amostras disponíveis para cada gesto
deve ser padronizado, ou seja, se o conjunto de dados for composto por cinco gestos distintos,
cada um dos cinco gestos precisa ter o mesmo número de amostras capturadas.
Depois de concluir a geração do conjunto de dados, o cuidador pode iniciar o treinamento
do sistema clicando no botão correspondente para isso (Treinar sistema). Posteriormente, o
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Figura 4.13: Área do Cuidador onde conjuntos de dados são criados e o sistema é treinado para o reconhecimento
de gestos. (A) Exemplo de captura de uma amostra de gesto. (B) Exemplo de mensagem apresentada ao usuário
após análise da amostra por algoritmo de similaridade. (C) Mensagem informativa sobre o número de amostras
capturadas por gesto. (D) Apresentação do desempenho do sistema após executar a etapa de treinamento e posterior
avaliação do sistema.
cuidador pode usar o botão "Avaliar sistema" para visualizar o desempenho do sistema no
reconhecimento dos gestos capturados.
4.3.5.2 Área do Usuário
A Área do Usuário deve ser utilizada após a conclusão da etapa de treinamento do
sistema. Essa área representa a interface principal com funções de CAA em que a interação
gestual poderá ser utilizada para executar as seguintes funções: Ajuste de configurações; Detecção
e representação de gestos; Navegação em pranchas de comunicação; Seleção de imagens; e
Simulação do uso do teclado.
A Figura 4.14 mostra um exemplo de uso da Área do Usuário onde a execução de um
gesto é reconhecida pelo sistema. Ao reconhecer um gesto, o sistema apresenta a identificação
desse gesto (Rótulo) em uma barra de progresso, a figura correspondente (quando indicado na
criação das amostras) é apresentada ao usuário, o nome da classe é inserido na caixa de texto,
a borda da interface é apresentada na cor verde e o som correspondente é reproduzido por um
sintetizador de voz.
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Figura 4.14: Exemplo de uso da Área do Usuário para o reconhecimento de gestos. A borda amarela indica que
o gesto está em execução, e a borda verde indica que o gesto foi concluído e reconhecido pelo sistema. O rótulo
associado ao gesto reconhecido é apresentado em uma barra de progresso, a figura correspondente é apresentada ao
usuário, o nome da classe é inserido na caixa de texto, e o som correspondente é reproduzido por um sintetizador de
voz.
Para customizar o sistema, o cuidador deve acessar a tela de configurações do usuário
(Figura 4.15), que é oculta por padrão e exibida quando o usuário acessa a opção representada
por um ícone de "engrenagem". Nas configurações o cuidador deve indicar como o usuário irá
interagir com as funcionalidades do sistema.
A opção “Navegação automática” permite indicar como ocorrerá a interação com as
pranchas de comunicação, se por meio de gestos ou tempo (segundos).
A opção “Sobrescrever textos” permite que o usuário sobrescreva ou não os textos já
existentes na caixa de texto em que os rótulos dos gestos reconhecidos são inseridos. Para a
composição de frases, essa opção deve ficar desmarcada.
A opção “Sensibilidade de captura” indica o tamanho mínimo (em pixels) da representa-
ção de movimento a ser considerada para que o sistema entenda que um gesto está sendo executado.
Por padrão o sistema sugere valor 1000 para sensibilidade. Quando a opção "Aproximar" é
marcada, o sistema aproxima a área de captura da câmera, com o objetivo de destacar e melhorar
a percepção dos movimentos faciais.
A opção “Simular uso do teclado”, quando marcada, faz com que a inserção de rótulos
(textos) ocorra no aplicativo (sistema computacional) que estiver em uso, simulando a digitação
de caracteres ou comandos diretamente no teclado físico do computador. Dessa forma, é possível
utilizar o reconhecimento de gestos, ou a seleção de opções em pranchas de comunicação para
inserir dados na interface do sistema PGCA, em editor de texto, navegador de Internet ou outros
aplicativos.
A opção “Gatilho duplo” indica se é necessário o usuário realizar cada gesto duas vezes
para que uma ação seja iniciada. Por padrão essa opção é mantida desmarcada, mas pode ser útil
em situações que o usuário tem dificuldade em realizar início e fim de movimentos de forma
clara, gerando movimentos desnecessários que não precisariam ser interpretados pelo sistema.
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Figura 4.15: Tela de configurações da Área do Usuário, onde é possível customizar o funcionamento do sistema
PGCA, relacionar gestos com a execução de gatilhos no sistema e com a simulação de uso de algumas teclas do
teclado. Esta tela é oculta por padrão e exibida quando o usuário acessa a opção representada por um ícone de
"engrenagem".
É possível relacionar os gestos utilizados para treinar o sistema com funcionalidades
específicas de interação com o sistema PGCA, e com teclas do teclado. Quando o usuário
relaciona um gesto a uma determinada funcionalidade do sistema, o movimento do gesto
selecionado é reproduzido ao lado da caixa de seleção. Abaixo de cada caixa de seleção, há
também um botão disponível para reproduzir o vídeo referente ao movimento que deu origem à
amostra utilizada como base para o gesto selecionado.
O processo de configuração básica pode ser feito com o suporte do cuidador, e uma vez
que o usuário conhece os gestos básicos relacionados às ações definidas nas configurações, o
próprio usuário pode acessar a interface de configurações e personalizar o sistema usando gestos.
O sistema apresenta algumas opções de pranchas de comunicação por padrão, variando
entre uma prancha de comunicação alfabética completa, simplificada, ou de figuras diversas, em
que é possível realizar seleções em vários níveis de agrupamento. Na parte superior da Área do
Usuário pode-se informar qual prancha de comunicação será utilizada. Além dessas pranchas
padrão, marcando a opção outras, o usuário pode também utilizar as pranchas de comunicação
criadas pelo cuidador na Área de Pranchas de Comunicação. A Figura 4.16 mostra um exemplo
de navegação em imagens de uma prancha de comunicação de figuras disponibilizada pelo
sistema como exemplo (composta por imagens disponíveis no portal ARASAAC (Rodrigo e
Corral, 2013)).
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Figura 4.16: Exemplo de uso da Área do Usuário para a seleção de figuras em prancha de comunicação apresentada
por padrão pelo sistema utilizando interação gestual. Ao selecionar uma opção no primeiro agrupamento apresentado
pela prancha de comunicação, a navegação ocorre em um agrupamento menor, e então o usuário pode selecionar a
figura referente à palavra que deseja escrever e o som correspondente é emitido.
O layout das pranchas alfabéticas apresentadas pelo sistema foi construído com base
em um estudo desenvolvido por Liegel et al. (2008), como resultado de pesquisa feita com
profissionais da área de Comunicação Alternativa. A Figura 4.17 apresenta o layout original,
usado como base, e dois layouts adaptados criados a partir dele. A navegação nas pranchas
alfabéticas foi inspirada no uso de LetterBoards que apresentam letras agrupadas e categorizadas
por cores. Já o agrupamento utilizado na prancha de figuras (Figura 4.16) foi criado a partir
de exemplos disponíveis em Sartoretto e Bersch (2014) como uma sugestão inicial, e pode ser
ampliado e ajustado de acordo com as prioridades de cada usuário, desde que representadas na
forma de imagens.
A partir da navegação entre agrupamentos específicos de cada prancha de comunicação
apresentada por padrão pelo sistema, é possível selecionar uma letra ou figura, e, então, a
descrição relacionada é inserida na caixa de texto, emitindo o som correspondente à palavra.
A inclusão de palavras por meio de seleção também respeita as configurações do sistema para
sobrescrever ou não o texto existente.
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Figura 4.17: Layout de pranchas alfabéticas para CAA: (A) Layout utilizado como base para criação de pranchas
adaptadas; (B) Layout de prancha alfabética adaptada completa, contendo inclusive caracteres especiais e comandos
diversos; (C) Layout de prancha alfabética adaptada simplificada, contendo letras, números e comandos básicos.
Fonte: Liegel et al. (2008).
4.3.5.3 Área de Pranchas de Comunicação
A Figura 4.18 mostra a Área de Pranchas de Comunicação, onde o cuidador pode criar
diferentes pranchas de comunicação simples compostas por imagens. A prancha criada deve ser
identificada por uma descrição, assim como cada imagem utilizada para compô-la. A descrição
utilizada para identificar cada imagem refere-se ao rótulo que será apresentado ao usuário quando
esta imagem for selecionada via gestos na prancha de comunicação.
Posteriormente, na Área do Usuário é possível selecionar as pranchas de comunicação
criadas pelo cuidador na Área de Pranchas de Comunicação, a partir da caixa de seleção
apresentada ao lado da opção "Outra".
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Figura 4.18: Área de Pranchas de Comunicação onde o cuidador pode gerar pranchas personalizadas usando
imagens.
4.3.5.4 Área de Jogo
A Área de Jogo foi incluída com o objetivo de motivar ou incentivar o interesse dos
usuários a interagir com o sistema. Considerando que os usuários do sistema PGCA podem
apresentar habilidades motoras bastante restritas, foi criado um jogo simples, claro e objetivo
que requer um pequeno número de gestos para seu uso. Assim, a tartaruga, que é a personagem
principal do jogo, pode ser movida em quatro direções, mas com apenas uma ou duas direções já
é possível atingir o objetivo do jogo.
Usando gestos, o usuário deve evitar os obstáculos na areia (uma concha e dois
caranguejos) e levar a tartaruga para a região superior da imagem, onde fica o mar. Passar por
qualquer um dos obstáculos não impede que a tartaruga se mova, apenas apresenta um som e
imagem diferentes. Não há pontuações ou restrições de tempo de qualquer tipo, porque o jogo
foi projetado principalmente para incentivar os usuários a realizar gestos repetidamente.
Para mover a tartaruga, é possível relacionar até quatro gestos com os movimentos de
deslocamento para cima, para baixo, para a direita e para a esquerda. No topo da Área de Jogo,
existem listas de seleção em que os gestos disponíveis (usados para treinar o sistema para o
usuário em questão) podem ser relacionados aos movimentos. Para iniciar o jogo, a captura do
sistema deve ser iniciada (botão "Iniciar captura"). Ao clicar no botão "Iniciar jogo", a tartaruga
é posicionada no canto inferior esquerdo da tela, conforme apresentado na Figura 4.19 (A).
A Figura 4.19 (A) mostra a área de jogo e o estado inicial da tartaruga posicionada
na praia. A Figura 4.19 (B) mostra um exemplo da mudança do estado da tartaruga durante o
jogo, onde o movimento "para a direita" foi reconhecido e fez com que a tartaruga encontrasse o
obstáculo do caranguejo. A borda verde indica que um gesto foi concluído e reconhecido pelo
sistema. A Área de Jogo está disponível para uso após a execução do treinamento do sistema
para o conjunto de dados criado.
A Tabela 4.1 apresenta a tartaruga em seu estado normal e, em seguida, em seu novo
estado após tocar na concha ou em um dos caranguejos e depois de atingir a meta do jogo. Cada
mudança no estado da tartaruga produz um som distinto. Um som de "salto" é emitido após
o reconhecimento de um gesto associado a alguma execução de movimento. A Figura 4.20
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Figura 4.19: Área de Jogo, onde o usuário pode utilizar gestos para movimentar uma tartaruga com o objetivo
de leva-la até o mar. (A) Tela inicial do jogo, a borda amarela indica que um movimento está sendo executado;
(B) Exemplo de uso do jogo e alteração de estado da tartaruga, a borda verde indica que um gesto foi detectado e
reconhecido.
mostra a imagem apresentada ao usuário após a conclusão do jogo, incluindo balões e confetes
na paisagem da praia. Nesse caso, um som de "aplausos" também é emitido.
Tabela 4.1: Mudanças no estado da personagem tartaruga apresentadas durante a utilização do jogo desenvolvido.
Estado A Estado B Estado C Estado D
Normal Tocando no Tocando nos Chegando ao mar
obstáculo da concha obstáculos de caranguejos
O funcionamento do jogo é descrito ao clicar no ícone de "?" disponível no canto superior
direito da Área de Jogo. As imagens usadas no jogo foram obtidas pesquisando na Internet por
conteúdo gratuito. A imagem da tartaruga foi obtida da Commons_Wikimedia (Commons, 2017)
— repositório de mídia gratuito — e a imagem de fundo (já com a concha e um dos caranguejos)
foi obtida do OpenGameArt (Day, 2015) — uma comunidade de desenvolvedores de jogos, que
disponibiliza conteúdos gratuitos. As outras imagens usadas para fazer modificações nas imagens
originais foram obtidas pesquisando imagens marcadas para reutilização no site Google Imagens
(Google, 2019).
4.3.6 Considerações sobre as tecnologias empregadas
Em muitas situações, imagens com desfoque de movimento (um tipo comum de
degradação causado pelo movimento relativo entre um objeto e a câmera) podem fornecer
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Figura 4.20: Tela apresentada ao usuário após a conclusão do objetivo do jogo, que é levar a tartaruga até o mar.
Uma imagem com balões e confetes é apresentada ao usuário, o estado da tartaruga é alterado, e um som de aplausos
é reproduzido.
resultados imprecisos, mas no sistema PGCA, como o movimento já é representado na forma de
uma imagem desfocada composta por tons de cinza (MHI ou OF-MHI), o desfoque de movimento
não interferiu significativamente na representação final do movimento, e não prejudicou o
desempenho dos classificadores.
Oclusões podem prejudicar a compreensão de um gesto se interferirem significativamente
na representação final do movimento gerado. Para utilização do sistema PGCA, o plano de fundo
da cena deve ser estático, pois qualquer objeto ou pessoa que possa se mover atrás do usuário
gerará representações de movimento imprecisas ou desnecessárias. O sistema PGCA demanda
o uso de ambientes com fundo estático para o correto reconhecimento de gestos, mas não é
necessário um fundo completamente homogêneo.
As condições de iluminação em diferentes ambientes de coleta de dados podem interferir
na capacidade do sistema de capturar corretamente os movimentos executados pelos usuários.
Portanto, para que o sistema tenha um desempenho melhor, é importante manter o mesmo padrão
de iluminação durante a criação do conjunto de dados e durante a interação com o sistema.
Preferencialmente, o usuário deve estar posicionado em frente a uma fonte de luz, como lâmpada
ou janela.
Com relação aos algoritmos empregados, optou-se por usar algoritmos bem estabelecidos,
embora algumas abordagens não sejam novas. Foram empregados métodos disponíveis na
biblioteca OpenCV, por ela oferecer alta eficiência computacional e uso simples das infraestruturas
de VC e Aprendizado de Máquina (Dall’Asta e Roncella, 2014). O uso de imagens MHI
apresenta vantagens relacionadas à simplicidade, robustez na representação de movimento e
baixa computação. O fluxo óptico de Lucas-Kanade possui cálculos muito rápidos e derivadas
precisas de tempo (Noaman et al., 2017), e provou ser eficaz na agregação de informações de
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velocidade do movimento nas imagens MHI, como observado nos trabalhos de Tsai et al. (2015);
Fan e Tjahjadi (2017); Khalifa et al. (2018).
A escolha dos classificadores empregados se deu em função de bons resultados
apresentados na literatura para a tarefa de classificação de imagens. Classificadores com base em
SVM tem a vantagem de oferecer uma forte capacidade de generalização, arquitetura simples,
bem como a capacidade de classificar poucas amostras (Liu et al., 2018; Mao et al., 2008).
Classificadores com base em CNN mostraram recentemente popularidade explosiva, em parte
devido ao seu sucesso na classificação de imagens e em outros campos da Visão Computacional
(Dong et al., 2015; Wang et al., 2018). A Transferência de Aprendizado pode tirar proveito do
conhecimento obtido de uma CNN profunda pré-treinada com um grande conjunto de dados
para uma tarefa específica, melhorando o desempenho do reconhecimento de gestos (tarefa desta
pesquisa) com um pequeno conjunto de dados, composto por um número restrito de amostras
(contexto desta pesquisa).
4.4 ETAPAS DE AVALIAÇÃO
A natureza construtiva desta pesquisa requer uma estratégia progressiva e incremental,
na qual o progresso é avaliado e informa as etapas adicionais de pesquisa e desenvolvimento.
Assim, a metodologia MyPGI foi desenvolvida e revista com base nos resultados de experimentos
conduzidos com diferentes objetivos, empregando o sistema PGCA desde a sua primeira versão.
O primeiro experimento foi conduzido com o objetivo de avaliar o protótipo do sistema
PGCA em condições de laboratório, por profissionais que atuam com IHC (Experimento 1),
utilizando um conjunto de gestos predefinidos para execução de algumas tarefas. Esse experimento
permitiu identificar problemas de usabilidade e acessibilidade no sistema, bem como validar os
requisitos do sistema antes da experimentação com voluntários.
Os resultados do primeiro experimento indicaram melhorias necessárias no sistema
e então a segunda versão do sistema PGCA foi utilizada em um experimento realizado com
voluntários sem deficiência motora e de fala (Experimento 2), cujo objetivo principal foi avaliar
se o sistema seria capaz de reconhecer gestos criados de forma personalizada, sendo treinado
com poucas amostras.
Posteriormente, com o objetivo de identificar as melhores estratégias para uma nova
versão do sistema PGCA, dois classificadores de imagens e duas representações de movimento
foram avaliados de acordo com seu desempenho no reconhecimento de gestos. Esse experimento
(Experimento 3) foi conduzido usando o Keck Gesture Dataset, um conjunto de dados público
disponível em Jiang et al. (2012). O uso de um conjunto de dados público teve como objetivo
permitir a repetibilidade do experimento por outros pesquisadores, além de possibilitar a
realização de testes com diferentes tecnologias antes que o sistema fosse disponibilizado para
testes com o público-alvo.
Com o objetivo de conhecer melhor o público-alvo da proposta desse trabalho, visitas
foram realizadas em escolas vinculadas a instituições coparticipantes (indicadas no projeto de
pesquisa vinculado a esta tese de doutorado), onde existiam alunos com dificuldades motora e
de fala matriculados. Nessas escolas, foram realizadas entrevistas com profissionais da área de
educação especial (Entrevistas com especialistas do domínio) que compartilharam informações
sobre a realidade dos alunos com dificuldades motora e de fala no ambiente escolar e iniciativas
utilizadas para viabilizar a CAA. Os profissionais também indicaram alunos que seriam candidatos
potenciais a participar dos experimentos seguintes.
Finalmente, após a análise dos resultados obtidos nos experimentos anteriores e as
informações obtidas por meio de entrevistas com profissionais da área de educação especial, um
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primeiro experimento com o público-alvo foi realizado (Experimento 4). O principal objetivo
desse experimento foi verificar se o sistema PGCA apoiaria o público-alvo a gerar um conjunto
de gestos personalizados, e se esses gestos poderiam ser utilizados para treinar um sistema no
seu reconhecimento e posterior uso com propósitos de comunicação. Esse experimento permitiu
avaliar a viabilidade técnica da proposta, e trouxe informações valiosas, mostrando um pouco da
rotina dos alunos com deficiência motora e de fala no ambiente escolar.
Com o objetivo de revalidar algumas informações obtidas no Experimento 4, e aumentar
o engajamento e motivação dos alunos para realizar as tarefas propostas, uma abordagem
baseada em jogo interativo por gestos foi incluída no sistema PGCA e avaliada em um segundo
experimento conduzido com o público-alvo (Experimento 5). Após a condução desse experimento,
profissionais da área de educação especial que acompanharam a realização das tarefas pelos
alunos preencheram um formulário de avaliação de usabilidade do sistema. Os resultados desse
experimento permitiram analisar de maneira padronizada a precisão do sistema no reconhecimento
de gestos e o esforço necessário para que cada usuário alcançasse o mesmo objetivo, cada um
usando os gestos que é capaz de executar.
Detalhamentos sobre os resultados obtidos a partir de cada um dos experimentos
conduzidos e entrevistas são apresentados no Capítulo 5.
Após a conclusão dos experimentos previstos para avaliação, a metodologia MyPGI foi
utilizada para projetar uma solução em um contexto diferente do ambiente escolar, e foi avaliada
também por um pesquisador externo.
4.5 CONSIDERAÇÕES
Este capítulo apresentou a metodologia MyPGI desenvolvida como resultado desta tese
de doutorado, detalhando sua estrutura, características e possíveis cenários de aplicação. A
metodologia foi utilizada como base para o desenvolvimento de um sistema inteligente criado
para viabilizar a CAA usando interação gestual personalizada, chamado PGCA. O sistema
desenvolvido foi descrito, detalhando a implementação de cada etapa prevista na metodologia, e
também a forma de avaliação empregada para avaliação do sistema e da metodologia.
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5 RESULTADOS
Este capítulo descreve os resultados obtidos a partir de diferentes experimentos conduzi-
dos com o objetivo de avaliar a proposta dessa tese de doutorado. Também são apresentados
resultados de entrevistas e avaliação de usabilidade, conduzidas com profissionais da área de
educação especial.
Como o público-alvo dessa pesquisa envolve grupos de usuários considerados vulneráveis,
um projeto de pesquisa foi submetido à avaliação do Comitê de Ética em Pesquisa com Seres
Humanos do Setor de Ciências da Saúde da Universidade Federal do Paraná. A aprovação do
projeto (CAAE 81279317.6.0000.0102) pelo comitê deu condições legais para a realização de
testes com usuários vinculados a três instituições coparticipantes: Universidade Tecnológica
Federal do Paraná (UTFPR - Câmpus Pato Branco), Escola Carlos Almeida Educação Básica
na Modalidade Educação Especial (APAE Pato Branco) e escolas da rede estadual de educação
vinculadas ao Núcleo Regional de Educação do município de Pato Branco/PR por meio da
Secretaria Estadual de Educação do Estado do Paraná (SEED/PR).
Cinco experimentos foram conduzidos com o objetivo de avaliar a viabilidade técnica
da metodologia proposta: Experimento 1 - estudo de caso exploratório com profissionais que
atuam com IHC; Experimento 2 - criação de conjuntos de gestos personalizados por usuários
sem dificuldades motoras e de fala; Experimento 3 - uso de um conjunto de dados público para
avaliar o desempenho do sistema no reconhecimento dos gestos; Experimento 4 - uso do sistema
por usuários com dificuldades motora e de fala; Experimento 5 - uso do sistema e também de um
jogo por usuários com dificuldades motora e de fala, e uma avaliação de usabilidade do sistema.
Além disso, entrevistas com profissionais da área de educação especial (especialistas de domínio)
foram realizadas com o objetivo de conhecer melhor a realidade e características do público-alvo
dessa pesquisa. Uma avaliação da metodologia em outro contexto também foi realizada. Todos
os participantes dos experimentos assinaram um Termo de Consentimento Livre e Esclarecido
(TCLE), e os responsáveis pelos alunos participantes assinaram um Termo de Assentimento
Livre e Esclarecido (TALE).
A Tabela 5.1 resume as etapas de avaliação realizadas, estruturadas por identificação,
características dos participantes, quantidade de participantes, objetivo e resultados. Detalhes dos
resultados obtidos em cada avaliação são descritos na sequência.
94
Tabela 5.1: Resumo das etapas de avaliação realizadas para avaliar o sistema PGCA e consequentemente a
metodologia MyPGI.
Identificação Participantes Quant. Objetivo Resultados
Experimento 1 Profissionais da
área de IHC
12 Identificar problemas de usabi-
lidade e acessibilidade no pro-
tótipo do sistema PGCA, bem
como validar requisitos.
Identificação de não conformi-
dades, melhorias e requisitos de
sistema que precisavam ser refi-
nados.
Experimento 2 Voluntários sem
deficiência mo-
tora e de fala
5 Avaliar se o sistema seria capaz
de reconhecer gestos criados
de forma personalizada, sendo
treinado com poucas amostras.
Capacidade do sistema em aten-
der os pressupostos da metodo-
logia. Permitiram identificar al-
gumas melhorias necessárias ao
sistema PGCA e à metodologia
MyPGI.
Experimento 3 Keck Gesture
Dataset
- Permitir a repetibilidade do ex-
perimento por outros pesqui-
sadores e realizar testes com
diferentes tecnologias antes de
disponibilizar o sistema para
testes com o público-alvo.
Viabilidade das tecnologias im-
plementadas (representações de
movimento MHI e OF-MHI,





8 Obter informações sobre a rea-
lidade dos alunos com dificul-
dades motora e de fala no am-
biente escolar e iniciativas uti-
lizadas para viabilizar a CAA.
Identificação de alguns desafios
e possibilidades de novas melho-
rias no sistema. Identificação
de alunos que seriam candida-
tos potenciais a participar dos
experimentos seguintes.
Experimento 4 Alunos com de-
ficiência motora
e de fala
7 Verificar se o sistema PGCA
apoiaria o público-alvo a gerar
conjuntos de gestos personali-
zados, e se esses gestos pode-
riam ser utilizados para treinar
um sistema e com propósitos
de comunicação.
Avaliação da viabilidade técnica
do sistema e da metodologia, e
obter informações sobre a ro-
tina dos alunos com deficiência
motora e de fala no ambiente
escolar e iniciativas utilizadas
pelos professores.
Experimento 5 Alunos com de-
ficiência motora
e de fala
3 Revalidar algumas informa-
ções obtidas no Experimento
4, avaliar uma abordagem ba-
seada em jogo interativo por
gestos e avaliar a usabilidade
do sistema.
Análise da precisão do sistema
no reconhecimento de gestos e o
esforço necessário para que cada
usuário alcançasse o mesmo ob-






1 Avaliar a metodologia conside-
rando outro contexto e a per-
cepção de outra pessoa.
Capacidade de replicabilidade
da metodologia MyPGI conside-
rando outros problemas, outros
usuários e outros profissionais.
5.1 EXPERIMENTO 1: AVALIAÇÃO EXPLORATÓRIA DO SISTEMA POR PROFISSIO-
NAIS QUE ATUAM COM IHC
Seguindo os pressupostos da metodologia proposta, um sistema piloto foi desenvolvido
para permitir a criação de interação gestual personalizada com um sistema computacional
de CAA. Nesse primeiro experimento, o sistema, que posteriormente foi chamado de PGCA,
possuía apenas a implementação de MHI convencional para representação de movimento, e do
classificador com base em SVM para reconhecimento de gestos.
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No contexto de TA, torna-se crítico desenvolver sistemas pilotos e conduzir experimentos
com especialistas antes de qualquer atividade envolvendo o público-alvo da solução1. Caso
contrário, corre-se o risco de submeter os participantes a erros e dificuldades que poderiam
ter sido antecipados em análises em laboratório e com especialistas. Portanto, a primeira
versão do sistema PGCA foi avaliada por profissionais que atuam com IHC a fim de identificar
problemas de usabilidade e acessibilidade, melhorias e requisitos de sistema que precisavam ser
refinados antes do sistema ser considerado adequado para experimentação com seu público-alvo.
Participaram desse experimento alunos e professores vinculados ao Programa de Pós-Graduação
em Informática da UFPR, envolvidos em pesquisas vinculadas à área de IHC e/ou acessibilidade.
Doze pessoas participaram da avaliação, sendo nove avaliadores profissionais que
atuam com IHC (três duplas e um trio), dois observadores especialistas do domínio e um
mediador. Após demonstração do sistema pela autora desta tese, os avaliadores exploraram o
sistema individualmente para executar duas tarefas predeterminadas em uma dinâmica inspirada
na técnica de Thinking Aloud (Nielsen, 1994) (protocolo verbal que consiste em observar o
usuário utilizar uma interface enquanto verbaliza seus pensamentos), enquanto os observadores
tomavam notas. As tarefas foram realizadas em explorações usando interação gestual previamente
cadastrada pela pesquisadora, em função do tempo disponível não permitir que cada grupo criasse
seu próprio conjunto de gestos. Em explorações que duraram cerca de cinco minutos, cada grupo
deveria: (a) formar uma frase com três palavras usando os gestos predefinidos para descrever
ações ou selecionando opções apresentadas pela prancha de comunicação de figuras; (b) escrever
o próprio nome usando os gestos predefinidos para selecionar letras da prancha de comunicação
alfabética, usando a navegação manual entre os agrupamentos ou a navegação automática. Após a
exploração, os avaliadores elaboraram um relatório por dupla/trio com a indicação dos problemas
encontrados e sugestões de melhorias. Foi utilizado um template de avaliação com as Heurísticas
de Nielsen (Nielsen, 1994) e recomendações de avaliação simplificada de acessibilidade (Santana
et al., 2018).
5.1.1 Resultado da avaliação
Como resultado da avaliação, três limitações técnicas e dez problemas diferentes foram
apontados pelos avaliadores juntamente com mais de vinte sugestões de melhorias. Dessas
sugestões, algumas foram implementadas, algumas foram consideradas não problemáticas, e
outras foram registradas como novos requisitos. Os principais pontos considerados problemáticos
ou com necessidade de melhorias foram trabalhados para gerar uma nova versão do sistema,
que seria utilizada nos experimentos seguintes. Um dos pontos principais destacados pelos
avaliadores foi a necessidade de reduzir ao máximo a mediação de um cuidador, aumentando
a autonomia do usuário na configuração e utilização do sistema. As principais contribuições
obtidas com a atividade de avaliação são apresentadas na sequência.
5.1.1.1 Sugestões implementadas
As sugestões listadas a seguir foram implementadas logo após a conclusão do experi-
mento:
• apresentação da imagem do usuário de forma espelhada para que o usuário tenha a
percepção real da direção dos movimentos realizados;
1Testes e avaliações intensivos antes de avaliar um produto com o público-alvo são principalmente uma questão
de ética, pois as pessoas com deficiência não podem ser tratadas como sujeitos de pesquisa.
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• inclusão de quadrantes na imagem do usuário para destacar a visualização de movimentos
em grade;
• realização de processo de calibração no sistema para ajuste do posicionamento inicial
do usuário;
• possibilidade de aproximar a imagem, por meio de zoom para destacar e melhorar a
percepção dos movimentos do rosto;
• uso de Aumento de Dados para aumentar o número de amostras no conjunto de dados, e
gerar um conjunto de dados para testes automaticamente;
• uso de gestos para acessar as configurações do sistema, para iniciar e parar a captura de
imagens, e para customizar o funcionamento do sistema por meio de seleção da prancha
de comunicação a ser utilizada;
• melhoria na estética da interface;
• criação de uma prancha alfabética mais simples, sem caracteres especiais.
5.1.1.2 Problemas encontrados e corrigidos
Os problemas apontados pelos profissionais que foram corrigidos logo após a conclusão
do experimento são apresentados a seguir:
• o estado do sistema é visível, mas pode ter uma sobrecarga cognitiva por apresentar
muitas opções de interação, nem sempre muito coesos entre si no espaço que estão;
• a estética precisa ser melhorada/atualizada;
• feedback poderia ser melhor no momento de execução;
• faltam rótulos em algumas caixas (indicação para que serve cada coisa);
• difícil entender que tem erro (precisa ser mais chamativo);
• dificuldade em ver quando o sistema estava lendo gestos, sugere-se destacar campo de
texto e barra de progresso;
• a imagem anterior continua aparecendo ao iniciar outro gesto;
• dar zoom ou maior destaque no agrupamento selecionado na prancha alfabética;
• pode não haver clareza nos símbolos nas ações de navegação;
• após identificar o primeiro movimento, os quadros continuam sendo trocados.
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5.1.1.3 Situações consideradas não problemáticas
Algumas situações apontadas pelos profissionais como problemas, foram consideradas
como não problemáticas pela autora desta tese, por se tratar de situações originadas possivelmente
por instrução incompleta durante a demonstração do sistema. Essas situações são apresentadas a
seguir:
• substituir o termo sobrescrever por palavra/frase (o termo sobrescrever foi considerado
mais apropriado por estar vinculado à ação de substituir);
• usuário interagir sem mouse (na versão atual do sistema isso é possível após configuração
inicial feita pelo cuidador);
• na apresentação automática os movimentos para os lados não estão configurados (não é
obrigatória essa configuração pois a navegação nesse caso é baseada em tempo);
• não foi encontrado nenhuma mensagem (as mensagens são apresentadas na barra de
status do sistema, essa informação deveria ter ser sido melhor destacada durante a
demonstração);
• é preciso pensar em usuários que movimentem apenas um lado do corpo (o sistema já
atende esses usuários).
5.1.1.4 Limitações técnicas identificadas
Algumas limitações técnicas foram identificadas durante o experimento e são apresenta-
das a seguir:
• a cor da roupa do usuário e diferenças bruscas de iluminação podem interferir no
processo de captura dos movimentos dificultando o reconhecimento dos gestos pelo
sistema;
• restringe muito a movimentos corporais repetidos de especificidade grande;
• não há aporte para pessoas com deficiência visual/auditiva.
5.1.1.5 Novos requisitos
Várias sugestões apresentadas pelos profissionais foram consideradas válidas, e foram
classificadas como novos requisitos que poderiam ser avaliados para implementação futura no
sistema PGCA. Essas sugestões são apresentadas a seguir:
• verificar se pode ser vantajoso trocar gatilho duplo por gesto "confirma" (ex.: Agua +
Confirma);
• possibilitar integração (uso em conjunto) com outras ferramentas como Head Mouse,
etc.;
• deveria ser possível o acesso da própria interface pelos gestos;
• melhorar o acesso para pessoas com deficiência auditiva e visual;
• adaptar o sistema para uso de Libras (Língua Brasileira de Sinais);
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• durante a composição de frases, remover letras que não fazem sentido na sequência;
• explorar interação multimodal, aliando movimento de cabeça e direção de olhar;
• utilizar o sistema ACAT (Denman et al., 2016) usado por Stephen Hawking para comu-
nicação e interação com seu computador, como base, principalmente para montagem de
frases;
• aliar movimentos com sons que o usuário seja capaz de emitir;
• permitir o uso de um acionador;
• usar o sistema em dispositivos móveis;
• apresentar por padrão um conjunto básico de ações predefinido;
• criar um wizard (software que guia os usuários por uma tarefa específica com uma série
de instruções) para auxiliar no processo de treinamento sugerindo comandos;
• reconhecer erros em outros programas, quando utilizada a opção de simulação do
teclado;
• permitir o uso de um navegador, por exemplo, sem perder a visualização do que o
sistema captura;
• empregar autossugestão de palavras para tornar a composição de frases mais rápida.
5.1.2 Discussão
A atividade de avaliação com profissionais que atuam com IHC indicou melhorias
necessárias para que um experimento em contexto real fosse possível e produtivo, ajudando a
antecipar problemas que dificultariam o sistema de ser flexível e adaptável às características
de cada usuário, ou mesmo que impediriam seu uso por pessoas com diferentes limitações.
Com o sistema implementado e os resultados da avaliação realizada, foi possível verificar que
a metodologia proposta é viável para apoiar o design de um sistema de CAA, e que, com as
melhorias indicadas, o sistema desenvolvido teria potencial para ser utilizado em contextos reais
por pessoas com deficiências.
Com relação a aspectos específicos da implementação, o uso de imagens MHI apresenta
vantagens relacionadas a simplicidade, robustez na representação de movimentos e baixa
computação. O HOG do MHI foi empregado visando aumentar a taxa de reconhecimento,
mas exige que o ambiente de fundo seja estático, pois variações de iluminação e presença de
movimentos da câmera ou ambiente desordenado podem dificultar a precisão no reconhecimento
dos gestos.
O desempenho do sistema foi considerado satisfatório na execução de movimentos
simples, principalmente devido ao desempenho apresentado pelo classificador no reconhecimento
do conjunto de testes (91,25% usando o método Holdout). Somado a isso, vale destacar que o
sistema foi capaz de reconhecer gestos executados pelos avaliadores na atividade de avaliação,
mesmo tendo sido treinado com um conjunto de dados criado por outra pessoa (a autora desta
tese).
Os resultados obtidos com esse experimento reforçaram a percepção de que uma
metodologia voltada para o projeto de sistemas de CAA usando interação gestual personalizada é
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viável e pode ser aplicada em um contexto assistivo, ampliando as possibilidades de pessoas com
deficiência motora se comunicarem e interagirem com sistemas computacionais.
A partir desse primeiro experimento, uma nova versão do sistema passou a ser gerada,
implementando as sugestões obtidas com a atividade de avaliação e que ainda não haviam sido
contempladas, principalmente com relação a melhorias na interface do sistema. Além disso,
para melhorar o reconhecimento de movimentos dinâmicos e mais complexos, foi considerado
pertinente acrescentar no sistema o uso de informações relacionadas à velocidade dos movimentos
realizados.
5.2 EXPERIMENTO 2: CRIAÇÃO DE CONJUNTOS DE GESTOS POR USUÁRIOS SEM
DIFICULDADES MOTORA E DE FALA
Com o objetivo de analisar a capacidade do classificador no reconhecimento de gestos
criados por diferentes usuários, professores de uma das instituições coparticipantes foram
convidados a participar de um experimento. Cinco voluntários aceitaram o convite (pessoas sem
comprometimento motor e de fala, servidores da UTFPR - Câmpus Pato Branco) e participaram
da primeira etapa da coleta de dados. O objetivo desta etapa foi avaliar se o sistema seria capaz
de reconhecer gestos personalizados por meio de treinamento, considerando conjuntos de dados
com poucas amostras.
O experimento foi projetado para avaliar a precisão do classificador no reconhecimento
de gestos personalizados, utilizando conjuntos de dados compostos por um número pequeno de
amostras. A autora desta tese de doutorado conduziu o experimento e desempenhou o papel de
cuidador. Os voluntários foram convidados a criar conjuntos de dados compostos por seis a oito
gestos diferentes, com rótulos e movimentos definidos pelos próprios voluntários, capturados em
diferentes ambientes.
Para esta etapa de avaliação, apenas a Área do Cuidador e a Área do Usuário estavam
disponíveis para uso no sistema PGCA. Somente a representação de movimento por meio de
MHI convencional havia sido implementada e não havia possibilidade de armazenar vídeos dos
movimentos realizados. O sistema já possuía dois classificadores implementados: SVM e CNN.
A Área do Cuidador não dispunha de validação das amostras capturadas, mas permitiu a criação
de conjuntos de dados de gestos personalizados, treinamento e avaliação do sistema. A Área do
Usuário foi usada apenas para testar o reconhecimento dos gestos para os quais o sistema foi
treinado. Informações sobre os conjuntos de dados criados pelos voluntários nesse experimento
são apresentados na sequência.
5.2.1 Conjuntos de dados criados
Os voluntários V1 e V2 criaram conjuntos de dados com oito classes distintas, registrando
vinte amostras por classe. O voluntário V3 criou um conjunto de dados com oito classes distintas,
registrando quinze amostras por classe. A Figura 5.1 apresenta exemplos de amostras geradas
pelos voluntários V1, V2 e V3 para compor cada conjunto de dados, representadas por meio de
MHI convencional. Os voluntários V1 e V2 utilizaram a opção "Aproximar", disponível nas
configurações do sistema, que aproxima a área de captura da câmera para destacar e melhorar a
percepção dos movimentos faciais.
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Figura 5.1: Exemplos de amostras de gestos executados pelos voluntários V1, V2 e V3 (pessoas sem deficiência
motora e de fala), registradas durante a execução do Experimento 2 e representadas por meio de MHI convencional.
Os voluntários V4 e V5 criaram conjuntos de dados com seis classes distintas. O
voluntário V4 registrou vinte amostras por classe e o voluntário V5 registrou quinze amostras
por classe. A Figura 5.2 apresenta exemplos de amostras geradas pelos voluntários V4 e V5 para
compor cada conjunto de dados, representadas por meio de MHI convencional.
Os conjuntos de dados criados pelos voluntários foram utilizados para realizar a avaliação
de desempenho dos classificadores, cujos resultados são apresentados na sequência.
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Figura 5.2: Exemplos de amostras de gestos executados pelos voluntários V4 e V5 (pessoas sem deficiência motora
e de fala), registradas durante o Experimento 2 e representadas por meio de MHI convencional.
5.2.2 Avaliação de desempenho dos classificadores
Para avaliar o desempenho dos dois classificadores implementados no sistema PGCA,
foi utilizada a validação cruzada K-fold, considerando dez pastas, separando 90% dos dados para
treinamento e 10% para teste. O número de dados de treinamento foi expandido via Aumento de
Dados, criando oito amostras adicionais a partir de cada amostra original.
Após a execução de testes em todas as pastas, a precisão geral (média ponderada), desvio
padrão, variância e o Cohen Kappa (medida estatística de concordância entre avaliadores) foram
calculados para cada um deles. SVM (com descritor HOG) e CNN (usando Transferência de
Aprendizado) foram as técnicas de aprendizado de máquina utilizadas. Os resultados obtidos
comparando os dois métodos de aprendizado para os conjuntos de dados gerados pelos cinco
voluntários são apresentados na Tabela 5.2.
Tabela 5.2: Conjuntos de dados criados por voluntários no Experimento 2 — comparação de métodos de aprendizado
de máquina: Precisão média, Cohen Kappa, Desvio padrão e Variância.
SVM CNN
Voluntário Prec. Cohen k Desv. Var. Prec. Cohen k Desv. Var.
V1 - MHI 0.981 0.979 0.04 0.00180 0.994 0.993 0.02 0.0004
V2 - MHI 0.981 0.978 0.02 0.00090 0.987 0.985 0.02 0.0007
V3 - MHI 0.975 0.971 0.07 0.00620 0.941 0.936 0.07 0.0069
V4 - MHI 0.974 0.970 0.03 0.00160 0.974 0.970 0.03 0.0016
V5 - MHI 0.988 0.986 0.02 0.00006 1 1 0 0
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5.2.3 Discussão
Normalmente, uma classificação perfeita produziria uma variação e desvio padrão de
zero, e o valor de precisão e kappa de um. De acordo com os critérios de Landis e Koch (1977),
para a interpretação do valor kappa: 0,0 a 0,2 = concordância leve, 0,2 a 0,4 = concordância
justa, 0,4 a 0,6 = concordância moderada, 0,6 a 0,8 = concordância substancial e 0,8 a 1,0 =
concordância quase perfeita. Nesse experimento, os classificadores apresentaram resultados
satisfatórios, uma vez que a precisão média obtida em todos os conjuntos de dados foi alta
(superior a 0,94), foram observados baixos desvios e variâncias e os valores de kappa indicaram
concordância quase perfeita. O classificador com base em CNN apresentou uma precisão
ligeiramente melhor em comparação ao classificador com base em SVM, em quatro dos cinco
conjuntos de dados utilizados.
Durante a análise dos dados capturados nesse experimento, foi identificada a necessidade
de fazer uma alteração na metodologia, que originalmente (Ascari et al., 2018b) previa a realização
do processo de Aumento de Dados antes de separar os dados originais em dados de treinamento
e teste. Essa situação pode gerar uma avaliação de desempenho muito otimista. Portanto, a
metodologia foi atualizada para realizar primeiramente a divisão do conjunto de dados original
em dados de treinamento e teste, para executar posteriormente o processo de Aumento de
Dados apenas nos conjuntos de dados de treinamento. Essa alteração foi feita antes de avaliar o
desempenho do sistema nos conjuntos de dados criados pelos voluntários.
Durante o experimento, foi possível perceber que as condições de iluminação nos
diferentes ambientes trabalhados para coleta de dados podem interferir na capacidade do sistema
em capturar corretamente os movimentos executados pelos usuários. Um dos voluntários foi
posicionado ao lado de uma janela (fonte de luz) e foi possível perceber que a representação de gesto
gerada quando o usuário foi posicionado com o corpo de lado para a janela é significativamente
diferente da representação gerada quando o usuário foi posicionado com o corpo inteiro voltado
para a janela. Essa condição pode ser observada principalmente no conjunto de gestos gerado
pelo voluntário V3. Além disso, os gestos executados por esse voluntário foram em geral feitos
com movimentos reduzidos, ou seja, gestos feitos com as mãos e braços em movimentos de pouca
amplitude. Diferentes expressões faciais foram utilizadas, mas estas características não foram
capturadas pelo sistema (o sistema ainda não realizava o rastreamento de pontos de referência
faciais — Landmarks). Possivelmente essas situações contribuíram para que o desempenho
apresentado pelos classificadores nesse caso tenha sido menor que os apresentados para os
conjuntos de gestos gerados pelos outros voluntários.
Conforme observado nos conjuntos de gestos gerados pelos voluntários V1, V2 e V5,
gestos executados com movimentos bastantes distintos, tendem a ser melhor classificados. Além
disso, quanto maior o número de amostras coletadas para cada gesto, maior é a chance de
o classificador aprender mais na etapa de treinamento e possivelmente apresentar melhores
resultados na etapa de testes.
Com relação aos conjuntos de dados gerados pelos voluntários V1 e V2, a utilização da
opção "Aproximar", não apresentou diferenças significativas na capacidade de classificação do
sistema. Apenas observou-se que, nesses casos, tem-se melhor visualização de movimentos feitos
com a região do rosto dos usuários. Em situações como a que ocorreu com o gesto rotulado como
"EscovarDentes" executado pelo voluntário V2, percebeu-se que o classificador teve bastante
dificuldade para identificar o gesto realizado. Em situações como essa, espera-se que o sistema
possa alertar o usuário e seu cuidador de que o gesto em questão não deveria ser utilizado para
interação com o sistema, demandando uma nova coleta de dados para ele, talvez com a realização
de algum movimento diferente.
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Os diferentes resultados apresentados pelo classificador podem indicar que a capacidade
do sistema conseguir classificar corretamente os gestos para o qual foi treinado é bastante
dependente das escolhas realizadas pelo usuário e cuidador, quanto ao movimento que irá
caracterizar cada gesto, e também quanto ao ambiente utilizado para captura das imagens e uso
do sistema. Uma característica considerada desejável futuramente para o sistema é a capacidade
de interpretar os resultados obtidos pelo classificador, de forma a alertar o usuário e seu cuidador
sobre quais gestos teriam maiores chances de serem corretamente classificados pelo sistema, e
que poderiam, portanto, ser utilizados para execução de ações como forma de interação com a
interface do sistema. Essa recomendação foi incluída na descrição da metodologia MyPGI.
Nesse experimento apenas as imagens MHI foram registradas. Como não foram
armazenados vídeos referentes aos movimentos executados, não foi possível avaliar esses
conjuntos de dados com a representação de movimento OF-MHI implementada posteriormente.
5.3 EXPERIMENTO 3: AVALIAÇÃO DE TECNOLOGIAS USANDO KECK GESTURE
DATASET
Em uma nova etapa de avaliação, além de todos os recursos disponíveis anteriormente, a
representação de movimento via OF-MHI foi incluída no sistema PGCA antes da realização dos
testes previstos para esta etapa. O conjunto de dados público Keck Gesture Dataset (disponível em
Jiang et al. (2012)) foi usado para avaliar o desempenho do sistema usando os dois classificadores
(SVM e CNN) e duas representações de movimento implementados (MHI convencional e
OF-MHI).
Keck Gesture Dataset é composto por quatorze gestos distintos, realizados por três
pessoas na frente de um fundo estático. Para cada gesto, cada pessoa realiza três repetições.
Exemplos de representações de movimento geradas para cada uma das quatorze classes de gestos
disponíveis no Keck Gesture Dataset são apresentadas na Figura 5.3.
Para avaliação de desempenho, nove amostras estavam disponíveis para cada uma das
quatorze classes existentes no conjunto de dados: um total de cento e vinte e seis amostras
originais. A opção "Aproximar" foi usada para dar destaque às regiões onde os movimentos são
realizados.
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Figura 5.3: Amostras de gestos do Keck Gesture Dataset utilizado no Experimento 3, representados por MHI
convencional e MHI com base em fluxo óptico (OF-MHI). As imagens em tons de cinza foram redimensionadas
para dar ênfase às regiões em movimento.
5.3.0.1 Avaliação de desempenho das tecnologias empregadas
Os resultados obtidos a partir da avaliação de desempenho do sistema no reconhecimento
dos gestos que compõem o conjunto de dados Keck Gesture Dataset são apresentados na Tabela
5.3. Foi empregada a validação cruzada K-fold com nove pastas, sendo que cada pasta continha
uma amostra por classe para teste e setenta e duas amostras por classe para treinamento (após a
execução do processo de Aumento de Dados).
Tabela 5.3: Uso do Keck Gesture Dataset no Experimento 3 — comparação de métodos de aprendizado de máquina:
Precisão média, Cohen Kappa, Desvio padrão e Variância.
Keck SVM CNN
Dataset Prec. Cohen k Desv. Var. Prec. Cohen k Desv. Var.
MHI 0.88 0.87 0.04 0.0025 0.90 0.89 0.05 0.0038
OF-MHI 0.89 0.88 0.04 0.0026 0.87 0.86 0.07 0.0060
Existem diferentes trabalhos que visam reconhecer gestos, ações ou imagens nas
quais o Keck Gesture Dataset foi usado para avaliar a precisão dos classificadores ou métodos
utilizados. Como nenhum estudo foi encontrado usando exatamente a mesma forma de avaliação
empregada nesta tese (validação cruzada K-fold usando nove pastas), uma comparação direta
do desempenho dos classificadores não foi realizada. Entretanto, é possível mencionar alguns
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trabalhos considerados relevantes e os correspondentes resultados obtidos com o Keck Gesture
Dataset. Por exemplo, no estudo de Pei et al. (2013), um algoritmo baseado em índice
invertido rápido é introduzido para reconhecimento de ação em várias classes. Os resultados
apresentados pelo método proposto por esses autores indicam uma precisão de até 89,88%.
Fu et al. (2013) consideraram o problema do reconhecimento de ações com base na estrutura
geométrica. O método proposto pelos autores utiliza uma estrutura de baixa dimensão no
coletor Grassmanniano para representar sequências de vídeo usando a estrutura linear do espaço
tangente e apresentou precisão de reconhecimento de 93,4%. Wan et al. (2014) apresentaram uma
abordagem de aprendizado de dicionário específica por classe por meio da teoria da informação
para reconhecimento de ação e gesto, e a precisão do reconhecimento alcançada é de até 95,1%. O
estudo de Zhang et al. (2018) introduziu um modelo híbrido baseado em CNN para classificação
de imagens, e os resultados indicam uma precisão de até 93,15%.
Neste Experimento 3, ambos os classificadores apresentaram resultados satisfatórios,
utilizando o MHI e OF-MHI. Como apresentado na Tabela 5.3, a precisão apresentada pelo
classificador com base em SVM utilizando a representação de movimento MHI foi de 88%
e utilizando OF-MHI foi de 89%, já a precisão apresentada pelo classificador com base em
CNN utilizando MHI foi de 90% e utilizando OF-MHI foi de 87%. A classificação usando
os dois conjuntos de dados criados a partir do Keck Gesture Dataset apresentou precisão e
dados estatísticos válidos com poucas variações. Portanto, os dois classificadores e as duas
representações de movimento foram avaliados novamente nos experimentos seguintes, realizados
com o público-alvo.
5.4 ENTREVISTAS COM ESPECIALISTAS DE DOMÍNIO
Depois de avaliar a interface do sistema em laboratório com profissionais que atuam
com IHC e depois de avaliar diferentes tecnologias voltadas para reconhecimento de gestos e
representação de movimento utilizando conjuntos de dados distintos, entrevistas com professores
da área de educação especial foram realizadas.
O objetivo das entrevistas foi conhecer melhor a realidade dos alunos que possuem
dificuldade motora e de fala no ambiente escolar, e identificar potenciais alunos para participarem
de experimentos para avaliação do sistema PGCA. O uso de entrevistas foi motivado pela
possibilidade de obter uma compreensão mais aprofundada sobre o tema de pesquisa, e obter
um feedback para complementar os dados obtidos por meio de experimentos e comportamentos
observados.
Foram conduzidas entrevistas semi-estruturadas, guiadas por um roteiro de perguntas
abertas e fechadas. Esse tipo de entrevista é muito utilizado quando se deseja delimitar o volume
das informações, obtendo assim um direcionamento maior para o tema, intervindo a fim de que os
objetivos sejam alcançados (Boni e Quaresma, 2005). Além disso, entrevistas semi-estruturadas
dão um certo nível de liberdade ao pesquisador, permitindo aproveitar oportunidades e imprevistos
que possam ocorrer. As questões utilizadas para guiar as entrevistas com especialistas de domínio
são apresentadas na Tabela 5.4.
Os participantes tiveram a possibilidade de discorrer sobre o tema proposto, seguindo
o conjunto de perguntas previamente definidas, mas em um contexto muito semelhante ao de
uma conversa informal. As respostas das perguntas foram registradas pela autora desta tese, que
conduziu todas as entrevistas.
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Tabela 5.4: Questões utilizadas para guiar as entrevistas semi-estruturadas com especialistas de domínio.
ID Questão
Q1 Vínculo com o(s) aluno(s).
Q2 Tempo de experiência na educação especial.
Q3 Formas de comunicação utilizadas com o(s) aluno(s).
Q4 Já utilizou algum sistema de CAA para se comunicar com o(s) aluno(s)? Qual(is)? Algum sistema
computacional?
Q5 Dificuldades do(s) aluno(s) em relação ao uso de sistemas computacionais.
Q6 Percepção pessoal em relação à comunicação social do(s) aluno(s).
Q7 Capacidade do(s) aluno(s) na realização de gestos voluntários.
Q8 Expectativas e experiências relacionadas ao uso de câmera e reconhecimento gestual para interação
do(s) aluno(s) com sistemas computacionais.
Q9 Outras informações relevantes.
5.4.1 Participantes
Quatro escolas do município de Pato Branco/PR vinculadas a instituições coparticipantes
foram visitadas. Uma das escolas é uma instituição educacional específica para alunos com
necessidades especiais (Associação de Pais e Amigos do Excepcional - APAE), e as outras
são escolas inclusivas onde alunos com necessidades especiais também podem frequentar as
aulas regulares: Centro Estadual de Educação Básica para Jovens e Adultos (Escola Pública
A), Colégio Estadual - Ensino Fundamental, Médio e Profissional (Escola Pública B), Colégio
Estadual - Ensino Fundamental e Médio (Escola Pública C).
Nas quatro escolas visitadas, foram realizadas entrevistas com professores regentes,
professores de apoio a comunicação, cuidador e tradutor e intérprete de língua de sinais (intérprete
de Libras), para entender melhor as características do público-alvo da metodologia proposta. As
entrevistas foram conduzidas com oito profissionais vinculados à educação especial. A Tabela
5.5 apresenta algumas informações sobre os profissionais entrevistados.
Tabela 5.5: Informações sobre os profissionais de educação especial (especialistas do domínio) entrevistados.
Profissional Sexo* Experiência Vínculo Instituição
P1 F 28 anos em educação especial Professor regente APAE
P2 F 19 anos em educação especial Professor regente APAE
P3 M 4 anos em educação especial Professor itinerante APAE
P4 F 11 anos em educação especial Professor regente APAE
P5 F 18 anos como tradutora e intérprete de
língua de sinais
Tradutora e intérprete de
língua de sinais (Libras)
Escola
Pública A
P6 F 6 anos como assistente operacional Cuidador Escola
Pública A








*Sexo: M - Masculino; F- Feminino.
5.4.2 Contribuições
Quando questionados sobre a principal forma de comunicação utilizada com os alunos
que apresentam dificuldades motora e de fala, todos os oito profissionais relataram o uso da
linguagem gestual. Os professores relataram que alguns alunos tem conhecimento de alguns
sinais de Libras e os utilizam para comunicação, mas a maioria dos alunos tem seu próprio
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vocabulário de sinais, ou seja, gestos usados no ambiente familiar que não seguem uma linguagem
de sinais específica, também chamados de gestos caseiros.
Professores que trabalham na escola específica para alunos com necessidades especiais
relataram que usam muita associação de conceitos com imagens, o que sugere que o uso de
pranchas de comunicação com figuras para incentivar a interação dos alunos com o sistema é
uma abordagem válida. Além disso, muitos alunos com necessidades especiais matriculados
nessa escola ainda não são totalmente alfabetizados, o que impede o uso de pranchas alfabéticas.
Como as pranchas disponíveis no sistema por padrão, poderiam não atender às demandas dos
professores e seus alunos em todos os possíveis cenários, foi incluído no sistema PGCA a Área
de Pranchas de Comunicação para oferecer suporte aos cuidadores na criação de pranchas de
comunicação personalizadas.
O uso de sistema específico de CAA foi relatado apenas pelos dois professores que
trabalham fornecendo apoio a comunicação dos alunos. Uma professora mencionou conhecer
o sistema Boardmaker (Mayer-Johnson, 2004), mas alegou não o usar no ambiente escolar
devido ao custo associado. Outro professor citou o aplicativo Livox (Pereira, 2019), apesar de
nunca o ter usado com a aluna que acompanha em função da aluna não conseguir interagir
com dispositivos por meio de toque. A profissional que trabalha como intérprete de Libras
mencionou o uso de alguns software específicos para o ensino e reconhecimento da Libras, como
o "Sinalário disciplinar de Libras" (SEED-PR, 2019b) e o "ICOM App" (SEED-PR, 2019a) para
fazer videochamadas com surdos. Ela também usa o "livro com CDs" (Veloso e Maia, 2011)
para revisar conceitos, significados e representar movimentos.
Nenhum dos oito profissionais entrevistados usou software que usa câmera para
reconhecimento de gestos. Alguns professores disseram que usaram câmera apenas para gravar
vídeos dos alunos, gravar fotos e apresentá-los mais tarde na forma de slides em apresentações.
A intérprete de Libras comentou já ter usado o software Windows Live Messenger TM com a
câmera habilitada para se comunicar por meio de sinais de Libras com alguns alunos surdos.
Na primeira conversa com um dos professores, ele estava preocupado se algo seria colocado
no corpo do aluno. Segundo esse professor, a mãe de um aluno participante desta pesquisa já
estava cansada de levá-lo para realizar testes com dispositivos vestíveis. Neste caso, o uso de
uma câmera exclusivamente foi decisivo para a família concordar em autorizar a participação no
experimento.
Os alunos com necessidades especiais matriculados nas escolas visitadas são em sua
maioria oriundos de famílias carentes e, de acordo com seus professores, a simples inclusão no
ambiente escolar desempenha um papel muito importante em seu desenvolvimento social. Além
de aprender o conteúdo curricular, esses alunos também recebem muitas orientações relacionadas
à execução de atividades diárias, a fim de motivar esses alunos a serem mais autônomos e
funcionalmente independentes.
Embora o foco da pesquisa não estar direcionado ao processo de aprendizagem de
crianças com necessidades especiais, é possível observar que o sistema desenvolvido tem potencial
para servir de apoio aos professores na tarefa de alfabetização. Nesse contexto, alguns professores
relataram que um método de alfabetização que tem mostrado bons resultados na alfabetização de
crianças com necessidades especiais é o método Desafios da Aprendizagem —ABACADA (Silva,
2016). Esse método é destinado a estudantes com dificuldades de aprendizagem e deficiência
intelectual e é baseado no Método Fônico (Capovilla et al., 2004) e Método Sodré (Sodre, 1986).
O método ABACADA associa a sílaba inicial de cada palavra a uma figura correspondente
(Figura 5.4 (A)), e poderia ser trabalhado com os alunos por meio de interação gestual com
pranchas de figuras customizadas pelos professores.
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Outro método citado foi o método Boquinhas fonovisuoarticulatório, desenvolvido por
Jardini (2003) com o objetivo de alfabetizar e reabilitar distúrbios de leitura e escrita. Esse
método baseia-se no pressuposto de que a integração sensorial de estímulos é benéfica para a
consolidação da aprendizagem. A proposta consiste em estimular a alfabetização por meio da
fala, do exercício da consciência fonológica e da consciência fonoarticulatória. O sistema PGCA
poderia ser utilizado para interagir com uma prancha de comunicação com fotos de bocas por
meio de gestos, como exemplificado na Figura 5.4 (B).
Figura 5.4: Métodos (A) ABACADA e (B) Boquinhas empregados na alfabetização de crianças com necessidades
especiais, citados por profissionais em entrevistas.
Fonte: Silva (2019) e Jardini (2003); Pianca (2016)
Todos os oito professores consideraram a proposta desta tese interessante, válida, e
mesmo com dúvidas sobre sua efetividade, ou aplicação, não mediram esforços para auxiliar
na transferência de informações. A expectativa de um dos professores era de que nosso
estudo pudesse fornecer alternativas para a comunicação com alunos que não realizam nenhum
movimento voluntário ou não demonstram qualquer expressão apropriada às interações que são
feitas com eles. Infelizmente, o estágio atual de nosso estudo não visa esse público, pois a
solução desenvolvida pressupõe que o usuário tenha algum movimento padronizado que possa
ser reconhecido e a capacidade de realizar interação intencional.
O sistema desenvolvido visa tanto se beneficiar do conhecimento dos cuidadores quanto
contribuir com suas estratégias de comunicação, podendo promover a participação efetiva dos
alunos em sala de aula e sua comunicação com professores e outras pessoas. Ao utilizar pranchas
de comunicação e interagir com sistemas computacionais, os alunos podem expressar suas
intenções de comunicação de maneira mais diversificada, não apenas utilizando os conceitos
associados aos gestos que podem realizar.
Observando a rotina dos alunos que não falam no ambiente escolar e as informações
obtidas a partir das entrevistas, foi possível perceber que os alunos que utilizam a comunicação
gestual acabam tendo suas possibilidades de interação limitadas, pois seus gestos só podem
ser interpretados se o professor estiver olhando para eles. No caso de alunos que realizam
apenas movimentos de "Sim" e "Não", só é possível que o aluno interaja com o professor
ou com os colegas de classe quando eles lhe direcionam perguntas afirmativas ou negativas.
Portanto, o potencial do sistema proposto em permitir que os alunos interajam por meio de
gestos personalizados com pranchas de comunicação foi visto como evidente. Tais possibilidades
de interação permitem que os alunos expressem suas intenções de comunicação, chamando a
atenção do professor quando necessário (usando sintetizador de voz), ganhando algum nível de
autonomia e poder de interação no ambiente em que estão inseridos.
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Os resultados obtidos por meio das entrevistas contribuíram para a identificação de
algumas necessidades de melhorias no sistema PGCA que foram implementadas antes de conduzir
os experimentos seguintes com o público-alvo, descritos na sequência. Alguns desafios também
foram identificados nesta etapa, como o fato de alguns alunos ainda não serem totalmente
alfabetizados, o que impediria o uso de pranchas de comunicação alfabética; a disponibilidade
dos professores, que em alguns casos precisariam usar seu período de hora-atividade para
acompanhar as sessões; dúvidas dos profissionais quanto à capacidade de compreensão de alguns
alunos; e ainda a percepção de que alguns alunos poderiam não mostrar interesse em participar
dos experimentos.
5.5 EXPERIMENTO 4: USO DO SISTEMA PGCA POR ALUNOS COM DIFICULDADES
MOTORA E DE FALA
Antes de proceder a avaliação do sistema PGCA com o público-alvo, diversas melhorias
foram implementadas: a) armazenamento do vídeo referente aos movimentos utilizados para
criar os conjuntos de dados; b) inclusão de uma guia para a criação de pranchas de comunicação
de imagens; c) inclusão de novas opções de configuração para simular o uso do teclado; d)
visualização em vídeo do movimento relacionado aos gestos selecionados na tela de configuração;
e) possibilidade de escolher diferentes pranchas de comunicação na área do usuário; f) registro de
novas informações sobre as principais ações executadas na interface do sistema em um arquivo
de log.
Além das melhorias implementadas no sistema PGCA, algumas possibilidades de
melhorias na descrição da metodologia MyPGI também foram percebidas como importantes e
motivaram novas implementações no sistema: a) previsão de gerar backup dos dados originais
antes de executar as etapas de divisão (em dados de treinamento e testes) e Aumento de Dados;
b) possibilidade de reiniciar a coleta de dados, restaurando o backup feito no início do processo
de treinamento; c) sugestão para criar dois modelos para reconhecimento de gestos, um modelo
para a etapa de avaliação e outro modelo para a etapa de interação do usuário com o sistema,
contendo todas as amostras disponíveis no conjunto de dados.
Concluídas as implementações dessas melhorias no sistema, e após a autora desta tese
de doutorado ter conhecido vários alunos com necessidades especiais matriculados nas quatro
escolas visitadas, um grupo de sete alunos foi convidado a participar de um experimento para
criar conjuntos de gestos personalizados e testar a interação gestual com o sistema PGCA. O
grupo foi convidado com base nos resultados das entrevistas e recomendações dos professores
que sugeriram alunos que teriam maior capacidade de compreensão e condições para realizar
movimentos voluntários. O convite foi enviado para as famílias dos alunos sendo que um aluno
não foi autorizado a participar. Portanto, esse experimento contou com a participação de seis
alunos com dificuldades motora e de fala.
5.5.1 Participantes
Todos os alunos participantes do Experimento 4 são caracterizados como pessoas com
paralisia cerebral, com diferentes níveis de necessidades especiais, conforme apresentado na
Tabela 5.6.
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Tabela 5.6: Características dos alunos com dificuldades motora e de fala participantes do Experimento 4.
Aluno Sexo* Idade Relatório médico
A M 18 anos Paralisia cerebral devido a sequelas durante o parto.
B F 29 anos Dano cerebral e hidrocefalia discreta.
C M 38 anos Quadriplegia com componente de atetose, perda auditiva sensorioneural bilateral.
D F 20 anos Paralisia pseudobulbar. Hipotonia generalizada e hiperreflexia.
E F 18 anos Encefalopatia estática e quadriplegia espástica.
F M 18 anos Encefalite estática, epilepsia, e síndrome de Rubinstein Taybi.
*Sexo: M - Masculino; F- Feminino.
Cada aluno que participou do experimento foi acompanhado por um professor que
desempenhou o papel de "cuidador" no sistema, informando os gestos que o aluno costuma usar
para se comunicar e o significado de cada gesto. As tarefas esperadas para serem realizadas
durante o experimento foram: 1. criação do conjunto de dados capturando gestos para treinar o
sistema; 2. treinamento e avaliação do sistema; 3. uso do sistema para reconhecer gestos; 4. uso
de gestos para selecionar imagens em prancha de comunicação; 5. uso de gestos para interagir
com editor de texto ou navegador de Internet.
Nesse experimento, buscou-se posicionar os usuários na frente de uma fonte de luz,
seja uma janela ou uma lâmpada comum. As tarefas conduzidas pelos professores permitiram
avaliar o sistema na criação de um conjunto de dados com gestos personalizados para cada aluno.
Detalhes sobre a execução dessas atividades são apresentados na sequência.
5.5.2 Execução de tarefas por participante
Para esse experimento com o sistema PGCA, o classificador com base em CNN foi
usado para reconhecimento de gestos, no entanto, para cada gesto, o vídeo do movimento foi
armazenado e, posteriormente, o reconhecimento de gestos foi simulado usando também o
classificador com base em SVM. Todas as ações realizadas no sistema por meio de interação
gestual foram armazenadas em um arquivo de texto (log) para registrar eventos na interação com
a interface. As imagens referentes aos conjuntos de dados gerados pelos alunos são apresentadas
apenas na forma de MHI ou OF-MHI para manter o anonimato dos participantes. Detalhes sobre
como cada aluno executou as tarefas previstas são apresentados a seguir.
5.5.2.1 Aluno A
O Aluno A usa apenas dois gestos de cabeça no ambiente escolar para se comunicar
com seus colegas e professores, que se referem a "Sim" e "Não". Esse aluno tem uma capacidade
de compreensão muito preservada. A coleta de dados para o treinamento do sistema e os testes
de interação com a interface foram realizados em duas sessões diferentes. Para esse aluno, o
sistema foi configurado para usar a opção "Aproximar" para capturar melhor os movimentos
faciais. O aluno A apresentou alguns movimentos involuntários durante a interação com o
sistema, apoiando a perna ou o braço na mesa onde o computador e a câmera estavam dispostos,
gerando algumas amostras com informações sobre o fundo da sala, consideradas como ruídos.
O conjunto de dados criado por esse aluno foi composto por duas classes; quinze
amostras de cada classe foram consideradas válidas para treinar o sistema. Após o treinamento,
a primeira etapa do teste de interação com a interface referia-se ao reconhecimento dos gestos
para os quais o sistema foi treinado: os dois gestos foram corretamente identificados pelo
sistema quando realizados voluntariamente pelo aluno. Posteriormente, o sistema foi configurado
associando a classe "Sim" à opção de confirmação do sistema. Tal configuração permitiu testar o
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uso de prancha de comunicação para escrever palavras relacionadas a solicitações específicas,
como "Dormir", "Banheiro", "Comida" e outras.
A seguir, o sistema foi configurado associando a classe "Não" com a tecla ENTER, e
a opção "simular teclado" foi habilitada para testar a interação com outros aplicativos. Essa
configuração permitiu realizar a seleção de imagens em uma prancha de comunicação para
escrever palavras diretamente em um editor de texto, simulando o pressionamento da tecla
ENTER do teclado ao realizar o gesto "Não". Alguns falsos positivos foram observados nesse
teste, e para minimizar essa situação, uma filtragem por nível de confiança maior que 0.5 (certeza
de uma amostra pertencer a uma determinada classe) foi incluída no classificador com base em
CNN. O classificador com base em SVM emprega um nível de confiança de pelo menos 0.5 por
padrão. A Figura 5.5 (A) apresenta exemplos de amostras geradas pelo Aluno A para compor
seu conjunto de dados.
Figura 5.5: Exemplos de amostras de gestos executados pelos Alunos A e B (pessoas com dificuldades motora e de
fala), registradas durante o Experimento 4 e representadas por meio de OF-MHI.
5.5.2.2 Aluna B
A Aluna B não apresenta comprometimento motor significativo e usa gestos de mão
e cabeça no ambiente escolar para se comunicar, no entanto, evita interagir com pessoas
desconhecidas. Ela tem algumas dificuldades na capacidade de compreensão e é muito tímida,
exigindo constante incentivo da professora que a acompanhou para realização dos gestos. A coleta
de dados para o treinamento do sistema foi realizada em uma sessão em um dia e os testes de
interação com a interface foram realizados em outra sessão três dias depois. A opção "Aproximar"
foi desativada no sistema. Seu conjunto de dados customizado foi composto de cinco classes
com treze amostras cada, conforme apresentado na Figura 5.5 (B). Após o treinamento, no teste
de interação, os gestos referentes a "Sim", "Rápido" e "Coelhinho" (referente ao Coelhinho da
Páscoa) foram corretamente reconhecidos. Os gestos referentes a "Comida" e "Não" geraram
algumas interpretações errôneas, mas isso não impediu a interação com o sistema. Posteriormente,
o sistema foi configurado associando-se a classe "Sim" à opção de confirmação do sistema, e a
aluna selecionou imagens em uma prancha de comunicação composta por imagens relacionadas
a artesanato, pois seria um assunto de interesse da aluna, segundo sua professora. Essa prancha
foi usada para escrever palavras associadas a cada figura na interface do sistema quando a aluna
executou o gesto "Sim". Além disso, uma prancha de comunicação composta por imagens de
vogais foi usada para a aluna indicar a primeira letra da palavra "Elefante". Com a ajuda da
professora, a aluna fez o gesto "Sim" para selecionar a imagem referente à letra "E" quando
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apresentada na interface do sistema e o som correspondente foi emitido. A Figura 5.6 apresenta
representações de tarefas realizadas pelos alunos A e B. Como a aluna exigiu bastante intervenção
da professora e teve pouca iniciativa na seleção de imagens por conta própria, nenhum outro
teste de interação foi realizado.
Figura 5.6: Pranchas de comunicação utilizadas pelos alunos com dificuldades motora e de fala durante o Experimento
4 para selecionar imagens e escrever em um editor de texto, e para indicar a letra inicial de uma palavra.
Fonte: Imagens utilizadas nas pranchas disponíveis em Rodrigo e Corral (2013), personagem de Sousa (2019)
adaptado de PortalEscola (2014).
5.5.2.3 Aluno C
O Aluno C apresenta deficiência motora e de fala e perda auditiva severa, utilizando
gestos de mão e cabeça no ambiente escolar para se comunicar. Esse aluno usa alguns gestos
de Libras e sinais caseiros, mas devido ao comprometimento motor nas mãos, nem todos
os intérpretes de Libras compreendem suas intenções de comunicação. O aluno C tem sua
capacidade de compreensão bem preservada e para a execução do experimento foi acompanhado
por sua cuidadora e por sua intérprete de Libras. A coleta de dados para o treinamento do sistema
e os testes de interação foram realizados em duas sessões diferentes. A opção "Aproximar"
foi desativada. Inicialmente, o conjunto de dados criado por esse aluno foi composto por dez
classes, com doze amostras cada. A Figura 5.7 apresenta exemplos de amostras geradas. Após
o treinamento, durante o teste de interação, alguns gestos caracterizados com movimentos
semelhantes foram confundidos pelo classificador, como os gestos "Sim", "Eu", "Mãe" e "Água".
Os vídeos armazenados e as amostras relacionadas a esses gestos mostraram que os movimentos
para estes gestos são muito semelhantes entre si, variando apenas a posição dos dedos ou da mão
e, provavelmente por isso, o treinamento realizado não foi suficiente para o sistema reconhecê-los.
Portanto, em outra sessão, um mês depois, um segundo conjunto de dados foi criado contendo
apenas sete gestos com dezessete amostras cada, omitindo os gestos "Eu", "Mãe" e "Água", e
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mantendo o gesto "Sim". Com o novo conjunto de dados, a maioria dos gestos foi corretamente
reconhecida pelo sistema, exceto o gesto referente a "Banheiro" que não foi reconhecido em
algumas situações.
Figura 5.7: Exemplos de amostras de gestos executados pelos Alunos C e D (pessoas com dificuldades motora e de
fala), registradas durante o Experimento 4 e representadas por meio de OF-MHI.
Posteriormente, o sistema foi configurado associando a classe "Sim" com a opção
de confirmação do sistema, permitindo ao aluno testar a seleção de imagens nas pranchas de
comunicação. Depois, o sistema foi configurado associando a classe "Inteligente" com a tecla
ENTER, e a opção "simular teclado" foi habilitada. Em seguida, o aluno selecionou imagens em
uma prancha de comunicação para escrever palavras em um editor de texto e simular o uso da
tecla ENTER. Também foi possível selecionar uma figura em uma prancha de comunicação com
opções de palavras-chave para pesquisar em um navegador da Internet, escrevendo diretamente
na URL do navegador e simulando a tecla ENTER para procurar a palavra-chave (Figura 5.8). O
teste de interação foi concluído nesta etapa. No entanto, seguindo a mesma estrutura de interação,
outros gestos poderiam ser associados à tecla TAB para navegar entre os resultados da pesquisa e
selecionar a página desejada usando a simulação da tecla ENTER.
5.5.2.4 Aluna D
A aluna D usa gestos de cabeça e expressões faciais no ambiente escolar para se
comunicar, tem uma capacidade de compreensão muito preservada e pode mover voluntariamente
o braço direito apesar de apresentar movimentos espásticos. O gesto que se refere a "Sim" é
costumeiramente executado por meio de um movimento de sobrancelhas, no entanto, como
a aluna apresenta muito movimento de cabeça associado, o sistema não conseguiu registrar
corretamente o movimento dessa expressão facial. Para criar um conjunto de dados para essa aluna
interagir com o sistema, a autora desse trabalho em conjunto com o professor que acompanhou o
experimento optaram por capturar o movimento referindo-se a "Não" (movendo a cabeça para os
dois lados) e o movimento referindo-se a "Mão" (movendo o braço direito).
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Figura 5.8: Prancha de comunicação usada para buscar um site do Ministério Público Brasileiro no navegador da
Internet.
Fonte: Imagem utilizada na prancha disponível em Ministry (2019).
A coleta de dados foi realizada em uma sessão e os testes de interação em outra sessão
cinco dias depois. Dez amostras foram consideradas válidas para cada classe no conjunto de
dados. Após o treinamento, os dois gestos foram corretamente identificados pelo sistema no teste
de interação. Posteriormente, o sistema foi configurado associando a classe "Mão" com a opção
de confirmação do sistema e a classe "Não" com a tecla ENTER. Os mesmos testes de interação
com o navegador da Internet e o editor de texto realizados pelos Alunos A e C foram realizados
por essa aluna. No entanto, alguns movimentos involuntários ocorreram com o braço usado
para fazer seleções e, inadvertidamente, o sistema selecionou itens nas pranchas de comunicação
várias vezes. Segundo o professor acompanhante, o uso do braço para a aluna dar respostas
afirmativas requer mais treinamento.
5.5.2.5 Aluna E
A Aluna E usa apenas pequenos gestos de cabeça e expressões faciais para expor suas
intenções de comunicação no ambiente escolar. Os professores expressaram dúvidas sobre o
nível de compreensão dessa aluna. Duas tentativas sem sucesso foram feitas para coletar dados
com essa aluna em duas sessões diferentes, em dias diferentes. A estudante faz movimentos de
cabeça muito restritos e com a mesma intenção de comunicar "Sim", em alguns momentos ela
moveu a cabeça e em outros ela apenas sorriu. Segundo os professores, ao comer, a estudante
expõe a língua para indicar que não quer uma comida específica. Mas durante o experimento,
esse gesto referindo-se a "Não" não foi realizado pela aluna, mesmo após várias tentativas de
a professora acompanhante fazer perguntas em busca de uma resposta negativa. Portanto, o
experimento com a Aluna E foi encerrado sem a realização das tarefas previstas.
5.5.2.6 Aluno F
O Aluno F apresenta perda progressiva de suas funções motoras e utiliza gestos de
mão e cabeça no ambiente escolar para se comunicar, apontando principalmente para objetos de
interesse. Segundo os professores, o aluno tem uma capacidade de compreensão bem preservada.
A autora desta pesquisa participou de algumas aulas com o aluno, observando a interação gestual
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utilizada por ele. No entanto, não foi possível criar um conjunto de dados para esse aluno,
embora duas tentativas tenham sido feitas para coletar dados em datas diferentes e com o apoio
de diferentes professores. Em ambas as sessões, apesar de ter condições motoras, o aluno não
demonstrou interesse em realizar os gestos quando solicitado. Após a segunda tentativa de
captura dos gestos, a pesquisadora questionou o aluno se ele não queria ser filmado, e o aluno
emitiu um som (considerando suas limitações de fala) que foi entendido como "Não". Assim, a
sessão de coleta de dados foi encerrada sem a realização das tarefas previstas.
5.5.3 Avaliação de desempenho do sistema no reconhecimento de gestos
Nesse experimento, portanto, foram criados conjuntos de dados com gestos personali-
zados realizados por quatro alunos, e para avaliar o desempenho dos classificadores utilizando
esses conjuntos de dados, aplicou-se o método K-fold Cross-Validation considerando 10 pastas,
separando 90 % dos dados para treinamento e 10 % para teste. O número de dados de treinamento
foi ampliado empregando Aumento de Dados, onde amostras adicionais foram criadas a partir
de dados existentes. Depois de executar testes em todas as pastas, a precisão geral (média
ponderada), desvio padrão, variância e o Cohen Kappa (medida estatística de concordância entre
avaliadores) foram calculados para cada uma delas, como apresentado na Tabela 5.7. O número
de amostras utilizadas para compor os conjuntos de dados dos alunos variou de acordo com o
número de gestos capturados e considerados válidos pela autora desta pesquisa, que conduziu o
experimento.
Tabela 5.7: Conjuntos de dados criados por alunos durante o Experimento 4 — comparação de desempenho de dois
classificadores (SVM e CNN) e duas representações de movimento (MHI e OF-MHI): Precisão geral, Cohen Kappa,
Desvio Padrão, Variância e Falsos Positivos.
SVM CNN
Estudante Prec. Cohen k Desv. Pad. Var. Prec. Cohen k Desv.
Pad.
Var.
A MHI 1 1 0 0 0.93 0.86 0.10 0.011
OF-MHI 1 1 0 0 0.97 0.96 0.07 0.006
B MHI 0.83 0.79 0.11 0.013 0.84 0.80 0.11 0.013
OF-MHI 0.86 0.83 0.09 0.009 0.78 0.73 0.14 0.021
C1 MHI 0.84 0.82 0.13 0.020 0.68 0.64 0.15 0.026
OF-MHI 0.87 0.86 0.13 0.019 0.73 0.70 0.10 0.012
C2 MHI 0.87 0.85 0.14 0.023 0.76 0.72 0.09 0.010
OF-MHI 0.87 0.86 0.13 0.019 0.87 0.84 0.11 0.015
D MHI 0.96 0.90 0.15 0.025 0.90 0.80 0.20 0.044
OF-MHI 1 1 0 0 1 1 0 0
5.5.4 Discussão
O número de alunos que participou do experimento foi menor que o esperado, pois no
primeiro contato com as escolas, vários alunos foram apresentados como possíveis candidatos
(ou seja, pessoas com dificuldades motora e de fala). No entanto, à medida que a autora
desta pesquisa conheceu melhor esses alunos, constatou que a minoria dos alunos com essas
características não apresenta comprometimento cognitivo associado. Mesmo em situações em
que há diagnósticos semelhantes (por exemplo, pessoas com paralisia cerebral), os próprios
professores têm dúvidas sobre o nível de compreensão que cada aluno efetivamente possui.
Então, muitos alunos inicialmente considerados potenciais participantes do experimento não
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foram selecionados, pois era imperativo que o usuário tivesse um bom entendimento tanto para
aceitar participar do experimento quanto para se beneficiar do uso intencional do sistema.
As observações obtidas a partir do experimento evidenciaram aspectos a serem aprimo-
rados no sistema desenvolvido. A interface poderia ser melhorada adicionando uma sinalização
mais visível (em comparação com a barra de progresso usada no momento) para indicar ao
usuário se o sistema considerou o gesto como concluído ou se está tentando reconhecê-lo.
As mensagens textualmente apresentadas pela interface poderiam ser traduzidas para Libras e
apresentadas por meio de voz sintetizada, a fim de facilitar o entendimento por usuários surdos e
por usuários não alfabetizados. Para os alunos que têm a capacidade de executar um número
restrito de gestos voluntários, é necessário maior atenção do cuidador para iniciar e finalizar o
processo de captura por meio da interface. Nos testes realizados com o Aluno A, quando ele
estava observando os colegas na turma, movimentando a cabeça naturalmente sem a intenção de
comunicar algo, o sistema acabou identificando o movimento como "Sim" ou "Não", gerando
respostas desnecessárias e incorretas. Isso ocorreu porque o sistema permaneceu com o processo
de captura iniciado mesmo depois do professor ter encerrado a interação com ele. Como o aluno
não possui outros gestos que possam ser associados à funcionalidade de início e fim de captura,
esse controle deveria ser feito pelo cuidador.
No caso do Aluno C, a quantidade distinta de sinais que ele é capaz de fazer é bastante
grande, no entanto, alguns dos sinais geraram representações de movimento muito semelhantes
que acabaram confundindo o classificador. Para interfaces baseadas em gestos, a precisão (altos
positivos e baixos índices de falsos positivos) precisa ser assegurada, ao mesmo tempo em que
mantém a sensação natural de comunicação interpessoal (Leo et al., 2017). Para minimizar
falsos positivos, o sistema PGCA possui um nível de confiança que pode ser personalizado
para minimizar atribuições falsas. Além disso, os usuários podem criar conjuntos de dados
compostos por gestos que são bastante semelhantes entre si e, nesses casos, se o sistema não
puder reconhecer esses gestos corretamente, o sistema pode sugerir uma nova coleta de dados
para esses gestos ou sugerir que apenas um dos gestos semelhantes faça parte do conjunto de
dados.
Como diferentes sessões ocorreram em dias diferentes, alguns alunos realizaram gestos
com velocidade e intensidade diferentes, sugerindo que é interessante coletar amostras em dias
diferentes para gerar mais informações a serem aprendidas pelo classificador. Além disso,
considerando a situação observada na tentativa de capturar amostras do Aluno F, tornar a interface
do sistema mais atrativa, talvez usando um jogo sério que exija a execução de movimentos
semelhantes para seu uso, foi visto como uma possibilidade de estimular o interesse dos alunos e
promover engajamento e motivação para treinar e usar o sistema.
Embora o processo de calibração tenha sido uma preocupação, pois requer um po-
sicionamento específico dos usuários na frente da câmera, nenhum problema nessa etapa foi
percebido. Todos os alunos tinham condições motoras para mover a cabeça e quando o nariz do
usuário estava posicionado perto do centro da tela (mesmo em movimento), o requisito da etapa
de calibração era facilmente alcançado.
A inclusão de pontos de referência faciais como pontos a serem rastreados via fluxo
óptico na representação de movimento por meio de OF-MHI foi feita após a entrevista com alguns
professores, que relataram que alguns dos alunos selecionados poderiam realizar movimentos
faciais muito discretos, como levantar as sobrancelhas, piscar os olhos ou mostrar a língua.
Essa situação não foi prevista na primeira versão do sistema, mas a mudança implementada
possibilitou o rastreamento satisfatório desses pequenos movimentos.
A Transferência de Aprendizado provou ser eficiente para o estudo em questão, porque
mesmo uma rede treinada com um conjunto de dados composto por imagens coloridas pôde
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ser personalizado para reconhecer com sucesso as imagens em escala de cinza utilizadas pelo
sistema PGCA. No entanto, o classificador com base em SVM associado à representação de
movimento OF-MHI apresentou um desempenho ligeiramente melhor no reconhecimento de
gestos dos conjuntos de dados dos alunos.
Esse experimento permitiu avaliar a viabilidade técnica da proposta e identificar ainda
algumas melhorias necessárias para o sistema. A condução de novos experimentos com o
público-alvo foi vista como importante para validar os resultados do Experimento 4 e também
para avaliar a efetividade do uso do sistema no cotidiano de pessoas com necessidades de CAA.
Após a condução dos experimentos, entendeu-se que o classificador que apresentar melhores
resultados em novos experimentos é o candidato natural a ser adotado para a versão final do
software.
O sistema PGCA em sua versão atual pode não produzir resultados satisfatórios para
o reconhecimento de linguagens de sinais complexas, compostas de algumas centenas de
gestos distintos, com poucas variações entre eles. No entanto, a metodologia proposta nesta
tese de doutorado, que guiou o desenvolvimento do sistema PGCA poderia ser usada para
desenvolver outras abordagens, levando em consideração diferentes estratégias de treinamento e
reconhecimento, e as características dos gestos empregados como meio de comunicação pelo
público-alvo.
5.6 EXPERIMENTO 5: USO DO SISTEMA PGCA POR ALUNOS COM DIFICULDADES
MOTORA E DE FALA INCLUINDO ABORDAGEM BASEADA EM JOGO
Muitas pessoas com deficiência ainda são excluídas da participação total no mundo dos
jogos. Jogadores com deficiência precisam usar os recursos da TA para jogar jogos acessíveis,
e é importante destacar que não se trata de "apenas jogar um jogo" (que é divertido e oferece
benefícios de aprendizado), mas uma questão de inclusão na vida real (Ossmann et al., 2008).
Para contribuir nessa direção, foi incluída no sistema PGCA a Área de Jogo, que permite ao
usuário interagir com um jogo simples por meio de gestos.
Um novo experimento foi conduzido com alunos que possuem dificuldades motora
e de fala (Experimento 5), para avaliar as melhorias inseridas no sistema. O Experimento
5 teve como objetivo validar os dados obtidos em experimento anterior (Experimento 4), e
agregar conhecimento sobre o processo de interação de pessoas com deficiência com um jogo.
Esse experimento permitiu avaliar o sistema após a implementação das seguintes melhorias: a.
possibilidade de reproduzir todas as mensagens apresentadas pelo sistema via sintetizador de
voz; b. inclusão de bordas com cores distintas para tornar o estado atual do sistema mais visível;
c. inclusão de botões de ajuda para descrever os principais recursos do sistema; d. inclusão
de uma abordagem interativa de jogo baseado em gestos. Um dos principais objetivos deste
experimento foi analisar de maneira padronizada a precisão do sistema no reconhecimento de
gestos e o esforço necessário para que os usuários pudessem concluir as tarefas predefinidas,
cada um usando os gestos que é capaz de executar.
Nesse experimento foi empregada apenas a representação de movimento OF-MHI por
ter apresentado resultados melhores que MHI convencional no Experimento 4. Considerando as
dificuldades identificadas e as lições aprendidas com a execução do primeiro experimento com
o público-alvo, para o Experimento 5, foram selecionados apenas os alunos que apresentaram
boa capacidade de compreensão e interesse em participar das tarefas no experimento anterior.
Dos sete alunos selecionados previamente, um não foi autorizado pela família, dois não foram
capazes de gerar conjuntos de dados na primeira coleta de dados (por diferentes razões) e um
deles mostrou muita dificuldade em entender as tarefas solicitadas. Assim, para o Experimento
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5, apenas três alunos com comprometimento motor e de fala foram convidados a participar,
conforme descrito na seção a seguir.
5.6.1 Participantes
Todos os alunos participantes desse experimento participaram também do Experimento
4. São caracterizados como pessoas com paralisia cerebral, com diferentes níveis de necessidades
especiais, conforme apresentado na Tabela 5.8.
Tabela 5.8: Características dos alunos com dificuldades motora e de fala participantes do Experimento 5.
Aluno Sexo* Idade Relatório médico
A M 18 anos Paralisia cerebral devido a sequelas durante o parto.
B M 38 anos Quadriplegia com componente de atetose, perda auditiva sensorioneural bilateral.
C F 20 anos Paralisia pseudobulbar. Hipotonia generalizada e hiperreflexia.
*Sexo: M - Masculino; F- Feminino.
5.6.2 Execução de tarefas por participante
O principal objetivo desse experimento foi analisar a interação gestual personalizada
fornecida pelo sistema PGCA para interagir com pranchas de comunicação e também para
jogar um jogo simples. Os resultados desse experimento foram comparados aos resultados do
experimento anterior (realizado com os mesmos alunos) a fim de validar os resultados obtidos.
Para testes de interação, o classificador com base em SVM foi usado porque apresentou
resultados ligeiramente melhores que o classificador com base em CNN no experimento anterior.
Mesmo assim, posteriormente, o classificador com base em CNN também foi avaliado.
A validação das amostras por meio de algoritmo de correspondência (similaridade)
de imagens foi utilizada nesse experimento. Assim, ao identificar uma amostra possivelmente
inválida, o algoritmo sugere ao usuário que o gesto não foi realizado de maneira semelhante ao
primeiro (considerado como base), e o cuidador então deve decidir se a amostra deve ser mantida
no conjunto de dados ou descartada. A autora desta pesquisa acompanhou o experimento e
ajudou os cuidadores nessa etapa, filtrando as amostras geradas. Nesse experimento, para todos
os alunos, o sistema foi configurado para usar a opção "Aproximar" que permite rastrear com
maiores detalhes movimentos faciais.
No primeiro experimento com o público-alvo, conjuntos de dados foram criados em
uma sessão e testes de interação em uma segunda sessão. Nesse segundo experimento com o
público-alvo, uma única sessão foi suficiente. Cada conjunto de dados foi composto por quinze
amostras originais por classe, a fim de padronizar o número de amostras disponíveis. Foram
utilizadas as mesmas classes registradas pelos alunos no experimento anterior.
Para executar o teste de interação na mesma sessão em que o conjunto de dados foi
criado, o sistema foi avaliado usando o método Holdout, por ser mais rápido e também por
fornecer uma boa noção do desempenho do sistema no reconhecimento de gestos. Assim, foram
gerados dois modelos para reconhecimento de gestos: (i) para a etapa de avaliação do sistema,
onde o conjunto de dados gerado foi dividido em dois subconjuntos, com 2/3 dos dados no
conjunto de treinamento e 1/3 dos dados no conjunto de testes; (ii) para a etapa de interação do
usuário com o sistema, onde um modelo foi treinado usando todas as amostras disponíveis no
conjunto de dados. Nos dois modelos, o número de dados de treinamento foi expandido via
Aumento de Dados. Posteriormente, após o término da sessão (por demandar mais tempo de
execução), foi utilizado o método de validação cruzada K-fold, considerando 10 pastas, separando
90 % dos dados para treinamento e 10 % para o teste, para gerar uma estimativa geral mais
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precisa sobre a capacidade do sistema em reconhecer os gestos capturados. Detalhes da execução
desse experimento com os alunos são apresentados a seguir. Algumas imagens apresentam os
usuários interagindo com o sistema, mas o rosto dos participantes foi desfocado para preservar
seu anonimato.
5.6.2.1 Aluno A
O aluno A está matriculado em uma instituição educacional específica para alunos com
necessidades especiais (APAE). Esse aluno usa apenas dois gestos com a cabeça no ambiente
escolar para se comunicar com seus colegas e professores, que se referem a "Sim" (movendo a
cabeça para trás) e "Não" (movendo a cabeça para os dois lados). Portanto, o conjunto de dados
criado foi composto de duas classes, com quinze amostras por classe.
Esse aluno tem dificuldade em manter o pescoço ereto e, no primeiro experimento,
usou um travesseiro para apoiar o pescoço, porque era o apoio que ele vinha usando em sala de
aula. No segundo experimento, o professor acompanhante ressaltou que a mobilidade física do
aluno piorou um pouco (porque ele é capaz de segurar ainda menos o pescoço), e o travesseiro
usado anteriormente não tem mais efeito. Assim, o aluno tem usado como suporte em sua
cadeira de rodas um rolo de tecido, mas mesmo assim, durante o experimento, foi necessário
ajustar a postura do aluno várias vezes. O professor comentou que, às vezes, para assistir filmes,
por exemplo, tem usado um suporte de tecido preso à testa do aluno, mas isso bloqueia sua
capacidade de interação. Possivelmente devido à situação descrita, as amostras capturadas nos
Experimentos 4 e 5 para os mesmos gestos apresentam diferenças significativas. A Figura 5.9
(A) apresenta exemplos de amostras geradas pelo aluno A para compor seu conjunto de dados
nos Experimentos 4 e 5.
Figura 5.9: Exemplos de amostras de gestos executados pelo Aluno A (pessoa com dificuldade motora e de fala),
registradas durante os Experimentos 4 e 5 e representadas por meio de OF-MHI. No canto superior direito é
apresentado o mês e ano em que os experimentos foram conduzidos.
Após o treinamento, o sistema foi avaliado usando a abordagem Holdout, mostrando
80% de precisão no reconhecimento de gestos. A primeira etapa do teste de interação com
a interface foi referente ao reconhecimento dos gestos para os quais o sistema foi treinado,
utilizando a Área do Usuário: o gesto "Não" foi corretamente identificado pelo sistema em
todas as tentativas realizadas voluntariamente pelo aluno, mas o gesto "Sim" não foi identificado
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algumas vezes, principalmente devido à dificuldade do aluno em se reposicionar corretamente
após mover a cabeça para trás. Percebeu-se também que, às vezes, o usuário acabava abaixando
a cabeça para visualizar a resposta da interface, gerando uma representação de movimento mais
próxima do gesto "Não".
Posteriormente, foi utilizada a Área de Jogo, configurando a classe "Sim" para mover a
tartaruga para a direita e a classe "Não" para mover a tartaruga para cima. Após algumas tentativas
malsucedidas, a autora desta tese demonstrou o uso do jogo por meio de interação gestual, usando
um conjunto de dados criado por ela e, em seguida, o aluno entendeu o funcionamento do jogo e
conseguiu alcançar o objetivo esperado.
Na sequência, o sistema foi configurado associando a classe "Sim" com a opção
"confirmar" do sistema, permitindo ao aluno realizar a seleção de imagens nas pranchas de
comunicação disponíveis na Área do Usuário. A Figura 5.10 mostra um exemplo de teste
de interação com uma prancha de comunicação de figuras, realizado por todos os alunos
participantes.
Figura 5.10: Exemplo de seleção de imagem em prancha de comunicação de figuras usando um gesto de cabeça.
Esse teste de interação foi realizado por todos os alunos participantes do Experimento 5, cada um usando o seu
conjunto de gestos personalizados.
Fonte: Imagem utilizada na prancha disponível em Rodrigo e Corral (2013).
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A Figura 5.11 apresenta o Aluno A interagindo com a interface do sistema PGCA,
jogando o jogo. O processo de coleta de dados para compor o conjunto de dados no Experimento
5 levou pouco mais de dez minutos para ser concluído.
Figura 5.11: Aluno A (pessoa com dificuldades motora e de fala) interagindo com a interface do sistema PGCA,
jogando o jogo, como parte das tarefas executadas durante o Experimento 5.
5.6.2.2 Aluno B
O aluno B está matriculado em uma escola inclusiva, onde alunos com necessidades
especiais também podem frequentar aulas regulares (Centro Estadual de Educação Básica para
Jovens e Adultos). O aluno apresenta comprometimento motor e de fala e perda auditiva severa,
utilizando gestos realizados com a mão e a cabeça no ambiente escolar para se comunicar. Para
a execução do experimento, ele foi acompanhado por sua intérprete de Libras e sua cuidadora.
O conjunto de dados criado por esse aluno foi composto por sete classes, referentes a gestos
baseados em movimentos comumente usados pelo aluno no ambiente escolar, e que já haviam
sido utilizados para criar um conjunto de dados no Experimento 4.
A Figura 5.12 mostra exemplos de amostras geradas pelo Estudante B para compor seu
conjunto de dados nos Experimentos 4 e 5. No segundo experimento, o aluno apresentou um
pouco de dificuldade em fazer movimentos mais amplos e em levantar os braços. Sua intérprete
de Libras comentou que recentemente o aluno demonstrou fraqueza considerável e habilidades
motoras diminuídas.
Após o treinamento, o sistema foi avaliado usando a abordagem Holdout, mostrando
74% de precisão no reconhecimento de gestos. Durante o teste de interação, alguns gestos
foram facilmente reconhecidos pelo sistema, como "Oi", "Conversa", "Namorar", "Sim", no
entanto, alguns gestos ("Não", "Inteligente", "Banheiro") tiveram que ser executados várias vezes
antes de serem corretamente reconhecidos pelo sistema. Foi possível observar algum cansaço
e dificuldade do aluno em executar os gestos da mesma forma como haviam sido executados
durante a etapa de criação do conjunto de dados.
Posteriormente, o sistema foi configurado associando a classe "Sim" à opção "confirmar"
do sistema, permitindo ao aluno testar a seleção de imagens em pranchas de comunicação
disponíveis na Área do Usuário. A seguir, foi utilizada a Área de Jogo, configurando a classe
"Oi" para mover a tartaruga para a direita e a classe "Sim" para mover a tartaruga para cima.
A autora desta tese conduziu o experimento e explicou ao aluno o funcionamento do
jogo, usando gestos e a ajuda da intérprete de Libras. Como o aluno fez algumas tentativas e a
tartaruga não se moveu, a autora desta tese reproduziu o gesto que estava sendo realizado pelo
aluno, fazendo com que a tartaruga se movesse. A partir de então, o aluno começou a usar seus
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Figura 5.12: Exemplos de amostras de gestos executados pelo Aluno B (pessoa com dificuldades motora e de
fala), registradas durante os Experimentos 4 e 5 e representadas por meio de OF-MHI. No canto superior direito é
apresentado o mês e ano em que os experimentos foram conduzidos.
movimentos e conseguiu alcançar o objetivo do jogo. Durante a interação, o aluno se moveu
de diferentes maneiras e diferentes gestos foram reconhecidos pelo sistema, além daqueles que
foram configurados para mover a tartaruga.
A Figura 5.13 apresenta o aluno após concluir a interação com a interface do sistema e
completar o objetivo do jogo. O processo de coleta de dados para compor o conjunto de dados
do Aluno B no segundo experimento levou pouco mais de trinta minutos para ser concluído.
5.6.2.3 Aluna C
A aluna C está matriculada em uma escola inclusiva, onde alunos com necessidades
especiais também podem frequentar aulas regulares (Colégio Estadual - Ensino fundamental
e médio). Essa aluna usa gestos de cabeça e expressões faciais para expor suas intenções de
comunicação no ambiente escolar. O gesto referente a "Sim" é realizado por uma elevação
das sobrancelhas, no entanto, como a aluna possui muitos movimentos de cabeça associados,
o sistema não conseguiu registrar corretamente o movimento dessa expressão facial. Assim,
como já feito no Experimento 4, para criar um conjunto de dados para essa aluna interagir com
o sistema, foram capturados o movimento referente a "Não" (movendo a cabeça para os dois
lados) e o movimento referente a "Mão" (movendo o braço direito, apesar de apresentar muitos
movimentos espásticos). A Figura 5.14 apresenta exemplos de amostras geradas pela Aluna C
para compor seu conjunto de dados nos Experimentos 4 e 5.
Após o treinamento, o sistema foi avaliado usando a abordagem Holdout, mostrando
100% de precisão no reconhecimento de gestos. Os dois gestos foram identificados corretamente
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Figura 5.13: Aluno B depois de interagir com a interface do sistema PGCA, e atingir o objetivo do jogo. Esta é uma
das tarefas executadas durante o Experimento 5.
Figura 5.14: Exemplos de amostras de gestos executadas pela Aluna C (pessoa com dificuldades motora e de
fala), registradas durante os Experimentos 4 e 5 e representadas por meio de OF-MHI. No canto superior direito é
apresentado o mês e ano em que os experimentos foram conduzidos.
pelo sistema no teste de interação. Eventualmente, a aluna apresentou uma mudança significativa
de postura, o que dificultou o reconhecimento de alguns movimentos pelo sistema.
A seguir, foi utilizada a Área de Jogo, configurando a classe "Não" para mover a
tartaruga para a direita e a classe "Mão" para mover a tartaruga para cima. A pesquisadora
que conduziu o experimento explicou à aluna o funcionamento do jogo, e a aluna jogou o jogo
usando seus dois gestos personalizados, sem apresentar qualquer dificuldade para entender o
funcionamento do jogo. No entanto, percebeu-se que o uso de movimentos do braço direito
exigia um grande esforço físico da aluna.
Posteriormente, o sistema foi configurado associando a classe "Não" à opção de
navegação "próxima" e a classe "Mão" à opção "confirmar" do sistema. A aluna conseguiu usar
o gesto "Não" para navegar entre as imagens de uma prancha de comunicação e o gesto "Mão"
para selecionar as imagens desejadas.
A Figura 5.15 apresenta a aluna C interagindo com a interface do sistema PGCA,
jogando o jogo. O processo de coleta de dados para compor o conjunto de dados da Aluna C no
segundo experimento levou pouco mais de sete minutos para ser concluído.
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Figura 5.15: Aluna C interagindo com a interface do sistema PGCA, jogando o jogo, como parte das tarefas
executadas durante o Experimento 5.
5.6.3 Avaliação de desempenho do sistema no reconhecimento de gestos
Nesse experimento, o foco da avaliação foi direcionado para os seguintes aspectos:
1) desempenho dos classificadores no reconhecimento de gestos personalizados e tempo de
execução gasto para as etapas de treinamento e teste; 2) esforço necessário para que os usuários
alcancem o objetivo do jogo; e 3) usabilidade do sistema.
A Tabela 5.9 mostra o tempo necessário para executar as etapas de treinamento e teste,
considerando os métodos Holdout e K-Fold, pelos classificadores com base em SVM e CNN.
Tabela 5.9: Tempo aproximado de execução dos classificadores para as etapas de treinamento e teste, usando os
métodos Holdout e K-Fold no Experimento 5.
Classificador com base em SVM Classificador com base em CNN
Estudante Holdout K-Fold Holdout K-Fold
Treino Teste Treino Teste Treino Teste Treino Teste
A 45s 6s 5m 16s 29m 58s 5h 3m
B 8m 7s 56m 26s 29m 5m 12h 9m
C 34s 4s 4m 4s 34m 51s 5h 3m
s: segundos; m: minutos; h: horas.
Para avaliar o desempenho dos classificadores no reconhecimento de gestos dos conjuntos
de dados foi utilizado o método de validação cruzada K-fold e, após a execução de testes em
todas as pastas, foi calculada a precisão geral, Cohen Kappa, desvio padrão, variância e falsos
positivos, como apresentado na Tabela 5.10. Os classificadores consideraram decisões válidas
quando tinham 50% de certeza ou mais de que uma amostra pertenceria a uma classe específica
(nível de confiança).
Para avaliar o esforço necessário para os usuários atingirem o objetivo do jogo, observou-
se o tempo necessário para cada usuário realizar a tarefa e o número de gestos realizados. As
Tabelas 5.11, 5.12 e 5.13 mostram o progresso do jogo e os gestos reconhecidos durante a
interação dos alunos com o jogo, considerando a interação na qual os usuários apresentaram
melhor desempenho, segundo informações registradas no arquivo de log.
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Tabela 5.10: Conjuntos de dados criados por alunos durante a execução dos Experimentos 4 e 5 — desempenho de
classificadores usando validação cruzada K-fold: Precisão, Kappa de Cohen, Desvio padrão, Variância e Falsos
positivos.
Classificador Método Conjunto de dados do aluno
A B C
Experimento 4
Com base em SVM Precisão 1 0.87 1
Cohen k 1 0.85 1
Desv. Pad. 0 0.080 0
Variância 0 0.007 0
Falsos pos. 0 0.002 0
Com base em CNN Precisão 0.97 0.82 1
Cohen k 0.94 0.79 1
Desv. Pad. 0.030 0.147 0
Variância 0.001 0.024 0
Falsos pos. 0.002 0.011 0
Experimento 5
Com base em SVM Precisão 0.87 0.89 1
Cohen k 0.73 0.87 1
Desv. Pad. 0.200 0.136 0
Variancia 0.044 0.020 0
Falsos pos. 0.004 0.006 0
Com base em CNN Precisão 0.90 0.69 0.92
Cohen k 0.80 0.64 0.92
Desv. Pad. 0.160 0.153 0.200
Variância 0.028 0.026 0.044
Falsos pos. 0.004 0.018 0.002
Durante a interação com a Área de Jogo, o tempo gasto pelo sistema para reconhecer
cada gesto variou muito, pois depende das variações e limitações de cada usuário na execução
dos movimentos. No entanto, a partir dos registros armazenados no arquivo de log, é possível
ver que alguns gestos foram identificados em menos de dois segundos, o que mostra a eficácia da
interface em fornecer uma interação gestual natural.
Tabela 5.11: Gestos reconhecidos pelo sistema durante a interação gestual personalizada do aluno A com o jogo e








Sim Para Direita 08:29:34:295 A Salto Em progresso
Não Para Cima 08:29:48:646 A Salto Em progresso
* - 08:29:57:163 A - Em progresso
Não Para Cima 08:30:00:701 A Salto Em progresso
Não Para Cima 08:30:03:942 C Mordida Em progresso
Não Para Cima 08:30:08:900 C Mordida Em progresso
Não Para Cima 08:30:13:077 D Aplausos Concluído
* Gesto não identificado. Tempo gasto: 00:00:38:782
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Tabela 5.12: Gestos reconhecidos pelo sistema durante a interação gestual personalizada do Aluno B com o jogo e








* - 14:28:20:050 A - Em progresso
Conversar Para direita 14:28:30:236 A Salto Em progresso
* - 14:28:31:947 A - Em progresso
* - 14:28:32:934 A - Em progresso
* - 14:28:34:672 A - Em progresso
* - 14:28:36:197 A - Em progresso
Namorar - 14:28:38:178 A - Em progresso
* - 14:28:40:671 A - Em progresso
Namorar - 14:28:42:120 A - Em progresso
* - 14:28:43:921 A - Em progresso
Namorar - 14:28:45:381 A - Em progresso
Sim Para cima 14:28:48:481 A Salto Em progresso
Namorar - 14:28:52:521 A - Em progresso
Namorar - 14:28:54:394 A - Em progresso
Namorar - 14:28:55:923 A - Em progresso
Sim Para cima 14:29:00:924 A Salto Em progresso
Não - 14:29:02:013 A - Em progresso
Sim Para cima 14:29:04:549 C Mordida Em progresso
* - 14:29:06:958 C - Em progresso
Sim Para cima 14:29:09:471 C Mordida Em progresso
Sim Para cima 14:29:11:454 D Aplausos Concluído
* Gesto não identificado. Tempo gasto: 00:00:51:404
Tabela 5.13: Gestos reconhecidos pelo sistema durante a interação gestual personalizada da Aluna C com o jogo e








Mão Para cima 08:18:07:324 A Salto Em progresso
Mão Para cima 08:18:13:969 A Salto Em progresso
Mão Para cima 08:18:22:322 C Mordida Em progresso
Mão Para cima 08:18:26:228 C Mordida Em progresso
Mão Para cima 08:18:29:653 D Aplausos Concluído
Tempo gasto: 00:00:22:329
5.6.4 Avaliação de usabilidade do sistema
As medidas de desempenho apresentadas para o sistema PGCA são complementadas por
auto-relatórios coletados usando uma avaliação de usabilidade padronizada. Para entender melhor
a percepção dos profissionais que acompanharam a execução do experimento, os professores
participantes e acompanhantes, cuidadora e intérprete de Libras preencheram um questionário
de avaliação de usabilidade do sistema, por meio do qual puderam opinar sobre o sistema e o
interesse de usá-lo no futuro. Os profissionais participantes desta avaliação também participaram
da etapa de entrevistas com especialistas do domínio. A Escala de Usabilidade do Sistema (SUS)
(Brooke, 1996) foi empregada, por ser rápida, simples e devido à sua psicometria desejável,
incluindo alta confiabilidade e validade (Lewis e Sauro, 2009).
O questionário do modelo SUS possui 10 perguntas para medir a usabilidade do sistema,
em que perguntas ímpares são enquadradas de forma positiva e as outras perguntas pares de
forma negativa. Cada pergunta deve ser classificada entre 1 e 5 (escala do tipo Likert, onde
concordo totalmente = 5 e discordo totalmente = 1) e a pontuação total de cada participante é
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multiplicada por 2,5 para obter a faixa de pontuação entre 0 e 100. Finalmente, é considerada a
pontuação média de todos os participantes. As pontuações totais são classificadas da seguinte
forma quanto a usabilidade do sistema: (a) 0 a 64 = Não aceitável, (b) 65 a 84 = Aceitável e (c)
85 a 100 = Altamente aceitável.
A Tabela 5.14 apresenta o questionário SUS usado para avaliar a usabilidade do
sistema desenvolvido. Uma questão discursiva foi incluída no questionário padrão para que os
participantes pudessem expressar suas percepções ou sugestões, caso tivessem interesse.
Tabela 5.14: Questionário SUS usado para avaliar a usabilidade do sistema PGCA após a execução de tarefas pelo
público-alvo no Experimento 5. O questionário foi preenchido por profissionais da área de educação especial que
acompanharam a condução do experimento.
Escala de Usabilidade do Usuário (SUS)
Discordo Concordo
fortemente fortemente
1 2 3 4 5
Q1 Gostaria de usar esse aplicativo frequentemente.     
Q2 Achei que o aplicativo era desnecessariamente difícil de usar.     
Q3 Achei o aplicativo bem simples de se usar.     
Q4 Penso que iria precisar de apoio técnico para usar o aplicativo.     
Q5 Achei as várias funcionalidades do aplicativo bem integradas.     
Q6 Penso que havia inconsistências no aplicativo.     
Q7 Imagino que a maioria das pessoas aprenda rapidamente a usar o
aplicativo.
    
Q8 Achei que o aplicativo não era trivial de usar.     
Q9 Senti-me muito confiante ao usar o aplicativo.     
Q10 Preciso aprender muito antes de poder usar este aplicativo.     
Q11 Você teria alguma sugestão de melhoria para o aplicativo ou algum comentário com relação às
tarefas realizadas?
A Figura 5.16 (A) demonstra a pontuação da Escala de Usabilidade do Sistema por cinco
participantes e 5.16 (B) a pontuação geral (para 10 perguntas) de cada participante. Questões
ímpares têm valores altos e questões pares têm valores baixos. A pontuação média do SUS de
todos os participantes é 81, o que é aceitável conforme sugerido na descrição do SUS.
Figura 5.16: Pontuação obtida com a avaliação de usabilidade do sistema PGCA utilizando o questionário SUS: (A)
Pontuação por participante (P1 a P5); (B) Pontuação média por questão (Q1 a Q10). A pontuação média do SUS de
todos os participantes foi 81, que é aceitável.
Dois comentários escritos no questionário SUS, por professores participantes do
experimento, mostram o interesse de ambos em usar a ferramenta no ambiente escolar: (i) "Muito
interessante, eu gostaria no futuro, se os resultados forem bons, de usar o sistema para trabalhar
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com os alunos da escola. Se o programa atingir seus objetivos."; (ii) "Vejo que a aplicação
contribuiria significativamente no processo de ensino-aprendizagem, sendo uma ferramenta
de baixo custo para pessoas que usam esse tipo de recurso e extremamente importante para
profissionais que trabalham com esse público, facilitando as adaptações de conteúdo".
5.6.5 Discussão
Os experimentos conduzidos com o público-alvo (Experimentos 4 e 5) permitiram
observar a viabilidade da proposta desta tese de doutorado. Ou seja, é possível treinar um sistema
(criado a partir da metodologia MyPGI) usando dispositivos de baixo custo e um pequeno número
de amostras geradas por pessoas com deficiência motora e de fala, para viabilizar a CAA usando
interação gestual personalizada.
O desempenho apresentado pelo sistema PGCA no reconhecimento de gestos foi
considerado satisfatório, em ambos os Experimentos 4 e 5, porque a precisão média obtida em
todos os conjuntos de dados foi próxima ou superior a 0,9, principalmente quando utilizado o
classificador com base em SVM. Baixo desvio padrão e variância foram observados, e os valores
de kappa indicaram concordância substancial ou mais.
Ambos os classificadores avaliados apresentaram resultados satisfatórios, mas, em geral,
o classificador com base em SVM teve melhor desempenho no reconhecimento de gestos e tempo
de execução (etapas mais rápidas de teste e treinamento), sendo uma escolha eficiente e rápida
para o uso padrão na versão final do sistema. Com o uso continuado do sistema, os profissionais
de saúde poderiam capturar um número maior de amostras antes de realizar o treinamento do
sistema, possivelmente obtendo resultados ainda melhores.
Em relação ao esforço necessário para os alunos atingirem os objetivos do jogo, foram
percebidas diferenças significativas na interação de cada aluno. Os alunos A e C realizaram
apenas dois gestos interativos e, apesar de não terem uma postura constante, são menos propensos
a realizar gestos muito diferentes, o que possivelmente facilitou a condução rápida da tartaruga
para o mar, usando poucos movimentos. O aluno B, por outro lado, por conseguir realizar vários
gestos com características semelhantes, acabou se movendo bastante durante o uso do jogo
(ainda que com dificuldades), gerando reconhecimento de gestos desnecessários, como o "Não"
(realizado com a cabeça) e o gesto "Namorar" (realizado com as duas mãos), em vez de executar
os gestos "Oi" e "Sim" (executados apenas com a mão direita). No entanto, pode-se esperar que,
com o uso frequente, todos os alunos serão capazes de atingir os objetivos do jogo com menos
esforço.
A usabilidade do sistema foi considerada adequada, de acordo com a avaliação dos
profissionais da área de educação especial que acompanharam a execução dos experimentos.
A motivação para incluir a abordagem de jogo no sistema partiu da possibilidade de
aumentar a imersão e o envolvimento dos alunos, e isso foi observado no Experimento 5. As
tentativas de levar a tartaruga para o mar permitiram ao sistema capturar um grande número de
amostras de gestos, rapidamente. No entanto, ao perceber que, tocando no caranguejo ou na
concha, era possível continuar movendo a tartaruga sem prejuízos, os alunos não se preocuparam
mais em evitar os obstáculos para alcançar o objetivo do jogo rapidamente. Talvez a inclusão de
algum tipo de penalidade pudesse incentivar os alunos a traçar um caminho mais adequado para
a tartaruga chegar ao mar, e utilizar assim uma variação maior de movimentos. Mesmo assim,
foi observado o contentamento dos alunos em alcançar o objetivo do jogo, demonstrado por meio
de sorrisos e comportamento eufórico. Foi possível observar também as possibilidades futuras
que se abrem, permitindo uma interação mais natural e divertida para alunos que geralmente
sofrem com tantas limitações.
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Algumas situações observadas e lições aprendidas no primeiro experimento realizado
com o público-alvo (Experimento 4) motivaram algumas escolhas de design e mudanças na
execução do segundo experimento para gerar melhores resultados gerais. No Experimento 4, a
webcam disponível no notebook em que o sistema estava sendo executado foi usada. Alguns
usuários apresentaram movimentos involuntários durante a interação com o sistema, apoiando a
perna ou o braço na mesa onde estavam dispostos o computador e a câmera, gerando algumas
amostras com informações sobre o fundo da sala, consideradas ruídos. Assim, no Experimento 5,
optou-se pelo uso de uma webcam externa, apoiada em um tripé, mantendo uma posição próxima
à webcam do notebook. Essa alteração se mostrou eficaz, pois não foram observadas amostras
ruidosas neste experimento. Além disso, o número de amostras capturadas para cada gesto foi
padronizado (quinze amostras originais).
Dois dos três alunos participantes do Experimento 5 mostraram uma redução em suas
habilidades motoras desde o Experimento 4, realizado cerca de quatro meses antes. Infelizmente,
conforme relatado pelos profissionais que acompanharam a execução das tarefas, essa situação é
bastante comum e reforça nossa percepção de que os recursos de Tecnologia Assistiva precisam
ser flexíveis e facilmente adaptáveis. Possivelmente, se houvesse uso contínuo do sistema por
esses alunos desde o Experimento 4, o desempenho do sistema no reconhecimento de gestos
diminuiria gradualmente, exigindo a criação de um novo conjunto de dados, já que a maneira
como os gestos são realizados atualmente por alguns alunos já é bastante distinta.
A cada gesto realizado para interação com o sistema PGCA, é gerada uma imagem
OF-MHI e também um arquivo de texto contendo a classe prevista pelo sistema e seu nível de
confiança. Essas informações podem ser usadas em uma versão mais autônoma do sistema,
no futuro, como uma maneira de recarregar o conjunto de dados com novas amostras, cuja
classificação mostrou um alto nível de confiança. Isso pode ser importante no caminho da
personalização, pois o sistema pode identificar, por exemplo, que ao longo do tempo um
determinado gesto foi executado de maneira muito diferente da sua execução original quando o
sistema foi treinado. Alcançando um nível de diferença muito significativo, o sistema poderia
sugerir um novo treinamento usando amostras mais recentes.
5.7 AVALIAÇÃO DA METODOLOGIA EM OUTRO CONTEXTO
A metodologia MyPGI foi desenvolvida com o objetivo de guiar o desenvolvimento de
soluções de CAA usando interação gestual personalizada, e os experimentos conduzidos pela
autora desta tese, até o momento, permitiram avaliar a metodologia com o público-alvo em um
ambiente escolar, utilizando o sistema PGCA.
A partir da demonstração de interesse de outro pesquisador (vinculado à área de pesquisa
em CAA) em aplicar a metodologia MyPGI em um contexto diferente, a descrição da metodologia
e o sistema PGCA, acompanhado de manual de instalação e utilização, foram disponibilizados
para que o pesquisador pudesse projetar uma solução para atender seus objetivos. A solução em
questão está em desenvolvimento, e como o pesquisador vivenciou e aplicou a metodologia, foi
convidado a participar de uma atividade de avaliação, fornecendo um feedback de sua experiência
até o momento, com o objetivo de avaliar a metodologia considerando outro contexto e a
percepção de outra pessoa.
O participante aceitou participar de forma voluntária autorizando o uso dos dados para
fins acadêmicos. O participante preencheu um questionário composto por perguntas referentes à
aplicação, utilidade e facilidade da metodologia MyPGI, e intenção de uso futuro. O questionário
utilizado foi inspirado no modelo de aceitação de tecnologia TAM 3 (Technology Acceptance
Model) (Davis, 1989; Venkatesh e Bala, 2008) utilizando um formato não estruturado, e é
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apresentado na Tabela 5.15. Buscou-se focar na utilidade percebida, (verificando o grau em
que o usuário acredita que usando a tecnologia irá melhorar seu desempenho), facilidade de uso
percebida (quão o usuário acredita que usando a tecnologia terá de realizar menos esforço para
uma determinada atividade) e intenção de uso futuro (define o grau em que o usuário acredita
que utilizaria a tecnologia em projetos futuros).
Tabela 5.15: Questionário usado para avaliar a metodologia MyPGI em um contexto diferente, por um pesquisador
externo.
Q1 Em que contexto você vivenciou/aplicou a metodologia MyPGI? (Público-alvo, objetivo)
Q2 Com base na resposta da questão 1, considera que o uso da metodologia para guiar o projeto de uma
solução voltada ao contexto citado foi útil? Por quê?
Q3 Como a metodologia apoiou o projeto da solução?
Q4 O que acha que não teria pensado ou conseguido fazer sem o uso da metodologia? O que ela fez
perceber que não seria óbvio?
Q5 Quais as principais dificuldades encontradas ao seguir as etapas/direcionamentos descritos na metodo-
logia? Por quê?
Q6 Alguma sugestão sobre como a metodologia poderia ser mais fácil de ser entendida e aplicada?
Q7 Você aplicaria a metodologia em outros projetos ou contextos? Pode citar algum exemplo?
5.7.1 Resultado da avaliação
O pesquisador participante dessa avaliação trabalha desde 2002 com paratletas (prati-
cantes de atividade desportiva que possuem alguma deficiência, podendo ser esta física, visual,
intelectual) de bocha paralímpica que possuem paralisia cerebral. Sua formação acadêmica
compreende graduação em Educação Física, especialização em Medicina e Ciências do Esporte, e
está cursando atualmente Mestrado em Engenharia Biomédica na UTFPR, onde realiza pesquisa
vinculada à área de CAA. As respostas informadas pelo participante para cada questão do
formulário de coleta de dados (Tabela 5.15) são descritas na sequência.
Quanto à questão "1) Em que contexto você vivenciou/aplicou a metodologia MyPGI?
(Público-alvo, objetivo)", o participante respondeu que testou o sistema PGCA para ser utilizado
com atletas de bocha paralímpica que possuem paralisia cerebral com o objetivo de facilitar a
comunicação destes atletas durante as ações do jogo em treinamento.
Para a questão "2) Com base na resposta da questão 1, considera que o uso da metodologia
para guiar o projeto de uma solução voltada ao contexto citado foi útil? Por quê?" A resposta
dada foi "Sim, porque o sistema mostrou-se bastante eficaz e fácil de ser implementado. As
características do sistema facilitam a personalização da plataforma para o usuário de modo que
possamos adequar os movimentos funcionais de cada usuário de forma independente".
Sobre a questão "3) Como a metodologia apoiou o projeto da solução?" O participante
informou que "foi pela facilidade de traduzir um movimento específico em uma fala para ser
utilizada no contexto da bocha paralímpica".
Quanto à questão "4) O que acha que não teria pensado ou conseguido fazer sem o uso
da metodologia? O que ela fez perceber que não seria óbvio?" O participante informou que
"estaria investindo em comunicação por sinais e pranchas de comunicação relacionados a bocha
especificamente. A metodologia fez perceber que pode ser possível utilizar uma tecnologia de
Visão Computacional para expressar informações curtas dos atletas".
Sobre a questão "5) Quais as principais dificuldades encontradas ao seguir as etapas/
direcionamentos descritos na metodologia? Por quê?" O participante indicou que "as maiores
dificuldades encontradas foram o treinamento e a avaliação do sistema, por ter demorado um
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pouco para compreender o funcionamento. Segundo ele, depois que a autora demonstrou a
execução em etapas, tudo ficou mais claro".
Para a questão "6) Alguma sugestão sobre como a metodologia poderia ser mais fácil
de ser entendida e aplicada?" O participante sugeriu algumas melhorias percebidas no uso do
sistema PGCA: "Como sugestão penso que a inclusão de caracteres especiais e a utilização de
frases possam ser implementadas e com isso o sistema estará perfeito!!!".
E por fim quanto à questão "7) Você aplicaria a metodologia em outros projetos ou
contextos? Pode citar algum exemplo?" O participante respondeu que sim, em competições
oficiais de bocha paralímpica.
Com base nas respostas informadas pelo participante da avaliação, por mais que a
solução planejada ainda não tenha sido colocada em teste com o público-alvo em questão (atletas
de bocha paralímpica), pode-se observar que a metodologia MyPGI tem potencial para ser
empregada em diferentes contextos, guiando o desenvolvimento de soluções de TA personalizadas
para pessoas com dificuldades motora e de fala.
5.8 CONSIDERAÇÕES
Esse capítulo apresentou a descrição de experimentos realizados com objetivo de analisar
a viabilidade da proposta desta tese de doutorado.
Os testes realizados em condições de laboratório com profissionais que atuam com IHC
(Experimento 1) permitiram identificar problemas de usabilidade e acessibilidade, melhorias
e requisitos de sistema que precisavam ser refinados antes do sistema PGCA ser considerado
adequado para experimentação com voluntários e com o público-alvo. Os resultados dessa
avaliação permitiram verificar que a metodologia proposta é viável para guiar o desenvolvimento
de sistemas de CAA usando interação gestual personalizada, e que, com as melhorias indicadas, o
sistema PGCA teria potencial para ser utilizado em contextos reais com pessoas com deficiências,
viabilizando a execução das tarefas previstas na metodologia.
O experimento com voluntários sem deficiência (Experimento 2) permitiu verificar a
possibilidade de treinar um sistema com gestos personalizados, usando um número reduzido
de amostras para treinamento, e permitiu a identificação de algumas melhorias necessárias ao
sistema PGCA e à metodologia MyPGI.
O uso de um conjunto de dados público no Experimento 3 teve como objetivo permitir
a repetibilidade do experimento por outros pesquisadores, além de possibilitar a realização de
testes com diferentes tecnologias antes que o sistema fosse disponibilizado para testes com o
público-alvo.
As informações obtidas por meio de entrevistas com profissionais da área de educação
especial (especialistas de domínio) contribuíram para a identificação de alguns desafios e
possibilidades de novas melhorias no sistema antes de iniciar os experimentos com o público-alvo.
Além disso, as entrevistas permitiram identificar alunos com dificuldade motora e de fala que
poderiam ser potenciais participantes dos experimentos seguintes.
Por fim, os Experimentos 4 e 5 trouxeram informações ricas, envolvendo representantes
do público-alvo, mostrando um pouco da rotina dos alunos com deficiência motora e de fala
no ambiente escolar e permitindo observar as iniciativas utilizadas pelos professores para se
comunicar com esses alunos. A usabilidade do sistema foi avaliada por profissionais que
acompanharam a condução dos experimentos e considerada adequada. De acordo com a
percepção da autora desta tese, o emprego de uma abordagem baseada em jogos foi útil para
estimular os alunos a participarem do Experimento 5 e poderia ser explorada no futuro também
em outros momentos de interação com o sistema.
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A avaliação da metodologia em outro contexto, ainda que tenha sido feita com base em
uma solução em desenvolvimento, evidencia a capacidade de replicabilidade da metodologia
MyPGI considerando outros problemas, outros usuários e outros profissionais. Os resultados
obtidos por meio dos diferentes experimentos e avaliações conduzidas reforçam a percepção de
que uma metodologia baseada em VC e Aprendizado de Máquina voltada para guiar o projeto
de sistemas de CAA usando interação gestual personalizada é viável e pode ser aplicada em
um contexto assistivo. Com isso, pode-se ampliar as possibilidades de pessoas com deficiência
motora e de fala comunicarem-se por meio de sistemas de CAA.
O Capítulo 6 a seguir apresenta a conclusão desta tese de doutorado, por meio de uma
discussão geral sobre os resultados obtidos a partir da pesquisa realizada, destacando trabalhos
futuros e publicações geradas.
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6 CONCLUSÃO
Este capítulo apresenta uma discussão sobre os experimentos e resultados obtidos,
considerações finais sobre o projeto de pesquisa, trabalhos futuros e publicações geradas a partir
desta tese de doutorado.
6.1 DISCUSSÃO
Neste documento foi descrita uma metodologia baseada em VC e Aprendizado de
Máquina para guiar o projeto de sistemas de CAA usando interação gestual personalizada
(MyPGI), e seu emprego no desenvolvimento de um sistema computacional de CAA. O sistema
desenvolvido (PGCA) foi descrito e os métodos utilizados para sua implementação foram
detalhados, assim como as tecnologias empregadas. O público-alvo desta tese são pessoas com
dificuldades motora (independente da origem do comprometimento motor) e de fala, incapazes
de interagir com sistemas computacionais por meio de dispositivos tradicionais.
Cinco experimentos foram conduzidos no decorrer da pesquisa realizada, para avaliar
o sistema desenvolvido e consequentemente a metodologia proposta, contribuindo para a
identificação de desafios e melhorias necessárias. Profissionais que atuam com IHC e voluntários
sem dificuldades motora e de fala participaram de experimentos com o objetivo de antecipar
problemas que poderiam surgir nos experimentos que seriam conduzidos posteriormente com
representantes do público-alvo. Alunos com dificuldades motora e de fala fizeram uso do
sistema PGCA em dois experimentos, permitindo observar o potencial e limitações do sistema
desenvolvido em um contexto real. Profissionais da área de educação especial contribuíram para
o amadurecimento da pesquisa por meio de entrevistas e avaliação de usabilidade do sistema.
A principal contribuição científica desta tese é o desenvolvimento da metodologia
MyPGI que visa a promoção de autonomia para usuários de sistemas computacionais de CAA
por meio do desenvolvimento de recursos de TA baseados em interação gestual personalizada. A
efetividade dessa inovação foi avaliada por meio de experimentos conduzidos com diferentes
objetivos, utilizando um sistema computacional de CAA desenvolvido como prova de conceito
especialmente para esse propósito.
A contribuição tecnológica desta tese se refere à disponibilização do sistema PGCA
como uma forma de aplicação da metodologia desenvolvida.
Os resultados obtidos permitiram responder as duas perguntas de pesquisa estabelecidas
para esta tese. A primeira pergunta de pesquisa refere-se a verificar se é possível criar uma
metodologia generalizável para o projeto de sistemas de CAA com base em interação gestual
personalizada. A criação da metodologia se mostrou possível, uma vez que a metodologia MyPGI
foi criada e descrita neste documento. Além disso, um sistema de CAA (PGCA) foi desenvolvido
seguindo as etapas descritas na metodologia. Assim, foi possível observar que a metodologia
criada é viável, e que um sistema desenvolvido a partir dela pode representar um recurso de TA
promissor para apoiar a CAA de pessoas com dificuldades motora e de fala.
A segunda pergunta de pesquisa está relacionada a comprovar se, por intermédio
de experimentos e utilizando-se da metodologia proposta, é possível auxiliar pessoas com
comprometimento motor e de fala a se comunicarem por meio de TA baseada em interação
gestual personalizada. Os experimentos conduzidos com alunos que possuem dificuldades
motora e de fala permitiram observar na prática que a utilização do sistema PGCA pode
auxiliar esses alunos a exercerem suas habilidades comunicativas, fazendo uso dos gestos que
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costumeiramente já utilizam para se comunicar com seus cuidadores. Ao todo, quatro alunos
com dificuldades motora e de fala criaram conjuntos de gestos personalizados, respeitando suas
habilidades e limitações motoras. Os rótulos utilizados para as classes levaram em consideração
o conhecimento dos cuidadores (profissionais que acompanharam a condução dos experimentos)
no reconhecimento dos gestos executados pelos alunos. A execução de tarefas predeterminadas
em diferentes sessões permitiu observar a viabilidade do uso do sistema PGCA e também do
uso de interação gestual personalizada como um meio possível para permitir a comunicação e
interação com sistemas computacionais, mesmo que algumas limitações no sistema desenvolvido
tenham sido identificadas.
A interação gestual é uma prática comumente utilizada entre pessoas com dificuldades
motora e de fala e seus cuidadores, como indicado por profissionais da área de educação especial
em entrevistas. O observador familiar ou cuidador, normalmente compreende as intenções de
comunicação da pessoa que cuida. Contudo, entre diferentes usuários, os gestos utilizados para
comunicação podem variar consideravelmente, seja em função de limitações motoras, questões
culturais, ou mesmo devido à maneira como os gestos foram ensinados. Assim, muitas vezes a
linguagem gestual utilizada por uma pessoa com dificuldade motora e de fala, não segue modelos
padronizados de linguagens de sinais, e sim um conjunto de gestos caseiros, personalizados.
Nesse contexto, a metodologia MyPGI busca guiar o desenvolvimento de soluções de CAA
voltadas para utilização por usuários e cuidadores, dando-lhes autonomia para a criação de uma
linguagem gestual personalizada. Para isso é necessário que os desenvolvedores de software
façam uma avaliação cuidadosa quanto a critérios de usabilidade e acessibilidade das soluções
desenvolvidas. Afinal, os resultados provenientes dessas soluções serão bastante dependentes das
escolhas feitas pelo usuário e cuidador, quanto aos gestos selecionados, ambiente utilizado para
captura, e também, quanto à familiaridade de ambos (especialmente do cuidador) com o uso de
sistemas computacionais. A descrição detalhada da metodologia em etapas visa compartilhar o
conhecimento adquirido pela autora desta tese durante o desenvolvimento e avaliação da solução
PGCA, com o intuito de direcionar a concepção de novas soluções de CAA baseadas em interação
gestual personalizada.
Como observado nos trabalhos considerados correlatos, a CAA nem sempre é re-
ferenciada em pesquisas voltadas para viabilizar a comunicação de pessoas com deficiência.
Independente disso, essa é uma área de conhecimento bastante abrangente e que vem sendo
estimulada por pesquisas diversas, incluindo as baseadas em VC, como nos estudos de Chattoraj
et al. (2017), Cristina e Camilleri (2016), Kurauchi et al. (2015) e Pal et al. (2017b). A
metodologia MyPGI baseia-se em VC para explorar as vantagens inerentes ao uso contínuo de
uma câmera monitorando as ações de usuários com dificuldade motora e de fala, no contexto
de CAA. Os dados obtidos por meio de vídeo ou imagens capturadas são potencialmente úteis
para melhor entender o comportamento dos usuários e suas intenções de comunicação. A
crescente disponibilidade de poder computacional e os avanços da VC e Aprendizado de Máquina
potencializam o desenvolvimento de sistemas inteligentes como um viés efetivo para auxílio na
IHC.
Os jogos estão intimamente ligados ao entretenimento e ao prazer (Christou et al., 2014).
Como já observado em outras pesquisas de TA (Foletto et al., 2018; Aced Lopez et al., 2015;
Jiang et al., 2016, 2014), o uso de jogos tem demonstrado resultados positivos e isso foi observado
também na abordagem baseada em jogo interativo empregada nesta tese. Os resultados obtidos
com o último experimento conduzido com o público-alvo podem incentivar a reflexão positiva
em relação às abordagens de intervenção baseadas em jogos.
Para a solução de CAA (sistema PGCA) criada e descrita nesta tese, buscou-se empregar
tecnologias de baixo custo que permitissem a utilização de máquinas pessoais, sem demandar
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investimentos em hardware adicionais e priorizando o uso de dispositivos não invasivos (sem
contato com o usuário). O uso de imagens de histórico de movimento para representar os gestos
executados, se mostrou uma alternativa adequada para os propósitos desta pesquisa. Apesar de
algumas informações poderem ser perdidas ao calcular a projeção 2D de dados 3D, imagens de
histórico de movimento são computacionalmente muito simples e eficientes (Tsai et al., 2015;
Ahad et al., 2012). O uso de imagens também permitiu o emprego de um processo simplificado
de Aumento de Dados, que foi essencial para acumular dados suficientes e dar condições para os
classificadores atingirem um desempenho satisfatório. Aumento de dados é mais comumente
utilizado no ramo de Aprendizado de Máquina que diz respeito à análise de imagens (Hauberg
et al., 2016).
A análise de desempenho realizada a partir de diferentes conjuntos de gestos personali-
zados criados durante os experimentos, indicou resultados melhores no uso da representação de
movimento OF-MHI, comparada ao uso de MHI convencional. Com base nisso, a inclusão do
fluxo óptico para agregar informações de velocidade nas imagens de histórico de movimento
se mostrou uma melhoria efetiva. Os dois classificadores implementados no sistema PGCA se
mostraram capazes de aprender as informações dos conjuntos de dados (criados por voluntários e
alunos) e puderam ser utilizados, portanto, para viabilizar a comunicação por meio de interação
gestual personalizada. Contudo, o classificador com base em SVM mostrou desempenho
ligeiramente melhor que o classificador com base em CNN, tanto em termos de precisão (na
maioria dos resultados obtidos nos Experimentos 4 e 5), quanto em termos de tempo de execução
(análise realizada no Experimento 5).
A usabilidade do sistema PGCA foi considerada aceitável (média SUS de 81), de acordo
com avaliação realizada por profissionais da área de educação especial. O sistema demonstrou ser
capaz de fornecer uma interação gestual natural, uma vez que reconheceu gestos em alguns casos
em até dois segundos. Além de permitir a comunicação de pessoas com dificuldades motora e de
fala usando linguagem gestual personalizada, inclusive no ambiente escolar, o sistema PGCA
demonstrou potencial também para servir de apoio aos professores na tarefa de alfabetização.
Um dos principais objetivos da pesquisa em TA é desenvolver soluções tecnológicas
que resolvam os problemas enfrentados pelas pessoas com deficiência (Kane et al., 2014). A
participação de representantes do público-alvo no processo de desenvolvimento de recursos de
TA é imprescindível para evitar o desenvolvimento de soluções desalinhadas com as necessidades
de seus usuários. No entanto, é prudente analisar com cuidado o momento mais apropriado para
incluir participantes com deficiências na etapa de avaliação das soluções. A realização de testes
em condições de laboratório, ou com pessoas sem deficiência antes de iniciar os testes com o
público-alvo é uma característica desejável para as pesquisas no contexto de TA. É importante
ajustar todo o aparato técnico necessário e antever erros ou dificuldades que poderiam expor os
usuários a situações desagradáveis ou desnecessárias. Assim, é possível desenvolver soluções de
TA capazes de proporcionar uma experiência de uso mais adequada às exigências dos usuários,
evitando frustrações. O adiamento de testes com o público-alvo pode não ser uma prática
essencial, mas pode ser vista como uma questão de respeito com os usuários, principalmente
porque as aspirações dos envolvidos pode gerar enorme expectativa.
O recrutamento de participantes da pesquisa pode ser difícil em todos os tipos de
pesquisa sobre IHC e pode ser especialmente difícil ao realizar pesquisas com pessoas com
deficiência. Localizar, recrutar e trabalhar com participantes com deficiência apresenta vários
desafios (Kane et al., 2014), e isso também ocorre em pesquisas voltadas para CAA (Bhattacharya
et al., 2008). O número reduzido de participantes envolvidos nos experimentos pode significar
que a análise dos resultados é baseada em uma massa limitada de dados. Mas ainda assim,
os dados obtidos a partir dos experimentos geraram informações encorajadoras, essenciais e
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contribuíram efetivamente para o desenvolvimento da pesquisa vinculada a esta tese de doutorado.
Ter um número reduzido de participantes reduz a capacidade de generalizar os resultados para
uma população maior, mas de um modo geral, os resultados obtidos, mesmo que limitados em
número, podem contribuir efetivamente para o conhecimento que vem sendo produzido na área
de CAA.
Os estudos sobre adoção de tecnologia normalmente assumem que a percepção de
usabilidade e utilidade da tecnologia por um usuário é central para sua adoção (Pal et al., 2017a).
Uma questão a ser destacada nesse sentido, é que alguns dos alunos com dificuldades motora e de
fala que participaram dos experimentos realizados, nunca haviam interagido com computadores.
Então, além da dificuldade de se adaptar a uma nova solução, existia a dificuldade de visualizar
ou entender as potencialidades associadas ao uso de sistemas computacionais (sua utilidade).
Escrever algo em um editor de texto, ou navegador de Internet pode não ter um significado tão
claro para quem nunca teve contato com esse tipo de tecnologia. Além disso, outra questão
que pode demandar um período de adaptação no uso de soluções baseadas em interação gestual
personalizada, refere-se à mudança de semântica dos gestos utilizados pelos usuários. Os gestos
que antes eram executados apenas com o objetivo de transmitir intenções de comunicação, por
meio de um sistema computacional como o PGCA, podem passar a ser utilizados para executar
ações na interface (quando configurado para tal). Essas mudanças podem parecer estranhas para
os usuários, mas tendem a ser minimizadas com o uso contínuo das soluções.
A metodologia proposta prevê algumas funcionalidades consideradas mínimas para
sistemas de CAA desenvolvidos a partir dela, contudo, é possível que outros recursos e
funcionalidades sejam necessários para que esses sistemas sejam ainda mais efetivos como apoio
a comunicação. Espera-se que as soluções desenvolvidas a partir da metodologia MyPGI sejam
adaptáveis, flexíveis e acessíveis, representando recursos de TA importantes para a promoção de
autonomia a usuários de sistemas computacionais de CAA que possuem dificuldade motora e de
fala.
6.2 TRABALHOS FUTUROS
A estratégia empregada para implementação de um sistema de CAA desenvolvido com
base na metodologia MyPGI, deve levar em consideração as características do público-alvo,
aprendendo suas ações e não apenas adaptando por limites as variantes de gestos de diferentes
usuários. Como a metodologia está voltada para pessoas com dificuldades motora e de fala,
devido às especificidades das deficiências de cada pessoa, o nível de compreensão ou consciência
(habilidade cognitiva) e a habilidade motora dos usuários pode variar significativamente. Assim,
um ponto que ainda pode ser melhor explorado a partir desta tese, é o nível de automatização do
sistema, assim como o nível de interação exigida, que devem ser adequados às particularidades
dos usuários.
Trabalhos futuros nessa área podem incluir investigação sobre uma abordagem personi-
ficada (representação simbólica), mais focada nas individualidades do usuário, podendo aprender
e representar o usuário, indo além da adaptação e personalização da interface do sistema.
Conforme apresentado na Figura 6.1, partindo de um cenário ideal, no qual o usuário
apresenta total habilidade cognitiva e habilidade motora para realização de gestos de maneira
intencional, semelhante e repetidamente, um sistema pode aprender os gestos personalizados e
realizar adaptações necessárias na interface. Contudo, considerando um cenário mais complexo,
onde o usuário apresenta pouca habilidade cognitiva e pouca habilidade motora intencional,
pode-se adotar uma abordagem personificada, concebendo recursos de Tecnologia Assistiva
inteligentes que requerem intervenção mínima do usuário, capturando amostras continuamente
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para interpretar padrões de movimentos realizados em frente à câmera. Essas amostras podem
ser combinadas com outros dados, (por exemplo BCI) para treinar um sistema personificado,
empregando também Aprendizado de Máquina, porém focando mais nas individualidades do
usuário, podendo assim aprender e representar o usuário, superando os padrões de personalização.
Figura 6.1: Da personalização para a personificação: adequação da metodologia MyPGI levando em consideração a
habilidade cognitiva e habilidade motora dos usuários, como uma possibilidade de trabalho futuro.
O sistema PGCA desenvolvido, demonstrou a partir dos experimentos conduzidos, estar
apto para trabalhar com usuários que possuem pelo menos alguma habilidade cognitiva e alguma
habilidade motora, atuando como uma abordagem de Tecnologia Assistiva mais próxima da
personalização do que da personificação. Entretanto, a cada gesto executado para interação com o
sistema PGCA, imagens MHI e OF-MHI são geradas, juntamente com arquivos de texto contendo
a classe predita pelo sistema, e respectivo nível de confiança. Essas informações poderiam ser
utilizadas em uma versão mais autônoma do sistema, como forma de realimentar o conjunto
de dados com novas amostras, cuja classificação tenha apresentado um alto nível de confiança.
Isso poderia ser importante no caminho da personificação, pois o sistema poderia identificar por
exemplo que com o passar do tempo um determinado gesto vem sendo executado de maneira
diferente do que foi executado originalmente quando o sistema foi treinado. E ao atingir um nível
de diferença bastante significativo, o sistema poderia ser retreinado automaticamente utilizando
amostras mais recentes.
Além disso, após um período longo de uso do sistema, um número bastante representativo
de novas amostras é gerado. Isso pode viabilizar o treinamento completo de uma rede profunda
como a CNN, permitindo analisar o desempenho obtido em relação ao uso de Transferência
de Aprendizagem. Testes mais exaustivos podem ser conduzidos também com o objetivo de
definir condições ideais para diferentes variações de fundo, iluminação escura, baixo contraste
ou desfoque de movimento.
O diretor de uma das escolas visitadas comentou sobre o potencial do sistema para
atuar como ferramenta de auxílio ao trabalho fisioterapêutico, pois, ao exigir a execução de
um mesmo gesto repetidamente, estimula movimentos que podem ser benéficos para o usuário
com deficiência motora. Por exemplo, no caso da aluna (participante dos Experimentos 4 e 5)
que pode realizar movimentos com o braço direito, mas não estava habituada a usar esse gesto
para fins de comunicação, o treinamento necessário poderia ser obtido em partes por meio de
estímulos para interagir com o sistema, seja usando pranchas de comunicação ou jogando o
jogo desenvolvido. Esse também poderia ser um trabalho de pesquisa futura relacionado ao
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uso do sistema desenvolvido, analisando inclusive o esforço físico relacionado à execução de
movimentos.
Observando o cotidiano dos alunos participantes dos experimentos, percebeu-se que
para analisar a real efetividade de recursos de TA como solução para comunicação seria
necessário treinamento e acompanhamento constantes, a longo prazo, conduzido possivelmente
por profissionais da área de educação especial ou saúde. Converter o sistema PGCA para a
plataforma web e disponibilizá-lo para acesso pode ser um ponto importante para viabilizar a
disseminação do sistema e permitir a realização de novas avaliações por esses profissionais. Um
manual de utilização e vídeo explicativo do sistema foram produzidos e podem ser úteis para
familiarizar os futuros usuários e profissionais com as funcionalidades disponíveis.
O sistema desenvolvido em sua versão atual pode não produzir resultados satisfatórios
para o reconhecimento de linguagens de sinais complexas, compostas por um grande número
de gestos, com poucas variações entre eles. O sistema PGCA não foi desenvolvido com esse
propósito, no entanto, a metodologia MyPGI poderia ser empregada para desenvolver outras
abordagens, levando em consideração diferentes estratégias de treinamento e reconhecimento e
as características dos gestos empregados na comunicação pelo público-alvo.
6.3 PUBLICAÇÕES GERADAS
Os resultados desta tese foram submetidos e divulgados, até o momento, no decorrer de
seus experimentos, nas seguintes publicações ou apresentações:
• Rúbia Eliza de Oliveira Schultz Ascari, Roberto Pereira, e Luciano Silva. 2018. Mobile
Interaction for Augmentative and Alternative Communication: a Systematic Mapping.
SBC Journal on 3D Interactive Systems 9, 2 (2018), 105–118.
• Rúbia Eliza de Oliveira Schultz Ascari, Roberto Pereira, e Luciano Silva. 2018. Towards
a Methodology to Support Augmentative and Alternative Communication by means of
Personalized Gestural Interaction. In Proceedings of the 17th Brazilian Symposium on
Human Factors in Computing Systems (IHC 2018). ACM, 38, 1-12. Belém/PA, Brasil.
https://doi.org/10.1145/3274192.3274230.
• Rúbia Eliza de Oliveira Schultz Ascari, Luciano Silva, e Roberto Pereira. 2019.
Personalized Interactive Gesture Recognition Assistive Technology. In Proceedings of
the 18th Brazilian Symposium on Human Factors in Computing Systems (IHC 2019).
ACM, 38, 1-12. Vitória/ES, Brasil. https://doi.org/10.1145/3357155.3358442.
• Rúbia Eliza de Oliveira Schultz Ascari, Luciano Silva, e Roberto Pereira. 2019.
Tecnologia Assistiva para auxiliar a comunicação de pessoas com dificuldades motora e
de fala. Apresentação de pôster no Workshop Internacional sobre Tecnologias Assistivas.
Fundação Araucária e SEJUF/PR. Curitiba/PR, Brasil.
• Rúbia Eliza de Oliveira Schultz Ascari, Luciano Silva, e Roberto Pereira. 2020. Personali-
zed gestural interaction applied in a gesture interactive game-based approach for disabled
people. In Proceedings of the 25th International Conference on Intelligent User Interfaces
(IUI 2020). ACM, 1-12. Cagliari, Itália. https://doi.org/10.1145/3377325.3377495.
• Rúbia Eliza de Oliveira Schultz Ascari, Roberto Pereira and Luciano Silva. 2020.
Computer vision-based methodology to improve interaction for people with motor
and speech impairment (Aceito para publicação). ACM Transactions on Accessible
Computing (ACM TACCESS). ACM, 1-33.
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