The purpose of super-resolution approaches is to overcome the hardware limitations 10 and the clinical requirements of imaging procedures by reconstructing high-resolution im-11 ages from low-resolution acquisitions using post-processing methods. Super-resolution tech-12 niques could have strong impacts on structural magnetic resonance imaging when focusing 13 on cortical surface or fine-scale structure analysis for instance. In this paper, we study deep 14 three-dimensional convolutional neural networks for the super-resolution of brain magnetic 15 resonance imaging data. First, our work delves into the relevance of several factors in the 16 performance of the purely convolutional neural network-based techniques for the monomodal 17 super-resolution: optimization methods, weight initialization, network depth, residual learn-18 ing, filter size in convolution layers, number of the filters, training patch size and number 19 of training subjects. Second, our study also highlights that one single network can effi-20 ciently handle multiple arbitrary scaling factors based on a multiscale training approach. 21 Third, we further extend our super-resolution networks to the multimodal super-resolution 22 using intermodality priors. Fourth, we investigate the impact of transfer learning skills onto 23 super-resolution performance in terms of generalization among different datasets. Lastly, 24 the learnt models are used to enhance real clinical low-resolution images. Results tend to 25 demonstrate the potential of deep neural networks with respect to practical medical image 26 applications. 27 65 segmentation (Kamnitsas et al. 2017) or medical image analysis (Tajbakhsh et al. 2016).
Introduction 29
Magnetic Resonance Imaging (MRI) is a powerful imaging modality for in vivo brain 30 visualization with a typical image resolution of 1mm. Acquisition time of MRI data and 31 signal-to-noise ratio are two parameters that drive the choice of an appropriate image reso-32 lution for a given study. The accuracy of further analysis such as brain morphometry can be context where a set of image pairs (X i , Y i ) is available, the objective is to learn the mapping 118 from the LR images Y i to the HR images X i , leading to the following formulation:
In this setting, the matrix H −1 can be modeled as a combination of a restoration matrix 120 F ∈ R m×m and an upscaling interpolation operator S ↑ : R n → R m . Given a set of HR 121 images X i and their corresponding LR images Y i with K samples, the restoration operator 122 F can be estimated as follows:
where Z ∈ R m is the interpolated LR (ILR) version of Y (i.e. Z = S ↑ Y). F is then a 124 mapping from the ILR image space to the HR image space.
125
SR is the process of estimating HR data from LR data. The main goal is then to estimate 126 high-frequency components from LR observations. Instead of learning the mapping directly 127 from the LR space to the HR one, it might be easier to estimate a mapping from the LR 128 space to the missing high-frequency components, also called the residual between HR and 
where:
140
• L is the number of layers,
141
• W i and B i are the parameters of convolution layers to learn. W i corresponds to n i 142 convolution filters of support c × f i × f i × f i , where c is the number of channels in the 143 input of layer i, f i and n i are respectively the spatial size of the filters and the number 144 of filters of layer i, 145 • max(0, ·) refers to a ReLU applied to the filter responses.
146
This network architecture is depicted in Figure 1 . Please note that, for instance, the SRCNN baseline architecture with f 1 = 9, f 2 = 1, f 3 = 5, n 1 = 64, n 2 = 32 and no skip connection. 149 The performance of a given architecture depends on several parameters such as the filter 150 size f i , the number of filters n i , the number of layers L, etc. Understanding how these 151 parameters influence the reconstruction of the HR image with respect to the considered 152 application setting (e.g., number of training samples, image size, scaling factor) is a key issue, 153 which remains poorly explored. For instance, regarding the number of layers, it is commonly 154 believed that the deeper the better (Simonyan and Zisserman 2014; Kim et al. 2016a) . 155 However, adding layers increases the number of parameters and can lead to overfitting. In 156 particular, previous works (Dong et al. 2016a; Oktay et al. 2016) , have shown that a deeper 1 3 and 5 3 , respectively. The layers of SRCNN3D consist of 64 filters, 32 filters and one filter, 209 respectively.
210
The next sections present the impact of the key parameters studied in this work: Figure 2 : Impact of the optimization methods onto SR performance: SGD-GC, NAG, RMSProp and Adam optimisation of a 10L-ReCNN (10-layer residual-learning network with f = 3 and n = 64). We used Kirby 21 for training and testing with isotropic scaling factor ×2. The initial learning rates of SGD-GC, NAG, RMSProp and Adam are set respectively to 0.1, 0.0001, 0.0001 and 0.0001. These learning rates are decreased by a factor of 10 every 20 epochs. The momentum of these methods, except RMSProp, is set to 0.9. All optimization methods use the same weight initialization described by He et al. (2015) . the most efficient and effective optimization method is Adam as regards both PSNR metric 242 and convergence speed. Hence, in the next sections, we use Adam method with β 1 = 0.9 243 and β 2 = 0.999 to train our networks with 20 epochs. Overall, we evaluate here the weight initialization schemes described by Glorot and Ben- Here, we perform a comparative evaluation of non-residual learning vs. residual learning 282 strategies. Figure 4 depicts PSNR values and convergence speed of residual vs. non-residual 283 network structures with 10 and 20 convolutional layers. The residual-learning networks 284 converge faster than the non-residual-learning ones. In addition, residual learning leads 285 to improvements in PSNR (+0.4dB for 10 layers and +1.2dB for 20 layers). It might be 286 noted that these experiments do not support the common statement that the deeper, the 287 better for CNNs. Here, the use of additional layers is only beneficial when using residual Figure 6 shows that a 10-layer network with a filter size of 5 3 shows results as well as 315 a 20-layer network with 3 3 filters. Besides reconstruction performance, the use of a larger 316 filter size decreases the training speed and significantly increases the complexity and memory 317 cost for training. For example, it took us 50 hours to train a 10-layer network with a filter 318 size of 5 3 . By contrast, a deeper network with smaller filters (i.e. 20-layer network with 3 3 319 filters) involves a smaller number of parameters, such that it took us only 24 hours to train. These experiments suggest that deeper architectures with small filters can replace shallower 321 networks with larger filters both in terms of computational complexity and of reconstruction 322 performance. In addition, the increase in the number of filters within networks can increase 323 the performance. However, we were not able to use 128 filters with the baseline architecture 324 due to the limited amount of memory. This stresses out the need to design memory efficient 325 architectures for 3D image processing using deeper CNNs with more filters. In the context of brain MRI SR, the acquisition and collection of large datasets with 328 homogeneous acquisition settings is a critical issue. We now evaluate the extent to which 329 the number of training subjects influences SR reconstruction performance. As the training 330 samples are extracted as patches of brain MRI images, we also evaluate the impact of the 331 training patch size on learning and reconstruction performances. A similar result can be drawn with respect to the patch size. Figure 7 illustrates that larger for actual HR information to expect significant gain w.r.t. the monomodal model. Figure   407 11 shows visually that edges in the residual image between the ground truth and the recon-408 struction by the multimodal approach are reduced significantly compared to interpolation 409 and monomodal methods (e.g. the regions of lateral ventricles). This means that the mul-410 timodal approach resulting the reconstructions which are the most similar to the ground 411 truth. These qualitative results highlight the fact that the proposed multimodal method 412 provides a better performance than other compared methods. In addition, we explore the impact of the network depth augmentation with regard to 414 the performance of multimodal SR approach. The experiments shown in Figure 12 severely limits the 3D exploitation of MRI data. Interpolation is commonly used to upsam-453 pled these LR images to isotropic resolution. However, interpolated LR images may lead to 454 partial volume artifacts that may affect segmentation (Ballester et al., 2002) . In this section, 455 we aim to use our single image SR method to enhance the resolution of such clinical data.
456
The idea is to apply our proposed convolutional neural networks-based SR method to 457 transfer the rich information available from high-resolution experimental dataset to lower-458 quality image data. The procedure first uses CNNs to learn mappings between real HR 459 images and their corresponding simulated LR images with the same resolution of real data.
460
The LR data is generated by the observation model, which is decomposed into a linear 461 downsampling operator after a space-invariant blurring model as a Gaussian kernel with 462 the full-width-at-half-maximum (FWHM) equal to slice thickness (Greenspan, 2008) . Once 463 models are learnt, these mappings enhance the LR resolution of unseen low quality images.
464
In order to verify the applicability of our CNN-based methods, we have used two neona- Original data with voxel size of about 0.4464 × 0.4464 × 3 is resampled to size 0.5 × 0.5 × 0.5 mm 3 . Networks are trained with the dHCP dataset. The first, second, third and last rows presents the sagittal slices, the zoom versions of the sagittal slices, the coronal slices and the zoom versions of the coronal slices, respectively.
image reconstruction. In addition, it is important to take into account the time of the 509 learning phase as well as the maximum memory available in the GPU in order to choose the 510 best architecture of the network. For instance, for the monomodal SR case based on the 511 simulations of Kirby dataset, we suggest using 20-layer networks with 64 small filters with 512 size of 3 3 regarding 10 training subjects of size 25 3 to achieve practicable results.
513
In CNN-based approaches, the upscaling operation can be performed by using transposed of these networks are totally applied for a specified scale factor. This is a limiting aspect of 517 CNN-based SR for MR data since a fixed upscaling factor is not appropriate in this context.
518
In this study, we have presented a multiscale CNN-based SR method for single 3D brain the choice of the PSF is indeed a key element for SR methods and it depends on the type 526 of MRI sequence. More specifically, the shape of the PSF depends on the trajectory in the 527 k-space (Cartesian, radial, spiral). Making the network independent from the PSF model 528 (i.e. doing blind SR) would be a major step for its use in routine protocol. Further research 529 directions could focus on making more flexible CNN-based SR methods for greater use of 530 these techniques in human brain mapping studies.
531
Evaluation of SR techniques is carried out on simulated LR images. However, one po-532 tential use of SR techniques would be to improve the resolution of isotropic data acquired in 533 clinical routine. Figure 16 shows upsampling results on isotropic T1-weighted MR images 534 (the resolution was increased from 1 × 1 × 1mm 3 to 0.5 × 0.5 × 0.5mm 3 ). In this experi-535 ment, the applied network has been trained to increase image resolution from 2 × 2 × 2mm 3 536 to 1 × 1 × 1mm 3 . Although quantitative results cannot be computed, visual inspection 537 of reconstructed upsampled images tend to show the potential of this SR method. Thus,
538
features learnt at a lower scale (2mm in this experiment) may be used to compute very 539 23 high-resolution images that could be involved in fine studies of thin brain structures such 540 as the cortex. Further work is required to investigate this aspect and more particularly the 541 link with self-similarity based approaches.
542
In this article, we have proposed a multimodal method for brain MRI SR using CNNs 543 where a HR reference image of the same subject can drive the reconstruction process of the minimal processing pipeline for neonatal cortical surface reconstruction. Neuroimage 173, 88-112.
