I. Introduction
Many economic time series are subject to revision. Revisions to measures of real economic activity-such as employment, sales, and production-are sometimes large, and may occur years after official figures are first released. Nevertheless, analysts typically use only data of the most recent vintage when estimating and evaluating their economic forecasting models. Current-vintage data are commonly used even in ex-post forecasting exercises that are labeled "out-of-sample." For example, 1999:Q1-vintage data (the most recent available at the time this paper was written) might be used to estimate recursive regressions and forecasts of real GDP growth running from 1990:Q1 through 1997:Q4. In general, the use of current-vintage data can lead an analyst to include variables on the right-hand-side of his forecasting equation that, in real time, have little marginal predictive power (Diebold and Rudebusch 1991, Swanson 1996) . It can lead to an exaggerated assessment of the forecasting performance of a model relative to alternative models and relative to predictions that were actually available at the time (Fair and Shiller 1990, Orphanides 1999) .
In those studies where the potential pitfalls of relying on current-vintage data have been taken seriously, a common response has been to use end-of-sample-vintage data for estimation and evaluation purposes instead of current-vintage data.
1 As the sample period over which the forecasting equation is estimated is extended, the vintage of the data used to estimate the equation is updated. Thus, rather than forecast 1990:Q1-1997:Q4 GDP growth using recursive regressions all estimated with 1999:Q1-vintage data, one uses the prediction of an equation estimated with 1990:Q1-vintage data to forecast GDP growth in 1990:Q1, the prediction of an equation estimated with 1990:Q2-vintage data to forecast GDP growth in 1990:Q2, and so forth. This procedure mimics the actual practice of many professional forecasters and provides a level playing field for comparing their performance with that of the model. However, there is reason to suspect that this "conventional approach" to real-time estimation and forecasting is often suboptimal. A fortiori, the predictions made by professional forecasters may also often be suboptimal. 2 Rather than use end-of-sample-vintage data to estimate their forecasting equations, we argue that analysts should generally use data of as many different vintages as there are dates in their samples. More specifically, at every date within a sample, right-hand-side variables ought to be measured as they would have been at that time. We call these "real-time-vintage data." For example, when the left-hand-side variable is 1990:Q1 GDP growth, all right-hand-side variables should be measured as they appeared in 1990:Q1. Only 1990:Q1-vintage data should be used in forecasting 1990:Q1 GDP growth regardless of whether or not the sample period extends beyond 1990:Q1. Thus, we argue that when a data point is added to the end of the sample period, the data that appear on the right-hand-side of the equation earlier on in the sample ought not to be updated.
We further argue that first-available official estimates should be used for the left-hand-side variable when estimating the forecasting equation. First-available estimates ought to be used on the equation's left-hand side for estimation purposes even if one is ultimately interested in predicting final-revised data.
The intuition underlying our arguments is simple. The empirical relationship between GDP growth and early estimates of (say) employment growth will typically be different from that between GDP growth and estimates of employment growth available several years after the fact. It is the former relationship that is of interest to the economist trying to forecast growth in aggregate output. The trouble with the conventional approach to real-time estimation is that the data on the right-hand-side of the forecasting equation range from extensively revised (early in the sample) to nearly unrevised (at the end of sample). What we call real-time-vintage estimation avoids this problem by including at each point in the sample only right-hand-side data that would have been available to a forecaster at that date.
What of our argument that initial-release data, rather than end-of-sample data, should be used for the left-hand-side variable (real GDP growth) when estimating the forecasting equation?
The argument is based on the empirically plausible assumption that the government's initial data release is an efficient estimate of subsequent releases, meaning that revisions to the initial release are completely unpredictable using data available at the time of the initial release. If this assumption holds, unbiased estimates of the parameters linking true GDP growth to the real-time-
vintage-right-hand-side variables will be obtained regardless of the vintage of the data on the lefthand side of the estimated equation. Less obviously, the parameter estimates obtained using initialrelease data as the dependent variable will be more accurate, in finite samples, than those obtained using revised data. Any revised GDP release will incorporate information that cannot, under our efficiency assumption, be predicted using data available at the time of the initial release. In particular, any revised GDP release will incorporate information that is uncorrelated with the realtime-vintage right-hand-side variables. To the econometrician estimating the forecasting equation, this additional information is extraneous noise. Even if the government's initial estimates are not fully efficient, they may be good enough that our proposed approach will perform well in practice.
It might appear that collecting the data required to implement our version of real-time forecasting would be prohibitively difficult. However, for most variables of interest it is easier to obtain short data series of many vintages than it is to reconstruct long series of a few vintages (such as are required for real-time estimation using end-of-sample-vintage data).
The specific application we consider is forecasting same-quarter real GDP growth using monthly data on employment, industrial production, and retail sales. 3 Economists devote substantial time and effort to constructing early estimates of GDP growth, and their prognostications receive much press attention. Despite this effort and scrutiny, GDP forecasts are not very accurate.
For example, since 1990, the root-mean-square error of the Blue Chip consensus forecast of GDP growth has been 1.5 percentage points based on forecasts published in the first month after the quarter (about three weeks prior to the release of the government's official "advance" GDP estimate).
The corresponding 95% confidence interval is 5.8 percentage points wide. Consensus forecasts are known to be more accurate than those of most individuals (Graham 1996 , McNees 1987 .
Despite the limited set of monthly indicators included in our model and our relatively short sample period, we are able to achieve an out-of-sample forecasting performance that is as good as, or better than, that of the Blue Chip consensus. An important contributor to our model's strong performance is the fact that we estimate it with real-time rather than end-of-sample-vintage data.
When our model is estimated conventionally, its forecasting performance suffers.
II. The Forecasting Problem
Consider the problem of forecasting a single variable, y, using time-series observations on a 1 × k vector, x, of other variables (which might possibly include lagged values of y). Official estimates of both x and y are subject to revision. The initial official estimate of y is based on at least as much information as is available to the econometrician. We adopt the following notation:
x(t) / the "true" period-t value of x, 0 # t y(t) s / the official estimate of y(t) released at time s, where s $ t.
x(t) s / the official estimate of x(t) available at time s $ t.
For concreteness, the reader may want to think of y(t) s as an official estimate of GDP growth. The econometrcian is trying to forecast GDP growth in quarter T > 0 (y(T)). No official estimate of quarter-T GDP growth has yet been released (y(T) T is, as yet, unavailable). However, an initial estimate of, (say) quarter-T employment growth is available and is included in the vector of variables observed by the econometrician (x(T) T ). 4 Also available and included in x(T) T might be partially revised official estimates of lagged GDP and employment growth.
Since the goal is to forecast y(T) using x(T) T , it seems natural to posit that y(t) and x(t) t are linearly related:
where w(t) captures both information available to the government at time t, but not to the econometrician, and information that is not available, even to the government, until after time t.
From the perspective of the econometrician, w(t) is a mean-zero disturbance orthogonal to x(t) t .
While heteroscedasticity cannot be ruled out, there are no a priori reasons to expect it.
Given an estimate of ", the econometrician forecasts y(T) in the obvious way, by setting where hats are used to indicate forecasted or estimated values. The challenge lies in obtaining the best possible estimate of ". In practice, y(t) is often observed with a substantial lag-if it is observable at all. Consequently, direct estimation of Equation 1 will typically be impossible except over a truncated sample period.
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To make progress on the estimation problem we must take a stand on how it is that the government goes about revising its official estimates of y(t). The analysis that follows is based on the assumption that the government's initial official estimate of y(t) is efficient, in the sense that future revisions are unpredictable at the time that the initial estimate is released. In particular, we assume that <(t) / y(t) -y(t) t and <(t) s / y(t) s -y(t) t (where s $ t) are uncorrelated with all variables in the information set of the government at time t. 6 A fortiori, <(t) and <(t) s are uncorrelated with all variables available to the econometrician at time t.
Although empirical tests of the efficiency assumption are not always supportive (Runkle 1998, Croushore and Stark 1999) , the fact that attempts to "second guess" government statistical reports at the time of their release are rare suggests that in many applications inefficiencies in the government's estimation process are small. Hence, prescriptions based on the efficiency hypothesis will often be a good guide to econometric practice. This contention is borne out in the GDP forecasting results we present later.
III. Alternative Estimation Strategies
For the most part, we take the set of right-hand-side variables as "given" in our analysis. We 
where
Since x(t) t and <(t) are uncorrelated under our efficiency assumption, ordinary least squares applied 
However, both y(t) t and x(t) t are in the government's information set at time t and, consequently, must be uncorrelated with <(t). It follows that var(w(t)) = var(T(t)) + var(<(t)) $ var(T(t)).
Except in the uninteresting case in which y(t) t is never revised, the Equation 3's error term has strictly lower variance than that of Equation 1. Consequently, estimating Equation 3 will, in any finite sample, yield parameter estimates more precise than those obtained by estimating Equation 1.
There is no a priori reason to expect T(t) to be heteroscedastic. Serial correlation can
usually be eliminated by expanding the vector x(t) t to include additional lags. Although inefficient, restricting x(t) t to include only first-release data still produces a forecast that is unbiased, conditional on the restricted information set. Swanson (1996) and Swanson and White (1996, 1997) have used first-release data sets to illustrate how estimation using current-vintage data can distort forecasting relationships, and to compare alternative forecasting models and model-selection criteria. Formally, under Strategy 2 the econometrician estimates
12 Under our assumption that <(t) T -1 is uncorrelated with information available to the government at time t, applying least squares to Equation 3' will yield an unbiased estimate of ".
However, since T(t) = y(t) t -x(t) t " and since both y(t) t and x(t) t are in the government's period-t information set, T(t) must be uncorrelated with <(t) T -1 . It follows that the variance of the error term in Equation 3' will be greater than the variance of the error term in Equation 3:
with strict inequality holding for at least one t < T -1. (The only exception occurs when the government's initial estimate of y(t) is never revised, so that Strategies 1 and 2 are identical.) More generally, the variance of the error term in Equation 3' can be expected to be decreasing in t, but is always at least as great as the variance of the error term in Equation 3. 13 Hence, for any s > t, the relationship between y(t) s and x(t) t is necessarily looser than that between y(t) t and x(t) t .
That the error term in Equation 3' has larger variance than the error term in Equation 3
means that the parameter vector, ", will be estimated less precisely if least squares is applied to the former equation than if it is applied to the latter. 14 The Strategy-2 counterpart to Equation 6 is forecasting exercises imitate this process, updating the vintage of the data used for estimating their models as they gradually extend their samples. In our notation, the conventional approach to realtime forecasting amounts to estimating
and where
revisions to the right-hand-side variables. We have already assumed that y(t) t is an efficient estimate of y(t) T -1 . Suppose, similarly, that x(t) t is an efficient estimate of x(t) T . Then neither
will be correlated with T(t) and, so,
where Correlation between .(t) and
Absent a complete offset, least squares will yield an inconsistent estimate of ". The argument is similar to that which underlies textbook discussions of the classic "errors-in-variables" problem, but is complicated by the fact that some of the right-hand-side-variable errors (some of the elements of >(t) T ) may be correlated with the left-hand-side-variable error (<(t) T -1 ).
(10)
In the classic errors-in-variables problem the limiting value of the least-squares coefficient vector is
, and X and = are T×k matrices whose tth rows are x(t) t and >(t) T , respectively. Thus, the least-squares coefficient estimates are inconsistent. More generally,
where E >< / plim[=N;/T] and ; is a T × 1 vector whose tth element is <(t) T -1 . While it is theoretically possible for the term in square brackets in Equation 11 to equal zero, there are no a priori grounds for believing that this condition will hold. Hence, Strategy 3 will typically yield an inconsistent estimate of " and a biased forecast of y(T).
As an extreme example, consider the special case in which " = 0, so that x(T) T is of absolutely no use in forecasting y(T). Equation 11 says that estimating a relationship between y and x using end-of-sample data (Strategy 3) will, nevertheless, yield a non-zero estimate of " insofar as revisions to y are correlated with revisions to the elements of x. Hence, one of the complaints that has been directed against forecasting analyses that use current-vintage data-that such analyses can lead the econometrician to include variables on the right-hand-side of his forecasting equation that, in real time, have little marginal predictive power-applies also to any real-time analysis that uses end-of-sample vintage data.
Intuitively, there really isn't that much difference between coming up with a forecast of (say) 1997:Q1 GDP growth using an equation estimated with 1997:Q1-vintage data (a Strategy-3 real-time forecasting exercise) and coming up with a forecast of 1997:Q1 GDP growth using an equation estimated through 1996:Q4 but with the latest-available data (the approach taken by analysts who don't bother to collect real-time data). Some of the data for 1995 and 1996 may differ significantly between the two estimations, but revisions are likely to be small for earlier years. If sample periods extend back very far at all, both estimations will be dominated by heavily revised data-data that may contain more information on how revisions to GDP growth are related to revisions to the right-hand-side variables than on how recently released (and largely unrevised)
estimates of the right-hand-side variables are related to GDP growth.
Summary. In the typical forecasting problem, one must use today's data to try to predict a future official release of some variable of interest. There are three different ways one might go about estimating such a forecasting relationship. The most natural approach is to estimate the forecasting relationship using end-of-sample-vintage data for the left-hand-side variable and real-time-vintage data for each of the right-hand-side variables (Strategy 2). The coefficient estimates so obtained will be unbiased. We argued that in many cases one can expect to obtain more precise coefficient estimates-and, hence, better forecasts-by using real-time-vintage data on the left-hand-side of the forecasting equation as well as on the right-hand side (Strategy 1). However, real-world forecasters typically take just the opposite approach, estimating their forecasting equations using end-ofsample-vintage data on both the left-hand side and the right-hand side (Strategy 3). In general, the coefficient estimates obtained using the conventional approach are inconsistent and inefficient. An (12) important assumption underlying our theoretical results is that future revisions to official government estimates cannot be forecasted at the time the official estimates are first released.
IV. An Example: Forecasting Current-Quarter GDP Growth
The Model. To illustrate the importance of estimating forecasting models with real-time-vintage data, we attempt to predict current-quarter real GDP growth using monthly measures of real economic activity. Following Trehan (1992) , our set of monthly indicator variables includes nonfarm employment, real retail sales (nominal sales deflated by the consumer price index), and industrial production. These variables are all important and closely-watched direct measures of current real economic activity. Non-farm employment and industrial production are among only four variables included in the Conference Board's composite coincident index, and real retail sales serve as a timely proxy for a third component of that index (real manufacturing and trade sales).
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To obtain our forecasting models, we regress quarter-to-quarter changes in real GDP on a constant and five month-to-month changes in each of our three coincident indicators. Table 1 -are unambiguous. There is no indication that real-time employment, industrial production and retail sales are related any differently to initial estimates of GDP growth than they are to latest-available (January 1999) estimates of GDP growth. The F statistic associated with the regression has a P value of 0.448.
The main competition for our preferred estimation technique is Strategy 2, which puts realtime-vintage data on the right-hand side of the forecasting equation for estimation, but end-ofsample data on the left. For Strategy 1 to yield more precise finite-sample coefficient estimates than Strategy 2 it is sufficient (not necessary) that revisions to official estimates of y(t) be uncorrelated with the initial releases of that variable (y(t) t ) and with the vector of right-hand-side variables (x(t) t ).
In the present context, we can expect Strategy 1 to yield more accurate GDP forecasts than Strategy 2 provided GDP revisions are not predictable using first-release GDP data and real-time-vintage growth in employment, industrial production and retail sales. Results from the relevant regression-displayed on Line 2 of Table 1 -are encouraging: the hypothesis that GDP revisions are unpredictable cannot be rejected at the 5 percent significance level (although only just).
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In-Sample Performance. Results of these recursive forecasting exercises are displayed in Table 3 for models estimated using Strategies 1, 1', 2, and 3. Table 3 also shows how well Equation 12 appears to perform when estimated and evaluated naively, using current-vintage data throughout. This last approach yields potentially misleading results, since both the data used to obtain coefficient estimates and the data substituted into the right-hand side of the estimated equation to obtain a "forecast" would not actually have been available to an analyst in real time. Nevertheless, the naive approach to forecast evaluation is frequently used in practice.
As expected, Strategy 1 (which uses exclusively real-time-vintage data) beats out both Table 3 suggests that the answer is "probably not."
Thus, a naive evaluation methodology (which relies entirely on current-vintage data) predicts fairly accurately the root-mean-square forecast error generated by Strategy 3. In contrast, the naive approach gives a markedly too-pessimistic view of the real-time performance of Strategy 1.
The final two rows of Forecasting "Advance" and "Final" GDP. All of the performance statistics presented up to this point have assumed that the analyst wants the best possible prediction of "true" GDP growth. In practice, true GDP growth is approximated using GDP growth as it appeared in January 1999.
Thus, Tables 3 and 4 evaluate alternative estimation strategies with reference to January 1999 GDP data. However, a case can be made that many real-world analysts are, and ought to be, more concerned with predicting GDP statistics that have undergone only a few revisions than with predicting GDP statistics released many years after the fact. It is, after all, the relatively early GDP releases that are most likely to affect the current decisions of households and businesses and, hence, the future course of the economy. Accordingly, we briefly consider the performance of alternative estimation strategies in forecasting the first ("advance") and third ("final") GDP estimates, which become available one month and three months after the end of the quarter, respectively. Results are presented in Table 5 , which is similar in format to Table 3 . We confine our analysis to our preferred estimation technique (Strategy 1), the most commonly used estimation technique (Strategy 3), and the Blue Chip consensus forecast.
Two main conclusions emerge from Table 5 . First, early GDP releases are substantially easier to predict than are late releases. Thus, the root-mean-square errors recorded in Table 5 are uniformly lower than the corresponding root-mean-square errors in Table 3 . Within Table 5 , rootmean-square errors are lower when forecasting the advance GDP release than when forecasting the final GDP release. These findings are consistent with in-sample estimation results reported in Table   2 , and are exactly what one would expect to see given the unpredictability of revisions to the government's GDP estimates. When revisions are unpredictable, stripping the revisions away eliminates noise from the equation. The second main conclusion to emerge from Table 5 is that the relative ranking of the alternative forecasts is unaffected by whether the goal is to predict an early or a late GDP release. If anything, the performance of the monthly indicators model appears to improve relative to that of the Blue Chip consensus forecast when predicting early releases.
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V. Concluding Remarks
In most economic forecasting applications, the data that are substituted into the right-handside of the forecasting equation to obtain an actual out-of-sample forecast have undergone few, if any, revisions. We have argued that this fact needs to be taken into account when the forecasting equation is first estimated. In particular, at each date within his sample the econometrician estimating a forecasting equation ought to use only right-hand-side data that would have been available at the time. We call these "real-time-vintage" data. Real-time-vintage data sets are more complete than "unrevised" or "first-release" data sets because at each within-sample date they include revisions that would have been known at that date. Intuitively, if the government's initial release is efficient, using it on the left-hand side of the equation strips away unpredictable noise from the dependent variable. Because the real-time information on the right-hand side of the forecasting equation is more closely related to the government's initial estimate of the left-hand-side variable than it is to any revised estimate, a regression with first-release data on its left-hand side will yield more precise coefficient estimates than a regression with revised data on its left-hand side. First-release data are to be preferred for estimation even if the analyst is ultimately interested in predicting revised data.
We certainly do not believe that every government estimate is fully efficient. However, we do believe that attempts to second guess government estimates at the time of their release are sufficiently uncommon as to suggest that efficiency may be a useful approximation in many applications.
In the particular application considered here-forecasting current-quarter GDP using monthly data on employment, industrial production, and retail sales-we find that our theoretical findings are borne out. A substantial improvement in out-of-sample performance is achieved if the forecasting equation is estimated with real-time-vintage data on its right-hand side, rather than end-of-sample vintage data. There is a further improvement if first-release GDP growth is used as a left-hand-side variable for estimation purposes. Properly estimated, our simple model appears to outperform the Blue Chip consensus GDP forecast.
APPENDIX
A. The Data Requirements of the Alternative Estimation Strategies
A simple example will help illustrate the data requirements of the alternative forecasting strategies discussed in the main text. Suppose that the econometrician is interested in forecasting GDP growth using current and two lags of employment growth. Available GDP data extend from t = 0 to t = T -1. As shown in Table A .1, we can arrange the GDP data in a triangular array with T rows and T columns. In the upper left-hand corner is the period-0 official estimate of period-0 GDP growth (y(0) 0 ). In the upper right-hand corner is the period-T-1 official estimate of period-0 GDP growth (y(0) T -1 ). And in the lower right-hand corner is the period-T-1 official estimate of period-T-1 GDP growth (y(T -1) T -1 ). In general, as one moves from left to right along a row, one is looking at increasingly up-to-date estimates of a particular quarter's GDP growth. As moves from top to bottom along a column, the vintage of the GDP estimates stays constant, but one is looking at GDP growth in ever more recent periods. 1 Strategy 1 uses data from along the main diagonal of the data array for estimation purposes. Strategies 2 and 3 use data from the right-most column.
Under Strategy 1, as T increases (so that the sample period is extended), the econometrician simply adds a new GDP growth observation to the end of his data set. (In Table A .1, all that's needed is one new diagonal element at the lower right of the data array.) Under Strategies 2 and 3, the entire data set is discarded and replaced with a new set of GDP-growth observations of vintage Table A .1, an entire new column of data must be added to the data array.) Suppose that the econometrician wishes to conduct an ex post, real-time, recursive-forecast exercise-an exercise in which the model is estimated and re-estimated as the sample period is gradually extended, for each sample period using only data that would have been available at the time. Under Strategy 1, the econometrician need collect only one series of GDP growth estimates-a series consisting entirely of initial releases. Under Strategies 2 and 3, the econometrician must collect a data set of vintage T -1 that covers GDP growth over the entire interval from t = 0 to t = T -1, a data set of vintage T that extends from t = 0 to t = T, and so forth. Table A Note that the employment-growth observations used under Strategies 1 and 2 in this example do not consist only of first-release data: at each point in the sample, current-quarter employment growth is first release, but lagged employment growth is revised. Hence, in the main text we call the right-hand-side data under Strategies 1 and 2 "real-time vintage" rather than "first release."
T. (In
Restricting oneself to first-release right-hand-side data (Strategy 1') amounts to taking data only from the main diagonal of the array, rather than from the main and two adjacent diagonals.
To see how serial correlation can arise under Strategy 1', when it is absent under Strategy 1, consider the difference between the right-hand-side variables under the two strategies. Under Strategy 1, the right-hand-side variables at time t are e(t) t , e(t -1) t , and e(t -2) t . Under Strategy 1', the right-hand-side variables are e(t) t , e(t -1) t -1 , and e(t -2) t -2 . The differences between the righthand-side variables under the two strategies are thus 0, e(t -1) t -e(t -1) t -1 , and
. At time t -1, the corresponding differences are 0, e(t -2) t -1 -e(t -2) t -2 , and e(t -3) t -1 -e(t -3) t -3 . The overlap (the terms in bold-faced type), means that the information that is left out as one goes from Strategy-1 to Strategy-1' estimation can be expected to be correlated over time.
B. More on the Gains from Strategy-1 Estimation
Strategy-1 coefficient estimates-obtained by regressing first-release data (y(t) t ) on real-timevintage data (x(t) t )-are unbiased if revisions to the left-hand-side variable are uncorrelated with information available to the econometrician at the time of the variable's initial release. If y(t) t is a fully efficient estimate of y(t), then Strategy-1 coefficient estimates can be expected to be more precise than those obtained by using some later estimate of y(t) as the left-hand-side variable. This appendix documents the potential payoff, in improved forecasting accuracy, from using Strategy-1 estimation, and discusses circumstances in which the payoff is likely to be large.
We consider the case where the econometrician wishes to forecast y(T) using a single righthand-side variable and a constant. Thus, Equation 1 in the main text takes the form: 1) and, similarly, Equation 3 in the main text becomes 2) where
For example, y(t) might be quarterly real GDP growth and x(t) same-quarter employment growth. We assume that the government's initial y(t) estimate is efficient, so that <(t) is uncorrelated with all variables in the government's period-t information set.
Suppose that y(t) becomes available within one period of the initial release, so that direct To reach conclusions about the ex ante expected performance advantage of Strategy-1 estimation relative to Strategy-2 estimation, one must assume something about the distribution from which the x(t) t are drawn. Suppose, for example, that the x(t) t (t = 0, 1, ...T) are independent draws from a normal distribution, and consider the ratio of the Strategy-1forecast-error variance to the Strategy-2 forecast-error variance:
It is easily seen that F is distributed as F 1,T-1 if the x(t) t are independent normal. It follows that (T -1)/(T -1 + F) has a beta distribution with parameters (T -1)/2 and ½ (Hogg and Craig 1970, p. 134) , and that the mean of the forecast-variance ratio is (B.7)
Consistent with results (discussed above) for the case in which the x(t) t are known, Equation B.7
says that the expected performance advantage of Strategy 1 is greater the more important are revisions to the government's official estimates of y(t) and the smaller is the sample size over which the econometrician's forecasting equation will be estimated.
For the monthly-indicators GDP-growth model developed in the main text, the in-sample estimation results reported in Table 2 .
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more recent vintages ! 8. Consider, for example, the extreme case in which y(t) = x(t) + z(t) where x(t) and z(t) are both white noise. Suppose that x(t) is observed by both the government and the private sector at time t (so that x(t) t = x(t)), but z(t) is not observed until later. In the notation used above, " = 1, y(t) t = x(t)", T(t) / 0 and w(t) = <(t) = z(t). Clearly, in any finite sample the analyst will do better to "estimate" the equation y(t) t = x(t)" (which fits the data perfectly) than to estimate the equation y(t) = x(t)" + w(t), although both strategies yield unbiased estimates of ".
9. The exception is when revisions to the government's methodology for calculating y(t) are so great as to shift ". Ideally, the analyst would apply the government's latest methodology retroactively, using real-time vintage source data to obtain methodologically-consistent series for y(t) t and x(t) t . A more practical alternative is to test for structural breaks coincident with major methodological revisions and-if necessary-introduce one or more dummy variables on the righthand side of Equation 3. Because it assumes that " is constant over time, our empirical analysis tends, if anything, to put Strategy 1 at a disadvantage relative to the usual estimation technique (Strategy 3).
10. As noted above, our primary focus is on choosing the proper vintage data, taking the set of right-hand-side variables as "given." Variable selection clearly influences the performance of a
Strategy-1 forecasting model through its effects on the variance of T in Equation 7. It follows quarters, .(t) will also be serially correlated. See Croushore and Stark (1999) for a thorough documentation of the properties of revisions to several macroeconomic data series.
17. The final component of the coincident index-real personal income-is released substantially later than the others. For a review of the timing of various statistical releases and their relationship to GDP, see Rogers (1998) .
18. Based partly on findings reported in Koenig (1996) and Fitzgerald and Miller (1989) , we tried including lagged GDP growth, manufacturing capacity utilization, the aggregate hours of workers in the service-producing sector, and the ratio of goods-producing to service-producing hours as additional right-hand-side variables. However, none of these variables was statistically significant, and we dropped them from our analysis. Thus, the quarter-to-quarter percentage change in output is a weighted average of five month-tomonth percentage changes in the coincident indicator. In our GDP model, the exact pattern of weights suggested by this example was rejected in formal statistical tests, so we left the coefficient weights attached to the right-hand-side variables unrestricted in our regressions.
21. Ellis Tallman graciously provided industrial-production data. Other data were culled from a variety of official government sources.
22. Data are actually measured as of the middle of the month following the close of the quarter.
The initial official GDP estimate is released about two weeks later. 26. We conducted similar formal comparisons of the forecasting performance of the monthly indicators model with that of a real-time autoregression (Note #25). In these tests, the indicators model was found to be encompassing but not encompassed regardless of how it was estimated.
27. See West and McCracken (1998) . The West-McCracken result assumes that certain technical conditions are also met. Among them is the requirement that the methodology used to estimate the forecasting model of interest yield unbiased parameter estimates (West and McCracken, Assumption 2). The unbiasedness condition is typically be violated by Strategy 3,  but an analyst unfamiliar with our arguments would not be aware of this problem.
28. Including constants in the regressions does not change these results. Table 4 
Encompassing tests similar to those reported in
