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We investigate the out-of-equilibrium dynamics of ultracold atoms trapped in an optical lattice and loaded
into an optical resonator that is driven transversely. We derive an effective quantum master equation for weak
atom-light coupling that can be brought into Lindblad form both in the bad and good cavity limits. In the so-
called bad cavity regime, we find that the steady state is always that of infinite temperature, but that the relaxation
dynamics can be highly non-trivial. For small hopping, the interplay between dissipation and strong interactions
generally leads to anomalous diffusion in the space of atomic configurations. However, for a fine-tuned ratio of
cavity-mediated and on-site interactions, we discover a limit featuring normal diffusion. In contrast, for large
hopping and vanishing on-site interactions, the system can be described by a linear rate equation leading to
an exponential approach of the infinite-temperature steady state. Finally, in the good cavity regime, we show
that for vanishing on-site interactions, the system allows for optical pumping between momentum mode pairs
enabling cavity cooling.
I. INTRODUCTION
Ultracold atomic gases have proven to be an ideal play-
ground for simulating quantum many-body physics [1, 2]. The
Bose-Hubbard (BH) model [3] is a paradigmatic example for
which the superfluid-Mott insulator phase transition has been
observed experimentally [4].
More recently, ultracold atomic gases have been loaded
inside optical cavities [5]. These set-ups are very interest-
ing experimentally as cavity photon losses provide a win-
dow for in-situ monitoring of the system. The global light-
matter coupling mediates long-range interactions among the
atoms. This has led to the experimental realization [6–11] of
the well-known Dicke phase transition [12–15] with the ob-
servation of coherent emission of the cavity field and atomic
self-organization. Additionally, the intrinsic dissipative na-
ture of cavities makes these set-ups an interesting arena for
the study of systems out of equilibrium [16–18]. This is excit-
ing as it has been shown that such systems can exhibit novel
universality classes and dynamical critical behavior [19, 20].
The description of ultracold atoms in optical lattices cou-
pled to a cavity mode can be based on a BH-type model whose
physics is determined by the competition between kinetic en-
ergy, on-site, and infinite-range interactions. The ground-state
phase diagram of this system and quench dynamics were ex-
plored experimentally [21–23]. Further theoretical studies
have since analyzed the excitation spectrum of the system
[24], considered the effects of incommensurate lattices [25],
and treated the trapping potential explicitly [26]. This has
provided a detailed understanding of the coherent phenomena
of the system. However, little is known about its far-from-
equilibrium nature. Driven-dissipative systems can exhibit
notably different phase diagrams from their equilibrium coun-
terparts [16] and the interplay of interactions and dissipation
can lead to unusual relaxation dynamics [27–30].
In this paper we investigate the effects of dissipation in the
set-up realized in Ref. [22]. The model is introduced in Sec. II.
For weak atom-light coupling, we derive an effective quantum
master equation for the atoms by adiabatically eliminating the
cavity field (Sec. III). In the bad cavity limit (Sec. IV), where
the cavity field adiabatically follows the atoms, we recover the
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FIG. 1. Schematic representation of the system. A gas of ultracold
atoms is placed inside a high-finesse cavity with cavity wavelength
λc and photon loss rate κ. Two lasers of wavelength λ (red arrows)
form a periodic lattice potential of wavelength λ
2
. Atoms can hop
across the lattice in the x-z plane with an amplitude J and are subject
to an on-site interaction U . The laser in the transverse direction also
acts as an external pump which can scatter photons off the atoms into
the cavity and vice versa.
effective Hamiltonian studied in Refs. [22, 24–26], but supple-
mented with measurement-induced dephasing between states
of different imbalance between the even and odd sites. The
steady state is that of infinite temperature, however, the re-
laxation dynamics can change drastically: For small hopping
(Sec. IV A), the atoms explore configuration space in anoma-
lous diffusion [28–30]. In contrast, if short- and long-range
interactions are of the same order, their effects can cancel giv-
ing rise to normal diffusion. For large hopping and vanishing
short-ranged interactions (Sec. IV B), we show that the dy-
namics can be reduced to a linear rate equation predicting an
exponential relaxation to the infinite-temperature state. Fi-
nally, in Sec. V, we study the good cavity limit for zero on-
site interactions, where optical pumping between momentum
pairs enables cavity-assisted cooling, similar to the one ob-
served in Ref. [31]. We conclude in Sec. VI.
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2II. MODEL
We consider a gas of ultracold atoms placed inside an op-
tical cavity, in the presence of an external optical lattice and
driven by a pump laser in the direction transverse to the cavity
axis (see Fig. 1). We focus on the case where the cavity wave-
length λc is commensurate with that of the lasers forming the
lattice λc = λ. Such a system can be described with the BH
model including an atom-light interaction term [22], which in
the rotating frame of the pump reads (~ = 1)
Hˆ = HˆU + HˆJ + Hˆ∆ + g(aˆ
† + aˆ)Φˆ, (1)
with HˆU + HˆJ = U2
∑
i nˆi (nˆi − 1) − J
∑
〈i,j〉 bˆ
†
i bˆj the BH
Hamiltonian, being nˆi = bˆ
†
i bˆi the atomic number operator at
site i and Φˆ =
∑
e nˆe−
∑
o nˆo, where e/o stands for even/odd
sites. The operators aˆ and bˆ obey bosonic commutation rela-
tions. Here, J is the nearest neighbor hopping amplitude and
U the on-site interaction strength. The third term represents
the cavity photons Hˆ∆ = −∆aˆ†aˆ, where ∆ = ωpump − ωcav
is the laser detuning with respect to the cavity mode, and the
last term is the light-matter coupling induced by the pump.
This interaction corresponds to photon scattering between the
pump field and the cavity mode, which is determined by the
atomic distribution across the lattice.
We include cavity losses using the quantum master equation
∂tρˆ = Lρˆ ≡ (−i)[Hˆ, ρˆ] + κD[aˆ](ρˆ) (2)
whereD[aˆ](?) ≡ aˆ ? aˆ†− 12 {aˆ†aˆ, ?} is the standard dissipator
and κ is the rate of photon loss. As we are most interested in
characterizing the atomic dynamics, we focus on the case of
weak light-matter coupling g. In this regime, we can adiabati-
cally eliminate the photonic degrees of freedom and obtain an
effective description for the atoms.
III. ADIABATIC ELIMINATION
Adiabatic elimination for equations of the form (2) can be
carried out using the Nakajima-Zwanzig formalism [32]. This
yields an effective equation of motion for the reduced atomic
density matrix to second order in the light-matter coupling g
P ρˆtot(t) =PLatP ρˆtot(t) (3)
+ g2PLint
∫ ∞
0
dt′ e(Lat+Lph)t
′LintP ρˆtot(t− t′),
where the projector P is defined as P ρˆtot(t) = Trph[ρˆ(t)] ⊗
ρˆssph, with ρˆ
ss
ph the steady state density matrix for the photons
in the absence of coupling. The Liouvillian terms are defined
as Latρˆtot = (−i)[HˆU + HˆJ , ρˆtot], Lphρˆtot = (−i)[Hˆ∆, ρˆtot] +
κD[aˆ](ρˆtot) and Lintρˆtot = (−i)[Hˆint, ρˆtot].
To take the trace over the photon sector, we need to consider
correlation functions of the form 〈ξˆ(t)ξˆ(t′)〉, with ξˆ = aˆ† + aˆ
and where 〈. . . 〉 denotes an average for g = 0. These can be
obtained by considering the bath coupled to the light field as
a zero-temperature source of white noise, i.e. the only non-
vanishing correlation function is 〈aˆin(t)aˆ†in(t′)〉 = δ(t − t′),
where aˆin and aˆ
†
in are input noise operators [33]. This yields
〈ξˆ(t)ξˆ(t′)〉 = 〈aˆ(t)aˆ†(t′)〉 = e−κ2 |t−t′|+i∆(t−t′). Inserting
this into (3) and tracing over the cavity mode, we obtain
˙ˆρat(t) =Latρˆat(t)
− g2
∫ ∞
0
dt′
(
e−
κ
2 |t′|+i∆t′ [Φˆ(0), Φˆ(−t′)ρˆat(t)]
+ e−
κ
2 |t′|−i∆t′ [ρˆat(t)Φˆ(−t′), Φˆ(0)]
)
, (4)
where ρˆat(t) = Trph[ρˆ(t)], Φˆ(t) = eiHˆattΦˆe−iHˆatt and we
have made use of the Markov approximation. Since (4) is an
integro-differential equation, it is difficult to use in practice.
The imbalance operator Φˆ =
∑
e nˆe −
∑
o nˆo commutes
with the on-site interactions [HˆU , Φˆ] = 0, so its free evolu-
tion is Φˆ(t) = eiHˆJ tΦˆe−iHˆJ t. In the quasimomentum ba-
sis bˆk = 1√K
∑
j bˆje
ikj , where j denotes the lattice sites, K
is the total number of sites, and k = 2piK n the quasimomen-
tum with n = 0, . . . ,K an integer, HˆJ =
∑
k εk bˆ
†
k bˆk and
Φˆ =
∑
k bˆ
†
k bˆk−kpi , with kpi = pi. We then have Φˆ(t) =∑
k e
i(εk−εk−kpi )t bˆ†k bˆk−kpi . Using this property, we can in-
tegrate over t′ and obtain
˙ˆρat =(−i)[HˆU + HˆJ , ρˆat]
+ g2
∑
k∈BZ
{
G(−εk + εk−kpi )[bˆ†k bˆk−kpi ρˆat, Φˆ]
−G∗(εk − εk−kpi )[ρˆatbˆ†k bˆk−kpi , Φˆ]
}
(5)
with
G(ω) =
∫ ∞
0
dt′ e−
κ
2 |t′|+i(∆+ω)t′
=
κ/2
(∆ + ω)2 + κ2/4
+ i
∆ + ω
(∆ + ω)2 + κ2/4
, (6)
where the sums over k run over the first Brillouin zone (BZ)
k ∈ [−pi, pi). Equation (5) is a Markovian quantum master
equation that is local in time. However, its non-Lindblad form
makes its physical interpretation not straightforward.
It is possible to bring (5) into Lindblad form in two different
regimes: the bad cavity limit J  (κ, |∆|), where G(ω) be-
comes independent of ω, and in the good cavity limit, where
terms of the form (bˆ†k bˆk−kpi )
2 can be safely neglected using
a rotating wave approximation (RWA). In the following, we
focus on the bad cavity limit and will discuss the good cavity
limit in Sec. V.
IV. BAD CAVITY REGIME J  (κ, |∆|)
In the bad cavity limit J  (κ, |∆|), the cavity follows the
dynamics of the atoms adiabatically, and G(ω) = κ/2∆2+κ2/4 +
3i ∆∆2+κ2/4 , which allows us to bring (5) into Lindblad form
˙ˆρat = (−i)[Hˆeff, ρˆat] + γD[Φˆ](ρˆat) (7)
with
Hˆeff = HˆU + HˆJ + HˆUl , (8)
where
HˆUl = −
Ul
K
(∑
e
nˆe −
∑
o
nˆo
)2
, (9)
with
Ul = −Kg2Im[G(εk − εk−kpi )] = −K
g2∆
∆2 + κ
2
4
(10)
γ = 2g2Re[G(εk − εk−kpi )] =
g2κ
∆2 + κ
2
4
. (11)
The effective Hamiltonian (8) features hopping, on-site inter-
actions, and infinite-range interactions HˆUl , a consequence
of the global coupling of all atoms to the single-mode cav-
ity field. The Hamiltonian (8) has been previously studied in
Refs. [24–26] where it was shown that the ground-state phase
diagram exhibits four phases classified by the presence or ab-
sence of atomic coherence and even-odd imbalance.
Crucially, we find that there is dephasing between atomic
configurations corresponding to different imbalance with rate
γ, which comes as the dissipative counterpart to the coherent
long-range interactions HˆUl . Since Φˆ is Hermitian, the dis-
sipator can be rearranged as a commutator with the density
matrix D[Φˆ]ρˆat = 12 [Φˆ, [ρˆat, Φˆ]], meaning that the steady state
ρˆssat needs to obey [ρˆ
ss
at , Hˆeff] = [ρˆ
ss
at , Φˆ] = 0.
For J = 0, the Hamiltonian and the relaxation operator sat-
isfy [Hˆeff, Φˆ] = 0, making the quantum master equation (7)
exactly solvable. Since both Hˆeff and Φˆ are diagonal in the
site basis, the steady states correspond to number states in this
basis. The dissipator in (7) eliminates coherences between
states associated with different eigenvalues of Φˆ, but does not
affect coherences between states where these are equal. For
a general initial state, expressed in number state basis, this
means the density matrix can be decomposed in blocks, cor-
responding to different eigenvalues of Φˆ, which remain un-
changed by dynamical evolution and will preserve coherence
in the long time limit. Steady states with non-vanishing co-
herences are usually referred to as decoherence free subspaces
[34] and have been subject of much investigation due to po-
tential applications for quantum computing [35].
For J 6= 0, Hˆeff and Φˆ do not commute anymore [Hˆeff, Φˆ] 6=
0. From this, it follows that the steady state is unique and
ρˆssat ∝ 1 . This corresponds to a steady state of the form
ρˆ(t = ∞) = 1M
∑
n |n〉〈n|, where n = (n1, n2, ..., nK) de-
notes a specific atomic configuration and M =
(
K+N−1
N
)
,
i.e. the external pump eventually heats the system up to the
completely mixed (infinite-temperature) steady state.
In the following, we will study the relaxation dynamics to-
wards the infinite-temperature steady state. We find two dif-
ferent regimes: for small hopping the interplay between inter-
actions and dissipation leads to (normal and anomalous) dif-
fusion [28, 29], while for large hopping the steady state is
approached exponentially.
A. Small hopping limit J  (U,Ul, γ)
Following [28–30], we start our analysis by perturbatively
eliminating the density matrix coherences, given that for
strong interactions and in the presence of dephasing these
should not play an important role in the evolution of the sys-
tem. This yields an effective description in terms of the diag-
onal elements of ρˆat. We then simplify the problem by intro-
ducing a mean-field decomposition and obtain analytical re-
sults in the limit of large particle filling, where we can derive
a continuum description for the equations of motion.
The equations of motion for the coherences can be approx-
imated to
∂tρ
n+e1i,j
n ' [−iu(ni − nj + 1)− 2γ] ρn+e
1
i,j
n (12)
+ iJ
√
nl + 1
√
nr
(
ρnn − ρ
n+e1i,j
n+e1i,j
)
,
where edi,j is a vector whose ith component is equal to d, its
jth component equal to −d, and the rest are equal to 0. We
have also introduced the parameter u = U − 4Ul/K, which
effectively parameterizes the difference in strength between
the two types of interaction. The approximate sign stands for
having ignored the coupling to other coherences, which barely
influences the dynamics in this limit. We focus on this set of
coherences since they are the only ones coupled to the diago-
nal elements. Using J  (U,Ul, γ) we can integrate (12) to
obtain
ρ
n+e1i,j
n ' J
√
nl + 1
√
nr
u(ni − nj + d)− 2iγ
(
ρnn − ρ
n+e1i,j
n+e1i,j
)
, (13)
where we have neglected the transient terms and kept terms up
first order in (J/u, J/γ) (see Supplemental Material in [30]
for further details). Plugging this in the equations of motion
for the diagonal elements, we obtain
∂tρ
n
n =4γJ
2
∑
〈i,j〉
d=±1
(ni + δd,1)(nj + δd,−1)
u2(ni − nj + d)2 + 4γ2×(
ρ
n+edi,j
n+edi,j
− ρnn
)
. (14)
Note that short- and long-ranged interactions only influence
the dynamics through the factor of u in (14). This indicates
that even when the system is strongly interacting, these in-
teractions can counteract each other, rendering their effects
negligible and leaving J and γ as the only energy scales.
4We thus distinguish two different regimes, uN/γ  1 and
uN/γ  1.
We simplify the form of (14) using a Gutzwiller ansatz
ρˆ(t) =
K⊗
j=1
∑
nj
ρj(nj , t)|nj〉〈nj |
 , (15)
where we only make a distinction between even and odd sites
ρe(m, t) 6= ρo(m, t), but consider all even/odd to be equiva-
lent among themselves ρe(o)(m, t) = ρe′(o′)(m, t). Plugging
this ansatz into (14) we obtain
∂tρe(o)(n, t) = 4zJ
2γ
∑
m
d=±1
(n+ δd,1)(m+ δd,−1)
u2(n−m+ d)2 + 4γ2×[
ρe(o)(n+ d, t)ρo(e)(m− d, t)− ρe(o)(n, t)ρo(e)(m, t)
]
,
(16)
where z is the coordination number and f = N/K is the
lattice filling. By integrating this equation numerically we can
access all the properties of the system. In this language, the
steady state of the system now adopts the form ρe(o)(n, t =
∞) = 1M
(
K+N−n−2
N−n
)
. Considering the limit of large system
size K → ∞, this can be recasted as ρe(o)(n, t = ∞) '
fn+1/[f(1 + f)n+1] using Stirling’s formula.
To explore (16) analytically, we follow Refs. [28–30] by
considering the limit of large filling f and introducing a con-
tinuous variable x = n/f . The probability distributions
are redefined as pe(o)(x = n/f, t) = fρe(o)(n, t), with
pe(o)((n + 1)/f, t) = pe(o)(x, t) + ∂x[pe(o)(x, t)]dx and the
steady state given by pe(o)(x,∞) = e−x.
We choose to focus first on the case where uN/γ  1. In
the continuum limit, the equations of motion (16) read
∂τ1pe(o)(x, τ1) = ∂x
[
Do(e)(x, τ1)∂xpe(o)(x, τ1)
− Fo(e)(x, τ1)pe(o)(x, τ1)
]
(17)
with
Di(x, τ1) =
∫ ∞
0
xypi(y, τ1)
(x− y)2 + 4γ2u2f2
dy (18)
Fi(x, τ1) =
∫ ∞
0
xy∂ypi(y, τ1)
(x− y)2 + 4γ2u2f2
dy , (19)
and where we have introduced a dimensionless time τ1 =
t/t∗1, with t
∗
1 =
u2f2
4zJ2γ . Next, we analyze (17) in the limits
where analytical solutions can be obtained.
For short times τ1  1, we can ignore the effects of
Fe(o)(x, τ1) by considering sharply peaked and symmetrically
distributed initial conditions pe(o)(x, 0) = δ(x − xe(o)). The
dynamics around these initial points xe(o) can then be approx-
imated by
∂τ1pe(o)(x, τ1) = ∂x
[(
xexo
(x− xo(e))2 + 4γ2u2f2
)
∂xpe(o)(x, τ1)
]
.
(20)
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FIG. 2. Dynamical evolution of the local particle fluctuations of the
even sites for different fillings and xe = xo = 1 in the two different
regimes from (16) (solid color lines). The insets show the evolution
for xe = 1 +  and xo = 1 − . Dashed black lines correspond to
the analytical results (22) and (27).
Ignoring the term of order γ/uN in the denominator,
Eq. (20) allows for a scaling solution of the form pe(x, τ1) =
ge(ξ)/τ
ν
1 with ξ = x/τ
ν
1 , leading to
pe(o)(x, τ1) =
1
4Γ(5/4)(xexoτ1)1/4
e−
(x−xe(o))4
16τ1xexo . (21)
This corresponds to anomalous diffusion of the probability
distribution at short times. Using (21), we can readily obtain
the local number fluctuations κi = 〈nˆ2i 〉 − 〈nˆi〉2, which reads
κe(o)
f2
=
Γ(3/4)
Γ(5/4)
√
xexoτ1. (22)
This initial fast growth of the fluctuations can be understood as
the system starting to explore neighboring configurations, sep-
arated by a small energy barrier from the initial state. Anoma-
lous diffusion was also obtained in [29] for a BH model under
the effects of local dephasing. This indicates that the impact
of strong interactions on the dynamics is independent of their
range of action and that the global nature of the dephasing in
(7) does not play a major role within this level of approxima-
tion.
5In Fig. 2(a) we show the time evolution of the local particle
number fluctuations of the even sites for uN/γ  1 and xe =
xo = 1, resulting from numerical integration of (16). We see
that correlations do follow the power-law behavior predicted
from the analysis in the continuous limit. As expected, the
analytical results become more accurate for increasing values
of the particle filling. In the inset, we show the evolution of
the correlations for initial conditions with a finite imbalance
2 between even and odd sites, where xe = 1 +  and xo =
1 − . This imbalance results in a delayed approach of the
algebraic regime (22). This arises as the peaks of the effective
diffusion distribution in (20) and the initial probabilities are
centered at different points. Thus, the probability distribution
needs a certain amount of time to broaden before exploring
the region of space that leads to (21). For large enough ,
the anomalous diffusive behavior (22) can get washed out if
the broadening time required by pe(o)(x, τ1) is larger than the
time it takes to reach the reflective boundary at x = 0, where
Fe(o)(x, τ1) ≈ 0 stops being a good approximation.
In the opposite limit, where interactions are of the same
order, i.e. uN/γ  1, the behavior of the system becomes
drastically different. Equation (16) becomes
∂τ2pe(o)(x, τ2) = ∂x
[
D˜o(e)(x, τ2)∂xpe(o)(x, τ2)
− F˜o(e)(x, τ2)pe(o)(x, τ2)
]
, (23)
with
D˜i(x, τ2) =
∫ ∞
0
xypi(y, τ2)dy
F˜i(x, τ2) =
∫ ∞
0
xy∂ypi(y, τ2)dy , (24)
and τ2 = t/t∗2, where the new emergent time scale is t
∗
2 =
γ
zJ2 . Assuming same initial conditions as before, for short
times τ2  1, the dynamics around the initial points reduces
to
∂τ2pe(o)(x, τ2) = xexo∂
2
xpe(o)(x, τ2). (25)
Analogously to the previous case, this equation also allows
for a scaling solution, leading to
pe(o)(x, τ2) =
1
2
√
pixexoτ2
e−
(x−xe(o))2
4xexoτ2 (26)
and local number fluctuations
κe(o)
f2
= 2xexoτ2. (27)
This corresponds to normal diffusion, characterized by the
linear growth of κe in time. The emergence of this regime in
the limit uN/γ → 0 can be understood in terms of the spec-
trum of the effective Hamiltonian (8) for J = 0. For u = 0,
all atomic states become degenerate. As a result, the system
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FIG. 3. Dynamical evolution of the time derivative of the local
particle number fluctuations for different values of the filling f =
1, 4, 8, 12. We observe how for uN/γ  1 the time-scales at which
the steady state is reached become larger for increasing filling, con-
sequence of the large energy splitting with the states associated with
high on-site population (x  1). In contrast, for uf/γ  1, the
steady state is approached orders of magnitude faster as all configu-
rations are energetically degenerate. Dashed black lines correspond
to the analytical predictions for short times (22) and (27).
explores every configuration at the same rate, meaning that
the evolution of the probability distribution is the same at ev-
ery point in x, corresponding to a normal diffusion process
in configuration space. In Fig. 2(b) we present the evolution
of κe/f2 for uN/γ = 0. We find good agreement between
numerical results and (27) that improves for larger filling f .
We also see that an initial imbalance does not modify the evo-
lution of the correlations, which follows from the diffusion
function being homogeneous, i.e. it has the same form inde-
pendently of the initial point of the neighbouring site.
The long time behavior of the system can also be under-
stood in terms of the energy spectrum of (8). For uN/γ  1,
after the distribution reaches the x = 0 boundary, the dynam-
ics becomes dominated by the x  1 region. These configu-
rations are associated to states with large occupation numbers
and have a high energy cost to populate. As a result, there
is a slowdown of the dynamics, which becomes more pro-
nounced for higher fillings. This is shown in Fig. 3, where
one can see how for higher values of f the approach of the
steady state becomes increasingly slower. This phenomenon
was also observed in [29], where it is shown that correlations
exhibit a stretched exponential behavior κe(τ1) ∝ e−α
√
τ1 .
For uN/γ  1, this is no longer the case due to the energy
degeneracy among the different atomic configurations, which
allows the probability distribution to explore all the config-
uration space at the same rate, leading to a much faster ap-
proach of the steady state distribution. This behavior can be
observed in the inset of Fig. 3, where the time at which the
steady state is reached is orders of magnitude smaller than in
the uN/γ  1 case.
6B. Large hopping limit J  (U,Ul, γ)
We now return to Eq. (7) and consider the limit where
the hopping amplitude is the dominant energy scale J 
(U,Ul, γ). For convenience, we will consider vanishing on-
site interactions U = 0. In this regime, it is best to work
in momentum space, so we start with Eq. (5) in the limit
J  (|∆|, κ). To simplify the problem, we move to an in-
teraction picture, taking HˆJ as the free Hamiltonian, and per-
form a RWA, i.e. we eliminate all the left over rotating terms.
This yields
˙ˆρat =(−i)[Hˆeff, ρˆat]
+ γ
k<pi∑
k=0
{
D[bˆ†k bˆk−kpi ](ρˆat) +D[bˆ†k−kpi bˆk](ρˆat)
}
,
(28)
Hˆeff =
k<pi∑
k=0
[
(εk + δ)nˆk + (εk−kpi + δ)nˆk−kpi
+ 2δnˆknˆk−kpi
]
, (29)
with nˆk = bˆ
†
k bˆk and δ = g
2∆/(∆2 + κ2/4).
From the definition of Φˆ we know that this operator
only couples pairs of momentum states with momentum
differing by kpi . For U = 0, this means that [nˆk +
nˆk−kpi , Hˆeff] = 0. Together with [nˆk + nˆk−kpi , bˆ
†
k bˆk−kpi ] =
[nˆk + nˆk−kpi , bˆ
†
k−kpi bˆk] = 0, we find that the dynamics of
each pair of momentum states is decoupled from that of the
other momentum modes. For simplicity, we focus only on the
states k0 = 0 and kpi = pi, with HˆJ = −J(nˆk0 − nˆkpi ) and
Φˆ = bˆ†k0 bˆkpi + bˆ
†
kpi
bˆk0 . The reduced version of (28) reads
˙ˆρat = (−i)[Hˆeff, ρˆat] + γ
{
D[bˆ†k0 bˆkpi ](ρˆat) +D[bˆ
†
kpi
bˆk0 ](ρˆat)
}
(30)
with
Hˆeff = Nδ − J(nˆk0 − nˆkpi ) + 2δnˆk0 nˆkpi . (31)
As result of the RWA, the long-ranged interactions have been
reduced to a number-number interaction between the momen-
tum states k0 and kpi . This interaction modifies the spec-
trum of Hˆeff but commutes with the rest of the terms in (31).
The form of (31) leads to momentum being a good quan-
tum number [nˆk, Hˆeff] = 0. This feature enables us to re-
cast Eq. (30) as a linear rate equation of the form P˙i =∑
j(Γj→iPj − Γi→jPi), where Pi is the probability for the
system to be in a certain state |nk0 , nkpi 〉 and Γj→i are the tran-
sition rates between different states. This equation of motion
depends linearly on the state probabilities, as opposed to the
non-linear form of (16). The general solution for such a rate
equation corresponds to a linear combination of exponential
decays. Thus, in contrast to the results of the previous section,
the relaxation towards the steady state is now exponential.
Note that Γj→i = γ for all i,j, leading to Pi(t→∞) = 1/D,
being D = N + 1 the size of the Hilbert space, for all i,
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FIG. 4. Dynamical evolution of the diagonal density matrix ele-
ments for N = 30 and U = 0, in the bad (a) and good (b) cavity
regimes. The blue lines denote the solution obtained from (30) and
the dashed black lines from (2). In red, the time evolution of the aver-
age number of particles in the k0 state. Parameters: (a) g = 10−4κ,
∆ = −2κ, J = 10−4κ; (b) g = 10−4κ, ∆ = −2κ, J = κ. In both
cases all particles are initially in the momentum state k0 = 0.
i.e. the steady state is indeed an effective infinite temperature
state as expected. In terms of average population, this corre-
sponds to the atoms equally occupying each momentum mode
〈nˆk0〉 = 〈nˆkpi 〉 = N/2 in the steady state.
In Fig. 4(a) we present the evolution of the diagonal density
matrix elements from the numerical integration of (30) (solid
blue) and the full quantum master equation (2) (dashed black).
As expected, all the diagonal elements exponentially approach
the same steady state value and the population of the k0 mode
becomes N/2. The match between both numerical solutions
indicate the validity of the RWA for large hopping J .
We have checked numerically that small corrections due to
the rotating terms will only account for small oscillations at
very short times. The effect of small but finite U is that of
slowly spreading the atoms across all the available momen-
tum states. We expect that as the atoms start populating other
pairs of momentum modes differing by kpi , these will quickly
7thermalize into the steady state discussed above and eventu-
ally scatter towards other states at a rate of order U2/J  γ.
Once the atoms have explored all possible momentum modes,
the final state will correspond to an infinite temperature state
that spans the entire Hilbert space of the system, correspond-
ing to the steady state of Eq. (7).
V. GOOD CAVITY REGIME
This regime is characterized by the cavity being able to re-
solve the scales of atomic transitions, i.e. J ∼ (|∆|, κ). Thus,
our starting point is Eq. (5). In this limit, it is only possible to
bring this equation into Lindblad form by applying the RWA.
For our purposes, we will again consider the limit of vanish-
ing on-site interactions U = 0, in order to focus on the impact
of the cavity. This leads to
˙ˆρat =(−i)[Hˆeff, ρˆat]
+
k<pi∑
k=0
{
Γk,+D[bˆ†k bˆk−kpi ](ρˆat) + Γk,−D[bˆ†k−kpi bˆk](ρˆat)
}
,
(32)
with
Hˆeff =
k<pi∑
k=0
[
(εk + δk,−)nˆk + (εk−kpi + δk,+)nˆk−kpi
+ λknˆknˆk−kpi
]
, (33)
where δk,± = g2Im[G(∓εk± εk−kpi )], λk = δk,+ + δk,− and
Γk,± = 2g2Re[G(∓εk ± εk−kpi )].
We then reduce our description to a pair of representative
momentum states (k0, kpi), which reads
˙ˆρat = (−i)[Hˆeff, ρˆat] + Γ−D[bˆ†k0 bˆkpi ](ρˆat) + Γ+D[bˆ
†
kpi
bˆk0 ](ρˆat)
(34)
with
Hˆeff = (δ− − J)nˆk0 + (δ+ + J)nˆkpi + λnˆk0 nˆkpi , (35)
where δ± =
g2(∆±2J)
(∆±2J)2+κ2/4 , λ = δ+ + δ− and Γ± =
g2κ
(∆∓2J)2+κ2/4) are the transition rates. Analogously to (31),
here momentum is also a good quantum number, and thus
the dynamics of the states |nk0 , nkpi 〉 will be purely dissipa-
tive. This again allows to rewrite the master equation (34)
as a rate equation, where now the transitions |nk0 , nkpi 〉 →
|nk0 + 1, nkpi − 1〉 occur at rate Γ− and the transitions
|nk0 , nkpi 〉 → |nk0 − 1, nkpi + 1〉 at rate Γ+, leading to the
rates Γi→j satisfying detailed balance
Γ−
Γ+
=
κ2
4 + (2J −∆)2
κ2
4 + (2J + ∆)
2
= e
2J
Teff . (36)
Note that the form of these rates follow the Lorentzian form
of cavity spectral function (see Fig. 5(a)). In (36), Teff stands
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FIG. 5. (a) The spectral function Re[G(ω)] of the cavity field. For
zero-temperature white noise, this corresponds to a Lorentzian func-
tion of width κ centered at −∆. For positive(negative) values of
∆, i.e. a blue(red) detuned light field, we obtain pumping of the
high(low) momentum state. (b) The effective steady state temper-
ature Teff as a function of ∆/κ with J = κ. (c) Average number of
particles in the low momentum state 〈nˆk0〉/N as a function of ∆/κ,
with J = κ, for N = 1, 5, 10, 50 (dashed) and N → ∞ (solid).
The function becomes sharper for increasing N and develops a step
at ∆ = 0, where it always satisfies 〈nˆk0〉/N = 1/2. Vertical grey
dashed lines indicate ∆ = ±2J .
for the effective temperature of the system. The steady state
of the system is then given by a thermal distribution whose
temperature can be controlled via the detuning ∆. This en-
ables control over the population of the atoms which can be
optically pumped into either momentum mode according to
〈nˆk0〉 =
r − (N + 1)rN+1 +NrN+2
(1− r)(1− rN+1) , (37)
for r 6= 1, with r = Γ−/Γ+, and 〈nˆkpi 〉 = N − 〈nˆk0〉. The
case r = 1 corresponds to the bad cavity limit result (Γ+ =
Γ− = γ) with Teff = ∞ and 〈nˆk0〉 = N2 . In Fig. 5(b) and
(c), we present the effective temperature and the population
fraction of the k0 mode as a function of the detuning. The
dashed lines correspond to the results in Eqs. (36) and (37),
and the solid lines to the results from numerical integration
8of (2). Note that as the number of particles N becomes very
large the behavior of 〈nˆk0〉 becomes extreme, i.e. the atoms
fully polarize in either state only as a function of the sign of
∆. This follows from considering N → ∞ in (37) which
yields 〈nˆk0〉/N → 1 for ∆ < 0, 〈nˆk0〉/N → 0 for ∆ > 0,
and 〈nˆk0〉/N → 1/2 when ∆ = 0 or in the bad cavity limit
|∆|/J  1.
The dynamical behavior of (34) is shown in Fig. 4(b). The
system is initialized with all atoms in the k0 state and with
∆ = −2J . As expected, the atoms mostly remain in this
configuration when they approach the steady state. This can
also be observed in the behavior of 〈nˆk0〉 which remains very
close to 1 throughout the entire evolution. As previously, the
good match with the solutions obtained from (2) indicates the
validity of our approximations.
The presence of optical pumping in this regime is interest-
ing from the perspective of state preparation, as it could be
used as a cavity cooling mechanism to maximize the number
of particles in the BEC state. A similar strategy was used in
[31] for cavity cooling by pumping the system along the cav-
ity axis. The main difference with [31] is that here the energy
splitting between atomic transitions is not given by the recoil
energy of the atoms but instead by the hopping amplitude J .
Analogously to Sec. IV B, we expect the effects of finite but
small U to be that of slowly scattering the atoms into other
momentum configurations at a rate U2/J  Γ± and a final
state corresponding to each pair of momentum modes being
equally populated but obeying a thermal distribution between
the two modes.
VI. CONCLUSIONS
In this paper, we have studied the non-equilibrium dynam-
ics of a gas of ultracold atoms inside an optical resonator, in
the presence of an optical lattice and transverse driving. We
have shown that the relaxation dynamics of ultracold atomic
inside optical cavities can display a wide variety of different
behaviors, as a consequence of the competition between inter-
actions, hopping and dissipation.
In the bad cavity regime, we obtained that the steady state
always corresponds to infinite temperature. However, the ap-
proach to this steady state strongly depends on the considered
parameter regime. For small hopping, we integrated the co-
herences of the density matrix to obtain a description only in
terms of the probabilities associated to each atomic configu-
ration and analyzed these quantities using a Gutzwiller ansatz
and considering a continuum description in the limit of large
filling f . The result was an algebraic decay of the particle
number fluctuations, which can be associated with anomalous
diffusion if one of the interaction strengths dominates over the
other, or with normal diffusion when the interactions are of the
same order. For large hopping, by performing a RWA, we ob-
tained that the dynamics of the system is entirely dissipative
and shown that the resulting master equation can be mapped
into a linear rate equation. As a consequence, in this limit the
approach of the steady state is given by a linear combination
of exponential decays.
In contrast, in the good cavity regime, we found that for
vanishing on-site interactions, the system evolves into a dif-
ferent steady state, given by a thermal distribution between
pairs of momentum states. This allows for optical pumping
between these pairs as the effective temperature can be con-
trolled using the detuning ∆. This could be implemented as
an alternative scheme for cavity-assisted cooling of atomic
clouds in ultra-narrow band cavities, where one can access
good cavity regime.
Finally, we believe that all the presented results are within
experimental reach. Observation of the algebraic regime re-
quires (U,Ul, γ) J as realized in [22], with (U,Ul) = 10J-
40J . This can be tailored to uN  γ or uN  γ, while
satisfying the single-band approximation [22], i.e. all energy
scales being much smaller that the interband energy gap. Tun-
ing of the dissipation rate is available through γ ∝ V2D/∆2,
where V2D is the optical lattice depth, meaning that the ratio
γ/J can be controlled. The regime of exponential relaxation
could be observed by reducing the effective short-range in-
teractions by means of Feshbach resonances, using external
magnetic fields. Implementation of the bad cavity regime re-
quires detuning the pump laser such that |∆|  J , and using
an optical cavity with a linewidth of order κ ∼ MHz. Both
conditions are already fulfilled in [22], where ∆ ∼ MHz and
J ∼ Hz. Exploring the good cavity regime requires a detun-
ing on the order of ∆ ∼ Hz and an ultranarrow-band optical
cavity [10, 11, 31], where κ ∼ Hz.
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