Driven by increasing concerns over automotive safety, the development of on-board automotive driver assistance systems to alert drivers about potential collisions with objects such as pedestrians or vehicles has become a huge area of research. The aim of this paper is to present a novel approach for the first processing stage in many of these types of systems. An algorithm is presented which uses a single visual camera to identify Regions Of Interest (ROIs) in front of a moving vehicle, which may contain objects that represent a "threat". These ROIs are then categorised into different priorities depending on their position in the image, which in turn gives a measure of their threat level.
INTRODUCTION
Accidents involving vehicles contribute to injuring at least 10 million people each year worldwide. On top of this, the Parisbased Organisation for Economic Cooperation claim that the cost of these accidents, which may include hospital bills, damaged property, etc. adds up to 1-3% of the world's gross domestic product [1] . With these facts in mind, automotive manufacturers have invested considerable time and effort into technologies which help to reduce vehicular accidents. Safety systems such as Adaptive Cruise Control (ACC) and Lane Departure Warning can now be found in some luxury cars. Furthermore, with the everimproving computer technologies available at ever-decreasing cost, there is now scope for these manufacturers to develop onroad obstacle detection systems which will predict the likelihood of an accident and hopefully prevent an accident from happening.
At present, there are many systems available which deal with the threat of oncoming vehicles or pedestrians. Some researchers place the emphasis on detecting other vehicles, for example Betrozzi et al [2] whereas Gavrilla focused on detecting pedestrians [3] . However, it is clear that an acceptable system must be able to reliably detect both vehicles and pedestrians (as well as many other potential hazards) and even distinguish between the two.
In this paper, we present an algorithm for extracting Regions Of Interest (ROIs) from an incoming image, taken with a forward facing camera. These ROIs contain objects that may not necessarily be pedestrians or vehicles but are distinguishable from other background objects in the image, and may pose a danger to the vehicle. The possible threat levels of these ROIs are also taken into account. This can be viewed as an improvement on previous methods as it identifies potential dangers regardless of what the object actually is.
The outline of the paper is as follows. Section 2 gives a brief overview of the different approaches currently used. Section 3 presents the proposed algorithm, while Section 4 shows some results obtained using the algorithm. Section 5 describes future work and conclusions are presented in Section 6.
CURRENT APPROACHES
There are many different approaches to object detection in an automotive environment. These approaches vary in several ways, from the type of sensors used to the different styles of detection.
There are two main types of sensors used in object detection, active and passive sensors. Active sensors, such as RADAR [7] and LADAR [8] are sensors which send out electromagnetic energy and gather the information from the reflection of this energy. These sensors are generally useful for detecting objects right in front of the vehicle and determining approximate distances between objects but have a very poor field of view. Passive sensors, on the other hand, obtain information without radiating energy. IR and optical cameras are examples of this type of sensor. Passive sensors are of interest because they can often also be used for other applications. One disadvantage of active sensors is that they generally require greater computational power for image processing, however, this is becoming less significant as technology improves. In this paper, an optical camera is used since the proposed algorithm is designed primarily to work in well lit scenarios.
With an optical camera, object detection can be classified into three different categories:
With a knowledge based approach, prior knowledge of objects and their characteristics are required. This can be achieved with methods such as object symmetry [5] , colour segmentation [9] or template matching [10] . However, these methods are often computationally very expensive and are quite prone to identifying many false positives, especially in images where there is a lot of clutter.
With stereo based approaches, two or more cameras are utilised for triangulated depth in a scene. They can make use of either Inverse Perspective Mapping [11] or Disparity Mapping [12] . These methods are often used to find the locations of obstacles in an image. The two major setbacks of these methods are that firstly, their implementation is often very time-consuming and more importantly, the camera parameters must be calibrated very precisely. Even the slightest error in the position of any of the sensors can result in unreliable results.
As the name suggests, motion-based methods rely on the relative motion between the vehicle and the oncoming objects. Most of the work done in this area is using optical flow, which represents the motion of objects visually. For example, in Figure  1 , the object in the middle of the chequered image is rotating in a different manner to the background. This movement can clearly be picked up in the optical flow diagram.
Figure 1. Example of Optical Flow.
It is possible to obtain reliable optical flow for road image sequences provided certain problems such as lack of texture in a image and stabilisation are overcome [4] .
However, in the algorithm proposed here, a method which differs slightly from optical flow is implemented. This method is reminiscent of the Macroblock and Motion Vector techniques used in MPEG encoding algorithms. With MPEG compression, groups of adjacent pixels (Macroblocks) that move in a sequence between frames are represented by a motion vector and this can be used to display the resulting frames [13] .
PROPOSED ALGORITHM
The proposed algorithm is based on video obtained from a single forward-facing, standard optical camera. The approach is to firstly extract information about objects moving in the field of view of the camera, then to further process this information to determine which regions contain objects that may pose a threat (i.e. the "Regions of Interest"). Information about objects moving in the field of view is obtained using standard techniques for motion detection (based on MPEG video encoding) and edge detection, while additional heuristics are used to determine the threat level of these regions. That is, whether the objects are located in an area of the image where they may pose a problem to the vehicle.
The flowchart in Figure 2 shows the different stages of the algorithm. The components of the algorithm are described further in the following sub-sections. 
Split Frames Into Macroblocks
When a video stream is input, the algorithm takes two sequential frames (in the following discussion, these sequential frames are referred to as Frame A and Frame B). For example, Figures 3 and  4 show two frames extracted from a typical automotive scene. These frames are of size 640*420 pixels and are split into 10*10 pixel macroblocks. This leaves each frame with a grid of 2688 macroblocks that can be compared to its neighbour frame. 
Find Motion Vectors Between Frames
The next stage is to compare the two frames to see if there is any change in the position of the macroblocks. A clear change in the position of any macroblock results in the generation of motion vectors. The algorithm allows for a range of movement of up to 2 macroblocks either side of the original macroblock. There is no need to check any further than this because of the assumption of limited relative movement between frames (See Section 4). Each motion vector derived from a macroblock is assigned a classification value from 1 to 25, with each value corresponding to a certain displacement in a particular direction, as indicated in Figure 6 . For example, a value of 1 corresponds to no movement of the macroblock between frames whereas a value of 20 indicates that the macroblock has moved two macroblocks to the right. However, when the algorithm is unable to find movement that corresponds to a value between these ranges, the letters "OB" (Out of Bounds) are assigned to the macroblock. When a macroblock contains this value, it is reasonable to assume that there is movement present. This "OB" phenomenon can be caused by several different scenarios. One of these is when the movement of an object is so great that it surpasses the two macroblock limit.
Another is when there is not enough movement by an object. For example, an object is moving (relatively) in the image but there is not sufficient movement for the algorithm to register the change from one macroblock to another. At the same time, the algorithm sees that the macroblock has changed so the value cannot be set to 1. Where there is a cluster of motion vectors located together, it is very likely that a moving object is located in this region of an image. 
Match Motion Vectors With Edges
Edge detection is used to highlight sharp changes in image brightness which corresponds to changes in properties of an object. Applying an edge detector to an image can be used to indicate the boundary of an object (e.g. Fig. 7 ). It is a very common, and efficient tool used in the detection of objects, and is often used as one of many feature extraction methods for characteristics of an object, such as the rear of a car [5] .
An edge detection algorithm is used on Frame B (the second frame in a sequence of two) to highlight any areas in the image where there is a change of brightness. All macroblocks are checked for pixels located on an edge, and if the number of edge pixels in a particular macroblock exceeds a certain threshold, this macroblock is flagged as containing an edge. Similar to the principle that a cluster of motion vectors may indicate the presence an object, adjacent macroblocks which contain edges may also represent objects. 
Create ROIs From useful Macroblocks
Each macroblock in Frame A is then checked for both movement and edge pixel content. Within the algorithm, macroblocks are classified using a colour coding system, indicated in Table 1 . Macroblocks with edge pixels and motion are coloured green and deemed to be of high importance as they are extremely likely to be objects, or parts of an object in the image. It is possible that macroblocks with either motion or edge pixels, but not both, may still be objects but it generally not likely to be the case. Macroblocks with neither motion nor edge pixels can be ignored. This eliminates a large portion of the image from further processing.
Edge Flag

Motion
Colour Importance With these macroblocks displayed in order of importance, the next step is to group the clustered macroblocks together. This grouping is done by following several rules:
1. Each macroblock highlighted green forms an initial ROI. 2. Any adjacent ROIs are clustered together to form a larger ROI. 3. Any ROI that is adjacent to a blue macroblock (motion only) grows larger to include this macroblock 4. Any red macroblock (edge only) that is surrounded by at least 5 green macroblocks is included in the nearest ROI 5. After all clustering is finished, any ROI which is smaller than 20*20 pixels is discarded.
With step 5, there is potential for a large object located at a distance to be discarded; however, this is acceptable since, if the object is coming towards the vehicle, it will be detected in subsequent iterations of the algorithm. Also, there are more stringent checks done on a red macroblock as opposed to a blue macroblock before inclusion (see steps 3 & 4) ; this is because preliminary testing revealed that objects are much more likely to be found in macroblocks with just motion than on macroblocks containing edge pixels (often these pixels are simply caused by noise).
Set ROI Priorities With Position Template
The final stage is to prioritise the ROIs in the image based on their position. For example, the template below (see Fig. 4) shows the 2 priority areas of the image. The green area is "priority 1" as it represents the most important sections of an image where ROIs may be. This area symbolises the area directly in front of a vehicle, and any ROIs detected here possess a high probability of containing an object which can cause a collision. The red area is "priority 2" and represents a lower risk. This area is located to the left and the right of the path of a vehicle, and while any ROIs detected here may not pose an immediate threat, they must be monitored carefully as they are liable to move into the priority 1 area. Any ROIs outside these regions are not seen as an immediate danger to the vehicle To display the ROIs to the driver, any ROI located in the priority 1 area is surrounded by a red bounding box, with a yellow bounding box surrounding any ROIs in the priority 2 areas. All other ROIs are surrounded by a green bounding box. As can be seen from Figure 11 above, the algorithm is successful at establishing areas that may be relevant to the vehicle. All potentially relevant objects in the scene are bounded by a ROI box to highlight to the driver, with the red boxes indicating the more important ROIs. Most importantly, oncoming vehicles are picked up. With Fig. 11(a) , the pedestrian to the left is also highlighted. Many unnecessary ROIs are also recognised such as road markings, lampposts, houses and trees situated on the side of the road. These objects are mostly situated in the lower priority areas so may be easier to neglect in subsequent calculations. As might be expected, the algorithm works better in less feature-rich environments. Also, occasionally when two or more objects are close to each other, this is identified as one larger ROI. This can sometimes interfere with the ROI priority assignment as one of the constituent parts of the composite ROI may be in the high priority "zone" and the other in the lower priority zone. However, the algorithm takes a conservative approach and recognises the combined ROI as high priority. One disadvantage of the algorithm is that is does not always acknowledge vehicles that are directly ahead, moving away at a similar speed (for example, see Fig11(c)). However, this is not a major disadvantage as anything moving at a similar speed away from the vehicle is not in immediate danger of causing a collision. The template used to judge priorities of the ROIs can sometimes result in misclassifications in certain road conditions. For example, in Fig.   11(b) , the algorithm regards one of the trees and a section of a house in the distance as high priority ROIs..
FUTURE WORK
Possible future work in this area will include detailed analysis of the ROIs, classifying them into various categories such as vehicles, pedestrians, road markings etc. According to Tatschke "current off-the-shelf single sensor approaches [to collision mitigation] cannot always fulfill these challenging demands." [6] . In this case, a secondary sensor may be incorporated into the system. The advantages of a second sensor are;
• Use availability of complementary issues
• Improve performance to countermeasures, such as occluded objects. These may be missed by one sensor but picked up by another
• Improve performance in adverse conditions
As well as the sensor fusion for object characterisation, a dynamic priority area template ( Figure 10 ) can be used to improve the quality of the algorithm.
CONCLUSION
In this paper, a method for detecting Regions Of Interest (ROIs) in front of a moving vehicle using a single camera has been proposed. These ROIs were defined as anything that appeared in the image generated by the camera that could potentially be a danger to the vehicle. These ROIs were generated using a combination of macroblocks, motion vectors and edge detection techniques. The threat level of the ROIs was decided based on their position in the image. The algorithm was successful to a point where ROIs could consistently be generated in good weather condition. Current and future research is concerned with enhancing the performance of the system in feature-rich environments, and in other driving scenarios (e.g. urban conditions).
