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Sur la contribution unipotente dans la formule des traces
d’Arthur pour les groupes ge´ne´raux line´aires
Pierre-Henri Chaudouard
Re´sume´
Le the`me de l’article est l’e´tude de la partie unipotente de la formule des traces d’Arthur
pour un groupe ge´ne´ral line´aire. La contribution de l’orbite unipotente re´gulie`re ou de ses
variantes par blocs a e´te´ essentiellement traite´e dans un pre´ce´dent article (cf. [10]). Ici on
s’inte´resse a` la contribution des orbites unipotentes simples c’est-a`-dire aux orbites de Ri-
chardson induites a` partir d’un sous-groupe de Levi dont les blocs sont de tailles deux-a`-deux
distinctes. De manie`re remarquable, la contribution s’exprime a` l’aide d’une inte´grale orbitale
ponde´re´e globale unipotente. Comme corollaire, on obtient des formules inte´grales pour cer-
tains coefficients globaux d’Arthur. Cet article comprend e´galement une construction nouvelle
des inte´grales orbitales ponde´re´es unipotentes locales d’Arthur.
Abstract
The theme of the article is the study of the unipotent part of Arthur’s trace formula for
general linear groups. The case of regular (or ”regular by blocks”) unipotent orbits has been
essentially done in a previous paper (cf. [10]). Here we are interested by the contribution of
Richardson orbits that are induced by Levi subgroups with two-by-two distinct blocks. In this
case, the contribution is remarkably given by a global unipotent weighted orbital integral. As
a corollary, we get integral formulas for some of Arthur’s global coefficients. We also present
a new construction of Arthur’s local unipotent weighted orbital integral.
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1 Introduction
1.1. La formule des traces d’Arthur-Selberg est un outil central en the´orie des formes automorphes
et en fonctorialite´ de Langands. Certaines de ses plus spectaculaires applications reposent sur
une comparaison de plusieurs formules des traces. Ce sont celles qui ont trait a` la partie dite
endoscopique du programme de Langlands. D’autres reposent sur l’utilisation d’une formule des
traces isole´e, par exemple le calcul de dimension de certains espaces de formes automorphes (cf.
[17]), les lois de Weyl avec reste (par exemple cf. [23] ou [20]). Pour ces dernie`res, il est inte´ressant de
savoir si la formule des traces vaut encore pour des fonctions test qui ne sont pas a` support compact
(cf. les re´sultats de [14] et dans une autre direction [11], [12] et [13]). Par ailleurs, Langlands a
sugge´re´ d’introduire dans la formule des traces des fonctions qui ne sont pas a` support compact
mais qui permettraient de discriminer le spectre automorphe suivant les poˆles de ses fonctions
L associe´es (cf. [19]). Cela soule`ve alors des proble`mes de convergence du coˆte´ ge´ome´trique dans
la formule des traces. Ces proble`mes sont d’autant plus difficiles que la partie ge´ome´trique non-
semi-simple de la formule des traces d’Arthur n’est pas sous une forme aussi aboutie que ce que
l’on pourrait de´sirer (meˆme si elle convient tout-a`-fait au programme endoscopique). En effet,
dans ses travaux (cf. [5]), Arthur montre que la partie ge´ome´trique s’exprime comme une certaine
combinaison line´aire d’inte´grales orbitales ponde´re´es semi-locales. Les coefficients qui apparaissent
sont de nature plus globale et seule leur existence est affirme´e : ils ne sont jamais explicite´s sauf
pour des orbites semi-simples. Il y a en fait une proce´dure de descente au centralisateur de la
partie semi-simple ; le point crucial est donc de comprendre ces coefficients dans le cas unipotent.
Mentionnons les articles re´cents [22] et [15] ou` l’e´tude de ces coefficients est aborde´e.
1.2. Dans cet article, on conside`re les groupes ge´ne´raux line´aires et on explicite la contribution
de certaines orbites unipotentes en termes de nouveaux objets : des inte´grales orbitales ponde´re´es
unipotentes globales. Comme corollaire, on obtient des formules inte´grales pour les coefficients
globaux associe´s a` certaines orbites unipotentes. Au passage, nous donnons une construction tre`s
simple des inte´grales orbitales ponde´re´es unipotentes locales d’Arthur.
1.3. Inte´grales orbitales ponde´re´es unipotentes globales. — Pre´sentons maintenant plus
en de´tail nos re´sultats. Soit G = GL(n) sur un corps de nombres F dont on note A l’anneau des
ade`les. Dans le reste de l’article, on travaille en fait sur la partie nilpotente de la variante de la
formule des traces sur l’alge`bre de Lie g de G (cf. [9]). On passe aise´ment pour les groupes line´aires
ge´ne´raux de cette partie nilpotente a` la partie unipotente de la formule des traces puisque pour
toute fonction f ∈ C∞c (G(A)), il existe φ ∈ C
∞
c (g(A)) telle que pour g ∈ G(A) et tout Y ∈ g(A)
nilpotent, on ait
f(g−1(I + Y )g) = φ(g−1Y g).
Pour les besoins de l’introduction, on donne tous les e´nonce´s dans leur version sur G. Soit o
une orbite unipotente. Pour les groupes ge´ne´raux line´aires, toutes les orbites sont de Richardson :
il existe donc P un sous-groupe parabolique de G tel que o∩NP soit ouvert et dense dans NP ou`
NP est le radical unipotent de P . Soit M un facteur de Levi de P . Un tel P n’est pas unique mais
la classe de conjugaison de M l’est. Quitte a` conjuguer, on peut et on va supposer que M est le
sous-groupe de Levi standard GL(n1)× . . .×GL(nr) avec n = n1+ . . .+nr et n1 > n2 > . . . > nr.
Soit
γ =


In1 In2
0
In2 In3
0
. . .
. . .
Inr−1 Inr
0
Inr


∈ GL(n, F )
ou` Ik de´signe la matrice identite´ carre´e de taille k. Alors γ ∈ o. SoitW ⊂ G le sous-groupe fini des
matrices de permutation. Soit P(M) l’ensemble fini des sous-groupes paraboliques de G de facteur
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de Levi M . Soit P ∈ P(M). On dispose pour tout P ∈ P(M) de l’application de Harish-Chandra
(relative au sous-compact maximal standard K de G(A))
HP : G(A)→ Hom(X
∗(M),R)
ou` X∗(M) est le groupe des caracte`res de M . On pose alors pour tout g ∈ G(A)
RP (g) = HP (wg)
ou` w ∈W est un e´le´ment qui ve´rifie γ ∈ w−1NPw. Un tel e´le´ment est bien de´fini a` une translation
a` droite pre`s par WM =W ∩M de sorte que RP (g) est bien de´fini. La famille
(exp(−〈λ,RP (g)〉))P∈P(M)
de fonctions de la variable λ ∈ X∗(M)⊗Z C est en fait une (G,M)-famille au sens d’Arthur. Par
un proce´de´ standard d’Arthur, on sait lui associer un poids (pas force´ment positif) note´
vL,γ(g)
pour tout sous-groupe de Levi L de G contenant M . On montre que le poids vGL,γ vu comme
fonction sur G(A) est invariant par Gγ(A) ou` Gγ est le centralisateur de γ dans G. Le premier
the´ore`me que l’on de´montre est le suivant.
The´ore`me 1.3.1. — (cf. the´ore`me 10.5.1) Supposons n1 > n2 > . . . > nr. Pour toute fonction
f ∈ C∞c (G(A)) l’inte´grale orbitale ponde´re´e globale
JM,γ(f) =
∫
Gγ(A)\G(A)
f(g−1γg) vM,γ(g) dg
est absolument convergente.
S’il existe i < r tel que ni = ni+1, l’inte´grale ne converge pas en ge´ne´ral.
1.4. Contribution de l’orbite o dans la formule des traces. — Soit f ∈ C∞c (G(A)). Pour
de´finir la contribution Jo(f) de l’orbite o dans la formule des traces pour G, Arthur commence
par introduire l’inte´grale orbitale tronque´e (donc convergente)
∫
Gγ(F )\G(A)1
F (g, T )f(g−1γg) dg
ou` F (·, T ) est la fonction caracte´ristique d’un compact de G(F )\G(A)1 construit a` l’aide de la
the´orie de la re´duction et de´pendant d’un parame`tre T . Pour tout groupe H , on note
H(A)1 =
⋂
χ∈X∗(H)
ker(|χ|A).
Arthur montre que cette inte´grale orbitale tronque´e est asymptotique a` un polynoˆme en T quand
le parame`tre ≪ tend vers l’infini ≫ dans une certaine chambre. Par de´finition, Jo(f) est le terme
constant de ce polynoˆme. Notre second re´sultat est le suivant.
The´ore`me 1.4.1. —(cf. the´ore`me 11.4.2 et proposition 11.4.1) Supposons n1 > n2 > . . . > nr.
Pour toute fonction f ∈ C∞c (G(A)), on a
Jo(f) = vol(Gγ(F )\Gγ(A)
1) · JM,γ(f)
Le the´ore`me ne vaut pas s’il existe 1 6 i < r − 1 tel que ni = ni+1 ne serait-ce que parce que
dans ce cas l’inte´grale JM,γ(f) n’est pas convergente. Dans le cas extreˆme n1 = n2 = . . . = nr,
on peut obtenir une expression pour Jo(f) qui fait intervenir des inte´grales orbitales re´gularise´es
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(le cas re´gulier r = n et n1 = . . . = nr = 1 a e´te´ obtenu par Finis et Lapid dans un travail non
publie´ ; le cas d’un corps de fonctions F et d’une fonction test f tre`s simple a e´te´ traite´ dans [10]).
1.5. De´veloppement d’Arthur. — On de´duit du the´ore`me le corollaire suivant. Soit S un
ensemble fini de places contenant les places archime´diennes. On de´compose A = AS ×A
S , l’expo-
sant S de´signant la partie ≪ hors S ≫. Le sous-groupe compact maximal standard K de G(A) se
de´compose aussi en KS ×K
S. Soit 1S la fonction caracte´ristique de KS .
Corollaire 1.5.1. — (cf. the´ore`me 12.7.1) On suppose n1 > . . . > nr. Pour toute fonction
fS ∈ C
∞
c (G(AS)), on a
Jo(fS ⊗ 1
S) =
∑
(L,oL)
|WL|
|W |
aL(S, oL)JL(oL, fS),
ou`
– la somme porte sur les couples (L, oL) forme´s d’un sous-groupe de Levi semi-standard L de
G et d’une orbite unipotente oL dont l’induite de Lusztig-Spaltenstein est o ;
– JL(oL, fS) est une inte´grale orbitale unipotente semi-locale d’Arthur de´finie dans [4] ;
– le coefficient est de´fini par
aL(S, oL) = vol(L1(F )\L1(A)
1) · JLL1(1,1
S
L)
ou` L1 est un sous-groupe de Levi inclus dans L dont l’orbite de Richardson est oL ; la
distribution JLL1(1,1
S
L) vaut 1 si L1 = L et si L1 ( L c’est un nouvel objet : une inte´grale
orbitale ponde´re´e globale hors S sur L relative a` l’orbite triviale 1 de L et la fonction unite´
1SL sur L(A).
Par exemple, la contribution associe´e a` (G, o) est aG(S, o)JG(o, fS) ou` l’on a pour tout P ∈
P(M)
JG(o, fS) =
∫
KS
∫
NP (AS)
fS(k
−1uk) du
et
aG(S, o) = vol(M(F )\M(A)1) ·
∫
NP (AS)
1S(u)wM (u) du
ou` la dernie`re inte´grale est convergente relativement a` un certain poids wM .
Le corollaire 1.5.1 se de´duit du the´ore`me 1.4.1 au moyen de la combinatoire des (G,M)-familles
et de l’e´nonce´ suivant. Pour toute place v de F , soit Fv le comple´te´ de F en v.
The´ore`me 1.5.2. —(cf. the´ore`me 8.5.1) Il existe une constante cγ,v qui de´pend des choix de
mesures telles que pour tout sous-groupe de Levi L contenant M , on a
∫
Gγ(Fv)\G(Fv)
fv(g
−1γg)vL,γ(g) dg = cγ,v · JL(o
L, fv)
ou`
– oL est l’induite de Richardson de l’orbite unipotente triviale de M ;
– l’inte´grale de gauche est absolument convergente ;
– dans le membre de droite, JL(o
L, fv) est une inte´grale orbitale ponde´re´e unipotente d’Arthur.
Pour des choix ≪ naturels ≫ de mesure, la constante ne vaut pas 1 mais admet une expression
inte´ressante en termes de facteurs locaux de la fonction zeˆta du corps de base F . Remarquons
que le the´ore`me donne une fac¸on rapide de de´finir les inte´grales orbitales unipotentes ponde´re´es
d’Arthur. Par ailleurs, on de´duit du the´ore`me 1.5.2 des majorations pour les coefficients aL(S, oL)
(cf. corollaire 12.8.1). Comme autre application du corollaire 1.5.1, dans le cas local, on obtient
(cf. the´ore`me 9.2.1) des formules pour certaines inte´grales orbitales unipotentes ponde´re´es d’une
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fonction test tre`s simple (unite´ de l’alge`bre de Hecke sphe´rique dans le cas local non-archime´dien).
1.6. Plan de l’article. — Les sections 2 a` 5 sont des pre´liminaires qui sont consacre´s a` la
combinatoire de certains sous-groupes paraboliques (dits de Richardson) associe´s a` un e´le´ment
nilpotent de G. On y donne aussi la de´finition des fonctions RP et leurs principales proprie´te´s. On
de´duit de ces fonctions RP la construction de (G,M)-familles a` la section 6 qu’on compare a` une
autre construction due a` Arthur. Dans les sections 7 a` 9 qui sont purement locales, on introduit
une nouvelle construction des poids et des inte´grales orbitales ponde´re´es locales. On compare
aussi nos inte´grales a` celles d’Arthur. Le reste de l’article est dans un cadre global et se limite aux
orbites nilpotentes pour lesquelles on a la condition n1 > . . . > nr (cf. plus haut) qu’on appelle
simples. Dans la section 10, on prouve la convergence des inte´grales orbitales globales qui leur
sont associe´es et qui de´pendent du parame`tre de troncature T . Dans la section 11, on montre que
ces inte´grales sont asymptotiques en T aux inte´grales orbitales tronque´es d’Arthur. On peut alors
identifier la contribution d’une telle orbite dans la formule des traces d’Arthur a` une inte´grale
orbitale ponde´re´e. Dans la section finale 12, on e´nonce quelques corollaires comme une version
pre´cise´e du de´veloppement d’Arthur.
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a` Princeton, durant lequel j’ai be´ne´ficie´ du soutien de la National Science Foundation (agreement
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refle`tent pas ne´cessairement les opinions de la National Science Foundation.
C’est donc un plaisir pour moi de remercier toutes ces institutions. Je remercie enfin Ge´rard
Laumon pour les nombreuses conversations que nous avons pu avoir autour des the`mes aborde´s
dans cet article ou dans un pre´ce´dent article en commun ([10]).
2 Sous-groupes de Richardson d’un e´le´ment nilpotent
2.1. Soit F un corps qui dans tout le texte sera de caracte´ristique 0. Pour tout groupe alge´brique
de´fini sur F note´ G, on note par la meˆme lettre en minuscule gothique, ici g, son alge`bre de Lie.
Soit NG son radical unipotent et AG son centre. Soit X
∗(G) le groupe des caracte`res rationnels de
G de´fini sur F . L’action adjointe de G sur g est note´ Ad. Sauf mention contraire, un sous-groupe
de G signifie un sous-groupe alge´brique de G de´fini sur F . Pour tous sous-groupes H et M de G,
soit NormH(M) le normalisateur de M dans H .
2.2. Soit E un F -espace vectoriel. Soit G le groupe alge´brique de´fini sur F des automorphismes
de E. Son alge`bre de Lie s’identifie a` l’alge`bre des endomorphismes de E.
2.3. Notations d’Arthur. — Tout au long de l’article, on s’efforcera de suivre les notations
qui se sont impose´es dans les travaux d’Arthur. Pour la commodite´ du lecteur, on les rappelle
brie`vement ici. Soit M ⊂ H des sous-groupes de G. Soit FH(M) l’ensemble des sous-groupes
paraboliques de G inclus dans H et contenant M . Supposons de plus que M est un sous-groupe
de Levi de G, ce par quoi on entend un facteur de Levi d’un sous-groupe parabolique de G. Soit
PH(M) l’ensemble des sous-groupes paraboliques de G inclus dans H , dont M est un facteur de
Levi. Tout sous-groupe parabolique Q ∈ FH(M), posse`de un unique facteur de Levi note´ MQ
qui contient M . En particulier, Q = MQNQ est une de´composition de Levi de Q. L’image de
l’application Q ∈ FH(M) 7→ MQ est note´e L
H(M). Lorqu’on a H = G, on omet l’exposant G
dans la notation.
Soit M un sous-groupe de Levi de G. Pour tout sous-groupe H de G stable par conjugaison
par AM , on note Σ(H,AM ) l’ensemble des racines de AM sur h. Pour α ∈ Σ(H,AM ), on note
encore α la forme line´aire sur l’alge`bre de Lie aM de AM obtenue par diffe´rentiation. Soit P ∈
P(M) et Q un sous-groupe parabolique contenant P . Soit ∆QP l’ensemble des racines simples dans
Σ(MQ ∩NP , AM ). Lorsque Q = G, on note simplement ∆P = ∆
G
P . On a ∆
Q
P ⊂ ∆P .
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Pour tout P ∈ P(M), soit aP = Hom(X
∗(P ),R) et son dual a∗P = X
∗(P ) ⊗Z R. Soit 〈·, ·〉
l’accouplement canonique entre a∗P et aP . Le morphisme de restriction X
∗(P ) → X∗(M) est
bijectif ce qui permet d’identifier aP a` aM = Hom(X
∗(M),R), de meˆme pour les espaces duaux.
On note aP,C, a
∗
P,C etc. les espaces complexes obtenus par extension des scalaires.
Soit M ⊂ L des sous-groupes de Levi et P ∈ P(M) et Q ∈ P(L) tels que P ⊂ Q. En utilisant
le morphisme de restriction X∗(M)→ X∗(AM ), on identifie a
∗
M a` X
∗(AM )⊗R. De la sorte on a
Σ(P,AM ) ⊂ a
∗
M . Soit a
Q,∗
P le sous-espace de a
∗
P engendre´ par ∆
Q
P ; il ne de´pend que de M et L,
on le note encore aL,∗M . On note ρ
Q
P la demi-somme des e´le´ments de Σ(MQ ∩NP , AM ). A` chaque
α ∈ ∆P est associe´e une coracine α
∨ ∈ aP (cf. [2]). On note ∆
Q,∨
P l’ensemble des coracines des
e´le´ments de ∆QP . Dualement au morphisme de restriction X
∗(L) → X∗(M), on a une projection
aM → aL dont on note a
L
M le noyau. L’ensemble ∆
Q,∨
P forme une base de a
L
M . Ce dernier est en
dualite´ parfaite avec aL,∗M . Soit ∆ˆ
Q
P la base des poids de a
L,∗
M , c’est-a`-dire la base duale de ∆
Q,∨
P .
Soit ∆ˆQ,∨P la base des copoids, c’est-a`-dire la base de a
L
M duale de ∆
Q
P . Pour tout ∆ ⊂ aM , on
note Z(∆) le sous-groupe engendre´ par ∆.
2.4. Soit X ∈ g un e´le´ment nilpotent. Soit GX le centralisateur deX dans G. C’est un sous-groupe
connexe.
2.5. Induite de Lusztig-Spaltenstein.— Soit P ⊂ G un sous-groupe parabolique tel que son
alge`bre de Lie p, contienne X . Soit L = P/NP le plus grand quotient re´ductif de P . Le groupe L
agit par adjonction sur son alge`bre de Lie l = p/nP . Soit
π : p → l
la projection canonique. Soit OLX l’orbite de π(X) sous L.
Soit IGP (X) (qu’on notera encore I
G
P (O
L
X)) l’unique orbite nilpotente dans g pour l’action
adjointe de G telle que l’intersection
(2.5.1) IGP (X) ∩ π
−1(OLX)
soit un ouvert de Zariski dense dans OLX + nP . C’est l’induite de Lusztig-Spaltenstein de X (cf.
[21]). L’intersection (2.5.1), lorsqu’elle n’est pas vide, est exactement la P -orbite de X (ibid.).
Pour tout sous-groupe parabolique P ⊂ Q ⊂ G, on peut de´finir de la meˆme fac¸on une or-
bite induite IQP (X) qui est une orbite nilpotente dans q/nQ (pour l’action adjointe de Q/NQ).
L’induction est transitive au sens ou` l’on a la formule suivante (ibid., §1.7)
(2.5.2) IGQ (I
Q
P (X)) = I
G
P (X).
Lorsque l’orbite OLX est l’orbite nulle (0), l’induite I
G
P (0) est l’orbite de Richardson de P .
2.6. Invariants d’un endomorphisme nilpotent X. — Soit r l’indice de nilpotence de X .
Pour 1 6 j 6 r soit dj la multiplicite´ du bloc de taille j dans la de´composition de Jordan de X .
Soit
(2.6.1) inv(X) = |{1 6 j 6 r | dj 6= 0}|.
C’est un entier compris entre 1 et j.
Lemme 2.6.1. —([25] II. proposition 5.14) Soit P un sous-groupe parabolique de G et X ∈ IGP (0).
Alors P est le stabilisateur d’un drapeau de sous-F -espaces
(0) ( E1 ( . . . ( Er = E
dont la suite ordonne´e des dimensions des quotients Ei/Ei−1 pour 1 6 i 6 r est
(2.6.2) dr 6 dr + dr−1 6 . . . 6 dr + . . .+ d1.
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En particulier deux sous-groupes paraboliques P et Q satisfont IGP (0) = I
G
Q (0) si et seulement s’ils
sont associe´s.
Lemme 2.6.2. — Soit P un sous-groupe parabolique. Soit O = IGP (0) et X ∈ O ∩ nP . Pour tout
sous-groupe parabolique Q contenant P , la projection de X sur q/nQ appartient a` I
Q
P (0).
De´monstration. — L’intersection O ∩ nP est ouverte et dense dans nP . De plus, c’est une P -
orbite. Sa projection sur nP /nQ est un ouvert dense de nP /nQ qui contient la projection Y de X
et elle est incluse dans la Q/NQ-orbite de Y . Donc Y ∈ I
Q
P (0). 
2.7. Ensembles R(X) et LS(X). — Soit
(2.7.1) LS(X) = {P ⊂ G sous-groupe parabolique | X ∈ p et X ∈ IGP (X)}
(2.7.2) R(X) = {P ⊂ G sous-groupe parabolique | X ∈ nP et X ∈ I
G
P (0)}.
Les e´le´ments de LS(X) et R(X) sont appele´s respectivement les sous-groupes de Lusztig-
Spaltenstein et de Richardson de X . Ce sont des ensembles non vides, en particulier R(X) contient
toujours le drapeau des images ite´re´es et celui des noyaux ite´re´s (comme il re´sulte du lemme 2.6.1).
Il re´sulte de la transitivite´ de l’induction qu’un sous-groupe parabolique Q appartient a` LS(X) si
et seulement s’il contient un e´le´ment de R(X). En particulier, on a R(X) ⊂ LS(X). Le but de
cette section est de fournir une premie`re description de ces ensembles.
Lemme 2.7.1. —(cf. [21], the´ore`me 1.3) Pour tout P ∈ LS(X), sous-groupe de Lusztig-Spaltenstein
de X, le centralisateur GX de X est inclus dans P .
2.8. Endomorphisme nilpotent simple. — On introduit la de´finition suivante.
De´finition 2.8.1. — On dit que X est simple s’il ve´rifie l’une des deux conditions e´quivalente du
lemme 2.8.2 ci-dessous.
Lemme 2.8.2. — Soit P ∈ R(X) et M un facteur de Levi de P . Les assertions suivantes sont
e´quivalentes.
1. NormG(M) =M ;
2. L’invariant inv(X) de (2.6.1) est maximal c’est-a`-dire e´gal a` l’indice r de nilpotence de X.
De´monstration. — D’apre`s le lemme 2.6.1, le groupe M est le stabilisateur de r sous-espaces
de E en somme directe et dont la somme vaut E. De plus, la suite ordonne´e de ces dimensions est
exactement la suite (2.6.2). On a donc NormG(M) =M si et seulement cette suite est strictement
croissante. Le lemme s’ensuit. 
2.9. Parame´trage de R(X). — C’est l’objet de la proposition ci-dessous.
Proposition 2.9.1. — Soit M un facteur de Levi d’un e´le´ment de R(X). Alors
1. Pour tout P ∈ P(M), il existe un unique e´le´ment P˜ ∈ R(X) tel que P et P˜ soient conjugue´s
sous G.
2. L’application
(2.9.1)
P(M) → R(X)
P 7→ P˜
est surjective.
3. Les fibres de l’application (2.9.1) sont naturellement des torseurs sous le groupe
NormG(M)/M.
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4. L’application (2.9.1) est bijective si et seulement si X est simple au sens de la de´finition
2.8.1.
Remarque 2.9.2. — Comme P(M) est fini, on obtient en particulier l’ensemble R(X), et donc
aussi LS(X), est fini.
De´monstration. — Soit O la G-orbite de X .
Commenc¸ons par montrer l’unicite´ dans l’assertion 1 : autrement dit deux e´le´ments de R(X)
qui sont conjugue´s sont e´gaux. Soit P1 et P2 dans R(X). Pour alle´ger les notations, on pose
ni = nPi . Par les proprie´te´s de l’induction de Lusztig-Spaltenstein qui ont e´te´ rappele´es au §2.5,
on sait que
O ∩ ni
est exactement la Pi-orbite de X . Soit g ∈ G tel que P1 = gP2g
−1. Comme on a X ∈ n2, on a
aussi gXg−1 ∈ n1 ∩ O. Il existe donc p ∈ P1 tel que
pXp−1 = gXg−1
soit encore p−1g ∈ GX . Or on a GX ⊂ P1 (cf. lemme 2.7.1). On en de´duit g ∈ P1 d’ou`
P2 = g
−1P1g = P1.
Montrons ensuite l’existence dans l’assertion 1 c’est-a`-dire pour tout P ∈ P(M), il existe un
e´le´ment de R(X) qui est conjugue´ a` P . Soit P ∈ P(M). D’apre`s le lemme 2.6.1, on a IGP (0) = O.
En particulier, il existe donc g ∈ G tel que gXg−1 ∈ nP . Pour Q = g
−1Pg, on a donc X ∈ nQ et
IGQ (0) = O (toujours par le lemme 2.6.1). On a donc Q ∈ R(X).
Continuons par la surjectivite´ de (2.9.1). Soit P et Q dans R(X). D’apre`s le lemme 2.6.1, les
sous-groupes paraboliques P et Q sont associe´s. Si l’on suppose de plus que P ∈ P(M), on en
de´duit l’existence de g ∈ G tel que Q ∈ P(gMg−1) c’est-a`-dir g−1Qg ∈ P(M) ce qui montre la
surjectivite´.
Calculons une fibre de (2.9.1). Soit P ∈ P(M). La fibre de l’image de P par (2.9.1) est forme´e
des e´le´ments P(M) qui sont G-conjugue´s a` P . Soit g ∈ G/P tel que Q = gPg−1 ∈ P(M).
Identifions g a` un repre´sentant dans G. Les groupes g−1Mg et M sont deux facteurs de Levi de P .
Ils sont donc conjugue´s par un e´le´ment de P . Quitte a` changer le repre´sentant g, on peut supposer
que g−1Mg = M c’est-a`-dire g ∈ NormG(M). Comme NormP (M) = M , une fibre de (2.9.1) est
bien un torseur sous NormG(M)/M .
Enfin 4 est simplement la combinaison de 3 et 4. 
2.10. Parame´trage de LS(X). — C’est la proposition suivante.
Proposition 2.10.1. — Soit M un facteur de Levi d’un e´le´ment de R(X). Il existe une unique
application
(2.10.1) F(M)→ LS(X)
telle que
1. elle co¨ıncide sur P(M) avec l’application (2.9.1) ;
2. un e´le´ment de F(M) est conjugue´ a` son image ;
3. elle pre´serve les inclusions ;
4. elle est surjective ;
5. le groupe NormG(M) agit transitivement sur les fibres de (2.10.1). Le stabilisateur de Q ∈
F(M) est NormQ(M)
6. l’application (2.10.1) est bijective si et seulement X est simple au sens de la de´finition 2.8.1.
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De´monstration. — Montrons d’abord l’unicite´. Notons Q 7→ Q˜ l’application (2.10.1). Soit
Q ∈ F(M) et P ∈ P(M) tel que P ⊂ Q. Par la proprie´te´ 1, P˜ est l’image de P par l’application
(2.9.1). Donc il existe un unique e´le´ment g ∈ G/P tel que gPg−1 = P˜ . Par conse´quent, on
P˜ ⊂ gQg−1. Par la proprie´te´ 3, on a P˜ ⊂ Q˜ et par la proprie´te´ 2, le groupe Q˜ est conjugue´ a`
gQg−1. Comme Q˜ et gQg−1 contiennent tous deux P˜ , on a ne´cessairement
(2.10.2) Q˜ = gQg−1.
Re´ciproquement, l’e´quation (2.10.2) permet de de´finir l’application (2.10.1) : d’apre`s le lemme
2.10.2 ci-dessous, le membre de droite de (2.10.2) ne de´pend pas du choix de P ∈ P(M) tel que
P ⊂ Q. Les proprie´te´s 1 a` 3 sont alors e´videntes.
Prouvons la surjectivite´. Soit Q ∈ F(X). Il existe P ∈ R(X) tel que P ⊂ Q. D’apre`s la
surjectivite´ de (2.9.1) (cf. proposition 2.9.1), il existe g ∈ G tel que gPg−1 ∈ P(M), donc gQg−1 ∈
F(M) et l’image de gQg−1 par (2.10.1) est donc Q.
Prouvons l’assertion 5. Soit Q1 et Q2 deux e´le´ments de F(M) qui ont meˆme image, note´e Q,
dans LS(X) par l’application (2.10.1). Pour i ∈ {1, 2}, soit Pi ∈ P(M) et gi ∈ G tels que Pi ⊂ Qi
et giPig
−1
i ∈ R(X). Par construction meˆme de l’application (2.10.1), on a
(2.10.3) Q = g1Q1g
−1
1 = g2Q2g
−1
2 ∈ LS(X).
On note ni = nPi . On a X ∈ n1 ∩ n2 et on e´crit
X = Y + U
avec Y ∈ mQ ∩ n1 ∩ n2 et U ∈ nQ. Comme X ∈ I
G
giPig
−1
i
(0), on a aussi Y ∈ IQ
giPig
−1
i
(0) (cf. lemme
2.6.2). Donc
IQ
g1P1g
−1
1
(0) = IQ
g2P2g
−1
2
(0).
D’apre`s le lemme 2.6.1 (applique´ a` G = MQ qui est un produit de groupes line´aires), les sous-
groupes paraboliques giPig
−1
i ∩MQ de MQ sont associe´s. Il existe donc m ∈MQ tel qu’on ait
mg1Mg
−1
1 m
−1 = g2Mg
−1
2
c’est-a`-dire
x = g−12 mg1 ∈ NormG(M).
On conclut en utilisant (2.10.3) d’ou` l’on tire
xQ1x
−1 = g−12 mQm
−1g2 = g
−1
2 Qg2 = Q2.
Re´ciproquement si Q ∈ F(M) et si x ∈ NormG(M) alors pour tout P ∈ P(M) tel que P ⊂ Q,
on a xPx−1 ∈ P(M) donc xQx−1 et Q ont meˆme image par (2.10.1). Le stabilisateur de Q sous
l’action par conjugaison de G est e´videmmentQ.
Prouvons enfin l’assertion 6. L’injectivite´ de (2.10.1) implique celle de (2.9.1) et donc que X
ve´rifie la condition de l’assertion 6. Re´ciproquement, on sait (cf. proposition 2.9.1 assertion 4, que
la condition sur X implique qu’on a NormG(M) = M . La bijectivite´ est alors une conse´quence
imme´diate des assertions 4 et 5. 
Lemme 2.10.2. — Soit M un facteur de Levi d’un e´le´ment de R(X) et Q ∈ F(M).
Pour tout i ∈ {1, 2} soit Pi ∈ P(M) et gi ∈ G tels que
Pi ⊂ Q et giPig
−1
i ∈ R(X).
Alors g2 appartient a` l’ensemble
GXg1MQP2.
En particulier, on a
g2Qg
−1
2 = g1Qg
−1
1
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De´monstration. — Soit O l’orbite de X . Soit Pi ∈ P(M) et gi ∈ G tels que Pi ⊂ Q et
giPig
−1
i ∈ R(X). Pour alle´ger un peu les notations, on pose nPi = ni. Soit Yi = g
−1
i Xig ∈ ni.
Alors O ∩ ni est un ouvert dense de ni et c’est la Pi-orbite de Y . E´crivons
Yi = Zi + Ui
avec Zi ∈ mQ ∩ ni et Ui ∈ nQ. On a Yi ∈ O ∩ ni et O = I
G
Pi
. D’apre`s le lemme 2.6.2, l’induite
I
MQ
Pi∩MQ
(0) est la MQ-orbite de Yi. Les sous-groupe paraboliques P1 ∩MQ et P2 ∩MQ de MQ ont
meˆme facteur de Levi M . Il re´sulte du lemme 2.6.1, que les orbites induites
(2.10.4) I
MQ
P1∩MQ
(0) = I
MQ
P2∩MQ
(0)
sont e´gales. Il existe donc h ∈ MQ tel que hZ1h
−1 = Z2. Mais alors hY1h
−1 et Y2 appartient a`
n2 ∩ O. Il existe donc p2 ∈ P2 tel que
p2hY1(p2h)
−1 = Y2
d’ou`
(p2hg
−1
1 )X(p2hg
−1
1 )
−1 = g−12 Xg2.
Ainsi g2p2hg
−1
1 ∈ GX d’ou`
g2 ∈ GXg1h
−1p−12 ⊂ GXg1MQP2
ce qu’il fallait de´montrer. On a donc
g2Qg
−1
2 = xg1Qg
−1
1 x
−1
pour un certain x ∈ GX . Or on a g1P1g
−1
1 ∈ R(X) d’ou`
GX ⊂ g1P1g
−1
1 ⊂ g1Qg
−1
1
d’ou` xg1Qg
−1
1 x
−1 = g1Qg
−1
1 . 
3 Forme standard d’un endomorphisme nilpotent
3.1. Nilpotent standard. — Soit n > 1 et r > 1 des entiers. Soit E un Z-module libre de rang
n muni d’une de´composition en somme directe
E =
⊕
16i6j6r
V ij
telle que le rang dj > 0 de V
i
j ne de´pende que de j. Pour tous 1 6 i 6 j 6 r et 1 6 k 6 dj
soit eik,j ∈ V
i
j tel que la famille (e
i
k,j)16k6dj soit une base du Z-module V
i
j . On obtient ainsi une
base e de E qu’on ordonne de la fac¸on suivante : eik,j < e
i′
k′,j′ si l’une des conditions suivantes est
satisfaite
– i < i′ ;
– i = i′ et j > j′ ;
– i = i′, j = j′ et k < k′.
De la sorte, on identifie E a` Zn et le sche´ma en groupe G = AutZ(E) a` GL(n)Z. Soit B et T
les sous-sche´mas en sous-groupes de Borel standard et en sous-tores maximaux standard.
Soit X ∈ EndZ(E) de´fini par
Xeik,j =
{
ei−1k,j si i > 1;
0 si i = 1.
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pour 1 6 i 6 j 6 r et 1 6 k 6 dj . On observe que le k-e`me noyau ite´re´ s’e´crit
Ker(Xk) =
⊕
16j6r
⊕
16i6min(j,k)
V ij .
Soit F un corps et G = G ×Z F . Soit B = B ×Z F et T0 = T ×Z F . L’endomorphisme X
s’identifie a` un e´le´ment nilpotent de g(F ) et tout e´le´ment nilpotent obtenu de cette fac¸on est dit
≪ standard ≫. Tout e´le´ment nilpotent de g(F ) est conjugue´ sous G(F ) a` un nilpotent standard.
Le sous-groupe parabolique P0 de G qui stabilise le drapeau des noyaux ite´re´s deX est standard
au sens ou` il contient B. Soit
M =MP0
l’unique facteur de Levi de P0 qui contient M . Un sous-groupe parabolique, resp. de Levi, est dit
semi-standard s’il appartient a` F(T0), resp. L(T0), cf. §2.2.
Lemme 3.1.1. — On a l’inclusion LS(X) ⊂ F(T0).
De´monstration. — Par la proposition 3.4.1 ci-dessous, on a R(X) ⊂ F(T0). Comme tout
e´le´ment de LS(X) contient un e´le´ment de R(X), le lemme en re´sulte. 
3.2. Groupe de Weyl et produit scalaire sur aT0 .— Soit NormG(T0)/T0 le groupe de Weyl
de (G, T0). Dans toute la suite, on l’identifie au sous-groupe W ⊂ NormG(T0) des matrices de
permutation de la base e. Pour tout L ∈ L(T0), soitW
L =W ∩L. Le groupeW agit naturellement
sur aT0 et son dual. La base du Z-module E (cf. 3.1) permet d’identifier l’espace aT0 a` l’espace
euclidien Rn. Cette identification munit aT0 d’un produit scalaire invariant sous W . On note ‖ · ‖
la norme euclidienne sur aT0 qui s’en de´duit. Dans la suite, pour tout L ∈ L(T0), on identifie aL
a` l’orthogonal de aLT0 dans aT0 ce qui munit aL du produit scalaire induit. Des identifications et
des notations analogues valent pour l’espace dual a∗T0 et ses sous-espaces.
3.3. E´le´ment wP . —
Lemme 3.3.1. — Pour tout P ∈ F(M), il existe un e´le´ment wP ∈ W , unique a` translation a`
gauche pre`s par WMP tel que
w−1P PwP ∈ LS(X)
soit l’image de P par l’application (2.10.1). Si P ∈ P(M), la condition w−1P PwP ∈ R(X) suffit
pour que w−1P PwP soit l’image de P par l’application (2.10.1).
De´monstration. —Montrons d’abord le lemme lorsque P ∈ P(M). D’apre`s la proposition 2.10.1,
il existe un unique e´le´ment P˜ ∈ R(X) tel que P˜ soit conjugue´ a` P . Donc il existe un unique e´le´ment
g ∈ P\G tel que g−1Pg ∈ R(X). D’apre`s le lemme 3.1.1, le sous-groupe parabolique g−1Pg est
standard. En identifiant g a` un repre´sentant dans G, on a gT0g
−1 ⊂ P . Or T0 ⊂ P . Ces deux
sous-tores de´ploye´s sont donc P -conjugue´s : il existe p ∈ P tel que pg ∈ NormG(T0). Quitte a`
translater p a` gauche par un e´le´ment de T0, on peut supposer que pg ∈ W . D’ou` l’existence de
wP . L’unicite´ re´sulte de l’e´galite´ NormW (P ) =W
M .
Soit Q ∈ F(M). Il existe P ∈ P(M) tel que P ⊂ Q. Partant de wP ∈ W tel que w
−1
P PwP ∈
R(X), on obtient w−1P PwP ∈ R(X) (cf. e´q. (2.10.2) dans la de´monstration de la proposition
2.10.1). Cela donne l’existence. L’unicite´ re´sulte de NormW (Q) =W
MQ .

3.4. Une description de R(X) en terme d’alge`bre line´aire. — Soit
J = {j ∈ N∗ | dj 6= 0)}
et
r = max(J).
L’entier r est encore l’indice de nilpotence de X et dj est la multiplicite´ du bloc de taille j dans
la de´composition de Jordan de X . Le cardinal |J | est l’entier note´ inv(X), cf. (2.6.1).
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Soit
E = E(X)
l’ensemble (fini) des applications
ε :
{k ∈ N | 1 6 k 6 r} × J → {0, 1}
(k, j) 7→ εk,j
qui ve´rifient pour tout j ∈ J
1.
∑r
k=1 εk,j = j ;
2. pour tout 1 6 k 6 r, l’application
J → {0, 1}
j 7→ εk,j
est croissante.
La proposition suivante de´termine explicitement l’ensemble R(X).
Proposition 3.4.1. — Pour tout ε ∈ E, soit E•(ε) le drapeau de E de´fini par E0(ε) = (0) et pour
1 6 k 6 r
Ek(ε) =
⊕
j∈J
∑k
l=1 εl,j⊕
i=1
V ij .
L’application
ε 7→ Pε = stabG(E•(ε)⊗Z F )
est une bijection de E sur R(X).
De´monstration. — Elle est donne´e au paragraphe suivant 3.5. 
Remarque 3.4.2. — Soit ξ ∈ E de´fini par
ξk,j =
{
1 si k 6 j ;
0 sinon.
Le drapeau correspondant E•(ξ) est le drapeau des noyaux ite´re´s de X . Le drapeau des images
ite´re´es de X est le drapeau E•(ξ˜) ou` ξ˜ ∈ E est de´fini par
ξ˜k,j =
{
1 si r − k 6 j ;
0 sinon.
3.5. De´monstration de la proposition 3.4.1. — Le lemme 3.5.2ci-dessous montre que l’ap-
plication ε 7→ Pε est injective. La surjectivite´ re´sulte du lemme 3.5.3. Commenc¸ons par un lemme
auxiliaire.
Lemme 3.5.1. — Pour tout σ dans le groupe syme´trique Sr et tout ε ∈ E, l’application
σ(ε) : (k, j) 7→ εσ−1(k),j
appartient a` E. Cela de´finit une action transitive de Sr sur E.
De´monstration. — Soit ε ∈ E . On va montrer qu’il existe σ ∈ Sr tel que ξ = σ(ε) ou` ξ est
de´fini dans la remarque 3.4.2. Soit s = min(J). Par la condition 1, on a
∑r
k=1 εk,s = s. Il y a donc
exactement s e´le´ments de {1, . . . , r} tels que εk,s = 1. Quitte a` remplacer ε par σ(ε) pour σ ∈ Sr,
on peut et on va supposer qu’on a εk,s = 1 si et seulement si 1 6 k 6 s. Soit j0 ∈ J le plus grand
e´le´ment de J tel que pour tout j ∈ J avec j 6 j0 et tout 1 6 k 6 r on ait
(3.5.1) εk,j =
{
1 si k 6 j
0 sinon
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Si j0 = r, on a ε = ξ. Sinon soit j1 le plus petit e´le´ment de J strictement plus grand que j0. On a
εk,j1 = 1 pour tout k 6 j0 (par croissance de j 7→ εk,j). On a donc
j0 +
r∑
k=j0+1
εk,j1 =
r∑
k=1
εk,j1 = j1.
Il existe donc exactement j1− j0 > 0 e´le´ments de {j0+1, j0+2, . . . , r} tels que εk,j1 = 1. Il existe
donc σ ∈ Sr qui permute ces e´le´ments tels que σ(ε) ve´rifie (3.5.1) pour j 6 j1 et 1 6 k 6 r. De
proche en proche, on obtient bien ξ. Ainsi l’action de Sr sur E est transitive. 
Lemme 3.5.2. — L’application ε ∈ E 7→ Pε est une injection de E dans R(X).
De´monstration. — L’application est clairement injective. Il s’agit de montrer que Pε ∈ R(X)
pour tout ε ∈ E . Pour tout ε ∈ E , on a par construction X ∈ nPε . Pour tout ε ∈ E , on a
rang(Ek(ε)/Ek−1(ε)) =
∑
j∈J
εk,jdj .
Il en re´sulte que l’action de Sr sur E pre´serve la suite ordonne´e des rangs rang(Ek(ε)/Ek−1(ε)).
On de´duit alors du lemme 2.6.1 que Pε ∈ R(X) si et seulement si Pσ(ε) ∈ R(X) pour un e´le´ment
σ ∈ Sr. Comme l’action de Sr sur E est transitive, il suffit de trouver un e´le´ment ε tel que
Pε ∈ R(X). Il suffit de prendre ε = ξ de´fini a` la remarque 3.4.2 qui donne le stabilisateur des
noyaux ite´re´s. 
Lemme 3.5.3. — Tout drapeau de Richardson de X est de la forme E•(ε) pour ε ∈ E.
De´monstration. — On raisonne par re´currence sur l’entier r. Lorsque r = 1, l’endomorphisme
nilpotent X est nul,R(X) = {G} et le re´sultat est e´vident ce qui amorce la re´currence. On suppose
de´sormais r > 2.
Soit E• un drapeau de sous-F -espaces de E ⊗Z F dont le stabilisateur est un sous-groupe
parabolique de Richardson P de X . On sait, par le lemme 2.6.1, de´crire la suite ordonne´e des
dimensions du gradue´ de E•. En particulier, il existe 1 6 j0 6 r tel que
dim(Er/Er−1) = dr + dr−1 + . . .+ dj0 .
On va appliquer l’hypothe`se de re´currence au sous-F -espace vectoriel Er−1 muni de l’endo-
morphisme nilpotent Y donne´ par la restriction de X a` F . Soit Q ⊂ G le sous-groupe parabolique
maximal qui stabilise Er−1. On a P ⊂ Q ; il re´sulte du lemme 2.6.2 qu’on a Y ∈ I
Q
P (0). Il re´sulte
alors d’une nouvelle application du lemme 2.6.1 que l’indice de nilpotence de Y est r′ = r − 1 et
que les multiplicite´s (δj)16j6r′ de ses blocs de Jordan ve´rifient
δr−1 + δr−1 + . . .+ δj =
{
dr + . . .+ dj+1 si r > j > j0
dr + . . .+ dj si j < j0.
On en de´duit que la multiplicite´ du bloc de Jordan de taille j de Y est donne´e par
δj =


dj+1 si j0 6 j < r
dj + dj+1 si j = j0 − 1
dj si j < j0 − 1
Posons pour j > 1 et 1 6 i 6 j
W ij =


V ij+1 si j > j0
V ij ⊕ V
i
j+1 si j = j0 − 1
V ij si j < j0 − 1
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Lemme 3.5.4. — On a
(3.5.2) (
⊕
j>1,16i6j
W ij )⊗Z F = Er−1.
De´monstration. — Il suffit de prouver l’inclusion pour j > 1 et 1 6 i 6 j
(3.5.3) W ij ⊂ F.
car les deux membres de l’e´galite´ a` prouver ont meˆme dimension. On a Im(X) ⊂ Er−1. Donc pour
1 6 i < j on a V ij = X(V
i+1
j ) ⊂ Er−1. En particulier, pour j > j0 et j > i, on aW
i
j = V
i
j+1 ⊂ Er−1.
On a termine´ si j0 = 1. Si j0 > 1, on utilise l’inclusion
(3.5.4) Ker(Xj0−1) ⊂ Er−1
autrement dit l’e´galite´
Ker(Y j0−1) = Ker(Xj0−1).
Cette dernie`re re´sulte de l’inclusion ⊂ e´vidente et de l’e´galite´ des dimensions (ces dimensions se
calculent aise´ment en termes des multiplicite´s dj et δj)
dim(Ker(Xj0−1)) =
j0−1∑
k=1
∑
j>k
dj =
j0−1∑
k=1
∑
j>k
δj = dim(Ker(Y
j0−1)).
De (3.5.4), on de´duit Ker(Xj0−1) ⊂ F et donc
V ij ⊂ Er−1
pour 1 6 i 6 j0 − 1. Cela donne les inclusions (3.5.3) pour j 6 j0 − 1. 
L’endomorphisme Y de Er−1 est alors standard pour la base extraite de e. L’hypothe`se de
re´currence entraˆıne l’existence de ξ ∈ E(Y ) tel que pour tout 1 6 k 6 r − 1, on ait
Ek = (
⊕
j∈J′
∑k
l=1 ξl,j⊕
i=1
W ij )⊗Z F.
Ici on a J ′ = {j > 1 | δj 6= 0)} avec max(J
′) = r − 1. L’application ξ va de {k ∈ N | 1 6 k 6
r − 1} × J ′ dans {0, 1}. On a j ∈ J ′ si et seulement si l’une des trois conditions suivantes est
re´alise´e :
– j + 1 ∈ J et j > j0 ;
– j ∈ J ou j + 1 ∈ J et j = j0 − 1 ;
– j ∈ J si j < j0 − 1.
On pose alors pour tout j ∈ J
εk,j =
{
ξk,j−1 si j > j0
ξk,j si j < j0
pour k < r. On a donc
r−1∑
k=1
εk,j =
{
j − 1 si j > j0
j si j < j0
On pose alors
εk,r =
{
1 si j > j0
0 si j < j0
de sorte que k 7→ εk,r est croissante et
∑r
k=1 εk,j = j pour tout j ∈ J .
On ve´rifie imme´diatement qu’on a ε ∈ E et E• = E•(ε)⊗Z F . 
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4 Un calcul d’orbite
4.1. De´composition de Levi du centralisateur. — On reprend les notations du §3.1. Le
Z-module des endomorphismes de E se de´compose
(4.1.1) EndZ(E) =
⊕
HomZ(V
i
j , V
i′
j′ )
ou` la somme porte sur les 1 6 i 6 j 6 r et 1 6 i′ 6 j′ 6 r. On a donc des injections
HomZ(V
i
j , V
i′
j′ ) →֒ EndZ(E).
Soit g = EndZ(E) l’alge`bre de Lie de G = AutZ(E). Soit gX ⊂ g la sous-alge`bre des endomor-
phismes commutant a` X . Le morphisme de restriction
(4.1.2) gX →
r∏
j=1
HomZ(V
j
j ,Ker(X
j))
est un isomorphisme. Le noyau de la fle`che gX →
∏r
j=1 HomZ(V
j
j , V
j
j ) obtenue par composition
avec les projections HomZ(V
j
j ,Ker(X
j))→ HomZ(V
j
j , V
j
j ) est une sous-alge`bre note´e nX . L’inclu-
sion
r∏
j=1
HomZ(V
j
j , V
j
j ) ⊂
r∏
j=1
HomZ(V
j
j ,Ker(X
j))
fournit via l’isomorphisme (4.1.2) un supple´mentaire mX de nX dans gX . C’est en fait une sous-
alge`bre de gX . La de´composition gX = mX ⊕ nX est une ≪ de´composition de Levi ≫ de l’alge`bre
de Lie gX .
Le centralisateur GX de X dans G admet aussi une de´composition de Levi MXNX ou` MX =
mX ∩ G est un sche´ma en groupes re´ductifs et NX = (IdE + nX ∩ G) un sche´ma en groupes
unipotents. Il re´sulte de qui pre´ce`de que MX est isomorphe au produit
∏
16j6r
AutZ(V
j
j ).
4.2. Affublons chaque Z-module d’un poids
p(V ij ) = r + (r − 1) + . . .+ (r − (i− 2)) + r − j + 1
= (i− 1)(2r − i+ 2)/2 + r − j + 1.
Lemme 4.2.1. —
1. On a p(V ij ) > p(V
i′
j′ ) si et seulement si l’une des deux conditions est satisfaite
(a) i > i′ ;
(b) i = i′ et j < j′.
2. Soit 1 < i 6 j et 1 < i′ 6 j′. Supposons qu’on a p(V ij ) > p(V
i′
j′ ). Alors on a
p(V i−1j )− p(V
i′−1
j′ ) > p(V
i
j )− p(V
i′
j′ ).
De´monstration. — Prouvons l’assertion 1. Supposons i > i′. Alors on a
p(V ij )− p(V
i′
j′ ) > (r − i
′ + 1) + (j′ − j)
= (r − j) + (j′ − i′) + 1
> 1
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Si i = i′ alors p(V ij ) − p(V
i′
j′ ) = j
′ − j d’ou` l’assertion 1. Prouvons l’assertion 2. On a la formule
p(V i−1j )−p(V
i
j ) = i− r+2. d’ou` p(V
i−1
j )−p(V
i′−1
j′ )− (p(V
i
j )−p(V
i′
j′ )) = i− i
′. Si p(V ij ) > p(V
i′
j′ ),
on a i > i′ d’ou` l’assertion 2. 
4.3. Filtration n>t. — Pour tout t ∈ Z, soit
n>t =
⊕
HomZ(V
i
j , V
i′
j′ )
ou` la somme porte sur les 1 6 i 6 j 6 r et 1 6 i′ 6 j′ 6 r tels que p(V ij )− p(V
i′
j′ ) > t. On a donc
n>t ⊂ n>t
′
pour t > t′. Pour tous t et t′ dans Z, on a aussi n>t · n>t
′
⊂ n>t+t
′
et en particulier
[n>t, n>t
′
] ⊂ n>t+t
′
pour le crochet de Lie.
4.4. Sous-groupe parabolique R.— Soit r = n>0. C’est encore la sous-alge`bre de EndZ(E) qui
stabilise le raffinement du drapeau des noyaux ite´re´s qu’on obtient en intercalant pour 0 6 i 6 r−1
le drapeau
Ker(X i) ⊂ Ker(X i)+Ker(X i+1)∩Im(Xr−i) ⊂ . . . ⊂ Ker(X i)+Ker(X i+1)∩Im(X) ⊂ Ker(X i+1).
Bien suˆr, les inclusions ci-dessus ne sont pas ne´cessairement strictes. En tout cas, on a gX ⊂ n
>0.
On a une de´composition de Levi r = m ⊕ n ou` n = n>1 et
m =
⊕
HomZ(V
i
j , V
i
j )
ou` la somme porte sur les 1 6 i 6 j 6 r. On observera qu’on a mX ⊂ m et nX ⊂ n.
Soit R le sous-sche´ma en groupes de G de´fini par R = r ∩ G. Il admet une de´composition de
Levi R =MN avec M = m ∩G et N = IdE +n. On notera qu’on a
MX ⊂M et NX ⊂ N.
Le sche´ma en groupes re´ductifsM s’identifie au produit
∏
16i6j6r AutZ(V
i
j ) de sorte que l’inclusion
MX ⊂M s’identifie a` l’application
∏
16j6r
AutZ(V
j
j )→
∏
16i6j6r
AutZ(V
i
j )
qui j par j est donne´e par le plongement diagonal AutZ(V
j
j )→
∏
16i6j AutZ(V
i
j ) ou` l’on identifie
AutZ(V
j
j ) ≃ AutZ(V
i
j ) via l’isomorphisme V
j
j ≃ V
i
j induit par X
j−i.
4.5. Description de la N-orbite de X. — Soit t ∈ Z et o>t =
⊕
HomZ(V
i
j , V
i′
j′ ) ou` la
somme porte sur les 1 < i 6 j 6 r et 1 6 i′ 6 j′ 6 r tels que p(V i−1j ) − p(V
i′
j′ ) > t. Comme
p(V ij ) > p(V
i−1
j ), on a o
>t ⊂ n>t+1. Soit o = o>1. Soit N>t = IdE + n
>t et N>tX = NX ∩N
>t.
Proposition 4.5.1. — L’application
(4.5.1)
N → n
n 7→ n−1Xn−X
induit un isomorphisme de Z-sche´ma
(4.5.2) NX\N → o.
De´monstration. — On va de´montrer par re´currence sur t > 1 que l’application (4.5.1) induit
un isomorphisme N>tX \N
>t → o>t. Elle est clairement injective. Le cas t assez grand est trivial
et le cas t = 1 donne la proposition. Montrons que le cas t − 1 implique le cas t : soit Y ∈ o>t.
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D’apre`s le lemme 4.5.2 ci-dessous, il existe n ∈ N>t tel que Y − (n−1Xn−X) ∈ o>t+1. On a donc
n(Y − (n−1Xn−X)n−1 ∈ o>t+1. Par hypothe`se de re´currence, il existe n1 ∈ N
>t tel que
n(Y − (n−1Xn−X)n−1 = n−11 Xn1 −X
d’ou` Y = (n1n)
−1Xn1n−X comme voulu. 
Lemme 4.5.2. — Soit t > 1. On a un isomorphisme de Z-sche´ma en groupes
(4.5.3) (N>tX N
>t+1)\N>t → o>t/o>t+1
induit par n 7→ n−1Xn−X.
De´monstration. — Observons tout d’abord que l’application n>t → N>t donne´e U 7→ IdE +U
induit un isomorphisme de groupes
(4.5.4) (n>tX + n
>t+1)\n>t → (N>tX N
>t+1)\N>t.
Soit U ∈ n>t et n = IdE +U . On a
(4.5.5) n−1Xn−X = n−1[X,U ].
Prouvons que [X,U ] ⊂ o>t. Il suffit de conside´rer un e´le´ment U ∈ Hom(V ij , V
i′
j′ ) avec p(V
i
j ) −
p(V i
′
j′ ) > t > 1. Si i = j on a UX = 0 sinon on a UX ∈ Hom(V
i+1
j , V
i′
j′ ) ⊂ o
>t. Si i′ = 1, on a
XU = 0. Sinon i′ > 1 et XU ∈ Hom(V ij , V
i′−1
j′ ). Comme p(V
i
j ) − p(V
i′
j′ ) > 1, on a i > i
′ > 1. Par
le lemme 4.2.1 assertion 2, on a
p(V i−1j )− p(V
i′−1
j′ ) > p(V
i
j )− p(V
i′
j′ ) > t,
d’ou` XU ∈ o>t. On a donc n−1[X,U ] ∈ o>t et par (4.5.5), on a n−1Xn −X ∈ o>t. De la sorte,
on obtient une application
n>t → o>t/o>t+1
qui, a` U ∈ n>t, associe la classe de (IdE +U)
−1X(IdE +U)−X . Par (4.5.5) et le fait que [X,U ] ∈
o>t, cette application co¨ıncide avec celle induite par U 7→ [X,U ]. Elle se factorise en une application
(4.5.6) (n>tX + n
>t+1)\n>t → o>t/o>t+1.
Via l’isomorphisme (4.5.4), elle co¨ıncide avec l’application (4.5.3). Prouvons que (4.5.6) est un
isomorphisme. On peut raisonner par re´currence sur t (pour t assez grand les deux membres
sont nuls). En utilisant l’hypothe`se de re´currence pour t − 1, on voit que (4.5.6) est injective.
Soit Y ∈ o>t/o>t+1 ; on l’identifie a` un e´le´ment de
⊕
HomZ(V
i
j , V
i′
j′ ) ou` la somme porte sur
les 1 < i 6 j 6 r et 1 6 i′ 6 j′ 6 r tels que p(V i−1j ) − p(V
i′
j′ ) = t. Soit p(Y ) le plus petit
entier parmi les entiers p(V i
′
j′ ) tels que la projection Y
′ de Y sur HomZ(V
i
j , V
i′
j′ ) soit non nulle.
S’il n’existe pas de tels entiers, on a Y = 0. Sinon p(Y ) > 1. Soit Y ′ la projection de Y sur
HomZ(V
i
j , V
i′
j′ ) avec p(V
i′
j′ ) = p(Y
′). Il existe U ∈ HomZ(V
i−1
j , V
i′
j′ ) ⊂ n
>t tel que Y ′ = UX . On
a donc Y − [U,X ] ∈ o>t. On a aussi XU ∈ HomZ(V
i−1
j , V
i′+1
j′ ). On a p(V
i−1
j ) < p(V
i
j ) donc
p(Y − [U,X ]) < p(Y ). De proche en proche, on construit U ∈ n>t tel que Y ∈ [X,U ] + o>t+1. 
5 Une famille orthogonale associe´e a` un endomorphisme
nilpotent
5.1. Fonctions HP . — Dans ce paragraphe, on reprend la situation du §3.1. On suppose que F
est un corps local de caracte´ristique 0. Soit | · | la valeur absolue normalise´e de F . Soit K ⊂ G(F )
le sous-groupe compact maximal de´fini ainsi :
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– si F = C, c’est le groupe unitaire associe´e a` la forme hermitienne pour laquelle la base e est
orthonormale ;
– si F = R, c’est le groupe othogonal associe´ a` la forme quadratique pour laquelle la base e
est orthonormale ;
– si F est non-archime´dien, on pose K = G(O) ou` O ⊂ F est l’anneau des entiers de F .
Pour tout P ∈ F(T0), soit l’application
HP : G(F )→ aP
donne´e par
(5.1.1) 〈χ,HP (g)〉 = log |χ(p)|
ou` l’on e´crit, selon la de´composition d’Iwasawa, g = pk avec p ∈ P (F ) et k ∈ K. Il s’ensuit que
l’application HP est invariante a` gauche par NP (F ) et a` droite par K.
5.2. Famille orthogonale. — Soit M ∈ L(T0). Suivant Arthur (cf. [8] section 3), on dit qu’une
famille de points (YP )P∈P(M) de aM est orthogonale si elle ve´rifie la condition suivante : pour tout
couple (P, P ′) ∈ P(M)2 adjacents, le vecteur YP − YP ′ appartient a` la droite engendre´e par la
coracine associe´e a` l’unique e´le´ment de
(−Σ(P ′, AM )) ∩ Σ(P,AM ).
Si l’on impose de plus que YP − YP ′ appartienne a` la demi-droite engendre´e par ce vecteur, on dit
que la famille est orthogonale positive. C’est le cas, par exemple, de la famille (−HP (g))P∈P(M)
pour tout g ∈ G(F ) (cf. [1]).
Lorsqu’on dispose d’une famille orthogonale (YP )P∈P(M), on de´finit pour tout Q ∈ F(M) un
point YQ ∈ aMQ de la manie`re suivante : on choisit P ∈ P(M) tel que P ⊂ Q et, par de´finition,
YQ est l’image de YP par la projection aM → aMQ duale de la restriction X
∗(MQ)→ X
∗(M). Les
proprie´te´s d’orthogonalite´ font que le point YQ ne de´pend pas du choix de P ⊂ Q. Notons que
pour g ∈ G(F ), le point HQ(g) est bien la projection de HP (g). Soit L ∈ L(M). La famille ainsi
obtenue (YQ)Q∈P(L) est encore orthogonale.
5.3. Fonction RP . — De´sormais M de´signe le facteur de Levi semi-standard du sous-groupe
parabolique P0 qui stabilise le drapeau des noyaux ite´re´s de X . Pour P ∈ P(M), on va introduire
une le´ge`re variante de l’application HP : pour tout g ∈ G(F ) on pose
RP (g) = HP (wP g)
ou` wP ∈ W ve´rifie w
−1
P PwP ∈ R(X). D’apre`s le lemme 3.3.1, un tel e´le´ment non seulement
existe mais est unique a` translation a` gauche pre`s par un e´le´ment w ∈ WM . Soit wP g = mnk la
de´composition d’Iwasawa de wP g. Pour w ∈W
M , on a la de´composition d’Iwasawa wwP = wmnk.
D’ou`
〈χ,HP (wwP g)〉 = log |χ(wm)| = log |χ(w)| + log |χ(m)| = log |χ(m)| = 〈χ,HP (wwP g)〉,
puisque |χ(w)| = 1. Ainsi RP est inde´pendante du choix de wP .
5.4. Orthogonalite´ de la famille (−RP (g))P∈P(M). — On montre le lemme suivant.
Lemme 5.4.1. — La famille (−RP (g))P∈P(M) est orthogonale au sens d’Arthur.
De´monstration. — Il s’agit de ve´rifier que pour P et P ′ adjacents, le vecteur
−RP (g) +RP ′(g)
appartient a` la droite engendre´e par l’unique e´le´ment de ∆∨P ∩ (−∆
∨
P ′). Cette droite est la droite
a
MQ
M pour un unique sous-groupe parabolique Q contenant P et P
′. Si l’on revient a` la de´finition
de RP et RP ′ , on voit qu’il s’agit de prouver qu’on a
HQ(wP g) = HQ(wP ′g).
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D’apre`s le lemme 2.10.2, on a
w−1P ′ ∈ GXw
−1
P MQP
′.
Comme w−1P PwP ∈ R(X), on a GX ⊂ w
−1
P PwP d’ou`
w−1P ′ ∈ w
−1
P Q.
On a donc
(5.4.1) wPw
−1
P ′ ∈W
MQ .
On a donc HQ(wPw
−1
P ′ ) = 0 et
HQ(wP g) = HQ(wPw
−1
P ′ ) +HQ(wP ′g) = HQ(wP ′g),
ce qu’il fallait de´montrer. 
Soit g ∈ G(F ). Puisque la famille (RP (g))P∈P(M) est orthogonale, on dispose pour tout Q ∈
F(M) de points RQ(g) ∈ aMQ . On ve´rifie qu’on a
(5.4.2) RQ(g) = HQ(wQg)
ou` wQ ∈ W ve´rifie w
−1
Q QwQ ∈ LS(X) (cf. lemme 3.3.1). Comme l’expression HQ(wQg) est
inde´pendante de toute translation a` droite de wQ par un e´le´ment de W
MQ , elle ne de´pend pas du
choix de wQ.
5.5. Action du normalisateur de M dans W . — Soit NormW (M) le normalisateur de M
dans W . Pour tout P ∈ P(M), le groupe Pw = w−1Pw appartient encore a` P(M). On ve´rifie
aise´ment la formule suivante : pour tout w ∈ NormW (M), tout P ∈ P(M) et tout g ∈ G(F ) on a
(5.5.1) RP (g) = w ·RPw (g)
ou` l’on note w· l’action naturelle de NormW (M) sur l’espace aM . Plus ge´ne´ralement pour tout
L ∈ L(M) et tout Q ∈ P(L), on a
(5.5.2) RQ(g) = w · RQw(g).
5.6. Action du centralisateur. — On rappelle que P0 ∈ P(M) est le sous-groupe parabolique
qui stabilise le drapeau des noyaux ite´re´s de X . Le centralisateur de X dans G posse`de une
de´composition de Levi note´e MXNX ou` NX est le radical unipotent de GX ; la description des
groupes MX et NX est donne´e au §4.1 (modulo le changement de base a` F ).
Lemme 5.6.1. — Soit h ∈ GX(F ). Pour tout P ∈ P(M), on a
RP (h) = RP0(h).
En particulier, pour tout g ∈ G(F ) la famille orthogonale (−RP (hg))P∈P(M) se de´duit de la famille
(−RP (h))P∈P(M) par la translation par −RP0(h).
De´monstration. — Soit P ∈ P(M). Par de´finition, pour tout g ∈ G(F ), on a RP (g) = HP (wP g)
ou` wP ∈ W ve´rifie Q := w
−1
P PwP ∈ R(X). Soit MQ le facteur de Levi standard de Q. On a
MQ = w
−1
P MwP . La conjugaison par wP induit un isomorphisme aMQ ≃ aM inde´pendant du
choix de wP et pour lequel on a RP (g) = wP ·HQ(g). On a donc pour h ∈ Q(F )
(5.6.1) RP (hg) = wP ·HQ(hg) = wP ·HQ(h) + wP ·HQ(g) = RP (h) +RP (g).
Il s’ensuit que la fonction g 7→ RP (g) est invariante a` gauche par les e´le´ments q ∈ Q(F ) tels que
pour tout χ ∈ X∗(P ), on a |χ(wP qw
−1
P )| = 1. Le centralisateur GX est inclus dans Q (cf. remarque
2.7.1) et admet une de´composition de Levi MXNX comme on l’a dit plus haut (cf. aussi §4.1).
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La fonction g 7→ RP (g) est invariante a` gauche par le groupe unipotent NX(F ). On est ramene´ a`
prouver le re´sultat pour un e´le´ment h ∈MX(F ).
Par la proposition 3.4.1, il existe ε ∈ E tel que le sous-groupe parabolique Q soit le stabilisateur
du drapeau E•(ε)⊗ZF . Avec les notations de la section 3, le groupeMQ s’identifie alors au produit
(5.6.2)
∏
16k6r
AutF (⊕16j6r(V
αk,j
j )
⊕εk,j )
ou` αk,j =
∑k
l=1 εl,j. Le groupe MX s’identifie a`
(5.6.3)
∏
16j6r
AutF (V
j
j )
Ainsi tout e´le´ment h ∈MX s’identifie a` un r-uplet (hj)16j6r. On a une fle`che e´vidente
∏
16j6r
AutF (V
j
j )→ AutF (⊕16j6r(V
αk,j
j )
⊕εk,j )
qu’on obtient en utilisant les isomorphismes V ij ≃ V
i′
j induits par les puissances de X . L’inclusion
MX ⊂MQ s’identifie alors au plongement ≪ diagonal≫ de (5.6.3) dans (5.6.2). En utilisant comme
base de X∗(MQ) les de´terminants des facteurs de (5.6.2), on identifie aMQ a` R
r.
De la sorte, on a
HQ(h) = (
∑
16j6r
εk,j log | det(hj)|)16k6r
pour tout h ∈ MX(A). Rappelons que le sous-groupe parabolique P0 ∈ P(M) est le stabilisateur
du drapeau E•(ξ) ⊗Z F des noyaux ite´re´s ou` ξ est de´fini dans la remarque 3.4.2. On a pour
1 < k 6 r
Ek(ξ) = Ek−1(ξ) ⊕
⊕
k6j6r
V kj .
Comme P appartient aussi a` P(M), il existe une permutation σ ∈ Sr telle que P soit le stabili-
sateur du drapeau F•(σ)⊗Z F de´fini re´cursivement par
Fk(σ) = Fk−1(σ) ⊕
⊕
σ(k)6j6r
V
σ(k)
j .
L’endomorphisme wP de E envoie le drapeau E•(ε) sur F•(σ). En particulier, pour tout k, on a
e´galite´ entre les dimensions des quotients a` savoir
(5.6.4)
∑
16j6r
εk,jdj =
∑
σ(k)6j6r
dj .
On en de´duit e´galement qu’on a
(5.6.5) RP (h) = wP ·HQ(h) = (
∑
16j6r
εσ−1(k),j log | det(hj)|)16k6r
D’apre`s le lemme 3.5.1, il existe une permutation τ ∈ Sr tel que εk,j = ξτ(k),j pour tout 1 6 k 6 k.
En utilisant la de´finition de ξ, on voit que les e´galite´s (5.6.4) et (5.6.5) deviennent
(5.6.6)
∑
τ(k)6j6r
dj =
∑
σ(k)6j6r
dj
et
(5.6.7) RP (h) = (
∑
τσ−1(k)6j6r
log | det(hj)|)16k6r.
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Lorsque τ et σ sont e´gaux a` la permutation identique, on trouve
(5.6.8) RP0(h) = (
∑
k6j6r
log | det(hj)|)16k6r .
L’e´galite´ RP (h) = RP0(h) re´sulte alors de l’e´galite´ suivante pour tout 1 6 k 6 r
(5.6.9)
∑
τσ−1(k)6j6r
log | det(hj)| =
∑
k6j6r
log | det(hj)|.
L’e´galite´ (5.6.6) donne, lorsqu’on remplace k par σ−1(k)
(5.6.10)
∑
τσ−1(k)6j6r
dj =
∑
k6j6r
dj .
Donc dj = 0 pour k 6 j < τσ
−1(k) ou pour τσ−1(k) 6 j < k. Pour un tel j, on a hj = 1 et le
terme log | det(hj)| est nul. L’e´galite´ (5.6.9) est donc e´vidente.
Enfin l’assertion sur la famille orthogonale est alors une conse´quence imme´diate de (5.6.1) et
de l’e´galite´ RP (h) = RP0(h) pour tout P ∈ P(M). 
5.7. Un calcul pour des sous-groupes paraboliques adjacents. — On rappelle que deux
sous-groupes paraboliques P1 et P2 de P(M) sont adjacents s’il existe un sous-groupe parabolique
Q minimal pour l’inclusion dans F(M)− P(M) tel que P1 ⊂ Q, P2 ⊂ Q et P1 ∩ P2 ∩MQ =M .
Soit P1 et P2 deux e´le´ments adjacents de P(M). Soit P˜1 et P˜2 les e´le´ments de R(X) images
respectives de P1 et P2 par l’application (2.9.1).
Lemme 5.7.1. — Il existe ε ∈ E(X) et une transposition τ ∈ Sr tels P˜1 et P˜2 soient les stabili-
sateurs respectifs des drapeaux E•(ε)⊗Z F et E•(τ(ε)) ⊗Z F (ou` τ(ε) est de´fini au lemme 3.5.1).
De´monstration. — Soit Q le plus petit sous-groupe parabolique qui contient a` la fois P1 et
P2. Comme P1 et P2 sont adjacents, Q est aussi minimal parmi les sous-groupes paraboliques qui
contiennent strictement P1 (resp. P2). Soit w1 et w2 des e´le´ments de W tels que w
−1
i Piwi = P˜i
(cf. lemme 3.3.1. Alors Q˜ = w−11 Qw1 ∈ LS(X). En fait, on a w1w
−1
2 ∈ W
MQ (cf. e´q. (5.4.1)
de´monstration du lemme 5.4.1), on a donc aussi Q˜ = w−12 Qw2. Le sous-groupe parabolique Q˜
contient donc a` la fois P˜1 et P˜2. Il est e´galement minimal parmi les sous-groupes paraboliques qui
contiennent strictement P˜1 (resp. P˜2) . Par la proposition 3.4.1, il existe ε et ε
′ dans E(X) tels que
les sous-groupes paraboliques P˜1 et P˜2 soient les stabilisateurs respectifs des drapeaux E•(ε)⊗Z F
et E•(ε
′) ⊗Z F . Par minimalite´ de Q˜ parmi les sous-groupes paraboliques contenant P˜1, il existe
un unique 1 6 k < r tel que le sous-groupe parabolique Q˜ est le stabilisateur du drapeau associe´
a`
(0) = E0(ε) ( . . . ( Ek−1(ε) ( Ek+1(ε) ( . . . ( Er(ε) = E
qui se de´duit de E•(ε) par suppression du sous-espace Ek(ε). Observons que les groupes P˜1 et
w−11 P2w1 appartiennent tous deux a` P(w
−1
1 Mw1), sont inclus dans Q˜ et sont adjacents. Par
ailleurs P˜2 est conjugue´ par w
−1
2 w1 ∈ W
MQ˜ a` w−11 P2w1. Il s’ensuit que Q˜ est aussi le stabilisateur
du drapeau associe´ a` E•(ε
′) prive´ de Ek(ε
′) pour le meˆme indice k. Pour tout 1 6 l 6 r tel que
l 6= k on a donc El(ε) = El(ε
′) d’ou` l’on de´duit pour tout j ∈ J
l∑
m=1
εl,j =
l∑
m=1
ε′l,j
On obtient alors les conditions suivantes
(5.7.1) εl,j = ε
′
l,j
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pour l 6= k et
(5.7.2) εk,j + εk+1,j = ε
′
k,j + ε
′
k+1,j .
Il reste a` ve´rifier qu’on a ε = τ(ε′) pour τ la transposition qui e´change k et k+1 c’est-a`-dire qu’on
a
(5.7.3)
{
εk,j = ε
′
k+1,j
εk+1,j = ε
′
k,j
Notons d’ailleurs que les deux e´galite´s ci-dessus sont e´quivalentes par (5.7.2).
Conside´rons d’abord le cas ou` ε = ε′. Il s’agit de voir qu’on a εk,j = εk+1,j pour tout j ∈ J .
Supposons le contraire par exemple qu’il existe j0 ∈ J tel que 0 = εk,j0 et εk+1,j0 = 1. La croissance
de j 7→ εk,j implique alors qu’on a εk,j 6 εk+1,j pour tout j ∈ J et l’ine´galite´ est stricte pour
j = j0. On a alors
rang(Ek(ε)/Ek−1(ε)) =
∑
j∈J
εk,jdj <
∑
j∈J
εk+1,jdj = rang(Ek+1(ε)/Ek(ε)).
On en de´duit en particulier que le normalisateur de MP˜1 dans W
Q˜ est e´gal a` WMP˜1 . Or ce groupe
contient e´videmment w−12 w1. Donc w
−1
2 w1 ∈ W
MP˜1 d’ou`
P1 = w1P˜1w1 = w2P˜1w2 = w2P˜2w2 = P2
puisque ε = ε′ entraˆıne P˜1 = P˜2. Donc P1 = P2 ce qui n’est pas par hypothe`se.
Conside´rons ensuite le cas ε 6= ε′. Il existe donc j0 tel que εk,j0 6= ε
′
k,j0
. Quitte a` e´changer les
roˆles de ε et ε′, on suppose qu’on a εk,j0 < ε
′
k,j0
ce qui signifie εk,j0 = 0 et ε
′
k,j0
= 1. En utilisant
(5.7.2) pour j = j0, on a aussi εk+1,j0 = 1 + ε
′
k+1,j0
ce qui force εk+1,j0 = 1 et ε
′
k+1,j0
= 0. On a
donc prouve´ (5.7.3) pour j = j0. Par les proprie´te´s de croissance de j 7→ εk,j , on a donc pour tout
j < j0, εk,j = ε
′
k+1,j = 0 et pour tout j > j0, ε
′
k,j = εk+1,j = 1 ce qui donne (5.7.3) pour j 6= j0.

Reprenons les notations du lemme 5.7.1 ci-dessus. Les sous-groupes paraboliques P˜1 et P˜2 sont
les stabilisateurs respectifs des drapeaux E•(ε) ⊗Z F et E•(τ(ε)) ⊗Z F ou` τ est la transposition
qui e´change k et k+ 1. Comme on l’a vu au cours de la preuve du lemme 5.7.1, quitte a` e´changer
les roˆles de ε et τ(ε), on peut et on va supposer qu’on a εk,j 6 εk+1,j pour tout j ∈ J . Soit
J1 = {j ∈ J | εk,j = εk+1,j = 1}
et
J2 = {j ∈ J | εk,j = 0 et εk+1,j = 1}.
On a toujours r ∈ J1 et l’ensemble J2 est vide si et seulement si P˜1 = P˜2. On a alors Ek(ε) ⊂
Ek(τ(ε)) et les formules suivantes pour les dimensions
(5.7.4) r1 := rang(Ek(ε)/Ek−1(ε)) = rang(Ek+1(ε)/Ek(τ(ε))) =
∑
j∈J1
dj > 0
et
(5.7.5) r2 := rang(Ek(τ(ε))/Ek(ε)) =
∑
j∈J2
dj > 0.
Le raffinement du drapeau E•(ε)
(5.7.6) (0) ⊂ E1(ε) ( . . . ( Ek(ε) ⊂ Ek(τ(ε)) ( Ek+1(ε) ( . . . ( Er(ε)
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donne par extention des scalaires un drapeau de sous-espaces dont P˜ = P˜1∩ P˜2 est le stabilisateur.
Soit Q le sous-groupe parabolique qui stabilise le drapeau
(0) ⊂ E1(ε) ( . . . Ek−1(ε) ( Ek+1(ε) ( . . . Er(ε).
Par construction des modules Ek comme somme de V
i
j , le drapeau
Ek−1(ε) ( Ek(ε) ⊂ Ek(τ(ε)) ( Ek+1(ε)
vient avec un scindage Ek(ε) = Ek−1(ε)⊕W1, Ek(τ(ε)) = Ek(ε)⊕W2 et Ek+1(ε) = Ek(τ(ε))⊕W3
ou` les W1, . . . ,W3 sont eux aussi des sommes de V
i
J . En outre, X induit un isomorphisme de W3
sur W1. On a rang(W1) = rang(W3) = r1 et rang(W2) = r2. Le sous-groupe parabolique P˜ est
semi-standard. Son facteur de Levi standard MP˜ est muni d’une projection sur
AutF (W1)×AutF (W2)×AutF (W3).
On la note m 7→ (m1,m2,m3).
Lemme 5.7.2. — Soit g = mnk avec m ∈ MP˜ (F ), n ∈ NP˜ (F ) et k ∈ K. Avec les notations
ci-dessus,
−RP1(g) +RP2(g) = log | det(m1)
−1 det(m3)|α
∨
ou` α∨ est l’unique e´le´ment de ∆∨P1 ∩ (−∆
∨
P2
).
Remarque 5.7.3. — On voit que, sans hypothe`se supple´mentaire sur g, la famille (−RP (g))P∈P(M)
n’est pas ne´cessairement positive.
De´monstration. — D’apre`s le lemme 5.4.1, on sait que l’e´galite´ est vraie a` un scalaire pre`s.
Le point est d’e´valuer ce scalaire. On reprend les notations pre´ce´dentes, en particulier celles du
lemme 5.7.1. La fonction g 7→ RPi(g) est invariante a` gauche par les e´le´ments h ∈ P˜i(F ) tels
que |χ(h)| = 1 pour tout χ ∈ X∗(P˜i). Elle est donc invariante a` gauche par NP˜ . Elle est par
ailleurs invariante a` droite par K. On On est ramene´ a` prouver l’e´galite´ pour n et k triviaux. On
a e´galement RPi = wi ·HP˜i . On est donc ramener a` prouver pour tout m ∈MP (F ) l’e´galite´
(5.7.7) −HP˜1(m) + (w
−1
1 w2) ·HP˜2(m) = log | det(m1)
−1 det(m3)|β
∨
ou` β∨ est l’unique e´le´ment de ∆Q˜,∨
P˜1
. Le groupe MP˜1 est muni naturellement d’une projection sur
AutF (W1) et on va composer cette projection avec le de´terminant. Cela donne un caracte`re χ de
X∗(P˜1) pour lequel 〈χ, β
∨〉 = 1 et 〈χ,HQ1(m)〉 = log | det(m1)|. Comme (5.7.7) est au moins vraie
a` une constante pre`s, il suffit de la ve´rifier sur le caracte`re χ.
Pour continuer, il nous faut comprendre l’action de w−11 w2. On a de´ja` remarque´ dans la preuve
du lemme 5.7.1 que le sous-groupe w−11 P2w1 appartient a` P(MP˜1), qu’il est contenu dans Q˜ et
qu’il est adjacent a` P˜1. Ainsi w
−1
1 P2w1 est ne´cessairement le stabilisateur du drapeau associe´ a`
(0) ⊂ E1(ε) ( . . . ( Ek−1(ε) ⊂ Ek(ε)⊕W2 ⊕W3 ( Ek+1(ε) ( . . . ( Er(ε)
Le groupe P˜2 est le stabilisateur du drapeau associe´ a`
(0) ⊂ E1(ε) ( . . . ( Ek−1(ε) ⊂ Ek(ε)⊕W1 ⊕W2 ( Ek+1(ε) ( . . . ( Er(ε).
L’e´le´ment w ∈ WMQ˜ d’ordre 2 qui e´change W1 et W3 (en induisant X sur W3) conjugue P˜2 en
w−11 P2w1 tout comme d’ailleurs w
−1
1 w2. Ces e´le´ments sont donc e´gaux a` un e´le´ment de W
MP˜2
pre`s qui, de toute fac¸on, agit trivialement sur aP˜2 . Le caracte`re χ ◦ (w
−1
1 w2) est alors celui obtenu
par composition du de´terminant avec la projection MP → AutF (W3). Le lemme devient e´vident.

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La de´composition (4.1.1) induit une projection g→ Hom(W3,W1)⊗ZF dont on note U 7→ U1,3
la restriction a` nP . Soit det(U1,3) le de´terminant de la matrice de U1,3 dans les bases de W1 et W3
extraites de la base e de E fixe´e au § 3.1. Observons qu’on a
(5.7.8) nP˜1 ∩ nP˜2 = Hom(W3,W1)⊕ nQ˜.
Le lemme suivant fournit une autre interpre´tation de la diffe´rence −RP1(g) +RP2(g).
Lemme 5.7.4. — Soit Y ∈ g(F ) dans l’orbite de X sous G(F ).
1. Il existe k ∈ K tel que
U = kY k−1 ∈ nP˜1(F ) ∩ nP˜2(F ).
L’e´le´ment | det(U1,3)| ∈ R ne de´pend pas du choix de k.
2. Pour tout g ∈ G(F ) tel que Y = g−1Xg, on a
−RP1(g) +RP2(g) = log | det(U1,3)|α
∨,
ou` α∨ est l’unique e´le´ment de ∆∨P1 ∩ (−∆
∨
P2
).
De´monstration. — Afin d’alle´ger les notations durant la de´monstration, on pose ni = nP˜i pour
i = 1, 2. On a Y = g−1Xg pour un certain g ∈ G(F ). Par de´composition d’Iwasawa, on a g = pk
avec p ∈ P˜ (F ). Il s’ensuit que U = kY k−1 appartient a` la P˜ (F )-orbite de X . Or P˜ = P˜1 ∩ P˜2 et
la P˜i-orbite de X est incluse dans ni. On a donc U ∈ n1(F )∩ n2(F ). Comme GX ⊂ P˜ , la P˜ -orbite
de X est l’intersection des orbites de X sous P˜1 et P˜2. C’est aussi l’intersection de n1 ∩ n2 avec la
G-orbite de X . Donc si k ∈ K, ve´rifie
kg−1Xgk−1 ∈ n1(F ) ∩ n2(F )
on en de´duit qu’il existe p ∈ P˜ (F ) tel que
kg−1Xgk−1 = p−1Xp
donc g ∈ GX(F )pk ⊂ P˜ (F )k. Alors k est ne´cessairement la composante sur K de la de´composition
d’Iwasawa de g relative au sous-groupe parabolique P˜ . Il s’ensuit que k est bien de´fini a` une
translation a` gauche pre`s par un e´le´ment de K ∩ P˜ (F ).
Pour tout e´le´ment p ∈ P˜ de projection (m1,m3) sur AutF (W1)⊕AutF (W3) et tout U ∈ n1∩n2,
on a
(p−1Up)1,3 = m
−1
1 U1,3m3
et donc
(5.7.9) det((p−1Up)1,3) = det(m1)
−1 det(U1,3) det(m3).
Si, de plus, p ∈ K ∩ P˜ (F ), on a | det(m1)| = | det(m3)| = 1 d’ou` l’inde´pendance vis-a`-vis du
choix de k dans l’assertion 1.
Prouvons l’assertion 2. Soit g = pk la de´composition d’Iwasawa de g selon G(F ) = P˜ (F )K.
Dans ce cas, on a U = p−1Xp. Il vient d’apre`s (5.7.9) et l’e´galite´ det(X1,3) = 1
det(U1,3) = det((p
−1Xp)1,3)) = det(m1)
−1 det(X1,3) det(m3) = det(m1)
−1 det(m3).
L’assertion 2 re´sulte alors du lemme 5.7.2. 
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6 Des (G,M)-familles associe´es a` un endomorphisme nil-
potent
6.1. Rappel sur les (G,M)-familles. — On reprend les notations de la section 2. Soit M un
sous-groupe de Levi de G. A` la suite d’Arthur (cf. [3]), on appelle (G,M)-famille toute famille
(cP (λ))P∈P(M) de fonctions holomorphes de la variable λ ∈ a
∗
M,C qui ve´rifient la condition de
recollement suivante : pour couple (P, P ′) d’e´le´ments adjacents de P(M), on a cP (λ) = cP ′(λ) sur
l’hyperplan de´fini par 〈λ, α∨〉 = 0 ou` α∨ est l’unique e´le´ment de ∆∨P ∩ (−∆
∨
P ′).
Soit L ∈ L(M). On associe a` une (G,M)-famille c la (G,L)-famille d de´finie ainsi : pour
Q ∈ P(L) et λ ∈ a∗L,C, on pose dQ(λ) = cP (λ) pour n’importe quel P ∈ P(M) qui ve´rifie P ⊂ Q
(le re´sultat est inde´pendant du choix de P ).
Soit Q ∈ P(L). On associe a` une (G,M)-famille c la (L,M)-famille cQ de´finie ainsi : pour tout
P ∈ PL(M) et λ ∈ a∗M,C, on pose c
Q
P (λ) = cPNQ(λ).
6.2. Orbite nilpotente et (G,M)-famille : la construction d’Arthur. — De´sormais F est
un corps local. On utilise les notations du §5.1. Soit P un sous-groupe parabolique semi-standard
quelconque de G de facteur de Levi note´ M . Soit o ⊂ m une orbite nilpotente sous l’action de M .
Soit aM l’alge`bre de Lie du centre AM de M et a
reg
M l’ouvert de aM de´fini par la condition∏
α∈Σ(G,AM )
α 6= 0.
Pour alle´ger les notations, on pose N = NP et n = nP . Dans la suite de ce paragraphe, on va
rappeler des constructions dues a` Arthur (cf. [7] §3), pour tout Z ∈ aregM , tout U ∈ o(F ) et tout
Y ∈ n, il existe un unique
n = n(Z,U, Y ) ∈ N
de´fini par la condition
(6.2.1) n−1(Z + U)n = Z + U + Y.
Soit α ∈ Σ(G,AM ). Soit L ∈ L(M) tel que Σ(L,AM ) = {±α}. On suppose que P ∩ L est le
sous-groupe parabolique de L tel que Σ(P ∩ L,AM ) = {−α}. Soit P
′ ∈ P(M) tel que P ′ ∩ L soit
oppose´ a` P ∩ L. Pour tout Y ∈ n ∩ l, on a n(Z,U, Y ) ∈ N ∩ L pour tout Z ∈ aregM et U ∈ o. En
particulier, HP ′(n(Z,U, Y )) ne de´pend pas du choix de P
′.
Il existe un unique re´el positif ρ(α, o) tel que si l’on pose
rα(λ, o, Z) = |α(Z)|
ρ(α,o)〈λ,α∨〉
pour λ ∈ a∗M,C, la limite
(6.2.2) lim
Z∈areg
M
→0
rα(λ, o, Z) exp(−〈λ,HP ′(n(Z,U, Y ))〉)
existe et de´finit une fonction non identiquement nulle des variables U ∈ o(F ) et Y ∈ n(F ) ∩ l(F ).
Cette proprie´te´ caracte´rise ρ(α, o). On a aussi ρ(α, o) = ρ(−α, o).
A` la suite d’Arthur (ibid.), on introduit la famille suivante, qui est une (G,M)-famille,
(6.2.3) wP ′(λ, Z, U, Y ) =
( ∏
α∈Σ(P ′,AM )∩Σ(P¯ ,AM )
rα(λ, o, Z)
)
exp(−〈λ,HP ′(n(Z,U, Y ))〉)
pour P ′ ∈ P(M), Z ∈ aregM (F ), U ∈ o(F ) et Y ∈ n(F ). On a note´ P¯ ∈ P(M) le sous-grope
parabolique oppose´ a` P . Cette famille de´pend du sous-groupe parabolique ≪ point-base ≫ P mais,
pour ne pas alourdir encore les notations, on ne le fait pas figurer dans la notation.
Soit IGP (o) l’orbite induite de o au sens de Lusztig-Spaltenstein. Pour tout U ∈ o(F ) et tout
Y ∈ n(F ) tels que U + Y ∈ IGP (o) la limite
wP ′ (λ, U, Y ) := lim
Z∈areg
M
→0
wP ′ (λ, Z, U, Y )
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existe et est non-nulle (cf. [7] lemme 4.1). Cela de´finit une autre (G,M)-famille
(6.2.4) (wP ′ (λ, U, Y ))P ′∈P(M).
6.3. Dans le lemme suivant, on conside`re l’orbite nulle dans m. On a force´ment U = 0 et on note
simplement
(wP ′(λ, Z, Y ))P ′∈P(M)
et
(6.3.1) (wP ′ (λ, Y ))P ′∈P(M)
les (G,M)-familles (6.2.3) et (6.2.4) pour U = 0 et tout Y ∈ n(F ) ∩ IGP (0).
Soit P1 un sous-groupe parabolique contenant P et soit M1 = MP1 , N1 = NP1 . Soit o1 =
IM1P∩M1(0) : c’est une orbite nilpotente dans m1 pour l’action de M1. Relativement au sous-groupe
parabolique ≪ point-base ≫ P1, on dispose de la (G,M1)-famille (wP ′1 (λ, U, Y ))P ′1∈P(M1) de´finie
pour U ∈ o1(F ) et Y ∈ n1(F ) tels que U + Y ∈ I
G
P1
(o1). Supposons de plus qu’on a U ∈ n(F ).
Alors U +Y ∈ n(F ) et par transitivite´ de l’induction de Lusztig-Spaltenstein, on a U +Y ∈ IGP (0).
Donc on dispose aussi de la (G,M)-famille (wP ′(λ, U + Y ))P ′∈P(M) pour le ≪ point-base ≫ P .
Lemme 6.3.1. — Sous les hypothe`ses ci-dessus, la (G,M1)-famille de´duite de la (G,M)-famille
(wP ′ (λ, U + Y ))P ′∈P(M) co¨ıncide avec la (G,M1)-famille (wP ′1 (λ, U, Y ))P ′1∈P(M1). En d’autres
termes, on a
(6.3.2) wP ′(λ, U + Y ) = wP ′1(λ, U, Y ),
pour tout λ ∈ a∗M1,C et tous sous-groupes paraboliques P
′ ∈ P(M) et P ′1 ∈ P(M1) tels que P
′ ⊂ P ′1.
De´monstration. — Soit Z ∈ aregM . Pour tout U ∈ o1 ∩ n et Y ∈ n1, soit n ∈ N tel que
n−1Zn = Z + U + Y.
Par de´finition (cf. e´q. (6.2.3)), on a pour P ′ ∈ P(M) et λ ∈ a∗M,C
(6.3.3) wP ′(λ, Z, 0, U + Y ) =
( ∏
α∈Σ(P ′,AM)∩Σ(P¯ ,AM)
rα(λ, (0), Z)
)
exp(−〈λ,HP ′(n)〉).
On peut spe´cialiser cette e´galite´ en λ ∈ a∗M1,C. E´crivons n = m1n1 avec m1 ∈M1 ∩N et n1 ∈ N1.
Pour λ ∈ a∗M1,C et P
′
1 ⊃ P
′, on a
(6.3.4) 〈λ,HP ′ (n)〉 = 〈λ,HP ′1 (n)〉 = 〈λ,HP ′1 (n1)〉
et pour α ∈ Σ(M1, AM )
(6.3.5) rα(λ, (0), Z) = 1.
Soit U ′ = m−11 Zm1 − Z ∈ m1 ∩ n. On a alors
n−1Zn = n−11 (U
′ + Z)n1
= Z + U ′ + n−11 (U
′ + Z)n1 − (U
′ + Z)
∈ Z + U ′ + n1.
Il s’ensuit qu’on a U = U ′ et
n−11 (Z + U)n1 = Z + U + Y.
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Cette e´galite´ caracte´rise n1 lorsque Z est dans l’ouvert a
′
M ⊂ aM de´fini par∏
α∈Σ(N1,AM)
α 6= 0.
On obtient un morphisme
(Z,U, Y ) ∈ a′M × (o1 ∩ n)× n1 7→ n1(Z,U, Y ) ∈ N1.
Observons que l’ouvert a′M contient l’ouvert a
reg
M et la partie localement ferme´e a
reg
M1
. En tenant
compte de (6.3.3), (6.3.4) et (6.3.5), on obtient que pour P ′ ∈ P(M) et tous Z ∈ aregM (F ), U ∈
o1(F ) ∩ n(F ), Y ∈ n1(F ) et λ ∈ a
∗
M1,C
on a
(6.3.6) wP ′(λ, Z, 0, U + Y ) =
( ∏
α∈Σ(P ′1,AM)∩Σ(P¯1,AM )
rα(λ, (0), Z)
)
exp(−〈λ,HP ′1 (n1(Z,U, Y ))〉).
ou` P ′1 ∈ P(M1) est tel que P
′ ⊂ P ′1. D’apre`s Arthur (cf. [7], lemmes 4.1 et 4.2 ainsi que leur
preuve), l’expression wP ′ (λ, Z, 0, U + Y ), a priori de´finie seulement pour Z ∈ a
reg
M (F ), se prolonge
par continuite´ en une fonction non nulle sur un ouvert de aM (F ) × (o1(F ) ∩ n(F )) × n1(F ) qui
contient les triplets (0, U, Y ) tels que Y + U ∈ IGP1 (o1) = I
G
P (0). Le membre de droite de (6.3.6)
est, lui, bien de´fini de`s que Z ∈ a′M (F ), en particulier si Z ∈ a
reg
M1
. Conside´rons le cas ou` P1 et P
′
1
sont adjacents. Soit β ∈ Σ(P ′1, AL)∩−Σ(P1, AL). Pour Z ∈ a
′
M , le membre de droite de (6.3.6) se
re´duit a`
|β(Z)|ρ(β)〈λ,β
∨〉 exp(−〈λ,HP ′1(n1(Z,U, Y ))〉)
avec
ρ(β) =
∑
α∈Σ(G,AM ), α|AL=β
ρ(α, 0).
La caracte´risation du re´el ρ(β, o1) par l’existence et la non trivialite´ de la limite (6.2.2) implique
qu’on a ρ(β, o1) = ρ(β). En faisant varier les paraboliques P et P
′, on en de´duit que cette e´galite´
est vraie pour tout β. On en de´duit qu’on a pour Z ∈ AregM1 (F )∏
α∈Σ(P ′1,AM )∩Σ(P¯1,AM)
rα(λ, (0), Z) =
∏
α∈Σ(P ′1,AM1 )∩Σ(P¯1,AM1 )
rα(λ, o1, Z)
Maintenant le membre de droite de (6.3.6) s’interpre`te pour Z ∈ AregM1 (F ) comme wP ′1(λ, Z, U, Y ).
Prenant la limite quand Z → 0 dans chacun des membres de (6.3.6), on obtient l’e´galite´ cherche´e
(6.3.2).

6.4. Une (G,M)-famille associe´e a` la famille orthogonale (RP (g))P∈P(M).— Les notations
sont celles de la section 5 et des paragraphes ci-dessus. En particulier, on rappelle que X est un
e´le´ment nilpotent de g(F ) ≪ standard ≫. Le groupe M est ici le facteur de Levi du stabilisateur
P0 du drapeau des noyaux ite´re´s de X . Pour tout g ∈ G(F ), on dispose de la famille orthogonale
(RP (g))P∈P(M). Fixons un sous-groupe parabolique ≪ point-base ≫ P1 ∈ P(M). Les proprie´te´s
des familles orthogonales font que la famille
(exp(〈λ,RP1 (g)−RP (g)〉))P∈P(M)
est une (G,M)-famille. Rappelons que puisque P1 ∈ P(M), l’induite I
G
P1
(0) n’est autre que
l’orbite de X sous G(F ). Pour tout Y ∈ IGP1(0) ∩ n1(F ), on dispose aussi de la (G,M)-famille
(wP (λ, Y ))P∈P(M), cf. §6.3, de´finie relativement au meˆme point-base P1. La proposition suivante
relie ces deux (G,M)-familles. Pour tout indice i, on abre`ge nPi en ni.
Proposition 6.4.1. — Pour tous g ∈ G(F ), Y ∈ n1(F ) ∩ I
G
P1
(0), et k ∈ K tels que
(6.4.1) k−1Y k = g−1Xg
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on a pour tout P2 ∈ P(M)
(6.4.2) wP2(λ, Y ) = exp(〈λ,RP1 (g)−RP2(g)〉),
ou`, l’on rappelle que P1 est le ≪ point-base ≫ de la famille (wP )P∈P(M).
En particulier, le membre de gauche est invariant par conjugaison de Y par un e´le´ment de
P (F ) ∩K.
De´monstration. — La dernie`re assertion est une conse´quence imme´diate de l’invariance de la
formule (6.4.2) par toute translation a` droite de g par un e´le´ment de K.
Prouvons (6.4.2). Le cas P1 = P2 est e´vident. Soit dist(P1, P2), la distance de P1 a` P2, c’est-
a`-dire la longueur minimale d’une chaˆıne de sous-groupes paraboliques adjacents de P(M) qui
relie P1 a` P2. On va d’abord montrer par re´currence sur dist(P1, P2) qu’il suffit de prouver la
proposition dans le cas ou` P1 et P2 sont adjacents, cas qu’on admet provisoirement. On suppose
dist(P1, P2) > 2 et soit P3 ∈ P(M) adjacent a` P2 tel que
dist(P1, P2) = dist(P1, P3) + 1.
Pour i ∈ {1, 2, 3}, on introduit l’espace topologique
Si = {(k,H) ∈ (K ∩ Pi(F ))\K × g(F ) | kHk
−1 ∈ aM (F )⊕ ni(F )}
Cette ensemble est muni d’une application continue pi : Si → aM (F ) × g(F ) de´finie ainsi :
l’image de ((K ∩Pi(F ))k,H) est donne´e par (Z,H) tel que kHk
−1 ∈ Z ⊕ ni(F ). Soit S
reg
i l’image
re´ciproque de l’ouvert aregM (F ) ⊕ ni(F ). D’apre`s Arthur ([7] preuve du lemme 4.2), il existe une
unique application continue
(6.4.3) f : Sreg1 → S
reg
3
telle que p3 ◦ f = p1. On peut de´crire cette application ainsi : soit ((K ∩ P1(F ))k,H) ∈ S
reg
1 . Soit
Z ∈ aregM (F ) et n1 ∈ N1(F ) les e´le´ments uniquement de´finis par la condition :
kHk−1 = n−11 Zn1.
Soit n1 = mn3k3 la de´composition d’Iwasawa de n1 selon G(F ) = M(F )N3(F )K. L’e´le´ment k3
est bien de´fini modulo K ∩ P3(F ). On a f((K ∩ P1(F ))k,H)) = ((K ∩ P3(F ))k3, H). On ve´rifie
aise´ment que cette application est inde´pendante du repre´sentant k choisi.
Soit Y ∈ n1(F ) et Z ∈ a
reg
M . Le couple (K ∩ P1(F ), Z + Y ) appartient a` S
reg
1 . Soit ((K ∩
P3(F ))k3, Z + Y ) son image par f ou` k3 ∈ K. Soit Y3 = k3(Z + Y )k
−1
3 − Z ; c’est un e´le´ment de
n3(F ). On a alors l’identite´ suivante (cf. [7] preuve du lemme 4.1)
(6.4.4) wP2(λ, Z, Y ) = w˜P2(λ, Z, Y3) · wP3(λ, Z, Y )
ou` l’on note (w˜P ′ (λ, Z, Y3))P ′∈P(M) la (G,M)-famille analogue a` (wP ′(λ, Z, Y ))P ′∈P(M) mais
de´finie relativement au point-base P3. D’apre`s Arthur (cf. [7] lemme 4.2 et sa preuve), l’application
(6.4.3) a un prolongement continu a` un ouvert de S1 qui contient {K∩P1(F )}×n1(F )∩I
G
P1
(0). De
plus, l’image par ce prolongement d’un couple (K ∩P1(F ), Y ) dans cet ensemble est (Kk, Y ) ou` k
est un e´le´ment quelconque de K qui ve´rifie kY k−1 ∈ n3(F ). Lorsque, de plus, Y ∈ n1(F )∩ I
G
P1
(0),
on peut prendre la limite quand Z → 0 dans (6.4.4) pour obtenir
(6.4.5) wP2(λ, Y ) = w˜P2(λ, Y3) · wP3(λ, Y )
ou` Y3 est un e´le´ment de n3(F ) conjugue´ sous K a` Y . Supposons, de plus, que Y est K-conjugue´
a` g−1Xg. Il en est donc de meˆme de g−1Xg. En particulier, on a aussi Y3 ∈ n3(F ) ∩ I
G
P3
(0). Par
hypothe`se de re´currence, on a alors
(6.4.6) wP3 (λ, Y ) = exp(〈λ,RP1(g)−RP3(g)〉)
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et
(6.4.7) w˜P2 (λ, Y3) = exp(〈λ,RP3(g)−RP2(g)〉).
En combinant (6.4.5), (6.4.6) et (6.4.7), on obtient bien la formule cherche´e (6.4.2) pour le couple
(P1, P3).
Il nous reste a` prouver (6.4.2) lorsque P1 et P2 sont adjacents. On reprend les notations utilise´es
au §5.7. On utilise les e´le´ments P˜1 et P˜2 de R(X) images respectives de P1 et P2 par (2.9.1). Pour
i = 1, 2, soit wi ∈ W tel que w
−1
i Piwi = P˜i. On rappelle que Q est le plus petit sous-groupe
parabolique qui contient P1 et P2. Soit Q˜ l’image de Q par (2.10.1) et soit P˜ = P˜1∩ P˜2 : ce dernier
groupe est un sous-groupe parabolique.
Soit Y ∈ n1(F ) ∩ I
G
P1
(0), k ∈ K et g ∈ G(F ) tels que k−1Y k = g−1Xg. Le second membre de
(6.4.2) est invariant lorsqu’on translate g par un e´le´ment de K. Par de´composition d’Iwasawa, on
est ramene´ au cas ou` g ∈ P˜ (F ), ce qu’on suppose de´sormais. On a alors Ad(g−1)X ∈ nP˜1(F ) ∩
nP˜2(F ) et Ad(w1g
−1)X ∈ n1(F )∩I
G
P1
(0). Comme Y ve´rifie la meˆme proprie´te´, il existe p1 ∈ P1(F )
tel que Ad(p1w1g
−1)X = Y = Ad(kg−1)X . On en de´duit
gw−11 p
−1
1 kg
−1 ∈ GX(F ) ⊂ P˜1(F )
d’ou` l’on tire w−11 k ∈ P˜1(F ) ∩K. Quitte a` translater g a` droite par l’inverse de cet e´le´ment, on
peut et va supposer qu’il est trivial c’est-a`-dire qu’on a k = w1. Soit Z ∈ a
reg
M (F ) et n1 ∈ N1(F )
tel que
Ad(n−11 )Z = Z + Y.
Soit Y = YQ + Y
Q la de´composition selon q = mQ ⊕ nQ. On e´crit n1 = mQnQ avec mQ ∈
MQ(F ) ∩N1(F ) et nQ ∈ NQ(F ). Alors on a
Y Q = Ad(n−1Q )(Ad(m
−1
Q )Z)−Ad(m
−1
Q )Z
et
(6.4.8) Z + YQ = Ad(m
−1
Q )Z.
Ces e´le´ments sont les projections respectives de Z + Y sur nQ et mQ. Soit α l’unique e´le´ment de
Σ(P2, AM ) ∩ Σ(P¯1, AM ). On pose ρ(α) = ρ(α, (0)) ou` (0) est ici l’orbite nulle de m1. Par ailleurs,
on a
wP2(λ, Z, Y ) = |α(Z)|
ρ(α)〈λ,α∨〉 exp(−〈λ,HP2 (n1)〉)
= |α(Z)|ρ(α)〈λ,α
∨〉 exp(−〈λ,HP2 (mQ)〉)
Soit Z˜ = Ad(w−11 )Z et Y˜ = Ad(w
−1
1 )YQ. Soit m˜Q = w
−1
1 mQw1. Alors Z˜ ∈ a
reg
M˜
(F ) ou` l’on pose
M˜ =MP˜1 et Y˜ ∈ mQ˜(F ) ∩ nP˜1(F ). En outre m˜Q ∈MQ˜(F ) ∩NP˜1(F ). On a e´videmment
(6.4.9) Z˜ + Y˜ = Ad(m˜−1Q )Z˜
et cette e´galite´ caracte´rise m˜Q dans MQ˜(F ) ∩ NP˜1(F ) en fonction de Z˜ et Y˜ . Soit P˜
′
1 ∈ P(M˜)
l’unique sous-groupe parabolique inclus dans Q˜ tel que M˜ ∩ P˜1 = M˜ ∩ P˜
′
1 ; on a P˜
′
1 = w
−1
1 P2w1.
On obtient
HP2(mQ) = HP2(w1m˜Q) = w1 ·HP˜ ′1
(m˜Q).
E´crivons X = XQ˜ + X
Q˜ selon la de´composition Q˜ = mQ˜ ⊕ nQ˜. Soit m ∈ P˜ (F ) ∩MQ˜(F ) et
n ∈ NQ˜(F ) tels g = mn. Par projection sur mQ˜ la relation k
−1Y k = g−1Xg implique
Y˜ = Ad(m−1)XQ.
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Par le lemme 5.7.2 et avec ses notations (a` l’exception notable de α la`-bas qui est devenu −α ici),
on a
RP1(g)−RP2(g) = log | det(m1)
−1 det(m3)|α
∨.
Pour i = 1, 2, on a RPi(g) = RPi(m) = wi ·HP˜i(m). Il s’ensuit qu’on est ramene´ a` prouver l’e´nonce´
suivant : soit m ∈ P˜ (F )∩MQ˜(F ) et β l’unique e´le´ment de ∆
Q˜
P˜ ′1
. Il existe un unique ρ ∈ R tel pour
tout λ ∈ a∗
M˜,C
, la limite ci-dessous existe et est non identiquement nulle :
(6.4.10) lim
Z→0
|β(Z)|ρ〈λ,β
∨〉 exp(−〈λ,HP˜ ′1
(n)〉).
Dans l’expression ci-dessus, on suppose qu’on a Z ∈ areg
M˜
(F ) et n ∈MQ˜(F ) ∩NP˜1(F ) est l’unique
e´le´ment qui ve´rifie
Ad(n−1)Z = Z +Ad(m−1)XQ.
De plus, cette limite est e´gale a` | det(m1)
−1 det(m3)|
〈λ,β∨〉 ou` mi est la projection de m sur
AutF (Wi). Il est clair que tout se passe dans le ≪ bloc ≫ AutF (W1⊕W2⊕W3) de MQ˜ c’est-a`-dire
que l’expression (6.4.10) ne de´pend de Z, m etc. que via leur projection sur AutF (W1⊕W2⊕W3).
On a va donc supposer MQ˜ = AutF (W ) ou` W = W1 ⊕W2 ⊕W3. On e´crit matriciellement sous
forme de matrices 3× 3 par blocs (e´ventuellement re´duites a` 2× 2 si dim(W2) = 0). On a (ici on
suppose implicitement que P˜1 est le stabilisateur de W1 ; l’autre situation ou` l’on e´changerait le
roˆle de P˜1 et P˜2 conduit au meˆme re´sultat)
P˜1 = {

 ∗ ∗ ∗0 ∗ ∗
0 ∗ ∗

} et P˜ ′1 = {

 ∗ 0 0∗ ∗ ∗
∗ ∗ ∗

},
XQ =

 0 0 I0 0 0
0 0 0

 et m =

 m1 ∗ ∗0 m2 ∗
0 0 m3


de sorte qu’on a
Ad(m−1)XQ =

 0 0 m
−1
1 m3
0 0 0
0 0 0

 .
Un e´le´ment Z ∈ areg
M˜
(F ) s’e´crit
Z =

 aI 0 00 bI 0
0 0 bI

 ,
ou` a et b sont deux e´le´ments de F tels que a 6= b. Le caracte`re β est donne´ par β(Z) = b− a. On
calcule facilement n on trouve :
n =

 I 0 −β(Z)
−1m−11 m3
0 I 0
0 0 I

 .
Clairement, il suffit d’obtenir le re´sultat pour l’e´le´ment λ particulier suivant : on va prendre
λ = ̟ ou` ̟ ∈ X∗(M˜) est le caracte`re de´fini par diag(m1,m2,m3) 7→ det(m2) det(m3). On
retiendra qu’on a 〈̟, β∨〉 = 1.
Rappelons qu’on note r1 = rang(W1) = rang(W3) et r2 = rang(W2). Prenons la puissance
exte´rieure
∧r1+r2(W ) qu’on munit de la base de´duite de la base de W extraire de e (cf. §3.1). Par
extension des scalaires, on obtient un F -espace vectoriel sur lequel le groupe MQ˜ agit naturelle-
ment ; on note
∧r1+r2 cette repre´sentation. Soit ‖ · ‖ la norme sur ∧r1+r2 W ⊗Z F de´finie ainsi :
si F est re´el (resp. complexe, resp. non-archime´dienne), la norme est donne´e par la racine carre´e
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des valeurs absolues au carre´ (resp. la somme des valeurs absolues, resp. le maximum des valeurs
absolues) des coefficients dans la base fixe´e. Par construction, la norme est invariante sous l’action
du groupe K. Soit e̟ l’unique e´le´ment de la base qui appartient a`
∧r1+r2(W2 ⊕W3). On a
exp(〈−̟,HP˜ ′1
(n)〉) = ‖
r1+r2∧
(n−1)e̟‖
La norme ‖
∧r1+r2(n−1)e̟‖ se calcule aise´ment en terme des de´terminant extraits de taille r1+r2
de la matrice
n =

 0 β(Z)
−1m−11 m3
I 0
0 I

 .
En particulier, on a
‖
r1+r2∧
(n−1)e̟‖ = |β(Z)|
−r1 | det(m−11 m3)|+ |β(Z)|
−r1+1φ(Z,m)
ou` φ(Z,m) tend vers 0 quand Z tend vers 0. Quand Z tend vers 0, l’expression
(6.4.11) |β(Z)|r1 exp(〈−̟,HP˜ ′1
(n)〉)
a donc une limite qui vaut | det(m−11 m3)| ce qu’il fallait de´montrer. 
7 Inte´grale orbitale nilpotente : the´orie locale
7.1. Normalisation de mesures.— Dans cette section, F est un corps local de caracte´ristique
0. Les autres notations sont emprunte´es aux sections pre´ce´dentes, en particulier les section 3 et 5.
Expliquons comment nous allons allons normaliser les mesures de Haar sur les diffe´rents groupes
que nous rencontrerons. On munit le groupe additif R de la mesure de Lebesgue usuelle note´e dx,
le groupeadditif C de la mesure dz qui est le double de la mesure de Lebesgue. Si F est non-
archime´dien, le groupe additif F est muni de la mesure qui donne le volume 1 a` l’anneau des
entiers O de F . Les groupes multiplicatifs R× et C× sont respectivement munis des mesures
dx/|x| et dz/|z| (rappelons que |z| est la valeur absolue normalise´e donc e´gale au carre´ de la valeur
absolue usuelle). Le groupe multiplicatif F× est muni de le mesure de Haar qui donne le volume
1 a` O×.
Soit N un sche´ma en groupes sur Z qui admet une suite de composition Ni dont les quo-
tients sont isomorphes a` Gm,Z. Chaque quotient Ni+1(F )/Ni(F ) est muni de la mesure de Haar
choisie sur F . Chaque Ni(F ) est muni de la mesure de Haar telle que la mesure quotient sur
Ni+1(F )/Ni(F ) soit celle qu’on vient de choisir. En particulier, cela munit N(F ) d’une mesure
de Haar qui ne de´pend pas de la suite choisie. Cette normalisation s’applique en particulier aux
radicaux unipotents des sous-groupes paraboliques semi-standard des sous-groupes de Levi semi-
standard de G. Elle s’applique aussi au radical unipotent du centralisateur GX de X . Enfin elle
s’applique aux alge`bres de Lie des sche´mas en groupes sur Z.
On a fixe´ au 3.1 une Z-base de E. On en de´duit un isomorphisme sur Z entre le sche´ma en
tores T et Gnm,Z. Sur (F
×)n, on met la mesure de Haar produit. Par transport, on en de´duit une
mesure de Haar sur T0(F ). Pour tout M ∈ L(T0), on munit M(F ) ∩K de la mesure de Haar qui
donne le volume total e´gal a` 1.
Soit dm la mesure de Haar sur M(F ) telle que pour toute fonction f continue a` support
compact sur M(F ), on ait
(7.1.1)
∫
M(F )
f(m) dm =
∫
T0(F )
∫
NB(F )∩M(F )
∫
K∩M(F )
f(tnk) dtdndk.
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On en de´duit la relation suivante, pour tout P ∈ P(T0) et toute fonction f continue a` support
compact sur G(F )
(7.1.2)
∫
G(F )
f(g) dg =
∫
MP (F )
∫
NP (F )
∫
K
f(mnk) dmdndk.
Fixons ensuite une mesure de Haar sur le centralisateur GX(F ) de X dans G(F ). On a de´ja`
fixe´ une mesure sur le radical unipotent NX(F ). On demande que la mesure quotient donne sur le
facteur de LeviMX(F ) (cf. §4.1) la mesure de Haar suivante : regardons commeMX comme sche´ma
en groupes sur Z. Comme tel, il s’identifie au produit
∏
16j6r AutZ(V
j
j ) et sur chaque facteur on
utilise la mesure qu’on normalise comme ci-dessus. On a alors une de´composition d’Iwasawa sous
la forme
MX(F ) = TX(F ) · (MX(F ) ∩NB(F )) · (MX(F ) ∩K),
ou` TX = T ∩GX , qui est compatible aux mesures suivantes : le groupe unipotent MX(F )∩NB(F )
est normalise´ comme pre´ce´demment de meˆme que le groupe compactMX(F )∩K. Le sous-sche´ma
en tore qui centralise X est isomorphe sur Z a` Grm,Z d’ou` une mesure de Haar sur TX(F ) par
transport de la mesure produit.
On met sur l’espace homoge`ne GX(F )\G(F ) la mesure quotient dg
∗ qui est invariante a` droite.
7.2. Fonction zeˆta. — Soit 1 la fonction sur F suivante :
– 1(x) = exp(−πx2) si F = R ;
– 1(z) = exp(−π|z|) si F = C ;
– 1 est la fonction caracte´ristique de O si F non-archime´dien.
Soit S(F ) et S(g(F )) l’espace des fonctions complexes de Schwartz-Bruhat respectivement sur F et
g(F ). Si F est non-archime´dien, c’est simplement l’espace des fonctions lisses a` support compact.
Pour toute fonction f ∈ S(F ), soit
Z(f, s) =
∫
F×
f(x)|x|s dx.
L’inte´grale est de´finie et holomorphe en s pour s ∈ C de partie re´elle strictement positive. Elle
admet un prolongement analytique a` C. Lorsque f = 1, on note simplement Z(s) = Z(1, s) cette
fonction. Explicitement Z(s) vaut (on note Γ la fonction d’Euler)
– π−s/2Γ(s/2) si F = R ;
– (2π)1−sΓ(s) si F = C ;
– 11−q−s ou` q est le cardinal du corps re´siduel de F .
On identifie g(F ) a` Fn
2
via la base e du § 3.1 ; soit 1i,j la fonction sur g(F ) obtenue par
composition de 1 avec la fonction coordonne´e d’indice (i, j). Soit 1 ∈ S(g(F )) la fonction obtenue
comme produit des fonctions 1i,j pour 1 6 i, j 6 n. Ce proce´de´ donne pour tous F -espaces V1 et
V2 implicitement munis d’une base une fonction encore note´e 1 sur HomF (V1, V2), par exemple
pour des sous-espaces de l’espace E engendre´s par des parties de sa base e.
Soit
(7.2.1) Zn(s) =
∫
G(F )
1(g)| det(g)|s dg.
Un calcul e´le´mentaire utilisant la de´composition d’Iwasawa des mesures montre que Zn(s) est
de´finie par une inte´grale convergente pour ℜ(s) > n− 1 et qu’elle y vaut
Zn(s) = Z(s)Z(s− 1) . . . Z(s− n+ 1).
En particulier, cette e´galite´ donne le prolongement analytique a` C. Par convention, on pose Z0(s) =
1.
7.3. Comparaison d’inte´grales. — Le but de cette section est de prouver le lemme suivant.
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Lemme 7.3.1. — Il existe cX > 0 tel que pour tout P ∈ R(X) ∪ P(M) et toute fonction f ∈
S(g(F )) on a
(7.3.1)
∫
GX(F )\G(F )
f(Ad(g−1)X) dg∗ = cX ·
∫
nP (F )
∫
K
f(k−1Uk) dUdk.
De plus, on a
(7.3.2) cX =
r∏
j=1
j−1∏
i=1
Zdj(di + . . .+ dj)
De´monstration. — Tout e´le´ment de P(M) est conjugue´ sous W a` un e´le´ment de R(X) (cf.
lemme 3.3.1). Il est clair alors qu’il suffit de prouver le lemme pour P ∈ R(X), cas qu’on suppose
de´sormais.
Prouvons d’abord l’existence de la constante cX . Tout d’abord les deux membres sont de´finis ;
pour celui de droite c’est imme´diat et pour celui de gauche, c’est un re´sultat ge´ne´ral de Rao (cf.
[24], cf. aussi proposition 5 de [16]). Soit dp∗ la mesure sur GX(F )\P (F ) relativement invariante
a` droite pour le caracte`re δP normalise´e ainsi : c’est le quotient de la mesure sur P (F ) de´finie par∫
P (F )
φ(p) dp =
∫
MP (F )
∫
NP (F )
φ(mn) dmdn
par la mesure sur GX(F ). Pour toute fonction lisse a` support compact sur G(F ), on a avec nos
choix de mesure
(7.3.3)
∫
GX(F )\G(F )
f(g) dg∗ =
∫
GX(F )\P (F )
∫
K
f(pk) dp∗dk.
pour une certaine constante c′ > 0. Soit V la P (F )-orbite de X . On sait que V est un ouvert dense
de nP (F ). On munit V de la mesure induite par celle sur nP (F ). Il suffit de prouver le re´sultat
suivant : il existe c′ > 0 telle que pour toute fonction φ complexe continue sur V , on a
∫
GX(F )\P (F )
φ(p−1Xp)dp∗ = c′ ·
∫
V
φ(Y )dY.
Les deux membres de´finissent des mesures relativement invariantes sur lespace homoge`ne V pour
le caracte`re δP . L’existence de c
′ re´sulte de ce qu’une telle mesure est unique a` un scalaire pre`s.
Pour terminer la preuve du lemme, il suffit d’e´valuer chaque membre en la fonction f = 1,
qui est K-invariante par conjugaison. On ve´rifie que l’inte´grale du second membre vaut alors 1 de
sorte qu’on a
cX =
∫
GX(F )\G(F )
1(g−1Xg) dg∗.
Le lemme re´sulte alors du lemme 7.3.2 ci-dessous. 
Lemme 7.3.2. — On a
∫
GX(F )\G(F )
1(Ad(g−1)X) dg∗ =
r∏
j=1
j−1∏
i=1
Zdj(di + . . .+ dj).
De´monstration. — Soit R le sous-groupe parabolique du §4.4 et R =MRNR sa de´composition
de Levi. Rappelons que le centralisateur GX posse`de une de´composition de Levi MXNX avec
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NX ⊂ NR et MX ⊂MR (cf. §§4.1 et 4.4). Pour toute fonction f continue a` support compact sur
GX(F )\G(F ), on a∫
GX(F )\G(F )
f(g) dr∗ =
∫
MX (F )\MR(F )
exp(−〈2ρR, HR(m)〉)
∫
NX(F )\NR(F )
∫
K
f(nmk) dk dn∗ dm∗,
ou` les quotients sont munis des mesures quotients. On en de´duit que l’inte´grale a` calculer vaut
∫
MX (F )\MR(F )
exp(−〈2ρR, HR(m)〉)
∫
NX(F )\NR(F )
1(Ad(m−1n−1)X) dn∗ dm∗.
On a de´fini au §4.5 un sous-Z-module o de EndZ(E). On met sur le F -espace vectoriel o(F ) la
mesure de Haar qui donne le volume 1 a` o(O). Son image par la translation par X est l’orbite de
X sous NR(F ). En utilisant le lemme 7.3.3 ci-dessous, on est ramene´ a` calculer∫
MX (F )\MR(F )
exp(−〈2ρR, HR(m)〉)
∫
o(F )
1(Ad(m−1)(X + Y )) dn∗ dm∗.
Avec les notations des §§4.3 et 4.5, on a
Ad(m−1)X ∈
⊕
26i6j6r
HomF (V
i
j , V
i−1
j )
et cet espace est en somme directe avec o(F ). Il s’ensuit qu’on a
1(Ad(m−1)(X + Y )) = 1(Ad(m−1)X) · 1(Ad(m−1)Y ).
On identifie M a`
∏
16i6j6r AutF (V
i
j ). On e´crit m = (m
i
j) selon cette de´composition. On utilise le
lemme 7.3.4 ci-dessous pour obtenir que l’inte´grale a` calculer est e´gale a`
∫
MX (F )\MR(F )
r∏
j=1
j−1∏
i=1
1((mij)
−1mi+1j )| det(m
i
j)
−1 det(mi+1j )|
di+...+dj dm
qui est e´gale par un changement de variables e´vident a`
r∏
j=1
j−1∏
i=1
Zdj (di + . . .+ dj).

Les deux lemmes suivants ont e´te´ utilise´s dans la preuve du lemme 7.3.2.
Lemme 7.3.3. — Pour toute fonction f continue a` support compact sur o(F ), on a
∫
NX(F )\N(F )
f(n−1Xn−X) dn∗ =
∫
o(F )
f(Y ) dY.
De´monstration. — C’est une conse´quence imme´diate de nos choix de mesure et du de´vissage
dans la preuve de la proposition 4.5.1. 
Lemme 7.3.4. — Pour tout m ∈MR(F ), on a
(7.3.4) exp(−〈2ρR, HR(m)〉) ·
∫
o(F )
1(m−1Y m) dY =
r∏
j=1
j−1∏
i=1
| det(mij)
−1 det(mi+1j )|
di+...+dj
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De´monstration. — On a tout d’abord
exp(−〈2ρR, HR(m)〉) =
∏
16i6j6r
| det(mij)|
ρij
ou` ρij =
∑
16l6r(ρ
i,+
j (l)− ρ
i,−
j (l))dl avec
ρi,+j (l) = |{1 6 k 6 l|p(V
k
l ) < p(V
i
j )}|
et
ρi,−j (l) = |{1 6 k 6 l|p(V
k
l ) > p(V
i
j )}|.
On a ∫
o(F )
1(m−1Y m) dY =
∏
16i6j6r
| det(mij)|
σij
ou` σij =
∑
16l6r(σ
i,+
j (l)− σ
i,−
j (l))dl avec
σi,+j (l) = |{1 6 k 6 l|p(V
k−1
l ) > p(V
i
j )}|
et
σi,−j (l) = |{1 6 k 6 l|p(V
k
l ) < p(V
i−1
j )}|.
On a ensuite
ai,+j (l) := ρ
i,+
j (l)− σ
i,−
j (l)
= |{1 6 k 6 l|p(V i−1j ) 6 p(V
k
l ) < p(V
i
j )}|
=
{
1 si i = 1 et j < l ou si i > 2 et l > i− 1;
0 sinon.
On a aussi
ai,−j (l) := ρ
i,−
j (l)− σ
i,+
j (l)
= |{1 6 k 6 l|p(V k−1j ) 6 p(V
i
l ) < p(V
k
j )}|
=
{
1 si i < l ou si l = i et i < j;
0 sinon.
Soit 1 6 i 6 j. On obtient alors, avec δi,j le symbole de Kronecker,
i∑
k=1
∑
16l6r
(ak,+j (l)− a
k,−
j (l))dl =
∑
l>j
dl +
i∑
k=2
∑
l>k−1
dl −
i∑
k=1
∑
l>k
dl + δi,jdj
= −
j∑
l=1
dl +
i∑
k=2
dk−1 + δi,jdj
= −
j∑
l=1
dl +
i−1∑
k=1
dk + δi,jdj
= −
j∑
l=i
dl + δi,jdj
=
{
−(di + . . .+ dj) si 1 6 i < j
0 si i = j.
Le lemme s’en de´duit. 
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7.4. Une autre comparaison d’inte´grales. — Dans ce paragraphe, on reprend les notations
et les hypothe`ses en vigueur dans le §5.7. En particulier, P1 et P2 sont deux e´le´ments adjacents
de P(M) et Q le plus petit sous-groupe parabolique qui les contient tous deux. Les e´le´ments P˜1,
P˜2 de R(X) et Q˜ de LS(X) sont les images respectives de P1, P2 et Q par l’application (2.10.1).
On a une de´composition, cf. (5.7.8),
nP˜1 ∩ nP˜2 = HomF (W3,W1)⊕ nQ˜
dont on note U 7→ U1,3 la premie`re projection. Soit I1,3 la varie´te´ sur F des F -isomorphismes de
W3 ⊗Z F sur W1 ⊗Z F . C’est un torseur sous le groupe des F -automorphismes de W1 ⊗Z F . Le
groupe des F -points de ce dernier est muni de la mesure de Haar normalise´e selon les conventions
de 7.1. On en de´duit une mesure invariante sur I1,3(F ). Les modules W1 et W3 sont e´quipe´s de
bases extraites de la base e de E. On a alors un morphisme de´terminant
det : HomF (W3,W1)→ Ga,F
et I1,3 est le lieu ou` ce morphisme ne s’annule pas. Par le choix de la base e, on a des inclusions
naturelles
I1,3 ⊂ HomF (W3,W1) ⊂ EndF (E) = g.
Rappelons enfin qu’on a de´fini des entiers r1 > 0 et r2 > 0 en (5.7.4) et (5.7.5).
Lemme 7.4.1. — Il existe une constante cP1,P2(X) > 0 telle que pour toute fonction f ∈ S(g(F ))
on ait
(7.4.1)∫
GX(F )\G(F )
f(g−1Xg) dg∗ = cP1,P2(X) ·
∫
I1,3(F )
∫
nQ˜(F )
∫
K
f(k−1(x+U)k)| det(x)|r1+r2 dk dU dx.
De plus, on a
cX = cP1,P2(X) · Zr1(r1 + r2),
ou` cX est la constante du lemme 7.3.1.
De´monstration. — La preuve est similaire a` celle du lemme 7.3.1. On note P˜ = P˜1 ∩ P˜2. On
traite d’abord l’existence de la constante de proportionnalite´. Soit V la P˜ (F )-orbite de X : c’est
un ouvert dense de nP˜1(F )∩nP˜2 (F ) (cf. preuve du lemme 5.7.4). Comme dans la preuve du lemme
7.3.1, on est prouve d’abord qu’il existe une constante c > 0 telle que pour toute fonction complexe
continue φ sur V , on a
∫
GX(F )\P˜ (F )
φ(p−1Xp)dp∗ = c ·
∫
V
φ(U)| det(U1,3)|
r2 dU.
ou` a` gauche on utilise la mesure quotient. L’argument est le meˆme : ce sont deux mesures relati-
vement invariante pour le caracte`re δP˜ . Par l’unicite´ d’une mesure invariante sur I1,3(F ), il existe
une constante c′ > 0 telle qu’on ait pour tout φ comme ci-dessus
∫
V
φ(U)| det(U1,3)|
r2 dU = c′ ·
∫
I1,3(F )
∫
nQ˜(F )
φ(x + U)| det(x)|r1+r2 dx.
Cela implique l’existence de cP1,P2(X). Pour de´terminer cette constante, on e´value l’inte´grale du
second membre de (7.4.1) en la fonction f = 1. On trouve aise´ment
∫
I1,3(F )
∫
nQ˜(F )
∫
K
1(k−1(x+ U)k)| det(x)|r1+r2 dk dU dx = Zr1(r1 + r2).
On utilise le lemme 7.3.2 pour conclure. 
36
8 Inte´grale orbitale ponde´re´e nilpotente : the´orie locale
8.1. Mesure sur aGM .— SoitM ∈ L(T0). Les espaces aM et a
G
M sont munis d’un produit scalaire
(cf. 3.2). Il sont alors munis de la mesure de Haar qui donnent le covolume 1 a` un re´seau engendre´
par une base orthonormale.
8.2. Valeurs associe´es a` une (G,M)-famille. — Soit L ∈ L(M) et Q ∈ F(L). Pour tout
P ∈ PQ(L), soit la fraction rationnelle en λ ∈ a∗L,C
(8.2.1) θQP (λ) = vol(a
MQ
L /Z(∆
Q,∨
P ))
∏
α∈∆Q
P
1
〈λ, α∨〉
.
Soit v = (vP (λ))P∈P(M) une (G,M)-famille. On note (vP (λ))P∈P(L) la (G,L)-famille associe´e (cf.
rappel en 6.1). L’expression ∑
P∈PQ(L)
vP (λ)θ
Q
P (Λ),
qui de´pend de λ ∈ a∗L,C, est en fait holomorphe en λ = 0 (cf. [3] lemme 6.2) et on note v
Q
L sa valeur
en 0. On a d’ailleurs pour tout Λ ∈ a∗L,C assez ge´ne´ral et k = dim(a
Q
L ), (cf. [3] e´q. (6.5) p.37)
(8.2.2) vQL =
1
k!
∑
P∈PQ(L)
dk
dtk
(vP (tΛ))|t=0θ
Q
P (Λ).
On a rappele´ au §6.1comment on de´duit une (MQ,M)-famille v
Q de toute (G,M)-famille. Le
proce´de´ (8.2.2) applique´e a` cette famille vQ et au couple (MQ, L) (en lieu et place de (Q,L)) donne
une valeur qui n’est autre que vQL .
8.3. Poids associe´ a` un nilpotent standard. — On continue avec les notations des sections
3, 5, 6 et 7. En particulier, F est un corps local de caracte´ristique 0, X ∈ g(F ) est un e´le´ment
nilpotent ≪ standard ≫ et M est facteur de Levi standard du sous-groupe parabolique P0 qui
stabilise le drapeau des noyaux ite´re´s de X . On applique la construction pre´ce´dente a` la (G,M)-
famille de´finie par
vP,X(λ, g) = exp(−〈λ,RP (g)〉)
pour P ∈ P(M). C’est bien une (G,M)-famille car la famille (RP (g))P∈P(M) est orthogonale (cf.
lemme 5.4.1). On note vQL,X(g) la valeur associe´e en 0 a` cette famille et au couple (L,Q). Lorsqu’on
a Q ∈ P(L), cette fonction vaut identiquement 1.
Lemme 8.3.1. — La fonction sur G(F )
g 7→ vQL,X(g)
est invariante a` droite par K et a` gauche par le centralisateur GX(F ) de X dans G(F ). De plus,
pour tout w ∈ NormW (M) et tout g ∈ G(F ), on a
vQL,X(g) = v
Qw
Lw,X(g)
avec Lw = w−1Lw et Qw = w−1Qw.
De´monstration. — L’invariance a` droite par K est e´vidente. Soit g ∈ G(F ) et h ∈ GX(F ). Il
s’agit de montrer
(8.3.1) vQL,X(hg) = v
Q
L,X(g).
D’apre`s le lemme 5.6.1, on pour tout P ∈ P(M)
RP (hg) = RP0(h) +RP (g).
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On a donc pour λ ∈ a∗L,C ∑
P∈PQ(L)
exp(〈λ,−RP (hg)〉)θ
Q
P (λ)
= exp(−〈λ,RP0 (h)〉)
∑
P∈PQ(L)
exp(〈λ,−RP (g)〉)θ
Q
P (λ).
On de´duit l’e´galite´ (8.3.1) en prenant la limite pour λ → 0. La denie`re e´galite´ du lemme est une
conse´quence imme´diate des de´finitions et de la formule (5.5.2). 
8.4. Inte´grale orbitale ponde´re´e nilpotente locale. — Les choix de mesures sont ceux de
la section 7. Soit L ∈ L(M) et tout Q ∈ F(L). Pour toute fonction f ∈ S(g(F )), on de´finit
(8.4.1) JQL,X(f) =
∫
GX(F )\G(F )
f(Ad(g−1)X)vQL,X(g) dg
∗
Remarque 8.4.1. — D’apre`s le lemme 8.3.1, on a JQL,X(f) = J
Qw
Lw,X(f) pour tout w ∈ NormW (M).
Proposition 8.4.2. — Pour toute fonction f ∈ S(g(F )), l’inte´grale (8.4.1) converge absolument.
De´monstration. — Si Q ∈ P(L) on a vQL,X(g) = 1 pour tout g ∈ G(F ) et le re´sultat est un cas
particulier du re´sultat ge´ne´ral de Rao (cf. [24])
Prenons un e´le´ment de P(M) par exemple P0. Soit g ∈ G(F ). La (G,M)-famille de´finie pour
P ∈ P(M) par
vP (λ, g) = exp(〈λ,RP0 −RP (g)〉)
donne les meˆmes poids. Il re´sulte de (8.2.2) qu’on a
vQL,X(g) =
1
k!
∑
P∈PQ(M)
(〈Λ, RP0 −RP (g)〉)
kθQP (Λ).
ou` Λ ∈ a∗L,C est assez ge´ne´ral et k = dim(a
Q
L ). On en de´duit la majoration suivante : il existe
C > 0 tel pour tout g ∈ G(F ) on a la majoration suivante
(8.4.2) |vQL,X(g)| 6 C ·
∑
(P1,P2)∈P(M)adj
‖RP1(g)−RP2(g)‖
k
ou` P(M)adj ⊂ P(M)2 est l’ensemble forme´ de couples de paraboliques (P1, P2) qui sont adjacents.
La norme ‖ · ‖ est la norme euclidienne sur aM .
Soit (P1, P2) ∈ P(M)
adj. On est ramene´ a` de´montrer la convergence de l’inte´grale orbitale ou`
le poids vQL,X(g) est remplace´ par ‖RP1(g)−RP2(g)‖
k.
On reprend sans plus de commentaire les notations et les hypothe`ses du §5.7. D’apre`s le lemme
5.7.4, pour tout k ∈ K et U ∈ nP˜1(F ) ∩ nP˜2(F ) tel que kUk
−1 = g−1Xg, on a
‖RP1(g)−RP2(g)‖ = | log | det(U1,3)||‖α
∨‖.
D’apre`s le lemme 7.4.1, on a, pour une certaine constante c > 0 qu’il est inutile d’expliciter ici,
∫
GX(F )\G(F )
f(Ad(g−1)X)‖RP1(g)−RP2(g)‖
k dg∗
= c ·
∫
I1,3(F )
∫
nQ˜(F )
∫
K
f(k−1(x+ U)k)| log | det(x)||k| det(x)|r1+r2 dk dU dx.
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On est ramene´ a` prouver la convergence de cette dernie`re inte´grale. Par une re´duction imme´diate,
il suffit d’obtenir la convergence de∫
GL(r1,F )
f(x)| log | det(x)||k| det(x)|r1+r2 dx
pour tout f ∈ S(gl(r1, F )). En utilisant la de´composition d’Iwasawa, on voit qu’il suffit de
de´montrer que l’inte´grale suivante converge∫
Tr1 (F )
f(t)| log | det(t)||k| det(t)|r1+r2 |t1|
−r1+1|t2|
−r2+2 . . . |tr1−1| dt
ou` Tr1 est le tore diagonal de GL(r1) et f ∈ S(tr1(F )). Quitte a` majorer f par un produit de
fonctions des coordonne´es ti, on est ramene´ a` e´tudier l’inte´grale suivante en dimension 1∫
F×
f(t)| log | det(t)||k|t|k
′
dt
avec k > 0 et r2 + 1 6 k
′ 6 r2 + r1. La convergence est alors e´vidente. 
8.5. Inte´grale orbitale nilpotente d’Arthur. — Soit L ∈ L(T0) et o ⊂ l une L-orbite
nilpotente. Soit Q ∈ P(L). Au §6.2 e´q. (6.2.4), on a rappele´ la construction d’Arthur d’une (G,L)-
famille (wQ′(U, Y ))Q′∈P(L) de´finie pour tout U ∈ o(F ) et tout Y ∈ nQ(F ) tels que U +Y ∈ I
G
Q (o).
Soit wL(U, Y ) la valeur associe´e a` cette (G,L)-famille (cf. 8.2).
Dans [7] Arthur a de´fini des inte´grales orbitales unipotentes. La de´finition que met en avant
Arthur (loc. cit. formule (6.5) p. 254) ne semble pas tre`s commode en pratique : dans sa formulation,
elle invoque une limite d’inte´grales orbitales ponde´re´es ≪ usuelles ≫. En re´alite´, la construction
d’Arthur repose fondamentalement sur l’utilisation des ≪ poids ≫ wL(U, Y ). Il est meˆme possible
d’extraire de loc. cit. une de´finition directe des inte´grales orbitales ponde´re´es nilpotentes : c’est le
point de vue que nous adoptons.
Pour toute fonction f ∈ S(g(F )), on pose
(8.5.1) JGL (o, f) =
∫
nP (F )
∫
K
f(Ad(k−1)U) · wL(U
L, UQ) dUdk,
ou`
– P ∈ FQ(T0) est un sous-groupe parabolique tel que o = I
L
P∩L(0) (on a donc I
G
Q (o) = I
G
P (0)) ;
– on de´compose U ∈ nP en U
L + UQ selon nP = (l ∩ nP )⊕ nQ ;
– le poids wL(U
L, UQ) est bien de´fini sur l’ouvert dense nP (F ) ∩ (o(F )⊕ nQ(F )) ∩ I
G
P (0).
A priori, cette inte´grale de´pend des choix auxiliaires P et Q. Mais comme le sugge`re la notation,
il n’en est rien. C’est l’objet de la proposition suivante, qui montre e´galement la convergence.
The´ore`me 8.5.1. — Soit L ∈ L(T0) et o ⊂ l une L-orbite nilpotente.
1. Pour tout f ∈ S(g(F )), l’inte´grale JGL (o, f) de´finie par (8.5.1) converge absolument et ne
de´pend ni du choix de P ni de celui de Q ∈ P(L).
2. Soit X le repre´sentant standard de l’orbite IGL (o) (au sens de la section 3) et soit M ∈
L(T0) attache´ a` X (cf. 3.1). Il existe un e´le´ment w ∈ W tel qu’on ait wMw
−1 ⊂ L et
o = ILwMw−1(0). On a
(8.5.2) JGLw,X(f) = cX · J
G
L (o, f)
ou` cX est la constante du lemme 7.3.1.
Remarque 8.5.2. — Un e´le´ment w ∈W n’est pas unique dans l’assertion 2. Cependant diffe´rents
choix de w donnent des e´le´ments Lw qui sont conjugue´s sous le groupe NormW (M). En particulier,
le membre de gauche dans (8.5.2) ne de´pend pas du choix de w (cf. remarque 8.4.1).
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De´monstration. — L’assertion 1 est en fait une conse´quence de l’assertion 2 et de la convergence
donne´e par la proposition 8.4.2. Prouvons l’assertion 2. Soit M ′ = MP . On a alors o = I
L
M ′ (0).
Par transitivite´ de l’induction, on a X ∈ IGL (I
L
M ′ (0)) = I
G
M ′(0). Or X ∈ I
G
M (0). Il s’ensuit qu’il
existe w ∈ W tel que M ′ = wMw−1. Posons P1 = P
w, L1 = L
w, Q1 = Q
w et o1 = w
−1ow. Par
de´finition, on a
JGL (o, f) =
∫
nP (F )
∫
K
f(Ad(k−1)U) · wL(U
L, UQ) dUdk
=
∫
nP1 (F )
∫
K
f(Ad(k−1w)U) · wL((Ad(w)U)
L, (Ad(w)U)Q) dUdk
=
∫
nP1 (F )
∫
K
f(Ad(k−1w)U) · wL1(U
L1 , UQ1) dUdk
La dernie`re e´galite´ re´sulte de
wL((Ad(w)U)
L, (Ad(w)U)Q) = wL1(U
L1 , UQ1)
pour tout U ∈ nP1(F ).
Le poids vQL,X(g) pour g ∈ G(F ) se de´duit de la (G,M)-famille
(exp(〈λ,RP1 −RP ′(g)〉)P ′∈P(M).
Soit U ∈ nP1(F ) ∩ (o1(F ) ⊕ nQ1(F )) ∩ I
G
P1
(0) et k ∈ K tel que k−1Uk = g−1Xg. D’apre`s la
proposition 6.4.1, cette (G,M)-famille n’est autre que la famille (wP ′ (λ, U))P ′∈P(M) de´finie rela-
tivement au sous-groupe parabolique point-base P1. En particulier, les (G,L1)-familles qui s’en
de´duisent ainsi que leur valeur obtenue par le proce´de´ du §8.2 sont e´gales. Or d’apre`s le lemme
6.3.1, la (G,L1)-famille de´duite de (wP ′ (λ, U))P ′∈P(M) n’est autre que (wQ′(U
L1 , UQ1))Q′∈P(L1).
Il en re´sulte qu’on a
vQ1L1,X(g) = wL1(U
L1 , UQ1).
L’assertion 2 (ainsi que la convergence) est alors une conse´quence du lemme 7.3.1. 
8.6. Formule de descente. — Au paragraphe 8.5 ci-dessus, on a rappele´ la de´finition d’Arthur
des inte´grales orbitales ponde´re´es nilpotentes. Le poids et la de´finition des inte´grales se ge´ne´ralisent
aux sous-groupes de Levi de G. Pour tous sous-groupes de Levi L1 ⊂ L2 et toute fonction f ∈
S(l2(F )), pour toute L1-orbite nilpotente o ⊂ l1, on dispose de l’inte´grale J
L2
L1
(o, f) construite a`
l’aide du poids wL2L1 relatif a` L2. On a la formule de descente suivante
Lemme 8.6.1. — Soit L ∈ L(M). Pour tout Q ∈ P(L) et tout f ∈ S(g(F )), on a
JQM,X(f) = cX · J
L
M ((0), fQ)
ou`
– l’on pose
fQ(U) =
∫
nQ(F )
∫
K
f(Ad(k−1)(U + V )) dV ;
– (0) est l’orbite nulle dans m ;
– la constante cX est celle de´finie dans le lemme 7.3.1.
De´monstration. — Soit P0 ∈ P
L(M) et n0 = nP0 . Par le lemme 7.3.1, on a
JQM,X(f) = cX ·
∫
(n0⊕nQ)(F )
f(Ad(k−1)U)vQM (U) dU
ou` l’on a de´fini pour U dans l’ouvert (n0⊕nQ)(F )∩I
G
P0NQ
(0) un poids vQM (U) de la fac¸on suivante :
c’est la valeur associe´e a` la (L,M)-famille de´finie pour P ∈ PL(M) par
wQP (λ, U) = exp(〈λ,RP0NQ(g)−RPNQ(g)〉)
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ou` g ∈ G(F ) doit satisfaire l’e´galite´ Ad(g−1)X = U . Bien suˆr, cette (L,M)-famille est inde´pendante
du choix de g. Soit w0 ∈ W et Y0 ∈ n0(F ) tels que w
−1
0 P0NQw0 ∈ R(X) et Ad(w0)X ∈ Y0⊕nQ(F ).
Il existe p ∈ P0(F ) et n ∈ NQ(F ) tels que
Ad(w−10 pn)
−1X = U.
En particulier, en e´crivant U = U0 + UQ selon n0 ⊕ nQ, on a
Ad(p−1)Y0 = U0.
Soit RL(Y0) l’ensemble de´fini en (2.7.2) relativement au groupe L et a` l’e´le´ment Y0. Soit P ∈
PL(M). Il existe wP ∈ W
L tel que w−1P PwP ∈ R
L(Y0) (la classe de wP dans W
M\WL est
uniquement de´finie ; le point-clef est l’inclusion RL(Y0) ⊂ L
L(T0), les arguments sont ceux de la
de´monstration du lemme 3.3.1). Pour un tel wp, on a Ad(wPw0)X ∈ nP⊕nQ et donc (wPw0)
−1PNQwPw0 ∈
R(X). En se reportant a` la de´finition (5.4.2), on obtient
RP0NQ(g)−RPNQ(g) = RP0NQ(w
−1
0 pn)−RPNQ(w
−1
0 pn)
= HP0NQ(pn)−HPNQ(wP pn)
= HP0NQ(p)−HPNQ(wP p).
Maintenant il re´sulte de la proposition 6.4.1 qu’on a
vQM (U) = w
L
M (U0).
Le lemme en de´coule imme´diatement. 
9 Un calcul d’inte´grale orbitale ponde´re´e nilpotente locale
9.1. Dans cette section, les hypothe`ses et les notations sont celles de 7 et 8. En particulier F est
un corps local de caracte´ristique 0 et X ∈ g(F ) un e´le´ment nilpotent ≪ standard ≫. On suppose
dans toute cette section qu’on a inv(X) = 1 (cf. (2.6.1)). On dit encore suivant [10] que X est
re´gulier par blocs. SoitM le facteur de Levi standard de P0, le stabilisateur du drapeau des noyaux
ite´re´s de X .
Le but de cette section est le calcul des inte´grales nilpotentes d’Arthur JGL (I
L
M (0),1) pour
L ∈ L(M) ou` 1 ∈ S(g(F )) est la fonction de´finie au § 7.2. En particulier si F est non-archime´dien,
cette fonction est la fonction caracte´ristique de g(O). La formule obtenue peut eˆtre vue comme
un analogue sur les corps locaux de caracte´ristique 0 du re´sultat principal de [10].
9.2. Formulation du re´sultat. — Sous notre hypothe`se inv(X) = 1, la seule multiplicite´ non
nulle d’un bloc de Jordan de X est dr pour r l’indice de nilpotence de X . On a donc rdr = n
et M ≃ GL(dr)
r et le groupe W (M) = NormW (M)/W
M s’identifie au groupe syme´trique en d
variables ; il agit librement et transitivement sur P(M) par (w,P ) 7→ Pw = w−1Pw. On introduit
la (G,M)-famille (JP,X(λ))P∈P(M) de fonctions sur a
G,∗
M,C holomorphes au voisinage de 0 de´finie
ainsi : pour tout P ∈ P(M)
JP,X(λ) =
∏
̟∨∈∆ˆ∨
P0
Zdr(dr + 〈w · λ,̟
∨〉)
Zdr(dr)
.
ou`
– w est l’unique e´le´ment de W (M) tel que Pw0 = P ;
– w · λ de´signe l’action naturelle de W (M) sur aG,∗M,C ;
– ∆ˆ∨P0 est l’ensemble des copoids P0-dominants fondamentaux ;
– la fonction Zdr est celle de´finie en (7.2.1).
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The´ore`me 9.2.1. — Pour tout L ∈ L(M), on a
JGL (I
L
M (0),1) = JL
ou` JL est la valeur associe´e a` la (G,L)-famille de´duite de (JP,X(λ))P∈P(M).
De´monstration. — Soit Q1 ∈ P(L) et P1 ∈ P
Q(M). D’apre`s (8.5.1), on a pour notre fonction
particulie`re
JGL (o, f) =
∫
n1(F )
1(U) · wL(U
′, U ′′) dU
ou` l’on pose n1 = nP1 et U = U
′ + U ′′ selon n1 = (l ∩ n1)⊕ nQ1 . D’apre`s la proposition 6.4.1 et le
lemme 6.3.1, le poids wL(U
′, U ′′) est donne´ par la valeur associe´e a` la (G,L)-famille de´duite de la
(G,M)-famille
(exp(〈λ,RP1 (g)−RP (g)〉))P∈P(M),
ou` g est un e´le´ment de G(F ) tel que Ad(g−1)X appartient a` la K-orbite de U . Il est facile de
voir que pour tout P ∈ P(M), on a RP (GX(F )) ⊂ aG. En particulier, comme il est loisible, on
se restreint a` λ ∈ aG,∗M,C, on voit que (exp(〈λ,−RP (g)〉)) ne de´pend pas du choix de g. Il est facile
de voir que le poids wL(U
′, U ′′) est aussi e´gal a` la valeur associe´e a` la (G,L)-famille de´duite de la
(G,M)-famille
(exp(〈λ,−RP (g)〉))P∈P(M).
En particulier, pour un point Λ ∈ aG,∗L,C assez ge´ne´ral (c’est-a`-dire hors des hyperplans singuliers
des θQ) on a (cf. (8.2.2))
wL(U
′, U ′′) =
1
k!
∑
Q∈P(L)
(〈Λ,−RQ(g)〉)
kθQ(Λ).
ou` k = dim(aGL ). On a donc formellement a` l’aide du lemme 7.3.1 (la constante cX est celle qui
apparaˆıt dans ce lemme)
JGL (o, f) =
1
k! · cX
∑
Q∈P(L)
θQ(Λ)
∫
GX(F )\G(F )
1(Ad(g−1)X)(〈Λ,−RQ(g)〉)
k dg(9.2.1)
=
1
k! · cX
∑
Q∈P(L)
θQ(Λ)
∫
GX(F )\G(F )
1(Ad(g−1)X)(〈Λ,−RQ(g)〉)
k dg
=
1
k! · cX
∑
Q∈PQ(L)
θQ(Λ)
dk
dtk
(IQ,X(tΛ))|t=0,
ou` l’on pose pour tout Q ∈ F(M) et tout λ ∈ aG,∗M,C
IQ,X(λ) =
∫
GX(F )\G(F )
1(Ad(g−1)X) exp(−〈λ,RQ(g)〉 dg.
On a, du moins formellement,
(9.2.2) IP,X(λ) = IQ,X(λ)
si λ ∈ aG,∗MQ,C et si P ⊂ Q (cf. §5.4). Notons e´galement que (5.5.2) implique qu’on a pour tout
λ ∈ aG,∗M,C et tout w ∈W (M)
(9.2.3) IPw0 ,X(λ) = IP0,X(w · λ).
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Un calcul re´miniscent de celui effectue´ lors de la de´monstration du lemme 7.3.2 montre qu’on a
IP0,X(λ) =
∏
̟∨∈∆ˆ∨
P0
∫
GL(dr,F )
1dr(x)| det(x)|
dr+〈λ,̟
∨〉dx(9.2.4)
=
∏
̟∨∈∆ˆ∨
P0
Zdr(dr + 〈λ,̟
∨〉).
ou` 1dr est la fonction 1 relative a` GL(dr). On voit donc que, sur l’ouvert forme´ des λ ∈ a
G,∗
M,C tels
que 〈λ,̟∨〉 > −1 pour tout ̟∨ ∈ ∆ˆ∨P0 , l’inte´grale de´finissant IP0,X(λ). Vu (9.2.3) et (9.2.2), on
en conlut que toutes les inte´grales IQ(λ) convergent pour λ dans un voisinage de 0. De meˆme, la
se´rie d’e´galite´ (9.2.1) est valide pour Λ dans un voisinage de 0. Maintenant, en combinant (9.2.3)
et (9.2.4) ainsi que les formules explicites |∆ˆ∨P0 | = r − 1,
cX = Zdr(dr)
r−1
on obtient
c−1X IP,X(λ) = JP,X(λ)
pour tout P ∈ P(M) et λ au voisinage de 0. Le the´ore`me est alors une conse´quence imme´diate de
(9.2.1). 
10 Inte´grale orbitale ponde´re´e nilpotente : the´orie globale
10.1. Notations et choix des mesures de Haar. — Soit F un corps global de caracte´ristique
0. On reprend les notations de 3 relativement a` ce corps. Soit V l’ensemble des places de F . Pour
toute place v ∈ V , soit Fv le comple´te´ du corps F en v. Pour toute place non-archime´dienne,
soit Ov ⊂ Fv l’anneau des entiers. Les notations des sections 5 a` 8 s’appliquent relativement au
corps local F . En ge´ne´ral, on affuble un objet relatif a` Fv d’un indice v. Par exemple, Kv est le
sous-groupe compact maximal de G(Fv) de´fini au §5.1. Soit K =
∏
v∈V Kv.
Soit A l’anneau des ade`les de F . On note simplement | · | la valeur absolue ade´lique, qui est
le produit des valeurs absolues normalise´es locales | · |v sur les corps Fv. En particulier, la valeur
absolue ade´lique est triviale sur F .
Chaque groupe G(Fv) est muni de la mesure de Haar de´crite au §7.1. De meˆme, chaque groupe
Kv est muni d’une mesure de Haar qui est le produit des mesures de Haar choisie sur les facteurs
Kv. De fac¸on ge´ne´rale, les groupes de points ade´liques rencontre´s sont munis de la mesure de Haar
produit des mesures de Haar sur leurs facteurs choisies conforme´ment au §7.1. L’espace homoge`ne
GX(A)\G(A) est muni de la mesure quotient note´e dg
∗.
10.2. Fonction zeˆta globale. — Soit S(g(A)) l’espace des fonctions complexes de Schwartz-
Bruhat g(A). Pour tout f ∈ S(g(A)), soit
(10.2.1) Zn(f, s) =
∫
G(A)
1(g)| det(g)|s dg.
On note simplement Z(f, s) = Z1(f, s) dans le cas particulier ou` le rang de G vaut 1. Il est bien
connu depuis la the`se de Tate que l’inte´grale qui de´finit Z(f, s) est absolument convergente pour
s ∈ C de partie re´elle ℜ(s) > 1 et se prolonge analytiquement a` C. Soit 1v la fonction de´finie sur
g(Fv) de´finie au 7.2.
Soit 1 = ⊗v∈V 1v ∈ S(g(A)). On pose Zn(s) = Zn(1, f) et Z(s) = Z1(s). Comme dans le
cas local, on montre que pour s ∈ C de partie re´elle ℜ(s) > n, l’inte´grale qui de´finit Zn(s) est
absolument convergente et qu’on a
Zn(s) = Z(s)Z(s− 1) . . . Z(s− n+ 1)
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ce qui donne le prolongement analytique a` C. Si l’on note Zn,v les fonctions zeˆta locales, on apour
ℜ(s) > n l’e´galite´ avec le produit convergent
Zn(s) =
∏
v∈V
Zn,v(s).
10.3. Inte´grales orbitales nilpotentes globales. — Le the´ore`me suivant montre que seules
certaines inte´grales orbitales nilpotentes globales vont converger. Cela explique pourquoi nous
allons dans la suite imposer la condition d’eˆtre simple a` l’endomorphisme nilpotentX (cf. de´finition
2.8.1.
The´ore`me 10.3.1. — L’inte´grale orbitale globale
(10.3.1)
∫
GX (A)\G(A)
f(g−1Xg) dg∗
est convergente pour toute fonction f ∈ S(g(A)) si et seulement si X est simple au sens de la
de´finition 2.8.1.
De plus, si X est simple, on a
(10.3.2)
∫
GX(A)\G(A)
f(g−1Xg) dg∗ = cX ·
∫
nP (F )
∫
K
f(k−1Uk) dUdk.
ou` l’on pose
(10.3.3) cX =
r∏
j=1
j−1∏
i=1
Zdj (di + . . .+ dj).
De´monstration. — Traitons la condition ne´cessaire. Il suffit de prendre f = 1. Par nos choix
des mesures, l’inte´grale orbitale est alors un produit d’inte´grales orbitales locales qui se calculent a`
l’aide du lemme 7.3.2. On obtient donc que l’inte´grale (10.3.1) converge pour f = 1 si et seulement
si le produit suivant ∏
v∈V
r∏
j=1
j−1∏
i=1
Zdj,v(di + . . .+ dj)
est convergent. Si c’est le cas, ce produit vaut cX . Or ce produit converge si et seulement si chacun
des produits ci-dessous converge ∏
v∈V
Zdj,v(di + . . .+ dj).
pour 1 6 i < j 6 r. Ce dernier est convergent si et seulement dj = 0 ou
di + . . .+ dj > dj .
Si r = 1, il n’y a aucune condition a` ve´rifier. Si r > 1, on a doit avoir dr−1 > 0 pour j = r et
i = r − 1. De fil en aiguille, on obtient comme condition ne´cessaire et suffisante dj > 0 pour tout
1 6 j 6 r : c’est bien la condition de simplicite´ pour X .
SupposonsX simple. Alors on vient de voir que la constante cX est finie et est e´gale a` l’inte´grale
(10.3.1) pour f = 1. Pour conclure, il suffit d’invoquer le lemme 7.3.1 et d’observer que l’inte´grale
dans le membre de droite de (10.3.2) est convergente pour toute f ∈ S(g(A)) et vaut 1 pour f = 1.

10.4. Poids global. — Les notations T0, B,M sont celles du §3.1. Soit T ∈ aT0 . Pour tout
sous-groupe de Borel B′ ∈ F(T0), il existe un unique e´le´ment w ∈ W tel que wBw
−1 = B′. On
pose alors
TB′ = w · T.
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La famille (TB′)B′∈P(T0) est orthogonale. On en de´duit la famille orthogonale (TP )P∈P(M) (cf.
§5.2). Soit g = (gv)v∈V ∈ G(A). Pour tout P ∈ F(T0), on de´finit une application
HP : G(A)→ aP
par
HP (g) =
∑
v∈V
HP,v(gv),
ou` les fonctions HP,v sont celles relatives au corps local Fv de´finies au §5.1 et ou` la somme est en
fait a` support finie. Pour tout P ∈ P(M), on introduit la fonction RP de´finie pour g ∈ G(A) par
RP (g) = HP (wP g)
ou` wP ∈W ve´rifie w
−1
P PwP ∈ R(X). C’est le pendant e´vident des fonctions RP,v locales du §5.3.
On a bien suˆr la relation suivante :
(10.4.1) RP (g) =
∑
v∈V
RP,v(g).
Il re´sulte de cette e´galite´ et du lemme 5.4.1 que la famille de´finie pour λ ∈ a∗M,C et P ∈ P(M)
par
vP,X(λ, g, T ) = exp(〈λ, TP −RP (g)〉)
est une (G,M)-famille. Pour tout L ∈ L(M) et Q ∈ F(L), on note vQL,X(g, T ) le ≪ poids ≫ qui
s’en de´duit (cf. 8.2). Lorsque T = 0, on note simplement vP,X(λ, g) = vP,X(λ, g, 0) et
vQL,X(g) = v
Q
L,X(g, 0).
Lemme 10.4.1. — La fonction sur G(A)
g 7→ vQL,X(g, T )
est invariante a` droite par K et a` gauche par le centralisateur GX(A) de X dans G(A).
De´monstration. — Elle est similaire a` la preuve du lemme 8.3.1 compte tenu de la relation
(10.4.1).

10.5. Inte´grale orbitale ponde´re´e globale pour X nilpotent simple. — Soit L ∈ L(M),
Q ∈ F(L) et T ∈ aT0 . On suppose que X est simple au sens de la de´finition 2.8.1. Pour tout
f ∈ S(g(A)), on introduit l’inte´grale orbitale ponde´re´e globale
(10.5.1) JQ,TL,X (f) :=
∫
GX(A)\G(A)
f(Ad(g−1)X)vQL,X(g, T ) dg
∗.
Lorsque T = 0, on pose
JQL,X(f) = J
Q,T=0
L,X (f)
The´ore`me 10.5.1. — Supposons X simple. Soit f ∈ S(g(A)). L’inte´grale (10.5.1) est absolument
convergente. En outre, l’application de source aT0
T 7→ JQ,TL,X (f)
est polynomiale en T .
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De´monstration. — La (G,M)-famille (exp(〈Λ, TP − RP (g)〉))P∈P(M) est le produit des deux
(G,M)-familles (exp(〈Λ, TP 〉))P∈P(M) et (exp(〈Λ,−RP (g)〉))P∈P(M). D’apre`s Arthur (cf. [6], co-
rollaire 7.4), on a
vQL,X(g, T ) =
∑
(L1,L2)∈L(L)2
d
MQ
L (L1, L2)v
Q1
L,X(1, T )v
Q2
L,X(g, 0).
Les coefficients d
MQ
L (L1, L2) ont peu d’importance ici et on ne rappellera pas leur de´finition.
L’expression ci-dessus de´pend d’un certain choix qui fixe une section de l’application
(Q1, Q2) ∈ F(L)
2 7→ (MQ1 ,MQ2) ∈ L(L)
2
de´finie sur la partie forme´e des couples (L1, L2) ∈ L(L)
2 tels que d
MQ
L (L1, L2) 6= 0. Par abus,
on a note´ (Q1, Q2) l’image de (L1, L2) par cette section. Pour tout Λ ∈ a
∗
L,C assez ge´ne´ral et
k = dim(aQL ), on a (cf. (8.2.2))
vQL,X(1, T ) =
1
k!
∑
P∈PQ(L)
〈Λ, TP 〉
kθQP (Λ)
qui est clairement une fonction polynomiale de la variable T .
Pour de´montrer le the´ore`me, il suffit de prouver la convergence de l’inte´grale JQM,X(f) pour
tout Q ∈ F(M). Cette convergence, mutatis mutandis, se de´montre comme dans le cas local (cf.
preuve de la proposition 8.4.2). On se rame`ne tout d’abord a` prouver la convergence de l’inte´grale
∫
GX(A)\G(A)
f(Ad(g−1)X)‖RP1(g)−RP2(g)‖
k dg∗
pour tout entier k > 0 et tout couple de sous-groupes paraboliques (P1, P2) ∈ P(M)
2 qui sont
adjacents. A` ce stade, comme dans la preuve de la proposition 8.4.2, on reprend les notations du
§5.7. En particulier, on a introduit un entier naturel r2 (cf. (5.7.5)). Il est important de remarquer
que l’hypothe`se selon laquelle X est simple entraˆıne
r2 > 0.
En effet, on a r2 =
∑
j∈J2
dj pour un certain sous-ensemble J2 ⊂ J . On a observe´ au §5.7 que
J2 est vide si et seulement si P˜1 = P˜2. Or comme X est simple, l’application (2.9.1) est injective
(cf. proposition 2.9.1), et l’e´galite´ P˜1 = P˜2 entraˆıne P1 = P2 ce qui n’est pas. Donc J2 n’est pas
vide ; on a donc r2 > 0 puisque, sous l’hypothe`se X simple, on a dj > 0 pour tout j. La principale
conse´quence de r2 > 0 est que le produit
∏
v∈V
Zr1,v(r1 + r2)
converge et vaut Zr1(r1 + r2). On va pouvoir appliquer une variante ade´lique du lemme 7.4.1.
Comme conse´quence du lemme 5.7.4 et de la formule (10.4.1), on a l’e´galite´
‖RP1(g)−RP2(g)‖ = | log | det(U1,3)||‖α
∨‖.
pour tout k ∈ K et U ∈ nP˜1(F ) ∩ nP˜2(F ) tel que kUk
−1 = g−1Xg (le vecteur α∨ est de´fini au
lemme 5.7.4). Le lemme 7.4.1 implique alors qu’on a
∫
GX(A)\G(A)
f(Ad(g−1)X)‖RP1(g)−RP2(g)‖
k dg∗
= c ·
∫
I1,3(A)
∫
nQ˜(A)
∫
K
f(k−1(x+ U)k)| log | det(x)||k| det(x)|r1+r2 dk dU dx.
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ou` I1,3(A) est muni du produit des mesures locales sur I1,3(Fv) et ou`
(10.5.2) c = ‖α∨‖ · cX · Zr1(r1 + r2)
−1
et cX est la constante de´finie en (10.3.3). On est donc ramene´ a` de´montrer la convergence de
l’inte´grale ci-dessus. Comme dans la preuve de la proposition 8.4.2, on est ramene´ a` de´montrer la
convergence de l’inte´grale en dimension 1
∫
A×
f(t)| log | det(t)||k|t|k
′
dt
avec k > 0 et 2 6 r2 + 1 6 k
′ 6 r2 + r1 pour tout f ∈ S(A). Cette dernie`re convergence est aise´ee
a` obtenir. Cela conclut. 
11 Asymptotique d’inte´grales orbitales nilpotentes tronque´es
11.1. Hypothe`ses. Dans toute cette section, F est un corps global. Les notations sont celles de
la section 10. On suppose que l’endomorphisme standard X est simple (au sens de la de´finition
2.8.1).
11.2. Mesures de Haar. — Soit H un sous-groupe de G. Soit
H(A)1 = {h ∈ H(A) | |χ(h)| = 1 pour tout χ ∈ X∗(H)}.
C’est un sous-groupe de H(A). Supposons H(A) munit d’une mesure de Haar alors le volume de
H(F )\H(A)1 est fini. On appliquera cette proprie´te´ au groupe G lui-meˆme, a` ses sous-groupes
paraboliques ou de Levi ou au centralisateur GX de X . On a fixe´ au §10.1 des mesures de Haar
sur les points ade´liques de ces groupes. Pour tout sous-groupe de Levi L ∈ L(T0), on a une suite
exacte
1→ L(A)1 → L(A)→ aL → 0
induite parHL. On a fixe´ une mesure de Haar sur aL au §8.1. On munit alors L(A)
1 de la mesure de
Haar qui donne sur le quotient L(A)1\L(A) ≃ aL la mesure sur aL. Pour le sous-groupeM ∈ L(T0)
de´fini au §3.1, on a une suite exacte analogue
1→ GX(A)
1 → GX(A)→ aM → 0
induite cette fois par l’un des RP pour P ∈ P(M), cf. lemme 5.6.1 et e´q. (10.4.1). La surjectivite´
est vraie ici car X est suppose´ simple.
Soit L ∈ L(T0). Soit A
∞
L la composante neutre du groupe des R-points du sous-tore Q-de´ploye´
maximal de la restriction des scalaires de F a` Q de AM1 . Soit A
G,∞
L = A
∞
L ∩ G(A)
1. Ce sont
des sous-groupes de L(A) sur lesquels la restriction de HL induit des isomorphismes A
∞
L ≃ aL et
AG,∞L ≃ a
G
L . Par transport, ces isomorphisme munit A
∞
L et A
G,∞
L de mesures de Haar. On a alors
des de´compositions en produits directs L(A) = A∞L × L(A)
1 et L(A) ∩ G(A)1 = AG,∞L × L(A)
1
compatibles aux mesures de Haar.
11.3. Coˆnes et fonctions caracte´ristiques. — Soit P ∈ F(T0). Soit τˆP , resp. τP , la fonction
caracte´ristique du coˆne forme´ des H ∈ aP tels que 〈̟,H〉 > 0 pour tout ̟ ∈ ∆ˆP , resp. 〈α,H〉 > 0
pour tout α ∈ ∆P . On a τP 6 τˆP . Soit a
+
B ⊂ aT0 le coˆne de´fini par la condition 〈α,H〉 > 0 pour
tout α ∈ ∆B. On dira qu’un point T ∈ a
+
B est assez re´gulier si les rapports 〈α, T 〉/‖T ‖ sont assez
grands pour tout α ∈ ∆B .
Pour tous T ∈ a+B et Q ∈ F(B), Arthur a de´fini, dans [2] section 6, une fonction F
Q(·, T ) :
c’est la fonction caracte´ristique d’un compact de AMQ(A)NQ(A)MQ(F )\G(A) qui de´pend de T . La
construction de la fonction de´pend non seulement du point T mais aussi du compact K, du sous-
groupe de Borel B et de son tore maximal T0 et encore d’autres choix auxiliaires, dont un point T−
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dans l’oppose´ de la chambre a+B. En fait, du moins pour des points T assez re´guliers, la fonction ob-
tenue est inde´pendante des choix auxiliaires (cf. lemme 2.1 [4]). On utilisera plusieurs fois l’identite´
suivante (cf. [2] lemme 6.4) valable pour T ∈ a+B assez re´gulier et tout g ∈ AG(A)G(F )\G(A)
(11.3.1) 1 =
∑
Q∈F(B)
∑
δ∈Q(F )\G(F )
τQ(HQ(δg)− T )F
Q(δg, T ).
11.4. E´nonce´ des re´sultats. — Soit o la G-orbite de X et f ∈ S(g(A)). Soit P un sous-groupe
parabolique semi-standard et g ∈ G(A). Soit
(11.4.1) KP,o(f, g) =
∑
Y ∈p(F )∩o(F ),IG
P
(Y )=o
f(Ad(g−1)Y ),
ou` la somme est convergente.
Pour tout T ∈ aT0 soit
(11.4.2) KTo (f, g) =
∑
B⊂P⊂G
(−1)dim(a
G
P )
∑
δ∈P (F )\G(F )
τˆP (HP (δg)− TP )KP,o(f, δg)
ou` la somme externe est prise sur les sous-groupes paraboliques standard P . La somme interne
sur δ est en fait a` support finie.
On observera que les fonctions KP,o(f, g) et K
T
o (f, g) de la variable g sont invariantes par le
centre AG(A) et a` droite respectivement par P (F ) et G(F ).
Soit
(11.4.3) JTo (f) =
∫
G(F )\G(A)1
KTo (f, g) dg.
Proposition 11.4.1. — Pour toute fonction f ∈ S(g(A)) et tout T ∈ aT0 , l’inte´grale J
T
o (f) est
absolument convergente. On a de plus l’e´galite´
(11.4.4) JTo (f) = vol(GX(F )\GX(A)
1) · JG,TM,X(f)
ou` dans le membre de droite le volume est fini et l’expression JG,TM,X(f) est de´finie en (10.5.1). En
particulier T 7→ JTo (f) est un polynoˆme.
Pour tout T ∈ a+B, il est naturel depuis les travaux d’Arthur d’introduire l’inte´grale orbitale
tronque´e
(11.4.5)
∫
G(F )\G(A)1
FG(g, T )
∑
Y ∈g(F )∩o(F )
f(g−1Y g) dg.
L’inte´grale est e´videmment convergente puisque FG(g, T ) induit sur G(F )\G(A)1 la fonction ca-
racte´ristique d’un compact. Le the´ore`me suivant de´crit l’asymptotique en T de cette inte´grale
tronque´e.
The´ore`me 11.4.2. — Pour tout ε′ > 0, il existe ε > 0 et pour toute fonction f ∈ S(g(A)) une
constante C > 0 tels que pour tout T ∈ a+B qui ve´rifie
〈α, T 〉 > ε′‖T ‖
pour tout α ∈ ∆B, on a
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∫
G(F )\G(A)1
|KTo (f, g)− F
G(g, T )
∑
Y∈o(F )
f(g−1Y g)| dg 6 C · exp(−ε‖T ‖).
Remarque 11.4.3. — D’apre`s la proposition 11.4.1 combine´e avec le the´ore`me 10.5.1, le the´ore`me
11.4.2 implique que l’inte´grale orbitale tronque´e (11.4.5) est asymptotique comme fonction de T
a` un polynoˆme en T , en l’occurrence JTo (f). Sous cette forme faible, le the´ore`me 11.4.2 est une
le´ge`re ge´ne´ralisation du the´ore`me 4.2 de [4] pour l’orbite o. Cependant, on a mieux : on dispose
de la formule inte´grale (11.4.4) pour ce polynoˆme.
La suite de cette section est consacre´e a` la de´monstration de la proposition 11.4.1 et du
the´ore`me 11.4.2.
11.5. De´monstration de la proposition 11.4.1. — La premie`re e´tape dans la de´monstration
de la proposition 11.4.1 consiste a` re´e´crire l’expression (11.4.2) comme une somme sur la G(F )-
orbite de X . Auparavant, nous aurons besoin du lemme suivant.
Lemme 11.5.1. —Soit o la G-orbite d’un endomorphisme standard X (l’hypothe`se X simple n’est
pas requise ici). Soit Fo l’ensemble des couples (Q, o
′) tels que
– Q ∈ F(B)
– o′ est une MQ-orbite nilpotente dans mQ
– IGQ (o
′) = o.
Soit
(11.5.1) LS(X)→ Fo
l’application de´finie ainsi : l’image de P ∈ LS(X) est le couple (Q, o′) ou`
– Q est l’unique sous-groupe parabolique standard conjugue´ a` P ;
– soit g ∈ G tel que gPg−1 = Q ; la MQ-orbite o
′ contient la projection de gXg−1 ∈ q =
mQ ⊕ nQ sur mQ.
L’application (11.5.1) est une bijection.
De´monstration. — L’application est bien de´finie : l’e´le´ment gXg−1 est uniquement de´fini a`
Q-conjugaison pre`s. Sa projection sur mQ de´finit donc une unique MQ-orbite o
′. La condition
IGP (X) = o implique I
G
Q (gXg
−1) = o d’ou` IGQ (o
′) = o.
L’application est injective. En effet, si P1 et P2 ont meˆme image (Q, o
′), ils sont conjugue´s par
g1 et g2 a` Q. De plus, g1Xg
−1
1 et g2Xg
−1
2 appartiennent a` la meˆme Q-classe de conjugaison a`
savoir (o′ ⊕ nQ) ∩ o. Donc, il existe q ∈ Q tel que h = g
−1
1 qg2 ∈ GX ⊂ P1 ∩ P2. On a donc
P2 = g
−1
2 Qg2 = (q
−1g1h)
−1Qq−1g1h = h
−1g−11 Qg1h = h
−1P1h = P1.
L’application est surjective. Soit (Q, o′) ∈ Fo et Y
′ ∈ o′. Il existe U ∈ nQ tel que Y = Y
′+U ∈ o.
Soit g ∈ G tel que gXg−1 = Y . Alors g−1Pg ∈ LS(X).

Pour tout g ∈ G(A), on pose
(11.5.2) σT (g) =
∑
Q∈F(M)
(−1)dim(a
G
Q)τˆQ(RQ(g)− TQ).
Lemme 11.5.2. — Pour tout g ∈ G(A),
KTo (f, g) =
∑
δ∈GX(F )\G(F )
σT (δg)f(Ad((δg)−1)X).
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De´monstration. — On a des bijections
F(M) → LS(X) → Fo
Q 7→ Q˜ 7→ (P, o′)
donne´e par (2.10.1) (car X est simple) et (11.5.1). Soit P un sous-groupe parabolique standard.
Soit F(M)[P ] ⊂ F(M) l’ensemble des e´le´ments de F(M) qui ont pour image dans Fo un couple de
la forme (P, o′). Autrement dit F(M)[P ] est l’ensemble des e´le´ments de F(M) qui sont conjugue´s
a` P . Pour tout Q ∈ F(M)[P ], soit Q˜ son image par (2.10.1) et wQ et sQ des e´le´ments de W tels
que Q˜ = w−1Q QwQ et P = s
−1
Q Q˜sQ. On a
KP,o(f, g) =
∑
{o′|(P,o′)∈Fo}
∑
Y ∈(o′(F )⊕nP (F ))∩o(F )
f(Ad(g−1)Y ).
Si Q a pour image (P, o′), l’ensemble sur lequel on somme Y est encore le conjugue´ sous s−1Q de la
Q˜(F )-orbite de X . On a donc
KP,o(f, g) =
∑
Q∈F(M)[P ]
∑
ν∈GX(F )\Q˜(F )
f(Ad(νsQg)
−1X).
On a alors
KTo (f, g) =∑
B⊂P⊂G
(−1)dim(a
G
P )
∑
δ∈P (F )\G(F )
τˆP (HP (δg)− TP )
∑
Q∈F(M)[P ]
∑
ν∈GX(F )\Q˜(F )
f(Ad(νsQδg)
−1X)
=
∑
B⊂P⊂G
(−1)dim(a
G
P )
∑
Q∈F(M)[P ]
∑
ν∈GX(F )\G(F )
τˆP (HP (s
−1
Q δg)− TP )f(Ad(δg)
−1X)
=
∑
ν∈GX(F )\G(F )
f(Ad(δg)−1X)[
∑
B⊂P⊂G
(−1)dim(a
G
P )
∑
Q∈F(M)[P ]
τˆP (HP (s
−1
Q δg)− TP )].
Il suffit pour conclure de prouver que l’expression entre crochets est e´gale a` σT (δg). Pour cela,
il suffit d’observer qu’on a pour Q ∈ F(M)[P ]
HP (s
−1
Q g) = s
−1
Q ·HQ˜(g) = (wQsQ)
−1 ·RQ(g)
et
τˆP (HP (s
−1
Q δg)− TP ) = τˆQ(RQ(g)− TQ).

Le lemme suivant va nous donner une prise sur la fonction σT .
Lemme 11.5.3. —(Arthur) Soit Y = (YP )P∈P(M) une famille orthogonale.
1. L’application
H ∈ aGM 7→
∑
P∈F(M)
(−1)dim(a
G
P )τˆP (H − YP )
s’annule en H sauf si H appartient a` l’image de l’enveloppe convexe des points (YP )P∈P(M)
par la projection aM → a
G
M . Si, de plus, la famille Y est positive, alors cette application est
la fonction caracte´ristique de la projection sur aGM de cette enveloppe convexe.
2. L’inte´grale
vol(Y) =
∫
aG
M
∑
P∈F(M)
(−1)dim(a
G
P )τˆP (H − YP ) dH
est e´gale a` la valeur vM associe´e a` la (G,M)-famille de´finie pour P ∈ P(M) par
vP (λ, g) = exp(〈λ, YP 〉).
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De´monstration. — Il s’agit juste de re´e´crire l’application de fac¸on a` pouvoir citer Arthur. Soit
P1 ∈ P(M). On a une partition
F(M) =
∐
P∈P(M)
F(P, P1)
ou`
F(P, P1) = {Q ∈ F(P ) | P ∩MQ = P1 ∩MQ}.
Soit Λ un point de la chambre ouverte a+P1 de´finie par la positivite´ sur ∆P1 . Pour tout P ∈ P(M),
soit ϕΛP la fonction caracte´ristique des H ∈ aM tels que
– 〈̟α, H〉 > 0 pour α ∈ ∆P tel 〈Λ, α
∨〉 < 0 ;
– 〈̟α, H〉 6 0 pour α ∈ ∆P tel 〈Λ, α
∨〉 > 0.
On a alors
(11.5.3)
∑
Q∈F(P,P1)
(−1)dim(a
G
Q)τˆP (H − YQ) = (−1)
|∆ΛP |ϕΛP (H − YP ),
ou` ∆ΛP ⊂ ∆P est forme´ des racines α telles que 〈Λ, α
∨〉 < 0.
Il s’ensuit qu’on a∑
P∈F(M)
(−1)dim(a
G
P )τˆP (H − YP ) =
∑
P∈P(M)
∑
Q∈F(P,P1)
(−1)dim(a
G
Q)τˆP (H − YQ)
=
∑
P∈P(M)
(−1)|∆
Λ
P |ϕΛP (H − YP ).
L’assertion 1 est alors un re´sultat d’Arthur et Langlands (cf. [8] p. 22 eq. (3.8) infra). L’assertion
2 s’en de´duit e´galement (cf. [1]). 
On est maintenant en mesure de donner la de´monstration de la proposition 11.4.1. Traitons
d’abord la convergence de JTo (f). D’apre`s le lemme 11.5.2, il s’agit de prouver la convergence de
l’inte´grale suivante ∫
GX(F )\G(A)1
|σT (g)| · |f(Ad(g−1)X)| dg
=
∫
GX (A)\G(A)
|f(Ad(g−1)X)|
∫
GX(F )\(GX (A)∩G(A)1)
|σT (hg)| dh dg.
On a muni GX(A) ∩G(A)
1 de la mesure de Haar de sorte que l’identification naturelle (GX(A) ∩
G(A)1)\G(A)1 ≃ GX(A)\G(A) soit compatible aux mesures quotients.
Traitons l’inte´grale inte´rieure. Par le choix des mesures et le lemme 5.6.1, on a
∫
GX (F )\(GX(A)∩G(A)1)
|σT (hg)| dh
= vol(GX(F )\GX(A)
1)
∫
aG
M
|
∑
Q∈F(M)
(−1)dim(a
G
Q)τˆQ(H +RQ(g)− TQ)| dH.
Le volume qui apparaˆıt ci-dessus est fini (cf. §11.2). D’apre`s le lemme 11.5.3, l’expression
|
∑
Q∈F(M)
(−1)dim(a
G
Q)τˆQ(H +RQ(g)− TQ)|
est nulle sauf si H appartient a` l’image de l’enveloppe convexe des points (TP − RP (g))P∈P(M)
par la projection aM → a
G
M . Il est facile d’en de´duire qu’il existe une constante C > 0 telle que
pour k = dim(aGM ), on a∫
aGM
|
∑
Q∈F(M)
(−1)dim(a
G
Q)τˆQ(H+RQ(g)−TQ)| dH 6 C·
∑
(P1,P2)∈P (M)adj
‖RP1(g)−TP1−RP2(g)+TP2‖
k
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ou` la somme porte sur les couples de paraboliques adjacents. La convergence s’obtient alors comme
dans la preuve du the´ore`me 10.5.1. Une fois la convergence acquise, le reste de la proposition re´sulte
de la formule
vGM,X(g, T ) =
∫
aGM
∑
Q∈F(M)
(−1)dim(a
G
Q)τˆQ(H +RQ(g)− TQ) dH
(cf. lemme 11.5.3 assertion 2).
11.6. De´but de la de´monstration du the´ore`me 11.4.2. — En utilisant le lemme 11.5.2, on
a l’e´galite´
KTo (f, g)− F
G(g, T )
∑
Y∈o(F )
f(Ad(g−1)Y ) =
∑
δ∈GX(F )\G(F )
[σT (δg)− FT (δg)]f(Ad(g−1)X)
On a donc la majoration∫
G(F )\G(A)1
|KTo (f, g)− F
G(g, T )
∑
Y ∈g(F )∩o(F )
f(Ad(g−1)Y )| dg
6
∫
GX(F )\G(A)1
|σT (g)− FG(g, T )| · |f(Ad(g−1)X)| dg.
Au moins pour des T assez re´guliers, on a la proprie´te´ suivante : pour tout g ∈ G(A) tel que
FG(g, T ) = 1 et tout sous-groupe parabolique standard Q propre, on a
τˆQ(HQ(g)− TQ) = 0.
Cette proprie´te´ vaut encore pour les sous-groupe paraboliques semi-standard. En particulier, pour
un tel g, on a σT (g) = 1. On a donc la majoration suivante pour tout g ∈ G(A)
|σT (g)− FG(g, T )| 6 (1 − FG(g, T ))|σT (g)|.
Introduisons la fonction IT sur AG(A)GX(A)\G(A) qui est la fonction caracte´ristique des g ∈
AG(A)GX(A)\G(A) tels que la famille (TP −RP (g))P∈P(M) soit positive. Lorsqu’on a I
T (g) = 1,
l’expression σT (g) vaut 0 ou 1 d’apre`s le lemme 11.5.3.
On est donc ramene´ a` majorer les deux inte´grales suivantes, ce qui sera fait dans les deux
paragraphes qui suivent.
(11.6.1)
∫
GX (F )\G(A)1
(1− FG(g, T )) · σT (g) · IT (g) · |f(g−1Xg)| dg
et
(11.6.2)
∫
GX(F )\G(A)1
(1− FG(g, T )) · |σT (g)| · (1− IT (g)) · |f(g−1Xg)| dg.
11.7. Majoration de (11.6.1). — L’expression (11.6.1) se re´e´crit∫
G(F )\G(A)1
(1− FG(g, T ))
∑
δ∈GX(F )\G(F )
σT (δg) · IT (δg) · |f((δg)−1Xδg)| dg.
L’e´galite´ (11.3.1) donne un de´veloppement indexe´ par Q ∈ F(B) du facteur (1 − FG(g, T )). On
est donc ramene´ a` majorer pour tout Q ∈ F(B)
(11.7.1)
∫
Q(F )\G(A)1
τQ(HQ(g)− T )F
Q(g, T )
∑
δ∈GX(F )\G(F )
σT (δg) · IT (δg) · |f(Ad(δg)−1X)| dg.
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L’e´galite´ (11.3.1) a un analogue relatif a` Q : soit T1 ∈ a
+
B assez re´gulier, fixe´ une fois pour
toutes : pour tout AMQ(A)NQ(A)MQ(F )\G(A) on a
1 =
∑
{Q1|B⊂Q1⊂Q}
∑
ν∈Q1(F )\Q(F )
FQ1(νg, T1)τ
Q
Q1
(HQ1(νg)− T1).
En conse´quence, l’expression (11.7.1) est alors la somme sur les sous-groupes paraboliques standard
Q1 inclus dans Q de
(11.7.2)∫
Q1(F )\G(A)1
FQ1,Q(g, T1, T ) · τ
Q1,Q
Q1
(g, T1, T )
∑
δ∈GX(F )\G(F )
σT (δg) · IT (δg) · |f((δg)−1Xδg)| dg
ou` l’on pose
FQ1,Q(g, T1, T ) = F
Q1(g, T1)F
Q(g, T )
et
τQ1,QQ1 (g, T1, T ) = τ
Q
Q1
(HQ1 (g)− T1)τQ(HQ(g)− T ).
Dans la suite on fixe un tel Q1 et il nous suffit de majorer (11.7.2).
Pour tout sous-groupe parabolique Q2 contenant Q, soit
(11.7.3) q′2 = q2 −
⋃
Q⊂R(Q2
r
Soit
ΥQ2 = {δ ∈ GX(F )\G(F ) | δ
−1Xδ ∈ q′2(F )}.
La collection des ΥQ2 , pour Q ⊂ Q2 ⊂ G forme une partition de GX(F )\G(F ).
L’inte´grale (11.7.1) se majore par la somme sur Q ⊂ Q2 ⊂ G de
(11.7.4)
∫
Q1(F )\G(A)1
FQ1,Q(g, T1, T ) · τ
Q1,Q
Q1
(g, T1, T )
∑
δ∈ΥQ2
σT (δg) · IT (δg) · |f(Ad(δg)−1X)| dg
Dans la suite, on fixe un tel Q2.
Lemme 11.7.1. — Soit δ ∈ ΥQ2 tel que l’expression
(11.7.5) τQ(HQ(g)− TQ) · σ
T (δg) · IT (δg)
soit non nulle pour un e´le´ment g ∈ G(A). Alors pour tout sous-groupe parabolique maximal R de
G contenant Q2, on a R /∈ LS(δ
−1Xδ).
De´monstration. — On va supposer la conclusion en de´faut et on va trouver une contradiction.
On suppose donc qu’il existe R, un sous-groupe parabolique maximal de G contenant Q2, tel que
R ∈ LS(δ−1Xδ). Il suffit en fait de trouver un sous-groupe parabolique maximal S ∈ F(M) tel
que
(11.7.6) τˆS(RS(δg)− TS) = 1.
En effet, la non-annulation de (11.7.5) donc de IT (δg) entraˆıne que la famille (TP−RP (δg))P∈P(M)
est orthogonale positive. Donc le lemme 11.5.3 et la non-nullite´ de σT (δg) impliquent que 0 ap-
partient a` l’enveloppe convexe des projections sur aGM des points TP − RP (δg) pour P ∈ P(M).
En particulier, pour tout e´le´ment maximal S ∈ F(M), on doit avoir (cf. [1] lemme 3.2), pour ̟
l’unique e´le´ment de ∆ˆS ,
0 6 〈̟,TS −RS(δg)〉.
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ce qui contredit manifestement (11.7.6). Soit S ∈ F(M) dont l’image dans L(X) par l’applica-
tion (2.10.1) est S˜ = δRδ−1. Pour un tel S, les groupes qui interviennent sont semi-standard et
conjugue´s ; ils sont donc conjugue´s sous W et on a
(11.7.7) τˆS(RS(δg)− TS) = τˆS˜(HS˜(δg)− TS˜) = τˆR(HR(g)− TR).
OrR contientQ2 doncQ et, puisque l’expression (11.7.5) n’est pas nulle, on a τQ(HQ(g)−TQ) =
1 d’ou` a fortiori τˆQ(HQ(g)−TQ) = 1 et τˆR(HR(g)−TR) = 1. Mais alors l’e´galite´ (11.7.7) entraˆıne
(11.7.6). 
En tenant compte du lemme pre´ce´dent, on peut dans (11.7.4) tout d’abord restreindre la somme
aux δ ∈ ΥQ2 tels que pour tout sous-groupe parabolique maximal R de G contenant Q2, on a
R /∈ LS(δ−1Xδ). On majore ensuite les fonctions caracte´ristiques σT et IT par 1. Ainsi on peut
majorer (11.7.4) par
(11.7.8)
∫
Z(A)Q1(F )\G(A)
FQ1,Q(g, T1, T ) · τ
Q1,Q
Q1
(g, T1, T )
∑
Y ∈o2
|f(g−1Y g)| dg
ou` l’on introduit l’ensemble o2 forme´ des e´le´ments Y ∈ q
′
2(F ) ∩ o(F ) tels que Y /∈ I
G
R (Y ) pour
tout sous-groupe parabolique maximal R contenant Q2. On observera que o2 est stable par Q2(F )-
conjugaison.
Pour alle´ger un peu, on pose M1 = MQ1 , N1 = NQ1 et A
G,∞
1 = A
G,∞
M1
. En utilisant la
de´composition d’Iwasawa, on voit que (11.7.8) est e´gal a`
∫
M1(F )\M1(A)1
∫
AG,∞1
∫
N1(F )\N1(A)
exp(−〈2ρQ1 , HQ1(a)〉)F
Q1,Q(nam, T1, T )
τQ1,QQ1 (a, T1, T )
∫
K
∑
Y ∈o2
|f((namk)−1Y namk)| dk.(11.7.9)
Sous la condition FQ1,Q(nam, T1, T ) 6= 0, on a en particulier F
Q1(m,T1) 6= 0 et m reste dans
un compact fixe´, qui de´pend de T1, inclus dans M1(F )\M1(A)
1. Le quotient N1(F )\N1(A) est
compact. E´crivons alors
q2 = m1 ⊕
⊕
α∈Σ(Q2,A1)
gα
la de´composition de q2 en espaces propres sous l’action par conjugaison du centre A1 de M1. Pour
tout Y ∈ q2(F ), on e´crit
Y = Y1 +
∑
α∈Σ(Q2,A1)
Yα
selon cette de´composition. Il existe alors des fonctions de Bruhat-Schwartz positives ϕ1 sur m1(A)
et ϕα sur gα(A) pour tout α ∈ Σ(Q2, T0) telles qu’on ait
∑
Y ∈o2
|f((namk)−1Y namk)| 6
∑
Y ∈o2
ϕ1(Y1)
∏
α∈Σ(Q2,A1)
ϕα(α(a)
−1Yα)
pour tout k ∈ K, n ∈ N1(F )\N1(A) et m ∈M1(F )\M1(A)
1 tel que FQ1(m,T1) 6= 0.
Introduisons
c− = inf
m
inf
α∈∆QB
(−〈α,HB(m)〉) et c+ = sup
m
sup
̟∈∆ˆQB
(−〈̟,HB(m)〉)
ou` les bornes infe´rieure et supe´rieure c+ et c− sont prises sur les m ∈ M1(F )\M1(A)
1 tels que
FQ1(m,T1) 6= 0. Elles ne de´pendent que de T1.
Soit aGM1(Q, T ) l’ensemble des H ∈ a
G
M1
qui ve´rifient les conditions ci-dessous
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1. pour tout α ∈ ∆QB, 〈α,H〉 > 〈α, T−〉+ c− ;
2. pour tout ̟ ∈ ∆ˆQB , 〈̟,H〉 6 〈̟,T 〉+ c+ ;
3. pour tout α ∈ ∆QQ1 , 〈α,H〉 > 〈α, T1〉 ;
4. pour tout α ∈ ∆Q, 〈α,H〉 > 〈α, T 〉.
La condition FQ(nam, T ) 6= 0 implique que HQ1(a) ve´rifie les conditions 1 et 2. La condition
τQ1,QQ1 (a, T1, T ) 6= 0 implique que HQ1(a) satisfait les conditions 3 et 4. Soit A
G,∞
1 (Q, T ) l’image
inverse par HM1 dans A
G,∞
1 de a
G
1 (Q, T ). La condition F
Q(nam, T ) 6= 0 implique donc HQ1(a) ∈
AG,∞1 (Q, T ).
Avec le lemme 11.7.2 ci-dessous, on voit, qu’a` une constante pre`s, l’inte´grale (11.7.9) est majore´e
par
(11.7.10)
∫
aG1 (Q,T )
∏
α∈∆1−∆
Q
1
exp(−cα〈α,H〉) dH.
On a une partition ∆Q1 ∪ (∆1 −∆
Q
1 ) de la base ∆
Q
1 de a
G,∗
1 . En prenant les espaces orthogonaux
on a une de´composition en somme directe note´e
aG1 = a
G
Q ⊕ b.
Soit H ∈ aG1 qu’on e´crit H
′ +H ′′ selon cette de´composition. Alors H ∈ aG1 (Q, T ) si et seulement
si H ′′ appartient a` l’ensemble b(Q, T ) des e´le´ments de b qui ve´rifient les conditions 1 a` 3 ci-dessus
et H ′ +H ′′ ve´rifie la condition 4 ci-dessus. Supposons donc H ∈ aG1 (Q, T ). On a
H = HQ +
∑
α∈∆Q
〈̟α, H〉α
∨
ou` HQ est la projection de H sur a
G
Q selon la de´composition a
G
1 = a
Q
1 ⊕a
G
Q. En utilisant l’ine´galite´
〈α, β∨〉 6 0 pour α 6= β et la condition 2 pour H ′′, il vient pour tout β ∈ ∆Q1 −∆
Q
Q1
〈β,H ′〉 = 〈β,H〉(11.7.11)
= 〈β,HQ〉+
∑
α∈∆Q
〈̟α, H〉〈β, α
∨〉
= 〈β,HQ〉+
∑
α∈∆Q
〈̟α, H
′′〉〈β, α∨〉
> 〈β, TQ〉+
∑
α∈∆Q
(〈̟α, T 〉+ c+)〈β, α
∨〉
= 〈β, T+〉.
ou` l’on T+ = T + c+
∑
α∈∆Q α
∨. Soit aGQ(T ) l’ensemble des H
′ ∈ aGQ tel que pour tout β ∈
∆Q1 −∆
Q
Q1
on ait 〈β,H ′〉 > 〈β, T 〉.
L’inte´grale (11.7.10) se majore alors par
(11.7.12) vol(b(Q, T ))
∫
aG
Q
(T+)
∏
α∈∆1−∆
Q
1
exp(−cα〈α,H〉) dH.
qui vaut a` une constante pre`s qui ne de´pend que des choix des mesures
(11.7.13) = vol(b(Q, T ))
∏
α∈∆1−∆
Q
1
c−1α exp(−cα〈α, T+〉).
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Le volume vol(b(Q, T )) de´pend polynomialement de T . Il existe C > 0 et ε > 0 tels que pour tout
T tel que 〈α, T 〉 > ε′‖T ‖, l’expression (11.7.13) se majore par
C · exp(−ε‖T ‖).
Cela conclut la majoration de (11.6.1) modulo le lemme suivant.
Lemme 11.7.2. — Pour tout c > 0, il existe C > 0 et
– cα > c pour tout α ∈ ∆
2
1 −∆
Q
1 ;
– cα > 0 pour tout α ∈ ∆1 −∆
2
1,
tels que pour a ∈ AG,∞1 (Q, T ) l’expression
exp(−〈2ρQ1 , HQ1(a)〉)
∑
Y ∈o2
ϕ1(Y1)
∏
α∈Σ(Q2,A1)
ϕα(α(a)
−1Yα)
est majore´e par
C ·
∏
α∈∆1−∆
Q
1
exp(−cα〈α,HQ1 (a)〉).
Remarque 11.7.3. — Rappelons que Q est un sous-groupe parabolique propre de G. L’ensemble
∆1 −∆
Q
1 n’est donc pas vide et la majoration obtenue n’est jamais triviale.
De´monstration. — Soit β ∈ ∆1 −∆
2
1. Il suffit de de´montrer la variante plus faible du lemme
ou` l’on suppose cα = 0 si α ∈ ∆1 − ∆
2
1 et α 6= β. En faisant varier β, on obtient aise´ment le
re´sultat cherche´. La racine β de´termine un sous-groupe parabolique maximal R contenant Q2. On
va utiliser le lemme suivant, dont la de´montration (omise) est en tout point semblable a` celle de
la proposition 5.3.1 de [10].
Lemme 11.7.4. — Soit d un entier. Il existe une constante cR > 0 telle que pour tout T ∈ a
+
B0
et a ∈ AG,∞1 (Q, T ) et toute famille de polynoˆmes non tous nuls g = (gi)i∈I ∈ F [nR] sur nR dont
le degre´ total de chaque gi est borne´ par d, on a l’ine´galite´
exp(−〈2ρR, HQ1(a)〉)
∑
Y ∈nR(F )∩V(g)
∏
α∈Σ(NR,A1)
ϕα(α(a)
−1Yα) 6 cR · exp(−〈α,HQ1 (a)〉)
ou` V(g) est le ferme´ de r de´fini par la famille g de polynoˆmes.
L’expression
exp(−〈2ρQ1 , HQ1(a)〉)
∑
Y ∈o2
ϕ1(Y1)
∏
α∈Σ(Q2,A1)
ϕα(α(a)
−1Yα)
se majore par
(11.7.14)
exp(−〈2ρQ1 , HQ1(a)〉)
∑
(Y,U)
ϕ1(Y1)
∏
α∈Σ(Q2∩MR,A1)
ϕα(α(a)
−1Yα)
∏
α∈Σ(NR,A1)
ϕα(α(a)
−1Uα)
ou`
– Y parcourt les e´le´ments nilpotents de q′2(F ) ∩mR(F )
– U de´crit les e´le´ments de nR(F ) tels que Y + U /∈ I
G
R (Y ).
Pour tout e´le´ment nilpotent Y ∈ mR(F ), la condition Y + U /∈ I
G
R (Y ) de´finit un ferme´ propre de
nR(F ) de´crit par une famille de polynoˆmes dont le degre´ est majore´ inde´pendamment de Y (il n’y
a qu’un nombre fini d’orbites nilpotentes possibles). Le lemme 11.7.4 nous donne une constante
cR > 0 telle que (11.7.14) se majore par
(11.7.15)
cR · exp(−〈α,HQ1 (a)〉) · exp(−〈2ρ
R
Q1 , HQ1(a)〉)
∑
Y ∈q′2(F )∩mR(F )
ϕ1(Y1)
∏
α∈Σ(Q2∩MR,A1)
ϕα(α(a)
−1Yα)
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pour a ∈ AG,∞1 (T, T1).
Pour terminer, on observe que pour a ∈ AG,∞1 (Q, T ), l’expression
exp(−〈2ρRQ1 , HQ1(a)〉)
∑
Y ∈q1(F )∩mR(F )
ϕ1(Y1)
∏
α∈Σ(N1∩MR,A1)
ϕα(α(a)
−1Yα)
est borne´e et l’expression
∑
Y ∈q′2(F )∩n¯1(F )∩mR(F )
∏
α∈Σ(N¯1∩MR,A1)
ϕα(α(a)
−1Yα),
ou` N¯1 est le radical unipotent du sous-groupe parabolique oppose´ a` Q1, se majore par
C ·
∏
α∈∆21−∆
Q
1
exp(−cα〈α,HQ1(a)〉)
ou` C est une constante > 0 et les coefficients cα sont aussi grands que l’on veut. Pour le voir,
on observe que pour tout α ∈ ∆1, l’ensemble des 〈α,H1(a)〉 est borne´ infe´rieurement quand
a ∈ AG,∞1 (Q, T ) : cela re´sulte de la condition 1 si α ∈ ∆
Q
1 et de l’ine´galite´ (11.7.11) sinon. Puis on
utilise les majorations e´le´mentaires suivantes (la premie`re repose sur la formule de Poisson). Soit
t0 > 0. Pour toute fonction de Schwartz f sur R
d et pour tout n ∈ N il existe N > n et C > 0 tels
que les majorations suivantes soient valables pour tout t > t0
1. t−d
∑
X∈Zd
f(t−1X) 6 C.
2.
∑
X∈Zd−{0}
f(tX) 6 C · t−n.
3.
∑
X∈Zd
f(tX) 6 C.
Cela termine la de´monstration. 
11.8. Majoration de (11.6.2). — Pour tout couple de sous-groupes paraboliques (P1, P2) ad-
jacents dans P(M), tout T ∈ aB0 et tout g ∈ AG(A)GX(A)\G(A), il existe des re´els γP1,P2(T ) et
γP1,P2(g) uniquement de´termine´s par la condition
TP1 − TP2 = γP1,P2(T )α
∨
et
−RP1(g) +RP2(g) = γP1,P2(g)α
∨
ou` α∨ est l’unique e´le´ment de ∆∨P1 ∩ (−∆
∨
P2
). Le calcul de γP1,P2(g) a e´te´ donne´ au lemme
5.7.4. On laisse au lecteur le soin de pre´ciser la constante γP1,P2(T ) : il nous suffit de savoir
que c’est une certaine somme non vide de termes 〈β, T 〉 ou` β est une racine de T0 dans NB0 .
On supposera que T ve´rifie l’ine´galite´ 〈α, T 〉 > ε′‖T ‖ pour tout α ∈ ∆B0 . En particulier, on
retiendra qu’on a γP1,P2(T ) > ε
′‖T ‖. Si la famille orthogonale (TP − RP (g))P∈P(M) n’est pas
positive, il existe un couple de sous-groupes paraboliques (P1, P2) adjacents dans P(M) tels que
γP1,P2(g) < −γP1,P2(T ). En particulier, on doit avoir
(11.8.1) γP1,P2(g) < −ε
′‖T ‖.
Il s’ensuit qu’on a la majoration suivante
1− IT (g) 6
∑
(P1,P2)
ITP1,P2(g)
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ou` (P1, P2) parcourt les couples d’e´le´ments adjacents de P(M) et ou` IP1,P2(g) est la fonction
caracte´ristique des e´le´ments g ∈ AG(A)GX(A)\G(A) qui satisfont l’ine´galite´ (11.8.1). Dans la
suite, on fixe un tel couple (P1, P2) et on va majorer
(11.8.2)
∫
GX (F )\G(A)1
(1− FG(g, T )) · |σT (g)| · ITP1,P2(g) · |f(g
−1Xg)| dg.
Tout d’abord, on majore brutalement 1− FG(g, T ) par 1. On est donc ramene´ a` majorer
(11.8.3)
∫
GX(A)\G(A)
v(g, T ) · ITP1,P2(g) · |f(g
−1Xg)| dg.
ou` l’on a introduit
v(g, T ) =
∫
GX(F )\GX(A)1
|σT (hg)| dh.
Pour obtenir la majorant du the´ore`me 11.4.2, il suffit d’obtenir un majorant analogue pour le
carre´ de (11.8.3). Par l’ine´galite´ de Cauchy-Schwartz, on est ramene´ a` majorer les deux expressions
suivantes
(11.8.4)
∫
GX(A)\G(A)
v(g, T )2|f(g−1Xg)| dg.
et
(11.8.5)
∫
GX (A)\G(A)
ITP1,P2(g)|f(g
−1Xg)| dg.
Comme dans la de´monstration du the´ore`me 11.4.1, on montre qu’il existe une constante C > 0
tel que
v(g, T )2 6 C · (‖T ‖2k +
∑
(P,P ′)∈P(M)adj
‖RP (g)−RP ′(g)‖
2k)
ou` k = dim(aGM ). En utilisant les re´sultats de convergence du the´ore`me 10.3.1 et ceux qui appa-
raissent dans la de´monstration du the´ore`me 10.5.1, on obtient la majoration suivante pour (11.8.4)
(11.8.6)
∫
GX (A)\G(A)
v(g, T )2|f(g−1Xg)| dg 6 c1‖T ‖
2k + c2
ou` c1 et c2 sont inde´pendants de T .
Majorons ensuite (11.8.5). On reprend les notations de la de´monstration du the´ore`me 10.5.1.
En utilisant les lemmes 5.7.4 et 7.4.1, on majore (11.8.5) par (a` la constante c pre`s de´finie en
(10.5.2)),
(11.8.7)
∫
I1,3(A)
∫
nQ˜(A)
∫
K
f(k−1(x+ U)k)iT (x)| det(x)|r1+r2 dk dU dx.
ou` l’on introduit iT la fonction caracte´ristique des e´le´ments x ∈ I1,3(A) qui ve´rifient
log | det(x)| 6 −ε′‖T ‖.
Soit 0 < η < 1. On utilise l’ine´galite´ e´vidente
iT1,3(x) 6 | det(x)|
−η exp(−ηε′‖T ‖)
pour majorer (11.8.7) par
(11.8.8) exp(−ηε′‖T ‖)
∫
I1,3(A)
∫
nQ˜(A)
∫
K
f(k−1(x+ U)k)| det(x)|r1+r2−η dk dU dx.
ou` l’inte´grale ci-dessus convergente puisque r1 + r2 − η > r1 (rappelons qu’on a r2 > 1 lorsque X
est simple). Cela termine la de´monstration.
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12 Une forme pre´cise´e du de´veloppement d’Arthur
12.1. Les hypothe`ses et les notations sont celles des sections 10 et 11. En particulierX est suppose´
simple.
12.2. Soit o l’orbite de X . On a de´fini en (11.4.3) une distribution JTo polynomiale en T . D’apre`s
le the´ore`me 11.4.2, ce polynoˆme est asymptotique a` l’inte´grale orbitale tronque´e (11.4.5). D’apre`s
Arthur, cf. [4], la valeur Jo(f) de ce polynoˆme en T = 0 est la contribution de l’orbite o au
de´veloppement ge´ome´trique de la formule des traces (ou plutoˆt son analogue [9] sur les alge`bres de
Lie). Dans [4], Arthur donne un de´veloppement de Jo(f) en terme d’inte´grales orbitales ponde´re´es
unipotentes locales mais avec des coefficients non spe´cifie´s. Dans cette section, nous allons pour
l’orbite o retrouver le de´veloppement d’Arthur avec en prime des formules inte´grales pour les
coefficients.
12.3. Soit LX l’ensemble des couples (L, o) forme´s d’un sous-groupe L ∈ L(T0) et d’une orbite
L-nilpotente o ⊂ l tels que X ∈ IGL (o). Le groupeW agit sur LX par w ·(L, o) = (wLw
−1, wow−1).
Soit LX/W le quotient. On a une application
L(M)→ LX
donne´e par L 7→ (L, ILM (0)). Par composition avec la projection canonique LX → LX/W , on
obtient une application
(12.3.1) L(M)→ LX/W.
Lemme 12.3.1. —Soit X simple.
1. L’application L(M)→ LX/W est bijective.
2. L’orbite de (L, o) sous l’action de W est de cardinal |W |/|WL|.
De´monstration. —Traitons l’assertion 1. La surjectivite´ a e´te´ prouve´e dans la de´monstration du
the´ore`me 8.5.1. Soit L1 et L2 dans L(M) etw ∈W tels que L2 = wL1w
−1 et IL2M (0) = wI
L1
M (0)w
−1.
Cette dernie`re induite n’est autre que IL2wMw−1 . Il s’ensuit que M et wMw
−1 sont conjugue´s sous
WL2 . Donc w ∈ WL2 NormW (M). En particulier, si X est simple on a NormW (M) = W
M et
donc w ∈WL2 d’ou` L1 = L2.
Prouvons ensuite l’assertion 2. On cherche le stabilisateur de (L, o). Par la surjectivite´ dans
l’assertion 1, on peut supposer L ∈ L(M) et o = ILM (0). Ce qui pre´ce`de montre que le stabilisateur
est WL. 
12.4. Ensemble S. — Soit S ⊂ V un ensemble fini de places qui contient les places ar-
chime´diennes. On note AS =
∏
v∈S Fv et A
S l’anneau des ade`les hors S de sorte qu’on a A =
AS × A
S .
12.5. Inte´grales orbitales ponde´re´es semi-locales d’Arthur. — Dans ce paragraphe, on
introduit des e´nonce´s et des constructions qui ge´ne´ralisent ceux de la section 8 a` AS . Comme il
suffit soit de reprendre les de´monstrations de la section 8 soit de faire appel a` la the´orie du scindage
des (G,M)-familles (cf. [6] section 9), les de´tails sont laisse´s au lecteur. Soit fS ∈ S(g(AS). On
introduit tout d’abord pour tout L ∈ L(M) et tout Q ∈ F(L) l’inte´grale orbitale ponde´re´e (qui
est absolument convergente)
JQL,X(fS) =
∫
GX(AS)\G(AS)
fS(Ad(g
−1)X)vQL,X(g) dg.
Les inte´grales nilpotentes d’Arthur sont introduites comme dans le cas local, cf. §8.5. Soit
L ∈ L(T0) et o ⊂ l une L-orbite nilpotente. On pose
JGL (o, f) =
∫
nP (AS)
∫
KS
f(Ad(k−1)U) · wL(U
L, UQ) dUdk.
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C’est l’analogue pour AS de la de´finition (8.5.1). Les notations sont celles de la section 8.5 a` la
pre´cision suivante pre`s : on pose KS =
∏
v∈S Kv et le poids wL(U
L, UQ) est celui obtenu a` partir
de la (G,L)-famille produit
wQ′(λ, U
L, UQ) =
∏
v∈S
wQ′ (λ, U
L
v , UQ,v)
pour tout Q′ ∈ P(L), l’indice v de´signant une composante sur Fv. Comme dans le the´ore`me 8.5.1,
cette inte´grale est absolument convergente et ne de´pend pas des choix de P et Q qui interviennent
dans sa de´finition. De plus, si L1 ∈ L(M) correspond a` la classe de (L, o) par la bijection (12.3.1),
alors on a
(12.5.1) JGL1,X(fS) = cX,S · J
G
L (o, fS),
ou` cX,S =
∏
v∈S cX,v est le produit des constantes locales qui apparaissent dans le lemme 7.3.1.
12.6. Inte´grales orbitales ponde´re´es hors S pour la fonction unite´. — Pour tout L ∈
L(M), soit 1SL ∈ S(l(A
S)) la fonction caracte´ristique de l(OS) ou` OS =
∏
v/∈S Ov. Si L = G, on
note 1S = 1SG. On introduit les inte´grales orbitales suivantes pour tous L ∈ L(M) et Q ∈ P(L)
(12.6.1) JQM,X(1
S) =
∫
GX (AS)\G(AS)
1S(Ad(g−1)X)vQM,X(g) dg
et pour tout P ∈ PL(M)
(12.6.2) JLM ((0),1
S
L) =
∫
nP (AS)
1SL(U)w
L
M (U) dU
ou` le poids wLM (U) est le poids d’Arthur relatif a` L de´fini a` l’aide de la (L,M)-famille (w
L
P (λ, U))P∈PL(M),
cf. (6.3.1).
Lemme 12.6.1. — Supposons X simple. Les inte´grales (12.6.1) et (12.6.2) sont absolument
convergentes. De plus, pour tout Q ∈ P(L), on a
(12.6.3) JQM,X(1
S) = cSX · J
L
M ((0),1
S
L)
ou` cSX =
∏
v/∈S cX,v est le produit convergent des constantes locales qui apparaissent dans le lemme
7.3.1.
De´monstration. — La convergence de (12.6.1) se prouve comme le the´ore`me 10.5.1. L’e´galite´
(12.6.3) ainsi que la convergence de (12.6.2) re´sulte d’une variante globale hors S du lemme 8.6.1.
Le point clef est la convergence du produit cSX sous la condition X simple. 
Plus ge´ne´ralement, on de´finit pour tous sous-groupes de Levi semi-standard L1 ⊂ L2 conjugue´s
sous W a` M ⊂ L une inte´grale orbitale convergente par la formule
(12.6.4) JL2L1 ((0),1
S
L2) =
∫
nP (AS)
1SL(U)w
L2
L1
(U) dU
ou` P ∈ PL2(L1). On peut montrer qu’on a
(12.6.5) JL2L1 ((0),1
S
L2) = J
L
M ((0),1
S
L).
12.7. Le de´veloppement d’Arthur.—Le the´ore`me suivant est une ge´ne´ralisation aux fonctions
de Schwartz du corollaire 8.4 de [4]. Non seulement notre de´monstration diffe`re de celle d’Arthur
mais, pour les orbites conside´re´es, on obtient aussi la formule inte´grale (12.7.2) pour les coefficients
aL(S, o) (alors qu’Arthur n’affirmait que leur existence).
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The´ore`me 12.7.1. — On suppose X simple. Soit oX l’orbite de X sous G. Pour toute fonction
fS ∈ S(g(AS)), on a
(12.7.1) JoX (fS ⊗ 1
S) =
∑
(L,o)∈LX
|WL|
|W |
aL(S, o)JGL (o, fS),
ou`, pour tout couple (L, o) ∈ LX , on pose
(12.7.2) aL(S, o) = vol(L1(F )\L1(A)
1) · JLL1((0),1
S
L)
ou` L1 ∈ L
L(T0) est un e´le´ment quelconque qui ve´rifie I
L
L1
(0) = o. Le coefficient aL(S, o) est
inde´pendant du choix de L1.
Remarque 12.7.2. — Au passage pre`s de l’alge`bre de Lie au groupe, on peut se demander si les
coefficients obtenus dans [4] sont les meˆmes que ceux d’Arthur. C’est bien le cas et voici une fac¸on
de proce´der. On montre d’abord que le the´ore`me 11.4.2 et la proposition 11.4.1 valent encore si l’on
remplace G par un sous-groupe de Levi L′ et X par un e´le´ment analogue X ′ tel que X ∈ IGL′(X
′).
Alors X ′ est encore simple et le the´ore`me 12.7.1 vaut pour tout tel L′ (en lieu et place de G). Sous
cette dernie`re condition, les coefficients aL(S, o) sont uniquement de´termine´s comme le montre
Arthur dans [4]. Par exemple, la dernie`re e´tape consiste a` prouver que aG(S, oX) est uniquement
de´termine´ par (12.7.1) et la donne´e des aL(S, o) pour (L, o) ∈ L′X ou` L
′
X = LX − {(G, oX)}. Or
(12.7.1) se re´e´crit
JoX (fS ⊗ 1
S)−
∑
(L,o)∈LX
|WL|
|W |
aL(S, o)JGL (o, fS) = a
G(S, o)JGG (oX , fS)
ce qui de´termine aG(S, o) vu que JGG (oX , fS) est une inte´grale orbitale ordinaire donc non nulle
en tant que distribution.
De´monstration. — Le point de de´part est la proposition 11.4.1 qui donne l’expression inte´grale
(12.7.3) JoX (fS ⊗ 1
S) = vol(GX(F )\GX(A)
1) ·
∫
GX(A)\G(A)
(fS ⊗ 1
S)(Ad(g−1)X) vGM (g) dg.
On invoque ensuite la formule suivante de scindage du poids (conse´quence de formules ge´ne´rales
d’Arthur, cf. [6] corollaire 7.4)
vGM (g) =
∑
(L1,L2)∈L(M)2
dGM (L1, L2)v
Q1
M,X(gS)v
Q2
M,X(g
S);
on a e´crit g = (gS , g
S) ∈ G(A) = G(AS)×G(A
S) ; un certain choix que l’on ne pre´cise pas car il
ne jouera pas de roˆle ici de´finit une application
{(L1, L2) ∈ L(M)
2 | dGM (L1, L2) 6= 0} → F(M)
2
note´e (L1, L2) 7→ (Q1, Q2) telle que MQi = Li pour i = 1, 2.
On en de´duit que JoX (fS ⊗ 1
S) vaut
vol(GX(F )\GX(A)
1)×
∑
(L1,L2)∈L(M)2
dGM (L1, L2)J
Q2
M,X(1
S)
∫
GX(AS)\G(AS)
fS(Ad(g
−1)X) vQ1M (g) dg
D’apre`s le lemme 12.6.1, on a
JQ2M,X(1
S) = cSX · J
L2
M ((0),1
S
L2).
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En particulier, cette expression ne de´pend que de L2. De plus, a` L2 fixe´, on a∑
L1∈L(M)
dGM (L1, L2)v
Q1
M,X(gS) = v
G
L2,X(gS)
(cf. [6] section 8). En partant de (12.7.3) et en tenant successivement compte de (12.5.1) et du
lemme 12.7.3 ci-dessous, on obtient
JoX (fS ⊗ 1
S) = cSX · vol(GX(F )\GX(A)
1) ·
∑
L∈L(M)
JLM ((0),1
S
L)J
G
L,X(fS)
= cX · vol(GX(F )\GX(A)
1) ·
∑
L∈L(M)
JLM ((0),1
S
L)J
G
L (I
L
M (0), fS)
=
∑
L∈L(M)
aL(S, ILM (0))J
G
L (I
L
M (0), fS),
ou` cX est la constante globale (10.3.3). Soit (L, o) ∈ LX . Soit L1 ∈ L
L(T0) tel que I
L
L1
(0) = o.
L’expression
vol(L1(F )\L1(A)
1) · JLL1((0),1
S
L)
est inde´pendante du choix de L1. En effet, tout autre choix est un conjugue´ sous W
L de L1 et on
a pour tout w ∈ L1
JLLw1 ((0),1
S
L) = J
L
L1((0),1
S
L).
Il existe w ∈W et un unique L′ ∈ L(M) tel que (L, o) = w · (L′, IL
′
M (0)). Quitte a` translater w
par un e´le´ment de WL, on peut supposer que L1 = wMw
−1. Il re´sulte alors de (12.6.5) qu’on a
(12.7.4) aL(S, o) = aL
′
(S, IL
′
M (0)).
On a alors en utilisant le lemme 12.3.1
JoX (fS ⊗ 1
S) =
∑
(L,o)∈LX/W
aL(S, o)JGL (o, fS)
=
∑
(L,o)∈LX
|WL|
|W |
aL(S, o)JGL (o, fS)

Lemme 12.7.3. — On a
(12.7.5) cX · vol(GX(F )\GX(A)
1) = vol(M(F )\M(A)1).
De´monstration. — On a
M = GL(d1 + . . .+ dr)× . . .×GL(dr−1 + dr)×GL(dr).
A priori, les mesures sur GX(A)
1 et M(A)1 sont celles fixe´es au §11.2. Ces mesures de´pendent
toutes deux du choix de la mesure de Haar sur aM . En revanche l’e´galite´ (12.7.5) n’en de´pend
pas. Les de´terminants des blocs GL permettent d’identifier aM a` R
r. Il est plus commode pour la
de´monstration de supposer que la mesure de Haar sur aM correspond a` la mesure euclidienne sur
Rr par cette identification.
Un calcul classique (cf. [26] ou [18]) montre qu’on a alors pour cette nouvelle mesure
vol(M(F )\M(A)1) = d
dim(M)/2
F ·
r∏
i=1
Z∗di+...+dr (di + . . .+ dr)
avec les notations suivantes :
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– dF est le discriminant du corps F ;
– pour tout entier n > 1 on pose Z∗n(s) = (s−n+1)Zn(s) ou` la fonction Zn est celle introduite
en (10.2.1).
Le centralisateur GX a une de´composition de Levi GX =MXNX (cf.§ 4.1). Pour nos choix de
mesures, on a
vol(GX(F )\GX(A)
1) = vol(MX(F )\MX(A)
1) · vol(NX(F )\NX(A)),
ou` la mesure de Haar sur MX(A)
1 est celle compatible a` la suite exacte (ou` P ∈ P(M))
1→MX(A)
1 →MX(A)→RP aM → 1
et a` la mesure fixe´e sur MX(A) et a` la nouvelle mesure de Haar sur aM . On a
vol(NX(F )\NX(A)) = (dF )
dim(NX)/2
Le facteur re´ductifMX s’identifie a` GL(d1)× . . .×GL(dr). On obtient avec nos (nouveaux) choix
de mesure
vol(MX(F )\MX(A)
1) = d
dim(MX )/2
F ·
r∏
i=1
Z∗di(di).
On a donc
vol(GX(F )\GX(A)
1) = d
dim(GX)/2
F ·
r∏
i=1
Z∗di(di).
L’e´galite´ (12.7.5) est alors une conse´quence d’une part de la formule bien connue dim(GX) =
dim(M) et d’autre part du calcul suivant
r∏
i=1
Z∗di(di) · cX =
r∏
i=1
Z∗di(di)
r∏
j=1
j−1∏
i=1
Zdj(di + . . .+ dj)
=
r∏
i=1
Z∗di(di) ·
r−1∏
i=1
di+...+dr∏
k=di+1
Z1(k)
=
r∏
i=1
Z∗di+...+dr(di + . . .+ dr).

12.8. Deux applications. — Tout d’abord on retrouve la seule formule ge´ne´rale qu’Arthur
donne.
Corollaire 12.8.1. — On a
aM (S, (0)) = vol(M(F )\M(A)1).
De´monstration. — La formule re´sulte de la formule e´vidente JMM ((0),1
S
M ) = 1
S
M (0) = 1. 
Corollaire 12.8.2. — Soit L un sous-groupe de Levi contenant M . Il existe une constante C > 0
inde´pendante de F telle que pour tout ensemble S fini de places contenant les places archime´diennes
et tout Q ∈ P(L) on a
aL(S, ILM (0)) 6 C · vol(M(F )\M(A)
1) · sup
(P1,P2)∈P(M)Q,adj
(−1)k
dk
dsk (Z
S
r1)(r1 + r2)
ZSr1(r1 + r2)
ou`
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– P(M)Q,adj est l’ensemble des couples (P1, P2) ∈ P
Q(M)2 tels que P1 et P2 sont adjacents ;
a` un tel couple, on associe les entiers r1 > 0 et r2 > 0 (cf. (5.7.4) et (5.7.5)) ;
– k = dim(aLM ) ;
– ZSr est la fonction zeˆta Zr dont on ne garde que les facteurs hors S.
Remarques 12.8.3. — Vu (12.7.4), on en de´duit une majoration de aL(S, o) pour tout (L, o) ∈
LX . Il serait inte´ressant de comparer cette majoration a` celle obtenue par Matz dans [22].
De´monstration. — Il s’agit de de´montrer qu’il existe une constante C > 0 inde´pendante de F
telle que pour tout Q ∈ P(L) on ait
JLM (0,1
S
L) 6 C · sup
(P1,P2)∈P(M)Q,adj
(−1)k
dk
dsk (Z
S
r1)(r1 + r2)
ZSr1(r1 + r2)
.
Soit Q ∈ P(L). On peut encore e´crire a` l’aide de (12.6.3)
JLM (0,1
S
L) = J
Q
M,X(1
S) · JPM,X(1
S)−1
pour tout P ∈ P(M). On observe (cf. de´monstration de la proposition 8.4.2) qu’il existe C1 > 0
inde´pendant de F tel que pour tout g ∈ G(AS) on ait (cf. (8.4.2))
|vQM,X(g)| 6 C1 · sup
(P1,P2)∈P(M)Q,adj
‖RP1(g)−RP2(g)‖
k.
En proce´dant comme dans la de´monstration de la proposition 8.4.2 dont on reprend sans plus
de commentaire les notations, on montre qu’il existe C2 > 0 inde´pendant de F telle que
JQM,X(1
S) · JPM,X(1
S)−1 6 C2 · sup
(P1,P2)∈P(M)Q,adj
JQP1,P2(f)(k,1
S)(JQP1,P2(f)(0,1
S)−1.
ou` l’on pose pour tout entier k
JQP1,P2(f)(k,1
S) =
∫
I1,3(AS)
∫
nQ˜(A
S)
∫
KS
1S(k−1(x+ U)k)| log | det(x)||k| det(x)|r1+r2 dk dU dx
= (−1)k
∫
I1,3(AS)
1S(x)(log | det(x)|)k | det(x)|r1+r2 dx.
Cela conclut puisqu’on a
JQP1,P2(f)(0,1
S) = ZSr1(r1 + r2)
et
JQP1,P2(f)(k,1
S) = (−1)k
dk
dsk
(ZSr1)(r1 + r2).

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