Abstract. We present, under a weak majorant condition, a local convergence analysis for the Gauss-Newton method for injective-overdetermined systems of equations in a Hilbert space setting. Our results provide under the same information a larger radius of convergence and tighter error estimates on the distances involved than in earlier studies such us [10, 11, 13, 14, 18] . Special cases and numerical examples are also included in this study.
Introduction
Let X and Y be Hilbert spaces. Let D ⊆ X be an open set and F : D −→ Y be a continuously Fréchet-differentiable operator. In this study we are concerned with the problem of approximating a locally unique solution x ⋆ of the penalized nonlinear least squares problem
A solution x ⋆ ∈ D of (1.1) is also called a least squares solution of the equation F (x) = 0.
Many problems from computational sciences and other disciplines can be brought in a form similar to equation (1.1) using Mathematical Modeling [3, 9, 17] . For example in data fitting, we have X = R i , Y = R j , i is the number of parameters and j is the number of observations. The solution of (1.1) can rarely be found in closed form. That is why the solution methods for these equations are usually iterative. In particular, the practice of numerical analysis for finding such solutions is essentially connected to Newton-type methods [3, 9, 17, 19] . The study about convergence of iterative method is usually divided on two types: semilocal and local convergence analysis. The local convergence matter is based on the information around a solution to find estimates of the radii of convergence balls, while the semilocal one is based on the information around the initial point, to give criteria ensuring the convergence of iterative procedures.
A plethora of sufficient conditions for the local as well as the semilocal convergence of Newton-type methods as well as an error analysis for such methods can be found in [1] - [22] .
We study the well known Gauss-Newton method defined by (1.2) x n+1 = x n − F ′ (x n ) + F (x n ) for each n = 0, 1, 2, . . . , where x 0 ∈ D is an initial point and F ′ (x n ) + is the Moore-Penrose inverse of the linear operator F ′ (x n ) [7, 9, 12, 14, 16, 18] . In the present paper we use the proximal Gauss-Newton method (to be precised in Section 2, see (2.6)) for solving penalized nonlinear least squares problem (1.1). Notice that if x ⋆ is a solution of (1.1), F (x ⋆ ) = 0 and F ′ (x ⋆ ) is invertible, then the theories of Gauss-Newton methods merge into those of Newton method.
A survey of convergence results under various Lipschitz-type conditions for Gauss-Newton-type methods can be found in [3, 9] (see also [7, 12, 14, 18] ). The convergence of these methods requires among other hypotheses that F ′ satisfies a Lipschitz condition or F ′′ is bounded in D. Several authors have relaxed these hypotheses. In particular, Ferreira et al. [10, 11, 12, 13] used the majorant condition in the local as well as semilocal convergence of Newtontype method. Argyros and Hilout [3, 4, 5, 6, 7, 9] have also used the majorant condition to provide a tighter convergence analysis and weaker convergence criteria for Newton-type method. The local convergence of the Gauss-Newton method was examined by Ferreira et al. [12] using the majorant condition. It was shown that this condition is better that Wang's condition [18] , [22] in some sense. A certain relationship between the majorant function and operator F was established that unifies two previously unrelated results pertaining to inexact Gauss-Newton methods, which are the result for analytical functions and the one for operators with Lipschitz derivative.similar improvements in both the local and semilocal case of the works in [10, 11, 13, 12, 22] , have already been obtained by us in [3, 4, 5, 6, 7, 9] under stronger than (2.2) majorant-type conditions. The paper is organized as follows: Section 2 contains the local convergence analysis of the Gauss-Newton method (1.2) under weak majorant conditions, whereas in Section 3 we provide special cases and numerical examples further validating the theoretical results.
Local convergence analysis
Let X and Y be Hilbert spaces. We denote by U (z, α) the open ball centered at z ∈ X and of radius α > 0, whereas U (z, α) denotes its closure.
We state the main local convergence result for the Gauss-Newton method (1.2) under the majorant condition. 
Define parameter ν 0 , function f 1 on (0, ν 0 ), parameters ν, ρ 0 , r 0 and scalar iteration {s n } by
Then, the following assertions hold:
(a) {s n } is well defined; strictly decreasing; contained in (0, r 0 ); converges to zero and
(b) {x n } generated by the Gauss-Newton method (1.2), starting from x 0 ∈ U (x ⋆ , r 0 ) \ {x ⋆ } is well defined; remains in U (x ⋆ , r 0 ) for all n ≥ 0 and converges to x ⋆ , which is the unique solution of equation
, where,
and strict inequality holds for
t p+1 is strictly increasing on (0, ν 0 ), then, (e) The sequence sn+1 s p+1 n is strictly decreasing so that (2.10)
(n ≥ 0).
Proof of Theorem 2.1. We shall break down the proof into 10 pieces called lemmas. First we shall show the statements of the theorem involving sequence {s n }.
Lemma 2.2. The constants κ, ν, σ 0 are positive and
Proof. The set D is open and x
⋆ ∈ D, so we deduce that κ is positive. Since f ′ is continuous in 0 with f ′ (0) = −1, there exists δ > 0 such that f ′ (t) < 0 for all t ∈ (0, δ). Thus ν > 0. Now, because f (0) = 0 and f ′ (0) = −1, there exists δ > 0 such that f (t) < 0 for all t ∈ (0, δ). Hence, we have According to (H 2 ), the definition of ν 0 and ν, we have that f ′ 0 (t) < 0 and f ′ (t) < 0 for all t ∈ [0, ν), since ν ≤ ν 0 . Moreover, the function f 1 is well defined on (0, ν 0 ). Therefore, the Newton-Gauss iteration function
Lemma 2.3. The following assertions hold:
Proof. Using definition (2.12), Lemma 2.2, (H 1 ) and the definition of ν, a simple algebraic manipulation gives (2.16)
which leads to (2.13) if we let t −→ 0 in (2.16). It then follows from (2.13) and the first equality in (2.16) that there exists δ > 0 such that
Hence, we deduce that ρ 0 > 0. Finally, the first equality in (2.16) together with the definition of ρ 0 imply (2.15).
That completes the proof of Lemma 2.3.
In view of (2.12), sequence {s n } can be defined as:
Replace η f by η f,f0 in the proof of [11] Corollary 5 to obtain:
Lemma 2.4. Sequence {s n } is well defined, strictly decreasing and contained in (0, ρ 0 ). Moreover, {s n } converges to zero with superlinear rate, i.e.,
is strictly decreasing.
Secondly, we need relationships between the majorant function f and nonlinear operator F .
It is convenient for us to state some properties of the Moore-Penrose inverse. More properties can be found in [3, 9, 17] . Let M : X → Y be continuous, linear and injective with closed image. The Moore-Penrose inverse
where A * denotes the adjoint of the linear operator M . We also need the following Banach-type perturbation Lemma. 
We provide in the following lemma a perturbation result.
) and the fact that f ′ 0 is strictly increasing, we obtain in turn The Newton-Gauss iteration at a point is a zero of the linearization of F at such a point. Hence, we shall study the linearization error at a point in D:
We shall bound this error by the error in linearization of the majorant function f :
Lemma 2.7. If x ⋆ − x < κ, then the following assertion holds
Proof. The proof of Lemma 2.7 is given in Lemma 7 [10] .
Lemma 2.6 guarantees the invertibility of F ′ and consequently
is a well defined operator.
Lemma 2.8. If x − x ⋆ < r 0 , then the following assertions hold
is invertible. Using F (x ⋆ ) = 0 and (2.23), we obtain the approximation (2.26)
Using Lemma 2.6, Lemma 2.7 and (2.26), we get in turn (2.27)
By the definition of e f , η f,f0 and hypothesis f (0) = 0, we have 
It then follows from (2.10) that (2.39)
The first inequality in (2.11) follows from (2.39) if p = 0, whereas the second inequality is also derived from (2.39) if 0 < p ≤ 1. That completes the proof of Lemma 2.12.
The proof of Theorem 2.1 now follows the above lemmas. .1) is not an additional hypothesis. We also have:
hold in general and
can be arbitrarily large [3, 9] . The proof of [14, Theorem 2, p. 493] uses (2.2) to obtain the estimate (2.19) . However, we note that (2.19) is a tighter estimate than the above.
, then the results further specialize to the ones in [10, 11] . Clearly the results in [10, 11] are also improved.
In the next Section we provide special cases and numerical examples. 
Then, the following assertions hold: (a) The sequence {s n } is well defined; strictly decreasing; contained in (0, r 0 ); converges to zero and and
Furthermore, if
then r = ̺ 0 is the best possible convergence radius.
Proof. Use Theorem 2.1 for functions
That completes the proof of Proposition 3.1.
If L = L 0 , our results reduce to the ones in [14, Theorem 13] (see also [4, 10, 11, 12, 13, 16] ). Moreover, if L 0 < L, we have
That is our results provide a larger convergence radius and tighter error bounds than the ones in [10, 11, 12, 13, 14, 16, 18] . Note also that we have times larger than the one in [10, 11, 12, 13, 14, 16, 18] . If the Lipschitz condition
holds for x, y ∈ D, then p = 1 and we have
The radius of convergence ̺ was obtained by Rheinboldt [21] , when
Then, for x ⋆ = 0, using (3.1), we have F (x ⋆ ) = 0 and F ′ (x ⋆ ) = e 0 = 1. Moreover, hypotheses of Proposition 3.1 hold for
We also can provide the comparison table using the software Maple 13. Using (2.5) and (2.8) for x 0 = .7158.
Comparison Figure 1) , where,
.5 e t − 1 .5 (e − 1) t − 1 − t e t − 1 (e − 1) t 3 − t 2 Example 3.4 ( [9, 11] 
Then, the zero of F is x ⋆ = 9 4 = 2.25. Using (3.2) and hypotheses of Proposition 3.1,
F (x, y, z) = (e x − 1, e − 1 2 y 2 + y). 
for all x ∈ U (x ⋆ , κ) and Then, the following assertions hold:
(a) The sequence {s n } is well defined; strictly decreasing; contained in (0, r 0 ); converges to zero and
s n+1 s n = 0.
(b) The sequence {x n } given by the Gauss-Newton method (1.2), starting from x 0 ∈ U (x ⋆ , r 0 ) \ {x ⋆ } is well defined; remains in U (x ⋆ , r 0 ) for all n ≥ 0 and converges to x ⋆ , which is the unique solution of (1.1) in U (x ⋆ , σ 0 ), so that Remark 3.7. If L = L 0 , the results of Proposition 3.6 reduce the ones [10, 14] . Otherwise they constitute an improvement with advantages as already stated in Remark 3.2.
