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Abstract. Freezing rain is a major atmospheric hazard in
mid-latitude nations of the globe. Among all Canadian hy-
drometeorological hazards, freezing rain is associated with
the highest damage costs per event. Using synoptic weather
typing to identify the occurrence of freezing rain events, this
study estimates changes in future freezing rain events under
future climate scenarios for south-central Canada. Synop-
tic weather typing consists of principal components analy-
sis, an average linkage clustering procedure (i.e., a hierar-
chical agglomerative cluster method), and discriminant func-
tion analysis (a nonhierarchical method). Meteorological
data used in the analysis included hourly surface observa-
tions from 15 selected weather stations and six atmospheric
levels of six-hourly National Centers for Environmental Pre-
diction (NCEP) upper-air reanalysis weather variables for the
winter months (November–April) of 1958/59–2000/01. A
statistical downscaling method was used to downscale four
general circulation model (GCM) scenarios to the selected
weather stations. Using downscaled scenarios, discriminant
function analysis was used to project the occurrence of future
weather types. The within-type frequency of future freez-
ing rain events is assumed to be directly proportional to the
change in frequency of future freezing rain-related weather
types
The results showed that with warming temperatures in
a future climate, percentage increases in the occurrence of
freezing rain events in the north of the study area are likely
to be greater than those in the south. By the 2050s, freezing
rain events for the three colder months (December–February)
could increase by about 85% (95% confidence interval – CI:
±13%), 60% (95% CI: ±9%), and 40% (95% CI: ±6%) in
northern Ontario, eastern Ontario (including Montreal, Que-
bec), and southern Ontario, respectively. The increase by the
2080s could be even greater: about 135% (95% CI: ±20%),
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95% (95% CI: ±13%), and 45% (95% CI: ±9%). For the
three warmer months (November, March, April), the per-
centage increases in future freezing rain events are projected
to be much smaller with some areas showing either a de-
crease or little change in frequency of freezing rain. On aver-
age, northern Ontario could experience about 10% (95% CI:
±2%) and 20% (95% CI: ±4%) more freezing rain events
by the 2050s and 2080s, respectively. However, future freez-
ing rain events in southern Ontario could decrease about 10%
(95% CI: ±3%) and 15% (95% CI: ±5%) by the 2050s and
2080s, respectively. In eastern Ontario (including Montreal,
Quebec), the frequency of future freezing rain events is pro-
jected to remain the same as it is currently.
1 Introduction
Freezing rain is a major hazard that impacts many industries,
including transportation, energy, and commerce. It can bring
about slippery driving and walking conditions, and cause
damage to overhead wires, communication towers, and trees
due to ice accumulation. Although major freezing rain events
or ice storms are relatively rare (Cheng et al., 2004), the av-
erage damage sustained per event (nearly CDN $1.4 billion)
is by far the most costly among all Canadian hydrometeoro-
logical disasters (Dore, 2003). Regan (1998) reported that,
across Quebec and Ontario, the Ice Storm of January 5–9,
1998 was responsible for 25 fatalities, left some one million
householders without power, caused nearly US $3 billion in
damages, and resulted in another US $3 billion in short-term
lost economic output and insurance claims.
To diminish the devastating effects associated with these
events, many previous studies used quantitative or qualita-
tive methods to try to determine the relationships that ex-
ist between weather conditions and freezing rain events over
the short term. Some of these studies are listed in Table 1.
For various regions in North America and Europe, much of
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Table 1. Examples of previous studies on prediction and climatology of freezing precipitation.
Methodology Study Type of Freezing Precipitation* Study Area
Climatology of freezing precip-
itation
Stewart and King (1987)
Gay and Davis (1993)
Strapp et al. (1996)
Stuart and Isaac (1999)
Bernstein (2000)
Carrie`re et al. (2000)
Cortinas (2000)
Rauber et al. (2000)
Robbins and Cortinas (2002)
Klaassen et al. (2003)
Cortinas et al. (2004)
FZRA and FZDZ
FZRA and sleet
FZRA and FZDZ
FZRA and FZDZ
FZRA, FZDZ and PL
FZRA, FZDZ and PL
FZRA
FZRA and FZDZ
FZRA
FZRA
FZRA, FZDZ and PL
Southern Ontario, Canada
Southeastern USA
Canada
Canada
Contiguous United States
Europe
Great Lakes Region
USA east of the Rockies
Contiguous United States
South-central Canada
USA and Canada
Case study Forbes et al. (1987)
Rauber et al. (1994)
Environment Canada (1998)
Jones and Mulherin (1998)
Regan (1998)
Milton and Bourque (1999)
Higuchi et al. (2000)
Ice storm, Jan. 13–14 1980
Ice storm, Feb. 14–15 1990
Ice storm, Jan. 5–9 1998
Ice storm, Jan. 5–9 1998
Ice storm, Jan. 5–9 1998
Ice storm, Jan. 5–9 1998
Ice storm, Jan. 5–9 1998
Appalachians, USA
Illinois, USA
Canada
Northern New England, USA
Southcentral Canada
Quebec, Canada
Southcentral Canada and
Northeastern United States
Regression for prediction Bocchieri (1980)
Huffman and Norman (1988)
Konrad (1998)
Precipitation type (liquid, freez-
ing, frozen)
FZRA
Contiguous United States
Contiguous United States
Appalachians, USA
Critical values of meteorologi-
cal variables for prediction
Wagner (1957)
Keeter and Cline (1991)
Bourgouin (2000)
Cortinas et al. (2002)
Czys et al. (1996)
Precipitation type (rain, snow,
FZRA, PL) except Czys et
al. (1996) (distinguish between
FZRA and PL)
Contiguous United States
North Carolina, USA
Contiguous United States
Contiguous United States
Contiguous United States
Model Output Statistics (MOS)
for prediction
Glahn and Lowry (1972)
Carter et al. (1989)
Vislocky and Fritsch (1995)
Valle´e and Wilson (2002)
Antolik (2000)
Allen and Erickson (2001)
Many weather variables
Many weather variables
Many weather variables
Many weather variables
Precipitation
Precipitation type (liquid, freez-
ing, frozen)
Contiguous United States
Contiguous United States
Contiguous United States
Canada
Contiguous United States
Contiguous United States
Synoptic weather pattern Rauber et al. (2001) FZRA and FZDZ USA east of the Rockies
Synoptic weather types and lo-
gistic regression for prediction
Cheng et al. (2004) FZRA Ottawa, Canada
* FZRA: freezing rain; FZDZ: freezing drizzle; PL: ice pellets
the emphasis over the past few decades with respect to pre-
dicting freezing rain or precipitation types has been in three
main areas: First, attempts have been made to develop sta-
tistical models (e.g., critical thresholds, regression, Model
Output Statistics – MOS, synoptic weather types or patterns)
that will improve the accuracy of short-term freezing rain
forecasts. The other two areas of focus have been on ana-
lyzing the climatology of freezing precipitation and carrying
out case studies of individual freezing rain events. To date,
very few studies have investigated the possible impacts of
climate change on freezing rain events. The purpose of the
current study is to use downscaled Canadian and US gen-
eral circulation model (GCM) scenarios to estimate the oc-
currence frequency of future freezing rain events in south-
central Canada for two time periods (2040–2059 and 2070–
2089). This study offers decision makers the necessary scien-
tific information to improve the adaptive capacity of infras-
tructure at risk of being impacted by freezing rain in south-
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central Canada. This same information may also help reduce
or eliminate the long-term risks to people, communities, and
properties of the effects of climate change. The current study
builds upon the method of Cheng et al. (2004), which was de-
signed to predict the occurrence of freezing rain events using
automated synoptic weather typing.
The projections from GCMs are currently used as scenar-
ios of a future warmer climate. However, due to their coarse
spatial resolution, typically 300 km×300 km, GCMs are re-
stricted in their usefulness for studying local impacts and de-
termining sub-grid weather phenomena (Wigley et al., 1990;
Grotch and MacCracken, 1991; Huth, 1999; Wilby et al.,
2002; Penlap et al., 2004). As a result, GCM outputs must
be converted or downscaled to specific weather stations of
interest, from which historical observed weather data can be
used to study local impacts. One of the leading techniques
for such study is statistical (empirical) downscaling (Hewit-
son and Crane, 1996; Wilby and Wigley, 1997). Compared
with other downscaling methods (e.g., dynamical downscal-
ing), the main strengths of the statistical method are that it is
relatively easy to apply and it has the ability to obtain station-
scale climate information from GCM-scale output (Wilby et
al., 2002). Since station-scale weather information was re-
quired in this case to study the impacts of climate change
on freezing rain, statistical, or regression, downscaling was
used to downscale GCM outputs to the 15 selected weather
stations.
Many previous studies have used regression-based down-
scaling methods, which rely on empirical relationships be-
tween local-scale predictands and regional-scale predictors,
to downscale daily and monthly GCM scenarios. These stud-
ies are differentiated from one another according to three ma-
jor aspects: 1) statistical fitting procedures, 2) the selection of
predictor variables, and 3) predictands (Wilby et al., 2002).
To date, downscaling by statistical means has been increas-
ingly developed using various statistical fitting procedures,
including linear regression (e.g., Kim et al., 1984; Wigley
et al., 1990; Carbone and Bramante, 1995; Schubert and
Henderson-Sellers, 1997; Huth, 1999; Kettle and Thomp-
son, 2004), canonical correlation analysis (e.g., von Storch
et al., 1993; Penlap et al., 2004), and artificial neural net-
works (e.g., Hewitson and Crane, 1992, 1996). However, few
previous studies have been conducted to downscale hourly
weather variables; such downscaling is essential to assess
local impacts of climate change on short-duration weather
events (e.g., freezing rain). This current study will derive
hourly future weather scenarios of temperature, dew point,
west–east and south–north wind velocities at the surface and
six upper atmospheric levels as well as mean sea-level air
pressure and total cloud cover. These hourly weather vari-
ables are required to determine future synoptic weather types
and the linkage to freezing rain in this study.
The organization of this paper is as follows. In Sect. 2,
data sources and their treatments are described. Section 3
describes the analysis techniques as applied to 1) statistical
downscaling, 2) synoptic weather typing, and 3) estimation
of changes in occurrence frequency of future freezing rain
events. Section 4 describes model validation including ver-
ification of freezing rain-related weather types and down-
scaling transfer functions. Sections 5 and 6 include the re-
sults and discussion, respectively. The conclusions from the
study are summarized in Sect. 7. We hope this study pro-
vides some insight into the future vulnerability of various in-
dustries (e.g., transportation, energy, commerce) to freezing
rain events and provides them with scientific information in
adapting to and managing the associated risks.
2 Data sources and treatment
Hourly surface meteorological data for 14 stations in Ontario
and one station in Montreal, Quebec were retrieved from
Environment Canada’s Digital Archive of Canadian Clima-
tological Data for six winter months (November–April) of
1958/59–2000/01 (the selected stations are shown in Fig. 1).
The meteorological data used in this study included hourly
weather station observations of air temperature (◦C), dew
point temperature (◦C), sea-level air pressure (hPa), total
cloud cover (tenths of sky cover), wind speed (m s−1), wind
direction (degrees), and occurrence of freezing rain (1 for
yes, 0 for no). A sine-cosine transformation was used to
convert wind speed and direction into west–east and south–
north scalar velocities. With the exception of freezing rain
occurrence, when the data were missing for three consecutive
hours or less, missing data were interpolated using a tempo-
ral linear method; days with data missing for four or more
consecutive hours were excluded from the analysis. After in-
terpolation, the station data across the study area were com-
plete for >99.5% of the days in the November–April period
of 1958/59–2000/01.
The six-hourly upper-air reanalysis weather data were re-
trieved from the U.S. National Centers for Environmental
Prediction (NCEP) website. The reanalysis data at 06:00,
12:00, 18:00, and 00:00 UTC for the November–April pe-
riod of 1958/59–2000/01 were used in the study. The data
included a variety of meteorological variables, including air
temperature (oC), relative humidity (%), and west–east and
south–north wind velocities (m s−1) on a 2.5◦×2.5◦ latitude–
longitude grid at six standard air pressure levels (1000, 925,
850, 700, 600 and 500 hPa). To combine the gridded reanal-
ysis data with the surface weather data, the reanalysis data
were interpolated to the selected weather stations using the
inverse-distance method (Shen et al., 2001).
For this study, the NCEP reanalysis relative humidity data
were converted into dew point temperature based on Tetens’
equation (Berry et al., 1945). Dew point temperature was
preferred over relative humidity since it is highly conserva-
tive on a diurnal level and moderately conservative among
various micro-environments (Kalkstein and Corrigan, 1986).
In weather impacts analysis, it is preferred as a measure over
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Fig. 1. Location map of study points and the regional downscaling model domain.
relative humidity, which, in the early morning from summer
to winter, remains at a relatively high constant. Although
there was no missing data within the reanalysis dataset, there
were a few cases where relative humidity values were iden-
tically zero, even in the lower levels. These values were not
physically realistic, and they were excluded from the analy-
sis. The number of days on which this occurred was small;
for example, at Ottawa, out of the entire data record only five
days of reanalysis data were excluded.
Daily climate change scenarios from three Canadian
GCMs and one U.S. GCM for two time windows
(November–April, 2040/41–2058/59 and 2070/71–2088/89)
were used in the analysis. Canadian GCMs include the
first generation coupled GCM – CGCM1 IPCC IS92a (IPCC
Scenario 92a) and the second generation coupled GCM –
CGCM2 IPCC SRES A2 and B2. The U.S. GCM is the
Geophysical Fluid Dynamics Laboratory – GFDL R30 Cou-
pled Climate Model IPCC SRES A2 (Delworth et al., 2002).
From Environment Canada’s website (Environment Canada,
2005), it is seen that the IS92a scenario is similar to the
IPCC “business-as-usual” scenario. Compared to the IS92a
scenario, the A2 scenario projects slightly lower GHG emis-
sions and aerosol loadings in future; as a result, the projected
warming response differs slightly between the two scenar-
ios. The B2 scenario produces much lower emissions and
less future warming, especially in the second half of the 21st
century.
The two time windows represent the time frame in which
atmospheric equivalent CO2 (at IS92a scenario greenhouse
gas forcing) is expected to double and triple, respectively,
from 1975–1995 levels (Environment Canada, 2005). In ad-
dition, the historical runs of the CGCM1 and CGCM2 from
November–April 1961/62–1999/2000 were used to correct
the model bias; historical runs were not available, however,
for the GFDL model. Consequently, estimated changes in fu-
ture freezing rain due to climate change based on the GFDL
climate change scenarios might have a higher degree of un-
certainty than those based on CGCM outputs.
3 Analysis techniques
3.1 Statistical downscaling methods
The statistical downscaling methods consist of five steps:
first, the reanalysis data (2.5◦×2.5◦) were re-gridded to
the CGCM (3.75◦×3.75◦) and GFDL (3.75◦×2.25◦) model
grids. A variety of domains was tested by comparing the
data distribution between downscaled daily mean tempera-
tures of the CGCM1 historical run (1961–2000) with obser-
vations over the same time period. The test results indicated
that the domain shown in Fig. 1 is most suitable for down-
scaling in the study area. Second, the correlation-matrix-
based principal components analysis (PCA) was applied to
the domain for all days within the season (November–April)
from 1958/59 to 2000/01 for each of the reanalysis weather
elements. PCA can identify a reduced set of uncorrelated
variables that can account for most spatial relationships in
the original dataset (Schubert and Henderson-Sellers, 1997).
The spatial relationships can remove some bias from the
large scale GCM output that cannot reproduce meaning-
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Table 2. Predictors for development of daily downscaling transfer functions.
Predictand – Observations at Predictors – PCA in the domain field
weather stations (daily mean) from the NCEP reanalysis data (daily mean)
Maximum temperature Maximum temperature, Temperature at 850 and 500 hPa
Minimum temperature Minimum temperature, Temperature at 850 and 500 hPa
Daily mean air temperature Daily mean air temperature, Temperatures at 850 and 500 hPa
Sea level pressure Sea level pressure
U-wind at surface U-wind, Pressure difference between east and west grid points
V-wind at surface V-wind, Pressure difference between north and south grid points
Temperature at 850 or 500 hPa Temperature at 850 or 500 hPa
U-wind (V-wind) at 850 or 500 hPa U-wind and V-wind at 850 or 500 hPa
ful local-scale climate information (Ba´rdossy, 1994; Bass
and Brook, 1997). Third, the regression-based downscal-
ing procedure was employed to analyze the relationships be-
tween the observed elements at a single site (the selected sta-
tions) and the PCA component variables derived from the
re-gridded NCEP reanalysis data field. Fourth, component
scores for each day of the future climate scenarios were de-
termined by multiplying the post-eigenvector matrix (derived
from the second step above) by the standardized future cli-
mate scenario field. To reduce the GCM bias, the future cli-
mate scenario field was standardized by the means and stan-
dard deviations of the GCM historical runs (1961–2000). As
daily GFDL historical runs are not available, the GFDL sce-
nario means from monthly historical runs and standard de-
viations of 2010–29 were used to standardize future GFDL
outputs. The new component scores derived for future cli-
mate scenarios are comparable to the PCA scores used in re-
gression analysis since both use the same eigenvector matrix.
These scores were applied to regression algorithms to gener-
ate downscaled daily GCM scenarios for each of the elements
at each of the selected stations. Finally, following the daily
GCM downscaling, the future hourly downscaling scenarios
were derived using the relationships between the hourly ob-
servation and its daily mean as well as other weather predic-
tors, where appropriate.
The predictors used to develop daily and hourly down-
scaling transfer functions are listed in Tables 2 and 3, re-
spectively. To avoid multicollinearity between explanatory
variables, principal component scores were once again used
as predictors, instead of the linearly inter-correlated weather
variables. Different regression methods were used to con-
struct transfer functions for different weather variables. Mul-
tiple stepwise regression analysis was used for all weather
variables except total cloud cover. Cumulative logit regres-
sion was used as a more suitable analysis of cloud cover
since cloud cover is an ordered categorical data format (Al-
lison, 1999). These historical relationships derived from the
past 40 years were assumed to remain constant in the future.
This assumption is reasonable since future physical coher-
ence within meteorological processes and weather patterns is
expected to remain similar to that of the recent past. Further-
more, based on the relationships, the downscaling method
allows future weather variable values to be estimated as tem-
peratures increase under various climate change scenarios.
The GCM output of specific humidity was not used in the
study for downscaling since approximately 40–60% of daily
mean dew point temperatures derived from the GCM spe-
cific humidity were greater than the GCM outputs of temper-
atures for the selected stations. Hourly future dew point tem-
peratures were derived from the historical associations be-
tween hourly dew point temperature and hourly temperature
as well as other weather variables (listed in Table 3) every
24 h. The GCM output of total cloud cover was not used in
the study because there were no spatial relationships between
total cloud cover observations at each of the selected stations
and the corresponding principal component scores derived
from the NCEP reanalysis data (model R2<0.1). The PCA
scores calculated from a variety of weather variables, such as
surface and upper-air corresponding hourly temperature, dew
point temperature depression, south–north/west–east winds,
and sea-level air pressure, were used to develop downscaling
transfer functions for total cloud cover (Table 3).
3.2 Automated synoptic weather typing
An automated synoptic typing procedure, based primarily on
air mass similarity and differentiation within and between
weather types, was used to assign every day of the dataset
to a distinctive weather type during the season (November–
April) from 1958/59 to 2000/01. The entire suite of 240
weather variables, including 144 surface and 96 upper-air
variables, was used in the classification. The 144 surface
variables are produced from hourly weather elements of air
temperature, dew point temperature, sea-level air pressure,
total cloud cover, and south–north and west–east scalar wind
velocities over a 24 h period. The 96 upper-air reanalysis
variables are comprised of six-hourly weather elements of
air temperature, dew point temperature, and south–north and
west–east scalar wind velocities, at six atmospheric levels.
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Table 3. Predictors for development of hourly downscaling transfer functions (surface: hourly; upper-air: 06:00, 12:00, 18:00, 00:00 UTC).
Predictand (surface: hourly;
upper-air: six-hourly)
Predictors (daily mean or hourly values)
Surface temperature CGCM: Surface maximum and minimum temperatures
GFDL: Surface daily mean temperature
Sea level pressure Daily mean sea level pressure
Temperature at 925 hPa Hourly temperatures at surface and 850 hPa
Temperature at 850 hPa Daily mean temperature at 850 hPa
Temperature at 700 or 600 hPa Daily mean temperature at 850 hPa and 500 hPa
Temperature at 500 hPa Daily mean temperature at 500 hPa
U-wind (V-wind) at 925 hPa Hourly U-wind (V-wind) at surface and 850 hPa
U-wind (V-wind) at 850 hPa Daily mean U-wind (V-wind) at 850 hPa
U-wind (V-wind) at 700 or 600 hPa Daily mean U-wind (V-wind) at 850 and 500 hPa
U-wind (V-wind) at 500 hPa Daily mean U-wind (V-wind) at 500 hPa
PCA predictors were used below
U-wind at surface Surface daily mean U-wind, Surface hourly temperature, Hourly sea-level
pressure difference from the previous three hours
V-wind at surface Surface daily mean V-wind, Surface hourly temperature, Hourly sea-level
pressure difference from the previous three hours
Dew point at surface Surface: Hourly sea level pressure, Hourly temperature, Hourly U- and V-wind
850 and 500 hPa: Daily mean temperature, Hourly U- and V-wind
Total cloud cover Surface: Hourly temperature, Hourly sea level pressure, Hourly dew point
depression
Temperature difference (surface–850 hPa) at 01:00 and 13:00
Daily mean V-wind at 850 hPa
Dew point at 925, 850, 700, 600, or
500 hPa
Surface: Daily mean sea level pressure, Hourly temperature and total cloud
cover
850 and 500 hPa: Daily mean temperature and V-wind
Air pressure level at the question: Hourly temperature and V-wind
The weather typing procedure used in this study consists
of two steps: 1) temporal synoptic weather types were cat-
egorized using PCA and an average linkage clustering pro-
cedure (a hierarchical agglomerative cluster method), and 2)
all days in the dataset were regrouped by discriminant func-
tion analysis (a nonhierarchical method) using the centroids
of the hierarchical weather types as seeds. Previous stud-
ies have pointed out that the combination of hierarchical and
nonhierarchical classification methods produces better clas-
sification results with smaller within-cluster variances and
larger between-cluster variances (Huth et al., 1993; DeGae-
tano, 1996).
The correlation matrix-based PCA was performed to re-
duce the 240 intercorrelated weather variables into a small
number of linearly independent component variables, ex-
plaining much of the variance within the original dataset.
Days with similar meteorological situations will tend to ex-
hibit approximately similar component scores. The average
linkage clustering procedure generated statistical diagnos-
tics to produce an appropriate number of clusters (for de-
tails, refer to Boyce, 1996; Cheng and Lam, 2000; Cheng
et al., 2004), and then classified those days with similar
component scores into one of the meteorologically homoge-
neous groups. Following the initial classification, discrimi-
nant function analysis was used to reclassify all days within
the dataset using the centroids of the hierarchical weather
types as seeds.
Discriminant function analysis was also used to deter-
mine future daily weather types using downscaled hourly
climate change scenarios. To compare component scores
from both historical and future datasets, component scores
for each of the future days were calculated by multiplying the
post-eigenvector matrix (derived from the data for the period
November–April, 1958/59–2000/01) by the standardized fu-
ture weather data matrix. To remove the GCM model bias,
future downscaled hourly scenarios were standardized using
the mean and standard deviation of the GCM historical runs.
Using the centroids of the predetermined weather types de-
rived from the observations as seeds, discriminant function
analysis can assign each of the future days into one of the
predetermined historical weather types based on the compo-
nent scores. This method is proposed to be an appropriate
approach in light of a changing climate since discriminant
function analysis could assign future days with a simulated
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Fig. 2. Monthly mean total hours (grey bar) and days (white bar) of freezing rain events within each of the triciles of monthly total number of
days with the freezing rain-related weather types in January, 1959–2001 (the horizontal axis is within-tricile monthly mean number of days
with the freezing rain-related weather types).
higher temperature beyond the range of the historical obser-
vations into the warmest weather group. These cases could
be rare (typically <1% of the future days) because many of
the future days could be warmer than the current days instead
of warmer than the historical record (Dettinger et al., 2004;
Hayhoe et al., 2004).
3.3 Estimation of occurrence frequency of future freezing
rain events
The occurrence frequency of future freezing rain events was
estimated based on within-weather-type frequency of histor-
ical freezing rain events and changes in the frequency of
future synoptic types. The within-type frequency of future
freezing rain events is assumed to be directly proportional
to the change in frequency of future freezing rain-related
weather types. The annual mean total number of future freez-
ing rain days (Nf ) was estimated using this expression,
Nf =
n∑
i=1
(
Freqfi
Freqhi
× Nhi ) , (1)
where n is the number of all weather types, Freqhi and
Freqfi are the percentage frequencies of weather type i for
historical and future periods, and Nhi is the annual mean total
number of historical freezing rain days within weather type i.
This assumption is based on an expectation that the year-
to-year fluctuations of freezing rain occurrences are closely
associated with the occurrence frequencies of the freezing
rain-related weather types. To investigate this relationship,
the tricile method was used. Monthly total occurrence fre-
quencies of the freezing rain-related weather types were
sorted. The months were then divided into three groups
based on a one-third interval of the difference between the
highest and lowest monthly frequencies. Within-tricile-
group mean frequencies of freezing rain occurrences and
mean frequencies of freezing rain-related weather types are
shown in Fig. 2. In general, monthly frequency of freez-
ing rain events increases with the frequency of freezing rain-
related weather types across the study area. For example,
in Ottawa, on average in January, as the monthly total oc-
currence frequency of freezing rain-related weather types in-
creases from 5 to 10 to 13, the monthly total hours of freezing
rain occurrence increase from 4.4 to 7.0 to 11.4; the monthly
total number of days with freezing rain events increases from
0.9 to 2.1 to 2.6. Similar results are also found for other
months (i.e., December and February) but are not shown here
due to limitations of space. Based on both monthly total
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Fig. 3. Quartile box-plot of coefficient of determination (R2) for
all hourly climate change scenario transfer functions at 15 selected
sites. The boxes represent model development (left box) and veri-
fication using a cross-validation scheme (right box). Concordance
is used to measure the model performance for total cloud cover re-
sulting from cumulative logit regression. N represents the number
of functions.
hours and days of freezing rain events, average number of
hours per day when freezing rain is observed, is calculated
as 4.9, 3.3, and 4.4 hours/day. Unlike freezing rain events,
the average number of hours per day is not typically affected
by the frequency of freezing rain-related weather types. This
suggests that a lower monthly occurrence of freezing rain-
related weather types will result in fewer monthly total hours
or days of freezing rain events. However, the average num-
ber of hours per day within freezing rain events will not be
affected
4 Model validation
4.1 Synoptic weather typing
The PCA is applied to the 240 weather variables for all days
within the season from 1958/59 to 2000/01 for all 15 stations,
producing an 18-component solution that explains 91% of
the total variance within the dataset. The remainder of the
components with eigenvalues less than one was discarded.
The thermal and moisture variables (i.e., air temperature and
dewpoint temperature) highly load on component 1, which
explains over 36% of the total variance. Half of the total
variance for sea-level pressure and total cloud cover con-
tributes to this component; south–north wind velocity aloft
also contributes to this component. The loadings for compo-
nent 2, which explain an additional 13% of the total variance,
are dominated by west–east wind velocity and sea-level pres-
sure. Component 3, which explains over 11% of the variance,
is largely loaded by south–north surface wind velocity and
winds aloft. Component 4, which explains close to an addi-
tional 9% of the variance, is largely determined by sea-level
pressure and total cloud cover. Nearly half of the total vari-
ance for both sea-level pressure and total cloud cover con-
tributes to this component. The remaining components 5–18
explain nearly 22% of the total variance and largely comprise
terms to describe the diurnal changes of the variables.
A hierarchical method—the average linkage clustering
procedure—performed on the daily 18-component scores re-
sulted in 18 major synoptic weather types (>1% of the to-
tal days) for the study area for all days within the season
November–April, 1958/59–2000/01, based primarily on dif-
ferences in their meteorological characteristics. A nonhier-
archical method—discriminant function analysis—was used
to reclassify all days within the dataset using the centroids
of the hierarchical weather types as seeds. The number of
weather types with sizes above 1% of the total days, result-
ing from discriminant function analysis, was increased from,
for example, 18 to 23 for Ottawa, which captured about 94%
of the total days. Improvement in the cluster structure re-
sulting from nonhierarchical reclassification was evaluated
by comparing within-/between-cluster variances. The reclas-
sification results were better with smaller within-cluster vari-
ances and larger between-cluster variances. The variance
F ratio (the between-group variance over the within-group
variance) resulting from the reclassification increased by 10–
30% for all weather variables observed at 12:00 UTC. These
results were consistent with previous studies (e.g., DeGae-
tano, 1996).
Following synoptic weather typing, it is possible to iden-
tify the weather types most highly associated with freezing
rain events. To achieve this, the χ2-test was employed to as-
certain whether the observed frequency of freezing rain cases
(actual frequency) within each of these weather types was
significantly higher than its expected frequency – the size
of the weather type. For more information on the identifi-
cation of the freezing rain-related weather types, please re-
fer to Cheng et al. (2004). Based upon this procedure, four
weather types were identified as the primary freezing rain
weather types for all 15 selected stations; up to two additional
weather types were identified at selected stations. These
freezing rain-related weather types accounted for 75–100%
of the freezing rain events that occurred on ≥1 to ≥6 h dur-
ing a day over the entire study period.
4.2 Statistical downscaling
The regression models showed very strong correlations be-
tween predictands and predictors. The coefficients of deter-
mination (R2s) of downscaling transfer functions for vari-
ables at the surface and at 850 hPa are shown in Fig. 3 as
examples. There are 360 multiple regression models in total
for each of the surface weather elements (except for cloud
cover), created by taking measurements 24 times per day in
15 cities. There are 60 transfer functions for the weather ele-
ments at each of the upper-air levels, since measurements are
taken four times per day. Hourly total cloud cover downscal-
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ing transfer functions were developed on a monthly basis,
as the amount of cloud cover, especially overcast conditions,
significantly varies from month to month. As a result, obser-
vations taken 24 times per day, over six months, in 15 cities
produce 2160 transfer functions.
From Fig. 3 it is clear that almost all of the temper-
ature and air pressure transfer functions possessed model
R2>0.85. The transfer functions for surface south–north
winds (v-wind) represented the weakest model of the weather
elements; however, model R2s were still very high, rang-
ing from 0.5 to 0.8 with half of them greater than 0.69. It
is noteworthy that transfer function model R2s for temper-
ature and winds aloft are usually greater than those at the
surface. However, the model R2 of dew point transfer func-
tions generally decreases from 925 to 850 to 500 hPa (av-
eraging R2=0.93, 0.75, and 0.58). One of the possible rea-
sons is that dew point transfer functions rely on relationships
with temperature; the coefficient of determination (R2) be-
tween dew point and temperature at the lower level is much
greater than at the higher level (for example, at 18:00 UTC
in Ottawa, R2=0.8, 0.5, and 0.3 at 925, 850, and 500 hPa,
respectively). Unlike multiple regression analysis, cumula-
tive logit regression used concordance to measure the model
performance. Of the 2,160 models, the concordances ranged
from 0.79 to 0.92 with over 50% greater than 0.86. It was
concluded that the downscaling methods used in the study
were suitable for deriving station-scale hourly GCM scenar-
ios since downscaling transfer functions showed very strong
correlations between observations and model predictions.
When regression analysis is used to develop downscaling
transfer functions, the transfer functions need to be validated,
using an independent dataset, to ensure the models are not
over-fitted. To achieve this, a cross-validation scheme was
employed to validate all transfer functions for each of the
elements. The regression procedure was repeatedly run to
develop a transfer function that would validate one-year of
independent data for each year in the data set. The vali-
dated data were then compared with observations to calcu-
late the coefficients of determination (R2s), which are shown
in Fig. 3. As can be seen from Fig. 3, model R2s from model
development and cross-validation are similar. For total cloud
cover, it is difficult and unnecessary to calculate concordance
for the validation results. Hourly cloud cover validations for
all stations were compared with observations to calculate the
hourly absolute difference (HAD) between the two. The re-
sults show that about 61% of the total hours have HAD val-
ues ≤1; while 20% have the values ≥5. When hourly cloud
cover validations are compared with model calibrations, the
proportion with HAD values ≤1 is about 96%. Therefore,
the downscaling transfer functions for all weather variables
used in the study are reliable and over-fitting is not an issue.
The performance of hourly downscaling transfer functions
varies for different times of day. For all weather variables
except dew point temperature and cloud cover, hourly down-
scaling transfer functions during the day usually perform bet-
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Fig. 4. Relationships between observations and model verification
using a cross-validation scheme for surface weather elements in Ot-
tawa for the period November–April, 1958/59–2000/01 (dew point
temperature at 11:00 UTC; the rest of the elements at 16:00 UTC).
ter than those during the night. For dew point temperature,
hourly downscaling transfer functions during the morning
are usually stronger than those during the afternoon. Total
cloud cover transfer functions do not seem to be affected by
time of day. To further evaluate the performance of hourly
downscaling transfer functions, besides model R2s, model
validations and observations were plotted, for example, for
surface weather elements in Ottawa (Fig. 4). One of the best
model validations at 16:00 UTC for all weather elements ex-
cept dew point temperature was selected to graphically il-
lustrate the model performance in Fig. 4. The validations at
1100 UTC for dew point temperature were used. The results
suggest that the models developed in the study performed
well in predicting historical weather data and can thus be
used to downscale climate change scenarios.
In addition to validating the downscaling transfer func-
tions using historical observations, the performance of the
downscaling transfer functions was evaluated using CGCM
historical runs (CGCM1 and CGCM2). The data distri-
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Fig. 5. Mean three-month total number of freezing rain events that occurred ≥1, ≥4, and ≥6 h during a day under the current climate during
the period December–February, 1961–2000 (the left two bars) and future time periods (2040–2069, 2070–2089) (the right two bars). OBS
represents observation and HIS is CGCM historical runs.
butions resulting from downscaled CGCM historical runs
(1961–2000) were compared with observations/reanalysis
data over the same time period. If the data distribution of
downscaled GCM historical runs was significantly close to
that of observations, we would then be confident in deriving
future climate change information on a local scale (Bu¨rger,
1996). The statistical Kolmogorov-Smirov (K-S) test was
employed to ascertain whether the two data distributions
were similar (Davis, 1986). In this study, the computed K-
S test statistic for each of the weather variables was much
smaller than the corresponding critical value. Therefore, the
null hypothesis that the data distribution of the downscaled
GCM historical run is similar to that of observations cannot
be rejected. Data distributions of downscaled GCM histori-
cal runs for all weather variables used in the study are signif-
icantly similar to those of observations (due to limitations of
space, the results are not shown here). However, we suggest
that even small differences need to be considered to further
correct the GCM and downscaling model biases when ana-
lyzing local impacts of climate change.
5 Results
To estimate changes in the occurrence frequency of fu-
ture freezing rain events, discriminant function analysis was
used to assign each day of two future windows of time
(November–April, 2040/41–2058/59 and 2070/71–2088/89)
into one of the weather types pre-determined from the obser-
vations (November–April, 1958/59–2000/01). Although dis-
criminant function analysis is suitable to identify or predict
weather types using observations, its performance on future
weather type verification needs to be evaluated. This was
done in two ways.
First, the occurrence frequency of freezing rain-related
weather types derived from downscaled CGCM historical
runs was compared with that derived from observations over
the same time period (November–April, 1958/59–2000/01).
On average across the study area, the occurrence frequency
of freezing rain-related weather types derived from CGCM
historical runs was 4.8% (ranging from 2.6% to 8.5%) –
slightly less than that derived from observations.
Second, the mean annual number of freezing rain events
that occurred for ≥1, ≥4, and ≥6 h during a day, associated
with the freezing rain-related weather types, was evaluated
for both observations and the downscaled CGCM historical
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Fig. 6. Mean three-month total number of freezing rain events that occurred ≥1, ≥4, and ≥6 h during a day under the current climate during
November, March and April 1961–2000 (the left two bars) and future time periods (2040–2069, 2070–2089) (the right two bars). OBS
represents observation and HIS is CGCM historical runs.
runs. The corresponding numbers for two three-month peri-
ods (December–February and November, March and April)
are shown in Figs. 5 and 6 (the two leftmost bars), respec-
tively. Combining these two periods, the results indicate
that, averaged across the study area, the mean annual num-
ber of freezing rain events (November–April) derived from
CGCM historical runs was 0.67, 0.24 and 0.03 less than that
derived from observations for freezing rain events lasting≥1,
≥4, and ≥6 h during a day, respectively. The corresponding
number of observed freezing rain events was 5.35, 1.66 and
0.80 days during November–April, 1958/59–2000/01. These
small differences, resulting from GCM scenario and statis-
tical downscaling biases, were considered to further adjust
estimates of future freezing rain events.
To effectively compare the impacts of climate change on
freezing rain for each three-month period, estimates of the
occurrence frequency of future freezing rain events were an-
alyzed for each individual month. The results showed that
patterns of future freezing rain events were similar for each
of the three colder months (i.e., December–February) and
each of the three warmer months (i.e., November, March and
April). As a result, the analysis was performed on each three-
month period. Estimates of the number of future freezing
rain events for December–February are shown in Fig. 5. The
model results show that, in the middle and late part of this
century, the entire study area could experience more freezing
rain events during this time period. As the results clearly
indicate, the occurrence frequency of freezing rain events
could increase when moving from the south to the north, and
from the southwest to the northeast. For example, in Ottawa,
averaging four GCM estimates, the results showed that the
three-month total number of future freezing rain cases could
increase from the past 40-year average level of 6.2, 2.6, and
1.5 days to 11.1, 5.0, and 3.3 days by the 2080s, for freezing
rain events with a duration ≥1, 4, and 6 h a day, respectively.
The corresponding numbers for Windsor could increase from
3.9, 1.0, and 0.5 to 4.5, 1.4 and 0.8.
The estimated total number of future freezing rain events
for the warmer three-month period (November, March and
April) is shown in Fig. 6. As it is immediately apparent from
this figure, there are three distinctive patterns that emerge
over the study area. The number of future freezing rain
events, by the 2050s and 2080s, could: 1) Increase in the
north of the study area (e.g., Kapuskasing, Sioux Lookout,
Timmins); 2) Decrease in southern Ontario (e.g., Windsor,
London, Toronto); and 3) Show little change in eastern On-
tario (e.g., Ottawa, Trenton and Montreal, Quebec).
In addition to changes in the number of future freezing rain
events, percentage changes in occurrence as compared to an
annual average of the past 40 years are of considerable inter-
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Table 4. Average percentage changes in future freezing rain events of various durations for three regions of the study area, with a 95%
confidence interval.
 
December, January, February 
2050S 2080S 
Region
* 
Duration CGCM1 
CGCM2-A2 
CGCM2-B2 GFDL-A2 
CGCM1 
CGCM2-A2 
CGCM2-B2 GFDL-A2 
≥ 1h 91 ± 22 71 ± 21 8 ± 10 168 ± 34 77 ± 25 45 ± 19 
≥ 4h 118 ± 34 87 ± 35 38 ± 66 196 ± 40 89 ± 28 84 ± 100 1 
≥ 6h 131 ± 26 90 ± 39 39 ± 40 216 ± 43 92 ± 20 88 ± 39 
≥ 1h 70 ± 9 56 ± 10 1 ± 12 113 ± 17 65 ± 13 25 ± 12 
≥ 4h 84 ± 13 64 ± 16 13 ± 18 134 ± 24 63 ± 17 37 ± 19 2 
≥ 6h 99 ± 15 74 ± 18 20 ± 28 162 ± 27 74 ± 20 48 ± 28 
≥ 1h 39 ± 11 37 ± 15 8 ± 7 48 ± 15 28 ± 9 24 ± 10 
≥ 4h 51 ± 18 51 ± 16 21 ± 11 62 ± 29 34 ± 8 37 ± 13 3 
≥ 6h 57 ± 27 57 ± 20 23 ± 23 71 ± 44 38 ± 10 39 ± 29 
November, March, April 
≥ 1h 11 ± 2 18 ± 6 10 ± 17 25 ± 7 27 ± 8 16 ± 19 
≥ 4h 11 ± 4 20 ± 7 11 ± 8 30 ± 11 34 ± 7 12 ± 10 1 
≥ 6h 5 ± 8 17 ± 14 7 ± 27 11 ± 20 32 ± 15 6 ± 31 
≥ 1h 0 ± 4 12 ± 6 -2 ± 15 5 ± 9 14 ± 8 -5 ± 16 
≥ 4h 2 ± 8 14 ± 10 4 ± 17 7 ± 17 18 ± 15 0 ± 23 2 
≥ 6h 0 ± 10 15 ± 12 8 ± 19 4 ± 20 20 ± 17 1 ± 26 
≥ 1h -12 ± 7 1 ± 10 -13 ± 19 -19 ± 11 -2 ± 13 -17 ± 21 
≥ 4h -11 ± 7 -1 ± 14 -13 ± 14 -18 ± 11 -2 ± 17 -17 ± 19 3 
≥ 6h -14 ± 9 -1 ± 17 -5 ± 26 -25 ± 14 -2 ± 21 -12 ± 33 
 
* Region 1 is northern Ontario: Kapuskasing, Kenora, Sioux Lookout, Thunder Bay, and Timmins. 
* Region 1 is northern Ontario: Kapuskasing, Kenora, Sioux Lookout, Thunder Bay, and Timmins.
Region 2 is eastern Ontario: Montreal, Quebec, North Bay, Ottawa, Sudbury, and Trenton.
Region 3 is southern Ontario: London, Sault Ste. Marie, Toronto, Wiarton, and Windsor.
est to the public and decision makers. To calculate the range
of changes in future freezing rain estimates among the GCMs
and study area locations, the mean percentage changes with
the 95% confidence interval (95% CI) were evaluated for
each of the three GCM scenarios within each of the three re-
gions (Table 4). The study area was divided into three regions
based on the magnitude of percentage change in the projec-
tion of future freezing rain events for both three-month pe-
riods. Region 1 is northern Ontario, including Kapuskasing,
Kenora, Sioux Lookout, Thunder Bay, and Timmins, where
the greatest percentage increase is projected to occur. Region
2 is eastern Ontario, including North Bay, Ottawa, Sudbury,
Trenton, and Montreal, Quebec, where a smaller percentage
increase in future freezing rain events is projected as com-
pared to Region 1. Region 3 is southern Ontario, including
London, Sault Ste Marie, Toronto, Wiarton, and Windsor,
which is estimated to experience the smallest percentage in-
crease in future freezing rain events. The regions defined
here are not standard for Environment Canada’s forecast re-
gions. In addition, the results derived from the GCM scenar-
ios were grouped together to calculate mean future freezing
rain percentage changes based on similarities and differences
between the scenarios in terms of greenhouse gas forcing
(refer to Sect. 2 for details). Two scenarios – CGCM1 and
CGCM2-A2 – were combined since both used similar green-
house gas forcing; percentage changes in future freezing rain
events derived from both scenarios are similar. The results
derived from CGCM2-B2 were kept separate as the green-
house gas forcing used in this scenario is quite different from
that used by the other two. The results derived from GFDL-
A2 were also kept separate since its historical run was not
available to correct the model bias.
Average percentage changes with the 95% CI in future
freezing rain events for these three regions of the study area
are shown in Table 4. The major results are summarized as
follows:
1. Percentage increases in future freezing rain events for
three-month colder period derived from CGCM1 and
CGCM2-A2 are usually greater than those derived from
CGCM2-B2; the B2 scenario is associated with less
future warming, especially in the second half of the
21st century. Averaging all freezing rain events (≥1,
≥4, ≥6 h) across the study area, the increase derived
from CGCM1/CGCM2-A2 is 25% higher by the 2050s
and 100% higher by the 2080s than that derived from
CGCM2-A2. The increases derived from GFDL-A2 are
the lowest among the scenarios used in the study; one
reason might be that the historical run was not available
to correct the model bias.
2. The magnitude of percentage increases in future freez-
ing rain events for the three colder months is generally
greater in the north than in the south. Averaging the four
GCM scenarios and freezing rain events over the three
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Fig. 7. Monthly mean total hours (grey bar) and days (white bar) of freezing rain events within each of the monthly mean temperature
quintiles in January, 1959–2001 (the horizontal axis is within-quintile monthly mean temperature).
time durations, Regions 1, 2, and 3 could experience
about 85% (95% CI:±13%), 60% (95% CI:±9%), and
40% (95% CI: ±6%) more freezing rain events, respec-
tively, by the 2050s as compared to the average occur-
rence over the past 40 years. Corresponding increases
by the 2080s could be about 135% (95% CI: ±20%),
95% (95% CI: ±13%), and 45% (95% CI: ±9%).
3. The magnitude of percentage increases in future freez-
ing rain events for the three colder months is generally
greater for a longer duration event than for a shorter du-
ration event. Averaging the four GCM scenarios across
the study area, freezing rain events lasting ≥1, ≥4,
and ≥6 hours a day could, compared to present lev-
els, increase about 50% (95% CI:±9%), 65% (95% CI:
±11%), and 70% (95% CI:±11%), respectively, by the
2050s. Corresponding increases by the 2080s are pro-
jected to be about 75% (95% CI:±14%), 95% (95% CI:
±17%), and 100% (95% CI: ±19%).
4. Percentage changes in future freezing rain events for
the three warmer months could be much smaller than
for the three colder months. Averaging both the four
GCM scenarios and three duration freezing rain events,
Region 1 could experience about 10% (95% CI: ±2%)
and 20% (95% CI: ±4%) more freezing rain events by
the 2050s and 2080s, respectively. In Region 3, future
freezing rain events could decrease about 10% (95%
CI: ±3%) and 15% (95% CI: ±5%) by the 2050s and
2080s, respectively. In Region 2, future freezing rain
events are projected to occur with similar frequency as
at the present time.
6 Discussion
As described above, the occurrence frequency of future
freezing rain events in the three colder months (December–
February) could increase over south-central Canada. One
possible reason is that, as temperatures warm under future
climate scenarios, the boundary between snowfall and rain-
fall in the study area is likely to move towards the north or
northeast. Another possible reason is that in the sites lo-
cated in southern Ontario, freezing rain occurrences may be
tempered by the influence of the Great Lakes (Klaassen et
al., 2003). On the other hand, in the three warmer months
(November, March and April), as temperatures warm, fu-
ture freezing rain is likely to occur less frequently than at the
present time. One reason for this may be that some precipi-
tation falling as freezing rain under the current climate could
fall as liquid rain under future warmer climate scenarios.
To test this theory, monthly mean temperature and
monthly total occurrence frequency of freezing rain hours
and days were analyzed for each month. Monthly mean tem-
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Fig. 8. Monthly mean total hours (grey bar) and days (white bar) of freezing rain events within each of the monthly mean temperature
quintiles in November, 1958–2000 (the horizontal axis is within-quintile monthly mean temperature).
peratures were sorted in descending order during the period
1958–2001 for each of the selected stations. The months
were then divided into temperature quintiles based on the
sorted monthly mean temperatures. Mean frequencies of
freezing rain occurrence for each of the quintiles and the
quintile mean temperatures were calculated. The first quin-
tile represents the highest monthly mean temperature, the
second quintile the second highest, and so on, with the fifth
quintile representing the lowest monthly mean temperature.
The results of the quintile analysis are provided in Fig. 7
for January as an example (similar results were found for
December and February but not shown here due to limita-
tions of space,). On average in January the monthly total
frequency of freezing rain events in the northern area, es-
pecially in Montreal, Ottawa, North Bay, Sault Ste Marie,
and Sudbury, increases from the lowest to the highest tem-
perature quintiles. For example, in Ottawa, as the within-
quintile monthly mean temperature increases from −15 to
−10 to −7◦C, the monthly total hours of freezing rain oc-
currence increase from 5.8 to 8.2 to 13.3. Similarly, the
monthly total number of days with freezing rain events in-
creases from 1.2 to 2.4 to 2.8. The average number of hours
per day, when freezing rain is observed, is not affected by
an increase in temperature. Colder monthly temperatures in
this area likely indicate a significant number of days within
the month when Arctic high pressure dominated and synop-
tic storms moved well south of the area. However, in the
south, especially in Windsor, Wiarton, and London, with the
exception of the individual quintile, the opposite relationship
between monthly temperatures and freezing rain occurrences
generally appears.
For the three warmer months (i.e., November, March and
April), the relationship between monthly total frequency of
freezing rain events and monthly mean temperatures is usu-
ally opposite to that for the three colder months. The results
of the quintile analysis for November are shown in Fig. 8,
as an example; similar results were found for March and
April. As can be seen from Fig. 8, on average in November,
the monthly total frequency of freezing rain events generally
decreases from the lowest to highest temperature quintiles
for the entire study area, except for some of the most north-
ern stations (i.e., Kapuskasing, Sioux Lookout, and Thunder
Bay). For example, in Ottawa, as the within-quintile monthly
mean temperature in November increases from −1 to 1 to
3◦C, the monthly total hours of freezing rain occurrence de-
crease from 8.0 to 5.5 to 2.8. Similarly, the monthly total
number of days with freezing rain events decreases from 2.1
to 1.6 to 1.0. In the late autumn and early spring, over the
study area, freezing rain will likely occur when temperatures
are low enough; otherwise, precipitation will fall as the liquid
phase.
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As analyzed above, since the monthly total frequency
of freezing rain events is generally associated with within-
quintile monthly mean temperatures, this quintile analysis
might be used to estimate changes in future freezing rain
events. One question could be asked: Can the results derived
from synoptic weather typing be similarly obtained using the
monthly mean temperature quintile analysis? To answer this
question, monthly mean temperature using downscaled cli-
mate change scenarios for two future time periods (2040–
2059 and 2070–2089) was examined. Monthly mean tem-
peratures for almost all future months, no matter which sce-
nario was used, fell into the warmest monthly mean temper-
ature quintile calculated from historical observations. Con-
sequently, if the monthly mean temperature quintile analysis
is used to estimate changes in the occurrence frequency of
future freezing rain events, the resulting frequency will not
change from one scenario to another nor over time. As a re-
sult, the monthly mean temperature quintile analysis is not
suitable to use for estimating changes in future freezing rain
events since it considers only monthly mean temperature as-
sociated with monthly total freezing rain cases.
The complex physical process of freezing rain formation
is another reason why the monthly mean temperature quin-
tile is not suitable to use for estimating changes in future
freezing rain events. Freezing rain can only be formed under
certain weather conditions; surface thermal conditions and
vertical temperatures must be within a certain range, such
as an above-freezing layer in the atmosphere and a below-
freezing layer near and at the surface (Klaassen et al., 2003;
Cheng et al., 2004). Synoptic weather typing takes into ac-
count such critical weather information, including a suite
of other weather elements with hourly time resolutions and
four-hourly vertical profiles. As a result, it can be concluded
that synoptic weather typing could be used to estimate the
occurrence frequency of future freezing rain cases. The his-
torical relationships between temperature and freezing rain
events derived from the monthly mean temperature quintile
provide evidence that climate change will have an impact on
these events.
7 Conclusions
The overarching purpose of the study was to assess possi-
ble changes in future freezing rain events in south-central
Canada, based on historical relationships between weather
types and freezing rain events as well as downscaled future
climate scenarios. This study aims to provide decision mak-
ers with scientific information needed to improve the adap-
tive capacity of the infrastructure at risk of being impacted by
freezing rain in south-central Canada due to climate change.
The results of the study are intended to contribute to the On-
tario Emergency Management and Civil Protection Act un-
der Bill 148, which attempts to reduce risks of disasters by
requiring that every municipality and provincial ministry de-
velop an emergency management plan (Ontario Management
Act, 2002; Auld et al., 2004). This study is also intended to
help municipalities anticipate the possible increase in future
freezing rain events and mitigate the long-term risks to peo-
ple, communities, and properties from the effects of a chang-
ing climate. The major findings from assessments of future
freezing rain events were described briefly as follows:
A general conclusion that could be made from this study
is that synoptic weather typing could be used to estimate the
occurrence frequency of future freezing rain cases. As tem-
peratures warm under future climate scenarios, the model re-
sults indicate that the entire study area could experience more
freezing rain events during the winter season (December–
February). The results clearly show that a continuing in-
crease in the magnitude of freezing rain events moving across
the study area from the south to the north and from the south-
west to the northeast. On average, across the study area,
freezing rain events for the three colder months (December–
February) could increase 40–85% (95% CI: ±6%–±13%)
by the 2050s and 45–135% (95% CI: ±9%–±20%) by the
2080s. For the three warmer months (November, March
and April), percentage changes in future freezing rain events
could be much smaller. On average, northern Ontario could
experience about 10% (95% CI: ±2%) and 20% (95% CI:
±4%) more freezing rain events by the 2050s and 2080s, re-
spectively. However, future freezing rain events in southern
Ontario could decrease about 10% (95% CI: ±3%) and 15%
(95% CI: ±5%) by the 2050s and 2080s, respectively. In
eastern Ontario (including Montreal, Quebec), future freez-
ing rain events are projected to occur at a similar frequency
as they do currently.
There is, of course, some degree of uncertainty in the as-
sessment of future freezing rain events, although consider-
able effort was made in this study to transfer GCM-scale
scenarios to station-scale information using statistical down-
scaling transfer functions. Through the downscaling process,
the GCM model bias was removed using the past 40-year
historical relationships between regional-scale predictors and
station-scale weather elements. As a result, following down-
scaling, the quality of climate change scenarios was much
improved. For example, data distribution of the downscaled
GCM historical runs was similar to that of the observations
during the same time period. In addition, small differences
in occurrence frequency between downscaled historical runs
and observations were considered to further correct future
freezing rain assessments. Such corrections could not be ap-
plied to the GFDL output since the model historical run was
not available. Therefore, the rate of change of future freez-
ing rain events derived from the GFDL scenario is usually
smaller than that derived from CGCM scenarios across the
study area, and consequently yields a higher degree of un-
certainty. Although some degree of uncertainty remains in
the assessment of change in future freezing rain events, the
results for the three colder months (December–February) de-
rived from all GCM scenarios used in the study showed a
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pattern of consistent increase across the study area. This sug-
gests that south-central Canada could experience more freez-
ing rain events in the middle and late part of this century.
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