Evolutionary processes are inherently stochastic, since we can never know with certainty exactly how many descendants an individual will leave, or what the phenotypes of those descendants will be. Despite this, models of pathogen evolution have nearly all been deterministic, treating values such as transmission and virulence as parameters that can be known ahead of time. We present a broadly applicable analytic approach for modeling pathogen evolution in which vital parameters such as transmission and virulence are treated as random variables, rather than as fixed values. Starting from a general stochastic model of evolution, we derive specific equations for the evolution of transmission and virulence, and then apply these to a particular special case; the SIR model of pathogen dynamics. We show that adding stochasticity introduces new directional components to pathogen evolution. In particular, two kinds of covariation between traits emerge as important: covariance across the population (what is usually measured), and covariance between random variables within an individual. We show that these different kinds of trait covariation can be of opposite sign and contribute to evolution in very different ways. In particular, probability covariation between random variables within an individual is sometimes a better way to capture evolutionarily important tradeoffs than is covariation across a population. We further show that stochasticity can influence pathogen evolution through directional stochastic effects, which results from the inevitable covariance between individual fitness and mean population fitness.
The red fitted third-degree polynomial shows the positive skewness of data and so the high variance in virulence. The data are taken from [16] , that conducted the cohort study of patients after infection with HIV1 and free of clinical acquired immunodeficiency syndrome(AIDS). The rate that infected groups become immune to further infections (Recovery Rate) β i
The rate at which susceptible hosts become infected by individuals in i th infected group (transmission rate) ν i
The induced death rate of the individuals in i th infected group by the pathogens (virulence rate) of this distribution. For evolution with stochastic selection, we therefore calculate the expected (probability mean) change in the (frequency) mean phenotype. In the absence of migration, this is given by the stochastic Price
The General Case 70 Fitness enters into Equation (1) in the form of Ω = w w , or relative fitness. In order to study selection, we need to write our equations in terms of individual fitness, w. This is easy in deterministic models -since 1 w is a constant 72 that we can factor out -but is challenging in stochastic models, in which both w and w are random variables that 73 are correlated with one another. The solution is to approximate Ω i = w i w using a Taylor expansion [2, 17] (see 74 Methods and Appendix ). Using this approach, we can rewrite the stochastic Price equation (1) as:
Equation (2) is the general equation of change in the expected mean phenotype when descendant phenotype, and
Note that absolute fitness, w, is a function of both transmission (β ) and virulence (ν) . We can write the linear approximation of w with respect to β and ν about origin as:
w(β , ν) = w(0, 0) + w β (0, 0)β + w ν (0, 0)ν (5)
In the above equation, w β (0, 0) and w ν (0, 0) are the partial derivatives of w with respect to β and ν, respec-89 tively. For convenience, we use the notations w β instead of w β (0, 0) and w ν instead of w ν (0, 0 
i )2 Figure 9 : Covariance between traits can affect the direction of evolution. (a) Selection favors reducing virulence and since there is a zero frequency covariance between virulence and transmission, evolution points to the same direction as selection gradient. (b) There is a positive frequency covariance between virulence and transmission and selection tends to reduce the degree to which transmission can increase and virulence can decrease. (c): Frequency covariance between virulence and transmission is negative, and selection tends to increase the degree to which transmission can increase and virulence can decrease.
ship between the fitness and phenotype. When phenotype and fitness are stochastic, however, two new kinds of terms appear, corresponding to evolutionary processes that are invisible to deterministic models. 106 When fitness and phenotype are random variables, they can covary for a single individual. This is captured by The second term on the right-hand side of the Equation (6) also contains the fitness gradient, − → κ , but here it is 111 multiplied by a different matrix, g [2] , defined as:
The matrix g [2] contains the frequency means, across all pathogen strains, of these probability variances and w]] > 0, but ν i , w i < 0 for each strain (so ν i , w i < 0). Each solid black dot represents the expected values of virulence ( ν) and fitness ( w) for one strain. The shaded distributions surrounding each solid black dot indicate the probability distribution of virulence and fitness for that strain. Pathogen strains on the lower left corner show low expected virulence and low expected fitness since they happen to be in hosts with strong immune responses. The strains on the upper right corner of the figure are in hosts with weak immune systems, leading to high expected virulence but also higher fitness of the pathogen. Within any one host, the pathogen has a greater chance of transmission if it does minimal harm to its host; leading to the negative probability covariance between fitness and virulence for each strain. specifically done this. However, some studies using the Daphnia magna-Pasturia ramosa system have provided fitness, but different variances. In the example, there is an equal probability that mean phenotype will increase 169 or decrease. when φ increases, though, the absolute magnitude of change is greater than when it decreases ( 1 2 vs. 170 − 1 6 ). The reason for this discrepancy is that φ increases when w is low, and decreases when w is large.
171
Because any individual's fitness is a component of mean population fitness, the probability covariance between 172 w and w can be broken up into two components; one involving the variance in an individual's fitness, and the other 173 involving the probability covariance between that individual and others in the population. For the i th pathogen 174 strain, we can write: This is the origin of the 3 rd and 4 th terms in Equations (3) and (4).
176
The third terms in the Equations (3) expected fitness, but to nonetheless be expected to increase, if it also has a much lower variance in fitness than 182 do other strains. The magnitude of directional stochastic effects is greatest when either the number of pathogen 183 strains (n) or the expected pathogen growth rate ( w) is small. We thus expect these effects to be most important 184 at times of low pathogen diversity -such as when a pathogen is introduced into a new host population -or when 185 the pathogen population within a host is declining -such as when it is under attack by the host's immune system.
186
(Note that the directional stochastic effects are different from drift. Drift is nondirectional, in the sense that the 187 expected frequency change of the phenotype due to the drift alone is zero).
188
Intuitively, the reason that there is a directional stochastic effect acting to reduce variance in fitness is that a 189 strain with high variance (high 2 w ) contributes disproportionately to the variance in mean population fitness, fitness, w also tends to be high -reducing the magnitude of increase. In contrast, when that strain has a lower value of w, then w also tends to be low -leading to a large decline in φ . This is the case for the individual with 193 φ = 0 in Figure (13A) .
194
The third term on the right-hand side of the Equation (6), G
[3]
G , is the inner product of a third order tensor,
I , and a second order tensor, the matrix σ
G . These can be written as follows
I is a three dimensional array, with element (l, m, k) defined by Equation (15) and its schematic diagram 195 is represented in Figure (3) . The term G mission. But as the number of the hosts declines dramatically, the contacts between hosts also decline, and the 207 virulent strains no longer have an advantage since most of the hosts die before contacting with another host.
208
Now consider a small population of rabbits such that there is a high variation in contacts between them that 209 sometimes hosts form groups. Introduce two different strains of Myxoma virus, with high and low virulence to 210 this population. As a consequence of growing faster inside its host, the high virulent strain can benefit a higher 211 transmission from a current host to a new host only if the current host stays alive long enough for transmission.
212
Therefore, a highly virulent pathogen can sometime gain high transmission and sometimes no transmission. But 213 low virulent pathogen grows lower inside its host and therefore it has no chance of very high transmission. On 214 the other hand, since it imposes low pathology on its host, a low virulence strain usually has some moderate level 215 of transmission. In this situation we have a positive correlation between virulence and probability variance of transmission. As a result, directional stochastic effects, tend to pull the population toward low virulence strains 217 that have minimum variance in transmission.
218
Equation (14) shows that there is another way in which an individual's fitness can covary with mean fit-219 ness -if it covaries with the fitness of others. This is the source of the fourth terms in Equations (3) and (4)
. These terms capture the effects of covariance between the 221 fitness of different pathogen strains on the evolution of transmission and virulence. An example of a case in which
< 0 is a case in which there are multiple strains competing within the host, such 223 that the most virulent strain is the best competitor (so that other strains tend to do poorly when it does well). This 224 would make the fourth term on the righthand side of Equation (4) positive; contributing to an increase in mean 225 virulence.
226
The fourth term on the right-hand side of the Equation (6), G
G , like the third term, is defined in terms of 
229
The third and fourth terms in Equations (3) and (4), discussed above, appear whenever fitness is a random 230 variable. If descendant phenotype is also a random variable, as we are assuming here, then we also encounter 231 terms containing the probability covariance between phenotype and mean population fitness (− 1 of (w − w) 2 is just the probability variance in fitness. Saying that β , (w − w) 2 < 0 is equivalent to saying that, 244 for a particular pathogen strain: when that strain has higher than expected transmission (β ), it also has lower 245 uncertainty in fitness. The fifth and the sixth terms of the Equation (6) correspond to the effect of this term.
246
The fifth of the Equation (6), g
[3] I :
248
The sixth term of the Equation (6), g o :
250
A similar interpretation applies to the terms − 1 n w
Here, it is an association between stochastic phenotype and the similarity in fitness between different individuals 252 (or strains) that influences evolution. The last term of the Equation (6) capture the direct correlation between the individual stochastic phenotype and population mean phenotype:
Equation (6) is based on a general linear relationship between transmission, virulence, and fitness (Equation
258
(5)). If we know, for a particular pathogen, how fitness is related to β and ν, we can substitute that function into 259 Equations (3) and (4) to derive a specific model for that pathogen. In the next section, we do this for the widely 260 studied SIR model of pathogen dynamics. those that have recovered from infection (R). For pathogen strain i, the continuous time SIR model is: 
Note that using a different epidemiological model would give us a different equation for the absolute fitness. 276 We consider a pathogen that has just infected a host, and treat descendant phenotype (φ o in the general equa-277 tion) as the value of β or ν when that pathogen's descendants are transmitted to another host. We thus essentially 278 treat β and ν as having heritabilities of 1. By contrast, d and c are properties of the host, and are thus environmen-279 tal variables from the perspective of the pathogen. We will include them because they may interact with β and ν 280 to influence pathogen evolution, but we assume that d and c are not heritable by the pathogen. 281 We introduce stochasticity by treating the parameters β , ν, d, and c in Equation (23) as random variables. For 282 simplicity, and consistent with the assumption that a host can harbor only one strain at a time, we will assume 283 that different strains are stochastically independent of one another -meaning that the fourth and sixth terms of 
The terms on the righthand side of Equation (24) are written in terms of vectors, matrices, and tensors of 286 degree 3. Below, we discuss the biological meaning of each term in turn.
287
The first term on the right-hand side of the Equation (24) contains a matrix, G [2] , and a vector, − → κ , defined as:
, the matrix of frequency covariances between our traits, is analogous to the standard G matrix in quantitative genetics. It is multiplied by the fitness gradient, − → κ , which shows the direction of maximum increase in fitness 289 [20, 19] . The matrix G [2] will appear in any model with parameters β , ν, d, and hosts), while decreasing the average virulence, background mortality, and recover rate, with a strength of (− 1 w ).
295
How this selection influences evolution is of course also influenced by G [2] . A positive covariance between β and 296 ν will tend to reduce the degree to which transmission can increase and the degree which virulence can decrease. and covariances of random variables; and are thus invisible to deterministic models.
302
The second term on the right-hand side of the Equation (24) also contains the fitness gradient, − → κ , but here it 303 is multiplied by a different matrix, g [2] , defined as:
Since β , ν, d, and c are random variables, each has distribution of possible values for any one pathogen strain; 305 they can therefore covary for a single pathogen. The matrix g [2] contains the frequency means, across all pathogen 306 strains, of these probability variances and covariances.
307
Equations (24) and (26) show that the expected change in mean transmission, " ∆β , contains the term − β , ν .
308
The expected change in mean virulence, ∆ν, contains the term S · β , ν . Thus a positive probability covariance 309 between β and ν would inhibit the evolution of increased transmission and amplify the evolution of increased 310 virulence. A negative value of β , ν would have the opposite effect; amplifying the effects of selection for 311 increased transmission while reducing the evolution of increased virulence.
312
The third term on the right-hand side of the Equation (24),
G , is the inner product of a third order tensor, G [3] , and a second order tensor, the matrix σ
G . These can be written as follows (where φ o
is a three dimensional array, with element (i, j, k) defined by Equation (27) (Figure 14) . H , are made up of the following terms:
Though complicated, these terms all derive from the covariance between individual phenotypes and mean 322 population fitness.
323

Discussion
Methods
The relative fitness of an individual, Ω = w w conditional on w = 0, is a ratio of correlated random variables. In 370 order to evaluate its expected value or its probability covariance with other random variables, we need to expand it 371 in such a way that all random variables are in the numerator. Following [17], we define w * i = w i − " w i , and expand 372 Ω i as:
373
We now find the expected value, Ω as [17] :
For a population of size N, the j th order terms in these series tend to scale as 1 N , so we approximate Ω i by 374 setting j = 1. This yields:
375 
we also use Equation (32) and obtain:
The second term of the Equation (34) can be manipulated as follow:
Recall the formula ab = [[a, b]] + ab which bar indicates the average over all individuals in population. There-fore, the second term on the right-hand side of the Equation (35), can be expanded as follows:
Therefore, we obtain:
and substituting Equations (33) and (37) in Equation (1) yields Equation (2).
382
The third and fourth terms of the Equation (2) can further expanded as:
and substituting these equations in Equation (2) and β and ν for offspring phenotype, results Equations (3) and 384 (4).
385
From Equation (5) we derive the equation for fitness of pathogen strain i as:
We present Equation (6) with the tensor notations. For the strain i, we define the random variables φ o 1 = β ,
The covariance terms on the right-hand sides of Equations (6) can be grouped into 2 × 2 degree 2 and 388 2 × 2 × 2 degree 3 tensors (note that a tensor of degree 2 is just a matrix). The elements of each tensor can be 389 shown as follow:
where i = 1...n, j = 1...n, l = 1...2, m=1...2, k = 1...2. Also we obtain:
The tensor inner products on the right-hand side of equation (6) is 2 by 1 vector and can be written as follows:
lm κ m (44)
We will use the following identities in manipulating frequency and probability operations:
The following theorem is useful for manipulating covariance of products: Note that the results of (1) as well can be applied to frequency operation substituting [[ * , * ]] for * , * and * for
Recall that for the SIR model the absolute finesses of pathogen strains are independent from each other. With
Now we try to obtain each term of the Equation (6). Here, we use Equation (3) and similar equations will be 411 obtained using Equation (4).
412
Using Equation (5), we expand the first term on the right-hand side of the Equation (3) as:
The second term on the right-hand side of the Equation (3) can be expanded as:
The third term of the Equation (3) is expanded as:
We expand Equation (64) as follows:
Finally, the eights term on the right-hand side of the Equation (3) is expanded below:
Note that in SIR model the pathogen strains are stochastically independent in fitness. By substituting Equation
426
(69) in Equations (3) and (4) 3 tensors (note that a tensor of degree 2 is just a matrix). The elements of each tensor can be shown as follows:
where i = 1...4, j = 1...4, k = 1...4. Also we obtain: The tensor inner products on the right-hand side of equation (24) is 4 by 1 vector and can be written as follows:
i j κ j (73)
i j κ j (74)
g [3] .σ Using Equation (69), we expand the first term on the right-hand side of the Equation (56) as:
437
The second term on the right-hand side of the Equation (56) can be expanded as:
The third term of the Equation (56) is expanded as:
Note that c and d enter into Equation (69) in the same way as does ν. We can thus derive equation ∆c and ∆d
