Recently Kshirsagar and Gupta [5] 
This descriptive definition can be formalised and for a more detailed and extensive treatment the reader is referred to the papers by W. L. Smith ([11] , [12] ) and R. pyke ([7] , [8] ).
Let us define, a (possibly) defective probability distribution, F ij (') by Let = Pij rl ij (t)
.. [Fij (t) ] .
i,j ... 1,2, ... ,m • Then !(. ) is a matrix valued function on (-00,00) with the following properties t Fij (+00) = 1 for l<i<m j-l Property (i) differs from that given by Pyke [7] . In this paper we permit "instantaneous" transitions from state to state but we do make the additional restriction that the "wait" random variables are not .all zero with probability one.
General renewal processes
Let {X }, n .. 0,1,2 ••• be an infinite sequence of independent, non n negative random variables which are not all zero with probability one. We assume that X o has a distribution function K(·) and that each X n , for n>l, has a distribution function F(.) which is not necessarily identical with K(.).
{X }, n = 0,1,2, ••• is called a general renewal process. Note that when K(x) = F(x) we have vi =~i and the results above reduce to those for an ordinary renewal process, namely, 
Markov renewal processes
Let I n denote the state of the system after the nth transition, (J O being the initial state of the system). Thus J is one of 1,2, ... ,m.
n Let X n denote the time spent in J 1 before transition into J. We define X o = O.
nn
The two dimensional stochastic process {(J ,X ), n>O} defined on a n n complete probability space such that for all tE(-OO,OO) and l~k~m, is called a semi-Markov sequence. Proof:
From Lemma 1.1 we obtain
Changing the order of integration m~~) = lJi;) + k;jf~(J:XrdxFik(X-U»)duGkj(U)
s=o s k*j kJ 7 and the result follows upon simplification.
Cor. 2.1.1: 
Thus, P is the transition matrix P with the a th column replaced by zeros. Proof: This result follows directly from equation (2.1) using the notation established above.
Cor. 2.2.1:
Let us define
If A is a matrix [a 1
. j ] we denote by dA, the diagonal matrix [c .. a .. ]. 1J JJ We shall also use the convention that I is the identity matrix, J is the matrix whose elements are all unity, and a is the null matrix; (all square matrices of order m).
Note that A(r)J Theorem 2.3:
Proof: This result follows directly from equation (2.1).
Cor. 2.3.1:
2.2 Solving for the moments using the theory of determinants.
In this section we outline a method for obtaining the m~:) using 1J equation (2.4).
We earlier made the assumption that P = [p .. ] is the transition matrix If P is an ergodic transition matrix, then
(2.10)
Proof: For (I-P j ) to exist we require det(I-P j )~O. But evaluating this th determinant by considering the cofactors of the j column, it is easily seen that det(I-P j ) = Dj>O (by ergodicity); and hence the results follow from equations (2.5) and (2.6).
Let us examine equation (2.10) in a little more detail so as to find explicit expressions for the m ij in terms of the co factors of I-P and I-P j . Proof:
Theorem 2.8:
Proof: From (2.10) and the definition of (I-P,) , and the result follows, noting that 2.3 Solving for the moments using generalised inverses.
In this section we obtain explicit expressions for M and M(Z) using equations (2.8) and (2.9).
Throughout this section we make the assumption that P is the transition matrix of an aperiodic, ergodic Markov chain and hence the remarks made in
The constant Al has been termed the "asymptotic mean increment" by Keilson and Wishart, [3] .
Lennna 2.10: The result presented in Theorem 2.9 can be obtained by an alternative, more direct, proof as follows.
Theorem 2. 11 :
Proof:
].Jsk m kj R-j (2 To apply this lemma, to obtain the solution of equation (2.8), we need to find a generalised inverse of I-P. Kemeny and Snell refer to this matrix Z as the "fundamental matrix" for the Markov chain determined by P. However, it appears that its full importance has not hitherto been realised. We show that it is a generalised inverse of I-P, with the additional property that it has full rank. Theorem 2.14: Z = [I-(P-L]-l is a generalised inverse of I-P.
Proof: Let (I-P)-= Z, then (I-P)(I-P)-(I-P)= (I-P)Z(I-P) = (I-L)(I-P) I-P (Theorem 2.l3(d» (Theorem 2.5 (b) )
Thus Z satisfies the criterion to be a generalised inverse of I-P, as given by Lemma 2.12 (a).
We shall make repeated use of the following easily proved results.
Lemma 2.15: Let A be any diagonal matrix and let X be an arbitrary square matrix, then, = Pij' and hence p(l) = P.
Also since IJ i = 1 it is easily seen that A l = 1. Therefore
and thus equation (2.20) becomes (2.23).
Theorem 2.17: If the imbedded Markov chain of the semi-Markov process is ergodic, then
Taking into consideration only the diagonal elements we have, with the Theorem 2.18:
Proof: We parallel the method used in Theorem 2.16. Starting with equation (2.9) the required solution is given by
where B 2 is an arbitrary diagonal matrix which can easily be found since dM(2) has already been determined.
B 2 is now determined by this above equation and hence substitution for B 2 in equation (2.27) gives, upon simplification,
and the result follows as in the proof of Theo!~m 2.16.
Further simplification is possible in the case of a Markov chain and it can be shown that equation (2.26) leads to the corresponding result found by Kemeny and Snell, [4] , p. 83.
III. MOMENTS OF MARKOV RENEWAL PROCESSES

The aSymptotic value of the first moment
In this section we are interested in obtaining the asymptotic value of the matrix~(t) = [Mij(t) ], where the the Markov renewal process.
M. ,(t)
1J
are the renewal functions of
Since we have assumed that the imbedded Markov chain is irreducible we have that "return to state A j , given the process started in Ai" is a recurrent event. We shall make the additional assumption that this Markov chain is aperiodic.
Under these assumptions we are able to make use of the results of general renewal processes. In particular, from equation ( The following lemmas collect together some useful results Lemma 3.1:
Proof: To determine Wij(t) we apply equation (1.3) with~r = mj~) (3.6) Theoretically, to find an explicit expression for~(t) = [Wij(t)] all we need is dM(r) (r = 1,2,3) and M(r) (r = 1,2).
In fact,
We shall determine explicit expressions for Al 
This expression can be simplified by using Lemma 2.10 and Lemma 2. 
Simplification of the expression for A 3 can now be effected making use Under the assumption that pel) is non singular We have now expressed H o and HI in terms of our known matrices L, Also a l =~, a 2 =L emma 4.2:
The expression (4.1) for~(t) is the same as that given by Theorem 3.3.
Proof: Equation (4.1) states that which reduces to the required form using equations (4.28) and (4.29).
Lemma 4.3:
The expression (4.2) for~(t) is the same as that given by Theorem 3.4.
Thus
