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Los métodos de corte, son actualmente las primeras téc-
nicas sistemáticas a ser desarrolladas para los problemas 
lineales enteros. 
Dantzing (1959) fue el primero en proponer un corte para 
resolver tales problemas; su idea consistió en resolver pri-
mero el problema lineal, ignorando la condición de ser entera. 
Si la solución básica resultante es no entera entonces, ase-
guraba un nuevo conjunto de valores para las variables ente-
ras no básicas haciéndolas mayores 6 iguales a 1. Este corte 
representa una condición necesaria para ser entera, pero no 
garantiza que las aplicaciones sucesivas de él produzcan la 
solución entera en un número finito de iteraciones. 
El primer algoritmo finito de corte fue desarrollado por 
Gomory (1958), para el problema entero puro. Gomory muestra 
cómo los cortes pueden ser construídos sistemáticamente de 
el tablero simplex. Aunque este algoritmo converge en un 
número finito de iteraciones, tiene la desventaja de que la 
computadora acaba con un error que representa una dificultad 
prominente. Esto hace que Gomory desarrolle un nuevo algo-
ritmo (1960), en el cual mejora directamente su desventaja. 
Para este mismo año Gomory extiende su teoría al cubrir los 
problemas enteros mixtos. Otros tipos de corte llegan a ser 
introducidos por Glover (1965), Young (1971) y Balas. 
Una característica común acerca de los cortes es que 
los algoritmos asociados son todos de tipo dual, esto es, 
1X 
la solución al problema no se pone a nuestra disposición 
hasta que el algoritmo termine. Young (1965) fue el primero 
en desarrollar un algoritmo primal finito. 
El presente trabajo consta de dos áreas, en la primera 
que hemos titulado "Problema Lexicográfico de la Programación 
Lineal", se hace un breve estudio del problema lexicográfico, 
examinamos algunas de sus propiedades y a la vez definimos 
diferentes problemas a los que nos referiremos más tarde; en 
la segunda, que denominamos "Un Algoritmo para la Resolución 
de Problemas de la Programación Lineal entera con Variables 
Booleanas", y que es la parte medular del trabajo, en ella 
se propone un algoritmo sustancialmente diferente para la 
resolución del problema entero mixto de la programación 
lineal, coy N variables enteras que tomarán valores cero ó uno. 
El algoritmo desarrollado, al que llamaremos Algoritmo 
B, utiliza la idea de los métodos de corte, sin embargo, 
nosotros daremos una regla nueva para la construcción de la 
restricción adicional. El Algoritmo B no resuelve directa-
mente el problema dado de la programación lineal entera sino 
un número de problemas obtenidos de éste, llamados problemas 
canónicos de la programación lineal o problemas Et. Se estima 
el número de problemas canónicos que hay que resolver. 
La solución obtenida con ayuda del Algoritmo B es apro-
ximada, con una exactitud de antemano exigida. Se demuestra 
la finitez y se dan las estimaciones superiores al número de 
iteraciones necesarias para resolver el problema presentado. 
Se da un ejemplo de una clase de problemas para los 
cuales el número superior de las estimaciones es significati-
vamente menor que el número de todas las posibles combinacio-
nes. 
Para finalizar debemos advertirle que la lectura y enten-
dimiento del trabajo, exige el conocimiento general de el 
problema dual y su resolución, además de la forma propuesta 
por Gomory para la construcción de un corte. 
PROBLEMA LEXICOGRAFICO DE LA PROGRAMACION LINEAL 
Definición (ProlAema Lexicográfico de la Programación 
Lieal) 
Llamaremos problema lexicográfico de 
la programación lineal que denotaremos problema, al proble-
ma 
: Max <c,x> donde: (c,x) = Xo  
x e G 
c(x) = (x0 , xl,...,xn) 
x = (x1, x2 ,...,xn) 
c = (c1, c2,...,cn) 
G = {x / x eRn, A x = b, x> 01, 
es decir, el problema lexicográfico de la programación lineal 
consiste en encontrar un vector x 6 G tal que 
L c(x) c(x), x x*. 
Proposición  
Si el problema c tiene solución ésta es 
única. 
Proposición 
Si x*  es solución de el problema et entonces 
xm es punto extremo. 
Proposición 
El problemact tiene solución, si y solo si, 




Como G es no vacío, 
sea x e G entonces 
x = E «. xi  con E c&= i, 	> o y xi  
	
i=1 1 	 i=1 
punto extremo de G. 
Como G es cerrado, existe x*  punto extremo tal que 
c(x*) L 	1 > c(x), x 	x. 
Mostremos ahora que x*  es solución del problema 
En efecto, seaxeGyconsideremos c(x), esto es: 
c(x) = 	i 0( 4 c(x1) < >I r.<1. c(x*) = c(x*) así, 
i=1 	 i=1 
c(x) < c(x*) V x e G. Luego, el problema cs , tiene solución. 
Condición necesaria. 
Para mostrar la condi- 
ción necesaria probaremos que, si el problema oie tiene solu-
ción entonces, G = MG + kG donde, 
KG ={y/yeRn,Ay= b, y> O, <c, y> = O } Y, KG 0. 
Sea y e KG y j el menor índice para el cual yi> O, 
esto es, para O < i < j-1, yi  = O. 
Sea además x*  solución del problemac, entonces 
I = x + y es tal que 1 > x*. Como x* es solución del pro-
s blemao 	1 	c. 	ara O< i < j-1 	1. > x3  *;entonces 1 p 	 y  
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1 e G lo cual es una contradicción pues, xls es solución óptima 
y por tanto mayor que cualquier otra. Luego G es acotado. 
Definición (problema dual) 
Al pro':lema de la programación 
lineal max <c, x> le está asociado el problema, 
xeG 
mm n 	<ID, Y> 
sujeto a: AT y > c 	denominado problema dual. 
y ;› 0 
Definición (seudoplan) 
Si xo es un vector de apoyo, dire- 
mos que x°  es un seudoplan, si y solo sí AT y°  > c. 
Definición (seudoplan estrictamente admisible) 
Un vector 
de apoyo xo se dirá seudoplan estrictamente admisible si y 
solo sí pi ..3> o, j es. 
Proposición  
Si x es un vector factible de el problema 
max <c, x> y, xo es un seudoplan admisible estricto entonces, 
xeG 
ti c(x) 	c(xo). 
Demostración 
Sea x un seudoplan entonces <c, x>‹1(c, xtr) > 
a) Si <c, x> < <c, x°> entonces, c(x) k 
b) Supongamos ahora que, <e, x) = <c, x°> entonces, 
c(x) = c(x o). 
Consideremos, z = c(x) - c(x °) entonces, z €L, con L 
subespacio definido por el sistema de ecuaciones honog4neas: 





x. = O 
jeN 
Sea A la matriz de la tabla simplex en forma de coorde-
nadas y sin las columnas correspondientes al seudoplan x0, 
esto es, 
32 J A = (A1, A ,..., An_m) (n+l)x(n-m) 
como z e L entonces z = - A z 
N 
luego, c(x°) - c(x) = - A(c(x°) 
- c(x))  
= - A(ci' o  x
- c(x)N)  
= - A(-x 
N 
=AXN 
por lo tanto, c(x °) - c(x) = A x donde el vector A x será 
no negativo, pues x ›0. 
Como x0 es seudoplan estrictamente admisible, 
A XN = x. A y, A > O para j e de esta manera, 
jeN 
Si suponemos A x = O entonces x = O, luego para 
o o L x 94 x se tendrá, c(x ) > c(x). 
La si;- uiente proposición indica el proceso para resolver 
el pro'-lema lexicográfico de la programación lineal. 
Proposición 
Si x es un vector admisible del problema, 
max <c,  x> , x será solución del problema Zsi y solamente 
xeG 
sí, es un seudoplan estrictamente admisible de el problema 




Si x es un seudoplan 
estrictamente admisible entonces, x es un plan del problema 
max <c, x> entonces x* ) O. 
xeG 
Como x1 es un seudoplan estrictamente admisible y 
x' >0 entonces, para x un plan arbitrario, c(x) c(x). 
Así, x es solución al problema o. 
Condición necesaria. 
Sea xIR  solución del pro- 
blema O entonces, x eG, G p< 0 y G es Acotado. 
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Haciéndole corresponder al problema max <c, x> , el 
xGG 
problema, que llamaremos problema C dado por; 
max <c, x> 
xeG 
n jeN 	n+1 
X j  + X 	= M 
siendo M = re * 
j=1 
Como x*  es solución del problema 0(.entonces, x*  es 
punto extremo de G, es decir, es solución de el problema 
max <c, x> y, siendo así, xw será seudoplan del mismo pro- 
xeG 
blema. 
Supongamos que x*  no es un seudoplan estrictamente admi- 
sible, entonces, existe (pj, xI+1) con, x* 1  = M - >i1 x* n+ 
tal que xn+1 > O, (x*, x 4.1) es no negativo y tal que servirá 71  
de plan para el problema C; además, x*  y (x*, x +1) no serán 
seudoplanes estrictamente admisibles. 
Apliquemos al vector (x, x +1)  el procedimiento para n 
encontrar el seudoplan estrictamenye admisible del problema 
C, y denotemos por (X,n+1) el vector seudoplan estrictamente 
admisible. 
Si (X, 1n+1)  es el seudoplan inicial entonces, resol- 
viendo el problema C, por el Método Simplex dual en forma de 
coordenada y, utilizando la regla de introducción de un vector 
a la base, obtendremos el vector (X, In+1) seudoplan estricta- 
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mente admisible para el problema C. 
Sea (x*  xPrEl+1) un plan arbitrario del problema C y, 
(5Z, n+1) el seudoplan estrictamente admisible entonces, 
L 	 L 
x* 	 ^ (X Xn+1) > (x*, n+1) luego, x :',.›.1-x
x . , 
x ^ Como xx es solución del problema 	entonces, x 	>x 
^ w x11 	E * ^ de donde x x = 	luego, 	= M - 	x. = x 	por lo n+1 jeN 3 n+1 
tanto, (x 	x 	) = (x, x+1)  es una contradicción .pues, n+1 
(), xn+1) es seudoplan estrictamente admisible. 
Así, x*  es seudoplan estrictamente admisible del proble-
ma max <c, x> . 
X€G 
Corolario. 
Si existe un seudoplan estrictamente admisible 
de el problema max <c, x>  entonces, G es acotado. xeG 
Demostraci6n 
o Sea x un seudoplan estrictamente admisible 
. L 
del problema max <c, x> entonces, A3 >0 para j e N. 
xeG 
Tomando x°  como seudoplan inicial y aplicando el método 
simplex dual en forma de coordenadas se obtiene que, x1  es un 
seudoplan estrictamente admisible del problema max <c, x> 
xeG 
luego, x*  será solución del problemacZ, siendo esto así, 
entonces, G es no vacío y Acotado. 
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Definición (problema entero). 
Al problema de la programa- 
ción lineal entera, max <c, x> le llamaremos problema entero. 
xeG 
x entero 
Definición (parte entera). 
Para D( e R, definimos la parte 
entera de c<, como el entero más grande k, que no supera a 
y lo denotaremos por [O(]. Así [CU = max tmeZ / 
 
Definición (parte fraccionaria) 
 
    
Para 10,(G R definimos su 
parte fraccionaria como 0(-[c(1 , y lo denotaremos por {0(1 
Así , et( = o - [c] • 
Frente al método de planos cortantes, utilizado para la 
resolución del problema entero de la programación lineal se 
presentan dos grandes dificultades, a saber: 
(1) La formulación de un algoritmo general de cortes 
para cualquier problema de la programación lineal entera. 
(2) La construcción de un corte tal que, garantice la 
resolución del problema en un número finito de pasos. 
En relación a lo anterior, Gomory propone el siguiente 
esquema para la cQnstrucción de un corte. 
Si xx es el plan óptimo del problema max <c, x> Y, 
xeG 
1 < s < n es tal que x es una coordenada no entera de Xx 
entonces, a la fila s de la tabla simplex A, se le hace co-
rresponder la expresión: 
zs (x) = -/ A 	+ 	(A .1 x. so jeN s3 3 
Proposición 
Sea -G.' el conjunto de las soluciones factibles 
del problema entero y, x e G. Entonces, Z5 (x) es entero y, 
Zs (x) > O. 
Proposición 
Si xs es una coordenada no entera de X*  
plan óptimo del problema max <c, x> y G 0 entonces, existe 
xeG 
1<j<ntalque{0(p O. s3 
Definición (corte correcto) 
Diremos que la expresión 
E 	xi 	con 	= xii  } y to ={x10}   es un corte 
correcto si y solo sí satisface las siguientes condiciones: 
(1) Si x*  es el plan óptimo del problema max <c, x> 
xeG 
entonces <t, xl> > lo. A ésta condición se le denomina 
condición de corte. 
(2) Si x*  es plan óptimo del problema entero, entonces 
xm satisface la condición de corte. A ésta condición se le 
denomina condición de correctitud. 
Proposición 
Si xs es una coordenada no entera de x plan 
óptimo del problema max (c, x) entonces, 
xeG 
3eN 	3 } x 
 >tC(so} define un corte correcto. 
Notación 
En lo sucesivo denotaremos por: 
o al problema max <c, x> xeG 
x(0) = x°  = (x0 (0), x1(0),... '  x (0)) donde, el vector n 
(x1  (0) ' x2  (0) 	. x(0)) es la solución del problema lexico- 
gráficoy x(0) = 	c x3 (0) es el valor de la forma 0 j=1 3 
lineal para (x1(0) ' x2 (0),..., x(0)).. 
y(1) = yl  designa el vector (x0 (0), x1(0),..., x(0) , xn+1) 
E < donde xn+1 = 	{c } x 	y además identificará al seudo- s3 	3 (o). 3eN 
plan estrictamente admisible para la solución del problema0 )1' 
mediante el método simplex dual en forma de coordenadas. 
-1 y designa al vector obtenido como resultado de la primera 
iteración del método simplex dual con ayuda de y1, esto es, 
-1 	- y = (yo (1), 	 57-n(1), 5711+1(1)). 
De manera recursiva se define xr, yr+1, 	r+1 para, 
r = 1, 2, 3,... 
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Observación 
Por propiedad del método simplex dual en 
L 	L 
forma de coordenada se verifica: xr .< Yr < yr. 
Proposición 
Sea s el menor índice para el cual x5 (0) no 
es entero. Entonces, 
L 
(xo (0), x1(0),..., x8_1(0), [x5 (0)] ) > (S70 (1), 571(1),..., 
57s_1(1), 57s (1)). 
Demostración 
(x (0) 0 	,..., 
L 1 -1 Si y > y entonces 
L 
x5 (0)) > (570(1),..., 57-s (1)) 	de donde, 
L 
(x0 (0), x1(0),..., [x5 (0)] ) > (570(1), 571(1) ,...,  
por definición de orden lexicográfico. 
-1 Supongamos ahora y1  = y entonces, 
(x0 (0), x1(0),..., x5 (0)) = (5;0 (1), 57-1(1),..., Is (1)) y 
por el método simplex dual para la resolución del problema l' 
eliminaríamos de la base a la variable xn+1 y por tanto, 
y' será tal que x.(0) > O 	V j oN y x11.4.1 < O. 
Sea k el índice para el cual -{C(sic <0, entonces, por 
la regla de introducción 	Ak 	L Ai 	v. 
j E N 
-{elskl <  
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Luego, el vector xk se introduce a la base. 
Tomando en consideración que la transformación 
Xj = A j 	-25;1j- Ak, j 	k, j e N, será posible solo para 
-sk 
los Aik = 0, 1 < i < $ - 1, entonces, xo es seudoplan estric- 
tamente admisible para le-o.  
A esta tabla simplex resultante la denotaremos por, 
A(0) y en ella todas las A j, j e N, serán lexicográficamente 
k r< positivas, en particular A > O por lo tanto, las coordenadas 
Ask de dicho vector serán no negativas. 
Como Ask . (3(sk' 1 < s <: n, s e N y, además 
Ak Aj ... 
[-{4sk}]< 
L 	
{°(si } 1  
c<sk >0•  
entonces, °(sk O de aquí que, 
Para 57-s (1) la transformación en la tabla simplex será: 
c)( sol 0¿ 
- le<ski sk 
c(sk){0(sk} entonces, 
Is(1) . x5 (0) y, como x5 (0) =o¿so y además 
le<sol rj /s (1) = x8 (0) - 
i°(sk/ ‘'‘sk 
por lo tanto, ir-s (1) < [ xs ( O)] 
CISO 
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y como por la proposición anterior se tiene 
(x0 (0) , xl  (0) , 	[x5 (0)]) > (Y0(1), Y1(1), ..., Ps (1)) 
- y además, xr< r y entonces, 
(x0 (0), x1(0),..., [x5 (0)]) > (x0 (2), x1(2),..., x5 (2)). 
-1 -2 	-r 	r -r Para r>2 se tendrá y 	y )...> y como, x < y 
entonces, 
(xo  (0),..., [xs  (0)]) 	(x0(r),..., xs (r)) 
Proposición 
Para cada O < j < n, existe el número entero 
R 3 tal que, para todo r>R '  . x.(r) es entero e igual a 3 	3 
x. (R). 3 3 
Demostración 
Supygamos que la tesis es falsa y sean, 
O < s < n el menor índice para el cual la proposición no se 
cumple, 
R = max 	R. y'  para r = O, R = O. 3  
0<j<s -1 
Consideremos números enteros r < 1 tales que, 
R < r <1 y además x5 (r) y x3 (1) no son enteros. 
Demostraremos ahora que [xs (r)] >[x5 (1)]. 
Pornuestraeleccióndestendr~quexj (r) es entero 
x3  .(r) im xj(r+q) con q = 1, 2, 3,... para, O >j >s-1. 
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En tal caso, s será el menor índice para el cual x5 (r) 
no es entero. Como 
(xo (r),..., xs (r))› 
-ry > -r+(l-r)Y 	>x(r+(l-r)) entonces, 
(x0(r),...,x5 _1(r),[x5 (r)i) > (xo ( r+ ( 1-r ) ) , . . 
x5 _1(r+(l-r)), x5 (1)) = (x0(r),...,x5 _1(r), x5 (1)) luego, 
[x(  r)] )x5 (l) > [x5 (l)] pues, xs ( 1) no es entero. 
Como el conjunto G de planes del problema max (c, x> 
xeG 
es acotado entonces cualquier xs (r), 0 <s<n yr= 1, 2,... 
será acotada de donde, una cadena infinita de desigualdades 
de tipo [xs (r)] >[xs (1)]>... no podrá existir y para dicha 
sucesión no podremos tener un número infinito de números no 
enteros, ni tampoco, un número infinito de números enteros 
diferentes. 
Proposición 
Si para el problema max (c, x> , G es Acotado 
xeG 
y además para cada 1 < j < n, ci  es entero entonces, el primer 
algoritmo de Gomory necesita solo un número finito de 
r-iteraciones. 
Demostración 
Como G es acotado entonces, G es acotado y 
del hecho de que V 1 < j < n, ci  es entero se deduce de que 
- 17 - 
<c, x> es entero cualquiera sea x G. 
Para mostrar la tesis de la proposición, es necesario 
mostrar que para alguna r-iteración 
x(r) = (x0 (r), xl(r),..., xn+r (r)) es entero, y dada nuestras 
condiciones bastará mostrar que (x0 (r), xl(r),...,xn(r)) es 
entero pues xn+1(r), ' xn+r (r) son enteros. 
Si recordamos que s es el menor índice para el cual 
x5 (r) es no entera entonces s no superará a n. 
SitmarnosR=maxRj ,dondelosR.se obtienen de la 
0‘jvi 
proposición anterior entonces, por la misma proposición 
V 1 	j < n, x(R) es entero, de donde x(R) es entero. 
Así el primer algoritmo de Gomory necesita a lo sumo 
R-iteraciones. 
UN ALGORITMO PARA LA RESOLUCION DE PROBLEMAS DE LA 
PROGRAMACION LINEAL ENTERA CON VARIABLES BOOLEANAS. 
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En el método de Gomory, la restricción adicional lineal 
es de la forma 
ft. = - o  + E x>o . 3eN 
donde :Z es el conjunto de variables no básicas en la etapa de 
resolución. 
es un coeficiente tal que to > O 
ti  son coeficientes tales que ti;30, j eN y E 	> O. 
jeN 3 
En el algoritmo que nos proponemos plantear, la restric-
ción adicional lineal utiliza lo especifico del problema de 
la programación lineal entera, difiriendo fundamentalmente en 
que, sus variables son booleanas. 
Definición (Problema) 
Al siguiente problema de la pro- 
gramación lineal entera con variables booleanas: 
Max 	f(x) = E c. x. 
j=1 3  
sujeto a: 	E a. x. 	. 
j=1 13 3 bi 1< i< m1 
 
E a . . x. =b. 
j=1 13 3 	
i 
xi  > O 
xi  < 1 
xi  entero 
\h l 
le llamaremos, problema 	. 
+ 1 < i < 	+ m2  
1 < j < n 
1 ( j < n 
1 <j < 
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Definición (Solución 6-óptima) 
Sean £> 0, SI la solución 
óptima del problema X: y, 1 la solución factible del mismo. 
Diremos Que 1 es la solución 6 -óptima, si y solo sí, 
feS-c) - f(;..)< E . 
proposición 
Si en el problema 	, para 1 < j < n, 
c e Q y ci  = O para n1 + 1 < j ( n entonces, el máximo 
común múltiplo q de los denominadores de las fracciones irre-
ductibles 
P. 	 -1 c. = —I es tal que, si e= q entonces, la 
solución 6-óptima coincide con la solución óptima. 
Demostración 
En efecto, como f()> f(1) entonces 
fa) - f(5)>0. Si ahora f(x) 	f(I) <C se tendrá, 
0 < f() - f(X)< 
luego, O < 	- X)<1 
de donde, O < q f(; - X) <1 
tomando f*  q f entonces, O < 	- 	<1 
Como fa es una función objetivo con coeficientes enteros 
positivos entonces, f*  (y) ). O luego, f*(x - X) = O de donde 
lb,  
X = X y así, X es la solución óptima del problema. 
7-  
GE .< x=(x3 )n  3=1 
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Definición (Conjuntos G y GE ) 
Para el problema áe:, dello- 
taremos por G, al conjunto: 
n 	 -• 
E a )c b1 , 	l‘i‘mi  3=1 13 3  
G= 
n 5: a x = b x=(x3 )n 1 3=-1- 1 ' j=1 13 3  
x3 O 
-I 
b 1 ' 
y, por GE al conjunto: 
n 
E a x 




Ea x =b1 ' m1÷1<1"1-"12 > j=1 13 3  
x3  > O 
x3 < 1 
x entero 3 
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Observación  
La función objetivo f será considerada acotada 
en G. 
Definición (Conjuntos G(t) y GE(t)) 
Sea f :&1-->- (11 
una función objetivo. Para cada t eill+ designaremos por G(t) 
al conjunto; G(t) ={x / x eG, f(x) > t} y por GE(t) al 
conjunto, GE( t) = { x / x e GE, f (x) ) t } . 
Definición (Problema canónico) 
Diremos que un problema 
es canónico y lo denotaremos por Et' si y solo sí, 
x = x(t) e GE(t) ó GE(t) = J. 
Notación 
En lo sucesivo, las siguientes serán las nota-
ciones a utilizar, 
m = min f(x), 	mE ' Jrn[ xeG 
= min {pez / p ) m 
menor entero, no menor que m. 
M = max f(x) , ME = [M] 
xeG 
}, 
E así m será el 
= max {pez / p <t}, luego ME será 
el mayor entero, no mayor que M. 
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Observación 
Si c EE para 1 ,,. j ,< n1  y, c = O para 3 	 3 
n + 1 ,‘,. 3<n entonces, podremos intercambiarMpor ME y, 1 
E m por m . 
Teorema (Solución ¿, -óptima) 
Dado un problema óel y E,> O 
entonces, de existir la solución 6-6ptima, bastará con cal- 
cular m y M y, resolver no más de Max {1, 2 + [log2 (1111)] } 
problemas canónicos. 
Demostración  
Mostraremos que toda solución del problema 
canónico Em, es solución 6-óptima. 
Sea E,> O y, X una solución factible de Em  entonces , 
X GGE (m) ={xl x GGE, f(x) > m}. Si además, x es la solución 
óptima de Em entonces, x €G (m) . 
Supongamos primeramente que, M-.E.,. 
Consideremos la serie de problemas canónicos Sic 
-1 k = 1, 2, 3,..., donde to = M, t1  = m y donde el vector x 
-1 denotará, x = x(t1) e G
E (t1) . 
- A 	 -1 A Si ;< 1 w E.
t 
 entonces, x y. GE  (ti) y, GE(ti) = 0 con lo 
l 
cual, el problema ct, no tendrá solución ed-6ptime. 
-1 	 -1 Si ahora, x G Et1  
Sea'c la solución óptima de Et entonces, 1  
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f(1) - f(I1) 	M - f(11) <pf - 	+ E, = E, así 	es nuevamente 
solución e,-óptima del problema c. 
- 	 -1 Consideremos que x 1  e E y f(x ) = M E. t1  ' 




-k E 	k = 1, 2, 3,...,p, para p >1 y donde tk y x se definen t 'k  
por: 
2 Cf(iiP) + mm n tk ] si mm n tk 	- f(iiP)> k<p 	 k<p 
tk >f(115 ) 	tk  >f(SZP) 
tp+1 
no definido 1 mm tk - f(P)<& 
k<p 
tk  > f (IP) 
x(t1)+1) 	si Et 	tiene solución p+1 
-p+1-< 
IP 	si tp+1 está definida y' Et 	no tiene p+1 
solución 
no definido si tno está definido. 
-k Supongamos ahora tk y x definidos para 
k = 1, 	p, p >1. 
Mostraremos a continuación, la existencia de un 
h 	1 tal que: 
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-1 -2 	-h 	 -h+1 a) x , x x están definidos y, x 	no lo está. 
-h b) x es solución C-óptima del problema ct 
c) 1 h ( 2 + [log2 Ir 
para ello mostremos primeramente las siguientes proposiciones: 
Proposición 
-k Si tk y x están definidos para 1( k ( p, 
-r -r+1 con p 1, y si además para 1 r < p, x = x 	entonces: 
a) -r = -r+1 = x -r+2 = -p x x 	x 
b) Vs4 1  < s 	-1/ 	s+1 	s donde 
(Ss+l = mm n tk 
k<s+1 
,k 4p \ IZS+1  ^ 
y - mm n tk k<s 





-r -r+1 Como por hipótesis x = x para l( r< p 
entonces, tr+, está definida, luego, 
 
tr+1 = 1- Ef(lr ) 2 + gr] yo Sr - f(Ir)› 	con 
= mm n tk . Además se tiene que Et+1 k<r 
tk“(3-cr ) 
Observemos que, 
no tiene solución. 
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c r+1 = mm n tk 
k <r+1-r+1 
tk )  f (x 	) 
= min tk 	= min k« tk_r 
= Sr pués, k‘r tk>f(r) 	t1( ,f(x ) 4,  
f (Ir ) > tr . 
Consideremos, Sr+1 _ 
f (5c-r+1) = S r _ f(1) ..>„ E,  
luego, tr+2 
= 	E f (Fcr+1) +. 
= 22-- [ f ( -c r ) + 8 r j 
= tr+1 
Así , Et = Et 	no tendrá solución r+2 	r+1 
-r+2-r+1 -r x 	= x 	= x . 
Como ' Er+2 = mm n t 	= mm ai tk = t 	entonces k<r+2k r+1 , tic .f ( >f (5 Fcr+2) 1141.41 tk 	-c_r .4.1 ...) 
-r+2 	 -r Sr+2 - f(x 	) = tr+1 - f (x ) 
= 4[f(r) + gr.]- f(r) 
— 7 = 7 1 r 	1 f` ,-r, °r x ' 
por otro lado, como por hipótesis ¿Ir - f (Ir) > e. entonces, 
Ir - f (Ir) = 6+ t con t ) O de donde, f (Ir ) = Sr - 6 --t • 
Luego, 
y, 
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t 	- f(-r) = r+1 
1 o 	1 ,o x 	ór - 2 1dr 
11 j— = 	c. 7 	+ 	?.y. 
Como f(11. )< ¿%r -e <t  r+1 entonces 
O < [Er - f (Ir ) ] --¿,<tr+1  - f5-cr ) 
de donde, O <e+1- - E, < tr+1 	f(Xr) 
luego, 	0<t <tr+1 
- f(r) 
y así, 	< 	C.+ 1: t 
con lo cual  
- luego, tr+1 	f(5cr) 	 f (
r+2x 	)K e, de donde, tr+3 no - = gr+2 
r -r+1 -r+2 estará definido y así 3-c = x 	= x 	solución e-óptima. 
Por último, dado que IP es la última de las soluciones 
1p Ir (Ir 	 r+1 	-r+2 definidas, se tendrá, 
Consecuencia 
-k Para x y t.k definidos, con 1 k < p, si 
1 < r < 1.0 ' ár<Sr+1" 
Proposición  
-k Si tk y x están definidos para 1( k < p, 
IP es una solución factible y, 51 es la solución óptima de el 
problema< entonces, f(P) < f(1) < Sil  donde 
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E = min t
k P k<p  
tk'f(IP) > 
Demostración 
í Si (51 = to'  es inmediato que p  
f(1P) < f() < to = M. 
Supongamos que, (S = tr  con r <p y,  p 	 P 
Como á = mm n tk 	= tr entonces, f(P) < 8 . tr < f(1r). P k<p p 
tic )f(Ir ) 
Por otro lado, dado que r < p entonces, f(11- ) ( f (IP), 
lo cual implica que f(IP) = (SIP  = tr = f(Ir ) de donde 
IP = ír y por la proposición anterior se tiene que IP = x 
y así, f(P) = g = tr = f(1r) = fa) lo cual es una contra-
dicción pues habíamos supuesto que f(5)>c. 
Proposición 
-k Si tk y x están definidos para 1 < k < p 
-1- entonces, existe 11/1 tal que x , 2  x ,..., 3.11  están definidos 
-h+1 y, x 	no podrá ser definido. 
Demostración  
Definamos para todo 1 < r < p, 
dr = Sr - Vil') 
= mm n tk - f(Ir) 
k<r _r 
tk  > f (x ) 
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M-m y mostremos que, d r 	2r-1 • 
=1 Si r = 1 entonces, d1  = Si  - f( )x 
-1 = to - f (x ) < M - m 
Supongamos que la desigualdad se verifica para k = r 
y mostremos que también se verifica para k = r + 1. 
Observemos primeramente que; 
M-m 1M-m dr-1 dr‘ 2 1 = 7 ( 	- - 2 2 
dr+1 8r+1 
-r+1 - f(x 	)‘ Sr+1 - tr+1 = Ilr+1 - Ef(lr) (Sr ] 
= (5r+1 - 1[5r - dr + Ir] 
9 3: 	+ dr pués 5(  
Sr+1‹ Sr 
1 = dr. 
dr 	 1,M-m 	M-m De esta manera, d1(_luego, dr-i- < 2k---) = 2 2r-1 	2r 
-r+1 Recordemos que, si x 	no puede ser definido es porque 
tr+1 no pudo ser definido, y que esto sucede para, 
dr =(54r - f(1r) < g luego, dado e> O bastará calcular el 
además, 0 
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M-m  menor entero positivo h tal que 
2h-1 `' • 
M-m  Supongamos primeramente que 	- E 
2r-1 
entonces, M-m - 2r -I e 
luego, 	log2 (Mim) - r-1 
y así, 	1 + log2 (11111) = r 
Como [r] < r < [r ] 4- 
 1, resolvemos el problema tomando 
h= [r] + 1 
= [1 + log2 (Y)] + 1 
= 2 + [log2 ( 	 ( III)] pués log2 —M-m— ) 	o. 0, , e 
Volviendo ahora a nuestro teorema, las proposiciones an- 
teriores garantizan que gh - fkx ) < E verificándose (b) y 
(c) y además que f (7c) e [f.  (;c11) , (Sil] luego, f(31) - f (1h) < & 
y así, lh es solución e-óptima del problema Ce . 
Dedicaremos ahora nuestros esfuerzos a estudiar la solu- 
ción de los problemas Et a los cuales nos hemos referido cons- 
tantemente. 
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Solución de los problemas Et . 
Para resolver los problemas 
Et deberemos: 
Ordenar lexicográficamente a los puntos (x x 	x ) l' 2" n1  
Encontrar los puntos (xl,x2 ,...,xn) que satisfagan el 
problema, 
Max (x x 	x ) 1, 2" n1  
x 	GE ( t) 
x = (x 	x 	x ) 1, 2" n 
Observaciones  
Maxn designará la maximización lexicográ-
fica del vector considerado. 
' 3-1 Max* (x1,  x2,"" x ) denota a, Max Y 
	x para 7 n1 	 j=1 
parámetro arbitrariamente pequeño y positivo. 
La función plan de Max, dependerá de la escogencia de 
la numeración de las variables enteras. La numeración de 
éstas variables será indiferente, excepto en el caso en que, 
exista k, 1 ‘ k 	nl  tal que, sign ici  i= skj, 1 	, 	n. 
Si es este el caso, deberemos reenumerar las incógnitas 
para que, en nuestro conjunto de restricciones, xlc ocupe el 
primer lugar; entonces para t = m la solución del problema 
lexicográfico será la misma que la del problema Ot • 
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El conjunto GE(t) nos será indiferente pues, el algorit-
mo será capaz de maximizar la función plan en cualquier con-
junto definido, con ayuda de las restricciones del problema 
básico. 
Definición (Algoritmo B) 
Llamaremos Algoritmo B, al algo-
ritmo capaz de resolver el problema Max11 en el conjunto de 
restricciones del problema básico y, en particular, el proble-
ma Et en la forma: 
Maxx (x 	x ... x ) 1, 2" n1 
x e GE(t) 
Construcción del Algoritmo B 
Utilizando el esquema gene-
ral propuesto por Gomory y aplicando la función sign para la 
construcción de la restricción adicional lineal, se construirá 
este algoritmo. 
El método de corte utilizado para resolver el problema 
de la programación lineal entera, aquí, será aplicado para 
resolver el problema lexicográfico. 
Notación 
En la solución del problema Etk con k .>,..1 utili-
zaremos la siguiente notación; 
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gr denotará la restricción lineal adicional en la r-ésima 
iteración. 
Y/ r designará la variable real que transforma en igualdad a gr . 
¿T. 	denotará el conjunto de puntos Ir = (xx2'...'xn) que - r 
satisfacen a gr . 
Nr denotará el conjunto de las variables no básicas obtenidas 
después de la r-ésima iteración, r>0. 
Iteración Cero  
Para k;11, llamaremos iteración cero a 
resolver el problema: 
o o 	o Max* (x1, x2" xn ) E (xl, X2 ,..., X_ ). 1 	 "1 
Examinemos para esta iteración, las siguientes posibili-
dades: 
(1) Si G(tk ) = 14 entonces GE(tk ) = 0, y el problema 
Max*  no tiene solución. 
o... 	o  (2) Si x 	(xl,  xl 	xn ) e GE(tk ) entonces xo es 
solución del problema Max*. 
(3) Si G(tk ) p40 yxo  fGE(tk) entonces pasamosa la 
primera iteración. 
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Supongamos que hemos efectuado r-1 iteraciones, y que 
en esta, tengamos la condición (3) entonces pasamos a la 
r-sima iteración. 
Iteración r-sima 
Llamaremos iteración r 6 r-ésima itera- 
ción al suceso de resolver el problema 
- r r r ... ( 2  2' ' n Max (x1, x x ) = x1, x,..., x ). nl  
xc G(t) 
donde:
E Go(tk)fll si r = 1 
G (tk) o(tifl r si r)2 
1=1 
C N l  
Examinemos como antes, las siguientes posibilidades: 
(1) Si Gr(tk)  = entonces el problema Max no tiene 
solución. 
r_ r r r E r (2) Si x = (x1, x21..., x)e G (t.K)  tendremos que x 
es solución del problema Max. 
(3) Si G (tk) r 
(r+l) - iteración. 
GE(tk) entonces pasamos a la 
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Construcción de la Restricción lineal g r)l. 
iteración r-1 se tenga, k)pí JO  
Supongamos que en la 
r-1 E y G(tk). 
Denotando por x la primera componente no entera del 
b(r-1 
vector x r_l con 1 ( c(r i ( n1, la restricci6n adicional 
lineal, gy se construye de la siguiente manera: 




Lr >0 tal que x 0r_l -1 = 
Proposición 
Para cualquier solución x r_l  tal que, 
GE(t) se tendrá que xr-1 l g. 
Demostración 
Sea x r_l  solución de Gr_l(tk)  supongamos que, 
r_l cE t Si r_1 es la primera componente no entera 
r-1 
entonces V, 1 ( j (OÇ_1-1 se tiene, = 0 6 = 1. 
Consideremos ahora x2,..., x 
(r 
 ) y supongamos 
l 
B  BLIOTECA 
UNIVERSAD DE PANAMA 
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que, x' 1 € gr entonces 
LPr( 
r-1 r-1 r_l = r-l)si gn + 1-x xl , x2
r-1 j=l 
r-1
- nl)] sign(1 X +  
+ (1 - r.1)  
«r l 
= O + (1 - r_l ,n, r-1 
_1r_l <1 
«r l 
contradicción pues, Pr (x11..., x ) ) .. r-1 
lo cual es una 
Proposición 
Si después de la iteración r-1 del Algoritmo 
B. se tiene que x' 4 GE(tk) y si ademas, R   denota al con- 
Junto de todos los posibles vectores x E (x1, X2S•a•Xn) 
tales que: 
(a) x€G(tk) 
(b) Si. x es la primera componente x no entera, enton-
r 
ces, Vt, 1< t(Org x entera. Entonces, para que X€Rr  
verifique x r es necesario y suficiente que 
(x1, .., x , x ) = - donde > O. 
- r-J. r-1 
(1 r -1 
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Demostración 
Condición suficiente. 
Supongamos que en la 
(r-1)-iteraci6n del algoritmo, xr-1  0 GE(t )' esto es, k  
(xr-1 r-1 	r-1 	r-1 	r-1 A E 1 ,x2  '—'-11x xn ) 	G (tk ) r-1 
y sea 
xr-1 su primera componente no entera, para 1< 04.-1 < c<r-1 
Como xr-1  0 GE(t ) y x , 	es  la primera componente no k r-1 
xr-1 	r- entera entonces, 	= 0 ó x 1  = 1, V3, 1 3 7 	 ‘ 3 "r-1 - 1. 
Consideremos la restricción gr en el punto xr-1  entonces, 
(1 -1 
r-1 
r-1 	r-1 (x 	x 111Pr e< -l'Ix 	) = > [(1-x 	) sign x 3 r-1 	r-1 	j=1 
Xr-1 + 3 	




+x) 	sign(1-x5-1)] +(1- ) 
= 1 - t <1 pués 	> O 
por lo tanto9 (x r x 	)<l y así x 0 Ir. 
Condición necesaria. 
Mostremos que si 
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r-1 r-1 r-1 (x 	x2 ,..., x 	(x 1, 2,—*$ 	
) 	
1 ' x2 	"( 	
_13") 
ci(r-1 r-1 
entonces X gr . 
o t ( O 
Supongamos primeramente que 
(xr-1 r-1 r-1 (x 	x 	 ) 1, 2' 	$ 	 1 * x 2 1...Ox 	- ív 
1,1. ) entonces, 
r~1 'r-1 
3 1 	r..-1.1, para el cual x 	x 1. Sea x.„ 
r-1  la 
	
‘ 1  ( 	-  "\r-1 
r-1 r-1 r-1 primera componente no entera, luego xl  , x2 ,...,x 	 son 
"Y•r-11  
ceros 6 unos; y para la 1-ésima componente se tendrá que 
x = (1 - x1),  1 
Supongamos que solamente se dá la situacidn anterior 
para uno solo de los índices I.< 1(0(r-1-1, esto es, todas 
las demás son iguales, entonces, consideremos la restricción 
gr esto es: 
9 (x - r 1"x 	o( : ) = r-11 x r-1 
,4 -1 
1"11--1 




=-(1-x)signxr-i +xsign(1-3j-1)+ (1-x 0(
r-1
) 
-1 	 - =(1--(1—xrnslw"cri-1-1-(l—x1r)sign(l-)J-1) -I- (1-n, 1 
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r-1 . r-1 = x. 	sign x. 	+(l-j-ilsign(1-j-1)+ (1 - x 
c(r-1 




= 1 + (1 - x) > 1 c<r-1 
 
. r-1 Si x. 	= 1 entonces (I r) cx r-1-1' x c<r-1) = 
= 1 + (1 	x 	) > 1 
clr-1 
y así xeg-r . 
Supongamos ahora que la situación anterior se verifica 
	
esto es, x j 1 	luego x j = 	( 1 - xr-1) Vj, 1 < j<0<r-1-1, 




( _1,xolr...1)=EC(1-9signxr-1  + 
- 	 j=1 
r- + x. sign(1 - x 1)] + (1-xx
r1 
 3 
= 	 4- 
(1 - x o(r_,) 
c( Como r1-r ) 1 entonces 	(x x 2 , 	x 	) 	1 - 	 r r-1 
y así x e Ir . 
Bajo los dos supuestos se tiene que si 
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(x 
	
) 	(xr1 -1 " r-1 x 	 x 	t) entonces xegr . 1" «r-1 d -1' -r-1 
Supongamos anora que 	O entonces, como x r-1 es solu- 
ción de la iteración r-1, se tiene que la componente 
= 0, considerando nuevamente(pr (x
i" x 
xo
r-1 	 r-1  
tendremos; 
e(r-1-1  
r-1 9r (xl,...,x, 	) = 	C(1-x j ) sign x3 	+ 
'‘r-1 	3=1 
r- n + x3  siga (1-x
1  )j+(1-x ))(1-n, 	) 
r-1 	`Ir-1 
= (1 - 
=1 
) 	 r. luego (Pr  (x1 ' x2 ' ' • 	> 1 de donde x 
Proposición 
Sea el problema Maxa(xl, x2 ,..., xn ) 
1 
x e Gr (tk) 
Si x = (11,  x2 , .... , x) es la solución de este problema 
entonces, re eGr(tk), r = O 1 2 _, • • • 
Demostración 
Procederemos por inducción sobre r; si 
r = 0, es trivial. 
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Supongamos que para todo r C s-1 se verifica, 
x€G r (tk  ) y mostremos que se verifica para r = s. ' 
Supongamos que x 0 gs entonces 
611, 5-(2 ,—,3Co< 	 ) 	 _ 1, 	) 
s-1 1, °(  
con t> O. Como X es solución y 	= xs-1  con t > O 
entonces, t = 1 esto es; 
) = (xs-1 	s-1 (x1, x s-1-1' xlxs-1 	  ' 
x2 "."- 	-1' 1).  °Cs-1 
xs-1 Además, si denotamos por 	1 la primera componente 
s-1-  
no entera de xs-1 se tiene que: O <xs-1 < 1 de donde, 
, 	—1 51 7c ) :>(xs-1 xs-1 1 , 2 '""' xrl  -1'1)  s-1 	s-1 
) > ,_s-1 _s-1 	5-11  por lo tanto (X1  12 • 	 kal  , A2  
1 	 ni 
Por nuestra hipótesis de inducción tenemos que, 
x e G 	y como Max (x1,x21...,xn ) = xs-1 obtenemos una s-1(tk) 
x€ Gs -1 (tic) 
contradicción pues; P:1> x3-1, así, 7c e 5s. 
-  Como x Cgs y, Sic€Gs -1 „ (tk ) entonces x 6Gs -1 ,(tk ) 11
,  gs 
luego, 
s-2 
-).-C (G (t )r) 	)n( n 5.)ns,  o k 's-1 i=1 
Li €1s-1 
s-1 
de donde, 51 E (Go (t1 ) nls ) n( n 5i) 
i=1 
s 
y así, . 	Gs 	. 
Proposición 
. r r+1 Si x y x 	están definidos entonces, 
r r 	r 	r+1 x 	, 1  r+1 	r+1 (x 	x2 ,..., x0( , 	(xl  , 2 ,..., 	,. 
Demostración  
Como xr está definido, entonces 
Max' (x1' x2'" x ) = x n1  
€Gr ( tk ) 
r -1 
Gr (tk ) = (Go (tic) n m n í=1 
donde 
Denotando por Sr (tk ) = Go (tk )n (nli) entonces 
i=1 
11  e Nr 
Max (x xx
n1
) 1' 	2, ..., x
r 
x e sr(ti) 
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r - donde  
Como xr+1 está definida entonces 
Max9* (xl'  x2 ,..., xn ) = x
r+1 
x e Gr+1(tk ) 
1 
donde Gr+1 (tk ) 
r 





= [Go (tk ) n ( n'ai]n 
1=1. 
11 6 N  1 	r 
/r+1 
= Sr (tk)flIr+1 
Luego, 
Xr+1 Max31(X1, X2'  . ' . ' X ) = Max
3E (x1, x2 ... x ) = ni 	n1  
x C G 1(t) 
- donde, x r+1€ gr. 
xe[Sr (tk)ngr+1  ] 
Como lül t > O, se tiene que, xt-1  jí 1t y dado que 
xr+16 gri X 
- 	r 
e gr 
- xr es solución sobre Gr(tk ) entonces, Yo 
, L 
xr+.1. _.., r x esto es, 
L i,,,r+1 	 r+1 ... xr+11 < 1,,r xr ... xr ) ''''l ' '''2 " n ' 	1'1., 2" n1_ ,1 
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luego 
L , r+1 	r+1 	r+1 	 r 1  oci  , x2 ,...,x, ) < ix1r xr ' 1 	2"")14y r ' - 
r 	r+1 con 1( c(r < n 1 Y x-/ ' x--A 	las componentes "Ir u'r 
tores xr y xr+1 . 
c< r en los vec- 
Supongamos ahora que, 
/xr+1 ,r+1 	.wr+1‘  
l -2 	,..., .-w , = (xr ' xr ... x
r ) con xr 
r
>0, 2 -r 	 Ilr 	cl 
xr+1 41. - entonces, 	Y gr lo cual es una contradicción, luego, 
, 	..- L r+ (x1+1'
-I- Yr1,..., x ..i.
dr ) ' 
(xrl xr ... x
r ) 2 	' (Ir 
Proposición 
Sea D el número de Desigualdades de la forma 
9r(xl, x2 ,..., x 	) > 1 entonces, D es finito. 
al:r-1 
Demostración 
.^. Desde la formulación del problema az , 
n1 < co . 
Por otro lado, como el problema se relaja a 
Max31 ( Xi  , x2 ,..., x
n1
) ' en la búsqueda de ésta solución 
x o GE( tk) 
cada desigualdad 	(x 	 2,..., r_i 	con (11 10 x 	x) > 1 	1 < «r-1 < n1 
introducida, deberá convertir enteras sucesivamente las 
coordenadas del vector (x1,  xV."' x )' si esto es así, n1  
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D <n1  por lo tanto, el conjunto de desigualdades D es finito. 
Proposición  
El número de variables 111r no será mayor que D. 
Demostración  
En efecto, como cadallr está asociada univo- 
camente a la desigualdad(111.(xl, x2 ,..., x 	1 ) 1 introdu- 
17̀ r-1 
cida, entonces, el número de variablesilr no será mayor que D. 
Proposición  
El número de restricciones lineales no será 
mayor que D. 
Demostración 
En efecto todas las restricciones lineales 
g .. introducidas, son transformaciones de las desigualdades 
4(xl,..., xe/
r-1
) > 1, por las variables Y) r  luego, su número, k 
no será mayor que D. 
Proposición 
El número de variables no básicas es finito 
n-m2  
y no supera a Cili.n.mni. 
Demostración  
n-m2  
Observemos primeramente que , es el CD+n+m1 
- 46 
máximo de bases distintas posibles que podemos obtener bajo 
las condiciones del problema X . 
Supongamos ahora sin considerar la iteración cero, que 
n-m2 la cantidad de iteraciones supera a CD4.n+m. Entonces, l 
 
+ 
existen r,s e Z , tales que, si O ,(, r < s se tendrá, 
Nr = Ns. 
L 
Luego xr y xs están definidos y además, xs < xr , esto 
s,L,rr 	r es, (xl, xl,..., xn ; < tx1, x21..., xn ) pero como, Nr = Ns  
1 	 1 
s s 	s 	r r r se tendrá (xl, x2 ,..., xn ) = (xl, x2 ,...,xn ), lo cual es 1 1 
una contradicción. 
Así, la cantidad de iteraciones y por ende, el número 
n-m2 de variables no básicas no supera a C 
Teorema (finitud de las iteraciones) 
El Algoritmo B resuel- 
ve el problema de la 	Max* (xl, x21 ..., x_ ) 
"1 n 
sujeto a E a1] x3 <b  1 3=1 
n 
E bi  a
13 
 x = .
3=1 	3 M1 + 1  < 1  < ml 4. in2 
1 < j < n 
1 
D+n+m1' 
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x entero 	1 < j < n1  
en un número finito de iteraciones. 
Demostración 
La demostración se hará para el problema 
Max* (x3' x,,..., x111 ) 
„ xeGE ktki 
x m (xl, x2 ,..., xn). 
Por proposiciones anteriores se tiene que: el número 
de desigualdades de la forma4(xl, x2,..., x 	) >1, el 
número de variables 	y, el número de restricciones lineales 
introducidas son finitas y, no mayores que D. 
Además, como el número de variables no básicas es finito 
n-m2 y no supera a CD+n+m entonces, la cantidad de iteraciones 1 
tampoco superará a C 2 D+n+m • 1 
Luego, el número de iteraciones es finito. 
Proposición 
Sean r y s dos iteraciones diferentes cuales-
quiera entonces, las correspondientes restricciones lineales 
adicionales gr y gs son diferentes. 
n-m 
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Demostración  
Supongamos que gr 
con 1( cxr < nl, además, para cada 
por último que, O< X < 1. 
'r 
Supongamos que xr , xr+1 
r+1 	r x x esto es, 
= gs entonces, cl<r = 0(s 
1‹ 3<o<r_i, 	= x3 Y 
están definidos luego, 
L txr+1 	 ,r+11 .,... , r 	r 	r , Anotamos que si 
r ' 	
k ' 1 ' 2 ''''' -ixx1, x2 ,...,n,„, /. "r 
1 L 
xr = O se tendrá xr+" <r  por proposición anterior. 01'r. 
Como por hipótesis r s supongamos sin perder genera- 
. L 
lidad que r < s entonces, x- ( xr y dado que r + 14‘ s 
L s 	s 	s 1 i 
' 
.. ,xr+1 _r+1 
ni  1 1  , x2 ,...,x
r+1) luego, entonces (x x 
	
, 1, 2, '",x '	 ni - 
s s 	 r+1 r+1 	r+1 (xl, ) 	(x1  , x2 ). 
'r "r+1 
De lo anterior obtenemos, 
1 r+1 ,r+1 
l (xr '  xr 	
r 
2,--- ,n-J 	, 13) - 'xl ' ^2 	 _.... ,...,xr+1)  O por lo 
L ,r+1N ...,,. 1 r 	r 	,r tanto (x1+1, x5÷1,...,../ , ..- .xl, x2,...,ny 	, O) lo cual 
,_, L 
es una contradicción pues, xr" r < x • 
Así, gr 911 gs. 
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Proposición 
Sean A = {(ti,t2,...,11-t)e 	1. 10,1it  / Ut<ni  y, 
tt = 1 } y, 
t 
sign 1-3 + , x
t . E E(1-x3 )  3=1 
+ x3 sign (1- t3 ) j / ( ti  3.2 , • • • , tt ) e A / 
ni  
si F = card(B) entonces, F = 2 -- 1. 
Demostración 
Observemos que, para 1 < t, < ni  fijo, el 
-1 t - 
número de elementos (ki, 1- 2 , ..., t t ) e 10, 11 ° que pertene- 
	
t -1 	 nio 2t-la cen a A es, 2 ° entonces F = 7 
t=1 
n 
Mostremos ahora por inducción que F = 2 1-1. 
En efecto, para n1  = 1 se tendrá, F = 21-1=20=1=21-1. 
Supongamos que la tesis se verifica para t =  
esto es, 	k 
F = E 2t-1  = 2k  - 1. 
t=1 
Sea ahora, t = k + 1 ( nl' entonces 
k+1 	k 
= E 2t-1 + 2 (k+1)-1 
t=1 	t=1 
= (2k - 1) + 2k 
= 2k+1  ~ 1 = F 
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3 
Así, 	F = E 2t-1  = 2 1 - 1. 
t=1 
Teorema 
Si el algoritmo B resuelve Max(xl,x2 ,...,x, ) 
"1 
bajo las restricciones: 
E a x < b 	1 < <mi  
3=1 13  
n 
E al] x j = b 	m1  + 1 <1 ( m1  + m2  1  
3=1 
xi  ) 0 	1 < 3 ( n 
x 1  
x entero 	1 < <ni  
entonces, el número de iteraciones I, incluyendo la Iteración 
n1 cero es tal que, I< 2 . 
Demostración 
Sea I el número total de Iteraciones inclu-
yendo la Iteración cero, entonces I = I - 1 será el número 
total de iteraciones excluyendo la iteración cero. 
Supongamos ahora que, I <1 2n1  entonces, I>2n1  luego, 
, 
1 >2 - 1. 
It(k) = 1 tendremos que: 
k -1 xJ  
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Sea a la restricción lineal adicional introducida en -k 
la k-ésima iteración, con su correspondiente forma lineal 
asoc1ad4 (x x 	x 	). k 1,  2" «k-1 
Tomando e( 	= t = t(k)ara 1 k-1 , p< 3 < c)1k-1- 1  
di = > 	C(1-x3  )siqn x
1
3 + x3 sign(1-x 1)]+ Tk 1" 	3=1 
+ (1 - n4  
s^k-1 
t-1 
= 	[1-X)siqn t +x3 sign(14)] + 3=1 
t-1 
= 	[(1_X) signt +x3 sign(1-.1)i + 3=1 
+(1-xt)siqn kt+ x3  signa 
. E [(1 - x) sign't + x sign (1 - 
3=1 	 3 
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Luego,T1(x1, x2,...,x, cx , ) “P tt 1 x 2 	t)  'k-1 
Como el número total de formas lineales diferentes F es 
n1 	 n1 2 	- 1 y por hipótesis, I >2 	- 1 entonces, I >F. 
Dado que las formas lineales construyen las restriccio-
nes para cada iteración y dado que I I >F, entonces existen 
r, se Z+ tales que 
(pr (xi, x2 ,...,xr_i) =(ps(xi, x2 ,...,xs_i) y para ellas, las 
restricciones serán las mismas, esto es, gr = gs , lo cual 
constituye una contradicción pues, dada dos iteraciones dife-
rentes las respectivas restricciones deben ser diferentes. 
Así, I 
ni  
2n1- 1 esto es 	' , I 	2 '1*-- 1 
ni  
de donde, I + 1 < 2 
n, 
y por ende, I < 2 "I. 
Teorema  
Supongamos que el algoritmo B resuelve el proble-
ma Max (xi, x2,..., xrii ) 
bajo las restricciones 
/51 a x i3 3 3=1 
1 < < 
E a x 
3=1 13 3  
MIL bi  + 1  < < 	In2 



















que, H =1 3 / 3 = 1, 2,..., n1 } y demás H es la unión de 
los conjuntos dlsjuntos Hr con r = 1, 2,..., v + w tales que 
(a) E x, = 1 	r = 1, 2,...,'v 
jeFir 
(b) E x, c. 1 	 r = v + 1, v + 	v + w 
36Hr 
1 donde (c) 	= 3r [1+(s-1).] (c) Hr = 13r1, 3r2,"'' 3rhr 
para s = 1, 2,...,hr y, r = 1, 2,...,v + w y, 
hr = card (Hr ). 
Entonces, para A = (1.1, t2 , , ,tt ) e 	 ) 
1 
para los cuales H = {1, 2,...,n1} satisfacen las condiciones 
anteriores; xt no entero y 
= (/13.2"..41t-1)} Y, (xi, 
tendrá: y y+w 
(h+1)] - I. hr r=i 	
11  
TT, r=v+J. 
L = card (A ' ) se 
L 
- 54 - 
Demostración 
Observemos que L podemos expresarlo por: 
L = (h1-1)+h1(h2-1)+h1h2 (h3-1)+...+h1h2 ...hv-1(hv-1) + 
+ [-Fr hr] [hv+1+(hv+1+1)hv+2+...+(hv+1+1)(hv+2+1)... 
...(hv+w-1+1)  h v+w 
Si denotamos por 
hr 	para 1 ( r < v 
hr+1 para v+1<r<v+w 
entonces, 
  
e 	e 	e L =  
[ v 4. T-f h' hv+1 v+1 +h' 	hv+2 +(hv+1' +1)(hv+2'  +1)hv+3 + , i 1=1  
e 	 e +...+(hv+1+1)(hv+2+1)...(hv+w-1+1)hv+wI 
I 	1 	 1 	 1 L = 	(54-1)443;i11 -‹+híghl 	v h ,...h.-h /i./..h1+ v 
[1-T h ][11 	+11' h 	+h ' 11'1 h 	+...+hi h'  +2.  , 	v+1 v+1 v+2 v+1 v+2 v+3 	v+1 v 1=1. 
e ...hv+w-1hv+w 
r=1 
— 55 — 
L = T-T 1,1 _14T-T hh +h s h 	+hl hs h 1 	, 	v+1 v+1 v+2 v+1 v+2 v+3 1=1 	1=1 
1 - +...+h 	. .11 v+1 v+w-2hv+w-1+1117+1 hv+2 "'hv+w—lhv+w 
v+1 	v+w-2 






7 h h v+w 
v+1 	v+w-2 	v+w-1 
L = 	hh 4.1-T v+2 	 v+w-1 	v+w 1=1 	 1=1 	1=1 1=1 
v+1 	v+w —2 	v+w —1 
L = T—Th s hv+Ii —1+1—Thih +2  +...+1-T h1h — +1-T hs h 11 	v+w1 1=1 , 1 	 1 v+w 1=1  , 1 v = 
v+1 	v+I 	v+w —2 	v+w —I 
e 
L = 1-Th +1-Th h +...+1—T h e h , 1 v+2 	 +/—T hg h 	—1 1 v+w —1  1 v+w 1 , 1 
	
=1 1=1 	1=1 	1=1 
v+w —2 	 v+w —1 
L = TT hi(i+hv+w -1) + 1-T hlhv+w 1.1 1=1 
v+w —1 	v+w —1 
e 	 e L= T-T h, + 1-r h. h 	—1 
1=1 J' i=1 1 v+w 
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L = 
v+w-1 
T-T hl (1 + h 	) - 1 1 	v 1=1 	+w  
v+w 
L = r-r hl - 1. 
1=.1. 
Con la notación original se tendrá: 
v+w 
L = T-T h ' - 1 
1=1 , 1 
	
v 	v+w 
L =[1- - h'i [ 17 11 ' I - 1 , 	1 	1 1=i 1=1 
[ v 	v+w 
L = T-T hi 	T-T (h + 1) - 1 1=1 1.1 1  
Proposición 
Supongamos que el algoritmo B resuelve el 
problema Maxm (x x 	.. x ) 1, 2" ' n1  
bajo las restricciones: 
n 
E a x 41 b1 
3=1 13 3  
n 
= b 
j=1 13 3 	1 
1 < i < mi  
mi  4. 1  <i (m1 + m2 
xJ  > O 
xi  < 1 
x entero 3 
Entonces si Gk-1(t) p4 0, xk-1 	GE(t) y xk-1 
°(k-1 
es la 
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que, H = {j / j = 1, 2,...,ni  I y además H es la unión de los 
conjuntos disjuntos Hr con r = 1, 2,..., v+w tales que: 
a) Ei x . 1 	r = 1, 2,..., v 
jeFir 3  
b) 5:1  x 	1 	r = v+1, v+2,...,v+w 
jeHr 
c) Hr = 13r1' 3r2'— ' 3rhr 
/ donde 
3rs = 3r[14111] 
para s = 1, 2,...,hr y, r = 1, 2,...,v + w y, 
hr = card (H). 
primera componente no entera de xk-1 con 1<c(k-1 n1 
entonces, la restricción adicional es de la forma: 
t-1 
(x x 	) 	E 
c 9 	
(2-2x 	) +  
	
k +p(r) <k-1. 	r=1 	r. j=kr+1 
)) l 
Demostración 
Por la construcción de los conjuntos de 
índices Hro l<r<v+w es inmediato que si r<t entonces, 
para todo 1 < k < hr y, para todo 1 < s < ht se tendrá, 
- 58 - 
irk < its' 
Para cada 1 < r < w tenemos que, 
Hr = 
donde, 




kr + hr } 





Relacionemos ahora los subconjuntos dis juntos de índices 
Hr 1 	r <y + w con la construcción de las restricciones 
lineales. 
Sea la iteración k-1 y Cl(k...1  el índice de la primera com- 
ponente no entera de (x x " 	). Entonces, si 1, 2 °Ik-1 
o(k_, < k2 donde, k2 = hl y r . 2 se tendrá que en, 
0( -1 
k-1 
qp  k (x 	 ) = 	sign x
k-1 + 
k-1 	j=1 
+ xi  signa-x 15-11i+ (1-x 	) >1 3 	 w`k-1 
aparecerán solamente las variablesx . e Hl' puesto que, 3 
hl. 	Si ahora, kr + 1 < c<k_i  ‹; kt + ht donde 
2 < r t i( y + w, supongamos sin perder generalidad que para 
- 59 - 




x, „,..., k +h ^r' ^ r r 
son todos nulos, 
salvo uno, que es igual a 1; esto es Ci¿k-1 € H. 
Entonces, si p(r) es e1 índice en Hr para el cual 
xk-1 = 1, tendremos que; kr+p(r)  
k-1 x kr+q 
si q = p(r) 
si q p(r) 
para 1Ihr y lIrlt-1 
Como E x., = 1 para cada 1 <r (t - 1 . y y, de la 
jefir ' 
k-1 
definición de x,_ 	se tiene que, para cada 1< r < t - 1 ..,, 	..„. K +q 
k +h r r 
E [ (1-x )sign x 14-x 3 	3 	3 j=kr+1 sign(1-x -1)] 




X3  + 
+ (1 - xicr+p(r) ) 
k +h r r 
= E 	x3 "I" xkr+p(r) - xkr+p(r) 3=k +1 1 
jAcr+p(r) 
+ (1 - xkr+p(r) )  
kr+hr 
' E x ,=k1  +1 J - xkr+p(r) 
-1- (1 - 	r 
xk + p(r)) 
r 
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k +h r r 
= I, 	x. + 1 - 2 x J 	k +p(r) j=kr+1 r - 
= 1 + 1 - 2 xkr+p(r) 
= 2- 2xk+p(r) ií 
Por otro lado, para Ht = r, ( t 	1,...,kt + ht 1. se tiene 
que si kt + 1 < kt + p cl¿k _1-1 entonces 1< p41(0(k_1-1)-kt 
Y xk 410 = O 	luego; 
k-1 := :E: 	[- (1-x .) sign x. 	+ ' 2' 3 j=1 
+ xj sign (1-x)1 + ( l _x< ) 3 	 'k -1 
observemos que en la sumatoria anterior se consideran todos 
los índices en los Hr para 1 (r<t- 1 yademás, los 
índices en Ht anteriores al índice «k-1 luego, 
[(1-x.) sign xk-1  +x. sign (1-xk-1)] = 
j=1 	 3 
t-1 kr+hr 
= 	E 	[(1-x.) sign xk- 1+x. sign (1-xk-1)] + 
r=1 5-kr+1 
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c<k-1-1  t-1 
L1-1 
(2-2xkr+p(r)
)+ 	)7-71 	x3  + j=kr+1 
(1—)c0< 	 )1 
k-1 
Observación 
Si e<  k-1 Ht entonces la restricción lineal 
adicional gk se expresará en función de; una coordenada, de 
cada uno de los conjuntos Hr , 1 < r < t - 1; las variables 
xt+q con 1 <<_1- kt y las variables xcx para 
1 < 3 k - 1. 
Proposición 
Supongamos que el algoritmo B resuelve el 
problema Max*-(xi, x21 ...,xn ) 
1 
bajo las restricciones 
E a x. < 




 x = 1 	 + 1 < < + m2  j=1  
x3  entero 
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que, H = ij / j = 1, 2,...,ni 	y además H es la unión de los 
conjuntos disjuntos Hr con r = 1, 2,...,v + w tales que: 
a) E x, = 1 	r = 1, 2,...,v 
jeHr 
b) E x, 	1 	r = v+1, v+2,...,v+w 
jeHr 
c) Hr = 13r1,  31-2*--'3rh 1 donde ri 
3rs [1 + (s-1)] para s = 1, 	hr y = 3r  
r = 1, 2,...,v + w y, hr = card(Hr ). 
Entonces el numero total de iteraciones I, incluyendo 
la iteración cero es tal que: 
< r v	h ] [v+w (h + 
r 	r r=v+J. 
Demostración 
Recordemos que a la iteración k se encuen- 
tra asociada la restricción lineal adicional gk y a ésta, la 
forma lineal (Pk(xl,...,x,/ 	), donde por la proposición 
anterior: 
- 64 - 
-1 t -1 	 k-1 
) 5 	 ). 9k ( 	 E Cx r=1 2-2xkr+P(r"-4 	x.+(1-x j=kr+1 3 	°(k-1 
Además, como cada 
r2.... ((xl,x2 ,...,xt) con 




L = card (A ') = [-r-rh][ -F h + 	- 1 r 	r r=1 	r=v+1 
entonces, el número total de iteraciones I incluyendo la 
iteración nula es tal que 
v 	[ v +w 
I< rrthr 	VÍ r=1 	r=v4.1 
  
hr + • 
  
CONCLUS IONES 
- 66 - 
Para los problemas de la programación lineal entera, 
presentado en este trabajo con variables booleanas 
x1, x2'... ' xn y cuyas variables no enteras son 1 
xn1+li 
xn1+2
1."'xn las cuales pueden no existir, la canti-
dad de escogencia total se puede estimar con 2 . 
Para los problemas entero mixto la escogencia consistirá 
ni  
en la resolución de 2 ' problemas de la programación lineal 
entera con variables x 	x n +1' n +2' ...,xn, ésta pudo ser dis- 1 1 
minuída hasta, 
[ 
TV hT y Vi -W - , hr + 1] si el conjunto de índices r=1. , r L r=v+1  
H = {- j / 1 < 3 < n11 puede ser partido en subconjuntos dis- 
juntos Hr' r = 1, 2,..., v+w que posean las propiedades: 
1) E x, =1 
jeH J r 
r = 1, 2,...,v 
2) E x, (1 
jela ' r 
r = v + 1, v + 2,...,v + w 
Cada uno de los problemas Et' 
Max* (x1, x .. x ) 2' '' n 
1 
x e GE(t) 
x a (xl, x21...,xn) 
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en calidad de presentar el número de estimaciones, se podrá 
tomar la misma cantidad de iteraciones que para el problema 
Determinado un orden, nosotros estimamos el número k de 
problemas canónicos, solución que dió la posibilidad de obte-
ner una solución 1_, -optimal del problema, luego demostra-
mos la finitez del algoritmo sugerido para los problemas del 
tipo 	Max11 (xl, x2 ,...,xn ) 
1 
	
, 	, xEGE  t t/ 
X E (X 	X 	xn) 1, 2,"'' 
es decir, problemas con funciones objetivo de tipo especial. 
Tomando las estimaciones para el número total de las 
iteraciones de los problemas Et' podremos tomar en calidad 
de estimación de continuidad de la resolución para el proble-
mak , la estimación de [2 + log2 (1917-71/1)] p, donde p es la 
estimación para los problemas 
Maxs (xl' x2'.."xn ) 1 
, 	, x e GE lt) 
x z (xl, x2,...,xn) 
n1 que corresponde a 2 6 al número 
[
ñ h ] [ V-7 h r 4. 1 ] . r r=1 	r=v+1 
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Tenemos fundamento para sugerir que en una serie de 
casos la cantidad de iteraciones será significativamente 
menor que la estimación superior dada por la proposición que 
n 1 
nos asegura 2 combinaciones de ceros y unos. Esto depende 
bastante de las propiedades específicas de cada problema. 
Finalmente se puede reedefinir y demostrar una proposi-
ción de forma tal que nos permita separar una clase de pro-
blemas tk , para el cual el numero de iteraciones no supera 
a 2k , esto es, para 1 < k < nl  - 1, k suficientemente pequeño 
resultará sustancialmente menor que las estimaciones de todas 
las posibles combinaciones de ceros y unos. 
El análisis del algoritmo presentado se ha realizado 
desde el punto de vista teórico; la estimación computacional 
nos permitirá probar la efectividad práctica del mismo. 
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