The discrete Lotka power function describes the number of sources (e.g. authors) with items (e.g. publications). As in econometrics, informetrics theory requires functions of a continuous variable j, replacing the discrete variable n. Now j represents item densities instead of number of items. The continuous Lotka power function describes the density of sources with item density j. The discrete Lotka function is the one that one obtains from data, obtained empirically; the continuous Lotka function is the one needed when one wants to apply Lotkaian informetrics, i.e. to determine properties that can be derived from the (continuous) model. n 1, 2, 3,... = It is, hence, important to know the relations between the two models. We show that the exponents of the discrete Lotka function (if not too high, i.e. within limits encountered in 1 Permanent address: Limburgs Universitair Centrum, Universitaire Campus, B-3590 Diepenbeek, Belgium. Acknowledgement: The author is indebted to Prof. Dr. R. Rousseau for interesting discussions on the topic of this paper.
practise) and of the continuous Lotka function are approximately the same. This is important to know in applying theoretical results (from the continuous model), derived from pratical data.
I. Introduction
Lotka's law in its historical formulation in Lotka (1926) is formulated as follows: in a fixed group of authors (or in a bibliography), the number ( ) f n of authors with ( ) n n 1, 2,3... = publications is given by the power law:
where K and a are positive constants. The most classical value for the exponent is but even Lotka himself pointed out in Lotka (1926) that other values of a might occur, but usually , making (1) a (fastly) decreasing function.
a 2 = a 1 > Lotka's law is found to be valid in many applications in or even outside the informetrics field (see e.g. Wilson (1999) , and many references in both works). In general we can talk about sources (generalizing authors above) having (or producing) items (generalizing publications above) and in this framework, ( ) f n in (1) denotes the number of sources with items. n ∈ As in other "-metrics" theories (such as econometrics), instead of (1), one uses functions of a continuous variable j, replacing the discrete variable n above. This is done for mathematical reasons: models and their properties can better be understood when one can use the formalism of calculus (i.e. mathematical analysis). This is so because it is easier to evaluate derivatives and integrals than discrete differences or sums.
Hence, in the theory of Lotkaian informetrics (see e.g. Egghe (2004a) ) one uses the continuous variant of (1), denoted by ϕ .
The continuous Lotka function ϕ is also given by a power function but of a continuous
where again C and are positive constants. In words:
is the density of sources with item density . j 1 ≥ As said above: knowing the continuous Lotka function (2) is important since (2) is the basis for many derived results, that are not possible to prove with (1), using discrete sums. More fundamentally, without a continuous model one has no relations with other informetric (even econometric or linguistical) distributions such as the ones of Pareto and Zipf.
The problem with the continuous model (2) above is that its parameters C and (the most important one) cannot be determined directly from a concrete set of data (e.g. a bibliography).
Such a set of data (obviously being discrete) gives information about the discrete function f in (1). 
and, if :
Formulae (3) and (4) 
In the same way, for the discrete Lotka function f, we have ( )
Hence ( )
Also since ( )
we have
for , where a 2 > ( ) a n 1 1 a n ζ (5) and (6) and a and K via (8) and (10). The latter determination goes as follows: since we know A and T, we which can be found in Rousseau (1990) and Egghe (2004a) .
Note that
In fact even more is true:
showing that f and are different functions. ϕ
The first inequality is obvious since ( ) f 1 is the number of sources with one item and since T is the total number of sources. The second inequality trivially follows from (3). That ( )
is not counter-intuitive since every j (hence also ) denotes an item density (compare with a Gaussian density which has a total area of 1 but which can have a peak (at 0) as high as we wish).
The above yields f and ϕ , given A and T, so theoretically the relation between f and is established. However, e.g. due to the occurrence of the cumbersome function ϕ ζ in (8) and (10), we will continue our search for more practical relations between the functions f and ϕ . This is obtained by discretization of the function ϕ , which is defined now.
Definition II.1 : Let ϕ be as in (2). The discretized version of ϕ , denoted ( ) I ϕ , is defined on as follows: for every n 1, 2,3,.
It is clear that, in exact mathematical terms, ( ) I ϕ is not a power function, hence ( ) I ϕ is never equal to f. But both functions represent discrete size-frequency functions of the same informetric system. So f and ( ) I ϕ should have the same "shape". Note that
So ( We see that and a are indeed comparable and closer to each other the closer they are to 2, the most common value. We also note from (4), (5) and (10) Indeed, data show a Groos droop (see Groos (1967) ) if and only if 2 α < (see Egghe (1985 Egghe ( , 2004a or Egghe and Rousseau (1990) ). The cumulative first-citation distribution is S-shaped if and only if and is concave if and only if 2 α > 2 α ≤ (see Egghe (2000) ). In all these results, the value is a turning point. 2 α = So, from the above, the practical calculation of the exponent a (based on the data) yields an estimate of which determines α ( )
Note also that (3) and (13) imply that ( )( )
, a property that is shared with the discrete function f (and not with the continuous function ϕ itself). In fact it is easy to see that ( )( ) I n ϕ < T for every . Inequality (16) can even be improved by the following proposition.
n ∈ Proposition II.2 : If , then a 2 α = > ( )( ) ( ) ( )
Proof : We only have to show that (using (11)) ( )( )
Using (16) and (8) 
But the left-hand side of (18) equals
which is strictly inferior to 1 since all numbers between brackets are positive. ~
It is easy to see that, if a α = is large enough, we have that ( )( ) ( )
relation is satisfied if (use (3), (8) and (13))
which is always true for and n 2,3,...
Of course, by definition of ( ) I ϕ , we always have that ( )( ) ( )
We also have the following proposition, showing the closeness of f and ( )
for every . n ∈ Proof : If , then, using (3), (8) and (13) 
since in the above limit we can assume that 2 α > . If n then (20) equals
while, if , the same value 0 is trivially obtained. ~ n 1 ≠ Egghe and Rousseau (1990) . Note that the values 
as e.g. can be found in Gradshteyn and Ryzhik (1965) or in Abramowitz and Stegun (1972) . Table 2 . Comparison of ( )( ) for all . This is seen as follows. Formulae (3) and (8) imply 
for all . n ∈
III. Conclusions
In this paper we discussed the discrete Lotka function f (formula (1)), obtained from practical data, and the continuous Lotka function ϕ (formula (2)), needed for applying results from Lotkaian informetrics theory (see Egghe (2004a) ).
We showed that the discrete Lotka function f and the theoretical Lotka function ϕ , although they are different power laws, can be calculated from each other in an exact (but numerical) way. We provide the numeric "key" to calculate one from the other. 
