I. INTRODUCTION ASSUME that an n-dimensional vector in a Euclidean space is a pattern. Let for pattern recognition can be stated as follows: find r functions, g1,. ..,g, , such that a pattern x is in class i if gi(x) is the optimal value among gi (x),... ,gg, (x) . Each of these g9,.
-.--,g is called a discriminant function [6] .
There are many types of discriminant functions. In this paper, we shall consider classifiers based on nearest neighbor discriminant functions described below.
For i = 1,---,r, let pi1,. ..,piki be vectors in an n-dimensional Euclidean space En. If a discriminant function gi is of the form gi(x) = min {d(x,pil), *-,d(x,piki) I
where d(x,pi') is a distance between x and pi3, gi is called a nearest neighbor discriminant function. Note that pi',--.-,piki are often called prototypes (reference points)
for class i. A classifier based on a set of nearest neighbor discriminant functions is called a nearest neighbor classifier [2] , [5] . A nearest neighbor classifier assigns an unknown pattern to the class of the closest prototype. That is, a pattern x is assigned to class i if gi(x) is the smallest value among g1(x),--.g. (x). Although in a nearest neighbor classifier any distance measurement can be used, we shall restrict ourselves to the Euclidean distance.
In the sequel, for a pattern x, we shall use class (x) to denote the class that x belongs to. Given a set T of sample patterns whose classes are known, our task is to design a nearest neighbor classifier which can classify most of the patterns in T correctly. T is usually called a training set. To accomplish this task, we need to determine not only the number ki of prototypes but also prototypes pti,,,pi for each i = 1,..,r. Obviously, the simplest way to obtain a nearest neighbor classifier is to use all points in the training set T as prototypes, and to assign an unknown pattern to the class of the closest point in T. A nearest neighbor classifier designed in this fashion achieves the highest recognition rate possible for the training set. However, this nearest neighbor classifier has one major drawback. That is, to classify an unknown pattern x, it requires the computation of distances between x and all points in the training set. In practice, since a training set T must contain all possible variations of patterns, T is usually very large. For example, in character recognition, it is not surprising that a training set contains thousands of sample patterns. Therefore, while maintaining the highest possible recognition rate, we would like to use a small number of prototypes. In this paper, we shall present a method to solve this problem.
II. AN ALGORITHM FOR DESIGNING A NEAREST NEIGHBOR CLASSIFIER Suppose a training set T is given as T = {t',. ,tm}. The idea of our algorithm is as follows: we start with every point in T as a prototype. We then successively merge any two closest prototypes pl and p2 of the same class (i.e., replace pl and p2 by a new prototype p) if the merging will not downgrade the classification of patterns in T. The new prototype p may be simply the average vector of pl and p2, or the average vector of weighted pl and p2. The -class of the new prototype is the same as the one of pl and p2. We continue the merging process until the number of incorrect classifications of patterns in T starts to increase. We give a simple example to illustrate the above idea. Suppose we are given a training set of samples shown in Fig. 1 (a) . We start with prototypes shown in Fig. 1 (b) which is the same as Fig. 1 (a) . Note that a nearest neighbor classifier using the prototypes of Fig. 1 (b) can correctly classify all patterns in Fig. 1 (a) . Now, since prototypes A and B are the closest and are of the same class, we try to merge them. If A and B are replaced by a new prototype H, all patterns in Fig. 1 (a) are still correctly classified. Therefore, replacing A and B by H, we obtain a new set of prototypes shown in Fig. l(c) . Similarly, replacing H and C by I, we obtain Fig. 1 (d) . Merging F and G to J, we obtain Fig. 1 (e) . Finally, replacing D and E by K, we obtain Fig. 1(f) . Using prototypes shown in Fig. 1(f) , every pattern in Fig. 1 (a) will still be correctly classified. However, if we continue to merge I and J, some patterns in Fig. 1 (a) will be incorrectly classified. Therefore, we stop the merging process and the points shown in Fig. 1 (f) will be used as the prototypes in a nearest neighbor classifier.
We now give an efficient algorithm to carry out the merging process. This algorithm is similar to the minimal spanning tree algorithm of Prim [7] . The minimal spanning tree algorithm is also used in the related problem of cluster analysis [9] . Our algorithm is specially tailored for pattern recognition, and has to deal with the generation of new prototypes and the associated problems. Roughly, our algorithm can be stated as follows: Given a training set T, let initial prototypes be just the points of T. At any stage the prototypes belong to one of two sets-set A or set B. Initially, A is empty and B is equal to T. We start with an arbitrary point in B and initially assign it to A. Find a point p in A and a point q in B such that the distance between p and q is the shortest among all distances between points of A and points of B. Try to merge p and q. That is, if p and q are of the same class, compute a vector p* in terms of p and q. If replacing p and q by p* does not decrease the recognition rate for T, merging is successful. In this case, delete p and q from A and B, respectively, and put p* into A, and the procedure is repeated again. In the case that p and q can not be merged, i.e., if either p and q are not of the same class or merging is unsuccessful, move q from B to A, and the procedure is repeated. When B becomes empty, recycle the whole procedure by letting B be the final A obtained from the previous cycle, and,by resetting A to the emptylset. This recycling is stopped when no new merged prototypes are obtained. The final prototypes in A are then used in a nearest neighbor classifier.
The above procedure W* is just an outline. Some important parts of W* will be discussed in detail as follows:
1) In procedure W*, we have to compute p* in terms of p and q. There are several ways to compute p*. In this paper, we define p* to be the average of weighted p and q.
That is, we first let every initial prototype be associated with 1. If p and q are associated with integers M and N, respectively, p* is defined as p* = (Mp + Nq) /(M + N), and is associated with the integer (M + N). Note that p* is the average of all initial prototypes contributed to p and q.
2) In procedure W*, we need to find a point p in set A and a point q in set B such that the distance between p and q is the shortest among all distances between points 1180 of A and points of B. An efficient way to find such a pair of points p and q is to use an algorithm similar to the minimal spanning tree algorithm given by Prim [7] and implemented by the program of Ross [8] . The idea is to store the distances between all points of B and their respective nearest points in A. Every time a new point is put into A, or A is changed, these distances are updated. Thus, from these distances, it is very fast to find two nearest points p and q such that p is in A and q is in B.
3) Once a pair of nearest points p and q is found, where p C A and q C B, we need to test whether or not we can merge p and q. In this paper, we give an efficient method to perform this. The idea of our method is to associate with every point ti in the training set T= {tl, ...t two distances wi and bi, where -wi distance between ti and the nearest prototype of the same class as the class of ti;
bi distance between ti and the nearest prototype of the different class from the class of ti.
The initial values of wi, -wm and bi, . -,bm can be obtained by the method described in the next paragraph. We first discuss how these values can be updated. Suppose p and q belong to class k, i.e., class (p) = class (q) = k. a) At the beginning of algorithm W*, the prototypes are just points in the training set T. Therefore, since the nearest prototype to ti of T is ti itself, wi = 0 for b) Initially, t1,... ,tm are both samples and prototypes.
In this case, bi--,bm can be efficiently calculated by an algorithm which is a modified version of the minimal spanning tree algorithm. That is, at any stage, tI,... ,tm belong to one of two sets-set A* and set B*. Initially, A* is empty and B* is T. Also, initially set bi = oo for i = 1,*** ,m. Then the following steps are taken.
Step 1: Start with an arbitrary point ti in B* and assign it to A*.
Step 2: For all points tP in B* such that class (tP) $ class (ti), update bk to be the distance d (tk,ti) between tk and tU if this distance is smaller than the present bk. Otherwise, bk is-unchanged.
Step 3: Among all points in B*, find a point V which has the smallest b8 associated with it.
Step 4: If tU is not the nearest point to ts such that the classes of ti and ts are different, go to Step 6. Otherwise, continue.
Step 5: Check whether or not d(ti,t8) is less than bj. If no, go to Step 6. If yes, let bj = d(tJ,tP) and continue.
Step 6: Let j = s, move ts from B* to A*, and go to
Step 2 until B* is empty. When B* is empty, the final bi, * * *,bm are the desired ones.
Example: Consider the sample points shown in Fig.  2(a) , where points t1 and t2 are in class 1, t3 and-class 2, and t5 and t6 class 3. Let these points also be prototypes. A:t the beginning, A* is empty and B* = {t1, ,. Suppose, in Step 1 of the above algorithm, we start with tl and initially assign it to A*. After going through Steps 1 to 2, we should obtain b1,--,b6 shown in Fig. 2(b) , where bi is indicated by a distance shown by an arc leaving from ti and entering some nearest point (of the different class) so far found by the algorithm. If no arc is leaving ti, that means bi = oo, i = 1, ,6. Note that points assigned to A* are indicated by check marks. In Fig. 2(b) , since b3 is the smallest, t3 is assigned to A*, and Steps 2-6 are repeated. Thus we obtain b1, ,b6 shown in Fig. 2(c) . Now, b2 is the smallest. Therefore, t2 is assigned to A* and Steps 2-6 are repeated again. This is repeated again and again until B* is empty. 2(b)-(g) shows the sequence of bi, ,bs being updated. We see that the final bi,.-,b6 shown in Fig. 2(g) are the correct distances between t', -,t6 and their respective nearest points of different classes.
The detailed flowchart of the algorithm W* is shown in Fig. 3 .
III. EXPERIMENTS
The algorithm W* given in the above section was implemented by a Fortran program. We give the following examples to show how well the program worked.
Example 1: Consider a training set T of 2-dimensional sanples shown in Fig. 4(a) . There are three classes. Each class has two clusters. There are all together 66 samples. We initially use all of these 66 samples as prototypes. However, after the program was applied to these proto- types, the number of prototypes was reduced to only 6.
The 6 prototypes are shown in Fig. 4 (b Consider the data set shown in Fig. 5(a) . This set is similar to the one considered in [5] . We considered only 476 points because we were unable to generate 482 points as used by Hart . We ran our program on this set and reduced the number of prototypes to 17. The final prototypes and the decision boundaries are shownin Fig. 5(b) . Our results are comparable with Hart's. In fact, in algorithm Wt shown in Fig. 3 , if we arbitrar)y Croft in his study [3] . Because We note that if a classifier which decides membership of a pattern by a majority vote of the k nearest prototypes, we call it a k-nearest neighbor classifier [6] . A nearest neighbor classifier is just a 1-nearest neighbor one. It is easy to see that the algorithm given in this paper can be slightly modified to find prototypes for a k-nearest neighbor classifier.
Another point.we would like to mention here is that a 
