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Rigidity and non-rigidity for uniform perturbed lattice
Yuta Arai∗
Abstract
A point process on the topological space S is at most countable subset without a
random accumulation point in S. In studies of the point processes, there is a problem
of seeing the properties of rigidity and tolerance, and this problem is studied actively in
recent years. When let Z(X) := (z+Xz)z∈Zd be the perturbed lattice that is the lattice Z
d
perturbed by independent and identically random variables (Xz)z∈Zd taking values in R
d,
regarding the Gaussian perturbed lattice, Peres and Sly showed that there exist the phase
transitions with respect to the rigidity and the tolerance when d ≥ 3 in recent paper. In
this paper, when random variables (Xz)z∈Zd follow uniform distribution, we show the
mutually absolute continuity of the measure without one point and the original measure
on a restricted set of spaces of the point process in d ≥ 4. Also, as a consequence of the
above, we show that when random variables (Xz)z∈Zd follow the uniform distribution,
phase transitions related to the tolerance can be seen in d ≥ 4.
1 Introduction
Let Z(X) := (z + Xz)z∈Zd denote the lattice Z
d perturbed by independent and identically
random variables (Xz)z∈Zd taking values in R
d. A corresponding point process is denoted by
Π(Z(X)). The point process will always be assumed to be simple and locally finite. In studies
of the point processes, there is a problem of seeing the properties of rigidity and tolerance,
and this problem is studied actively in recent years. Rigidity is a property that it is possible
to determine the number of points inside the ball by looking at the points outside the ball by
using a measurable function, tolerance is a property that the point process excluding a finite
number of points and the original point process can not be distinguished by looking at each
distribution. Poisson point process, which is a model of non-correlated point configuration
has the tolerance and does not have the rigidity. As shown by Ghosh and Peres in 2017
[14], Ginibre point process which is one of the research subjects in random matrix theory has
rigidity. In addition, Osada and Shirai show the dichotomy between absolute continuity and
singularity of the Ginibre point process and its reduced Palm measures in 2016 [3]. Also, in
the general case, Ghosh has shown the equivalence of the rigidity and the dichotomy in 2016
[15]. Regarding the point process given by the perturbed lattice, Holroyd and Soo showed
that phase transitions related to tolerance doesn’t occur i.e. the point process is neither
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insertion tolerant nor deletion tolerant when d = 1, 2 in 2013 [1]. In addition, regarding the
Gaussian perturbed lattice, Peres and Sly showed that there exist the phase transitions with
respect to the rigidity and the tolerance when d ≥ 3 in recent paper [16]. However, it was not
known whether the phase transitions related to tolerance can be seen when random variables
(Xz)z∈Zd follow the distribution with compact support. In this paper, by using a generalized
oriented bond percolation, when random variables (Xz)z∈Zd follow uniform distribution, we
show the mutually absolute continuity of the measure without one point and the original
measure on a restricted set of spaces of the point process in d ≥ 4. (See Sections 2.) From
the above, when the random variables (Xz)z∈Zd follow uniform distribution, we show the
phase transition regarding tolerance in d ≥ 4, i.e. when let Π(Z(X)) and Π(Z0(Y)) be a
point process, we show that there exists a critical parameter Lc(d) such that Π(Z(X)) and
Π(Z0(Y)) are not mutually singular and not absolutely continuous if L > Lc(d), and Π(Z(X))
and Π(Z0(Y)) are mutually singular if 0 < L < Lc(d). (See Section 3.)
2 Preliminaries
2.1 Notation
Let d be the dimension. We write I := N ∪ {0} or {1, 2, ..., t}(t ∈ N) and d∗ := d − 1.
Let Z≥0 := {z ∈ Z : z ≥ 0}. For x = (x1, ..., xd) ∈ R
d, |x| stands for the ℓ1-norm: |x| =
d∑
i=1
|xi|. Let (Ω,F ,P) be a probability space. For i.i.d. random variables Xz, let X :=
(Xz)z∈Zd be a sequence of random variables. Let Z(X) := (z + Xz)z∈Zd denote the lattice
Z
d perturbed by independent and identically random variables (Xz)z∈Zd taking values in R
d.
Let ((Rd)Z
d
,B((Rd)Z
d
), ν̂) be space of perturbed lattice, where ν̂(·) = P(Z(X) ∈ ·).
2.2 Point process
We define the point process as follows. In this paper, a configuration space is defined by
M(Rd) = {ξ =
∑
j∈Λ
δxj : xj ∈ R
d,Λ is a countable set, ξ(K) <∞ : ∀K ⊂ Rd is compact}
= {ξ : nonnegative integer valued Radon measure}
where δa is the delta measure,
δa(A) = 1A(a) =

1, a ∈ A0, a /∈ A.
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Also, M0(R
d) is defined by
M0(R
d) = {ξ ∈ M(Rd) : ξ({x}) ≤ 1, x ∈ Rd}
= {{xj}j∈Λ ⊂ R
d : ♯({xj}j∈Λ ∩K) <∞,∀K ⊂ R
d : compact}
= {{xj}j∈Λ ⊂ R
d : {xj}j∈Λ ⊂ R
d does not have accumulation point}.
In the second equality, we used the fact that one can identify a Radon measure with a
countable set when there are no multiple points.
Let Cc(R
d) be the set of all continuous function with compact support on Rd. Now, we put
the following topology on M(Rd).
Definition 2.1 (vague topology). For f ∈ Cc(R
d) and ξ ∈ M(Rd), we define
〈ξ, f〉 =
∫
Rd
f(x)ξ(dx) =
∑
i∈Λ
f(xi).
For ξ, ξn ∈ M(R
d)(n = 1, 2, ...), if 〈ξn, f〉 → 〈ξ, f〉(∀f ∈ Cc(R
d)) then we said that ξn
vaguely converges to ξ. The topology determined by this convergence is called vague topology.
Remark 2.2. Under vague topology, M(Rd) is Polish space.
We omit this proof, see references [8],[9].
Let B(M(Rd)) be σ-algebra ofM(Rd) generated by family of mapping{ξ 7→ ξ(K) : K is compact}.
M(Rd)-valued random variables ξ = ξ(ω) defined on probability space (Ω,F ,P) is called Point
process on Rd.
However, in this paper, probability measure µ on measurable space (M(Rd),B(M(Rd))) is
called Point process.
2.3 Perturbed lattice
In this subsection, we define the tolerance after defining perturbed lattice. We define the set
of path as follows.
Γt,z := {γt = (z0, z1, ..., zt) : t ∈ N, zj ∈ Z
d(j = 1, ..., t − 1),
zj(0 ≤ j ≤ t) are distinct, z0 = 0, zt = z}.
Γt :=
∑
z∈Zd
Γt,z. (2.1)
We define the perturbed lattice.
Definition 2.3 (Perturbed lattice). We prepare a sequence of i.i.d. random variables X :=
(Xz)z∈Zd , X
′
:= (X
′
z)z∈Zd , Y := (Yz)z∈Zd\{0}.
Then we put
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Z(X) := (z +Xz)z∈Zd , Z0(Y) := (z + Yz)z∈Zd\{0}
which are called the perturbed lattice.
Also, perturbed lattice which is shifted by γ = (z0, z1, ...) is defined as follows.
Zγ(X
′
) := (X
′
z + γ(z))z∈Zd
where for {γ} := {zi}i∈I (I = N ∪ {0}) and w ∈ Z
d, the mapping γ : Zd → Zd is defined by
γ(w) =

zi+1, w = zi ∈ {γ}w, w /∈ {γ}
and for {γ} := {zi}i∈I (I = {1, 2, . . . , t}) and w ∈ Z
d, the mapping γ : Zd → Zd is defined by
γ(w) =


zt, w = zt ∈ {γ}
zi+1, w = zi ∈ {γ}, 1 ≤ i ≤ t− 1
w, w /∈ {γ}.
Then a corresponding point processes are denoted by Π(Z(X)) and Π(Z0(Y)), Π(Zγ(X
′
))
respectively where mapping Π : (Rd)Z
d
−→M(Rd) is a projection from a space that distin-
guishes particles to a space that does not distinguish particles. Note that Π(Z(X)) is a point
process with the perturbed lattice Z(X) as the support.
Next we introduce the tolerance in the following. It conforms to the definition by Holroyd
and Soo [1].
A Π(Z(X))-point is an Rd valued random variable Z such that Z ∈ Z(X) a.s. We say that
the point process Π(Z(X)) is deletion tolerant if for any Π(Z(X))-point, Π(Z(X)) − δZ
is absolutely continuous with respect to Π(Z(X)). We say that the point process Π(Z(X))
is deletion singular if for any Π(Z(X))-point, Π(Z(X)) − δZ and Π(Z(X)) are mutually
singular. We say that the point process Π(Z(X)) is insertion tolerant if for any Borel set
V ⊂ Rd with Lebesgue measure L(V ) ∈ (0,∞), if U is independent of Z(X) and uniform in
V then Π(Z(X)) + δU is absolutely continuous with respect to Π(Z(X)). We say that the
point process Π(Z(X)) is insertion singular if for any Borel set V ⊂ Rd with Lebesgue
measure L(V ) ∈ (0,∞), if U is independent of Z(X) and uniform in V then Π(Z(X)) + δU
and Π(Z(X)) are mutually singular.
2.4 Generalized oriented bond percolation(GOBP)
In this subsection, we introduce the generalized oriented bond percolation (following [6, 7]).
Let ηt,z,w, (t, z, w) ∈ N× Z
d∗
≥0 × Z
d∗
≥0 be i.i.d. Bernoulli random variables with probability p.
i.e.
P(ηt,z,w = 1) = p ∈ [0, 1]. (2.2)
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Also, let us call the pair of time space point
〈
(t − 1, z), (t, w)
〉
a bond if w = z + ei or
w = z, where ei (i = 1, 2, . . . , d
∗) is a standard basis. Let B = {
〈
(t− 1, z), (t, w)
〉
: (t, z, w) ∈
N× Zd
∗
≥0 × Z
d∗
≥0, w = z + ei or w = z} be the set of bonds.
A bond
〈
(t − 1, z), (t, w)
〉
∈ B is said to be open if ηt,z,w = 1 and closed if ηt,z,w = 0. For
(t − 1, z), (t, w) ∈ (N ∪ {0}) × Zd
∗
≥0, if there is a open bond
〈
(t − 1, z), (t, w)
〉
, then we call
(t−1, z) ∈ (N∪{0})×Zd
∗
≥0 is directly connected to (t, w) ∈ N×Z
d∗
≥0 and write (t−1, z)⇒ (t, w).
Also, we call 0 := (0, 0) ∈ (N ∪ {0}) × Zd
∗
≥0 is connected to (t, z) ∈ N × Z
d∗
≥0 and write
0 → (t, z), if there is a sequence (l, zl)
t
l=0 of (N ∪ {0}) × Z
d∗
≥0 such that z0 = 0, zt = z and
(l, zl)⇒ (l + 1, zl+1), 0 ≤ l ≤ t− 1.
In the following, we introduce the critical probability of GOBP, which attracts much at-
tension. Let C((s, z)) be the set of time space points connected by the open bond from the
point (s, z) ∈ N × Zd
∗
≥0 and call it an open cluster: C((s, z)) := {(t, w) ∈ N × Z
d∗
≥0 : (s, z) −→
(t, w), s ≤ t}. Also, let |C((s, z))| be the number of points of C((s, z)). Then, we define the
percolation probability and the critical probability as follows.
For 0 := (0, 0) ∈ (N ∪ {0}) × Zd
∗
≥0,
θ(p) := Pp(|C(0)| =∞)
and let the critical probability be
pc := sup{p : θ(p) = 0}
where Pp is the product measure on ({0, 1}
B,B({0, 1}B)), where B({0, 1}B) is topological
Borel field on {0, 1}B and p was defined by (2.2).
Note that in a bond
〈
(t− 1, z), (t, w)
〉
∈ B, we have a case to say that there is a path from
(t− 1, z) ∈ (N ∪ {0}) × Zd
∗
≥0 to (t, w) ∈ N× Z
d∗
≥0.
From here, we will introduce the result by Yoshida [7], which is the key to prove our main
result Theorem 3.1. First, we state the notation in Yoshida [6], [7].
For (t, z) ∈ N×Zd
∗
≥0, let Nt,z be the number of open oriented paths from (0, 0) to (t, z) and
let |Nt| :=
∑
z∈Zd
Nt,z be the total number of open oriented paths from (0, 0) to the level t.
We are now ready to introduce the result by Yoshida [7].
Theorem 2.4. (N.Yoshida [7])
We set
|N t| :=
|Nt|
((d∗ + 1)p)t
.
Then, |N t| is a martingale. (Each point of open oriented path has d
∗+1 adjacent points and
is connected to the adjacent points with probability p.) Thus, by the martingale convergence
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theorem the following limit exists almost surely:
|N∞| := lim
t→∞
|N t|. (2.3)
Moreover,
(1)If d∗ ≥ 3 and p is large enough, then,
P(|N∞| > 0) > 0.
(Lemma 2.1.1 of Yoshida [7])
(2)If d∗ = 1, 2 and ∀p ∈ (0, 1), then,
P(|N∞| = 0) = 1.
(Theorem 3.2.1 of Yoshida [7])
Remark 2.5. In Yoshida [6], [7], the above GOBP is not specified as an example of the linear
stochastic evolution. Let At = (At,x,y)x,y∈Zd , t ∈ N be a sequence of random matrices on a
probability space (Ω,F ,P) such that A1, A2, . . . are i.i.d. Then, in GOBP of Yoshida [6], [7],
the random matrix At,x,y is written as At,x,y = 1{|x−y|=1}ηt,x,y + δx,yζt,y (See subsection 1.2
of Yoshida [7] for a detailed definition). On the other hand, in our case, we use
At,x,y = 1{y=x+ei or y=x}ηt,x,y (2.4)
as the random matrix to use, where ei (i = 1, 2, . . . , d
∗) is a standard basis. Because it is
easy to find that (2.4) satisfies (1.2) to (1.8) of Yoshida [7], we see that Theorem 2.4 holds.
2.5 Correspondence between the perturbed lattice and the generalized
oriented bond percolation (GOBP)
In this subsection, we state a correspondence between the perturbed lattice and the gen-
eralized oriented bond percolation. For this purpose, first, by introducing the embedding
f : (N ∪ {0}) × Zd
∗
≥0 −→ Z
d, we give the point in the perturbed lattice that corresponds to
the point in the GOBP. Next, we define an open / closed bond and also define a connected
points in the perturbed lattice. Specifically, by Definition 2.6 and Lemma 2.7 below, we
have a correspondence between open and closed bonds in the time-space (N ∪ {0}) × Zd
∗
≥0
and those in the space Zd. Similarly, by Definition 2.8, we have a correspondence between
the connected points in the time-space (N ∪ {0}) × Zd
∗
≥0 and those in the space Z
d. From
above, and the generalized oriented bond percolation process in d∗+1 space-time dimensions
can be embedded in the oriented bond percolation process in d dimensions while keeping the
mathematical structure by f : (N ∪ {0}) × Zd
∗
≥0 −→ Z
d. (For details, see Fig.1.)
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Fig. 1: An example of correspondence between the perturbed lattice and the generalized
oriented bond percolation when d = 2.
First, by introducing the embedding f : (N∪{0})×Zd
∗
≥0 −→ Z
d, we give a point corresponding
to the point (t, w) := (t, a1, a2, . . . , ad−1) ∈ N×Z
d∗
≥0 by wt = (t−
d−1∑
k=1
ak, a1, a2, . . . , ad−1) ∈ Z
d,
i.e.
f : (t, w) 7−→ wt.
Then, the bond in the space Zd corresponding to the bond
〈
(t−1, z), (t, w)
〉
in the time-space
(N ∪ {0})× Zd
∗
≥0 is given by
〈
zt−1, wt
〉
. (where zt−1, wt ∈ Z
d and |zt−1 − wt| = 1.)
We will introduce further what is needed to define open and closed of the bonds in the
space of the perturbed lattice.
For L ∈ R, let
J(z) := z + [−L,L]d = [−L+ z1, L+ z1]× · · · × [−L+ zd, L+ zd] (2.5)
where z = (z1, ..., zd) ∈ Z
d.
In this paper, we take up the case where random variables Xz, X
′
z and Yz follow uniform
distribution on [−L,L]d.
Now let us define two states of each bond, open and closed as follows.
Definition 2.6 (open and closed bonds). For zt−1, wt ∈ Z
d, |zt−1−wt| = 1, if Xzt−1 + zt−1 ∈
J(zt−1) ∩ J(wt) and Ywt + wt ∈ J(zt−1) ∩ J(wt), then η̂zt−1,wt = 1 and a bond
〈
zt−1, wt
〉
is said to be open. (For details, see Fig.2.) Also, for zt−1, wt ∈ Z
d, |zt−1 − wt| = 1, if
Xzt−1 + zt−1 /∈ J(zt−1) ∩ J(wt) or Ywt + wt /∈ J(zt−1) ∩ J(wt), then η̂zt−1,wt = 0 and a
bond
〈
zt−1, wt
〉
is said to be closed.
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Fig. 2: An example of open bond
〈
zt−1, wt
〉
in the perturbed lattice.
Now, we need to see that η̂zt−1,wt in Definition 2.6 corresponds to ηt,z,w introduced in (2.2).
That is to say, we see independence of η̂zt−1,wt in the following lemma.
Lemma 2.7. η̂zt−1,wt, (zt−1, wt) ∈ Z
d × Zd in Definition 2.6 are i.i.d. Bernoulli random
variables with p̂ =
(
1−
1
2L
)2
.
Proof. First, we see independence of η̂zt−1,wt, (zt−1, wt) ∈ Z
d × Zd. From the symmetry of
the square lattice Zd, for (z, w), (z, w
′
) ∈ Zd × Zd s.t. |z − w| = |z − w
′
| = 1,
P(η̂z,w = x) = P(η̂z,w′ = x),∀x ∈ {0, 1}.
Therefore, for any finite number of (zt1−1, wt1), (zt2−1, wt2), . . . , (ztn−1, wtn) ∈ Z
d × Zd, it is
enough to show the following.
P(
n⋂
i=1
{η̂zti−1,wti = xi}) =
n∏
i=1
P(η̂zti−1,wti = xi) (2.6)
where x1, x2, . . . , xn ∈ {0, 1} and t1, t2, . . . , tn ∈ N.
Now, we put
Cxiti,z,w =

Dti,z,w, xi = 1Dcti,z,w, xi = 0
where
Dt,z,w := {ω ∈ Ω : Xzt−1(ω) + zt−1 ∈ J(zt−1) ∩ J(wt), Ywt(ω) + wt ∈ J(zt−1) ∩ J(wt)} ⊂ Ω.
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Since the number of oriented paths is equal to the dimension of space, from the fact that events
{Xzt−1 + zt−1 ∈ J(zt−1) ∩ J(w1,t)}, {Xzt−1 + zt−1 ∈ J(zt−1) ∩ J(w2,t)}, . . . , {Xzt−1 + zt−1 ∈
J(zt−1) ∩ J(wd,t)} are independent and that Yz are i.i.d. random variables,
P(
d⋂
i=1
{η̂zt−1,wi,t = xi}) =
d∏
i=1
P(η̂zt−1,wi,t = xi) (2.7)
where x1, x2, . . . , xd ∈ {0, 1} and w1,t, w2,t, . . . , wd,t ∈ Z
d s.t. |zt−1 −w1,t| = 1, |zt−1 −w2,t| =
1, . . . , |zt−1 −wd,t| = 1.
Then, we show (2.6) below. Because Xz and Yz are i.i.d. random variables, by (2.7),
LHS of (2.6) = P(
n⋂
i=1
Cxiti,z,w) =
n∏
i=1
P(Cxiti,z,w) = RHS of (2.6).
Next, we calculate the probability p̂ of oriented percolation.
Let
g(z) =


1
2L , −L ≤ z ≤ L
0, otherwise
be density of one-dimensional Uniform U(−L,L) distribution.
If L ≥ 12 , then∫
[−L,L]
⋂
[−L−1,L−1]
g(z)dz =
∫ L−1
−L
1
2L
dz = 1−
1
2L
holds.
As the d-dimensional Uniform measure with density gd(z) is a product measure, note that
the contributions to the product not in direction of ei(i = 1, ..., d) cancel.
By Definition2.6, calculating p̂,
p̂ = P(Xzt−1 + zt−1 ∈ J(zt−1) ∩ J(wt), Ywt + wt ∈ J(zt−1) ∩ J(wt))
= P(Xzt−1 + zt−1 ∈ J(zt−1) ∩ J(wt))P(Ywt +wt ∈ J(zt−1) ∩ J(wt))
=
(
1−
1
2L
)2
.
(2.8)
Next, connected is defined as follows.
Definition 2.8. (connected) For zt−1, wt ∈ Z
d, if the bond
〈
zt−1, wt
〉
is open, then we call
zt−1 ∈ Z
d is directly connected to wt ∈ Z
d and write zt−1 ⇒ wt. Also, we call z ∈ Z
d
is connected to w ∈ Zd and write z → w, if there is a sequence (zl)
t
l=1 of Z
d such that
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z1 = z, zt = w and zl ⇒ zl+1, 1 ≤ l ≤ t − 1. In particular, if 0 connected to z by γ ∈ Γt,
where Γt is defined in (2.1), we write 0
γ
−→ z. Also, if 0 is connected to z by sequence of i.i.d.
random variables X := (Xz)z∈Zd and Y := (Yz)z∈Zd\{0}, we write 0 −−−→
X,Y
z.
From above, we obtain the following diagram(relationship) about the relationship between
the space of the perturbed lattice and the space of GOBP.
(Ω,F ,P)
η̂
//
X

({0, 1}B,B({0, 1}B), Pp)
((Rd)Z
d
,B((Rd)Z
d
), ν̂)
Π
// (M(Rd),B(M(Rd)), µ)
where mapping Π is
Π : (Rd)Z
d
−→M(Rd),
η̂ := (η̂t,z,w)(t,z,w)∈N×Zd∗
≥0×Z
d∗
≥0
and X is defined by Definition 2.3, where η̂t,z,w is defined in
Definition 2.6.
2.6 Tolerance for the Uniform perturbed lattice
In this subsection, we show the mutually absolute continuity of the measure without one
point and the original measure on a restricted set of spaces of the point process in d ≥ 4.
Let Zdt := {z ∈ Z
d
≥0 : |z| = t}. Note that Z
d
t is the set of the point z ∈ Z
d at which a path
starting at the origin arrives at time t.
Then, for γ ∈ Γt, we define
Ωγ(t,X,Y) := {0
γ
−−−→
X,Y
z, z ∈ Zdt } ⊂ Ω, Ω(t,X,Y) :=
⋃
γ∈Γt
Ωγ(t,X,Y). (2.9)
Now, for γ = (z0, z1, . . . , zt) ∈ Γt, let
Aγ(t) :=
⊗
z∈Zd
Aγ,z(t) and Bγ(t) :=
⊗
z∈Zd
Bγ,z(t)
where for k = 0, 1, . . . , t− 1,
Aγ,z(t) =

J(zk) ∩ J(zk+1), z = zk ∈ {γ}J(z), z /∈ {γ} or z = zt,
and
Bγ,z(t) =

J(zk) ∩ J(zk+1), z = zk+1 ∈ {γ}J(z), z /∈ {γ} or z = z0.
10
Then, for ω ∈ Ω, we define
Cωγ (t,X,Y) := {x ∈ (R
d)Z
d
: (x, ω) ∈ Aγ(t)× Ωγ(t,X,Y)}
=

Aγ(t), ω ∈ Ωγ(t,X,Y)φ, ω /∈ Ωγ(t,X,Y)
(2.10)
and
C
ω
γ (t,X,Y) := {y ∈ (R
d)Z
d
: (y, ω) ∈ Bγ(t)× Ωγ(t,X,Y)}
=

Bγ(t), ω ∈ Ωγ(t,X,Y)φ, ω /∈ Ωγ(t,X,Y).
(2.11)
Note that we can regard Cωγ (t,X,Y)(resp. C
ω
γ (t,X,Y)) as a set of range of Z(X)(resp.
Z0(Y)) by Definition 2.6.
Let A be a Borel subset of Rd. For B ∈ B(A), let T (B) := {z ∈ Zd : J(z) ∩ B 6= φ}. Also,
for S ∈ 2T (B), we define CS(B) := {(xj)j∈Zd ∈ (R
d)Z
d
: xj ∈ B(j ∈ S), xj /∈ B(j /∈ S)} and
C(B) :=
⋃
S∈2T (B)
CS(B). Then, let BA((R
d)Z
d
) be topological Borel field on C(B).
Now, we define the following measures.
Definition 2.9. For Λ ∈ BA((R
d)Z
d
),
ν̂t(Λ) :=
1
(dp̂)t
∑
γ∈Γt
P({ω ∈ Ω : Z(X)(ω) ∈ Λ ∩ Cωγ (t,X,Y)})
ν̂0,t(Λ) :=
1
(dp̂)t
∑
γ∈Γt
P({ω ∈ Ω : Z0(Y)(ω) ∈ Λ ∩ C
ω
γ (t,X,Y)})
where p̂ was defined by (2.8) and the open and closed rule is given in Definition 2.6.
Remark 2.10. The reason for introducing the measures of Definition 2.9 is as follows.
For Λ ∈ BA((R
d)Z
d
),
P(Z(X) ∈ Λ,Ωγ(t,X,Y)) = P(Z0(Y) ∈ Λ,Ωγ(t,X,Y))
holds. (This follows from (2.13) below.) If Ωγ(t,X,Y) ∩ Ωγ′ (t,X,Y) = φ (γ, γ
′
∈ Γt), then
P(Z(X) ∈ Λ,Ω(t,X,Y)) = P(Z0(Y) ∈ Λ,Ω(t,X,Y)) (2.12)
would hold. However, because Ωγ(t,X,Y)∩Ωγ′ (t,X,Y) 6= φ, (2.12) does not hold. That is to
say, we take the sum by γ ∈ Γt, there is a duplication because it is Ωγ(t,X,Y)∩Ωγ′ (t,X,Y) 6=
φ (γ, γ
′
∈ Γt).
Intuitively, we want to caluculate lim
t−→∞
∑
γ∈Γt
P(Z(X) ∈ Λ,Ωγ(t,X,Y)), but there is a problem
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that
∑
γ∈Γt
P(Z(X) ∈ Λ,Ωγ(t,X,Y)) may diverge due to duplication when we expanded the
area Λ. However, because we know that the order of the total number of paths |Nt| is
O(((d∗ +1)p)t) as t −→ ∞ by Theorem 2.4 (the result by Yoshida [6], [7]), we know the order
of duplication when we expanded the area Λ. As a result, we can consider the measures in
Definition 2.9 and calculate their limit (2.14),(2.15). From the above, in the following, we
will use lemmas and propositions to see that the tolerance holds on a restricted set.
Then, the following lemma holds.
Lemma 2.11. For z ∈ Zdt , suppose that z /∈ [−(L+M), L+M ]
d andK is a compact subset of
R
d with K ⊂ [−M,M ]d where L ∈ R is the one used in (2.5) andM ∈ R. If Λ ∈ BK((R
d)Z
d
),
then the following holds.
ν̂t(Λ) = ν̂0,t(Λ).
Proof. For I = N∪{0}, let γ = (zi)i∈I be an oriented walk on Z
d from the 0 ∈ Zd.(i.e. z0 = 0
and zi − zi−1 is a standard basis vector.)
We define Xγ = (Xγz )z∈Zd to be a field of independent random variables distributed as
Xγz
d
=

Xz + zi − zi−1, z ∈ {γ}, z = zi−1Xz, z /∈ {γ}.
By construction, the point zi−1+X
γ
zi−1 has the same distribution as zi+Xzi so changing the
perturbations in this way has the effect of shifting the points on γ one step along the path.
By definition of Zγ(X
′
) and Z0(Y), it is clear that for every vertex in Z
d except 0 ∈ Zd,
there is a perturbed point. Thus we see that Zγ(X
′
) has the same law as Z0(Y). (This idea
referred to [16].)
Therefore,
P({ω ∈ Ω : Zγ(X
′
)(ω) ∈ Λ ∩Cωγ (t,X,Y)}) = P({ω ∈ Ω : Z0(Y)(ω) ∈ Λ ∩ C
ω
γ (t,X,Y)})
holds.
On the other hand, by Definition 2.8 , for γ ∈ Γt, if γ is open, then
P(Xzt−1 + zt−1 ∈ J(zt−1) ∩ J(zt)) = P(X
′
zt−1
+ γ(zt−1) ∈ J(zt−1) ∩ J(zt))
holds.
Also, for z /∈ {γ},
X
′
z + γ(z) = X
′
z + z
d
= Xz + z
holds.
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Therefore, by definition of (2.10) and (2.11),
P({ω ∈ Ω : Z(X)(ω) ∈ Λ ∩Cωγ (t,X,Y)}) = P({ω ∈ Ω : Zγ(X
′
)(ω) ∈ Λ ∩ Cωγ (t,X,Y)})
is established.
Therefore,
P({ω ∈ Ω : Z(X)(ω) ∈ Λ∩Cωγ (t,X,Y)}) = P({ω ∈ Ω : Z0(Y)(ω) ∈ Λ∩C
ω
γ (t,X,Y)}). (2.13)
Consequently,
ν̂t(Λ) = ν̂0,t(Λ)
is established.
Now, we define total variation distance on ((Rd)Z
d
,B((Rd)Z
d
)). For two measures ν̂ and ν̂
′
on (Rd)Z
d
,
||ν̂ − ν̂
′
||dTV := sup
A∈B((Rd)Zd )
|ν̂(A)− ν̂
′
(A)|
where, for ∀A ∈ B((Rd)Z
d
), 0 ≤ ν̂(A), ν̂
′
(A) <∞.
Next, we define the following.
ν̂rest(·) := lim
t→∞
ν̂t(·). (2.14)
ν̂rest0 (·) := lim
t→∞
ν̂0,t(·). (2.15)
Remark 2.12. We will show below that (2.14) and (2.15) exist and are well-defined. First,
we show that (2.14) and (2.15) exist.
When s, t −→∞,
||ν̂s − ν̂t||dTV −→ 0
holds. Thus, because of completeness of the space (Rd)Z
d
, (2.14) exists. Similarly, (2.15)
exists.
Next, we show that (2.14) and (2.15) are well-defined.
Let ν̂t ∼ ν̂
′
t
def
⇐⇒ lim
t−→∞
||ν̂t − ν̂
′
t||dTV = 0.
Then, for ν̂t ∼ ν̂
′
t,
∀ε > 0, ∃N1 ∈ N s.t. ∀t ∈ N, t > N1 ⇒ ||ν̂t − ν̂
′
t ||dTV <
ε
2
.
Also, by (2.14),
∀ε > 0, ∃N2 ∈ N s.t. ∀t ∈ N, t > N2 ⇒ ||ν̂t − ν̂
rest||dTV <
ε
2
.
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Now, let N = max{N1, N2}, for t > N and ν̂
′
t s.t. ν̂t ∼ ν̂
′
t,
||ν̂
′
t − ν̂
rest||dTV ≤ ||ν̂t − ν̂
′
t||dTV + ||ν̂t − ν̂
rest||dTV <
ε
2
+
ε
2
= ε.
Therefore, (2.14) is well-defined. Similarly, (2.15) is well-defined.
For the readability of the following lemma and proposition, we define the following.
Ω(|N∞|) := {ω ∈ Ω : |N∞(ω)| > 0},
where |N∞| is defined in (2.3).
Then, the following lemma holds.
Lemma 2.13. For d ≥ 4 (i.e. d∗ ≥ 3), suppose that P(Ω(|N∞|)) > 0.
Then the following holds.
ν̂rest(·) = ν̂rest0 (·). (2.16)
Proof. We use the approximation theorem
∀ǫ > 0,∀C ∈ B((Rd)Z
d
),∃Λ ∈ BK((R
d)Z
d
) s.t. ν̂rest(C △ Λ) < ǫ, ν̂rest0 (C △ Λ) < ǫ.
Therefore, we only need to show that ν̂rest(Λ) = ν̂rest0 (Λ) holds.
Now, by Lemma 2.11, the following holds.
ν̂t(Λ) = ν̂0,t(Λ).
Consequently, ν̂rest(Λ) = ν̂rest0 (Λ) holds.
From above,
ν̂rest(·) = ν̂rest0 (·)
holds.
Now, we define
Λγ(t,Ωγ(t,X,Y)) := {x ∈ M(R
d) : (x, ω) ∈ Π(Aγ(t))× Ωγ(t,X,Y)}
= {y ∈M(Rd) : (y, ω) ∈ Π(Bγ(t))× Ωγ(t,X,Y)}.
Then, by definition of (2.10) and (2.11), note that the following holds.
Λγ(t,Ωγ(t,X,Y)) = Π(C
ω
γ (t,X,Y)) = Π(C
ω
γ (t,X,Y)).
Now, we define total variation distance on (M(Rd),B(M(Rd))). For two measures µ and
µ
′
on M(Rd),
||µ− µ
′
||TV := sup
A∈B(M(Rd))
|µ(A)− µ
′
(A)|
where, for ∀A ∈ B(M(Rd)), 0 ≤ µ(A), µ
′
(A) <∞.
Next, we define the following measure.
Definition 2.14. Suppose that
µt(·) :=
1
(dp̂)t
∑
γ∈Γt
P(Π(Z(X)) ∈ · ∩ Λγ(t,Ωγ(t,X,Y)))
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and
µ0,t(·) :=
1
(dp̂)t
∑
γ∈Γt
P(Π(Z0(Y)) ∈ · ∩ Λγ(t,Ωγ(t,X,Y))).
Then,
µrest(·) := lim
t→∞
µt(·) (2.17)
µrest0 (·) := lim
t→∞
µ0,t(·) (2.18)
where p̂ was defined by (2.8).
Remark 2.15. We will show below that (2.17) and (2.18) exist and are well-defined. First,
we show that (2.17) and (2.18) exist.
When s, t −→∞,
||µs − µt||TV −→ 0
holds. Thus, since M(Rd) is Polish space, (2.17) exists. Similarly, (2.18) exists.
Next, we show that (2.17) and (2.18) are well-defined.
Let µt ∼ µ
′
t
def
⇐⇒ lim
t−→∞
||µt − µ
′
t||TV = 0. Then, for µt ∼ µ
′
t,
∀ε > 0, ∃N1 ∈ N s.t. ∀t ∈ N, t > N1 ⇒ ||µt − µ
′
t||TV <
ε
2
.
Also, by (2.17),
∀ε > 0, ∃N2 ∈ N s.t. ∀t ∈ N, t > N2 ⇒ ||µt − µ
rest||TV <
ε
2
.
Now, let N = max{N1, N2}, for t > N and µ
′
t s.t. µt ∼ µ
′
t,
||µ
′
t − µ
rest||TV ≤ ||µt − µ
′
t||TV + ||µt − µ
rest||TV <
ε
2
+
ε
2
= ε.
Therefore, (2.17) is well-defined. Similarly, (2.18) is well-defined.
Now, we show that on a restricted set of spaces of the point process the mutually absolute
continuity of the measure without one point and the original measure.
Proposition 2.16. For d ≥ 4 (i.e. d∗ ≥ 3), suppose that P(Ω(|N∞|)) > 0.
Then, the following holds.
µrest and µrest0 are mutually absolutely continuous.
Proof. First, we define
µ(·) := P(Π(Z(X)) ∈ ·), ν̂(·) := P(Z(X) ∈ ·).
Then, the following holds.
µ = ν̂ ◦ Π−1.
15
Note that the projection Π is, of course, measurable but its image is not. Now, we introduce
((Rd)Z
d
,B((Rd)Z
d
), ν̂) as a complete space of ((Rd)Z
d
,B((Rd)Z
d
), ν̂) and introduce G = {A ⊂
M(Rd) : Π−1(A) ∈ B((Rd)Zd)}. Then, since the space (M(Rd),G, µ) becomes a complete
space, image of projection Π becomes a measurable. In the following, we will discuss in the
spaces ((Rd)Z
d
,B((Rd)Zd), ν̂) and (M(Rd),G, µ).
Next, because ν̂(Cωγ (t,X,Y)) > 0 holds, we have the following.
For the monotonically increasing sequence 0 < c1 < c2 < · · · < cm < · · · ,
∃m ∈ N, ∃Am ⊂ C
ω
γ (t,X,Y) s.t. ν̂(Π
−1(Π(Am))) ≤ cmν̂(Am). (2.19)
We take m1,m2, · · · ∈ N that satisfies (2.19). Then, because the spaceM(R
d) is Polish space,
we can define A :=
⋃
i∈Λ
Ami , where Λ is a countable set.
Now, we prove ν̂(Cωγ (t,X,Y) \A) = 0 with proof by contradiction.
If ν̂(Cωγ (t,X,Y) \ A) > 0 holds, then,
∀m ∈ N, ∃A∞ ⊂ C
ω
γ (t,X,Y) \ A s.t. ν̂(A∞) > 0, ν̂(Π
−1(Π(A∞))) > cmν̂(A∞)
holds. However, since ν̂(Π−1(Π(A∞))) = ∞ is established, contradiction arises. Therefore,
ν̂(Cωγ (t,X,Y) \A) = 0 holds.
Now, we take B ⊂ Cωγ (t,X,Y) \ A and note that ν̂(B) = 0. Then, for D ⊂ C
ω
γ (t,X,Y)
s.t. ν̂(D) > 0, ν̂(B ∪D) > 0 is established. Therefore, because we have ν̂(Π−1(Π(B ∪D))) ≤
cmν̂(B ∪D), B ⊂ B ∪D ⊂ A holds and we have B = φ.
For ∀E ⊂ Cωγ (t,X,Y), the following can be said.
∃m ∈ N, s.t. ν̂(Π−1(Π(E))) ≤ cmν̂(E).
Similarly, for ∀F ⊂ (Rd)Z
d
, note that the following holds.
∃n ∈ N s.t. ν̂(Π−1(Π(F ) ∩Π(Cωγ (t,X,Y)))) ≤ cnν̂(Π
−1(Π(F ∩Cωγ (t,X,Y)))).
Now, for G ⊂ (Rd)Z
d
, suppose that ν̂rest(G) = 0. Then, by definitions (2.14) and (2.17),
µrest(Π(G)) = lim
t→∞
1
(dp̂)t
∑
γ∈Γt
µ(Π(G) ∩ Λγ(t,Ω(t,X,Y)))
= lim
t→∞
1
(dp̂)t
∑
γ∈Γt
ν̂(Π−1(Π(G) ∩Π(Cωγ (t,X,Y))))
≤ lim
t→∞
1
(dp̂)t
∑
γ∈Γt
cnν̂(Π
−1(Π(G ∩ Cωγ (t,X,Y))))
≤ lim
t→∞
1
(dp̂)t
∑
γ∈Γt
cmcnν̂(G ∩C
ω
γ (t,X,Y))
= cmcnν̂
rest(G) = 0.
Consequently, by (2.16), µrest and µrest0 are mutually absolutely continuous.
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3 Main result
In this chapter, if d ≥ 4, then we show that critical value of Uniform perturbation exists.
Now, we state our main result below.
Theorem 3.1. Let Z(X) and Z0(Y) be perturbed lattice of Z
d with Uniform perturbation
Ud(−L,L).
Then, for d ≥ 4, the following holds.
(i) if L > Lc(d), then
Π(Z(X)) and Π(Z0(Y)) are not mutually singular and not mutually absolutely contin-
uous.
(ii) if 0 < L < Lc(d), then
Π(Z(X)) and Π(Z0(Y)) are mutually singular.
Proof. First, in the paper of Holroyd and Soo[1], if Xz and Yz have compact support, then,
for all d, note that Π(Z(X)) and Π(Z0(Y)) are not mutually absolutely continuous.
If d∗ ≥ 3 and p̂ is large enough, by Theorem 2.4(1), P(Ω(|N∞|)) > 0 holds. Therefore, by
Proposition 2.16, even though Π(Z(X)) and Π(Z0(Y)) are mutually absolutely continuous
on a restricted set, Π(Z(X)) and Π(Z0(Y)) are mutually singular on other sets. That is to
say, if d ≥ 4 and p̂ is large enough, then Π(Z(X)) and Π(Z0(Y)) are not mutually singular
and not mutually absolutely continuous.
On the other hand, if d ≥ 4 and p̂ is small enough, then, obviously Π(Z(X)) and Π(Z0(Y))
are mutually singular.
Now, we note that (N∪{0})×Zd
∗
≥0 ⊂ Z
d and think of the embedding f : (N∪{0})×Zd
∗
≥0 −→ Z
d.
Since embedding f is a mapping that keeps the mathematical structure, generalized oriented
percolation process in d∗+1 space-time dimensions can be embedded in oriented percolation
process in d dimensions while keeping the mathematical structure.
Consequently, because we can get arbitrary large p̂ by L increasing from (2.8), for d ≥ 4,
critical variable Lc(d) exists.
From the above, if d ≥ 4 and L > Lc(d), then Π(Z(X)) and Π(Z0(Y)) are not mutually
singular and not absolutely continuous. Also, if d ≥ 4 and 0 < L < Lc(d), then Π(Z(X)) and
Π(Z0(Y)) are mutually singular.
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