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ON GENERALIZED HOLMGREN’S PRINCIPLE TO THE LAME´
OPERATOR WITH APPLICATIONS TO INVERSE ELASTIC PROBLEMS
HUAIAN DIAO, HONGYU LIU, AND LI WANG
Abstract. Consider the Lame´ operator L(u) := µ∆u + (λ + µ)∇(∇ · u) that arises in the
theory of linear elasticity. This paper studies the geometric properties of the (generalized) Lame´
eigenfunction u, namely −L(u) = κu with κ ∈ R+ and u ∈ L
2(Ω)2, Ω ⊂ R2. We introduce the
so-called homogeneous line segments of u in Ω, on which u, its traction or their combination via an
impedance parameter is vanishing. We give a comprehensive study on characterizing the presence
of one or two such line segments and its implication to the uniqueness of u. The results can be
regarded as generalizing the classical Holmgren’s uniqueness principle for the Lame´ operator
in two aspects. We establish the results by analyzing the development of analytic microlocal
singularities of u with the presence of the aforesaid line segments. Finally, we apply the results
to the inverse elastic problems in establishing two novel unique identifiability results. It is shown
that a generalized impedance obstacle as well as its boundary impedance can be determined by
using at most four far-field patterns. Unique determination by a minimal number of far-field
patterns is a longstanding problem in inverse elastic scattering theory.
Keywords: Lame´ operator, geometric properties, generalized Holmgren’s principle, inverse elastic
scattering, impedance obstacle, unique identifiability
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1. Introduction
Consider the following partial differential operator (PDO) acting on a C2-valued function u =
(uℓ(x))
2
ℓ=1, x = (xℓ)
2
ℓ=1 ∈ R2:
L(u) := µ∆u+ (λ+ µ)∇(∇ · u). (1.1)
L is known as the Lame´ operator that arises in the theory of linear elasticity. λ, µ are the Lame´
constants satisfying the following strong convexity condition
µ > 0 and λ+ µ > 0. (1.2)
Let Ω ⊂ R2 be an open set. u = (uℓ)2ℓ=1 ∈ L2(Ω)2 is said to be a (generalised) Lame´ eigenfunction
if
− L(u) = κu in Ω, κ ∈ R+. (1.3)
It is noted that there is no boundary condition prescribed on ∂Ω for u. (1.3) arises in the study
of the time-harmonic wave scattering. Let Γh ⋐ Ω be an open connected line segment, where
h ∈ R+ signifies the length of the line segment. Let
ν = (ν1, ν2)
⊤ and τ = (−ν2, ν1)⊤ (1.4)
respectively, signify the unit normal and tangential vectors to Γh. The traction Tνu on Γh is
defined by
Tνu = 2µ∂νu+ λν (∇ · u) + µτ (∂2u1 − ∂1u2), (1.5)
where
∇u :=
[
∂1u1 ∂2u1
∂1u2 ∂2u2
]
,
∂νu := ∇u · ν, ∂jui := ∂ui/∂xj . It is noted that u|Γh and Tνu|Γh consist of the Cauchy data on
Γh to u in (1.3) .
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We recall the classical Holmgren’s theorem for an elliptic PDO P with real-analytic coefficients
(cf. [19]). If Pu is real analytic in a connected open neighbourhood of Ω, then u is also real-
analytic. The Holmgren’s theorem applied to u in (1.3), we immediately see that u is real-analytic
in Ω. Suppose that
u = 0 and Tνu = 0 on Γh, (1.6)
then by the Cauchy-Kowalevski theorem, one readily has that u ≡ 0 in Ω. This is known as the
Holmgren’s uniqueness principle. It also holds when Γh is replaced to be an analytic curve. In this
paper, we shall generalize the Holmgren’s principle with the Cauchy data on a line segment to the
Lame´ operator L+κ in two aspects. First, we note that in (5.11), both Cauchy data are required
to vanish on the line segment Γh. We ask whether this is the minimal/optimal requirement to
ensure the uniqueness of u. Can the Holmgren’s principle still hold, say if one only requires that
u(x0) = 0 and Tνu|Γh = 0,
where x0 ∈ Γh is a single point? Clearly, in general, this cannot be true for a generic PDO.
However, it is one of the interesting discoveries of the present paper that one of the two homo-
geneous conditions in (1.6) can indeed be replaced by a certain point-value condition. Second,
we view (1.6) as the existence of two line segments Γ±h such that: (i) u|Γ−
h
= 0 and Tνu|Γ+
h
= 0;
(ii) ∠(Γ−h ,Γ
+
h ) = π. Hence, a natural generalization is to consider the case that the two line
segments are not of a straight intersection, namely, ∠(Γ−h ,Γ
+
h ) 6= π. In such a case, we can also
establish a certain uniqueness principle for the solution to (1.3). It is interesting to point out that
for the latter generalization, the Cauchy data of u are no longer prescribed on an analytic curve.
Furthermore, we would like to emphasize that for both cases mentioned above, we also include the
more general Robin-type condition into our study, namely
(
u+ ηTνu
)|Γh = 0, which is known as
an impedance condition with η called an impedance parameter. We refer to the above discoveries
as the generalized Holmgren’s principle to the Lame´ operator. The implication of the generalized
principle to the uniqueness of a solution to the elastic problem (1.3) is obvious. Moreover, our
study is clearly related to the geometric structures of the (generalized) Lame´ eigenfunctions in
(1.3), which is also a central topic in the spectral theory of PDOs; see [5, 6] and the references
therein for more related discussions.
According to our discussion above, the results obtained are clearly of independent interest for
their own sake in the PDE theory of elasticity and the spectral theory of the Lame´ operator.
Moreover, as an interesting practical application of our theoretical findings, we apply the results
to the inverse scattering problem of determining an elastic obstacle as well as its possible surface
impedance parameter by a minimal/optimal number of far-field measurements. This is a chal-
lenging problem with a strong applied background. In its abstract formulation, the problem can
be roughly described as a nonlinear operator equation,
F(Ω, η) =M(xˆ;uij), xˆ ∈ S1, j = 1, 2, . . . , N, (1.7)
where the scattering map F is defined by a certain PDE system in the exterior of a domain Ω.
η is a boundary impedance parameter on ∂Ω. Through solving the aforementioned PDE system,
the scattering map F sends Ω and η to a real-analytic function M on the unit sphere, which
signifies the observation data. This correspondence also depends on uij , j = 1, 2, . . . , N , known
as the incident fields, that account for the number of measurements in the practical scenario.
We shall give more relevant details about (1.7) in Section 5. We are mainly concerned with
the unique identifiability issue for (1.7). That is, we aim to establish the unique one-to-one
correspondence between the target object (Ω, η) and the measurement dataM, particularly with
the minimal/optimal number of measurements. Geometrically speaking, a single measurement,
namelyM(xˆ), xˆ ∈ S1, corresponding to a single incident field ui (or at most a few), may serve as
a global parametrization for ∂Ω. However, there is very limited progress in the literature on this
challenging geometrical problem. The more recent progress is concerned with the case that Ω is of
general polygonal shape [10,15]. The mathematical machinery therein is mainly based on certain
reflection and path arguments, which cannot deal with the more challenging case that η is not
identically 0 or ∞. Using the generalized Holmgren’s principle established in this paper, we can
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provide a different and unified approach in tackling with the geometrical inverse problem(1.7) in
the case that Ω is of general polygonal shape with at most a few measurements. More importantly,
our method can deal with the more challenging case that η is finite and not identically zero. We
derive a comprehensive study for this geometrical inverse problem. It is mentioned in passing
that unique determination by a minimal number of far-field patterns is a longstanding problem
in the inverse scattering theory. We refer to [1, 3, 5–8,13,14,16,17] and the references therein for
related studies for the inverse acoustic and electromagnetic wave scattering problems. In addition
to the application to the inverse problem, we believe that the generalized Holmgren’s principle
may find more interesting applications in different contexts.
Finally, we would like to briefly discuss about the technicality of our study. We shall be mainly
based on analyzing the microlocal singularities of the solution u to (1.3) due to the presence of the
homogeneous line segments discussed earlier. Clearly, the singularities are developed across the
aforementioned line segments and are of analytic type. In the case that there are two intersecting
line segments with a non-straight intersecting angle, it is not surprising that the singularities are
developed at the intersecting point. However, we shall show that the singularities can even be
developed across a single line segment, which are really subtle and tricky to capture. In this paper,
we mainly focus on the two-dimensional case. As can be seen that even in the two dimensions,
the analyses are highly technical and lengthy with tedious calculations. We shall present the
extensions to the three dimensions as well as to the case with Cauchy data on an analytic curve
instead of a straight line segment in forthcoming articles.
The result of the paper is organized as follows. Sections 2–4 are devoted to establishing the
generalized Holmgren’s principle in different scenarios. Section 5 presents the unique identifiability
results for the inverse elastic obstacle problem (1.7).
2. Auxiliary results
We first introduce two important definitions.
Definition 2.1. Let u = (uℓ)
2
ℓ=1 be a generalized Lame´ eigenfunction to (1.3) associated with
an eigenvalue κ ∈ R+. An open and connected line segment Γh ⋐ Ω is called a rigid line of u if
u|Γh = 0; a traction-free line if Tνu|Γh = 0; and an impedance line if
(Tνu+ ηu)
∣∣
Γh
= 0, (2.1)
where η ∈ C is constant and referred to as an impedance parameter. Set RκΩ, T κΩ and IκΩ to
respectively denote the sets of rigid, traction-free and impedance lines in Ω of u.
Definition 2.2. Recall that the unit normal vector ν and the tangential vector τ to Γh are
defined in (1.4), respectively. Define
S (RκΩ) :={Γh ∈ RκΩ | ∃x0 ∈ Γh such that τ · ∂νu|x=x0 = 0}, (2.2a)
S (T κΩ ) :={Γh ∈ T κΩ | ∃x0 ∈ Γh such that u(x0) = 0 and τ · ∂νu|x=x0 = 0}, (2.2b)
S (IκΩ) :={Γh ∈ IκΩ | ∃x0 ∈ Γh such that u(x0) = 0 and τ · ∂νu|x=x0 = 0}, (2.2c)
where S (RκΩ), S (T κΩ ) and S (IκΩ) are named as the sets of the singular rigid, singular traction-free
and singular impedance lines of u respectively. Let S(Ω) = S (RκΩ) ∪ S (T κΩ ) ∪ S (IκΩ) be a set of
singular lines of u in Ω.
It is noted that compared to the homogeneous lines introduced in Definition 2.1, the singular
lines in Definition 2.2 are further required to satisfy a number of conditions on a specific point.
In what follows, we shall prove that if a (generalised) Lame´ eigenfunction u to (1.3) possesses a
singular line in Ω, then u is identically zero. We prove this by quantitatively characerizing u in
the phase space across the lines. This is the reason that we call them (microlocally) singular lines.
Furthermore, we show that the generic intersections of the homogeneous lines of Definition 2.1
shall also generate microlocal singularities, which prevent the occurrence of such intersections
unless u is trivially zero. In this article, we provide a comprehensive characterization of all those
cases. To our best knowledge, those results are new to the literature.
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Figure 1. Schematic of the geometry of two intersecting lines with an angle ϕ0
with 0 < ϕ0 ≤ π.
Next we introduce the geometric setup of our study. Consider two line segments respectively
defined by (see Fig. 1 for a schematic illustration)
Γ+h = {x ∈ R2 | x = r · (cosϕ0, sinϕ0)⊤, 0 ≤ r ≤ h, 0 < ϕ0 ≤ 2π},
Γ−h = {x ∈ R2 | x = r · (1, 0)⊤, 0 ≤ r ≤ h}, h ∈ R+.
(2.3)
Clearly, the intersecting angle between Γ+h and Γ
−
h is
∠(Γ+h ,Γ
−
h ) = ϕ0, 0 < ϕ0 ≤ 2π. (2.4)
It is noted that if ϕ0 = π or 2π, Γ
+
h and Γ
−
h are actually lying on a same line. In such a case,
the intersection between Γ+h and Γ
−
h is said to be degenerate. In our subsequent study, Γ
±
h shall
be the homogeneous lines in Definition 2.1 or the singular lines in Definition 2.2. In fact, for any
two of such lines that are intersecting in Ω (or one line in the degenerate case), since the PDO
L defined in (1.3) is invariant under rigid motions, one can always have two lines as introduced
in (2.3) after a straightforward coordinate transformation such that the homogeneous conditions
in Definitions 2.1 and 2.2 are still satisfied on Γ±h . We assume that h ∈ R+ is sufficiently small
such that Γ±h are contained entirely in Ω. Moreover, if Γ
±
h are impedance lines, we assume that
the impedance parameters on Γ±h are respectively two constants η1 and η2. As also noted before
that u is analytic in Ω, it is sufficient for us to consider the case that 0 < ϕ0 ≤ π. In fact, if
π < ϕ0 ≤ 2π, we see that Γ+h belongs to the half-plane of x2 < 0 (see Fig. 1). Let Γ˜+h be the
extended line segment of length h in the half-plane of x2 > 0. By the analytic continuation, we
know that Γ˜+h is of the same type of Γ
+
h , namely u satisfies the same homogeneous condition on
Γ˜+h as that on Γ
+
h . Hence, instead of studying the intersection of Γ
+
h and Γ
−
h , one can study the
intersection of Γ˜+h and Γ
−
h . Clearly, ∠(Γ˜
+
h ,Γ
−
h ) ∈ (0, π].
Let Bh be the central disk of radius h ∈ R+. Let Γ± signify the infinite extension of Γ±h in the
half-space x2 ≥ 0. Consider the open sector
K = {x = (x1, x2) ∈ R2 | x 6= 0, 0 < arg (x1 + ix2) < ϕ0} , i := √−1, (2.5)
which is formed by the two half-lines Γ− and Γ+. In the sequel, we set
Sh = K ∩Bh, (2.6)
where ∂Sh = Γ
+
h ∪ Γ−h ∪ Λh and
Λh = K ∩ ∂Bh. (2.7)
Clearly in Sh, the unit outward normal vectors to Γ
+
h and Γ
−
h are respectively
ν
∣∣
Γ+
h
= (− sinϕ0, cosϕ0), ν
∣∣
Γ−
h
= (0,−1). (2.8)
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Throughout the rest of the paper, we set
kp =
√
κ
λ+ 2µ
and ks =
√
κ
µ
, (2.9)
which are known as the compressional and shear wave numbers, respectively. We next present
a few lemmas that will be needed in our subsequent analysis. The following lemma from [9, 18]
states the Fourier expansion in terms of the radial wave functions of the solution u to (1.3) around
the origin.
Lemma 2.1. [9,18] Recall that Jm(t) is the first-kind Bessel function of order m ∈ N∪ {0} and
x = r(cosϕ, sinϕ)⊤. u(x) to (1.3) has the following radial wave expansion at the origin,
u(x) =
∞∑
m=0
{
am
{
kpJ
′
m (kpr) e
imϕrˆ+
im
r
Jm (kpr) e
imϕ
ϕˆ
}
+ bm
{
im
r
Jm (ksr) e
imϕrˆ− ksJ ′m (ksr) eimϕϕˆ
}}
,
(2.10)
where am and bm are constants, ϕˆ =
( − sinϕ
cosϕ
)
, rˆ =
(
cosϕ
sinϕ
)
and the prime denotes the
differentiation with respect to kar, a = p or a = s. Note that (2.10) converges uniformly on
compact subsets of R2.
By the analyticity of u in the interior domain of Ω and the analytic continuation principle, we
have the following proposition.
Proposition 2.1. Suppose 0 ∈ Ω and u has the expansion (2.10) around the origin such that
am = bm = 0 for ∀m ∈ ∪{0}. Then
u ≡ 0 in Ω.
The recursive relationship of the first-kind Bessel function and its derivative can be found in [2].
In fact we have
Lemma 2.2. [2] Recall that Jm(t) is the first-kind Bessel function of the order m ∈ N ∪ {0}.
Then
J ′m (t) =
Jm−1 (t)− Jm+1 (t)
2
, Jm (t) =
t (Jm−1 (t) + Jm+1 (t)) .
2m
(2.11)
Moreover, we have
J−m(t) = (−1)mJm(t). (2.12)
Remark 2.1. Using Lemma 2.2, one can derive that
Jm−1(kpr)
r
=
kp
2(m− 1) (Jm−2(kpr) + Jm(kpr)) ,
Jm+1(kpr)
r
=
kp
2(m+ 1)
(Jm(kpr) + Jm+2(kpr)) ,
Jm−1(ksr)
r
=
ks
2(m− 1) (Jm−2(ksr) + Jm(ksr)) ,
Jm+1(ksr)
r
=
ks
2(m+ 1)
(Jm(ksr) + Jm+2(ksr)) .
(2.13)
Lemma 2.3. The radial wave expression of u(x) to (1.3) at the origin can be written as
u(x) =
∞∑
m=0
{
kp
2
ame
imϕ
{
Jm−1 (kpr) e−iϕe1 − Jm+1 (kpr) eiϕe2
}
+
iks
2
bme
imϕ
{
Jm−1 (ksr) e−iϕe1 + Jm+1 (ksr) eiϕe2
}}
.
(2.14)
where and also throughout the rest of the paper, e1 := (1, i)
⊤ and e2 := (1,−i)⊤.
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Proof. Using (2.11) and Euler’s formula, it can be deduced that
kpJ
′
m (kpr) e
imϕrˆ+
im
r
Jm (kpr) e
imϕ
ϕˆ
=kp
Jm−1 (kpr)− Jm+1 (kpr)
2
eimϕrˆ+
ikp
2
(Jm−1 (kpr) + Jm+1 (kpr)) eimϕϕˆ
=
kp
2
eimϕ
{
Jm−1 (kpr) e−iϕe1 − Jm+1 (kpr) eiϕe2
}
.
(2.15)
Similarly, we have
im
r
Jm (ksr) e
imϕrˆ− ksJ ′m (ksr) eimϕϕˆ
=
iks
2
(Jm−1 (ksr) + Jm+1 (ksr)) eimϕrˆ− ks Jm−1 (ksr)− Jm+1 (ksr)
2
eimϕϕˆ
=
iks
2
eimϕ
{
Jm−1 (ksr) e−iϕe1 + Jm+1 (ksr) eiϕe2
}
.
(2.16)
Substituting (2.15) and (2.16) into (2.10), after some algebraic calculations, we can prove (2.14).

Remark 2.2. In view of (2.14), we have
u1 (x) =
∞∑
m=0
[kp
2
am
(
ei(m−1)ϕJm−1 (kpr)− ei(m+1)ϕJm+1 (kpr)
)
+
iks
2
bm
(
ei(m−1)ϕJm−1 (ksr) + ei(m+1)ϕJm+1 (ksr)
) ]
,
u2 (x) =
∞∑
m=0
[ ikp
2
am
(
ei(m−1)ϕJm−1 (kpr) + ei(m+1)ϕJm+1 (kpr)
)
+
ks
2
bm
(
−ei(m−1)ϕJm−1 (ksr) + ei(m+1)ϕJm+1 (ksr)
) ]
.
(2.17)
Using (2.10), we can obtain the corresponding Fourier representation of the boundary traction
operator Tνu
∣∣∣
Γ±
h
defined in (1.5) as follows.
Lemma 2.4. Let u(x) be a Lame´ eigenfunction to (1.3) with the Fourier expansion (2.14) and
Γ±h is defined in (2.3). Then Tνu
∣∣∣
Γ+
h
possesses the following radial wave expansion at the origin
Tνu
∣∣∣
Γ+
h
=
∞∑
m=0
{
ik2p
2
am
[
ei(m−2)ϕeiϕ0µJm−2(kpr)e1 + eimϕe−iϕ0(λ+ µ)Jm(kpr)e1
− ei(m+2)ϕe−iϕ0µJm+2 (kpr) e2 − eimϕeiϕ0 (λ+ µ)Jm (kpr) e2
]
− k
2
s
2
bm
[
ei(m−2)ϕeiϕ0µJm−2 (ksr) e1 − ei(m+2)ϕe−iϕ0µJm+2 (ksr) e2
]}
.
(2.18)
Similarly, the radial wave expansion of Tνu
∣∣∣
Γ−
h
at the origin is given by
Tνu
∣∣∣
Γ−
h
=
∞∑
m=0
{
− ik
2
p
2
amµJm−2(kpr)e1 −
ik2p
2
am(λ+ µ)Jm(kpr)e1
+
k2s
2
bmµJm−2 (ksr) e1 +
ik2p
2
am (λ+ µ)Jm (kpr) e2 +
ik2p
2
amµJm+2 (kpr) e2 +
k2s
2
bmµJm+2 (ksr) e2
}
.
(2.19)
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The proof of Lemma 2.4 involves rather tedious calculations and it is postponed to be given
in Appendix. Combing Lemmas 2.3 and 2.4, for impedance boundary conditions defined on Γ±h
with the boundary parameters being constant on Γ±h , we have
Lemma 2.5. Let Γ−h and Γ
+
h be two impedance lines of u with constant boundary parameters η1
and η2 respectively. We have
(Tνu+ η2u)
∣∣∣
Γ+
h
=
∞∑
m=0
{
ik2p
2
am
[
ei(m−2)ϕeiϕ0µJm−2(kpr)e1 + eimϕe−iϕ0(λ+ µ)Jm(kpr)e1
− eimϕeiϕ0 (λ+ µ)Jm (kpr) e2 − ei(m+2)ϕe−iϕ0µJm+2 (kpr) e2
]
− k
2
s
2
bm
[
ei(m−2)ϕeiϕ0µJm−2 (ksr) e1 + ei(m+2)ϕe−iϕ0µJm+2 (ksr) e2
]
+
η2kp
2
ame
imϕ×[
Jm−1 (kpr) e−iϕe1 − Jm+1 (kpr) eiϕe2
]
+
iη2ks
2
bme
imϕ
[
Jm−1 (ksr) e−iϕe1 + Jm+1 (ksr) eiϕe2
]}
,
(2.20)
and
(Tνu+ η1u)
∣∣∣
Γ−
h
=
∞∑
m=0
{
− ik
2
p
2
am
[
µJm−2(kpr)e1 + (λ+ µ)Jm(kpr)e1
− (λ+ µ)Jm (kpr) e2 − µJm+2 (kpr) e2
]
+
k2s
2
bm
[
µJm−2 (ksr) e1 + e−iϕ0µJm+2 (ksr) e2
]
+
η1kp
2
am [Jm−1 (kpr) e1 − Jm+1 (kpr) e2] + iη1ks
2
bm [Jm−1 (ksr) e1 + Jm+1 (ksr) e2]
}
.
(2.21)
Lemma 2.6. [5] Suppose that for 0 < h ≪ 1 and t ∈ (0, h), ∑∞n=0 αnJn(t) = 0, where Jn (t) is
the n-th Bessel function of the first kind. Then αn = 0, n = 0, 1, 2, ...
Next we set
v(x) =
(
exp(−s√r exp(iϕ/2))
i · exp(−s√r exp(iϕ/2))
)
:=
(
v1(x)
v2(x)
)
= v1(x)e1, (2.22)
where x = r ·(cosϕ, sinϕ), s ∈ R+, −π < ϕ 6 π and e1 is defined in Lemma 2.3. v is known as the
Complex Geometrical Optics (CGO) solution for the Lame´ operator and it was first introduced
in [4]. We have
Lemma 2.7. [4, Lemma 2.1] Let Ω ⊂ R2 be such that Ω ∩ (R− ∪ {0}) = ∅ and v be defined in
(2.22). Then there holds Lv = 0 in Ω.
By direct calculations, one can derive the following lemma.
Lemma 2.8. Let v be defined in (2.22). Denote
ζ(ϕ) = −eiϕ/2. (2.23)
For any given curve Γ ⋐ R2 with a unit normal vector ν = (ν1, ν2), if v is complex analytic in a
neighbourhood of Γ, then
Tνv
∣∣
Γ
(x) = µ(ν1 + iν2)
s exp(sr1/2ζ(ϕ))
r1/2ζ(ϕ)
e1, x = r(cosϕ, sinϕ) ∈ Γ,
where the boundary traction operator Tνv
∣∣
Γ
and e1 are defined in (1.5) and Lemma 2.3, respec-
tively.
Using Lemma 2.8 and the fact that the CGO solution v is complex analytic on a neighborhood
of Γ±h \{0}, and noting that the unit normal vectors on Γ±h are given by (2.8), we have
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Lemma 2.9. Let v be defined in (2.22). Recall that Γ±h are given by (2.3), where their corre-
sponding unit normal vectors ν
∣∣
Γ+
h
and ν
∣∣
Γ−
h
are defined in (2.8). Then we have
Tνv
∣∣
Γ+
h
\{0} = isµζ(ϕ0)
exp(sr1/2ζ(ϕ0))
r1/2
e1, Tνv
∣∣
Γ−
h
\{0} = isµ
exp(−sr1/2)
r1/2
e1,
where ζ(ϕ0) is defined in (2.23).
Next, we derive the expansions of Tνu · v, Tνv · u and u · v on Γ±h around the origin, where u
is given by (2.14) and v is the CGO solution defined in (2.22). These expansions will be used to
analyze the vanishing property of u at the intersecting point 0 of Γ±h .
Lemma 2.10. [11, Proposition 2.1.7] If the power series
∑
µ aµx
µ converges at a point x0, then
it converges uniformly and absolutely on compact subsets of U(x0), where
U(x0) = {(r1x0,1, . . . , rnx0,n) : −1 < rj < 1, j = 1, . . . , n}, x0 = (x0,1, . . . , x0,n) ∈ Rn.
Lemma 2.11. Let u be a Lame´ eigenfunction to (1.3) and the CGO solution v be defined in
(2.22). Recall that the Lame´ eigenfunction u to (1.3) has the radial wave expansion (2.14) at the
origin. Then the following expansions
Tνu
∣∣∣
Γ+
h
· v
∣∣∣
Γ+
h
= −es
√
rζ(ϕ0)
{
ik2p(λ+ µ)e
iϕ0a0 +
i
2
k3p(λ+ µ)e
2iϕ0a1r
+
1
8
(ik4p(λ+ µ)e
3iϕ0a2 − ik4p(2λ+ µ)eiϕ0a0 + k4sµeiϕ0b0)r2 +R1,Γ+
h
}
,
Tνu
∣∣∣
Γ−
h
· v
∣∣∣
Γ−
h
= e−s
√
r
{
ik2p(λ+ µ)a0 +
i
2
k3p(λ+ µ)a1r
+
1
8
(ik4p(λ+ µ)a2 − ik4p(2λ+ µ)a0 + k4sµb0)r2 +R1,Γ−
h
}
,
(2.24)
converge uniformly and absolutely in r ∈ (0, h], where
R1,Γ+
h
= r3
{
ik2p(λ+ µ)
[
a0e
iϕ0
∞∑
k=2
(−1)kk2kp
22kk!k!
r2k−3
+
2∑
m=1
∞∑
k=1
ame
i(m+1)ϕ0
(−1)kk2k+mp
22k+mk!(k +m)!
r2k+m−3 +
∞∑
m=3
∞∑
k=0
ame
i(m+1)ϕ0
(−1)kk2k+mp
22k+mk!(k +m)!
r2k+m−3
]
+ ik2pµ
[
a0e
iϕ0
∞∑
k=1
(−1)kk2k+2p
22k+2k!(k + 2)!
r2k−1 +
∞∑
m=1
∞∑
k=0
ame
i(m+1)ϕ0
(−1)kk2k+m+2p
22k+m+2k!(k +m+ 2)!
r2k+m−1
]
+ k2sµ
[
b0e
iϕ0
∞∑
k=1
(−1)kk2k+2S
22k+2k!(k + 2)!
r2k−1 +
∞∑
m=1
∞∑
k=0
bme
i(m+1)ϕ0 (−1)kk2k+m+2s
22k+m+2k!(k +m+ 2)!
r2k+m−1
]}
,
(2.25)
and
R1,Γ−
h
= r3
{
ik2p(λ+ µ)
[
a0
∞∑
k=2
(−1)kk2kp
22kk!k!
r2k−3 +
2∑
m=1
∞∑
k=1
am
(−1)kk2k+mp
22k+mk!(k +m)!
r2k+m−3
+
∞∑
m=3
∞∑
k=0
am
(−1)kk2k+mp
22k+mk!(k +m)!
r2k+m−3
]
+ ik2pµ
[
a0
∞∑
k=1
(−1)kk2k+2p
22k+2k!(k + 2)!
r2k−1 +
∞∑
m=1
∞∑
k=0
am
(−1)kk2k+m+2p
22k+m+2k!(k +m+ 2)!
r2k+m−1
]
+ k2sµ
[
b0
∞∑
k=1
(−1)kk2k+2s
22k+2k!(k + 2)!
r2k−1 +
∞∑
m=1
∞∑
k=0
bm
(−1)kk2k+m+2s
22k+m+2k!(k +m+ 2)!
r2k+m−1
]}
.
(2.26)
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Furthermore, the following expansions
Tνv
∣∣
Γ+
h
\{0} · u
∣∣
Γ+
h
\{0} = isµζ(ϕ0)e
s
√
rζ(ϕ0)
{
1
2
(−k2pa0 + ik2sb0)eiϕ0r
1
2 +
1
8
(−k3pa1 + ik3sb1)
× e2iϕ0r 32 + 1
48
(−k4pa2 + ik4sb2)e3iϕ0r
5
2 +
1
16
(k4pa0 − ik4sb0)eiϕ0r
5
2 +R2,Γ+
h
}
,
Tνv
∣∣
Γ−
h
\{0} · u
∣∣
Γ−
h
\{0} = isµe
−s√r
{
1
2
(−k2pa0 + ik2sb0)r
1
2
+
1
8
(−k3pa1 + ik3sb1)r
3
2 +
1
48
(−k4pa2 + ik4sb2)r
5
2 +
1
16
(k4pa0 − ik4sb0)r
5
2 +R2,Γ−
h
}
,
u
∣∣
Γ+
h
· v∣∣
Γ+
h
= es
√
rζ(ϕ0)
{
1
2
(−k2pa0 + ik2sb0)eiϕ0r +R0.Γ+
h
}
,
u
∣∣
Γ−
h
· v∣∣
Γ−
h
= e−s
√
r
{
1
2
(−k2pa0 + ik2sb0)r +R0.Γ+
h
}
,
(2.27)
converge uniformly and absolutely in r ∈ (0, h], where
R2,Γ+
h
= r
7
2
{
a0e
iϕ0
∞∑
k=2
(−1)k+1k2k+2p
22k+1k!(k + 1)!
r2k−3
+
2∑
m=1
∞∑
k=1
ame
i(m+1)ϕ0
(−1)k+1k2k+m+2p
22k+m+1k!(k +m+ 1)!
r2k+m−3
+
∞∑
m=3
∞∑
k=0
ame
i(m+1)ϕ0
(−1)k+1k2k+m+2p
22k+m+1k!(k +m+ 1)!
r2k+m−3 + ib0eiϕ0
∞∑
k=2
(−1)kk2k+2s
22k+1k!(k + 1)!
r2k−3
+ i
2∑
m=1
∞∑
k=1
bme
i(m+1)ϕ0 (−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
r2k+m−3
+ i
∞∑
m=3
∞∑
k=0
bme
i(m+1)ϕ0 (−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
r2k+m−3
}
,
(2.28)
and
R2,Γ−
h
= r
7
2
{
a0
∞∑
k=2
(−1)k+1k2k+2p
22k+1k!(k + 1)!
r2k−3 +
2∑
m=1
∞∑
k=1
am
(−1)k+1k2k+m+2p
22k+m+1k!(k +m+ 1)!
r2k+m−3
+
∞∑
m=3
∞∑
k=0
am
(−1)k+1k2k+m+2p
22k+m+1k!(k +m+ 1)!
r2k+m−3 + ib0
∞∑
k=2
(−1)kk2k+2s
22k+1k!(k + 1)!
r2k−3
+ i
2∑
m=1
∞∑
k=1
bm
(−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
r2k+m−3 + i
∞∑
m=3
∞∑
k=0
bm
(−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
r2k+m−3
}
,
(2.29)
and
R0,Γ+
h
= r2
{
a0e
iϕ0
∞∑
k=1
(−1)k+1k2k+2p
22k+1k!(k + 1)!
r2k−1 +
∞∑
m=1
∞∑
k=0
ame
i(m+1)ϕ0
(−1)k+1k2k+m+2p
22k+m+1k!(k +m+ 1)!
r2k+m−1
+ ib0e
iϕ0
∞∑
k=1
(−1)kk2k+2s
22k+1k!(k + 1)!
r2k−1 + i
∞∑
m=1
∞∑
k=0
bme
i(m+1)ϕ0 (−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
r2k+m−1
}
,
(2.30)
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and
R0,Γ−
h
= r2
{
a0
∞∑
k=1
(−1)k+1k2k+2p
22k+1k!(k + 1)!
r2k−1 +
∞∑
m=1
∞∑
k=0
am
(−1)k+1k2k+m+2p
22k+m+1k!(k +m+ 1)!
r2k+m−1
+ ib0
∞∑
k=1
(−1)kk2k+2s
22k+1k!(k + 1)!
r2k−1 + i
∞∑
m=1
∞∑
k=0
bm
(−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
r2k+m−1
}
.
(2.31)
Proof. Recall that
Jm+1(t) =
∞∑
ℓ=0
(−1)ℓ
22ℓ+m+1ℓ!(m+ ℓ+ 1)!
t2ℓ+m+1. (2.32)
Since
e1 · e1 = e2 · e2 = 0, e1 · e2 = 2, (2.33)
using (2.32), (2.18) and (2.22), we obtain (2.24). Using Lemma 2.9 and (2.33) and in view of
(2.14) and (2.22), we can derive (2.27).
Recall that K is defined in (2.5). Since u, Tνu, v and Tνv are analytic in S2h, where S2h =
K ∩B2h and B2h is a disk centered at the origin with the radius 2h, from Lemma 2.10, we know
that (2.24) and (2.27) are convergent uniformly and absolutely in r ∈ (0, h]. 
Lemma 2.12. Let u and v be respectively given by (2.14) and (2.22). Then the following expan-
sion
u · v = es
√
rζ(ϕ)
∞∑
m=0
ei(m+1)ϕ [−kpamJm+1 (kpr) + iksbmJm+1 (ksr)] (2.34)
convergences uniformly in S2h := K ∩ B2h, where K is defined in (2.5). For 0 6 r 6 h, it holds
that ∣∣∣∣∣
∞∑
m=0
ei(m+1)ϕ [−kpamJm+1 (kpr) + iksbmJm+1 (ksr)]
∣∣∣∣∣ 6 r
∣∣k2pa0 − ik2sb0∣∣
2
+ r2 · S1, (2.35)
where
S1 =
∣∣∣∣∣
∞∑
k=1
(−1)k
22k+1k!(k + 1)!
(
−k2k+2p a0 + ik2k+2s b0
)
h2k−1
∣∣∣∣∣
+
∞∑
m=1
∣∣∣∣∣
∞∑
k=0
(−1)k
22k+m+1k!(m+ k + 1)!
(
−k2k+m+2p am + ik2k+m+2s bm
)
h2k+m−1
∣∣∣∣∣ .
Furthermore, if a0 = b0 = . . . = aℓ−1 = bℓ−1 = 0, we can conclude that∣∣∣∣∣
∞∑
m=ℓ
ei(m+1)ϕ [−kpamJm+1 (kpr) + iksbmJm+1 (ksr)]
∣∣∣∣∣ 6 rℓ+1
∣∣kℓ+2p aℓ − ikℓ+2s bℓ∣∣
2ℓ+1(ℓ+ 1)!
+ rℓ+2 · S1(ℓ),
(2.36)
where
S1(ℓ) =
∣∣∣∣∣
∞∑
k=1
(−1)k
22k+ℓ+1k!(k + ℓ+ 1)!
(
−k2k+ℓ+2p aℓ + ik2k+ℓ+2s bℓ
)
h2k−1
∣∣∣∣∣
+
∞∑
m=ℓ+1
∣∣∣∣∣
∞∑
k=0
(−1)k
22k+m+1k!(m+ k + 1)!
(
−k2k+m+2p am + ik2k+m+2s bm
)
h2k+m−ℓ−1
∣∣∣∣∣ .
Proof. Since v defined in (2.22) is analytic in S2h and u has the expansion (2.14), by noting (2.33),
we have (2.34). Since ℜ(ζ(ϕ)) < 0 if ϕ ∈ [0, ϕ0], when s is sufficient large we have es
√
rζ(ϕ) 6 1.
Since (2.34) is convergent at x0 ∈ ∂B2h ∩ K from Lemma 2.10 and noting (2.32), we can obtain
(2.35). 
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Lemma 2.13. Let u be given in (2.14) and Tνv be defined in Lemma 2.9. If a0 = b0 = · · · =
aℓ−1 = bℓ−1 = 0, then the following expansion
Tνv
∣∣
Γ+
h
\{0} · u
∣∣
Γ+
h
\{0} = isµζ(ϕ0)e
s
√
rζ(ϕ0)
{
ei(ℓ+1)ϕ0
2ℓ+1(ℓ+ 1)!
(−kℓ+2p aℓ + ikℓ+2s bℓ)rℓ+
1
2
+
ei(ℓ+2)ϕ0
2ℓ+2(ℓ+ 2)!
(−kℓ+3p aℓ+1 + ikℓ+3s bℓ+1)rℓ+
3
2 +
ei(ℓ+3)ϕ0
2ℓ+3(ℓ+ 3)!
(−kℓ+4p aℓ+2 + ikℓ+4s bℓ+2)rℓ+
5
2
+
ei(ℓ+)ϕ0
2ℓ+3(ℓ+ 2)!
(kℓ+4p aℓ − ikℓ+4s bℓ)rℓ+
5
2 + Rˆ2,Γ+
h
}
,
Tνv
∣∣
Γ−
h
\{0} · u
∣∣
Γ−
h
\{0} = isµe
−s√r
{
1
2ℓ+1(ℓ+ 1)!
(−kℓ+2p aℓ + ikℓ+2s bℓ)rℓ+
1
2
+
1
2ℓ+2(ℓ+ 2)!
(−kℓ+3p aℓ+1 + ikℓ+3s bℓ+1)rℓ+
3
2 +
1
2ℓ+3(ℓ+ 3)!
(−kℓ+4p aℓ+2 + ikℓ+4s bℓ+2)rℓ+
5
2
+
1
2ℓ+3(ℓ+ 2)!
(kℓ+4p aℓ − ikℓ+4s bℓ)rℓ+
5
2 + Rˆ2,Γ−
h
}
,
(2.37)
converge uniformly and absolutely with respect to r ∈ (0, h], where
Rˆ2,Γ+
h
= rℓ+
7
2
{
aℓe
i(ℓ+1)ϕ0
∞∑
k=2
(−1)k+1k2k+ℓ+2p
22k+ℓ+1k!(k + ℓ+ 1)!
r2k−3 +
ℓ+2∑
m=ℓ+1
∞∑
k=1
ame
i(m+1)ϕ0×
(−1)k+1k2k+m+2p
22k+m+1k!(k +m+ 1)!
r2k+m−ℓ−3 +
∞∑
m=ℓ+3
∞∑
k=0
ame
i(m+1)ϕ0
(−1)k+1k2k+m+2p
22k+m+1k!(k +m+ 1)!
r2k+m−ℓ−3
+ ib0e
i(ℓ+1)ϕ0
∞∑
k=2
(−1)kk2k+ℓ+2s
22k+ℓ+1k!(k + ℓ+ 1)!
r2k−3 + i
ℓ+2∑
m=ℓ+1
∞∑
k=1
bme
i(m+1)ϕ0×
(−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
r2k+m−3 + i
∞∑
m=ℓ+3
∞∑
k=0
bme
i(m+1)ϕ0 (−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
r2k+m−ℓ−3
}
,
(2.38)
and
Rˆ2,Γ−
h
= rℓ+
7
2
{
a0
∞∑
k=2
(−1)k+1k2k+2p
22k+1k!(k + 1)!
r2k−3 +
ℓ+2∑
m=ℓ+1
∞∑
k=1
am
(−1)k+1k2k+m+2p
22k+m+1k!(k +m+ 1)!
r2k+m−3
+
∞∑
m=ℓ+3
∞∑
k=0
am
(−1)k+1k2k+m+2p
22k+m+1k!(k +m+ 1)!
r2k+m−3 + ib0
∞∑
k=2
(−1)kk2k+2s
22k+1k!(k + 1)!
r2k−3
+ i
ℓ+2∑
m=ℓ+1
∞∑
k=1
bm
(−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
r2k+m−3 + i
∞∑
m=ℓ+3
∞∑
k=0
bm
(−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
r2k+m−3
}
.
(2.39)
Furthermore, we have the following expansions
u
∣∣
Γ+
h
· v∣∣
Γ+
h
= es
√
rζ(ϕ0)
{
ei(ℓ+1)ϕ0
2(ℓ+ 1)(ℓ + 1)!
(−kℓ+2p aℓ + ikℓ+2s bℓ)rℓ+1 + Rˆ0.Γ+
h
}
,
u
∣∣
Γ−
h
· v∣∣
Γ−
h
= e−s
√
r
{
1
2(ℓ+ 1)(ℓ+ 1)!
(−kℓ+2p aℓ + ikℓ+2s bℓ)rℓ+1 + Rˆ0.Γ−
h
}
,
(2.40)
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which converge uniformly and absolutely in r ∈ (0, h], where
Rˆ0,Γ+
h
= rℓ+2
{
aℓe
i(ℓ+1)ϕ0
∞∑
k=1
(−1)k+1k2k+ℓ+2p
22k+ℓ+1k!(k + ℓ+ 1)!
r2k−1 +
∞∑
m=ℓ+1
∞∑
k=0
ame
i(m+1)ϕ0×
(−1)k+1k2k+m+2p
22k+m+1k!(k +m+ 1)!
r2k+m−ℓ−1 + ib0ei(ℓ+1)ϕ0
∞∑
k=1
(−1)kk2k+ℓ+2s
22k+ℓ+1k!(k + ℓ+ 1)!
r2k−1
+ i
∞∑
m=ℓ+1
∞∑
k=0
bme
i(m+1)ϕ0 (−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
r2k+m−ℓ−1
}
,
(2.41)
and
Rˆ0,Γ−
h
= rℓ+2
{
aℓ
∞∑
k=1
(−1)k+1k2k+ℓ+2p
22k+ℓ+1k!(k + ℓ+ 1)!
r2k−1 +
∞∑
m=ℓ+1
∞∑
k=0
am
(−1)k+1k2k+m+2p
22k+m+1k!(k +m+ 1)!
r2k+m−ℓ−1
+ ib0
∞∑
k=1
(−1)kk2k+ℓ+2s
22k+ℓ+1k!(k + ℓ+ 1)!
r2k−1 + i
∞∑
m=ℓ+1
∞∑
k=0
bm
(−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
r2k+m−ℓ−1
}
.
(2.42)
Lemma 2.14. Recall that R1,Γ+
h
, R1,Γ−
h
, R2,Γ+
h
, R2,Γ−
h
,R0,Γ+
h
, R0,Γ−
h
, Rˆ2,Γ+
h
, Rˆ2,Γ−
h
Rˆ0,Γ+
h
and
Rˆ0,Γ−
h
are defined in (2.25), (2.26), (2.28), (2.29), (2.30), (2.31), (2.38), (2.39), (2.41) and (2.42)
respectively. Then we have ∣∣∣R1,Γ+
h
∣∣∣ ≤ r3S2, ∣∣∣R1,Γ−
h
∣∣∣ ≤ r3S2, (2.43a)∣∣∣R2,Γ+
h
∣∣∣ ≤ r7/2S3, ∣∣∣R2,Γ−
h
∣∣∣ ≤ r7/2S3, (2.43b)∣∣∣R0,Γ+
h
∣∣∣ ≤ r2S0, ∣∣∣R0,Γ−
h
∣∣∣ ≤ r2S0, (2.43c)∣∣∣Rˆ2,Γ+
h
∣∣∣ ≤ rℓ+7/2Sˆ3, ∣∣∣Rˆ2,Γ−
h
∣∣∣ ≤ rℓ+7/2Sˆ3, (2.43d)∣∣∣Rˆ0,Γ+
h
∣∣∣ ≤ rℓ+2Sˆ0, ∣∣∣Rˆ0,Γ−
h
∣∣∣ ≤ rℓ+2Sˆ0, (2.43e)
where
S2 =k
2
p(λ+ µ)
[
|a0|
∞∑
k=2
k2kp
22kk!k!
h2k−3 +
2∑
m=1
∞∑
k=1
|am|
k2k+mp
22k+mk!(k +m)!
h2k+m−3
]
+ k2pµ|a0|
∞∑
k=1
k2k+2p
22k+2k!(k + 2)!
h2k−1 + k2sµ|b0|
∞∑
k=1
k2k+2s
22k+2k!(k + 2)!
h2k−1
+ k2pµ
2∑
m=1
∞∑
k=0
|am|
k2k+m+2p
22k+m+2k!(k +m+ 2)!
h2k+m−1
+ k2sµ
2∑
m=1
∞∑
k=0
|bm| k
2k+m+2
s
22k+m+2k!(k +m+ 2)!
h2k+m−1
]
+
∞∑
m=3
∣∣∣∣ik2p(λ+ µ)am ∞∑
k=0
(−1)kk2k+mp
22k+mk!(k +m)!
h2k+m−3
+ ik2pamµ
∞∑
k=0
(−1)kk2k+m+2p
22k+m+2k!(k +m+ 2)!
h2k+m−1
+ k2sbmµ
∞∑
k=0
(−1)kk2k+m+2s
22k+m+2k!(k +m+ 2)!
h2k+m−1
∣∣∣∣,
(2.44)
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and
S3 =|a0|
∞∑
k=2
k2k+2p
22k+1k!(k + 1)!
h2k−3 + |b0|
∞∑
k=2
k2k+2s
22k+1k!(k + 1)!
h2k−3
+
2∑
m=1
∞∑
k=1
|am|
k2k+m+2p
22k+m+1k!(k +m+ 1)!
h2k+m−3
+
2∑
m=1
∞∑
k=1
|bm| k
2k+m+2
s
22k+m+1k!(k +m+ 1)!
h2k+m−3
+
∞∑
m=3
∣∣∣∣am ∞∑
k=0
(−1)kk2k+m+2p
22k+m+1k!(k +m+ 1)!
h2k+m−3
+ ibm
∞∑
k=0
(−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
h2k+m−3
∣∣∣∣,
(2.45)
and
S0 =|a0|
∞∑
k=1
k2k+2p
22k+1k!(k + 1)!
h2k−1 + |b0|
∞∑
k=1
k2k+2s
22k+1k!(k + 1)!
h2k−1
+
∞∑
m=1
∣∣∣∣am ∞∑
k=0
(−1)k+1k2k+m+2p
22k+m+1k!(k +m+ 1)!
h2k+m−1
+ ibm
∞∑
k=0
(−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
h2k+m−1
∣∣∣∣,
(2.46)
and
Sˆ3 =|aℓ|
∞∑
k=2
k2k+ℓ+2p
22k+ℓ+1k!(k + ℓ+ 1)!
h2k−3 + |bℓ|
∞∑
k=2
k2k+ℓ+2s
22k+ℓ+1k!(k + ℓ+ 1)!
h2k−3
+
ℓ+2∑
m=ℓ+1
∞∑
k=1
|am|
k2k+m+2p
22k+m+1k!(k +m+ 1)!
h2k+m−ℓ−3
+
ℓ+2∑
m=ℓ+1
∞∑
k=1
|bm| k
2k+m+2
s
22k+m+1k!(k +m+ 1)!
h2k+m−ℓ−3
+
∞∑
m=ℓ+3
∣∣∣∣am ∞∑
k=0
(−1)kk2k+m+2p
22k+m+1k!(k +m+ 1)!
h2k+m−ℓ−3
+ ibm
∞∑
k=0
(−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
h2k+m−ℓ−3
∣∣∣∣,
(2.47)
Sˆ0 =|aℓ|
∞∑
k=1
k2k+ℓ+2p
22k+ℓ+1k!(k + ℓ+ 1)!
h2k−1 + |bℓ|
∞∑
k=1
k2k+ℓ+2s
22k+ℓ+1k!(k + ℓ+ 1)!
h2k−1
+
∞∑
m=ℓ+1
∣∣∣∣am ∞∑
k=0
(−1)k+1k2k+m+2p
22k+m+1k!(k +m+ 1)!
h2k+m−ℓ−1
+ ibm
∞∑
k=0
(−1)kk2k+m+2s
22k+m+1k!(k +m+ 1)!
h2k+m−ℓ−1
∣∣∣∣,
(2.48)
Proof. Since Tνu
∣∣∣
Γ±
h
· v
∣∣∣
Γ±
h
are analytic on Γ±h , from (2.24), by root test and Lemma 2.10, for
r ∈ (0, h), together with straightforward though tedious calculations, one can prove (2.43a).
(2.43b), (2.43c), (2.43d) and (2.43e) can be proved in a similar way, and we skip the details. 
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Recall that the open sector K and Γ±h are defined in (2.5) and (2.3), respectively. For ε ∈ R+
satisfying ε < h, let
Sε = K ∩Bε, Γ±(0,ε) = Γ±h ∩Bε, Λε = Sε ∩ ∂Bε. (2.49)
Lemma 2.15. Let u be a Lame´ eigenfunction to (1.3) and v be defined in (2.22). Recall that
Γ±(0,ε) and Λε are defined in (2.49). Then
lim
ε→0+
∫
Γ+
(0,ε)
Tνv · udσ = lim
ε→0+
∫
Γ−
(0,ε)
Tνv · udσ = 0, (2.50a)
lim
ε→0+
∫
Γ+
(0,ε)
Tνu · vdσ = lim
ε→0+
∫
Γ−
(0,ε)
Tνu · vdσ = 0, (2.50b)
lim
ε→0+
∫
Γ+
(0,ε)
u · vdσ = lim
ε→0+
∫
Γ−
(0,ε)
u · vdσ = 0, (2.50c)
Proof. From (2.27), it is easy to see that
lim
x→0
x∈Γ±
h
Tνv
∣∣
Γ±
h
\{0} · u
∣∣
Γ±
h
\{0} = 0.
Therefore the function Tνv
∣∣
Γ±
h
\{0} · u
∣∣
Γ±
h
\{0} is continuous at the origin. Hence by the dominant
convergent theorem, we can prove (2.50a). Similarly, from (2.24) and (2.27), we know that (2.50b)
and (2.50c) hold via the dominant convergent theorem. 
The following lemma gives the estimates of the integrals with respect to the CGO solution v
(2.22) on an open sector and an arbitrary arc, which will be used in the subsequent study.
Lemma 2.16. [4, Proposition 3.1] Let v : R2 → C2 be defined by (2.22) and
Kϕm,ϕM =
{
x = (x1, x2) ∈ R2 | x 6= 0, ϕm < arg (x1 + ix2) < ϕM
}
(2.51)
for given angles −π < ϕm < ϕM < π. Then it holds that∫
Kϕm,ϕM
v1 (x) dx = 6i
(
e−2ϕM i − e−2ϕmi) s−4. (2.52)
In addition for α,h > 0 and j ∈ {1, 2}, we have the upper bounds∫
Kϕm,ϕM
|vj (x)| |x|α dx 6 2 (ϕM − ϕm) Γ (2α+ 4)
δ2α+4Kϕm,ϕM
s−2α−4, (2.53a)∫
Kϕm,ϕM \Bh
|vj(x)| dx 6 6 (ϕM − ϕm)
δ4Kϕm,ϕM
s−4e−δKϕm,ϕM s
√
h/2
, (2.53b)
where δKϕm,ϕM = minϕm<ϕ<ϕM cos(ϕ/2) is a positive constant depending Kϕm,ϕM . Furthermore,
assume that u ∈ H2 (Kϕm,ϕM ∩Bl) where Bl = B(0, l) for some l > 0. The it holds that∣∣∣∣∣
∫
Kϕm,ϕM ∩∂Bl
[(Tνu) · v − (Tνv) · u] dσ
∣∣∣∣∣
≤ CKϕm,ϕM ,Bl,µ,λ‖u‖H2(Kϕm,ϕM ∩Bl) (1 + s) exp
(
−δKϕm,ϕM s
√
h
)
,
(2.54)
where CKϕm,ϕM ,Bl,µ,λ is a positive constant depending on Bl, λ, µ and Kϕm,ϕM .
Remark 2.3. Recall that K is defined in (2.5). Then Kϕm,ϕM defined in (2.51) degenerates to
K whenever ϕM := ϕ0, ϕm := 0. In this situation, the constant δKϕm,ϕM given in (2.53a) and
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(2.53b) is denoted by δK in the remainder of this paper. Indeed, setting ϕM := ϕ0 and ϕm := 0,
from (2.52), (2.53a), (2.53b) and (2.54), we have∫
K
es
√
rζ(ϕ)rdrdϕ = 6i
(
e−2ϕ0i − 1) s−4, (2.55a)∫
K
es
√
rℜ(ζ(ϕ))rα+1drdϕ 6
2ϕ0Γ (2α+ 4)
δ2α+4K
s−2α−4, (2.55b)∣∣∣∣∫
Λh
[(Tνu) · v − (Tνv) · u] dσ
∣∣∣∣ 6 CK,Bh,µ,λ‖u‖H2(K∩Bh) (1 + s) e−δKs√h, (2.55c)
where δK = min0<ϕ<ϕ0 cos(ϕ/2) and Λh is defined in (2.7).
We next derive several crucial integral identities.
Lemma 2.17. Suppose D is a bounded Lipschitz domain in R2 and u, v are H2loc(R
2) functions.
Let v be the CGO solution defined in (2.22), which satisfies Lv = 0. Then∫
D
(Lu) · vdx =
∫
∂D
[(Tνu) · v − (Tνv) · u] dσ. (2.56)
If u is a Lame´ eigenfunction to (1.3), then the following integral identity holds
I3 = I
+
1 + I
−
1 + I2, (2.57)
where
I±1 =
∫
Γ±
h
[(Tνu) · v − (Tνv) · u] dσ, (2.58a)
I2 =
∫
Λh
[(Tνu) · v − (Tνv) · u] dσ, (2.58b)
I3 = −κ
∫
Sh
u · vdx. (2.58c)
Furthermore, we have
|I2| 6 CK,Bh,µ,λ‖u‖H2(K∩Bh) (1 + s) e−δKs
√
h (2.59)
which is exponentially decays as s→ +∞. Here δK is a positive constant defined in (2.55b).
Proof. We first prove (2.57). Recall that Sε is defined in (2.49). Since u and v are H
2(Sh\Sε),
from (2.56), we have ∫
Sh\Sε
(Lu) · vdx =
∫
∂(Sh\Sε)
[(Tνu) · v − (Tνv) · u] dσ. (2.60)
Since u is a Lame´ eigenfunction to (1.3), then L(u) = −κu in Ω ⊂ R2. Moreover, u and v are
H2loc(R
2) functions, it yields that
lim
ε→0+
∫
Sε
(Lu) · vdx = −κ lim
ε→0+
∫
Sε
u · vdx = 0. (2.61)
Recall that Λε is defined in (2.49). It is easy to see that∫
∂(Sh\Sε)
[(Tνu) · v − (Tνv) · u] dσ = I+1 + I−1 + I2 − I+ε − I−ε + IΛε . (2.62)
where
I±ε =
∫
Γ±
(0,ε)
[(Tνu) · v − (Tνv) · u] dσ, (2.63a)
IΛε =
∫
Λε
[(Tνu) · v − (Tνv) · u] dσ. (2.63b)
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Here the line segements Γ±(0,ε) are defined in (2.49). From (2.50a) and (2.50b), we know that
lim
ε→0+
I±ε = 0. (2.64)
By setting h = ε in (2.55c), it is readily seen that
lim
ε→0+
IΛε = 0. (2.65)
In (2.60), letting ε→ 0+, using (2.61), (2.64) and (2.65), we obtain that
I3 = −κ
∫
Sh
u · vdx =
∫
∂Sh
[(Tνu) · v− (Tνv) · u] dσ,
from which we prove (2.57).
The proof is complete. 
Lemma 2.18. For a given ζ(ϕ) = −eiϕ2 ∈ C and ℓ = m2 ,m = 0, 1, 2, .... we have∫ h
0
rℓes
√
rζ(ϕ)dr =
2
s2ℓ+2
(
(−1)2ℓ (2ℓ+ 1)!
ζ(ϕ)2l+2
+ es
√
hζ(ϕ)
2ℓ+1∑
j=0
(−1)j (2ℓ+ 1)!
(2ℓ+ 1− j)!ζ(ϕ)j+1
(
s2h
) (2ℓ+1−j)
2
)
,
∫ h
0
rℓes
√
rℜ(ζ(ϕ))dr =
2
s2ℓ+2
(
(−1)2ℓ (2ℓ+ 1)!
ℜ(ζ(ϕ))2l+2
+ es
√
hℜ(ζ(ϕ))
2ℓ+1∑
j=0
(−1)j (2ℓ+ 1)!
(2ℓ+ 1− j)!ℜ(ζ(ϕ))j+1
(
s2h
) (2ℓ+1−j)
2
)
,
Furthermore, if R (ζ (ϕ)) < 0, we have the following asymptotic expansion:∫ h
0
rℓes
√
rζ(ϕ)dr =
2
s2ℓ+2
(−1)2ℓ (2ℓ+ 1)!
ζ(ϕ)2ℓ+2
+O
(
s−
1
2 e
√
shζ(ϕ)
)
, (2.66a)∫ h
0
rℓes
√
rℜ(ζ(ϕ))dr =
2
s2ℓ+2
(−1)2ℓ (2ℓ+ 1)!
ℜ(ζ(ϕ))2ℓ+2 +O
(
s−
1
2 e
√
shℜ(ζ(ϕ))
)
. (2.66b)
as s → +∞, where ℓ = m2 ,m = 0, 1, 2, . . ..
Proof. By induction and direct verifications, one can show the lemma. We skip the details. 
In the next lemma, we derive an upper bound for the integral I3 defined in (2.58c).
Lemma 2.19. Recall that the Lame´ eigenfunction u to (1.3) has the radial wave expression (2.14)
at the origin and I3 is defined by (2.58c), then one has
|I3| 6
∣∣k2pa0 − ik2sb0∣∣ κϕ0Γ (6)δ6K s−6 + 2κϕ0Γ (8)S1δ8K s−8, (2.67)
as s→ +∞, where δK is a positive constant defined in (2.55b) and S1 is defined in (2.35). Recall
that S1(ℓ) is defined in (2.36). Furthermore, if a0 = b0 = · · · = aℓ−1 = bℓ−1 = 0,
|I3| 6
∣∣∣kℓ+2p aℓ− ikℓ+2s bℓ∣∣∣ κϕ0Γ(2ℓ+ 6)
2ℓ(ℓ+ 1)!δ2ℓ+6K
s−2ℓ−6 +
2κϕ0Γ(2ℓ+ 8)S1(ℓ)
δ8K
s−2ℓ−8, (2.68)
as s→ +∞.
Proof. Submitting (2.34) into (2.58c), using (2.55b) and (2.35), we derive that
|I3| 6 κ
∫
K
|u · v|dx
6 κ
∣∣k2pa0 − ik2sb0∣∣
4
∫
K
r2es
√
rℜ(ζ(ϕ))drdϕ+ κS1
∫
K
r3es
√
rℜ(ζ(ϕ))dr
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from which we complete the proof of (2.67). By virtue of (2.36), (2.68) can be proved in a similar
way. 
3. Generalized Holmgren’s principle with the presence of singular lines
In this section, we prove that if a generic Lame´ eigenfunction u to (1.3) possesses a singular
line Γh in Ω as defined in Definition 2.2, then u is identically zero. According to our discussion
made at the beginning of Section 2, without loss of generality, we can assume that Γh is Γ
−
h as
defined in (2.3). Moreover, we can assume that the point x0 involved in Definition 2.2 is the
origin, namely x0 = 0. It is clear that the unit normal vectors ν to Γ
−
h is (0,±1)⊤. In this paper
we choose (0,−1)⊤ as the unit normal vector ν to Γ−h . In such a case, the following conditions
involved in Definition 2.2
u(x0) = 0 and/or τ · ∂νu|x=x0 = 0, (3.1)
turn into
u(0) = 0 and/or ∂2u1(0) = 0.
3.1. The case with a singular rigid line.
Lemma 3.1. Let u be a generalized Lame´ eigenfunction to (1.3) with the radial wave expansion
given in (2.14) around the origin. Suppose there exists Γ−h ∈ RκΩ. Then one has{
kpa1 + iksb1 = 0,
k3pa1 − ik3sb1 = 0, (3.2)
and {
k2pa0 + ik
2
sb0 − k2pa2 − ik2sb2 = 0,
k2pa0 − ik2sb0 = 0. (3.3)
Moreover, it holds that
a1 = b1 = 0. (3.4)
Furthermore, suppose that
aℓ = bℓ = 0 (3.5)
where ℓ = 0, . . . ,m− 1 and m ∈ N with m ≥ 2, then
aℓ = bℓ = 0, ∀ℓ ∈ N ∪ {0}.
Proof. Since Γ−h is a rigid line of u, then u
∣∣
Γ−
h
= 0. Therefore from (2.14) and by noting ϕ = 0
on Γ−h , we have for 0 6 r 6 h that
0 =
∞∑
m=0
{
kp
2
am
{
Jm−1 (kpr) e1 − Jm+1 (kpr) eiϕe2
}
+
iks
2
bm {Jm−1 (ksr) e1 + Jm+1 (ksr) e2}
}
.
(3.6)
From (2.12), we know that J−1(kpr) = −J1(kpr) and J−1(ksr) = −J1(ksr). Using Lemma 2.6,
comparing the coefficients of the term r0 in both sides of (3.6), we obtain (3.2). Similarly, from
Lemma 2.6, we compare the coefficients of the term r1 in both sides of (3.6), and obtain that(−k2pa0 − ik2sb0 + k2pa2 + ik2sb2) e1 − (k2pa0 − ik2sb0) e2 = 0.
Since e1 and e2 are linearly independent, we can obtain (3.3). Similarly, comparing the coefficients
of the term r2 in both sides of (3.6), we have(−2k3pa1 − 2ik3sb1 + k3pa3 + ik3sb3) e1 − (k3pa1 − ik3sb1) e2 = 0,
which implies that the second equation of (3.2) holds. The determinant of the coefficient matrix
of (3.2) is ∣∣∣∣kp iksk3p −ik3s
∣∣∣∣ = −ikpks(k2p + k2s) 6= 0,
then we know that (3.4) holds.
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Substituting (3.5) into (3.6), it yields that
0 =
∞∑
ℓ=m
{
kp
2
aℓ
{
Jℓ−1 (kpr) e1 − Jℓ+1 (kpr) eiϕe2
}
+
iks
2
bℓ {Jℓ−1 (ksr) e1 + Jℓ+1 (ksr) e2}
}
, 0 6 r 6 h.
(3.7)
Therefore the lowest order of r in the right hand side of (3.7) is m − 1. Hence comparing the
coefficients of the term rm−1 in both sides of (3.7), we obtain that
kmp am + ik
m
s bm = 0. (3.8)
Comparing the coefficients of the term rm+1 in both sides of (3.7), which are related to Jm−1(kpr),
Jm−1(ksr), Jm+1(kpr) and Jm+1(ksr), one has(− (m+ 1) km+2p am − i(m+ 1)km+2s bm + km+2p am+2 + ikm+2s bm+2) e1
− (km+2p e2iϕ0am − ikm+2s bm) e2 = 0.
Since e1 and e2 are linear independent, it yields that{ − (m+ 1) km+2p am − i(m+ 1)km+2s bm + km+2p am+2 + ikm+2s bm+2 = 0,
km+2p am − ikm+2s bm = 0, (3.9)
Combining (3.8) and (3.9), we obtain that{
kmp am + ik
m
s bm = 0,
km+2p am − ikm+2s bm = 0.
Since ∣∣∣∣ kmp ikmskm+2p −ikm+2s
∣∣∣∣ = −ikmp kms (k2p + k2s) 6= 0,
one readily has that am = bm = 0. In an inductive manner, we can prove that aℓ = bℓ = 0 for
ℓ = m+ 1, . . ..
The proof is complete. 
Lemma 3.2. Let u = (uℓ)
2
ℓ=1 be a Lame´ eigenfunction to (1.3) with the radial wave expansion
(2.14) around the origin. If u(0) = 0, then
kpa1 + iksb1 = 0. (3.10)
Recall that u1 has the expansion (2.17). If ∂2u1(0) = 0, then
− 2k2sb0 + ik2pa2 − k2sb2 = 0. (3.11)
Proof. Since u(0) = 0, substituting r = 0 in (2.14) we can prove (3.10). From (5.31) in the
Appendix, it is easy to know that
∂1u1 =
∂u1
∂r
at ϕ = 0. Substituting (2.13) into (5.28), we can obtain that
1
r
∂u1
∂ϕ
∣∣∣
ϕ=0
=
∞∑
m=0
{
ik2pamJm−2(kpr)− ik2pamJm+2(kpr)− k2sbmJm−2(ksr)
− 2k2sbmJm(ksr)− k2sbmJm+2(ksr)
}
.
(3.12)
Substituting (3.12) into (5.31) and evaluating the resulting equality of (5.31) at r = 0 and ϕ = 0
since ∂2u1(0) = 0, one can prove (3.11). 
Theorem 3.1. Let u ∈ L2(Ω)2 be a solution to (1.3). If there exits a singular rigid line Γh ⊂ Ω
of u, then u ≡ 0.
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Proof. Suppose that there exits a singular rigid line Γh of u as described at the beginning of this
section. Then we have
∂2u1(x0) = 0, x0 ∈ Γh. (3.13)
By virtue of (3.2) we know that
a1 = b1 = 0 (3.14)
since ∣∣∣∣kp iksk3p −ik3s
∣∣∣∣ = −ikpks(k2p + k2s) 6= 0.
Substituting (4.12) into (3.6), comparing the coefficients of the term r3 in both sides of (3.6), we
have
3k4pa0 − 3ik4sb0 − k4pa2 + ik4sb2 = 0. (3.15)
(3.13) implies that (3.11) is satisfied. Combing (3.3) (3.11), (3.15), we have
k2p ik
2
s −k2p −ik2s
k2p −ik2s 0 0
0 −2k2s ik2p −k2s
3k4p −3ik4s −k4p ik4s


a0
b0
a2
b2
 = 0,
whose determinant is −4ik4pk4s(k2p + k2s) 6= 0, then we know that a0 = b0 = a2 = b2 = 0. Using
Lemma 3.1, we can prove aℓ = bℓ = 0 for ℓ ∈ N and ℓ ≥ 3, which induces that u ≡ 0 in Ω by
Proposition 2.1.
The proof is complete. 
3.2. The case with a singular traction-free line.
Lemma 3.3. Let u be a Lame´ eigenfunction to (1.3) with the radial wave expansion (2.14) around
the origin. Suppose that Γ−h ∈ T κΩ . Then we have{
ik2pa2 − k2sb2 = 0,
a0 = 0,
(3.16)
and {
k3sb1 + ik
3
pa3 − k3sb3 = 0,
a1 = 0.
(3.17)
Furthermore, suppose that aℓ = bℓ = 0 for ℓ = 0, 1, then
aℓ = bℓ = 0, ∀ℓ ∈ N ∪ {0}. (3.18)
Proof. Since Γ−h is a traction-free line of u, then Tνu
∣∣
Γ−
h
= 0, we have from (2.19) that
0 =
∞∑
m=0
{
− ik
2
p
2
amµJm−2(kpr)e1 −
ik2p
2
am(λ+ µ)Jm(kpr)e1
+
k2s
2
bmµJm−2 (ksr) e1 +
ik2p
2
am (λ+ µ) Jm (kpr) e2
+
ik2p
2
amµJm+2 (kpr) e2 +
k2s
2
bmµJm+2 (ksr) e2
}
,
(3.19)
where r ∈ [0, h]. Using (2.12) and Lemma 2.6, comparing the coefficients of the term r0 in both
sides of (3.19), we obtain(
ik2p (λ+ µ) a0 + ik
2
pµa2 − k2sµb2
)
e1 − ik2p (λ+ µ) a0e2 = 0.
From the fact that e1 and e2 are linearly independent, we prove (3.16) by using (1.2). Again
comparing the coefficients of the term r1 in both sides of (3.19), we obtain(
ik3pλa1 + k
3
sµb1 + ik
3
pµa3 − k3sµb3
)
e1 − ik3p (λ+ µ) a1e2 = 0,
from which one can easily see that (3.16) holds by using (1.2).
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Suppose that aℓ = bℓ = 0 for ℓ = 0, 1, then we want to prove (3.18). Substituting aℓ = bℓ = 0
(ℓ = 0, 1) into (3.19) and comparing the coefficients of r2 in the resulting equation (3.19), which
are related to J0(kpr), J0(ksr) and J2(kpr), J2(ksr) for the indexes m = 2 and m = 4 in (3.19),
we obtain that(
ik4p (λ− µ) a2 + 2k4sµb2 + ik4pµa4 − k4sµb4
)
e1 − ik4p (λ+ µ) a2e2 = 0.
Since e1 and e2 are linear independent, we can deduce that{
ik4p (λ− µ) a2 + 2k4sµb2 + ik4pµa4 − k4sµb4 = 0,
a2 = 0,
(3.20)
Since a2 = 0 from (3.20), we have b2 = 0 from (3.16). Thus (3.20) can be written as ik
4
pa4−k4sb4 =
0. Repeating the above argument in an inductive manner, we can prove that
aℓ = bℓ = 0 (3.21)
for ℓ = 0, 1, 2, . . . ,m − 1 where m ∈ N is fixed and m ≥ 3. Next, we prove am = bm = 0.
Substituting (3.21) into (3.19), it yields that
0 =
∞∑
ℓ=m
{
− ik
2
p
2
aℓµJℓ−2(kpr)e1 −
ik2p
2
aℓ(λ+ µ)Jℓ(kpr)e1
+
k2s
2
bℓµJℓ−2 (ksr) e1 +
ik2p
2
aℓ (λ+ µ)Jℓ (kpr) e2
+
ik2p
2
aℓµJℓ+2 (kpr) e2 +
k2s
2
bℓµJℓ+2 (ksr) e2
}
.
(3.22)
Therefore the lowest order of r in the left sides of (3.22) is m− 2. Comparing the coefficients of
rm−2 in both sides of (3.22) and using (2.32), we have
ikmp am − kms bm = 0, (3.23)
since µ > 0. Again comparing the coefficients of rm in both sides of (3.22), which are related to
Jm−2(kpr), Jm−2(ksr) and Jm(kpr), Jm(ksr), we can derive that[
ikm+2p (λ− (m− 1)µ) am +mkm+2s µbm + ikm+2p µam+2 − km+2s µbm+2
]
e1
− ikm+2p (λ+ µ) ame2 = 0.
Since e1 and e2 are linearly independent, we can deduce that{
ikm+2p (λ− (m− 1)µ) am +mkm+2s µbm + ikm+2p µam+2 − km+2s µbm+2 = 0,
am = 0.
(3.24)
Combining (3.23)and (3.24), we derive that am = bm = 0. Using the above recursive procedure,
we can prove that am = bm = 0 for m ∈ N ∪ {0}.
The proof is complete. 
Theorem 3.2. Let u ∈ L2(Ω)2 be a solution to (1.3). If there exits a singular traction-free line
Γh ⊂ Ω of u, then u ≡ 0.
Proof. Suppose that there exits a singular traction-free line Γh of u as described at the beginning
of this section. Recall that u has the expansion (2.14) around the origin. From Lemma 3.3, we
know that (3.16) holds. By virtue of the fact that u(0) = 0 and τ · ∂νu(0) = 0, from Lemma
3.2, we know that (3.11) is satisfied. Substituting (3.16) into (3.11), we can obtain that b0 = 0.
Furthermore, substituting the second equation in (3.17) into (3.10), one can derive that b1 = 0,
which implies that (3.17) can be rewritten as ik3pa3 − k3sb3 = 0.
By now we have proven that aℓ = bℓ = 0 for ℓ = 0, 1. Then from Lemma 3.3, we have that
(3.18) holds. Therefore, from Proposition 2.1, we know that u ≡ 0 in Ω.
The proof is complete. 
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3.3. The case with a singular impedance line.
Lemma 3.4. Let u be a solution to (1.3) with the radial wave expansion (2.14) around the origin.
Suppose that there is an impedance line Γ−h of u with a constant impedance parameter 0 6= η ∈ C.
Then we have {
ηkpa1 + iηksb1 − ik2pµa2 + k2sµb2 = 0,
a0 = 0,
(3.25)
and { −k3sµb1 + ηk2pa2 + iηk2sb2 + ik3pµa3 − k3sµb3 = 0,
a1 = 0.
(3.26)
Furthermore, if aℓ = bℓ = 0 for ℓ = 0, 1, then
aℓ = bℓ = 0, ∀ℓ ∈ N ∪ {0}. (3.27)
Proof. Since (Tνu+ηu)
∣∣
Γ−
h
= 0, using (2.21) and noting ϕ = 0 on Γ−h , we have for 0 6 r 6 h that
0 =
∞∑
m=0
{
− ik
2
p
2
am
[
µJm−2(kpr)e1 + (λ+ µ)Jm(kpr)e1
− (λ+ µ) Jm (kpr) e2 − µJm+2 (kpr) e2
]
+
k2s
2
bm
[
µJm−2 (ksr) e1 + µJm+2 (ksr) e2
]
+
ηkp
2
am [Jm−1 (kpr) e1 − Jm+1 (kpr) e2] + iηks
2
bm [Jm−1 (ksr) e1 + Jm+1 (ksr) e2]
}
.
(3.28)
Using Lemma 2.6, comparing the coefficients of the term r0 in both sides of (3.28), which are
related to J0(kpr) and J0(ksr) for the indexes m = 0, m = 1 and m = 2 in (3.28), we have[−ik2p(λ+ µ)a0 + ηkpa1 + iηksb1 − ik2pµa2 + k2sµb2] e1 + ik2p(λ+ µ)a0e2 = 0.
Using the fact that e1 and e2 are linearly independent, we can obtain (3.25) since kp 6= 0 and
λ+ µ > 0 from (1.2). Similarly, comparing the coefficients of the term r1 in both sides of (3.28),
we can derive (3.26).
Now we are in the position to prove (3.27) under the condition aℓ = bℓ = 0 for ℓ = 0, 1. Since
a1 = b1 = 0, (3.25) can be rewritten as
ik2pa2 − k2sb2 = 0. (3.29)
Substituting aℓ = bℓ = 0 into (3.28), where ℓ = 0, 1, comparing the coefficients of r
2 in the resulting
equation (3.28), which are related to J0(kpr), J0(ksr) and J2(kpr), J2(ksr) for the indexes m = 2
m = 3 and m = 4 in (3.28), we can derive that[
ik4p(µ − λ)a2 − 2k4sµb2 + ηk3pa3 + iηk3sb3 − ik4pµa4 + k4sµb4
]
e1 + ik
4
p(λ+ µ)a2e2 = 0,
Since e1 and e2 are linearly independent, we can obtain that{ −2k4sµb2 + ηk3pa3 + iηk3sb3 − ik4pµa4 + k4sµb4 = 0,
a2 = 0,
(3.30)
Combing (3.29) with (3.30), we can derive that b2 = 0.
Therefore, it is easy to see that (3.26) can be rewritten as
ik3pa3 − k3sb3 = 0. (3.31)
By now we have proven that aℓ = bℓ = 0 (ℓ = 0, 1, 2) if Γ
−
h ⋐ Ω is an impedance line of u.
Repeating the above argument in an inductive manner, suppose that we have proven
aℓ = bℓ = 0 (3.32)
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for ℓ = 0, 1, 2, . . . ,m − 1 where m ∈ N is fixed and m ≥ 3. We next prove am = bm = 0.
Substituting (3.32) into (3.28), it yields that
0 =
∞∑
ℓ=m
{
− ik
2
p
2
aℓ
[
µJℓ−2(kpr)e1 + (λ+ µ)Jℓ(kpr)e1
− (λ+ µ)Jℓ (kpr) e2 − µJℓ+2 (kpr) e2
]
+
k2s
2
bℓ
[
µJℓ−2 (ksr) e1 + µJℓ+2 (ksr) e2
]
+
ηkp
2
aℓ [Jℓ−1 (kpr) e1 − Jℓ+1 (kpr) e2] + iηks
2
bℓ [Jℓ−1 (ksr) e1 + Jℓ+1 (ksr) e2]
}
.
(3.33)
Therefore the lowest order of r in the left sides of (3.33) is m− 2. Comparing the coefficients of
rm−2 in both sides of (3.33), we have
ikmp am − kms bm = 0, (3.34)
since µ > 0. Again comparing the coefficients of rm in both sides of (3.33), which are related to
Jm−2(kpr), Jm−2(ksr) and Jm(kpr), Jm(ksr), we can derive that[− ikm+2p (λ+ (1−m)µ) am −mkm+2s µbm + ηkm+1p am+1 + iηkm+1s µbm+1
− ikm+2p µam+2 + km+2s µam+2
]
e1 + ik
m+2
p (λ+ µ) ame2 = 0.
(3.35)
Since e1 and e2 are linearly independent, from (3.35), we can deduce that{ −mkm+2s µbm + ηkm+1p am+1 + iηkm+1s µbm+1 − ikm+2p µam+2 + km+2s µam+2 = 0,
am = 0,
(3.36)
Combining (3.34)and (3.36), we derive that am = bm = 0. Using the above recursive procedure,
we can prove that am = bm = 0 for m ∈ N ∪ {0}.
The proof is complete. 
Theorem 3.3. Let u ∈ L2(Ω)2 be a solution to (1.3). If there exits a singular impedance line
Γh ⊂ Ω of u with a constant impedance parameter 0 6= η ∈ C as defined in (2.2c), then u ≡ 0.
Proof. Suppose that there exits a singular impedance line Γh of u as described at the beginning
of this section with a nonzero constant impedance η. From (2.2c), we see that
u(0) = 0 and ∂2u1(0) = 0. (3.37)
Moreover, (Tνu+ ηu)
∣∣
Γ−
h
= 0 . Hence from Lemma 3.4, we know that (3.25) and (3.26) hold.
By virtue of (3.37), we know that (3.10) and (3.11) hold. Substituting a1 = 0 in (3.26) into
(3.10) we have b1 = 0. Therefore from (3.25) we derive that
− ik2pa2 + k22b2 = 0 (3.38)
by using the fact that a1 = b1 = 0. Substituting (3.38) into (3.11) we have b0 = 0.
Therefore, from Lemma 3.4, we have aℓ = bℓ = 0 for ∀ℓ ∈ N ∪ {0}. Then u ≡ 0 in Ω via
Proposition 2.1.
The proof is complete. 
4. Generalized Holmgre’s principle with the non-degenerate intersection of two
homogeneous lines
In this section, we consider the homogeneous lines introduced in Definition 2.1. We shall
show that the generic non-degenerate intersections of two of such lines also generate microlocal
singularities, which prevent the occurrence of such intersections unless the Lame´ eigenfunction
u is identically vanishing. As discussed in the beginning of Section 2, we assume throughout
this section that the aforementioned two homogeneous lines are given by Γ±h in (2.3) with the
intersecting angle ϕ0 ∈ (0, π).
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Lemma 4.1. Let u be a solution to (1.3) with the radial wave expansion (2.14) around the origin.
Suppose that there are two rigid lines Γ+h and Γ
−
h in Ω of u that are intersecting with each other
in a non-degenerate way. Then
−ik4p(2λ+ µ)a0 + µk4sb0 = 0.
Proof. Recall that I±1 are defined in (2.58a). Substituting (2.24) into (2.58a), since u
∣∣
Γ±
h
= 0, we
can obtain that
I+1 =
∫
Γ+
h
(Tνu) · vdσ = −
∫ h
0
es
√
rζ(ϕ0)
{
ik2p(λ+ µ)e
iϕ0a0 +
i
2
k3p(λ+ µ)e
2iϕ0a1r
+
1
8
[
ik4p(λ+ µ)e
3iϕ0a2 − ik4p(2λ+ µ)eiϕ0a0 + k4sµeiϕ0b0
]
r2
}
dr − rI+1 ,1
= −i (λ+ µ) k2p
(
2a0s
−2 − 60k2pe−2iϕ0a0s−6 + 6kpa1s−4 + 30k2pa2s−6
)
− 30iµk4pe−2iϕ0a0s−6 − 30µk4se−2iϕ0b0s−6 − rI+1 ,1,
(4.1)
where rI+1 ,1
= − ∫ h0 es√rζ(ϕ0)R1,Γ+h dr. Similarly, we have
I−1 =
∫
Γ−
h
(Tνu) · vdσ =
∫ h
0
e−s
√
r
{
ik2p(λ+ µ)a0 +
i
2
k3p(λ+ µ)a1r
+
1
8
(ik4p(λ+ µ)a2 − ik4p(2λ+ µ)a0 + k4sµb0)r2
}
dr + rI−1 ,1
= i (λ+ µ) k2p
(
2a0s
−2 − 60k2pa0s−6 + 6kpa1s−4 + 30k2pa2s−6
)
+ 30iµk4pa0s
−6 + 30µk4sb0s
−6 + rI−1 ,1,
(4.2)
where rI−1 ,1
=
∫ h
0 e
−s√rR1,Γ−
h
dr. Therefore by straightforward calculations, we can derive that
I+1 + I
−
1 = 30(1 − e−2iϕ0)(−ik4p(2λ+ µ)a0 + µk4sb0)s−6 + rI−1 ,1 − rI+1 ,1. (4.3)
By virtue of (2.43a) and (2.66b), it is easy to see that∣∣∣rI+1 ,1∣∣∣ ≤ S2 · O(s−8), ∣∣∣rI−1 ,1∣∣∣ ≤ S2 · O(s−8). (4.4)
Substituting (4.3) into (2.57), we can obtain that
30(1 − e−2iϕ0)(−ik4p(2λ+ µ)a0 + µk4sb0)s−6 = I3 − I2 + rI−1 ,1 − rI+1 ,1,
which further implies that
30(1 − e−2iϕ0)(−ik4p(2λ+ µ)a0 + µk4sb0) = s6
(
I3 − I2 + rI−1 ,1 − rI+1 ,1
)
. (4.5)
From (4.5), it yields that∣∣30(1 − e−2iϕ0)(−ik4p(2λ+ µ)a0 + µk4sb0)∣∣ ≤ s6 (|I3|+ |I2|+ ∣∣∣rI−1 ,1∣∣∣+ ∣∣∣rI+1 ,1∣∣∣) . (4.6)
Since Γ−h is a rigid line of u, then from Lemma 3.1, (3.3) holds. Substituting the second equation
of (3.3) into (2.67), we can obtain that
|I3| ≤ 2κϕ0Γ(6)S1
δ8K
s−8. (4.7)
In (4.52), using (2.59), (4.4) and (4.7), letting s → +∞, under the condition ϕ0 6= π, we can
finish the proof of this lemma. 
Theorem 4.1. Let u ∈ L2(Ω)2 be a solution to (1.3). There cannot exit two intersecting rigid
lines Γ±h of u with the intersecting angle ∠(Γ
+
h ,Γ
−
h ) = ϕ0 6= π unless u ≡ 0.
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Proof. Suppose that there are two intersecting rigid lines Γ±h of u with the intersecting angle
∠(Γ+h ,Γ
−
h ) = ϕ0 6= π. Recall that u has the raidal wave expansion (2.14). From (3.3) and Lemma
4.1, it yields that { −ik4p(2λ+ µ)a0 + µk4sb0 = 0,
k2pa0 − ik2sb0 = 0, (4.8)
where kp and ks are defined in (2.9). Moreover, the eigenvalue κ of (1.3) is positive. Hence by
using (1.2) it is easy to see that
(2λ+ µ)k2p + µk
2
s =
3(λ+ µ)κ
λ+ 2µ
> 0.
Therefore ∣∣∣∣ −ik4p(2λ+ µ) µk4sk2p −ik2s
∣∣∣∣ = −k2pk2s [(2λ+ µ)k2p + µk2s] < 0,
which implies that
a0 = b0 = 0. (4.9)
Substituting (4.9) into (3.6), we compare the coefficients of r2 in both sides of (3.6) to obtain
that (−2k3pa1 − 2ik3sb1 + k3pa3 + ik3sb3) e1 − (k3pa1 − ik3sb1) e2 = 0,
which can be used to further derive that{ −2k3pa1 − 2ik3sb1 + k3pa3 + ik3sb3 = 0,
k3pa1 − ik3sb1 = 0. (4.10)
Combining (3.2) and (4.10), it yields that
kpa1 + iksb1 = 0, k
3
pa1 − ik3sb1 = 0. (4.11)
Since ∣∣∣∣ kp iksk3p −ik3s
∣∣∣∣ = −ikpks (k2p + k2s) 6= 0,
which together with (4.11) readily implies that
a1 = b1 = 0. (4.12)
In view of (4.9) and (4.12), from Lemma 3.1 we obtain that aℓ = bℓ = 0 for ℓ ∈ N, which implies
that u ≡ 0 in Ω by Proposition 2.1.
The proof is complete. 
Lemma 4.2. Let u be a solution to (1.3) with the radial wave expansion (2.14) around the origin.
Suppose that there are two traction-free lines Γ+h and Γ
−
h . If ∠(Γ
+
h ,Γ
−
h ) = ϕ0 6= π and
4ϕ0
3δ6K
< 1, (4.13)
where δK = min0<ϕ<ϕ0 cos(ϕ/2) > 0 is defined in (2.53a), then b0 = 0.
Proof. Recall that I±1 are defined in (2.58a). Substituting (2.27) into (2.58a), since Tνu
∣∣
Γ±
h
= 0,
we can obtain that
I+1 = −
∫
Γ+
h
(Tνv) · udσ = sµζ(ϕ0)
∫ h
0
es
√
rζ(ϕ0)
{
1
2
(ik2pa0 + k
2
sb0)e
iϕ0r1/2
+
1
8
(ik3pa1 + k
3
sb1)e
2iϕ0r3/2 +
1
48
(ik4pa2 + k
4
sb2)e
3iϕ0r5/2
− 1
16
(ik4pa0 + k
4
sb0)e
iϕ0r5/2
}
dr − rI+1 ,2
= −2µ(ik2pa0 + k2sb0)s−2 − 6µ(ik3pa1 + k3sb1)s−4 − 120µ(ik4pa2 + k4sb2)s−6
+ 90e−2iϕ0µ(ik4pa0 + k
4
sb0)s
−6 − rI+1 ,2,
(4.14)
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where
rI+1 ,2
= isµζ(ϕ0)
∫ h
0
es
√
rζ(ϕ0)R2,Γ+
h
dr. (4.15)
Similarly, we have
I−1 = −
∫
Γ−
h
(Tνv) · udσ = sµ
∫ h
0
e−s
√
r
{
1
2
(ik2pa0 + k
2
sb0)r
1/2
+
1
8
(ik3pa1 + k
3
sb1)r
3/2 +
1
48
(ik4pa2 + k
4
sb2)r
5/2
− 1
16
(ik4pa0 + k
4
sb0)r
5/2
}
dr − rI−1 ,2
= 2µ(ik2pa0 + k
2
sb0)s
−2 + 6µ(ik3pa1 + k
3
sb1)s
−4 + 120µ(ik4pa2 + k
4
sb2)s
−6
− 90µ(ik4pa0 + k4sb0)s−6 − rI−1 ,2,
(4.16)
where
rI−1 ,2
= isµ
∫ h
0
e−s
√
rR2,Γ−
h
dr. (4.17)
Therefore, from (4.14) and (4.16), after straightforward algebraic calculations, we derive that
I+1 + I
−
1 = −90µ(1− e−2iϕ0)(ik4pa0 + k4sb0)s−6 − rI−1 ,2 − rI+1 ,2,
which can be further reduced to
I+1 + I
−
1 = −90µ(1 − e−2iϕ0)k4sb0s−6 − rI−1 ,2 − rI+1 ,2 (4.18)
via the second equality of (3.16) since Γ−h is a traction-free line. By virtue of (2.43b) and (2.66b),
it is easy to see that
|rI+1 ,2| ≤ S3 · O(s
−8), |rI−1 ,2| ≤ S3 · O(s
−8), (4.19)
as s→ +∞.
Using the fact that a0 = 0 and (2.67), we have as s→ +∞ that
|I3| ≤ k2s |b0|
κϕ0Γ(6)
δ6K
s−6 +
2κϕ0Γ(8)
δ8K
s−8. (4.20)
Substituting (4.18) into (2.57), using (2.59), (4.19) and (4.20), we obtain that
90µ|1 − e−2iϕ0 |k4s |b0|s−6 ≤ k2s |b0|
κϕ0Γ(6)
δ6K
s−6 +
2κϕ0Γ(8)
δ8K
s−8 + S3 · O(s−8)
+ CK,Bh,µ,λ‖u‖H2(K∩Bh) (1 + s) e−δKs
√
h.
(4.21)
From (4.13), recalling that (2.9), we can derive that
µ >
4κϕ0
3k2sδ
6
K
, (4.22)
Multiplying s6 in both sides of (4.21) and letting s → +∞, under the condition ϕ0 6= π, we can
derive that
µ|b0| ≤ 4κϕ0
3k2sδ
6
K
|b0|
which implies that b0 = 0 by virtue of (4.22).
The proof is complete. 
Remark 4.1. Clearly when ϕ0 ∈ (0, π), it is easy to see that δK = min0<ϕ<ϕ0 cos(ϕ/2) =
cos(ϕ0/2) > 0 and the function f(ϕ0) = ϕ0/ cos
6(ϕ0/2) is a strictly monotone increasing function.
Denote
g(ϕ0) :=
4
3
· ϕ0
cos6(ϕ0/2)
− 1.
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Therefore g(ϕ0) is a strictly monotone increasing function. Let
ϕroot (4.23)
be the root of g(ϕ0). In fact, using a standard root-finding algorithm, the numerical value of ϕroot
is ϕNroot := 0.58043041944310849341051295527519 and
g(ϕNroot) = −5.5101297694794726936034525182293 × 10−40.
Hence if ϕ0 ∈ (0, ϕroot) we can claim that (4.13) is always fulfilled.
Theorem 4.2. Let u ∈ L2(Ω)2 be a solution to (1.3). Suppose there exit two intersecting lines
Γ±h of u such that Γ
±
h are two traction-free lines with the intersecting angle ∠(Γ
+
h ,Γ
−
h ) = ϕ0 6= π,
if u(0) = 0 and ϕ0 ∈ (0, ϕroot) where ϕroot is defined in (4.23), then u ≡ 0.
Proof. Suppose that there exit two intersecting lines Γ±h of u such that Γ
±
h are two traction-free
lines satisfying that u(0) = 0 and 0 < ϕ0 < ϕroot. Hence from Remark 4.1, we know that (4.13)
is fulfilled. Since Γ−h is a traction free line, then (3.16) and (3.17) hold. Since (4.13) is fulfilled,
from Lemma 4.2, we know that b0 = 0. Furthermore, under the condition u(0) = 0, we know
(3.10) holds. Substituting a1 = 0 of (3.17) into (3.10), one has b1 = 0. In view of the second
equality of (3.16), we have shown that aℓ = bℓ = 0 for ℓ = 0, 1. Therefore from Lemma 3.3 and
Proposition 2.1, we readily have u ≡ 0 in Ω, which finishes the proof. 
Theorem 4.3. Let u ∈ L2(Ω)2 be a solution to (1.3). If there exist two intersecting lines Γ±h of u
such that Γ−h is a rigid line and Γ
+
h is a traction-free line with the intersecting angle ∠(Γ
+
h ,Γ
−
h ) =
ϕ0 6= π, then u ≡ 0.
Proof. Since Γ−h is a rigid line and Γ
+
h is a traction free line. Recall that I
±
1 are defined in (2.58a),
using the definition of rigid and traction-free lines, we can obtain that
I−1 =
∫
Γ−
h
(Tνu) · vdσ, I+1 = −
∫
Γ+
h
(Tνv) · udσ. (4.24)
Using (4.2) and (4.14), we can deduce that
I+1 + I
−
1 = 2(iλk
2
pa0 − µk2sb0)s−2 +Rr,1 − rI+1 ,2 + rI−1 ,1, (4.25)
where
Rr,1 = 6(ik
3
pa1 − µk3sb1)s−4 + 30
{
− ik4p(µ + 2λ− 3ue−2iϕ0)a0
+ k4sµ(1 + 3e
−2iϕ0)b0 + ik4p(λ− 3µ)a2 − 4µk4sb2
}
s−6.
(4.26)
Therefore, from (4.26), we have
|Rr,1| ≤ O(s−4), (4.27)
as s→ +∞. Substituting (4.25) into (2.57), we can obtain that
2(iλk2pa0 − µk2sb0)s−2 = I3 − I2 −Rr,1 − rI−1 ,1 + rI+1 ,2, (4.28)
which can further yield that
2(iλk2pa0 − µk2sb0) = s2(I3 − I2 −Rr,1 − rI−1 ,1 + rI+1 ,2) (4.29)
From (4.29), it gives that∣∣2(iλk2pa0 − µk2sb0)∣∣ ≤ s2 (|I3|+ |I2|+ |Rr,1|+ ∣∣∣rI−1 ,1∣∣∣+ ∣∣∣rI+1 ,2∣∣∣) . (4.30)
Since Γ−h is a rigid line of u, then from Lemma 3.1, we know (3.3) holds. Substituting the second
equation of (3.3) into (2.67), we can obtain that
|I3| ≤ 2κϕ0Γ(6)S1
δ8K
s−8. (4.31)
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In (4.30), using (2.59), (4.4), (4.19), (4.27) and (4.31), letting s → +∞, under the condition
ϕ0 6= π, we can obtain that
iλk2pa0 − µk2sb0 = 0. (4.32)
Combing (3.3) with (4.32), it yields that{
k2pa0 − ik2sb0 = 0,
iλk2pa0 − µk2sb0 = 0.
In view of (1.2), we have ∣∣∣∣ k2p −ik2siλk2p −µk2s
∣∣∣∣ = −(λ+ µ)k2pk2s 6= 0,
and therefore a0 = b0 = 0. Again using the fact that Γ
−
h ∈ RκΩ, we have (3.4). From Lemma 3.1
and Proposition 2.1, we have u ≡ 0 in Ω, which completes the proof. 
Theorem 4.4. Let u ∈ L2(Ω)2 be a solution to (1.3). If there exist two intersecting lines Γ±h of u
such that Γ−h is a rigid line and Γ
+
h is an impedance line with the intersecting angle ∠(Γ
+
h ,Γ
−
h ) =
ϕ0 6= π, where the associated impedance parameter is a nonzero constant η2 ∈ C, then u ≡ 0.
Proof. Since Γ−h is a rigid line and Γ
+
h is an impedance line, using the boundary conditions of u
on Γ±h respectively, from the definition (2.58a) of I
±
1 , we have
I−1 =
∫
Γ−
h
(Tνu) · vdσ,
I+1 =
∫
Γ+
h
[(Tνu) · v− (Tνv) · u] dσ = −
∫
Γ+
h
[(η2u) · v + (Tνv) · u] dσ.
By virtue of (4.2) and (4.47), we know that
I−1 = i (λ+ µ) k
2
p
(
2a0s
−2 − 60k2pa0s−6 + 6kpa1s−4 + 30k2pa2s−6
)
+ 30iµk4pa0s
−6 + 30µk4sb0s
−6 + rI−1 ,1,
I+1 = −2µ(ik2pa0 + k2sb0)s−2 − 6µ(ik3pa1 + k3sb1)s−4 − 120µ(ik4pa2 + k4sb2)s−6
+ 90e−2iϕ0µ(ik4pa0 + k
4
sb0)s
−6 − rI+1 ,2 + 6η2(k
2
pa0 − ik2sb0)e−iϕ0s−4 − rI+1 ,0,
(4.33)
where rI−1 ,1
, rI+1 ,2
, rI+1 ,0
are defined in (4.2), (4.15) and (4.47) respectively.
Therefore, from (4.33), after direct algebraic calculations, we can derive that
I−1 + I
+
1 = (2iλk
2
pa0 − 2µk2sb0)s−2 +Rr,2 − rI+1 ,0 + rI−1 ,1 − rI+1 ,2 (4.34)
where
Rr,2 = 6
[
iλk3pa1 − µk3sb1 + η2(k2pa0 − ik2sb0)e−iϕ0
]
s−4
+ 30
[− i(2λ+ µ)k4pa0 + µk4sb0 + i(λ− 3µ)k4pa2 − 4µk4sb2
+ 3µ(ik4pa0 + k
4
sb0)e
−2iϕ0]s−6 (4.35)
Substituting (4.34) into (2.57), one can deduce that
(2iλk2pa0 − 2µk2sb0)s−2 = I3 − I2 −Rr,2 + rI+1 ,0 − rI−1 ,1 + rI+1 ,2,
which can be used to further derive that
2iλk2pa0 − 2µk2sb0 = s2(I3 − I2 −Rr,2 + rI+1 ,0 − rI−1 ,1 + rI+1 ,2). (4.36)
From (4.36), one can show that∣∣2iλk2pa0 − 2µk2sb0∣∣ = s2(|I3|+ |I2|+ |Rr,2|+ |rI+1 ,0|+ |rI−1 ,1|+ |rI+1 ,2|). (4.37)
Since Γ−h is a rigid line of u, then from Lemma 3.1, (3.3) holds. Substituting the second
equation of (3.3) into (2.67), we can obtain (4.31).
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In (4.37), using (2.59), (4.4), (4.19), (4.31), (4.50) and (4.35), letting s → +∞, we can derive
that
iλk2pa0 − µk2sb0 = 0. (4.38)
Recall that Γ−h is a rigid line of u. Combining (3.3) with (4.38), we have{
k2pa0 − ik2sb0 = 0,
iλk2pa0 − µk2sb0 = 0.
By virtue of (1.2), since ∣∣∣∣ k2p −ik2siλk2p −µk2s
∣∣∣∣ = −(λ+ µ)k2pk2s 6= 0,
then a0 = b0 = 0. Since Γ
−
h is a rigid line of u, from (3.4), we know that a1 = b1 = 0. Therefore,
from Lemma 3.1 and tje strong unique continuation principle, we have u ≡ 0 in Ω, which readily
completes the proof. 
Theorem 4.5. Let u ∈ L2(Ω)2 be a solution to (1.3). Suppose there exit two intersecting lines
Γ±h of u such that Γ
−
h is a traction-free line and Γ
+
h is an impedance line associated with a nonzero
impedance constant η2 ∈ C, with the property that ∠(Γ+h ,Γ−h ) = ϕ0 6= π and u vanishes at the
intersecting point, namely u(0) = 0, then u ≡ 0.
Proof. Since Γ+h ∈ IκΩ, then Tνu = −η2u on Γ+h . Recall that I+1 is defined in (2.58a). Therefore
we have (4.47). Recall that Γ−h ∈ T κΩ and I−1 is defined in (2.58a). We have (4.16). Using (4.47)
and (4.16), we can derive that
I−1 + I
+
1 = 6η2(k
2
pa0 − ik2sb0)e−iϕ0s−4 − 90µ(1− e−2iϕ0)(ik4pa0 + k4sb0)s−6
− rI+1 ,2 − rI−1 ,2 − rI+1 ,0,
(4.39)
where rI+1 ,2
, rI−1 ,2
and rI+1 ,0
are defined in (4.15), (4.17) and (4.47) respectively.
Substituting (4.39) into (2.57), one can deduce that
6η2(k
2
pa0 − ik2sb0)e−iϕ0s−4 = I3 − I2 + rI+1 ,0 + rI+1 ,2 + rI−1 ,2 + 90µ(1 − e
−2iϕ0)(ik4pa0 + k
4
sb0)s
−6,
which can further give that
6η2(k
2
pa0 − ik2sb0)e−iϕ0 = s4
(
I3 − I2 + rI+1 ,0 + rI+1 ,2 + rI−1 ,2 + 90µ(1− e
−2iϕ0)(ik4pa0 + k
4
sb0)s
−6).
(4.40)
From (4.40), it yields that∣∣6η2(k2pa0 − ik2sb0)∣∣ ≤ s4( |I3|+ |I2|+ |rI+1 ,0|+ |rI+1 ,2|+ |rI−1 ,2|
+ |90µ(1 − e−2iϕ0)(ik4pa0 + k4sb0)s−6|
)
,
(4.41)
In (4.41), using (2.59), (2.67), (4.19) and (4.50) and letting s→ +∞, we can obtain that
k2pa0 − ik2sb0 = 0, (4.42)
Since Γ−h is a traction-free line of u, from Lemma 3.3, we know that (3.16) and (3.17) hold.
Combining (3.16) with (4.42), we can obtain that a0 = b0 = 0. Since u(0) = 0, we know that
(3.10) holds. Combining (3.17) with (3.10) , it is easy to see that a1 = b1 = 0. Therefore, from
Lemma 3.3 and Proposition 2.1, we have u ≡ 0 in Ω, which completes the proof. 
Lemma 4.3. Let u ∈ L2(Ω)2 be a solution to (1.3). Suppose that there are two impedance lines
Γ±h intersecting with each other and satisfying
Tνu+ η1u = 0 on Γ
−
h ,
Tνu+ η2u = 0 on Γ
+
h ,
with ηℓ ∈ C\{0}. If ∠(Γ+h ,Γ−h ) = ϕ0 and
η2e
−iϕ0 + η1 6= 0, (4.43)
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then
k2pa0 − ik2sb0 = 0. (4.44)
Furthermore, if a0 = b0 = . . . = aℓ−1 = bℓ−1 = 0, under (4.43), we have
kℓ+2p aℓ − ikℓ+2s bℓ = 0. (4.45)
Proof. Since Γ+h is an impedance line of u with the impedance parameter η2, then
Tνu = −η2u (4.46)
Recall that I±1 are defined in (2.58a). Using (4.46), substituting (2.27) into (2.58a), we can obtain
that
I+1 =
∫
Γ+
h
[(Tνu) · v − (Tνv) · u] dσ = −
∫
Γ+
h
[(η2u) · v+ (Tνv) · u] dσ
=
η2
2
(k2pa0 − ik2sb0)eiϕ0
∫ h
0
es
√
rζ(ϕ0)rdr − rI+1 ,0
+ sµζ(ϕ0)
∫ h
0
es
√
rζ(ϕ0)
{
1
2
(ik2pa0 + k
2
sb0)e
iϕ0r1/2
+
1
8
(ik3pa1 + k
3
sb1)e
2iϕ0r3/2 +
1
48
(ik4pa2 + k
4
sb2)e
3iϕ0r5/2
− 1
16
(ik4pa0 + k
4
sb0)e
iϕ0r5/2
}
dr − rI+1 ,2
= −2µ(ik2pa0 + k2sb0)s−2 − 6µ(ik3pa1 + k3sb1)s−4 − 120µ(ik4pa2 + k4sb2)s−6
+ 90e−2iϕ0µ(ik4pa0 + k
4
sb0)s
−6 − rI+1 ,2 + 6η2(k
2
pa0 − ik2sb0)e−iϕ0s−4 − rI+1 ,0,
(4.47)
where rI+1 ,0
=
∫ h
0 e
s
√
rζ(ϕ0)R0,Γ+
h
dr and rI+1 ,2
is defined in (4.15). Similarly, we have
I−1 =
∫
Γ−
h
[(Tνu) · v− (Tνv) · u] dσ = −
∫
Γ−
h
[(η1u) · v + (Tνv) · u] dσ
=
η1
2
(k2pa0 − ik2sb0)
∫ h
0
e−s
√
rrdr + sµ
∫ h
0
e−s
√
r
{
1
2
(ik2pa0 + k
2
sb0)r
1/2
+
1
8
(ik3pa1 + k
3
sb1)r
3/2 +
1
48
(ik4pa2 + k
4
sb2)r
5/2 − 1
16
(ik4pa0 + k
4
sb0)r
5/2
}
dr
− rI−1 ,0 − rI−1 ,2
= 2µ(ik2pa0 + k
2
sb0)s
−2 + 6µ(ik3pa1 + k
3
sb1)s
−4 + 120µ(ik4pa2 + k
4
sb2)s
−6
− 90µ(ik4pa0 + k4sb0)s−6 − rI−1 ,2 + 6η1(k
2
pa0 − ik2sb0)s−4 − rI−1 ,0,
(4.48)
where rI−1 ,0
=
∫ h
0 e
−s√rR0,Γ−
h
dr and rI−1 ,2
is defined in (4.17). Therefore, combining (4.47) and
(4.48), after direct algebraic calculations, we can derive that
I+1 + I
−
1 = (6η2e
−iϕ0 + 6η1)(k2pa0 − ik2sb0)s−4 − rI−1 ,0 − rI+1 ,0
− 90µ(1 − e−2iϕ0)(ik4pa0 + k4sb0)s−6 − rI−1 ,2 − rI+1 ,2.
(4.49)
By virtue of (2.30) and (2.43c), it can be directly verified that
|rI+1 ,0| ≤ S0 · O(s
−6), |rI−1 ,0| ≤ S0 · O(s
−6). (4.50)
Substituting (4.49) into (2.57), we can obtain that
(6η2e
−iϕ0 + 6η1)(k2pa0 − ik2sb0)s−4 = I3 − I2 + rI−1 ,0 + rI+1 ,0 + rI−1 ,2 + rI+1 ,2
+ 90µ(1 − e−2iϕ0)(ik4pa0 + k4sb0)s−6,
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which can further give that
(6η2e
−iϕ0 + 6η1)(k2pa0 − ik2sb0) = s4
(
I3 − I2 + rI−1 ,0 + rI+1 ,0 + rI−1 ,2 + rI+1 ,2
+ 90µ(1 − e−2iϕ0)(ik4pa0 + k4sb0)s−6
) (4.51)
From (4.51), it yields that∣∣6η2e−iϕ0 + 6η1)(k2pa0 − ik2sb0)∣∣ ≤ s4(|I3|+ |I2|+ ∣∣∣rI−1 ,0∣∣∣+ ∣∣∣rI+1 ,0∣∣∣+ ∣∣∣rI−1 ,2∣∣∣+ ∣∣∣rI+1 ,2∣∣∣
+
∣∣90µ(1 − e−2iϕ0)(ik4pa0 + k4sb0)s−6∣∣ ). (4.52)
In (4.52), using (2.67), (2.55c), (4.19) and (4.50), and letting s → +∞, under (4.43), we can
obtain that (4.44).
Suppose that a0 = b0 = . . . = aℓ−1 = bℓ−1 = 0, by direct calculations and using (2.37) and
(2.40), we can derive that
I+1 + I
−
1 =
(2ℓ+ 3)!
2ℓ(ℓ+ 1)!
(η2e
−iϕ0 + η1)(kℓ+2p aℓ − ikℓ+2s bℓ)s−2ℓ−4 − rˆI−1 ,0 − rˆI+1 ,0
− (2ℓ+ 6)!
2ℓ+2(ℓ+ 2)!
µ(1− e−2iϕ0)(ikℓ+4p aℓ + kℓ+4s bℓ)s−2ℓ−6 − rˆI−1 ,2 − rˆI+1 ,2,
(4.53)
where
rˆI+1 ,0
=
∫ h
0
es
√
rζ(ϕ0)Rˆ0,Γ+
h
dr, rˆI−1 ,0
=
∫ h
0
e−s
√
rRˆ0,Γ−
h
dr,
rˆI+1 ,2
= isµζ(ϕ0)
∫ h
0
es
√
rζ(ϕ0)Rˆ2,Γ+
h
dr, rˆI−1 ,2
= isµ
∫ h
0
e−s
√
rRˆ2,Γ−
h
dr.
Here Rˆ2,Γ+
h
, Rˆ2,Γ−
h
, Rˆ0,Γ+
h
and Rˆ0,Γ−
h
are defined in (2.38), (2.39), (2.41) and (2.42) respectively.
From (2.43d) and (2.43e), using (2.66b), it is readily seen that
|rˆI+1 ,0| ≤ Sˆ0 · O(s
−2ℓ−6), |rˆI−1 ,0| ≤ Sˆ0 · O(s
−2ℓ−6),
|rˆI+1 ,2| ≤ Sˆ3 · O(s
−2ℓ−6), |rˆI−1 ,2| ≤ Sˆ3 · O(s
−2ℓ−6),
(4.54)
where Sˆ0 and Sˆ3 are defined in (2.47) and (2.48) respectively. Substituting (4.53) into (2.57), we
can obtain that
(2ℓ+ 3)!
2ℓ(ℓ+ 1)!
(η2e
−iϕ0 + η1)(kℓ+2p aℓ − ikℓ+2s bℓ)s−2ℓ−4
= I3 − I2 + rˆI−1 ,0 + rˆI+1 ,0 + rˆI−1 ,2 + rˆI+1 ,2
+
(2ℓ+ 6)!
2ℓ+2(ℓ+ 2)!
µ(1− e−2iϕ0)(ikℓ+4p aℓ + kℓ+4s bℓ)s−2ℓ−6
which can be further reduced to
(2ℓ+ 3)!
2ℓ(ℓ+ 1)!
(η2e
−iϕ0 + η1)(kℓ+2p aℓ − ikℓ+2s bℓ)
= s2ℓ+4
(
I3 − I2 + rˆI−1 ,0 + rˆI+1 ,0 + rˆI−1 ,2 + rˆI+1 ,2
+
(2ℓ+ 6)!
2ℓ+2(ℓ+ 2)!
µ(1− e−2iϕ0)(ikℓ+4p aℓ + kℓ+4s bℓ)s−2ℓ−6
)
,
(4.55)
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From (4.55), we can readily have∣∣∣∣ (2ℓ+ 3)!2ℓ(ℓ+ 1)! (η2e−iϕ0 + η1)(kℓ+2p aℓ − ikℓ+2s bℓ)
∣∣∣∣
≤ s2ℓ+4
(
|I3|+ |I2|+
∣∣∣rˆI−1 ,0∣∣∣+ ∣∣∣rˆI+1 ,0∣∣∣+ ∣∣∣rˆI−1 ,2∣∣∣+ ∣∣∣rˆI+1 ,2∣∣∣
+
∣∣∣∣ (2ℓ+ 6)!2ℓ+2(ℓ+ 2)!µ(1− e−2iϕ0)(ikℓ+4p aℓ + kℓ+4s bℓ)s−2ℓ−6
∣∣∣∣ ).
(4.56)
In (4.56), using (2.68), (2.55c) and (4.54), and letting s → +∞, one finally sees that (4.45) hold
under (4.43), which completes the proof. 
Remark 4.2. If the impedance parameters η1 = η2, one can directly verify that (4.43) is equivalent
to ϕ0 6= π.
Theorem 4.6. Let u ∈ L2(Ω)2 be a solution to (1.3). Suppose there exist two impedance lines
Γ±h of u such that ∠(Γ
+
h ,Γ
−
h ) = ϕ0 6= π satisfying that (4.43) is fulfilled and u vanishes at the
intersecting point, i.e. u(0) = 0, then u ≡ 0. Here, Tνu+ η2u = 0 on Γ+h , Tνu+ η1u = 0 on Γ−h
and ηℓ ∈ C\{0}, ℓ = 1, 2..
Proof. Since that Γ−h is an impedance line of u. From Lemma 3.4, we know that (3.25) and (3.26)
hold. Under the condition (4.43), from Lemma 4.3, we have (4.44). Combining (3.25) with (4.44),
we can derive that a0 = b0 = 0. Therefore, using Lemma 4.3 again, under (4.43), from (4.45), we
have
k3pa1 − ik3sb1 = 0. (4.57)
Since u(0) = 0, from Lemma 3.2, (3.10) holds. Combining (3.10) and (4.57), one readily has that{
k3pa1 − ik3sb1 = 0,
kpa1 + iksb1 = 0.
Since ∣∣∣∣ k3p −ik3skp iks
∣∣∣∣ = ikpks(k2p + k2s) 6= 0,
we can derive that a1 = b1 = 0. Using Lemma 3.4 and Proposition 2.1, we readily have u ≡ 0.
The proof is complete. 
5. Unique identifiability for inverse elastic obstacle problems
In this section, as an important and practical application, we apply the theoretical findings
in the previous sections to the study of the unique identifiability for the inverse elastic obstacle
problem. As mentioned earlier, we shall refer to the theoretical findings in the previous sections
as the generalized Holmgren’s principle. The inverse problem is concerned with recovering the
geometrical shape of a certain unknown object by using the elastic wave probing data. The
inverse elastic obstacle problem arises from industrial applications of practical importance, e.g.
in the geophysical exploration. We next introduce the mathematical setup of the inverse obstacle
problem that expands the abstract formation (1.7).
Let Ω ⊂ R2 be a bounded Lipschitz domain such that R2\Ω¯ is connected. Let ui be an incident
elastic wave field, which is a time-harmonic elastic plane wave of the form
ui := ui(x; kp, ks,d) = αpde
ikpx·d + αsd⊥eiksx·d, αp, αs ∈ C, |αp|+ |αs| 6= 0 (5.1)
where d ∈ S1 denotes the incident direction, d⊥ is orthogonal to d, kp and ks are compressional
and shear wave numbers defined in (2.9). Physically speaking, ui is the detecting wave field and
Ω denotes an impenetrable obstacle which interrupts the propagation of the incident wave and
generates the corresponding scattered wave field usc. The scattered field usc in R2\Ω can be
decomposed into the sum of the compressional part uscp and the shear part u
sc
s as follows
usc = uscp + u
sc
s , u
sc
p = −
1
k2p
∇ (∇ · usc) , uscs =
1
k2s
curl curlusc, (5.2)
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where
curlu = ∂1u2 − ∂2u1, curlu = (∂2u,−∂1u)⊤.
Let ω =
√
κ be the angular frequency., where κ is the Lame´ eigenvalue of (1.3). Define u := ui+usc
to be the total wave field, then the forward scattering problem of this process can be described
by the following system, 
Lu+ ω2u = 0 in R2\Ω,
u = ui + usc in R2,
B(u) = 0 on ∂Ω,
lim
r→∞ r
1
2
(
∂uscβ
∂r
− ikβuscβ
)
= 0, β = p, s,
(5.3)
where the last equation is the Kupradze radiation condition that holds uniformly in xˆ := x/|x| ∈
S
1. The boundary condition B(u) on ∂Ω could be either of the following three conditions:
(1) the Dirichlet condition (Ω is a rigid obstacle): B(u) = u;
(2) the Neumann condition (Ω is a traction-free obstacle): B(u) = Tνu;
(3) the impedance condition (Ω is an impedance obstacle): B(u) = Tνu + ηu, ℜ(η) ≥
0 and ℑ(η) > 0,
where ν denotes the exterior unit normal vector to ∂Ω, τ = ν⊥ and the boundary traction operator
Tν is defined in (1.5). Moreover, in the impedance condition given above, η ∈ L∞(∂Ω), and this
is different from our study in the previous sections, where the impedance η is always required to
be a constant. We would also like to point out that the conditions ℜ(η) ≥ 0 and ℑ(η) > 0 are
the physical requirement.
The elastic system (5.3) associated with either of the three kinds of boundary conditions is well
understood with a unique solution u ∈ H1loc(R2\Ω). We refer to [10,12] for the related results. It
is known that the compressional and shear parts uscβ (β = p, s) of a radiating solution u
sc to the
elastic system (5.3) possess the following asymptotic expansions
uscp (x; kp, ks,d) =
eikpr√
r
{
u∞p (xˆ;d)xˆ+O
(
1
r
)}
uscs (x; kp, ks,d) =
eiksr√
r
{
u∞s (xˆ;d)xˆ
⊥ +O
(
1
r
)} (5.4)
as r = |x| → ∞, where u∞p and u∞s are both scalar functions defined on S1. Hence, a Kupradze
radiating solution has the asymptotic behavior
usc(x; kp, ks,d) =
eikpr√
r
u∞p (xˆ;d)xˆ+
eiksr√
r
u∞s (xˆ;d)xˆ
⊥ +O
(
1
r3/2
)
as r →∞
The far-field pattern u∞ of usc is defined as
u∞t (xˆ;d) := u
∞
p (xˆ;d)xˆ + u
∞
s (xˆ;d)xˆ
⊥.
Obviously, the compressional and shear parts of the far-field are uniquely determined by u∞ as
follows:
u∞p (xˆ;d) = u
∞(xˆ;d) · xˆ; u∞s (xˆ,d) = u∞(xˆ;d) · xˆ⊥.
The inverse elastic scattering problem corresponding to (5.3) concerns the determination of
the scatterer Ω (and η as well in the impedance case) by knowledge of the far-field pattern
u∞β (xˆ,d, k), where β = t, p or s. As in (1.7), we introduce the operator F which sends the
obstacle to the corresponding far-field pattern and is defined by the forward scattering system
(5.3), the aforementioned inverse problem can be formulated as
F(Ω, η) = u∞β (xˆ;d), β = t, p, or s. (5.5)
Next, we show that by using the generalized Holmgren’s uniqueness principle, we can establish
two novel unique identifiability results for (5.5) in determining an obstacle without knowing its a
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priori physical property as well as its possible surface impedance by at most four far-field patterns,
namely u∞β (xˆ) corresponding to four distinct d’s.
Definition 5.1. Let Q ⊂ R2 be a polygon in R2 such that
∂Q = ∪ℓj=1Γj, (5.6)
where each Γj is an edge of ∂Q. Q is said to be a generalized impedance obstacle associated with
(5.3) if there exists a Lipschitz dissection of Γj, 1 ≤ j ≤ ℓ,
Γj = Γ
j
D ∪ ΓjN ∪ ΓjI
such that
u = 0 on ΓjD, Tνu = 0 on Γ
j
N , Tνu+ ηju = 0 on Γ
j
I , (5.7)
where ηj ∈ C with ℑηj ≥ 0.
It is emphasized that in (5.7), either ΓjD,Γ
j
N or Γ
j
I could be an empty set, and hence a general-
ized impedance obstacle could be purely a rigid obstacle, a traction-free obstacle, an impedance
obstacle or a mixed type. Moreover, one each edge of the polygonal obstacle, the impedance
parameter can take different (complex) values. In order to simply notations, we formally write
Tνu+ ηu with η ≡ ∞ to signify Tνu = 0. In doing so, (5.7) can be unified as Tνu + ηu = 0 on
∂Ω with
η = 0 · χ∪ℓj=1ΓjD +∞ · χ∪ℓj=1ΓjN +
ℓ∑
j=1
ηj · χΓj
I
. (5.8)
We write (Q, η) to denote a generalized polygonal impedance obstacle as describe above with
η ∈ L∞(∂Q) ∪ {∞}. In what follows, (Ω, η) is said to be an admissible complex obstacle if
(Ω, η) = ∪pj=1(Ωj , ηj), (5.9)
where each (Ωj, ηj) is a generalized polygonal impedance obstacle such that Ωj, j = 1, 2, . . . , p are
pairwise disjoint and
η =
p∑
j=1
ηjχ∂Ωj , ηj ∈ L∞(∂Ωj) ∪ {∞}. (5.10)
Theorem 5.1. Let (Ω, η) and (Ω˜, η˜) be two admissible complex obstacles. Let ω ∈ R+ be fixed
and dℓ, ℓ = 1, 2, 3, 4 be four distinct incident directions from S
1. Let u∞β and u˜
∞
β be, respectively,
the far-field patterns associated with (Ω, η) and (Ω˜, η˜), where β = t, p, or s. If
u∞β (xˆ;dℓ) = u˜
∞
β (xˆ;dℓ), xˆ ∈ S1, ℓ = 1, . . . , 4, (5.11)
then one has that
Ω = Ω˜ and η = η˜. (5.12)
Before giving the proof of Theorem 5.1, we first derive an auxiliary lemma as follows.
Lemma 5.1. Let dℓ ∈ S1, ℓ = 1, . . . , n, be n vectors which are distinct from each other. Suppose
that Ω is a bounded Lipschitz domain and R2\Ω is connected. Let the incident elastic wave
filed ui(x; kp, ks,dℓ) be defined in (5.1). Furthermore, suppose that the total elastic wave filed
u(x; kp, ks,dℓ) associated with u
i(x; kp, ks,dℓ) satisfies (5.3). Then the following set of functions
is linearly independent:
{u(x; kp, ks,dℓ); x ∈ D, ℓ = 1, 2, . . . , n},
where D ⊂ R2\Ω is an open set.
Proof. The lemma can be proved by following a similar argument to the proof of Theorem 5.1
in [7], and we skip the detailed calculations.

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Proof of Theorem 5.1. By an absurdity argument, we first prove that if (5.11) holds, one must
have that Ω = Ω˜. Suppose that Ω and Ω˜ are two different admissible complex obstacles such that
Ω 6= Ω˜ and (5.11) holds. Let G denote the unbounded connected component of R2\(Ω ∪ Ω˜). Then
by a similar topological argument to that in [16], one can show that there exists a line segment
Γh ⊂ ∂G\∂Ω or Γh ⊂ ∂G\∂Ω˜. Without loss of generality, we assume the former case.
Let u and u˜ respectively denote the total wave fields to (5.3) associated with (Ω, η) and (Ω˜, η˜).
By (5.11) and the Rellich theorem (cf. [7]), we know that
u(x; kp, ks,dℓ) = u˜(x; kp, ks,dℓ), x ∈ G, ℓ = 1, . . . , 4. (5.13)
By using (5.13) as well as the generalized impedance boundary condition on ∂Ω˜, we readily have
Tνu+ η˜u = Tνu˜+ η˜u˜ = 0 on Γh. (5.14)
Consider a fixed point x0 ∈ Γh. There exits a sufficient small positive number ε ∈ R+ such that
B2ε(x0) ⋐ G, where B2ε(x0) is a disk centered at x0 with the radius 2ε. Let Γε = Bε(x0) ∩ Γh,
where Bε(x0) is a disk centered at x0 with the radius ε. It is also noted that
−Lu = ω2u in B2ε(x0).
Recall that the unit normal vector ν and the tangential vector τ to Γh are defined in (1.4),
respectively. Due to the linear dependence of four C3-vectors, it is easy to see that there exist
four complex constants aℓ such that
4∑
ℓ=1
aℓ
[
u(x0; kp, ks,dℓ)
τ · ∂νu|x=x0
]
= 0.
Moreover, there exits at least one aℓ is not zero. Let
u(x; kp, ks) =
4∑
ℓ=1
aℓu(x; kp, ks,dℓ). (5.15)
Then we have
u(x0; kp, ks) = 0 and τ · ∂νu|x=x0 = 0. (5.16)
Next we distinguish two separate cases. The first case is that u(x; kp, ks) ≡ 0, ∀x ∈ G. In view
of (5.15), since aℓ are not all zero and dℓ are distinct, we readily have a contradiction by Lemma
5.1. For the second case, we suppose that u(x; kp, ks) ≡\ 0. In view of (5.14) and (5.16), recalling
Definition 2.2, we know that Γε is a singular line of u, which implies that Γε could be a singular
rigid, or singular traction-free or singular impedance line of u in Definition 2.2. Therefore, by the
generalized Holmgren’s principle (cf. Theorems 3.1, 3.2 and 3.3), we obtain that
u ≡ 0 in B2ε(xc), (5.17)
which is obviously a contradiction.
Next, we prove that by knowing Ω = Ω˜, one must have that η ≡ η˜. Assume contrarily that
η 6= η˜. One can easily show that there exists an open subset Σ of ∂Ω = ∂Ω˜ such that
u = Tνu = 0 on Σ.
Therefore by the classical Holmgren’s principle, we know that u ≡ 0 in R2\Ω, which readily yields
a contradiction.
The proof is complete. 
Remark 5.1. (5.12) means that one can not only determine the shape of an admissible complex
obstacle, but also its physical properties (in the case that η = 0 or η =∞). Furthermore, if it is
of impedance type, one can determine the surface impedance parameter as well.
Finally, we show that if fewer far-field patterns are used, one can establish a local uniqueness
result in determining a generic class of admissible complex obstacles. To that end, we first
introduce a geometric notion of the degree of an admissible complex obstacle. Let Ω be defined
in (5.9) that consists of finitely many pairwise disjoint polygons. Let Γ,Γ′ ⊂ ∂Ω be two adjacent
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edges of ∂Ω. Extending Γ and Γ′ into straight lines in the plane R2, we denote them by Γ̂ and
Γ̂′. Clearly, the intersection of Γ̂ and Γ̂′ forms two angles, with one belonging to (0, π/2] and the
other one belonging to [π/2, π). We write ∠acute(Γ,Γ
′) to signify the former one. Define
deg(Ω) := max
Γ,Γ′∈∂Ω
{∠acute(Γ,Γ′)| Γ,Γ′ are two adjacent edges of ∂Ω}. (5.18)
Moreover, we let ζ and ζ ′ respectively signify the values of η on Γ and Γ′ around the vertex formed
by those two edges. It is noted that ζ and ζ ′ may be 0,∞ or finite and nonzero. An admissible
complex obstacle (Ω, η) is said to belong to the class C if
deg(Ω) < ϕroot, (5.19)
where ϕroot is defined in (4.23), and
ζ = ζ ′ if both ζ and ζ ′ are finite and nonzero, (5.20)
for all two adjacent edges Γ,Γ′ of ∂Ω.
Theorem 5.2. Let (Ω, η) and (Ω˜, η˜) be two admissible complex obstacles from the class C as
described above. Let ω ∈ R+ be fixed and dℓ, ℓ = 1, 2, 3 be three distinct incident directions
from S1. Let G denote the unbounded connected component of R2\(Ω ∪ Ω˜). Let u∞β and u˜∞β be,
respectively, the far-field patterns associated with (Ω, η) and (Ω˜, η˜), where β = t, p, or s. If
u∞β (xˆ,dℓ) = u˜
∞
β (xˆ,dℓ), xˆ ∈ S1, ℓ = 1, 2, 3, (5.21)
then one has that (
∂Ω\∂Ω˜
)
∪
(
∂Ω˜\∂Ω
)
cannot have a corner on ∂G.
Proof. We prove the theorem by contradiction. Assume (5.21) holds but
(
∂Ω\∂Ω˜
)
∪
(
∂Ω˜\∂Ω
)
has a corner xc on ∂G. Clearly, xc is either a vertex of Ω or a vertex of Ω˜. Without loss of
generality, we assume the latter case. Let h ∈ R+ be sufficiently small such that Bh(xc) ⋐ R2\Ω.
Moreover, since xc is a vertex of Ω˜, we can assume that
Bh(xc) ∩ ∂Ω˜ = Γ±h , (5.22)
where Γ±h are the two line segments lying on the two edges of Ω˜ that intersect at xc. Furthermore,
on Γ±h the boundary conditions are given by (5.7).
By (5.21) and the Rellich theorem (cf. [7]), we know that
u(x; kp, ks,dℓ) = u˜(x; kp, ks,dℓ), x ∈ G, ℓ = 1, 2, 3. (5.23)
It is clear that Γ±h ⊂ ∂G. Hence, by using (5.13) as well as the generalized boundary condition
(5.7) on ∂Ω˜, we readily have
∂νu+ η˜u = ∂νu˜+ η˜u˜ = 0 on Γ
±
h . (5.24)
It is also noted that in Bh(xc), −Lu = ω2u.
Due to the linear dependence of three C2-vectors, we see that there exits three complex con-
stants aℓ such that
3∑
ℓ=1
aℓu(xc; kp, ks,dℓ) = 0,
where there exits at least one aℓ is not zero. Set u(x; kp, ks) =
∑3
ℓ=1 aℓu(x; kp, ks,dℓ). Then we
know that
u(xc; kp, ks) = 0. (5.25)
Similar to the proof of Theorem 5.2, we consider the following two cases. The first one is
u(x; kp, ks) ≡ 0, ∀x ∈ G. Since there exits at one aℓ such that aℓ 6= 0 and dℓ are distinct,
from Lemma 5.1, we can arrive at a contradiction. The other case is that u(x; kp, ks) ≡\ 0. By
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(5.19) and (5.20), as well as the generalized Holmgren’s principle in Theorems 4.1–4.6, one can
show that
u ≡ 0 in G
which yields a contradiction again.
The proof is complete. 
Remark 5.2. Following a similar argument, one can derive more unique identifiability results
similar to Theorem 5.2. For example, if one excludes the presence of Tνu = 0 on any boundary
portion in (5.7) of Definition 5.1, then the assumption (5.19) in Theorem 5.2 can be removed. We
choose not to discuss the details about those extensions in this article.
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Appendix
Proof of Lemma 2.4. We first prove (2.18). Recall that ν
∣∣
Γ+
h
is defined in (2.8):
τ = (− cosϕ0,− sinϕ0). (5.26)
Substituting (5.26) into (1.5) yields
Tνu
∣∣∣
Γ+
h
= 2µ
[
∂1u1 ∂2u1
∂1u2 ∂2u2
] [ − sinϕ0
cosϕ0
]
+ λ
[ − sinϕ0
cosϕ0
]
(∂1u1 + ∂2u2)
+ µ
[ − cosϕ0
− sinϕ0
]
(∂2u1 − ∂1u2) :=
[
T1(u)
∣∣
Γ+
h
T2(u)
∣∣
Γ+
h
]
,
(5.27)
where
T1(u)
∣∣
Γ+
h
= 2µ(− sinϕ0∂1u1 + cosϕ0∂2u1)− λ sinϕ0(∂1u1 + ∂2u2)− µ cosϕ0(∂2u1 − ∂1u2),
T2(u)
∣∣
Γ+
h
= 2µ(− sinϕ0∂1u2 + cosϕ0∂2u2)− λ cosϕ0(∂1u1 + ∂2u2)− µ sinϕ0(∂2u1 − ∂1u2).
Using (2.17), it is readily shown that
∂u1
∂r
=
∞∑
m=0
{
k2p
4
am
{
ei(m−1)ϕJm−2 (kpr)−
[
ei(m−1)ϕ + ei(m+1)ϕ
]
Jm (kpr)
}
+
ik2s
4
bm
{
ei(m−1)ϕJm−2 (ksr)−
[
ei(m−1)ϕ − ei(m+1)ϕ
]
Jm (ksr)
}
+
k2p
4
ame
i(m+1)ϕJm+2 (kpr)− ik
2
s
4
bme
i(m+1)ϕJm+2 (ksr)
}
,
∂u1
∂ϕ
=
∞∑
m=0
{
i (m− 1)
2
kpe
i(m−1)ϕJm−1 (kpr) am − i (m+ 1)
2
kpe
i(m+1)ϕJm+1 (kpr) am
− (m− 1)
2
kse
i(m−1)ϕJm−1 (ksr) bm − (m+ 1)
2
kse
i(m+1)ϕJm+1 (ksr) bm
}
,
(5.28)
and
∂u2
∂r
=
∞∑
m=0
{
ik2p
4
am
{
ei(m−1)ϕJm−2 (kpr)−
[
ei(m−1)ϕ − ei(m+1)ϕ
]
Jm (kpr)
}
+
k2s
4
bm
{
−ei(m−1)ϕJm−2 (ksr) +
[
ei(m−1)ϕ + ei(m+1)ϕ
]
Jm (ksr)
}
− ik
2
p
4
ame
i(m+1)ϕJm+2 (kpr)− k
2
s
4
bme
i(m+1)ϕJm+2 (ksr)
}
,
(5.29)
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∂u2
∂ϕ
=
∞∑
m=0
{
−(m− 1)
2
kpe
i(m−1)ϕJm−1 (kpr) am − (m+ 1)
2
kpe
i(m+1)ϕJm+1 (kpr) am
− i (m− 1)
2
kse
i(m−1)ϕJm−1 (ksr) bm +
i (m+ 1)
2
kse
i(m+1)ϕJm+1 (ksr) bm
}
.
(5.30)
Using the fact that
∂ui
∂x1
= cosϕ · ∂ui
∂r
− sinϕ
r
· ∂ui
∂ϕ
,
∂ui
∂x2
= sinϕ · ∂ui
∂r
+
cosϕ
r
· ∂ui
∂ϕ
,i = 1, 2, (5.31)
as well as (5.28) and (5.29), by tedious but straightforward calculations, one can obtain that
∂1u1 · (− sinϕ0) + ∂2u1 · (cosϕ0)
=
∞∑
m=0
{
sin(ϕ− ϕ0)
[k2p
4
ame
i(m−1)ϕJm−2(kpr)−
k2p
4
amJm(kpr)
(
ei(m−1)ϕ + ei(m+1)ϕ
)
+
k2p
4
ame
i(m+1)ϕJm+2(kpr) +
ik2s
4
bme
i(m−1)ϕJm−2(ksr)
− ik
2
s
4
bmJm(ksr)
(
ei(m−1)ϕ − ei(m+1)ϕ
)
− ik
2
s
4
bme
i(m+1)ϕJm+2(ksr)
]
+
cos(ϕ− ϕ)
r
[ i(m− 1)kp
2
ame
i(m−1)ϕJm−1(kpr)
− i(m+ 1)kp
2
ame
i(m+1)ϕJm+1(kpr)− (m− 1)ks
2
bme
i(m−1)ϕJm−1(ksr)
− (m+ 1)ks
2
bme
i(m+1)ϕJm+1(ksr)
]}
,
∂1u2 · (− sinϕ0) + ∂2u2 · (cosϕ0)
=
∞∑
m=0
{
sin(ϕ− ϕ0)
[ ik2p
4
ame
i(m−1)ϕJm−2(kpr)−
ik2p
4
amJm(kpr)
(
ei(m−1)ϕ − ei(m+1)ϕ
)
− ik
2
p
4
ame
i(m+1)ϕJm+2(kpr)− k
2
s
4
bme
i(m−1)ϕJm−2(ksr) +
k2s
4
bmJm(ksr)
(
ei(m−1)ϕ + ei(m+1)ϕ
)
− k
2
s
4
bme
i(m+1)ϕJm+2(ksr)
]
+
cos(ϕ− ϕ0)
r
[−(m− 1)kp
2
ame
i(m−1)ϕJm−1(kpr)
− (m+ 1)kp
2
ame
i(m+1)ϕJm+1(kpr)− i(m− 1)ks
2
bme
i(m−1)ϕJm−1(ksr)
+
i(m+ 1)ks
2
bme
i(m+1)ϕJm+1(ksr)
]}
.
(5.32)
Similarly, from (5.28) and (5.29), we have
∂1u1 + ∂2u2 =
∞∑
m=0
{
k2p
4
eimϕam (Jm−2 (kpr)− 2Jm (kpr) + Jm+2 (kpr))
+
ik2s
4
eimϕbm (Jm−2 (ksr)− Jm+2 (ksr)) + 1
r
[
− kp
2
eimϕam
(
(m− 1) Jm−1 (kpr)
+ (m+ 1) Jm+1 (kpr)
)− iks
2
eimϕbm ((m− 1) Jm−1 (ksr)− (m+ 1) Jm+1 (ksr))
]}
,
(5.33)
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and
∂2u1 − ∂1u2 =
∞∑
m=0
{
ik2p
4
eimϕam (−Jm−2 (kpr) + Jm+2 (kpr))
+
k2s
4
eimϕbm (Jm−2 (ksr)− 2Jm (ksr) + Jm+2 (ksr)) + 1
r
[
ikp
2
eimϕam
(
(m− 1) Jm−1 (kpr)
− (m+ 1) Jm+1 (kpr)
)
− ks
2
eimϕbm ((m− 1) Jm−1 (ksr) + (m+ 1) Jm+1 (ksr))
]}
.
(5.34)
Plugging (5.32)–(5.34) into (5.27), after tedious but straightforward calculations, we have
T1(u)
∣∣
Γ+
h
=
∞∑
m=0
{
k2p
4
ame
i(m−1)ϕJm−2(kpr)
[
2µ sin(ϕ− ϕ0)− λeiϕ sinϕ0 + iµeiϕ cosϕ0
]
+
k2p
2
ame
imϕJm(kpr) [λ sinϕ0 + 2µ cosϕ sin(ϕ0 − ϕ)]
+
k2p
4
ame
imϕJm+2(kpr)
[
2µeiϕ sin(ϕ− ϕ0)− λ sinϕ0 − iµ cosϕ0
]
+
ik2s
4
bme
i(m−1)ϕJm−2(ksr)
[
2µ sin(ϕ− ϕ0)− λeiϕ sinϕ0 + iµeiϕ cosϕ0
]
+
k2s
2
bme
imϕJm(ksr) [µ cosϕ0 + 2µ sinϕ sin(ϕ0 − ϕ)]
+
ik2s
4
bme
imϕJm+2(ksr)
[
2µeiϕ sin(ϕ0 − ϕ) + λ sinϕ0 + iµ cosϕ0
]
+
1
r
{
(m− 1)kp
2
ame
i(m−1)ϕJm−1(kpr)
[
2iµ cos(ϕ0 − ϕ) + λeiϕ sinϕ0 − iµeiϕ cosϕ0
]
+
(m+ 1)kp
2
ame
imϕJm+1(kpr)
[−2iµeiϕ cos(ϕ0 − ϕ) + λ sinϕ0 + iµ cosϕ0]
+
(m− 1)ks
2
bme
i(m−1)ϕJm−1(ksr)
[−2µ cos(ϕ0 − ϕ) + iλeiϕ sinϕ0 + µeiϕ cosϕ0]
+
(m+ 1)ks
2
bme
imϕJm+1(ksr)
[−2µeiϕ cos(ϕ0 − ϕ)− iλ sinϕ0 + µ cosϕ0]}}.
(5.35)
Substituting (2.13) into (5.35), we can obtain that
T1(u)
∣∣
Γ+
h
=
∞∑
m=0
{
ik2p
2
ame
i(m−1)ϕe−i(ϕ−ϕ0)µJm−2 (kpr) + k2pame
imϕ (λ+ µ) sinϕ0Jm (kpr)
− ik
2
p
2
ame
i(m+1)ϕei(ϕ−ϕ0)µJm+2 − k
2
s
2
bme
i(m−1)ϕe−i(ϕ−ϕ0)µJm−2 (ksr)
− k
2
s
2
bme
i(m+1)ϕei(ϕ−ϕ0)µJm+2 (ksr)
}
.
(5.36)
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Similarly, substituting (5.32) to (5.34) into (5.27), after tedious but straightforward calcula-
tions, we have
T2(u)
∣∣
Γ+
h
=
∞∑
m=0
{
k2p
4
ame
i(m−1)ϕJm−2(kpr)
[
2iµ sin(ϕ− ϕ0) + λeiϕ cosϕ0 + iµeiϕ sinϕ0
]
+
k2p
2
ame
imϕJm(kpr) [−λ cosϕ0 + 2µ sinϕ sin(ϕ0 − ϕ)]
+
k2p
4
ame
imϕJm+2(kpr)
[
2iµeiϕ sin(ϕ0 − ϕ) + λ cosϕ0 − iµ sinϕ0
]
+
k2s
4
bme
i(m−1)ϕJm−2(ksr)
[
2µ sin(ϕ0 − ϕ) + iλeiϕ cosϕ0 − µeiϕ sinϕ0
]
+
k2s
2
bme
imϕJm(ksr) [µ sinϕ0 + 2µ cosϕ sin(ϕ− ϕ0)]
+
k2s
4
bme
imϕJm+2(ksr)
[
2µeiϕ sin(ϕ0 − ϕ)− iλ cosϕ0 − µ sinϕ0
]
+
1
r
{
−(m− 1)kp
2
ame
i(m−1)ϕJm−1(kpr)
[
2µ cos(ϕ0 − ϕ) + λeiϕ cosϕ0 + iµeiϕ sinϕ0
]
(5.37)
+
(m+ 1)kp
2
ame
imϕJm+1(kpr)
[−2µeiϕ cos(ϕ0 − ϕ)− λ cosϕ0 + iµ sinϕ0]
+
(m− 1)ks
2
bme
i(m−1)ϕJm−1(ksr)
[−2iµ cos(ϕ0 − ϕ)− iλeiϕ cosϕ0 + µeiϕ sinϕ0]
+
(m+ 1)ks
2
bme
imϕJm+1(ksr)
[
2iµeiϕ cos(ϕ0 − ϕ) + iλ cosϕ0 + µ sinϕ0
]}}
,
Plugging (2.13) into (5.37), we can obtain that
T2(u)
∣∣
Γ+
h
=
∞∑
m=0
{
−k
2
p
2
ame
i(m−1)ϕe−i(ϕ−ϕ0)µJm−2 (kpr)− k2pameimϕ (λ+ µ) cosϕ0Jm (kpr)
− k
2
p
2
ame
i(m+1)ϕei(ϕ−ϕ0)µJm+2(kpr)− ik
2
s
2
bme
i(m−1)ϕe−i(ϕ−ϕ0)µJm−2 (ksr)
+
ik2s
2
bme
i(m+1)ϕei(ϕ−ϕ0)µJm+2 (ksr)
}
.
(5.38)
Using the fact [
sinϕ
− cosϕ
]
=
i
2
(
e−iϕe1 − eiϕe2
)
,
substituting (5.36) and (5.38) into (5.27), we can prove (2.18). The proof of (2.19) is similar to
(2.18), which is omitted here. 
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