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Abstract
We consider the problem of defining and computing real
analogs of polynomial Hurwitz numbers, in other words, the
problem of counting properly normalized real polynomials with
fixed ramification profiles over real branch points. We show
that, provided the polynomials are counted with an appropri-
ate sign, their number does not depend on the order of the
branch points on the real line. We study generating series for
the invariants thus obtained, determine necessary and suffi-
cient conditions for the vanishing and nonvanishing of these
generating series, and obtain a logarithmic asymptotic for the
invariants as the degree of the polynomials tends to infinity.
1 Introduction
1.1 Counting polynomials
Let P ∈ C[z] be a degree n polynomial with complex coefficients. To
any w ∈ C we can assign a partition Λw of n given by the orders of
the roots of P (z) = w. This partition is called the ramification type
of w. The point w is a branch point if and only if Λw 6= (1, . . . , 1). If
w is a branch point we can consider the set of critical points z such
that P (z) = w. The multiplicities of these critical points, that is, the
orders of vanishing of P ′(z) compose a partition λw. This partition
is obtained from Λw by subtracting 1 from every element of Λw and
eliminating the zeros. We call λw the reduced ramification type of w.
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The multiplicity of a branch point w equals |λw| = n−l(Λw), where
|λ| is the sum of elements in λ, while l(Λ) is the number of elements
is Λ. In particular, we have∑
w∈C
|λw| =
∑
w∈C
(n− l(Λw)) = n− 1.
A branch point w is simple if it is of multiplicity 1, that is, Λw =
(2, 1, . . . , 1) and λw = (1).
We say that P is normalized if it has the form
P (z) = zn + a2z
n−2 + · · ·+ an.
Counting the normalized polynomials with given branch points
and their ramification types is a classical problem of enumerative ge-
ometry. It is equivalent to enumerating minimal factorizations of an
n-cycle into a product of permutations of given cycle types in the
symmetric group Sn. It is also equivalent to computing the so-called
polynomial Hurwitz numbers. These numbers enumerate ramified cov-
erings of the sphere by the sphere with one point of total ramification
(corresponding to ∞ ∈ CP1) and several other branch points with
prescribed ramification profiles. The problem of counting normal-
ized polynomials was posed by V. Arnold (see [1] Problem 1996-8),
who also envisaged the possibility of studying the real case (Problem
1991-2). The problem for complex polynomials was completely solved
in [5, 16, 17]. It is important to note that the answer does not depend
on the positions of the branch points, but only on their ramification
types.
Now assume that all the branch points are real. In this case it
makes sense to count the real normalized polynomials with a given set
of branch points and their ramification types. However, in this enu-
merative problem the answer in general does depend on the order of
the branch points on the real line. One of the goals of this paper is to
show that the answer can be made invariant if we count each real poly-
nomial with an appropriate sign. Such a phenomenon was observed in
various real enumerative problems; the first significant example is the
Welschinger theorem [15] providing an invariant signed count of real
rational curves in 4-dimensional real symplectic manifolds.
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There exist other classical counting problems for ramified coverings
that admit real analogs. For instance, the simplest problem is to count
degree d ramified coverings of the sphere by the sphere with 2d − 2
simple branch points. The answer to this problem in the complex
setting is (2d−2)! dd−3; it is a particular case of a more general formula
found by Hurwitz (see [14]) and was rediscovered many times since
then. A real version of this counting problem in the case when all
branch points are real was solved by B. Shapiro and A. Vainshtein
in [10].
The most general covering counting problem is to enumerate all
ramified coverings of a genus h surface by a genus g surface with fixed
ramification profiles over fixed branch points. Answers to this prob-
lem are usually called Hurwitz numbers. There is no closed formula
for these numbers in either complex or real case, but some more or less
practical methods to compute them. One approach uses the represen-
tation theory of the symmetric groups. We refer to Zagier’s appendix
to [8] for a review of the complex case and to A. Cadoret’s work [4]
for the real case (with h = 0). Another approach is based on a trop-
ical correspondence theorem proved by B. Bertrand, E. Brugalle´ and
G. Mikhalkin. The complex case is treated in their paper [3]; for the
real case, see the work by H. Markwig and J. Rau [9].
In the complex case, as well as in the setting of [10], the invariance
of Hurwitz numbers (that is, independence of the number of coverings
from the positions of the branch points, provided that the ramification
profiles are fixed) is immediate. The papers [4] and [3] do not contain
invariance statements: they enumerate all coverings sign ‘+’ which, in
general, gives rise to different Hurwitz numbers for different positions
of branch points. So far, our attempts to generalize the signed count
and the invariance theorem to this general situation have failed.
1.2 The s-numbers
Definition 1.1 Let P ∈ R[x] be a normalized real polynomial. A
disorder of P is a pair of real numbers x1 < x2 such that P (x1) = P (x2)
and the ramification order of P at x1 is greater than at x2, see Figure 1.
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Figure 1: This polynomial has exactly two disorders: (x1, x2) and
(x′1, x
′
2)
Definition 1.2 Let P ∈ R[x] be a normalized real polynomial. The
sign ε(P ) of P is equal to (−1)d, where d is the total number of
disorders in P .
Given a real number w we also define the w-sign of P as (−1)dw ,
where dw is the number of disorders x1 < x2 of P such that P (x1) =
P (x2) = w.
Let k and n be two positive integers, k < n. Choose a sequence
w1, . . . , wk of pairwise distinct real numbers, and let (Λ1, . . . ,Λk) be a
sequence of partitions of n such that
k∑
i=1
(n− l(Λi)) = n− 1.
Theorem 1 (the invariance theorem) Consider the set SΛ1,...,Λk(w1, . . . , wk)
of real normalized polynomials P with branch points w1, . . . , wk ∈ R
such that for every i the ramification type of wi is Λi. Then, the sum
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of signs ∑
P∈SΛ1,...,Λk (w1,...,wk)
ε(P )
does not depend on w1, . . . , wk (in particular, on their order on the
real line), but only on the partitions Λ1, . . . ,Λk.
Definition 1.3 We call the sum∑
P∈SΛ1,...,Λk (w1,...,wk)
ε(P )
from the previous theorem the s-number of real polynomials with given
ramification type.
Example 1.4 Let n = 4 and k = 2. Put Λ1 = (2, 2) and Λ2 =
(2, 1, 1). If w1 < w2, there are two real polynomials with ramification
type (Λ1,Λ2). Their graphs are shown in Figure 2. The polynomial
P1 has three real critical points, and its sign equals ε(P1) = −1. The
polynomial P2 has one real and two complex conjugate critical points,
and its sign equals ε(P2) = 1.
w2
w1
w2
w1
P1 P2
Figure 2: Two polynomials in the case w1 < w2
If w1 > w2, there are no real polynomials with ramification type
(Λ1,Λ2). Thus, in both cases the s-number of real polynomials is equal
to 0.
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1.3 Generating series
In the second part of the paper we consider generating series Fλ1,...,λk(q)
for s-numbers. The coefficient of qm/m! in Fλ1,...,λk(q) is the s-number
of polynomials with k + m branch points. The first k points have
reduced ramification types λ1, . . . , λk, while the last m points are sim-
ple. Each generating series is decomposed into an even and an odd
part: F even enumerates real polynomials of even degrees, while F odd
enumerates real polynomials of odd degrees.
Let
f(q) = tanh(q) =
eq − e−q
eq + e−q
= q − 2 q
3
3!
+ 16
q5
5!
− 272 q
7
7!
+ · · · ,
g(q) =
1
cosh(q)
=
2
eq + e−q
= 1− q
2
2!
+ 5
q4
4!
− 61 q
6
6!
+ · · · .
Theorem 2 For any partitions λ1, . . . , λk, the generating series
F evenλ1,...,λk(q)
is a polynomial in q and f(q) with rational coefficients, while the gen-
erating series
F oddλ1,...,λk(q)
is equal to g(q) multiplied by a polynomial in q and f(q) with rational
coefficients.
Example 1.5 We have F even∅ = f and F
odd
∅ = g. Indeed, when the
set of partitions is empty, the polynomials only have simple critical
values, so all critical points are real. If we number the critical points
x1, . . . , xn−1 and the critical values w1, . . . , wn−1 in the increasing or-
der on the real line, we obtain an alternating permutation σ given by
P (xi) = wσ(i), see Figure 3. The knowledge of w1, . . . , wn−1 and σ de-
termines the polynomial P uniquely (see Corollary 7 and Lemma 5.2
for a generalization of this fact). On the other hand, f and g are the
generating series for the well-known Euler-Bernoulli numbers that enu-
merate alternating permutations, see the survey [13] or the wikipedia
entry Alternating_permutations.
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Figure 3: The 5 real polynomials with 4 simple branch points and
the corresponding alternating permutations. The number 5 is the
coefficient of q4/4! in the power series g.
Remark 1.6 Note that the superscripts “even” and “odd” refer to
the parity of n, that is, the degree of P . The series F even and F odd
may be even or odd depending on the partitions λi. More precisely,
we have m +
∑ |λi| = n − 1, so that, for instance, the series F even is
even if
∑ |λi| is odd and odd if ∑ |λi| is even.
Theorem 3 The generating series
F evenλ1,...,λk(q)
is not identically 0 if and only if in each partition λi every even number
appears an even number of times and at most one odd number appears
an odd number of times.
Theorem 4 The generating series
F oddλ1,...,λk(q)
is not identically 0 if and only if in each partition λi at most one odd
number appears an odd number of times and at most one even number
appears an odd number of times.
The following statement concerns logarithmic asymptotics of s-
numbers. Denote by sevenλ1,...,λk(m) and s
odd
λ1,...,λk
(m) the coefficients of
qm/m! in F evenλ1,...,λk(q) and F
odd
λ1,...,λk
(q) respectively. These coefficients
are, of course, the s-numbers of polynomials with given reduced ram-
ification profile and m additional simple branch points.
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Theorem 5 Assume that the nonvanishing conditions of Theorem 3
are satisfied. Then, we have
ln |sevenλ1,...,λk(m)| ∼m→∞
m even
m lnm for
∑
|λi| odd,
ln |sevenλ1,...,λk(m)| ∼m→∞
m odd
m lnm for
∑
|λi| even.
Assume that the nonvanishing conditions of Theorem 4 are satisfied.
Then, we have
ln |soddλ1,...,λk(m)| ∼m→∞
m odd
m lnm for
∑
|λi| odd,
ln |soddλ1,...,λk(m)| ∼m→∞
m even
m lnm for
∑
|λi| even.
Remark 1.7 Consider the number of complex polynomials with k
branch points of reduced ramification types λ1, . . . , λk and m addi-
tional simple branch points. It is easy to deduce from the explicit
formulas of [16] that the logarithmic asymptotics for this number as
m → ∞ is m lnm. Thus, when the nonvanishing conditions of The-
orems 3 and 4 are satisfied, the number of complex polynomials, the
absolute value of the s-number of real polynomials, and the actual
number of real polynomials, which lies between the two latter num-
bers, all have the same logarithmic asymptotic. A similar phenomenon
has been observed and proved in many other situations, see, for in-
stance, [6, 7].
Remark 1.8 In the complex case the difference between counting
ramified coverings of the sphere and normalized polynomials is rather
trivial: the answers differ by a factor of n due to the the fact that
the change of variables z 7→ n√1 z changes the normalized polynomial,
but not the ramified covering. In the real case, however, the difference
is more subtle, since a real polynomial can be normalized by a real
change of variables in 0, 1, or 2 ways depending on its parity and the
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sign of the leading coefficient. It seems that the problem that admits
a nice real version is the counting of normalized polynomials rather
than ramified coverings.
Remark 1.9 Many of our results, in particular Theorems 1 and 2,
remain true if we allow the real polynomials to have pairs of complex
conjugate branch points with equal ramification types. The notion of
a real polynomial dessin, that we introduce in Section 2 as the preim-
age under P of the real axis, must then by replaced by the preimage
of a connected graph containing the real axis and the complex branch
points. The description of such generalized dessins makes the proofs
rather cumbersome without adding much to the understanding; there-
fore we chose to restrict ourselves to the case of real branch points.
Plan of the paper. In Section 2 we introduce real polynomial
dessins. Such dessins are a strandard way to capture the combina-
torial structure of the preimage P−1(R). They are in a one-to-one
correspondence with real normalized polynomials. In Section 3 we
prove a combinatorial theorem on black and white real trees. This
theorem is equivalent to Theorem 1 (the invariance theorem) in the
particular case of two critical values. In Section 4 we deduce the full
statement of the Theorem 1 from this particular case. Finally, in Sec-
tion 5 we study the generating series for s-numbers of real polynomials
and prove Theorems 2, 3, 4, and 5.
2 Real polynomial dessins
Real polynomial dessins were first introduced and used to enumerate
real polynomials by S. Barannikov in [2].
From now and till the end of this section we fix two positive integers
k < n and a sequence (Λ1, . . . ,Λk) of partitions of n such that
k∑
i=1
(n− l(Λi)) = n− 1.
Let c : S2 → S2 be an orientation reversing involution of a 2-
dimensional sphere S2. We assume that the fixed point set E ⊂ S2 of
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c is homeomorphic to a circle and choose an orientation of this circle.
Let us introduce a graph that captures the combinatorial structure of
P−1(R) for a polynomial P .
Definition 2.1 A real polynomial dessin of degree n and type (Λ1, . . . ,Λk)
in S2 is an oriented graph Γ ⊂ S2 whose vertices are labelled by ele-
ments of the set {1, 2, . . . , k,∞} in such a way that
• the oriented graph Γ (together with the labeling of the vertices)
is invariant under c;
• the circle E is a union of edges of Γ;
• exactly one vertex of Γ is labelled by ∞, and the degree of this
vertex is 2n;
• for each integer 1 ≤ i ≤ k, the graph Γ has exactly l(Λi) vertices
labelled by i and their degrees are equal to the elements of Λi,
multiplied by 2;
• each edge of Γ is one of the following k + 1 types:
∞→ 1, 1→ 2, 2→ 3, . . . , k − 1→ k, k →∞,
where i → j means that the edge starts at a vertex labelled by
i and finishes at a vertex labelled by j;
• for any connected component C of S2 \ Γ, each type of edges
appears exactly once in the boundary ∂C of C (in particular,
the orientation of the edges in ∂C extends to an orientation of
C).
Definition 2.2 Two real polynomial dessins Γ1 ⊂ S21 and Γ2 ⊂ S22
of degree n and type (Λ1, . . . ,Λk) are homeomorphic if there exists a
homeomorphism ϕ : S21 → S22 such that
• ϕ ◦ c1 = c2 ◦ ϕ,
• ϕ respects the chosen orientations of E1 and E2 (that is, ϕ|E1 :
E1 → E2 is of degree 1 with respect to the orientations of E1
and E2),
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• ϕ(Γ1) = Γ2, and ϕ preserves the labels of vertices and the types
of edges.
The vertices of a real polynomial dessin Γ ⊂ S2 that belong to
E are called real. The complement of the ∞-vertex in E is a totally
ordered set that can be identified with the real line R.
Definition 2.3 Consider a pair of real vertices v1 and v2 of Γ that
are labeled by the same number different from ∞. We say that the
pair formed by v1 and v2 is a disorder of Γ if
• v1 is smaller than v2 in E \ {∞},
• the degree of v1 is bigger than the degree of v2.
Definition 2.4 The sign ε(Γ) of a real polynomial dessin Γ ⊂ S2 is
(−1)d(Γ), where d(Γ) is the number of disorders of Γ.
Definition 2.5 A real polynomial dessin Γ ⊂ S2 is said to be in-
creasing, if E contains an edge of Γ of type k → ∞ such that the
orientation of this edge coincides with the orientation of E.
In the figures we represent the affine dessins, that is, the dessins
without the unique vertex labeled by ∞, see Figure 4.
A typical example of a real polynomial dessin is as follows. Let
CP 1source = Csource ∪ ∞source and CP 1target = Ctarget ∪ ∞target be two
copies of the complex projective line CP 1. A holomorphic function
P : CP 1source → CP 1target
is polynomial, if P−1(∞target) = ∞source. In affine coordinates in
Csource and Ctarget such a function is indeed given by a polynomial.
A polynomial function P : CP 1source → CP 1target is real if conjtarget ◦P =
P ◦conjsource, where conj : CP 1 → CP 1 is the standard complex conju-
gation in CP 1. In the affine coordinate this means that P (z) = P (z),
i.e., that P has real coefficients.
Let P : CP 1source → CP 1target be a real polynomial function of degree
n and such that all the branch points w1, . . . , wk of P in Ctarget are real.
Assume that w1 < w2 < . . . < wk, and denote the ramification type
11
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Figure 4: An increasing real polynomial dessin obtained as the pull-
back of the real axis under a real polynomial function. The edge of
type k →∞ is marked with a ribbon.
of P at wi by Λi, i = 1, . . ., k. The polynomial function P defines
a real polynomial dessin ΓP ⊂ CP 1source. As a set, ΓP is the pull-
back P−1(RP 1target), where RP 1target ⊂ CP 1target is the fixed point set of
conjtarget. The real polynomial dessin structure on ΓP is introduced as
follows: the involution c is conjsource, the orientation of the fixed point
set RP 1source of conjsource is positive (i.e., induced by the order of R ⊂
RP 1source), the only vertex of Γ labelled by∞ is∞source, the pull-backs
of w1, . . ., wk are labelled by 1, . . ., k, respectively; the orientation
of ΓP is that induced from the positive orientation of RP 1target.
Proposition 2.6 Let P : CP 1source → CP 1target be a real polynomial
function of degree n such that all the branch points w1, . . . , wk of P
in Ctarget are real. Assume that w1 < w2 < . . . < wk, and denote the
ramification type of P at wi by Λi, i = 1, . . ., k. Then ΓP is a real
polynomial dessin of degree n and type (Λ1, . . . ,Λk).
Proof. Straightforward. ♦
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A real polynomial dessin corresponding to a real polynomial func-
tion P is increasing if and only if P (x) → +∞ as x → +∞, in other
words, if and only if the leading coefficient of P is positive.
A real polynomial function whose critical values are all real is said
to be totally real. The following proposition shows that any real poly-
nomial dessin can be identified with ΓP for a certain totally real poly-
nomial function P .
Proposition 2.7 Let Γ ⊂ S2 be a real polynomial dessin of degree n
and type (Λ1, . . . ,Λk), and let w1 < w2 < . . . < wk be real numbers.
Then, there exists a totally real polynomial function P : CP 1source →
CP 1target of degree n and type (Λ1, . . . ,Λk) such that ΓP is homeomor-
phic to Γ, and wi is a branch point of type Λi of P for each i = 1, . . .,
k.
Proof. The points w1, . . ., wk, and ∞target divide RP 1target into k+ 1
segments, which are called non-critical. Denote by S+ and S− the
two semi-spheres of S2 which have the common boundary E ⊂ S2,
and construct a ramified n-fold covering Φ : S2 → CP 1target such that
conjtarget ◦Φ = Φ ◦ c in the following way.
Put the image under Φ of the point labelled by ∞ to be ∞target.
For each vertex v ∈ S+ of Γ such that v is labelled by i ∈ {1, . . . , k}
set the image under Φ of v to be wi. For each edge e ⊂ S+ of Γ, let
Φ send e homeomorphically to the non-critical segment between the
critical values corresponding to the extremal points of e (in such a way
that the orientation of the edge corresponds to the positive orientation
of RP 1target). Since the degree of every vertex of the dessin Γ is even,
the connected components of S2 \Γ possess a chessboard coloring: for
any two neighboring components, one of them is black, and the other
is white. Extend Φ to S+ sending each connected component of S2 \Γ
homeomorphically to one of the halves CP 1target\RP 1target in such a way
that all the connected components of the same color are sent to the
same half, and connected components of different colors are sent to
different halves. Finally, put Φ|S− = conjtarget ◦Φ|S+ ◦ c.
The resulting ramified covering Φ : S2 → CP 1target is equivariant
(i.e., satisfies the condition conjtarget ◦Φ = Φ ◦ c) and allows one to lift
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the complex structure from CP 1target to S2. Namely, due to the Rie-
mann existence theorem, there exists a complex structure on S2 such
that the map Φ : S2 → CP 1target becomes holomorphic and the invo-
lution c becomes anti-holomorphic. The uniqueness of the complex
structure on a 2-dimensional sphere implies the existence of an equiv-
ariant biholomorphic isomorphism ϕ : S2 → CP 1source; composing, if
necessary, ϕ with the multiplication by −1 in CP 1source, we can assume
that ϕ respects the orientations of E and RP 1source. By construction,
the map Φ ◦ ϕ−1 is a totally real polynomial function of degree n and
ramification type (Λ1, . . ., Λk), and the real polynomial dessins Γ and
ΓP are homeomorphic. ♦
A real affine transformation of CP 1source is a homography of CP 1source
which preserves ∞source and commutes with conjsource. In the affine
coordinate it has the form z 7→ az + b, with a ∈ R∗ and b ∈ R.
Such a transformation is called positive if it respects the orientation
of RP 1source (in other words, if a is positive) and negative otherwise.
Denote by K+source the group of positive real affine transformations of
CP 1source.
Corollary 6 Let w1 < . . . < wk be real numbers. Then, the corre-
spondence P 7→ ΓP establishes a bijection between, on the one hand,
the K+source-orbits on the set of totally real polynomial functions of de-
gree n with branch points w1, . . ., wk of types Λ1, . . ., Λk, respectively,
and, on the other hand, the set of homeomorphism classes of real poly-
nomial dessins of degree n and type (Λ1, . . . ,Λk).
Proof. The statement immediately follows from Proposition 2.7 and
the fact that the isomorphism ϕ in the proof of Proposition 2.7 is
unique up to the action (by composition) of K+source and conjsource. ♦
Corollary 7 Let w1 < . . . < wk be real numbers. Then, the corre-
spondence P 7→ ΓP establishes a bijection between, on the one hand,
the set SΛ1,...,Λk(w1, . . . , wk) of real normalized polynomials of degree
n with branch points w1, . . ., wk of types Λ1, . . ., Λk, respectively,
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and, on the other hand, the set of homeomorphism classes of increas-
ing (see Definition 2.5) real polynomial dessins of degree n and type
(Λ1, . . . ,Λk). Furthermore, for any real normalized polynomial P ∈ S,
the sign ε(P ) of P coincides with ε(ΓP ).
Proof. A real polynomial P can be normalized by a positive real
affine transformation (an element of K+source) if and only if its leading
coefficient is positive or, in other words, if and only if the correspond-
ing dessin is increasing. In this case P can be normalized in a unique
way. Thus, Corollary 6 implies the first statement. The statement
about signs is immediate. ♦
Denote by D+Λ1,...,Λk the set of homeomorphism classes of increasing
real polynomial dessins of degree n and type (Λ1, . . . ,Λk). We obtain
the following statement.
Corollary 8 Let w1 < . . . < wk be real numbers. Then, the s-number∑
P∈SΛ1,...,Λk (ω1,...,ωk)
ε(P ) is equal to
∑
Γ∈D+Λ1,...,Λk
ε(Γ). ♦
The number
∑
Γ∈D+Λ1,...,Λk
ε(Γ) is called the s-number of increasing
real polynomial dessins of degree n and type (Λ1, . . . ,Λk).
3 Black and white trees
In this section, we introduce auxiliary combinatorial objects that are
used in the proof of the invariance theorem. They are equivalent to
real polynomial dessins with k = 2 critical values.
Definition 3.1 A black and white tree is a tree embedded into C
whose vertices are colored in black and white in alternation. A black
and white tree is said to be real if it is invariant (including the colors)
under the complex conjugation. Two real black and white trees are
isomorphic if one can be transformed into the other by an equivari-
ant (with respect to the complex conjugation) homeomorphism of C
preserving the orientation of the real axis.
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Remark 3.2 To transform a real black and white tree into a real
polynomial dessin we add one vertex labeled ∞ and, at each other
vertex, insert an edge leading to the ∞-vertex between each pair of
successive edges in such a way that the result is invariant under the
complex conjugation. Thus, the degree of each vertex of the tree is
multiplied by 2, while the degree of the ∞-vertex is twice the number
of edges of the tree.
For shortness, most of the time in this section we just say tree
instead of “real black and white tree”. We always consider trees up
to isomorphism.
Definition 3.3 To a tree T we assign its real part sequence: the se-
quence of colors and degrees of its vertices lying on the real axis from
left to right. The vertices of the real part RT = T ∩R of T are called
real vertices of T . The first and last real vertices are called the border
vertices; the other real vertices are called interior real vertices.
Definition 3.4 A disorder of a tree is a pair of its real vertices of the
same color such that the degree of the first one is greater than the
degree of the second one.
Definition 3.5 The sign of a tree T is
ε(T ) = (−1)d,
where d is the total number of disorders in T .
Definition 3.6 A tree is a white side tree (respectively a black side
tree) if its rightmost vertex on the real axis is white (respectively,
black).
Example 3.7 Up to isomorphism, there are exactly 12 black and
white real trees with 4 edges. They are shown in Figure 5 with their
signs. The black side trees are on the left, while the white side trees
are on the right.
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Figure 5: Black and white trees with 4 edges
Notation 3.8 Fix a positive integer n and two partitions Λw and Λb
of n. We will denote by TΛw,Λb , WΛw,Λb , and BΛw,Λb the sets of trees,
white side trees and black side trees, respectively, whose degrees of
white and black vertices are prescribed by Λw and Λb. Thus,
TΛw,Λb = WΛw,Λb unionsqBΛw,Λb .
Theorem 9 Fix a positive integer n and two partitions Λw and Λb
of n. We have ∑
T∈WΛw,Λb
ε(T ) −
∑
T∈BΛw,Λb
ε(T ) = 0.
In other words, there is the same number of white side and black side
trees whose degrees of white and black vertices are prescribed by Λw and
Λb provided that we count the trees with signs given in Definition 3.5.
Example 3.9 Figure 6 shows all trees with Λb = (4, 2, 2), Λw =
(2, 2, 1, 1, 1, 1). The disorders are shown as green arcs, their num-
ber is written to the left of each tree and the resulting sign to the
right of each tree. The sum of signs is equal to 2 both for the white
side trees on the left and for the black side trees on the right.
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Figure 6: White side trees are on the left, black side trees on the right.
All trees have Λb = (4, 2, 2), Λw = (2, 2, 1, 1, 1, 1). The disorders, their
number, and the resulting signs are shown in green.
To prove the theorem we need an auxiliary way of weighting trees.
Definition 3.10 We define the weight ω(T ) of a tree T as follows. If
the real part sequence of a tree T is not symmetric, we have ω(T ) = 0.
If T has only one real vertex, then ω(T ) = 1. If the real part sequence
of T is symmetric, T has more than one real vertex, and the middle
real vertex has the same color as the border vertices, then ω(T ) = −1.
If the real part sequence of T is symmetric, T has more than one real
vertex, and the color of the middle real vertex is not the same as the
color of the border vertices, then ω(T ) = 1.
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The statement of Theorem 9 is a consequence of the following
lemmas.
Lemma 3.11 Fix a positive integer n and two partitions Λw and Λb
of n. Then we have∑
T∈WΛw,Λb
ε(T ) −
∑
T∈BΛw,Λb
ε(T ) =
∑
T∈WΛw,Λb
ω(T ) −
∑
T∈BΛw,Λb
ω(T ).
In other words, the difference between the numbers of white and black
side trees is the same whether we count the trees with signs of Defini-
tion 3.5 or with weights of Definition 3.10.
Example 3.12 Figure 7 shows all trees with Λb = (4, 2, 2), Λw =
(2, 2, 1, 1, 1, 1) and symmetric real part sequence, together with their
weights. Note that the three first trees on the white side of Figure 6
got replaced by just one tree whose weight is equal to the sum of signs
of the three trees.
Lemma 3.13 We have∑
T∈WΛw,Λb
ω(T ) −
∑
T∈BΛw,Λb
ω(T ) = 0.
Proof of Lemma 3.11. We start with the sum∑
T∈WΛw,Λb
ε(T ) −
∑
T∈BΛw,Λb
ε(T )
and reduce it by finding pairs of trees that cancel with each other.
Consider a tree T ∈ TΛw,Λb .
A. Symmetrizing the border vertices. If the border vertices
have the same color but different degrees, we can construct a new
tree T ′ by interchanging them together with their forests. We have
ε(T ′) = −ε(T ). This is due to the fact that the degrees of the border
vertices are odd and therefore are never equal to the degrees of the
other real vertices that are even. The trees T and T ′ cancel in the
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Figure 7: White side trees are on the left, black side trees on the right.
All trees have Λb = (4, 2, 2), Λw = (2, 2, 1, 1, 1, 1). The weights of the
trees are shown in green.
sum. We see that we can erase from the sum all trees in which the
two border vertices have the same color, but different degrees.
B. Symmetrizing an interior stretch. Choose a stretch formed
by an even number of consecutive interior white vertices in the real
part of T . Pick the two middle vertices of the stretch. If their degrees
are different we can interchange these two vertices together with the
forests growing on them. We obtain a tree T ′ such that ε(T ′) = −ε(T ).
Thus, T and T ′ cancel in the sum, so we can disregard all trees having
the same length of the real part as T and in which the two middle
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white vertices of the stretch have different degrees. Now assume that
the degrees of the two middle white vertices of the stretch are equal.
Then, we look at the two white vertices surrounding these two and
perform the same operation. By the same argument as above, we can
disregard all trees T where the degrees of the 4 white vertices are not
symmetric. Continuing in the same way we see that, among the trees
with a given length of the real part, we can erase from the sum all the
trees in which the degrees of the real white vertices in a chosen stretch
are not symmetric. Of course, the same considerations apply to black
vertices as well.
Now consider four cases.
1. If T has only one real vertex we just leave T in the sum. In this
case ε(T ) = ω(T ) = 1.
2. The tree T has more than one real vertex and the border vertices
of T are both white.
The first possibility is that there is an even number of white interior
vertices and an odd number of black interior vertices. By (A) we can
assume that the degrees of the border vertices are equal. By (B)
we can assume that the degrees of the white vertices are symmetric.
Also by (B) we can exclude the leftmost black vertex and assume that
the other black vertices have symmetric degrees. The signs of the
remaining trees are all equal to 1. Indeed, because of the symmetry,
all disorders, both black and white, come in pairs. Since we are trying
to symmetrize the real part sequence of the tree we now replace T
by a new tree T ′ by moving the leftmost black vertex to the middle
position in the real part. This changes the sign of the tree, but we
must still count it with the original sign ω(T ′) = ε(T ).
The second possibility is that there is an even number of black
interior vertices and an odd number of white interior vertices. By (A)
we can assume that the degrees of the border vertices are equal. By (B)
we can assume that the degrees of the black vertices are symmetric.
Also by (B) we can exclude the leftmost interior white vertex and
assume that the other interior white vertices have symmetric degrees.
The signs of the remaining trees are all equal to −1. Indeed, because
of the symmetry, all disorders, both black and white, come in pairs,
except for the disorders involving a border vertex and the excluded
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interior white vertex. Since the degrees of the border vertices are
equal, there is exactly one exceptional disorder like that, so the total
number of disorders is odd. As before, to symmetrize the real part
sequence of the tree we replace T by a new tree T ′ by moving the
leftmost interior white vertex to the middle position in the real part.
This changes the sign of the tree, but we must still count it with the
original sign ω(T ′) = ε(T ).
Thus, we see that in both situations all trees with non-symmetric
real part sequences cancel out and we are only left with trees having
symmetric real part sequences. Every tree like that is counted with
weight ω.
3. The tree T has more than one real vertex and its border vertices
are both black. This case is treated in the same way as the previous
one.
4. One border vertex of T is white and one is black. In this case
there are as many white vertices as black ones.
If the number of interior white (and therefore black) vertices is
even, we can assume by (B) that their degrees are symmetric. Consider
the tree T ′ obtained from T by a rotation by 180◦. We have ε(T ) =
ε(T ′). Indeed, as we revert the orientation of the real line all disorders
appear or disappear in pairs because of the symmetry. On the other
hand, among the trees T and T ′ one is a white side tree while the
other is a black side tree. Thus, these trees cancel in the sum.
If the number of interior white (and therefore black) vertices is
odd, we can exclude the interior vertices closest to the border vertices
of the same color and assume by (B) that the degrees of the remaining
interior vertices are symmetric. Consider the tree T ′ obtained from T
by a rotation by 180◦. Once again, we have ε(T ) = ε(T ′). Indeed,
as we revert the orientation of the real line all disorders appear or
disappear in pairs because of the symmetry, except for the disorders
involving the border vertices and their adjacent vertices of the same
color. These two exceptional disorders modify the sign by an extra
factor of (−1)2 = 1. Now, as before, among the trees T and T ′ one is
a white side tree while the other is a black side tree, so they cancel in
the sum.
We see that all the trees of the sum have canceled, so the sum is
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equal to 0. Note that in this case there are no trees with symmetric
real part sequence.
The lemma is proved. ♦
Proof of Lemma 3.13. If the number n of edges of our trees is
odd, every tree has two border vertices of different colors. In that case
there are no trees with symmetric real part sequence, so the weights
of all trees vanish.
The interesting case is when n is even. In that case we will prove
that there is a cancellation between the trees with a unique real vertex
and the trees with more than one real vertex.
Consider a tree T with a unique real vertex. Take the two sym-
metric trees growing on it closest to the positive direction of the real
axis. In each of these trees construct the midline: the sequence of
edges that starts at the real vertex and divides into two equal parts
the degree of each vertex that it meets, see Figure 8.
Denote by A and A′ the half-trees closest to the real axis and by
B and B′ the half-trees separated from the axis by the midlines. Now
assemble A and A′ into a new real tree along the positive direction of
the real axis; the midline will follow the real axis. Similarly, assemble
B and B′ into a new real tree along the negative direction of the
real axis; the midline will follow the real axis. We have obtained
a new tree T ′ with more than one real vertex and symmetric real
part sequence, see Figure 9. This construction establishes a bijection
between the set of trees with a unique real vertex and the set of trees
with a symmetric real part sequence composed of more than one vertex
(in both cases we consider only trees with n edges).
If, among the trees T and T ′, one is a white side tree and the other
a black side tree, then ω(T ) = ω(T ′) = 1, so the trees cancel in the
sum. If both trees are white side or both are black side, then ω(T ) = 1
while ω(T ′) = −1, so the trees cancel as well.
The lemma is proved. ♦
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Figure 8: A tree with a unique real vertex; the midlines of its rightmost
branches are shown in red.
4 Proof of the invariance theorem
Let k and n be two positive integers, k < n, and let (Λ1, . . . ,Λk) be a
sequence of partitions of n such that
k∑
i=1
(n− l(Λi)) = n− 1.
In view of the equality between the s-numbers of real normalized poly-
nomials and increasing real polynomial dessins (Corollary 8), the in-
variance theorem (Theorem 1) is equivalent to the following proposi-
tion.
Proposition 4.1 For any integer 1 ≤ i ≤ k − 1, the s-number of
increasing real polynomial dessins of degree n and type
(Λ1, . . . ,Λi−1,Λi,Λi+1,Λi+2, . . . ,Λk)
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Figure 9: A bijection between trees with a unique real vertex and
trees with a symmetric real part sequence composed of more than one
vertex.
is equal to the s-number of increasing real polynomial dessins of degree
n and type
(Λ1, . . . ,Λi−1,Λi+1,Λi,Λi+2, . . . ,Λk).
The rest of the section is dedicated to a proof of this proposition.
The proof uses the invariance theorem for black and white trees (The-
orem 9). To match the notation, we put Λi = Λb and Λi+1 = Λw.
Let w1 < . . . < wk be real numbers, and consider be the set of
(homeomorphism classes of) increasing real polynomial dessins Γ of
degree n and type
(Λ1, . . . ,Λi−1,Λb,Λw,Λi+2, . . . ,Λk).
For each real polynomial dessin Γ we color in black the vertices
labelled with i (they correspond to Λb), and in white the vertices
labelled with i+ 1 (they correspond to Λw).
These black and white vertices together with the edges of type
i → i + 1 of Γ form a collection of black and white trees embedded
into C. Some of them are real; others split into pairs of trees that are
complex conjugate (symmetric to each other). To distinguish between
the two cases we use, until the end of this section, the terms real trees
for real black and white trees of Definition 3.1 and imaginary trees for
black and white trees without vertices on the real axis.
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Given a real polynomial dessin Γ as above, we can contract all its
i → i + 1 edges in order to obtain a new real polynomial dessin Γ̂.
Thus, each real and imaginary tree gets contracted to a vertex. The
vertices obtained from contracted trees are labeled with i. The vertices
that were labelled with indices j > i + 1 are now labeled with j − 1.
Moreover, we enhance each vertex of Γ̂ labeled by i with the couple
(nb, nw) of partitions nb and nw describing the degrees of white and
black vertices of the real or imaginary tree contracted to this vertex.
Definition 4.2 An i-enhanced dessin is an increasing real polynomial
dessin with an extra data, for each vertex v labelled by i, of a pair
(nb, nw) of partitions of (deg v)/2, where deg v is the degree of v. The
vertices labelled with i of an i-enchanced dessin are called special.
Definition 4.3 Let Γ̂ be an i-enhanced dessin. A disorder for vertices
with label j 6= i is defined in the usual way. For special vertices,
however, we have a special definition of disorders. Consider two real
special vertices v1 < v2. Choose an element n1 of one of the partitions
assigned to v1 and an element n2 of the partition of the same color
assigned to v2. The couple (n1, n2) is called a special disorder if n1 >
n2.
Definition 4.4 The sign of an enhanced dessin Γ̂ is ε(Γ) = (−1)d,
where d is the total number of disorders of Γ̂, both special and ordi-
nary.
Denote by k the collection of (homeomorphism classes of) i-enhanced
dessins of type Λ1, . . . ,Λi−1,Λ,Λi+2, . . . ,Λk such that if we take the
union over the special vertices of the black partitions nb we get Λb
and if we take the union of all white partitions nw we get Λw. Thus,
any i-enhanced dessin obtained by contraction from an increasing real
polynomial dessin of type (Λ1, . . . ,Λk) belongs to k.
Lemma 4.5 If an i-enhanced dessin Γ̂ ∈ k is obtained from a dessin
Γ by contraction then
ε(Γ) = ε(Γ̂)×
∏
T
ε(T ),
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where the product is taken over the contracted real trees in Γ.
Proof. Let d(Γ̂) be the number of disorders in Γ̂. Let
∑
T d(T ) be
the sum of the numbers of disorders of all real trees in Γ that got
contracted. Finally, let D be the number of pairs of vertices (v1, v2)
in two distinct contracted trees T1 and T2 such that
• the tree T1 lies to the left of T2,
• the degree of v1 is greater than the degree of v2,
• either v1 or v2 (or both) is not real.
Then the number of disorders of Γ is equal to
d(Γ̂) +
∑
T
d(T )−D.
It is easy to see that D is always even, since the pairs (v1, v2) come in
couples of quadruples of complex conjugate vertices. Thus
ε(Γ) = ε(Γ̂)×
∏
T
ε(T )
as claimed. ♦
Now let us study the set of increasing real polynomial dessins Γ
that contract to a given Γ̂ ∈ k. Let VR be the set of special real
vertices of Γ̂, and let V+ be the set of its special vertices with a positive
imaginary part. For convenience, for every special vertex v ∈ VR∪V+,
we mark an adjacent edge in the following way. For any vertex v ∈ VR,
we mark the edge to the right of the vertex on the real axis. For any
vertex v ∈ V+, we mark at random an edge of type i → i + 1 (or
i→∞ if i is the largest critical value).
Assign a set Tv to each special vertex of Γ̂ as follows.
• If v is in V+ and the corresponding partitions are (nb, nw), we
assign to v the set Tv of imaginary trees with one marked white
half-edge (i.e., a half-edge adjacent to a white vertex), such that
the degrees of black and white vertices of the tree are given by
nb and nw.
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• If v ∈ VR is a real vertex, (nb, nw) the corresponding partitions,
and the marked edge to the right of v is of type i → i + 1 or
i → ∞, then we assign to v the set Tv of white side real trees
with degrees of black and white vertices given by nb and nw.
• Finally, if v ∈ VR is a real vertex, (nb, nw) the corresponding
partitions, and the marked edge to the right of v is of type
i− 1→ i or ∞→ i, then we assign to v the set Tv of black side
real trees with degrees of black and white vertices given by nb
and nw.
Lemma 4.6 The set of increasing real polynomial dessins Γ of type
(Λ1, . . . ,Λk) that contract to Γ̂ is in a one-to-one correspondance with
the product ∏
v∈VR∪V+
Tv.
Proof. The dessin Γ is constructed by inserting into each special
vertex v the corresponding tree. The real trees are inserted in the
natural way: the marked edge of Γ̂ is glued to the rightmost vertex
of the real tree, and this vertex has the appropriate color by the con-
struction of our sets of trees. For a vertex v ∈ V+, we insert the tree
in such a way that the marked edge of Γ̂ is glued to the white vertex
of the marked white half-edge of the plane tree, right after this half-
edge in the counterclockwise direction. For a vertex v with negative
imaginary part, the trees are glued so that the invariance of the dessin
by complex conjugation is preserved. ♦
Let Γ̂ ∈ k be an i-enhanced dessin. For a vertex v ∈ V+, denote
by mv the number of imaginary trees with partitions (nb, nw) given by
the vertex and with one marked white half-edge. For a vertex v ∈ VR,
denote by mv the s-number of real black side trees with partitions
(nb, nw) given by the vertex v.
Remark 4.7 Note that, by Theorem 9, the s-number of real black side
trees with partitions (nb, nw) is the same as the s-number of real white
side trees with partitions (nb, nw). This equality makes it possible to
28
define the number mv in an invariant way and is the main reason why
the proof of invariance goes through.
Lemma 4.8 The s-number of increasing real polynomial dessins Γ of
type (Λ1, . . . ,Λk) that contract to Γ̂ is equal to
ε(Γ̂)
∏
v∈VR∪V+
mv.
Proof. The set of dessins Γ was described in Lemma 4.6. The sign
of each dessin like that is given in Lemma 4.5. The lemma follows by
combining the two statements. ♦
Proof of Proposition 4.1. The s-number of increasing real polyno-
mial dessins Γ of type (Λ1, . . . ,Λi−1,Λb,Λw,Λi+2, . . . ,Λk) that contract
to Γ̂ is given by Lemma 4.8. It is clear that this number does not de-
pend on the order of the partitions Λb and Λw. More precisely, if, at
each vertex of Γ̂, we replace the pair of partitions (nb, nw) by (nw, nb),
the s-number of Lemma 4.8 stays the same.
Since the equality holds for each i-enhanced dessin, we conclude
that the s-number of increasing real polynomial dessins of type
(Λ1, . . . ,Λi−1,Λb,Λw,Λi+2, . . . ,Λk)
is the same as for the type
(Λ1, . . . ,Λi−1,Λw,Λb,Λi+2, . . . ,Λk). ♦
5 Generating series
In this section we study the generating series for s-numbers of real
normalized polynomials and prove Theorems 2, 3, 4, and 5.
Let λ1, . . . , λk be a fixed list of partitions. We are interested in
the s-number of real normalized polynomials with k branch points
w1, . . . , wk having reduced ramification types λ1, . . . , λk, respectively,
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and with m more simple branch points wk+1, . . . , wk+m. Since the s-
number does not depend on the multiplicity of the branch points on the
real line, we place the branch points so that w1 > w2 > · · · > wk+m.
Let P be a real normalized polynomial whose branch points are all
real, and consider its affine dessin, that is, the real polynomial dessin
ΓP without the ∞-vertex.
Choose a real number α lying between wk and wk+1. To prove the
theorems, we extract from the affine dessin several parts that contain
all the required information about the polynomial.
• The preimage of the interval (α,∞). In general this preimage
consists of several connected components. We will call a con-
nected component interesting if it contains either a real point
or a critical point of P . The union of interesting components is
called the base of the affine dessin.
• The real part of the preimage of the interval (−∞, wk+1]. The
real part of P−1
(
(−∞, wk+1]
)
also may consist of several con-
nected components. We call them chains. The real part of
P−1
(
(−∞, wk+1]
)
automatically contains all the critical preim-
ages of wk+1, . . . , wk+m.
The full preimage of (α,∞) and the base extracted from it are
shown in Figures 10 and 11 respectively. The green lines in the pic-
ture are the preimages of (α,wk). Some of them are contained in the
regions between the red rays. These green lines lead directly to the n
preimages of −∞ in the affine dessin without encountering any critical
points. Other green lines lie in the regions that contain a black box.
Those are connected to a chain.
Definition 5.1 Suppose that a base of the affine dessin and its chains
are given. We call regions the connected components into which the
base divides the upper half-plane {<x > 0}. For each chain c, let pc
be the number of preimages of α in the region adjacent to c. Then, on
each chain we can single out the pc maxima to which these preimages
are connected. A chain with pc maxima singled out is called marked.
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Figure 10: The complete preimage of (α,∞). Here n = 24, k = 3,
λ1 = (2, 2, 1, 1), λ2 = (2, 1, 1), λ3 = (1). The black boxes contain the
chains.
Theorems 2, 3, and 4 are proved by counting the s-number of
real normalized polynomials with a given base and then performing
a summation over the finite set of possible bases. Before proceeding
with the proofs we state three simple lemmas.
Lemma 5.2 An affine dessin can be uniquely recovered if its base and
marked chains are given.
Proof. Once we have connected the preimages of α to the chains
according to the markings, all the vertices of the affine dessin of degree
greater than 2 and the edges between them are drawn. The remaining
part of the affine dessin is a union of rays consisting of vertices of
degree 2 and ending at vertices labeled ±∞. The first interval of
each ray like that is uniquely determined by the vertex structure of
the affine dessin, namely, by the fact that the edges (i → i + 1) and
(i− 1→ i) alternate at each vertex of color k. Once we know the first
interval of a ray, it can be extended in a unique way. ♦
31
Figure 11: The base of the affine dessin. The black boxes contain the
chains.
Lemma 5.3 Introduce the differential operator D = q d
dq
. Then, we
have
Dq = q,
Df = q(1− f 2),
Dg = −qfg.
Proof. This is just a computation. ♦
Notation 5.4 Put
fp =
1
2p p!
(D − 1)(D − 3) · · · (D − 2p+ 1) f,
gp =
1
2p p!
D(D − 2) · · · (D − 2p+ 2) g.
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Lemma 5.5 The series fp (respectively, gp) is the generating series
for the numbers of alternating permutations of odd (respectively, even)
length with p distinguished maxima.
Proof. The operator D multiplies the coefficient of qm in a gener-
ating series by m. An alternating permutation of odd length m has
(m−1)/2 maxima. Therefore, to choose p maxima we need to multiply
the number of alternating permutations by
m−1
2
· m−3
2
· · · · · m−2p+1
2
p!
.
An alternating permutation of even lengthm hasm/2 maxima. There-
fore, to choose p maxima we need to multiply the number of alternat-
ing permutations by
m
2
· m−2
2
· · · · · m−2p+2
2
p!
.
♦
Proof of Theorem 2. Let λ1, . . . , λk be a given list of partitions.
Consider a possible base of the affine dessin P−1(R). Denote by ε the
sign of the base, that is, (−1) to the number of disorders present in the
base. Suppose that the base leaves b gaps for chains and that there
are p1, p2, . . . , pb maxima to choose in the b chains to be connected
with the preimages of α in the base.
We claim that the s-number of polynomials with the given base
and m additional simple branch points equals the coefficient of qm/m!
in the power series
ε ·
b∏
i=1
fpi for n even, (1)
ε · gp1
b∏
i=2
fpi for n odd. (2)
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Figure 12: The chains. Here n is odd, so that the leftmost chain ex-
tends to −∞. There are m = 7 simple branch points divided between
b = 2 chains. The numbers of selected maxima is p1 = 1 and p2 = 0.
Indeed, it follows from Lemma 5.5 that the products
∏b
i=1 fpi and
gp1
∏b
i=2 fpi correctly count the chains with distinguished maxima, tak-
ing into account the disorders within each chain. The sign ε also takes
into account the disorders in the base. Note that all the real preim-
ages of critical values are contained in the union of the base and the
chains. Thus, every disorder takes place either within the base (for
critical values between w1 and wk), or within a chain, or between two
chains. The disorders with each chain are accounted for by the signs in
the series
∏b
i=1 fpi and gp1
∏b
i=2 fpi . The number of disorders between
two chains is always even. Indeed, a disorder between two chains ap-
pears between a simple critical point on some level wk+i in the leftmost
chain and a simple preimage of wk+i in the rightmost chain. But the
rightmost chain crosses the level wk+i an even number of times, so
there is an even number of disorders.
Now, Lemma 5.3 implies that (1) is a polynomial in q and f ,
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while (2) is g times a polynomial in q and f . The generating series
F evenλ1,...,λk (respectively, F
odd
λ1,...,λk
) is obtained as a sum of expressions (1)
(respectively, (2)) over the finite set of all possible bases of the affine
dessin. Thus, F evenλ1,...,λk is a polynomial in q and f , while F
odd
λ1,...,λk
is g
times a polynomial in q and f . ♦
Proof of the if part of Theorem 3 (nonvanishing for even
degree polynomials). Consider k partitions λ1, . . . , λk and assume
that in each of them every even number appears an even number of
times and at most one odd number appears an odd number of times.
Let s be the number of partitions in which one of the numbers appears
an odd number of times.
Given a partition λ, denote by [λ/2] the partition defined by the
following rule: if an integer a appears na times in λ then it appears
[na/2] times in [λ/2], where [·] is the integer part. For instance, if
λ = (1, 1, 1, 1, 1, 2, 2, 3, 4, 4, 6, 8) then [λ/2] = (1, 1, 2, 4).
Denote by ` the total number of elements in the partitions [λi/2]:
` = l([λ1/2]) + · · ·+ l([λk/2]).
Let us call a base simple if all critical points lie on different con-
nected components of the base and if there is at most one real critical
point on each level w1, . . . , wk, see Figure 13. In particular, a simple
base contains s real critical points and ` pairs of complex conjugate
critical points.
We know that the series F evenλ1,...,λk is a polynomial in q and f . We
claim that each simple base gives rise to a nonzero contribution to
the coefficient of q`f `+s+1 in this polynomial; this contribution has
sign (−1)`; moreover, no other base contributes to this coefficient. To
prove this claim, we, first, study the power of q, then the power of f ,
and then the sign.
The power of q. The series F evenλ1,...,λk is a sum of expressions of
the form
ε ·
b∏
i=1
fpi ,
35
 
 


  
  
  



 
 
 



 
 
 



 
 


 
 


 
 

  
 


 
 
 



  
  
  



  
  
  



 
 
 



 
 


  
  


 
 
 



  
  
  



 
 
 



  
  


 
 
 



 
 


 
 


  
  
  



 
 


 
 


  
  


  
  
  



 
 
 



  
  
  



  
  


  
  


  
  
  



  
  
  



 
 


  
  
  



  
  
  



 
 


 
 


 
 


Figure 13: A simple base for even n. The preimages of +∞ are repre-
sented as black dots; those of α as white dots. In this example s = 2,
` = 5.
where pi is the number of distinguished maxima in the ith chain. Re-
call that Df = −q(f 2 − 1), Dq = q. The highest possible power
of q in the above expression equals
∑
pi, because every time we ap-
ply the operator D we increase the power of q by at most 1. Thus,
the highest possible coefficient of q is obtained from the bases with
the largest possible number of distinguished maxima. Moving along
the affine dessin from a distinguished maximum of a chain towards a
preimage of α and beyond, we eventually arrive at a non-real critical
point. Thus, the greatest possible number of distinguished maxima
is achieved when as few critical points as possible are real and when
there is a distinguished maximum assigned to each non-real critical
point. The number of distinguished maxima is then equal to `, so this
is also the highest possible degree in q.
The power of f . From now on we restrict ourselves to bases that
contribute to the coefficient of q`. We know that the contribution of
a base like that is obtained by applying ` copies of D to b copies of f ,
where b is the number of chains. Applying the operator D increases
the power of f by at most 1. Thus, we get the highest possible power
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of f if we start with as many chains as possible. Since we only have s
real critical points available on levels w1 to wk, there are at most s+ 1
chains. In that case, the largest power of f is equal to ` + s + 1 and
the base is simple.
The sign. In a simple base there is exactly one real critical point
between two chains. Therefore, this critical point is a local maximum.
It follows that there is an even number of simple preimages lying to
the right of this critical point on the same level. Thus, the number
of disorders in a simple base is even, so its sign equals ε = 1. The
coefficient of the monomial q`f `+s+1 in
∏s+1
i=1 fpi is equal to (−1/2)`.
Indeed, we have a change of sign and a division by 2 every time we
apply the operator D, and there are ` operators to apply. Thus, we see
that every simple base contributes exactly (−1/2)` to the coefficient
of q`f `+s+1.
Simple bases obviously exist; thus we see that the coefficient of
q`f `+s+1 is nonzero. For completeness, let us compute this coefficient.
The number of simple bases is given by the number of possible or-
derings of the pairs of complex conjugate critical points (or, more
precisely, their distinguished maxima) and real critical points. One
should also take into account the fact that critical points of the same
multiplicity lying on the same level are indistinguishable. Denote by
Aut[λi/2] the number of automorphisms of the partition [λi/2]. Then
the coefficient of q`f `+s+1 equals(
−1
2
)`
(`+ s)!
k∏
i=1
Aut[λi/2]
.
♦
Proof of the if part of Theorem 4 (nonvanishing for odd de-
gree polynomials). The proof goes along the same lines as above,
but with an extra complication. We skip some details in the parts
of the proof strictly analogous to the proof above, but highlight the
differences.
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Consider k partitions λ1, . . . , λk and assume that in each of them
at most one even and at most one odd element appears an odd number
of times. Let s be the number of partitions in which one of the odd
numbers appears an odd number of times.
To every partition λi we assign a sign εi = ±1 in the following way.
If λi has an odd element that appears an odd number of times and
no even element that appears an odd number of times, then εi = −1.
If λi has an odd element that appears an odd number of times and
an even element that appears an odd number of times and if the odd
element is greater than the even element then εi = −1. In all other
cases we set εi = 1. We also let ε =
∏k
i=1 εi.
As before, we introduce the partitions [λi/2] and denote by ` their
total length
` =
k∑
i=1
l([λi/2]).
To avoid confusion we will call crossing and extremal the real crit-
ical points of even and odd multiplicity respectively. Thus the graph
of the polynomial P crosses the horizontal line y = wi at a crossing
critical point, but not an extremal one.
Let us call a base simple if all non-real critical points and all real
extremal critical points lie on different connected components of the
base and if there is at most one real crossing and at most one real
extremal critical point on each level w1, . . . , wk, see Figure 14.
A simple base contains ` pairs of complex conjugate critical points
and s real extremal critical points. Each of those critical points is
contained in its own connected component of the base. One more
connected component of the base contains the real half-line to the
right of the rightmost chain. Altogether there are s + 1 “real” and
2` “imaginary” connected components. In addition to the critical
points mentioned above, there is a certain number of real crossing
critical points. Those are distributed among the s+1 “real” connected
components of the base.
We call the skeleton of a simple base the part obtained by removing
all the non-real edges adjacent to real crossing critical points. In
Figure 14 the edges to be removed are shown in thick blue lines, while
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Figure 14: A simple base for odd n. The preimages of +∞ are repre-
sented as black dots; those of α as white dots. In this example s = 2,
` = 5.
the skeleton is shown in black.
We know that the series F oddλ1,...,λk is g times a polynomial in q and f .
We claim that each simple base gives rise to a nonzero contribution to
the coefficient of q`f `+s in this polynomial; the sum of these contribu-
tions over all simple bases with the same skeleton has sign (−1)` · ε;
moreover, no other base contributes to this coefficient. To prove this
claim, we, first, study the power of q, then the power of f , and then
the sign.
The power of q. As before, the highest possible coefficient of q
is obtained from the bases with the largest possible number of dis-
tinguished maxima, or, in other words, when as few critical points as
possible are real and when there is a distinguished maximum assigned
to each non-real critical point. The number of distinguished maxima
is then equal to `, so this is also the highest possible degree in q.
The power of f . From now on we restrict ourselves to bases that
contribute to the coefficient of q`. We know that the contribution
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of a base like that is obtained by applying ` times the operator D
to one copy of g (the left-most chain) and several copies of f (the
other chains). Applying the operator D increases the power of f by at
most 1. Thus, we get the highest possible power of f if we start with
as many chains as possible. Note that two chains have to be separated
by at least one local maximum in the base, that is, a real extremal
critical point. Since we only have s of those available on levels w1 to
wk, there are at most s+1 chains. In that case, the largest power of f
is equal to `+ s and the base is simple.
The sign. Given the skeleton of a simple base, one can “graft”
the crossing critical points and the blue edges growing out of them
in several ways. More precisely, suppose that in the partition λi an
even element appears an odd number of times. In that case (and
only in that case) simple bases contain a real crossing critical point
on level wi. All real preimages of wi are contained in the skeleton.
One of them may be the extremal critical point (if there is one). At
all the other preimages the graph of the polynomial crosses the level
y = wi and therefore there is an odd number of such points. The
crossing critical point can be grafted at any of these points. Note
that the signs of the bases thus obtained alternate. Indeed, every
time we move the crossing critical point one position to the right
without jumping over the extremal critical point we destroy exactly
one disorder. If we do jump over the extremal critical we destroy one
disorder and might create two more, but in both cases the parity of
the number of disorders changes. We see that the contributions of
the simple bases cancel out, except for the last simple base where the
crossing critical point is at the rightmost position. The same reasoning
holds for every level wi. Thus, we conclude that for a given skeleton
the contributions of all simple bases cancel out, except for the one
simple base in which all crossing critical points are at the rightmost
positions on their respective levels, that is, to the right of the last
chain. The sign of this simple base equals ε (defined at the beginning
of the proof). Indeed, consider a critical level wi for 1 ≤ i ≤ k. It
contains at most two real critical points: at most one extremal one that
is then necessarily a local maximum, and at most one crossing one. If
it has no real critical points, it contains no disorders and contributes a
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sign +1. If it has only a crossing critical point, it contains no disorders,
since the crossing point is in the rightmost position. If it has only a
local maximum, it contains an odd number of disorders, and therefore
contributes a sign −1. If it has both a local maximum and a crossing
critical point in the rightmost position, the parity of disorders depends
on which of these two critical points has a greater multiplicity.
The coefficient of the monomial g · q`f `+s in
gp1
s∏
i=2
fpi
is equal to (−1/2)`. It follows that every skeleton contributes exactly
(−1/2)` · ε to the coefficient of q`f `+s.
For completeness, let us compute this coefficient of q`f `+s. It is
given by the number of possible orderings of the pairs of complex con-
jugate critical points (or, more precisely, their distinguished maxima)
and real odd critical points. One should also take into account that
critical points of the same multiplicity lying on the same level are in-
distinguishable. Denote by Aut[λi/2] the number of automorphisms
of the partition [λi/2]. Then, the coefficient of q
`f `+s equals(
−1
2
)`
ε
(`+ s)!
k∏
i=1
Aut[λi/2]
.
♦
Proof of the only if part of Theorem 3 (vanishing for even
degree polynomials). Assume that in one of the partitions λi an
even element appears an odd number of times. Then, there must be an
even real critical point on level wi. Since the s-number of polynomials
does not depend on the order of critical values, we may assume that
wi is the global minimum of the polynomial. But the lowest level can
only contain odd critical points, so there are no polynomials at all
satisfying the given branching conditions.
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Now assume that in one of the partitions λi there are two odd
elements a and b each of which appears an odd number of times. As
before we can assume that wi is the lowest critical level. We divide all
dessins under consideration into pairs of dessins with opposite signs.
Given a dessin Γ, let us find all of its real vertices corresponding
to level wi and to critical points of multiplicities a and b. There is
an odd number of vertices of either type. Now make two cuts on the
real line to the left and to the right of every chosen vertex. Remove
the chosen vertices from the affine dessin, together with all the edges
that grow on them. Now place them back into the affine dessin in the
reversed order. We have obtained a new dessin Γ′. It is obvious that
this operation is an involution: if we reverse the order of the chosen
vertices again we get back the dessin Γ. Note that it is only possible
to exchange critical points in that way if they are all local minima or
all local maxima. In our case, since we have chosen wi to be the lowest
critical level, all critical points are local minima.
Now we claim that the operation Γ 7→ Γ′ described above changes
the parity of the number of disorders. Indeed, consider first the dis-
orders between two chosen vertices. There is an odd number of pairs
(v, w), where v is a vertex of multiplicity a and w a vertex of multi-
plicity b. When we have reversed the order of the vertices, each pair
like that has reversed its type: if it was a disorder it is no longer a
disorder and if it was not a disorder it has become a disorder.
Now consider the disorders between a chosen and a non chosen
vertex. Suppose v and w are two chosen vertices that got permuted
and u is another vertex with label i. If u does not lie between v and
w the number of disorders between v and w on the one hand and u
on the other hand does not change. If u lies between v and w it can
change by 2 or remain unchanged. Thus the parity of the number of
disorders like that has not changed.
To sum up, we see that the total number of disorders has changed
parity. Since we have divided all dessins into pairs of opposite signs,
we conclude that the s-number of polynomials vanishes. ♦
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Proof of the only if part of Theorem 4 (vanishing for odd
degree polynomials). Assume that in one of the partitions λi two
different even elements appear an odd number of times each. Then,
there must be at least two even real critical points on level wi. Since
the s-number of polynomials does not depend on the order of critical
values, we may assume that wi is the lowest critical level. But the
lowest level can only contain one even critical point, so there are no
polynomials at all satisfying the given branching conditions.
Now assume that in one of the partitions λi there are two odd
elements a and b each of which appears an odd number of times. The
proof repeats literally the proof in the even degree case. ♦
Proof of Theorem 5. Given a holomorphic function in the disc
|q| < r with a unique singularity on the circle |q| = r, it is well-known
that the coefficients am of its Taylor expansion at 0 satisfy
ln |am| ∼ −m ln r.
In our case, the generating function F is holomorphic on |q| < pi/2 and
has exactly two poles at q = ±ipi/2. (Indeed, it follows from the proof
of Theorems 3 and 4 that F even and F odd/g are polynomials in q and f
of nonzero degree in f . Both f and g have poles at ±ipi/2 and these
poles cannot cancel out, because F even and F odd/g are polynomials
in q and f with rational coefficients, while ipi/2 is transcendental.)
Thus, we have to apply the property above after dividing the gener-
ating function F by q if it is odd and substituting Q = q2. We obtain
that the logarithmic asymptotic of even (if F is even) or odd (if F is
odd) coefficients of F is given by −m ln(pi/2). Finally, we are actually
interested in the logarithmic asymptotic of the coefficients multiplied
by m!. Taking into account that lnm! ∼ m lnm we see that the fac-
torial “beats” the coefficients of F so that the logarithmic asymptotic
of the s-numbers is equal to m lnm. ♦
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