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Abstract It is widely expected that, for a large class of models, scale invari-
ance implies conformal invariance. A sufficient condition for this to happen
is that there exists no integrated vector operator, invariant under all inter-
nal symmetries of the model, with scaling dimension −1. In this article, we
compute the scaling dimensions of vector operators with lowest dimensions in
the O(N) model. We use three different approximation schemes: ǫ expansion,
large N limit and third order of the Derivative Expansion of Non-Perturbative
Renormalization Group equations. We find that the scaling dimensions of all
considered integrated vector operators are always much larger than −1. This
strongly supports the existence of conformal invariance in this model. For
the Ising model, an argument based on correlation functions inequalities was
derived, which yields a lower bound for the scaling dimension of the vector
perturbations. We generalize this proof to the case of the O(N) model with
N ∈ {2, 3, 4}.
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1 Introduction
Renormalization Group (RG) is a very efficient tool to study scale invari-
ance and its consequences in critical phenomena: Under mild assumptions, a
fixed point of the RG transformation can be associated with a scale-invariant
(critical) behaviour [1]. A modern version of Wilson’s RG, often denoted as
“Non-perturbative Renormalization Group” (NPRG), has been developed in
the ’90s [2,3,4] (see [5] for a review; see [6] for a pedagogical introduction). It
allows to implement various kinds of approximations that, in some cases, can
go far beyond perturbation theory. The typical situation encountered in such
truncations (see for example, [7,8,9]) is that RG equations admit a discrete
set of fixed points. By studying the characteristics of these fixed points as well
as the RG flow around them, one can deduce the various universal quantities,
such as critical exponents, scaling functions, etc. In this context, it has been
observed that the solution of the RG fixed point together with certain regular-
ity properties of the generating functional of correlation functions completely
characterizes all critical correlation functions at long distances (critical expo-
nents, scaling functions, etc). Unfortunately, solving the exact RG equations is
beyond reach because these are non-linear functional equations. It is however
reasonable to assume that the characteristics of the RG fixed points described
above (existence of a discrete set of regular fixed points) are shared by the
exact solutions.
Since no exact solution is at reach so far and since we have to resort to ap-
proximations, any complementary information or insight that can be brought
to ease the task is welcome. One clue in this direction comes from conformal in-
variance: there are strong indications that many systems at their critical point
are not only scale invariant but show the full conformal group of symmetries
(see [10] for a review). This larger group gives strong constraints on the criti-
cal properties of many universality classes [11,12,13,14,15] without having to
solve exactly Wilson’s or NPRG equations. In fact, since the seminal paper of
Belavin, Polyakov and Zamolodchikov [16], conformal symmetry has played a
major role in the resolution of many bi-dimensional critical phenomena. More
recently, a renewed interest in conformal symmetry in dimensions larger than
two took place due to the successes of the “conformal bootstrap” program.
The main idea is to implement an efficient algorithm which takes into account
many constraints coming from conformal invariance, unitarity and crossing
symmetry [13]. These constraints imply rigorous bounds on critical exponents
that turn out to be impressively predictive in the 3d Ising universality class
[17,14,18]. The procedure has also been extended to other models as, for ex-
ample, O(N) invariant ones, but the constraints obtained in those cases are
not, for the moment, as precise as in the Ising case [19,20,21].
The success of the conformal bootstrap program re-opens the old question
of determining whether a given model is conformal invariant or not in its crit-
ical regime. In fact, as early as the ’70s it was postulated that many critical
model could be conformal invariant [22,23]. However, at odds with scale in-
variance that was explained as a general property of RG equations, the origin
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and domain of validity of the invariance under conformal transformations is
more complex and remained unclear until the proof by Zamolodchikov of its
validity in the bi-dimensional case [24]. For larger dimensions, the issue was
analyzed by Polchinski [25] in the ’80s. He showed that under a certain suffi-
cient condition, scale invariance implies conformal invariance. More recently, a
similar sufficient condition was derived in the framework of NPRG equations
[26]. These two sufficient conditions both assume that, in the critical regime,
the model is invariant under translations and rotations. On top of this assump-
tion the sufficient condition in [25] assumes that interactions are sufficiently
short-ranged in order to ensure the existence of a local energy-momentum ten-
sor with standard properties. In the case of [26], it is required that the RG flow
around the fixed point is sufficiently regular. Finally, both conditions require
some information on the scaling dimensions of operators which transform as
vectors under space translations and rotations and which are invariant under
all internal symmetries of the universality class under consideration. We shall
call such operators "vector operators" from now on. The sufficient condition of
[25] requires that there exist no local vector operator with scaling dimension
d − 1 (apart from possible total derivatives). The sufficient condition of [26]
instead focus on integrated operators and requires that there exists no such
operators of dimension −1.
A natural path to prove that conformal invariance is indeed realized in a
given model is therefore to compute the lowest scaling dimension of vector
operators or find a lower bound for that quantity. In [26] it was proven under
some assumptions, and using inequalities on correlation functions [27,28,29],
that all local vector operators have scaling dimensions strictly larger than d−1
for the Ising universality class. Accordingly, in this important universality
class, scale invariance implies conformal invariance in all dimensions. This
proof has been criticized in [30] where it was argued that the assumptions
made may not be fulfilled. Some elements of reply have already been presented
in [31] but we discuss below in detail the issues raised in [30]. In [26] the scaling
dimension of the most relevant vector operator was also calculated in d = 4−ǫ
in the Ising universality class obtaining DV = 3 + O(ǫ
2). The most relevant
integrated operator near d = 4 has the form
∫
ddxφ3∂µ∂
2φ. In [30] the scaling
dimension of the same operator (modulo a total derivative) was analyzed in
a 3D Monte-Carlo simulation obtaining DV = 3± 1. More recently, the exact
scaling dimension for this operator was proven to be exactly DV = 3 in any
dimension [32], in agreement with previous results.
In the present article, we extend the analysis of the scaling dimensions
of vector operators to O(N) models. We compute the scaling dimensions by
three different approximation schemes. First, we review in detail the d = 4− ǫ
calculation for the scaling dimensions of leading vector operators (already
given in [26]). Second, we perform the same calculation in the large N limit
for any dimension d. Third, we calculate the scaling dimension of various vector
operators (including leading ones) by using the Derivative Expansion (DE) of
the NPRG. The overall picture is that the estimates coming from the three
approximation schemes coincide with a high level of precision. This allows
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us to conclude that the most relevant integrated vector operator has scaling
dimension larger than 2 for any d ≥ 3 and any N ≥ 1, well above the bound
−1 appearing in the sufficient condition.
On top of these approximate calculations, we give a lower bound for the
scaling dimensions DV . We follow the strategy used in [26], and extend it to
the O(N) model. This work is based on known generalizations of Griffiths and
Lebowitz inequalities that are valid for the O(N) model (for N = 2, 3, and 4)
[33,34,35,36,37,38].
The article is organized as follows. In Sect. 2, we review shortly the O(N)
models and NPRG equations. We then recall in Sect. 3 the sufficient condi-
tion under which scale invariance implies conformal invariance. In Sect. 4, we
compute the scaling dimension of the most relevant vector operators in the
ǫ expansion, the large N expansion and the O(∂3) approximation of the DE
in the O(N) case for different values of N . The proof for the lower bound of
DV in the Ising case is reviewed in Sect. 5.1. We give some details that were
omitted in the previous paper [26]. Sect. 5.2 deals with the extension of the
proof from the Ising model to the O(N) for N ∈ {2, 3, 4}. Finally, we give our
conclusions in Sect. 6.
2 NPRG and scale invariance
2.1 O(N) models
We consider a model withN scalar fields ϕi with i = 1, . . .N in a d−dimensional
euclidean space. We choose as a Hamiltonian (or Euclidean action) the stan-
dard Ginzburg-Landau ϕ4 model:
S[ϕ] =
∫
x
{1
2
∂µϕi∂µϕi +
r
2
ϕiϕi +
u
4!
(ϕiϕi)
2
}
(1)
where
∫
x
=
∫
ddx. Here and below, Einstein convention is employed both for
internal indices i and for space indices µ, unless otherwise stated.1 We will also
consider the analytic extension to values of N that are not positive integers.
In particular, we will study the N = 0 case which is relevant for the problem
of self-avoiding polymer chains [39].
We note that in several physical systems belonging to the O(N) universality
class, the microscopic action is not O(N) invariant: the O(N) symmetry is
an emergent phenomenon near the critical point. For simplicity, we do not
consider this possibility in this article and assume that the microscopic action
is invariant under the O(N) symmetry.
2.2 NPRG equations
The NPRG is based on Wilson’s ideas of integrating first the highly oscillating
modes (i.e. those with a wavevector larger than some scale k) while keeping
1 For N = 1, the theory describes a single scalar with Z2 symmetry.
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untouched the long-distance modes. A convenient implementation consists in
adding to the action a regulating term quadratic in the fields [40], S[ϕ] →
S[ϕ] +∆Sk[ϕ] with:
∆Sk[ϕ] =
1
2
∫
x,y
ϕi(x)Rk(x, y)ϕi(y). (2)
The regulating function Rk is chosen to be invariant under rotations and trans-
lations and therefore depends only on |x− y|. Moreover, its Fourier transform
Rk(q) should
– be a smooth function of the modulus of the momentum q;
– behave as a “mass” of order k for long-distance modes: Rk(q) ∼ Zkk
2 for
q ≪ k, where Zk is a field renormalization factor to be specified below;
– go to zero rapidly when q ≫ k (typically faster than any power law).
With these properties the term (2) regularizes the theory in the infrared with-
out modifying the ultraviolet regime. One can then define a scale-dependent
generating functional of connected correlation functions [2,3,4]:
eWk[J] =
∫
Dϕ e−S[ϕ]−∆Sk[ϕ]+
∫
x
Ji(x)ϕi(x), (3)
and a scale-dependent effective action defined as the modified Legendre trans-
form:
Γk[φ] =
∫
x
φi(x)Ji(x) −Wk[J ]−∆Sk[φ]. (4)
In the previous equation, J is an implicit function of φ, obtained by inverting
φi(x) =
δWk
δJi(x)
. (5)
The running of Γk[φ] with the RG time t = log(k/Λ) [2,3,4] can be easily
obtained:
∂tΓk[φ] =
1
2
∫
x,y
∂tRk(x− y)Gk(x, i; y, i) (6)
Here Gk(x, i; y, j) is the propagator in an external field, which has a matrix
structure because of the vector indices:∫
y
Gk(x, i; y, n)
[
δ2Γk
δφn(y)δφj(z)
+Rk(y − z)δnj
]
= δ(x− z)δij (7)
The main advantage of this version of the RG with respect to the more
standard Wilson [1] or Polchinski [40] RG equation is that the right hand side.
only includes 1PI dressed diagrams (to be compared to Polchinski equation
where 1PR connected diagrams contribute also). This 1PI property makes the
equations much better suited for the formulation of approximations that go
beyond perturbation theory (see, for example [5]).
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2.3 Scale invariance in the NPRG context
In this section, we recall how scale invariance is treated in Wilson’s RG. The
more involved case of special conformal transformations is discussed below.
Scale invariance emerges in the NPRG (as in Wilson’s RG) due to the
existence of a fixed point for renormalized, dimensionless quantities. These
are defined by introducing:
x˜ = kx (8)
q˜ = k−1q (9)
φ˜i(x˜) = k
−(d−2)/2Z
1/2
k φi(x). (10)
where Zk is the field-renormalization factor. In terms of dimensionless and
renormalized variables, the NPRG flow equation (6) becomes:
∂tΓk[φ˜] =
∫
x˜
δΓk
δφ˜i(x˜)
(
Dx˜ +Dφk
)
φ˜i(x˜) +
1
2
∫
x˜y˜
∂tR˜(x˜ − y˜)G˜k(x˜, i; y˜, i) (11)
where Rk(x) = Zkk
d+2R˜(kx), Dφk = (d − 2 + ηk)/2, D
x = xµ∂xµ and ηk =
−∂t log(Zk).
2 The field renormalization factor Zk can be fixed in many ways.
A convenient prescription consists in choosing Zk by imposing a normalization
condition of the field compatible with the tree-level action, for instance:
∂
∂p˜2
(∫
x
eip˜·(x˜−y˜)
δ2Γk
δφ˜i(x˜)δφ˜j(y˜)
)∣∣∣∣∣
p˜=0
= δij (12)
Note that the theory is IR-regularized thanks to the addition of ∆Sk, see
Eq. (2). The previous derivative is therefore well-defined. For O(N) models it
is well established that the dimensionless and renormalized flow equation has
a fixed point solution (at least for dimensions close enough to d = 4):
∂tΓ∗[φ˜] = 0 (13)
This fixed point condition can be re-expressed in terms of the dimensionfull
field and it reads:∫
x
δΓ∗
δφi(x)
(
xρ∂xρ +D
φ
∗
)
φi(x) +
1
2
∫
xy
∂tRk(x− y)G∗(x, i; y, i) = 0 (14)
where Dφ∗ is the fixed point value of the scaling dimension of the field and
G∗(x, i; y, j) is the dimensionfull exact propagator in presence of an external
field.
The condition (14) has a simple interpretation as a Ward identity for scale
invariance of the fixed point solution. Indeed, it can be shown that the second
term of Eq. (14) vanishes for the modes with wave numbers much larger than
2 At a fixed point, the running anomalous dimension ηk identifies with the anomalous
dimension η which governs the decay of correlation functions at long distances.
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k.3 Suppose for a moment that the microscopic action is chosen such that
Eq. (14) is fulfilled for all k, then Eq. (14) states that the effective action, and
therefore all correlation functions, are invariant under dilatations (modulo
terms that regularize the Ward identity in the infrared). Of course, since we
can make k as small as wanted, this implies that scale invariance is valid for
all modes. Note that, the present analysis only works if we assign the right
scaling to the regulator, Rk(x − y) = Zkk
d+2f(k(x− y)) with Zk ∝ k
−η near
the fixed point.
As noted in [26], the Eq. (14) can be interpreted in another way. Instead
of varying the fields φi at fixed regulator Rk, one can consider the regulator
Rk(x − y) as a bi-local external source that can be varied covariantly with
respect to scale transformations. Scale transformation then consists in the
simultaneous variations:
δφi(x) = (D
x +Dφ∗ )φi(x)
δRk(x − y) = (D
x +Dy +DR∗ )Rk(x, y) (15)
where DR∗ = 2d− 2D
φ
∗ is the scaling dimension of Rk. With this in mind one
can interpret (14) as a Ward-Identity for scale-invariance of Γ∗ where the field
φi and Rk(x− y) are transformed simultaneously:∫
xy
(Dx +Dy +DR∗ )Rk(x, y)
δΓ∗
δRk(x, y)
+
∫
x
(Dx +Dφ∗ )φ(x)
δΓ∗
δφ(x)
= 0 (16)
In practice, though, invariance under dilatations is not valid for distances
comparable with the microscopic scale. There are two reasons for that. First,
typically the microscopic theory has an underlying scale and the microscopic
action is usually not scale invariant. Second, even when the microscopic action
is scale invariant, this classical symmetry can be broken by anomalies (see,
[43] for an analysis of the trace anomaly in the NPRG context). Instead of
being present at the microscopic level, scale invariance usually appears as an
emergent property. This is easily understood as follows. By fine tuning the ini-
tial condition of the flow, one obtains a RG trajectory which asymptotically
approaches the fixed point in the infrared. If we denote tG = −|tG| the typical
RG “time” necessary to reach the vicinity of the fixed point, we conclude that
scale invariance occurs for length scales larger than the so-called Ginzburg
length lG = Λ
−1e−tG . For larger RG times (in absolute value), the running
effective action is close to the fixed point and the condition Eq. (13) is approxi-
mately fulfilled. Of course, we can choose k as small as we like (or equivalently
|t| as large as we like) so that the fixed point condition (and consequently,
3 This property, called “decoupling” in [41], relies on the fact that correlation functions in
non-exceptional configurations of momenta (or distances) have a finite limit when k → 0.
In the case of turbulence, this property of decoupling is not fulfilled. This results in the
fact that correlation functions are power-laws as in scale invariant theories, but the critical
exponents for n-point correlation functions are not simply related one with another. This
property is usually called multifractality (see, for example, [42]).
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the Ward identity for dilatations) is fulfilled with arbitrary precision in the
long-distance regime.
A similar discussion can be done if the system is not exactly critical (i.e.
if the initial condition is not exactly fine tuned). The RG flow is then divided
in 3 regimes. For |t| < |tG|, the flow drives the system close to the fixed point.
For larger RG times, the flow is then very slow and the fixed-point condition
Eq. (13) is again approximately fulfilled. At a RG scale k ∼ ξ−1, where ξ
denotes the correlation length, the system starts to depart exponentially fast
in the RG time from the fixed point. In this situation, there is a regime of
momenta ξ−1 ≪ p≪ l−1G for which the theory is approximately scale invariant.
Apart from the fixed point effective action Γ⋆[φ˜], from which we can deduce
the anomalous dimension η, there are other quantities of interest, which are
related with universal observables. These are obtained by considering a small
perturbation around the fixed point: Γ˜ [φ˜] = Γ˜ ∗[φ˜] + εeλtγ˜[φ˜]. Expanding at
linear order in ε, we obtain the eigenvalue equation:
λγ˜[φ˜] =
∫
x˜
(Dx˜ +Dφ)φ˜i(x˜)
δγ˜
δφ˜i(x˜)
−
1
2
∫
x˜i
[(Dx˜ +DR)R˜(|x˜ − y˜|)]G˜
∗(x˜, i; z˜, j)γ˜(2)(z˜, j; w˜, k)G˜∗(w˜, k; y˜, i) (17)
where x˜i = {x˜, y˜, z˜, w˜}, and G˜
∗ =
(
Γ˜ ∗(2) + R˜
)−1
. The spectrum of eigenvalues
λ is expected to be discrete,4 although no proof of this is known at the level of
the exact equation. This has been very thoroughly studied in perturbation the-
ory (see, for example, [7]) and also within the Derivative Expansion of NPRG
equations (see [8,9], for example). At the Wilson-Fisher fixed point, there ex-
ists one negative eigenvalue associated with an O(N)−invariant eigenvector,
which corresponds to the fact that we need to fine tune only one parameter
(say the temperature) to reach the criticality at zero external magnetic field.
This negative eigenvalue is directly related to the critical exponent ν which
governs the divergence of the correlation length at criticality. The positive
eigenvalues encode the correction to scaling exponents.
Equation (17) can also be rewritten by considering a simultaneous variation
of φi and Rk(x− y) under scale transformations (see Eq. (15)):
Dγ[φ] ≡
∫
xy
(Dx +Dy +DR∗ )Rk(x, y)
δγ
δRk(x, y)
+
∫
x
(Dx +Dφ∗ )φ(x)
δγ
δφ(x)
= λγ[φ] (18)
This equation can be interpreted as an eigenproblem of the dilatation operator
where, as in Eq. (14), the operator acts on the field φ and the regulator R.
4 The quantization of the eigenvalue spectrum is associated with the fact that we must
only consider perturbations γ˜[φ˜] which lead to correlation functions which are regular at
long distances (small momenta) in the presence of the infrared regulator. Indeed, the initial
condition of the flow involves correlation functions which can be Fourier transformed and are
infinitely differentiable with respect to fields and wavevectors and this property is preserved
by the flow.
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3 A sufficient condition for conformal invariance
Let us now discuss conformal invariance following the same line of arguments
as for scale invariance. Assuming for a moment that the microscopic action and
the path integral measure are conformal invariant, the Ward identity for con-
formal invariance can be expressed as [26] (for a similar analysis of conformal
invariance in the NPRG context, see [44,45]):
Σµk [φ] = 0, (19)
where Σµk [φ] is defined as:
Σµk [φ] ≡
∫
x
(Kxµ−2D
φ
⋆xµ)φi(x)
δΓk
δφi(x)
−
1
2
∫
x,y
∂tRk(|x−y|)(xµ+yµ)Gk(x, i; y, i)
(20)
and Kxµ = x
2∂xµ − 2xµxν∂
x
ν . From its definition, we easily find that Σ
µ
k is a
scalar under O(N) transformations (more generally, under internal transfor-
mations) and that the associated dimensionless quantity should be defined as
Σ˜µk [φ˜] = kΣ
µ
k [φ], the flow of which can be obtained by using the exact flow
equation (6). A straightforward but lengthy calculation leads to [26]:
∂tΣ˜
µ
k [φ˜]− Σ˜
µ
k [φ˜] = +
∫
x˜
(Dx˜ +Dφ⋆ )φ˜i(x˜)
˜δΣµk
δφ˜i(x˜)
−
1
2
∫
x˜i
[(Dx˜ +DR⋆ )r(x˜ − y˜)]G˜k(x˜, i; z˜, j)Σ˜
µ(2)
k (z˜, j, w˜, k)G˜k(w˜, k, y˜, i).
(21)
At the fixed point, Eq. (21) coincides with the eigenvalue problem Eq. (17)
(with eigenvalue λ = −1) if we replace γ˜[φ˜] by Σ˜µ⋆ [φ˜]. This means that, if it
exists, Σ˜µk is a vector eigenoperator with dimension -1.
As for scale invariance, the Ward identity for conformal invariance can
be reinterpreted in terms of simultaneous variations of fields φi(x) and the
regulator Rk(x − y) under special conformal transformations:
δφi(x) = (K
x
µ − 2D
φ
⋆xµ)φi(x)
δRk(x− y) = (K
x
µ − D
R
⋆ xµ +K
y
µ −D
R
⋆ yµ)Rk(x, y) (22)
Indeed, a simple calculation leads to the equality:
Σµk [φ] = KµΓk ≡
∫
x
(Kxµ − 2D
φ
⋆xµ)φ(x)
δΓk
δφ(x)
+
∫
xy
(Kxµ − D
R
⋆ xµ +K
y
µ −D
R
⋆ yµ)Rk(x, y)
δΓk
δRk(x, y)
,
(23)
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In fact, similar expressions can be obtained for the generators of translations
Pµ and rotations Jµν :
5
PµΓk =
∫
x
∂µφ(x)
δΓk
δφ(x)
(24)
JµνΓk =
∫
x
(xµ∂νφ(x) − xν∂µφ(x))
δΓk
δφ(x)
(25)
It can easily be checked that the generators satisfy the algebra of the confor-
mal group. In particular, applying [Pµ,Kν ] = 2δµνD + 2Jµν to a translation,
rotation and dilatation invariant Γ∗ yields
PµΣ
ν
∗ = 0. (26)
Thus, Σµ∗ is the integral of a local vector functional (in the sense that it is a
function of the field and its derivatives at a given point, with no explicit depen-
dence on the position) [26]. Similarly, by applying the commutator [Jµν ,Kρ]
to the fixed point Γ⋆, we readily find that, if it exists, Σ
µ
⋆ transforms as a
vector under rotations.
We can also use the conformal algebra to re-derive the fact that Σµ∗ [φ],
if it exists, must be an eigenfunction of the dilation operator with eigenvalue
−1. Indeed, applying the commutation relation [D,Kµ] = −Kµ to the scale-
invariant Γ∗ (which satisfies DΓ∗ = 0) leads to:
DΣµ∗ = −Σ
µ
∗ . (27)
This, again, implies that, if it exists, Σµ∗ is an eigenvector of D with scaling
dimension −1.
To summarize, we found that, if it exists, Σµ∗ is an eigenvector of the
dilatation operation with eigenvalue −1, is invariant under translations and
internal symmetries [O(N) here] and transforms like a vector under rotations.
The sufficient condition is easily derived now. Indeed, suppose that in a given
model there exists no eigenvector with the aforementioned properties. Under
these circumstances, the only solution to Eq. (21) is Σµ∗ = 0, which implies
that conformal invariance is fulfilled at the fixed point, see Eqs. (19,20).
It is important to relate the present analysis to the previous analysis of
Polchinski [25]. In fact, for models where interactions are sufficiently short-
range, instead of analyzing Ward identities, one can consider the associated
Noether theorem with the corresponding currents. In that case, all the present
analysis can be cast in terms of densities of the various quantities and, in
particular, the density of Σµ∗ is called the virial current (that, by construction,
is defined modulo a total derivative) and instead of requiring that there is
no integrated vector operator of dimension −1 one must require that there is
no local vector operator with dimension d − 1. In that aspect both analysis
5 The regulator has been chosen to depend only on |x − y| and is therefore invariant
under translations and rotations. These transformations therefore involve no variation of
the regulator.
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are equivalent. Let us note, however, that the present analysis, formulated
in terms of integrated operators is more general and includes situations where
the interactions are long-range, such as the Ising model with an exchange term
decreasing as 1/rd+σ with σ > 0 [46].
4 Vector operators in the O(N) model
The sufficient condition described above gives a natural way to prove that the
O(N) model is conformal at criticality. It consists in computing the scaling
dimensions of vector operators and check whether or not they are equal to −1.
Unfortunately, computing critical exponents exactly in d = 3 is notoriously
difficult. We will thus use various approximation schemes. We first review the
4 − ǫ calculation. We then consider the large-N limit, and finally, the DE of
the NPRG equations at order O(∂3).
In all of these three approaches, the calculation follows the same steps. We
add a small perturbation to the Wilson-Fisher fixed point with a set of vector
operators V iµ. This can be done by adding to the action terms of the form a
i
µV
i
µ.
Since the Wilson-Fisher fixed point corresponds to aiµ = 0,
6 we only need to
retain the terms linear in aiµ in the beta functions βaiµ : βaiµ = Mija
j
µ+O(a
i
µa
j
ν).
M is the stability matrix in the vector sector. The scaling dimensions of the
vector operators is then obtained by diagonalizing the matrix M .7 We stress
that, in this whole section, we consider integrated operators (as opposed to
local ones). We can therefore use different parametrizations of a vector oper-
ator which differ by integration by parts without altering the final result. For
instance,
∫
x φ
3∂µ(∂
2)φ and
∫
x 3φ∂µφ(∂φ)
2 are completely equivalent writings
of the same quantity.
Before going into the details, let us give the overall result: 4− ǫ and DE at
O(∂3) give similar results for any d ≥ 3. This is an indication that for scaling
dimensions of operators with three derivatives, the one-loop approximation is
a good estimate in d = 3. Even considering very pessimistic error bars (see
below) the value −1 for an O(N) invariant integrated vector operator is unam-
biguously excluded. For dimensions lower than ∼ 2.5, we are unable to control
error bars, and the Wilson-Fisher fixed point is not under control at order
O(∂3) (except for a small window in d = 2 + ǫ). Many sources of instability
appear: in some cases the O(∂0) fixed point becomes unstable and in other
cases some critical exponents become complex. Therefore, we only present the
results for d ≥ 2.5 and only present the critical exponents when they are
real. In any case, it is clear that the vector operators with complex scaling
dimension are not candidates for potential sources of breaking of conformal
symmetry but they are probably the indication of an uncontrolled behaviour
of our approximations in low dimensions. One observes that the error bars can
become large below d = 3 but in the physically interesting case of d = 3 they
6 Indeed, the Wilson-Fisher fixed point is rotational invariant but a non-zero value of aiµ
would break isotropy.
7 Here and below we assume, as usual, that the matrix M is diagonalizable.
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are always small and unambiguously exclude the −1 value. Given the previous
results proving that for O(N) models scale invariance implies conformal in-
variance in d = 2 [24,25], one concludes that there is a very strong indication
of the presence of conformal invariance in the critical regime of O(N) models
for any N and any d.
4.1 The ǫ expansion of vector scaling dimensions
In d = 4, there are two independent O(N)−invariant vector operators which
have the lowest scaling dimensions. We therefore introduce the perturbation
δS =
∫
ddx
[
aµ
4
φi∂
µφi∂νφj∂νφj +
bµ
2
φi∂νφi∂νφj∂
µφj
]
(28)
to the microscopic action.
In order to compute the scaling dimension at leading order in ǫ = 4 −
d we need to compute only the one-loop diagrams. As usual, we introduce
dimensionless variables (that we denote below with the same symbols, for
notation simplicity). The flow equations read:
∂tu = −ǫu+
(N + 8)u2J
3
+O(u3, a2, b2, ab)
∂taµ = (3− ǫ) aµ +
uJ
3
[(N + 4) aµ + 4bµ] +O(u
2a, u2b, a2, b2, ab)
∂tbµ = (3− ǫ) bµ +
uJ
3
[2aµ + (N + 6) bµ] +O(u
2a, u2b, a2, b2, ab)
(29)
where J is the dimensionless version of
∫
q
R˙k (q)G
3
k (q) with Gk (q) the regu-
larized propagator.8 The (Wilson-Fisher) fixed point solution reads:
u∗ = 3
ǫ
(N + 8)J
, a∗µ = 0, b
∗
µ = 0. (30)
Substituting the fixed point solution in Eq. (29) we obtain the linearized flow
for the couplings aµ and bµ:
∂taµ = (3− ǫ) aµ +
ǫ
N + 8
[(N + 4) aµ + 4bµ]
∂tbµ = (3− ǫ) bµ +
ǫ
N + 8
[2aµ + (N + 6) bµ]
(31)
The diagonalization of the stability matrix leads to the following results for
the scaling dimensions:
λ1 = 3−
6ǫ
N + 8
+O(ǫ2)
λ2 = 3 +O(ǫ
2)
(32)
8 As is well known [5], the integral J = 1/(16π2) +O(ǫ), independently of the particular
choice of the regulator Rk . This ensures the universality of the β functions given here.
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This second scaling dimension was shown to be 3 at all orders of perturbation
theory, as a consequence of a non-renormalization theorem [32].
The eigenvectors of the stability matrix are also interesting because they
characterize the vector operators associated with each of these scaling dimen-
sions. This leads us to introduce the combinations
a′µ = aµ − bµ
b′µ = aµ + 2bµ (33)
which diagonalize the flows:
∂ta
′
µ =
(
3−
6ǫ
N + 8
)
a′µ
∂tb
′
µ = 3b
′
µ. (34)
Rewriting the perturbation hamiltonian, Eq. (28), in terms of these combina-
tions, we obtain (up to an integration by parts which simplifies the b′µ term):∫
ddx
{a′µ
6
φi∂νφj
[
∂µφi∂νφj − ∂νφi∂µφj
]
+
b′µ
24
φiφiφj∂
2∂µφj
}
. (35)
We conclude this section by discussing an apparent paradox. In the N = 1
case, there exists only one integrated vector operator. Indeed, in this case, the
coefficients of aµ and bµ in the integrand of Eq. (28) are equal. This seems in
conflict with the fact that we found two scaling dimensions which are perfectly
regular in the limit N → 1. However, the term proportional to a′µ in Eq. (35)
vanishes for N = 1. The scaling dimension associated with a′µ must therefore
be rejected and we are left with λ2 only, which resolves the paradox.
4.2 The large-N limit of vector scaling dimensions
For the large-N limit, we consider the action S perturbed with a generalization
of (28) given by:
δS =
∫
ddx
{
aµ
4
φi∂
µφi∂νφj∂νφj +
bµ
2
φi∂νφi∂νφj∂
µφj
+
cµ
4
φiφjφk∂µφi∂νφj∂νφk
}
(36)
As usual, the large-N limit is performed at fixed uˆ = uN .9 The diagrams
contributing at leading order in the large N expansion of correlation functions
are well-known (see for example, [47]).10 These are schematically depicted
9 In fact, when considering the full large-N limit in the presence of couplings aµ, bµ and
cµ it is necessary to also rescale them (see Appendix B). However, this rescaling plays no
role when considering the flows linearized in aµ, bµ and cµ [see Eq. (37)]. For simplicity, we
ignore this rescaling below.
10 In the case of multicritical fixed points, the large N limit can be more subtle, see [48].
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for the two, four and six-point vertices in Figs. 1, 2 and 3 respectively. In
the last two, it is understood that the propagators are effective propagators
where all cactus diagrams contributing at leading order to Γ (2) have been re-
summed. The 4-point (resp. 6-point) interaction is represented here by two
( )
−1
p
+
p −p
+
p −p
+
p −p
+ + · · ·
p −p
Fig. 1: Leading contribution to Γ (2) in a N−1 expansion.
+ + + · · ·{ } + perms
p1
p2 p4
p3
p4
p3p1
p2
p1
p2 p4
p3
Fig. 2: Leading contribution to Γ (4) in a N−1 expansion.
(resp. three) full lines connected with dotted lines (the full lines representing
the Kronecker δ in vector indices). Note also that we only need to work at
vanishing external field for determining the scaling dimension of the vector
operators, which considerably simplifies the calculation.
To proceed, we have to compute the 4-point vertex and extract the part
linear in aµ, bµ and cµ. As shown in Appendix B, the 6-point vertex associated
with cµ gives no contribution to the 4-point vertex function and only diagrams
with 4-point vertices contribute, as depicted in Fig. 2. Moreover, since we keep
only terms linear in aµ and bµ, exactly one vertex of each diagram of Fig. 2
must be replaced by the perturbation (aµ or bµ). A major simplification takes
place at this point: All diagrams where the aµ and bµ couplings appear in a
vertex in the middle of a diagram (that is if they connect two closed loops)
turn out to be zero. Stated otherwise, the perturbation can only occur when
it is connected to an external leg. This result is proven in Appendix B.
Next we need to compute the part of the 6-point vertex that is just linear
in cµ. There could be contributions coming from aµ and bµ, but these are
unimportant for the scaling dimensions because, as mentioned above, there is
no contribution linear in cµ to the flows of aµ and bµ, which makes the stability
matrix triangular. We denote Xa and Xb the contributions linear in aµ and
bµ to the flow of cµ.
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Fig. 3: Leading contribution to Γ (6) in a N−1 expansion
We consider, again, dimensionless couplings but keep the same symbols as
for the dimensionful quantities in order to simplify the notations. The resulting
flows, which are derived in detail in Appendix B are:
∂tuˆ = (d− 4) uˆ+
uˆ2J
3
+
uˆ3
18
L
∂taµ = (d− 1) aµ +
uˆJ
3
aµ + aµ
uˆ2
18
Laµ
∂tbµ = (d− 1) bµ +
uˆJ
3
bµ +
uˆ2
18
Lbµ
∂tcµ = (2d− 3) cµ +Xaaµ +Xbbµ + uˆJcµ +
uˆ2
6
Lcµ (37)
where J is, as before, the dimensionless version of
∫
q R˙k (q)G
3
k (q). The integral
L is the dimensionless version of the integral
−
∫
q
R˙k (q)G
2
k (q)×
∫
q′
G3k (q
′)
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As in the previous section, one can find the fixed-point solution uˆ∗ and sub-
stitute it in the flow for aµ, bµ and cµ, obtaining
∂taµ = 3aµ,
∂tbµ = 3bµ,
∂tcµ = X
∗
aaµ +X
∗
b bµ + (9 − d)cµ, (38)
which implies that there are two operators with scaling dimension 3+O(1/N)
and one with scaling dimension 9-d. In Eq. (38) X∗a and X
∗
b are the fixed
point values. Note that when d = 4 − ǫ, this limit coincides with the large-N
limit of the ǫ-expansion given in Eq (32). Eq. (38) also implies that higher
corrections in the ǫ-expansion are all suppressed by at least one power of N−1
in comparison to the tree-level expression. Note that one of these eigenvalues
is 3 in all dimensions and for all N , due to the non-renormaization theorem
shown in [32], whereas the independence of the other eigenvalue with respect
to dimension is specific to the large-N limit.
4.3 Derivative Expansion at order O(∂3)
So far we have considered two limiting cases corresponding to the regimes 4−
d≪ 1 and to the large-N limit. We now implement an approximation scheme
which is exact in these two limits and which remains reasonably accurate
for intermediate values of N and d. In order to do so, we consider the DE
approximation of the NPRG at order O(∂3). The DE procedure consists in
taking an ansatz for the effective action Γk[φ] in which only terms with a finite
number of derivatives of the fields appear. Equivalently, in Fourier space, it
corresponds to expanding all proper vertices in power series of the momenta
and truncating to a finite order. This approximation is well-suited for studying
the long-distance properties of the system since higher momentum dependence
are neglected. In fact, it proved to be a good approximation scheme for Z2 and
O(N) models with a very good level of precision (see for example, [5,49,50,
51]). The validity of this approximation has been discussed in [52,53]. It was
argued that the NPRG equations have a dressed one-loop structure where all
propagators are regularized in the infrared, ensuring the smoothness of the
vertices as a function of momenta and allowing such an expansion. Moreover,
the loop diagrams include the derivative of the regulating function ∂tRk(q)
in the numerator. This implies that all internal momenta are dominated by
the momentum range q . k. In consequence an expansion in all momenta
(internal and external) gives equations that couple only weakly to the regime
of momenta p≫ k. In each model the radius of convergence of the expansion
in momenta is different but in O(N) models is has been shown to be of the
order q/k ≃ 2− 3 [51]. This is consistent with the fact that DE shows a rapid
apparent convergence at low orders for O(N) models. In fact, the DE has
been pushed with success to the order O(∂4) [49] and O(∂6) [51] for the Ising
universality class, giving excellent results that improve significantly with the
order of the DE.
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The procedure then consists in taking the most general terms with the
symmetries of a given universality class. In the case of the O(N) critical regime,
we will require invariance under space isometries and under the internal O(N)
symmetry. To be explicit, in the O(N) model, the lowest order approximations
are:
• The Local Potential Approximation (LPA) or order O(∂0) which consist
in taking no derivative of the field except a bare, unrenormalized, kinetic term
Γk =
∫
ddx
{
Uk(ρ) +
1
2
∂µφi∂µφi
}
, (39)
Here, the running effective potential Uk(ρ) is an arbitrary function of ρ =
φiφi/2 whose evolution with k is determined by inserting the LPA ansatz into
the NPRG equation (6).
• The O(∂2), which is the next-to-leading order, consists in taking all the
possible terms compatible with the internal symmetries of the system and with
at most two derivatives. In this case the ansatz is
Γk =
∫
ddx
{
Uk(ρ) +
1
2
Zk(ρ)∂µφi∂µφi +
1
4
Yk(ρ)∂µρ∂µρ
}
. (40)
Again, the functions Uk(ρ), Zk(ρ) and Yk(ρ) are obtained by inserting the
O(∂2) ansatz into NPRG equations. For N = 1 the terms in Zk(ρ) and Yk(ρ)
are equivalent and, accordingly, we only include the Zk(ρ) function.
At higher order in the DE in a rotational invariant scalar model, only even
powers of the derivatives appear. However, in the present work, we want to
introduce terms that have the quantum numbers of a vector while preserv-
ing the O(N) and translation symmetry. Such terms have necessarily an odd
number of derivatives and break rotational invariance. Note that there is no
O(N)−invariant term with a single derivative. Indeed, such a term would read∫
ddxφi∂µφiK(ρ),
but this is the integral of a total derivative and vanishes. Therefore, we consider
here the O(∂3) order of the DE that includes all possible independent terms
with, at most, three derivatives. This is the lowest possible DE expansion for
our concern. Our ansatz reads
Γk =
∫
ddx
{
Uk (ρ) +
1
2
Zk (ρ) ∂µφi∂µφi +
1
4
Yk (ρ) ∂µρ∂µρ
+
1
4
aµ (ρ) ∂µρ∂νφi∂νφi +
1
2
bµ (ρ) ∂µφi∂νφi∂νρ+
1
4
cµ (ρ) ∂µρ∂νρ∂νρ
}
.
(41)
Again, N = 1 is particular because, in that case, the three structures propor-
tional to aµ, bµ and cµ are three writings of the same term. As a consequence,
in this case, we retain only the first one and set bµ = cµ = 0 (on top of seting
Yk = 0 as previously explained). The terms present in Γk are of two types.
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The terms including the functions Uk, Zk and Yk, already present at order
O(∂2), are invariant under rotations and will be called “isometric-invariant”.
The terms including the functions aµ, bµ and cµ breaks the rotational invari-
ance.
The calculation proceeds as follows. We first derive the flow equation for
Uk, Zk and Yk for vanishing perturbations aµ = bµ = cµ = 0. The flow
equation for U ′k is extracted from the flow of Γ
(1)
k in a homogeneous field while
the flows of Zk and Yk are extracted from the flow of the O(p
2) part of Γ
(2)
k (p)
(evaluated again in a homogeneous configuration). Observe that there are two
independent tensor structures in Γ
(2)
k (p) (δij and φiφj), which indeed allows us
to define the two RG flows of Zk and Yk. This calculation has been done several
times in the past (see, for example, [54]) and we verified that we recover the
corresponding flow equations and the reported values of the critical exponents
η and ν for various N at d = 3 [54,50].
The flow of the perturbations aµ, bµ and cµ are then extracted from the flow
of the O(p3) part of Γ
(2)
k (p) (evaluated again in a homogeneous configuration).
This can be done because the O(p3) part of this vertex (which we note Γ
(3)
p3
below) has three independent tensorial structures:
Γ
(3)
p3,i1,i2,i3
(p1, p2) =
{
δi1i2φi3
[
− i
aµ − bµ
2
pµ3
(
p1 · p2
)
+ i
bµ
2
[
−pµ1p
2
1 − p
µ
2p
2
2 − p
µ
3p
2
3
] ]
+ 2 perms
}
− i
cµ
2
φi1φi2φi3
[
pµ1p
2
1 + p
µ
2p
2
2 + p
µ
3p
2
3
]
(42)
where the two permutations are circular permutations of the external indices
1, 2 and 3 and where p3 is fixed by momentum conservation. The resulting
flow equations for the six functions are treated numerically. All the numerical
details are considered in Appendix C.
In order to estimate the error of our prediction of scaling dimensions, we
proceed in a very conservative way. We consider as the central value of our
predictions the results obtained in the O(∂3) approximation described previ-
ously. To evaluate the error bar, we analyze the poorer approximation where
the isometric-invariant sector is treated at order LPA (that is, we set in the
flow equations Yk = 0, Zk = 1). A first, very pessimistic, estimate of the errors
bars is to take the double of the difference between these two sets of results.
This procedure, however, must be slightly improved because it might be that
the predictions of the two approximation schemes cross accidentally for some
value of N and d. For these exceptional cases, our estimated error bar would
vanish, which is not reasonable. Accordingly, to cure this problem, we recall
that our approximations become exact when d → 4. As a consequence, we
expect the error to decrease when d grows (at least for d ≥ 2.5). Thus, we
choose the error bars in such a way that it can only grow or remain constant
when the dimension is lowered (for d ≥ 2.5) . This estimate is certainly very
pessimistic but we prefer to keep conservative estimates of error bars.
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Fig. 4: The five smallest scaling dimensions λ obtained in O(∂3)
approximation of the NPRG equations are plotted as a function of dimension
for various values of N . The strategy for evaluating error bar is explained in
the text.
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We now present the results obtained from the DE at O(∂3) order, focusing
first on the case N 6= 1. We show in Fig. 4 the five most relevant scaling di-
mensions of vector operators for various N (see Appendix C for the numerical
details). We restrict to five scaling dimensions because the O(∂3) approxima-
tion is unable to properly describe the operators beyond. This can already be
understood at the level of perturbation theory, in d = 4− ǫ. In order to have
control on the operators of dimension 5 + ǫ, we would need to retain pertur-
bations with 4 fields and 5 derivatives [32], which are absent of the truncation
considered here. Would we include such O(∂5) terms, we would obtain 5 extra
eigenvalues ∼ 5 + O(ǫ) instead of the 3 shown in Fig.4. For this reason, we
expect that the two low-lying scaling dimensions are correctly described, the
next 3 are only qualitatively reproduced and we should not consider higher
corrections which are probably not under control in this truncation.
We observe that in all cases one eigenvalue is equal to 3, within error bars,
in agreement with the exact result given in [32]. One may wonder about the
origin of the (small) departure from the exact result. The answer is that, at this
order, the vertices of the isometric-invariant sector are calculated by including
the leading order O(∂0) and the next-to-leading order contribution O(∂2).
This is at odds with the flow of the running of the vector coupling which is
calculated only at leading order O(∂3). As a consequence there is a (small)
mismatch between the flows of the potential and the function aµ. In fact, this
difficulty does not take place if the isometric-invariant sector is treated only
at leading order (LPA). In this case, both the vector and the scalar sectors are
treated with the same level of accuracy and the exact result for λ2 is recovered.
The predictions of the O(∂3) approximation are very close to those of the ǫ-
expansion [see Eq. (34)] for the two lowest eigenvalues: the difference between
them is, at most, 5% for λ1 and 2% for λ2, for all values of N for d ≥ 3
(not shown in Fig. 4). From Fig. 4 it is also clear that our O(∂3) solution is
compatible with the results for the large N limit and the ǫ-expansion from
Eq. (38) and Eq. (34) in their respective domains of validity. In all cases, the
leading exponent is above 2 (even for N = 0). By using the sufficient condition
discussed in Sect. 3, we therefore conclude that conformal invariance is indeed
realized at the critical point of O(N) models, for all the values of N 6= 1 and
d that we could consider.
The case N = 1 is particular because, as already explained in Sect. 4.1,
some eigenvectors do not exist. As a consequence, there is just one eigenvalue
which behaves as 3+O(ǫ2) and one which behaves as 5+O(ǫ) (we would have
three extra eigenvalues ∼ 5+O(ǫ) for a richer truncation including terms with
5 derivatives in the perturbation [32]). As discussed previously for generic N ,
we only expect a qualitative description of this eigenvalue.11 The two lowest
eigenvalues are shown in Fig. 5. Again, the value -1 can be unambiguously
rejected.
11 The operator with 6 powers of the field and 3 derivatives has scaling dimension 5+4ǫ/3+
O(ǫ2). The operators with 4 powers of the field and 5 derivatives have scaling dimension
5 + O(ǫ2), 5− 4ǫ/9 +O(ǫ2) and 5− 2ǫ/3 + O(ǫ2) [32].
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Fig. 5: Scaling dimensions λ2 and λ3 for N = 1 as a function of the space
dimension d ∈ [2.5, 4]. The error bar estimates are explained in the text.
5 Inequalities for O(N) models
5.1 Review of the proof for the Ising model
The results of the previous sections give strong indications that the scaling
dimension of integrated vector operators are always larger than −1. The prob-
lem with such a reasoning is that one could, in principle, doubt about the
meaning of the theory in arbitrary real dimensions d. Even if it clearly makes
sense to all orders of perturbation theory around d = 4, the non-perturative
meaning of this objects is not evident (see, however, [5,55,56]). In the same
way, we could distrust the quality of the ǫ−expansion, in d = 3, or the quality
of O(∂3) or large N approximations. Accordingly, in order to have a more
rigorous proof for models in physical dimensions below the upper critical di-
mension, it is convenient to have a more robust control of scaling dimensions
of vector operators. With this objective in mind, a lower bound for the scaling
dimension of the vector operators which are scalar under internal symmetries
was found for the Ising universality class [26]. We review this proof in this
section and add some material that was not present in the original proof.
In this section, and contrarily to what we did so far, we consider local oper-
ators. Instead of studying the RG flow around a fixed point, we will extract the
scaling dimension of the vector operator by considering the power-law decay
of the correlation between two vector operators as a function of the distance.
For most operators, scale invariance implies that the two-point connected cor-
relation function behaves at criticality as:
〈Vµ(x)Vµ(y)〉c ∼
1
|x− y|2DV
(43)
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for large enough |x− y|. If one proves that for any Vµ(x), one has DV > d− 1,
any integrated vector operator of the form
∫
ddxVµ(x) have scaling dimension
DV − d > −1.
It is important to stress that this bound is very pessimistic because we
do not discard total derivatives (that would not contribute to the integrated
operator for reasonable boundary conditions). In this sense, we give a bound for
a family of operators which is larger than the one we are interested in (those
which are not total derivatives). In particular, the bound is not satisfied in
d = 4 where there is a total derivative local vector operator, namely ∂µ(ϕ
2)(x),
that has dimension exactly d − 1 = 3. However, we will see that even this
leading local operator has dimension strictly larger than d−1 in any dimension
below four. More generally, we will prove that any local vector operator even
in ϕ has scaling dimension strictly larger than d− 1 for any d < 4.
A complication appears in the proof because some operators may have
correlation function which do not behave as a power-law as in Eq. (43), but
as contact operators (that is, they are δ correlated; see for example [32,57]).
This for instance occurs when an operator is proportional to the equations of
motion. To circumvent this issue, we can use our freedom of rewriting the inte-
grated operator in terms of different densities (which differ by total derivatives)
to ensure that the correlation have a power-law decay. To be more explicit, let
us consider as an example the vector operator
Vµ =
δS
δφ(x)
∂µ∂
2φ (44)
= (−∂2φ+ rφ +
u
6
φ3)∂µ∂
2φ (45)
with the action S defined by Eq. (1), rewritten for the Ising universality class.
This operator has the right symmetries but being proportional to the equation
of motion, the correlation functions of such operators are delta correlated and
the bounds derived below on the correlation functions at long distance are not
useful. A way out consists in considering instead the operator u2φ∂µφ(∂νφ)
2,
which differs from the one introduced in Eq. (45) by total derivatives, but
which has a power-law decay at long distances (this can be checked already at
tree-level). In what follows, we assume that an integrated vector operator can
always be rewritten as the integral of a density whose correlation functions
have a power-law behavior at long distances.
In order to prove the inequality, we start with the Ginzburg-Landau model
in a cubic lattice with lattice spacing a and a ϕ4 interaction. This model is in
the Ising universality class. It follows from Griffiths and Lebowitz inequalities
[27,28,29] that, at zero external magnetic field and for any temperature T ≥
Tc:
0 ≤ 〈ϕn(x)ϕm(y)〉− 〈ϕn(x)〉 〈ϕm(y)〉 ≤
{
C(n,m)G(x − y) if n andmodd
Cˆ(n,m)G2(x− y) if n andmeven
(46)
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where G(x− y) = 〈ϕ(x)ϕ(y)〉, n and m are integers and C(n,m) and Cˆ(n,m)
are constants. This inequality was first proven in [58] and was independently
rederived in [26].
By using scale invariance at the critical point, one knows that 〈ϕn(x)ϕm(y)〉−
〈ϕn(x)〉 〈ϕm(y)〉 behaves as a power-law of |x − y|. Moreover at the critical
point, G(x− y) ∝ |x− y|−(d−2+η) where η is the anomalous dimension of the
operator ϕ. This imply that, for m and n even and at the critical point:
∣∣∣ 〈∂µ[ϕn(x)]∂ν [ϕm(y)]〉 ∣∣∣ ≤ C˜(n,m, µ, ν)
|x− y|2(d−1+η)
(47)
where derivatives are a shortcut notation for appropriate finite difference ex-
pressions defined in the lattice.12 As a consequence, for all operators Vµ(x) =
∂µ(ϕ
n(x)) with n even, one has DV ≥ d− 1 + η.
So far, all the elements of the proofs are completely rigorous but the next
step requires to make an assumption that we describe now. We consider two
different discretizations O
(a)
1 (x) and O
(b)
1 (x) of a given operator in the contin-
uum. We, moreover, ask these discretized operators to have the same trans-
formation rules as the operator in the continuum under the group of internal
symmetries and under mirror images about the lattice planes. Then, for arbi-
trary operators O2(x),O3(x), . . . , we assume that〈
O
(a)
1 (x1)O2(x2) . . .On(xn)
〉
= Za,b
〈
O
(b)
1 (x1)O2(x2) . . .On(xn)
〉
(48)
when the various points x1, x2, . . . , xn are far apart (as compared to the lat-
tice spacing a). It is not difficult to prove that this assumption is true to all
orders in perturbation theory. We will also discuss below its validity beyond
perturbation theory. Before doing so, let us discuss its consequences for the
end of the proof of the validity of conformal invariance.
The previous assumption implies, in particular, that for any set of vectors
ei belonging to the lattice, any operator with the form
Wµ(x) =
1
2
(∂µϕ)(x)
∑
s=±1
n−1∏
i=1
ϕ(x + sei) (49)
have the same large distance behaviour (with respect to the lattice spacing) as
the total derivative operator ϕn−1(x)∂µϕ(x) (modulo a multiplicative factor)
because both of them are discretizations of the same continuum operator. One
deduces that also for the operators of typeWµ(x) which are even in ϕ one has
DW ≥ d− 1 + η. Now, any vector operator even in ϕ can be discretized as a
linear combination of operators of typeWµ(x). Triangle inequality then implies
that for any vector operator even in ϕ one has DV ≥ d − 1 + η. Since η has
been proven to be strictly positive in an interacting theory whose minkowskian
extension is unitary [7,59], one deduces that any local vector operator even in
12 As it will be explained below it is important to choose centered finite differences in order
to ensure that the vector operators are odd under parity.
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ϕ satisfies DV > d − 1 which concludes our proof of conformal invariance in
the critical regime of the Ising universality class.
Let us now analyze in detail the validity of the assumption (48). First of all,
the ϕ4 model is super-renormalizable for d < 4. The lattice can be seen as an
ultraviolet regularization and the various discretizations of an operator can be
seen as proper regularization of a given continuum operator. It is important to
keep in mind that an operator mixes with all operators with lower dimension
and the same quantum numbers. With a lattice regularization, only quantum
numbers preserved by the lattice are easy to keep under control. For example,
the notion of “vector operator” is somewhat ambiguous on the lattice because
it refers to the properties of a given operator under the symmetries of the
continuum space. Nonetheless, a subset of space symmetries are preserved
by the lattice and we can classify operators by studying their transformation
under these symmetries. In particular, if we work with a cubic lattice, we can
use parity and require that a discretized operator which is a regularization of
a vector operator must be odd under parity.
As an example, the lattice finite difference ϕ(x)
(
ϕ(x+ µˆa)−ϕ(x− µˆa)
)
is
odd under parity and can be considered as a lattice regularization of a vector
operator. On the contrary, ϕ(x)
(
ϕ(x) − ϕ(x + µˆa)
)
is not an odd operator.
As such, it mixes both with scalar operators and vectors operators, even if its
naïve continuum limit is proportional to ϕ(x)∂µϕ(x). As pointed out before, it
is necessary then to restrict the finite differences considered for regularization
derivatives to be centered in order to preserve the proper behaviour under
parity.13 Having preserved the parity of the operators, it is clear that operators
with an odd number of derivatives can not mix with operators with an even
number of derivatives. Below we always assume that centered differences are
used in order to avoid difficulties with parity.
As explained before, in the neighbourhood of a fixed point of the RG, one
can construct a basis of operators which are eigenoperators of scale transfor-
mations. Accordingly, in the infrared regime of a scale-invariant theory, any
operator can be decomposed on a basis of operators which have the same
quantum numbers:
O(a)(x) =
∑
i
Z(i)a O
(i)(x) (50)
where the operators O(i)(x) are renormalized operators in the sense that their
correlation functions have a limit when the lattice spacing a goes to zero at
fixed values of the distance of the various operators appearing in correlation
functions. Moreover, the operators O(i)(x) are chosen to be eigenoperators
of scale transformations. Now, two operators O(a)(x) and O(b)(x) having the
same quantum numbers can be expanded with the same set of renormalized
operators O(i)(x). Let us assume without loss of generality that the most
relevant operator in this list is O(1)(x). Accordingly, at large distances, O(a)(x)
behaves as Z
(1)
a O(1)(x) and O(b)(x) as Z
(1)
b O
(1)(x). In consequence, as long as
13 One can add further requirement, such as other cubic symmetries but we will not need
them below.
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the factors Z
(1)
a and Z
(1)
b are not zero, the two operators O
(a)(x) and O(b)(x)
have the same large distance behaviour.
Given that O(a)(x) and O(b)(x) are two regularizations of the same “con-
tinuum” operator, if the renormalization factor Z
(1)
a is non-zero, typically the
renormalization factor Z
(1)
b is also non-zero. The Feynman diagrams asso-
ciated with both operators are essentially the same and only combinatoric
coincidences can make one of these coefficients to be zero at leading order
of perturbation theory. Accordingly, barring these exceptions, in the realm of
perturbation theory both operators have the same critical exponents.
We could not prove that the assumption is valid beyond perturbation the-
ory. However, in this regime, the assumption is equivalent to the assumption
that, adding an even number of derivatives (or, more precisely, centered finite
differences) to a given operator leads to an operator which is equally or less
relevant, but not more relevant. This is intimately related to the existence of
a continuum limit. Indeed, if adding more and more derivatives would give
rise to an operator which is more relevant the notion of universality would
be completely lost. In particular, all Monte-Carlo simulations would be under
suspicion. If higher derivative operators could be more relevant, two different
discretization of a given operator would have different scaling properties. Fi-
nally, we mention that, for scalar theories in d = 2 and d = 3 the continuum
limit does exist (see, for example, [60]). Now, even if typical configurations in
a functional integral are not differentiable, in order for this continuum limit to
exist, some level of regularity of the configurations is necessary. Accordingly,
we should expect that adding an even number of derivatives should lead to
operators that are, at most, equally relevant, but not more relevant.
We stress that the previous discussion only applies to adding an even num-
ber of derivatives. Indeed, adding a single derivative can lead to an operator
that is more relevant. This is for instance the case of the operator ϕ∂µϕ. If
we add a single extra derivative we can generate the operator ∂µϕ∂µϕ which
has the same quantum numbers as ϕ2 and that, in fact, behaves as ϕ2 at large
distances (which is more relevant than ϕ∂µϕ). This, however, does not play
any role in our proof of conformal invariance as long as we use centered deriva-
tives. Indeed, we only need to assume that operators with an odd number of
derivatives are not more relevant that operators with a single derivative.
5.2 Extension of the proof for some O(N) models
There is an extensive bibliography on correlation inequalities which were used
in many cases to prove some properties of statistical systems [27,61,62,58,63,
64]. We use here a generalization of the inequality (46) valid for (at least some)
O(N) models. This can be achieved by making use of a generalization of the
Griffiths and Lebowitz inequalities [33,34,35,36,37,38] to O(N) models when
N = 2, 3, or 4. To be explicit, it is shown in Appendix D that, at vanishing
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external magnetic field and for T ≥ Tc,∣∣∣〈ϕi1 (x) · · ·ϕim (x)ϕj1 (y) · · ·ϕjn (y)〉
− 〈ϕi1 (x) · · ·ϕim (x)〉 〈ϕj1 (y) · · ·ϕjn (y)〉
∣∣∣ ≤ { C(n,m)G (x− y)n,m odd
Cˆ(n,m)G2 (x− y)n,m even
(51)
where C(n,m), Cˆ(n,m) are constants and G(x− y) is defined through
〈ϕi (x)ϕj (y)〉 = δijG(x − y). (52)
The inequality (51) generalizes for N = 2, 3 and 4 the inequality (46) valid for
N = 1.
As for the Ising universality class, we can then use scale invariance at
the critical point to conclude that | 〈ϕi1 (x) · · ·ϕim (x)ϕj1 (y) · · ·ϕjn (y)〉 −
〈ϕi1 (x) · · ·ϕim (x)〉 〈ϕj1 (y) · · ·ϕjn (y)〉 | behaves as a power of |x − y| when
|x − y| is much larger than the lattice spacing. Moreover, since G (x− y) ∝
|x− y|−(d−2+η) at the critical point, we deduce that, for any even n and m,
∣∣∣ 〈∂µ(ϕi1 (x) · · ·ϕim (x)) ∂ν(ϕj1 (y) · · ·ϕjn (y))〉 ∣∣∣ ≤ C˜(µ, ν)|x− y|2(d−1+η) . (53)
An important difference between the Ising universality class and the O(N)
vector model appears now. Indeed, when a single scalar field is present, all
operators of type (49) behave in the continuum limit as total derivatives.
When two or more scalars are present this is no longer true. For example,
the operator ϕ1(x)∂µ(ϕ2(x)) is not a total derivative. As a consequence, the
inequality (53) does not apply to this operator. More generally, for O(N)
models there are many local vector operators, even in the number of fields,
for which the inequality (53) can not be applied. We recall however that the
sufficient condition under which scale invariance implies conformal invariance
relies on the scaling dimension of vector operators which are scalars under
the O(N) group. Consequently, we are only interested in operators where all
internal indices are contracted. In that case any operator of the form
Wµ(x) =
1
2
(∂µϕj)(x)
∑
s=±1
ϕj(x+ se0)
m−1∏
i=1
ϕki(x+ sei)ϕki(x+ se
′
i) (54)
has the same naïve continuum limit that a total derivative [which generalizes
Eq. (49)]. We now assume, as done in the Ising universality class (see dis-
cussion on the point in the previous section), that operators having the same
continuum limit have the same scaling dimension. We deduce, as in the Ising
case, that DW ≥ d − 1 + η. Now, any O(N) invariant local operator V can
be regularized by a linear combination of operators of type (54). As for the
Ising universality class, it is important to avoid contact operators by choosing
appropriately the local vector operator Vµ(x). By invoking again the triangle
inequality we deduce that for any such operator, DV ≥ d − 1 + η (as long as
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N = 2, 3, or 4). Again, we recall that η has been proven to be strictly positive
in an interacting theory whose Minkowskian extension is unitary [7,59], and,
accordingly, any local O(N) invariant vector operator has DV > d− 1, which
concludes our proof.
It is important to observe that the previous reasoning relies on imposing
that candidates for virial current must be invariant under the full O(N) group.
This ensures that the only invariant tensor is the Kronecker delta. This require-
ment is fully justified because, as shown before, the functional Σµ[φ] must be
invariant under the full group of internal symmetries of the considered univer-
sality class. In fact, if one consider more general vectors, as for example, if we
relax the constraint to the SO(N) group only, the completely anti-symmetric
tensor with N entries is also invariant. In this case, the last step of our proof
(following Eq. (54)) is not valid anymore. This observation is at the heart of
the criticism raised in in the recent preprint [30] where it was observed that,
for N = 2, one can construct the conserved current Jµ = ϕ1∂µϕ2 − ϕ2∂µϕ1
which is SO(2) invariant and has scaling dimension exactly equal to d− 1. At
first sight this would be a counter-example of the present proof. However, the
current Jµ is not invariant under the mirror symmetry ϕ1 → −ϕ1 which is an
element of the O(2) group but not of the SO(2) group.
6 Conclusions
In this article, the presence of conformal invariance in critical O(N) models
has been considered. For any translational and rotational invariant model,
two sufficient conditions for the validity of conformal invariance in presence
of scale invariance have been reviewed [26,25]. In general these two conditions
rely on different hypotheses but for short-range interactions (as the usual O(N)
model) they are actually equivalent. Both conditions require that there exist
no integrated vector operator which have the same internal (linearly-realized)
symmetries as the Hamiltonian and with scaling dimension -1.
With this sufficient condition, the problem reduces to estimating the scal-
ing dimensions of integrated vector operators. For d ≥ 4, where the scaling
dimensions can be calculated exactly (because the theory is controlled by the
Gaussian fixed point), it is easy to show (see [26]) that all integrated vector op-
erators have dimensions much higher than −1 (the smallest critical dimensions
of an integrated vector operator in d = 4 has dimension 3). When the space
dimension is lowered, as long as we can trust the ǫ−expansion, one can expect
critical dimensions to vary moderately. As a consequence it would be surpriz-
ing that ǫ corrections would change the exponents from 3 to -1 when d goes
from d = 4 to d = 3. Moreover, as long as the spectrum of critical dimensions
is discrete and vary smoothly with d (as usually assumed), Ward-identities
for conformal invariance would remain valid for any dimension, except in the
space dimension where the critical dimension of a vector operator crosses the
value −1. Even in that case, one would expect conformal invariance to remain
true [26], as long as correlation functions depends smoothly with d. Indeed,
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even if a vector operator has critical dimension −1 exactly in d = 3, for any
d > 3 conformal invariance would be valid and, as a consequence, also in d = 3
by continuity.
These arguments are in favour of the validity of conformal invariance for
most critical models in any dimension, but stay at a low level of rigour. As such,
a more detailed control of the various reasonable expectations is welcome and,
if possible, more rigorous control of the possible values of critical dimensions
of vector operators in any dimension.
In this article, in order to obtain more convincing arguments in favor of
conformal invariance, we have computed the lowest scaling dimensions of vec-
tor eigenoperators within three approximation schemes: the ǫ−expansion (at
order ǫ), the large N limit and the Derivative Expansion of the NPRG at or-
der O(∂3). The results are in line with the standard expectations: the scaling
dimensions vary smoothly with d, the spectrum is discrete and the variation
of scaling dimensions with d is moderate. The estimates of scaling dimensions
obtained from the three approximation scheme are compatible. For d ≥ 2.5
and N ≥ 1 the scaling dimension of the lower integrated vector operator is
unambiguously larger than 2, which implies conformal invariance. The exten-
sion of O(N) models to the limit N → 0 (relevant for self-avoiding polymer
chains [39]) is also considered and, again in this case, conformal invariance is
obtained for any d ≥ 2.5. In the case N = 1 of the Ising universality class, our
estimates coincides (within error bars) with Monte-Carlo estimates [30] which
also exclude the value -1.
In the second part of the article, we have generalized a proof performed
previously in the Ising universality class [26] to the O(N) models for N = 2, 3
and 4. For those values of N rigorous bounds for correlation functions are
known [33,34,35,36,37,38] that generalize the standard Griffiths [27,61,62,
28,65] and Lebowitz [29] inequalities (valid for Ising universality class). By
employing those inequalities, we prove that, under mild assumptions (which
concern the continuum limit of a model on a lattice) the scaling dimension
of any integrated vector operator is strictly larger than −1 for any d < 4,
implying conformal invariance.
For the future, some aspects of the present analysis can be extended to
other models. For example, the perturbative analysis can be exteded to more
involved models such as the model with cubic symmetry. We are planing also
to employ the expansion in d − 2 for O(N) models (with N > 2). Concern-
ing the proofs based on correlation inequalities, the present analysis may by
generalized to self-avoiding polymer chains. In that case some correlation in-
equalities are known too and we plan to study if they can be employed in order
to generalize our results.
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A ǫ-expansion
In this appendix, we describe the 1-loop calculation of the two lowest scaling dimensions
of vector operators. We present here the calculation in the framework of the NPRG, but of
course, the calculation could be performed within more standard approaches, such as the
Minimal Substraction scheme.
We start by observing that at tree-level (zero loop) the effective action takes its bare
form:
Γ
(tree)
k = S =
∫
x
{
rρ+
1
3!
uρ2 +
1
4
aµ∂µρ∂νφi∂νφi +
1
2
bµ∂µφi∂νφi∂νρ
}
(55)
Differentiating successively with respect to φni (xi) and Fourier transforming, we obtain the
form of the non-zero vertices:
Γ
(2,tree)
i1i2
(p1) = δi1i2 (r + p
2
1) (56)
Γ
(4,tree)
i1i2i3i4
(p1, p2, p3) =
u
3
[
δi1i2δi3i4 + δi1i3δi2i4 + δi1i4δi2i3
]
+ i
aµ − bµ
2
[
(p1 + p2)
µ (p1 · p2 − p3 · p4)δi1i2δi3i4 + (p1 + p3)µ (p1 · p3 − p2 · p4)δi1i3δi2i4
+ (p1 + p4)
µ (p1 · p4 − p2 · p3)δi1i4δi2i3]
− i
bµ
2
(
pµ1p
2
1 + p
µ
2p
2
2 + p
µ
3p
2
3 + p
µ
4p
2
4
) (
δi1i2δi3i4 + δi1i3δi2i4 + δi1niδi2i3
)
(57)
In the previous equations, we have omitted for notation simplicity the index k on the coupling
constants. The momentum p4 in Γ (4) is fixed by momentum conservation:
∑n
i=1 pi = 0. The
flow of aµ and bµ are deduced from the flow equation of Γ (4) at zero external field, which is
obtained by differentiating four times the RG equation (6) and evaluating it at φ = 0. We
obtain:
∂tΓ
(4)
i1i2i3i4
(p1, p2, p3) =
∑
il
∫
q
∂tRk
(
q2
)
G2k
(
q2
)(
−
1
2
Γ
(6)
k,k,i1,i2,i3,i4
(q,−q, p1, p2, p3)
+Gk
(
(q + p1 + p2)
2
)
Γ
(4)
ki1i2l
(q, p1, p2)Γ
(4)
li3i4k
(q + p1 + p2, p3, p4) + 2 perms.
)
. (58)
At one loop, we can neglect the first term and replace the vertices in the right hand side
of the flow equation by its tree-level form (57). Summing over i and l in the product of the
Γ
(4,tree)
k , and keeping only terms which are at most linear in aµ and bµ, we find that the
result is independent of q:
Γ
(4,tree)
ki1i2l
(q, p1, p2)Γ
(4,tree)
li3i4k
(−q, p3, p4) + 2perms.
=
u2
9
(N + 8)
(
δi1i2δi3i4 + δi1i3δi2i4 + δi1i4δi2i3
)
+
iuaµ
6
{
δi1i2δi3i4
[
(p1 + p2)
µ(p1 · p2 − p3 · p4) (N + 2)− 2
4∑
k=1
(pµkp
2
k)
]
+ 2 perms.
}
−
iubµ
6
{
δi1i2δi3i4
[
(p1 + p2)
µ (p1 · p2 − p3 · p4) (N + 2) +
4∑
k=1
(pµkp
2
k) (N + 6)
]
+ 2 perms.
}
.
(59)
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where cyclic permutations of the indices 2, 3 and 4 are not written explicitly.
The next step consists in identifying the prefactors of a given structure which involve
both vector indices and momenta [see Eq. (57)] in the left hand side and right hand side of
the flow equation (58). This implies that we must expand the r.h.s in powers of the external
momenta and extract terms of order zero and order three in momenta. However, Eq. (59)
shows that the product of vertices already has a contribution with 0 and 3 powers of the
external momenta. As a consequence, we can put, in the propagator, the external momenta
to zero.
We can now extract the flows of aµ and bµ, which read:
∂tu =
(N + 8)
3
u2
∫
q
R˙ (q)G3 (q)
∂taµ =
u
3
[(N + 4) aµ + 4bµ]
∫
q
R˙ (q)G3 (q)
∂tbµ =
u
3
[2aµ + (N + 6) bµ]
∫
q
R˙ (q)G3 (q). (60)
The flow equations for the dimensionless variables are easily derived and correspond to those
given in Eq. (29).
B Large N Expansion
We discuss in this appendix the large-N calculation of the two smallest scaling dimensions
of the vector operators (which tend to 3 when d → 4) as well as another one, (which tend
to 5 when d → 4). These can be deduced from the calculation of Γ (2), Γ (4) and Γ (6) at
vanishing external field in the large N limit. We recall that the large N limit is performed
at fixed uˆ = uN , aˆµ = aµN , bˆµ = bµN and cˆµ = cµN2. Moreover, we only need the flow of
aˆµ, bˆµ and cˆµ at linear order in aˆµ, bˆµ and cˆµ.
∫
x
{
uˆΛ
4!N
φ2iφ
2
j +
aˆΛµ
4N
φi∂µφi∂νφj∂νφj +
bˆΛµ
2N
φi∂νφi∂νφj∂µφj +
cˆΛµ
4N2
φi∂νφiφj∂νφjφl∂µφl
}
(61)
The bare propagators and 4-point vertex are easily deduced from those given in Eq. (57).
The 6-point vertex is given by:
Γ
(6,tree)
i1i2i3i4i5i6
(p1, p2, p3, p4, p5) = −i
cΛµ
2
{
δi1i2δi3i4δi5i6 (62)[
(p1 + p2)
µ (p1 + p2)
2 + (p3 + p4)
µ (p3 + p4)
2 + (p5 + p6)
µ (p5 + p6)
2
]
+ perm
}
where perm represents the 14 permutations which lead to different combinations of Kronecker
delta.
B.1 A source of simplification
A major simplification occurs in the calculation, which is a consequence of the following
property: the contribution linear in aµ or bµ in the 4-point vertex which is proportional
to δi1i2δi3i4 vanishes in the exceptional configurations where the momenta are opposite by
pairs in different delta’s (that is, if p1 + p3 = p2 + p4 = 0 or if p1 + p4 = p2 + p3 = 0). As a
consequence, in a diagram made of a chain of bubbles (see Fig. 2), if a Γ (4) connecting two
bubbles is replaced by a perturbation aµ or bµ, the diagram vanishes. Otherwise stated, in
a chain of bubbles diagram, the perturbations aµ and bµ only occur when attached to an
external leg (see Fig. 6).
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A somewhat similar situation occurs when a cµ perturbation appears in a chain of bubble
for the 4-point function. When this perturbation is inserted in a chain (whether in contact
or not with external legs), given the structure of Eq. (62), the legs from the isolated loop
cancels by itself and the remaining two pairs cancel with each other. This closely resembles
the property mentioned previously that aµ and bµ don’t appear in an inner vertex of the
chains. Moreover, the specific momentum structure appearing in the cµ vertex, implies that
it can’t appear neither attached to an external leg. We conclude that cµ does not contribute
to the flow of aµ and bµ at leading order in 1/N .
The situation is even simpler in the calculation of Γ (2) because, by conservation of the
momenta, the external legs have opposite momenta. In this situation, the perturbation 4-
point vertex does not even contribute when attached to the external legs. As a consequence,
the cactus diagrams for Γ (2) are independent of aµ and bµ. This result is important because
it implies that the inverse full propagator (which re-sums all cactus diagrams for Γ (2)) is
independent of aµ, bµ and cµ.
B.2 Computation of Γ (2)
We first discuss the (standard) calculation of Γ (2) at leading order. As discussed above, we
can remove aµ and bµ from this calculation. The sum of the cactus diagrams shown in Fig. 1
leads to
Γ
(2)
ij (p) = δij
{
p2 + rΛ +
uˆΛ
6
∫
q
1
q2 + rΛ +Σ (rΛ)
}
= δij
{
p2 + r
}
(63)
where r = rΛ +Σ
(
rΛ
)
and Σ
(
rΛ
)
satisfies the gap equation:
Σ
(
rΛ
)
=
uˆΛ
6
∫
q
1
q2 + rΛ +Σ (rΛ)
. (64)
As is well known, the only effect of the cactus diagrams is to modify the mass.
B.3 Computation of Γ (4)
In contrast to Γ (2), the Γ (4) vertex has corrections linear in aΛµ and b
Λ
µ to leading order in
the 1
N
expansion (i.e. to order 1
N
). It is convenient to decompose the 4-point vertex function
as Γ (4) = Γ
(4)
u + Γ
(4)
aµ + Γ
(4)
bµ
, where the first term is independent of aµ and bµ, the second
term is linear in aµ and the third is linear in bµ. We omit all other terms which do not enter
into the calculation of the scaling dimensions we are interested in.
The term Γ
(4)
u is the simplest one since it corresponds to the usual theory with aΛµ =
bΛµ = 0. This gives the standard large-N result:
Γ
(4)
u,i1,i2,i3,i4
(p1, p2, p3) =
uˆΛ
3N
[
δi1i2δi3i4
1 + uˆ
Λ
6
Π (p1 + p2)
+
δi1i3δi2i4
1 + uˆ
Λ
6
Π (p1 + p3)
+
δi1i4δi2i3
1 + uˆ
Λ
6
Π (p1 + p4)
]
(65)
where the function Π (p) is defined as:
Π (p) =
∫
q
1
q2 + r
1
(q + p)2 + r
(66)
We now consider Γ
(4)
aµ . For simplicity, we focus on the contribution proportional to
δi1i2δi3i4 . The other contribution are obtained by permutations of the external legs. The
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aµ
+
aµ u
+
u aµ
+
aµ u u
+ + · · ·
u u aµ
Fig. 6: Diagrams contributing to Γ
(4)
aµ .
set of diagrams which contribute is easy to characterize because the perturbation (aµ in this
case) must be attached to the external legs (see Sect. B.1). The chain of bubbles diagrams
for Γ
(4)
aµ are depicted in Fig. 6.
The diagram with n couplings uˆΛ and one aˆΛµ connected to p1 and p2 is equal to:
iaˆΛµ
2N
∫
q
(p1 + p2)
µ [p1 · p2 + q · (q + p1 + p2)]
[q2 + r]
[
(q + p1 + p2)
2 + r
] (−uˆΛ
4!
)n
4nn!Cn+1n
(n+ 1)!
(Π (p1 + p2))
(n−1) ,
(67)
If aˆΛµ is connected to p3 and p4, we get:
iaˆΛµ
2N
∫
q
(p1 + p2)
µ [−q · (q + p1 + p2) − p3 · p4]
[q2 + r]
[
(q + p1 + p2)
2 + r
] (−uˆΛ
4!
)n
4nn!Cn+1n
(n+ 1)!
(Π (p1 + p2))
(n−1) .
(68)
When adding both diagrams we get the result for n couplings uˆΛ and one aˆΛµ :
iaˆΛµ
2N
(
−
uˆΛ
6
Π (p1 + p2)
)n
(p1 + p2)
µ [p1 · p2 − p3 · p4] . (69)
Note that the previous construction does not make sense for n = 0. However, it happens
that Eq. (69) evaluated at n = 0 indeed represents the contribution of the first diagram of
Fig. 6 with one aµ and no uˆ. It is straightforward to sum this general expression for all n
to get:
Γ
(4)
aµ =
iaˆΛµ
2N
(
1 + uˆ
Λ
6
Π (p1 + p2)
) (p1 + p2)µ [p1 · p2 − p3 · p4] δi1i2δi3i4 + 2 perms. (70)
The calculation for Γ
(4)
bµ
proceeds in the same way. The contribution of diagrams with
one bµ and n couplings uˆ (again focusing on the contribution proportional to δi1i2δi3i4 ) is:
−ibˆΛµ
2N
(
−
uˆΛ
6
Π (p1 + p2)
)n [
pµ1p
2
1 + p
µ
2p
2
2 + p
µ
3p
2
3 + p
µ
4p
2
4 + (p1 + p2)
µ (p1 · p2 − p3 · p4)
]
.
(71)
To sum up, the four-point vertex with at most one aµ or one bµ is
Γ
(4)
i1i2i3i4
(p1, p2, p3) =
δi1i2δi3i4
N
(
1 + uˆ
Λ
6
Π (p1 + p2)
)
{
uˆΛ
3
+ i
aˆΛµ − bˆ
Λ
µ
2
(p1 + p2)
µ [p1 · p2 − p3 · p4]
− i
bˆΛµ
2
(
pµ1p
2
1 + p
µ
2p
2
2 + p
µ
3p
2
3 + p
µ
4p
2
4
)}
+ 2 perms.
(72)
where, again, the permutations are obtained by a cyclic permutation of the external indices
2, 3 and 4.
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B.4 Computation of Γ (6)
The Γ (6) vertex has corrections linear in cΛµ to leading order in the
1
N
expansion (i.e. to
order 1
N2
), but it may also have contributions coming from the types of diagrams shown in
Fig. 7 where aµ or bµ is inserted at the core (i.e. the inner loop with three propagator) or,
as before, attached to an external leg. However, these corrections do not contribute to the
scaling dimensions of the operators under study because, as explained above, cµ does not
contribute to the flows of aµ and bµ at leading order in 1/N . We therefore do not compute
these corrections.
u
u
uu
aµ, bµ
u
u
u
u
cµ
u
Fig. 7: Left: a diagram contributing to Γ (6), linear in aµ or bµ. Right: a
diagram contributing to Γ (6) proportional to cµ.
The diagrams to be computed are exceptionally simple since they have a cµ at the core
with no loop and then just chain of bubbles with u perturbations, these are schematically
shown in Fig. 7.
The diagram (proportional to δi1i2δi3i4δi5i6 ) with a chain with n1 couplings uˆ
Λ at-
tached to the external momentums p1 and p2, a chain with n2 couplings uˆΛ attached to
the external momentums p3 and p4, a chain with n3 couplings uˆΛ attached to the external
momentums p5 and p6 and one cˆΛµ at the core is equal to:
−icˆΛµ
2N2
(
−uˆΛ
4!
)n1 (−uˆΛ
4!
)n2 (−uˆΛ
4!
)n3 4n1+n2+n3 (n1 + n2 + n3)!Cn1+n2+n3+11
(n1 + n2 + n3 + 1)!
× (Π (p1 + p2))
n1 (Π (p3 + p4))
n2 (Π (p5 + p6))
n3
×
[
(p1 + p2)
µ (p1 + p2)
2 + (p3 + p3)
µ (p3 + p4)
2 + (p5 + p6)
µ (p5 + p6)
2
]
+ perms.
(73)
B.5 Running couplings
A convenient way to deduce the scaling dimensions of the operators coupled to aˆΛµ and bˆ
Λ
µ ,
is to introduce an infrared regulator in propagators:
1
q2 + rΛ
→
1
q2 + rΛ + Rk(q)
(74)
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and study the running of the various couplings when varying the regulator. We thus define
the renormalized couplings as:
Γ
(2)
i1i2
(0) = rkδi1i2
Γ
(4)
i1i2i3i4
(0, 0, 0) =
uˆk
3N
(
δi1i2δi3i4 + δi1i3δi2i4 + δi1i3δi2i4
)
Γ
(4),O(p3)
i1i2i3i4
(p1, p2, p3) = i
δi1i2δi3i4
2N
{
(aˆkµ − bˆ
k
µ) (p1 + p2)
µ [p1 · p2 − p3 · p4]
− bˆkµ
(
pµ1p
2
1 + p
µ
2p
2
2 + p
µ
3p
2
3 + p
µ
4p
2
4
)}
+ 2 perms
Γ
(6),O(p3)
i1i2i3i4i5i6
(p1, p2, p3, p4, p5) = −i
δi1i2δi3i4δi5i6 cˆ
k
µ
2N2
{
(p1 + p2)
µ (p1 + p2)
2
+ (p3 + p3)
µ (p3 + p4)
2 + (p5 + p6)
µ (p5 + p6)
2
}
+ 14 perms.
(75)
One can then conclude that the running couplings are:
uk =
u
1 + uΛ
6
Πk (0)
, aµk =
aµΛ
1 + uΛ
6
Πk (0)
, bµk =
bµΛ
1 + uΛ
6
Πk (0)
cµk =
cµΛ(
1 + uΛ
6
Πk (0)
)3 + YaaµΛ + YbbµΛ, rk = rΛ +Σk (76)
where the functions Σk andΠk are calculated with the introduction of the infrared regulator:
Σk (rΛ) =
uΛ
6
∫
q
1
q2 + rk + Rk (q2)
(77)
Πk (0) =
∫
q
1
(q2 + rk + Rk (q2))
2
. (78)
Taking this into account, we obtain the flow of the running couplings:
∂trk = −
uˆk
6
∫
q
∂tRk(q)G
2
k(q)
∂tuˆk = −
uˆ3k
18
∫
q
G3k(q)
∫
q′
∂tRk(q
′)G2k(q
′) +
uˆ2k
3
∫
q
∂tRk(q)G
3
k(q)
∂taˆ
µ
k = −
aˆµk uˆ
2
k
18
∫
q
G3k(q)
∫
q′
∂tRk(q
′)G2k(q
′) +
aˆµk uˆk
3
∫
q
∂tRk(q)G
3
k(q)
∂tbˆ
µ
k = −
bˆµk uˆ
2
k
18
∫
q
G3k(q)
∫
q′
∂tRk(q
′)G2k(q
′) +
bˆµk uˆk
3
∫
q
∂tRk(q)G
3
k(q)
∂tcˆ
µ
k = −
cˆµk uˆ
2
k
6
∫
q
G3k(q)
∫
q′
∂tRk(q
′)G2k(q
′) + cˆµk uˆk
∫
q
∂tRk(q)G
3
k(q)
+Xaaˆ
µ
k +Xbbˆ
µ
k (79)
where, in the previous equations,
Gk(q) =
1
q2 + rk + Rk (q2)
.
Introducing dimensionless and renormalized variables as explained in the main text, we
retrieve the flow equations (37).
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C Numerical method
We describe in this section the details of the numerical method used to detemine the scaling
dimensions in the O(∂3) approximation of NPRG.
We first determine the fixed point of the O(N) model at O(∂2) in a ρ˜ grid with Nρ +
1 sites in a box ρ˜ ∈ [0, Lρ] (this corresponds to a step in the ρ˜−lattice ∆ρ = Lρ/Nρ).
The derivatives are approximated by centered finite differences with five points (with the
exception of the edges, i.e. the first two and last two sites, where we use lateral finite
differences).
The internal momentum integrals that appear are one dimensional (the angular part is
just a constant) and are calculated by a Legendre-Gauss quadrature with Nq points in a
box of size |Lq| ≡
qmax
k
.
The normalization condition is fixed as Z˜(ρ˜i)|i=Nρ/3 = 1, where Z˜(ρ˜) is the dimension-
less version of Zk(ρ) and ρ˜i is the value of ρ˜ at site i. On top of this, the size of the box
Lρ is adjusted every time a new set of parameter is considered so that the minimum of the
potential at the fixed point falls in the site i = Nρ/3.
The parameters were chosen so as that the numerical error in the leading exponents (η
and ν) are is below one per mille in d = 3. Then we varied the values of d for each N . In
particular we used the exponential regulator Rk(q
2) = Zkq
2r(q2/k2) with:
r(y) =
α
ey − 1
(80)
where Zk is the field renormalization which is related to the running anomalous dimension
by ∂tZk = −ηkZk (when approaching the fixed point ηk approaches the field anomalous
dimension). The parameter α was fixed in order to estimate the dependence of the results on
the arbitrary regulating function Rk(q). In order to do so, for each N we employ the criterium
of minimal sensitivity (PMS) [66]. That is, we choose the value of α which minimizes the
dependence on the regulator of some observable by varying the regulator in the family (80).
This procedure has been tested before and shown to be very effective and predictive [50,
51]. In the present implementation we choose α to be an extremum of the critical exponent
η for d = 3 (no significative difference was observed when doing PMS on another quantity
such as critical exponent ν).
After obtaining the fixed point, we computed the eigenvectors of the 3Nρ linear system
(Nρ variables for each function a˜µ, b˜µ and c˜µ) at the fixed points determined previously. To
solve numerically the O(∂3) of the DE for the O(N) model the following set of parameters
was used:
Nρ = 60, Lρ = 3ρ0, Nq = 15, Lq = 4.2. (81)
D Inequalities
In the present Appendix, we prove by induction the inequality (51) for T ≥ Tc. We use
generalizations of Griffiths and Lebowitz inequalities which were proven for N = 2, 3, and 4
[33,34,35,36,37,38]. The inequalities obtained in those references are the following:
〈φ1(x
(1)
1 ) . . . φ1(x
(1)
n1 )φ2(x
(2)
1 ) . . . φ2(x
(2)
n2 ) . . . φN (x
(N)
1 ) . . . φN (x
(N)
nN )〉 ≥ 0, (82)
〈φα(x1) . . . φα(xn)φα(y1) . . . φα(ym)〉 ≥ 〈φα(x1) . . . φα(xn)〉〈φα(y1) . . . φα(ym)〉, (83)
〈φα(x1) . . . φα(xn)φβ(y1) . . . φβ(ym)〉 ≤ 〈φα(x1) . . . φα(xn)〉〈φβ(y1) . . . φβ(ym)〉withα 6= β.
(84)
Inequality (82) and (83) are very similar to the Griffiths inequalities I and II for a scalar
field and (84) is very similar to the Lebowitz inequality.
First of all, it is clear that for T ≥ Tc we need only to consider correlations with n and
m with the same parity. In order to begin the induction, we observe that the inequality is
trivially true for n +m = 2. We assume now the validity of (51) for all values of m and n
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such that m+ n < N . Under this hypothesis, we then prove its validity for all {m,n} such
that m+ n = N .
We first consider the case where n and m are odd. This case is simpler because the
second term of the l.h.s of (51) is zero because we are considering T ≥ Tc and (82) readily
shows that Goddm,n ≥ 0. By symmetry, the structure of the two point function must take the
form:
Goddm,n (x, y) ≡ 〈ϕi1 (x) · · ·ϕim (x) ϕj1 (y) · · ·ϕjn (y)〉 =
n−1
2∑
l=0
fl (x, y)
[
δi1j1 · · · δi2l+1j2l+1δi2l+2i2l+3δj2l+2j2l+3 · · · δim−1imδjn−1jn+
(
m!n!
(2l + 1)! (m− 2l− 1)!! (n− 2l − 1)!!
− 1
)
perms.
]
(85)
where, without loss of generality we focused on the case m ≥ n. In the previous sum, 2l+1
corresponds to the number of Kronecker delta which connect i’s with j’s. In the first step
of the proof, we consider the following configuration of indices:
ik =
{
1 for k = 1
2 for k = 2, · · · ,m
jk =
{
2 for k = 1, · · · , 2s
1 for k = 2s+ 1, · · · , n
with s ranging from 0 to n−1
2
. (For s = 0, all the jk are 1.) We can now apply inequality
(84) for these index configurations to get:
G˜oddm,n (x, y) ≤
〈
ϕ1 (x) (ϕ1 (y))
n−2s
〉〈
(ϕ2 (x))
m−1 (ϕ2 (y))
2s
〉
≤ CG (x− y) (86)
where the tilde on G indicates that it is taken in a particular configuration of indices and
where we have used the recursion hypothesis (51) for m′ + n′ < m + n and the fact that〈
(ϕ2 (x))
m−1 (ϕ2 (y))
2s
〉
is bounded by a constant to obtain the last line. Using, on the
other hand the decomposition (85), we get:
s∑
t=0
(2s)! (n− 2s)!! (m− 1)!
(2t)! (2s− 2t)!! (m− 1− 2t)!!
ft (x, y) ≤ CG (x− y) (87)
By considering the different possible values of s, we easily show that the ft are bounded
by G(x − y) (up to a multiplicative constant) which ensure that the inequality is valid for
Goddm,n.
The even case is a bit different since the second term of the l.h.s. of (51) is nonzero. We
again choose m ≥ n and look at the structure of the two point function:
Gevenm,n (x, y) ≡ 〈ϕi1 (x) · · ·ϕim (x) ϕj1 (y) · · ·ϕjn (y)〉 =
n
2∑
l=0
gl (x, y)
(
δi1j1 · · · δi2lj2l δi2l+1i2l+2δj2l+1j2l+2 · · · δim−1imδjn−1jn +
(
m!n!
(2l)! (m− 2l)!! (n− 2l)!!
− 1
)
perms.
)
(88)
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Inequality (82) readily imposes that Gevenm,n (x, y) ≥ 0. We now proceed in the same way as
for the odd case. We take a configuration of indices:
ik =
{
1 for k = 1
2 for k = 2, · · · ,m
jk =
{
2 for k = 1, · · · , 2s− 1
1 for k = 2s, · · · , n
with s ranging from 1 to n
2
. These configurations in combination with the inequality (84)
impose an upper bound on a strict conical combinations of the gi functions not involving
the g0 function:
G˜evenm,n (x, y) =
t=s∑
t=1
(2s− 1)! (n− 2s+ 1)!! (m− 1)!
(2t − 1)! (2s− 2t)!! (m− 2t)!!
gt (x, y)
≤
〈
ϕ1 (x) (ϕ1 (y))
n−2s+1
〉〈
(ϕ2 (x))
m−1 (ϕ2 (y))
2s−1
〉
≤ CG2 (x− y) (89)
where we have made use of the validity of recursion hypothesis (51) for all m′ +n′ < m+n
and the tilde is again used to recall that a particular configuration of indices was used. We,
again, find a lower and an upper bound on a strict conical combination of the functions gs,
with s = 1, · · · , n
2
. This implies that the absolute value of each of these gs functions (with
s 6= 0) is bounded by a constant times G2 (x− y) (by arguments identical to the odd case).
To complete the argument we need to study the function g0. This one is clearly particular
because it corresponds to the case where no i or j are connected through a Kronecker delta
(see Eq. (85)). To do this we consider the even simpler configuration where all indices i = 1
and all j = 2, this yields for the two-point function:
0 ≤ Gevenm,n (x, y) = g0 (x, y) (m− 1)!! (n− 1)!! ≤ 〈ϕ
m
1 (0)〉 〈ϕ
n
1 (0)〉 (90)
from which immediately follows that:
g0 (x, y)−
〈
ϕm1 (0)
〉 〈
ϕn1 (0)
〉
(m − 1)!! (n− 1)!!
≤ 0 (91)
Let’s consider now all indices i, j = 1 to obtain a lower bound on a strict conical
combination of all the g functions by making use of the inequality (83):
n
2∑
l=0
m!n!
(2l)! (m− 2l)!! (n− 2l)!!
gl (x, y) ≥ 〈ϕ
m
1 (0)〉 〈ϕ
n
1 (0)〉 (92)
and combining this with (91) we obtain a lower bound:
g0 (x, y) −
〈
ϕm1 (0)
〉 〈
ϕn1 (0)
〉
(m− 1)!! (n− 1)!!
≥ −
1
(m− 1)!! (n− 1)!!
n
2∑
l=1
m!n!
(2l)! (m− 2l)!! (n− 2l)!!
gl (x, y)
≥ CG2 (x− y)
(93)
with a constant C < 0.
So, we have bounded all the g functions with the exception of g0 for which the bound
involves g0 minus a constant. It turns out that this constant has a simple interpretation:
when inserted in Eq. (88), the multiplicative constants simplify and we are just left with〈
ϕm1 (0)
〉 〈
ϕn1 (0)
〉
, which exactly compensates the diconnected part appearing in (51). This
concludes the proof of (51).
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