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ABSTRACT
Conventional approaches to image de-fencing have lim-
ited themselves to using only image data in adjacent frames
of the captured video of an approximately static scene. In
this work, we present a method to harness disparity using a
stereo pair of fenced images in order to detect fence pixels.
Tourists and amateur photographers commonly carry smart-
phones/phablets which can be used to capture a short video
sequence of the fenced scene. We model the formation of
the occluded frames in the captured video. Furthermore, we
propose an optimization framework to estimate the de-fenced
image using the total variation prior to regularize the ill-posed
problem.
Index Terms— Image de-fencing, image inpainting,
stereo, disparity map, convolutional neural networks, total
variation
1. INTRODUCTION
Restoration of images containing occluded objects is a chal-
lenging problem and has recently attracted significant atten-
tion of researchers. This problem is faced by photographers
when they image a scene obstructed by fences e.g. in zoos,
museums etc. We observe that image de-fencing is basically
an image inpainting [1, 2, 3] problem wherein the fence pixels
comprise the region which has to be filled-in. Since fence pix-
els cover the entire image as shown in Fig. 1 (a), (b) manual
segmentation is too cumbersome. In several fence removal
methods [4, 5, 6, 7, 8, 9] a video is captured by panning a
camera relative to the scene. Subsequently, these methods use
image data in the frames of the video to segment the fences.
However, in this work we exploit the disparity of pixels in two
adjacent frames to localize fence pixels. Note that generally
fences are closer to the panning camera and therefore undergo
greater motion parallax due to relative motion.
The main challenge is robust identification of the fences/oc-
clusion in bad illumination, heavy clutter in the background,
noise etc. In this work, we propose a depth-based technique to
estimate the spatial location of fence pixels. Depth maps can
be obtained using laser scanners or the inexpensive Kinect
sensor. However, laser scanners are slow and expensive and
(a) (b) (c)
Fig. 1. (a), (b) Left and right images captured using a mo-
bile phone. (c) Stereo disparity map obtained by proposed
algorithm.
Kinect is limited to capturing depth maps of indoor scenes,
respectively. These days smartphones have become ubiqui-
tous and come equipped with sophisticated cameras. Hence,
the depth map for estimating fence pixel locations can be
obtained using stereo.
In this work, we use only two frames from the captured
video using a smartphone and consider them as a stereo-pair
to compute the disparity map and subsequently for informa-
tion fusion. We assume that the objects occluded in left frame
are visible in the right image. Zbontar et al. [10] proposed a
supervised learning approach to estimate disparity maps by
training a convolutional neural network to compare image
patches. We employed pre-trained “fast-CNN” from [10] for
estimating a raw disparity map in our work which we refine
using morphological filtering and image matting [11]. In Figs.
1 (a), (b), we show left and right occluded frames captured
using a mobile camera. The stereo disparity map computed
using the proposed algorithm is shown in Fig. 1 (c). In the
second step of our algorithm we use the estimated fence pixels
to obtain optical flow. Finally, the de-fenced image is recon-
structed with total variation (TV) [12] as the regularizer using
the split Bregman [13] optimization framework.
2. RELATED WORK
Several works have appeared in the literature [4, 5, 6, 7, 8]
which use only image data for fence detection. A computa-
tional model for periodic pattern perception in [14] is based
on the theory of frieze and wallpaper groups. Another ef-
fective fence mask detection algorithm based on detection of
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regular textures is proposed by Park et al. in [15]. The work in
[6] addressed the video de-fencing problem using visual par-
allax as a cue for soft fence detection distinguishing fences
from the background pixels. The occluding foreground along
with the restored background are obtained using visual par-
allax in [7]. Yi et al. [8] proposed a bottom-up framework
for fence detection by clustering pixels into coherent groups
using color and motion features through graph-cut based op-
timization. In our previous works [9, 16] we have proposed
a supervised learning approach for automatic identification of
occlusions/fences using only image data.
In this work, we propose a depth-based technique to de-
tect the fence mask from the disparity map obtained from a
stereo image pair. The works of Wang et al. [17] and Jonna
et al. [18] are most closely related to our method. The al-
gorithm in [17] leveraged advantages of stereo image pair for
joint completion of missing texture and depth. The limitation
of [17] is that the region to be inpainted has to be specified
manually. The technique of [18] proposed a multimodal ap-
proach for image de-fencing where the fence masks are ex-
tracted automatically from depth maps corresponding to the
color images obtained using Kinect sensor. One limitation of
the Kinect sensor is that it provides the depth map of a scene
in a constrained laboratory environment and only works ac-
curately if the scene is within a particular distance from sen-
sor (viewing distance range is 1.2m to 3.5m). However, most
fenced images are captured in outdoor settings such as zoos,
play grounds, museums etc. The applications of real-world
image de-fencing are generally in places, where one can not
use the Kinect sensor. Hence, the depth map for estimating
fence pixel locations has to be obtained using stereo.
Recently, Zbontar et al. [10] proposed a supervised learn-
ing algorithm for estimating disparity map by training con-
volutional neural network (CNN) architectures [19, 20]. The
raw disparity maps obtained using CNNs in [10] are refined
by a series of post-processing steps: cost aggregation, semi-
global matching, left-right image consistency check and fil-
tering. Unlike, the algorithms in [6, 7, 8], we use only two
frames for both fence segmentation and information fusion.
As we are using smartphones for capturing the left and right
stereo images we have chosen a learning-based method [10]
for disparity estimation wherein we don’t require any a priori
camera calibration.
3. METHODOLOGY
3.1. Problem formulation
The degradation model for the frames of the captured video is
yobsm = Omym = OmWmx + nm (1)
where yobsm is themth observation wherein the occluded pixels
have been excluded using Om, ym, m = 1, 2 are the left and
right images comprising the stereo pair, Om is the fence mask
corresponding to mth image, Wm is the warp matrix, x is the
de-fenced image and nm is the Gaussian noise.
3.2. Detection of fence using stereo
In the stereo problem, given a pair of images ym (m = 1, 2)
we want to compute the disparity map D. Since fences are
closer to the camera, we have exploited disparity/depth cue
for the fence pattern segmentation. Following the taxonomy
of Scharstein et al. [21], a stereo algorithm consists of four
steps: matching cost computation, cost aggregation, optmiza-
tion and disparity refinement. The authors in [10] proposed
two supervised learning based convolutional neural network
architectures for matching cost computation followed by a
set of post processing operations. Note that they trained two
CNNs ‘fast’ and ‘accurate’ on pairs of small images patches
wherein the true disparity values are known. The advantage
of the method in [10] is that it does not require a priori cam-
era calibration. Therefore, we employed the ‘fast’ pre-trained
CNN model in [10] which is trained on 17 million example
images extracted from training dataset of KITTI 2015 [22] to
generate the raw disparity map.
Fig. 2. Architecture of the pre-trained ‘fast’ CNN [10].
The architecture of the ‘fast’ CNN trained for similarity
measure on small image patches consists of two sub-networks
shown in Fig. 2. Each sub-network is made up of convolu-
tional layers followed by ReLU layers except the last convo-
lutional layer. Extracted features from each one of the sub-
network are used to compute cosine similarity. The negative
value of the cosine similarity measure is treated as the match-
ing cost. To obtain the final fence mask, we use a matting
technique [11].
Fig. 3. Flowchart of the proposed fence segmentation algo-
rithm.
The overall workflow of the proposed fence segmentation
algorithm is shown in Fig. 3. In Figs. 3 (a), (b), we show the
left and right stereo images taken from a video clip, respec-
tively. Estimated raw disparity map using pre-trained CNN
[10] of Fig. 2 is shown in Fig. 3 (c). The output in Fig. 3 (c)
is dilated and then canny edge operator is applied. In Fig. 3
(d) we show the response obtained by Canny edge detection
algorithm with blue color which are treated as background
scribbles. Similarly, foreground scribbles (green color) are
obtained by erosion operation on the image in Fig. 3 (c). The
combination of both foreground and background scribbles is
shown in Fig. 3 (d). We fed these automatically generated
scribbles to the method of [11] and obtain the refined binary
fence mask shown in Fig. 3 (e) which is generated by thresh-
olding the alpha map obtained from [11].
3.3. Estimation of optical flow
The two stereo images in our work have been extracted from
a video captured using a smartphone with approximately hor-
izontal motion. To fill-in the occluded information in the ref-
erence left frame using visible data from the right view, we
need pixel correspondence between them. Optical flow can
be estimated accurately between visible areas of two images,
however, we observed some erroneous values near the occlu-
sion boundaries. To avoid these errors, we blurred the fences
in the stereo images with a Gaussian kernel (σ = 2) before
applying the method in [23] to estimate optical flow. Note
that now we already know the spatial locations of the fence
pixels which are estimated in the previous section.
3.4. Optimization using TV
As we model image de-fencing as an inverse ill-posed prob-
lem, total variation of the de-fenced image can be posed as a
regularization constraint. Since TV prior is non-smooth split
Bregman technique [13] is used to solve the resulting min-
imization problem to reconstruct the fence-free image. The
de-fenced image is the solution of the following constrained
optimization problem
argmin
x
1
2
p∑
m=1
‖ ym − OmWmx ‖22 +µ ‖ d ‖1 s.t. d = ∇x
where p is the number of frames chosen from the video and
µ is the regularization parameter. The above optimization
framework is a combination of both l1 and l2 terms and
hence difficult to solve. We employ the split Bregman itera-
tive framework described in [13] to solve the above problem.
We use an alternative unconstrained formulation as
argmin
x
1
2
p∑
m=1
‖ ym − OmWmx ‖22 +µ ‖ d ‖1
+
λ
2
‖ d−∇x ‖22
(2)
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
-
(j) (k) (l)
Fig. 4. Row 1: First and second columns show the left and
right stereo frames captured by us using a smartphone. Rows
2 to 4: First and second columns depict stereo pairs from
video clips of [6, 7, 8], respectively. Third column: estimated
disparity maps using the proposed algorithm.
where λ is the shrinkage parameter. The iterates to solve the
above equation are as
[xk+1, dk+1] = argmin
x,d
1
2
p∑
m=1
‖ ym − OmWmxk ‖22
+µ ‖ dk ‖1 +λ
2
‖ dk −∇xk + bk ‖22
(3)
bk+1 = ∇xk+1 + bk − dk+1
We can now split the above problem into two sub-problems
as
Sub Problem 1:
[xk+1] = argmin
x
1
2
p∑
m=1
‖ ym − OmWmxk ‖22
+
λ
2
‖ dk −∇xk + bk ‖22
This sub-problem is solved by a steepest descent method.
Sub Problem 2:
[dk+1] = argmin
d
µ ‖ dk ‖1 +λ
2
‖ dk −∇xk+1 + bk ‖22
The above sub-problem can be solved by applying the shrink-
age operator as follows
dk+1 = shrink(∇xk+1 + bk, λ
µ
)
dk+1 =
∇xk+1 + bk
| ∇xk+1 + bk | ∗max(| ∇x
k+1 + bk | −λ
µ
, 0)
The variable b can be updated as bk+1 = ∇xk+1+bk−dk+1.
To obtain the best estimate of the de-fenced image we tuned
the parameters µ, λ.
4. EXPERIMENTAL RESULTS
To validate the robustness of the proposed method we have re-
ported both fence detection and image de-fencing results us-
ing videos captured by us with a smartphone as well as video
sequences reported in [6, 7, 8]. We have generated all the
results using a 3.4 GHz Intel Core i7 processor with 16 GB
of RAM. The execution time of our non-optimized MATLAB
implementation is of the order of few tens of seconds.
Initially, we report the fence segmentation results. The
images shown in Figs. 4 (a) and (b) are taken from a short
video clip captured by us using a smartphone camera. In Fig.
4 (c), we show the raw disparity map obtained using the pre-
trained CNN [10] of Fig. 2 which is post-processed by mor-
phological operations and learning-based matting method of
[11] as outlined in section 3.2. Next, we conduct an experi-
ment on a dataset taken from [6]. In Figs. 4 (d) and (e), we
show the stereo pair and the computed disparity map is de-
picted in Fig. 4 (f). We conducted one more experiment using
a video reported in [7]. In Figs. 4 (g) and (h) we show two
frames taken from their video sequence and the correspond-
ing disparity map estimated using our algorithm is shown in
Fig. 4 (i). Finally, we used two frames from a video sequence
reported in [8] which are shown in Figs. 4 (j) and (k). In Fig.
4 (l) we show the obtained disparity map using our approach.
Now we show the performance of the proposed algorithm
for removing fences. In Fig. 5 (a) and (b) we show two fenced
images taken from a video sequence captured by us using a
smartphone. The de-fenced image is shown in Fig. 5 (c).
Note that there are no residual traces of fences in the recon-
structed output wherein all details have been preserved. We
now provide comparisons with state-of-the-art image/video
de-fencing algorithms using video sequences reported from
their works [6, 7, 8]. In Fig. 5 (d), we show the reference
frame taken from a video sequence in [6]. The de-fenced im-
ages obtained using the method of [6] and the proposed al-
gorithm are shown in Figs. 5 (e) and (f), respectively. Note
that de-fenced image obtained using [6] is blurred whereas
the proposed algorithm preserves sharp details. This is evi-
dent in the close-up insets of Figs. 5 (e) and (f). Next, a frame
taken from a video sequence reported in [7] is shown in Fig.
5 (g). In Figs. 5 (h) and (i), we show the de-fenced results ob-
tained by [7] and the proposed algorithm, respectively. Inter-
estingly, using only 2 frames the proposed algorithm achieves
comparable results to [7] which in contrast used 5 frames. Fi-
nally, we perform an experiment on a recent video sequence
reported in [8]. A frame taken from the video is shown in
Fig. 5 (j). The inpained image obtained using [8] is shown
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Fig. 5. (a), (b) Two fenced observations from a video captured
by us using a smartphone. (c) De-fenced image obtained by
the proposed technique. Rows 2 to 4: Comparisons with the
existing image/video de-fencing algorithms. First column:
Sample reference images from video sequences [6, 7, 8], re-
spectively. Second column: De-fenced images obtained us-
ing state-of-the-art image de-fencing methods [6, 7, 8], re-
spectively. Third column: De-fenced results obtained using
the proposed algorithm.
in Fig. 5 (k). The corresponding de-fenced image obtained
using the proposed algorithm is shown in Fig. 5 (l). Observe
that the result in Fig. 5 (k) contains some artifacts whereas the
obtained de-fenced image in Fig. 5 (l) is reconstructed well.
The same can be observed in insets of both the Figs. 5 (k)
and (l), respectively. Note that the algorithm in [8] employed
inpainting technique of [2] for image de-fencing.
5. CONCLUSIONS
In this work, we present a novel algorithm for fence segmen-
tation and removal using a stereo-pair of fenced images cap-
tured with a smartphone. Initially, we harnessed the dispar-
ity cue for robust fence segmentation. We computed the raw
disparity map corresponding to a pair of images using pre-
trained CNNs [10] followed by a series of post-processing
steps for obtaining an accurate fence mask. Subsequently, an
optimization framework is formulated and the ill-posed in-
verse problem of image de-fencing is solved using split Breg-
man iterative procedure assuming total variation of the de-
fenced image as the regularization constraint. We compare
the performance of the proposed algorithm with several state-
of-the-art works for image de-fencing.
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