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Non-technical summary
The aim of monetary policy in most modern economies is maintaining price stability over the medium term. A common problem faced by those responsible for monetary policy decisions is that standard measures of prices are often contaminated by three main types of transitory shocks: i) measurement errors, ii) regular seasonal fluctuations, and iii) other non-monetary factors, such as for example a good or bad harvest. This has prompted economists to suggest the use of 'filtered' versions of published price indexes as measures of underlying inflation.
Two major approaches for filtering a price index have been traditionally adopted. The first approach exploits the cross section dimension, and relies on modifying the weights attached to the different subcomponents of consumer price indexes. The weights are modified so that the more volatile subcomponents of consumer price indexes are either set to zero or assigned smaller values. The second approach exploits the time series dimension of the aggregate price index series, and builds a measure of underlying inflation at a point in time as the weighted sum of observations from the past and the future. The aim of this approach is to isolate the persistent component of aggregate inflation, i.e. that component that does not vanish in future periods but leaves a permanent mark.
In recent work, Kapetanios (2002) proposed a new method of estimating dynamic factor models that exploits both the cross section dimension and the time series dimension. This method is easy to implement and can also accommodate cases where the number of variables exceeds the number of observations. This method forms part of a large set of algorithms used in the engineering literature for estimating state space models called subspace algorithms.
This paper presents an assessment of the reliability of measures of underlying inflation built from subspace algorithms against other measures built from more traditional methods. The power to forecast headline inflation over horizons of 12 to 18 months is adopted as a valid criterion to assess reliability. Empirical results for the five largest euro area countries as well as for the euro area are presented. Results show that measures of core inflation built by means of dynamic factor methods perform well in comparison to traditional measures. This paper also warns that measures of underlying inflation based on methods that ignore the time series dimension of price indexes may fail to cointegrate with headline inflation.
Introduction
Monetary policy in most modern economies aims at maintaining price stability over the medium term. A common problem faced by those responsible for monetary policy decisions is that standard measures of prices are often contaminated by three main types of transitory shocks: i) measurement errors, ii) regular seasonal fluctuations, and iii) other non-monetary factors, such as for example a good or bad harvest. This has prompted economists to suggest the use of 'filtered' versions of published price indexes as measures of underlying inflation, see for example Bryan and Cecchetti (1994) and Vega and Wynne (2001) .
Two major approaches for filtering a price index have been adopted. The first approach exploits the cross section dimension, and in effect acts upon the original series by modifying the weights attached to its different subcomponents. An example in this vein is a study conducted for the euro area HICP by Vega and Wynne (2001) which suggested that a trimmed mean measure of underlying inflation outperforms a measure computed by excluding unprocessed food and energy prices. The second approach exploits the time series dimension of the price index series, and builds a measure of underlying inflation at a point in time as the weighted sum of observations from the past and the future. The justification for this approach follows the suggestion by Blinder (1997) to identify the persistent component of aggregate inflation as an underlying measure of inflation, i.e. that component that does not vanish in future periods but leaves a permanent mark. Bryan and Cecchetti (1993) were the first to propose a method that exploit both the cross section as well as the time series dimension. They proposed to model a vector of subcomponents of the US Consumer Price Index (CPI) by means of a dynamic factor index model. This model has a state space representation, and maximum likelihood methods in combination with the Kalman filter can be implemented to estimate the unknown parameters, along the lines explained in Harvey (1993) . However, maximum likelihood estimation of a state space model is not practical when the dimension of the model becomes too large due to the computational cost. The modelling strategy proposed by Bryan and Cecchetti (1993) is therefore difficult to implement for levels of disaggregation of the subcomponents of the price index finer than the two-digit level. Additionally, their method can not be implemented when the number of observations is smaller than the number of price subcomponents employed. In recent work, Kapetanios (2004) has proposed a new method of estimating factor models based on subspace algorithms that also exploits both the cross section dimension and the time series dimension and, importantly, the method does not require iterative estimation techniques. This makes possible a high degree of disaggregation of the price index series. This method can also accommodate cases where the number of variables exceeds the number of observations as shown also in Kapetanios (2004) . The method forms part of a large set of algorithms used in the engineering literature for estimating state space models called subspace algorithms.
This paper presents an assessment on the reliability of measures of underlying inflation built from subspace algorithms against other measures built from more traditional methods. The power to forecast headline inflation over horizons of 12 to 18 months is adopted as a valid criterion to assess reliability.
2 Empirical results for the five largest euro area countries as well as for the euro area are presented.
The method proposed by Kapetanios (2004) is described in section 2.
Section 3 describes a variety of methods used in the literature to compute measures of underlying inflation. The methods reviewed in this section will be referred to as 'traditional' methods in this paper. Section 4 provides details on the nature of the forecasting exercise conducted to assess the reliability of different measures of underlying inflation and presents the empirical results.
Finally, section 5 concludes.
Dynamic Factor Method
We consider the following state space model. 
where u t and v t are multivariate standard orthogonal white noise sequences.
We concentrate on (1) as it forms the basis for deriving the dynamic factor estimation algorithm.
Subspace algorithms avoid expensive iterative techniques and rely instead on matrix algebraic methods to provide estimates for the factors as well as the parameters of the state space representation. A review of existing subspace algorithms is given by Bauer (1998) in an econometric context. Another review with an engineering perspective may be found in Overschee and Moor (1996) .
The starting point of most subspace algorithms is the following representation of the system which follows from the state space representation (2) and the assumed nonsingularity of D.
where
The derivation of this representation is easy to see once we note that (i) 
in decreasing order. Then, the factor estimates are given byKX p t . More details on the method, including its asymptotic properties, may be found in Kapetanios and Marcellino (2003) . Once an estimate of the factor is obtained then the parameters of the state space model may be estimated using standard regression techniques and the factor estimates in the measurement and transition equations. Thus, it is possible to produce forecasts for the factors.
Dealing with large datasets
Up to now we have outlined an existing method for estimating factors which requires that the number of observations be larger than the number of elements in X p t . Given the work of Stock and Watson (2002) , on modelling very large datasets with factor models, this is rather restrictive. We therefore follow Kapetanios and Marcellino (2003) who suggested a modification of the existing methodology to allow the number of series in X p t be larger than the number of observations. The problem arises in this method because the least squares estimate of F does not exists due to rank deficiency of X p X p where
As we mentioned in the previous section we do not necessarily want an estimate of F but an estimate of the states X p K . That could be obtained if we had an estimate of X p F and used a singular value decomposition of that. But it is well known (see e.g. Magnus and Neudecker (1988) ) that althoughF may not be estimable X p F always is using least squares methods. In particular, the least squares estimate of X p F is given 
Then, the factor estimates are given byÛ mŜ 1/2 m . Method 2, denoted SS2, relies on the singular value decomposition of (
Here the factor estimates are given by X pÛ mŜ
when the number of columns of X p exceeds its number of rows. We therefore see that SS1 essentially decomposes X f , and resembles the approximate dynamic factor methodology of Stock and Watson (2002) based on principal components. The SS2 method, on the other hand is genuinely dynamic in that it exploits the dynamic relationship between X f and X p to estimate the factor.
Measures of Underlying Inflation
Headline inflation will be defined as π t = 100 ln(P t /P t−12 ), where P t is a price index measure. For our purposes, we defined n as the number of subcomponents of the price measure, and w i for i = 1 to n as the weights associated with the i-th subcomponent, it follows that P t = n i=1 w i P i,t where P i,t is the price index for subcomponent i at time t. Dynamic factor measures. Dynamic factor measures of underlying inflation are built from a state space system such as that in (1), where x t is defined as a n × 1 vector with elements x i,t = 100 ln(P i,t /P i,t−12 ) for i = 1 to n. The measure of underlying inflation is the first factor estimate ofFX p t . As stated above, when the estimate of this first factor relies on a singular Excluding measures. These measures simply exclude certain subcomponents of the price index to compute a core inflation measure. This translates into zeroing out some of the weights w i , and scaling the non-zero weights so that they add to one, these newly defined weights, sayw i are then used to compute a new aggregate price index,P t = p i=1w i P i,t for p < n. Four measures, corresponding to four alternative weightings will be tested in this paper. These are defined as follows: i) EX1, excludes the energy components; ii) EX2, excludes energy and food components; iii) EX3, excludes energy and unprocessed food components; and iv) EX4, excludes energy and seasonal food components. Additionally, and following ECB (2004, pp. 27-28) we build a measure that aims at excluding components whose prices are subject to a certatin degree of government control; i.e. this measure excludes administered prices. We will denote this measure as ADM. Edgeworth Index. This measure is defined as EDGE = n j=1 w e j π j,t for j = 1 to n, where the weights w e j are inversely related to the volatility of π j,t , and defined as follows:
Unobserved Component model measure. We adopt the unobserved component (UC) model proposed by Harvey and Jaeger (1993) to extract a measure of underlying inflation. This measure exploits only the time series dimension.
where µ t is a trend component, γ t is a cyclical component and ε t an irregular noise component with standard deviation σ ε . The trend component µ t is for our purposes a measure of underlying inflation, and will be referred to as the UC measure of underlying inflation in this paper. Details on the structure of the trend component µ t and the stochastic cycle γ t can be found in Harvey and Jaeger (1993) . The They adopt an identification strategy similar to that in Blanchard and Quah (1989) , by which they assume that the first kind of disturbance has no impact on output in the long run. Underlying inflation is defined as the movements in inflation associated with this first disturbance. This measure will be denoted as QV in the paper. 
Empirical Results
Figures 1 and 2 display the year on year changes in % the HICP for the euro area and largest five countries of the euro area, which we define in this paper as the measure of headline inflation. There is no doubt that a measure of underlying inflation represents an appealing concept for monitoring price developments because it removes those 4 Note that the theoretical analysis of Kapetanios and Marcellino (2003) on dynamic factor models is carried out for stationary models. Nevertheless as they discuss in the conclusion, their results on consistency of factor estimates readily extend to unit root nonstationary processes. Tables 3 reports the forecasting performance of the dynamic factor methods against the traditional methods. With the exception of Germany, the dynamic factor methods provide always either the best or close to best performance. Those methods that perform best for Germany display a rather bad performance in France, Italy, the Netherlands, Spain and the euro area. This is not the case for the subspace method SS1, which does not have a very low ranking for Germany either. The performance of the SS1 method is always very good with the exception of Germany.
Conclusion
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