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Abstract 
For the multidimensional Dirichlet problem of the Poisson equation on an arbitrary compact domain, this study 
examines convergence properties with rates of approximate solutions, obtained by a standard difference scheme over 
inscribed uniform grids. Sharp quantitative estimates are given by the use of second moduli of continuity of the second 
single partial derivatives of the exact solution. This is achieved by employing the probabilistic method of simple random 
walk. 
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time; uniform grid; Lipschitz class; arbitrary domain 
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1. Introduction 
Consider 52 c Rd, L 2 1, an open subset with compact closure a and regular boundary X2, and 
the Laplacian d := xi= 1 azi. The Dirichlet problem in Sz has a solution ZJ on fi so that 
AU(X) = -f(x), Vx E !2, 
lim U(X) = q(y), Vy E asz, 
X+Y 
where f, q are appropriate real-valued functions defined on Q, X2, respectively. Let !& be the 
inscribed in !2 uniform grid of mesh size h = l/n, II E N, with boundary X2,,. Also, we consider the 
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discrete Dirichlet problem of finding uh such that 
&u*(x) = -f(x), v’x E QfI, 
#L(x) = (P(x), vx E 8Q!l, 
where 
d&(x):= K2 
C 
4: l&(x + he/o - 2&(x) 1 , ~J’xEal, k=l 
is the discrete Laplacian. Here ek is the natural basis in [w”. Using the probabilistic method of simple 
random walk we are able to prove that 
(i) 11 uh - u /Iah d $ cf= 1 61)2,@, 8Eiu) + &, where 11 * (Iah is the supremum norm in a,. 
Here a2, i is the second modulus of continuity of the second single partial of u with respect t0 pi 3 
i=l 3 *.. > 4; and Dk = Distance@, nh) + 0 as h + 0; see Theorems 3.1 (case of Dh = 0) and 5.1. 
When Sz = (x: 0 < xi < l}, case of Dh = 0, inequality (i) is proved to be sharp using a similar 
method as in [l]; see Theorem 4.2, along with Remark 3.1. 
Our work has been greatly motivated by the pioneering very important work of Btittgenbach et 
al. [l]. There the above authors worked on a square and produced basic results for the two- 
dimensional Dirichlet problem, whose generalizations in [We are found in this article. Their method 
was purely analytical and totally different than our probabilistic approach. 
2. Background 
2.1. Dirichlet problem: continuous case 
Let 0 c IWt be an open subset with compact closure fi and A = a:, + .+. + a$ be the bqdacian. 
The Dirichlet problem in Sz consists in finding a function u on fi such that for given functions J; 
defined in Sz, and cp, defined on aa, we have 
1 44 = -f(x), x E i-2, lim,,,u(x) = q(y), vY E asz. 
It is a well-known fact [4, pp. 8,49,85] that if a has a regular boundary (for example, ati is 
a smooth surface) and f is a bounded locally Holder function and tp is a continuous functisn than 
the problem (1.1) has a unique solution u(x), which can be represented in the form 
44 = G f(x) + ~acp(4, U-2) 
where 
Go f(x) = s gab, y)f(y) dy, (1.3) sa 
fb&) = s aR CP(Y)&(X, dy) (1.4) 
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are the Green potential of the function f and the harmonic in $2 function with boundary values q, 
respectively. In (1.3), gQ(x, y) is the so-called Green function of D which is determined uniquely by 
the following properties: 
(i) dg,(x, y) = - 6(x - y), x, y E &?, where 6 is the Dirac delta function, 
(ii) g&y) = 0, xEdQoryEdSZ. 
The kernel ZI,(x, dy) is the so-called harmonic measure of domain Q or Poisson kernel of 9, and 
if da is a smooth surface then nn(x; dy) = HQ(x, y) d C, where da is a surface measure on da. The 
function 17*(x, y), x E 9, y E XJ can be defined by the following relation: 
~,(x,Y) = L gn(X,y), x E Q, Y E aa, (I.9 
where d/an is the normal derivative at the boundary X?. 
Following the main idea of this paper we briefly give here the important probabilistic counter- 
part of the analytical facts mentioned above. We refer the reader to [4-61. Let (x,, P”), x E Re be the 
Wiener process in R” starting at the point x. Denote by zn the first exist time of Q, 
zn:= inf{t > 0: x, E Re\Q}. 
As usual, we denote by E,F(co) the mathematical expectation corresponding to the measure P”. We 
have 
GR f(x) = & (S,‘“f(x,)ds), (1.6) 
Hncp(x) = E&&J, 7~ < ~1. (1.7) 
In particular, if s2 = {x: 1x1 < R) is a ball of radius R then it is easy to see that the function 
u(x) = (1/2/)(R2 - x2) is a solution of the following Dirichlet problem 
1 
Au(x) = - 1, x E 0, 
u(x) = 0, xEaf2. 
Thus, Gal(x) = (1/2t)(R2 - x2) and we finally find that 
E, [zn] = & (R2 - x2) < $ R2. U-8) 
As an easy but important consequence of this fact, we find that for each bounded domain Q the 
corresponding first exist time zn is finite almost surely and Exzn < (1/8/)d& where & is the 
diameter of 0. Indeed, let CJ’ be a ball of the radius 3 da such that Q c Q’. Then zn < zQ, and we find 
Another useful fact we would like to mention here is the following property. Let Q2, c Sz be an 
increasing sequence of subdomains of D such that u” a 1 Al,, = 52. Let for each h 2 1 z, be the first 
exit time of R,. It is clear that z1 < z2 < ... < zg. Using the continuity of the sample path t -P xt 
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we easily find that 
lim z,=zQ. 
n+m 
Now suppose that the function q(x) is well defined in some neighborhood of 352 and is Lipschitz 
continuous there. Denote by u, the solution of the Dirichlet problem in 52, with functionsf, =fln. 
and qn:= q Ian,. We estimate the difference u - u, on the fixed compact K c 52. By (1.6),(1.7) we 
have 
14x) - u,(x)1 B & ([::‘If(xt)l d,) + LbkJ - cp(x,J 
G II f llcw%(~ R - L) + LR. J% I x,, - x,m I 
G Ilf II c~~&b - 4 + LR. &x(x,, - xJ2 
= Ilfllc~n~Lh - 4 + Lfi.$%i=% 
where Lo := sup( I q(x) - rp( y) I /I x - y 1) is the Lipschitz constant of cp. Thus, if we denote by 
then we derive the following estimate: 
Thus, using the fact that &,(k)JO as y1 --f co we find 
“,!Kp I44 - %(4l N L’&(f9. (1.10) 
We note that (1.10) gives us the estimation of the speed of the convergence U, --f u in the geometrical 
terms {6,(K)}. 
2.2. Dirichlet problem: discrete case 
Let Zd be an L-dimensional integer-valued lattice. This lattice consists of points (vectors) of the 
type x = xlel + a.. + x,e,, where el, . . . ,ed comprises the orthonormal basis of R’, and the 
coordinates x1, . . . , xe are arbitrary integers. Increasing or decreasing one of the coordinates by one 
unit and leaving the other coordinates unchanged, we obtain the 2e neighboring lattice points to x. 
Let B be a subset of points of a lattice Zd. We call a point x .$ B a boundary point for the set B if at 
least one point of the type x f ek belongs to B. The collection of boundary points of the set B is 
called the boundary of B, denoting it aB. 
Let f be a function defined at the points of a lattice Ze. We set 
Pf(x):= & C f(x f ek). 
k-l 
It is logical to call P the averaging operator. It is well known that the linear operator P - E, where 
E is the unit operator, is the discrete analog of the Laplacian A. Indeed, for a sufficiently smooth 
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function f(x) specified over the space R’, 
df(X) = lim Ci= 1 f(X f hek) - 2df(X) 
h2 > h+O 
so that the Laplacian is obtained by passing to the limit from the operator P - E as the lattice is 
infinitely partitioned. 
Let 0 c Ze be a finite subset (i.e., cardinality la1 < co). The Dirichlet problem in Sz consists in 
finding a function u(X), X E 0 u&? such that for given functions f defined in Sz and q defined in 8Q 
we have 
I (P - E)u(x) = -f(x), x E 52, 44 = cpw, XEaQ. (2.1) 
First of all we note that if u1 and u2 are two solutions of the problem (2.1) then u1 = u2. This fact 
follows immediately from the well-known minimum principle [6, Ch. 1, Problems 18,191: if Sz is 
connected, i.e., each two points x, y E Q can be connected by a chain of points x1 = x, 
X2, ... , x, = y from 0, such that each of the differences xi - Xi-1 = f ek for some k < 8, u is 
a function on s2 such that Pu < U, and u reaches its minimum value on 52uaO at a point x E Q, then 
u is constant on Q&Q. Next our remark concerns the decomposition u = u1 + u2 of the solution 
u of the problem (2.1), where 
I 
(P - E)&(X) = -f(x), x E sz, 
%(X) = 0, XEaQ, 
(2.2) 
(P - E)u2(x) = 0, x E Q, 
f42b) = d49 XEan. 
(2.3) 
This decomposition is a discrete analog of the decomposition (1.2). Following the same reasoning 
as in Part 1 of this paper we give the probabilistic representation of the “discrete” Green potential 
u1 := Gn fand the “discrete” harmonic function u 2 := HO q. In this part of our exposition we follow 
the monographs [6,7]. 
A simple random walk on the lattice Z” is a random process (x(n), P) with values x(u) E ZL such 
that the increments x(n + 1) - x(n), IZ = O,l, . . . , are independent identically distributed random 
variables and 
P(x(1) - x(0) = 
It is easy to see that 
x) = 
1/2L when x = f ek, 
0 when x# fek. 
for each bounded function f(x) 
W-(x(l)), 40) = 4 = Pf(4, 
and more generally 
E(f(X(n)), X(O) = X) = P”f(X). 
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Fix the finite subset Sz c Z’ and let zn be the time of first visit of the “particle” x( .) to the set Ze\Q 
(first exist time of a). Following [7, p. 1071 we introduce the next functions, 
Qdn; x, Y) = 
P(x(n) = y, n c q&x(O) = x),x,y E f2 
0 otherwise, 
(2.4) 
ga(x, y) = : Qnb, x, Y), (2.5) 
n=O 
&&,Y) = 
P(X(ZQ) = y, zg c qx(0) = x);x E 0, y E as2, 
WPY) otherwise. 
(2.6) 
Define also the following operators; 
Go f(x) := C f(yh(x, Y), (2.7) 
YEQ 
mPw := c dY)HB(X9 Y). 
ysao 
(2.8) 
The proofs of the following basic facts can be found in [6, Ch. 1, Problem 21; 7, p. 1081. 
(A) The function Gn f(x) gives the unique solution of the problem (2.2) and the following 
representation of Gn f holds true: 
I 
m-1 
Go f(x) = E C f(x(W;x(O) = x (2.9) 
k=O 
In particular, 
Gal(x) = E&t;x(O) = x}. 
(B) The function iYncp(x) gives the unique solution of the problem (2.3). 
An auxiliary result that is needed for later follows. 
(2.10) 
Theorem 2.1. For every function u on SZvdQ, the following inequality holds true: 
llulln GcDIIV’-EE)UIICJ + ll~llan, 
where (Iu~(~:= max{Iu(x)(, x E SzuasZ} and co:= max,,,Gnl(x). 
Proof. Define the following functions: 
f(x):= - (P - E)u(x), x E Q 
cp(~) := u(~), x E an. 
Then we have 
(i) (P - E)u(x) = -f(x), x E f2, 
(ii) U(X) = q(x), x E as2. 
(2.11) 
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By (A) and (B) we get that 
44 = Gn f(x) + &(~(4. 
From this identity we immediately find that 
II u 110 G II Go1 Iln II f 110 + II &(P IIR 
d cc2 II (P - au Iln + II cp llan 
= cc2 II (P - au IIR + II 24 Ilan. Cl 
The following result turns out to be useful in our further considerations. 
Theorem 2.2. Let Q be a jnite subset of 2’“. Denote NQ := sup{ Ixil, i= 1, . . . , L, (x1, . . . , xc) E Q}. 
Then 
cQ = sup { Gn 1 (x), x E a} < /(IV, + 1)2. 
Ifa = ((Ix,, . . . ,x() E Z/:1 < Xi < Nn, i = 1, . . . ,/} then &O 
Proof. Let fi = {x E Z”: I x1 I d NR} be a minimal slab that contains 9. Then closely zn < zg and 
consequently 
Gal(x) = E{zn, x(O) = x} 
< E{zii,x(0) = x} = Gfil(x). 
Now note that for each 2 d k d e and x E a we have 
Gal& + ek) = Gal(x), 
thus Gfil(x) = Gfil(x,,O, . . . ,O). Let Pi be the average operator for the one-dimensional random 
walk on Z! := {nei, y1 = 0, f 1, . . . >. Then it is clear that 
P - E = f ,i (Pi - E). 
1-l 
Using these remarks we find that the function m(xI) := Gel is a solution of the following 
one-dimensional Dirichlet problem: 
(PI - E)m(x) = - 8, - NO < x $ NQ, 
m(x) = 0, x = f (N&J + 1). (*) 
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Now consider the function n(x):= 8. [(No + 1)’ - x2], 1x1 < N nandn(x)=O,Ixl = +(N,+ l).It 
is easy to see that the function n(x) is a solution to the Dirichlet problem (*). Thus, by uniqueness, 
m(x) = n(x) and we finally find 
co = II Gnllls2 d IIGal llii d f(Na + U2. 
To prove the lower bound cn 2 $d(NSz + 1)2 for the grid a = {x, lxil < NQ, i = 1,2, . . . , t} we 
use the same method. Namely, we consider the function U(S) := sin (7cs/(Nn + 1)) and denote by 
a(X):= fi U(Xi)p XEiP. 
i=l 
Then we have 
(J’ - E)%(x) = f i (Pi - E)‘J(xi) ( n Ua)). 
i-l k#i 
NOW we compute (Pi - E)u(xi) for IxiJ < Nn, 
= sin (Nz: 1) cos (N,n+ 1) - sin (NTi 1) 
n: . 
= - 2sin2 2(Nn + l) sm 
7TXi 
(NQ + 1) * 
Thus, we find that 
(P - EPW = - 2 sin2 2tNR+ 1) e(x), 
n > 
and moreover 
4?(x) = 0, x E X?. 
Now we apply the inequality (2.11): 
0 < I( % Iln < co2 sin2 2(NR+ 1) ll~lln d cc22 ‘j’ (N R R : 1)2 lI@lln, 
and finally we find 
The proof is finished. 0 
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3. Main results 
3.1. Approximation on the uniform grid 
We consider the Dirichlet problem in the open unit square 9:= {x E Rd: 0 < xi < 1, 
i = 1,2, . . . ,e> 
i 
Au(x) = -f(x), x E L?, 
u(x) = CPM xEaf2, 
(3.1) 
with cp continuous and f a bounded locally Holder function. In what follows, we restrict our 
treatment to those problems (3.1) for which u E C(“)(a). 
Let h = l/n with n E N, the set of natural numbers. An approximate solution &,, defined on the 
uniform grid 
and 
Q2,:= ahno, a@, = ahndfi, 
is obtained as the solution of the discrete counterpart to (3.1): 
1 
AhUh = -f(x), x E ah, 
Uh(X) = dx), X E a&$,, 
where the “discrete” Laplacian Ah is given by 
dkUk(X):= h-2 i uh(x + hek) - 2&,(x) . 
k=l 1 
(3.2) 
The case of the dimension 6’ = 1,2 was investigated in [ 1,2]. Our main goal is the investigation of 
this problem for arbitrary / > 1. Our main results resemble those of the above pioneering papers. 
However, our proving method is the one of random walk which seems to us very natural, and it is 
a totally different approach than the one used in the above references. 
We denote hZe = {x = hz, z E Z!‘} and consider {x&&P} the simple random walk on the 
h-lattice hZe 
xh(n) := hx(n), 
where x(n) is the simple random walk on the lattice Ze. Corresponding to {x,,(n),P} values and 
operators we attach the index h. Thus, for example, the average operator Ph has the following form: 
phu(x) = ‘+(%(l)), %I@) = x} 
= & 4: u(x f hek). 
k-l 
It is easy to see that with these notations the discrete Laplacian Ah has the following form 
Ah = 2&h-‘(Ph - E). 
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Now applying the results (A) and (B) of Section 2 we see that the problem (3.2) has a unique 
solution uh which can be represented in the form 
In what follows, we will use the notation G,,, Hh and, etc., instead of Gah,h,HRI,A and, etc. 
According to this argument the important inequality (2.11) takes the following form: 
II 2.4 lh d 3 II dhu 11% + II 24 IIan,. (3.4) 
Indeed, by application of (2.11) and Theorem 2.2 we get 
II u IlRh G cc2 II (PII - E)u llnr + II 24 h 
d &I2 & h2 I/ AhU l/O,, + II 24 lIdoh 
= 3 II AhU IIn* + II u Ilanhe 
Next we apply inequality (3.4) to uh - U, where uh and u are the solutions of (3.2) and (3.1), 
respectively, and we obtain the following error estimate: 
II % - u llnh d f 11 dh(h - U) lloh + II uh - U Ilao,, 
= 3 II -f- &&,, = 3 I/ Au - dhu lb,,, 
i.e., we have 
II&~-~lliih= IIUh-UllQh dtIldu-~hull&* (3.5) 
Now the rate of convergence of uh -P u as h -P 0 can be measured via the second partial moduli of 
continuity Oz,i, i = 1, . . . , t, where Oz,i(6, v) is defined for u E C(a) by 
02,i(8, V) := SUP{ IV(X + hi) - 2V(X) + U(X - ki)(: 
X,Xf2hiEQl;1I <a}. 
Theorem 3.1. Suppose that the solution u of the problem (3.1) satisjes u E C’(a). Then for the 
solution uh of the problem (3.2) the following inequality holds true: 
II uh - U lla,, G d 1 a,,i(h, Z,u)* 
i=l 
Proof. We follow [7, Theorem 21. For u E C’(B) and 1 d i d e one has 
U(X f hei) = U(X) _+ ha,,u(x) + 
s 
h (h - s)~~~u(x f Sei) ds, 
0 
which implies 
(Ph,i - E)U(X) = 3 J: (h - S) [a:U(X + Sei) + dziU(X - Sei)] ds. 
(3.6) 
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Thus, 
A~u(x) = 2k’he2(Ph - E)u(x) = 28hv2 i .i (Ph,i - E)u(x) 
L-l 
= h-2 s h (h - S) i [~;,u(x + sei) + ~~,u(x - sei)] ds, 0 i=l 
and finally we find 
ILlu(x) - &A(X)I < h- 2 
s 
h (h - S) i ld~,U(X + Se;) 
0 i=l 
- 28,‘,~(~) + i?ziu(x - sei)l ds 
d h-2 
s 
h(h-s)ds ; 02, i(k a,‘,~) 
0 i=l 
=t; u,,i(h, Z,u), 
i=l 
which with (3.5) imply (3.6). 0 
Remark 3.2. The estimate (3.6) is sharp, i.e., there exists a function u such that 
IiF Ff 11 u - &, llah 
i 
i 02,i(h,dziU) > 0. (3.7) 
i=l 
Indeed, choose u(x) := x’: and compute the left- and right-hand sides of the inequality (3.6). We have 
AU(X) = 12x:, (3.8) 
&U(x) = h-2[(x1 + h)4 + (x1 - h)4 - 2x;] = h-2(12x:h2 + 2h4) = 12x: + 2h2 (3.9) 
and 
h(X) - &d(X) = - 2h2. (3.10) 
Now we apply (3.3) and (3.10) to the function u - uh which equals zero on a& and we get 
U(X) - t&(x) = - & h2Gh(&J - &u,)(x) = - & h2Gh(&U - h)(X) 
= - $ h22h2Ghl(x) = -; &l(X). (3.11) 
Thus, by (3.11) and Theorem 2.2, we have 
(3.12) 
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On the other hand, 
i o,,i(h, a,‘,U) = w,,i(h, a,“,u) = 24h2, 
i=l 
(3.13) 
thus, (3.12) and (3.13) imply (3.7). 
4. Sharpness of the error estimates for a Dirichlet problem 
As it was mentioned in Remark 3.1 the error estimate (3.6) is sharp, i.e., there exists a function 
u such that 
The fact that (3.6) is sharp with regard to the rate of convergence is now established in connection 
to general Lipschitz classes, determined by an abstract modulus of continuity, i.e., by a function o, 
continuous on [0, co) such that 
0 = w(0) < w(s) < o(s + t) d o(s) + o(t), s, t > 0. 
Here we follow the same technique applied in the papers [l, 21, which were devoted to the cases 
of the dimension e = 1,2 and we establish the corresponding fact for arbitrary dimension / 2 1. 
Our reasoning is based on the following variant of a uniform boundedness principle [3]. For 
a Banach space (X, I/ * II), let X* be the set of sublinear bounded functionals in X. 
Theorem 4.1. Suppose that for given {Tn}neN c X* and {L&,6 > O> c X* there are {gn}nPN c X 
such that 
I/&III d CI, n = 132 7 a*. 3 
lim sup II T,g, II > 0 n+cc 
and 
m ISagnl d Czmin l,T , 
{ I 
n = 1,2, . . . , 
n 
where o(6) is a strictly positive function on (0, CD), and {(P~},,~~ is a strictly decreasing 
with lim, + co (P,, = 0. Then for each modulus of continuity co as above, satisfying 
(4.1) 
(4.2) 
(4.3) 
real sequence 
lim o(t) = ~0 
t-0 t 
7 (4.4) 
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there exists an element f. E X such that 
I&fwI d C,*~(O)), 0 < 6 < 1, 
limsupl T, fJl~(qJ > 0. n-+m 
(4.5) 
(4.6) 
Next comes our optimal result. 
Theroem 4.2. For every modulus of continuity w there exists a function u, E C’(a) such that 
(4.7) 
limw II u, - u,,h Ild4h2) > 0. 
h+O 
(4.8) 
Proof. To apply Theorem 4.1 we denote by 
x:= c”(a), 
x9:= ; c&s,a;,u), 0 < 6 < 1, 
i=l 
and 
gJx):= ne2 4: sin2 7VlXi, x =(x1, . . . ,xl)Ei2, nE N. 
i=l 
Then (4.1) is satisfied with cl = z!. Since g”(x) = g&x) for x E dOh, h = l/n, and dgn(x) = 27c2d, 
dhgn(x) = 0 for x E Qh one has (cf. (3.3)) 
Tngn = & II G&(gn - gn,d IIR~ 
= $p II Gcd&gn - dhgn,h) lb, 
= & 11 %&hQn - A Qn) lln,t 
= $$j II Gn,) IlR,, = n2h2 II GnJ llnh a ; > 0. 
The last inequality comes from Theorem 2.2 and hence condition (4.2) is satisfied. To verify the 
condition (4.3) we observe that 
Sag,, < 8x24, (4.9) 
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furthermore, 
Ssgn < 2d2 C II a,“,g, Iln < d2n2 167.~~8, 
i=l 
(4.10) 
which yield (4.3) with o(6) := 27=c2d2 and q2 := n- 2. Thus, we are able to apply Theorem 4.1 and 
(4.7)-(4.8) are established. 0 
5. Remarks concerning the case of a general domain 52 c R” 
Let D be a domain in Re with a compact closure fi and with a smooth boundary i3Q. Without 
loss of generality, we can assume that Sz c {x: 0 < sup xi < 1, i = 1, . . . ,k’>. For h = l/n, let 
Sz,, := S2nhZe. For given functions f and q which are assumed to be Holder ones in some 
neighborhood of fi we consider the Dirichlet problem 
( 
Mx) = -f(x), XE 0, 
lim, +Y u(x) = cp(Y), Y E dQ2, 
(5.1) 
and its discrete counterpart 
i 
&%(X) = -f(x), x E Q/I, 
%(X) = (J+), x E aah. 
(5.2) 
A related result follows. 
Theorem 5.1. Suppose that the solution u of the problem (5.1) satisfies u E C’(o). Then for the 
solution uh of the problem (5.2) the following inequality holds true: 
i/uh - UibQ, G; ,c u,,i(h, ad +  Dhy (5.3) 
1-l 
where D h - suP.x~&~, as h + 0. 
Proof. We just apply the estimate (1.10) and the results of Sections 2 and 3, which are valid to the 
case of f12h of a general configuration. 0 
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