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Abstract
In an era dominated by the topic big data, in which everyone is confronted with spying
scandals, personalized advertising, and retention of data, it is not surprising that a topic as
compressed sensing is of such a great interest. In short, and in the words of Galileo Galilei,
‘measure what can be measured...’, a huge amount of data is collected and stored such
that the comparatively small data storage is a major problem. A well-known example is
the digital archive of the Federal Bureau of Investigation (FBI): it consists of 200 million
fingerprints which are meanwhile stored in compressed manner and due to the wavelet
transform no essential characterizations get lost by reconstructing the compressed data.
Compressed sensing has a similar intention: assuming that data only consists of few
components, then just these components need to be stored. For instance, not every pixel
in a noiseless image needs to be stored, in many cases it is sufficient to store the non-zero
elements of the gradient of that image. Thus, the field of compressed sensing is very
interesting for problems in signal- and image processing. Similarly, the question arises
how many measurements are necessarily required to capture and represent high-resolution
signal or objects.
In the thesis at hand, the applicability of three of the most applied optimization prob-
lems with linear restrictions in compressed sensing is studied. These are basis pursuit,
analysis `1-minimization und isotropic total variation minimization. Unique solutions
of basis pursuit and analysis `1-minimization are considered and, on the basis of their
characterizations, methods are designed which verify whether a given vector can be re-
constructed exactly by basis pursuit or analysis `1-minimization. Further, a method is
developed which guarantees that a given vector is the unique solution of isotropic total
variation minimization. In addition, results on experiments for all three methods are pre-
sented where the linear restrictions are given as a random matrix and as a matrix which
models the measurement process in computed tomography.
Furthermore, in the present thesis geometrical interpretations are presented. By con-
sidering the theory of convex polytopes, three geometrical objects are examined and placed
within the context of compressed sensing. The result is a comprehensive study of the geom-
etry of basis pursuit which contains many new insights to necessary geometrical conditions
for unique solutions and an explicit number of equivalence classes of unique solutions. The
number of these equivalence classes itself is strongly related to the number of unique so-
lutions of basis pursuit for an arbitrary matrix. In addition, the question is addressed
for which linear restrictions do exist the most unique solutions of basis pursuit. For this
purpose, upper bounds are developed and explicit restrictions are given under which the
most vectors can be reconstructed via basis pursuit.
I
Zusammenfassung
In Zeiten von Big Data, in denen man nahezu ta¨glich mit U¨berwachungsskandalen, per-
sonalisierter Werbung und Vorratsdatenspeicherung konfrontiert wird, ist es kein Wunder
dass ein Forschungsgebiet wie Compressed Sensing von so grossem Interesse ist. Frei nach
den Worten von Galileo Galilei, ‘alles messen was messbar ist ...’, werden so viele Daten
erhoben und gesammelt, dass die vergleichsweise geringe Datenspeicherkapazita¨t ha¨ufig
ein enormes Problem darstellt. Ein bekanntes Beispiel dafu¨r ist das digitale Archiv des
Federal Bureau of Investigation (FBI), das u¨ber 200 Millionen Fingerabdru¨cke verwaltet
und diese mittlerweile dank der Verwendung der Wavelettransformation in komprimierter
Form speichern kann, ohne dass bei der Wiederherstellung der Daten essenzielle Merk-
male verloren gehen. Compressed Sensing ist a¨hnlich ausgerichtet: Man geht davon aus,
dass Daten aus nur wenigen wesentlichen Merkmalen bestehen, die gespeichert werden
mu¨ssen. Zum Beispiel muss bei rauschfreien Lichtbildern nicht jeder Pixelwert einzeln
gespeichert werden, in vielen Fa¨llen reicht es vollkommen die von Null verschiedenen
Werte des Gradienten des Bildes zu speichern. Daher zeigt sich Compressed Sensing ger-
ade fu¨r Probleme der Signal- und Bildverarbeitung a¨ußerst interessant. In a¨hnlicher Weise
stellt sich die Frage, wie viele Messungen tatsa¨chlich no¨tig sind, um ein Signal oder ein
Objekt hochaufgelo¨st darstellen zu ko¨nnen.
In der vorliegenden Arbeit wird die Anwendungsmo¨glichkeit von drei in Compressed
Sensing verwendeten Optimierungsprobleme mit linearen Nebenbedingungen untersucht.
Hierbei handelt es sich namentlich um Basis Pursuit, Analysis `1-Minimierung und Isotropic
Total Variation. Es werden eindeutige Lo¨sungen von Basis Pursuit und der Analysis `1-
Minimierung betrachtet, um auf der Grundlage ihrer Charakterisierungen Methoden vor-
zustellen, die Verifizieren ob ein gegebener Vektor exakt durch Basis Pursuit oder der
Analysis `1-Minimierung rekonstruiert werden kann. Fu¨r Isotropic Total Variation wer-
den hinreichende Bedingungen aufgestellt, die garantieren, dass ein gegebener Vektor die
eindeutige Lo¨sung von Isotropic Total Variation ist. Daru¨ber hinaus werden Ergebnisse zu
Experimenten mit Zufallsmatrizen als linearen Nebenbedingungen sowie Ergebnisse zu Ex-
perimenten mit Matrizen vorgestellt, die den Aufnahmeprozess bei Computertomographie
simulieren.
Weiterhin werden in der vorliegenden Arbeit verschiedene geometrische Interpreta-
tionen von Basis Pursuit vorgestellt. Unter Verwendung der konvexen Polytop-Theorie
werden drei unterschiedliche geometrische Objekte untersucht und in den Zusammenhang
mit Compressed Sensing gestellt. Das Ergebnis ist eine umfangreiche Studie der Geometrie
von Basis Pursuit mit vielen neuen Einblicken in notwendige geometrische Bedingungen
fu¨r eindeutige Lo¨sungen und in die explizite Anzahl von A¨quivalenzklassen eindeutiger
Lo¨sungen. Daru¨ber hinaus wird der Frage nachgegangen, unter welchen linearen Nebenbe-
dingungen die meisten eindeutigen Lo¨sungen existieren. Zu diesem Zweck werden obere
Schranken entwickelt, sowie explizite Nebenbedingungen genannt unter denen die meisten
Vektoren exakt rekonstruiert werden ko¨nnen.
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Solving a linear system of equations Ay = b with a full rank matrix A ∈ Rm×n and a
right-hand side b ∈ Rm provides three situations: there is no solution, there is exactly
one solution, or there are infinitely many solutions. If the matrix A is underdetermined,
that is m < n, only the third situation occurs. This means that, in general and without
any further assumptions, it is difficult or impossible to reconstruct a given vector x∗ ∈ Rn
from b ≡ Ax∗. Since in several applications only solutions are required which satisfy a
certain model, the restriction to specific properties may reduce the number of possible and
desired solutions – ideally, only one solution x∗ is left. In signal processing, if the infor-
mation acquisition process is linear and the underdetermined matrix A models the linear
measurement process, one speaks frequently of compressed sensing. This term stands for a
research area in which an object is captured perfectly by a small number of measurements.
The research on non-adaptive compressed acquisition of data has been concerning
many researchers since the beginning of the new millennium. For example the use of
standard methods in x-ray computed tomography for medical diagnosis requires many
measurements which are used to get good image quality and a precise insight into the
patient’s body. But a high x-ray dose may have impact on the patient’s health, that is
why there is great interest in using as few as possible measurements. As one may observe
in Figure 1.1, with the use of a specific solver method, only few measurements are sufficient
to reconstruct the considered object in perfect image quality from measured data. This
means that although a large number of measurements is sufficient to capture an object
perfectly, under certain circumstances many of these measurements are redundant. In the
following, the term redundancy stands for the quotient of the number m of measurements
divided by the length n of the signal, i.e. m/n. An other issue to note is that capturing
a high-dimensional signal is very expensive in time and memory. To that end, the direct
acquisition of a compressed version of a signal or an object via significantly fewer measured
data than the dimension of the signal is an important topic in modern applied science.
Three models of solutions concerning compressed sensing came to the fore which all
have in common that only little information is required to represent a signal of interest.
In these models, the location of the required information is not known a priori; the term
sparsity is mostly associated with these models. One of the main challenges in compressed
sensing is to study the measurements with regard to the corresponding model. This task
brings two perspectives of research which are relevant in dependency of the object of
research. On the one hand, the task is to design a matrix A ∈ Rm×n for an arbitrary
n and the smallest possible m such that all vectors x∗ ∈ Rn of a certain model can be
reconstructed exactly from b ≡ Ax∗. The advantage of such a matrix may bring, for
example, new techniques to compress data, but the feasibility of such new techniques
1
2 1.1 Sparsity in Compressed Sensing
Figure 1.1: Computed tomography reconstructions of a disk-shaped, two-dimensional object with
n ≡ 812 pixel arrays; the measurements are modeled by A ∈ Rm×812 with m ≡ 320 measurements.
On the left-hand side, the original object x∗ is given; in the center the solution with smallest
`2-norm is given; on the right-hand side, the solution with the smallest `1-norm is given. For a
unique solution of Ay = Ax∗, it is necessary that A consists of at least m ≈ 812 measurements,
but less than half are sufficient to capture the object. The experiment is described on page 110.
depends strongly on whether A can be constructed in appropriate time. On the other
hand, the task is to identify a model of solutions such that for a given measurement
matrix A ∈ Rm×n, all x∗ ∈ Rn which satisfy this model can be reconstructed from the
measured data b ≡ Ax∗. The present thesis contains both perspectives.
1.1 Sparsity in Compressed Sensing
A classic model used in compressed sensing is that solutions are considered which have
only a few non-zero entries. The model behind this assumption considers that each vector
can be represented as a non-negative, linear combination of elements of a set A, and that
such a representation can be made by only a few elements of A, not all. This means that,
for a given set A ⊂ Rn, an element y ∈ Rn is related to the model concerning A if there





Such a vector y is called sparse. As their chemical analogue, the elements in A are called
atoms, the set A itself is mostly named atomic set [38] or, as in similar applications [52],
dictionary. In fact, the results on regularization methods with sparsity constraints [46] for
ill-posed, inverse problems [74] suggest that their solutions can be compounded by only a
few atoms [125].
Let B denote the standard basis in Rn and consider the atomic set E ≡ B ∪−B. With
the notation that |I| describes the cardinality of a finite set I, a vector y ∈ Rn which
satisfies (1.1.1) with a finite subset S ⊂ E and a non-negative sequence {qe}e∈S is called
k-sparse if k ≡ |S|. Further, the cardinality of such a set S is also called sparsity. Let
A ∈ Rm×n be a matrix with m < n, let x∗ ∈ Rn, and let |y|0 denote the number of
non-zero entries of y ∈ Rn. The number |y|0 coincides with the smallest number of atoms
in E , denoted by S, such that (1.1.1) holds for a non-negative sequence {qe}e∈S . To find a
solution of the linear system of equations Ay = Ax∗ with the smallest number of non-zero
entries, the sparse optimization problem with affine constraints
min
y
|y|0 subject to Ay = Ax∗ (L0)
Chapter 1. Introduction 3
is considered. Since the problem (L0) is, in general, NP-hard, cf. [67, Section A6, Mp5],
it is of peculiar interest to replace | · |0 by a more computational tractable function.
Incorporating the decomposition in atoms, a good substitute might be the gauge function
[109, Example 3.50] of E , i.e.
‖x‖E ≡ inf
{
t > 0 : t−1x ∈ conv(E)} for x ∈ Rn,





ca : x =
∑
a∈E
caa, ca ≥ 0 ∀a ∈ E
}
,
which corresponds to the `1-norm, cf. [38]. The convex hull conv(E) is equal to the
cross-polytope. Indeed, the `1-norm appears to be a good substitute for | · |0: the problem
min
y
‖y‖1 subject to Ay = Ax∗ (L1)
can be attacked by using linear programming, cf. [22], and, therefore, it is computational
tractable, cf. [100]. The problem (L1) is called basis pursuit. One may observe in the
example given in Figure 1.2 that, on the left-hand side, the two-dimensional cross-polytope
touches the one-dimensional affine space of solutions of the linear equation only in one
coordinate: x2. This means that a solution of (L0) coincides with the solution of (L1).
Replacing the `1-norm in (L1) by the `2-norm may lead to the situation in the center of
Figure 1.2: the `2-ball touches the affine space of solutions in both coordinates. Hence,
the solution x`2 of Ay = b with the smallest `2-norm does not coincide with a solution of
(L0). As stated in [38, Proposition 2.1], a vector x∗ ∈ Rn solves (L1) uniquely if and only
if the intersection of the null space of A and the tangent cone at x∗ with respect to the
scaled cross-polytope ‖x∗‖1conv(E), i.e. TE(x∗) ≡ cone{z − x∗ : ‖z‖1 ≤ ‖x∗‖1}, is trivial,
i.e. ker(A) ∩ TE(x∗) = {0}. On the right-hand side in Figure 1.2, one may observe that
this condition is similar to the geometrical interpretation on the left-hand side of Figure
1.2. Further, one may observe on the right-hand side of Figure 1.2 that these sufficient
and necessary conditions depend on the angle α: if α is the open interval between zero and
forty-five, then ker(A)∩TE(x∗) % {0} and x∗ is not a solution of (L1). In three dimensions
or higher, solutions of (L0) and (L1) do not coincide necessarily: for the linear system






, x∗ ≡ ( 2 0 0 )T , (1.1.2)
the solution of (L1) is the vector x1 ≡ ( 0 1/2 1/2 )T which is, obviously, not a solution
of (L0). So far, it is not clear in which case a solution of (L0) really coincides with a
global minimizer of (L1); however, one can state: if x∗ ∈ Rn solves (L1) uniquely for
A ∈ Rm×n,m < n, then x∗ is necessarily at most m-sparse [104].
The model behind the optimization problems in (L0) and (L1) is the so-called synthesis
model and addresses the situation in which a considered solution is sparse. In some
applications, the sparsity of an element itself is not relevant, but some properties may
be realized via sparsity. If, for example, it is known that the gradient of a vector is
sparse, with DT as an approximation of finite difference operator, one considers |DT y|0
and ‖DT y‖1 in (L0) and (L1), respectively, as the objective functions to be minimized. In
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Figure 1.2: Geometrical interpretation of `1- and `2-minimization with linear restrictions in R2.
On the left-hand side, the `1-ball touches the one-dimensional solution space {y : Ay = Ax∗} in
one coordinate; in the center, the `2-ball touches the solution space in both coordinates; on the
right-hand side, the sufficient and necessary condition ker(A) ∩ TE(x∗) = {0} for x∗ being the
unique solution of (L1) is illustrated, where TE(x∗) is exemplified as the yellow-shaped cone.
general, for given A ∈ Rm×n,m < n,D ∈ Rn×p, and x∗ ∈ Rn one considers
min
y
‖DT y‖1 subject to Ay = Ax∗. (AL1)
This model is called the analysis model and (AL1) is called analysis `1-minimization.
Several applications as decompression [90] and object classification [129] can be realized
via the synthesis model, while applications concerning for example signal reconstruction in
magnetic resonance imaging [89], limited angle computed tomography [79], and synthetic
aperture radar imaging [102] are often realized via the analysis model. In image processing,
where x∗ ∈ Rn can be considered as an image X ∈ RN×N with n ≡ N2, the choice of
DT ∈ R2n×n as the two-dimensional derivate forward operator in the analysis model is
closely related to total variation minimization [111]: such a choice of DT in the analysis
model (AL1) is also named anisotropic total variation minimization.
Anisotropic total variation minimization plays a crucial role in image processing: since
natural images are mostly piecewise-constant, the gradient of such an image is sparse.
In fact, considering anisotropic total variation minimization may decrease the number of
sufficient measurements: the acquisition process in the example of Figure 1.1 requires
only 192 measurements such that (AL1) recovers the original object in perfect image
quality. In comparison, in the same example 320 measurements are required for using the
`1-minimization in (L1).
Similar to analysis `1-minimization, the following problem is considered in compressed










1/2 subject to Ay = Ax∗ (AL12)




‖xi‖2 for all X ∈ Rn×m with the i-th column xi ∈ Rm.
The problem (AL12) can be related to group sparsity [7, 70] if DT consists of permutation
matrices. If the matrix DT ∈ R2n×n is the two-dimensional derivate forward operator,
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the problem (AL12) is called isotropic total variation minimization. In the present thesis,
only isotropic total variation minimization is considered for (AL12). The term sparsity can
also be related to (AL1) and (AL12): as in (L1), the sparsity with respect to (AL1) and
(AL12), respectively, is associated with the number of non-zero terms of the (outer) sum
at the considered objective function. The results in Chapter 2 and Chapter 4 emphasize
this definition.
It is well-known [49, 53] that for a certain number m of randomly chosen measurements
A ∈ Rm×n,m < n, all vectors x∗ ∈ Rn up to a certain sparsity k can be reconstructed
perfectly via (L1) from the measurements b ≡ Ax∗. Further, it is known [104] that the
reconstruction of an arbitrary x∗ ∈ Rn via (L1) depends only on, loosely speaking, the
matrix A, the support and the sign pattern of x∗. But up to now, the smallest possible
number of measurements, regardless of what kind of measurements, is not known such
that an arbitrary x∗ ∈ Rn with a certain sparsity can be reconstructed perfectly from
b ≡ Ax∗. Vice versa, it is not known up to which sparsity a signal can be reconstructed
perfectly by given measurements. The present work addresses both issues. On the one
hand, several geometrical interpretations are considered to develop theoretical statements
on the (maximal possible) number of different pairs of sign pattern and supports. With
such results, statements about the (maximal possible) reconstruction rate of vectors with a
certain sparsity can be made, which declare, for example, the applicability of the optimiza-
tion problem in (L1). On the other hand, testing procedures are developed and applied
which verify whether a given vector x∗ ∈ Rn solves (L1) and (AL1), respectively, uniquely
for given A ∈ Rm×n,m < n,D ∈ Rn×p. Another method guarantees that a given vector
x∗ ∈ Rn solves (AL12) uniquely for given A ∈ Rm×n,m < n,D ∈ Rn×pn, p ∈ N. In con-
trast to the other mentioned procedures, with the method for analysis `1,2-minimization
no statement can be made which negates the question whether the considered vector solves
(AL12) uniquely.
It is worth pointing out that only the optimization problems in (L1), (AL1), and
(AL12) are considered in the present thesis. Please note, such linear restrictions mostly
occur in idealized situations. In more realistic settings, a solution x∗ of one of the three
considered optimization problems may not be sparse but may be close to a sparse vector
x#. The term stability refers to the property that the distance ‖x∗−x#‖1 can be controlled
by a value δ.
Further, in real-world applications, it can reasonably be concluded that a measured vector b
is corrupted by noise, see for instance in [30], this means that for a given matrix A ∈ Rm×n,
which models the measurement process, and an original object x∗ ∈ Rn, a measured vector
b ∈ Rm is an approximation of Ax∗ with ‖Ax∗ − b‖2 ≤ η for some η ≥ 0. The term
robustness refers to the property that the distance ‖Ax∗−b‖2 can be controlled by a value
δ¯. In such a situation, the linear restriction in (L1), (AL1), and (AL12), respectively, is
replaced by ‖Ay − b‖2 ≤ δ¯ for a predefined δ¯ ≥ 0.
Since only the case of exact sparse solutions of linear systems of equations are considered
in the present thesis, the terms stability and robustness are not addressed but it should be
emphasized that these are important topics in compressed sensing. Further, only Mosek
[5] is used as a solver for the considered problems, but many other solvers do exist. For
example in [87] an extensive comparison for solvers of the optimization problem in (L1) is
given.
6 1.2 Outline of this Thesis
1.2 Outline of this Thesis
The journey of this thesis began with the question how to identify and how to construct
a unique solution x∗ ∈ Rn of (L1) for a given A ∈ Rm×n,m < n, and a desired sparsity
of x∗. The study on several sufficient conditions, in particular the necessary and sufficient
conditions in [71], led to the design of an optimization problem whose solution may be
used to judge whether a given x∗ solves (L1) uniquely for a given underdetermined matrix
A, and to the design of an iterative algorithm which constructs a support I, with a desired
cardinality k, and a sign pattern s ∈ {−1,+1}I such that each k-sparse vector x∗ ∈ Rn with
I = supp(x∗) and s = sign(x∗I) solves (L1) uniquely for a given matrix A ∈ Rm×n,m < n.
On the basis of this iterative algorithm, the question arose how many different pairs (I, s)
do exist such that each k-sparse vector x∗ ∈ Rn with I = supp(x∗) and s = sign(x∗I) is the
unique solution of (L1) for a given underdetermined matrix A. This led to the connection
between the necessary and sufficient conditions in [71] and the intersection of the unit cube
in Rn with hyperplanes, cf. Section 3.4, as well as to the partition of unique solutions
of (L1) into equivalence classes in dependency of the considered matrix A ∈ Rm×n and
the sparsity k. The results are summarized partially in a joint paper [84] with Dirk A.
Lorenz. The verification test whether a vector x∗ ∈ Rn solves (L1) uniquely for a given
underdetermined matrix A found an unexpected application at the SIAM Imaging Science
conference in 2012 when I got to know Jakob Jørgensen; he did a quantitative verification
study on solutions x∗ of (L1) with matrices A which model the measurements for computed
tomography [81] by solving (L1) straightforwardly (as described in Section 4.2). During the
following months, we complemented his original study by ensuring uniqueness, as well as
anisotropic and isotropic total variation minimization. In this context, constructions of test
instances x∗ ∈ Rn with a desired corresponding sparsity were developed. The theoretical
development of the conditions and the test instances have been mainly my contribution.
The results are summarized in [80] which is a joint work with Jakob S. Jørgensen and Dirk
A. Lorenz. At the time of the submission of the present thesis, this joint work is close
to completion. Simultaneously, I continued the work on the geometrical interpretation of
basis pursuit by considering results concerning convex polytopes, in particular, simplicial
as well as centrally symmetric polytopes. Besides a full characterization for the matrix
A ∈ Rn−1×n which reconstructs the most x∗ ∈ Rn via (L1), these considerations brought
new insights to non-trivial upper bounds on the maximal possible of vectors which can be
reconstructed via basis pursuit for matrices of arbitrary size.
The present thesis summarizes my recent work and is organized as follows.
Chapter 2. In Chapter 2 several conditions are introduced which guarantee that a
certain element x∗ solves (L1) uniquely for a given measurement operator A. The
conditions strict source condition, null space property, exact recovery condition and
mutual coherence are introduced and sorted by implication to each other. Addi-
tionally, a new recovery condition is introduced: the `2-source condition. Further,
sufficient conditions for unique solutions of (AL1) and (AL12) are introduced.
Chapter 3 summarizes my studies on a connection between (L1) and convex poly-
topes. In this chapter, unique solutions x∗ of (L1) are partitioned in equivalence
classes in dependency of a matrix A and the sparsity k of the considered vector
x∗. Due to the theory of convex polytopes, insights on the number of equivalence
classes are given. This number gives further insights whether and how many vectors
x∗ solves (L1) uniquely. For this purpose specific matrices are considered and the
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maximal possible number of equivalence classes is examined.
Chapter 4. In Chapter 4 two types of algorithms are developed: test instances
and methods which verify or guarantee uniqueness for basis pursuit, analysis `1-
minimization and analysis `1,2-minimization. The first method for test instances
delivers unique solutions x∗ of (L1) for an arbitrary matrix and x∗ has a desired
sparsity. The second method delivers for a given vector x∗ ∈ Rn a matrix A ∈
Rm×n such that x∗ solves (L1) uniquely with regards to A. Further, vectors with
a corresponding sparsity for analysis `1-minimization and analysis `1,2-minimization
are designed. Additionally, methods to verify whether a given x∗ ∈ Rn solves (L1)
and (AL1) uniquely for given A ∈ Rm×n,m < n,D ∈ Rn×p are designed, as well as
an algorithm to guarantee that a given x∗ ∈ Rn solves (AL12) uniquely is stated.
Finally, these methods and generated test instances are used to examine how many
vectors with corresponding sparsity are unique solutions of basis pursuit, anisotropic
total variation and isotropic total variation, respectively, if the matrix A is modeled
for computed tomography with few measurements.
Finally, at the end of each chapter, some remarks and ideas for future work on the con-
sidered topic are presented.
1.3 Basic Notation
In the following of the present thesis, no mathematical basics are introduced in a separate
chapter. Since the theory in Chapter 2 and Chapter 3 can be assigned to functional
analysis and convex polytopes, respectively, at the beginning of each chapter, the most
important terms are introduced and further terms are defined when and where they are
needed. For simplification, a list of symbols can be found at the beginning of this thesis.
To refer to well-known results, the following textbooks are mostly considered:
• for functional analysis: Linear and Nonlinear Functional Analysis with Applications
by Ciarlet [41],
• for convex analysis: Convex Analysis and Monotone Operator Theory in Hilbert
Spaces by Bauschke and Combettes [17], and
• for convex polytopes: Convex Polytopes by Gru¨nbaum [73].
However, some notations are used in each chapter. In the following, these notations are
introduced. Most of the used notations are standard: for example, the symbol N denotes
the set of positive integers, the set of real numbers is denoted by R, and Rm×n denotes
the set of all real matrices with m rows and n columns.
In the present chapter and subsequently, ≡ stands for the definition of a symbol by an
object: an arbitrary symbol on the left-hand side is denoted by the object on the right-
hand side. For example, if n is a positive integer, then Rn ≡ {(vi)ni=1 : vi ∈ R} which
means that the set of all n-dimensional, real vectors is denoted by Rn. Further, for an
index set I ⊂ {1, ..., n} the set
RI ≡ {(vi)i∈I : (vi)ni=1 ∈ Rn}
denotes the set of all real vectors only indexed by I. This notation will cause no confusion
to congruence in modular arithmetic.
8 1.3 Basic Notation
As in standard notation, for (vi)
n
i=1 ∈ Rn the symbol v ∈ Rn is used. The notations in
the previous paragraph do actually hold in the present thesis. The same notation is used
for subsets of R, for example
{−1,+1}I ≡ {(vi)i∈I : vi ∈ {−1,+1}} .
For such an index set I ⊂ {1, ..., n}, the complement of I is denoted by Ic, i.e. Ic ≡
{1, ..., n}\I. Further for v ∈ Rn, the symbol vI denotes the entries of v indexed by I, i.e.
vI ≡ (vi)i∈I .
For v ∈ Rn, the support of v is denoted by supp(v) ≡ {i : vi 6= 0} and the sign of v








The vector sign(vI) is also called sign pattern of v.
Matrices are only denoted in upper case letters, their corresponding columns are de-
noted by the same letter but all in lower case equipped with an index. For example the
matrix A ∈ Rm×n has columns a1, ..., an ∈ Rm. For an index set I ⊂ {1, ..., n}, the matrix
AI denotes the restriction of the matrix A ∈ Rm×n to columns only indexed by I.
Finally, for a real Hilbert space X and a convex function f : X → R, the subdifferential
of f at x∗ ∈ X is denoted by
∂f(x∗) ≡ {v ∈ X : f(x∗) + 〈v, y − x∗〉X ≤ f(y) for all y ∈ X}.
An important theorem is the optimality condition concerning the subdifferential, see for
instance [16, Theorem 16.2]:
x∗ ∈ X solves min
y
f(y) if and only if 0 ∈ ∂f(x∗).
This result is applied several times in the present thesis.
CHAPTER 2
Conditions for Exact Recovery
In this chapter, several conditions which guarantee that a given vector x∗ ∈ Rn solves (L1)
uniquely for a given matrix A ∈ Rm×n,m < n, are introduced and related to each other
by implication. Most of the results stated in the present chapter are well-known in the
field of compressed sensing. The contribution to the present thesis is the elaboration of
the relationship of these conditions to each other. Further, a new condition is introduced:
the `2-source condition.
A condition is called recovery condition if it states sufficient conditions on a matrix A
or a vector x∗ such that x∗ solves (L1) uniquely; one may well refer to recoverability. For a
given matrix A ∈ Rm×n,m < n, the result in Corollary 2.1.11 below implies that x∗ ∈ Rn
solving (L1) uniquely depends on its support and the signs of its entries. Therefore, the
following three levels of recoverability are distinguished. Let k be a positive integer.
Global recoverability means, for all subsets I ⊂ {1, ..., n} with |I| = k, all x∗ with
I = supp(x∗) solve (L1) uniquely.
Local recoverability means that for a given subset I ⊂ {1, ..., n} with |I| = k, all x∗
with I = supp(x∗) solve (L1) uniquely.
Individual recoverability means that for a given subset I ⊂ {1, ..., n} with |I| = k
and s ∈ {−1,+1}I , all x∗ with I = supp(x∗) and s = sign(x∗)I solve (L1) uniquely.
In global recoverability all supports of a certain size k are considered, while in local
recoverability a fixed support I is regarded but not a certain sign pattern s ∈ {−1,+1}I . It
follows easily that global recoverability implies local recoverability, and local recoverability
implies individual recoverability; the converse does not hold. This distinction was first
considered in [49].
Recovery conditions concerning the constrained `1-minimization in (L1) were also intro-
duced for complex numbers [63, 124] as well as for real, infinite-dimensional Hilbert spaces
[71, 88]. Impressively, adapting the recovery conditions from a real, finite-dimensional
setting to a real, infinite-dimensional Hilbert space does not alter the conditions signifi-
cantly. For this reason, the recovery conditions, with two exceptions, are introduced for
a real, separable Hilbert space setting in this chapter. The three terms of recoverability
can easily be transfered to this setting by considering the index set I as a finite subset of
a countable index set Γ.
In the following, basic results from functional analysis are repeated; most results can
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be found in [41]. With a countable index set Γ, the space of square-summable sequences
`2 ≡
{
x = (xi)i∈Γ :
∑
i∈Γ
x2i <∞ with xi ∈ R for all i ∈ Γ
}
(2.0.1)
is considered. In the following and without further mentioning, the countable index set
Γ is associated with the definition of `2 in (2.0.1). The space `2 is a separable Hilbert
space [41, Theorem 2.4-2]. Since each separable, infinite-dimensional, and real Hilbert
space X is isometrically isomorphic to `2 [41, Theorem 4.9-4], one can also consider other
separable, infinite-dimensional, and real Hilbert spaces instead of `2. In the following and
without further mentioning, the space `2 is equipped with the orthonormal basis {ei}i∈Γ,
where ei,j = δi,j with δi,j as the Kronecker delta. The topological closure of a space U is
denoted by clo(U). Due to the optimization problem in (L1), the space
`1 ≡
{
x = (xi)i∈Γ :
∑
i∈Γ
|xi| <∞ with xi ∈ R for all i ∈ Γ
}
is also considered. Since `1 $ `2, i.e. not all elements in `2 are absolutely convergent, the
`1-norm is extended to ‖ · ‖1 : `2 → R∞ with R∞ ≡ R ∪ {∞} by setting
‖x‖1 ≡
{ ∑
i∈Γ |xi| , if x ∈ `1
∞ , if x ∈ `2\`1 for all x ∈ `2.
These adaptions imply that 〈ei, x〉2 = xi for i ∈ Γ. For a Hilbert space X , a linear and
bounded operator D : `2 → X , and an index set I ⊂ Γ, the topological closure of the
linear span of {Dei}i∈I is denoted by
XDI ≡ clo(span({Dei}i∈I)).
For all I ⊂ Γ it follows that XI ⊂ X , and XI is finite-dimensional if I is finite. Further,
for a Hilbert space Y and a linear and bounded operator A : X → Y, the restriction of A
to the domain XDI is denoted by
ADI : XDI → Y.
Except for Theorem 2.1.3, the operator D is considered as the identity operator; to that
end, if D : `2 → `2 with Dx = x for all x ∈ `2, the notations
XI ≡ XDI and AI ≡ ADI
are used. An important tool is the direct sum theorem [41, Theorem 4.5-2] stating that
each Hilbert space X can be represented as the direct sum of the topological closure of a
subspace U ⊂ X and its orthogonal complement
U⊥ ≡ {y ∈ X : 〈x, y〉X = 0 for all x ∈ U}.
The orthogonal complement is closed [41, Theorem 4.5-1]. Hence, for all x ∈ X there
exists u ∈ clo(U) and v ∈ U⊥ such that x = u+ v. For each linear and bounded operator
A : X → Y, the null space of A is denoted by ker(A) and the the range of A is denoted by
rg(A). The adjoint of A is the operator A∗ : Y → X which satisfies 〈Ax, y〉Y = 〈x,A∗y〉X
for x ∈ X , y ∈ Y. It follows that ker(A) = rg(A∗)⊥ [41, Theorem 4.7-2]. The null space of
A is a closed subset of X , the range of A is not closed if X is infinite-dimensional. For the
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Figure 2.1: Comparison of different recovery conditions of (L1) on a matrix A ∈ R10×15 whose
entries are independent standard normal distributed random variables. The graphs illustrate how
many percent of the considered vectors x∗ ∈ R15 satisfy the corresponding recovery condition.
Details can be found on page 110.
orthogonal projection PU : X → U onto an arbitrary subspace U ⊂ X , the pseudo-inverse
of A is denoted by A† : rg(A)⊕ rg(A)⊥ → `2 with the properties
AA†A = A,A†AA† = A†, AA† = Pclo(rg(A)), A†A = Pclo(rg(A∗)).
In finite dimension, instead of operatorsA andD, one considers matricesA ∈ Rm×n, D ∈
Rn×p, where AT denotes the transposed matrix of A. Further, it follows that Rm =
rg(A)⊕ker(AT ) for A ∈ Rm×n since in finite dimension, the range of A is closed. The rest
remains as in the infinite-dimensional setting.
The present chapter is organized as follows. In each section, one recovery condition
for (L1) is introduced. An exception is given in Section 2.1, in which sufficient conditions
on the unique solution x∗ ∈ X of the problem
min
y∈X
R(y) subject to Ay = Ax∗
are examined, where one of the following situations occurs.
• With Hilbert spaces X and Y, a countable sequence (Xi)∞i=1 of Hilbert spaces with
‖·‖(i) as the norm induced by the inner products of Xi, a linear and bounded operator
A : X → Y, and a countable sequence of bounded and linear operators {Φi}∞i=1 with





is considered. The resulting problem is related to analysis `1,2-minimization.
• With Hilbert spaces X and Y, and linear and bounded operators D : `2 → X and





is considered. The resulting problem is called analysis `1-minimization.
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• With a Hilbert space Y, a linear and bounded operator A : `2 → Y, the functional





is considered. The resulting optimization problem is called basis pursuit.
Additionally, all three cases above are adapted to the finite-dimensional case. The
sufficient conditions for basis pursuit and analysis `1-minimization in Section 2.1 are also
necessary conditions for the existence of unique solutions of the considered optimization
problems. In Section 2.2 and the subsequent sections only recovery conditions for basis
pursuit are considered. The results on recovery conditions of basis pursuit in Figure 2.1
suggest that the presented conditions can be ordered from the weakest condition to the
strongest considered condition. In fact, as shown in the present chapter, all considered
conditions can be ordered by implication; this means if a recovery condition is satisfied,
then a different recovery condition is also satisfied. Therefore, the sections are sorted by
implication of the recovery conditions for basis pursuit. An exception to the implication
is the restricted isometry condition which is introduced in the last section. Since this
condition is not only a recovery condition but additionally a condition which implies
stability and robustness, this condition is presented out of sequence. In the Sections
2.1 – 2.3, the conditions are presented in a finite-dimensional and infinite-dimensional
setting, the subsequent conditions are only introduced in a finite-dimensional setting. All
considered spaces are real-valued.
2.1 Strict Source Condition
In this section, the strict source condition is introduced as a sufficient and necessary
condition on an element x∗ ∈ X of a Hilbert space X which solves (L1) uniquely for a
linear and bounded operator A mapping from X into another Hilbert space Y. Up to
equivalences, it is the weakest condition for individual recoverability, and it is also known
as the strong source condition [71]. This condition is one of the linchpins of the present
thesis and will also be adapted to analysis `1-minimization in (AL1), where the `1-norm
in (L1) is replaced by the composition of the `1-norm and the adjoint of a linear and
bounded operator D : `2 → X . Further, a generalization to semi-norms is considered,
which can be related to analysis `1,2-minimization. In Section 4.2.3, the derived sufficient
condition on a unique solution of analysis `1,2-minimization is used for isotropic total
variation minimization in (AL12).
In the end of the present section, the strict source condition for (L1) is introduced. Pri-
orly, characterizations for solving analysis `1-minimization uniquely are introduced. But
first, an adaption to analysis `1,2-minimization is considered. The following proposition
gives a general result and can be adapted easily to analysis `1,2-minimization and, in par-
ticular, isotropic total variation. The direct product of a countable collection of Hilbert
spaces {Xi}∞i=1, denoted by
∏∞
i=1Xi, is considered, where for V = (Vj)∞j=1 ∈
∏
iXi the
j-th component of V is denoted by Vj ; hence Vj ∈ Xj . The result in Proposition 2.1.1 is
similar to the result in [70, Proposition 7.1].
Proposition 2.1.1 Let X and Y be real Hilbert spaces, and let (Xi)∞i=1 be a countable
sequence of real Hilbert spaces. Let ‖ · ‖(i) denote the norm induced by the inner product of
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Xi, consider a countable sequence of linear and bounded operators (Φi)∞i=1 with Φi : X →
Xi, and let A : X → Y be a linear and bounded operator. Further, consider the mapping
Φ : X →
∞∏
i=1
Xi , x 7→ (Φ1x,Φ2x, ...).





‖Φiy‖(i) subject to Ay = Ax∗ (2.1.1)
uniquely if there exists V ∈∏∞i=1Xi such that
Φ∗V ∈ rg(A∗), Vi = Φix
∗
‖Φix∗‖(i)
for i ∈ I, ‖Vj‖(j) < 1 for j /∈ I,
and A is injective on S ≡ {y ∈ X : ‖Φjy‖(j) = 0 for j /∈ I}.
Proof. Let w ∈ Y satisfy A∗w = Φ∗V , and let y ∈ X , y 6= x∗, satisfy Ay = Ax∗. Since the
inner product of
∏∞
i=1Xi is the sum of the inner products of Xi, it follows that
∞∑
i=1















Indeed, the previous inequality is strict due to the injectivity: if ‖Φjy‖(j) = 0 holds for all
j /∈ I, then y = x∗. 
Note that in the situation of the previous proposition, it is not necessary that ‖Vj‖(j) <
1 holds for all j /∈ I. In the same manner one can also require the existence of V ∈∏∞i=1Xi
with ‖Vj‖(j) < 1 for at least one j /∈ I,
Φ∗V ∈ rg(A∗), Vi = Φix
∗
‖Φix∗‖(i)
for i ∈ I, ‖Vj‖(j) ≤ 1 for j /∈ I,
and A is injective on S¯ ≡ {y ∈ X : ‖Φjy‖(j) = 0 for j /∈ I satisfying ‖Vj‖(j) < 1} as a
sufficient condition for x∗ ∈ X solving (2.1.1) uniquely for a corresponding operator A.
This statement can be found in [70].
The previous proposition is consulted in Section 4.2.3. Problem (2.1.1) can be adapted
to total variation minimization, analysis `1-minimization and also basis pursuit. Analysis
`1-minimization and basis pursuit are considered separately in Theorem 2.1.3 and Corol-
lary 2.1.5, respectively. The result of Proposition 2.1.1 can be applied to isotropic total
variation minimization, which can be derived by choosing Φ as a discrete gradient as pro-
posed in [37], cf. Section 4.2.3. Several recovery conditions for isotropic total variation
minimization have been developed, e.g. [70, 99], but, so far, no necessary conditions for
unique solutions x∗ of (AL12) are known. In anticipation of the proof of Theorem 2.1.3
below, in which necessary conditions for the unique solution of analysis `1-minimization
are proved, the piecewise linearity of the corresponding optimization problem is used; but
14 2.1 Strict Source Condition
in (2.1.1), the optimization problem is not necessarily piecewise linear. However, since the
problem (2.1.1) is a convex optimization problem, one can still formulate necessary (and
sufficient) conditions to guarantee that a given x∗ ∈ X is one solution, but not necessarily
the only solution, of (2.1.1).
Proposition 2.1.2 Consider the same situation as in Proposition 2.1.1. Then x∗ ∈ X
solves (2.1.1) if and only if there exists V ∈∏∞i=1Xi such that
Φ∗V ∈ rg(A∗), Vi = Φix
∗
‖Φix∗‖(i)
for i ∈ I, ‖Vj‖(j) ≤ 1 for j /∈ I.
Proof. This directly follows from the optimality conditions concerning the subdifferential,
see for instance [17, Theorem 16.2] with the functional in (2.1.1). 
In the following, the analysis `1-minimization is considered, where the subdifferential
of the `1-norm is used: for y ∈ `1, it is
∂‖y‖1 = Sign(y) ≡ {v ∈ `2 : vj ∈ [−1,+1] ∀j ∈ Γ and vi = sign(yi) if yi 6= 0} .
The result in the following theorem is a generalization of the sufficient and necessary
condition for unique solutions of basis pursuit which is published in [71]. The argument
for proving the necessary conditions is similar to the proof in [71, Lemma 4.5].
Theorem 2.1.3 Let X and Y be real Hilbert spaces, let A : X → Y, D : `2 → X be linear
and bounded operators, and consider the functional




Finally, let x∗ ∈ X such that the index set I ≡ {i ∈ Γ : 〈Dei, x∗〉X 6= 0} is finite. Then x∗
is the unique solution of
min
y∈X
R(y) subject to Ay = Ax∗ (2.1.2)
if and only if there exists v ∈ `2 such that
Dv ∈ rg(A∗),
〈ei, v〉2 = sign(〈Dei, x∗〉X ) for i ∈ I,
|〈ej , v〉2| < 1 for j /∈ I,
(2.1.3)
and the operator A restricted to S ≡ {y ∈ X : 〈ej , D∗y〉2 = 0 ∀j /∈ I} is injective.
Proof. This proof is divided into two parts, in each part one direction of the equivalence
is proved.
First, it is shown that, under the stated conditions, the element x∗ solves (2.1.2)
uniquely. Let w ∈ Y satisfy A∗w = Dv, and let y ∈ Y, y 6= x∗, satisfy Ay = Ax∗. Then
there is j /∈ I such that 〈ej , D∗y〉2 6= 0. Indeed, if 〈ej , D∗y〉2 = 0 for all j /∈ I, then
y ∈ S and, due to the injectivity of A restricted to S, it follows that x∗ = y. Further, the
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|〈ei, D∗y〉2| = R(y).
The strict inequality holds since, as seen previously, there is at least one j /∈ I such that
〈ej , D∗y〉2 6= 0. This proves one direction.
The converse direction is proved in two separated parts: first, it is shown that the injec-
tivity statement holds true. Then the remaining conditions in (2.1.3) are proved. Assume
that x∗ solves (2.1.2) uniquely. Then, for all z ∈ ker(A)\{0} and all real t 6= 0, it follows
thatR(x∗) < R(x∗+tz). Fix z ∈ ker(A)\{0}. Since I is finite, the mapping t 7→ R(x∗+tz)








|〈ei, D∗x∗〉2 + t〈ei, D∗z〉2|+ |t|
∑
j /∈I


























|〈ej , D∗z〉2| (2.1.4)
holds. Moreover,
for all z ∈ ker(A)\{0} ∃j /∈ I : 〈ej , D∗z〉2 6= 0. (2.1.5)
Assume that A is not injective on S, then there is y ∈ X , y 6= x∗, such that Ax∗ = Ay and
〈ej , D∗y〉2 = 0 for all j /∈ I. With z ≡ y − x∗ ∈ ker(A)\{0}, for all j /∈ I, it follows that
〈ej , D∗z〉2 = 〈ej , D∗y〉2 − 〈ej , D∗x∗〉2 = 0,
which contradicts (2.1.5); hence, A is injective on S, which proves one necessary condition.
With the indicator functional I : X → {0,∞},
I(x) ≡
{
0, if Ax = Ax∗
∞, else for all x ∈ X ,
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consider the subdifferential of the functional R+I. Since x∗ solves (2.1.2), one can deduce
from the optimality conditions [17, Theorem 16.2] concerning the subdifferential that there
is v˜ ∈ `2 such that Dv˜ ∈ rg(A∗), v˜i = sign(〈ei, D∗x∗〉) for i ∈ I and |v˜j | ≤ 1 for j /∈ I.
Consider I ′ ≡ {i ∈ Γ : |v˜i| = 1, i /∈ I}. Since v˜ is square-summable, the index set I ′ is




The strict inequality (2.1.4) and finiteness of I ∪ I ′ imply the existence of ν ∈ (0, 1) such





|〈ej , D∗z〉2|. (2.1.6)
Consider η ∈ span{ei : i ∈ I ∪ I ′} with ηi = sign(〈ei, D∗x∗〉2) for i ∈ I and ηj = 0 for
j ∈ I ′. Assume Dη /∈ rg((ADI∪I′)∗), otherwise set v¯ = η and go to the end of the proof.
Choose a basis {z(l)}1≤l≤s of the null space of ADI∪I′ with
1 = 〈Dη, z(l)〉X =
∑
i∈I
〈ei, η〉2〈ei, D∗z(l)〉2 +
∑
j∈I′





sign(〈ei, D∗x∗〉2)〈ei, D∗z(l)〉2 for all l = 1, ..., s, (2.1.7)





|〈ej , ξ〉2| subject to 〈ξ,D∗z(l)〉2 = −1 ∀ 1 ≤ l ≤ s, (2.1.8)
and, with F : x ∈ `2 7→ maxj∈I′ |〈ej , x〉2|, the set
K = {y ∈ X : 〈y, z(l)〉X = −1 ∀ 1 ≤ l ≤ s},





where the superscript ∗ denotes the Fenchel conjugate [17, Definition 13.1] of the corre-
sponding functional. Note that in (2.1.8), the operator D∗ can be restricted to the domain





j∈I′ |〈ej , z〉2| ≤ 1
∞ , else .
Let z ∈ ker(ADI∪I′) have the representation z =
∑s
l=1 qlz
(l) with q ∈ Rs, then the Fenchel
conjugate of the indicator functional IK is
I∗K(z) = sup
y∈K










With the Fenchel-Rockafellar duality [17, Section 15.3], the optimal value of (2.1.8) is












∣∣∣∣∣ ≤ 1. (2.1.9)
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Let q∗ be a solution of (2.1.9) and consider z∗ ≡ ∑sl=1 q∗l z(l) ∈ ker(ADI∪I′). From (2.1.7)
















∣∣∣∣∣ ≤ ν < 1.
For a solution ξ∗ of (2.1.8) and for v¯ ≡ η + ξ∗ it follows that Dv¯ ∈ rg((ADI∪I′)∗), since
〈D∗z, (η + ξ∗)〉2 = 〈z,Dη〉X + 〈z,Dξ∗〉X = 0
holds for all z ∈ ker(AI∪I′)\{0}. This means that D(η+ξ∗) is orthogonal to the null space
of ADI∪I′ .








v¯i = sign(〈ei, D∗x∗〉2) for i ∈ I,









< 1 for j ∈ I ′,









< 1 for j /∈ I ∪ I ′,
which proves the assertion. 
The previous theorem states a sufficient and necessary condition for an element x∗
to solve analysis `1-minimization in (AL1) uniquely, even if D is a redundant, non-tight
frame operator as discussed in [76].
Remark 2.1.4 In Section 4.2.2, the conditions from the previous theorem are used to
formulate a test whether, for given matrices D ∈ Rn×p, A ∈ Rm×n,m < n, a given vector
x∗ ∈ Rn solves
min
y
‖DT y‖1 subject to Ay = Ax∗ (AL1)
uniquely. To that end, the situation in Theorem 2.1.3 can be simplified by setting X =
Rn,Y = Rm, and considering Rp instead of `2. Let x∗ ∈ Rn as well as D ∈ Rn×p, A ∈ Rm×n
be given. With di as the i-th column of D, consider I ≡ {i : dTi x∗ 6= 0} and assume x∗ and
D are given such that the complement of I is not empty, i.e. Ic 6= ∅, with Ic ≡ {1, ..., p}\I.
Then x∗ solves (AL1) uniquely if and only if there are w ∈ Rm and v ∈ Rp such that




∗) for i ∈ I,
|vj | < 1 for j ∈ Ic,
(2.1.10)
and A is injective on {y ∈ Rn : dTj y = 0 for j ∈ Ic}. Note, that Ic 6= ∅ is required for
uniqueness: if Ic is empty, then, in the proof for the sufficient and necessary condition,
the statements R(x∗) < R(y) and (2.1.4), respectively, can not be guaranteed.
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Analysis `1-minimization will be considered again in Section 4.2.2, until then only (L1)
is considered. From now on and until the end of this chapter, solving (L1) uniquely is
considered, which means that for a given linear and bounded operator A : `2 → Y and a
given x∗ ∈ `2, solving the problem
x∗ = arg min
y∈`2
‖y‖1 such that Ay = Ax∗
is considered. For that purpose, several conditions on x∗ are considered. In the following
corollary, the condition in Theorem 2.1.3 is adapted to (L1). The same result is published
in [71]. Up to equivalences, it is the weakest condition for individual recoverability.
Corollary 2.1.5 [71, Theorem 4.7] Let Y be a real Hilbert space, let A : `2 → Y be a
linear and bounded operator, and x∗ ∈ `2 with I ≡ {i ∈ Γ : x∗i 6= 0} finite. Then x∗ solves
min
y
‖y‖1 subject to Ay = Ax∗
uniquely if and only if A restricted to {y ∈ `2 : yi = 0 ∀i /∈ I} is injective and there exists
w ∈ Y such that
〈ei, A∗w〉2 = sign(x∗i ), for i ∈ I,
|〈ej , A∗w〉2| < 1, for j /∈ I.
(2.1.11)
Remark 2.1.6 The conditions in (2.1.3) can be adopted to (L1) such that they imply the
conditions in (2.1.11): in the context of Theorem 2.1.3, set X ≡ `2 and D as the identity
operator, i.e. Dx = x for all x ∈ `2. Then there exists w ∈ Y with A∗w = v and (2.1.11)
holds.
Vice versa, the conditions in (2.1.11) do not imply the conditions in (2.1.3): for an operator
D : `2 → X with X as a separable Hilbert space, an orthonormal basis {ei}i∈Γ of `2 has
to be chosen such that the set {Dei}i∈Γ is an orthonormal basis of X . This is not valid if
the null space of D∗ contains more than the trivial null space element, i.e. {0} 6= ker(D∗),
since only the elements in rg(D) ⊂ X can be generated by the linear span of {Dei}i∈Γ.
The condition given in Corollary 2.1.5 is called strict source condition, see Definition
2.1.12 below. Similarly to Proposition 2.1.2, a condition can be deduced from the op-
timality conditions concerning the subdifferential, see for instance [17, Theorem 16.2],
which guarantees that a considered element x∗ solves (L1). This condition is called source
condition.
Corollary 2.1.7 Let Y be a real Hilbert space, let A : `2 → Y be a linear and bounded
operator, and x∗ ∈ `2 with I ≡ {i ∈ Γ : x∗i 6= 0}. Then x∗ solves
min
y
‖y‖1 subject to Ay = Ax∗
if and only if there exists w ∈ Y such that
〈ei, A∗w〉2 = sign(x∗i ), for i ∈ I,
|〈ej , A∗w〉2| ≤ 1, for j /∈ I.
The sufficient and necessary condition in Corollary 2.1.5 shows that the recoverability
of an element x∗ via (L1) depends only on the support and the sign of x∗, but not on the
magnitude of its non-zero entries. In other words, changing the entries of a solution on
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its support with maintaining signs does not influence whether the changed element solves
(L1). The following corollary states that the solutions of the constrained `1-minimization
are nested, i.e. in the context of Corollary 2.1.5, if x∗ ∈ `2 with a finite support I ≡ {i ∈
Γ : x∗i 6= 0} solves (L1) uniquely for a linear and bounded operator A : `2 → Y, then each
x¯∗ ∈ `2 with supp(x¯∗) ⊂ I and sign(x∗i ) = sign(x¯∗i ) for x¯∗i 6= 0 is the unique solution of
min
y
‖y‖1 subject to Ay = Ax¯∗. (2.1.12)
The following extension for guaranteeing that x¯∗ is the unique solution of (2.1.12) is
published in [84, Theorem 2.1] for the real, finite-dimensional case.
Proposition 2.1.8 Let Y be a real Hilbert space, let A : `2 → Y be a linear and bounded
operator, and let x∗ ∈ `2 with a finite support I ≡ {i ∈ Γ : x∗i 6= 0} be the unique solution
of (L1). Then each x¯∗ ∈ `2 with J ≡ {i ∈ Γ : x¯∗i 6= 0} which satisfies
J ⊂ I and sign(x∗i ) = sign(x¯∗i ) for i ∈ J
solves (2.1.12) uniquely.
Proof. It is sufficient to show that the statement holds for J ≡ I\{j0} with j0 ∈ I; the
full result can be achieved by applying the following recursively.
By Corollary 2.1.5, let w ∈ Y satisfy (2.1.11). Since ker(A∗I) $ ker(A∗J), there is z ∈
ker(A∗J)\{0} with 〈ej0 , A∗z〉2 6= 0. Choose γ 6= 0 sufficiently small such that
|γ| < 1− |〈ej , A
∗w〉2|
|〈ej , A∗z〉2|
for all j /∈ I with 〈ej , A∗z〉2 6= 0
and
γ〈ej0 , A∗z〉2 ∈
{
(−2, 0) , if 〈ej0 , A∗w〉2 = +1
(0, 2) , if 〈ej0 , A∗w〉2 = −1
hold. By construction, it follows that
|〈ej0 , A∗w + γA∗z〉2| < 1,
〈ei, A∗w + γA∗z〉2 = 〈ei, A∗w〉2 for i ∈ J,
|〈ej , A∗w + γA∗z〉2| ≤ |〈ej , A∗w〉2|+ |γ||〈ej , A∗z〉2| < 1 for j /∈ I.
Hence, for w¯ ∈ Y with w¯ ≡ w + γz, it follows that
〈ei, A∗w¯〉2 = sign(x¯∗i ), for i ∈ J, |〈ej , A∗w¯〉2| < 1 for j /∈ J.
Further, if AI is injective, the operator AJ is injective too. With Corollary 2.1.5 the ele-
ment x¯∗ is the unique solution of (2.1.12). 
Up to equivalences, Corollary 2.1.5 presents the weakest conditions of solving (L1)
uniquely. A stronger condition is introduced by Fuchs [66], in which a certain element
w ∈ Y is considered for the condition in Corollary 2.1.5. The following corollary provides
this condition.
Corollary 2.1.9 Let Y be a real Hilbert space, let A : `2 → Y be linear and bounded, and
let x∗ ∈ `2 have finite support I ≡ {i ∈ Γ : x∗i 6= 0}. Consider s ∈ span({ei}i∈I) with
si = sign(x
∗
i ) for all i ∈ I. If AI is injective and
|〈A†IAej , s〉2| < 1
holds for all j /∈ I, then x∗ is the unique solution of (L1).
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Proof. For w ≡ (A∗I)†s, it follows that 1 > |〈A†IAej , s〉2| = |〈ej , A∗w〉2|. Further, since AI
is injective with a finite-dimensional domain, rg(A∗I) = span({ei}i∈I), and therefore, the
operator A†IA restricted to the linear span of {ei}i∈I is the identity operator. For i ∈ I it
follows that
〈ei, A∗w〉2 = 〈A†IAei, s〉2 = 〈ei, s〉2 = sign(x∗)i.

Remark 2.1.10 In Corollary 2.1.9, the solution of A∗Iw = s with the smallest `2-norm is
considered, but such a solution does not necessarily fulfill |〈A†IAej , s〉2| < 1. Therefore, the
condition in Corollary 2.1.9 is stronger than the condition in Corollary 2.1.5 for individual
recoverability.
The following corollary transfers Corollary 2.1.5 to finite dimension. In [66, Theorem
4] the conditions are proved to be sufficient, in [104, Theorem 2], it is shown that these
conditions are also necessary.
Corollary 2.1.11 Let A ∈ Rm×n,m < n, and x∗ ∈ Rn with I ≡ {i : x∗i 6= 0}. Then x∗
solves (L1) uniquely if and only if AI is injective and there exists w ∈ Rm satisfying




The existence of an element w ∈ Rm satisfying (2.1.13) in the setting of the previous
corollary is important to state sufficient and necessary conditions for individual recover-
ability.
Definition 2.1.12 Let A ∈ Rm×n,m < n, let I ⊂ {1, ..., n}, and let s ∈ {−1,+1}I . Then
A, I, and s are said to satisfy the strict source condition if AI is injective and there exists
an element w ∈ Rm such that the conditions in (2.1.13) are satisfied. Such an element
w ∈ Rm is called dual certificate.
In finite dimension, Fuchs’ condition is also a stronger condition for individual recov-
erability than the condition in Corollary 2.1.11 for the same reason explained in Remark
2.1.10. In the situation of Corollary 2.1.11, the condition in (2.1.13) requires a solu-
tion w∗ ∈ Rm of the linear system of equations ATI w = s ≡ sign(x∗)I which satisfies
‖ATIcw∗‖∞ < 1. Each solution of this linear system of equations can be represented as
w = (AI)
†s+z with z ∈ ker(ATI ); Fuchs’ condition considers z = 0. Note, if AI is injective,
then ker(ATI ) has the dimension (m− |I|). With this representation, Fuchs’ condition can
be made weaker, as shown in the following corollary.
Corollary 2.1.13 Let A ∈ Rm×n,m < n, and x∗ ∈ Rn with I ≡ {i : x∗i 6= 0}. The
element x∗ solves (L1) uniquely if and only if AI is injective and there is z ∈ ker(ATI )
such that
‖ATIc(ATI )†sign(x∗)I +ATIcz‖∞ < 1.
Note, if for A ∈ Rm×n,m < n, and x∗ ∈ Rn satisfies |supp(x∗)| = rk(A), Fuchs’
condition and Corollary 2.1.13 are identical, since z = 0 is the only null space element of
ATI , I ≡ supp(x∗). The previous corollary can also be adapted to a Hilbert space setting
as in Corollary 2.1.5. It seems that verifying individual recoverability is not made easier or
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clearer with Corollary 2.1.13 than in the expression of Corollary 2.1.5: one searches for a
certain null space element of ATI instead of a dual certificate. In some cases, the condition
for individual recoverability in Corollary 2.1.13 is expressed briefly and succinctly: for one
thing, the representation of all solutions of the linear system ATI w = sign(x
∗)I can be used
for statements about existence, see for instance Proposition 4.1.1; for another thing, if the
null space has small dimension, for instance ker(ATI ) is one-dimensional, the expression
in Corollary 2.1.13 may faster or directly show whether an element x∗ ∈ Rn solves (L1)
uniquely.
2.2 Null Space Property
In the previous section, up to equivalences the weakest condition for individual recov-
erability is considered; in the present section, up to equivalences the weakest conditions
for local and global recoverability are discussed. It was first introduced in [52]. Without
further mentioning, only real spaces are considered; for the complex case, the reader may
consult [72, 122].
Let Y be a Hilbert space, x∗ ∈ `1 and A : `2 → Y linear, bounded. If A is not injective,
the linear system of equations Ay = Ax∗ has infinitely many solutions of the form x∗ + z
for z ∈ ker(A). In (L1) only elements with the smallest `1-norm are of interest, but one
can not verify that each solution of Ay = Ax∗ is absolutely convergent. For this reason,
the null space of A restricted to `1 is considered, i.e.
ker(A) ∩ `1 = {z ∈ `1 : Az = 0},
from now on and until the end of this section. This is similar to the case in [72]. For
I ⊂ Γ, the operator
PI : `1 → span({ei}i∈I), (xi)i∈Γ 7→ (xi)i∈I (2.2.1)
denotes the orthogonal projection onto the linear span of {ei}i∈I , and Ic ≡ Γ\I denotes
all indices which are not contained in I.
Definition 2.2.1 Let Y be a Hilbert space, let A : `2 → Y be a linear and bounded
operator, and let I ⊂ Γ be an index set. Then A satisfies the null space property relative
to I if
‖PIz‖1 < ‖PIcz‖1 for all z ∈ (ker(A) ∩ `1)\{0}.
Further, the operator A is said to satisfy the null space property of order k if for all finite
subsets J ⊂ Γ with |J | ≤ k the operator A satisfies the null space property relative to J .
Alternatively, one can express both terms of the null space property as follows: there
exists Θ < 12 such that
‖PIz‖1 ≤ Θ‖z‖1 for all z ∈ ker(A) ∩ `1.
The null space property is a condition which is used to state one of the most considered
recovery conditions. Up to equivalences, the following theorem gives the weakest condition
for local recoverability.
Theorem 2.2.2 [72, Lemma 4, Lemma 5] Let Y be a Hilbert space, let A : `2 → Y be a
linear and bounded operator, and let I ⊂ Γ be a finite index set. Then every x∗ ∈ `1 with
supp(x∗) ⊂ I solves (L1) uniquely if and only if A satisfies the null space property relative
to I.
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In contrast to the strict source condition, in local recoverability, one does not necessar-
ily need a finite support of the unique solution x∗ of (L1) but instead x∗ ∈ `1. The object
of the null space property of order k is to give a condition for global recoverability, this
means only finite subsets of Γ are considered as supports of unique solutions x∗ of (L1).
The following theorem is done by adapting [43, Corollary 3.3] to Hilbert spaces.
Theorem 2.2.3 Let Y be a Hilbert space, let A : `2 → Y be a linear and bounded operator,
and let k be a positive integer. Then every x∗ ∈ `2 with |supp(x∗)| ≤ k solves (L1) uniquely
if and only if A satisfies the null space property of order k.
The previous theorem can be proved by considering Theorem 2.2.2 for each I ⊂ Γ with
|I| ≤ k. Both terms of the null space property give an impression about the difference
between global and local recoverability: if a corresponding linear and bounded operator A
satisfies the null space property of a certain order k (global recoverability), then the null
space property relative to each subset with cardinality k is satisfied (local recoverability);
the opposite direction does not hold in general. The effect on recoverability may be
observed in Figure 2.1. Consequently, both terms of recoverability do not depend on the
signs of the entries as in individual recoverability. The null space property appeared also
in earlier publications (e.g. [52, 58]). For finite index sets, Theorem 2.2.2 can also be used
for individual recoverability in the setting of Section 2.1.
Corollary 2.2.4 Let Y be a Hilbert space, let A : `2 → Y be a linear and bounded operator,
and let x∗ ∈ `2 with finite support I ≡ supp(x∗) ⊂ Γ. Then x∗ solves (L1) uniquely if A
satisfies the null space property relative to I.
Up to equivalences, the null space property is the weakest condition for global and
local recoverability, but for individual recoverability it is stronger than the strict source
condition. Similarly to Section 2.1, both terms of the null space property can be adapted






and observe A does not satisfy the null space property of order k = 2, but A, I ≡ {2, 3},
and s ≡ [1, 1]T satisfy the strict source condition, with w = [0, 1]T as the corresponding
dual certificate; hence, neither of both concepts of the null space property imply the strict
source condition. However, the strict source condition has also been adapted to local
recoverability: for a corresponding operator A and a finite index set I ⊂ Γ all J ⊂ I
and all s ∈ span({ej}j∈J) with |sj | = 1, j ∈ J, satisfy the strict source condition. This
condition is called uniform strict source condition and is equivalent to the null space
property relative to I [88, Proposition 5.2].
In the following, the finite-dimensional, real case is considered. To verify the null
space property of order k, it is sufficient to show that ‖wI‖1 < ‖wIc‖1 holds for all
w ∈ ker(A)\{0} and all I ⊂ {1, ..., n}, |I| = k, since the condition implies for J ( I
that ‖wJ‖1 ≤ ‖wI‖1 < ‖wIc‖1 ≤ ‖wJc‖1 for all w ∈ ker(A)\{0}. Similarly to the strict
source condition, this can be interpreted as nestedness of the null space property. But
even reformulating the condition to ‖wI‖1 < 12‖w‖1 and considering the k largest entries
in absolute value on the left-hand side does not simplify the problem: as shown in [121,
Corollary 7], the verification whether an underdetermined matrix A ∈ Qm×n satisfies
the null space property of order k is NP-hard. However, constructing algorithms for
verification is an active research field [39, 45, 83].
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On the right-hand side of Figure 1.2 on page 4, one may see a geometrical interpretation
of the null space property relative to I ⊂ {1, ..., n}, see also [62, Section 2.2.1]. Consider
x∗ = [0, 1]T , I ≡ {2}, and A ∈ R1×2 such that the red line represents the null space of A.
If the angle α between the x2-axis and ker(A) is in the open interval from forty-five to
ninety degrees, for each element z ∈ R2 of the null space of A, it follows that
|z2| = | cosα|‖z‖2 < | sinα|‖z‖2 = |z1|
and with y ≡ x∗ + z, which also satisfies Ay = Ax∗, it follows that
‖x∗‖1 ≤ |x∗2 − y2|+ |y2| = |z2|+ |y2| < |z1|+ |y2| = ‖y‖1,
i.e. the vector x∗ is the unique solution of (L1). This argument can be used to prove one
direction in Theorem 2.2.2 [72].
Theorem 2.2.3 also gives a relation between (L0) and (L1). Assume that a linear and
bounded operator A : `2 → X satisfies the null space property of order k and x0 ∈ `2
solves (L0), then each x1 ∈ `2 with |x1|0 ≤ k solves (L1) uniquely and |x0|0 ≤ |x1|0 = k.
Hence, the support of x0 has at most cardinality k.
2.3 Exact Recovery Condition
The exact recovery condition, introduced by Tropp [123], is defined as follows.
Definition 2.3.1 Let Y be a Hilbert space, let A : `2 → Y be a linear and bounded





holds and AI is injective.
The exact recovery condition is a sufficient condition for local recoverability; this can
be proved directly [123, Theorem 3.3] or, as in the following proposition, it can be proved
by showing the implication to the null space property with respect to a corresponding
subset I. The following proposition states that the exact recovery condition is a condition
for local recovery.
Proposition 2.3.2 [88, Proposition 5.1, Proposition 5.3] Let Y be a Hilbert space, let
A : `2 → Y be a linear and bounded operator, and let I ⊂ Γ be an index set. Further,
let A and I satisfy the exact recovery condition. Then A satisfies the null space property
relative to I.
The opposite direction is not true: considering, as in the previous sections, the real,






satisfies the null space property relative to {3}, but A(1) and {3} do not satisfy the exact
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and the index set {2, 3} satisfy the exact recovery condition while A(2) and {3} do not
satisfy the exact recovery condition. This phenomenon has been observed in [104, Theorem
10] for squared matrices, a follow-up paper [119] proposes the idea to add a normalization
of the atoms to this condition.
Similarly to the null space property, one can easily see that the exact recovery condition
also implies Fuchs’ condition in Corollary 2.1.9. For a Hilbert space Y, a linear and
bounded operator A : `2 → Y, a finite index set I ⊂ Γ, and s ∈ span({ei}i∈I) with |si| = 1
for all i ∈ I, it follows that
sup
j∈Ic
|〈A†IAej , s〉| ≤ sup
j∈Ic
‖A†IAej‖1 ‖s‖∞︸ ︷︷ ︸
=1
< 1
if A and I satisfy the exact recovery condition. Therefore, the exact recovery condition is
a stronger condition than the strict source condition.
2.4 `2-Source Condition
As stated in Corollary 2.1.7, the source condition provides a characterization of a solution
x∗ ∈ `2 of (L1) for a given linear and bounded operator A : `2 → Y, with Y as a Hilbert
space. Therefore, the existence of an element w ∈ Y such that A∗w ∈ ∂‖x∗‖1 is sufficient
and necessary such that x∗ is a solution of (L1). In contrast, for a unique solution x∗ of
(L1), such an element w ∈ Y has to satisfy additionally |〈ej , A∗w〉2| < 1 for all j /∈ I. One
may ask whether certain properties on the element w can be assumed such that w satisfies
these requirements. The following theorem gives an answer to this question.
Theorem 2.4.1 Let Y be a Hilbert space, let A : `2 → Y be a linear and bounded operator,
and let x∗ ∈ `2 with a finite and non-empty support I ≡ supp(x∗) such that AI is injective.
Let PI : Y → rg(AI) denote the projection onto the range of AI . Then x∗ solves (L1)
uniquely if there is w ∈ Y such that A∗w ∈ ∂‖x∗‖1 and
sup
j∈Ic
‖PIAej‖Y < ‖w‖−1Y . (2.4.1)
Proof. In this proof, the statement (2.4.1) is related directly to the strict source condition.
Note, that x∗ is already a solution of (L1). Since PI is a projection, its norm is equal to
1 and for all j /∈ I it follows that
|〈A∗w, ej〉2| = |〈PIw,PIAej〉Y | ≤ ‖PI‖‖w‖Y‖PIAej‖Y < 1,
which implies the strict source condition in Corollary 2.1.5. 
The previous theorem introduces a condition for individual recoverability. The under-
lying condition is called `2-source condition.
Definition 2.4.2 Let Y be a Hilbert space, let A : `2 → Y be a linear and bounded
operator, let I ⊂ Γ be a finite subset, and let s ∈ span({ei}i∈I) satisfy |si| = 1 for all i ∈ I.
If AI is injective and there exists w ∈ Y such that A∗Iw = s, ‖A∗w‖∞ ≤ 1 and (2.4.1)
holds, then A, I, and s are said to satisfy the `2-source condition.
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So far, this condition is not published as a recovery condition. In Figure 2.1, one may
observe that the `2-source condition delivers almost similar recoverability as the exact












the index set I ≡ {2, 3}, and s ≡ [1, 1]T , then, with PI as the orthogonal projection onto
the range of A
(1)
I , it follows that ‖PIA(1)e1‖2 = 12 and there is w1 = [0, 1]T such that
(A(1))TI w1 = s and ‖(A(1))Tw1‖∞ ≤ 1. Hence, the `2-source condition is satisfied by A, I,
and s, but the exact recovery condition is not satisfied by A(1) and I since
‖(A(1)I )†A(1)e1‖1 = 2 > 1.







the index set J ≡ {2, 3}, and s ≡ [1, 1]T give a counterexample which shows that the
exact recovery condition does not imply the `2-source condition. But by bounding the
operator norm of AI in dependency of w, the exact recovery condition implies the `2-
source condition.
Proposition 2.4.3 Let Y be a Hilbert space, let A : `2 → Y be a linear and bounded
operator, let I ⊂ Γ be a finite subset, and let s ∈ span({ei}i∈I) with |si| = 1 for all
i ∈ I. Let PI : Y → rg(AI) denote the projection onto the range of AI . Further, let
A and I satisfy the exact recovery condition. If there exists w ∈ Y such that A∗Iw = s,
‖A∗w‖∞ ≤ 1, and ‖AI‖ ≤ ‖w‖−12 , then A, I and s satisfy the `2-source condition.





‖AIA†IAej‖1 ≤ ‖AI‖ sup
j /∈I
‖A†IAej‖1 < ‖w‖−12 .

Verifying whether a given matrix A ∈ Rm×n,m < n, a given index set I ⊂ {1, ..., n},
and a given s ∈ {−1,+1}I satisfy the `2-source condition can be done by checking whether





‖w‖22 subject to ATI w = s, ‖ATw‖∞ ≤ 1
satisfies (2.4.1). Note in Fuchs’ condition, only the solution of ATI w = s with the smallest
`2-norm is considered.
2.5 Mutual Coherence Condition and Spark
In this section, a condition to guarantee global recoverability is introduced: the mutual
coherence condition. Further, the spark of a matrix is introduced which gives a character-
ization on solutions of (L0) and which is related to the mutual coherence condition.
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In contrast to the previous sections, only the finite-dimensional, real case is considered
in the present section. The terms of mutual coherence and the spark, see Definition 2.5.1
and Definition 2.5.5, respectively, and the corresponding recovery condition can also be
introduced in a general Hilbert space setting, see for instance [106], but since some results,
as the Welch bound in Theorem 2.5.8, can not be adapted to infinite-dimensional Hilbert
spaces, only finite-dimensional spaces are considered in the present section.
First, a recovery condition based on the maximal coherence between columns of a
matrix is introduced. The following methods usually require the introduction to the
concept of frames, but since the tools from frame theory only appear indirectly, a full
introduction has been waived but can be found in [40, 36]. A family of vectors {ai}ni=1 ⊂





|〈b, ai〉|2 ≤ c2‖b‖22.
An intuition about frames is that a frame is a natural generalization of orthonormal
bases by adding redundant elements. Since in the present case the number of frame
elements is finite, one may also speak of a finite frame. In the present section, matrices
A ∈ Rm×n,m < n, are considered such that the columns ai build a frame. If a matrix A
satisfies AAT = Id, then A is called tight . Note that in the following and without further
mentioning, matrices whose entries are all equal to 0 are not considered.
The following term gives the maximum absolute value of the cross-correlation between
pairwise different columns of a matrix; it was introduced in [52].





The mutual coherence characterizes the dependency between normalized columns of a
matrix: if the columns of a matrix build an orthogonal system, then its mutual coherence
is 0. For all matrices A ∈ Rm×n, an upper bound for the mutual coherence is µ(A) ≤ 1.
The mutual coherence can be connected directly to (L1). The sufficient condition in the
following theorem first appeared in [52, Theorem 7.1] for A consisting of two orthonormal
bases and in [51, Theorem 12] for general A.







then x∗ solves (L1) uniquely.
Theorem 2.5.2 gives a result for global recoverability: if k < 12(1 + µ(A)
−1), then each
k-sparse vector can be recovered via (L1).
Definition 2.5.3 Let A ∈ Rm×n with m < n, and let k be a positive integer. Then A and
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An advantage of the mutual coherence condition is that it is easily computable. Fur-
ther, if a matrix A ∈ Rm×n,m < n, has pairwise different columns, one can deduce
that µ(A) < 1, thus, every 1-sparse vector x∗ ∈ Rn solves (L1) uniquely. Moreover, the
condition (2.5.1) implies the exact recovery condition in Section 2.3.
Proposition 2.5.4 [124] Let A ∈ Rm×n with m < n have `2-normalized columns. If
x∗ ∈ Rn satisfies (2.5.1), then A and I ≡ supp(x∗) satisfy the exact recovery condition.
Direct relationships to Fuchs’ condition [66, Theorem 3] and the null space property
of order k [57, Theorem 4.5] are also known.
As mentioned in the beginning of this section, the concept of the spark can be related
to the mutual coherence of a matrix.
Definition 2.5.5 Let A ∈ Rm×n,m < n. The spark of A is defined by
spark(A) ≡ min{|z|0 : z ∈ ker(A)\{0}}.
In other words, the spark of a matrix is the smallest number of its columns which are
linearly dependent. The spark was first introduced in [51]. In general, computing the
spark of a matrix is NP-hard [121, Corollary 1]. For all matrices A ∈ Rm×n,m < n, it
follows that spark(A) ≤ rk(A) + 1; if A ∈ Rm×n,m < n, satisfies spark(A) = m+ 1, then
A is called full spark matrix. Please note, that the term full spark matrix is adopted from
frame theory; in some publications concerning compressed sensing, a matrix with such a
property is still named full spark frame [3]. Every full spark matrix A has the advantageous
property that each submatrix AI with I ⊂ {1, ..., n}, |I| = m, is invertible; for example,
if x∗ ∈ Rn with I ≡ supp(x∗) and |I| = m solves (L1) uniquely with A ∈ Rm×n,m < n,
then there is only one dual certificate, namely w = (ATI )
−1sign(x∗)I .
The following proposition shows the relationship between the spark and the mutual
coherence of a matrix. It applies the Gershgorin Disc Theorem [68, Theorem 2].
Proposition 2.5.6 Let A ∈ Rm×n,m < n, then
spark(A) ≥ 1 + µ(A)−1.
Before the focus is put back to the mutual coherence, it should be emphasized that
the spark is a sufficient and necessary condition for x∗ solving (L0).
Theorem 2.5.7 [51, Corollary 1] Let A ∈ Rm×n,m < n. Then every k-sparse vector
x∗ ∈ Rn solves (L0) if and only if 2k < spark(A).
By the previous theorem, one can deduce that x∗ which satisfies (2.5.1) for a matrix
A ∈ Rm×n,m < n, solves (L0) and (L1) uniquely. This may give an intuitional guess that
a matrix with a small mutual coherence is an appropriate candidate for a recovery matrix ,
which is a matrix A for which the most vectors x∗ solve (L1) uniquely. In the end of the
present and the following section, this aspect is taken up. In [128, 110], a lower bound on
the mutual coherence is established.




m(n− 1) . (2.5.2)
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The lower bound in (2.5.2) is called Welch bound. In fact, there are pairs (m,n) ∈ N×N
for which a matrix A ∈ Rm×n satisfying the Welch bound (2.5.2) can not be found, cf.
[18, Theorem VI.7]. A matrix A ∈ Rm×n which solves minµ(A) is called Grassmannian;
if there is a constant c such that c = |〈ai, aj〉| for all i 6= j, then A is called equiangular .
Malezemov and Pevnyi show in [91, Theorem 5] how important it is to consider the
absolute value of the coherence at equiangular matrices: there is no matrix A ∈ Rm×n
with `2-normalized columns, m < n − 1, and 〈ai, aj〉 = c, i 6= j, for c 6= 1. The following
theorem gives a necessary condition on n such that the Welch bound is achieved.
Theorem 2.5.9 [118, Theorem 2.3] Let A ∈ Rm×n with m < n have `2-normalized
columns. Then A is equiangular and tight if and only if equality in (2.5.2) holds.
Furthermore, equality in (2.5.2) can only hold if
n ≤ m(m+ 1)
2
. (2.5.3)
In other words, the previous theorem states that at high redundancy, i.e. m n, it is
impossible that the Welch bound (2.5.2) is met.
Remark 2.5.10 Let k be a positive integer and let n ≥ 2m. From Theorem 2.5.9, one
may imply thatm ∈ Ω(k2) measurements are necessary such that the corresponding matrix
A ∈ Rm×n, modeled by the measurements, and k satisfy the mutual coherence condition,
i.e. every k-sparse vector x∗ ∈ Rn solves (L1) uniquely. Assume m ≤ 12(2k − 1)2. Then,




m(n− 1)(2k − 1) ≥
√
n




(2k − 1) ≥ 1,
which is a contradiction; hence, at high redundancy m/n ≤ 1/2 more than 12(2k − 1)2
measurements are required for applying Theorem 2.5.2. This phenomenon is called squared
bottleneck.
However, constructing Grassmannian, redundant matrices is still an active field in
research; so far, only a few deterministic constructions are known [44, 60]. In case of
minimally redundancy, i.e. m = n− 1, one can characterize Grassmannian matrices.
Proposition 2.5.11 [118, Corollary 2.5] Let A ∈ Rn−1×n. The matrix A is Grassman-
nian if and only if A is tight and has `2-normalized columns.
Remark 2.5.12 In [78, 91] a tight, minimally redundant matrix A ∈ Rn−1×n is con-
structed iteratively. The constructed matrix possesses the properties that 〈ai, aj〉 = −n−1
for all i 6= j and ∑ni=1 ai = 0. Such a matrix is called Mercedes-Benz matrix ; note that
in frame theory, it is called Mercedes-Benz frame. In Figure 2.2, the columns of the
Mercedes-Benz matrix for n = 3 are illustrated.
Besides other special matrices, Mercedes-Benz matrices possess a property which is
relevant in Chapter 3. To that end, the element 1n ∈ Rn whose entries are all equal to
1 is required. Since
∑n
i=1 ai = 0 for ai as the i-th column of a Mercedes-Benz matrix
A ∈ Rn−1×n, it follows that ker(A) = span(1n).




Figure 2.2: Columns of the Mercedes-Benz matrix A ∈ R2×3 and the unit circle in R2.
Proposition 2.5.13 Let A ∈ Rn−1×n with ker(A) = span(1n). Then for y ∈ Rn it follows
that y ∈ rg(AT ) if and only if ∑ni=1 yi = 0.
Proof. The proof is done by considering the direct sum theorem [41, Theorem 4.5-2] and
the statement rg(AT ) = ker(A)⊥ in finite spaces. 
2.6 Restricted Isometry Property
Since the restricted isometry property is not figured prominently in this thesis, it will
only be introduced briefly and a lot of important aspects for the compressed sensing
are disregarded. For a more detailed account, please consult for example [23]. In this
section, the restricted isometry property will only be considered as a recovery condition,
as introduced in [35, 34]. It is a promising tool for constructing recovery matrices which
also regard stability and robustness. This aspect is considered at the end of this section.
In the following, only the finite-dimensional case is considered, a generalized setting can
be found, for example, in [71].
Definition 2.6.1 Let A ∈ Rm×n,m < n, and let k be a positive integer. The restricted
isometry property of order k is satisfied by A if there exists δ ∈ (0, 1) such that for all
k-sparse vectors x ∈ Rn it follows that
(1− δ)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δ)‖x‖22. (2.6.1)
The k-th restricted isometry constant δ = δk(A) is the smallest δ ≥ 0 such that A satisfies
the restricted isometry property of order k.
The matrix A has the (k, δ)-RIP if (2.6.1) is satisfied for all k-sparse vectors for the given
δ.
In general, deciding whether a matrix A ∈ Qm×n is (k, δ)-RIP hard [121, Theorem
3]. The inequality (2.6.1) may be interpreted as a matrix A approximately preserves
the distance between any pair of k-sparse vectors. An equivalent description of the k-th
restricted isometry constant is given by
δk = max
I⊂{1,...,n},|I|≤k
‖ATI AI − IdI‖22.
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Providing δk < 1, each submatrix AI with |I| ≤ k has all its singular values in the
interval [1− δk, 1 + δk]. Moreover, if δ2k < 1, then every two k-sparse vectors x1, x2 ∈ Rn
with different supports satisfy ‖A(x1 − x2)‖22 > 0, which means that distinct k-sparse
vectors have distinct measurements. Actually, the function δ(A) : k 7→ δk is monotonically
nondecreasing for fixed A ∈ Rm×n, see for instance [64, Chapter 6].
The following theorem gives a recovery condition for global recoverability.
Theorem 2.6.2 [31] Let A ∈ Rm×n,m < n. If A is (k, δ)-RIP with δ < 13 , then every
k-sparse vector x∗ ∈ Rn is the unique solution of (L1).
Theorem 2.6.2 is not the only recovery condition using the restricted isometry con-
stants, other bounds on the restricted isometry constant also imply global recoverability,
e.g. [34] or [33].
The restricted isometry constant can also be linked directly to the mutual coherence
by using the Gershogorin circle theorem [68].
Proposition 2.6.3 [64, Proposition 6.2] Let A ∈ Rm×n,m < n, with `2-normalized
columns. Then A is (k, δ)-RIP with δ ≤ (k − 1)µ(A) for all k ≥ 2 and µ(A) = δ if
k = 1.
With the previous proposition, one can connect the mutual coherence and the restricted
isometry constant.
Corollary 2.6.4 Let A ∈ Rm×n,m < n, with `2-normalized columns and k ≥ 2. If A and
k satisfy the mutual coherence condition, then A is (2k, δ)-RIP with δ < 1.
The restricted isometry property is often considered as a promising tool for finding a
recovery matrix which also regards stability and robustness. Studying random matrices,
i.e. matrices whose entries are random variables, are often considered as objects of research
in compressed sensing. For example, if the entries of A ∈ Rm×n are drawn randomly from
the standard normal distribution, and if m ∈ Ω(kδ−2 log(n/k)), then A is (2k, δ)-RIP with
probability at least 1−2 exp(−Cδ2m) with a constant C [59, Theorem 5.65]. This matches
with the lower bound for the measurements m ≥ Ck log(n/k) in [47, Theorem 3.5] up to
a constant if A ∈ Rm×n is (2k, δ)-RIP with δ ≤ 12 .
Finding deterministic matrices which can be computed in polynomial time and which
satisfy δk ≤ δ for a given δ is a major open problem. So far, estimates on δk combine
an estimate of the mutual coherence µ and δk ≤ (k − 1)µ, which leads to the squared
bottleneck, see Remark 2.5.10. The difficulty in bounding the restricted isometry constants
of an explicit matrix A lies in the use of Gershgorin’s disc theorem, which is a basic tool for
estimating eigenvalues of ATI AI − Id. Consequently, by using Gershgorin’s disc theorem,
the squared bottleneck is unavoidable. However, in [26] a construction for a matrix is
given which cuts through the squared bottleneck with m ∈ Ω(k2−) for small  > 0 and
certain n.
Finally, some limiting properties about the matrices satisfying the restricted isometry
property are considered which partially give a pessimistic view on applications. Consid-
ering the strict source condition, one may observe that adding rows to a matrix does not
deteriorate the recoverability. Indeed, if A ∈ Rm×n,m < n, and x∗ ∈ Rn is a k-sparse
vector with k < m which solves (L1) uniquely, then there is a dual certificate w ∈ Rm. For





, since with the dual
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certificate w¯T = [wT , 0T ], it follows that [AT , BT ]w¯ = sign(x∗)I . In other words, adding
further measurements does not violate the recoverability. As highlighted in [64, Page 147],
adding rows to a matrix with restricted isometry constant δk may increase the restricted
isometry constant, for example by adding the row
√
1 + δeTn , with δ > δk and the i-th unit
vector en, to a matrix with n columns. In other words, measuring too much may improve
the recoverability but may corrupt the restricted isometry constant.
2.7 Remarks and Future Work
In this chapter, several recovery conditions have been considered and have been related
to each other, namely the strict source condition, the null space property, the exact re-
covery condition, the mutual coherence and the spark. Further, a brief introduction to
the restricted isometry condition was given, and the `2-Source Condition was introduced
the first time. It should be emphasized that many other recovery conditions do exist, as
for example the conditions proposed in [54, 32, 130]. To complement the picture, further
recovery conditions may be considered and related to the presented conditions.
Examine the Influence on Dual Certificates and the `2-Source Condition
As one may observe in Figure 2.1, the exact recovery condition and the `2-source condition
deliver similar results on the recoverability under consideration of the same instances. Both
curves in Figure 2.1 and the results in Section 2.4 do not display any relationship between
both recovery conditions without further assumptions. Moreover, the `2-source condition
can only be adapted to the strict source condition; a clear relationship to Fuchs’ condition
is not known so far. In contrast, the exact recovery condition can be connected directly to
Fuchs’ condition [88, Proposition 5.1]. A clearer classification of the `2-source condition
with respect to the other recovery conditions is the aim of further research. So far, the
advantage of this condition over the strict source condition is not clear, but it may be
interesting whether this condition gives new insights to stability when the right-hand side
of the considered linear system is disturbed by noise.
Relationship between Recovery Conditions for Analysis `1-Minimization
In the present chapter, recovery conditions for (L1) are mainly considered. In [97], the
null space property relative to I ⊂ {1, ..., n}, the exact recovery condition, and the spark
are adapted to analysis `1-minimization as in (AL1). The authors in [127] suggest a
different variant of the exact recovery condition in analysis `1-minimization. Establishing
implications which relate recovery conditions for analysis `1-minimization to each other
and in regard to [97], [127], and further works on conditions is an idea for future work.
Additionally, developing a variant of Fuchs’ condition with respect to analysis `1-
minimization might be a helpful strategy for verifying unique solutions. In basis pursuit,
Fuchs’ condition is satisfied if w ≡ (ATI )†sign(x∗)I is a dual certificate. Following this
strategy, several corresponding elements v and w as positive candidates for satisfying
(2.1.10) can be constructed, cf. [42].
Recovery Conditions for Analysis `1,2-Minimization
In this thesis, recovery conditions concerning (2.1.1) are not examined extensively. Further,
a necessary condition of unique solutions of (2.1.1), which is similar to the sufficient
condition in Proposition 2.1.1, is not known. By applying similar arguments as in the
case of analysis `1-minimization, the development of such a necessary condition was not
possible, since (2.1.1) is a conic optimization problem and, in general, not piecewise linear.
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Nevertheless, finding necessary conditions, which are also sufficient, is an interesting topic
for future work.
CHAPTER 3
Equivalence Classes of Exact Recovery Solutions
In this chapter, basis pursuit is connected to the theory of convex polytopes. For that
purpose, equivalence classes of unique solutions of basis pursuit are considered. The
sufficient and necessary condition in Corollary 2.1.11 implies that the recoverability of
every x∗ ∈ Rn via (L1) for a matrix A ∈ Rm×n,m < n, does only depend on its support
I ≡ supp(x∗) and its restricted sign-vector s ≡ sign(x∗)I . If x∗ solves (L1) uniquely, then
each x¯∗ ∈ Rn with supp(x¯∗) = I and sign(x¯∗)I = s also solves (L1) uniquely. Consequently,
the vectors x∗ and x¯∗ are in the same equivalence class, introduced in Definition 3.0.1, if
their support and their sign pattern coincide. In the course of this chapter, three different
geometrical interpretations of basis pursuit are considered which enables the connection
of basis pursuit to convex polytopes such that several results from the field of convex
polytopes can be applied to the equivalence classes of solutions. Adaptions to convex
polytopes were also done by Donoho [49], see Sections 3.2 and 3.6.4, and Plumbley [104],
see Section 3.3, but they have not been studied as extensive as in this chapter. A further
contribution of the present thesis is a geometrical interpretation on the basis of the strict
source condition. Considering these geometrical interpretations, numbers and maximal
possible numbers of these equivalence classes are studied, as well as necessary (geometrical)
conditions for instances which reach the maximal possible number of equivalence classes.
The following definition separates different unique solutions of (L1) into equivalence
classes.
Definition 3.0.1 Let A ∈ Rm×n with m < n, let I ⊂ {1, ..., n} with |I| = k for a positive
integer k, and s ∈ {−1,+1}I . The pair (I, s) is called recoverable support of A with size
k if AI is injective and there exists w ∈ Rm such that
ATI w = s,
‖ATIcw‖∞ < 1.
Such an element w ∈ Rm is called dual certificate of (I, s).
Further, if (I, s) is a recoverable support of A and there is no recoverable support (J, s¯)
with J ⊃ I and s¯I = sI , then (I, s) is called maximal recoverable support of A.
Both terms in the previous definition are introduced in [84]; in [49], a similar pair (I, s)
with I as the support and s as the sign pattern of a solution of (L1) is introduced as a
signed support. Corollary 2.1.11 implies the connection between recoverable supports and
unique solutions of basis pursuit, which is given in the following corollary.
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Corollary 3.0.2 Let A ∈ Rm×n with m < n, I ⊂ {1, ..., n} with k ≡ |I| and a positive
integer k, and s ∈ {−1,+1}I . Then (I, s) is a recoverable support of A with size k if and




(I, s) : I ⊂ {1, ..., n}, |I| = k, s ∈ {−1,+1}I}
is considered as the set which contains all possible candidates for being a recoverable
support of size k. One may see this definition as redundant since, strictly speaking, the
conditions in Corollary 2.1.11 can also be characterized only by a vector s¯ ∈ [−1,+1]n
which would state a clear relationship to the subdifferential of the `1-norm. However, since
stating I ≡ {i : s¯i 6= 0} is mostly necessary, for the sake of brevity, the notation above is






In the present chapter, the focus is on recoverable supports which can be seen as
equivalence classes since, for a given matrix A, they partition unique solutions x∗ of (L1)
on the basis of their supports and signs. For a given matrix A ∈ Rm×n and a positive
integer k, the following numbers are considered in the present chapter:
Λ(A, k) ≡ |{(I, s) : (I, s) is a recoverable support of A with size k}|,
Ξ(m,n, k) ≡ max{Λ(A, k) : A ∈ Rm×n}.
The number Λ(A, k) is the number of recoverable supports of A with size k. The maximal
possible number of recoverable supports of any (m × n)-matrix with size k is denoted
with Ξ(m,n, k). It follows easily that Λ(A, k) ≤ 2k(nk) for any A ∈ Rm×n as well as
Ξ(m,n, k) ≤ 2k(nk). Both terms can be adapted to the achievements in Chapter 2; in
particular for a positive integer k, the matrix A ∈ Rm×n which solves Ξ(m,n, k) = Λ(A, k)
is declared as a recovery matrix. Loosely speaking, such a matrix guarantees that most
k-sparse vectors x∗ ∈ Rn can be recovered via (L1). Note that the transfer of the results
in Chapter 2 to Λ and Ξ can easily be done.
In this chapter, most results on Λ and Ξ are achieved by considering the geometry of
basis pursuit, especially convex polytopes play a decisive role. For a full introduction to
convex polytopes, the reader may consult the book by Branko Gru¨nbaum [73] as well as
the book by Gu¨nter M. Ziegler [132]; for clarification, only a few concepts are introduced






















The set Y is said to be affinely independent if for all v ∈ Y it follows that v /∈ aff(Y \{v}).
The dimension of aff(Y ) is defined as the dimension of corresponding vector space. Note
that conv(Y ) ⊂ aff(Y ) and that Y is affinely independent if Y is linearly independent.
A polytope P is the convex hull of a finite point set Y ⊂ Rd, i.e. P ≡ conv(Y ). If the
affine hull of P has dimension d, then P is said to be d-dimensional. This means that a
d-polytope is a polytope of dimension d in some Rm,m ≥ d. For w ∈ Rd, the set
Hw ≡
{
y ∈ Rd : 〈y, w〉 = 1
}
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is called hyperplane. For a polytope P ⊂ Rd and for a set W ⊂ Rd, the set F ≡ {y ∈ P :
〈y, w〉 = 1 for all w ∈ W} is called face of P if for all b ∈ P\F it follows that 〈b, w〉 < 1
for all w ∈ W . Note, that each face of a polytope is also a polytope. The set of all
k-dimensional faces of a polytope P is denoted by Fk(P ), and the number of different
k-dimensional faces by fk(P ) ≡ |Fk(P )|. If F ∈ F0(P ), then F is called vertex of P . A
face F ∈ F1(P ) is named an edge of P and a facet F is an (d − 1)-dimensional face of
P if P is d-dimensional. Further, for a d-dimensional polytope P and F ∈ Fk(P ) with
0 ≤ k ≤ d− 1, the face F is a proper face; in contrast, it might be useful to regard ∅ and
P also as faces of P , these are called improper faces. The union of all faces is denoted by
F(P ) = ⋃k Fk(P ). During this chapter, further concepts are introduced when and where
they are needed.
Before the geometrical interpretation of basis pursuit is considered, an important con-
cept is introduced in the following section.
3.1 General Position
In this section, a concept is introduced which will be confirmed as a necessary condition
for the geometrical interpretation of basis pursuit when uniqueness is examined. This
term is based on a similar term in geometry and its closely related fields, see for instance
[95, 132].
Definition 3.1.1 Let A ∈ Rm×n,m < n, and (I, s) ∈ Sn,k for a positive integer k. Then
A is in general position with respect to (I, s) if the set {ai}i∈I is linearly independent,
and for the (k − 1)-dimensional affine hull H ≡ aff({siai}i∈I) it follows that ±aj /∈ H for
all j ∈ Ic.
The matrix A is said to be in global general position if for every (I, s) ∈ ⋃k≤rk(A) Sn,k the
matrix A is in general position with respect to (I, s).
Remark 3.1.2 Please note that the term general position needs to be read carefully in
further literature! Recently, this term also appeared in compressed sensing and frame
theory, but there it is occupied by a different definition: in [49], a matrix A is said to be in
general position if for all I ⊂ {1, ..., n} with |I| = m the submatrix AI is injective. In this
thesis, such a matrix is called full spark matrix, cf. Section 2.5. A simple counterexample
shows that both concepts, the term in Definition 3.1.1 and a full spark matrix, are not
equivalent: taking a1 = [1, 0]
T , a2 = [0, 1]
T , a3 = (a1 + a2)/2, and a4 = (a1 − a2)/2, then
the corresponding matrix A is a full spark matrix, but it is not in general position with
respect to ({1, 2}, [1, 1]T ). Full spark matrices only consider the subsets I with |I| = m,
but do not consider the entire set {1, ..., n}. Vice versa, general position with respect to
(I, s) takes only one subset I and one vector s ∈ {−1,+1}I into account – not each. The
matrix
A =
 1 0 0 120 1 0 12
0 0 1 0

is obviously not a full spark matrix but it is in general position with respect to the recov-
erable support ({1, 2, 3}, [1, 1, 1]T ).
Although the collision of both names is known, it is reasonable to call the concept in
Definition 3.1.1 general position to give a clear connection between geometry and com-
pressed sensing.










Figure 3.1: Projected cross-polytope AC44 with the Mercedes-Benz matrix A ∈ R3×4.
However, the concept in Definition 3.1.1 is slightly different from the term being used in
geometry: for example in [95, page 81], a set X ⊂ Rm of points is said to be in general
position if every subset Y ⊂ X with m + 1 or fewer points is affinely independent. Let
A ∈ Rm×n,m < n, be in general position with respect to some (I, s) ∈ Sn,m. Then
{siai}i∈I is linearly independent and, moreover for all j ∈ Ic and |λ| = 1 it follows that
{siai}i∈I ∪ {λaj} is affinely independent, since λaj /∈ aff({siai}i∈I). This means that in
Definition 3.1.1 the subset Y from the definition in [95, page 81] is restricted and has to
contain the set {siai}i∈I . In fact, the definition from [95, page 81] is equivalent to the
term global general position.
Proposition 3.1.3 Let A ∈ Rm×n,m < n, be in general position with respect to all
(I, s) ∈ Sn,m. Then A is a full spark matrix.
Proof. For each (I, s) ∈ Sm,n, the affine hull {siai}i∈I is (m− 1)-dimensional since the set
{ai}i∈I is linearly independent. 
From [82, Section 3], one can deduce that matrices whose columns are independently
and uniformly chosen at random are in global general position with high probability. Please
note that matrices whose columns are pairwise different and placed on the `2-unit sphere
are not necessarily in global general position: for a positive integer k and (I, s) ∈ Sn,k
it follows that ‖∑i∈I qisiai‖2 < ∑i∈I qi ‖siai‖2 = 1 for q ∈ RI+ with ∑i∈I qi = 1; but
the same does not hold for q ∈ RI with ∑i∈I qi = 1. For example one may observe that
in Figure 3.1 the cross-polytope projected via the Mercedes-Benz matrix A ∈ R3×4 is a
three-dimensional cube and, therefore, the matrix A is not in global general position.
Proposition 3.1.4 Let k be a positive integer and A ∈ Rm×n,m < n, be in general
position with respect to (I, s) ∈ Sn,k. Then for each (J, s¯) ∈ Sn,l with l ≤ k, J ⊂ I, and
s¯J = sJ , the matrix A is in general position with respect to (J, s¯).
Proof. Assume that A is not in general position with respect to a given (J, s¯). Then the
set {s¯jaj}j∈J is linearly independent since {siai}i∈I is linearly independent. For j0 ∈ Ic
Chapter 3. Equivalence Classes for Exact Recovery 37
and each λ with |λ| = 1, it follows that λaj0 /∈ aff({sjaj}j∈J). Further, there are j0 /∈ J
and λ with |λ| = 1 which satisfy λaj0 =
∑
j∈J qjsjaj for q ∈ RJ ,
∑
j∈J qj = 1, i.e.
















This means that λaj0 ∈ aff({siai}i∈I\{λaj0}) and {siai}i∈I is not affinely independent.
Further, the set {siai}i∈I is not linearly independent, which is a contradiction. 
One can state that for each I ⊂ {1, ..., n} and s ∈ {−1,+1}I , |I| ≤ m, the affine hull
of {siai}i∈I is contained in at least one hyperplane.
Lemma 3.1.5 Let A ∈ Rm×n,m < n, and let (I, s) ∈ Sn,k for a positive integer k ≤ m.
Further, let A be in general position with respect to (I, s). Then there exists w ∈ Rm such
that
aff({siai}i∈I) ⊂ Hw. (3.1.1)
Proof. For k ≤ m, the linear system {〈siai, w¯〉 = 1}i∈I has full rank and there is at least
one solution w ∈ Rm. For each y ∈ aff({siai}i∈I), with q ∈ RI and
∑





qi〈siai, w〉 = 1,
therefore y ∈ Hw. 
Note that the derived element w ∈ Rm in Lemma 3.1.5 is a dual certificate of the
considered pair (I, s). For the rest of this chapter, the previous lemma is used to link the
term general position with the conditions stated in (2.1.13).
3.2 Geometrical Interpretation of Basis Pursuit
In this section, the geometry of the optimization problem in (L1) is considered, which was
first done in [49]. As mentioned in Chapter 1, the convex hull of the union of the positive
and negative standard basis, i.e. E ≡ {ei}ni=1 ∪ {−ei}ni=1, is the cross-polytope
Cn4 ≡ {y ∈ Rn : ‖y‖1 ≤ 1}.
In the present section, a matrix A ∈ Rm×n is associated with the convex polytope
P ≡ ACn4 = {Ay : ‖y‖1 ≤ 1}
which is the convex hull of the positive and negative columns of A, i.e.
ACn4 = conv({±ai}ni=1),
since Cn4 = conv(E) and ACn4 = Aconv(E). This polytope is called projected cross-polytope.
Obviously, the projected cross-polytope is symmetrical with respect to the origin, i.e. for
all b ∈ P it follows that −b ∈ P . Such a polytope is called centrally symmetric. A set
S ⊂ {±ai}ni=1 is called antipodal if for all v ∈ S it follows that −v /∈ S. Recall, if b ∈ ACn4,
then there is y ∈ Rn with b = Ay and ‖y‖1 ≤ 1.










Figure 3.2: Projected cross-polytope AC34 with A ∈ R2×3 from (1.1.2).
In the following theorem, the relationship between ACn4 and the optimization problem
in (L1) is revealed. It is based on [49, Theorem 1] and requires the concepts of neighborli-
ness saying that P is called k-neighborly if each antipodal set of k vertices of P determines
a face of P .
Theorem 3.2.1 Let A ∈ Rm×n with m < n and let k ≥ 1 be a positive integer. Then the
following two statements are equivalent.
• The polytope ACn4 has 2n vertices and is k-neighborly.
• Every pair (I, s) ∈ Sn,k is a recoverable support of A with size k.
A different proof can be found in [64, Theorem 4.39]. Theorem 3.2.1 gives geometrical
conditions on global recovery: if each antipodal set of k vertices forms a (k−1)-dimensional





faces of the dimension
(k−1). Consequently, the number of (k−1)-dimensional faces of ACn4 and Cn4 is the same,





if A is k-neighborly.
In general, it follows that fk−1(ACn4) ≤ fk−1(Cn4), cf. [49, Section 2], which implies that,
under the mapping A : Rn → Rm, some (k − 1)-dimensional faces could get lost: hence
Λ(A, k) ≤ fk−1(ACn4). The previous theorem can also be adapted to individual recovery.
Theorem 3.2.2 Let A ∈ Rm×n with m < n, and let (I, s) ∈ Sn,k for a positive integer k.
Then (I, s) is a recoverable support of A with size k if and only if A is in general position
with respect to (I, s) and the set F ≡ conv({siai}i∈I) is a (k−1)-dimensional face of ACn4.
Proof. Each direction is proved separately. With (I, s) being a recoverable support of A
with size k, necessarily, there is a dual certificate w ∈ Rm of (I, s). Consider b ∈ ACn4 with
y ∈ Rn satisfying b = Ay, and, without loss of generality, assume ‖y‖1 = 1 – otherwise, in
the following inequality the vector w˜ = w/‖y‖1 needs to be used instead of w. With the
Ho¨lder inequality, it follows that
〈b, w〉 = 〈y,ATw〉 = 〈yI , ATI w〉+ 〈yIc , ATIcw〉
≤ ‖yI‖1 ‖ATI w‖∞︸ ︷︷ ︸
=1
+‖yIc‖1 ‖ATIcw‖∞︸ ︷︷ ︸
<1
≤ ‖y‖1 = 1.
The inequality can not be stated strictly since ‖yIc‖1 6= 0 does not hold necessarily.
Further, the previous inequality shows that
F¯ ≡ {b ∈ ACn4 : 〈b, w〉 = 1,∃y : b = Ay, ‖y‖1 = 1, supp(y) = I, sign(y)I = s}
















P ≡ {Ax∗ : x∗ ∈ C44 solves (L1) uniquely}
Figure 3.3: Counterexample which shows that not each P is a convex polytope. Left: projected
cross-polytope with a certain matrix A ∈ R2×4 with columns a1 = e1, a2 = (e1 + e2)/2, a3 = e2,
and a4 = (e1 − e2)/2. Right: the set of all unique solutions x∗ ∈ R2 of (L1) with the same matrix
A ∈ R2×4.
is a face of ACn4, since for all b ∈ ACn4 it follows that 〈b, w〉 ≤ 1. Further, one can deduce
that F¯ ⊂ F , since for b ∈ F¯ with a corresponding y ∈ Rn and qi = |yi| for all i ∈ I, it






i∈I qi = ‖y‖1 = 1. Actually, it is F = F¯
since 〈b, w〉 = ∑i∈I qi〈siai, w〉 = 1 for b ∈ F , a corresponding q ∈ RI ,∑i∈I qi = 1, and
a corresponding y ∈ Rn, yi = siqi for i ∈ I and yj = 0 for j /∈ I such that Ay = b. Let
w ∈ Rm satisfy (3.1.1) and assume for j0 ∈ Ic with |λ| = 1 it holds that λaj0 ∈ Hw.
Note that F ⊂ Hw. Then it follows that |〈w, aj0〉| = 1, which contradicts (I, s) being a
recoverable support of A. Finally, the face F is (k − 1)-dimensional since AI is injective;
this completes the proof concerning the first direction.
Assume F is a (k− 1)-dimensional face of ACn4, then there is w ∈ Rm such that F = {b ∈
ACn4 : 〈b, w〉 = 1}. Especially, for all i ∈ I it follows that 1 = 〈siai, w〉, which implies
ATI w = sign(x
∗)I . Since ±aj /∈ F for j ∈ Ic and F is a face, it follows that |〈aj , w〉| < 1
for all j ∈ Ic, hence ‖ATIcw‖∞ < 1. Finally, since F is (k − 1)-dimensional, the submatrix
AI is injective. 
A similar proof of the previous theorem can be found in [64, Theorem 4.38]. Due to
its connection to the primal problem in (L1), this geometrical interpretation is also called
primal. Theorem 3.2.2 gives a clear answer, why (L1) does not deliver a sparser solution
in case of the example in (1.1.2): considering Figure 3.2, one may see, that a1 is not
contained in a proper face of ACn4, therefore, the first component of each solution x∗ of
(L1) is always 0. Further, the vector Ax0 is only contained in a one-dimensional face of
AC34.
With the previous theorem, one can infer when the set
P ≡ {Ax∗ : x∗ ∈ Cn4 solves (L1) uniquely}
coincides with ACn4 for a given matrix A ∈ Rm×n. In Figure 3.3, one may see that under
certain circumstances that P 6= ACn4 for a corresponding matrix A. Further, the set
P is not a convex polytope since some faces are missing. But if A is in global general
position, the statement changes. Before this is shown, the following remark motivates the
introduction of a related term.
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Remark 3.2.3 The assumption that A ∈ Rm×n is in global general position is an even
stronger condition than generally needed for recoverability since it also considers pairs
(I, s) ∈ Sn,k which do not generate proper faces F in the sense that conv({siai}i∈I) ∈
Fk−1(ACn4). For instance, consider A ∈ R2×3 with a1 = e1, a3 = e2, a2 = (a1 + a2)/‖a1 +
a2‖2, then A being in general position with respect to ({1, 3}, [1, 1]T ) does not influence
the recoverability since conv({a1, a3}) is not contained in any proper face of AC34.
Definition 3.2.4 Let A ∈ Rm×n,m < n, and let k be a positive integer. Then A is
said to be in general position with respect to all (k − 1)-faces if for all (I, s) ∈ Sn,k with
F ∈ F(k−1)(ACn4) such that conv({siai}i∈I) ⊂ F , the matrix A is in general position with
respect to (I, s).
The previous concept is introduced for the sake of brevity and is rather of theoretical
nature to give a weaker condition than global general position. It characterizes individ-
ual recoverability with regard to the term general position. With Proposition 3.1.4 and
Theorem 3.2.2, the following corollary holds.
Corollary 3.2.5 Let A ∈ Rm×n,m < n, with rk(A) = r. The matrix A is in general
position with respect to all (r − 1)-faces if and only if
ACn4 = {Ax∗ : x∗ ∈ Cn4 solves (L1) uniquely}.
Note that for all A ∈ Rm×n,m < n, it follows that ACn4 = {Ax∗ : x∗ ∈ Cn4 solves (L1)}.
In context with the optimization problem in (L1), general position is a condition primarily
associated with uniqueness. Consequently, a face F of ACn4 does uniquely correspond to
a pair (I, s) ∈ Sn,k. In Section 3.4 below, this connection is addressed in detail.
Remark 3.2.6 For a given full rank matrix A ∈ Rm×n,m < n, Corollary 3.2.5 implies
that the set
P ≡ {Ax∗ : x∗ ∈ Cn4 solves (L1) uniquely}
is a convex polytope if and only if all facets of ACn4 can be associated with maximal
recoverable supports of A. Further, the requirement that A is in general position with
respect to all (m− 1)-faces implies that each facet of P is a simplex : such a polytope P is
called simplicial . Note that the convex polytope in Figure 3.3 is also simplicial, although
its corresponding matrix is not in general position with all 1-faces. In the situation of
Corollary 3.2.5, if a matrix A ∈ Rm×n,m < n, with rk(A) = r is in general position with
respect to all (r − 1)-faces, then the projected cross-polytope ACn4 is simplicial.
Finally, the previous observation can be used to identify the missing piece which pre-
vents the equivalence between general position and neighborliness.
Corollary 3.2.7 Let A ∈ Rm×n,m < n, such that ACn4 is k-neighborly for a positive
integer k. Then for all l ≤ k, the matrix A is in general position with respect to all
(I, s) ∈ Sn,l.
Proof. The assertion holds with Theorem 3.2.1 and Theorem 3.2.2. 
The converse of the previous corollary does not hold: a recoverable support (I, s) ∈ Sn,k
of A ∈ Rm×n,m < n, with k as a positive integer, can not necessarily be associated with
a face of ACn4.
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3.3 Polar Interpretation of Basis Pursuit
In this section, a second geometrical interpretation of basis pursuit is considered. To that
end, the polar set needs to be introduced, cf. [109, Example 11.19]. For any set Y ∈ Rm
with 0 ∈ Y , the polar of Y is defined by
Y ∗ ≡ {v ∈ Rm : 〈v, x〉 ≤ 1 for all x ∈ Y }.
Note that the polar set is closed, convex and the origin is contained, i.e. 0 ∈ Y ∗. For
applying polar sets on polytopes, consider a polytope P with 0 ∈ relint(P ). The set P ∗ is
also a polytope, see [92, Section 5.3], named polar polytope of P . As shown in [73, Section
3.4.4], the mapping
Ψ : F(P )→ F(P ∗), F 7→ F ∗ = {w ∈ P ∗ : 〈w, b〉 = 1 for all b ∈ F}
is one-to-one inclusion-reversing, which means that all faces F1, F2 ∈ F(P ) satisfy F1 ⊂ F2
if and only if Ψ(F2) ⊂ Ψ(F1). The polytopes P and P ∗ are said to be dual to each other .
For an arbitrary matrix A ∈ Rm×n,m < n, the polar polytope of the projected cross-
polytope ACn4 is considered in this section. This was first envisaged in [104]. The polar
polytope
(ACn4)∗ = {w ∈ Rm : 〈w, b〉 ≤ 1 for all b ∈ ACn4}
can be linked directly to the optimality conditions in Corollary 2.1.7: for all w ∈ Rm with
‖ATw‖∞ ≤ 1 it follows that w ∈ (ACn4)∗, since for all b ∈ ACn4, with y ∈ Rm, ‖y‖1 ≤ 1,
such that b = Ay, it follows that
〈w, b〉 = 〈ATw, y〉 ≤ ‖ATw‖∞‖y‖1 ≤ ‖ATw‖∞.
Hence, for a given x∗ ∈ Rn, the polar of ACn4 contains all elements of the feasible set
corresponding to the dual problem of (L1), which is
max
w
〈w,Ax∗〉 subject to ‖wTA‖∞ ≤ 1.
A deeper insight to the construction of the polar of a projected cross-polytope is given
in the following remark.
Remark 3.3.1 Let A ∈ Rm×n with m < n, let k be a positive integer, and F ≡
conv({siai}i∈I) for (I, s) ∈ Sn,k with ±aj /∈ F for all j ∈ Ic such that F ∈ F(k−1)(ACn4).
Theorem 3.2.2 states that (I, s) is a recoverable support of A. In Section 3.2, it is shown
that a recoverable support (I, s) of A with size k can be associated with a (k − 1)-
dimensional face of ACn4. Let w ∈ Rm be a dual certificate of (I, s). Every b ∈ F
can be represented by b =
∑
i∈I qisiai for q ∈ RI with
∑
i∈I qi = 1 and it further holds
that 〈w, b〉 = ∑i∈I qi〈w, siai〉 = 1. Consequently, the polar face F ∗ contains all dual cer-
tificates w such that conv({siai}i∈I) ⊂ Hw, i.e. F ∗ = {w ∈ Rm : F ⊂ Hw}. This means
that a recoverable support also defines a face of (ACn4)∗.
Theorem 3.3.2 Let A ∈ Rm×n,m < n with rank r, and (I, s) ∈ Sn,k for a positive integer
k ≤ r. Then
F ∗ ≡ {w ∈ Rm : Hw ⊃ conv({siai}i∈I),±aj /∈ Hw ∀j ∈ Ic}
is an (r− k)-dimensional face of (ACn4)∗ if and only if (I, s) is a recoverable support of A
with size k.
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Proof. If F ∗ ∈ Fr−k((ACn4)∗) and w ∈ F ∗, then aTi w = si for i ∈ I and AI is injective.
Further, for j ∈ Ic it follows that |aTj w| 6= 1 and w ∈ (ACn4)∗ which implies |aTj w| < 1.
The converse direction is shown in Remark 3.3.1. 
Please note, for a given full rank matrix A ∈ Rm×n,m < n, and x∗ ∈ Rn with the
support I, it is not sufficient to assume that
F¯ ∗ ≡ {w ∈ (ACn4)∗ : ATI w = sign(x∗)I} ∈ F(m−|I|)((ACn4)∗) (3.3.1)
such that x∗ ∈ Rn is the unique solution of (L1). This is discussed in the following remark.
Remark 3.3.3 Consider the Mercedes-Benz matrix A ∈ R3×4, cf. Section 2.5, and
(I, s) ∈ S4,3 with I ≡ {1, 2, 3} and s ≡ [1,−1, 1]T . Indeed, the corresponding F¯ ∗ =
{w ≡ (ATI )−1s} from (3.3.1) is zero-dimensional, but it follows that aT4 w = −1, since for
v ∈ rg(AT ) with v = [1,−1, 1, α]T and α ∈ R if and only if α = 1, cf. Proposition 2.5.13.
Hence A, I, and s do not satisfy the strict source condition and (I, s) is not a recoverable
support of A. As one may see in Figure 3.1, the polytope AC44 is not simplicial.
3.4 Adjoint Polar Interpretation of Basis Pursuit
Another geometrical perspective arises directly by considering the optimality conditions
in Corollary 2.1.7. Just as a quick reminder, for a matrix A ∈ Rm×n, n < m, a vector
x∗ ∈ Rn with I = supp(x∗) solves (L1) if and only if there is w ∈ R such that
ATI w = sign(x
∗)I and ‖ATIcw‖∞ ≤ 1.
With the set Sign(x∗) as the subdifferential of the `1-norm at x∗, the optimality conditions
can also be stated as the expression Sign(x∗) ∩ rg(AT ) 6= ∅. Note that for all x∗ ∈ Rn,
the set Sign(x∗) is a subset of the hypercube Cn ≡ [−1,+1]n, in the following also called
n-cube. One can simply deduce that
⋃
x∗∈Rn Sign(x
∗) = Cn. To explore x∗ which solves
(L1), one can alternatively consider the intersection Cn∩rg(AT ). All recoverable supports
of A can be characterized with this perspective.
Before characterizing recoverable supports with respect to the n-cube, a crucial obser-
vation concerning the connection between such regarded pairs (I, s) and Cn needs to be
documented.
Lemma 3.4.1 Let k and n be positive integers with k ≤ n. Then the function
Φ : Sn,k → Fn−k(Cn)
(I, s) 7→





qjej , qj ∈ (−1, 1)

is bijective.
Proof. First, the surjectivity is proved. Every (n − k)-dimensional face F of Cn can be
assigned to a pair (I, s) ∈ Sn,k since k entries in v ∈ F are fixed to ±1, i.e. vi = si
for i ∈ I, and the other entries can achieve a magnitude between −1 and 1, more pre-
cisely vj ∈ (−1, 1) for j ∈ Ic. Hence Fn−k(Cn) ⊂ ΦSn,k and, trivially, it follows that
ΦSn,k ⊂ Fn−k(Cn); this means that the function Φ is surjective.
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Let (I, s), (I¯ , s¯) ∈ Sn,k, I 6= I¯, then it follows that Φ(I, s) 6= Φ(I¯ , s¯) and Φ is injective. 
The following lemma shows that, for each (I, s) ∈ Sn,k, the relative interior of Φ(I, s)
is the set
relint(Φ(I, s)) = {v ∈ Φ(I, s) : ‖vIc‖∞ < 1}.
Lemma 3.4.2 Let A ∈ Rm×n,m < n, let (I, s) ∈ Sn,k for a positive integer k ≤ n, and
let v ∈ rg(AT ) ∩ Cn with vI = s. Then ‖vIc‖∞ < 1 if and only if v ∈ relint(Φ(I, s)).
Proof. It follows easily that relint(Φ(I, s)) ⊂ {v : ‖vIc‖∞ < 1}. Let ‖vIc‖∞ < 1 and let
w ∈ Rm satisfy ATw = v. By [108, Theorem 6.4] it is obvious that
relint(Φ(I, s)) = {v ∈ Φ(I, s) : ∀y ∈ Φ(I, s) ∃γ > 1 such that γv + (1− γ)y ∈ Φ(I, s)}.
Choose  ≡ 1 − ‖vIc‖∞ and δ > 0 such that 2δ ≤ (1 + δ). For example, the number δ
can be chosen with some ¯ > 0 such that 2¯−1 ≤  and δ ≡ (¯ + 1)−1 with given . Let
y ∈ Φ(I, s), then for γ ≡ 1 + δ > 1 it follows that
γvI + (1− γ)yI = γs+ (1− γ)s = 1
and
‖γvIc + (1− γ)yIc‖∞ ≤ |γ|‖vIc‖∞ + |1− γ|‖yIc‖∞
≤ (1 + δ)(1− ) + δ = 1 + 2δ − (1 + δ)
≤ 1.
Hence, v ∈ relint(Φ(I, s)). 
Finally, a further characterization of recoverable supports can be achieved.
Theorem 3.4.3 Let A ∈ Rm×n,m < n, with rk(A) = r and let (I, s) ∈ Sn,k for k ≤ r
such that AI is injective. Then the following statements are equivalent.
• The pair (I, s) is a recoverable support of A with size k.
• For F ≡ Φ(I, s) ∈ Fn−k(Cn), it follows that relint(F ) ∩ rg(AT ) 6= ∅.
• For F ≡ Φ(I, s), there is G ∈ Fr−k(Cn ∩ rg(AT )) with G ⊂ F and there is at least
one v ∈ G with ‖vIc‖∞ < 1.
Proof. Let (I, s) be a recoverable support of A with size k. With Lemma 3.4.1, the set
F ≡ Φ(I, s) is an (n−k)-dimensional face of Cn. With w ∈ Rm denoting a dual certificate
of (I, s) and Lemma 3.4.2, it follows that v ≡ ATw is an element of the relative interior
of F since ‖vIc‖∞ < 1; hence v ∈ relint(F ) ∩ rg(AT ).
Let F ≡ Φ(I, s) be an (n−k)-dimensional face of Cn. Then there is an (r−k)-dimensional
face G of Cn ∩ rg(AT ) with G ⊂ F and v ∈ G such that ‖vIc‖∞ < 1 since relint(F ) ∩
rg(AT ) 6= ∅. Finally, consider the r-dimensional polytope P ≡ Cn∩rg(AT ) and an (r−k)-
dimensional face G of P with G ⊂ F ≡ Φ(I, s). For v ∈ G with ‖vIc‖∞ < 1 there is
























Figure 3.4: Three geometrical interpretations of (L1) with the Mercedes-Benz matrix A ∈ R2×3:
the projected cross-polytope AC24 (left), the polar interpretation (AC24)∗ (center), and the adjoint
polar interpretation C3 ∩ rg(AT ) (right).
One can deduce that ATI w = s and ‖ATIcw‖∞ < 1. Further, the submatrix AI is injective
since I has the cardinality k and G is (r− k)-dimensional. The pair (I, s) is a recoverable
support of A with size k. 
Summarizing, Theorem 3.2.2, Theorem 3.3.2, and Theorem 3.4.3 give an extensive list
of geometrical interpretations of the optimization problem in (L1). For a given matrix
A ∈ Rm×n,m < n, all x∗ ∈ Rn which solve (L1) can be associated to
• pre-images of elements in a projected cross-polytope,
• dual certificates in the polar of a projected cross-polytope,
• faces of the hypercube intersected with a lower-dimensional affine subspace,
• faces of the intersection of the hypercube with a lower-dimensional affine subspace.
Obviously, the last two points only differ in the dimension of the considered object.
In the following sections, all introduced geometrical interpretations are used to evaluate
the number of recoverable supports as well as the maximal possible number of recoverable
supports, i.e. Λ and Ξ, respectively. Before, the impact on the intersection of the hyper-
cube under the assumption of general position is examined for the rest of this section. Note
that in Remark 3.3.1 a guide to construct (ACn4)∗ from ACn4 is given; this construction
can be complemented by mapping the polar polytope with AT since it follows that
AT (ACn4)∗ = {ATw : 〈ATw, x∗〉 ≤ 1 for all x∗ ∈ Cn4}
= {ATw : ‖ATw‖∞ ≤ 1}
= Cn ∩ rg(AT ).
In the following remark, the geometrical situation is considered if A ∈ Rm×n,m < n,
is not in general position with respect to certain pairs in Sn,k, k ≤ m.
Remark 3.4.4 Let A ∈ Rm×n,m < n, have full rank, let (I, s) ∈ Sn,k for a positive
integer k ≤ m such that {siai}i∈I is linearly independent, and assume F ∈ Fk−1(ACn4)
with F ⊃ conv({siai}i∈I). If A is in general position with respect to (I, s), then there
exists w ∈ Rm such that aTi w = si for all i ∈ I and |aTj w| < 1 for all j /∈ I. Assume that
A is not in general position with respect to (I, s), then for all w ∈ Rm there is j0 ∈ Ic
such that |aTj0w| = 1. This means that the intersection Φ(I, s) ∩ rg(AT ) is a subset of a












C3 ∩ rg(AT )
Figure 3.5: Relationship between the projected cross-polytope AC34 and C3 ∩ rg(AT ). The faces
F ∈ F1(AC34) and F¯ ∈ F1(AC34) can be mapped via Φ to vertices of the polytope C3∩ rg(AT ) and
vertices of C3. The intersection of relint(Φ(I, s)) and rg(AT ) is empty, but the rgAT intersects the
relative interior of Φ(I¯ , s¯).
lower-dimensional face of Cn and the dimension of Φ(I, s) ∩ rg(AT ) is smaller than the








The hyperplane Hw with w = [1, 1]
T contains the face conv({e1, e2}) of AC34 and it follows
that aT3 w = 1. Hence, the element A
Tw is a vertex of C3. Moreover, the matrix A is not
in general position with respect to (I, s). In contrast, for w¯ = [1,−1]T , the hyperplane Hw¯
contains the face conv({e1,−e2}) of AC34 and it follows that aT3 w¯ = 0. The vector AT w¯ is
an element of an edge of C3 and A is in general position with respect to ({1, 2}, [1,−1]T ).
Remark 3.4.5 An intersection of an m-dimensional linear subspace with Cn is called
regular if no (n −m − 1)-dimensional face of the n-cube is intersected by the considered
subspace. For example, if A ∈ Rm×n,m < n, is in general position with all (m− 1)-faces,
then the intersection Cn ∩ rg(AT ) is regular. The same holds if A is in global general
position since this condition is stronger. Moreover, the intersection Cn∩ rg(AT ) is regular
if and only if A is in general position with respect to all (m− 1)-faces.
Proposition 2.1.8 states that recoverable supports can be shrunk with respect to their
size. If a matrix A is in general position with respect to all (m−1)-faces, each recoverable
support (I, s) of A with size m can be shrunk to, in total, m recoverable supports with
size (m − 1): each i ∈ I can be excluded from I such that the emerging (I\{i}, s¯), with
s¯j = sj for all j ∈ I\{i}, is a recoverable support of A with size (m − 1). Hence, each
recoverable support with size m is connected with m recoverable supports of size (m− 1):
assume for a moment that P ≡ Cn ∩ rg(AT ) is a regular intersection, then each vertex of
P is connected with m vertices of P . Since P is m-dimensional, such a polytope is called
simple. The present remark anticipates the methodology in Section 3.5 and is advanced
in Lemma 3.5.2.
Remark 3.4.6 Consider a matrix A ∈ Rm×n,m < n. As mentioned above, it follows
that AT (ACn4)∗ = Cn ∩ rg(AT ) which brings a characterization of w ∈ Rm belonging to
46 3.5 Partial Order of Recoverable Supports
(ACn4)∗. Since only the point of view, but not the property of the elements, is changed in
regarding Cn ∩ rg(AT ) instead of (ACn4)∗, both polytopes have isomorphic face lattices.
3.5 Partial Order of Recoverable Supports
For a recoverable support with size k, the construction of a recoverable support with a lower
size than k can be adapted from the proof of Proposition 2.1.8. In particular, recoverable
supports ofA with each size can be derived by considering all maximal recoverable supports
of A. Therefore, the question of the identification of all recoverable supports of A is reduced
to the identification of all maximal recoverable supports. So far, the question whether all
maximal recoverable supports have the same size has been concealed; in this section this
question is approached. Most of the results in the present section are published in [84].
The following proposition states requirements how to enlarge a recoverable support.
Proposition 3.5.1 Let A ∈ Rm×n,m < n, and let (I, s) be a recoverable support of A
with size k. If for a dual certificate w ∈ Rm of (I, s) there is y ∈ ker(ATI ) such that
‖ATIc(w + y)‖∞ = 1 and for J = {i : |aTi (w + y)| = 1} the submatrix AJ is injective, then
(J,ATJ (w + y)) is a recoverable support of A with size strictly larger than k.
Proof. The assertion follows from Corollary 2.1.11 or by contradiction using Proposition
2.1.8. 
Considering Proposition 2.1.8 and Proposition 3.5.1, the recoverable supports of a fixed
matrix can be equipped with a partial order: for two recoverable supports S1 = (I, s) and
S2 = (J, s¯), the relationship S1 ≤ S2 is defined if I ⊂ J and sI = s¯I . In other words, the
set of all recoverable supports of A forms a partially ordered set, respectively a lattice,
and can be visualized via a Hasse Diagram, see Remark 3.5.5 below. To that end, in the
following two recoverable supports S1 = (I, s) and S2 = (J, s¯) are said to be adjacent if
S1 ≤ S2 and |I| = |J | − 1.
Moreover, Proposition 2.1.8 states directly a link between the number of recoverable
supports with size k and with size (k − 1), which is also considered in Remark 3.4.5.
Lemma 3.5.2 Let A ∈ Rm×n,m < n, and let k be a positive integer with Λ(A, k) 6= 0.
Then there exists a positive, real number λk ≤ 2(n− k + 1) such that
λkΛ(A, k − 1) = kΛ(A, k).
Proof. In this proof, the Hasse diagram of all recoverable supports is considered, and the
number of edges between all recoverable supports of A with size k and with size (k− 1) is
calculated from the perspective of all recoverable supports with size k and all recoverable
supports with size (k − 1).
Each recoverable support with size k, which exists by assumption, is adjacent to k recov-
erable supports with size (k−1), since Proposition 2.1.8 states for each i ∈ I that the pair
(Ii, s
(i)) with Ii ≡ I\{i} and s(i)Ii ≡ sIi is a recoverable support with size (k − 1) if (I, s)
is a recoverable support. Let λk ∈ R+ denote the number of recoverable supports with
size k which are adjacent to the recoverable supports with size (k − 1) on average. Then
it follows that λkΛ(A, k − 1) = kΛ(A, k). Finally, consider (J, s¯) as a recoverable support
with size (k − 1), then |J | = (k − 1) and |Jc| = (n − k + 1), which means that not more
than (n− k + 1) entries can be used for enlarging (J, s¯) to a recoverable support (I, s) of
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({1, 2}, [±1,±1]T )
({2, 4}, [±1,∓1]T )
({1, 4}, [±1,±1]T )
({1, 3}, [±1,∓1]T )
({3, 4}, [±1,∓1]T )
({2, 3}, [±1,±1]T )
({3, 4}, [±1,±1]T ) ({1, 3, 4}, [±1,∓1,±1]
T )
({2, 3, 4}, [±1,±1,∓1]T )
Figure 3.6: Partially ordered set of all recoverable supports with size 2 and 3 for the matrix
A ∈ R3×4 in Remark 3.5.5.
A with size k. Each new entry sj , j ∈ I ∩ J, of the arising recoverable support (I, s) can
adopt both signs: a positive or a negative sign. Hence λk ≤ 2(n− k + 1). 
Consider a matrix A ∈ Rm×n and a positive integer k such that Λ(A, k) = 2k(nk), which















= 2(n− k + 1),
which emphasizes that λk achieves its maximal value if Λ(A, k) and Λ(A, k − 1) achieve
their trivial upper bound. Obviously, it follows that λk ≥ Λ(A, k−1)−1 in the situation of
Lemma 3.5.2. Before caring about the question whether all maximal recoverable supports
have the same size, a further conclusion is documented concerning the recoverability curve.









is named recoverability curve.
The recoverability curve states the ratio between the actual number of recoverable
supports of A with size k and the total number of pairs (I, s) ∈ Sn,k. It is often used to
visualize global and individual recovery, see for instance [29, 53, 126]. With Lemma 3.5.2,
a crucial property of this curve can be stated.
Proposition 3.5.4 Let A ∈ Rm×n,m < n, then the recoverability curve is monotonically
nonincreasing.














then it follows that λk > 2(n− k + 1) which is a contradiction to Lemma 3.5.2. 
Finally, the size of maximal recoverable supports is examined in the following remark.








Figure 3.7: Polytope AC44 with A ∈ R3×4 from Remark 3.5.5.
Remark 3.5.5 Consider the matrix
A =
 1 0 0 20 1 0 −2
0 0 1 1
 ,
then the recoverable supports of A can be computed by considering every element in S4,k
for all k ≤ 3. Figure 3.6 visualizes the lattice of recoverable supports: conspicuously, the
four recoverable supports S1,2 = ({1, 2}, [±1,±1]T ) and S3,4 = ({3, 4}, [±1,±1]T ) with
size 2 can not be enlarged. Indeed, neither for I ⊃ {1, 2} with s ≡ [±1,±1,±1]T or
s ≡ [±1,±1,∓1]T nor for I ⊃ {3, 4} with s ≡ [±1,±1,±1]T or s ≡ [∓1,±1,±1]T , a
dual certificate w ∈ Rm of (I, s) can be found; hence, all considered Si are maximal
recoverable supports. Nevertheless, it follows that Λ(A, 3) 6= 0 since ({2, 3, 4}, [1, 1,−1]T )
is a recoverable support of A.
The previous remark shows that there is at least one matrix, more precisely a full
spark matrix, whose maximal recoverable supports have different sizes. Considering the
primal geometrical interpretation in Theorem 3.2.2, one may see that some projected cross-
polytopes have facets which have the property that the maximal recoverable supports of a
corresponding matrix have different sizes. Figure 3.7 shows ACn4 with the matrix A from
Remark 3.5.5 as an example that not all matrices have maximal recoverable supports with
the same size. There are other, also famous, polytopes which can be used as counterex-
amples, for example AC124 as the rhombicuboctahedron. However, one can deduce directly
that matrices A ∈ Rm×n,m < n, with rank r and which are in general position with
respect to all (r − 1)-faces have maximal recoverable supports with the same size.
Proposition 3.5.6 Let A ∈ Rm×n,m < n be in general position with respect to all (m−1)-
faces. Then (I, s) is a recoverable support of size m if and only if (I, s) is a maximal
recoverable support of A.
Proof. If a recoverable support (I, s) has size m, then it is a maximal recoverable support,
cf. Corollary 2.1.11. Vice versa, as all facets of ACn4 are simplices, all recoverable supports
have size m. 
Proposition 3.5.6 can also be applied to matrices in global general position. Note that
there are also matrices A which are not in general position with respect to all (rk(A)− 1)-
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is not in general position with respect to ({1, 3}, [1, 1]T ), but all its maximal recoverable
supports have the size 2. Figure 3.5 illustrates AC34 on the left-hand side, see also Remark
3.2.3.
One could get the impression that the set of maximal recoverable supports can be
connected to oriented matroids [20]. For the rest of Section 3.5, the terms concerning
oriented matroids are introduced. Likewise it is shown that the set of maximal recoverable
supports is not a set of signed circuits of an oriented matroid. The introduction follows
[20, Section 3]. Let E be any set, then a signed subset of E is a signed set whose support
is contained in E, i.e. a signed subset can be identified with an element of {−1, 0, 1}E .
For X ∈ {−1, 0, 1}E let
X+ ≡ {e ∈ E : sign(X(e)) = 1},
X− ≡ {e ∈ E : sign(X(e)) = −1}, and
X ≡ X+ ∪X−.
Definition 3.5.7 Let E be a set. A collection C of signed subsets of E is called the set of
signed circuits of an oriented matroid on E if and only if the following axioms are satisfied:
(C0) ∅ /∈ C,
(C1) C = −C,
(C2) for all X,Y ∈ C with X ⊂ Y it follows that X = Y or X = −Y ,
(C3) for all X,Y ∈ C with X 6= −Y and e ∈ X+ ∩ Y −, there is Z ∈ C with Z+ ⊂
(X+ ∪ Y +)\{e} and Z− ⊂ (X− ∪ Y −)\{e}.
The following proposition shows that the set of maximal recoverable supports of a
matrix A ∈ Rm×n,m < n, is not necessarily a set of signed circuits of an oriented matroid
on {−1, 0,+1}n.
Proposition 3.5.8 For A ∈ Rm×n,m < n, consider the set
M(A) ≡ {v ∈ {−1, 0, 1}n : vI = s, vj = 0 for j ∈ Ic
and (I, s) as a maximal recoverable support of A}.
Then M(A) is not a set of signed circuits of an oriented matroid on {−1, 0,+1}n.
Proof. In this proof, a counterexample is given which shows that M(A) is not a set of
signed circuits of an oriented matroid on {−1, 0,+1}n. Among other axioms, the setM(A)
needs to satisfy the weak elimination axiom (C3), saying for all x, y ∈M(A), x 6= −y, and
i0 ∈ {i : xi = +1} ∩ {j : yj = −1}, there is z ∈M(A) such that
if zi = +1, then xi = +1 or yi = +1, and i 6= i0, and
if zj = −1, then xj = −1 or yj = −1, and j 6= i0. (3.5.1)
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Let A ∈ R4×5 be the Mercedes-Benz matrix from Remark 2.5.12. Then each v ∈M(A) is
also a 4-sparse vector in C5∩rg(AT ). With Proposition 2.5.13 it also follows that v ∈M(A)
if and only if there is exactly one index i0 such that vi0 = 0 and it follows that
∑n
i=1 vi = 0.
Choose x, y ∈ M(A) with x = [+1,+1,−1, 0,−1]T and y = [−1,+1,−1, 0,+1]T , then for
i0 = 1 only two vectors can be constructed via (3.5.1): the vectors z
(1) = [0,+1,−1, 0,+1]T
and z(2) = [0,+1,−1, 0,−1]T . But since ∑ni=1 z(1)i = 1 and ∑ni=1 z(2)i = −1, it follows that
z(1), z(2) /∈M(A). This proves the assertion. 
In the situation of Proposition 3.5.8, let A ∈ Rm×n,m < n, be in general position with
respect to all (m− 1)-faces. Then M(A) is still not a set of signed circuits of an oriented
matroid on {−1, 0,+1}n, since the counterexample in the proof of Proposition 3.5.8 is
already in general position with respect to all 4-faces.
Please note that with the same counterexample A ∈ R4×5 as in the proof of Proposition
3.5.8, one can also see that the sameM(A) is not a set of covectors of an oriented matriod:
following the definition in [20, Section 4.1], one axiom requires that for X,Y ∈ M(A) it
follows that (X ◦ Y ) ∈M(A) with
(X ◦ Y )i =
{
Xi , if Xi 6= 0
Yi , else
, for i ∈ {1, ..., n}.
Since z = [+1,−1,+1,−1,+1]T is not a recoverable support, but x = [+1,−1, 0,−1,+1]T
and y = [−1,−1,+1,+1, 0]T are; the same argument holds if M(A) is extended to all
recoverable supports of A and not only maximal recoverable supports.
Remark 3.5.9 In the situation of the proof of Proposition 3.5.8, the vectors z1 and z2
are still recoverable supports of A but with size 3: for example for z1, one can choose
v = [−12 ,+1,−1,−12 ,+1]T and with Proposition 2.5.13 there exists w ∈ R4 such that
ATw = v and the conditions in (2.1.13) are satisfied for I ≡ {2, 3, 5}. Interpreting
x, y, z1, z2 as faces of the hypercube C
n, e.g. z1 can be regarded as the two-dimensional face
Φ(I, [+1,−1,+1]T ), the faces with respect to x and y share a common three-dimensional
face which also contains the faces with respect to z1 and z2. It appears to be, that with
the weak elimination axiom, one can get a face that lies between the considered faces: take
for example x and y¯ = [0,−1,+1,+1,−1]T , whose faces share a common facet of Cn, then
one may get z3 = [+1, 0,−1,+1,−1]T with the weak elimination axiom. This situation
might be a good starting point for developing an algorithm which computes all maximal
recoverable supports.
3.6 Number of Recoverable Supports for Specific Matrices
In this section, the results from the previous sections are used to give values of Λ(A, k)
for specific matrices A and positive integer k. This is done by adapting results concerning
simple and simplicial polytopes.
3.6.1 Minimal Number of Recoverable Supports
Before considering specific matrices, the question is considered whether there is a lower
bound on Λ(A, k) with respect to k. A simple example: Theorem 3.4.3 suggests that the
set of recoverable supports can be associated with the hypercube Cn ≡ [−1,+1]n being
cut by a lower-dimensional affine subspace which contains the origin. It is obvious that
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a two-dimensional plane touches C3 in at least two edges and two facets, i.e. Λ(A, 2) ≥
2,Λ(A, 1) ≥ 2 for all A ∈ R2×3 and rg(AT ) is associated with that plane.
As seen in the previous sections, one can design a matrix A ∈ Rm×n,m < n, such that
the set
P ≡ {Ax∗ : x∗ ∈ Cn4 solves (L1) uniquely}
can not be represented as a convex polytope, e.g. the set P on the right-hand side in
Figure 3.3 is only the union of two convex sets. In general, one can give a lower bound
on the number of recoverable supports only with Λ(A, k) ≥ 0 for 1 < k ≤ rk(A); an open
conjecture is Λ(A, 1) ≥ 2rk(A).
But as shown in Corollary 3.2.5, the concept of general position plays a crucial role: if
A is in global general position or A is in general position with respect to all (k − 1)-faces
for k ≤ rk(A), is it possible to establish a sharper lower bound on Λ(A, k)? This particular
question can be answered with results from the field of convex polytopes. As seen in the
previous sections, the condition of general position with respect to all (k − 1)-faces, k ≤
rk(A), is figured prominently since otherwise P = {Ax∗ : x∗ ∈ Cn4 solves (L1) uniquely}, or
each other geometrical interpretation, is not a convex polytope. The following proposition
is adapted directly from [9, Corollary 2].
Proposition 3.6.1 Let A ∈ Rm×n,m < n, with rk(A) = r and let A be in general position
with respect to all (r − 1)-faces. Then Λ(A, r) ≥ 2r.
Further in the cited work, Ba´ra´ny and Lova´sz give a geometrical interpretation when
the lower bound is achieved: the intersection Cn∩rg(AT ) is an r-dimensional parallelepiped
if and only if Λ(A, r) = 2r.
An additional work in this field, the lower bound conjecture, is proved in [10, 11] and
concerns simple and centrally symmetric polytopes. The following proposition contains
this result for recoverable supports.
Proposition 3.6.2 Let A ∈ Rm×n,m < n, with rk(A) = r and let A be in general position
with respect to all (r − 1)-faces. Then









r − k − 1
)
(r − k) for 2 ≤ k < r.
Applying the previous proposition requires the knowledge of the number of recoverable
supports with size 1 a priori, but this can be evaluated by considering all 2n pairs (I, s) ∈
Sn,1. Further, for large r, in the situation of Proposition 3.6.2, one can assume that there
are 2n recoverable supports of A with size 1, which means that (r−1)Λ(A, 1)−(r+1)(r−2)
is always positive.
Remark 3.6.3 Proposition 3.6.1 and Proposition 3.6.2 have in common that they both
state a lower bound on Λ(A, rk(A)), but the differences should be explained. Proposition
3.6.1 applies with regard to regular intersections of Cn by a lower-dimensional plane con-
taining the origin. As stated in Remark 3.4.5, the plane intersects the n-cube Cn in no
(n − rk(A) − 1)-dimensional face of Cn. This can be provided by assuming that A is in
general position with respect to all (rk(A)− 1)-faces.
Proposition 3.6.2 holds if a polytope P is simple, which is given if P ≡ Cn ∩ rg(AT ) is a
regular section, cf. Remark 3.4.5. Both statements have different qualities: assuming a
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Figure 3.8: Comparison of the results in Proposition 3.6.1 (dashed) and Proposition 3.6.2 (dotted)
for n = 10 and Λ(A, 1) = 20 for all matrices A ∈ Rm×n,m < n, with rank r being in general
position with respect to all (r − 1)-faces. The y-axis gives the lower bound on the number of
maximal recoverable supports of a matrix with rank r.
full rank matrix A ∈ Rm×n,m < n, satisfies Λ(A, 1) = 2n, the lower bound in Proposition
3.6.1 is larger than the lower bound stated in Proposition 3.6.2 if m is close to n; vice versa,
Proposition 3.6.1 gives a weaker bound if m n. Figure 3.8 displays this observation for
n = 10.
3.6.2 Stating the Number of Recoverable Supports with a priori As-
sumptions
In this section, a linear relationship between the number of recoverable supports with
different sizes is considered. If, say, a full rank matrix A ∈ Rm×n,m < n, is in general
position with respect to all (m−1)-faces then results from the convex polytope theory can




(−1)k−1Λ(A, k) = 1− (−1)m, (3.6.1)
which shows a linear relationship between the number of recoverable supports with differ-
ent sizes. Recall Λ(A, k) = fk−1(ACn4) for all k ≤ m if A ∈ Rm×n,m < n, is in general
position with respect to all (m− 1)-faces. For the rest of the present section and without
further mentioning, it is assumed that a matrix A ∈ Rm×n,m < n, has full rank. The
results can be easily adapted to matrices with a lower rank.
Through the assumption that A is general position with respect to all (m−1)-faces, the
polytope is even simplicial, which leads to the Dehn-Sommerville equations [114], stated
in the following theorem.
Theorem 3.6.4 Let A ∈ Rm×n,m < n, be in general position with respect to all (m− 1)-








Λ(A, j) = (−1)m−1Λ(A, k).
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A relationship between Λ(A,m) and Λ(A,m− 1) can be deduced directly.
Corollary 3.6.5 Let A ∈ Rm×n,m < n, be in general position with respect to all (m−1)-
faces. Then it follows that
mΛ(A,m) = 2Λ(A,m− 1).
Proof. It follows that [(−1)m−1−(−1)m−2]Λ(A,m−1) = (−1)m−1mΛ(A,m), which proves
the assertion. 
If, in the situation of Theorem 3.6.4, the value Λ(A,m) is known, then Λ(A,m − 1)
can be calculated easily. This argument can not be continued: for k = m − 2, Theorem
3.6.4 does not imply a linear relationship between Λ(A,m),Λ(A,m− 1) and Λ(A,m− 2),
but only between Λ(A,m) and Λ(A,m− 1).
Remark 3.6.6 The Dehn-Sommerville equations form a linear system of equations with
rank bm2 c with b·c as the floor function. Please note that the following convention for the




≡ 0 if n < k. (3.6.2)








and assume for a matrix A ∈ Rm×n,m < n, the vector
Λ(A) ≡ (1,Λ(A, 1), ...,Λ(A,m))T ∈ R{0,...,m}
is completely known. Then the linear system of equations MT g = Λ(A) coincides with the
Dehn-Sommerville equations and can be solved uniquely. Note that Λ(A) has an index
equal to 0: for interpretation, the vector x∗ = [0, ..., 0]T ∈ Rn also solves (L1) uniquely and
one may settle Λ(A, 0) = 1. For I ≡ {0, ..., bm2 c}, the submatrix MTI is a lower triangular,
square matrix with no value 0 on the diagonal. Therefore, the submatrix MTI is invertible.
If the values Λ(A, k) for k = 1, .., bm2 c are known, one can state all values Λ(A, k).
With Remark 3.6.6, one may calculate, for example, the recoverability curve without
calculating all recoverable supports; it is sufficient to calculate the recoverable supports
of A up to the size bm/2c with m as the rank of the considered matrix A. But since the
considered matrix M has a huge condition number and its entries may not be computed
exactly, this method needs to be handled carefully. For A ∈ R10×15 whose entries are
independent standard normally distributed random variables, Figure 3.9 shows estimated
recoverability curve when the values Λ(A, k) for k ≤ 5 are estimated via Monte Carlo
experiments. It shows the estimated recoverability curve for Λ(A, k), k ≤ 5, estimated via
a Monte Carlo experiment with 100 samples per sparsity (black) and 1000 samples per
sparsity (green). The actual recoverability curve is also given (red), as well as the result of
the Monte Carlo experiment with 1000 samples per sparsity k (blue). The full description
of the experiment can be found on page 110 of the present thesis. In this situation, for the
condition number κ(MTI ) of the submatrix of M
T with I = {0, ..., bm2 c} from Remark 3.6.6,
it follows that κ(MTI ) ≈ 4 · 105; one may say the considered problem is ill-conditioned.
As one may observe in Figure 3.9, the curves do not distinguish extremely, the `2-error
between the exact recoverability curve and the estimated and interpolated recoverability
curves are both around 10−1. For the case in which 100 samples are considered, the
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Figure 3.9: Comparison of the different results on the recoverability curve for A ∈ R10×15 whose
entries are independent standard normally distributed random variables. The exact recoverability
curve is given in red. A Monte Carlo experiment with 1000 samples per sparsity is illustrated in
blue. In black and green, the results are given for Λ(A, k), k ≤ 5, estimated via a Monte Carlo
experiment with 100 samples per sparsity and 1000 samples per sparsity, respectively, and their
remaining values are calculated via the method suggested in Remark 3.6.6.
estimated and interpolated recoverability curve even delivers a smaller `2-error to the
actual recoverability curve than considering only the estimated recoverability curve from
the Monte Carlo experiments; but this difference is only around 10−10.
3.6.3 Equiangular Tight Matrices
In this section, equiangular and tight matrices are considered, cf. Section 2.5. Remember,
since a frame is considered as a matrix, in the following, both terms are considered as
equivalent. Immediately, one can state the following corollary from Theorem 2.5.2 and
the Welch bound (2.5.2).
Corollary 3.6.7 Let A ∈ Rm×n, 1 < m < n, be equiangular, tight, and have `2-normalized
columns, then














The previous corollary states that equiangular, tight matrices achieve the maximal possible
number of recoverable supports up to a certain size. One may have recognized from
Proposition 2.5.11 that minimally redundant matrices, i.e. m = n − 1, play a particular
role for equiangular, tight matrices. For matrices as the Mercedes-Benz matrix, one can
state the number of recoverable supports with each size; the following proposition states
this value for n odd. The even case can be proved with the same methods and is stated
in the following corollary. Please note the convention in (3.6.2) and that 1n ∈ Rn is the
vector with all entries equal to 1.
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Proposition 3.6.8 Let n > 2 be a positive, odd integer and A ∈ Rn−1×n be an equiangu-
















































≤ k < n− 2,
















Proof. The proof is not realized with respect to an increasing k: the first half of the values
of k are considered first, then k = n − 1 and after that the rest is considered. Remark
3.6.9 below explains why this procedure is used.
The case k ≤ (n− 1)/2 can be verified by considering Corollary 3.6.7.
The value Λ(A,n − 1) is constructed combinatorially. As A satisfies ker(A) = span(1n),
Proposition 2.5.13 implies that an (n− 1)-sparse vector v ∈ rg(AT ) can be constructed by
considering
∑n
i=1 vi = 0. Moreover, every vector v ∈ Rn with
∑n
i=1 vi = 0 is an element of
rg(AT ). This means that an (n−1)-sparse vector in rg(AT )∩{−1, 0,+1}n has necessarily
one entry equal to 0. The construction of an (n−1)-sparse vector can be done by choosing
J ⊂ {1, ..., n} with |J | = (n − 1)/2; there are ( n(n−1)/2) different possibilities choosing J .
Next, choose j /∈ J which gives (n+ 1)/2 different possibilities. For each J and j consider
I = {1, ..., n}\{j} and s ∈ {−1,+1}I with si = 1 for i ∈ J and sk = −1 for k ∈ I\J . Then






vectors constructed, which is the number of (n− 1)-sparse vectors
in rg(AT ) ∩ {−1, 0,+1}n.
Since Λ(A,n − 1) 6= 0 and each recoverable support with size (n − 1) is adjacent to
(n − 1) recoverable supports with size (n − 2), one needs to identify the mean value
λn−1 in Lemma 3.5.2. Observe that from the previous paragraph of this proof, one
can imply that A is in general position to all (n − 2)-faces. Corollary 3.6.5 leads to
Λ(A,n− 2) = 2−1(n− 1)Λ(A,n− 1). Finally, the remaining values Λ(A, k) can be derived
with the Dehn-Sommerville equations, cf. Remark 3.6.6. 
Remark 3.6.9 Consider the situation in Proposition 3.6.8. Besides the case k ≤ (n−1)/2,
the proof of Proposition 3.6.8 contains three different methods to achieve the entire result.
1. On the basis of the values Λ(A, k) for k ≤ (n − 2)/2 from Corollary 3.6.7, the
values for Λ(A,n− 2) and Λ(A,n− 1) can be also derived by the Dehn-Sommerville
equations in Remark 3.6.6. But first, it needs to be shown that ACn4 is simplicial.
That is why the combinatorial proof for Λ(A,n− 1) is important.
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2. The value for Λ(A,n − 1) is proved combinatorially using Proposition 2.5.13. Ob-
viously, the number Λ(A,n − 2) can be derived using the same strategy. Choose
J ⊂ {1, ..., n}, |J | = (n− 1)/2, and j1, j2 /∈ J . Then with I ≡ {1, ..., n}\{j1, j2} and
v ∈ {−1,+1, }n with vi = −1 for i ∈ J , vl = 1 for l ∈ J\I and vj1 = vj2 = 1/2 it
follows that v ∈ rg(AT ) with ‖vIc‖∞ < 1.
Theoretically, this method can be used to calculate the remaining values Λ(A, k), k <
n − 2, but this is very difficult since with decreasing k, the number of possibilities
to arrange v ∈ Rn with ∑ni=1 vi = 0 increases and may become confusing.
3. The lattice introduced in Section 3.5 is used to derive Λ(A,n−2) from the knowledge
about Λ(A,n − 1). So far, it is not clear how this result can be generalized for
arbitrary k such that one can give λk with λkΛ(A, k−1) = kΛ(A, k). Even estimating
λk is difficult; in [84] this was done by the observation λk ≥ 2(m − k − 1) for
A ∈ Rm×n,m < n.
The following corollary gives the number of recoverable supports on the analogy of
Proposition 3.6.8 with an even number of columns. The proof is similar to the proof in
the previous proposition.
Corollary 3.6.10 Let n > 2 be a positive, even integer and A ∈ Rn−1×n be an equiangu-
lar, tight, `2-normalized matrix with ker(A) = span(1n). Then





for k ≤ n
2
− 1,








Λ(A,n− 1) = 0.
Note that there are no recoverable supports of size (n−1) if the Mercedes-Benz matrix
A has an even number of columns. Therefore, the polytope ACn4 is not simplicial and,
in contrast to Proposition 3.6.8, the result in [73, Section 9.5.1] can not be used to state
Λ(A, k) for n/2 ≤ k < n−2. This implies that for each (I, s) ∈ Sn,n−1 the matrix A is not
in general position with respect to (I, s). In other words, the (n − 1)-dimensional plane
rg(AT ) intersects with the vertices but not with the edges of the n-cube. In Figure 3.1
the Mercedes-Benz matrix is illustrated for n = 4.
If a matrix A satisfies the requirement in Proposition 3.6.8, the given intersection is a
hyper-simplex, i.e. the intersection of a unit cube and a hyperplane which is orthogonal
to one vertex of the cube. In the present case, another requirement is that the center of
the cube, the origin, is contained in the hyperplane. The values of Λ in Proposition 3.6.8
can be achieved for such matrices with an even number of columns.
Proposition 3.6.11 Let n > 2 be even and consider v ∈ Rn such that for exactly one
j0 ∈ {1, ..., n} it follows that vj0 = 0 and vi = 1 for i 6= j0. Further let A ∈ Rn−1×n be
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k − i− 1










≤ k < n− 2,
















Proof. This proof can be realized similar to Proposition 3.6.8. Note that w ∈ rg(AT ) if
and only if
∑
i=1,i 6=j0 wi = 0. 
3.6.4 Gaussian Matrices
In compressed sensing, random matrices are often considered. In this section, a special
class is the object of interest: Gaussian matrices.
Definition 3.6.12 Let A ∈ Rm×n. If all entries of A are independent standard normally
distributed random variables, then A is called Gaussian.
It is known that the probability that normally distributed random points in Rm are not
in general position, i.e. no m + 1 points are affinely dependent, is negligible [6]. To that
end, it is said that a Gaussian matrix is in global general position with high probability.
Further, for such a Gaussian matrix A ∈ Rm×n,m < n, and x∗ ∈ Rn which solves (L1),
one can imply immediately via the strict source condition that, with high probability, the
vector x∗ is the unique solution of (L1).
Gaussian matrices have been examined in an asymptotic regime which is considered
in the end of this section. This section begins with a result on the expected number
of maximal recoverable supports adapted from [86, Proposition 2.2]. Note that with
Proposition 3.5.6 all maximal recoverable supports of a Gaussian matrix have the same
size.
Proposition 3.6.13 Let A ∈ Rm×n,m < n, be Gaussian. Then, with the Gauss error
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Figure 3.10: Comparison of the recoverability curves for maximal recoverable supports of different
minimally redundant matrices with varying n: the Mercedes-Benz matrix (blue) with n odd,
the estimated value for the expected value for Gaussian matrices (black), the expected value
for Gaussian matrices (black) estimated via Monte Carlo experiment with 1000 samples per n
(magenta), and the corresponding lower bound from Proposition 3.6.1 (red).
Remark 3.6.14 In [86, Proposition 2.5] also a lower bound on E(Λ(A,m)) is given via















where equality holds for m = n− 1.
In comparison to the matrices in Proposition 3.6.8 and Proposition 3.6.11, respectively,
one can expect that a Gaussian, minimally redundant matrix has less maximal recoverable
supports than the matrices in the propositions mentioned above, cf. Figure 3.10.
Similarly to Corollary 3.6.5, one can state the expected number of recoverable supports
of a Gaussian matrix with size (m− 1).
Corollary 3.6.15 Let A ∈ Rm×n,m < n, be a Gaussian matrix. Then
E(Λ(A,m− 1)) = m
2
E(Λ(A,m)).
Additionally, Lonke derived an asymptotic result [86, Corollary 3.4] for other faces of
the emerging polytope. For the rest of this section, let f(n,m, k) denote the expected
number of recoverable supports of a Gaussian matrix A ∈ Rm×n with size k.




Since for a Gaussian matrix A ∈ Rm×n,m < n, the number f(n,m, k) denotes the
expected number of recoverable supports of A with size k, with k as a positive integer,
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Figure 3.11: Phase transition curves in Theorem 3.6.17 and Theorem 3.6.18: ρS (blue) and ρW
(red).
the author’s words in [86, Section 3] can be used to describe the situation in the previous





], which bounds it
from above’. Hence, for large n, Gaussian matrices seem to be good candidates as recov-
ery matrices; but the previous corollary does not include maximal recoverable supports.
However, Donoho established a more comprehensive result [50]: it considers in advance
defined explicit functions ρS , ρW : (0, 1] → [0, 1] which can be used to give the expected
number of k-dimensional faces of ACn4 in an asymptotic regime, with A being Gaussian.
The functions ρS , ρW base on the results in [2] and depend on the number of k-dimensional
faces of the cross-polytope Cn4 and angles between different faces of Cn4. Both functions
are illustrated in Figure 3.11.
Theorem 3.6.17 [50, Theorem 1] Let δ ∈ (0, 1), ρ < ρS(δ), and let n,m be positive
integers with m ≥ δn. Then the probability that f(n,m, k) = 2k(nk) tends to 1 for k =
1, ..., bρm+ 1c as n tends to infinity.
The previous result is shown for projected cross-polytopes and states that, for large
n, the projected cross-polytope is expected to be at least bρm + 1c-neighborly for a cor-
responding δ in dependency of the desired redundancy δ. Moreover, a weaker result
considering individual recovery has been stated.
Theorem 3.6.18 [50, Theorem 2] Let δ ∈ (0, 1] and n,m = m(n) be positive integers,
where m dependents on n with limn→∞m(δn)−1 = 1. Then for a sequence {kl}l∈N with
limn→∞ kn(mρ)−1 = 1 for ρ < ρW (δ), it follows that







The function ρW defines the so-called phase transition which states in an asymptotic
regime for Gaussian matrices A ∈ Rk/ρW (δ)×n for sufficiently large n and an arbitrary,
positive integer k the abrupt transition between the regimes in which every k-sparse vector
is the unique solution of (L1) and no k-sparse vector is the unique solution of (L1) [4,
Theorem II]. In contrast, in a non-asymptotic case, Proposition 3.6.13 implies that the
expected number of maximal recoverable supports of a Gaussian matrix is strictly larger
than 0.
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In summary, Gaussian matrices appear to be good candidates for recovery matrices.
For sufficiently large n, the primal geometrical interpretation can be used to get satisfying
results on recoverability in an asymptotic regime. In a non-asymptotic regime, random
intersections of Cn give a few new results on the explicit expected number of maximal
recoverable supports of Gaussian matrices.
3.6.5 Upper Bound on the Number of Recoverable Supports
With Section 3.6.3, the maximal number of recoverable supports of a matrix can be stated
if A is a minimally redundant matrix. For a general matrix A ∈ Rm×n,m < n, it appears
to be more difficult to calculate the number of recoverable supports of A in accurate
time. Therefore, it is of special interest to develop upper bounds for Λ(A, k) with k ≤ m.
Trivially, one can deduce Λ(A, k) ≤ 2k(nk). In this section, a method to construct an upper
bound is presented by using previously introduced ideas.
As seen in Lemma 3.5.2, for a given matrix A ∈ Rm×n with m < n and Λ(A, k) 6= 0
for a positive integer k, there is λk > 0 such that
λkΛ(A, k − 1) = kΛ(A, k) with λk ≤ 2(n− k + 1). (3.6.3)
In the following proposition, a lower bound for λk is assumed to state a non-trivial upper
bound for the number of recoverable supports. After the following proposition, matrices
are mentioned which satisfy this lower bound for λk.
Proposition 3.6.19 Let A ∈ Rm×n,m < n, with Λ(A, l) 6= 0 for a positive integer l ≤ m,
and let λk from (3.6.3) satisfy 2(m− k + 1) ≤ λk for all k ≤ l. Then it follows that








Proof. By applying (3.6.3) iteratively, it follows that
Λ(A, k) ≤ k + 1
2(m− k)Λ(A, k + 1) ≤
(k + 2)(k + 1)
22(m− k)(m− k − 1)Λ(A, k + 2)
≤ l!(m− l)!










For a matrix A ∈ Rm×n which satisfies the requirements in Proposition 3.6.19 with
Λ(A, l) 6= 0 for l ≤ m, the potential upper bound from the previous proposition may





for some k. Instead, for a more realistic upper bound,


















Let U(n,m, k) denote the upper bound in (3.6.4). In Figure 3.12, the result from
the previous proposition is verified for a known number of recoverable supports from the
previous sections. The upper bound is compared to Monte-Carlo experiments for two
Gaussian matrices A ∈ R50×n with n = 51 and n = 100, respectively, in the sense that the
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Figure 3.12: Comparison of the upper bound in (3.6.4). In blue, the estimated recoverability curve
for a Gaussian matrix A ∈ R50×100 is given which is estimated via a Monte Carlo experiment. The
corresponding expected upper bound from (3.6.4) with Λ(A, 50) = 3.73 · 1028 from Proposition
3.6.13 is illustrated in red. The green line represents the estimated recoverability curve for a
Gaussian matrix A ∈ R50×51 which is estimated via a Monte Carlo experiment, and the black
line represents the corresponding expected upper bound in (3.6.4) with Λ(A, 50) from Proposition
3.6.13.





) are compared for all k ≤ 50. Details






and the estimated recoverability curve diverge in dependency of the distance between n and
m. However, the upper bound still appears to be a good result for the redundancy m/n =
1/2; for n = 100, the `2-distance between both curves, considered as fifty-dimensional
vectors, is around 2, for n = 51 the `2-distance is around 0.3.
The lower bound on λk in (3.6.3) is motivated by Proposition 3.5.1 and the observation
that, for some A ∈ Rm×n,m < n, and (I, s) ∈ Sn,k−1, the null space ker(ATI ) has the
dimension (m − k + 1). Hence, every single basis element of this null space may be
used to enlarge a recoverable support (I, s) of A and the enlarging can be done in at
least two directions each. So far, a characterization of matrices A ∈ Rm×n which satisfy
λk ≥ 2(m − k + 1) is not known, but it is conjectured that Gaussian matrices satisfy
this lower bound with high probability. Note that it does not mean that λk is equal to
2(m − k + 1): the bound only considers the case in which one basis element is used to
enlarge the recoverable support, a linear combination of basis elements may also be used
to enlarge. If that was possible, the number λk would be strictly larger than 2(m−k+ 1).
Remark 3.6.20 To examine the values λk in (3.6.3), some a priori knowledge about
Λ(A, k) for all k ≤ m is necessary, but even Monte Carlo experiments can give further
insights. Figure 3.13 illustrates values of certain λk, a full description of the experi-
ment can be found on page 111 in the present thesis. In the upper graphic, the values
{λk}10k=2 of a Gaussian matrix A(1) ∈ R10×15 are shown in blue. Note that such a small
matrix is considered because the values Λ(A, k) can be calculated exactly in appropriate
time. The estimated values of {λk}k, denoted by {λ˜k}k, are calculated using estimates of
{Λ(A, k)}10k=1 via a Monte Carlo experiment with 1000 samples per sparsity k. In green,
the values λ˜k are presented. One may observe that the estimated values are close to the
exact values, the `2-error is ‖(λk)k − (λ˜k)k‖2 ≈ 2. In the lower graphic, the estimated
values of {λk}k of a Gaussian matrix A(2) ∈ R100×150 are presented, in which all Λ(A(2), k)
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Figure 3.13: Values of λk for certain matrices. Top: values of a Gaussian matrix A ∈ R10×15 with
exact values (blue) and estimated values via a Monte Carlo experiment (green). Bottom: estimated
values of a Gaussian matrix A ∈ R100×150 via Monte Carlo experiment with 1000 samples per k
(blue) and 10000 samples per k (red).
are estimated via a Monte Carlo experiment with 1000 samples per k (blue) and 10000
samples per k (red). One may observe that both estimated values violate their upper and
lower bounds, given in red and magenta, respectively.
3.7 Maximal Number of Recoverable Supports
In this section, the number Ξ(m,n, k), introduced in the beginning of the present chapter,
is considered. It states the maximal possible number of recoverable supports of A ∈
Rm×n,m < n, with size k. Besides examining properties on Ξ, a matrix A ∈ Rm×n,m < n,
satisfying
Λ(A, k) = Ξ(m,n, k)
is of special interest; such a matrix A is already introduced as a recovery matrix , cf.
Section 2.5.
Up to now, relatively little is known about recovery matrices. In Corollary 3.6.10, an
(m× n)-matrix is given which has zero maximal recoverable supports; the question arises
of whether the number Ξ(m,n, k) is also 0 for some instances m,n, and k.
Proposition 3.7.1 For all k ≤ m < n it follows that Ξ(m,n, k) 6= 0.
Proof. Fix k,m, and n and choose I ≡ {1, ..., k}, s ∈ {−1,+1}I . In this proof an (m×n)-
matrix is constructed such that (I, s) is a recoverable support of this matrix with size k.
For arbitrary w ∈ Rm\{0}, set B ∈ Rm×k with columns bi ≡ eiwisi for i = 1, ..., k − 1
and bk ≡ sk
∑m
j=k eiwi, with ei ∈ Rm as the i-th element of the standard basis. Further,




for j ∈ Ic.












and further s = B†Bs = B†w which implies ATI w = s.












∣∣∣∣∣ = mn < 1.
Hence, the pair (I, s) is a recoverable support of A with size k, which means that Λ(A, k) ≥
2. Consequently, it is Ξ(m,n, k) ≥ 2. 
Note that I ≡ {1, ..., k} in the proof of the previous proposition is only chosen to keep
the proof simple, a different subset I ⊂ {1, ..., n}, |I| = k, can also be chosen, but then the
indices need to be adapted.
Obviously, if A ∈ Rm×n,m < n, satisfies Λ(A, k) = 2k(nk) for a positive integer k, then
A is a perfect candidate for recovering all vectors with sparsity k or less via (L1). But





: is A also a perfect candidate
for recovering (k − 1)-sparse vectors via (L1) or is it possible that a different matrix A¯
can achieve a larger value Λ(A¯, k − 1) > Λ(A, k − 1)? So far, the answer to this question
is not answered in general, but in Section 3.6.3 it is shown that one matrix A ∈ Rn−1×n
satisfies Ξ(n, n − 1, k) = Λ(A, k) for all k ≤ n − 1. The following proposition states two
results concerning recovery matrices. Both results were published in [84].
Proposition 3.7.2 Let m < n, then for all positive integers k ≤ m, it follows that











Proof. Assume there is k ≤ m for A, A¯ ∈ Rm×n with Ξ(m,n, k − 1) = Λ(A, k −
1),Ξ(m,n, k) = Λ(A¯, k), and kΛ(A¯, k) > 2(n− k + 1)Λ(A, k − 1). Then it holds that
2(n− k + 1)
k
Λ(A, k − 1) < Λ(A¯, k) ≤ 2(n− k + 1)
k
Λ(A¯, k − 1),
which is a contraction to Ξ(m,n, k − 1) = Λ(A, k − 1).
The second assertion can be proved similarly. 
It should be emphasized that several matrices A ∈ Rm×n may satisfy Ξ(m,n, k) =
Λ(A, k) for a positive integer k. For example for n even, different matrices which satisfy
Ξ(n − 1, n, k) = Λ(A, k) for all k ≤ n − 1 are given in Theorem 3.7.9 below. Further for
a positive integer k, it is possible that a matrix A ∈ Rm×n which satisfies Ξ(m,n, k) =
Λ(A, k) does not satisfy Ξ(m,n, k + 1) = Λ(A, k + 1).
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AC34 A¯C34
Figure 3.14: Illustration of the proof in Theorem 3.7.3: a matrix A¯ being in general position with
respect to a specific (I, s) ∈ Sn,k is constructed out of a matrix A, which is not in general position
with respect to that pair (I, s). On the left-hand side the projected cross-polytope regarding A is
illustrated, on the right-hand side the projected cross-polytope regarding A¯ is illustrated.
3.7.1 Necessary Conditions on Recovery Matrices
In this section two necessary conditions on recovery matrices are stated. To that end, only
full rank matrices are considered. The first condition can be derived using further ideas
of the geometrical interpretation. An illustration of the proof of the following theorem is
given in Figure 3.14.
Theorem 3.7.3 Let A ∈ Rm×n,m < n, and for some positive integer k ≤ m let A satisfy
Ξ(m,n, k) = Λ(A, k). Then A is in general position with respect to all (k − 1)-faces.
Proof. Since ACn4 is one of the polytopes with the largest possible number of (k − 1)-
dimensional faces with 2n vertices, by [73, Section 10.1.1] it follows that ACn4 is simplicial.
The rest of the proof is done by contradiction: assume that one (k − 1)-dimensional face
is not in general position with respect to an appropriate (I, s) ∈ Sn,k.
Without loss of generality, let (I, s) ∈ Sn,k such that F ≡ conv({siai}i∈I) is a (k − 1)-
dimensional face of ACn4 and let aj0 ∈ F for j0 /∈ I. Further, assume for a moment that
aj0 is the only additional vertex on F , i.e. ±al /∈ F for all l /∈ I ∪ {j0}. This means
that A is not in general position with respect to (I, s). Moreover, it follows that aj0 is in
the convex hull of all vertices siai, i ∈ I. Consider the matrix A¯ ∈ Rm×n with columns
a¯i = ai for all i 6= j0, and a¯j0 = γaj0 with γ > 1 sufficiently large. Then conv({siai}i∈I)
is in the interior of A¯Cn4 and not a face of A¯Cn4; moreover, for each l ∈ I, the sets
Fl ≡ conv({siai}i∈I\{l} ∪ {aj0}) are (k − 1)-dimensional faces of A¯Cn4 and it follows that
Λ(A, k) < Λ(A¯, k).
The same reasoning as in the last paragraph holds if −aj ∈ F ; the arguments remain
the same if more than one additional vertex lay on F . Finally, if F ⊃ conv({siai}i∈I)
is a (k − 1)-dimensional face and ±aj ∈ F for j ∈ Ic, choose I¯ ⊂ I ∪ {j} such that
F = conv({siai}i∈I¯) with sj = ±1. The rest of the proof runs as before. 
Figure 3.14 illustrates the idea of the proof of the previous theorem for k = m. On the
left-hand side, the polytope AC34, which is also considered in Figure 3.5, is not a potential
candidate for a recovery matrix since some faces can not be identified with recoverable
supports; in contrast on the right-hand side, the polytope A¯C34 is a better candidate since
all faces can be used for recovery.
Note that, with the same argument as in the proof of the previous theorem, a matrix
A can be constructed which is in global general position; but this effects that any pair
(I, s) ∈ Sn,k which is not involved in recovery via Theorem 3.2.2 is also in general position.
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This means that global general position is not a necessary property for recovery matrices.
A further necessary condition on recovery matrices is taken from [96, Section 23] where
the neighborliness of centrally symmetric polytopes is considered. The following theorem
gives a necessary condition for global recovery.
Theorem 3.7.4 Let A ∈ Rm×n,m < n, in general position with respect to all (m − 1)-
















if m < n− 1.
With respect to the previous theorem, in the case of minimally redundant matrices






cf. Proposition 3.6.8 and Corollary 3.6.10. The difference between both is that, for n odd
the Mercedes Benz matrix is in general position with respect to all (n− 1)-faces, while in
case n even it is not. But in Proposition 3.6.11 a matrix is given which also achieves the
maximal k for n even. So far, for the case m < n−1 no matrix A is known which achieves





for k = b13(m+ 1)c. With respect to the previous theorem, such a matrix
would be a perfect candidate for being a recovery matrix. But so far, the existence of such
a corresponding polytope is debatable: McMullen and Shepard conjectured [96, Section
26] that a centrally symmetric polytope with 2(m+ l) vertices, l ≥ 1, is at most bm+l−1l+1 c-
neighborly, where neighborliness still excludes antipodal vertices, but this conjecture is
refuted [75].
3.7.2 Explicit Maximal Numbers of Recoverable Supports
In the field of convex polytopes, a central question is: what is the maximal number of
k-dimensional faces of an m-dimensional polytope P if P has v > m vertices and what
properties does such a polytope have, cf. [73, Chapter 10]. As stated in [73, Section
10.1.1], such a polytope is simplicial. Keeping in mind the recent results in the present
chapter, for a recovery matrix A ∈ Rm×n the desired polytope
P ≡ {Ax∗ : x∗ ∈ Cn4 solves (L1) uniquely}
is necessarily simplicial, cf. Theorem 3.7.3. The maximal number of k-dimensional faces
of an m-dimensional polytope P is given in [94] and is achieved if P is a cyclic m-polytope
with v vertices. In general, cyclic polytopes are not centrally symmetric, which means
that the result in [94] does not hold for Ξ. So far, a direct adaption to the upper bound
theorem to centrally symmetric polytopes is not known, cf. [14].
However, a few numbers for Ξ can be stated directly using the Euler-Poincare´ formula
in (3.6.1).
Proposition 3.7.5 Let n > 1 be an integer. Then it follows that
Ξ(1, n, 1) = 2, Ξ(m,n, 1) = 2n for 1 < m < n, Ξ(2, n, 2) = 2n for n > 2,
and
Ξ(3, n, k) =
{
6n− 6, if k = 2,
4n− 4, if k = 3, for n > 3.
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Further, for n > 4 it follows that
Ξ(4, n, 3) < 4n2 − 8n and Ξ(4, n, 4) < 2n2 − 4n.
Proof. Consider the Euler-Poincare´ formula in (3.6.1). For A ∈ Rm×n,m < n, satisfying
Ξ(m,n, k) = Λ(A, k), the polytope ACn4 is simplicial. If m = 1, then Λ(A, 1) = 2 and
further Ξ(1, n, 1) = 2. Moreover, one can easily place n 6= 1 points in Rm such that n points






m = 2, one can deduce that 0 = Λ(A, 1)− Λ(A, 2) = 2n− Λ(A, 2), hence Ξ(2, n, 2) = 2n.
Please note that 2Λ(A,m − 1) = mΛ(A,m) since ACn4 is simplicial. Hence, for m = 3 it
follows that
2 = Λ(A, 1)− Λ(A, 2) + Λ(A, 3) = 2n− 1
3
Λ(A, 2),
and further Ξ(3, n, 2) = 6n − 6 and Ξ(3, n, 3) = 4n − 4. Finally, Theorem 3.7.4 implies
Λ(A, 2) < 2n(n−1) for m = 4, which proves the upper bounds on Ξ(4, n, 3) and Ξ(4, n, 4).

The case Ξ(1, n, 1) = 2 can be verified without the Euler-Poincare´ formula: if A ∈
R1×n, n > 1, then w1,2 = ±‖AT ‖−1∞ are the only vectors which satisfy |ATI w| = 1 and
‖ATIcw‖∞ < 1 for I ⊂ {1, ..., n} with |I| = 1. So far, even for m = 4 the value of
Ξ(m,n, k), k ≥ 2, can not be stated without an inequality. A corresponding open ques-
tion is stated in [14] for centrally symmetric polytopes, in which also reasonable upper
bounds [14, Proposition 2.1, Proposition 2.2] are given. These are stated in the following
proposition.
Proposition 3.7.6 Let m < n, then
Ξ(m,n, 2) ≤ 2n2(1− 2−m),












It follows easily that Ξ(n,m, k) ≤ 2k(nk). Comparing this trival upper bound to the
result in Proposition 3.7.6 for k = 2, the upper bound 2n2(1 − 2−m) is smaller than
2n(n− 1) if m ≤ log2(n). Hence, for m n this upper bound is useful.
Remark 3.7.7 It is not easy to continue the proof of Proposition 3.7.5 for m ≥ 5 by
using the same argument. Let A ∈ Rm×n,m < n, such that A is in general position with
respect to all (m− 1)-faces.
Following [73, Section 10.1.1], for m = 5, one can state that
Λ(A, 3) = 4Λ(A, 2)− 10Λ(A, 1) + 20,
Λ(A, 4) = 5Λ(A, 2)− 15Λ(A, 1) + 30,
Λ(A, 5) = 2Λ(A, 2)− 6Λ(A, 1) + 12,
which means, if Λ(A, 2) = 2n(n−1), then Λ(A, k) = Ξ(5, n, k) for k = 3, 4, 5 and Λ(A, 1) =
2n. This is a possible scenario since the necessary condition in Theorem 3.7.4 is not broken.
For m = 6 this argument changes. Although with the Dehn-Sommerville equation one can
state
Λ(A, 4) = 5Λ(A, 1)− 5Λ(A, 2) + 3Λ(A, 3),
Λ(A, 5) = 6Λ(A, 1)− 6Λ(A, 2) + 3Λ(A, 3),
Λ(A, 6) = 2Λ(A, 1)− 2Λ(A, 2) + Λ(A, 3),
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Figure 3.15: Illustration of the intersection of a hyperplane and edges of the cube [0,+1]n for
n = 2 (left) and n = 3 (right) from Remark 3.7.10. Both graphics sketch how the edges of the
corresponding cube are intersected by a hyperplane (red) which cuts the most edges.





, and the previous inequalities
can only be used to estimate Ξ(6, n, k).
It is long overdue to adapt the result from Corollary 3.6.7 to Ξ.













if there is an equiangluar, tight matrix A ∈ Rm×n with `2-normalized columns.
In comparison to the case m < n − 1, the experiences from Section 3.6 suggest that
the case of minimally redundant matrices appears to be easy. Indeed, for m = n− 1 one
can state directly a non-trivial upper bound on Ξ(n− 1, n, n− 1) with the same argument
as in Proposition 3.6.8.
Theorem 3.7.9 Let n > 2 be a positive, odd integer. Then A ∈ Rn−1×n satisfies Ξ(n −
1, n, k) = Λ(A, k) for each k ≤ n−1 if A is an equiangular, tight matrix with `2-normalized
columns and kerA = span(1n).
Let n > 2 be a positive, even integer and v ∈ Rn such that for vi = 0 for exactly one index
i ∈ {1, ..., n} and vj = 1 for j 6= i. Then A ∈ Rn−1×n satisfies Ξ(n − 1, n, k) = Λ(A, k)
for each k ≤ n − 1 if A is an equiangular, tight matrix with `2-normalized columns and
kerA = span(v).
Proof. In this proof, only the case for n odd is considered; the other case can be proved
similar to Proposition 3.6.11.
Let n be odd. From Corollary 3.7.8 and Corollary 3.6.7, it follows that Ξ(n − 1, n, k) =
Λ(A, k) for k ≤ (n − 1)/2. As every Λ(A, k) for k ≥ (n + 1)/2 depends linearly on
{Λ(A, k)}(n−1)/2k=1 with positive coefficients, cf. Remark 3.6.6, and Λ(A, k), k ≤ (n − 1)/2,
are chosen maximally, there is no other matrix A¯ ∈ Rn−1×n with Λ(A¯, k) > Λ(A, k) for
k ≥ (n+ 1)/2. 
Remark 3.7.10 A different approach to evaluate Ξ(n− 1, n, n− 1) can be adapted from
[101]. In this work, the author answers the question how many edges of the n-dimensional
unit cube Cn+ ≡ [0,+1]n can be cut maximally by a hyperplane. To that end, he established
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a partial order on the set of edges: let e ≡ (v(1), v(2)) denote an edge which connects two
vertices v(1), v(2) ∈ Cn+ in the sense that v(1)i = v(2)i holds for all but exactly one index,
then for two edges e1 = (v
(1), v(2)), e2 = (v





for all indices i with v
(2)
i = 1. If for two edges e1, e2 it follows that e1 < e2, then it is
said they are comparable; if this relation can not be stated for two vertices, then both
vertices are non-comparable. Further, in [101] a rank function r on the set of edges of
Cn+ is defined such that r(e) is the number of entries in v
(1) which are equal to 1 for
e = (v(1), v(2)) ∈ F1(Cn+). Obviously, the set of vertices with the same rank consists of
non-comparable edges. Baker’s generalization [8] of Sperner’s lemma [115] states that
any set of non-comparable edges has at most Q elements, where Q = maxi e(i) and e(i)
is the number of elements of rank i. Further, the author proves that the set of edges
being cut by a hyperplane consists of non-comparable edges [101, Lemma 2]. Therefore,
the maximal number of edges being cut by a hyperplane is Q = maxi e(i), where e(i) is
the number of edges of rank i. Since Cn+ is a simple polytope, for example for n ≥ 5 it
follows that e(0) = 1, e(1) = n, e(2) = n(n − 1), etc, and the maximum is achieved at















edges. In Figure 3.15, the partial order sets for n = 2 (left) and n = 3 (right) are
illustrated, the red lines illustrate the hyperplanes, which cut the set of the most non-
comparable edges. For n = 2, it is obvious that the hyperplane does not cut Cn+ through
its center; this means that, in general, the realized intersection of the n-cube does not
contain the origin. Therefore, the result in [101] states only an upper bound on the
number Ξ(n − 1, n, n − 1). But as described in Proposition 3.6.8 and Proposition 3.6.11,


















Remark 3.7.11 The result in Remark 3.7.10 suggests that the proof in [101] can be
adapted to Ξ(m,n,m) with m < n − 1. But, for say m = n − 2, neither establishing
a partial order on F2(Cn+) such that non-comparable two-dimensional faces arise nor es-
tablishing the partial order from two different initial vertices does lead to satisfying results.
3.7.3 Non-trivial Upper Bound on the Maximal Number of Recoverable
Supports
In this section, a non-trivial upper bound on Ξ is constructed. Proposition 3.6.19 states an
a priori upper bound on the number of recoverable supports and similar to that proposition,
for positive integer m,n,m < n, an upper bound on Ξ(m,n, k) can be established in
dependency of Ξ(m,n, k) for some l ≥ k.
Corollary 3.7.12 Let m,n, k be positive integer, then for all l ≤ k it follows that








The disadvantage of the upper bound in the previous corollary is that it can only be
used if for the integers m, n, and k the value Ξ(m,n, l) is known for some l ≥ k. The only
known Ξ(m,n, k) is for m = n− 1 which is fully covered by Theorem 3.7.9.
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In this section, a simplicial m-dimensional polytope P with 2n vertices is constructed





for b13(m+ 1)c <
k < n2 . The disadvantage of the constructed polytope P is that one can not verify that
P is centrally symmetric; however, the constructed polytope can only be used to state an
upper bound.
In advance, the pseudo-power of a positive integer needs to be introduced. The fol-
lowing representation is unique and known as the k-binomial expansion of n.
Lemma 3.7.13 [85] Let n and k be positive integers with n ≥ k. Then there exists a









Definition 3.7.14 Let n, k, and l be positive integers with n ≥ k ≥ l, and {ci}ki=l with

















Further a sequence h ≡ {hi}mi=0 of non-negative integers hi ∈ N is called M-sequence if
h0 = 1 and hk−1 ≥ ∂k(hk) for 1 ≤ k ≤ m.
Using M-sequences, simplicial polytopes can be fully characterized. The so-called g-
Theorem, introduced in the following theorem, states sufficient and necessary conditions
for a sequence of non-negative integers to be a sequence whose entries are the numbers of
faces of a simplicial polytope. For the rest of this section, a modified f-vector is a non-
negative sequence f˜ = {f˜i}mi=0 whose i-th entry is the number of (i− 1)-dimensional faces
of an m-dimensional polytope. It is realized as a column vector. Please note that this
term is slightly different from the usual use of f-vectors in convex polytopes, cf. [73]. With
the notations introduced in the beginning of the present chapter, it follows that f˜i = fi−1
for 0 ≤ i ≤ m. In the following, the entry f˜0 is always set to 1, one may interpret this as
the number of empty sets which is an improper face of a polytope.





0 ≤ i ≤ bm2 c, 0 ≤ j ≤ m. Then f˜ is the modified f-vector of an m-dimensional, simplicial
polytope if and only if the unique solution g¯ of MT g = f˜ is an M-sequence.
In the situation of Theorem 3.7.15, one can immediately construct a simplicial polytope
which provides some necessary conditions of ACn4, for A as a recovery matrix. This
construction is given in the following corollary. But Theorem 3.7.15 only characterizes
simplicial polytopes, which means that a centrally symmetric polytope P is simplicial if
the solution of MT g = f˜ is an M-sequence with f˜ as the modified f-vector of P , but the
converse does not hold. However, an upper bound on the number of recoverable supports
can be stated which is given in the following corollary. For m = n−1 a similar construction,
as in the following corollary, coincides with the results in Theorem 3.7.9.
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)− 2, i = bm+13 c+ 1,
2(n−i+1)
i f¯i−1, bm+13 c+ 2 ≤ i ≤ bm2 c.
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Proof. The statement follows immediately with Theorem 3.7.15. 
Remark 3.7.17 So far, it is an open question whether the sequence {gi} in Corollary
3.7.16 is an M-sequence. However, no example has been found so far which proves that
{gi} is not an M-sequence.
In the situation of Corollary 3.7.16, the resulting polytope is constructed with an initial
vector f¯ which also states the first half of the modified f-vector of the constructed poly-











faces. The rest is inspired by Lemma 3.5.2. In context to the partial order in Lemma 3.5.2,
it means that a recoverable support can not be enlarged with respect to each available
entry. This construction does not violate Theorem 3.7.4.
3.8 Remarks and Future Work
In the present chapter, a connection with compressed sensing and convex polytopes is
made. However, this work can rather be seen as an initial spark, there is a lot of work
to do in this direction. A strategy to examine how to design a recovery matrix with
arbitrary redundancy is to decrease the number of measurements from (n− 1) one-by-one
and examine each case separately. The case m = n − 1, which is fully described in this
section, is a first attempt to run this strategy.
Many results concerning convex polytopes and discrete geometry are not mentioned
in the present chapter. For example, the fact could be exploited that there is a constant
c > 0 such that for any centrally-symmetric m-polytope P it follows that [61]
log f0(P ) · log fm−1(P ) ≥ cm.
This means that one can give a lower bound on the number of maximal recoverable sup-
ports if A ∈ Rm×n,m < n, is in general position for all (m − 1)-faces. It follows that
Λ(A,m) ≥ ecm/ log(2n) for c > 0.
Further, one may ask whether Dvoretzky’s theorem [55] gives additional insights. As
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Figure 3.16: Comparison of different upper bounds in Chapter 3 in terms of recoverability for
A ∈ R10×15 from Figure 2.1. The exact recoverability curve (blue), as well as the upper bound in
Corollary 3.7.16 (red), the upper bound from Proposition 3.6.19 with given initial number Λ(A, 10)
(magenta).
stated in [131], the intersection of the n-cube with a k-dimensional subspaces, for k  n,
can be ”very spherical”, which implies it has a huge number of vertices.
Improving the Upper Bound in Corollary 3.7.16
One open task is to achieve a better upper bound than stated in Corollary 3.7.16. The
first step in this direction could be to examine λk in (3.6.3) to get a better intuition on
the connection between Λ(A, k − 1) and Λ(A, k − 2).
Designing Recovery Matrices out of Centrally Symmetric Polytopes
A closer look to recent developments [12, 13] on the number of faces of centrally symmetric
polytopes may also bring potential recovery matrices. Obviously, for a given r-dimensional,
centrally symmetric polytope P with 2n vertices, each antipodal set of n vertices forms the
columns of an (m×n)-dimensional matrix with rank r. The authors of [12, 13] investigate
the symmetric moment curve, cf. [14, Section 1], which, hopefully, leads to a similar upper
bound as in the more general case of simplicial polytopes, in which the convex hull of n
distinct points on the moment curve leads to a cyclic polytope [94]. Cyclic polytopes are
simplicial polytopes with the highest number of k-dimensional faces for 0 ≤ k < m if the
dimension of the considered cyclic polytope is m.
In [12, Corollary 1.4] a centrally symmetric m-polytope P with N vertices is con-
structed such that





with δk ≈ (1− 5−k+1)5/(24k+4).
The construction is done by considering the symmetric moment curve. Further, this bound
has been improved [13, Corollary 5.4]: for a fixed k and arbitrarily large N and m there











In the corresponding proof [13, Theorem 5.2], for fixed integers l ≥ 1, k ≥ 3, and Υ as a
k-independent family of subsets of {1, ..., l}, a polytope P ⊂ R2k(l+1) is constructed which
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is k-neighborly, has 2|Υ| vertices, taken from the symmetric moment curve, and at most
dimension 2k(l + 1)− 2lb(k + 1)/3c. To determine a k-independent family Υ of subset of
{1, ..., l}, the authors of [13] propose the deterministic algorithm in [65] which delivers Υ
with |Υ| > 2l/5(k−1)2k . Further, to get the desired number N of vertices, an additional
integer t ≥ 2 is introduced such that N = 2t|Υ|; geometrically, each point of Υ, and
its mirrored point, is replaced by a cluster of t points. Therefore, this construction does
not deliver a perfect construction for arbitrary matrices since the number of vertices N is
large. Further, the appropriate matrix does not have full rank.
However, the result in [13, Theorem 5.2] implies that a matrix A ∈ Rm×n with rank














for some t. This appears to be interesting for recovery matrices, but so far it is not known
whether such a matrix is in general position to all (r − 1)-faces – if not, with the idea in
Theorem 3.7.3, the recoverability of the corresponding matrix might be improved. Further,
a computationally tractable algorithm for designing A ∈ Rm×n with given m and n needs
to be found. In my opinion, this is a problem whose solution process might give promising
insights.
Improving the Upper Bound in Corollary 3.7.16





i=0 in Corollary 3.7.16 is an M-sequence. So far, one can only verify





i=0 I considered were verified as M-sequences.
The second problem is to adapt Theorem 3.7.15 to centrally symmetric, simplicial poly-
topes. Since proving Theorem 3.7.15 requires advanced knowledge in commutative algebra
and algebraic geometry, one can expect that the restriction on centrally symmetric poly-
topes is not less difficult. However, necessary conditions whether a polytope is centrally
symmetric and simplicial already exist [117] which can be used to decide whether a poly-
tope is not centrally symmetric and simplicial.
A further task is to examine whether the upper bound in Proposition 3.6.19 can be im-
proved by considering Theorem 3.7.15. Maybe considering the resulting system of equa-
tions as a system of linear Diophantine equations may lead to further results.
Designing an (Heuristic) Algorithm to Calculate All Maximal Recoverable
Supports
As mentioned in Remark 3.5.9, the weak elimination axiom for signed circuits of oriented
matroids might be a good starting point to design a new method which calculates all maxi-
mal recoverable supports. To evaluate all maximal recoverable supports, one needs to check





pairs (I, s) ∈ Sn,m due to symmetry. Initial
tests showed that at most 32 testings – instead of 40 testings – were required if two maximal
recoverable supports are given for a Gaussian matrix A ∈ R4×5 generated via Marsaglias’
ziggurat algorithm initialized by using the value 1 in Matlab R2007a. The idea is the
following. Take S1 ≡ ({1, 3, 4, 5}, [+1,−1,−1,−1]T ), S2 ≡ ({1, 2, 3, 4}, [+1,+1,+1,−1]T )
and consider all sets (I, s) ∈ S5,4 which can be generated via the weak elimination axiom
of signed circuits of an oriented matriod, cf. [20, Definition 3.2.1]. Out of S1 and S2, the
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pairs
({2, 3, 4, 5}, [−1,−1,+1,−1]T ),
S3 ≡ ({2, 3, 4, 5}, [−1,−1,+1,−1]T ),
({1, 2, 3, 5}, [+1,−1,−1,−1]T ),
S4 ≡ ({1, 2, 3, 5}, [−1,−1,−1,−1]T )
can be generated, with S3 and S4 being maximal recoverable supports. From S1 and
−S4 ≡ ({1, 2, 3, 5}, [+1,+1,+1,+1]T ) one can generate four other maximal recoverable
supports whereby twelve testings are required, and so on. Please note, that this example
may not give the smallest number of required testings. Developing this method for general
A ∈ Rm×n, m < n, might give new insights into the partial order of all recoverable
supports, cf. Section 3.5, and may answer the question which is the smallest number of
required testings with this method. Additionally, for stopping the presented method, the
number Λ(A,m) is required so far, but it may be that the partially ordered set of the
recoverable supports as well as the partially ordered set of the edges of the cube Cn give
a different stopping criterion.
Extending Results on the Number of Recoverable Supports of A if ACn4 is not
a convex polytope
Several results in the present chapter require that, for a matrix A ∈ Rm×n,m < n, it
follows that
ACn4 = P ≡ {Ax∗ : x∗ ∈ Cn4 solves (L1) uniquely}.
This is not always the case, for example if ACn4 is not simplicial. In this situation, the set
P is not a convex polytope. However, the geometrical interpretation Cn∩ rg(AT ) can still
be considered since it represents the sufficient and necessary conditions for solving (L1)
uniquely. The question arises, whether the results on the basis of the ACn4 = P can be
transfered to the more general case Cn ∩ rg(AT ).
CHAPTER 4
Verifying Exact Recovery
In this chapter, the algorithmic verification of unique solutions of basis pursuit, analysis
`1-minimization, and analysis `1,2-minimization, respectively, is considered. In the follow-
ing, let A ∈ Rm×n,m < n,D ∈ Rn×p, and let k be a positive integer. Please note that the
matrix D can have an arbitrary number of columns. In the first section, test instances are
constructed which can be used to evaluate pre-defined tasks. More precisely, in Section
4.1.1 a recoverable support of a given matrix A with a desired size k is constructed. In
Section 4.1.2 a matrix A is constructed such that a given pair (I, s) ∈ Sn,k is a recoverable
support of A and a given w ∈ Rm is a dual certificate of (I, s). Finally, in Section 4.1.2
a vector x∗ is constructed which has a desired sparsity corresponding to the problems
in (L1), (AL1), and (AL12), respectively. The test instances in the Sections 4.1.1 and
4.1.3 can be used, for example, to evaluate different solvers for (L1), the test instances in
Section 4.1.2 can be used to examine, for example in Monte Carlo experiments, how many
considered test instances are unique solutions of the corresponding optimization problem.
In Section 4.2, methods to check whether a given vector x∗ ∈ Rn solves (L1) and (AL1),
respectively, uniquely. Computational results on both methods are also done in this sec-
tion. Furthermore, the recovery condition in Proposition 2.1.1 is used to guarantee that a
given vector x∗ ∈ Rn solves (AL12) uniquely. In Section 4.3, all the methods for (L1) and
(AL1) in Section 4.2 are used to study the applicability of compressed sensing to computed
tomography.
The conditions in Proposition 2.1.1 for analysis `1,2-minimization and in Theorem
2.1.3 for analysis `1-minimization suggest that the term sparsity needs to be adapted to
the corresponding optimization problems. Similar to (L1), the adapted term of sparsity
for (AL1) and (AL12), respectively, is defined with regard to the non-zero terms of the
(outer) sum of the corresponding optimization problem.
Definition 4.0.1 Let D ∈ Rn×p, then it is said that the vector x ∈ Rn has D-sparsity k
if |DTx|0 = k.









∣∣∣∣∣∣ for y ∈ Rpn.
If DT ∈ R2n×n models the two-dimensional derivate forward operator, which is given
below, one can detect the difference between D-`2-sparsity and D-sparsity: the D-`2-
sparsity of a vector x ∈ Rn counts the number of indices i such that xi = xi+1 and
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xi = xi+n, while the D-sparsity of x counts the number of indices i such that xi = xi+1
or xi = xi+n. Observe, if x has D-`2-sparsity k, then it has at least D-sparsity 2k.
As described in Chapter 1, analysis `1-minimization and analysis `1,2-minimization are
often considered in image processing with DT ∈ R2n×n as the two-dimensional derivate for-
ward operator. In this context, both problems (AL1) and (AL12) are also called anisotropic
total variation minimization and isotropic total variation minimization, respectively. In
the following, a vector x ∈ Rn is called image if √n ∈ N. The two-dimensional derivate
forward operator DT is applied on square images respectively pixel arrays X ∈ RN×N
with columns x1, .., xN which are transformed to an N
2-dimensional vector via
X 7→ (xT1 , ..., xTN )T .
For an approximation of the continuous gradient, the derivate forward operator needs to
be equipped with a boundary condition which determines what values occur outside of
the domain {1, ..., N} × {1, .., N}. The most common conditions are the zero boundary
condition, where it is assumed that all values outside of {1, ..., N} × {1, ..., N} are set to
0, and the Neumann boundary condition, where is is assumed that outside of {1, ..., N} ×
{1, ..., N}, the image is continued constantly, this means that
Xk,j ≡ XN,j , Xj,k ≡ Xj,N for k > N, 1 ≤ j ≤ N.
For a positive integer N,n ≡ N2, and D ∈ Rn×2n with DT as two-dimensional derivate for-
ward operator equipped with zero boundary condition, the matrix D has columns {di}2ni=1
such that for each x ∈ Rn, it follows that
dTi x =

xi+1 − xi if i ≤ n, i/N /∈ N,
−xi if i ≤ n, i/N ∈ N,
xi+N−n − xi−n if n < i ≤ 2n−N,
−xi−n if i > 2n−N,
and for DT equipped with Neumann boundary condition, the matrix D has columns
{di}2ni=1 such that for each x ∈ Rn, it follows that
dTi x =

xi+1 − xi if i ≤ n, i/N /∈ N,
0 if i ≤ n, i/N ∈ N,
xi+N−n − xi−n if n < i ≤ 2n−N,
0 if i > 2n−N.
Neumann boundary conditions are considered for example in [37, 70]. Note that using
Neumann boundary conditions in anisotropic total variation minimization implies that
the D-sparsity of every x ∈ Rn with N ≡ √n ∈ N is at most 2N(N − 1). The following
lemma gives a necessary condition on the value of the D-sparsity.
Lemma 4.0.2 Let D ∈ Rn×p have full column rank and let x ∈ Rn have D-sparsity k 6= 0.
Then
p− n < k ≤ p, if n ≤ p,
0 ≤ k ≤ p, if n > p.
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Proof. In this proof, only the case n ≤ p is shown, the other case can be proved similarly.
Consider DTx ≡ v and observe that v ∈ Rp has (p − k) entries equal to 0. If k ≤ p − n,
then it immediately holds x = 0. 
Note that a boundary condition can also be selected for isotropic total variation min-
imization. But in contrast to D-sparsity in anisotropic total variation minimization, for
each D-`2-sparsity k with 1 ≤ k ≤ n for zero boundary condition and 1 ≤ k < n for
Neumann boundary condition, an image x ∈ Rn with the desired D-`2-sparsity can be
found.
4.1 Test Instances
In this section, methods for constructing test instances are designed. In Section 4.1.1, for
a given underdetermined matrix A and a positive integer k, an algorithm to calculate a
recoverable support of A with size k is given. In Section 4.1.2, vectors with D-sparsity
and D − `2-sparsity are constructed. Finally, in Section 4.1.3, a matrix A is given such
that for a given (I, s) ∈ Sn,k and w ∈ Rm, the pair (I, s) is a recoverable support of A
with size k and w is a dual certificate of (I, s).
4.1.1 Construction of Recoverable Supports
Finding a k-sparse vector x∗ ∈ Rn which is the unique solution of (L1) for a given matrix
A ∈ Rm×n,m < n, is a challenging task, especially if not each pair (I, s) ∈ Sn,k is a





for a given A ∈ Rm×n,m < n, then one can easily take an arbitrary k-sparse vector or
project an arbitrary vector onto the subset of k-sparse vectors. With Corollary 3.0.2 such a
vector solves (L1) uniquely. But this procedure can not be used for, say, finding a maximal
recoverable support of a Gaussian matrix A ∈ Rn−1×n: as the expected number of maximal
recoverable supports tends to 0 for huge n, cf. Proposition 3.6.13, both methods may not
find a maximal recoverable support in appropriate time. However, with the results in
Section 3.5, for a given matrix A ∈ Rm×n,m < n and k ≤ m such that Λ(A, k) > 0, an
algorithm can be designed which generates a recoverable support (I, s) ∈ Sn,k of A with
size k. This algorithm is published in [84].
The pseudo-code of the following method is outlined in Algorithm 1. Please note that
the pseudo-code only describes the basic algorithm, this means that details for implemen-
tation and an error output for the while loop are missing. In other words, the algorithm
can be implemented as stated in Algorithm 1 but it may not terminate if no control is
established which terminates the while loop. Let A ∈ Rm×n,m < n, have rank r and
consider a positive integer k ≤ r. In the following, a pair (I, s) ∈ Sn,k and w ∈ Rm are
constructed such that (I, s) is a recoverable support of A with size k and w is a dual
certificate of (I, s). The method is based on Proposition 3.5.1, which gives an instruction
how to enlarge a recoverable support. Prior to enlarge a recoverable support, an initial
recoverable support, which in this case means a recoverable support with size 1, needs to
be found.
Proposition 4.1.1 Let A ∈ Rm×n,m < n, and k ∈ {1, ..., n} such that for all j 6= k it
holds ‖aj‖2 ≤ ‖ak‖2. Then for s ∈ {−1,+1}, the pair ({k}, s) is a recoverable support of
A with size 1 if and only if for any j 6= k with ‖aj‖2 = ‖ak‖2 it follows that aj 6= ak.
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Input : A ∈ Rm×n, k ≤ rank(A)
Output: Recoverable Support (I, s) of A with size k
1 ak = arg maxai ‖ai‖22
2 w ← ‖ak‖−22 ak
3 s← ATw
4 I ← {k}
5 Ic ← {1, ..., n}\{k}
6 while |I| < k do
7 Choose a vector y ∈ kerATI
8 Choose γ ∈ R such that ‖ATIc(w + γy)‖∞ = 1
9 J ← {i : |aTi (w + γy)| = 1}
10 if |J | ≤ k and AJ has full rank then
11 I ← J
12 Ic ← {1, ..., n}\I
13 w ← w + γy
14 s← ATw
15 else Return to line 7
16 end
Algorithm 1: Computing a recoverable support of a given matrix A with a desired
size k
Proof. Let ({k}, s) be a recoverable support of A and, without loss of generality, let
s = +1. Assume that aj = ak for j 6= k, then for all y orthogonal to ak, i.e. aTk y = 0, it
holds |‖ak‖−22 aTj ak + aTj y| = 1. This is a contradiction to Corollary 2.1.13 with x∗ chosen
such that {k} = supp(x∗) and s = sign(x∗k).
For the converse direction, let aj 6= ak with ‖aj‖2 = ‖ak‖2. With the Cauchy-Schwarz
inequality and w ≡ ‖ak‖−22 ak it follows that






Further, for any ai which satisfies ‖ai‖2 < ‖ak‖2, the inequality |aTi w| < 1 holds. Trivially,
the submatrix A{k} has full rank and, with s = aTkw, the pair ({k}, s) is a recoverable
support of A with size 1. 
Remark 4.1.2 If all columns of the matrix A have the same norm and are pairwise
linearly independent, i.e. for all j 6= i there is no α ∈ R such that aj = αai, then
Proposition 4.1.1 states that each column can be used to generate a recoverable support,
hence Λ(A, 1) = 2n. The other way around, for Λ(A, 1) = 2n it is not necessary that all
columns of A have the same norm: as long as each column is a vertex of ACn4, there are
2n recoverable supports with size 1 no matter what norm each column has.
Further note, that only one particular recoverable support with size 1 is considered in
Proposition 4.1.1: the one whose column has the largest norm. Obviously, there are more
recoverable supports, even if the columns do not have the same norm.
Despite Proposition 4.1.1 generates recoverable supports in dependency of the column with
the largest norm, it covers a huge class of matrices: it excludes only matrices in which at
least two columns ai, aj have both the largest norm over all columns and ai = aj .
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ATw(0) ATw(0) ATw(0)
ATw(1)
Figure 4.1: Illustration of Algorithm 1 for the case n = 3,m = 2. The brown parallelepiped
represents the range of a matrix AT ∈ R3×2 which intersects C3. On the left-hand side, the point
ATw(0) represents the initial recoverable support in the sense that w(0) is its dual certificate. In
the center picture, the arrow at ATw(0) represents the considered direction in the first iterative of
Algorithm 1. On the right-hand side, the initial recoverable support is enlarged, represented by
ATw(1), where w(1) is the new dual certificate.
The algorithm in Algorithm 1 works as follows. With Proposition 4.1.1, a recoverable
support of A with size 1 is determined. This recoverable support, denoted by ({k}, s), is
enlarged via Proposition 3.5.1 if there is an element y orthogonal to ak and the submatrix
consisting of all columns aj with
|‖ak‖−22 aTj ak + aTj y| = 1 for j ∈ {1, ..., n} (4.1.1)
is injective. Then, the enlarged recoverable support is a pair (I, s) where I is union of all
indices j satisfying (4.1.1) and s ∈ {−1,+1}I with si = ‖ak‖−22 aTi ak+aTi y. This procedure
is continued iteratively with non-trivial null space elements y ∈ ker(ATI ), until the desired
sparsity is achieved.
With Theorem 3.4.3, a geometrical interpretation of the Algorithm 1 can be stated.
Consider the hypercube Cn and the m-dimensional subspace rg(AT ) ⊂ Rn. Obviously, the
intersection Cn ∩ rg(AT ) is not empty. Choosing the initial recoverable support ({k}, s)
with size 1 may be interpreted geometrically as the element ‖ak‖−22 ATak ∈ Rn which is
on a facet of Cn. Following the enlargement in Proposition 3.5.1, a recoverable support
(I, s) is enlarged by considering the point ATw ∈ Rn, with a corresponding dual certificate
w ∈ Rm, which lays on the (n − |I|)-dimensional face Φ(I, s) of Cn. The mapping γ 7→
AT (w + γy) for γ ∈ R and y ∈ ker(ATI ) may be interpreted as walking along the range of
AT and the face Φ(I, s) with respect to a direction y, and with line 8 in Algorithm 1 a
lower-dimensional face of Cn, whose intersection with rg(AT ) is not empty, is met. Figure
4.1 illustrates this interpretation for n = 3,m = 2: on the left-hand side, one may see the
initial recoverable support of size 1 laying on a facet of C3, in the center the direction y
is illustrated, on the right-hand side, one may see the enlarged recoverable support which
is represented by ATw(1).
Since in Algorithm 1 the iterative walks from a face of Cn to a lower-dimensional face
in each iteration step, one may estimate that a recoverable support with size k can be
computed in at least (k − 1) steps. In fact, a precise statement can not be given since
it is possible that the algorithm walks from a t-dimensional face to a (t− 2)-dimensional
face. Experience shows that mostly (k − 1) iterations are required. In Figure 4.2, time
and iteration numbers are given for constructing recoverable supports of A ∈ Rn−1×n
with all sizes 1 ≤ k ≤ n − 1, with A as the Mercedes-Benz matrix (top) or a Gaussian
matrix (bottom) with n = 155 (left) and n = 555 (right). Please note that the y-axis is
scaled logarithmically to the base 10 to represent the results clear and consistent. One
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Figure 4.2: The results on time duration (red) and iteration number (black) for constructing a
recoverable support of A ∈ Rn−1×n with size k, 1 ≤ k ≤ n − 1, for A as a Mercedes-Benz matrix
(top) or a Gaussian matrix (bottom) with n = 155 (left) and n = 555 (right).
may observe, that the required number of iterations for Gaussian matrices behaves almost
linearly in dependency of the size of the desired recoverable support. To get a recoverable
support with size k, mostly only (k − 1) iterations are required. For Mercedes-Benz
matrices, one may observe that up to k = 75 (n = 155) and k = 340 (n = 555), respectively,
the number of iteration also almost behaves linearly and (k−1) iterations are required. For
k > 76 (n = 155) and k > 340 (n = 555), respectively, the required number of iterations
alternates between more than k iterations are required (k odd) and less than (k − 1)
iterations are required (k even) to compute a recoverable support. This is caused by the
fact that the dimension of the considered face of Cn is not increased by 1 in one iteration
step, but increased by an integer strictly larger than 1. Fortunately, this decreases the
number of required iterations for k even, but increases the number of required iterations
for k odd, since the algorithm walks to a face of dimension strictly smaller than (n− k).
Algorithm 1 is outlined with considerable freedom in line 7 and line 8. For instance,
a null space element of ATI for a given index set I ⊂ {1, ..., n} is chosen by computing
an orthonormal basis of ker(ATI ) and try each basis element as a potential candidate for
y to enlarge the recoverable support. If a potential basis element y is chosen in line 7,
it may happen that the if-statement in line 10 is violated and a different basis element
needs to be considered. Since in each iteration step the index set I is updated by adding
new indices, the orthonormal basis of ker(ATI ) is generated by a rank-one-update to a QR
decomposition in each iteration step, see for instance [69]. Choosing γ in line 8 is done by
considering v = ATw and z = AT y for a recoverable support (I, s) and a dual certificate




, tj+n = −1 + vj
zj
, i = 1, ..., n,
and by considering the index imax = mini∈{1,...,2n} |ti|. Then γ = timax guarantees ‖AT (w+
γy)‖∞ ≤ 1.
Since in each iteration step, one may try all basis elements of ker(ATI ), i.e. all (m− l)
basis elements with |I| = l for a full rank matrix A ∈ Rm×n with m < n, a recoverable
support with size k can be given in at most (rk(A)k − k2)/2 iterations. But, so far, such
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an instance could not be constructed; from experience, the algorithm requires (k − 1)
iterations. Please note, that in the current version of this algorithm it may be possible
that a recoverable support with size k can not be found. To forestall such a scenario, the
results in Section 3.5 give a solution to that problem: one can complement the algorithm
for example with the shrinking in Proposition 2.1.8, but so far such an addition has not
been not necessary. Moreover, such an addition may increase the total runtime of the
algorithm.
Note that the proposed algorithm is deterministic, this means with a given particular
input, Algorithm 1 will always produce the same output. This may be seen as a disad-
vantage, for example if one is interested in calculating several, pairwise different k-sparse
vectors. In such a case, one may adapt the algorithm, for instance, such that it starts with
a randomly chosen initial recoverable support instead of the recoverable support proposed
in Proposition 4.1.1. This method has not been tested so far, but it may happen that,
despite different recoverable supports are chosen as initial recoverable supports, the algo-
rithm delivers the same recoverable supports. Note that the total number of recoverable
supports is the main topic in Section 3.6.
4.1.2 Constructions of Test Instances for Exact Recovery via Alternat-
ing Projections
The algorithm introduced in Section 4.1.1 generates recoverable supports of each given
matrix; such a construction is required if the unique solution x∗ ∈ Rn of (L1) for a given
matrix A ∈ Rm×n,m < n, with a desired sparsity k is used, for example, to compare
different solvers for basis pursuit. In some experiments, as for example estimating the
recoverability of a given matrix in dependency of the sparsity via a Monte Carlo experi-
ment, only vectors with a desired sparsity need to be constructed; such experiments are
discussed in Section 3.6.2. Constructing a k-sparse vector x ∈ Rn with k ≤ n is easy:
either one takes an arbitrary index set I ⊂ {1, ..., n} of cardinality k and places arbitrary
non-zero values on xI while the rest is set to 0, or one takes an arbitrary vector v ∈ Rn
and projects it via Σk : Rn → Rn, with Ik(x) as the index set with the k largest values of
x in absolute value and
(Σkx)i = xi, for i ∈ Ik(x),
(Σkx)j = 0, for j /∈ Ik(x),
onto the subset of all k-sparse vectors.
Input : D ∈ Rn×p, v ∈ Rp
Output: x ∈ Rn with D-sparsity k
1 while k 6= |v|0 do
2 v ← Σkv
3 v ← D†Dv
4 end
5 Determine x solving DTx = v
Algorithm 2: Constructing a vector x∗ ∈ Rn with D-sparsity k
Let A ∈ Rm×n,m < n, and D ∈ Rn×p. For analysis `1-minimization, one can construct
a vector x ∈ Rn with D-sparsity k via alternating projections, see for instance [15]. Usually,
the method of alternating projections is an iteration method to find an element in the
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Figure 4.3: Generated images with D-sparsity 100 with DT ∈ R200×100 as the two-dimensional
derivate forward operator. On the left-hand side, the images are generated via alternating projec-
tions; on the right-hand side the projection in (4.1.2) is used with I chosen similar to the result
from alternating projections. The upper row shows images with an initial vector with entries drawn
from the standard normal distribution, the row below shows images generated with an initial vector
containing values drawn from the uniform distribution on the interval (0, 1).
non-empty intersection of two (or more) convex sets via projecting orthogonally onto each
set successively in each iteration. However, recent developments show that alternating
projections still converges for sparse optimization problems with affine constraints [16].
To that end, for a positive integer k an element
v ∈ rg(DT ) ∩ {v¯ ∈ Rp : |v¯|0 = k}
is searched via alternating projections. The algorithm is outlined in Algorithm 2. The
idea behind the presented method is that an arbitrary vector of dimension p is projected
alternatingly between the subset of all k-sparse vectors and the range of DT until a pro-
jected vector is in the intersection of both sets – the method requires that the intersection
of all k-sparse sets and the range of DT is not empty. A vector x in line 5 can be found
since v ∈ rg(DT ) with rg(DT ) = rg(D†) in finite dimension. The algorithm is considered
in [80].
The authors in [97, Section 2.2] propose a different approach: a projection of an
arbitrary vector v¯ ∈ Rn onto the null space of DTIc for a given D ∈ Rn×p and a given






Note that after using this projection, it must be ensured that x has D-sparsity k since
the projection only guarantees |DTx|0 ≤ k. The disadvantage of this method is that the
index set I must be chosen carefully: for example for the two-dimensional derivate forward
operator DT ∈ R2n×n with zero boundary condition and for an image x ∈ Rn, if the index
n is an element of the support of DTx then 2n is necessarily also an element of the support
of DTx.
In Figure 4.3 both introduced methods, alternating projections and the projection in
(4.1.2), are compared for DT ∈ R200×100 as the two-dimensional derivate forward operator.
Both images have D-sparsity 100 and are generated in Matlab as follows. A vector v ∈
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R200 is constructed via randn (top) and rand (bottom), respectively, and the vector v¯ ∈
R100 with v¯i = vi for 1 ≤ i ≤ 100 is set. Both vectors are used as initial vectors;
the vector v is used for alternating projections, the vector v¯ is used for the projection in
(4.1.2). The alternating projections method generates the desired image in a few iterations.
Furthermore, after generating x1 ∈ R100 via alternating projections with the initial vector
v, the set I ≡ {i : |dTi x1| > 10−8} is chosen. The index set I has cardinality 100. By using
I, the projection in (4.1.2) is considered which leads to a vector x2 ∈ R100. Note that
DTx1 and D
Tx2 have the same support and the same sparsity. For Figure 4.3 both vectors
x1 and x2 have been transformed to a (10× 10)-image each, a linear grayscale colormap is
used. Considering the images generated with an initial vector with entries drawn from the
standard normal distribution (top), one may observe that both methods produce vectors
with similar structure. In contrast, in the row below, the images generated with an initial
vector containing values drawn from the standard uniform distribution on the open interval
(0, 1) differ widely in their structure: the image generated via alternating projections is
structured such that from the upper left corner to the lower right corner the values go
from the smallest value to the highest value, while in the image generated via (4.1.2) no
such structure can be guessed. This effect can be seen on images with D-sparsities of all
sizes if they are generated via alternating projections and with an initial vector generated
via rand in Matlab. So far, an explanation to this effect is missing.
Input : D ∈ Rn×pn, v ∈ Rn
Output: x ∈ Rn with D-`2-sparsity k
1 v ← DT v
2 while k 6= |v|0,2 do





4 Set I ⊂ {1, ..., n} with the largest k entries of t in absolute value
5 vj+in ← 0 for j /∈ I, i = 0, ..., p− 1
6 v ← D†Dv
7 end
8 Determine x solving DTx = v
Algorithm 3: Constructing Test Instance with desired D-`2-sparsity
Algorithm 2 can be adapted to D-`2-sparsity. With a similar motivation as for finding
an element with a certain D-sparsity, for a positive integer k one can search for an element
v ∈ rg(DT ) ∩ {v¯ ∈ Rp : |v¯|0,2 = k}
via alternating projections. The adaption of Algorithm 2 to D − `2-sparsity is outlined
in Algorithm 3. The idea behind Algorithm 3 is that, in each iteration, instead of taking
the largest entries of |v|, as in Algorithm 2, the k largest entries of t ∈ Rn with ti =√
v2i + ...+ v
2
i+pn are considered for D ∈ Rn×pn, p ∈ N, and only these indices remain, see
line 5 in Algorithm 3.
Further, one can adopt the idea in (4.1.2) to D-`2-sparsity. For a given D ∈ Rn×pn,
take I¯ ⊂ {1, ..., n} with a desired cardinality |I¯| = k and consider I ≡ {i+ vn : i ∈ I¯ , v =
0, ..., p− 1}, as well as the projection onto the null space of DTIc , i.e. for arbitrary v ∈ Rn
consider
x = (Id− (DTIc)†DTIc)v. (4.1.3)
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Figure 4.4: Generated images of size (10 × 10) with D-`2-sparsity 60 via alternating projections
(left) and via the projections in (4.1.3) (right) with I chosen similar to the result from alternating
projections. The upper row shows images generated with an initial vector with entries drawn from
the standard normal distribution. The row below shows images generated with an initial vector
containing values drawn from the uniform distribution on the open interval (0, 1).
The disadvantage of this method is that the index set I must be chosen carefully: for
example if n = 4 and DT is the two-dimensional derivate forward operator DT ∈ R2n×n
with the Neumann boundary condition, then there is only one index set with cardinality
3, namely I = {1, 2, 3}, which leads to the D-`2-sparsity 3.
In Figure 4.4, alternating projections and the projection in (4.1.3) are compared for
DT ∈ R200×100 as the two-dimensional derivate forward operator. All images have D-`2-
sparsity 60, where the D-`2-sparsity of y ∈ Rn is approximated by∣∣∣∣{i ∈ {1, ..., n} : √(dTi yi)2 + (dTi+ny)2 > 10−8}∣∣∣∣ .
The images are generated in Matlab as follows. A vector v ∈ R200 is constructed via randn
(top) respectively rand (bottom) and is used as an initial vector for alternating projections
and for the projection in (4.1.3). In the light of past experience and taking into account
that no iterative in line 2 of Algorithm 3 has a D− `2-sparsity strictly smaller than n, the
function | · |0,2 is approximated by
|v|0,2 ≈
∣∣∣∣{i : √(dTi yi)2 + (dTi+ny)2 > 10−8}∣∣∣∣ ∀ v ∈ Rn.
After generating x1 ∈ R100 via alternating projections with the initial vector v, the set




2 > 10−8} is considered which has cardinality
60. For I ≡ I¯ ∪ {i + n : i ∈ I¯}, the projection in (4.1.3) is considered which leads to a
vector x2. For the graphics in Figure 4.4, all vectors have been transformed to images
of the size (10 × 10) each, a linear grayscale colormap is used. First, one may observe
that, in contrast to the anisotropic total variation minimization in Figure 4.3, there is
no optical difference between images generated with alternating projections and via the
projection in (4.1.3). Note, that the images on the left-hand side let guess that they
have a larger D-`2-sparsity than their analogue counterpart on the right-hand side; this
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is caused by the choice of the threshold 10−8 in I¯: for some indices i it follows that√
(dTi x1)
2 + (dTi+nx1)
2 ≈ 10−7. Decreasing this threshold does not eliminate this effect:









6= ∅. This effect may also happen for the
projections for D-sparsity, but this did not occur in most realized experiments.
Since a while-loop is used in Algorithm 3, for implementation it is advisable to stop the
iteration after Q iterations, where Q is a self-chosen positive integer. Based on experiences,
the value Q should be chosen large. For example, in the experiments in Figure 4.4, it is
Q ≡ 100n, which was not large enough in several experiments. An additional strategy is to
stop the iteration and restart the alternating projections method with a new starting point
v. Since in each iteration in Algorithm 3, the D-`2-sparsity of the iterative v remains equal
or is decreased with respect to the previous iteration, a further addition to the algorithm
is to include a second positive integer k1 ≤ k for the desired sparsity k and consider
the largest k1 entries in line 4, instead of taking the largest k entries. This is motivated
by the observation that even for large Q, the desired D-`2-sparsity is not reached, but
the iterative has a D-`2-sparsity close to the desired D-`2-sparsity. This effect was often
observed with different choices of the D-`2-sparsity. The additional strategy avoids this
effect by stopping the iteration at the desired iteration k. Since some vectors v are not
favorable for being initial vectors, because their required iteration number exceeds the
self-chosen value Q, this strategy is an appropriate supplement.
Remark 4.1.3 For (L1), (AL1), and (AL12), all projections onto the space of their corre-
sponding sparsity are realized via setting all but the largest entries in absolute value to 0.
For example at anisotropic total variation minimization, the idea behind the consecutive
projections in Algorithm 2 is that the D-sparsity of the iterative v decreases. But it may
happen that in one iteration the iterative v has D-sparsity (k − 1), instead of the desired
D-sparsity k. In this situation, setting the smallest entries in absolute value to 0 has no
effect: these entries are already 0. This can be avoided by the following method. Assume
for example that a vector of D-sparsity k is desired. In each iteration step, before the
iterative v is projected onto the set of k-sparse vectors, save the iterative, v1 ← v, and
project v onto the space of k-sparse vectors. If |v|0 < k, discard v and project v1 onto the
space of (k + 1)-sparse vectors, v ← Σk+1v1. If it still holds that |v|0 < k, discard v and
project v1 onto the space of (k + 2)-sparse vectors and continue this procedure until the
projected iterative v satisfies |v|0 ≥ k.
4.1.3 Construction of `2-Normalized Matrices for Desired Recoverable
Supports
In Section 4.1.1, the construction of a recoverable support of a given matrix and a desired
size is presented. Hence, sparsity and matrix are predetermined, support and sign of a
potential solution, as well as a dual certificate of (I, s), can be constructed via Algorithm
1. Vice versa, one may be interested in designing a matrix A ∈ Rm×n,m < n, such that a
given pair (I, s) ∈ Sn,k is a recoverable support of A and a given vector w ∈ Rm is a dual
certificate of (I, s). In Proposition 3.7.1, such a matrix is designed to show that for each
triple (m,n, k), it follows that Ξ(m,n, k) 6= 0. One may regard the designed matrix in this
proposition as unfavorable since most columns indexed by the given index set I consist
of only one non-zero entry and all columns not indexed by I are equal, i.e. ai = aj for
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all i, j /∈ I. It is rather uncommon that such a matrix is used to, say, compare different
solvers for basis pursuit. But obviously, this construction is kept simple.
With the method introduced in the present section, one can construct an `2-normalized
matrix A ∈ Rm×n such that for a given (I, s) ∈ Sn,k and a given w ∈ Rm it follows that
AI is injective, A
T
I w = s, and ‖ATIcw‖∞ < 1,
provided ‖w‖2 ≥ 1.
Lemma 4.1.4 Let w ∈ Rm. Then there is a ∈ Rm with aTw = ±1 and ‖a‖2 = 1 if and
only if ‖w‖2 ≥ 1.
Proof. With a ≡ ±w/‖w‖2 it follows that aTw = ±1 and ‖a‖2 = 1. Vice versa, it follows
that
1 = |aTw| ≤ ‖a‖2‖w‖2 = ‖w‖2.

The previous lemma shows that dual certificates of recoverable supports of `2-normalized
matrices have at least an `2-norm equal to 1. This can also be seen in Figure 3.4 where, for
the Mercedes-Benz matrix A ∈ R2×3, the projected cross-polytope AC34 (left) and its polar
polytope (AC34)∗ (center), which consists of all dual certificates of recoverable supports of
A, are given. Moreover, for a given pair (I, s) ∈ Sn,k, the previous lemma shows that one
can not construct a real, `2-normalized matrix A with A
T
I w = s for arbitrary w ∈ Rm.
Input : k,m, n ∈ N, k ≤ m < n, w ∈ Rm with ‖w‖2 > 1, I ⊂ {1, ..., n}, |I| = k,
s ∈ {−1, 0, 1}n, s k-sparse
Output: A ∈ Rm×n with `2-normalized columns {ai}ni=1
1 Set w† ← ‖w‖−22 w
2 Choose {ni}ni=1 ⊂ Rm such that nTi w = 0, ‖ni‖2 = 1 and each subset of {ni}ni=1 with
m elements is linearly independent.
3 Choose y ∈ Rn with Ic ⊂ supp(y) and ‖y‖∞ < 1
4 for i ∈ I do




7 for j ∈ Ic do




Algorithm 4: Computing a matrix A ∈ Rm×n with `2-normalized columns such
that for given (I, s) ∈ Sn,k, w ∈ Rm,m < n, the pair (I, s) is a recoverable support
of A and w is a dual certificate of (I, s)
In Algorithm 4, a method is given which computes a matrix A ∈ Rm×n with `2-
normalized columns such that for a given pair (I, s¯) ∈ Sn,k and a given w ∈ Rm with
‖w‖2 > 1 satisfying k ≤ m < n, the pair (I, s¯) is a recoverable support of A and w is
the corresponding dual certificate. Note that for w ∈ Rm with ‖w‖2 = 1 the algorithm
delivers a matrix whose columns are pairewise linear dependent, i.e. there is α ∈ R
such that ai = αaj for i 6= j. Further note that in Algorithm 4, instead of considering
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s¯ ∈ {−1,+1}I , the vector s ∈ {−1, 0,+1}n with si = s¯i for i ∈ I, and sj = 0 for
j /∈ I is considered. The algorithm is outlined with considerable freedom in line 2. A
proposal how to implement this statement is based on the idea of considering all (m− 1)
linearly independent and `2-normalized elements which are orthogonal to a given w ∈ Rm
and taking n linear combinations with random coefficients. The following proposition
shows that the output from Algorithm 4 is an `2-normalized matrix A such that the input
parameter (I, s) ∈ Sn,k is a recoverable support of A and the other input parameter is a
dual certificate of (I, s).
Proposition 4.1.5 Let k ≤ m < n and let I ⊂ {1, ..., n}, |I| = k, s ∈ {−1, 0,+1}n be
k-sparse and w ∈ Rm with ‖w‖2 > 1. Then the matrix A ∈ Rm×n which is generated via
Algorithm 4 with columns (ai)
n
i=1 is real, has full rank, and it follows that
aTi w = si for i ∈ I, |aTj w| < 1 for j ∈ Ic, and ‖ai‖2 = 1 for 1 ≤ i ≤ n.
Proof. Since ‖w‖2 > 1, it follows that ‖w†‖2 = ‖w‖−12 < 1, hence, all columns are real.
Further, each subset of (ai)
n
i=1 with m or less elements is linearly independent since each
subset of {ni}ni=1 with m or less elements is linearly independent; the matrix A has full
rank. Finally, since w† is orthogonal to all ni, it follows that





1− ‖w†‖22 nTi w︸︷︷︸
=0
= si for all i ∈ I,















= 1 for all i ∈ I,
‖aj‖22 = y2j ‖w†‖22 + (1− y2j ‖w†‖22) = 1 for all j ∈ Ic.

4.2 Testing Exact Recovery
In this section, for a given matrix A ∈ Rm×n,m < n, methods to test whether a vector
x∗ ∈ Rn solves (L1), (AL1) for given D ∈ Rn×p, and (AL12) for given D ∈ Rn×pn, p ∈ N,
respectively, are presented. The methods base on the optimality conditions in Section
2.1 and are implemented by using the software package Mosek [5] in Matlab. With given
bl, bu ∈ Rf , c, l, u ∈ Rf and B ∈ Rf×g, the corresponding optimality conditions for (L1)
and (AL1) are formulated as linear optimization problems in the form of
min
x
{cTx :bl ≤ Bx ≤ bu, l ≤ x ≤ u}.
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Note that in this situation, the relation ≤ is considered component-by-component. In
this representation, the Matlab routine mosekopt uses Mosek’s primal-dual interior-point
method to solve the considered optimization problem. Further, the routine mosekopt can
also handle conic optimization problems, where for C, for instance, as a quadratic cone,
the additional restriction x ∈ C is added to the considered linear optimization problem, cf.
[1, Section 7.6.1]. This formulation is used for the condition on (AL12) from Proposition
2.1.1.
In the following, the symbol 1n denotes an n-dimensional vector with entries equal to
1.
4.2.1 Basis Pursuit
For a given matrix A ∈ Rm×n,m < n, and a given vector x∗ ∈ Rn, a method which can
be used to decide whether x∗ solves (L1) uniquely is presented in this section. The most
straightforward way to study recoverability is to check whether the computed solution of
(L1) agrees with the original x∗. As for example described in [93, Section 8.5], the problem
(L1) can be formulated as a linear program: it is equivalent to the optimization problem
minα,β∈Rn 1Tnβ subject to Aα = Ax∗,−β ≤ α ≤ β. (L1p)




i such that Aα
∗ = Ax∗
and |α∗i | ≤ β∗i for i = 1, ..., n. For a previously determined  > 0, the vector x∗ can be
stated as a solution of (L1) if ‖x∗ − α∗‖2/‖x∗‖2 ≤ . This method was used in several
experiments as for Gaussian matrices, see for instance [53], or for matrices modeled for
computed tomography [81]. The main advantage of solving (L1p) is its simplicity, it does
not call for sophisticated derivations. But considering this optimization problem has two
disadvantages . First, the accuracy  may cause that some solutions x∗ are not verified as
solutions because  is chosen too small, while some x∗ may be verified as solutions, despite
they are no solutions, because  was chosen too large. The second disadvantage is that, for
certain matrices and vectors x∗, the computed solution (α∗, β∗) is not the only solution of
(L1p) and, hence, it is not the only solution of (L1). In this case, if ‖α∗−x∗‖2/‖x∗‖2 > ,
one can only guarantee that x∗ is not the unique solution of (L1), but it is still possible
that x∗ also solves (L1). Vice versa, one can not guarantee that x∗ is the unique solution
of (L1) if ‖α∗ − x∗‖2/‖x∗‖2 ≤ .
The following method is based on Corollary 2.1.11 which gives a condition for unique
solutions of basis pursuit. Let (I, s) ∈ Sn,k and k ≤ m < n. Further, let A ∈ Rm×n,m < n,




‖ATIcw‖∞ subject to ATI w = s (4.2.1)
is an adequate method to verify whether (I, s) is a recoverable support of A: if w∗ solves
(4.2.1) and ‖ATIcw∗‖∞ < 1, then (I, s) is a recoverable support of A. Problem (4.2.1) can
be formulated as follows. For a given A ∈ Rm×n,m < n, and (I, s) ∈ Sn,k, for ξ ∈ Rm and
ν ∈ R, the problem (4.2.1) is equivalent to
minξ,ν ν subject to −ν1n−k ≤ ATIcξ ≤ ν1n−k,
ATI ξ = s.
(L1d)
For a solution (ξ∗, ν∗), it follows that ν∗ is the smallest positive number such that
−ν∗ ≤ aTj ξ∗ ≤ ν∗ for j ∈ Ic and aTi ξ∗ = si for i ∈ I.
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With Theorem 2.1.3, one can state, if ν∗ < 1 and AI is injective, then the pair (I, s) is
a recoverable support of A. Note that the condition in Theorem 2.1.3 is also necessary:
if AI is not injective or ν
∗ ≥ 1, then x∗ is not a unique solution. However, if ν∗ = 1,
one can still deduce that x∗ is one solution of (L1), cf. Corollary 2.1.7. In [80] and [84]
this formulation was used to verify whether pairs (I, s) ∈ Sn,k are recoverable supports of
certain matrices. The method concerning (L1d) has a disadvantage: verifying ν∗ < 1 is
difficult. For a verification algorithm, one can choose a sufficiently small ¯ > 0 and check
whether ν∗ ≤ 1− ¯ holds. But choosing ¯ too large may cause that some unique solutions
x∗ of (L1) are not verified as such.
For the rest of the present section, the results from [84] are presented, the results
in [80] are presented in Section 4.3. The following experiment and results are published
in [84], in which both methods, (L1p) and (L1d), were compared for Gaussian matrices.
Note that, in general, it is not easy to compare the methods concerning (L1p) and (L1d)
because via (L1p) one can only verify whether the corresponding solver returns the input
parameter x∗ as a solution, while (L1d) can be used to verify whether such x∗ solves basis
pursuit uniquely. But with regard to Section 3.6.4, the situation changes since Gaussian
matrices are in global general position: if x∗ solves (L1p) with a Gaussian matrix A, then,
with high probability, the vector x∗ is the unique solution of (L1). In the following, a
similar setup as in [53] was used: for fixed n ≡ 1600 and varying m ≤ n, several Gaussian
matrices A ∈ Rm×n were generated and for certain sparsities k ≤ m, it was tested whether
both methods produce the same results. Additionally, a time comparison of both methods
was done. More precisely, for each triple (n,mi, ki,j) with mi = 40i, i = 1, ..., 40 and
ki,j = (mij)/40, j = 1, ..., 40, the following testing was done in Matlab. Generate a
Gaussian matrix A ∈ Rmi×1600 and choose an index set I, with |I| = ki,j , randomly
by choosing I uniformly over the index set {1, ..., 1600}. Assure whether the submatrix
AI has full rank through the Matlab function rank; if AI is not injective, then for all
s ∈ {−1,+1}I , the pair (I, s) is not a recoverable support of A. If A has full rank, choose
s ∈ {−1,+1}I randomly by generating a random ki,j-dimensional vector v via randn and
set s ≡ sign(v). Solve (4.2.1) via the formulation (L1d) and the Matlab routine mosekopt.
If (ξ∗, ν∗) is the computed optimal solution and if ν∗ ≤ 1 − 10−12, then it is said that
(I, s) is a recoverable support of A. Next, consider x∗ ∈ Rn such that supp(x∗) = I and
sign(x∗I) = s hold. With the same matrix A, solve (L1) via (L1p) and mosekopt in Matlab.
If the optimal computed solution α∗ satisfies ‖x∗ − α∗‖2/‖x∗‖2 < 10−5, it is judged that
x∗ is the solution of (L1) and (I, s) as a recoverable support of A. For each pair (mi, ki,j)
this procedure was repeated 50 times.
The experiments were done with Matlab R2012b employed on a desktop computer
with 4 CPUs, each Intel R© CoreTM i5-750 with 2.67GHz, and 5.8 GB RAM. At Mosek 6,
the routine mosekopt was used to solve (L1p) and (L1d).
Figure 4.5 displays averaged results on recoverability from the experiment described in
the previous paragraph: both graphics show how many recoverable supports are identified
with respect to the total number of trials. On the left-hand side, the results on (L1p) are
displayed, and on the right-hand side, the results on (L1d) are shown. One may observe
the misfit between both graphics: the results on (L1p) are not accurate enough to fulfill
the desired tolerance of 10−5. Relaxing the threshold from  = 10−5 to  = 10−3 leads
to almost identical results as given on the right-hand side of Figure 4.5. It appears to be
more difficult to state a criterium a priori for (L1p) than for (L1d) to decide whether a
pair (I, s) is a recoverable support. Alternatively, one may consult a comparison of the
supports I and supp(α∗) as a criterium for (L1p); however, since one can assume that,
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Figure 4.5: Averaged results from Monte Carlo experiments whether a randomly chosen pair
(I, s) ∈ Sn,k is a recoverable support of a Gaussian matrix, algorithmically decided with (L1p)
(left) and (L1d) (right). The values reach from 0 (none of the instances are recoverable supports)
to 1 (all instances are recoverable supports).
due to numerical effects, α∗ has entries equal to 0 but some close to 0, a different tolerance
needs to be chosen a priori to determine the support of supp(α∗). This means that the
problem of defining a threshold a priori is only suspended.
In perspective to previous experiments, as in [53], the results are as expected. Further,
one may observe a phase transition between 1 to 0. This phase transition is also displayed
by ρW in Figure 4.5, cf. Theorem 3.6.18. The performance of both methods, (L1p) and
(L1d), are measured by taking the time Mosek needed to solve each problem. Additionally
for (L1d), it was measured how long it took to compute the rank of AI ; since only Gaussian
matrices are considered, which are full rank matrices with probability 1 [24], this test
could have been skipped; however, the duration of computing the rank is included, since
the test shall be presented without any restrictions to specific test problems. Skipping the
testing of the rank would have saved about 0.7 percent of the entire run time of the test. In
dependency of δ = mi/1600 and ρ = ki,j/mi, Figure 4.6 (top) shows the averaged duration
of solving (4.2.1) via (L1d) and calculating the rank of the corresponding submatrix divided
by the averaged duration of solving (L1) via (L1p). One may observe that all quotients in
the plot are less than 1 which means that solving (4.2.1) was always faster than solving
(L1) via (L1p). Figure 4.6 (bottom) gives the duration of time for both methods. One
may observe that the duration of both methods increase with an increasing δ, while for
(L1p) it appears to depend also on ρ and δ. Moreover, the contours of ρW in Figure 4.5
can be seen for (L1p): on average, in case that ki,j is close to ρW (mi/n)mi one may regard
that solving (L1) via (L1p) takes longer than for any other ki,j .
Further, one may observe a transition at δ = 0.25 where the quotients rapidly decrease.
So far, this effect can not be explained. In total, solving (4.2.1) appears to be a faster
alternative for calculating the recoverability for Gaussian matrices: it is more than three
times faster than using (L1p).
4.2.2 Analysis `1-Minimization / Anisotropic Total Variation Minimiza-
tion
For a given matrix A ∈ Rm×n,m < n, a given matrix D ∈ Rn×p, and a given vector
x∗ ∈ Rn, three methods are presented in this section, which can be used to decide whether
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Figure 4.6: Comparison of time duration using (L1p) and (L1d). Top: time duration of solving
(L1p) divided by the time duration of solving (L1d) with an additional injectivity check. Bot-
tom: comparison of duration performances between solving (L1p) (left) and solving (L1d) with an
additional injectivity check (right) in seconds.




‖DT y‖1 subject to Ay = Ax∗ (AL1)
uniquely. The problem (AL1) is called analysis `1-minimization, and if D
T is the two-
dimensional derivate forward operator, the problem (AL1) is also called anisotropic total
variation minimization. Similarly to basis pursuit, as considered in the previous section,
one can easily formulate (AL1) as a linear program: for α ∈ Rn, β ∈ Rp consider
minα,β 1
T
p β subject to Aα = Ax
∗,−β ≤ DTα ≤ β. (AL1p)




i is found such that Aα
∗ = Ax∗
and |dTi α∗| ≤ βi, with di as the i-th column of D. For previously chosen  > 0, the vector
x∗ can be stated as a solution of (AL1) if ‖x∗ − α∗‖2 ≤ . Comparing (AL1p) with (L1p)
in Section 4.2.1, one may observe that both problems appear to be similar. The problems
on the threshold  remain the same as described in Section 4.2.1. However, one can state
the question whether it is possible to formulate (AL1) in form of (L1). In fact, assume




‖z‖1 subject to AD†z = Ax∗. (4.2.2)
The disadvantage of the optimization problem (4.2.2) is that finding a solution of the
linear system Ay = Ax∗ is restricted to elements in the range of D since y needs to satisfy
(DT )†z = y. As for basis pursuit, Theorem 2.1.3 states sufficient and necessary conditions
for a given x∗ ∈ Rn being the unique solution of (AL1). The verification whether a given
x∗ ∈ Rn with I ≡ {i : dTi x∗ 6= 0} and k ≡ |I| solves (AL1) uniquely can be realized via
the following optimization problem: for ξ ∈ Rm, τ ∈ Rp−k, and ν ∈ R consider
minξ,τ,ν ν subject to A
T ξ +DIcτ = −DIsign(DTI x∗),
−ν1p−k ≤ τ ≤ ν1p−k. (AL1d)
For (ξ∗, τ∗, ν∗) as a solution of (AL1d) with an input parameter x∗ ∈ Rn, the vector
x∗ solves (AL1) uniquely if ν∗ < 1 and ker(A) ∩ ker(DTIc) = {0}. Similar experiments
to the Donoho and Tanner’s phase transition experiment [53] were done for analysis `1-
minimization in [97, Section 6.1] with D as a random tight frame [56].
In the following, an experiment is described in which the methods in (AL1p), (AL1d)
as well as (4.2.2) via (L1d) are compared with respect to time duration. The experiment is
similar to the experiment in Section 4.2.1; but the difference, as well as to the experiment in
[97], is that the size of the matrix D ∈ Rn×p and the D-sparsity vary while the redundancy
of A ∈ Rm×n is fixed to m/n = 1/2. For fixed p ≡ 1600 and varying n = δp and k = ρp
with δ = i/40, i ∈ {1, ..., 37} and ρ = j/40, j ∈ {1, ..., 40}, the experiment was done in
Matlab as follows. Compute a random tight frame D ∈ Rn×p as proposed in [120], choose
a Gaussian matrix A ∈ Rn/2×n via randn and choose an index set I, |I| = k, randomly by
choosing I uniformly over the subset {1, ..., 1600}. Note that δ < 1, this means that DT is
an overdetermined matrix. Lemma 4.0.2 shows that k > p−n or k = 0; hence, if k ≤ p−n,
the procedure is aborted for the instance (δ, ρ). Next, choose y ∈ Rn drawn randomly from
the standard normal distribution and set x∗ ∈ Rn via the projection onto the null space of
DTIc in (4.1.2). Make sure that x
∗ has D-sparsity k. First solve (AL1p). Then assure that
(AD†)I is injective and solve (4.2.2) via (L1d). Finally, verify that ker(A)∩ker(DTIc) = {0}.
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Figure 4.7: Comparison of time duration of all three presented methods for solving analysis `1-
minimization with Gaussian matrices A ∈ Rn/2×n and random tight frames D ∈ R1600×n with
varying n and vectors x∗ ∈ Rn with varying D-sparsity k. Presented as quotients of results on
(AL1d) divided by (AL1p) (left), on (AL1d) divided by (4.2.2) via (L1p) (center), and on (4.2.2)
via (L1d) divided by (AL1p) (right).
This can be done by checking whether the matrix XT ≡ [AT , DIc ]T has full rank, for
example with a QR decomposition X = QR and checking whether no entry on the diagonal
of R is 0. If ker(A)∩ ker(DTIc) = {0}, then solve (AL1d). All three optimization problems
are solved with the Mosek routine mosekopt in Matlab. For each pair (δ, ρ), this procedure
is done M ≡ 50 times. The focus on these experiments lays on the time duration of solving
each optimization problem. Therefore, only the time is measured which Mosek requires
to solve the considered optimization problem. Results on recoverability can be found in
[97, Section 6] for similar test instances.
The timing experiment was run in Matlab 7.13 (R2011b) using Mosek 6.0 on Dell
Precision T3610 with Intel Xeon CPU E5-1620 (10 MB cache, up to 3.70GHz) and 16 GB
RAM.
In Figure 4.7, the results on the comparison are presented in the following form: on
the left-hand side, the time duration of (AL1d) divided by the time duration of (AL1p)
is given in dependency of δ and ρ; in the center, the time duration of (AL1d) divided by
the time duration of solving (4.2.2) is given in dependency of δ and ρ; on the right-hand
side, the time duration of solving (4.2.2) divided by the time duration of (AL1p) is given
in dependency of δ and ρ. In the comparison on the left-hand side and on the right-hand
side, one may observe that using the optimality conditions from Section 2.1 is always faster
than solving analysis `1-minimization via (AL1p). On average, solving (AL1d) is more
than eighteen times faster than using (AL1p) and solving (4.2.2) via (L1d) is more than
thirteen times faster than using (AL1p). Comparing (AL1d) and (4.2.2), one may observe
that for a fixed n at a D-sparsity close to (1600−n), solving (4.2.2) is faster than (AL1d),
for a D-sparsity not close to (1600− n), using (AL1d) is faster. On average, the method
concerning (AL1d) is faster than the method concerning (4.2.2). In total, the experiments
show that using (AL1d) to verify whether a given vector is the unique solution of analysis
`1-minimization is the fastest considered method, for A being Gaussian and D as a random
tight frame.
4.2.3 Analysis `1,2-Minimization / Isotropic Total Variation Minimiza-
tion
In the following, for given matrices A ∈ Rm×n,m < n,D ∈ Rn×pn, p ∈ N, and a given
vector x∗ ∈ Rn, a method is presented which can be used to guarantee that a given x∗










1/2 subject to Ay = Ax∗ (AL12)
uniquely. The problem (AL12) is called analysis `1,2-minimization, and if D
T is the two-
dimensional derivate forward operator, the problem (AL12) is also called isotropic total
variation minimization. Similarly to the previous two sections, this method is compared
to a straightforward approach, which is described first.
The problem (AL12) can be formulated as a conic quadratic optimization problem and
can also be solved via the Mosek routine mosekopt in Matlab. For α, β ∈ Rn, γ ∈ Rpn,





−γi ≤ dTi α ≤ γi for all i = 1, ..., pn,
βi ≥
√
γ2i + ...+ γ
2
i+(p−1)n for i = 1, ..., n.
(AL12p)







such that Aα∗ = Ax∗, and |dTj α∗| ≤ γ∗j for j = 1, .., pn is found. For a previously
determined  > 0, the vector x∗ can be stated as a solution of (AL12) if ‖x∗−α∗‖2/‖x∗‖2 ≤
. As in Section 4.2.1 and 4.2.2, this method has the problem that one can not guarantee
that x∗ is the unique solution of (AL12).
In contrast to basis pursuit and analysis `1-minimization, the problem (AL12) is not a
linear program and no necessary conditions on unique solutions are known so far. However,
one can apply Proposition 2.1.1 to get sufficient conditions on a given x∗ ∈ Rn such that
x∗ is the unique solution of (AL12) for A ∈ Rm×n,m < n, and D ∈ Rn×pn, p ∈ N. But
note that Proposition 2.1.1 does not guaranteed that a vector x∗ ∈ Rn is not the unique
solution of (AL12) if the conditions in Proposition 2.1.1 are not satisfied. In the notation
of Proposition 2.1.1, the problem (AL12) can be adapted to Proposition 2.1.1 as follows.
Consider a finite sequence of bounded, linear operators {Φi}ni=1 such that
Φ : Rn →
n∏
i=1
Rp, x 7→ (Φ1x, ...,Φnx),
and Φix = (d
T
i x, ..., d
T
i+(p−1)nx), i = 1, ..., n,
where Φix is p-dimensional for all i = 1, ..., n. For V¯ ≡ (V¯1, ..., V¯p) ∈ Rn×p with V¯i ∈ Rn




DIj V¯j+1 with Ij ≡ {1 + jn, ..., n+ jn}.
Note that in case of isotropic total variation minimization, one may observe that the
discretization of the total variation in the continuous setting leads to the same results, see
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Figure 4.8: Time comparison (in seconds) of the optimization problems (AL12p) and (AL12d) with
Gaussian matrices A ∈ Rm×100 for varying m and x∗ ∈ R100 with varying D-`2-sparsity k. Top left:
Time duration using (AL12d) and the injectivity check divided by time duration using (AL12p).
Top right: Number of identified unique solutions x∗ with D-`2-sparsity k (via (AL12d) and the
injectivity check) divided by the number of considered samples (M ≡ 50). Bottom left: Number
of identified unique solutions x∗ with D-`2-sparsity k (via (AL12p) and identification threshold
10−3) divided by the number of considered samples (M ≡ 50). Bottom right: Number of identified
unique solutions x∗ with D-`2-sparsity k (via (AL12p) and identification threshold 10−1) divided
by the number of considered samples (M ≡ 50).
for instance [37]. To apply the conditions in Proposition 2.1.1 to a given x∗ ∈ Rn and a
given A ∈ Rm×n,m < n, consider the index set
I ≡
{
i ∈ {1, ..., n} :
√
(dTi x















0 i ∈ Ic
, for j = 1, ..., p. (4.2.4)
Now, the sufficient conditions in Proposition 2.1.1 can be formulated as a conic quadratic
optimization problem. For j = 1, .., p, let D(j) ∈ Rn×n denote the matrix with columns
d
(j)
i ≡ di+(j−1)n, i = 1, ..., n, and k ≡ |I|. For α ∈ Rn, β ∈ Rn−k, τ ∈ R, and {γj}pj=1 ⊂
Rn−k consider with V¯j ∈ RI , V¯i,j = Vi,j , i ∈ I, j = 1, ..., p, from (4.2.4), the optimization
problem
minα,β,γ,η,τ τ subject to
ATα−∑pj=1D(j)Ic γj = ∑pj=1D(j)I V¯j ,
−τ ≤ βi ≤ τ for all i = 1, ..., n− k,
βi ≥
√
γ21,i + ...+ γ
2
p,i for all i = 1, ..., n− k.
(AL12d)
For the smallest τ∗ in (AL12d) the conditions in Proposition 2.1.1 are satisfied if τ∗ < 1
and A restricted to {y ∈ Rn : dTj y = 0, ..., dTj+(p−1)ny = 0, j ∈ Ic} is injective.
In the following, an experiment concerning isotropic total variation minimization is
described. In this experiment, both optimization problems (AL12p) and (AL12d) are
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compared with regard to the number of identified vectors x∗ to solve (AL12) uniquely
and with regard to time duration. The experiment is similar to the described experiment
in Section 4.2.1. The two-dimensional derivate forward operator DT is equipped with
the Neumann boundary condition. For each m ∈ {10, 20, ..., 90} and k ∈ {jm/10 : j =
1, ..., 10}, consider a Gaussian matrix A ∈ Rm×100 and a vector x∗ ∈ R100 with D-`2-
sparsity k. The element x∗ ∈ R100 with the desired D-`2-sparsity is constructed via
Algorithm 3 and an initial vector whose entries are drawn from the standard normal
distribution. Then the optimization problem (AL12p) is solved by the Mosek routine
mosekopt in Matlab. If the computed, optimal solution α∗ satisfies ‖α∗ − x∗‖2/‖x∗‖2 ≤
10−3, then it is said that x∗ solves (AL12) via (AL12p). Next, consider the index set I as
in (4.2.3) and solve (AL12d) with V ∈ Rn×2 from (4.2.4). If the optimal computed solution
τ∗ satisfies τ∗ ≤ 1 − 10−12 and A restricted to {y ∈ Rn : dTj y = 0, dTj+ny = 0, j ∈ Ic} is
injective, then x∗ is said to solve (AL12) uniquely via (AL12d). For each pair (m, k), this
procedure is repeated M ≡ 50 times.
The timing experiment was run in Matlab 7.13 (R2011b) using Mosek 6.0 on Dell
Precision T3610 with Intel Xeon CPU E5-1620 (10 MB cache, up to 3.70GHz) and 16 GB
RAM.
In Figure 4.8, the results on the previously described experiment are displayed. The
graphic at the top on the left-hand side gives the comparison of time duration as the
quotient of time duration using (AL12d) and the injectivity check divided by the time
duration using (AL12p). Note that, with the exception that the values in the lower left
corner, all quotients are less than 1, which means that solving (AL12d) is faster than
solving (AL12p). On average, using (AL12d) is more than four times faster than using
(AL12p). Further, in Figure 4.8, one can see how many instances with respect to m
and k were identified as unique solutions via (AL12d) (top right) and (AL12p) (bottom).
The graphics at the bottom of Figure 4.8 show the number of identified unique solutions
with respect to the total number of samples (M ≡ 50) with the threshold 10−3 (left), as
described above, and if the threshold 10−1, instead of 10−3, is considered (right). First,
one may observe a phase transition between the regime in which all x∗ ∈ R100 solve
(AL12) uniquely and no x∗ ∈ R100 solve (AL12) uniquely. Further, one may observe that
both graphics give almost similar results. For m = 10, 20, 30 and small k, it is noticeable
that both graphics differ considerably from each other: considering the problem (AL12d),
the number of identified unique solutions is monotonically nonincreasing, for the problem
(AL12p) such a statement can not be made. The situation changes if the threshold is
relaxed to 10−1: at m = 10, 20, 30 and small k the number of identified unique solutions
does not differ in both optimization problems, but beyond the phase transition curve, one
may observe that far more solutions are identified than by using the threshold 10−3 or by
using the optimization problem (AL12p).
In total, the optimization problem (AL12d) seems to be a good candidate to guarantee
that a given vector solves isotropic total variation minimization uniquely: it is faster and
more stable than the considered straightforward approach in (AL12p). But please note
that as long as the conditions in Proposition 2.1.1 are not proved as necessary conditions,
this test can only guarantee that a given vector is the unique solution of isotropic total
variation minimization, and not that a vector is not the unique solution.
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Both total variation methods, isotropic and anisotropic total variation minimization, are
often considered in image processing since images consist mostly of piecewise constant com-
ponents. That implies that they have a small D-`2-sparsity and D-sparsity, respectively,
withDT as the two-dimensional derivate forward operator. Connecting compressed sensing
to the application computed tomography is a growing field in research. In [80], a quantita-
tive study is published in which similar experiments as in the previous sections were done:
vectors with a corresponding sparsity are tested for solving basis pursuit, anisotropic total
variation minimization, and isotropic total variation minimization uniquely. In contrast,
matrices which are used for computed tomography are considered. The results on basis
pursuit, anisotropic total variation minimization, and isotropic total variation minimiza-
tion are presented in the present section and have been achieved in cooperation with Jakob
S. Jørgensen and Dirk A. Lorenz. My contribution consisted mainly in establishing and
proving the optimality conditions for unique solutions of all three problems, and develop-
ing the method for constructing the test instances as they are presented in Section 4.1.2.
Further, I built first prototypes for the uniqueness verification tests and alternating pro-
jections methods. Before the results are presented, the image model concerning computed
tomography is presented.
4.3.1 Imaging Model
Computed tomography is a classical example for an ill-posed inverse problem. In order
to obtain an image of the interior of some object, x-rays are sent through the considered
object. Due to correlation with matter, some x-rays may be absorbed; the probability
of absorption depends on the wavelengths of the x-rays, and atomic number, thickness,
and density of the matter. In the present thesis, a simple model is considered in which
x-rays of a single wavelength with known intensity I0 are used. Further, it is assumed that
the x-rays follow straight lines through the object. In this model, a single x-ray has the
intensity I after passing the object following the line L. From the Lambert-Beer law, see
for instance [30], the resulting problem is to determine a function f such that∫
L






The matter is represented by the so-called linear attenuation coefficient f , the value f(y)
describes how much x-rays are absorbed at a spatial coordinate y. Recovering f through
(4.3.1) depends on how many different measurements I are given. Further, it should
be noted that determining f is badly conditioned: if the right-hand side of (4.3.1) is
disturbed by noise, its solution fη may not be in a neighborhood of the true solution
f . But since in this thesis the ideal case, that no noise is added on the measured data,
is considered, this fact is neglected. For a more detailed mathematical introduction into
computed tomography, the reader may consult [98]. Please note that the assumption
behind the Lambert-Beer law does include only a single wavelength of the x-rays and does
not include scattered radiation.
Receiving information about the insight of an object without cutting it up is a big
advantage of computed tomography. It is of interest for material science, geoscience,
and in medical diagnosis. Computed tomography is a huge improvement in non-invasive
medical diagnosis, but the risk of radiation-induced cancer caused by x-rays should not be
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Figure 4.9: Line segment method: a line intersects the image X ∈ R2×2. Here, all four pixel arrays
have a size length 1. The symbols a, b, and c describe the length of the segment of the line from I0
to I intersecting with x2, x4, and x3, respectively. For the given line, the arising linear system is
− ln(I/I0) = ax2 + cx3 + bx4 with an angle α. The pixel arrays which intersect with the line from
I0 to I are colored in brown.
underestimated [48, 113]. Therefore, it is of interest to lower the x-ray intensity a patient
is given. But since reducing the intensity may cause that the reconstructed f has bad
image quality [28, 30], advanced methods need to be considered.
Classical methods, such as the filtered back-projection, are based on inverting the Radon
transform [107], which describes how the image is transformed into line integral measure-
ments as in the Lambert-Beer law. These methods have many advantages including low
computational time but require a large number of measurements and high x-ray dose,
respectively. A different class of methods, known as algebraic methods, is based on dis-
cretizing the image into, for example, pixels, and modeling the x-rays as a discrete linear
operator. In the present section, the x-rays are modeled as rows of an underdetermined
matrix A. One needs to determine x∗ from the measured data b with b = Ax∗, where x∗
represents the attenuation coefficient of the considered object. The considered problem is
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Consider m measurements of the form in (4.3.1). Then for a line Li and the measurement
Ii, i = 1, ...,m, it follows that






















p(y − j)dy, (4.3.2)
which describes the length of the line Li passing the j-th component of a pixel array, cf.
Figure 4.9. The element ai,j is the (i, j)-th entry of a matrix A ∈ Rm×n, with n as the
number of pixels and m as the total number of measurements. A solution of the linear
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Figure 4.10: Illustration of fan-beam computed tomography for two-dimensional objects. Two
projection views are illustrated.
system of equations Ay = b may describe the attenuation coefficient of the considered
matter. More precisely, if there exists exactly one solution x∗, then x∗ describes the
attenuation coefficient of the considered matter. This discretization method is known as
the line-intersection method, see for instance [112].
Since ai,j in (4.3.2) describes the length of certain line segments, designing the matrix
A = (ai,j)i,j is equivalent to arranging the lines passing the considered object. A source
circles around the object and from certain positions (projection views) it sends a deter-
mined number of lines Li through the object in form of a fan-beam. Figure 4.10 illustrates
this procedure; it simulates the so-called fan-beam computed tomography in which the
radiation source circles around the considered object and measures the intensity on the
other side of the object. The projection views are equiangular acquired from 360 degrees
around the object. The intersection of the fan beams from all projection views has the
shape of a disk; therefore, instead of considering an (N ×N)-image, a pixel array of the
shape of a disk is considered. After transferring this pixel array to a vector, it follows that
n ≈ piN2/4, in the following such a vector is called disk-shaped image. Here, the detector
has the shape of a circular arc with the center at the radiation source; that is why all
lines Li have the same distance to the detector. In the following experiments, the distance
between the radiation source and the detector is set to 2N . The detector has 2N cells for
measuring the intensity Ii of a line Li after passing the object. The fan angle is set to
28.07 degrees. The number of projection views is denoted by Nv. Finally, the number of
measurements is m ≡ 2NNv. This means that, for considering a matrix A ∈ Rm×n with
entries as in (4.3.2), less than piN/8 projection views are necessary to obtain m < n. In
the following, consider N sufv ≡ dpiN/8e which gives the number of samples such that the
considered linear system of equations Ay = b has only one solution.
In the following sections, experiments are presented which are designed to study the
applicability of computed tomography in a compressed sensing setup. The main goal is to
examine whether one may observe a relationship between the number of projection views
Nv, the existence of a unique solution of basis pursuit, anisotropic total variation min-
imization, or isotropic total variation minimization, respectively, and the corresponding
sparsity. The rate of considered vectors are recovered via (L1), (AL1), and (AL12), re-
spectively, is called reconstruction rate. All experiments were done by Jakob S. Jørgensen
and published in the joint work [80]. The following graphics in the present chapter are
taken from [80]. The development of the methods used to perform the following experi-
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ments were mainly my contribution and are described in the previous sections. The timing
experiments were run in Matlab 7.13 (R2011b) using Mosek 6.0 on a Lenovo ThinkPad
T430s with Intel Core i5-3320M processor (3 MB cache, up to 3.30 GHz) and 8 GB RAM,
restricted to a single core.
4.3.2 Results on Basis Pursuit
Figure 4.11: Image classes with with certain sparsities: Spikes (top) and signed-spikes (bottom)
with relative sparsity κ = 0.1, 0.3, 0.5, 0.7, 0.9 from left to right. Images generated by Jakob S.
Jørgensen.
The following section coincides with the corresponding section in [80]. For basis pur-
suit, test images are constructed as described in Section 4.1.2. In detail, images of the size
64 × 64 are considered, this means that N ≡ 64 and n = 3228, and for varying relative
sparsity κ = 0.025, 0.05, 0.1, 0.2, ..., 0.8, 0.9, where the relative sparsity κ is defined as the
sparsity k of the considered image divided by the total number of pixels of the image, hence
κ ≡ k/n. More precisely, in the experiments, the sparsities k = d3228κe are considered.
Following the approach in [21], the test images are built with k non-zero entries on random
position with values drawn randomly from a uniform distribution on (0, 1), this class is
called spikes, or drawn randomly from a uniform distribution on (−1,+1), which is called
signed-spikes. Both image classes are also considered in [81]. In Figure 4.11, examples
for images of the class spikes (top) and of the class signed-spikes (bottom) are given. For
each relative sparsity κ and each introduced image class, one hundred disk-shaped images
x∗ ∈ R3228 with sparsity k = d3228κe are generated and for each number of projection
views Nv = 1, ..., 26, matrices A ∈ R128Nv×3228 with entries as in (4.3.2) are generated with
the function fanbeamtomo from the Matlab package AIR Tools [77]. For each disk-shaped
image x∗ and each matrix A, the optimization problem (L1) is solved via (L1p); if the
computed, optimal solution x¯ satisfies ‖x¯−x∗‖2/‖x∗‖2 ≤ 10−4, then it is declared that x∗
is recovered via basis pursuit. In Figure 4.12 (top), the reconstruction rate in dependency
of the relative sampling Nv/N
suf
v and the relative sparsity κ is given. Further for the same
matrix A and the same disk-shaped image x∗, the conditions in Theorem 2.1.3 are verified
via (L1d). If the computed, optimal solution α∗ of (L1d) satisfies ‖ATIcα∗‖∞ ≤ 1− 10−12,
it is declared that x∗ is recovered via basis pursuit. In Figure 4.12 (bottom), the recon-
struction rate in dependency of the relative sampling Nv/N
suf
v and the relative sparsity κ
is given for both image classes.
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Figure 4.12: Results on the reconstruction rate via basis pursuit in dependency of relative sparsity
and relative sampling. In the top row, the recovery is considered for (L1p), the recovery via (L1d)
is considered in the bottom row. On the left-hand side, spike images are considered; on the right-
hand side, signed spikes images are considered. The reconstruction rate extents from 0 (no instance
is declared as a solution) to 1 (all instances are declared as solutions).
In Figure 4.11, the results on the described experiments are given. One may observe
that solving (L1) via (L1p) and checking the conditions in Theorem 2.1.3 via (L1d) co-
incides. Note that the experiments in Section 4.2.1 give the same result, but in these
experiments Gaussian matrices are considered, which imply that, with high probability, a
solution of basis pursuit is the unique solution of basis pursuit. In contrast, no such the-
oretical statement for matrices which model the measurements in computed tomography
is known. However, the empirical results on the present experiment coincide. Further,
one may observe a sharp phase transition in both image classes for most instances. This
means that either all images with a common relative sparsity can be recovered via (L1)
with a matrix A which possesses a certain relative sampling, or none of the images with a
relative sparsity can be recovered via (L1) with a matrix A which is modeled with a certain
relative sampling. Hence, a clear relationship between the number of projection views Nv,
the existence of a unique solution of basis pursuit and sparsity can also be observed for
matrices modeled as in Section 4.3.1.
As in Section 4.2.1, experiments for comparing the computational time of (L1p) and
(L1d) were done for A ∈ R2NNv×n with varying positive integers N,Nv and with entries
as in (4.3.2). The matrix A is generated with the function fanbeamtomo from the Matlab
package AIR Tools [77]. For N = 32, 64, 128, disk-shaped images of the class signed-spikes
are generated with relative sparsities κ = 0.1, 0.3, 0.5, 0.7, 0.9. For each size N and each
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Figure 4.13: Computational time comparison for N = 32 (left), N = 64 (center), and N = 128
(right). The lines show the results on different projection views via solving (L1p) (R) and (L1d)
(UT).
κ, ten instances are generated. Further, the matrix A ∈ R2NNv×n is generated with
Nv =

3, 7, 11 if N = 32,
5, 13, 21 if N = 64,
9, 25, 41 if N = 128.
The experiment is run similarly as the previous experiment in the present section, the
results are given in Figure 4.13. In contrast to the experiment in Section 4.2.1, no clear
tendency can be made which of both optimization problems does deliver a faster verifica-
tion for unique solutions. One may observe that for N = 32, the uniqueness test (L1d) is
faster than solving (L1) with (L1p), but for N = 64, and N = 128 no such statement can
be made since in some cases solving (L1p) is faster than using the uniqueness check (L1d).
Comparing the present results with the results in Section 4.2.1, one may suggest that
Gaussian matrices provide certain properties which bring an advantage to the uniqueness
verification in (L1d) over (L1p). Alternatively, the considered CT-matrices may provide
certain properties which disadvantage the uniqueness verification in (L1d) over (L1p).
4.3.3 Results on Anisotropic Total Variation Minimization
Figure 4.14: Image classes with certain D-sparsities: Generated via alternating projections (top)
and of the uniform truncated image class (bottom) with relative D-sparsity κ = 0.1, 0.3, 0.5, 0.7, 0.9
from left to right, where DT is the two-dimensional deriviate forward operator. Images generated
by Jakob S. Jørgensen.
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The following section coincides with the corresponding section in [80]. The present
experiment is similar to the experiment in Section 4.3.2. For anisotropic total variation
minimization, test images are constructed, as described in Section 4.1.2, via alternating
projections. In [80] and also in the following, the matrix DT models the two-dimensional
deriviate forward operator with Neumann boundary conditions. In this setting, the relative
D-sparsity κ is defined as the D-sparsity k of the disk-shaped image divided by the total
number of pixels of the image, hence κ ≡ k/n. Further, images of the size 64 × 64
are considered, therefore N ≡ 64 and n ≡ 3228, and for varying relative D-sparsity
κ = 0.025, 0.05, 0.1, 0.2, ..., 1.9. More precisely, in the present experiments, the D-sparsities
k = d3228κe are considered. Note that, in contrast to the relative sparsity in Section 4.3.2,
the relative D-sparsity can be larger than 1 and has the upper bound 2. In Figure 4.14
(top) images with different D-sparsities are generated via alternating projections. For each
relative D-sparsity κ, one hundred disk-shaped images x∗ ∈ R3228 with corresponding D-
sparsity k are generated via Algorithm 2 with an initial vector whose entries are drawn
from the standard normal distribution. Further, for each number of projection views
Nv = 1, ..., 26, matrices A ∈ R128Nv×3228 with entries as in (4.3.2) are generated via the
function fanbeamtomo from the Matlab package AIR Tools [77]. For each disk-shaped
image x∗ and each matrix A, the optimization problem (AL1) is solved via (AL1p); if
the computed, optimal solution x¯ satisfies ‖x¯ − x∗‖2/‖x∗‖2 ≤ 10−4, then it is declared
that x∗ is recovered via anisotropic total variation minimization. In Figure 4.15 (left),
the reconstruction rate in dependency of the relative sampling Nv/N
suf
v and the relative
D-sparsity κ is given. Further, for the same matrix A and the same x∗, the conditions
in Theorem 2.1.3 are verified via (L1d). If the computed, optimal solution ν∗ of (AL1d)
satisfies ν∗ ≤ 1 − 10−12, it is declared that x∗ is recovered via anisotropic total variation
minimization. In Figure 4.15 (right), the reconstruction rate in dependency of the relative
sampling Nv/N
suf
v and the relative D-sparsity κ is given.
Figure 4.15: Results on the reconstruction rate via anisotropic total variation minimization in
dependency of relative D-sparsity and relative sampling for images generated via alternating pro-
jections. On the left-hand side, recovery is considered via (AL1p), on the right-hand side the
recovery via (AL1d) is considered. The reconstruction rate extents from 0 (no instance is declared
as a solution) to 1 (all instances are declared as solutions).
In Figure 4.15 the results on the described experiments are given. One may observe
that the number of identified solutions of (AL1) via (AL1p) coincides with the number
of identified unique solutions by checking the conditions in Theorem 2.1.3 via (AL1d).
Further, a sharp phase transition may be observed in most instances. This means that
either all images with a common relative D-sparsity can be recovered via (AL1) with a
matrix A which possesses a certain relative sampling, or none of the images with a relative
D-sparsity can be recovered via (AL1) with a matrix A which is modeled with a certain
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relative sampling. Hence, a clear relationship between the number of projection views
Nv, the existence of a unique solution of anisotropic total variation minimization and
D-sparsity can also be observed for matrices modeled as in Section 4.3.1.
Figure 4.16: Comparison of the phase transition with images generated via alternating projections
(black) and with images of the truncated uniform image class (red).
In [80], two other image classes are considered. Similarly to the spikes image class
in Section 4.3.2, images with non-negative entries are also considered. Such an image
is generated via alternating projections, as previously described in the present section,
and its values are shifted by the smallest positive constant such that the emerging im-
age is non-negative. The experiment as described in the present section remains the
same. The results coincide with the results in Figure 4.15 which is not surprising since
in anisotropic total variation minimization the signs of the entries of an image have no
direct influence on recovery, but the differences of two neighboring pixels do have, which
is not changed by shifting them with a constant. The result for a third considered image
class is more surprising. The so-called truncated uniform image class is generated heuris-
tically by partitioning the interval [0, 1] into F intervals where the intervals I1, ..., IF−1
have predetermined length in dependency of DT and the desired relative D-sparsity. Let
{fk}Fi=1 denote the midpoints of each corresponding interval and assign each entry of the
image to the value fk with the probability of the length of the corresponding interval Fk.
In mean, the emerging image has the desired relative D-sparsity. Details can be found in
[80]. As one may observe in Figure 4.14, the images appear to have different properties
than the images generated via alternating projections: for example, the images generated
via alternating projections appear to have more constant-valued plateaus than the images
from the truncated uniform class. As described in [80], for images of the truncated uni-
form class a phase transition may also be observed. Furthermore, as one may observe in
Figure 4.16, the phase transition is similar to the phase transition of the images generated
via alternating projections. One may conclude that the phase transition for anisotropic
total variation minimization mostly depends on D-sparsity and not on the properties of
an image class.
As in Section 4.2.2, experiments which compare the computational time of (AL1p)
and (AL1d) were done for A ∈ R2NNv×n with varying positive integers N,Nv and en-
tries as in (4.3.2). Each matrix A is generated with the function fanbeamtomo from the
Matlab package AIR Tools [77]. For N = 32, 64, 128, disk-shaped images are generated,
as described above, via Algorithm 2 with relative D-sparsities κ = 0.1, 0.7, 1.3, 1.9. For
each size and each κ, ten instances are generated. Further, the matrix A ∈ R2NNv×n is
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Figure 4.17: Computational time comparison for N = 32 (left), N = 64 (center), and N = 128





3, 7, 11 if N = 32,
5, 13, 21 if N = 64,
9, 25, 41 if N = 128.
The experiment is run as the previous experiment in the present section, the results are
given in Figure 4.17. Similarly to the experiments in Section 4.3.2, no clear tendency
can be made which of both optimization problems deliver a faster verification for unique
solutions. In contrast, the experiment in Section 4.2.2 shows that the uniqueness test
(AL1d) is faster than considering (AL1p) if a Gaussian matrix A and a random tight
frame D are considered. One may observe that for N = 32, the uniqueness test (AL1d) is
faster than solving (AL1) with (AL1p), but for N = 64 no such statement can be given
since in some cases solving (AL1p) is faster than using the uniqueness check (AL1d).
This is similar to the experiments in Section 4.3.2. But one may observe that for large
D-sparsities, the uniqueness test (AL1d) is faster than solving (AL1) with (AL1p). As in
Section 4.3.2, in comparison to Section 4.2.2, one may suggest that Gaussian matrices and
random tight frames provide certain properties which bring an advantage to the uniqueness
check (AL1d) over (AL1p).
4.3.4 Results on Isotropic Total Variation Minimization
Figure 4.18: Image classes with certainD−`2-sparsities: Generated via alternating projections with
relative D−`2-sparsity κ = 0.1, 0.3, 0.5, 0.7, 0.9 from left to right, where DT is the two-dimensional
deriviate forward operator. Images generated by Jakob S. Jørgensen.
The following section coincides with the corresponding section in [80]. The present
experiment is similar to the experiments in the previous sections. For isotropic total
variation minimization, test images are constructed, as described in Section 4.1.2, via
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alternating projections. In [80], and also in the following, the matrix DT models the two-
dimensional deriviate forward operator with Neumann boundary conditions, the relative
D − `2-sparsity κ is defined as the D − `2-sparsity k of the disk-shaped image divided by
the total number of pixels of the image. In this setting, square images of the size 64× 64
with varying relative D − `2-sparsity κ = 0.025, 0.05, 0.1, 0.2, ..., 0.9 are considered and
transfered to disk-shaped images x∗ ∈ R3228. More precisely, in the present experiments,
the D− `2-sparsities k = d3228κe are considered. Figure 4.18 shows images with different
D − `2-sparsities which are generated via Algorithm 3. For each relative D − `2-sparsity
κ, one hundred disk-shaped images x∗ ∈ R3228 with corresponding D − `2-sparsity k are
generated via Algorithm 3. For Algorithm 3, an initial vector whose entries are drawn
from the standard normal distribution is chosen. Further, for each number of projection
views Nv = 1, ..., 26, matrices A ∈ R128Nv×3228 with entries as in (4.3.2) are generated via
the function fanbeamtomo from the Matlab package AIR Tools [77]. For each disk-shaped
image x∗ and each matrix A, the optimization problem (AL12) is solved via (AL12p); if
the computed, optimal solution x¯ satisfies ‖x¯ − x∗‖2/‖x∗‖2 ≤ 10−3, then it is declared
that x∗ is recovered via isotropic total variation minimization. In Figure 4.19 (left),
the reconstruction rate in dependency of the relative sampling Nv/N
suf
v and the relative
D−`2-sparsity κ is given. Further, for the same matrix A and the same x∗, the conditions
in Proposition 2.1.1 are verified via (AL12d). If the computed, optimal solution τ∗ of
(AL12d) satisfies τ∗ ≤ 1 − 10−12, it is declared that x∗ is recovered via isotropic total
variation minimization. In Figure 4.19 (right), the reconstruction rate in dependency of
the relative sampling Nv/N
suf
v and the relative D − `2-sparsity κ is given.
Figure 4.19: Results on the reconstruction rate via isotropic total variation minimization in de-
pendency of relative D − `2-sparsity and relative sampling for disk-shaped images generated via
alternating projections. On the left-hand side, recovery is considered via (AL12p), on the right-
hand side the recovery via (AL12d) is considered. The reconstruction rate extents from 0 (no
instance is declared as a solution) to 1 (all instances are declared as solutions).
In Figure 4.19 the results on the described experiments are given. One may observe that
the number of identified solutions of (AL12) via (AL12p) almost coincides with the number
of identified unique solutions by checking the conditions in Proposition 2.1.1 via (AL12d).
Further, a sharp phase transition may be observed, which means that either almost all
images with a relative D− `2-sparsity can be recovered via (AL12) with a matrix A which
possesses a certain relative sampling, or none of the images with a relative D− `2-sparsity
can be recovered via (AL1) with a matrix A which possesses a certain relative sampling.
Hence, a clear relationship between the number of projection views Nv, the existence of
a unique solution of isotropic total variation minimization, and D − `2-sparsity can also
be observed for matrices modeled as in Section 4.3.1. One may conclude that the phase
transition for isotropic total variation minimization mostly depends on D − `2-sparsity.
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Again, it should be emphasized that the conditions in Proposition 2.1.1 are only sufficient
conditions for unique solutions of analysis `1,2-minimization. A proof that the considered
sufficient conditions coincide with necessary conditions is still missing. This means that,
in contrast to the experiments in the previous sections, if the conditions are not satisfied,
the considered vector may still be the unique solution of analysis `1,2-minimization. In
other words, the uniqueness test concerning (AL12d) may exclude some unique solutions,
which may explain the difference between the graphic on the left-hand side and on the
right-hand side of Figure 4.19.
4.4 Remarks and Future Work
In the present chapter, results from the previous chapters are captured and extended with
an algorithmic implementation. However, there are still open questions which may be
concerned in the future. Further, it should be emphasized that computed tomography
can be connected differently to compressed sensing. For example in [103], results from
compressed sensing are considered for discrete tomography.
Generalize Algorithm 1 to Analysis `1-minimization
The generalization of the conditions for unique solutions of basis pursuit, in the form of the
conditions for unique solutions of analysis `1-minimization, suggests that a generalization
of Algorithm 1 can be made straight forward such that one can generate a vector x∗ with a
desired D-sparsity which solves (AL1) uniquely for given A ∈ Rm×n,m < n and D ∈ Rn×p.
In contrast, a generalization to isotropic total variation minimization appears to be more
difficult since the indices of a vector are closer related to each other. This means that less
degrees of freedom are available.
Connecting Algorithm 1 with Uniqueness Test
Algorithm 1 is designed to generate a recoverable support of an arbitrary matrix and
arbitrary size. One might state the question, whether it is possible to verify that a given
pair (I, s) ∈ Sn,k is a recoverable support of a given full rank matrix A ∈ Rm×n with
Algorithm 1. This question can partly be answered positively: if k = m, then Algorithm
1 can be easily adapted such that one can verify that Φ(I, s) ∩ rg(AT ) 6= ∅. For I ≡
{i1, ..., im}, in each iteration j of the adapted algorithm, an iterative v(j) walks along the
range of AT with −1 ≤ v(j)l ≤ 1 for l = i1, .., ij and −∞ ≤ v(j)l ≤ ∞ for l > ij . Since
AI is injective and squared, a clear statement to uniqueness can be made. In contrast
to Algorithm 1, the iterative v(j) is not necessarily an element of the cube Cn. That is
why for k < m, it may happen that v(k) /∈ Cn but Pv(k) ∈ relint(Φ(I, s)) with P as
the orthogonal projection P onto Cn. Methods as HOC [87] may also benefit from the
development of such an algorithm since such a verification may be faster than solving the
corresponding linear system in HOC. For a comprehensive study, a comparison with the
previously introduced uniqueness test in Section 4.2.1 and also with the result in Corollary
2.1.13 needs to be done.
Exploring the Partial Order Set of all Recoverable Supports with Algorithm 1
Algorithm 1, as presented in Section 4.1.1, is a deterministic algorithm, this means with
the same input, it generates the same recoverable support. Instead of using the initial
vector proposed in Proposition 4.1.1, one may use a random 1-sparse vector as an initial
vector. This adaption may generate different recoverable supports of the same matrix A
with size k, but one needs to verify that the initial 1-sparse vector x∗ solves (L1) uniquely.
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With such an adaptation, one may generate particulately the partially ordered set of
recoverable supports of A by using several values of k.
Extensive Phase Transition Experiments for Analysis `1-minimization
In addition to the experiment in Section 4.2.2, a comprehensive study for varyingm/n, n/p,
and k/p may give further insights to the phase transition of analysis `1-minimization.
Computed Tomography Experiments with Larger Images
The results given in Figure 4.17 show that for larger N , the method involving (AL1d) is
significantly faster than the straightforward approach with (AL1p). It would be interesting
whether for larger N the method (AL1d) is always faster.
Phase Transition Experiments Computed Tomography with Randomly Cho-
sen Projection Views
The experiments in the Sections 4.3.2 and 4.3.3 are performed with equiangular projec-
tion views. Since randomness plays a particular role in compressed sensing, it would be
interesting what kind of phase transition occurs if the position of the projection views are
chosen randomly on the trajectory around the considered object.
Design a CT-Matrix such that Every Image can be Recovered
With a fixed integer n and the conditions in Theorem 2.1.3, one may state the question
whether one can construct a CT-matrix A ∈ Rm×n,m < n, with entries as in (4.3.2),
such that all images x∗ ∈ Rn up to a certain sparsity or D-sparsity solve (L1) respectively
(AL1) uniquely. Such a matrix A would be a good candidate for computed tomography
in a compressed sensing setup.
CHAPTER 5
Conclusion
In the present thesis, several aspects of exact recovery in compressed sensing are consid-
ered. On the basis of the sufficient and necessary conditions of unique solutions for basis
pursuit, two questions are addressed: firstly, how to identify unique solutions of basis
pursuit, analysis `1-minimization and analysis `1,2-minimization, and secondly, how many
different unique solutions do exist for basis pursuit which only differ in their support and
their sign pattern. Both topics can be used to evaluate the benefit of compressed sensing
in several applications. The joint work with Jakob Jørgensen is a perfect example: in our
study we considered matrices which model the measurement process in computed tomog-
raphy and observed a phase transition between the regime in which all images with the
corresponding sparsity can be recovered via basis pursuit, anisotropic total variation and
isotropic total variation, respectively, and the regime in which no image with corresponding
sparsity can be recovered. The observed phase transition depends on number of measure-
ments and the corresponding sparsity of the image. Moreover, we surprisingly observed a
universality of the phase transition at anisotropic total variation because different image
structures delivered almost the same phase transition. The results in Chapter 4 suggest
that the decision whether a given vector is the unique solution of basis pursuit or analysis
`1-minimization can be made relatively easy if the sufficient and necessary conditions are
considered. The only parameter which needs to be chosen a priori is the threshold which
is used to decide whether the optimal value of (L1d) and (AL1d), respectively, is strictly
less than 1. However, experiences show that such a threshold can be chosen as 1− 10−12.
In contrast, solving both problems straightforwardly leads to a more difficult choice of the
threshold which decides whether a solution of (L1p) or (AL1p) is the desired solution x∗
of basis pursuit and anisotropic `1-minimization, respectively.
Furthermore, in the thesis at hand an extensive overview into the geometry of basis
pursuit is given which deals with the second question from above: how many different
unique solutions exist for basis pursuit. In the present work, the geometrical interpre-
tations established by Donoho [49] and Plumbley [104], respectively, are taken up and
complemented by the interpretation of the sufficient and necessary conditions of basis
pursuit. This additional interpretation relates solutions of basis pursuit to the faces of
the n-cube Cn ≡ [−1,+1]n in Rn being cut by a lower-dimensional affine space. All three
geometrical interpretations are studied and embedded in the context of convex polytopes.
The result is a comprehensive insight into the geometry of basis pursuit as it has not been
published yet. Different to the approaches of constructing recovery matrices in Chap-
ter 2, in which the mutual coherence condition and the restricted isometry property are
considered, the hope for the geometrical interpretations consists in designing a convex
polytope or a corresponding intersection from which a recovery matrix can be derived. By
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considering both perspectives, a recovery matrix A ∈ Rn−1×n is derived which satisfies
Ξ(n − 1, n, k) = Λ(A, k) for all k < n. But a general answer to the maximal number of
recoverable supports for matrices of arbitrary size, as well as a concrete specification is not
given in this thesis. So far, no design for a recovery matrix is known and, in general, the
maximal value which can be achieved by the recoverability curve for an arbitrary sparsity
k and for m × n matrices is still an open question. Nevertheless, this thesis provide the
foundations on how to tackle these open problems geometrically. On the one side, a non-
trivial upper bound on the number of recoverable supports is given and further working
steps on how to improve this bound are sketched. On the other side, the recovery matrix
for m = n− 1 is given and the transition from m = n− 1 and m = n− 2 may give further
insights in how to deal with high redundancy; especially since the necessary conditions
in Theorem 3.7.4 only consider the two cases m = n − 1 and m < n − 1. Further, re-
cent constructions on centrally-symmetric polytopes [12, 13] may give a first attempt of a
deterministic recovery matrix.
Such results may bring euphoric hopes to questions in basis pursuit. The theory
of convex polytopes may not deliver all answers to questions in compressed sensing, but,
since a problem like basis pursuit can be interpreted as an application for high-dimensional
geometry, their theoretical impact should not be underestimated. Especially by studying
the design of recovery matrices and by constructing centrally-symmetric polytopes, as well
as by constructing the intersections of the n-cube with an affine space, the research fields
of convex polytopes and compressed sensing may benefit from each other. This thesis is a
contribution to bind together both fields.
Description of Experiments
In the following, experiments are described which are not described in the main part of
the present thesis. More experiments mostly correspond to graphs.
Computed Tomography Experiment in Chapter 1
The experiments in Figure 1.1 are done in Matlab and executed as follows. The matrix
A ∈ R320×812 models the x-ray computed tomography measurements, as described in
Section 4.3. It models the following. A radiation source circles around the considered
object and at five discrete locations the x-rays are sent through the body in form of a
fan-beam. On the other side of the body, a detector measures the remaining intensity of
the x-rays in 64 detector arrays. The locations on the circle are chosen in equiangular
distances. The matrix A is built with the Matlab package AIR Tools [77]. If b is the
measured data, the smallest `2-norm solution is A
†b. The smallest `1-norm solution is
solved via (L1p) from Section 4.2.1 in Mosek [5].
Comparison of the Recovery Conditions in Chapter 2
The experiments in Figure 2.1 are done in Matlab and executed as follows. Generate the
random matrix A ∈ R10×15 with the RandStream generator and the type ’mt19937ar’
and normalize the columns. Then compute the mutual coherence µ(A) of A. Then for
each k ≤ 10, compute all 2k(15k ) pairs (I, s), I ⊂ {1, ..., 15}, |I| = k, s ∈ {−1,+1}I , and
for each pair check the recoverability via the considered recovery conditions. The strict
source condition can be checked via the method in Section 4.2, Fuchs’ condition, the exact
recovery condition and the condition involving µ(A) can be computed straight forward.
With Theorem 2.2.3, the null space property of order k is satisfied if all pairs (I, s), I ⊂
{1, ..., 15}, |I| = k, s ∈ {−1,+1}I satisfy the strict source condition.
Comparison of Estimated Recoverability Curve when calcu-
lated with the Dehn-Sommerville Equation
The experiments in Figure 3.9 are done in Matlab and executed as follows. Generate the
random matrix A ∈ R10×15 with the RandStream generator and the type ’mt19937ar’
and normalize the columns. Then for each k ≤ 10, compute all 2k(15k ) pairs (I, s), I ⊂
{1, ..., 15}, |I| = k, s ∈ {−1,+1}I , and for each pair check the recoverability via the strict
recovery condition and count the number of recoverable supports. The result is the vector
{Λ(A, k)}10k=1. Next, run a Monte Carlo experiment: for each k ≤ 10, choose M pairs
(I, s) ∈ S15,k and check the recoverability via the strict recovery condition. The Monte
Carlo experiments in Figure 3.9 are realized with M = 100 and M = 1000 samples. Each
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time, a recoverable support is identified, increase a counter variable, which is initialized in
dependency of k, by 1/M . The result is a vector {R(M,k)}10k=1 withR(M,k) ≤ 1 for each k;
to estimate the number of recoverable supports with size k, consider {2k(15k )R(M,k)}10k=1.
To evaluate the procedure in Remark 3.6.6, consider {2k(15k )R(M,k)}5k=1 and interpolate
the remaining numbers via the supposed linear system of equations. The result is a vector





R(M,k) for k ≤ 5. To compare the estimated re-
coverability curves with the exact recoverability curve, the vector {[2k(15k )]−1C(M,k)}10k=1
is regarded. In Figure 3.9, the red line represents the actual recoverability curve, in green






C(100, k). In magenta, the Monte Carlo experiments k 7→ R(1000, k) are given.
Comparison of Estimated Recoverability Curve via Monte
Carlo Experiments and Expected Upper Bound from Propo-
sition 3.6.19
The Monte Carlo experiments in Figure 3.12 are done in Matlab and executed as follows.
Generate the random matrix A(1) ∈ R50×100 with the RandStream generator and the type
’mt19937ar’. For each k ≤ 50, choose 1000 pairs (I, s) ∈ S100,k and check the recoverability
via the strict recovery condition. Each time, a recoverable support is identified, increase a
counter variable, which is initialized in dependency of k, by 1/1000. The result is a vector
{R(k)}50k=1 with R(k) ≤ 1. Next, calculate the proposed upper bound U(k), 1 ≤ k ≤ 50,
in from Proposition 3.6.19 with Λ(A, 50) = 3.73 · 10028 – this is the value for the expected
number of recoverable supports of A ∈ R50×100 with size 50 when A is Gaussian, cf.








R(k) (blue) Repeat this procedure with A(2) ∈ R50×51 generated with the RandStream
generator and the type ’mt19937ar’. The upper bound is colored in black, the Monte Carlo
experiment in green.
Comparison of the Values λk in Section 3.6.5
The experiments in Figure 3.13 are done in Matlab and executed as follows. Generate the
random matrix A(1) ∈ R10×15 with the RandStream generator and the type ’mt19937ar’
and normalize the columns. Then for each k ≤ 10, compute all 2k(15k ) pairs (I, s), I ⊂
{1, ..., 15}, |I| = k, s ∈ {−1,+1}I , and for each pair check the recoverability via the strict
recovery condition and count the number of recoverable supports. The result is the vector
{Λ(A, k)}10k=1. Consider {λk}10k=2 with λk ≡ kΛ(A(1), k)/Λ(A(1), k − 1). In the upper
graphics of Figure 3.13, the values λk are illustrated in blue. Next, run a Monte Carlo
experiment: for each k ≤ 10, choose 1000 pairs (I, s) ∈ S15,k and check the recoverability
via the strict recovery condition. Each time, a recoverable support is identified, increase
a counter variable, which is initialized in dependency of k, by 1/1000. The result is a
vector {R(M,k)}10k=1 with R(M,k) ≤ 1 for each k; to estimate the number of recoverable
supports with size k, consider {2k(15k )R(M,k)}10k=1. Consider {λ˜k}10k=2 with λ˜k ≡ 2(15 −
k + 1)R(k)/R(k − 1). If R(k − 1) = 0, the value λk is set to zero. In the upper graphics
of Figure 3.13, the values λ˜k are illustrated in green. For the lower graphics, generate the
random matrix A(2) ∈ R100×150 with the RandStream generator and the type ’mt19937ar’
and normalize the columns. Run two Monte Carlo experiments: for each k ≤ 100, choose
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M pairs (I, s) ∈ S150,k and check the recoverability via the strict recovery condition. The
Monte Carlo experiments are realized with M = 1000 and M = 10000 samples. Each
time, a recoverable support is identified, increase a counter variable, which is initialized
in dependency of k, by 1/M . The result is a vector {R(M,k)}1000k=1 with R(M,k) ≤ 1.
In blue and red, the values λk ≡ 2(150 − k + 1)R(1000, k)/R(1000, k − 1) respectively
λ˜k ≡ 2(150− k + 1)R(10000, k)/R(10000, k − 1) are illustrated. Additionally, in thin red
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