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We develop an analog of classical oscillation theory for discrete symplectic eigenvalue
problems with Dirichlet boundary conditions which, rather than measuring the spectrum
of one single problem, measures the difference between the spectra of two different
problems. This is doneby replacing focal points of conjoinedbases of oneproblembymatrix
analogs of weighted zeros of Wronskians of conjoined bases of two different problems.
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1. Introduction
We consider the discrete symplectic eigenvalue problems [1]
xi+1(λ) = Aixi(λ)+ Biui(λ), ui+1(λ) = Cixi(λ)+ Diui(λ)− λWixi+1(λ), i = 0, . . . ,N,
x0(λ) = xN+1(λ) = 0, (1.1)
and
xˆi+1(λ) = Aixˆi(λ)+ Biuˆi(λ), uˆi+1(λ) = Cˆixˆi(λ)+ Dˆiuˆi(λ)− λWˆixˆi+1(λ), i = 0, . . . ,N,
xˆ0(λ) = xˆN+1(λ) = 0,
(1.2)
where λ ∈ R, xi(λ), ui(λ), xˆi(λ), uˆi(λ) ∈ Rn, and the real n× nmatricesWi, Wˆi, Ai, Bi, Ci,Di,
Cˆi, Dˆi satisfy the conditions
Wi = W Ti , Wˆi = Wˆ Ti , Wi ≥ 0, Wˆi ≥ 0, (1.3)
BTi Di = DTi Bi, BTi Dˆi = DˆTi Bi, ATi Ci = CTi Ai, ATi Cˆi = CˆTi Ai, ATi Di − CTi Bi = I, ATi Dˆi − CˆTi Bi = I. (1.4)
Conditions (1.3), (1.4) imply (see [1]) that matrices of the above difference systems rewritten in the form yi+1(λ) =
Wi(λ)yi(λ), yˆi+1(λ) = Wˆi(λ)yˆi(λ), yi(λ) = [xi(λ) ui(λ)]T , yˆi(λ) = [xˆi(λ) uˆi(λ)]T are symplectic, i.e.
Wi(λ)T JWi(λ) = J, Wˆi(λ)T JWˆi(λ) = J for i = 0, . . . ,N, λ ∈ R, J =
[
0 I
−I 0
]
, I being the n× n identity matrix.
Results of this work rely on the concept of a finite eigenvalue of (1.1), (1.2) which was introduced in the fundamental
paper [2]. The so-called Global Oscillation Theorem established in [1,2] relates the number of finite eigenvalues of (1.1) less
than or equal to a given number λ1 to the number of focal points (counting multiplicity) of the principal solution of the
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difference system in (1.1) with λ = λ1. Our aim is to add a new aspect to this classical result by showing that matrix analogs
of weighted zeros [3–5] of the Wronskian for two suitable matrix solutions of the difference systems in (1.1), (1.2) can be
used to measure the difference between the number of finite eigenvalues of problems (1.1), (1.2).
Recall now some results of relative oscillation theory developed in [6,3] which we are going to extend to (1.1), (1.2).
Consider the Sturm–Liouville eigenvalue problems
−∆(r (1)i 1xi)+ r (0)i xi+1 = λxi+1, x0 = xN+1 = 0, (1.5)
−∆(r (1)i 1xˆi)+ rˆ (0)i xˆi+1 = λxˆi+1, xˆ0 = xˆN+1 = 0, r (1)i 6= 0. (1.6)
Introduce theWronskian for two solutions xi, xˆi of the difference equations in (1.5), (1.6):wi(x, xˆ) = −r (1)i (xixˆi+1−xi+1xˆi) =
−r (1)i (xi1xˆi − 1xixˆi), where 1xi = xi+1 − xi. According to [6], the Wronskian wi(x, xˆ) has a node at i if either wiwi+1 <
0 orwi = 0, wi+1 6= 0. Then, by [6, Theorem 4.3], for problems (1.5), (1.6) with r (0)i = rˆ (0)i and λ1 < λ2 we have
#(x(0)(λ1), xˆ(N+1)(λ2)) = #{λ ∈ σ1|λ1 < λ < λ2}, (1.7)
where #(x, xˆ) denotes the total number of nodes of wi(x, xˆ) in (0,N + 1),#{λ ∈ σ1|λ1 < λ < λ2} denotes the number of
eigenvalues of (1.5) (or (1.6)) between λ1 and λ2 and the solutions x
(M)
i , xˆ
(M)
i ,M = 0,N+1 of (1.5), (1.6) obey the conditions
x(M)M = xˆ(M)M = 0 at i = M,M = 0,N + 1.
The main result in [3] extends (1.7) to the case r (0)i 6= rˆ (0)i . According to [3, Theorem 1.2], the number of weighted nodes
of theWronskian in (0,N+1) equals the number of eigenvalues of (1.6) below λ2 minus the number of eigenvalues of (1.5)
below or equal to λ1:
#(x(0)(λ1), xˆ(N+1)(λ2)) = #(x(N+1)(λ1), xˆ(0)(λ2)) = #{λ ∈ σ2|λ < λ2} − #{λ ∈ σ1|λ ≤ λ1}. (1.8)
Themain theorems (see Theorems 3 and 4) proved in this work generalize (1.8), (1.7) to the case of symplectic eigenvalue
problems (1.1), (1.2). The proof is based on the concept of the comparative index introduced in [7,8]. In particular, we use new
relations (see [9, Lemma 3.1]) between the numbers of focal points of Yi and PiYi, where Yi are conjoined bases of symplectic
difference systems and Pi are symplectic transformations.
2. Notation and auxiliary results
We will use the following notation. If A is a symmetric matrix, i.e. AT = A, the inequality A > 0 (≥, <,≤)means that A
is positive (nonnegative, negative, nonpositive) definite, ind A denotes the index or the number of negative eigenvalues of a
symmetric matrix A. By AĎ we denote the Moore–Penrose generalized inverse of a matrix A.
Introduce the symplectic difference systems
yi+1 = Wiyi, W Ti JWi = J, i = 0, . . . ,N, (2.1)
yˆi+1 = Wˆiyˆi, Wˆ Ti JWˆi = J, i = 0, . . . ,N, (2.2)
where yi, yˆi ∈ R2n. Assume that the following condition:
WiWˆ−1i =
[
I 0
Ri I
]
, Ri = RTi , i = 0, . . . ,N (2.3)
holds for the matricesWi, Wˆi. Then, by (1.3), (1.4), the symplectic difference systems in (1.1), (1.2) can be presented in the
form of (2.1), (2.2), where the matrices
Wi = Wi(λ1) =
[
I 0
−λ1Wi I
] [
Ai Bi
Ci Di
]
, Wˆi = Wˆi(λ2) =
[
I 0
−λ2Wˆi I
] [
Ai Bi
Cˆi Dˆi
]
obey (2.3) for any λ1, λ2 ∈ R, and
Ri = Ri(λ1, λ2) = Ri(λ1, λ2)T = λ2Wˆi − λ1Wi + CiDˆTi − DiCˆTi . (2.4)
Recall (see [10]) that 2n× nmatrix solutions Yi, Yˆi of (2.1), (2.2) are said to be conjoined bases if
rank Yi = n, rank Yˆi = n, Y Ti JYi = 0, Yˆ Ti J Yˆi = 0, (2.5)
and the conjoined bases Y (M)i , Yˆ
(M)
i of (2.1), (2.2) with the initial conditions Y
(M)
M = [0 I]T , Yˆ (M)M = [0 I]T at i = M are said to
be the principal solutions atM . Note that for conjoined bases Yi, Yˆi of (2.1), (2.2) there exist symplectic fundamentalmatrices
Zi, Zˆi such that
Yi = Zi[0 I]T , Yˆi = Zˆi[0 I]T (2.6)
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(see [10, Remark 1(ii)]). The Wronskian
wi(Y , Yˆ ) = wi = Y Ti J Yˆi (2.7)
for conjoined bases of (2.1), (2.2) with condition (2.3) obeys the equation
1wi(Y , Yˆ ) = Y Ti+1J Yˆi+1 − Y Ti J Yˆi = Y Ti+1J(I −WiWˆ−1i )Yˆi+1 = −XTi+1RiXˆi+1. (2.8)
According to [8,9], we define the comparative index for 2n× nmatrices Y , Yˆ with conditions (2.5) using the notationM = (I − XX
Ď)Xˆ, X = [I 0]Y , Xˆ = [I 0]Yˆ ,
T = I −MĎM,
D = T w(Y , Yˆ )TXĎXˆT .
(2.9)
The comparative index is defined by µ(Y , Yˆ ) = µ1(Y , Yˆ ) + µ2(Y , Yˆ ), where µ1(Y , Yˆ ) = rankM and µ2(Y , Yˆ ) = indD .
Introduce the dual index µ∗(Y , Yˆ ) = µ1(Y , Yˆ )+ µ∗2(Y , Yˆ ), where µ∗2(Y , Yˆ ) = ind(−D).
If Zi is a symplectic fundamental matrix for (2.1) and (2.6) holds, then, according to [8, Lemmas 3.1 and 3.2] we have
mi(Y ) = µ(Yi+1,Wi[0 I]T ) = µ∗(Z−1i+1[0 I]T , Z−1i [0 I]T ), (2.10)
m∗i (Y ) = µ∗(Yi,W−1i [0 I]T ) = µ(Z−1i [0 I]T , Z−1i+1[0 I]T ), (2.11)
where mi(Y ) = rankMi + ind Pi,m∗i (Y ) = rank M˜i + ind P˜i denote the numbers of focal points of Yi = [XTi UTi ]T in
(i, i+ 1], [i, i+ 1) respectively (see [11, Definition 1], [8, Definition 3.2]), and
Mi = (I − Xi+1XĎi+1)Bi,
Ti = I −MĎi Mi,
Pi = TiXiXĎi+1BiTi,
M˜i = (I − XiX
Ď
i )B
T
i
T˜i = I − M˜Ďi M˜i,
P˜i = T˜iXi+1XĎi BTi T˜i.
By formula (3.5) in [8, p. 451] we have
m∗i (Y )−mi(Y ) = 1rank Xi, Xi = [I 0]Yi. (2.12)
Introduce the notation
l(Y ) =
N∑
i=0
mi(Y ), l∗(Y ) =
N∑
i=0
m∗i (Y ) (2.13)
for the numbers of focal points of Yi in (0,N + 1] and [0,N + 1); then, by (2.12),
l∗(Y )− l(Y ) = rank XN+1 − rank X0. (2.14)
Consider an arbitrary symplectic transformation Pi for a conjoined basis Yi of (2.1). Then, according to [9, Lemma 3.1] we
have the relation
mi(Y )+1µ(Y˜i, Pi[0 I]T )+ µ(Pi+1[0 I]T , W˜i[0 I]T ) = mi(Y˜ )+ µ∗(P−1i [0 I]T ,W−1i [0 I]T ) (2.15)
for the numbers of focal pointsmi(Y ) andmi(Y˜ ). Here Y˜i = PiYi obeys the transformed symplectic difference system
Y˜i+1 = W˜iY˜i, W˜i = Pi+1WiP−1i . (2.16)
If Zˆi is a symplectic fundamental matrix for (2.2), we can put Pi := Zˆ−1i in (2.15) and then, by assumption (2.3), we have
that the conjoined basis Y˜i = Zˆ−1i Yi obeys the transformed symplectic system (2.16) with the matrix
W˜i = Zˆ−1i+1WiZˆi = Zˆ−1i+1WiWˆ−1i Zˆi+1 =
[
Ai Bi
Ci Di
]
, Bi = −XˆTi+1RiXˆi+1. (2.17)
Moreover, we have
µ∗(P−1i [0 I]T ,W−1i [0 I]T ) = µ∗(Zˆi[0 I]T , Wˆ−1i (WˆiW−1i )[0 I]T )
= µ∗(Zˆi[0 I]T , Wˆ−1i [0 I]T ) = m∗i (Yˆ ) = mi(Yˆ )+1rank Xˆi,
where we use (2.11) and (2.12) for a conjoined basis Yˆi of (2.2). Next, according to properties 3 and 9 of the comparative
index (see [8, Section 2]) we derive
µ(Pi+1[0 I]T , W˜i[0 I]T ) = µ(Zˆ−1i+1[0 I]T , Zˆ−1i+1WiZˆi[0 I]T ) = µ∗(Zˆi+1[0 I]T ,WiWˆ−1i Zˆi+1[0 I]T ) = ind(Bi),
1µ(Y˜i, Pi[0 I]T ) = 1µ(Zˆ−1i Yi, Zˆ−1i [0 I]T ) = −1µ(Yi, Yˆi)+1µ([0 I]T , Yˆi) = −1µ(Yi, Yˆi)+1rank Xˆi,
whereBi is given by (2.17).
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Finally, relation (2.15) for Pi = Zˆ−1i takes the form
mi(Yˆ )−mi(Y )+1µ(Yi, Yˆi) = #i(Y , Yˆ ), #i(Y , Yˆ ) = ind(Bi)−mi(Zˆ−1Y ). (2.18)
Here mi(Y ),mi(Yˆ ),mi(Zˆ−1Y ) are the numbers of focal points in (i, i + 1] for conjoined bases of (2.1), (2.2) and (2.16) with
matrix (2.17).
Interchanging the roles of Yi, Yˆi in (2.18) we have
mi(Y )−mi(Yˆ )+1µ(Yˆi, Yi) = #i(Yˆ , Y ), #i(Yˆ , Y ) = ind(B˜i)−mi(Z−1Yˆ ), (2.19)
where Z−1i Yˆi obeys transformed system (2.16) with Pi = Z−1i , and
W˜i = Z−1i+1WˆiZi = Z−1i+1WˆiW−1i Zi+1 =
[
A˜i B˜i
C˜i D˜i
]
, B˜i = XTi+1RiXi+1. (2.20)
Summing (2.18) and (2.19) we get
1rankwi(Y , Yˆ ) = #i(Y , Yˆ )+ #i(Yˆ , Y ), (2.21)
where we use µ(Yˆi, Yi)+ µ(Yi, Yˆi) = rankwi(Y , Yˆ ) for the Wronskian wi(Y , Yˆ ) defined by (2.7) (see [9, Theorem 2.4(iv)]).
From (2.21) we have the second representation
#i(Y , Yˆ ) = m∗i (Z−1Yˆ )− ind(B˜i) (2.22)
for the number #i(Y , Yˆ ) in (2.18). Here m∗i (Z−1Yˆ ) is the number of focal points of Z−1Yˆ in the interval [i, i + 1) connected
withmi(Z−1Yˆ ) by formula (2.12). Summing (2.18) from i = 0 to i = N we prove the following:
Lemma 1. For any conjoined bases Yi = [XTi UTi ]T , Yˆi = [XˆTi UˆTi ]T of systems (2.1), (2.2) with condition (2.3) we have
l(Yˆ )− l(Y )+ µ(YN+1, YˆN+1)− µ(Y0, Yˆ0) =
N∑
i=0
#i(Y , Yˆ ), (2.23)
where the number #i(Y , Yˆ ) is defined by (2.18), (2.17) or (2.22), (2.20) and Zˆi, Zi are symplectic fundamental matrices
of (2.2), (2.1) with condition (2.6).
Corollary 2. Let Y (0)i , Yˆ
(0)
i and Y
(N+1)
i , Yˆ
(N+1)
i be the principal solutions of (2.1), (2.2) at 0 and N + 1; then
l(Yˆ (0))− l(Y (0)) =
N∑
i=0
#i(Y (0), Yˆ (N+1)), (2.24)
l∗(Yˆ (0))− l∗(Y (0)) =
N∑
i=0
#i(Y (N+1), Yˆ (0)). (2.25)
Proof. Put Yˆi := Yˆ (N+1)i , Yi := Y (0)i in (2.23); then µ(Y (0)N+1, Yˆ (N+1)N+1 ) = 0, µ(Y (0)0 , Yˆ (N+1)0 ) = rank(Xˆ (N+1)0 ), and l(Yˆ (N+1)) −
rank(Xˆ (N+1)0 ) = l∗(Yˆ (N+1)), where we use (2.14). Moreover, l∗(Yˆ (N+1)) = l(Yˆ (0)) by [8, Lemma 3.3]. Then, for the given case,
we have in the left hand side of (2.23) l(Yˆ (N+1))− l(Y (0))− rank(Xˆ (N+1)0 ) = l(Yˆ (0))− l(Y (0)) and (2.24) is proved.
Similarly, putting Yˆi := Yˆ (0)i , Yi := Y (N+1)i in (2.23) we get µ(Y (N+1)N+1 , Yˆ (0)N+1) = rank(Xˆ (0)N+1), µ(Y (N+1)0 , Yˆ (0)0 ) = 0, and
l(Yˆ (0))+ rank(Xˆ (0)N+1) = l∗(Yˆ (0)) by (2.14). Moreover, l(Y (N+1)) = l(Y (0))+ rank(X (0)N+1) = l∗(Y (0)), where we use [9, Corollary
2.9] and (2.14). Finally, we have in the left hand side of (2.23) l(Yˆ (0))− l(Y (N+1))+ rank(Xˆ (0)N+1) = l∗(Yˆ (0))− l∗(Y (0)) and the
proof of (2.25) is completed. 
Note that by (2.10), (2.11)
mi(Zˆ−1Y ) = µ(Zˆ−1i+1Yi+1, [BTi DTi ]T ) = µ∗(Z−1i+1Yˆi+1, Z−1i Yˆi), (2.26)
m∗i (Z
−1Yˆ ) = µ∗(Z−1i Yˆi, [−B˜i A˜i]T ) = µ(Zˆ−1i Yi, Zˆ−1i+1Yi+1), (2.27)
whereBi,Di, B˜i, A˜i are the blocks of (2.17), (2.20), and
[I 0]Z−1i Yˆi = [I 0]JTZTi J Yˆi = [0 − I]ZTi J Yˆi = −wi(Y , Yˆ ) = wi(Yˆ , Y )T = −([I 0]Zˆ−1i Yi)T . (2.28)
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Then, the numbers of focal points mi(Zˆ−1Y ),m∗i (Z−1Yˆ ) in (2.18), (2.22) can be presented in terms of the Wronskian
wi = wi(Y , Yˆ ) given by (2.7) andBi, B˜i. We have
mi(Zˆ−1Y ) = rankMi + ind(Pi), m∗i (Z−1Yˆ ) = rank M˜i + ind(P˜i), (2.29)
Mi = (I − wĎi+1wi+1)Bi, Pi = TiBiwĎi+1wiTi, Ti = I −MĎiMi, (2.30)
M˜i = (I − wiwĎi )B˜i, P˜i = T˜iwi+1wĎi B˜iT˜i, T˜i = I − M˜Ďi M˜i, (2.31)
where
rankMi = rank(I − wi+1wĎi+1)wi, rank M˜i = rank(I − wĎi wi)wTi+1 (2.32)
by (2.26), (2.27) (see also [12, Theorem 1(iii)]). Note that by [11, Lemma 1(iv)] we have the following inequalities:
mi(Zˆ−1Y ) ≤ rank(Bi),m∗i (Z−1Yˆ ) ≤ rank(B˜i) for the numbers of focal points mi(Zˆ−1Y ),m∗i (Z−1Yˆ ) in (2.18), (2.22). Then,
for #i(Y , Yˆ ) in (2.23) we derive
|#i(Y , Yˆ )| ≤ min(rank(Bi), rank(B˜i)) ≤ n, (2.33)
where we use ind(Bi) ≤ rank(Bi), ind(B˜i) ≤ rank(B˜i) for the symmetric matrices Bi, B˜i given by (2.17) and (2.20). For
the particular case when the symmetric matrix Ri given by (2.3) is nonnegative (nonpositive) definite the number #i(Y , Yˆ )
is nonnegative (nonpositive) and
#i(Y , Yˆ ) = m∗i (Z−1Yˆ ) for Ri ≥ 0, (2.34)
#i(Y , Yˆ ) = −mi(Zˆ−1Y ) for Ri ≤ 0.
Remark 1. Note that by (2.8), (2.33) the condition |#i(Y , Yˆ )| = n implies det(1wi) = det(XTi+1RiXˆi+1) 6= 0. For the
Sturm–Liouville equations in (1.5), (1.6) rewritten in the form (2.1), (2.2) for yi = [xi r (1)i 1xi]T , yˆi = [xˆi r (1)i 1xˆi]T we
have ri(λ1, λ2) = r (0)i − rˆ (0)i + λ2 − λ1, and #i(y, yˆ) = 1 iff m∗i (Z−1Yˆ ) = 1, ri(λ1, λ2) > 0, xi+1 6= 0 because of (2.22) and
(2.33). By (2.29), (2.31), (2.32) and (2.8) the last conditions are equivalentwith ri(λ1, λ2) > 0 and eitherwiwi+1 < 0 orwi =
0, wi+1 6= 0. Similarly, by (2.18), (2.29), (2.30), (2.32), we have #i(y, yˆ) = −1 ⇔ mi(Zˆ−1Y ) = 1, ri(λ1, λ2) < 0, xˆi+1 6= 0,
and the last conditions coincide with ri(λ1, λ2) < 0 and eitherwi+1wi < 0 orwi+1 = 0, wi 6= 0. Then we can say that
the Wronskian wi = yTi J yˆi for solutions xi, xˆi of (1.5), (1.6) has a weighted node at i according to the definition in [3] iff
#i(y, yˆ) = ±1.
3. Main results
According to [2, Theorem 2] we have
l(Y (0)(λ1)) = #{λ ∈ σ1|λ ≤ λ1} + p, l(Yˆ (0)(λ2)) = #{λ ∈ σ2|λ ≤ λ2} + pˆ, (3.1)
where σ1, σ2 are the finite spectra of (1.1), (1.2), and #{λ ∈ σ1|λ ≤ λ1} = ∑λ≤λ1 θ(λ),#{λ ∈ σ2|λ ≤ λ2} = ∑λ≤λ2 θˆ (λ),
and θ(λ), θˆ(λ) are the multiplicities of λ defined by
θ(λ) = rmax − rank X (0)N+1(λ), θˆ(λ) = rˆmax − rank Xˆ (0)N+1(λ),
rmax = max
λ
(rank X (0)N+1(λ)), rˆmax = max
λ
(rank Xˆ (0)N+1(λ)).
(3.2)
By [2], there are always only finitely many finite eigenvalues of (1.1), (1.2); hence for any λ0 such that
λ0 < min(λmin, λˆmin), λmin := min σ1, λˆmin := min σ2 (3.3)
we have
p = l(Y (0)(λ0)), pˆ = l(Yˆ (0)(λ0)), rmax = rank X (0)N+1(λ0), rˆmax = rank Xˆ (0)N+1(λ0). (3.4)
Introduce the notation
#◦(Y (λ1), Yˆ (λ2)) =
N∑
i=0
#i(Y (λ1), Yˆ (λ2))−
N∑
i=0
#i(Y (λ0), Yˆ (λ0)), (3.5)
where the numbers #i(Y , Yˆ ) are defined by (2.18), (2.22) and λ0 obeys (3.3).
Theorem 3. Let Y (0)i , Y
(N+1)
i and Yˆ
(0)
i , Yˆ
(N+1)
i be the principal solutions of (1.1) and (1.2); then we have
#◦(Y (0)(λ1), Yˆ (N+1)(λ2)) = #{λ ∈ σ2|λ ≤ λ2} − #{λ ∈ σ1|λ ≤ λ1}, (3.6)
#◦(Y (N+1)(λ1), Yˆ (0)(λ2)) = #{λ ∈ σ2|λ < λ2} − #{λ ∈ σ1|λ < λ1}. (3.7)
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Proof. From (3.1) we have
#{λ ∈ σ2|λ ≤ λ2} − #{λ ∈ σ1|λ ≤ λ1} = {l(Yˆ (0)(λ2))− l(Y (0)(λ1))} − {pˆ− p}, (3.8)
where by Corollary 2 and (3.4),
l(Yˆ (0)(λ2))− l(Y (0)(λ1)) =
N∑
i=0
#i(Y (0)(λ1), Yˆ (N+1)(λ2)),
pˆ− p = l(Yˆ (0)(λ0))− l(Y (0)(λ0)) =
N∑
i=0
#i(Y (0)(λ0), Yˆ (N+1)(λ0)).
Substituting the last relations in (3.8) and using the notation of (3.5) we complete the proof of (3.6).
Note that (3.1) can be rewritten in the form l(Y (0)(λ1)) = #{λ ∈ σ1|λ < λ1} + θ(λ1) + p, where θ(λ1) is the
multiplicity of λ1, given by (3.2) and rmax = rank X (0)N+1(λ0) due to (3.4). Using (2.14) we have l(Y (0)(λ1))+ rank X (0)N+1(λ1) =
l∗(Y (0)(λ1)), p+ rmax = l(Y (0)(λ0))+ rank X (0)N+1(λ0) = l∗(Y (0)(λ0)). Then we derive
l∗(Y (0)(λ1)) = #{λ ∈ σ1|λ < λ1} + p∗, p∗ = l∗(Y (0)(λ0)), (3.9)
and a similar relation holds for l∗(Yˆ (0)(λ2)). Using (3.9), (2.25) in Corollary 2 for the differences l∗(Yˆ (0)(λ2))− l∗(Y (0)(λ1)),
and pˆ∗ − p∗ = l∗(Yˆ (0)(λ0))− l∗(Y (0)(λ0))we obtain (3.7). The proof is completed. 
From (3.6), (3.7) we also have
#◦(Y (0)(λ1), Yˆ (N+1)(λ2))− θˆ (λ2) = #◦(Y (N+1)(λ1), Yˆ (0)(λ2))− θ(λ1)
= #{λ ∈ σ2|λ < λ2} − #{λ ∈ σ1|λ ≤ λ1}. (3.10)
For the case Ci = Cˆi,Di = Dˆi,Wi = Wˆi, λ2 > λ1 Theorem 3 presents the number of finite eigenvalues of (1.1) in [λ1, λ2)
and (λ1, λ2] (see also [13]).
Theorem 4. Let Y (0)i , Y
(N+1)
i be the principal solutions of (1.1) at 0 and N+1 associated with fundamental matrices Z (0)i , Z (N+1)i
such that (2.6) hold. Then, for λ1 < λ2 we have
l∗(Z (0)(λ1)−1Y (N+1)(λ2)) = #{λ ∈ σ1|λ1 < λ ≤ λ2}, l∗(Z (N+1)(λ1)−1Y (0)(λ2)) = #{λ ∈ σ1|λ1 ≤ λ < λ2}, (3.11)
where l∗(Z−1(λ1)Y (λ2)) is the number of focal points in [0,N + 1) given by (2.13), (2.29), (2.31), (2.20) for Ri(λ1, λ2) =
(λ2 − λ1)Wi ≥ 0.
Proof. For the given particular case we have p = pˆ; then #◦i (Y (0)(λ1), Y (N+1)(λ2)) =
∑N
i=0 #i(Y (0)(λ1), Y (N+1)(λ2)) =
l∗(Z (0)(λ1)−1Y (N+1)(λ2)), where #i(Y (0)(λ1), Y (N+1)(λ2)) = m∗i (Z (0)(λ1)−1Y (N+1)(λ2)) because of (2.34) for Ri = (λ2 −
λ1)Wi ≥ 0. Then, the proof of the first relation in (3.11) is completed. The proof of the second relation is similar and follows
from (3.7). 
For problem (1.1) and λ2 > λ1 we also obtain from (3.10)
l∗(Z (0)(λ1)−1Y (N+1)(λ2))− θ(λ2) = l∗(Z (N+1)(λ1)−1Y (0)(λ2))− θ(λ1) = #{λ ∈ σ1|λ1 < λ < λ2}. (3.12)
Remark 2. For problems (1.5), (1.6) we have p = pˆ = 0; then formula (3.10) takes the form
N∑
i=0
#i(y(0)(λ1), yˆ(N+1)(λ2))− θ(λ2) =
N∑
i=0
#i(y(N+1)(λ1), yˆ(0)(λ2))− θ(λ1)
= #{λ ∈ σ2|λ < λ2} − #{λ ∈ σ1|λ ≤ λ1},
where θ(λ2) = 1 iff λ2 is an eigenvalue of (1.6). The last condition is equivalent to w0 = w0(y(0)(λ1), yˆ(N+1)(λ2)) =
[0 I]T J yˆ(N+1)0 (λ2) = 0, and, by Remark 1, we see that
∑N
i=0 #i(y(0)(λ1), yˆ(N+1)(λ2))− θ(λ2) = #(x(0)(λ1), xˆ(N+1)(λ2)), where
#(x(0)(λ1), xˆ(N+1)(λ2)) is the number of the weighted nodes of the Wronskian in the open interval (0,N + 1) according
to (1.9) in [3]. Similarly, it can be shown that
∑N
i=0 #i(y(N+1)(λ1), yˆ(0)(λ2)) − θ(λ1) = #(x(N+1)(λ1), xˆ(0)(λ2)); then, for
problems (1.5), (1.6) formula (1.8) follows from (3.10). Arguing as above, we also see that (1.7) follows from (3.12).
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