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Mesoscale ocean modelingMelting at the base of ﬂoating ice shelves is a dominant term in the overall Antarctic mass budget. This
study applies a high-resolution regional ice shelf/ocean model, constrained by observations, to (i) quan-
tify present basal mass loss at the Fimbul Ice Shelf (FIS); and (ii) investigate the oceanic mechanisms that
govern the heat supply to ice shelves in the Eastern Weddell Sea. The simulations conﬁrm the low melt
rates suggested by observations and show that melting is primarily determined by the depth of the
coastal thermocline, regulating deep ocean heat ﬂuxes towards the ice. Furthermore, the uneven distri-
bution of ice shelf area at different depths modulates the melting response to oceanic forcing, causing the
existence of two distinct states of melting at the FIS. In the simulated present-day state, only small
amounts of Modiﬁed Warm Deep Water enter the continental shelf, and ocean temperatures beneath
the ice are close to the surface freezing point. The basal mass loss in this so-called state of ‘‘shallow melt-
ing’’ is mainly controlled by the seasonal inﬂow of solar-heated surface water affecting large areas of
shallow ice in the upper part of the cavity. This is in contrast to a state of ‘‘deep melting’’, in which
the thermocline rises above the shelf break depth, establishing a continuous inﬂow of Warm Deep Water
towards the deep ice. The transition between the two states is found to be determined by a complex
response of the Antarctic Slope Front overturning circulation to varying climate forcings. A proper repre-
sentation of these frontal dynamics in climate models will therefore be crucial when assessing the evo-
lution of ice shelf basal melting along this sector of Antarctica.
 2014 The Authors. Published by Elsevier Ltd. This is an openaccess article under the CCBY license (http://
creativecommons.org/licenses/by/3.0/).1. Introduction
Understanding the interaction of ice shelves with the ocean is a
major challenge when assessing the role of Antarctica in a future,
almost certainly warmer, climate system (Mercer, 1978; Joughin
et al., 2012). Floating ice shelves are believed to buttress the ﬂow
of the grounded ice sheet (Rignot et al., 2004; Dupont and Alley,
2005), and recent examples of sudden ice shelf break-up events
along the Antarctic Peninsula (Scambos et al., 2000), as well as
the rapid mass loss in western Antarctica (Rignot et al., 2008), have
raised concerns about the ice/ocean system being highly sensitive
to climate change.The vast majority of ice lost from Antarctica enters the ocean
through ice shelves either via iceberg calving or melting at the
ice shelf/ocean interface (Jacobs et al., 1992; Rignot et al., 2013).
The largest oceanic heat source for driving basal melting originates
from the relatively warm, mid-depth Southern Ocean waters that
interact with the colder coastal waters across narrow fronts along
the continental shelf break. In West Antarctica, these warm waters
are observed directly inside the ice shelf cavities (Jenkins et al.,
2010), and there is growing evidence that the observed increased
glacial mass loss may have been triggered by increased access of
warm water onto the continental shelf (Pritchard et al., 2012;
Jacobs et al., 2011). In East Antarctica, such a deep ocean heat
transport is believed to be much weaker at present (Nicholls
et al., 2009), although the continental-scale warming simulations
of Hellmer et al. (2012) and Kusahara and Hasumi (2013) suggest
that future circulation changes may increase basal melting on dec-
adal time scales also in this region.
T. Hattermann et al. / Ocean Modelling 82 (2014) 28–44 29Here, we use a regional high-resolution ice shelf/ocean model,
informed by recent sub-ice shelf observations, to investigate basal
melting at the Fimbul Ice Shelf (FIS). The oceanographic conﬁgura-
tion of the FIS, illustrated by the schematic cross-section in Fig. 1, is
typical for the ice shelves along the coast of Dronning Maud Land
(40W–20E), where ice shelves cover large parts of the narrow
continental shelf. Basal melting in this region is believed to be lar-
gely determined by the dynamics of the Antarctic Slope Front
(ASF), which circulates westward along the steep continental slope
(Chavanne et al., 2010; Heywood et al., 1998) and separates the
Warm Deep Water (WDW) in the deep ocean off-shore from the
colder and fresher Eastern Shelf Water (ESW) on the continental
shelf (Nicholls et al., 2009).
Previous coarse-resolution models have suggested the direct
inﬂow of WDW and high melt rates in the order of several meters
per year at the FIS (Timmermann et al., 2012; Smedsrud et al.,
2006; Hellmer, 2004). Meanwhile, observations indicate much less
access of WDW (Nicholls et al., 2006; Price et al., 2008; Walkden
et al., 2009), showing that the ice shelf cavity is mainly ﬁlled with
cold water closely matching the properties of the ESW
(Hattermann et al., 2012). Nøst et al. (2011) argue, based on the
analysis of hydrographic data collected by instrumented seals in
combination with idealized numerical modeling, that baroclinic
eddies play an important role for the WDW transport towards
the coast. Nøst et al. (2011) ﬁnd that the coastal thermocline depth
is controlled by the balance between a wind-driven Ekman over-
turning circulation that accumulates ESW near the coast
(Heywood et al., 2004; Sverdrup, 1953), and an eddy-driven over-
turning circulation, which counteracts the deepening of isopycnals
across the ASF. Thus, one hypothesis motivating our study is that
previous coarse resolution models were not able to realistically
simulate basal melting at the FIS because they did not properly
represent eddy processes.
In addition, the recent sub-ice shelf observations of Hattermann
et al. (2012) showed that fresh and solar-heated Antarctic Surface
Water (ASW) has access to the cavity beneath the FIS. This buoyant
water mass forms within a thin layer at the ocean surface during
the sea ice melt season. The subduction of ASW near the ice front
is a typical feature observed along the Eastern Weddell Sea coastFimbul Ice Shelf (FIS)
Ic
e 
Sh
el
f W
at
er
 (IS
W
) ri
sing
 along
 the ice ba
se
Fig. 1. A schematic cross section of the Fimbul Ice Shelf conﬁguration, illustrating the w
coast.(Ohshima et al., 1996; Årthun et al., 2012; Graham et al., 2013).
Our work explores the role of ASW and upper ocean processes in
basal melting, which has received little attention in the literature
to date.
In order to estimate FIS basal melting and to investigate the
mechanisms governing basal melting in the Eastern Weddell Sea,
a semi-idealized and process-oriented model is constructed, that
is capable of generating a realistic sub-ice shelf circulation, while
remaining simple enough to be described with only a few param-
eters. Consistent with satellite observations, the present-day melt
rates from our eddy-resolving simulations are considerably lower
than suggested by earlier coarse-resolution models, and experi-
ments with varying climate forcing provide new insights into the
mechanisms that regulate basal melting in this sector of East Ant-
arctica. New ﬁndings of our study are the existence of two distinct
states of melting, and the effect of the ice thickness distribution
which modulates the melting response at the FIS.2. Background and data
This section brieﬂy presents the different datasets used to set
up and validate our simulations of the FIS cavity circulation.2.1. Fimbul Ice Shelf geometry
Because the circulation and water mass exchange inside the ice
shelf cavity directly relates to ice shelf draft and bedrock topogra-
phy, we brieﬂy introduce the geometrical conﬁguration of the FIS.
Fig. 2(a) shows a map of the FIS region between 2.8W and 7.6E—
within the two vertical lines—as well as a depiction of the re-
entrant channel model domain described later. The topography
in the realistic central portion of the model domain is based on
the global one-minute RTopo-1 dataset (Timmermann et al.,
2010), incorporating bathymetric and ice draft data from a seismic
survey on the FIS (Nøst, 2004). The ice draft and grounding line
position of the RTopo-1 dataset were reﬁned based on ice-pene-
trating radar data (Humbert, 2010), as well as by using new
ground-based and satellite observations acquired during theIs pushed below the ice shelf by wind,
ater masses and processes controlling basal melting along the Eastern Weddell Sea
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Fig. 2. (a) A map of water column thickness (color shading) and ice draft (contours) within the model domain as described in the text. Areas of grounded ice are shown in
gray. The square in the upper left indicates the area covered by 20  20 model grid cells. The green line indicates the position of the cross section presented in Fig. 8. The inset
in the upper right indicates geographical location of the model domain. (b) A snapshot of relative vorticity for the initialization simulation with WIN-100 forcing. (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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during the austral summer season 2009/10.
The most prominent feature of the FIS is the thick body of the
Jutulstraumen ice stream that becomes aﬂoat at 71.8S, and
extends northward from about x ¼ 200 km in Fig. 2. The rather
deep seabed beneath this thick keel of ice forms the central basin
of the ice shelf cavity, with a water column thickness of up to
1000 m. East of the central basin, the main expanse of the FIS pre-
sents a more horizontally uniform ice thickness of roughly 300 m
with a water column thickness beneath seldom exceeding 500 m.
North of the ice front, the roughly 500 m deep continental shelf
drops into the deep ocean, generally exceeding 2000 m depth.
Most of the exchange between the cavity and the open ocean is
believed to occur across the main sill and the eastern sill, which
are the deepest connections to the interior of the cavity (Nicholls
et al., 2006). It is also notable that a portion of the Jutulstraumen
ice tongue overhangs the shelf break, permitting it to interact with
the coastal current (Walkden et al., 2009).2.2. Antarctic Slope Front hydrography
Existing large-scale models are presently not sufﬁciently resolv-
ing the ASF dynamics to provide reliable boundary conditions for
our high-resolution regional simulations. Instead, we use two com-
plementary datasets to construct a simpliﬁed annual climatology
of the coastal hydrography for the model forcing and boundary
conditions. The cross-sectional structure of the ASF is provided
by 26 closely spaced (about 3 km) conductivity-temperature-depth
(CTD) proﬁles, taken across the Eastern Weddell Sea continental
shelf break at 17W (Nøst and Lothe, 1997), and referred to as
the NARE section hereafter. The section of potential temperature
from these data (Fig. 3(a)) shows a southward deepening thermo-
cline that intersects the continental shelf at about 600 m depth,
separating the ESW and WDW. The difference between the two
water masses is also seen in the potential temperature-salinity
(h–S) diagram in Fig. 3(b). In this ﬁgure, ESW with temperatures
near the surface freezing point (about 1.9 C) and WDW with
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Fig. 3. An overview of the water masses on the Eastern Weddell Sea continental shelf (see Fig. 1 for water mass abbreviations). (a) Shows potential temperature from the
NARE section taken across the ASF at 17W. Black ticks mark proﬁle locations and the white 0.3 C isotherm indicates the sloping thermocline. (b) Potential temperature-
salinity diagram comparing the water masses in the NARE section (gray dots) with the sub-ice shelf observations below the FIS. Colored contours show the relative frequency
of occurrence of different water masses beneath the FIS, binned inH–S space as described in the text, with yellow shading indicating the most frequently occurring bins on a
logarithmic color scale. Sloping gray lines indicate the melt water mixing lines (Gade, 1979) while the horizontal line corresponds to the surface freezing point. Contours of
constant potential density are drawn in black. (c) Depth/time slice of the upper ocean hydrographic climatology that is used for the model forcing. The period between the
vertical lines is captured by the seal data, with a linear interpolation applied outside of these lines. The dashed line indicates the situation that is taken for the constant
summer forcing scenario. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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straight line. This mixing product of the ASF pycnocline is known
as Modiﬁed Warm Deep Water (MWDW). Being collected during
the austral summer, the NARE section also illustrates the proper-
ties of the fresh, near surface ASW, which is the most buoyant
water mass with temperatures of up to 1 C in Fig. 3(b).
In addition, a set of more than 2000 CTD proﬁles collected by
instruments afﬁxed to southern elephant seals, presented by
Nøst et al. (2011) and referred to as seal data hereafter, gives a
unique sample of the seasonal evolution of the water masses along
the coast. The seal data and the NARE section are combined to con-
struct a time-dependent version of the ASF cross-section. In this
construction, water mass properties below the thermocline, here
deﬁned as the 0.3 C isotherm, are given by the NARE section and
remain constant in time. The upper-ocean properties are provided
by a time series of the horizontally averaged seal data. To assure a
smooth transition between the two datasets, the hydrographic
properties at the vertical interface have been interpolated over a
constant thermocline thickness of 70 m, obtained by analyzing
the seal data, and with corrections applied to preserve realistic
properties of the MWDW. The resulting depth/time section of
upper ocean salinity in Fig. 3(c) reveals a pattern of summertime
near-surface freshening, followed by a vertical homogenization
due to the saliniﬁcation from brine rejection during sea ice forma-
tion in winter.
The NARE section prescribing deep ocean properties in our cli-
matology is located several hundred kilometers west of our study
region. However, a comparison with both the CTD proﬁles taken
near the FIS, and with the seal data, shows that the assumption
of constant deep ocean properties along the Eastern Weddell Seacoast is a reasonable ﬁrst-order approximation for our process-ori-
ented model setup.2.3. Coastal wind ﬁeld
The main driver of the mean circulation along the Eastern Wed-
dell Sea coast is the mechanical surface forcing due to prevailing
easterly winds (Nunez-Riboni and Fahrbach, 2009). Here, we use
results from the high resolution (27 km) Antarctic Ice Sheet Regio-
nal Atmospheric Climate Model (RACMO2) of Lenaerts et al. (2012)
to derive a simpliﬁed wind forcing for our model. For this deriva-
tion, the RACMO2 data is compared to observations from an auto-
matic weather station (AWS) that was operational from January
2010 to January 2012 on the FIS at the location indicated in
Fig. 2(a). Fig. 4(a) shows the time series of the 48-h low-pass ﬁl-
tered zonal wind component obtained from the AWS together with
the atmospheric simulations (interpolated to the same location)
that were available at the time when the simulations for our study
were set up. RACMO2 convincingly captures the timing and magni-
tude of the major wind events observed on the FIS, whereas more
quiet periods and reversing westerly winds are generally less well
reproduced by the simulations. Both time series also show a pri-
marily high-frequency variability of the zonal wind stress, with
no clear seasonal cycle in wind strength or frequency of storm
events (not shown) being apparent during the observational per-
iod. We also note that there appears to be no obvious connection
between the variability of the winds and the warm pulses seen
beneath the FIS apparent in Fig. 4(b), discussed in more detail
shortly.
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32 T. Hattermann et al. / Ocean Modelling 82 (2014) 28–44Additional uncertainty in the wind forcing is added by sea ice
that modulates the momentum transfer from the atmosphere into
the ocean. In the FIS region, only small amounts of land-fast ice,
which would entirely block the transfer of momentum onto the
ocean surface, are found (Fraser et al., 2012). But also the season-
ally varying ice cover, illustrated by the gray line (right axis) in
Fig. 4(a) (Spreen et al., 2008), of predominantly drifting ice alters
the momentum transfer, possibly introducing seasonal variations
to the ASF current strength (Nunez-Riboni and Fahrbach, 2009).
This effect is difﬁcult to assess, because ice drift may either
increase or decrease the momentum transfer depending on its
properties (Lüpkes and Birnbaum, 2005). Thus, the simplest
approach for our process-oriented study is to neglect the effect of
sea ice and to compute the climatological mean ocean surface
stress ðsu; sv Þ directly from the RACMO2 ‘‘2 m’’ winds ðu;vÞ as
su ¼ qaCa
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2
p
u; and sv ¼ qaCa
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2 þ v2
p
v
with the density of air being qa ¼ 1:4 kg m3, and with a drag coef-
ﬁcient of Ca ¼ 1:3 103 at the air–ocean interface (Smith, 1988). In
addition, the model sensitivity to different surface stress ﬁelds will
be explored by a set of idealized forcings described in Section 3.4.2.4. Recent sub-ice shelf observations
Essential datasets for evaluating our simulations are provided
by Hattermann et al. (2012), who presented sub-ice shelf observa-
tions acquired via three hot-water drill holes denoted M1, M2, andM3 in Fig. 2(a) (see supplementary material). The observations
consist of a set of two-year time series from six moored current
meter instruments, with an upper instrument close to the ice base
and a lower instrument near the seabed at each drill hole, and CTD
proﬁles that were taken at each site during the deployment of the
moorings. Parts of these data are presented in Figs. 3(b) and 4(b)
and (c), showing a histogram of observed h–S properties at M1
and M2 and time series of potential temperature and current var-
iability at M1 and M3 beneath the ice, respectively.
Hattermann et al. (2012) hypothesized the interplay of three
different ‘‘Modes’’ of basal melting (see Jacobs et al., 1992) at the
FIS. The yellow contours in Fig. 3(b) show that cold ESW is the
most common water mass entering the ice shelf cavity, indicating
that basal mass loss is dominated by the ‘‘freezing-point depres-
sion’’ Mode 1-type of melting described by Jacobs et al. (1992).
In this mode, high melt rates are conﬁned to deeper ice, while
ice shelf water (ISW) with temperatures below the surface freezing
point ascending from greater depth potentially causes marine ice
formation beneath shallower ice (Hellmer and Olbers, 1989;
Jenkins, 1991). Furthermore, the observations showed the access
of warmer water at different depths that may provide additional
heat for melting beneath the FIS. The seasonal access of solar
heated surface water may cause a shallow Mode 3-type melting
in the upper part of the cavity. This is shown by the slightly higher
temperatures during late summer and fall at the upper sensors
(blue curves in Fig. 4(b)), as well as by the appearance of a fresher
water mass (green contours in Fig. 3(b)) that resembles the ASW
seen in the NARE section. At depth, a limited amount of MWDW
T. Hattermann et al. / Ocean Modelling 82 (2014) 28–44 33appears to enter the cavity across the main sill, potentially provid-
ing a deep source of heat for Mode 2-type melting. This is shown by
pulses of higher temperatures at the lower sensor of M1 (red curve
in Fig. 4 and a h–S signature (Fig. 3(b)) that resembles the MWDW
mixing line connecting the ESW and WDW and maximum temper-
atures of around 1.3 C. As opposed to the ESW that is frequently
observed at all sensors, the low frequency of occurrence of MWDW
and ASW in Fig. 4(b) indicates the intermittent nature of the Mode
2 and Mode 3-type melting, and one goal of our modeling study is
to partition the relative importance of these different heat sources
for overall basal mass loss at the FIS.
In order to further explore the hypothesis that eddies are
important for the deep ocean heat transport, and to provide a fur-
ther basis for scrutinizing the model results, we extend the analysis
of current variability presented by Hattermann et al. (2012) to
characterize the warm pulses at depth that are seen in Fig. 4(b).
Fig. 4(c) presents the modulus of a wavelet transform,1 where the
color shading indicates the speed associated with velocity ﬂuctua-
tions over the course of the year and having a particular time scale
or period (left axis). Comparison of Fig. 4(b) and (c) shows that warm
pulses are directly associated with brief instances of enhanced levels
of current variability on time scales between three and ten days. Fur-
thermore, the time series of the 30 day low-pass ﬁltered current
speed (magenta curve in Fig. 4(c), right axis) shows that the MWDW
inﬂow occurs during periods of stronger background currents. Lilly
et al. (2003) ﬁnd that the contemporaneous occurrence of water
mass anomalies, and narrow pulses of enhanced current variability,
is a characteristic signature of the advection of coherent eddies past
a mooring. Thus, the observed current characteristics associated
with the warm pulses at the lower sensor of M1 support the hypoth-
esis of Hattermann et al. (2012) that advection of MWDW across the
sill is associated with enhanced mesoscale eddy activity.3. The Fimbul Ice Shelf/ocean model
We use a modiﬁed version of the free-surface, hydrostatic,
primitive-equation, terrain-following, Regional Ocean Model Sys-
tem (ROMS) (Shchepetkin and McWilliams, 2005) that has been
adapted by Dinniman et al. (2007) to allow the vertical ‘‘s-coordi-
nate’’ to follow the ice shelf draft. Ice shelf/ocean interaction pro-
cesses are parameterized following Hellmer and Olbers (1989) and
are implemented as described by Galton-Fenzi et al. (2012), but
omitting the frazil component of the latter work. Fluxes at the
ice/ocean boundary are described by three equations representing
the conservation of heat and salt, and a linearized version of the
freezing point of seawater (as a function of salinity and pressure),
which are solved to simultaneously ﬁnd the temperature and
salinity in the boundary layer beneath the ice shelf and the melt
rate at the ice shelf base. Exchange coefﬁcients are computed
according to Eqs. (11) and (12) in Holland and Jenkins (1999)
and using the parameters as suggested in that work. Similar
approaches have been used to implement ice shelf/ocean pro-
cesses into other general circulation models (Hellmer, 2004;
Smedsrud et al., 2006; Losch, 2008; Timmermann et al., 2012),
and to assure comparability with previous results, the model con-
ﬁguration has been validated (Galton-Fenzi, 2009) based on the ice
shelf-ocean model intercomparison project (ISOMIP) described in
Hunter (2006). However, the processes controlling basal melting
at the ice/ocean interface are subject to ongoing research. For
instance the presence of topographical features over a broad range
of length scales (Nicholls et al., 2006; Langley et al., 2014) and the1 The wavelet used here is the generalized Morse wavelet characterized by
parameters c ¼ 4 and b ¼ 3 with normalizations and other details as described by
Lilly and Olhede (2009).effects of basal melt water input from the grounded ice sheet
(Jenkins, 2011; Le Brocq et al., 2013) are found to have important
effects on basal melting that are not yet captured by most ice
shelf/ocean models.
Our model is implemented on an f-plane and does not include a
dynamical sea ice component. A simpliﬁed version of this model
was used by Nøst et al. (2011) to study the effect of the eddy-over-
turning of the ASF in an idealized channel geometry. All technical
aspects not explicitly discussed in this section, such as the applied
schemes for time-stepping, vertical mixing, bottom friction, and
the equation of state, are identical to those presented by Nøst
et al. (2011).
3.1. Model domain and resolution
Following Smedsrud et al. (2006) and Nicholls et al. (2008), we
approximate the mean circulation outside the ice shelf cavity by a
quasi-steady ﬂow along the continental slope, which motivates the
application of a periodic channel geometry. The re-entrant circula-
tion avoids spurious reﬂections at open boundaries and permits
the full evolution of the FIS mesoscale eddy ﬁeld within a compact
model domain. A similar setup was used by Tverberg and Nøst
(2009) to study the eddy-driven cross-slope exchange in polar
waters, along the coast of Svalbard.
Outside the two vertical lines shown in Fig. 2(a), the model
domain, which is 720 km long and 360 km wide, transitions to
an idealized cross-channel proﬁle to smoothly join the eastern
and western boundaries. In the meridional direction, the domain
extends from the southernmost location of the FIS grounding line
at the Jutulstraumen ice stream to approximately 150 km north
of the continental shelf break.
Various tests with simpliﬁed conﬁgurations, similar to that pre-
sented by Nøst et al. (2011), have shown that growth of baroclinic
instabilities within the ASF and the associated cross-shelf exchange
are sensitive to model resolution and to the choice of eddy mixing
parameters. In agreement with St-Laurent et al. (2013) we ﬁnd that
baroclinic eddies over the continental slope develop when the hor-
izontal grid spacing is in the order of 1 km and the eddy viscosity is
kept below about 5 m2 s1. Here we use a 1.5 km horizontal grid
resolution (480  240 grid points) and apply a third-order upwind
advection scheme, using no explicit eddy diffusion for either
momentum or tracers. This combination was chosen because it
appeared to provide the least amount of diffusion, while still assur-
ing numerical stability for our conﬁguration.
The model consists of 24 vertical layers with enhanced resolu-
tion close to the surface and near the seabed. The layer thickness
varies from 4 m in the thinnest surface layer up to 130 m in the
deep ocean interior, with a maximum layer thickness of less than
50 m over the continental slope at ocean depths shallower than
1000 m. The water column thickness at the grounding line is set
to a minimum of 100 m, while the maximum ocean depth north
of the continental slope was truncated at 2500 m for computa-
tional efﬁciency. In this setup the model runs stably with a baro-
clinic time steps of 200 s, each with 30 barotropic sub-steps.
3.2. Minimizing pressure gradient force errors
A known issue of terrain-following models such as ROMS is the
pressure gradient force error induced by steeply sloping topogra-
phy (Beckmann and Haidvogel, 1993). In order to minimize this
effect, the bathymetry and ice shelf draft were smoothed with a
second order Shapiro ﬁlter allowing for a maximum grid stiffness
between two neighboring grid cells with depths hi1 and hi of
rx ¼ jhi1  hijhi1 þ hi 6 0:25:
Table 1
A summary of the model experiments. Letters correspond to the applied hydrographic
scenario, while the wind forcing is denoted by numbers, which correspond to the
strength of the applied surface stress given in percent relative to the climatological
mean.
Weak wind Mean wind Strong wind
Winter hydrography WIN-30, WIN-100 WIN-130
40, 60, 70
Annual hydrography ANN-30, ANN-100 ANN-130
40, 60, 70
Summer hydrography SUM-30, SUM-100 SUM-130
40, 60, 70
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slope, the areas near the grounding line, and the vertical ice front. In
particular, the smoothing of the ice front, which is necessary to
ensure numerical stability of the model, could inﬂuence the cavity
exchange and the simulated basal melting; the impact of such
effects are discussed in more detail in Section 6.2.
Sufﬁciently small pressure gradient errors are commonly
believed to alter the solution by linearly superimposing a geome-
try-dependent spurious component to the background ﬂow. To
assure that these effects are minimized, several tests with various
realistically stratiﬁed but horizontally uniform proﬁles of temper-
ature and salinity were performed. In these test cases, which ide-
ally should produce an equilibrium state that is fully at rest, the
maximum velocities occur near the ice front, but remain small
(below 2 cm s1) relative to the typical 5–50 cm s1 currents
occurring in the full simulation.
3.3. Idealized present-day ‘‘ANN-100’’ forcing
In order to estimate the inﬂuence of different oceanic processes
on basal melt rates, a set of semi-idealized model forcings is
derived from the data presented in Section 2. The forcing which
most realistically represents the FIS present-day conditions,
referred to as experiment ‘‘ANN-100’’ hereafter, assumes a quasi-
steady annual cycle of the coastal circulation and can be described
as follows.
To reproduce realistic water masses in the model interior, tem-
perature and salinity at the eastern (inﬂow) model boundary are
nudged to the time-varying climatological ASF section described
in Section 2.2. The nudging time-scale varies linearly from 3 days
at the boundary to 10 days at the interior end of the 15 grid point
wide nudging zone in all 24 vertical layers. A sponge layer with
enhanced diffusion of tracers and momentum in the northernmost
10 grid points minimizes reﬂections at the northern channel wall,
and a full-depth nudging of temperature and salinity (with a
30 day time scale) in the sponge layer is applied to preserve a hor-
izontally homogeneous water mass distribution in the deep ocean.
The surface properties outside the FIS are largely determined by
the annul cycle of melting and freezing of sea ice (Nicholls et al.,
2009). To mimic the effect of sea ice, which is not included in
our model, temperature and salinity within the uppermost model
layer are directly restored to the horizontally averaged surface cli-
matology obtained from the seal data, with a nudging time scale of
10 days. This setup for the hydrographic forcing avoids the uncer-
tainties associated with poorly constrained ﬂuxes at the air-ice-
ocean boundary, and allows us to study the direct oceanic response
to different upper ocean conditions, while assuring a consistent
model forcing.
For the mechanical surface forcing, a wind stress that is con-
stant in time, but resolves the average spatial pattern of the wind
ﬁeld in the model domain is applied. The forcing ﬁeld is derived by
time-averaging the RACMO2 results, with minor modiﬁcations
applied in order to ensure periodicity at the boundaries. This
time-invariant wind scenario allows us to separate internal vari-
ability from the model forcing and was chosen because the wind
data shows neither a clear annual cycle nor a direct relation to
the warm pulses observed beneath the FIS (Fig. 4). In addition, it
is unclear how the temporal and spatial scales of the time-varying
wind ﬁeld would affect the circulation in the limited model
domain, possibly causing circulation artifacts due to interference
at the periodic boundary.
Another simpliﬁcation that is required to ensure consistency at
the periodic model boundaries is the omission of tidal forcing.
Propagating tidal waves would interfere with their images at the
cyclic model boundary. Also the successive superposition of tides
in separate non-cyclic model runs was found to strongly alter themean circulation, leading to the development of circulation arti-
facts (Abrahamsen, 2012). However, tidal currents in the Eastern
Weddell Sea region are generally rather weak (Padman et al.,
2002). A discussion on how tides, sea ice and time-varying winds
may alter our results will be given in Section 6.3.3.4. Experiments with varying model forcing
In addition to the semi-idealized ANN-100 experiment, we
study the melting response to different climatic conditions by sys-
tematically varying the idealized model forcing.
The role of easterly winds for the momentum balance of the ASF
current is explored by varying the magnitude of the wind stress by
a constant factor, here denoted by percentages with ‘‘100’’ indicat-
ing the RACMO2 average. A strong wind forcing (denoted ‘‘130’’)
with 130% of the average surface stress, as well as four weak wind
forcing forcings (30, 40, 60 and 70), are applied. This range was
chosen to highlight the two possible states of melting that are
revealed by our simulations.
The effect of the ASW formation is investigated by using differ-
ent hydrographic conditions for the water mass restoring at the
surface and the lateral boundaries. In addition to the time-varying
annual cycle scenario described above (denoted ANN) a constant
summer (SUM) and a constant winter (WIN) scenario are used
for the hydrographic nudging. In the constant winter scenario, no
ASW is present and a homogeneous layer of ESW with tempera-
tures at the surface freezing point occupies the water column
above the thermocline. The constant summer scenario is deﬁned
by the mid-April climatology indicated by the dashed line in
Fig. 3(c), when the distribution of ASW extends deepest through-
out the water column.
Combining the different wind and hydrographic forcings, 18 dif-
ferent experiments, as denoted in Table 1, were preformed. Each
experiment starts from an initialization state at equilibrium, pro-
duced by a 10 year spin-up with the constant winter (WIN-100)
forcing applied and the model being initialized with temperatures
at the surface freezing point, a horizontally uniform salinity proﬁle,
and zero velocities. The initialization state reproduces a fully
developed ASF mesoscale eddy ﬁeld, as illustrated by the snapshot
of relative vorticity in Fig. 2(b). In this state, no warm water enters
the ice shelf cavity, allowing discrimination between the effect of
individual processes in the different experiments. Each experiment
is integrated for ﬁve model years with the respective forcing ﬁelds
applied. Some of these runs approach a new steady state, whereas
other simulations—particularly those exhibiting strong inﬂow of
warm water beneath the ice—do not reach a new equilibrium.
We chose not to integrate the model for longer time because the
ongoing trends in these runs are clear and because the applied
forcing is relatively extreme in these scenarios and does not repre-
sent typical conditions at the present time.
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We assess the realism of our simulations by comparing the
recent observations below the FIS with synthetic mooring data
from the most realistic ANN-100 experiment. Together with other
parameters presented later, Fig. 5 shows a time series of simulated
temperatures (Fig. 5(a)), interpolated at locations of the upper and
lower sensors of M1 and M3, covering the ﬁve model years of the
ANN-100 experiment and the last six months of the initialization
simulation. For comparison, the temperature axes in Fig. 5(a) and
Fig. 4(b) are equal. In general, the model shows predominantly
low ice shelf cavity temperatures and warmer events due to the
intermittent access of ASW and MWDW, yielding a sub-ice shelf
water mass distribution that resembles the observations. This
can be seen from the h–S histograms in Fig. 6, presenting the fre-
quency of occurrence of different water masses at M1 and M2 in
the different model experiments. The color shading uses the same
scale as for the observations in Fig. 3(b), which for comparison are
overlaid as black contours, showing most similarity with the ANN-
100 experiment in Fig. 6(b).
The model reproduces warm pulses of MWDW at the lower sen-
sor of M1 (red curve in Fig. 5(a)), with similar characteristics as
observed by the actual M1 mooring in Fig. 4(b). A wavelet analysis
of the synthetic mooring time series (not shown) reveals a similar
frequency distribution and intensity of the episodes of increased
current variability, contemporaneous with warm pulses of deep
water, in agreement with the pattern described for the observa-
tions in Section 2.4. However, with a strictly periodic seasonal forc-ing applied, the model shows a regular inﬂow of MWDW at M1
during late winter and spring, while the two available years of
observations suggest a greater inter-annual variability for the
warm pulses at depth.
Also the seasonal access of ASW beneath the FIS is reproduced
by the model. This is shown by higher temperatures in the period
between January and July at the upper sensors of M1 and M3 (blue
curves), while temperatures below the surface freezing point indi-
cate the presence of ISW during the rest of the year. To this end, the
time lag between the ASW production during sea ice melting in
November/December and its arrival at the mooring is consistent
with the hypothesis that surface water enters the ice shelf cavity
after being downwelled at ice front by on-shore Ekman transport.
While the temperature maximum appears to be more delayed in
the model, also the two years of observations show different tim-
ings, with an earlier arrival of ASW in 2011 (December/January)
then in 2010 (February/March). Furthermore, the model and the
observations show a consistent time lag of about two months
between the arrival of ASW at M1 and M3, likely being caused
by the blocking effect of the Jutulstraumen ice tongue that leads
to more accumulation of surface water on the eastern side of the
FIS (Zhou et al., 2014).4. Basal melting and circulation in the ANN-100 experiment
The correspondence between the simulations and the sub-ice
shelf observations suggests that the model captures the main
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analyze the characteristics and variability of basal melting in the
ANN-100 experiment.
4.1. Average melt rates and spatial melting distribution
A map of temporally-averaged basal melting and freezing rates
from the last year of the ANN-100 experiment is shown in Fig. 7(a).
Black contours indicate ice draft, with the northernmost border
corresponding to the 140 m contour in Fig. 2(a). The area average
basal melt rate is about 0.4 m year1, accounting for a net mass
loss of about 14 Gt year1. Note that for calculating average melt
rates in this paper, we omit the ice front region that is attributed
to the topographic smoothing described in Section 3.2, and only
include ice thicker than 140 m (thick magenta line in Fig. 2(a)).
Areas of sloping ice shallower than 140 m, where the simulations
show unrealistically high rates of melting and freezing over an arti-
ﬁcially enlarged area, account for about 9% of the total ice shelf
area in the model, contributing an additional 0.1 m year1 to the
average basal mass loss in the ANN-100 experiment. While these
model artifacts add considerable uncertainty to the absolute melt-
ing estimate in our study, they are of minor importance for the
conclusion that our simulations provide a substantially lower esti-
mate than earlier coarse resolution models, which suggested melt
rates of a few meters per year for the FIS (Smedsrud et al., 2006;
Timmermann et al., 2012). Instead, our results are similar to recent
remote sensing based estimates of 0.57 m year1 (Rignot et al.,
2013) and consistent with earlier observational studies that
suggested generally low basal mass loss at the FIS (Pritchard
et al., 2012; Price et al., 2008).
The spatial pattern in Fig. 7(a) shows stronger melting of deeper
ice draft, also seen in previous simulations of Smedsrud et al.
(2006), but with lower overall magnitudes in our study. In partic-
ular along the deep keel of Jutulstraumen, high melt rates of sev-
eral meters per year occur, while the large uncolored areas in
Fig. 7(a) indicate nearly zero melting over most of the ice shelf
between 200 m and 300 m depth. Such low melt rates beneathshallow ice support the hypothesis of a dominant Mode 1-type of
melting, in which substantial melting only occurs where the
increased ocean pressure at greater depth reduces the local freez-
ing point.
Moderate melting of a few meters per year occurs adjacent to
the ice front, especially between 1.5W and 0E where the ice shelf
overhangs the continental shelf break. Enhanced melting in this
region was inferred from oceanographic observations (Walkden
et al., 2009), and recently this feature, which is consistently seen
in modeling studies (Nicholls et al., 2008; Smedsrud et al., 2006),
has also been conﬁrmed by remote sensing based (Rignot et al.,
2013) and in situ measurements (Langley et al., in preparation)
of basal melting at the FIS.
While errors in our simulations are likely to be introduced by
the artiﬁcially enhanced minimum water column thickness of
100 m at the grounding line, the simulated maximum melt rate
of about 15 m year1 in the southernmost part of Jutulstraumen
is in good agreement with estimates from glaciological mass ﬂux
divergence estimates in this location (Humbert, 2012). Test runs
with a more realistic, but numerically less stable water column
thickness of 50 m showed only minor variations of the simulated
melt rates under forcing conditions similar to the ANN-100
experiment.
Smaller areas of net freezing are also observed, mostly in
regions where the buoyant ISW ascends along steeper parts of
the ice base and becomes supercooled as it reaches shallower
depth. But the amount of freezing contributes less than 5% to the
total basal mass balance in the ANN-100 experiment, suggesting
that no substantial accretion of marine ice occurs beneath the
FIS. However, freezing processes are incomplete, with no frazil
ice processes being included in the model.
4.2. Seasonal variability of deep and shallow melting
The ANN-100 experiment features a seasonality of basal melt
rates that suggests a distinct contribution of melting at different
depths beneath the FIS. In order to illustrate this, Fig. 7(b) and
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Fig. 7. Spatial distribution of average melt rates in the ANN-100 experiment (a), with black contours indicating 220 m, 300 m and 380 m ice draft thickness shown in Fig. 2. In
panel (b), the depth-distributed mean melt rates for the different experiments (right axis) are shown together with the histogram of ice shelf area (dashed line, left axis) as a
function of depth. The total melting contribution at respective ice draft–obtained by multiplying the ice area by the melt rate– is shown in panel (c). The black vertical lines
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in (b) and (c) shows the melting contribution at the smoothed ice front that is excluded from our analysis.
T. Hattermann et al. / Ocean Modelling 82 (2014) 28–44 37(c) show the vertical distribution of ice shelf area and the basal
melting contribution in various experiments. While the details of
the depth-dependent melting response to different model forcings
will be discussed in Section 5.2, the histogram of horizontal ice
shelf area as a function of depth,2 shown by the dashed curve (left
axis) in Fig. 7(b), reveals large areas of shallow ice at about 250 m
depth and large areas of deep ice at about 350 m depth, with a nat-2 The curve was computed by binning the total ice draft area, represented by the
1.5 km2 1.52 model grid cells, into 200 equally spaced depth bins and normalizing
the area in each bin with the vertical bin size of about 4 m. For clarity of the ﬁgure, the
displayed distribution was smoothed with a 10 point Hanning-ﬁlter, such that the
integrated area beneath the curve approximates the total ice shelf area in the model.ural separation at the local minimum of the curve at 300 m depth. As
indicated by the thick 300 m contour in Fig. 7(a), this pronounced bi-
modal distribution reﬂects the difference between the thicker body
of the eastern FIS and the Jutulstraumen keel, and the large area of
shallow ice in the central and western part of the FIS.
Fig. 5 suggests that the melt rates within these two different
portions of the FIS are controlled by the varying amounts of ASW
and WDW that enter the cavity at different times of the year in
the ANN-100 experiment. In addition to the synthetic mooring
data in Fig. 5(a), Fig. 5(b) and (c) show daily time series of the spa-
tially averaged contribution of deep melting below and shallow
melting above 300 m depth (excluding the smoothed ice front
above 140 m depth as described above), together with a time series
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Fig. 8. An overview of the simulated cavity circulation. Upper panels show potential temperature (color shading) and density contours (black) for the seasonal extremes in
late summer and fall (a) and late winter and spring (b) along the cross section indicated in Fig. 2. The 0.3 C isotherm (green contour) indicates the southward deepening
thermocline. Colored vertical lines in both panels show observed temperatures obtained from the CTD proﬁles in December 2010 at mooring locations M1 and M2, with black
horizontal ticks indicating the respective depths of the mooring instruments. Panels (c) to (f) compare the cavity circulations in the ANN-100 (left column) and the WIN-100
(right column) experiments. The color shading shows current velocity in a layer near the ocean surface (upper row) and at the bottom (lower row) time-averaged over the last
model year. Current directions are indicated by black ﬂow contours, which are produced with the Matlab function ‘streamslice’ that approximates the particle trajectory in a
steady circulation. Yellow contours show ice draft (140 m and 300 m) and water column thickness (350 m) for the upper and lower panels, respectively. (For interpretation of
the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
38 T. Hattermann et al. / Ocean Modelling 82 (2014) 28–44of the potential temperature (color) and salinity (contours) proﬁle
at M1. Comparing the evolution of melt rates and water mass
beneath the FIS shows that stronger melting of shallow ice from
March to July coincides with periods when warm ASW enters the
cavity near the surface, while stronger melting at depth from
November to February is presumably caused by MWDW that even-
tually comes into contact with the deep ice after entering across
the main sill between September and December. This seasonality
of melting at different depths is consistent with the melting and
freezing pattern that was inferred from the mooring data, with
the model also reproducing the annual cycle of melting and re-
freezing of ISW near M1 (not shown) that was suggested by
Hattermann et al. (2012).
The thickness distribution in Fig. 7(b) also shows a long tail of
very deep ice below 400 m, mainly corresponding to the southern
part of Jutulstraumen. While the map in Fig. 7(a) shows the largest
melt rates in this region, Fig. 7(b) reveals that the high melting of
deep ice only affects a small fraction of the total ice shelf area.
4.3. Ice shelf cavity circulation
The spatial pattern of water masses and the general circulation
within the ice shelf cavity is shown in Fig. 8. The upper two panelsshow the seasonal extremes of ocean temperature along a cross-
section beneath the ice shelf cavity (green line in Fig. 2(a)),
obtained by time averaging the ﬁve years of the ANN-100 experi-
ment for April and May in fall (Fig. 8(a)), and October and Novem-
ber in spring (Fig. 8(b)), respectively. Comparing the cross-sections
shows two basic features of the seasonality that explain the melt-
ing variability seen in Fig. 5(b). Firstly, the seasonal inﬂow of ASW
in the upper part of the cavity can be seen by the closely spaced
isopycnals and higher temperatures (green color shading) extend-
ing from the ocean surface to beneath the ice shelf draft during the
fall in Fig. 8(a). Although the ASW temperatures are only slightly
above the surface freezing point, the surface water increases the
thermodynamic forcing at the ice base, because it separates the
ice from relatively denser ISW ascending from greater depth. This
effect is shown in Fig. 8(a), where the cold ISW layer (magenta)
detaches from the ice base at a distance approximately 10 km
south of M1, as opposed to the spring season (Fig. 8(b)), where
no ASW is present and a continuous layer of ISW extends all the
way to the ice front. Secondly, the seasonal inﬂow of MWDW at
depth is seen by the layer of relatively warm (green and red shad-
ing) waters extending from the offshore thermocline to M2 during
the spring Fig. 8(b). This warm bottom layer is created by pulses of
MWDW that ﬂush across the main sill when the thermocline is
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ven) variability of the coastal ﬂow.
The seasonal pattern in Fig. 8(a) and (b) also shows that the
ASW and the MWDW both reside for several months beneath the
FIS, potentially affecting basal melting far inside the cavity. The
MWDW, entering the cavity at the main sill in Fig. 8(b), is advected
along topographic (f=H) contours further into the cavity, appearing
as a warmer bottom layer (green) at the southernmost end of the
cross-section in Fig. 8(a), and eventually causes melting of deep
ice of Jutulstraumen. The evolution of the ASW, entering in the
upper part of the cavity in Fig. 8(a), is shown by the thickened
and more stratiﬁed layer of cold ISW (magenta) at the southern
end in Fig. 8(b). A water mass analysis (not shown) reveals that
the buoyant upper portion of this ISW layer is formed by surface
water which entered the cavity during the previous summer and
has expended its available heat for melting. Thus, our simulations
conﬁrm the hypothesis of Hattermann et al. (2012) that ASW can
travel far into the ice shelf cavity, after initially being subducted
beneath the ice front.
An overview of the horizontal current strength and direction is
presented in the lower panels of Fig. 8. A dominant feature of the
sub-ice shelf circulation is the presence of counter-rotating, topo-
graphically constrained ﬂows in the upper and lower water column
of the central basin. At depth, the model shows a clockwise ﬂow
steered by the bottom topography, while in the upper part of the
water column a counter-clockwise ﬂow along ice draft contours
is observed. We ﬁnd that the different circulation patterns in the
upper and lower parts of the cavity are a direct result of the
enhanced stratiﬁcation due to the presence of ASW. This can be
seen by comparing the results from the ANN-100 experiment
(Fig. 8(c) and (e)) to the circulation in the initial simulation
(Fig. 8(d) and (f)), which uses the WIN-100 forcing where no
ASW is included in the model. In contrast to the vertically sheared
currents described above, the constant winter scenario shows a
narrow but fast-ﬂowing, topographically steered barotropic jet,
with much larger current speeds in the upper part of the water col-
umn than observed in the ANN-100 experiment. Also the seasonal
variability in the ANN-100 experiment (not shown) reveals stron-
ger and more barotropic sub-shelf currents near the ice base dur-
ing late winter and spring when the upper ocean stratiﬁcation is
weak.
The analysis of the ANN-100 experiment thus, reveals several
effects of ASW on the cavity ventilation and associated basal melt-
ing. In particular, the pronounced seasonality of the MWDW inﬂow
at depth, which occurs in the absence of any variability of the wind
forcing, is an interesting result implying a direct link between
upper ocean hydrographic conditions and the deep ocean heat
ﬂuxes. In fact, without ASW in the model, no MWDW enters the
cavity, as can be seen from the last six months of the constant win-
ter initial simulation in Fig. 5(a).3 Similar to the area distribution in Fig. 7(b), the depth distributed melting
contribution is normalized and ﬁltered, such that the integrated area below the curve
approximates the total mass loss over the entire ice shelf base.5. Model response to alternate forcings
5.1. Two states of basal melting
By analyzing the depth-distributed contribution to the overall
basal mass balance in various experiments, we isolate the melting
contribution attributed to the different heat sources below the FIS.
Along with the vertically binned ice shelf thickness distribution,
Fig. 7(b) also shows the mean melt rates within each depth bin
(right axis) for nine different experiments, corresponding to the
strongest (130), weakest (30), and intermediate wind forcing
(100) for each of the three different hydrographic scenarios, tem-
porally averaged over the respective last model year. The results
generally reﬂect the spatial pattern of Fig. 7(a), with high meltrates above 10 m year1 only occurring at deep ice below 400 m,
and melt rates of less than 1 m year1 at ice depths between
200 m and 400 m for all experiments. Somewhat higher melt rates
of up to 3 m year1 also occur at locations of very shallow ice above
200 m depth, corresponding to enhanced melting near the ice
front.
The contribution to the total basal mass balance within a given
depth bin, obtained by multiplying the vertically binned mean
melt rates by the ice shelf area distribution, is shown in Fig. 7(c),
with three main features being evident from the graph.3 Firstly,
the deep and shallow melting respond in opposite ways to winds.
Melting of shallow ice above 400 m increases with the strength of
the wind forcing, whereas melt rates below 400 m are largest for
the weakest winds for all hydrographic scenarios. Secondly, melting
of both deep ice and shallow ice, are strongest in the constant sum-
mer scenario and weakest in the constant winter scenario for equal
wind forcings. Thirdly and perhaps most noticeably, the melting
response is strongly modulated by the uneven distribution of ice
shelf area. In most experiments, the basal mass loss is dominated
by weak melting of large areas of shallow ice, while substantial
changes of the mass loss at very deep ice only occur for the extre-
mely large deep melt rates in the ANN-30 and SUM-30 experiments
shown in Fig. 7(c).
The characteristic depth-dependent melting response to vary-
ing forcing is summarized in Fig. 9(a) and (b). The colored curves
are identical in both panels, showing the total amount of melting
for the entire ice shelf as function of the wind forcing. The colored
patches show the contribution of melting only from ice deeper
than 300 m (Fig. 9(a)), or from melting at ice shallower than
300 m (Fig. 9(b)), respectively. For an applied surface stress above
60% of the climatological average (indicated by the vertical lines in
Fig. 9), the melting response in all hydrographic scenarios is dom-
inated by changes of the shallow melting contribution, which cor-
relates roughly linearly with the applied surface stress (Fig. 9(b)).
For weaker surface stress below 60% of the climatological average,
in contrast, the melting response in the annual cycle and constant
summer scenarios are dominated by the deep melting contribution
which strongly increases for decreasing surface stress. These differ-
ent dependencies of the deep and shallow melting on forcing vari-
ations suggests the classiﬁcation of two separate states of melting
at the FIS: (i) a state of shallow melting for stronger winds, in
which the melting is controlled by small melt rate changes beneath
large areas of shallow ice; and (ii) a state of deep melting for
weaker winds, in which the overall basal mass loss is dominated
by very high melt rates at small areas of deep ice. The transition
between these two states of melting appears to be controlled by
the combined effect of wind and hydrographic conditions. We
now continue by analyzing the oceanic response to forcing varia-
tions in our model.
5.2. Oceanic controls on deep and shallow melting
In order to explain the effect of climatic forcing on basal melt-
ing, we investigate the oceanic changes in the different experi-
ments, with the main mechanisms controlling the respective
contribution of the deep and shallow melting depicted in Fig. 10.
The deep ocean heat transport towards the ice is primarily con-
trolled by the depth of the ASF thermocline relative to the conti-
nental shelf break. Comparing the time-averaged near-shore
thermocline depth in Fig. 9(c) to the deep melting contribution
in Fig. 9(a) shows that a transition towards the state of deep melt-
ing occurs when the WDW rises above the depth of the main sill
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Fig. 9. The net basal melting of deep ice below 300 m depth and shallow ice between 140 m and 300 m depth as a function of wind forcing for the different hydrographic
scenarios is shown by the colored patches in panels (a) and (b). The solid curves are identical in both panels, and show the total mass loss of the entire FIS. The different colors
correspond to the different hydrographic scenarios. Panel (c) shows the depth of the ASF thermocline in the main sill area, with the sill depth indicated by the black horizontal
line. Panel (d) shows the average current speed in the ocean surface layer below the shallow ice.
Fig. 10. A schematic that shows how varying surface stress and upper-ocean
hydrography affect basal melting by increasing (+) and decreasing () the deep and
shallow heat transport towards the ice. The different processes revealed by our
simulations, denoted P1 to P5, are explained in Section 5.2. A possible self-
amplifying feedback, in which the upper-ocean freshening due to basal melting
enhances the deep ocean heat transport by lifting up the ASF thermocline, is
denoted as P6.
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response of the deep ocean heat transport is indicated by the sim-
ulated time series of the M1 temperature proﬁles in Fig. 5(c)–(e),
and the modeled h–S histograms in Fig. 6, which in the ANN-30
experiment show unmodiﬁed WDW inside the cavity.
While stronger wind forcing deepens the ESW layer near the
coast, Fig. 9(c) shows that the presence of ASW in summer gener-
ally leads to a shallower thermocline position, promoting the tran-
sition into the state of deep melting for stronger winds. The
apparent uplift of the thermocline for a more buoyant upper water
column suggests a positive feedback (P6 in Fig. 10), in which glacial
melt water release may increase the deep ocean heat transport by
freshening the upper water column, leading to further melting.
This model behavior agrees with the idea that the ASF is controlled
by the balance between the wind-driven Ekman overturning and
the counteracting eddy ﬂuxes (Nøst et al., 2011). In this theory,
stronger easterly winds deepen the thermocline due to increased
coastal downwelling—indicated by the arrow denoted P1 in
Fig. 10—while larger horizontal density gradients associated with
the buoyant ASW are expected to lift up the thermocline (P2 in
Fig. 10) by increasing the baroclinicity of the front and enhancing
the eddy activity. However, some aspects of the deep melting
response remain unexplained, such as the timing of the warm
inﬂow at depth in the ANN-100 experiment. In this experiment,
pulses of MWDW occurs primarily during times of the year when
the least amount of ASW is present outside the ice shelf cavity
and the seasonally varying thermocline depth reaches its deepest
depth. Hence, the model suggests a more complicated interaction
of the frontal processes with the cavity circulation, and a full inves-
tigation of this transient response to the time-varying forcing will
need attention in future work.
The simulated melting beneath shallower parts of the FIS
appears to be determined by the combined effect of sub-ice shelf
currents and hydrography. For all hydrographic scenarios, stronger
winds increase the shallow melting (P3 in Fig. 10), because a moreenergetic upper ocean circulation (Fig. 9(d)) enhances the
exchange of ISW with warmer ambient water beneath the ice,
and stronger currents also increase the parameterized mixing at
the ice shelf/ocean boundary. Accordingly, the experiments with
stronger winds showmore surface water beneath the ice, indicated
by the salinity contours on top of the temperature shading in
Fig. 5(c)–(e), and the more frequent occurrence of buoyant water
in the h-S histograms in Fig. 6(d)–(f). The surface layer speeds in
Fig. 9(d) also show stronger currents for the weak wind experi-
T. Hattermann et al. / Ocean Modelling 82 (2014) 28–44 41ments in the ANN- and SUM-scenarios that are not consistent with
this theory. However, this is likely an internal melting feedback,
where strong deep melting produces highly buoyant plumes that
rise along the ice base and dominate the shallow ﬂow ﬁeld in these
simulations.
The varying hydrographic conditions are found to have two
opposite effects on the shallow melting response in the different
experiments. One effect is that ASW increases the melt rates by
replacing the cold ISW with warmer waters near the ice base as
described in Section 4.3 (P5 in Fig. 10). The opposing effect is that
larger amounts of buoyant surface water in the model reduce the
shallow melting by weakening the near-surface currents
(Fig. 9(d)), as demonstrated by comparing the circulation between
the ANN-100 and the WIN-100 experiment in Fig. 8.
In order to separate the dynamic control of the ASW (P4 in
Fig. 10) from its role as an additional heat source, an additional
model experiment was conducted, in which the hydrographic forc-
ing uses the constant summer scenario to restore the salinity, but
applies the constant winter scenario with all waters above the
thermocline at surface freezing-point for restoring the tempera-
tures. The result is an upper-ocean circulation that is as weak as
in the constant summer situation, and shallow melt rates that
are even weaker than in the constant winter scenario. This shows
that the density of ASW, being mainly controlled by salinity, can
counteract the melting increase caused by warmer temperatures.
A more detailed analysis (not shown) reveals that the weaker
upper-ocean currents not only decrease the friction velocity in
the applied basal melting parameterization, but also reduce the
mixing of the ISW beneath the ice base with the (warmer) ambient
water in the cavity.6. Discussion
6.1. Ice shelf mass balance
Averaging over the ice shelf area of about 39,000 km2 and
assuming an ice density of 917 kg m2, the ANN-100 simulation
provides a basal mass loss of about 14 Gt year1, equivalent to a
freshwater ﬂux of roughly 0.5  103 Sv. This is a substantially
lower estimate than obtained from previous modeling studies
(Table 2), with implications for the overall mass budget of the ice
shelf, which had been suggested to be decreasing based on
model-derived melt rates (Smedsrud et al., 2006). The remote
sensing based estimates of Rignot et al. (2013) yield a total mass
ﬂux of 25 Gt year1 feeding from the grounded ice sheet into the
FIS, a mass loss at the calving front of 18 Gt year1, and a surface
mass gain of 13 Gt year1, consistent with the recent ground-based
observations suggesting an average surface mass balance of
300 kg m2 for the FIS (Sinisalo et al., 2013). Our melting estimate
is in much better agreement with the inferred steady-state melt
rate of 20 Gt year1 than previous modeling results, supporting
the ﬁndings of Rignot et al. (2013) and Pritchard et al. (2012) that
the FIS is approximately in balance.Table 2
Table of basal melting estimates at the FIS as obtained from ocean modeling studies,
showing the simulated ice shelf area (103 km2), average basal melt rates BMR
(m year1) and total basal mass loss BML (Gt year1). BML marked with (⁄) is
computed based on the ice shelf area used in this study.
Study Area BMR BML
This study, ANN-100 39 0.4 14
Hellmer (2004) 54 4.9 243
Smedsrud et al. (2006) – 1.9 68⁄
Nicholls et al. (2008) – 0.9 30⁄
Timmermann et al. (2012) 53 2.8 130
Rignot et al. (2013) 41 0.6 24The magnitude and the general horizontal pattern of the simu-
lated melt rates in the ANN-100 experiment also compare well
with the results presented by Humbert (2010), who constrained
basal melting from inverse ice ﬂow modeling assuming a steady-
state equilibrium ice shelf geometry. Although Humbert (2010)
did not estimate the spatially-averaged basal mass loss, the agree-
ment of our oceanic simulations with her melt rate distribution,
which also depends on the idealized temperature structure applied
in the ice ﬂowmodel, suggests that a stable ice shelf geometry may
indeed be a realistic assumption for the FIS.
6.2. The role of eddies and surface processes
Earlier, we argued for the importance of eddy processes for suc-
cessfully simulating the heat transport towards the FIS. This
hypothesis is supported by the resemblance of the observed inter-
mittent, eddy-like pulses of MWDW for the ANN-100 experiment,
in which all high-frequency variability stems from instabilities of
the coastal current. But also the complex response of the ASF ther-
mocline depth and deep ocean heat transport to varying oceanic
forcing conﬁrm the central role of eddy processes for basal melting
at the FIS. While realistically parameterizing the effect of eddies
over sloping topography is one of the greatest challenges for ocean
models today (Isachsen, 2011), the idealized simulations in the
related studies of Zhou et al. (2014) and Nøst et al. (2011) demon-
strate the role of the eddy overturning in combination with winds
for determining the depth of the thermocline along the Eastern
Weddell Sea coast. Furthermore, the sensitivity tests in our study
show that for a conﬁguration near the transition between the deep
and shallow states of melting, small errors in thermocline depth
and bedrock topography may lead to signiﬁcant changes in simu-
lated melt rates.
Our study also emphasizes the role of ASW, both in serving as a
direct heat source for melting, and by affecting the frontal dynam-
ics along the Eastern Weddell Sea coast. The seasonal access of
ASW beneath the FIS was ﬁrst observed by Hattermann et al.
(2012), and a similar seasonality of basal melting seen in the
ANN-100 experiment was suggested by coarser model simulations
using isopycnal coordinates (Nicholls et al., 2008). While the
smoothed topography in ROMS may lead to an overestimate of
upper ocean contribution to melting beneath the FIS, sensitivity
studies with the idealized setup of Zhou et al. (2014) suggest that
the inﬂow of ASW is indeed a realistic feature of the simulations. In
their experiments with different ice shelf geometries, the amount
of ASW entering the cavity is largely independent of the shape of
the ice front, and occurs when the wind-driven deepening of the
ASW layer outside the cavity exceeds the depth of the ice draft.
Nevertheless, numerical artifacts associated with the terrain fol-
lowing coordinates cannot be ruled out in this setup. Quantifying
the exact contribution of upper ocean Mode 3-type of melting,
and scrutinizing its sensitivity to varying forcing, thus remains
subject to future work.
The idealized simulations of Zhou et al. (2014) also show that
the effect of the ASW on the frontal dynamics is a robust result
and not an artifact of the hydrographic nudging at the periodic
model boundary, a potential criticism in our model. Their annual
experiments reproduce a similar deepening of the ASW and a shal-
lower thermocline near the coast, although the ASW is exclusively
introduced at the ocean surface.
6.3. Remaining issues
The realism of our simulations is challenged by the simpliﬁca-
tions that are necessary to compromise the resolution of mesoscale
eddies in a compact periodic domain, the limited amount of data
available to construct the model forcing and boundary conditions,
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ented sensitivity studies. Time-varying winds (Graham et al., 2013)
and the modulating mechanical effect of sea ice (Nunez-Riboni and
Fahrbach, 2009) are likely to modify the short-term and seasonal
variability seen in the ANN-100 experiment. The effects of a
reduced momentum transfer during the maximum sea ice extent
in winter could possibly be inferred from the experiments with dif-
ferent constant wind forcings, but a main challenge will be to bet-
ter understand the ambiguous role of sea ice during transition
between fully ice-covered and open-water conditions (Lüpkes
and Birnbaum, 2005). To investigate the effect of time-varying
winds, we conducted an additional test run with the 6-hourly RAC-
MO2 wind stress applied. Compared to the constant-wind scenario,
this run shows more variability of the coastal current and
enhanced deep and shallow melting by about 10 cm year1 for
the entire ice shelf. But this simulation also features more MWDW
inside the ice shelf cavity than shown by the observations. While
this run appears to overestimate the deep melting despite its
seemingly more realistic forcing, it remains unclear to which
degree the increased current variability causing the increased
access of MWDW is a robust model result, or caused by artifacts
introduced by interference of high frequency features at the cyclic
boundaries.
Tides increase mixing near the ice base (Makinson and Nicholls,
1999) and their omission is likely to lead to underestimated melt
rates in our study. A test with residual tidal velocity of 5 cm s1,
obtained from spatially averaged results of the tidal model of
Padman et al. (2002) for the parameterization of the heat ﬂux at
the ice base, showed a total melting increase of less than
5 cm year1 compared to the ANN-100 experiment. However,
non-linear tidal effects at the ice/ocean boundary (Makinson
et al., 2011) may cause larger impacts. Tides may also enhance
the frontal exchange at the shelf break (Padman et al., 2009), but
these effects are expected to add only little to the ANN-100 melting
estimate, because any additional inﬂow of warm water at depth
due to tides would be seen in the M1 temperature time series near
the main sill.
Another source of uncertainty relates to the idealized hydro-
graphic forcing, which assumes a zonally uniform structure of
the ASF with constant water masses below the thermocline and
only low frequency (seasonal) variability of upper ocean proper-
ties. While this construction compromises the limited availability
of observations and the insufﬁcient representation of ASF-dynam-
ics in large-scale ocean simulations, the results of Graham et al.
(2013) highlight the importance of advection of upper-ocean
hydrographic anomalies within the coastal current. Together with
possible effects of deep ocean variability (Smedsrud, 2005), such
transient effects of the coastal circulation will need to be included
in more realistic simulations. Although dense water formation due
to sea ice production is of minor importance in the Eastern Wed-
dell Sea (Nicholls et al., 2009), also the effects of brine rejection
and melt water release on the stratiﬁcation of the coastal water
column (Petty et al., 2013) are probably only partly captured by
our approach of restoring surface properties to climatological val-
ues. However, including a dynamical sea ice component and
parameterizations of the air/ice/sea interaction therein would fur-
ther broaden the parameter space of our model, requiring addi-
tional validation (that would mainly rely on the seal data, which
is now directly applied as a forcing), while the melt rate reﬁne-
ments would likely be small compared to the remaining
uncertainties.
While these omitted processes may further complicate the ASF-
dynamics, none of them are likely to change our main ﬁnding that
the observed water masses beneath the FIS yield substantially less
basal mass loss than suggested by previous models. Despite its
simpliﬁcations, the ANN-100 simulation convincingly reproducesthe sub-ice shelf observations, suggesting that the semi-idealized
setup captures the main mechanisms controlling the heat trans-
port towards the FIS. In particular, the limited inﬂow of WDW,
causing the low melting estimate of our study, is a robust result
that is conﬁrmed by the observations. Taking into account the
above-mentioned uncertainties due to the omission of tides and
time-varying winds, we thus conclude that realistic melt rates
are likely to range between our low-end estimate and the
0.9 m year1 suggested by Nicholls et al. (2008), who simulated a
comparable weak state of shallow melting in a coarse resolution
model, but with more warm water entering the cavity.7. Conclusion
This study presents the ﬁrst high-resolution ocean circulation
model of the Fimbul Ice Shelf (FIS) region in East Antarctica. For
a simpliﬁed present-day forcing, the model reproduces recent
sub-ice shelf observations and appears to capture the major
dynamical processes of the slope front–continental shelf–ice shelf
system.
The main lessons from the eddy-resolving simulations are as
follows: (i) for the most realistic forcing, only small amounts of
Modiﬁed Warm Deep Water (MWDW) enter beneath the FIS, sug-
gesting relatively weak basal melting of about 0.4 m year1
(14 Gt year1) and an ice shelf mass balance that is likely close to
equilibrium; (ii) two distinct states of basal melting occur in the
model, a shallow state and a deep state, controlled by different
physical processes and in particular with opposing responses to
wind stress forcing; and (iii) near-surface hydrographic conditions
are important for modulating both the surface and the deep ocean
heat ﬂuxes.
The experiments with varying model forcing highlight the com-
plex interplay between the three different modes of melting pro-
posed by Jacobs et al. (1992). In the present state of shallow
melting, the total basal mass loss is primarily controlled by upper
ocean changes, emphasizing the relevance of the Mode 3-type of
melting for the ice shelves in the Eastern Weddell Sea. The Mode
2-type of melting, due to warmer water at depth, only contributes
signiﬁcantly to the overall melting when the coastal thermocline
rises above the main sill depth. But the intermittent inﬂow of
MWDW that is presently observed may also be important because
it determines the melt rates at deeper ice, which potentially affect
the ice ﬂow dynamics at the grounding line.
Our study explicitly focuses on the Eastern Weddell Sea region,
where ice shelves are close to warm waters of open-ocean origin
and continental shelf processes (such as sea ice formation) that
add further complexity to the heat transport towards other ice
shelves are of minor importance. However, some of our ﬁndings
will also have implications for simulating basal melting in other
regions of Antarctica. In particular, the role of mesoscale eddies
in determining heat transport across oceanic fronts over the conti-
nental shelf break is a general result (Stewart and Thompson,
2013) that must be considered when assessing ice shelf basal melt-
ing in large scale oceanic simulations, such as the global warming
studies of Hellmer et al. (2012) and Kusahara and Hasumi (2013).
Also the modulating effect of the ice shelf thickness distribution on
the melting response is a new ﬁnding that may help to better
understand basal melting dynamics under other ice shelves.
Finally, our results highlight the relevance of small-scale topo-
graphic features, which are still largely unknown beneath many
ice shelves, for controlling the access of warm water into the ice
shelf cavity.
Our work therefore emphasizes the need for further process-
oriented studies, in conjunction with better observations of the
Antarctic coastal dynamics, in order to improve and evaluate cli-
T. Hattermann et al. / Ocean Modelling 82 (2014) 28–44 43mate models and assess the present and future mass budget of the
Antarctic Ice Sheet.
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