Abstract: Model identification is addressed for nonparametric Hammerstein-Wiener systems. Interestingly, both input and output nonlinearities are allowed to be non smooth and noninvertible. A frequency identification method is developed that determines the linear subsystem frequency response (at a number of frequencies) and the input and output nonlinearities within a given working interval. It is shown that if the system is excited by a conveniently pulse-width modulation (PWM) signal then, the underlying Wiener subsystem turns out to be excited by a known sinusoidal signal. A frequency-decoupling of the Wiener subsystem (from the input nonlinearity) can thus be realized making possible its frequency identification. Based upon the estimated Wiener model, the input nonlinearity is in turn identified applying PWM input signals repeatedly with fixed frequency but different amplitude.
INTRODUCTION
The problem of identifying nonlinear systems based on blocks oriented models has been paid a great deal of interest especially over the last decade (Giri & Bai, 2010) . However, most works were devoted to Hammerstein and Wiener models. In the present work, the focus is put on the Hammerstein-Wiener model that consists of a linear subsystem sandwiched by two nonlinearities, denoted (.) f (input) and (.) g (output) (Fig. 1) . From an identification viewpoint, the Hammerstein-Wiener structure is more challenging, compared to the simpler Hammerstein or Wiener structures and, therefore, relatively few solutions are available. In all previous works, the identified system is fully or partially parametric and the output nonlinearity is generally supposed to be invertible with parametric inverse ( (Bai, 2002) , (Bai, 2010) and (Bauer et al, 2002) ). In the present study, the system is fully nonparametric and the output nonlinearity (.) g is arbitrary shape and may be noninvertible and nonsmooth. The input nonlinearity (.) f is also arbitrary shape but it should be odd. The nonparametric linear subsystem frequency response ) ( ω j G is in turn arbitrary shape but should be strictly proper i.e. 0 ) ( → ω j G as ∞ → ω . Given the fully nonparametric nature of the system, the identification objective is to determine as accurately as possible the frequency response ) ( ω j G at a number of
and recover a set of points of both nonlinearities. To this end, the present paper presents a new frequency domain identification approach based on the idea of frequency-decoupling of the Wiener subsystem (from the input nonlinearity (.) f ). By frequency-decoupling it is meant that the internal signal ) (u f v = (Fig.1) , that controls the Wiener subsystem ) , ( g G , is made perfectly known, periodic with frequency ω , and in particularly, it produces a same undisturbed system output as a sinusoidal signal with frequency ω . One major contribution of the present study is to show that Wiener subsystem frequency -decoupling can actually be achieved by exciting the Hammerstein-Wiener system with two-Level PWM (Pulse width modulation) input signals. Applying a frequency-decoupling input signal repeatedly with fixed amplitude but different frequencies, it becomes possible to identify the Wiener subsystem using an available frequency identification method (Giri et al., 2009 ). An accurate estimate of the Wiener subsystem ) , ( g G is thus obtained and based upon in the final stage to identify the input nonlinearity (.) f . This is performed applying again a frequency-decoupling PWM input signal repeatedly but this time with a fixed frequency and different amplitudes. All involved estimators are proved to be consistent. The paper is organized as follows: the identification problem is formally stated in Section 2; the design of frequencydecoupling PWM input signals is presented in Section 3; the Wiener subsystem identification is dealt with in Sections 4, 5 and 6. The input nonlinearity estimation is coped with in Section 7.
IDENTIFICATION PROBLEM STATEMENT
A nonparametric Hammerstein-Wiener system (Fig.1) can be analytically represented by the following equations:
denotes the impulse response of the linear subsystem. The only measurable signals are the system input u(t) and output y(t). The equation error ) (t ξ accounts for external disturbances or measurement noise. It is a zeromean stationary sequence of independent random variables. The system description is completed by the following assumptions: A1. The input nonlinearity is odd, i.e. 
(5b) Fig. 1 . Hammerstein-Wiener model structure
Remark 2.1. a) Assumption A1 is resorted to make sure that the internal signal v is a zero-mean whenever the input u is a periodic odd signal. b) Assumption 2 is satisfied by a wide class of real-life systems. Then, the frequency max ω is any sufficiently large upper bound on the band-width of the linear subsystem. The exact band-width needs not to be known. c) Assumptions like in A3 are needed even in the simpler case of Wiener systems (Giri et al., 2009) . Note that Part b of A3 simply means that the output nonlinearity must be invertible in some subinterval of its definition domain and that subinterval may be arbitrarily narrow. Except for the above assumptions the system is arbitrary. In particular, the linear subsystem ) (s G and the nonlinearities ( f , g ) are nonparametric and arbitrary type. This implies that ) (s G is allowed to be inverse unstable (nonminimum phase). Also, nonpolynomial, nonsmooth and noninvertible nonlinearities are admissible. These are quite interesting features of this study compared to most previous works, on Hammerstein-system identification. A frequency identification scheme is going to be developed that is expected to achieve the following performances: i) The frequency gain ) ( ω j G will be accurately estimated for
= of the input nonlinearity f is accurately determined where the point abscissas are a priori chosen. iii) The output nonlinearity (.) g is completely recovered within the involved working interval i.e.
The fact that the identification objective, concerning the input nonlinearity, is limited to determining a set of P points is coherent with the nonparametric nature of this nonlinearity. It is worthy to emphasize that the objective concerning the output nonlinearity is much more ambitious. It aims at determining the whole nonlinearity though this is also nonparametric. This is an interesting feature of the present identification scheme that is inherited from the frequency identification method of (Giri et al., 2009) which is based upon in this study. Obviously, the considered identification problem does not have a unique solution: if the triplet ( )
is also a solution (whatever the nonzero real constants 2 1 and K K ). This naturally leads to the question: what particular model should we focus on? This question will be answered later taking benefit of that model multiplicity to reduce inner signals uncertainty.
FREQUENCY-DECOUPLING PWM INPUT SIGNAL DESIGN

PWM signal design and analysis
PWM signals are employed in a wide variety of applications, ranging from communications to power control and conversion (Hioki, 2000; Holmes et al, 2003) . One classic way to generate a PWM signal is to use the comparison between a reference signal and a modulation waveform that generates the two-levels PWM signal, denoted ) (t m ω (Fig. 3) . To fix idea, the two-levels of ) (t m ω are simply let to be 1 ± . Now, it is well known that if the reference signal is a sine waveform with small enough frequency ω , compared to the modulation wave form frequency, then the spectrum of the generated PWM signal ) (t m ω turns out to be constituted of a fundamental with frequency ω and higher rank harmonics with frequencies larger than ω H with H is a higher integer, depending on the ratio between the modulation waveform frequency and the reference signal frequency. The larger this ratio is the larger H (Holmes et al., 2003) . Furthermore, by judiciously choosing the frequency and phase of the modulation waveform, it can be given the following useful properties (Fig. 4) :
denote the switching times of ) (t m ω within the first quarter fundamental period i.e. Fig.4) , and let us introduce the related angles
). With these notations, the Fourier series expansion of ) (t m ω turns out to be of the form: 
, a − T periodic two-Level even signal satisfying (6a-b) is immediately generated (Fig. 4) . It is this straightforward design approach that is referred to in the rest of the study. The choice of the set of parameters { } q t t ,..., 1 must be made to give the spectrum of the signal ) (t m ω a form like this of fig. 3 ; i.e it must be based on the elimination of low-order harmonics(Grahame Holmes et al., 2003) . 
Frequency-decoupling input signal design
Two-Level periodic PWM input signals are presently resorted to make the Wiener subsystem frequency-decoupled from the input nonlinearity. By frequency-decoupling it is meant that: (i) the internal signal v is periodic with the same period as the input; (ii) the fundamental of v (of frequency ω ) is completely known (iii) the fundamental is the only useful component of v i.e. the contribution of the remaining harmonics ((of frequency ω H , H is a high integer) to the system output is insignificant. The considered PWM input signals are of form:
Like ) (t m ω , the input signal is in turn two-Level ) ( 1 U ± , even and T-periodic signal. Furthermore, it readily follows from (6a-b) and (7):
As the input nonlinearity is static and odd (Assumption A1), the internal signal
). Then, using (8a-b) one has:
For the purpose of the present study, a suitable choice of 
where L is any odd integer such that:
and max ω is as in assumption A2. Let us emphasize that from (7), there are no even rank harmonics in the Fourier series expansion of ) (t m ω . As a matter of fact, all higher rank harmonics (with rank 2 + ≥ L ) will be attenuated by the linear subsystem (as the corresponding frequencies are made by (10b) outside the bandwidth of that subsystem). The larger L is, the better higher rank harmonics attenuation. Using (9b) and (7), one gets from (10a) the following algebraic equations involving the k α 's:
On the other hand, the amplitude of the fundamental of ) (t v is in turn a function of the parameters { } q α α ,...,
1
. We then add a constraint on these parameters by imposing on the fundamental of ) ( t m ω to be e.g. of unitary amplitude i.e. The above constrained q-dimensional algebraic problem is given the more condensed form:
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The problem (14a-c) involves (0.5(L-1) +1) equations and q unknown variables, i.e. ) ,..., ( 1 q z z ; (L is odd). The above algebraic equation system is reformulated as a constrained nonlinear least-squares optimisation problem:
and it already was shown that this optimisation problem have a solution taking )) 1
, and using usual search techniques (e.g. Gauss-Newton, Levenberg-Marquardt …). The solution may be obtained by off-line computation using search techniques available in the Matlab toolbox "Optimtool", or through an implementation scheme based on real-time solution using digital signal processor (DSP) (Sun et al, 1994 V must be known for the frequency-decoupling requirement to be met. This issue is now coped with by making use of the fact that the Hammerstein-Wiener model is not uniquely defined by the triplet ( )
. Indeed, the following triplet is also representative of the system:
Using this model, the system (1-3) is represented as follows:
. It readily follows from (17) that:
using the fact that )
Combining (20) and (8a), (9a) one gets:
That is, the fundamental of the new input inner signal ) (t v , generated by the input nonlinearity f , is unit-amplitude. Using again the fact that all harmonics of ) (t m ω are null from rank 3 to rank L and its fundamental is a unit-amplitude ) 1
, it follows from (8a-b) that the input spectrum is:
Now, using (20), it readily follows from (18) that the steadystate linear subsystem output is:
where the residual term is defined by: . Then, the resulting input-nonlinearity output is of the form:
implying a quasi-sinusoidal steady-state linear subsystem output i.e. ) cos( ) ( ) (
The larger L is the more accurate the quasi-sinusoidal approximation . Therefore, the frequency identification method that only involves sine input signals, developed in (Giri et al., 2009) for Wiener systems, can presently be applied (with some adaptations) to identify the Wiener subsystem of a Hammerstein-Wiener system. It will briefly be presented, with the associated adaptations, in the present section. Following the estimation method detailed in (Giri et al., 2009 ), at first, the aim is to estimate )) ( ( ) (
. This estimation is based on a geometric analysis of Lissajous-like loci defined by:
, and where ) , ( N t w ω is an estimate of undisturbed output ) (t w ω computed as follows:
is static (includes no loops), it was shown, that :
To estimate the output non linearity, we use a spread notion of curves that is defined as follows: Definition 5.1 (Spread notion). Consider a piecewise continuous function ) ( ; :
. Consider the curves
) be a set of estimates obtained by the phase-estimator. Then, the static locus
is a (quasi) consistent estimate of the output nonlinearity of the model ( )
. Let ω be the frequency associated to the maximal frequency gain modulus i.e.
It is clear that the curve )) (
, corresponding to the experiment with frequency ω , is the less spread (most condensed) curve among all others and so it recovers the largest part of the nonlinearity ) (x g . Then, it is most judicious to focus on the model induced by ω i.e.:
( )
The Hammerstein-Wiener (1-3) (also represented by (17-19)) also assumes the following representation in term of . Interestingly, there is no need of additional experiments; those already accomplished in the phase-estimator will prove to be sufficient. First, from (28) and (29b), one has:
Given the output-nonlinearity estimate (.) g , previously obtained, the gain modulus ) ( i j G ω is estimated as follows:
The quasi-consistency of the above estimator can be proved following the proof of a similar result in (Giri et al., 2009 ).
Proposition 4.1. Consider the system (1-3), also described by (30a-c), operating in the same conditions as in Proposition 3.1. Then, the gain estimator (32a-b) is quasi-consistent i.e.
(compared to max ω ) the more accurate the above approximate limit
ESTIMATION OF THE INPUT NONLINEARITY
In this section, the system will still be represented by the model (30a-c) and excited by the above type of input signal but it is the frequency that will be given a fixed value. The aim is to estimate the set of points )) ( , (
f . To this end, 1 − P additional experiments are necessary consisting in exciting the system by the following
In the rest of this section and in each experiment k, the corresponding signals (
, is chosen such that the amplitudes of the ) (t x k are less or equal than 1.
In others terms, when for each experiment k (corresponding to
) the output nonlinearity is not excited in more larger interval than in experiment 1(corresponding to 1 U ). (22), one gets:
By (7) 
where the k ξ 's denote the realizations of ξ in the different experiments. As the largest output excursion is achieved with the input amplitude 1 U , it follows from (38) that :
The last equality in (39) is proved as follows. We know by (21) that the fundamental of ) ( 1 t v is unit amplitude i.e. Notice that the number and positions of points to be determined on the input nonlinearity is freely chosen by the user.
