Abstract-Traditional standalone embedded system is limited in their functionality, flexibility, and scalability. Fog computing platform, characterized by pushing the cloud services to the network edge, is a promising solution to support and strengthen traditional embedded system. Resource management is always a critical issue to the system performance. In this paper, we consider a fog computing supported software-defined embedded system, where task images lay in the storage server while computations can be conducted on either embedded device or a computation server. It is significant to design an efficient task scheduling and resource management strategy with minimized task completion time for promoting the user experience. To this end, three issues are investigated in this paper: 1) how to balance the workload on a client device and computation servers, i.e., task scheduling, 2) how to place task images on storage servers, i.e., resource management, and 3) how to balance the I/O interrupt requests among the storage servers. They are jointly considered and formulated as a mixed-integer nonlinear programming problem. To deal with its high computation complexity, a computation-efficient solution is proposed based on our formulation and validated by extensive simulation based studies.
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INTRODUCTION
W ITH the rapid development in embedded and mobile devices during the last decade, the modern computing environment is shifting toward high heterogeneity with various hardwares, softwares and operation systems. At the same time, people also demand more customized services. However, traditional application-specific embedded systems fail to catch up with the growing diversity of user demands. To address this issue, some recent studies advocate the "software-defined" concept [1] , [2] , [3] , [4] by leveraging software to tackle the complexity and inflexibility of traditional embedded system. By such means, it is possible to fully explore the potential of embedded system hardware and make the system more flexible.
Standalone embedded systems are limited in their functionalities and processing capbilities. Cloud computing platform with abundant resources is naturally regarded as a good platform to tackle such limitation by offloading some embedded tasks onto it. However, some time-sensitive embedded tasks require fast response. In such cases, long and unstable latency between the embedded client and cloud is not desirable. To overcome these disadvantages, fog computing [5] , also known as "clouds at the edge", emerges as an alternative solution to support future cloud services and applications, especially to the Internet-ofThings (IoT) applications featured by geographical distribution, latency sensitivity, and high resilience.
In this paper, we explore the features of fog computing to support software-defined embedded system and propose a fog computing supported software-defined embedded system (FC-SDES) as shown in Fig. 1 . The network edges (e.g., cellular base stations) are equipped with certain storage or computation resources and the embedded clients are general-purpose bare hardware automated by intelligent software. Different from the traditional standalone embedded system, the task image may not be fully loaded into the embedded system initially, but resides on an edge storage server and shall be retrieved from the edge server in an ondemand manner at runtime. As a result, during the execution of a task, I/O interrupts (e.g., page faults) happen unexpectedly. They are handled by local hard disk in traditional embedded system, while by storage server in SD-SDES following the procedures shown in Fig. 2 .
Although fog computing has been studied from different aspects [6] , [7] , [8] in the literature, most existing studies mainly focus on the application and resource management on the cooperation between cloud computing and fog computing. When it comes to FC-SDES, we shall consider the interaction between fog computing and embedded system. For example, we can designate an edge server to execute tasks from embedded clients (e.g., Task 1 in Fig. 1 ). However, the resources on the network edges are limited and the latency varies. Some tasks could also be processed on clients for faster response, e.g., Task 2 shown in Fig. 1 . How to systematically manage the resources and schedule the tasks on FC-SDES is still an open issue. An effective resource management and task scheduling mechanism is required in order to provide high user experience, e.g., task completion time minimization. Specially, the following questions shall be answered for task completion time minimization.
1) Where to place the task images? The placement could be affected by the popularity of the corresponding requests, e.g., locating the replica near to computation. Further, certain task image is not only essential to reliability but also helpful for load balancing. The task image placement shall have deep influence on the I/O interrupt handling response time. 2) Where computation shall take place, on computation servers or clients? Generally, computation server shall have faster processing speed than clients. However, the computation server is shared by multiple tasks. If it is not scheduled well, the task completion time on the server may be even longer than on the clients. Carefully balancing the workloads on edge and client side is also a critical issue to minimize the task completion time. 3) Which computation server shall be used when a user request is distributed to the edge? The task processing response time is influenced by workloads on a server. The task shall be also well balanced among computation servers. Besides, the connections between edge servers and clients will highly affect the response latency. 4) Which storage server shall be used to handle the I/O interrupt of a task? Similar to the last problem, the I/ O interrupt handling response time is affected by both the workloads allocated onto storage server and the transmission latency among storage server, computation server and client.
In this paper, we are motivated to investigate the request completion time minimization problem with joint consideration of task image placement and load balancing for a hybrid computing environment. Our main contributions are summarized as follows:
To our best knowledge, we are the first to investigate the task scheduling problem in FC-SDES. In particular, we consider a scenario where computation can be processed in either client side or edge side. By balancing the workload on both sides, we can minimize the overall computation and transmission latency of all requests. We also investigate how to place replica of task image on the storage servers. We formulate the task completion time minimization problem with joint consideration of task scheduling and image placement as a mixed-integer nonlinear programming (MINLP) problem. We propose a low-complexity three-stage algorithm for the task completion time minimization problem. Experimental results validate the high efficiency of our algorithm. The rest of the paper is organized as follows. Section 2 introduces our system model. The task completion time minimization problem is formulated in Section 3 and a heuristic algorithm is proposed in Section 4. The effectiveness of our proposal is verified by experiments in Section 5. Section 6 summaries the related work. Finally, Section 7 concludes our work.
SYSTEM MODEL AND PROBLEM STATEMENT
The logical view of FC-SDES in a three-tier architecture is shown in Fig. 3 , where there are a set J of storage servers, a set K of computation servers and a set I of embedded clients. All the servers and clients are inter-connected. The transmission latency between any two nodes, e.g., i 2 I and j 2 J, is denoted as l ij and other major symbols are summarized in Table 1 .
Task processing requests arise randomly as a Poisson process on each client. For each task t in a set T of tasks, the average task arrival rate on a client i 2 I is it . Without loss of generality, we consider that storage server j 2 J is with storage capacity S j for FC-SDES and a computation server k 2 K is with computation rate m k . Let s t denote the image size of task t 2 T . To ensure the reliability and to balance the disk reading requests across different servers, V copies are maintained in different storage servers in the FC-SDES.
All the I/O interrupts arising unexpectedly during task processing on a client or a computation server must be handled by a storage server. Fig. 2 illustrates the procedures upon an I/O interrupt. The computation device shall first suspend current task and issue a data request to a storage server. After the storage server handles the request and transmits the desired data to the execution device, the computation can then resume. For a task t, let n t denote the average number of interrupts during one task session. That is to say, for one task, its task image is not fully loaded to the embedded client initially, but shall be loaded by n t I/O interrupts at runtime. Generally, a larger size implies more I/O interrupts. We follow the findings in [9] that the I/O interrupt handling time follows exponential distribution. The storage server can process an I/O interrupt from a computation server or a client with average service rate m j ; 8j 2 J.
In the FC-SDES, a task can be processed either by the client itself or a computation server. Although it is possible to obtain some statistics of task processing (such as base image size, average interrupt number, etc.), it is hard to accurately predict the characteristics of a specific task request. Alternatively, we could make the task scheduling decisions in a probabilistic manner. We denote p tijk as the probability that a task request t 2 T from client i 2 I is distributed to storage server j 2 J and computation server k 2 K, to handle the disk reading and task processing, respectively. Let p tij be the probability that I/O interrupt handling requests of task t are sent to storage server j for disk reading but executed locally on the client.
A task image replica can be stored on any storage server. As a storage server may be shared by multiple clients for the same task, where the task image is stored shall have a deep influence on the quality-of-service (QoS) in terms of task completion time. A task may be processed on a computation server, other than always on the client itself. Usually the computation server may have higher service rate than a client, but it would be shared by multiple clients for many tasks. How to balance the requests to the client and a computation server is also critical to task completion time. Further, the transmission latency is another issue that cannot be ignored. We are interested in finding out the task image placement strategy and the decision probabilities that can minimize the maximum task completion time for a given traffic pattern.
PROBLEM FORMULATION
In this section, we provide a formal description of our problem with joint consideration of task scheduling and task image placement by formulating it into a mixed-integer non-linear programming problem.
Task Completeness Constraints
To ensure the QoS, it is first required that all the requests arising from client i must be processed, either by the computation server or by the client itself. This leads to
Storage Constraints
A storage server can handle the I/O interrupt if and only if it holds the corresponding task image. We use a binary variable to denote whether the task image of t is stored in storage server j or not as x tj ¼ 1; if the task image t 2 T is stored in server j 2 J; 0; otherwise:
For any task t, V replica shall be maintained on different servers for reliability and load balancing consideration. Therefore, we have
A server may also store multiple images for different tasks, provided that the storage capacity constraint is not violated, i.e., X t2T x tj s t S j ; 8j 2 J:
The I/O requests of a task can be scheduled to a storage server if it stores the corresponding image. Therefore, no matter where a task is processed, we always have p tijk x tj Ap tijk ; 8t 2 T; i 2 I; j 2 J; k 2 Ks; Image size of task t 2 T ti Average request rate of task t 2 T from client i 2 I n t
Average number of interrupts required by task t 2 T p tijk
The probability that task t 2 T from client i 2 I is handled by storage server j 2 J and computation server k 2 K x tj Whether the program of task t 2 T is stored in storage server j 2 J or not V The required replica number for each task image l ij
Transmission latency between client i 2 I and storage server j 2 J l jk
Transmission latency between storage server j 2 J and computation server k 2 K l ik Transmission latency between edge device i 2 I and computation server k 2 K and p tij x tj Ap tij ; 8t 2 T; i 2 I; j 2 J;
where A is an arbitrarily large number.
Task Completion Time Analysis
Basically, the task completion time consists of three basic components, i.e., computation time, I/O time and transmission time.
Computation Time
The computation time of a task t 2 T depends on where the task processing is scheduled. If t is distributed on computation server k 2 K with the service rate m k , sever k may be shared by multiple clients for different tasks. As the sum of multiple independent Poisson processes is still a Poisson process, the overall task arrival rate at server k thus can be calculated as
Recall that the task computation time is exponentially distributed on a computation server, which can then regarded as an M/M/1 queue. The average computation time of all tasks at computation server k 2 K can be thus calculated as
where we must ensure
Similarly, the computation on a client can be also described as an M/M/1 queue. We can derive the average computation time on a client i 2 I as
We shall also guarantee
I/O Time
For task executed on any device, I/O interrupt may arise unexpectedly. Corresponding requests shall be sent to a remote storage server with the task image. Therefore, the requests at a storage server j come from two kinds of sources, i.e., client and computation server. The I/O interrupt handling process can also be described as an M/M/1 queuing model [9] . Thus, we can derive the average I/O time for each interrupt handling as
Transmission Time
If the I/O requests and computation of a task t from client i are handled by storage server j and computation server k, respectively, the transmission latency between clients i, j and k shall be considered. We use binary variables to denote the storage and computation server selection as
1; the task t from client i are handled by storage server j and computation server k; 0; otherwise:
(13) Similarly, we define x tij ¼ 1; the task t from client i are handled by storage server j and edge client itself; 0; otherwise:
We can derive that whenever p tijk > 0, the value of x tijk shall be one, indicating that the storage server j and computation server k are selected. Therefore, we have the following relationships p tijk x tijk Ap tijk ; 8t 2 T; i 2 I; j 2 J; k 2 K;
and p tij x tij Ap tij ; 8t 2 T; i 2 I; j 2 J;
where A is an arbitrarily large number. For the tasks scheduled onto a remote computation server k 2 K, all the transmissions for I/O interrupt handling happen between k and a storage server j 2 J. There are averagely n t I/O interrupts during one task execution session. Therefore, the expected total transmission time of task t from client i allocated to j and k can be calculated as
Similarly, if task t is handled by storage server j and client itself, the total expected transmission time becomes
An MINLP Formulation
In this paper, we intend to minimize the maximum average task completion time. A new variable t to denote the maximum time is introduced. Hence, we have
and
Our target then becomes to minimize the value of t. By summarizing all issues discussed above, we can formulate the task maximum completion time minimization program with joint consideration of task scheduling and image placement as an MINLP problem:
MINLP :
min : t;
s.t. : ð1Þ; ð3Þ À ð6Þ; ð8Þ À ð12Þ; and ð15Þ À ð20Þ:
ALGORITHM DESIGN
It is difficult to solve the MINLP problem directly due to its high computational complexity [10] . To tackle this issue, we propose a three-stage heuristic algorithm based on the MINLP formulation. The main concept of the algorithm is "partition and join". We first try to minimize the I/O and computation time of any task in the first two stages. There is no strict coupling on the computation and storage servers in the first two stages. Then, we re-couple the storage and computation servers to minimize the overall task completion time with the consideration of transmission time in the third stage.
Minimize the I/O Time
In this stage, our objective is to find the task image placement and I/O request scheduling for each task to minimize the maximum I/O time without considering the computation time and transmission time. We introduce new variables q tij to denote the probability that the I/O requests for a task t 2 T from client i 2 I are sent to storage server j 2 J. All I/O requests for task t shall be sent to storage servers with corresponding task image. Therefore, we have X
Moreover, if requests for task t retrieves data from storage server j, then program for task t must be stored in j, i.e., q tij x tj Aq tij ; 8t 2 T; i 2 I; j 2 J;
where A is an arbitrarily large number. By modeling a storage server as an M/M/1 queue, the average I/O time on j can be calculated as
where
Similar to the MINLP formulation, we introduce a variable t d to denote the maximum I/O time of all tasks. We shall then have
Thus, the problem of minimizing the maximum I/O time can then be described as MINLP-IO :
s.t. : ð3Þ; ð4Þ; ð21Þ; ð22Þ; ð24Þ; and ð25Þ:
It is still an MINLP as (25) is non-linear. Fortunately, we notice that it can be translated into a linear form as follows by introducing a new variable It becomes a mixed integer linear programming (MILP) problem, which can be approximately solved by linear programming relaxation.
Minimize the Computation Time
Next, we try to find the optimal task scheduling to minimize the maximum computation time, regardless of image placement and transmission. We denote q ti and q tik as the probability that task t 2 T from client i 2 I is scheduled to client i and to computation server k 2 K, respectively. All requests must be processed on either a computation server or the client, i.e.,
By viewing the computation process as an M/M/1 queue, the average computation time on a computation server k 2 K and the client can be expressed as
respectively. Inspired by the problem formulation on minimizing the maximum I/O time, the problem of minimizing the maximum computation time can be formulated into a linear programming (LP) problem by translating the minmax problem into a max-min problem. To this end, we introduce a variable t c ¼ 1=t c such that the problem can be directly formulated into a LP problem as follows:
Joint Optimization
After minimizing the maximum I/O time and computation time independently, we further try to optimize the transmission time by re-coupling the I/O handling and computation, i.e., selecting the optimal routine among clients, storage servers and computation servers with known computation time t 
Once a server h is mapped with server h 0 , all the initial task assignment to h shall be reassigned to server h 0 to ensure the correct mapping with workload conservation. For computation server mapping, we shall have
while the workload conservation constraints after storage server mapping can be described as X 
Similar to p tijk and p tij , variables x tijk and x tij bounded by (15) and (16) are also introduced. Thus, with known computation time and I/O time, (19) and (20) 
respectively. The joint optimization towards minimizing the maximum task completion time can be then described as follows:
min : t; s.t. : ð15Þ; ð16Þ; ð31Þ; ð32Þ; and ð38Þ À ð47Þ:
By summarizing all the above issues together, we finally have our three-stage algorithm shown in Algorithm 1. In line 2, we first relax all the binary variables x tj referring to the task image placement decisions into real variables. Next, we try to find a feasible solution that does not violate the storage capacity constraints by greedily converting the real values back to binary ones until all the task images and their replica are correctly placed (lines 3-12). With the decisions on task image placement, we can solve LP-IO-2 to obtain the I/O request distribution probabilities q tij ; 8t 2 T; i 2 I; j 2 J (line 14). Then, we start the second stage for obtaining the task computation scheduling probabilities q tik and q ti ; 8t 2 T; i 2 I; k 2 K to minimize the maximum computation time. As LP-Comp is already in a linear form, we solve it directly in line 16. The third stage starts from line 18. We first take in the values of the probabilities obtained in the first two stages to calculate the expected I/O time on j 2 J and computation time on k 2 K, respectively. Next, we also apply linear programming relaxation method to solve MILP-Joint. We first relax the binary variables m hh 0 in MILP-Joint to obtain LP-Joint-1. After solving LP-Joint-1, we then try to convert the values of m hh 0 back to binary ones provided that both constraints in (31) and (32) are not violated (lines 19-31). Finally, we take in the binary values of m hh 0 and solve LP-Joint-2 shown in line 32 to obtain the final solutions of p tijk and p tij .
PERFORMANCE EVALUATION
To evaluate the efficiency of our proposed three-stage heuristic algorithm ("Joint"), we develop a simulator strictly following the system model defined in Section 2. Specially, in order to show the advantage of our flexible task scheduling scheme, we introduce two competitors, i.e., server-greedy ("Server") and client-greedy ("Client") task scheduling schemes. The former greedily schedules all computation tasks onto servers until all the servers are fully loaded, while the latter first tries to make them all solely on the client side until the clients are fully loaded. ing linear programming LP-IO-1 3: for t 2 T do 4: Sort x tj ; 8j 2 J in descending order into set X t 5: for x t 2 X t and P j2J x tj < V do 6:
x t 1 and x 0 t 0; 8x 0 t 2 X t n fx t g.
7:
j the corresponding storage server of x t 8:
if P t2T x tj s t > S j then 9:
recover the values of elements in X t 10: The default settings in our experiments are as follows: each storage server is with storage capacity of 60 and I/O handling rate of 90 while each computation server is with total service rate of 30. The computation service rates on the clients are all set as 10. Since network edges and clients are shared by many tasks, we randomly set the current resource availability rate of each device in the range of [0.7, 1.0]. In other words, if the resource availability of one storage server is 0:7, its available storage is 42. Each task totally requires 3 replicas to be saved in the storage servers and the size of task image is randomly set within the range of ½15; 25. The task arrival rate from a client is set as 9. The number of interrupts is set according to the task size as n t ¼ s t 5
AE Ç
. The transmission latencies between storage and computation servers in the same edge node is set as 0, while those between edge nodes and clients are randomly set in the range of ½0:1; 0:4. //We investigate how our "joint" algorithm performs in different settings and how various parameters affect the minimum value of the maximum task completion time.
In our three-stage algorithm, there are several LP formulations involved. All the LPs are solved by commercial solver Gurobi. 1 We investigate how our algorithm performs and how it is affected by various parameters by varying the settings in each experiment group. For each setting, average task completion time is obtained by 100 simulation instances.
On the Effect of Request Rate
We first compare the min-max task completion time of "Joint", "Server-greedy" and "Client-greedy" algorithms under different task arrival rates it varying from 7 to 10 in Fig. 4 . It can be noticed that the task completion time shows as an increasing function of the task arrival rate. As the task arrival rate increases, more requests for each task shall be handled by both storage servers and computation server/client. With the same I/O handling rate and computation service rate, the I/O and computation time becomes larger due to longer queuing delay. Nevertheless, the advantage of "Joint" algorithm over "Client-greedy" and "Server-greedy" algorithms can be always observed, especially when the task arrival rates are large. This is attributed to its flexibility in exploring the computation resources in both the computation servers and the clients. Fig. 5 illustrates the task completion time as a function of the client service rate from 10 to 15 and Fig. 6 plots the task completion time under different computation server service rates increasing from 16 to 36. In Fig. 5 , we first notice that the task completion time of our "Joint" and "Client-greedy" algorithms show as an decreasing function of the client service rate while the result of "Server-greedy" algorithm shows as a static value. This is because when the client server rate increases, more requests can be handled on client side with a faster processing speed, resulting in shorter computation time. In this case, increasing the client service rate will exert great positive effects on cutting the client computation time. Hence for "Client-greedy" computation, the response latency will drop significantly as shown in Fig. 5 . With our "Joint" algorithm, part of requests shall be processed on client side with a faster speed. Increasing the computation rate also benefits the overall task completion time and hence the results also decrease as the client service rate increases. As for the "Server-greedy" algorithm, all requests are first processed on server side and therefore no much benefit can be obtained from increasing the client service rate.
On the Effect of Computation Service Rate
Another interesting observation is that when increasing the client service rate, the results of our "Joint" and "Clientgreedy" algorithms converge. For example, in Fig. 5 the response latency of "Joint" is 2:20 compared with "Clientgreedy" with 2:83 when the client service rate is 10. However when client service rate researches 15, such advantage drops to 2:12 versus 2:17. The reason is that with the increasing of client service rate, the advantage of clients over computation servers also increases. Therefore, in our "Joint" algorithm more requests will be also processed on client side. There will be less optimization space left on server side. Therefore, "Joint" and "Client-greedy" algorithms give similar performance.
Similar phenomenon can be observed in Fig. 6 . When the computation service rate on server is low, e.g., 20, the response latency of our "Joint" algorithm is 2:71 while that of "Server-greedy" is 3:24. This is because our algorithm reduces the response latency by assigning more tasks onto clients. Although remote I/O interrupts are required, we can still have higher performance thanks to the fast computation service rate on client. But when the service rate of computation servers increases, e.g., 36, more computation resources can be allocated to each task. Bearing the benefit on fast I/O interrupt handling, many tasks experience a low processing latency. In this case, the gap between "Joint" and "Server-greedy" decreases to 0:06. Nevertheless, our algorithm can always find a balancing point for appropriate task assignment to achieve better performance on any occasions.
On the Effect of Storage Service Rate
Then, we investigate how the service rate of storage servers (i.e., I/O handling rate) affects the task completion time via varying its value from 60 to 100. The evaluation results are shown in Fig. 7 . Note that no matter where the computation is handled, the I/O interrupt handling is inevitable. Hence, when the service rate increases, more I/O interrupts can be handled on each storage server per unit time. With the same task arrival rate, the I/O handling time of each storage server decreases, and so does the overall task completion time for all three algorithms. In summary, the advantage of our "Joint" algorithm can be observed under any values of service rate due to its flexility on exploring the computation resources.
On the Effect of Transmission Latency
To evaluate the effect of transmission latency, we introduce another competitor called "Joint w/o Mapping" to show the advantage of the mapping function in our heuristic algorithm "w. Mapping". The first two stages are the same for both algorithms. The only difference is on the third stage where "w/o Mapping" randomly selects the computation server and storage server for each task from a client provided that (33) and (34) are satisfied. In this group of experiments, we set the transmission latency as a random value uniformly distributed in range ð0; 1Þ and total 500 simulation instances are conducted. We plot the Cumulative Distribution Function (CDF) of the min-max task completion time in Fig. 8 . Note that even with the same I/O handling time and computation time, elaborate planning on the server mapping exhibits substantial advantage over the one without such consideration. In particular, the average task completion time of "w. Mapping" is almost 68.97 percent of the one achieved by "w/o Mapping". This further validates the efficiency of our design on server mapping in the third stage.
RELATED WORK
Fog Computing
The advantages of fog computing are increasingly attracting the attentions of researchers and organizations for reliability, security and expenditure benefits. Zhu et al. [6] discover that it is possible to adapt the user conditions (e.g., network status, device computing load, etc.) to improve the web site performance by edge servers in fog computing architecture. Vaquero and Rodero-Merino [7] discuss several key technologies related fog computing and mention the importance of management in fog computing, but no actual solution is proposed. Mukherjee et al. [8] envision that it is possible to utilize the edge devices for computation, thereby extending the computation to the edges of a compute cloud rather than restricting it to the core of servers. Recently, Stantchev et al. [11] exemplify the benefit of cloud computing and fog computing to healthcare and elderly-care by an application scenario developed in OpSIT-Project in Germany.
Task Scheduling
Existing task scheduling studies mainly target cloud computing platform, where requests can be dynamically dispatched among all available servers. For example, Fan et al. [12] study power provisioning strategies on how much computing equipment can be safely and efficiently hosted within a given power budget and response latency. Rao et al. [13] investigate how to reduce electricity cost by routing user requests to geo-distributed data centers with accordingly updated sizes and guaranteed QoS. Delimitrou and Kozyrakis [14] present Paragon, a heterogeneity-and interference-aware online scheduler, which is derived from robust analytical methods, instead of by profiling each application. Recently, Liu et al. [15] re-examine the same problem by taking network delay as a part of overall data center cost. Gao et al. [16] propose an optimal workload control and balancing method by taking account of response latency, carbon footprint, and electricity costs. Liu et al. [17] reduce electricity cost and environmental impact using a holistic approach of workload balancing that integrates renewable supply, dynamic pricing, and QoS.
Resource Management
The resource management problem in distributed computing system, e.g., cloud computing, has been widely studied in the literature, especially in the form of VM placement. With virtualization technology, servers in data centers are organized as VMs with specific types, to meet requirements of various cloud service providers. User requests can be only distributed to these types of VMs that are deployed by the corresponding service provider. Liu et al. [18] propose GreenCloud architecture which enables comprehensive online-monitoring, live VM migration, and VM placement optimization. Cohen et al. [19] study the problem of VM placement for the traffic-intense data centers. Meng et al. [20] improve the network scalability by optimizing the traffic-aware VM placement according to the traffic patterns among VMs. Actually, task scheduling and VM placement are usually jointly investigated. For example, Zeng et al. [21] address the problem of VM placement to minimize the aggregated communication cost within a data center under the consideration of both architectural and resource constraints. Jiang et al. [22] study VM placement and routing problem to minimize traffic costs and propose an efficient online algorithm in a dynamic environment under changing traffic loads. Xu and Fortes [23] propose a two-level control system to manage the mappings of workloads to VMs and VMs to physical resources. It is formulated as a multi-objective optimization problem that simultaneously minimizes total resource wastage, power consumption and thermal dissipation costs. Virtualization technique has been adopted to network resources [24] as well.
Previous studies on performance optimization by resource management and task scheduling mainly focus on fog or cloud computing system. They cannot be applied to the software-defined embedded system due to the I/O interrupt handling on clients. To our best knowledge, we are the first to investigate the joint problem of resource management and task scheduling for FC-SDES in the literature.
CONCLUSION AND FUTURE WORK
In this paper, we investigate the maximum task completion time minimization problem in FC-SDES via joint consideration of task image placement and task scheduling. The optimization problem is first formulated as an MINLP problem. To tackle the high computational complexity, we further propose a three-stage task completion time minimization algorithm. The first two stages individually deal with I/O time and computation time via transforming the min-max MINLP problems into equivalent max-min MILP ones. The third stage re-couples the I/O handling and task computation together with the incorporation of transmission time. Linear programming relaxation is applied to approximate the solution of MILP problems in the algorithm. Performance evaluation results validate the high efficiency of our algorithm in minimizing the maximum task completion time in a FC-SDES.
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