Four sources of estimates of the additive genetic component of variance, whose square root (y'D) is one of the three parameters used to predict the properties of random inbreds derived from an F, by single seed descent are compared theoretically and experimentally using estimates from two JVIcotiana rustica experiments. The comparisons are mainly based on the level of agreement between VD estimated from F2 and first backcross (B1 and B5) families and the Li (F2 x P5), Lsj (F2 x P2) and L, (F2 x F1) families of an F2 triple test cross and that observed among the random inbreds and to a lesser extent on the magnitudes of the standard errors of the estimates.
INTRODUCTION
IN previous papers (Jinks and Pooni, 1976; Pooni, Jinks and Cornish, 1977;  and Pooni and Jinks, 1978) we have shown that the properties of the recombinant inbred lines derivable by single seed descent from an F2 of a cross between two pure-breeding lines can be predicted from estimates of three genetical parameters; additive genetic Ed], and additive x additive interaction [i] components of family means and the square root of the additive genetic component of variation D (see Mather and Jinks, 1971 ). Initially we obtained these estimates from a variety of sources that were available to us. For example, we used the first generations of selfing (F2) and backcrossing (B1 and B2) following an initial cross (F1) between two pure-breeding lines (P1 and P2) sometimes supplemented by more advanced generations. We also used the L11(F2 x P1), L2(F2 x P2) and L3(F2 x F1) families of a triple test cross. But while all of these sources were more or less satisfactory in practice, our more recent predictions have been based upon the ideal combination of weighted least squares estimates of {d] and [i] obtained from the means of the basic generations (P1, P2, F1, F2, B1 and B2) and an estimate of V'D from the (L1 + L21 + L31) comparison of a triple test cross. Estimates from these sources have led to reliable predictions over a wide range of circumstances including the presence of biases due to nonallelic interactions (Pooni, Jinks and Jayasekara, 1978; Pooni, Jinks and Cornish, 1977) .
The crossing programme required to obtain these estimates, however, is relatively demanding and it is appropriate to ask whether the simpler and smaller crossing programme that make up the ideal combination would allow us to make predictions with an acceptable level of precision over a comparatively wide range of circumstances. In this paper we therefore compare theoretically and experimentally four different sources of estimating within the basic generations and families of a triple test cross. For each source we derive the theoretical biases of these estimates in the presence of non-allelic interactions and compute their numerical values for a range of genetical situations. In addition, experimental data from two .Nicotiana rustica breeding programmes, one conducted during 1965 and the other in 1973, are used to estimate s/D from each of these sources for comparison.
GENETICAL EXPECTATIONS (i) J'Ton-allelic interactions absent
Where an additive genetic (D), dominance (H) and additive environmental (E) model is adequate to account for all the variation, a random set of inbred lines derived by single seed descent from an F2 of a cross between two pure breeding lines is expected to display a genetic variance equal to D. In these circumstances the a2's obtained from the (L1+L2+L3), (L1 + L2) and L3 comparisons among the triple test cross families will all provide a direct and unbiased estimate of D. Similarly, a weighted least squares estimate of D can be obtained from the basic generations. If the additive-dominance model is adequate and all the parameters in the model are significant this estimate of D will not differ from that obtained directly from the variances of F2, B1 and B2 families (VF2, VB1 and VB2 respectively) as D = 4VF2 2VB1 -2VB2. The value of V'D is directly obtained as the square root of any of these estimates.
(ii) . In the presence of non-allelic interactions the expected genetic variance of the random inbreds changes from D Ld52 to d + where i is the additive x additive interaction between the jth and /cth locus as defined by Mather and Jinks (1977) . Expectations of L11, L21 and L3 family means for a digenic model with epistatic effects have been described by Kearsey and Jinks (1968) . The corresponding (L1+L2+L3) and (L1--L2) comparisons have been derived by Pooni (1976) who also extended these digenic models to cover multi-locus situations. Mather and Jinks (1977) give the expected F2, B1 and B2 variances for digenic interactions and these have also been extended to multi-locus situations. The genetical expectations of the estimates of the additive variance that could be obtained from the (L1+L21+L3), (L1+L2), L3 and (4VF2-. 2VB1 -2VB2) comparisons in the presence of non-allelic interactions are tabulated in table 1 along with the expected genetic variance of the randomly derived inbreds. The estimate of ./D under the present circumstances will again be the square root of these rather complex expectations. 
The asterisked co-products are likely to change sign with the type of epistasis present and the bracketed ([]) expectations are dependent on the degree of gene association.
THEORETICAL ESTIMATES
It is quite evident from table 1 that the various estimates of D are differentially biased by the epistatic effects so that they all differ from one another and from the value we are trying to predict, namely, the genetic variance of the random inbred lines. These expectations, however, are too complex for a visual judgment to be made about the relative magnitudes and directions of the biases. One way of proceeding is to compare these estimates for a number of different genetical situations by allocating a range of relative numerical values to the individual components of the expectations.
The estimates of D were therefore computed from each of these expectations for the following levels of dominance ratio and coefficients of gene association.
Dominance ratio = (H/D)t 000, 025, 050, 075 and l00 Gene association = r = 000, 020, 040, 0.60, 080 and l00 Segregation is assumed to take place at 10 independent loci with an additive genetic variance D = 200 and the allelic and non-allelic effects are defined as follows: The 10 loci are divided into two groups of five so that the type of epistasis displayed by each group could be specified independently as either complimentary or duplicate by making the epistatic effects positive or negative, respectively (Mather and Jinks, 1971) . Following Pooni and Jinks (1976) the additive x additive (i17), additive x dominance (j) and dominance x dominance (ljk) epistatic components for the jth and kth locus were allowed to take two values relative to the values of Each level of gene association with the exception of complete association (r = 1.00) can be generated in many different ways. For example, there are six ways of distributing the increasing and decreasing alleles between the two groups of five loci to achieve no association (r 0.00) over all 10 loci. We could, of course, have included each of the possible ways of generating each of the six levels of association in our theoretical study. We chose, however, to cover the range of possibilities by including only the two extreme combinations for five of the levels of association (r = 000 to 0.80) along with the single combination which produces complete association (r = 1.00). This leaves us, therefore, with 11 estimates of D for the six levels of association for each of the five dominance ratios ((HID) 000 to 1.00), three types of epistasis (complementary, duplicate and mixture of half-complementary and half-duplicate) and eight combinations of levels of epistasis (each of two levels,f = 0l and 02) for each of the three components.
In all 1320 estimates of D were computed for each of the four sources of estimates. Of the four variables within each source, dominance ratio and type of epistasis had a much greater effect on the estimates than level of association and level of epistasis. For the purposes of presentation in table 2 we have, therefore, given the mean estimate of D for each of the 15 combinations of dominance ratio and type of epistasis for each of the four sources of estimates after averaging over levels of association and of epistasis. The lesser effects of levels of association and of epistasis on the estimates of D are reflected in the variances of the estimates and the range, both of which are given alongside each mean estimate of D in table 2. The mean, variance and range of each entry in the table is, therefore, based upon 88 estimates of D. Before discussing these results we shall describe some corresponding experimental results.
EXPERIMENTAL ESTIMATES
Data from two Nicotiana rustica breeding programmes have been analysed to obtain experimental estimates of the additive genetic statistic, D.
The first experiment was conducted during the summer of 1965 and included P1. P2, F1, F2, B1 and B2. generations of the V1 x V5 cross together with 40 L1, L 2i and L31 families of a triple test cross produced by crossing each of 40 random 2 individuals to V1, V5 and their F1. The material was individually randomised within two replicate blocks and each plant was scored for final height and flowering time only. Further details of the experiment are given by Jinks and Perkins (1970) and Perkins and Jinks (1970). In the second breeding programme 80 F11 inbreds derived by single seed descent from the F2 individuals of the same V1 x V5 cross were raised as a part of a much larger experiment conducted during the summer of 1973. Five individuals from each of these families were individually randomised in each of the two replicate blocks and the material was scored for some 15 morphological and seed characters (Pooni, Jinks and Jayasekara, 1978) . The results for flowering time and final height only will be considered here.
The data from the first experiment were used to provide predictor estimates of "t,/D while the observed 't/D was obtained from the second experiment for both of the characters. These values of YD are tabulated in table 3. The estimates of "s/D from the four different sources can be assessed for their relative reliabilities as predictors on two criteria. The first and most obvious is the closeness of the agreement between the estimate of \/Ji and the same statistic observed among the random inbred lines produced by single seed descent. On this criterion all four sources of estimates are equally reliable in the absence of non-allelic interactions. This, however, is no longer true if we consider the second criterion, namely, their sampling errors which will differ irrespective of the presence or absence of non-allelic interactions. For example, because of the inherently greater variation due to genetic segregation in the L51 as opposed to the L51 and L21 families of a triple test cross (Kearsey and Jinks, 1968) any estimate of\/D based upon comparisons which include L51 families will have a larger sampling error. For comparisons based upon the same total number of observations, therefore, the most reliable of the three estimates that can be obtained from the families of a triple test cross will be that based on the (L51 + L2) comparison and the least reliable that based on the L5 families. This of course will be true for most genetical situations except those with relatively low heritability values.
For the estimate of /ii5 derived from the F2 and backcross families an additional factor, the non-independence of the estimates of the four parameters D, H, F and E (Mather and Jinks, 1971 ) reduces the relative reliability even further. (table 2) and different observed values (table 3) . They differ in reliability, therefore, on the first as well as on the second criterion.
In the presence of non-allelic interactions the value of D among the random inbred lines will be inflated by an amount equal to the additive x additive interaction variance EJk (table 1) . In contrast, the additive x dominance interaction is a major source of bias in all four sources of estimates of i/Z and its magnitude depends on a combination of the direction of dominance and the type of interaction, complementary or duplicate, and the degree of gene association in the original parental inbreds (P1 and P2).
Reference to table 2 shows that on our first criterion there isno one source that invariably provides the most reliable estimate of ./D. The estimate from the F2 and backcross families, however, is always among the least satisfactory and in most circumstances it is clearly the least reliable of the four sources. Each of the other three sources, however, provides the best estimate over a limited range of conditions. A clear example is the estimate from L3 families which in the presence of a mixture of complementary and duplicate interactions is the most reliable for all degrees of dominance, levels of interaction and degrees of association. In complete contrast the same source provides some of the poorest estimates when all the interactions are of the duplicate kind. While other examples are less striking, the best source of estimates in the presence of duplicate interactions is on balance (L1 + L2) and in the presence of complementary interactions, (L11 + L21 + L3). Even in the presence of duplicate interactions, however, the estimates from (L1 + L2 + L3) always fall between those from the other two sources. While therefore, they are not the best estimates in these conditions, they are also never among the worst.
The estimates obtained from the L3 families, on the other hand, are the most sensitive of the three to changes in the type of non-allelic interactions present while being relatively insensitive to changes in levels of dominance and interaction and degrees of association. These estimates therefore inform us about the type of epistasis present. For example, reference to Table 2 shows that if the L3 families yield the lowest estimate of V'D the interactions are predominantly duplicate while if they yield the highest estimate they are predominantly complementary, irrespective of all other circumstances.
By raising a full triple test cross and estimating D from all three sources we should be able to diagnose the predominant type of interaction and hence decide which of the three sources gives the best estimate for predictive purposes. For instance, if the estimate from the L, is the smallest the interaction is presumably predominantly of the duplicate type and the best estimate of i/D in these circumstances is provided by the (L1 + L 2i) comparison. On the other hand, if the estimate from L31 is the largest then by the same argument the best estimate is obtained from (L1 + L2 + L3). In extrapolating these conclusions to experimental situations two further points must be borne in mind. Firstly, the levels of interaction (f= O1 and O2) assumed in the numerical values in table 2 are higher than are usually encountered in practice and hence they over-emphasise the differences that we might expect to find between estimates from the different sources. Secondly, estimates from the different sources will have different sampling errors for the reasons discussed earlier. For a fixed number of individuals, therefore, the estimate based on the (L1 + L2) comparison will be the most reliable and that based on L31 families the least reliable. To achieve comparable reliabilities a greater number of L31 families and sibs per family must be raised.
The experimental results in table 3 are in general agreement with these theoretical expectations although they differ from them in detail. For final height there was no evidence of non-allelic interactions in the 1965 experiment and as expected all the estimates of \/D are in good agreement with one another and with the same statistic derived from the random inbreds produced by single seed descent .
Not surprisingly, therefore, all sources of estimates of the predictor '/D provide good predictions of the properties of the inbred lines in respect of final height Pooni, 1976, Pooni, Jinks and Cornish, 1977) . For flowering time, on the other hand, there was evidence of significant non-allelic interactions in 1965 and as expected there are somewhat greater differences among the four estimates of the predictor YD. The best estimate of the latter is clearly that from (L51 + L2 + L51). Relative to this, the estimate from the L31 families is inflated and those from (L11 + L2) and the F2 and backcross families deflated, which is also the pattern shown by the four estimates for final height. It is not, however, a pattern shown by any of the models in table 2. This suggests that the differences arise as much from sampling error as from the relatively low level of non-allelic interactions in the V1 x V5 cross.
Clearer evidence of the effects of non-allelic interactions on estimates of v75 from the four sources must await the analysis of comparable experiments based on a cross between V2 and V52 of our J'Ticotiana ruslica collection.
