Abstract. Extending the approach of Iwaniec and Duke, we present strong uniform bounds for Fourier coefficients of half-integral weight cusp forms of level N . As an application, we consider a Waring-type problem with sums of mixed powers.
Introduction
A positive, integral, symmetric kˆk matrix A with even diagonal elements gives rise to a quadratic form qpxq :"
t Ax. It is a central problem of number theory to study the representation function rpq, nq :" #tx P Z k | qpxq " nu.
One way to do so is by examining the theta series θpq, zq :" ÿ 
rpq, nqepnzq
which is a modular form of (generally) half-integral weight of level N , where N is the level of q. To understand rpq, nq, decompose θpq, zq into an Eisenstein series and a cusp form. To treat the cusp form contribution, one may apply the results from the late eighties from Iwaniec [6] , Duke [2] , and Duke-Schulze-Pillot [3] . Let f pzq " ř ně1 apnqepnzq be a holomorphic cusp form of half-integral weight k{2, k ě 3 for the group Γ " Γ 0 pN q, normalized with respect to xf, gy "
Then, it was shown in [2, 6] that, for squarefree n, apnq ! n k{4´2{7`ǫ (2) provided that f P U K for k " 3, where U is the subspace of theta functions of S 3{2 pN, χq of type ř ně1 ψpnqneptn 2 zq for some real character ψ and 4t N . The aim of this paper is threefold: we extend the bound (2) to arbitrary n, we include forms of level N with arbitrary nebentypus and improve the bound with respect to N . For the second point we need to bear in mind that the WeilEstermann bound does not necessarily hold for twisted Kloosterman sums for prime power moduli (cf. [8, Example 9.9] ). The main strategy follows the work of Duke and Iwaniec [2, 6] with the extensions of Blomer [1] .
If d divides a power of x, we write d x 8 , and we denote the squarefree kernel by radpnq. We singled out the case of quadratic χ because this is the relevant case for quadratic forms and the main application that we proceed to present. It has been investigated by Wooley [19] under which conditions on the exponents k j , j " 1, . . . , t the Diophantine equation
has solutions for all sufficiently large n. His proof is based, among other things, on a result of Golubeva [4, Theorem 2] which we can improve by Theorem 1 as follows.
Theorem 2. Let P ‰ 3 be an odd prime, pn, 6P q " 1 and n " tv 2 with t squarefree. Then
In [4] , the bound is nv [19, Theorem 1.2] are γpkq ă 12{17 with the assumption of the Riemann hypothesis,γpkq ă 74{105 for piq and γpkq ă 74{105 for piiq. As a consequence, it follows that every sufficiently large number n is represented in the form
with odd t ď 81, or in the form Acknowledgments. I would like to express my gratitude to Prof. Blomer for the many useful suggestions and remarks.
Shimura's lift and Maaß forms
We follow the exposition of [1] . For 0 ‰ z P C and v P R define z v by 
There exists an orthonormal basis of U K and of S k{2 pN, χq, k ě 5, of simultaneous eigenforms for all T pp 2 q, p ∤ N . Consequently, if the t-Shimura lift of f is cuspidal, it follows by Deligne's bound for integral-weight modular forms for pw, N q " 1 thaťˇc
For k ě 5 the Shimura lift is always cuspidal. However, for k " 3 the t-Shimura lift is cuspidal for all squarefree t if and only if f P U K , i.e. f does not live in the subspace of theta functions.
The theory of Maaß forms with general weights was introduced by Selberg [16] . For γ P Γ 0 p4q and k P Z set
We call a function f : H Ñ C an automorphic form of weight k{2 if it satisfies for all γ P Γ the transformation rule f |rγs k{2 pzq " χpdqf pzq, and f pzq ! y σ`y1´σ for some σ ą 0. A Maaß form is an automorphic form that is an eigenfunction of
By 2˙`i pk{2qy B Bx , with eigenvalue λ " sp1´sq. We denote the space of such forms by A s pΓzH, k{2, χq. Their inner product is defined by
Every form f in A s pΓzH, k{2, χq has a Fourier expansion at the cusp 8 given by
ρpnqW sgnpnqk{4,s´1{2 p4π|n|yqepnxq, (6) where W α,β pzq denotes the standard Whittaker function [10, p. 295] . If the zero coefficient of f P A s pΓzH, k{2, χq vanishes at every cusp, then it is called a Maaß cusp form and the space of such forms is denoted by C s pΓzH, k{2, χq.
Proof of Theorem 1
and pw, N q " 1. The square part of n coprime to N , w, can be easily handled by (4) since |a j pnq| 2 ď w k{2´1 a j ptv 2 q 2 . Therefore, it is sufficient to prove that
for n " tv 2 , with µ 2 ptq " 1 and v arbitrary. The proof follows the Iwaniec-Duke approach very closely and we assume some familiarity with the article [6] . For k ě 5, we directly apply the Petersson formula while for k " 3, we first embed the weight 3{2 cusp forms into the space of Maaß cusp forms of weight 3{2 via f px`iyq Þ Ñ y 3{4 f px`iyq and then apply the Kuznetsov formula. The Petersson formula for half-integral weights states that [14, p. 89 
where J k{2´1 is the Bessel function of order k{2´1 and
is a twisted Kloosterman sum. If f pzq is a normalized cusp form for Γ 0 pN q with respect to (1), then rΓ 0 pQq : Γ 0 pN qs´1 {2 f pzq is a normalized cusp for Γ 0 pQq provided that N Q. Instead of applying the Petersson formula for the level N , we use it for higher levels Q " pN with primes p P P " tp | P ă p ď 2P, p ∤ 2nN u. Since rΓ 0 ppN q : Γ 0 pN qs ď p`1, this yields (cf. [6, p. 400 
where we choose P ą 1`plog2nN q 2 to ensure that #P -P plogP q´1. After expressing the Bessel function by means of its asymptotic formula and applying partial summation, it remains to find a bound for sums of the type ř QPQ |K Q pxq|, where
with´1 ď ν ď 1 and Q P Q " tpN | p P Pu.
First, we factor the modulus c into qr, where q is coprime to 2nN and r p2nN q 8 . This way, (7) decomposes into a Kloosterman sum of modulus r and a Salié sum of modulus q which is explicitly computable. Very similar to [6, Lemma 6] , we obtain
The main difference is that
pdq.
Lemma 4. For quadratic χ, one has the following bound
while, for arbitrary χ one gets an additional factor of pc χ radpc χ1{4 on the righthand side.
Proof. If we split the sum for c " rq, r 2 8 , p2," 1 we obtain
pnq, nq; rqS χq pnr, nr,, (11) where χ r and χ q are characters modulo r and q respectively and the latter sum S χ pn, n;" ∆2 , where j " 5, j " 3`2 ord 2 pδ 1 q or j " 1 according to the corresponding case. Thus, the innermost sum of (15) is equal to
The sum modulo D can be factored into three sums in the same manner as in [ .1)]. Instead, we use pn, N q ď pn, rq ď r and p6.3q from Iwaniec changes to
In particular, we lose a factor of r´1 {4 in the second term within the bracket. To bound K Q pyq, we modify [6, Section 7] accordingly and apply (16) and (17) According to (13) , it remains to sum this inequality over s pmod r{2q and r P R. The more general form of f r p2s, χq does not affect [6, (7.2) Combining this with (12), we conclude, for quadratic χ, that
which is an improvement of [6, Theorem 3] . By (8), we infer
while, for an arbitrary character χ, the first term changes to vpn,N q N pc χ radpc χ1{4 . This concludes the proof for k ě 5.
To prove the case k " 3 we follow [2, Section 3 & 5], but include an arbitrary nebentypus χ. The map f pzq Þ Ñ y 3{4 f pzq induces an injective mapping S 3{2 pN, χq Þ Ñ C 3{4 pN, 3{2, χq and one has apnq " p4πnq 3{4 ρpnq, where apnq denote the Fourier coefficients of f and ρpnq the coefficients, see (6) , of the corresponding Maaß cusp form. Let u i pzq be an orthonormal basis of Maaß cusp forms of weight 3{2 with eigenvalues λ j and Fourier coefficients ρ j pnq and let tf ij " ř ně1 a ij pnqepnzqu dj i"1 be an orthonormal basis of S 3{2`2j pN, χq. Then it holds, by Proskurin's variant [12, p. 3888 ] of the Kuznetzov formula, that
Here, ϕpxq is a suitable test function, ř a refers to the summation over the nonequivalent non-singular cusps of Γ 0 pN q, t j is defined by s j " 1{2`it j and φ a,n are the coefficients of an Eisenstein series (cf. [12, p. 3876] 
Observe thatφptq ą 0 for t P R and for t P r´i{4, i{4s, the value at it " 1{4 defined by
.
Thus, we may drop all terms of the first sum on the right-hand side of (20) which represent eigenvalues distinct to 3{16 as well as the contribution from the continuous spectrum (the integral over the Eisenstein coefficients). Since the weights of f ij are greater than or equal to 5{2, we can use our previous results to bound the last term of (20). As before, we apply Iwaniec's method of averaging over the levels. If upzq is a normalized Maaß cusp form for Γ 0 pN q, then rΓ 0 pQq : Γ 0 pN qs´1 {2 upzq is a normalized Maaß cusp form for Γ 0 pQq, Q P Q. Hence, by applying the Kuznetsov formula for every level Q P Q, it follows
Since 13{2 is half integral and since for x ą n n´7
the right-hand side of (21) can be treated exactly as in [6, Section 8] taking into account (19) and our choice of P . This concludes the proof of Theorem 1.
An Application
Finally, we give an application of Theorem 1, particularly an improvement of [19, Theorem 1.2] . For this purpose, let A be a positive, integral, symmetric kˆk matrix with even diagonal elements, let qpxq :"
t Ax be the corresponding quadratic form and let N be the level of A, i.e., the smallest integer such that N A´1 is integral with even diagonal. This section aims at finding a lower bound for the Fourier coefficients rpq, nq " #tx P Z k | qpxq " nu of θpq, zq to conclude that n is represented by q. For p " 2, consider the congruence " 1{2.
If p is a prime, then Z{pZ is a finite field. In a finite field of odd order q, every element unequal to zero can be expressed as the sum of two squares in q´1 ways. Hence, for n ı 0 mod P, there exist P 2´P solutions of x 2`y2`6 P z 2 " n mod P, (27) with px, yq ı 0 mod P . By Lemma 5 we infer r 3 pn,ě 2{3 and r P pn,ě 1´1 P .
It follows rpgen q, nq " n 1{2´ǫ P 1{2 . Thus, the main term of (25) dominates the error term as soon as
If this holds true, it follows that x 2`y2`6 P z 2 " n has a solution in Z 3 . Furthermore, we may assume that x, y, and z are natural numbers since the number of integer solutions of x 2`y2 " n is Opn ǫ q. piq γ 0 p6{c`1q´4{c´ǫ ą 17γ 0´3 4{3`ǫ, piiq γ 0 p3{c`1q´2{c´ǫ ą 11γ 0´2 2{3`ǫ and piiiq γ 0´ǫ ą 3γ 0´2`ǫ . These inequalities yield the following conditions piq γ 0 ă 34c´12´6cǫ 48c´18 , piiq γ 0 ă 22c´6´6cǫ 30c´9 and piiiq γ 0 ă 1´2ǫ.
Assuming the Riemann hypothesis, Wooley chooses c " 2`2ǫ (cf. [19, p.15] ). With this choice and ǫ sufficiently small, the conditions are satisfied as long as γ 0 ă 28{39 " minp28{39, 38{51, 1q. Otherwise, without assuming the Riemann hypothesis, the choice is c " 12 5`2 ǫ, and it follows γ 0 ă 58{81 " minp58{81, 26{35, 1q. The rest of the proof can be conducted exactly as in [19, Section 3] .
