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Abstract
In this paper we give a necessary and sufficient condition in which a se-
quence of Kleinian punctured torus groups converges. This result tells us that
every exotically convergent sequence of Kleinian punctured torus groups is ob-
tained by the method due to Anderson and Canary (Invent. Math. 1996). Thus
we obtain a complete description of the set of points at which the space of
Kleinian punctured torus groups self-bumps. We also discuss Hausdorff limits
of sequences of Bers slices.
1 Introduction
One of the central issues in the theory of Kleinian groups is to understand the struc-
tures of deformation spaces of Kleinian groups. In this paper we consider Kleinian
punctured torus groups, one of the simplest classes of Kleinian groups with a non-
trivial deformation theory. Let S be a once-punctured torus. The deformation space
D(S) of Kleinian punctured torus groups is the space of conjugacy classes [ρ] of dis-
crete faithful representations ρ : π1(S) → PSL2(C) which takes a loop surrounding
the cusp to a parabolic element. Although the interior of D(S) is parameterized by a
product of Teichmu¨ller spaces of S, its boundary is quite complicated. For example,
McMullen [Mc1] showed that D(S) self-bumps by using the method developed by
Anderson and Canary [AC] (see also [BH]): here we say that D(S) self-bumps if there
is a point [ρ] on the boundary such that for any sufficiently small neighborhood of
[ρ], the intersection of the neighborhood with the interior of D(S) is disconnected.
Furthermore, Bromberg [Brom] recently showed that D(S) is not even locally con-
nected. We refer the reader to [Ca1] and [Ca2] for more information on the topology
of deformation spaces of general Kleinian groups.
In this paper we characterize sequences in D(S) which give rise to the self-
bumping of D(S). Roughly speaking, all such a sequence is obtained by the con-
struction developed by Anderson and Canary [AC]. To describe our results, we
review the basic setting.
1
Let T (S) denote Teichmu¨ller space of once punctured torus S. We denote by
T (S) the Thurston compactification of T (S) with the set PL(S) of projective mea-
sured laminations on S. Then Minsky’s ending lamination theorem for punctured
torus groups [Mi] assert that all elements [ρ] ∈ D(S) are classified by their end in-
variants ν([ρ]) ∈
(
T (S)× T (S)
)
\ ∆, where ∆ is the diagonal of PL(S) × PL(S).
Moreover, he showed that the inverse
Q = ν−1 :
(
T (S)× T (S)
)
\∆→ D(S)
of the map ν is bijective and continuous.
The purpose of this paper is to obtain a necessary and sufficient condition of
sequences {(xn, yn)} in
(
T (S)× T (S)
)
\∆ such that {Q(xn, yn)} converges in D(S).
Since the map Q is continuous on
(
T (S)× T (S)
)
\∆, we concentrate our attention
to the behavior of the sequence {Q(xn, yn)} such that {(xn, yn)} converges to a
point (x∞, x∞) in ∆. If such a sequence {Q(xn, yn)} converges, we say that it is an
exotically convergent sequence.
It was shown by Ohshika [Oh1] that if x∞ ∈ PL(S) is not a simple closed curve,
then there is no exotically convergent sequence in D(S) both of whose end invariants
converge to x∞. On the other hand, in the case that x∞ is a simple closed curve,
there is an exotically convergent sequence both of whose end invariants converge to
x∞. Such a sequence was first obtained by McMullen [Mc1] by using the method
due to Anderson and Canary [AC]: Let c be a simple closed curve on S and let τ
denote the Dehn twist around c. Then, for given x, y ∈ T (S) and an integer p with
p 6= 0,−1, the sequence
{Q(τpnx, τ (p+1)ny)}∞n=1
converges in D(S), whereas the sequence
{(τpnx, τ (p+1)ny)}∞n=1
in
(
T (S)× T (S)
)
\∆ converges to (c, c) ∈ ∆.
Our main result, Theorem 1.1 below (see Theorems 4.5 and 4.8), implies that all
exotically convergent sequences are essentially obtained by the method of Anderson
and Canary. More precisely, it states that for a given simple closed curve c on S, if
either {xn} or {yn} converge “horocyclically” to c in T (S) then {Q(xn, yn)} diverges,
and that if both {xn} and {yn} converge “tangentially” to c then {Q(xn, yn)} con-
verges provided that the speeds of their convergence to c are in the ratio of p : p+1
for some integer p.
We denote by lx(c) the hyperbolic length of the geodesic realization of a simple
closed curve c on the Riemann surface x ∈ T (S).
Theorem 1.1 (Theorems 4.5 and 4.8). Suppose that a sequence {(xn, yn)} in (T (S)×
T (S)) \∆ converges to (c, c) ∈ ∆ for some simple closed curve c on S as n → ∞.
Then we have the following:
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(1) If either {lxn(c)} or {lyn(c)} tend to zero, the sequence {Q(xn, yn)} diverges
in D(S).
(2) Suppose that both {lxn(c)} and {lyn(c)} are uniformly bounded below by a posi-
tive constant. We may also assume, by pass to a subsequence if necessary, that
there exist sequences {kn}, {ln} of integers such that both {τ
knxn}, {τ
lnyn}
converge in T (S) \ {c}, where τ is the Dehn twist around c. In this situation,
the sequence {Q(xn, yn)} converges in D(S) if and only if there exist an integer
p such that
(p+ 1)kn − pln ≡ const.
for all n large enough.
Remark. Recently, Ohshika [Oh2] obtained a generalization of Theorem 1.1 to gen-
eral hyperbolic surfaces of finite area.
One of our main tool in the proof of Theorem 1.1 are the “re-marking trick”
on representations which is originally due to Kerckhoff and Thurston [KT] (see also
[Brock]). We also make essential use of Minsky’s Pivot Theorem [Mi] (see Theorem
3.1) which relates a pair of end invariants of an element in D(S) to the complex
translation length of a short closed geodesic in the quotient manifold.
We now give a brief sketch of the proof of Theorem 1.1 (2). For simplicity we
assume that τknxn and τ
lnyn are constantly equal to u, v ∈ T (S) \ {c}, respectively.
Then we have
Q(xn, yn) = Q(τ
−knu, τ−lnv) = Q(u, τkn−lnv) ◦ τkn
∗
, (1.1)
where τ∗ : π1(S) → π1(S) is the isomorphism induced by the Dehn twist τ . As we
will see in Section 4, we only need to consider the case that |ln − kn| diverge as
n→∞. In this case we have
Q(u, τ ln−knv)→ Q(u, c)
in D(S). Let ρn : π1(S) → PSL2(C) be representatives in the conjugacy classes
Q(u, τ ln−knv) such that {ρn} converges algebraically. Then {ρn(c)} converges to
a parabolic transformation δ. Moreover, we can show that the sequence {〈ρn(c)〉}
of the cyclic groups converges geometrically to a rank-2 parabolic group 〈δ, δˆ〉 with
δˆ = limn→∞ ρn(c)
ln−kn (see Theorem 4.9).
On the other hand, since {Q(u, τkn−lnv)} converges, one can see from (1.1)
that {Q(xn, yn)} converges if and only if {ρn(c)
kn} converges (see Lemma 4.7). If
{ρn(c)
kn} converges, its limit must lie in the rank-2 parabolic group 〈δ, δˆ〉. This
implies that there exists integers p, q such that kn ≡ p(ln − kn) + q, or, equivalently
(p + 1)kn − pln ≡ q. The converse is easier.
This paper is organized as follows. In Section 2, we give the basic notion and
definitions. Especially we recall Minsky’s ending lamination theorem for punctured
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torus groups. In Section 3, we study the relation between geometric limits of lox-
odromic cyclic groups and the complex translation lengths of generators. Using
preparations of Section 3, we prove the main theorem in Section 4. Applications
of the main theorem are discussed in Sections 5, 6 and 7: In Section 5, we recall
Bers and Maskit slices, and the Maskit embedding. We rephrase the main theorem
in terms of the Maskit embedding. In Section 6, we consider Hausdorff limits of
sequences of Bers slices and obtain a condition in which the Hausdorff limit of a
sequence of Bers slices is strictly bigger than the limit of point wise convergence (see
Theorem 6.1). In Section 7, we obtain a complete description of the set of points at
which D(S) self-bumps (see Theorem 7.2).
Acknowledgements. The author would like to thank Ken’ichi Ohshika and Hideki
Miyachi for useful conversations and information. The author also thank the referee’s
valuable comments and suggestions.
2 Preliminaries
2.1 Teichmu¨ller space
Let S be a once-punctured torus. Throughout this paper, we fix an ordered pair
(α, β) of generators for π1(S), which determines a positively oriented ordered pair
([α], [β]) of generators for H1(S). Here [α] and [β] denote homology classes of α and
β, respectively.
The Theichmu¨ller space T (S) consists of pairs (f,X), where X is a hyperbolic
Riemann surface of finite area and f : S → X is an orientation preserving home-
omorphism. Two pairs (f1,X1) and (f2,X2) represent the same point in T (S) if
there is a holomorphic isomorphism g : X1 → X2 such that g ◦ f1 is isotopic to f2.
The Teichmu¨ller space T (S) is identified with the upper half plane H = {z ∈
C | Im z > 0} as follows: To a point x in H, we associate the point (f,X) ∈ T (S)
where X is the quotient C/(Z ⊕ Zx) with one point removed, and f : S → X is
an orientation preserving homeomorphism which take the curves [α] and [β] to the
images of the segments [0, 1] and [0, x] in X, respectively.
In this identification, Thurston’s compactification T (S) of the Teichmu¨ller space
T (S) with the set PL(S) of projective measured laminations on S corresponds to
the closure H = H ∪ Rˆ of H in the Riemann sphere Cˆ, where Rˆ = R ∪ {∞}.
Then the simple closed curve on S that represent an unoriented homology class
±(s[α] + t[β]) ∈ H1(S) is identified with the rational number −s/t ∈ Qˆ = Q∪ {∞}.
Especially, the homology classes [α], [β] and [α−1β] correspond to 1/0 = ∞, 0 and
1 in Qˆ, respectively.
We let lx(c) denote the hyperbolic length of the geodesic in the homotopy class
of a simple closed curve c on a Riemann surface x ∈ T (S). Via the identification
T (S) with H described above, a horocircle in H touching ∂H at c ∈ Qˆ is the set of
Riemann surfaces x ∈ H = T (S) with the same hyperbolic lengths lx(c).
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2.2 Kleinian groups
A Kleinian group Γ is a discrete subgroup of PSL2(C), which acts on the hyperbolic
3-space H3 as isometries, and on the sphere at infinity ∂H3 = Cˆ as conformal
automorphisms. The region of discontinuity ΩΓ for a Kleinian group Γ is the largest
open subset of Ĉ on which Γ acts properly discontinuously, and the limit set ΛΓ of
Γ is its complement Ĉ− ΩΓ.
We say that a sequence {Γn}
∞
n=1 of Kleinian groups converges geometrically to
a subgroup Γˆ of PSL2(C) if Γn → Γˆ in the Hausdorff topology on closed subsets of
PSL2(C), or more precisely, if the following conditions are satisfied:
(1) for any γ ∈ Γˆ there exists a sequence γn ∈ Γn such that γn → γ, and
(2) if elements γnj ∈ Γnj converge to γ, then γ ∈ Γˆ.
Let G be an abstract group and let ρn : G → Γn ⊂ PSL2(C) be a sequence
of homomorphisms form G onto Kleinian groups Γn. We say that {ρn} converges
algebraically to a homomorphism ρ∞ : G → Γ∞ ⊂ PSL2(C) if ρn(g) → ρ∞(g) in
PSL2(C) for every g ∈ G. In this situation, if {Γn} also converges geometrically to
Γ∞, we say that {Γn} converges strongly to Γ∞.
Let R(S) denote the space of conjugacy classes [ρ] of representations ρ of π1(S)
into PSL2(C) which take the commutator of α and β to parabolic elements. We
endow R(S) the algebraic topology; i.e., a sequence [ρn] ∈ R(S) converges to [ρ] ∈
R(S) if and only if there exist representatives ρn ∈ [ρn] and ρ ∈ [ρ] such that
ρn → ρ algebraically. It is known that R(S) has a structure of 2-dimensional
complex manifold, and especially it is a Hausdorff space. More precisely, R(S)
can be identified with the space
{(x, y, z) ∈ C3 \ {(0, 0, 0)} : x2 + y2 + z2 = xyz}/Z2 × Z2,
where Z2 × Z2 acts by changing signs of two of three entries (see [Bow]).
Let D(S) ⊂ R(S) denote the set of discrete faithful representations. It is known
that D(S) is a closed subset of R(S) (see [Jø]).
2.3 Minsky’s ending lamination theorem
Here we review Minsky’s work ([Mi]) on the classification of elements [ρ] ∈ D(S) by
using pairs of their end invariants (ν−, ν+) ∈ (H×H) \∆, where ∆ is the diagonal
of ∂H× ∂H:
∆ = {(x, y) ∈ ∂H× ∂H |x = y}.
We refer the reader to [Mi] for more details.
Given [ρ] ∈ D(S) with Γ = ρ(π1(S)), Bonahon’s Theorem [Bo] guarantees that
there exists an orientation preserving homeomorphism
ϕ : S × (−1, 1)→ H3/Γ
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which induces the representation ρ. The region of discontinuity ΩΓ (possibly empty)
decomposes into two parts Ω+Γ , Ω
−
Γ such that Ω
+
Γ /Γ and Ω
−
Γ /Γ are the limits of
ϕ(S × {t}) in (H3 ∪ ΩΓ)/Γ as t → ±1, respectively. Let s denote either + or −.
Then ΩsΓ/Γ is either once-punctured torus, thrice-punctured sphere or empty. For
each cases, we define the end invariant νs ∈ T (S) = H for [ρ] as follows:
(1) If ΩsΓ/Γ is a once-punctured torus, its conformal structure with the marking
induced by ϕ determines a point νs in T (S) = H.
(2) If ΩsΓ/Γ is a thrice-punctured sphere, there is a simple closed curve c on S
such that ϕ extends continuously to (S \ c)×{s · 1} as a homeomorphism onto
ΩsΓ/Γ. In this case we let νs = c ∈ Qˆ ⊂ ∂H.
(3) If ΩsΓ/Γ is empty, there is a sequence cn ∈ Qˆ of simple closed curves on S
such that their geodesic realizations c∗n in H
3/Γ diverge to the end of H3/Γ
associated to the sign s and that cn ∈ Qˆ converges in Rˆ to some irrational
number c∞. In this case we let νs = c∞ ∈ Rˆ \ Qˆ ⊂ ∂H.
Thus we obtain a map ν : [ρ] 7→ (ν−, ν+) from D(S) to H×H. It is known that
the map ν is surjective onto (H ×H) \∆ as a consequence of Bers’ Simultaneous
Uniformization Theorem, and of Thurston’s Double Limit Theorem. Minsky [Mi]
showed that the map ν is injective; that is, all elements [ρ] ∈ D(S) are classified by
their end invariants. Furthermore he showed that the inverse Q := ν−1 of the map
ν : [ρ] 7→ (ν−, ν+) is continuous:
Theorem 2.1 (Minsky’s ending lamination theorem [Mi]). The map
Q : (H×H) \∆→ D(S)
is a continuous bijection.
This theorem is an extension of the following well-known result:
Theorem 2.2 (Ahlfors, Bers, Kra, Maskit, Marden and Sullivan). The map
Q : H×H→ int(D(S))
is a homeomorphism onto the interior int(D(S)) of D(S).
We remark that the map ν : D(S) → (H × H) \ ∆ is not continuous at the
boundary of D(S). In fact, it was shown by McMullen [Mc1] by using the method of
Anderson and Canary [AC] that there is a convergent sequence in D(S) whose end
invariants converge to a point in ∆. Therefore the map Q is not a homeomorphism.
We will explain more details of this phenomenon in Section 4.
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2.4 Action of Mod(S)
In this subsection, we recall the action of the mapping class group on the space R(S)
of representations.
The mapping class group Mod(S) is the group of isotopy classes of orientation-
preserving homeomorphisms from S to itself. The action of σ ∈ Mod(S) on T (S) is
defined by
σ(f,X) := (f ◦ σ−1,X).
Via our identification of T (S) with H, Mod(S) is identified with PSL2(Z). The
action of Mod(S) = PSL2(Z) on T (S) = H naturally extends to automorphisms of
T (S) = H.
The action of σ ∈ Mod(S) on a representation ρ : π1(S) → PSL2(C) is defined
by
σ · ρ := ρ ◦ σ−1
∗
,
where σ∗ is the group automorphism of π1(S) induced by σ. Then the action of
σ ∈ Mod(S) on R(S) is defined by
σ · [ρ] := [σ · ρ].
Note that these actions are compatible with the map Q, i.e., we have
σ ·Q(x, y) = Q(σx, σy)
for every σ ∈ Mod(S) and (x, y) ∈ (H×H) \∆.
Throughout of this paper, we denote by τ ∈ Mod(S) the Dehn twist around the
curve [α], whose orientation is chosen so that the group isomorphism τ∗ : π1(S) →
π1(S) satisfies
τ∗(α) = (α) and τ∗(β) = α
−1β.
Then τ acts on H = T (S) by
z 7→ z + 1.
Given a representation ρ : π1(S)→ PSL2(C), one can check that
(τ · ρ)(α) = ρ(α) and (τ · ρ)(β) = ρ(αβ).
It is often useful to consider the restriction of a representation ρ : π1(S)→ PSL2(C)
to the subgroup H := π1(S \ [α]) of π1(S). Here H is a rank-2 free subgroup of
π1(S) generated by α and β
−1αβ. The following lemma is clear from a geometric
point of view:
Lemma 2.3. (τ · ρ)|H = ρ|H .
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Proof. Since (τ · ρ)(α) = ρ(α), it suffices to show that (τ · ρ)(β−1αβ) = ρ(β−1αβ).
This is directly verified as follows:
(τ · ρ)(β−1αβ) = (τ · ρ)(β)−1(τ · ρ)(α)(τ · ρ)(β)
= ρ(αβ)−1ρ(α)ρ(αβ)
= ρ(β−1αβ).
3 Complex translation lengths and limits of cyclic groups
In this section, we study geometric limits of loxodromic cyclic groups when their
generators converge to parabolic transformations. The result is applied in the next
section to prove our main theorems.
Recall that the complex translation length λ(γ) of a loxodromic element γ ∈
PSL2(C) is defined to be
λ(γ) = log(γ′(z)) = l + iθ
with l > 0 and θ ∈ (−π, π], where γ′(z) is the derivative at the repelling fixed point
of γ. This is equivalent to say that γ is conjugate in PSL2(C) to(
eλ(γ)/2 0
0 e−λ(γ)/2
)
.
The number λ(γ), or its reciprocal 2πi/λ(γ), is important to understand the modulus
of the quotient torus Ω(〈γ〉)/〈γ〉:
Ω(〈γ〉)/〈γ〉 ∼= (C \ {0})/〈eλ(γ)z〉
∼= C/〈z + λ(γ), z + 2πi〉
∼= C/〈z + 1, z + 2πi/λ(γ)〉.
For a given representation [ρ] = Q(x, y) in D(S), if ρ(α) is close to a parabolic
transformation, the complex translation length of ρ(α) is related to the end invari-
ants x, y ∈H of [ρ] as follows:
Theorem 3.1 (Minsky’s Pivot Theorem [Mi]). There exist positive constants ǫ, C
which satisfy the following: Given an element [ρ] = Q(x, y) in D(S), if the real part
of λ(ρ(α)) is less than ǫ then
dH
(
2πi
λ(ρ(α))
, x− y + i
)
< C,
where dH denotes the hyperbolic distance in H.
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Figure 1: Horocyclic convergence (left) and tangential convergence (right).
Note that if a sequence {γn} in PSL2(C) converges to a parabolic transformation,
then λ(γn)→ 0. We characterize two ways of convergence λ(γn)→ 0 as follows (see
Figure 1):
Definition 3.2. Suppose that a sequence {λn} in the right-half plane C+ = {z ∈
C |Re z > 0} converges to 0. We say that λn → 0 horocyclically if for any ǫ > 0,
|λn− ǫ| < ǫ for all large n, and that λn → 0 tangentially if there is a constant ǫ0 > 0
such that |λn − ǫ0| > ǫ0 for all n.
Note that λn → 0 horocyclically if and only if |Im (2πi/λn)| → ∞, and that
tangentially if and only if |Im (2πi/λn)| are uniformly bounded above.
In the proofs of our main theorems, we will make essential use of the following
theorem, whose essence can be found in McMullen [Mc2, Theorem 5.1]. Our argu-
ment is based on that of Jørgensen and Marden [JM, Section 5] and Marden [Ma,
Section 4.9].
Theorem 3.3. Suppose that a sequence {γn} of loxodromic transformations con-
verges to a parabolic transformation δ in PSL2(C). Then we have the following:
(1) Suppose that λ(γn)→ 0 horocyclically. Then 〈γn〉 → 〈δ〉 strongly.
(2) Suppose that λ(γn)→ 0 tangentially. In addition, by pass to a subsequence if
necessary, we may assume that there is a sequence {mn} of integers such that
2πi
λ(γn)
−mn
converges to some ω ∈ C. In this situation, if ω 6∈ R, the sequence 〈γn〉
converges geometrically to a rank-2 parabolic group 〈δ, δˆ〉 generated by δ =
limn→∞ γn and δˆ = limn→∞ γ
mn
n . Furthermore, there is an element in PSL2(C)
which conjugates δ, δˆ to translations z + 1, z − ω, respectively.
Proof. We denote λ(γn) by λn for simplicity. We may assume that δ(z) = z + 1.
Then, as n tend to ∞, γn(0) tend to 1 and the attracting fixed points an of γn tend
to ∞. Now let θn ∈ PSL2(C) be a Mo¨bius transformation which takes 0, γn(0) and
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an to 0, 1 and ∞, respectively. Then θnγnθ
−1
n is of the form θnγnθ
−1
n (z) = αnz + 1.
By considering the complex translation length of γn, one can see that αn = e
λn .
Since θn → id in PSL2(C), the geometric limit of the sequence 〈γn〉 is equal to that
of 〈θnγnθ
−1
n 〉. Therefore we may assume that γn is of the form
γn(z) = e
λnz + 1
without loss of generality. Then one can easily check that
γknn (z) = e
λnknz +
eλnkn − 1
eλn − 1
. (3.1)
(1) To show that 〈γn〉 → 〈δ〉 strongly, suppose for contradiction that there is a
subsequence of {γn}, which is also denoted by {γn}, and a sequence {kn} of integers
with |kn| → ∞ such that {γ
kn
n } converges in PSL2(C). Then the sequence
eλnkn − 1
eλn − 1
(3.2)
converges in C. Especially eλnkn → 1, and hence there is a sequence of integers {pn}
such that λnkn − 2pnπi→ 0. By Taylor’s formula for e
x, the limit of (3.2) is equal
to the limit of
λnkn − 2pnπi
λn
= kn − pn
2πi
λn
.
But the sequence kn − pn2πi/λn diverges in C from our assumption that |kn| → ∞
and |Im (2πi/λn)| → ∞. This is the desired contradiction. Therefore we have shown
that 〈γn〉 → 〈δ〉 strongly.
(2) We first show that {γmnn } converges in PSL2(C) to δˆ(z) = z − ω. Note from
(3.1) that
γmnn (z) = e
λnmnz +
eλnmn − 1
eλn − 1
.
Since 2πi/λn−mn → ω and |mn| → ∞, one can see that 2πi/(λnmn)→ 1, and thus
λnmn → 2πi. By Taylor’s formula for e
x, we have
lim
n→∞
eλnmn − 1
eλn − 1
= lim
n→∞
λnmn − 2πi
λn
= lim
n→∞
(
mn −
2πi
λn
)
= −ω.
Therefore γmnn (z)→ δˆ(z) = z−ω uniformly on any compact subset of C, and hence
γmnn → δˆ in PSL2(C).
We next show that γn → 〈δ, δˆ〉 strongly. Suppose that there is a subsequence of
{γn}, which is also denoted by {γn}, and a sequence {kn} of integers with |kn| → ∞
such that {γknn } converges in PSL2(C). We have to show that the limit lies in 〈δ, δˆ〉.
By the same argument as in (1), we see that the sequence (3.2) converges to some
ζ ∈ C, and that there is a sequence {pn} of integers such that
ζ = lim
n→∞
(
kn − pn
2πi
λn
)
= lim
n→∞
(
−pn
(
2πi
λn
−mn
)
+ kn − pnmn
)
. (3.3)
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Since 2πi/λn−mn → ω and Imω 6= 0, we obtain pn ≡ p for all large n by considering
the imaginary part of the right-most side of (3.3). We next consider the real part of
the right-most side of (3.3) to see that kn − pmn ≡ q for some integer q. Thus we
have kn ≡ pmn + q and hence γ
kn
n = (γ
mn
n )
pγqn → δˆpδq. Therefore the limit of γknn
lies in 〈δ, δˆ〉.
4 Conditions for convergence and divergence
In this section, we will prove our main theorems; Theorem 4.5 and Theorem 4.8.
Suppose that we are given a sequence
{(xn, yn)}
∞
n=1
in (H×H) \∆ which converges to some (x∞, y∞) ∈ H×H as n→∞. Our aim is
to investigate conditions in which the sequence
{Q(xn, yn)}
∞
n=1
converges/diverges in D(S). Here we say that a sequence Q(xn, yn) diverges in D(S)
if it eventually exits any compact subset of D(S), or, in other words, it contains no
convergent subsequence. It is immediately follows from Theorem 2.1 (which can be
viewed as a refinement of Thurston’s Double Limit Theorem for punctured torus
groups) that if (x∞, y∞) does not lie in ∆, then the sequence Q(xn, yn) converges in
D(S) and its limit is Q(x∞, y∞). Thus we are interested in the case where (x∞, y∞)
lies in ∆; i.e., x∞ = y∞ ∈ ∂H. In other words, we are interested in exotically
convergent sequences:
Definition 4.1. Suppose that a sequence (xn, yn) ∈ (H × H) \ ∆ converges to
(x∞, y∞) in H×H, and that the sequence Q(xn, yn) converges in D(S). Then the
convergent sequence Q(xn, yn) is said to be standard if (x∞, y∞) 6∈ ∆, and exotic if
(x∞, y∞) ∈ ∆.
We can also eliminate the case of x∞ = y∞ ∈ Rˆ \ Qˆ by applying the result of
Ohshika [Oh1] to the case of once punctured torus:
Theorem 4.2 (Ohshika). Let x∞ ∈ Rˆ \ Qˆ and suppose that a sequence (xn, yn) ∈
(H ×H) \∆ converges to (x∞, x∞) ∈ ∆ as n → ∞. Then the sequence Q(xn, yn)
diverges in D(S).
Thus, in what follows, we concentrate our attention to the case of x∞ = y∞ ∈ Qˆ.
By changing bases of π1(S) if necessary, we may always assume that x∞ = y∞ =
∞ ∈ Qˆ. Recall that [α] is the simple closed curve on S corresponding to ∞ ∈ Qˆ,
and that τ ∈ Mod(S) denotes the Dehn twist around [α]. It was first shown by
McMullen [Mc1] by using the method of Anderson and Canary [AC] that there exist
exotically convergent sequences:
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Theorem 4.3 (McMullen, Anderson-Canary). Given x, y ∈ H and an integer p
with p 6= 0,−1, the sequence
{Q(τpnx, τ (p+1)ny)}∞n=1 (4.1)
in D(S) converges as n→∞, whereas the sequence
{(τpnx, τ (p+1)ny)}∞n=1
in (H×H) \∆ converges to (∞,∞) ∈ ∆.
We will see in Theorem 4.8 that every exotically convergent sequence in D(S)
is essentially in the form of (4.1). To proceed our argument, we now prepare the
notion of horocyclical/tangential convergence for sequences in H.
Definition 4.4 (horocyclical/tangential convergence). Let {xn} ⊂ H be a conver-
gent sequence with limit x∞ ∈ ∂H. Then we say:
• xn → x∞ horocyclically if for any closed horoball B ⊂ H touching ∂H at x∞,
xn ∈ B for all n large enough.
• xn → x∞ tangentially if there is a closed horoball B ⊂ H touching ∂H at x∞
such that xn 6∈ B for all n large enough.
Note that the convergence xn →∞ ∈ ∂H is horocyclic if and only if Imxn →∞,
and tangential if and only if {Im xn} are uniformly bounded above and |Re xn| → ∞.
Therefore a sequence {λn} ⊂ C+ converges horocyclically (resp. tangentially) to 0
in the sense of Definition 3.2 if and only if {2πi/λn} ⊂ H converges horocyclically
(resp. tangentially) to ∞ in the sense of Definition 4.4.
We also remark that for a given c ∈ Qˆ and a sequence {xn} in H, xn → c
horocyclically if and only if the hyperbolic lengths lxn(c) tend to zero, and xn → c
tangentially if and only if lxn(c) are uniformly bounded below by a positive constant.
4.1 Horocyclic convergence
In this subsection, we consider the case where either {xn} or {yn} converge horo-
cyclically to ∞. The case where both {xn} and {yn} converge tangentially to ∞
will be discussed in the next subsection. Our main result in this subsection is the
following:
Theorem 4.5. Suppose that a sequence (xn, yn) ∈ (H × H) \ ∆ converges to
(∞,∞) ∈ ∆ as n → ∞. Assume that either {xn} or {yn} converges horocycli-
cally to ∞. Then the sequence {Q(xn, yn)} diverges in D(S).
The argument in the proof of Theorem 4.5 is similar to the argument of Minsky
in [Mi, §12.3] proving the properness of the map x 7→ Q(x,∞) on H \ {∞}. We
divide the proof of Theorem 4.5 into the following two cases:
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Figure 2: The annulus A with boundary c1 ⊔ c2.
Case I Both {xn} and {yn} converge horocyclically to ∞, or
Case II One of {xn} and {yn}, say {xn}, converges tangentially to ∞, and the
other one, {yn}, converges horocyclically to ∞.
Before proving Case I of Theorem 4.5, we recall the foundations of the thin parts
of hyperbolic 3-manifolds. LetM be a complete hyperbolic 3-manifold. Given ǫ > 0,
the ǫ-thin part M<ǫ of M is the set of all points in M where the injective radius is
less that ǫ. The Margulis Lemma implies that there is a universal constant ǫ0 > 0
such that each component T of the thin partM<ǫ0 ofM has a standard type: either
T is an open solid-torus neighborhood of a short geodesic (called a Margulis tube),
or T is the quotient of an open horoball B ⊂ H3 by a rank-1 or rank-2 parabolic
group fixing B (called a rank-1 or rank-2 cusp).
Proof of 4.5: Case I. For simplicity, we assume that xn 6=∞ and yn 6=∞ for all n,
but the proof for the general case is essentially the same. Since {xn}, {yn} converge
to ∞ horocyclically, both Imxn, Im yn tend to ∞. Let ǫ0 be the 3-dimensional
Margulis constant and let ǫ < ǫ0. Then there is an integer N > 0 such that lxn([α]) <
ǫ and lyn([α]) < ǫ for all n ≥ N . We fix such n ≥ N and denote the manifold
Q(xn, yn) by Qn. Let c
∗ be the geodesic realization of [α] in Qn, and let c
1, c2 be its
geodesic realizations on each connected components of the boundary ∂C(Qn) of the
convex core C(Qn) of Qn, where ∂C(Qn) is regarded as a hyperbolic pleated surface.
It is known by Sullivan (see [EM]) that there exists a constant K > 0, which does
not depend on n, such that the hyperbolic lengths of c1, c2 are less than Kǫ.
By modifying c1, c2 slightly in C(Qn) in their homotopy classes if necessary, we
may assume that both curves c1, c2 are unions of finitely many geodesic arcs. Let A
be an immersed annulus in C(Qn) with the following properties (see Figure 2):
• ∂A = c1 ⊔ c2, and
• A is a finite union of geodesic triangles each of whose edges is a geodesic arc
in ∂A or a geodesic arc joining a point in c1 to a point in c2.
Then one can easily check that A is contained in the ǫ′-thin tube Tǫ′(c
∗) where
ǫ′ = 2Kǫ. Let d∗ be the geodesic realization in Qn of the homology class [β] of the
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generator β of π1(S) = 〈α, β〉. Since [β] intersects [α] in S, d
∗ must intersects A,
and hence Tǫ′(c
∗).
We now let ǫ→ 0. Then N →∞ and thus n→∞. Then ǫ′ = 2Kǫ tends to zero
and the distances between ∂Tǫ′(c
∗) and ∂Tǫ0(c
∗) in Qn tend to ∞. Since d
∗ ⊂ Qn
is not contained properly in Tǫ0(c
∗) for every n, the hyperbolic lengths of d∗ in Qn
diverge as n→∞. Since the translation lengths of the image of β ∈ π1(S) diverge,
the sequence Q(xn, yn) of representation diverges in D(S).
Before considering Case II of Theorem 4.5, we prepare the following two lemmas,
which are originally due to Kerckhoff-Thurston [KT] (see also [Brock]).
Lemma 4.6. Let {[ρn]} be a convergent sequence in D(S) and suppose that the
sequence {ρn|H : H → PSL2(C)} converges algebraically, where H = 〈α, β
−1αβ〉 ⊂
π1(S). Then the sequence {ρn} converges algebraically without taking conjugations.
Proof. Since the sequence {[ρn]} converges in D(S), there exist elements θn ∈
PSL2(C) such that the sequence {θn · ρn · θ
−1
n } converges algebraically. To show
that {ρn} converges algebraically, it suffice to show that {θn} converges in PSL2(C).
Since {θn ·ρn ·θ
−1
n } converges, {θn ·ρn|H ·θ
−1
n } converges. On the other hand {ρn|H}
also converges by assumption. It then follows from the argument in [KT, p.35] (see
also [Brock]) that {θn} converges in PSL2(C): In fact, let h1, h2 and h3 be a triple
of non-commuting elements of H. For i = 1, 2 and 3, θn maps the attracting fixed
points an,i of ρn(hi) to the attracting fixed points a
′
n,i of (θn · ρn · θ
−1
n )(hi). Since
both triples {an,1, an,2, an,3} and {a
′
n,1, a
′
n,2, a
′
n,3} converge to distinct triples in Cˆ,
we see that {θn} converges.
Lemma 4.7. Let {[ρn]} be a convergent sequence in D(S) and let {ρn} be their
algebraically convergent representatives. Let {kn} be a sequence of integers. Then
the sequence {τkn · [ρn]} converges in D(S) if and only if the sequence {ρn(α)
kn}
converges in PSL2(C).
Proof. Let ηn = τ
kn · ρn. Then we have
ηn(α) = (τ
kn · ρn)(α) = ρn(α),
ηn(β) = (τ
kn · ρn)(β) = ρn(α
knβ) = ρn(α)
knρn(β).
Since {ρn} converges algebraically, {ηn} converges algebraically if and only if {ρn(α)
kn}
converges in PSL2(C).
On the other hand, note from Lemma 2.3 that ηn|H = ρn|H for all n. Since the
sequence ηn|H = ρn|H converges, we see from Lemma 4.6 that {[ηn]} converges if
and only if {ηn} converges. Thus we have shown that {[ηn] = τ
kn · [ρn]} converges
if and only if {ρn(α)
kn} converges.
We now back to the proof of Theorem 4.5.
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Proof of 4.5: Case II. Recall that τ ∈ Mod(S) is the Dehn twist around [α] =∞ ∈
Qˆ acting on H = T (S) by z 7→ z + 1. To obtain a contradiction, we assume that
there exists a subsequence of the sequence {(xn, yn)}
∞
n=1 ( which is also denoted by
the same symbol) such that {Q(xn, yn)} converges. By pass to a further subsequence
if necessary, we may assume that there exists a divergent sequence {kn} of integers
such that {τknxn} converges to some x
′
∞
∈ H \ {∞}. Note that {τknyn} converges
horocyclically to ∞ ∈ ∂H as well as {yn}. Then we have a convergent sequence
τkn ·Q(xn, yn) = Q(τ
knxn, τ
knyn)→ Q(x
′
∞
,∞)
in D(S) and let ρn → ρ∞ be a convergent sequence of their representatives. Since
ρ∞(α) is parabolic, the complex translation lengths λ(ρn(α)) of ρn(α) tend to zero
as n → ∞. Therefore, we can apply the Pivot Theorem (Theorem 3.1) to the
representations [ρn] = Q(τ
knxn, τ
knyn) to obtain
dH
(
2πi
λ(ρn(α))
, τknxn − τknyn + i
)
< C
for all n large enough. Since τknxn → x
′
∞
6=∞ and since τknyn →∞ horocyclically,
one can see that
Im
(
2πi
λ(ρn(α))
)
→∞.
Therefore 〈ρn(α)〉 converges strongly to 〈ρ∞(α)〉 by Theorem 3.3 (1). Since we are
assuming that the sequence
Q(xn, yn) = τ
−kn · [ρn]
also converges in D(S), it follows from Lemma 4.7 that {ρn(α)
−kn} converges in
PSL2(C), which contradicts to the fact that 〈ρn(α)〉 → 〈ρ∞(α)〉 strongly. This
completes the proof.
4.2 Tangential convergence
In this subsection we consider the case where both {xn} and {yn} converge tangen-
tially to ∞. Our main result in this case is the following:
Theorem 4.8. Suppose that a sequence (xn, yn) ∈ (H × H) \ ∆ converges to
(∞,∞) ∈ ∆ as n → ∞, and that both {xn}, {yn} converge tangentially to ∞.
Furthermore, we assume that there exist sequences {kn}, {ln} of integers such that
both {τknxn}, {τ
lnyn} converge in H \ {∞}. Then the sequence {Q(xn, yn)} con-
verges in D(S) if and only if there exist an integer p such that
(p+ 1)kn − pln ≡ const.
for all n large enough.
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Remark. By passing to a subsequence if necessary, we may always assume that there
exist sequences {kn}, {ln} which satisfy the assumption in Theorem 4.8. We also
remark that the equations (p+ 1)kn − pln + q ≡ 0 (n≫ 0) imply p 6= 0,−1 because
both |kn| and |ln| tend to ∞.
One of the key observations in the proof of Theorem 4.8 is the following:
Theorem 4.9. Let un → u∞, vn → v∞ be convergent sequences in H \ {∞}, and
let {mn} be a sequence of integers such that |mn| → ∞. Then Q(un, τ
mnvn) →
Q(u∞,∞) in D(S), and let ρn → ρ∞ be a convergent sequence of their representa-
tives. In this situation, we have the following:
(1) limn→∞ ρn(α)
mn exists.
(2) The sequence 〈ρn(α)〉 of cyclic groups converges geometrically to a rank-2
parabolic group 〈δ, δˆ〉 where δ = ρ∞(α) and δˆ = limn→∞ ρn(α)
mn .
Remark. The essential points in Theorem 4.9 are that the sequence 〈ρn(α)〉 con-
verges geometrically without passing to a subsequence, and that the limit δˆ =
limn→∞ ρn(α)
mn is primitive in the geometric limit.
Proof. (1) By changing the marking of the convergent sequence
Q(un, τ
mnvn)→ Q(u∞,∞),
we obtain another convergent sequence
τ−mn ·Q(un, τ
mnvn) = Q(τ
−mnun, vn)→ Q(∞, v∞).
We let
ρ¯n = τ
−mn · ρn
so that ρ¯n represent Q(τ
−mnun, vn).
We first show that {ρ¯n} converges algebraically. Since {ρn} converges, and since
ρ¯n|H = ρn|H for all n by Lemma 2.3, {ρ¯n|H} also converges. In addition, since
{[ρ¯n]} converges in D(S), we see from Lemma 4.6 that {ρ¯n} converges algebraically.
Note that the limit ρ¯∞ = limn→∞ ρ¯n of the sequence {ρ¯n} is a representative of
Q(∞, v∞).
Now one see from ρ¯n = τ
−mn · ρn that
ρ¯n(β) = (τ
−mn · ρn)(β) = ρn(α
−mnβ) = ρn(α)
−mnρn(β),
which is rewritten as ρn(α)
mn = ρn(β)ρ¯n(β)
−1. Therefore {ρn(α)
mn} has a limit:
lim
n→∞
ρn(α)
mn = ρ∞(β)ρ¯∞(β)
−1.
(2) To show that 〈ρn(α)〉 → 〈δ, δˆ〉 geometrically, it suffices to show that any sub-
sequence {n′} of {n}∞n=1 has a further subsequence {n
′′} such that 〈ρn′′(α)〉 → 〈δ, δˆ〉
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geometrically. Applying the Pivot Theorem (Theorem 3.1) to the representations
[ρn′ ] = Q(un′ , τ
mn′ vn′), we obtain
dH
(
2πi
λ(ρn′(α))
, un′ − τmn′vn′ + i
)
= dH
(
2πi
λ(ρn′(α))
, (un′ − vn′ + i)−mn′
)
< C
for all n′ large enough. Since {un′ − vn′ + i} has a limit u∞ − v∞ + i in H, we can
take a subsequence {n′′}of {n′} so that the sequence
2πi
λ(ρn′′(α))
+mn′′
has a limit in H. It then follows from Theorem 3.3 (2) that 〈ρn′′(α)〉 → 〈δ
′′, δˆ′′〉
geometrically, where δ′′ = limn′′→∞ ρn′′(α) and δˆ
′′ = limn′′→∞ ρn′′(α)
mn′′ . Since
δ′′ = δ and δˆ′′ = δˆ, we obtain 〈ρn′′(α)〉 → 〈δ, δˆ〉 geometrically. Therefore 〈ρn(α)〉 →
〈δ, δˆ〉 geometrically without passing to a subsequence.
We now back to the proof of Theorem 4.8.
Proof of Theorem 4.8. We begin by fixing our notation. Let
un := τ
knxn, vn := τ
lnyn
and let u∞, v∞ ∈H \ {∞} denote the limits of {un}, {vn}, respectively. Let
mn := kn − ln
and let us consider the re-marked sequence
τkn ·Q(xn, yn) = Q(τ
knxn, τ
knyn) = Q(un, τ
mnvn)
of Q(xn, yn).
To show Theorem 4.8, we first show that the following two conditions are equiv-
alent under the assumption that |mn| = |kn − ln| → ∞:
(1) {Q(xn, yn)} converges.
(2) There exist an integer p such that (p + 1)kn − pln ≡ const. for all n large
enough.
After that, we will show that each of both conditions (1) and (2) implies |mn| → ∞
to complete the proof.
We now assume that |mn| → ∞. Then
Q(un, τ
mnvn)→ Q(u∞,∞)
in D(S), and let ρn → ρ∞ be a convergent sequence of their representatives. It then
follows from Theorem 4.9 that
〈ρn(α)〉 → 〈δ, δˆ〉
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geometrically, where δ = ρ∞(α) and δˆ = limn→∞ ρn(α)
mn . Recall from Lemma 4.7
that the sequence
Q(xn, yn) = τ
−kn ·Q(un, τ
mnvn) = τ
−kn · [ρn]
converges if and only if {ρn(α)
−kn} converges in PSL2(C). Therefore we need to
show that {ρn(α)
−kn} converges if and only if the condition (2) is satisfied.
Now suppose that {ρn(α)
−kn} converges. Then its limit must lie in 〈δ, δˆ〉, and
thus is of the form δˆpδq for some integers p, q. Since {ρn(α)
pmn+q} also converges to
δˆpδq, it follows from discreetness that ρn(α)
−kn ≡ ρn(α)
pmn+q for all n large enough
(see Lemma 3.6 in [JM]). Therefore −kn ≡ pmn + q (n ≫ 0). Using mn = kn − ln,
we obtain the equations (p+1)kn − pln ≡ const. for all n large enough. Conversely,
suppose that there exist integers p, q such that (p + 1)kn − pln + q ≡ 0 for all n
large enough. Using mn = kn − ln we have ρn(α)
−kn = ρn(α)
pmn+q → δˆpδq. Thus
{ρn(α)
−kn} converges. So far we have shown the theorem under the assumption
that |mn| → ∞.
We now show that the convergence of {Q(xn, yn)} implies |mn| → ∞. Suppose
that the sequence Q(xn, yn) converges in D(S). In addition, suppose for contradic-
tion that there exists a subsequence of {mn} (which is also denoted by {mn}) and
an integer m′ such that mn ≡ m
′ for all n large enough. Then Q(un, τ
mnvn) →
Q(u∞, τ
m′v∞) in D(S). We let ρn → ρ∞ be a convergent sequence of their rep-
resentatives. Since both u∞ and τ
m′v∞ lie in H \ {∞}, ρ∞(α) is loxodromic.
Therefore 〈ρn(α)〉 → 〈ρ∞(α)〉 strongly. Since |kn| → ∞, the sequence ρn(α)
kn
diverges in PSL2(C). It then follows from Lemma 4.7 that the sequence Q(xn, yn) =
τkn · Q(un, τ
mnvn) diverges in D(S), which is a contradiction. Thus we obtain
|mn| → ∞.
Finally, we show that the condition (p + 1)kn − pln ≡ const. (n ≫ 0) implies
|mn| → ∞. This follows immediately from (p + 1)kn − pln = kn + pmn and |kn| →
∞.
In the next section, we will give an explicit description of the limits of exotically
convergent sequences.
5 Bers and Maskit slices and the Maskit embedding
In this section, we recall Bers and Maskit slices of D(S), and a natural embedding of
a Maskit slice into the complex plane C which is called the Maskit embedding. We
will rephrase Theorem 4.8 in terms of the Maskit embedding. We will also explain
Anderson-Canary’s wrapping construction.
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5.1 Bers and Maskit slices
Given y ∈H, we define an embedding
by :
{
H→ D(S) if y ∈ H
H \ {y} → D(S) if y ∈ ∂H
by x 7→ Q(x, y), and denote the image of by by
By := {Q(x, y) |x ∈ H, (x, y) 6∈ ∆}.
The image By is called a Bers slice if y ∈ H, and a Maskit slice if y ∈ Qˆ ⊂ ∂H.
However, if there is no confusion, we generally called the set By for arbitrary y ∈ H as
a Bers slice for simplicity. By Theorem 2.1 the map by : H→ By is a homeomorphism
if y ∈ H. It is also known that the map by : H\{y} → By is a homeomorphism even
when y ∈ ∂H by Theorem 2.1 together with the arguments by Minsky [Mi] in the
case of y ∈ Qˆ, and by Ohshika [Oh1] in the case of y ∈ Rˆ \ Qˆ.
Given x ∈ H, we similarly define a slice B∗x ⊂ D(S) by
B∗x = {Q(x, y) | y ∈ H, (x, y) 6∈ ∆}.
5.2 The Maskit embedding
We now explain a natural embedding of the Maskit slice B∞ for ∞ ∈ Qˆ into the
complex plane C, which is known as the Maskit embedding. We refer the reader to
[KS] for more details.
Given z, µ ∈ C, we define elements Tz, Uµ of PSL2(C) by
Tz =
(
1 z
0 1
)
, Uµ =
(
iµ i
i 0
)
.
We will later use the fact that UµU
−1
ν = Tµ−ν holds for any µ, ν ∈ C. Given
[ρ] ∈ R(S) such that ρ(α) is parabolic, there is a unique µ ∈ C such that ρ is
conjugate to a representation ρµ : π1(S)→ PSL2(C) defined by
ρµ(α) = T2 =
(
1 2
0 1
)
, ρµ(β) = Uµ =
(
iµ i
i 0
)
.
The representation ρµ is normalized so that the fixed points of ρµ(α), ρµ(β
−1αβ)
and ρµ(α
−1β−1αβ) coincide with ∞, 0 and −1, respectively. One can see that the
map
Φ∞ : C→R(S), µ 7→ [ρµ]
is a holomorphic embedding, and from Theorem 2.1 that
Φ∞(C) ∩ D(S) = B∞ ⊔ B
∗
∞
.
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We let denote the preimages of B∞ and B
∗
∞
in C by
M = Φ−1
∞
(B∞) and M
∗ = Φ−1
∞
(B∗
∞
).
It is known that the subsetM⊂ C is contained in the upper half plane H, and that
M∗ = {µ |µ ∈ M} is the complex conjugation of M. The set M is also called the
Maskit slice. Now we define a bijective map
Ψ : H \ {∞} →M
by Ψ = Φ−1
∞
◦ b∞. Then we have [ρΨ(x)] = Q(x,∞) and [ρΨ(x)] = Q(∞, x) for every
x ∈ H \ {∞}.
5.3 Limits of exotically convergent sequences
The next theorem gives us a precise description of the limit of an exotically conver-
gent sequence in Theorem 4.8.
Theorem 5.1. Suppose that a sequence (xn, yn) ∈ (H ×H) \∆ satisfies the same
assumption as in Theorem 4.8. Let u∞, v∞ ∈ H\{∞} be the limits of the sequences
un = τ
knxn, vn = τ
lnyn, and let µ, ν ∈ M be the corresponding points of u∞, v∞
via the map Ψ : H \ {∞} → M, respectively. Assume that there exist integers p, q
such that (p+ 1)kn − pln + q ≡ 0 for all n large enough. Then we have
lim
n→∞
Q(xn, yn) = [ρξ]
with
ξ = (p+ 1)µ − pν + 2q.
Proof. Let mn := kn− ln. Then the equation (p+1)kn−pln+q = 0 can be rewritten
as kn = −pmn − q. As observed in the proof of Theorem 4.8 we have |mn| =
|kn − ln| → ∞. Thus the sequence Q(un, τ
mnvn) converges to Q(u∞,∞) = [ρµ] as
n → ∞. Choose representatives ρn of Q(un, τ
mnvn) so that ρn → ρµ algebraically.
Then δ := limn→∞ ρn(α) = ρµ(α) = T2.
We next show that δˆ := limn→∞ ρn(α)
mn = Tµ−ν . Let ρ¯n := τ
−mn · ρn so that
ρ¯n represent Q(τ
−mnun, vn). Then as observed in the proof of Theorem 4.8, {ρ¯n}
converges algebraically, and the limit limn→∞ ρ¯n represent Q(∞, v∞) = [ρν ]. Since
ρn|H = ρ¯n|H , ρµ|H = ρν |H and since ρn → ρµ, we see that ρ¯n|H → ρν |H . In
addition, since [ρ¯n]→ [ρν ], it follows from Lemma 2.3 that ρ¯n → ρν . Therefore one
see form the proof of Theorem 4.9 that
δˆ := lim
n→∞
ρn(α)
mn = ρµ(β)ρν(β)
−1 = UµU
−1
ν = Tµ−ν .
20
Now let ηn := τ
−kn · ρn so that it represent τ
−kn · Q(un, τ
mnvn) = Q(xn, yn).
One can observe that ηn → ρξ with ξ = (p + 1)µ − pν + 2q as follows:
ηn(α) = τ
−kn · ρn(α) = ρn(α)
→ ρµ(α) = T2,
ηn(β) = τ
−kn · ρn(β) = ρn(α
−knβ) = ρn(α)
pmn+qρn(β)
→ δˆpδqρµ(β) = (Tµ−ν)
p(T2)
qUµ = Uξ.
Therefore we have shown that the sequence [ηn] = Q(xn, yn) converges to [ρξ].
5.4 Anderson-Canary’s wrapping construction
Here we remark connection between our result and Anderson-Canary’s wrapping
construction. More information can be found in [AC], [Brom] and [Mc1].
Let µ, ν ∈ M. Then the group
Γˆ = 〈ρµ(π1(S)),ρν(π1(S))〉 = 〈ρµ(α),ρµ(β),ρν(β)〉 = 〈T2, Uµ, Uν〉
generated by the images of ρµ and ρν uniformizes a manifold MΓˆ = H
3/Γˆ homeo-
morphic to S × (0, 1) with simple closed curve α× {1/2} removed:
MΓˆ
∼= S × (0, 1) \ α× {1/2}.
Here the subgroup of π1(MΓˆ)
∼= Γˆ carried by the surface S×{1/4} ⊂MΓˆ is equal to
ρµ(π1(S)) and the subgroup carried by the surface S ×{3/4} is equal to ρν(π1(S)).
The rank-2 parabolic subgroup
〈ρµ(α),ρµ(β)ρν(β)
−1〉 = 〈T2, Tµ−ν〉
of Γˆ corresponds to the fundamental group of the rank-2 cusp of MΓˆ.
For a given integer p, we define a wrapping map
wp : S →MΓˆ
as follows (see Figure 3):
(1) The wrapping map wp is an immersion determined up to homotopy.
(2) When p = 0, we let w0 : S → S × {1/4} ⊂MΓˆ be the identity map.
(3) For general p, we let wp : S →MΓˆ be an immersion such that the image wp(S)
in MΓˆ is obtained by cutting S × {1/4} along α × {1/4} and inserting at the
cut locus an annulus which wraps p times around the rank-2 cusp α × {1/2}
of MΓˆ. It is also required that wp is homotopic to w0 in S × (0, 1).
21
Figure 3: Schematic figure of the image wp(S) of the wrapping map wp (p = 2
case).
We remark that when p = −1, w−1 is homotopic to the identity map S → S×{3/4}
in MΓˆ.
The group homomorphism (w0)∗ : π1(S)→ PSL2(C) induced by w0 is conjugate
to ρµ. Similarly (w−1)∗ is conjugate to ρν . In general, one see that (wp)∗ is conjugate
to the representation
α 7→ ρµ(α) = T2,
β 7→ ρµ(β)(ρµ(β)ρν(β)
−1)p = Tµ(Tµ−ν)
p.
Therefore (wp)∗ is conjugate to ρξ with
ξ = (p+ 1)µ − pν.
Since ρξ(π1(S)) ⊂ Γˆ is discrete, one see that ξ ∈ M if p ≥ 0 and ξ ∈ M
∗ if p ≤ −1.
Now let
Fn : MΓˆ →Mn
be the (1, n) Dehn filling of MΓˆ at the rank-2 cusp without changing the end invari-
ants x, y ∈ T (S) = H of MΓˆ. Then we obtain a sequence
[(Fn ◦ wp)∗] = Q(τ
pnx, τ (p+1)ny)
in D(S) converging to [ρξ] as n → ∞, see [Mc1]. This is Anderson-Canary’s wrap-
ping construction of exotically convergent sequence. Note that in this case kn := −pn
and ln := −(p+1)n satisfy (p+1)kn−pln ≡ 0. One can easily see from Theorems 4.8
and 5.1 that every exotically convergent sequence is obtained by Anderson-Canary’s
wrapping construction.
5.5 Subsets of the Maskit slice
For later use, here we study some properties of the set of ξ ∈ C in Theorem 5.1.
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For an given integer p, we define a subset M(p) of C by
M(p) = {(p + 1)µ− pν ∈ C |µ, ν ∈ M}.
Note that M(0) = M, and that for every p, the set M(p) is invariant under the
translation z 7→ z + 2. The set M(p) is equal to the set of points ξ ∈ C such that
[ρξ] are induced by wrapping maps wp.
We denote by M∗(p) the complex conjugation of M(p):
M∗(p) = {ξ | ξ ∈ M(p)}.
Then one can easily check that
M∗(p) =M(−p − 1)
for every p. For this reason, we mainly use the notation M(p),M∗(p) for non-
negative integers p ≥ 0. We prepare some basic properties of M(p) in the following
lemma.
Lemma 5.2. (1) M(p) ⊂M for every integer p ≥ 1.
(2) M(p) ⊂M(1) for every integer p ≥ 2.
Proof. (1) For any µ, ν ∈ M and an integer p ≥ 1, we see from the argument in
section 5.4 that (p+ 1)µ − pν ∈ M. This implies that M(p) ⊂M.
(2) Suppose that p ≥ 2. For any µ, ν ∈ M, we want to show that (p + 1)µ − pν
lies in M(1). Let k ≥ 1 so that p = k + 1. Then we have
(p+ 1)µ − pν = 2µ− (k + 1)ν − kµ.
Let ξ := (k + 1)ν − kµ. Then ξ lies in M(k), and hence in M from (1). Therefore
(p + 1)µ − pν = 2µ− ξ lies in M(1).
6 Hausdorff limits of Bers slices
In this section, we consider Hausdorff limits of sequences of Bers slices. Especially,
we obtain a condition such that the Hausdorff limit is strictly bigger than a Bers
slice.
Let yn → y∞ be a convergent sequence in H. Then by Theorem 2.1 the maps
byn : {x ∈ H | (x, yn) 6∈ ∆} → Byn , x 7→ Q(x, yn)
converge to the map
by∞ : {x ∈ H | (x, y∞) 6∈ ∆} → By∞ , x 7→ Q(x, y∞)
at each point in {x ∈ H | (x, y∞) 6∈ ∆}. After passing to a subsequence if necessary,
the sequence {Byn}
∞
n=1 converges to a closed subset Bˆ ⊂ D(S) in the Hausdorff
topology on D(S); that is,
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(1) for any [ρ] ∈ Bˆ there exists a sequence [ρn] ∈ Byn such that [ρn]→ [ρ], and
(2) if elements [ρnj ] ∈ Bynj converge to [ρ], then [ρ] ∈ Bˆ.
One can easily check that the Bers slice By∞ for y∞ = limn→∞ yn is contained in
the Hausdorff limit Bˆ. In the next theorem, we consider the situation that By∞ is
properly contained in the Hausdorff limit Bˆ.
Theorem 6.1. Let yn → y∞ be a convergent sequence in H, and suppose that
{Byn}
∞
n=1 converges to Bˆ in the sense of Hausdorff. Then we have the following:
(1) By∞ ( Bˆ if and only if y∞ ∈ Qˆ and yn → y∞ tangentially.
(2) Suppose that yn → y∞ tangentially and that y∞ =∞ ∈ Qˆ. We further assume
that there exists a sequence {ln} of integers such that {τ
lnyn} converges to
some v∞ ∈ H\{∞}. Let ν ∈ M be the corresponding point of v∞ via the map
Ψ : H \ {∞} →M. Then we have
Bˆ = {[ρξ] | ξ ∈M⊔ (M
∗ + 2ν)}.
In particular B∞ ( Bˆ ( B∞ ⊔ B
∗
∞
.
Proof. (1) Assume first that By∞ ( Bˆ. Then there exists a sequence {xn} in H such
that the sequence Q(xn, yn) ∈ Byn converges in D(S) to a point which does not lie in
By∞ . By pass to a subsequence if necessary, we may assume that {xn} converges to
some x∞ ∈ H. If (x∞, y∞) 6∈ ∆, Theorem 2.1 implies that Q(xn, yn)→ Q(x∞, y∞) ∈
By∞ , which contradicts our assumption. Therefore we have (x∞, y∞) ∈ ∆, i.e.,
x∞ = y∞ ∈ ∂H. Since the sequence Q(xn, yn) converges in D(S), we see from
Theorem 4.2 that y∞ must lie in Qˆ ⊂ ∂H, and from Theorem 4.5 that {yn} converges
to y∞ tangentially.
The converse is deduced from the statement of (2).
(2) We first show for a given sequence {Q(xn, yn) ∈ Byn}
∞
n=1 that every accumu-
lation points of this sequence must lie in the set
{[ρξ] | ξ ∈ M⊔ (M
∗ + 2ν¯)}. (6.1)
In fact, pass to a subsequence so that the sequence Q(xn, yn) converges to some
[ρ∞] ∈ D(S), and that {xn} converges to some x∞ ∈ H. If x∞ does not equal
to y∞ = ∞ then [ρ∞] = Q(x∞,∞) by Theorem 2.1. In this case we have [ρ∞] ∈
{[ρξ] | ξ ∈ M}. Now let us consider the case that x∞ = y∞ = ∞. Since Q(xn, yn)
converges, one see from Theorem 4.5 that {xn} converges tangentially to ∞ as well
as {yn}. Recall that we are assuming that there is a sequence {ln} of integers such
that the sequence vn = τ
lnyn converges to v∞ ∈ H \ {∞}. Passing to a further
subsequence, we may also assume that there is a sequence {kn} of integers such that
the sequence un = τ
knxn converges to some u∞ ∈ H \ {∞}. Let µ = Ψ(u∞), ν =
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Ψ(v∞). Then by Theorem 5.1 the sequence Q(xn, yn) converges to [ρ∞] = [ρξ] with
ξ = (p+1)µ−pν+2q for some integers p, q. In addition p 6= 0,−1 because Q(xn, yn)
is an exotically convergent sequence. If p ≥ 1 then ξ ∈ M. If p ≤ −2, we have
ξ = (p+ 1)µ − pν + 2q = (k + 1)ν − kµ+ 2q + 2ν
where k = −p− 1 ≥ 1, and hence ξ ∈ M∗ + 2ν from Lemma 5.2. In both cases the
limit [ρ∞] = [ρξ] of the sequence Q(xn, yn) must lies in the set (6.1).
We next show that for a given ξ ∈ M⊔ (M∗+2ν¯), [ρξ] is the limit of a sequence
{Q(xn, yn) ∈ Byn}
∞
n=1. When ξ ∈ M, let x = Ψ
−1(ξ). Then the sequence Q(x, yn) ∈
Byn converges to Q(x,∞) = [ρξ]. When ξ ∈ M
∗ + 2ν, take µ ∈ M such that
ξ = −µ + 2ν. Let u = Ψ−1(µ) and xn = τ
−2lnu. Then the sequence (xn, yn) ∈
(H×H) \∆ satisfies the condition of Theorem 5.1 in the case of p = −2 and q = 0,
and thus the sequence
Q(xn, yn) = Q(τ
−2lnu, τ−lnvn) ∈ Byn
converges to [ρξ] with ξ = −µ+ 2ν.
Thus we have shown that the geometric limit Bˆ equals the set (6.1). The last
sentence is obvious.
7 Self-Bumping of D(S)
In this section, we consider sequences which give rise to the self-bumping of D(S),
and obtain a precise description of the set of points at which D(S) self-bumps.
To state our result, we need to define subsets of Maskit slices By for y ∈ Qˆ
associated to the subsets M(p) of M. For every y ∈ Qˆ, let σy ∈ Mod(S) denote a
mapping class which takes the homology class ±[α] ∈ H1(S) associated to ∞ ∈ Qˆ
to the homology class ±(s[α] + t[β]) ∈ H1(S) associated to y = −s/t ∈ Qˆ. Such an
element σy is unique up to pre-composition with a power of the Dehn twist τ around
[α], and we take and fix one of them. Then we obtain a map
B∞ ⊔ B
∗
∞
→ By ⊔ B
∗
y
by defining [ρ] 7→ σy · [ρ]. Recall from Section 5.2 that the map
Φ∞ :M⊔M
∗ → B∞ ⊔ B
∗
∞
is defined by Φ∞(µ) = [ρµ]. Using these maps, we define a map
Φy :M⊔M
∗ → By ⊔ B
∗
y
by Φy(µ) := σy ·Φ∞(µ). Note that the map Φy is unique up to pre-composition with
a power the translation z 7→ z + 2. We set
By(p) := Φy(M(p)), B
∗
y(p) := Φy(M
∗(p))
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for integers p ≥ 1.
We denote by ∂D(S) and int(D(S)) the boundary and the interior of D(S) in
R(S), respectively.
Definition 7.1. The space D(S) is said to self-bump at [ρ] ∈ ∂D(S) if there exists a
neighborhood U of [ρ] such that for every neighborhood V ⊂ U of [ρ] the intersection
V ∩ int(D(S)) is disconnected.
We define the following two subsets of ∂D(S):
∂bumpD(S) = {[ρ] ∈ ∂D(S) | D(S) self-bumps at [ρ]},
∂exoticD(S) = {[ρ] ∈ ∂D(S) | ∃ an exotically convergent sequence with limit [ρ]}.
Theorem 7.2. We have
∂bumpD(S) = ∂exoticD(S) =
⊔
y∈Qˆ
(
By(1) ⊔ B
∗
y(1)
)
.
We divide the proof of Theorem 7.2 into the following two Lemmas 7.3 and 7.4;
the former is a consequence of Theorems 4.8 and 5.1, and the latter is a consequence
of Minsky’s ending lamination theorem (Theorem 2.1). In fact, we make use of
Theorem 2.1 to show that any self-bumping phenomena are induced by exotically
convergent sequences. We remark that McMullen [Mc1] used complex projective
structures to show that any exotically convergent sequence induce self-bumping of
D(S) for general surface S.
Lemma 7.3. ∂exoticD(S) =
⊔
y∈Qˆ
(
By(1) ⊔ B
∗
y(1)
)
.
Proof. Let [ρ] ∈ ∂exoticD(S). Then by definition there is a convergent sequence
Q(xn, yn) → [ρ] in D(S) such that (xn, yn) converges to some (x∞, x∞) ∈ ∆. We
have x∞ ∈ Qˆ from Theorem 4.2. Our goal is to show that [ρ] ∈ Bx∞(1) ⊔ B
∗
x∞(1).
By changing the generators of π1(S), we may assume that x∞ = ∞. One can see
from Theorems 4.8 and 5.1 that the limit [ρ] of the exotically convergent sequence
Q(xn, yn) equals [ρξ] with ξ = (p + 1)µ − pν + 2q for some µ, ν ∈ M and integers
p, q with p 6= 0,−1. It then follows from Lemma 5.2 (2) that ξ ∈ M(1) ⊔M∗(1).
Thus we obtain [ρ] = [ρξ] ∈ B∞(1) ⊔ B
∗
∞
(1).
To show the converse, it is enough to show that for a given [ρ] ∈ B∞(1) =
Φ∞(M(1)), there is an exotically convergent sequence with limit [ρ]. Take ξ ∈ M(1)
so that [ρ] = [ρξ]. Then there exist µ, ν ∈ M such that ξ = 2µ − ν, and we let
u, v be inverse images of µ, ν via the map Ψ : H \ {∞} → M. Then the sequence
Q(τnu, τ2nv) converges to [ρξ] as n → ∞ by Theorem 5.1. This completes the
proof.
Lemma 7.4. ∂bumpD(S) = ∂exoticD(S).
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Proof. We begin by fixing some notation of subsets of H×H. We regard H×H as
a subset of Cˆ× Cˆ, and define a distance between two points (x, y), (x′, y′) in H×H
by
d((x, y), (x′, y′)) = max{(ds(x, x
′), ds(y, y
′)},
where ds(·, ·) denotes the spherical distance in H ⊂ Cˆ. (Although we do not make
essential use of this metric, it is useful to understand precisely the arguments below.)
Let [ρ0] = Q(x0, y0) ∈ ∂D(S), which will be taken in ∂
bumpD(S) or ∂exoticD(S) in
the sequel. Let ǫ0 = d((x0, y0),∆) = infz∈∂H d((x0, y0), (z, z)) and take an open
neighborhood N (∆) of ∆ in H×H as
N (∆) = {(x, y) ∈ H×H | d((x, y),∆) < ǫ0/2}.
We set
N (∆) = {(x, y) ∈H×H | d((x, y),∆) ≤ ǫ0/2},
∂N (∆) = N (∆) \ N (∆) = {(x, y) ∈H×H | d((x, y),∆) = ǫ0/2}.
We first show that ∂bumpD(S) ⊂ ∂exoticD(S). Suppose that [ρ0] = Q(x0, y0) ∈
∂bumpD(S), and let take an open neighborhood N (∆) of ∆ as above. We set
K = (H×H) \ N (∆),
and let
int(K) = (H×H) \ N (∆)
be the interior of K ⊂ Cˆ × Cˆ. Since K is compact and since D(S) is Hausdorff, it
follows form Theorem 2.1 that the map
Q|K : K → D(S)
is a homeomorphism onto its image. We remark that Q(int(K)) = int(Q(K)), which
can be seen by checking that int(K) is mapped by Q into int(Q(K)) and K \ int(K)
is mapped into Q(K) \ int(Q(K)).
It is essential to observe that Q(K) does not self-bump at [ρ0], whereas D(S)
does. In fact, first observe that K does not self-bump at (x0, y0); that is, for any
neighborhood U of (x0, y0) in K there is a neighborhood V ⊂ U of (x0, y0) such
that V ∩ int(K) is connected. This can be seen precisely as follows: One can choose
ǫ > 0 so that
V = {(x, y) ∈ H×H | d((x, y), (x0, y0)) < ǫ}
is contained in U . In this case
V ∩ (H×H) = {x ∈ H | ds(x, x0) < ǫ} × {y ∈ H | ds(y, y0) < ǫ}
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is connected. Since Q(K) is homeomorphic to K and since Q(int(K)) = int(Q(K)),
Q(K) does not also self-bump at [ρ0] = Q(x0, y0); that is, for any neighborhood U
of [ρ0] in Q(K) there is a neighborhood V ⊂ U of [ρ0] such that V ∩ int(Q(K)) is
connected.
Now let U0 be a neighborhood of [ρ0] in D(S) such that for every neighborhood
V ⊂ U0 of [ρ0], V ∩ int(D(S)) is disconnected. Since Q(K) does not self-bump at
[ρ0], one can choose a decreasing sequence
U0 ⊃ V1 ⊃ · · · ⊃ Vn ⊃ · · ·
of neighborhoods of [ρ0] in D(S) which satisfy the following:
(1)
⋂
∞
n=0 Vn = {[ρ0]}, and
(2) Vn ∩ int(Q(K)) is connected for each n.
Since Vn ∩ int(D(S)) is disconnected for each n, there is a sequence {(xn, yn)} in
(H × H) \ int(K) such that Q(xn, yn) converges to [ρ0] as n → ∞. Pass to a
subsequence so that (xn, yn) converges to some point (x∞, y∞) in (H ×H) \K. If
(x∞, y∞) 6∈ ∆ then Q(xn, yn) → Q(x∞, y∞) = [ρ0] = Q(x0, y0), which contradicts
the injectivity of the map Q. Thus (x∞, y∞) ∈ ∆, and thus Q(xn, yn) is an exotically
convergent sequence. Therefore we obtain [ρ0] ∈ ∂
exoticD(S).
We next show that ∂exoticD(S) ⊂ ∂bumpD(S). Suppose that [ρ0] = Q(x0, y0) ∈
∂exoticD(S), and let take an open neighborhood N (∆) of ∆ as above. Observe that
the complement (H ×H) \ ∂N (∆) consists of two connected components O1, O2,
where
O1 = {(x, y) ∈ H×H | d((x, y),∆) > ǫ0/2},
O2 = {(x, y) ∈ H×H | d((x, y),∆) < ǫ0/2}.
We now claim that Q(∂N (∆)) is closed in D(S). In fact, since ∂N (∆) is closed in
H×H, it is compact. Therefore the image Q(∂N (∆)) of ∂N (∆) by the continuous
map Q is also compact. Since D(S) is Hausdorff, we see that Q(∂N (∆)) is closed
in D(S).
Therefore we can choose a neighborhood U0 of [ρ0] so that U0 ∩Q(∂N (∆)) = ∅.
Then, for any neighborhood V ⊂ U0 of [ρ0], we have
V ∩ int(D(S)) = (V ∩Q(O1)) ∪ (V ∩Q(O2)).
Since Q is a homeomorphism from H ×H onto int(D(S)), both Q(O1), Q(O2) are
open, and thus V ∩ Q(O1) and V ∩ Q(O2) are open. Since [ρ0] = Q(x0, y0) ∈
∂exoticD(S), there is a sequence {(xn, yn)} in N (∆) such that (xn, yn) converges to
a point in ∆ and Q(xn, yn) converges to [ρ0]. By applying diagonal argument if
necessary, we may assume that all (xn, yn) lie in O2 = N (∆) ∩ (H×H). Therefore
we have V ∩Q(O2) 6= ∅. On the other hand, it is obvious that V ∩Q(O1) 6= ∅. Thus
V ∩ int(D(S)) is disconnected, and thus we obtain [ρ0] ∈ ∂
bumpD(S).
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