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1. Introduction
Bergman kernels [2], initially introduced in [3], are applied nowadays in many areas from operator theory, partial dif-
ferential equations, complex geometry to mathematical physics. A description of the boundary behavior of that kernel on
strongly pseudoconvex domains, discovered by Fefferman, is vitally important for many applications. A slightly stronger the-
orem was proved later by Boutet de Monvel and Sjöstrand [4]. Unfortunately, an analogue of Fefferman’s results for Bergman
kernels with respect to a non-trivial weight is still unknown. There exist only partial results for weights of the form
w = dαeg, (1)
where d means the distance from the boundary of the domain and g is a smooth function on a closure of the domain [10];
more generally [9] for weights with asymptotic expansion
w ≈ dαeg
(
1+
∑
j
dα j
(
ln
1
d
)β j
g j
)
,
where α j is a sequence of positive real numbers with limit +∞, g j are smooth functions on the closure of the domain
and β j are real numbers. In other words, they are weights whose main term has the form (1), but there are “logarithmic”
singularities allowed in terms of higher order. The aim of this work is to describe the boundary behavior of Bergman kernels
for weights that have logarithmic singularity also in the main term, in its easiest case of radially symmetric weights on the
unit disc D = {z ∈ C: |z| < 1}. More speciﬁcally, we deal with weights whose asymptotic expansions as |z| → 1 are of the
form:
w(z) ≈ (1− |z|2)α ∞∑
k=0
wk ln
β−k 1
1− |z|2 ,
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special case of weights
w(z) = 1
π
(
1− |z|2)α(γ + ln 1
1− |z|2
)β
,
where γ > 0.
Due to the radiality hypothesis, it is known that the monomials {zn}n0 form an orthogonal basis in the corresponding
Bergman space
A2(D) =
{
f ∈O(D):
∫
D
∣∣ f (z)∣∣2w(z)dλ(z) ≡ ‖ f ‖2 < ∞}
(dλ(z) denotes the Lebesque area measure), and from this it follows that the Bergman kernel is given by
K (z, ζ ) =
∞∑
n=0
(ζ z)n
‖zn‖2 ≡ K (ζ z).
Our goal is to describe the behavior of K (ζ z) as ζ z → 1. Our main results are the following:
Theorem 1. Let f (n) = ∫
D
|z|2nw(|z|2)dλ(z), where
w(t) = 1
π
(1− t)α
(
γ + ln 1
1− t
)β
, (2)
α > −1, γ > 0 and β ∈ R. The asymptotic expansion of the series
K (z) =
∞∑
n=0
zn
f (n)
, (3)
for z → 1 is:
K (z) ≈ ln
−β 1
L
Lα+2
(
α + 1− β ln−1 1
L
+ d2 ln−2 1
L
+ d3 ln−3 1
L
+ · · ·
)
,
where L = ln 1/z and the coeﬃcients dk are given by
dk =
k∑
j=0
(−β − j
k − j
)
Γ (k− j)(α + 2)c j
for c0 = 1α! and c j such that
α!c j = −
j∑
i=1
(
β
i
)
(γ − ∂α)iΓ (α + 1)c j−i.
Theorem 2. The same asymptotic expansion as in Theorem 1 holds for weight functions of the form:
w(t) ≈ (1− t)α
∞∑
k=0
wk
(
γk + ln 11− t
)β−k
(t → 1), (4)
α > −1, γk > 0 and β ∈ R, with coeﬃcients c j given by c0 = 1w0α! and
w0α!c j = −
j∑
i=1
i∑
l=0
(
β − l
i − l
)
wl(γl − ∂α)i−lΓ (α + 1)c j−i .
The proof of these theorems will be done in three steps. In Section 2 we give an asymptotic expansion for the norm
squares ‖zn‖2 and then prove Theorem 1 in Section 3. In Section 4 we prove Theorem 2. Finally, in Section 5 we make some
remarks about the analytic continuation of the kernel function K (z).
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the beginning of the next section). In a loose sense, the sum (3) can likewise be interpreted as a discrete analogue of the
Mellin transform for the sequence 1/‖zn‖2. In this regard our methods are related to the manifold applications of the Mellin
transform to the study of the Berezin transform and Toeplitz operators, pioneered by Cuckovic, Ahern, and others [6,1,7,8].
Calculations reminiscent of ours in the context of the entire complex plane instead of the unit disc appear in Holland and
Rochberg [12].
2. Norm asymptotics
Passing to polar coordinates, we have
∥∥zn∥∥2 = ∫
D
|z|2nw(|z|2)dλ(z) = 2π∫
0
1∫
0
r2nw
(
r2
)
r dr dφ = π
1∫
0
rnw(r)dr
=
1∫
0
rn(1− r)α
(
γ + ln 1
1− r
)β
dr =: f (n).
Lemma 1. As n → ∞,
nα+1
lnβ n
f (n) ≈
∞∑
k=0
(
β
k
)
(−1)k
lnk n
(∂α − γ )kΓ (α + 1) (5)
for α > −1, γ > 0 and β ∈ R.2
Proof. Making the change of variable r = 1− t , we get
f (n) =
1∫
0
(1− t)ntα(γ − ln t)β dt
=
n−2/3∫
0
(1− t)ntα(γ − ln t)β dt +
1∫
n−2/3
(1− t)ntα(γ − ln t)β dt.
The contribution from the second integral is exponentially small:
1∫
n−2/3
(1− t)ntα(γ − ln t)β dt 
(
1− 1
n2/3
)n
︸ ︷︷ ︸
=sup(1−t)n
1∫
n−2/3
tα(γ − ln t)β dt

(
1− 1
n2/3
)n2/3n1/3 1∫
0
tα(γ − ln t)β dt
︸ ︷︷ ︸
=cα,β,γ
 (e/2)−n1/3cα,β,γ = O
(
(e/2)−n1/3
)
.
In the ﬁrst integral we perform the change of variable t = xn :
1
nα+1
n1/3∫
0
(
1− x
n
)n
xα
(
γ + ln n
x
)β
dx = ln
β n
nα+1
n1/3∫
0
(
1− x
n
)n
xα
(
1− ln x− γ
lnn
)β
dx,
and discard the integration over the interval [0,1/n] whose contribution is also negligible:
2 By ≈ we always mean an asymptotic expansion, while the symbol ∼ refers to a “principal term” – f (z) ∼ g(z) ⇔ limz→1 f (z)/g(z) = 1.
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0
(
1− x
n
)n
xα
(
1− ln x− γ
lnn
)β
dx 
1/n∫
0
xα
(
1− ln x− γ
lnn
)β
dx
x=e−t/n= 1
nα+1
∞∫
0
e−t(α+1)
(
2+ γ + t
lnn
)β
dt ∼ 1
nα+1
2β
α + 1 = O
(
1
nα+1
)
.
Collecting the bounds, we ﬁnd:
nα+1
lnβ n
f (n) =
n1/3∫
1/n
(
1− x
n
)n
xα
(
1− ln x− γ
lnn
)β
dx+ O
(
1
nα+1
)
+ O ((e/2)−n1/3)
=
n1/3∫
1/n
(
1− x
n
)n
xα
(
1− ln x− γ
lnn
)β
dx+ O
(
1
nα+1
)
(n → ∞).
Now we approximate (1− xn )n by e−x . We claim that the error of this procedure can be estimated for 1/n < x < n1/3 as
follows:(
1− x
n
)n
− e−x ∼ − x
2
2n
e−x (n → ∞),
uniformly in x. The proof is based on using Taylor series representation of relevant functions twice. Indeed,(
1− x
n
)n
− e−x = e−n ln(1− xn )−1 − e−x.
First we may expand the logarithm since | xn | n
1/3
n < 1 for n 2:
= exp
(
−n
(
x
n
+ x
2
2n2
+ x
3
3n3
+ · · ·
))
− e−x
= exp
(
−x−
(
x2
2n
+ x
3
3n2
+ x
4
4n3
+ · · ·
)
︸ ︷︷ ︸
=A
)
− e−x = e−x(e−A − 1).
Second, since A is bounded uniformly for 0< x< n1/3
A = x
2
2n
+ x
3
3n2
+ x
4
4n3
+ · · · x
2
n
+ x
3
n2
+ x
4
n3
+ · · · = n
x2
n2
1− xn
= x
2
n − x
xn1/3
 n
2/3
n − n1/3 = O
(
n−1/3
) −→
n→∞0,
we can expand the exponential factor as well:
e−x
(
e−A − 1)= e−x(−A + A2
2
− A
3
6
+ O (n−4/3))
which upon rearranging the terms becomes
= e−x
(
− x
2
2n
− x
3
3n2
+ x
4
8n2
− x
6
48n3
+ O (n−4/3))∼ − x2
2n
e−x (n → ∞),
as claimed.
Using this fact we can estimate for n eγ :∣∣∣∣∣
n1/3∫
1/n
((
1− x
n
)n
− e−x
)
xα
(
1− ln x− γ
lnn
)β
dx
∣∣∣∣∣
n1/3∫
1/n
∣∣∣∣
(
1− x
n
)n
− e−x
∣∣∣∣xα3|β| dx
∼ 3|β|
n1/3∫
x2
2n
e−xxα dx 3|β|
∞∫
1
2n
e−xxα+2 dx = O
(
1
n
)
.1/n 0
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nα+1
lnβ n
f (n) =
n1/3∫
1/n
e−xxα
(
1− ln x− γ
lnn
)β
dx+ O
(
1
n
)
+ O
(
1
nα+1
)
. (6)
Within the integration limits we have ln x−γlnn ∈ (−1 − 2γ ,1/3), hence we can expand the logarithmic part of the inte-
grand:
n1/3∫
1/n
e−xxα
(
1− ln x− γ
lnn
)β
dx =
N−1∑
k=0
(
β
k
)
(−1)k
lnk n
n1/3∫
1/n
e−xxα(ln x− γ )k dx+ RN ,
where the remainder term is obtained from Taylor’s theorem as:
RN =
(
β
N
)
(−1)N
lnN n
n1/3∫
1/n
e−xxα
(
1− θ(x))β−N(ln x− γ )N dx,
for −1− 2γ  θ(x) 1/3.
It is immediately obvious that RN satisﬁes:
RN = O
(
1
lnN n
)
(n → ∞),
which matches the requirements of our asymptotic scale. Since
∞∫
0
e−xxα(ln x− γ ) j dx = (∂α − γ ) jΓ (α + 1),
in order to complete the proof of the lemma we must now only show that changing the limits of integration to 0 and ∞
will not interfere with this scale – i.e. that the corresponding corrections are negligibly small. However, for n e3γ
∞∫
n1/3
e−xxα(ln x− γ )k dx
∞∫
n1/3
e−
x
2− n
1/3
2 xα(ln x− γ )k dx e− n
1/3
2
∞∫
n1/3
e−
x
2 xα+1 dx
 e− n
1/3
2
∞∫
0
e−
x
2 xα+1 dx = e− n
1/3
2 Γ (α + 2)2α+2 = O (e− n1/32 ) (n → ∞),
and similarly
∣∣∣∣∣
1/n∫
0
e−xxα(ln x− γ )k dx
∣∣∣∣∣
∣∣∣∣∣
1/n∫
0
xα(ln x− γ )k dx
∣∣∣∣∣=
∣∣∣∣(∂α − γ )k n−α−1α + 1
∣∣∣∣
=
∣∣∣∣eγ α∂kα
(
e−γ α n
−α−1
α + 1
)∣∣∣∣=
∣∣∣∣∣
k∑
j=0
(
k
j
)
lnk− j(n)
nα+1
eγ α
(
e−γ α
α + 1
)( j)∣∣∣∣∣= O
(
lnk n
nα+1
)
.
Since both O -terms decay faster than any negative power of lnn as n → ∞, we can indeed write:
n1/3∫
1/n
e−xxα
(
1− ln x− γ
lnn
)β
dx ≈
∞∑
k=0
(
β
k
)
(−1)k
lnk n
(∂α − γ )kΓ (α + 1), (7)
which combining with (6) completes the proof. 
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Proof of Theorem 1. Our task is to investigate the asymptotic behavior (for z → 1) of the series:
K (z) =
∞∑
n=0
zn
f (n)
.
It is obvious that the ﬁrst two initial terms do not have inﬂuence on this behavior,
K (z) =
∞∑
n=2
zn
f (n)
+ O (1). (8)
In Lemma 1 we derived the asymptotic expansion for f (n) and so we can, by standard procedure [13,5], provide an
expansion for its inverse:
lnβ n
nα+1
1
f (n)
= 1
α! +
c1
lnn
+ c2
ln2 n
+ · · · + O
(
1
lnN n
)
(n → ∞), (9)
where c0 = 1α! and c j are solutions to the recurrence relation
α!c j = −
j∑
i=1
(
β
i
)
(γ − ∂α)iΓ (α + 1)c j−i.
Substituting this, we get:
K (z) = 1
α!
∞∑
n=2
znnα+1
lnβ n
+ c1
∞∑
n=2
znnα+1
lnβ+1 n
+ · · · + O
( ∞∑
n=2
znnα+1
lnβ+N n
)
. (10)
Let us deal with each sum separately. According to Evgrafov’s book [11, Theorem 1, §2, Chapter III] the following holds:
if
∞∫
0
∣∣F (x)∣∣dx< ∞, ∞∫
0
∣∣F ′(x)∣∣dx< ∞,
then
∞∑
n=0
F (n) = F (0)
2
+
∞∫
0
F (x)dx+ 2
∞∑
n=1
∞∫
0
F (x) cos(2πnx)dx.
Put:
F (x) = (x+ 2)
α+1
lnτ (x+ 2) e
−L(x+2),
where L = ln 1z . Obviously both assumptions are fulﬁlled for our values of α (α > −1) and of z (|z| < 1 resp. Re(L) > 0). So:
∞∑
n=0
(n + 2)α+1
lnτ (n + 2) e
−L(n+2) = 2
α+1
lnτ 2
e−2L +
∞∫
0
(x+ 2)α+1
lnτ (x+ 2) e
−L(x+2) dx
+ 2
∞∑
n=1
∞∫
0
(x+ 2)α+1
lnτ (x+ 2) e
−L(x+2) cos(2πnx)dx.
The right-hand side of the equation can be further simpliﬁed to:
∞∑
−∞
∞∫
2
xα+1 ln−τ (x)e−x(L+2π in) dx+ O (1).
(Indeed, since e−2π inx = cos(2πnx)− i sin(2πnx), the sines disappear because the terms with n and −n cancel out, while
the cosines for the same reason get counted twice except for the zeroth term. The O (1) factor just refers to the ﬁrst term
in the preceding formula.)
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=
∞∫
2
xα+1 ln−τ (x)e−xL dx+
∑
n∈Z\{0}
∞∫
2
xα+1 ln−τ (x)e−x(L+2π in) dx+ O (1). (11)
Later we will show that this rest is negligible because it is actually a holomorphic function in the neighborhood of z = 1 i.e.
L = 0 – hence can be absorbed into the O (1) term. But the type of reasoning which is required to prove this fact is very
similar to the one needed to estimate the ﬁrst term – so we concentrate ﬁrstly on it:
∞∫
2
xα+1 ln−τ (x)e−xL dx. (12)
Performing the change of variable x = eiϕt , where eiϕ L = |L|, ϕ ∈ (−π2 , π2 ) (remember that Re(L) > 0) we get:
eiϕ(α+2)
∞e−iϕ∫
2e−iϕ
tα+1(ln t + iϕ)−τ e−t|L| dt = eiϕ(α+2)
( ∞∫
2
−
2e−iϕ∫
2
)
tα+1(ln t + iϕ)−τ e−t|L| dt.
The equality holds because the integrand is a holomorphic function in the region Ω = {t ∈ C: Re(t) > 0, |t| > 1} and decays
exponentially for |t|  1. The second integral is obviously O (1) for L → 0 and thus negligible.
In the ﬁrst integral we substitute t|L| = y:
eiϕ(α+2) 1|L|α+2
∞∫
2|L|
yα+1
(
ln y − ln |L| + iϕ)−τ e−y dy = 1
Lα+2 lnτ (1/L)
∞∫
2|L|
yα+1
(
ln y
ln1/L
+ 1
)−τ
e−y dy. (13)
Next we break the integration into three pieces:
∞∫
2|L|
e−y yα+1
(
ln y
ln1/L
+ 1
)−τ
dy =
∞∫
|L|−1/3
+
√|L|∫
2|L|
+
|L|−1/3∫
√|L|
.
The ﬁrst piece can be estimated as follows:∣∣∣∣∣
∞∫
|L|−1/3
e−y yα+1
(
ln y
ln1/L
+ 1
)−τ
dy
∣∣∣∣∣
∞∫
|L|−1/3
e−y yα+1
∣∣∣∣ ln yln1/L + 1
∣∣∣∣︸ ︷︷ ︸
C y
−τ
dy
 Ce−
1
2|L|1/3
∞∫
|L|−1/3
e−y/2 yα+2 dy
 Ce−Re(
1
2L1/3
)
∞∫
0
e−y/2 yα+2 dy = O (e−Re 12L1/3 ). (14)
Similar estimates can be also used for validating holomorphy at |z| = 1 of the second summand in (11) as mentioned
above. Put L˜ := L+2πni instead of L and carry out the computations from (12) to (13). We do not need break the integration
into three pieces because |L˜| already tends to inﬁnity (as |n| → ∞). So we can use the estimate (14) and obtain:
∞∫
2
xα+1 ln−τ (x)e−xL˜ dx = 1
L˜α+2 lnτ 1/L˜
∞∫
2|L˜|
e−y yα+1
(
ln y
ln 1/L˜
+ 1
)−τ
dy + O (1)
= 1
L˜α+2 lnτ 1/L˜
O
(
e−Re
1
2 L˜
)= O( 1
nα+2 lnτ n
) (|n| → ∞),
which proves that the series converges absolutely for | Im(L)| < 2π .
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√|L|∫
2|L|
e−y yα+1
(
ln y
ln1/L
+ 1
)−τ
dy
∣∣∣∣∣ 
√|L|∫
2|L|
yα+1
∣∣∣∣ ln yln1/L + 1
∣∣∣∣−τ dt
y=√|L|e−x= (√|L|)α+2
− ln(2√|L|)∫
0
e−x(α+2)
∣∣∣∣12 − x− iϕ/2ln1/L
∣∣∣∣−τ dx = O (|L| α+22 ),
since the integral tends to the ﬁnite quantity 2τ
∫∞
0 e
−(α+2)x dx as L → 0.
To derive an asymptotic expansion of the remaining piece:
|L|−1/3∫
√|L|
e−y yα+1
(
ln y
ln1/L
+ 1
)−τ
dy
we can use the same argument as we did in Lemma 1 (since | ln yln1/L |  1/2, etc.) with 1/|L| in place of n and obtain the
expansion:
≈
∞∑
k=0
(−τ
k
)
Γ (k)(α + 2)(ln1/L)−k (L → 0).
Finally we thus get:
∞∑
n=2
znnα+1
lnτ n
≈ ln
−τ 1
L
(L)α+2
∞∑
k=0
(−τ
k
)
Γ (k)(α + 2)
(
ln
1
L
)−k
(L → 0).
To complete our proof it only remains to substitute the last expression into (10) and rearrange the terms. 
4. Generalization
Theorem 1 can be easily extended to a larger family of weights. In the following we allow w(t) not only to be of the
form:
w(t) = (1− t)α
(
γ + ln 1
1− t
)β
(15)
but such that these expressions are merely the terms of its asymptotic expansion. Precisely:
w(t) ≈ (1− t)α
∞∑
j=0
w j
(
γ j + ln 11− t
)β− j
. (16)
We claim that the general shape of the expansion of K (z) – to which this paper is devoted – does not change, only the
coeﬃcients do in the way described in Theorem 2.
Proof of Theorem 2. We basically repeat the proof of Theorem 1.
In Lemma 1 we derived an asymptotic expansion for square norms f (n) = ∫ 10 tnw(t)dt with our special weight (15) as:
f (n) ≈ ln
β n
nα+1
∞∑
k=0
(
β
k
)
1
lnk n
(γ − ∂α)kΓ (α + 1) (n → ∞).
Substituting the general weight (16) and rearranging the terms in a manner
∞∑
k=0
∞∑
j=0
akb jx
k+ j =
∞∑
j=0
j∑
l=0
a j−lblx j
with 1/ lnn instead of x we get:
f (n) ≈ ln
β n
nα+1
∞∑( j∑( β
j − l
)
(γl − ∂α) j−lΓ (α + 1)wl
)
1
ln j n
(n → ∞).j=0 l=0
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1
f (n)
≈ n
α+1
lnβ n
∞∑
j=0
c j
ln j n
(n → ∞),
where c0 = 1w0α! and c j such that:
w0α!c j = −
j∑
i=1
i∑
l=0
(
β − l
i − l
)
wl(γl − ∂α)i−lΓ (α + 1)c j−i.
And the rest is the same. 
5. Analytic continuation
The function
Fα,β(z) :=
∞∑
n=2
znnα+1
lnβ n
,
extends in fact analytically to the entire complex plane with the interval [1,+∞] removed; this is immediate from the
integral representation
∞∑
n=k
znnα+1
lnβ n
= 1
2π i
c+i∞∫
c−i∞
sα+1
s[k] lnβ s
∞∫
1
zkk!us
(u − z)k+1 du ds, (17)
where k is an integer grater than α + 2, k − 1< c < k and s[k] := s(s − 1)(s − 2) · · · (s − k + 1), which is easily proved using
the Residue Theorem. In particular, Fα,β is C∞ on the closed unit disc except the point z = 1.
Unfortunately, we are unable to prove that the latter is true also for our kernel function K (z), although we believe that
this is the case:
Conjecture. K ∈ C∞(D \ {1}).
It should be noted that the asymptotics (9) for the Taylor coeﬃcients of K (z) are insuﬃcient for drawing such a conclu-
sion. Namely, the function
F (z) =
∞∑
k=1
zk!
k!
has Taylor coeﬃcients which are negligible in comparison with the terms on the right-hand side of (10), but is well known
to have the unit circle as natural boundary, in fact, to be continuous but not continuously differentiable at any point of the
unit circle. Hence there exist functions (for instance, Fα,β(z) + F (z)) whose Taylor coeﬃcients have the expansion (9) but
which have the unit circle as natural boundary, and are continuous but not C1 on D \ {1}.
One way of proving the conjecture could be as follows: The square norms function f (n) from Theorem 1 is holomorphic
(as a Laplace transform) in the right half-plane (more precisely Ren > −1). If one can prove it has no zeros there (or at
least that all their real parts are less than some ﬁxed number x0) so that 1/ f (n) is also holomorphic, a similar integral
representation as (17) can be established. But at the moment the author has no idea how to approach this problem.
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