Abstract. Building on the work of Terwilliger, we find the structure of nonthin irreducible T -modules of endpoint 1 for P-and Q-polynomial association schemes with classical parameters. The isomorphism class of such a given module is determined by the intersection numbers of the scheme and one additional parameter which must be an eigenvalue for the first subconstituent graph. We show that these modules always have what we call a ladder basis, and find the structure explicitly for the bilinear, Hermitean, and alternating forms schemes.
Introduction
The study of Terwilliger algebras for association schemes was begun by Terwilliger in [4] , where they are called subconstituent algebras. These noncommutative algebras are generated by the Bose-Mesner algebra of the scheme, together with matrices containing local information about the structure with respect to a fixed vertex. It is expected that these algebras will contribute significantly to the classification of P-and Q-polynomial schemes.
The irreducible modules for thin P-and Q-polynomial schemes were thoroughly investigated by Terwilliger in [4] . Roughly speaking, he shows that such modules inherit the P-and Q-polynomial property and have structures described by Askey-Wilson polynomials related to those of the scheme. He also relates thinness to the combinatorial structure of the scheme.
Little is known about nonthin irreducible modules, and their structures seem to be much more complicated. For one particular family of schemes, the Doob schemes, all irreducible modules were found by Tanabe [3] . However for the classical forms schemes (bilinear, alternating, Hermitean, and quadratic forms), which for diameter ≥6 are the other known examples of nonthin P-and Q-polynomial association schemes [4] , the irreducible modules have not yet been determined.
Some basic theory for the case of endpoint 1, is found in Terwilliger's unpublished lecture notes [5] . In particular, he shows that the isomorphism classes of modules are determined by the eigenvalues of the subgraph on the first subconstituent, and that they are only a little larger than thin modules, in the sense that they intersect the distance i subspaces in dimension 2 for 2 ≤ i ≤ d − 1 and dimension 1 for i = 1 and i = d.
In this paper, we consider only schemes with classical parameters; for these schemes, we describe the nonthin irreducible modules of endpoint 1. We show that for classical parameters, there exists a particularly nice basis for any nonthin irreducible module of endpoint 1, which we call a ladder basis. Such bases were first shown to exist for modules of the Doob schemes in [3] ; part of the motivation for our work was a question of Terwilliger as to whether such bases exist in general. In fact, we show something stronger: for classical parameters, half of the elements of a ladder basis are multiples of elements of the basis given in [5] (the Terwilliger basis). We also find the matrix for the action of the adjacency matrix A 1 on the module, with respect to both the Terwilliger and ladder bases.
All the known examples of P-and Q-polynomial schemes with diameter ≥6 which are not thin have classical parameters. They are also self-dual, and so have what we may call dual classical parameters for the Q-polynomial, or dual, structure. Since our methods are algebraic rather than combinatorial, the theorems have dual versions (describing A * 1 instead of A 1 ) for schemes with dual classical parameters. However, we do not explore this further in this paper.
Terwilliger algebras contain a lot of information about the scheme, possibly enough to reconstruct the scheme if it is P-and Q-polynomial. However, the determination of all nonthin modules is extremely difficult in general. The advantage of investigating irreducible modules of endpoint 1 is that they are small enough to be manageable, but still can be expected to reflect the nature of the local structure in the scheme. We hope that the investigation of irreducible modules of small endpoint, together with combinatorial methods, will be sufficient to finish the classification of P-and Q-polynomial schemes.
The organization of the paper is as follows. Section 2 gives definitions and a summary of previous results from [4] and [5] . In Section 3, we define the term ladder basis, and give necessary and sufficient conditions for existence. Section 4 shows that if the scheme has classical parameters, any nonthin irreducible T -module of endpoint 1 for the scheme has a ladder basis. In Section 5, we explicitly find the action of A 1 on the module, with respect to both the Terwilliger and ladder bases. The final section is devoted to examples: we find the eigenvalues of the subgraph on the first subconstituent for the bilinear, alternating, and Hermitean forms schemes, and use these to determine the nonthin irreducible endpoint 1 modules.
Terwilliger algebras
In this section, we review the definition and basic results for Terwilliger algebras from [4] and [5] . The books [1] and [2] are basic references for P-and Q-polynomial association schemes.
Definitions and notation
Let X = (X, {R i } 0≤i≤d ) be a commutative association scheme with d classes. As usual, let A i be the adjacency matrix for relation R i , A the linear span of {A 0 , A 1 , . . . , A d } over C, that is, the Bose-Mesner algebra, and {E i } d i=0 the set of primitive idempotents of A. E i is the projection onto the ith common eigenspace of the adjacency matrices.
Fix x ∈ X . Let i (x) be the ith subconstituent of X , so i (x) = {y ∈ X | (x, y) ∈ R i }. Define E * i = E * i (x) ∈ Mat X (C) to be the |X | × |X| diagonal matrix with (y, y) entry 1 if (x, y) ∈ R i and 0 otherwise. The Terwilliger algebra T = T (x) is the subalgebra of Mat X (C) generated by {A 0 , . . . ,
|X | be the unitary space over C with an orthonormal basis which we identify with X , and inner product , . V is a module for T , called the standard module. For
T is semi-simple, so V decomposes into an orthogonal direct sum of irreducible T -modules. In this paper, each T -module will be considered as a submodule of V ; we can do this since V is faithful.
An
The endpoint of W is min{i : E * i W = 0} (note that this is called the dual endpoint in [4] ). There is a unique irreducible T -module of endpoint 0, called the trivial module; it is thin and has basis {E * i 1 : 0 ≤ i ≤ d}, where 1 is the vector of all 1's. Throughout the paper, we will assume X = (X, {R i } 0≤i≤d ) is a P-and Q-polynomial scheme of diameter d ≥ 3. As usual, we denote the intersection numbers by a i , b i , and c i , where
We also let k = | 1 (x)|, the valency of the graph. Let {θ i } be the eigenvalues and {θ * i } the dual eigenvalues of X , so
It is well known that there exists a nonzero constant Q such that [1] 
where ρ = q + q −1 . It is convenient to define θ i and θ * i for all integers i by the above recurrence. Note that θ i (and similarly θ * i ) are distinct for 0 ≤ i ≤ d, but they may not be so in general. As in [2] , we say that X has classical parameters (d, q, α, β) if X has diameter d and intersection numbers
where [
is the usual q-binomial coefficient. In this case, the eigenvalues and dual eigenvalues of X satisfy
Fix x ∈ X , and write
Note that F, L, R ∈ T , and A 1 = F + L + R. F is a symmetric 0, 1 matrix, and R and L are 0, 1 matrices such that R t = L. We will use extensively the following relations on these operators, which were given in [4] in a slightly different form. 
which are constants independent of i, and
, the above are given by
Irreducible modules of endpoint 1
We now summarize the relevant results of [5] and [7] about irreducible modules of endpoint 1.
Let U * 1 be the subspace of V * 1 which is orthogonal to 1. Note that U * 1 is the subspace of V * 1 which is orthogonal to the trivial module, and hence E * 1 T E * 1 acts on U * 1 . 
Theorem 2.2 ([5]) Let W be an irreducible T -module of endpoint
1. Then E * 1 W is a one-dimensional subspace of U * 1 . In particular, any nonzero v ∈ E * 1 W is an eigenvector of E * 1 A 1 E * 1 , and W = T v. Conversely, let v ∈ U * 1 be an eigenvector of E * 1 A 1 E * 1 . Then T v is an irreducible T -module of endpoint 1.v + i = E * i A i−1 v v − i = E * i A i+1 v.
Theorem 2.4 ([5]) The set of vectors
{v = v + 1 , v + 2 , v − 2 , . . . , v + d−1 , v − d−1 , v + d } spans W .
It is a basis for W if W is not thin. In particular, if W is not thin, dim E
* i W = 2 for 2 ≤ i ≤ d − 1, and dim E * i W = 1 for i = 1, d.
R| E
The basis {v = v 
Lemma 2.6 ([5]) For
For classical parameters, the following theorem tells exactly which modules are thin.
Theorem 2.7 ([5]) Suppose X has classical parameters
(d, q, α, β). Let v ∈ U * 1 be an eigenvector for E * 1 A 1 E * 1
with eigenvalue λ. The irreducible module T v of endpoint 1 is thin if and only if
λ ∈ −1, −q − 1, β − α − 1, αq d − 1 1 − 1 .
Ladder bases
In this section, we describe a particularly nice sort of basis for a nonthin irreducible module of endpoint 1, which we will call a ladder basis. We will then give criteria for the existence of such a basis. Throughout Sections 3 to 5, we assume that W is a nonthin irreducible T -module of endpoint 1, and v is a nonzero vector in E * 1 W . Then v is an eigenvector for E * 1 A 1 E * 1 , and we denote the corresponding eigenvalue by λ. By Theorem 2.2, W = T v.
Criteria for existence
A ladder basis for W is an orthogonal basis {w
If the eigenvalues of F on E * i W are distinct, then the corresponding eigenvectors are automatically orthogonal. In this case, the following lemma shows that it is enough to check one of the properties of (iii).
Lemma 3.1 Suppose i is a fixed integer with
2 ≤ i ≤ d − 2, and w + i , w − i , w + i+1 , w − i+1 are mutually orthogonal vectors such that E * i W = span{w + i , w − i } and E * i+1 W = span{w + i+1 , w − i+1 }. Then Lw − i+1 ∈ span{w − i } if
and only if Rw
+ i ∈ span{w + i+1 }. Proof: Since w + i , w − i = 0 = w + i+1 , w − i+1 , it follows that Lw − i+1 ∈ span{w − i } if and only if Lw − i+1 , w + i = 0. But Lw − i+1 , w + i = w − i+1 , Rw + i ,
so this occurs if and only if Rw
We can now use this and the relations on the operators F, L, and R to show that we only need to check a few eigenvectors to see if a ladder basis exists. 
Proof:
(ii ⇒ iii): Since F is symmetric, there exist eigenvectors w − 2 and w 
where γ , g 
where either
Proof of Theorem 3.3: Note that in any case we can find λ
holds in either case. To see this for (+), i ≥ 4, apply (2.2) to w It is easy to check that (3.1) is a solution to this equation. However, we will give below a method for solving the recursion. 
Summing (3.3) for i = 3 to j,
and let
Summing (3.5) from 2 to i results in
from which the theorem follows. P
The Terwilliger basis
Recall that the Terwilliger basis {v = v
Occasionally it is useful to let v 
Notation
We will use the following notation for entries of A 1 | W .
Note that Fv 
Proof: This follows directly from (2.8) and (2.9). P
The remainder of this section will be restricted to the case of classical parameters. The methods here clearly give formulae in the general P-and Q-polynomial case for the entries of A 1 | W , however they are quite complicated. We expect to consider the general case using a different approach in a subsequent paper. 
Showing a ladder basis exists
Since X is P-polynomial, we can write
and this together with (2.7) results in 
Solving simultaneously with f The results are 
Solving this simultaneously with the equation 
The entries of the matrix
In this section, we give our computational results about the entries of the matrix for A 1 | W with respect to both the Terwilliger and ladder bases. 
The matrix with respect to the Terwilliger basis
and using the values of γ , a 1 , and a 2 for classical parameters, we can check that this equals (5.3). Using (4.2), we also get (5.7). f
Using (4.3), we also get (5.8) for i ≤ d − 2; the case i = d − 1 can be checked directly using (2.8).
To show (5.9), we use another recursive equation. Apply (2.2) to v 
Proof: Since c i = 0, it follows from (5.5) that f 
, this implies f
We can also write all entries in terms of the d, q, α, β, and λ.
The matrix with respect to the ladder basis
We will assume that X has classical parameters (d, q, α, β). By Corollary 5.2, f
, and the eigenvectors of F| W are orthogonal. Let
Note that 
By Lemma 3.1, Rw
Therefore {w
} is a ladder basis for X . For this basis, we use the notation
So A 1 | W has matrix with respect to this basis given by 
Now, using Theorem 5.1, and the equations
we can easily calculate the entries of this matrix.
Theorem 5.4 With notation as above,
λ + i = q i d − i 1 − i − 1 1 i − 1 1 α + i − 1 1 (β − 1) − q i−2 (λ + q + 1) (2 ≤ i ≤ d) λ − i = q i d − i 1 − i + 1 1 i − 1 1 α + i − 1 1 (β − 1) + q i−1 λ (1 ≤ i ≤ d − 1) σ + i = q i−1 d+1−i 1 β − i−1 1 α λ + 1 − q i−1 1 α λ + 1 − q i−2 1 α (3 ≤ i ≤ d) σ − i = q i−2 (q + λ + 1)(λ + 1 + α − β) λ + 1 − q d−1 1 α λ + 1 − q i−2 1 α (2 ≤ i ≤ d) τ + i = q i−1 (λ + 1) q i 1 α − (λ + 1) (1 ≤ i ≤ d − 1) τ − i = i 1 i 1 α + 1 λ + 1 − q i−1 1 α λ + 1 − q i 1 α (1 ≤ i ≤ d − 2).
Examples
The irreducible modules of endpoint 1 are determined up to isomorphism by the eigenvalues of the graph on the first subconstituent 1 (x), since E * 1 A 1 E * 1 is the adjacency matrix of this graph. In this section, we consider three families of P-and Q-polynomial schemes which are not thin: the bilinear forms schemes, the Hermitean forms schemes, and the alternating forms schemes. For each, we find the eigenvalues of 1 (x) and then use the results of Section 5 to find the entries of A 1 | W for each nonthin irreducible module W of endpoint 1. We use [2] as a reference for these schemes.
The only other known P-and Q-polynomial schemes of diameter ≥6 which are not thin are the Doob schemes and the quadratic forms schemes [4] . All irreducible modules for the Doob schemes were determined by Tanabe [3] . The case of the quadratic forms schemes appears to be much more difficult.
The bilinear forms schemes
Let X be the set of d × n matrices over G F(q), d ≤ n. Define matrices M and N to have relation i if rk(M − N ) = i. This gives a P-and Q-polynomial scheme, called the bilinear forms scheme, which has classical parameter (d, q, α, β) with α = q − 1 and β = q n − 1. The automorphism group acts transitively on this scheme, therefore the structure of T (x) is independent of x.
Assume d ≥ 3.
, respectively. Now 1 (x) has adjacency matrix B ⊗ J q−1 + I ⊗ (J − I ), and the result follows. P Suppose W is the unique nonthin irreducible module. Using Theorems 5.1 and 5.4, we can find the matrix of A 1 | W with respect to either the Terwilliger basis or the ladder basis of Section 5.2.
The eigenvalues of F on E * i W are given by
where λ = λ 
The Hermitean forms schemes
Let X be the set of d ×d Hermitean matrices over G F(r 2 ), where r is a prime power. Define matrices M and N to have relation i if rk(M − N ) = i. This gives a P-and Q-polynomial scheme, called the Hermitean forms scheme, which has classical paramters (d, q, α, β), with q = −r, α = −r − 1, and β = −(−r) d − 1. The automorphism group of this scheme acts transitively, therefore the structure of T (x) is independent of the choice of x.
Assume d ≥ 3. cliques of size r − 1. P As in Section 6.1, we now give the entries of the matrix A 1 | W for the Terwilliger basis and ladder basis, in terms of q and d. Recall that q = −r.
The eigenvalues of F on E * i W are
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