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1.1 The era of data streams
In the last decade, technological developments have been rapidly changing our so-
ciety. Instead of going out shopping in the city center we now often buy clothes in
webshops, and instead of reading a newspaper once a day, we now continuously
receive the headlines on our smartphones. While previously, it was often unknown
who bought which products because it was difficult to trace individual customers,
nowadays webpages can be designed to store all relevant digital transactions. As a
result, these technological developments have led to an increase in digital informa-
tion, which are collected on a large scale (Al-Jarrah, Yoo, Muhaidat, Karagiannidis,
& Taha, 2015).
Analyzing the collected digital information might be challenging, because stor-
ing all the data requires a large computer memory. Additional to the memory bur-
den, the fact that these observations keep streaming in complicates commonly used
analyses even further, because the analyses often have to be redone when new ob-
servations enter to remain up to date. Situations where new data points are continu-
ously entering and thereby augmenting the current data set are commonly referred
to as data streams (Gaber, 2012).
When the data are arriving over time, it might be necessary to act upon the data
while they enter: tailor the webpage to the currently browsing individual, warn
patients to take their medication, or give people an extra nudge to respond to the
questionnaire. Failing to act in real time might result in the potential customer leav-
ing the webpage, because it did not appeal to him, the lack of medication could be
deteriorating the patient’s health, or a respondent failing to answer the question-
naire in time. These three examples clearly illustrate that in many situations failing
to analyze the data in real time makes the analysis rather ineffective.
Digital data collection has also influenced the social sciences. Until recently, data
were often collected by inviting respondents to fill out paper-and-pencil question-
naires. After a period of data collection, the resulting data set would be considered
’finished’ and analyzed. Using modern technological innovations, data are nowa-
days commonly collected using web surveys or smartphone applications. Using
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naire in time. These three examples clearly illustrate that in many situations failing
to analyze the data in real time makes the analysis rather ineffective.
Digital data collection has also influenced the social sciences. Until recently, data
were often collected by inviting respondents to fill out paper-and-pencil question-
naires. After a period of data collection, the resulting data set would be considered
’finished’ and analyzed. Using modern technological innovations, data are nowa-
days commonly collected using web surveys or smartphone applications. Using
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these digital approaches, it has become easier, cheaper, and faster to collect data
from many individuals at the same time and to monitor these individuals over time.
Besides collecting more data using less resources, these developments have also
created new opportunities to study individuals’ behavior. Instead of asking for their
typical behavior or feelings, which respondents would have to recall from memory,
respondents are asked at random intervals to fill out some questions about their cur-
rent feelings. This technique is called Experience sampling (see e.g., L. F. Barrett &
Barrett, 2001; Trull & Ebner-Priemer, 2009) and commonly uses a smartphone appli-
cation that gives a signal at random intervals to alert the respondent to answer the
questionnaire. Experience sampling has become a common method to collect data in
social science (Hamaker & Wichers, 2017) and, even though commonly not analyzed
as such, the method does give rise to a data stream.
Analyzing data streams in real time is possible when fast prediction methods
are available. Especially when data points stream in rapidly, the demand for more
computational power to analyze the data in real time and the memory capacity to
store all the data increases continuously. Even though computational power and
memory capacity have grown substantially over the last decades, obtaining up-to-
date predictions in a data stream is still a challenge. Due to the influx of data points,
traditional methods which revisit all observations to update the predictions when
new data have entered are bound to become too slow to be useful in a data stream.
In this thesis, approaches to analyze data streams in real time are studied and
new methods are developed for the analysis of data streams consisting of depen-
dent observations. These new methods facilitate the use of data stream applications
encountered in the social sciences.
1.2 Outline
Figure 1.1 presents an overview of the structure of this thesis. Note that, Chapter 2
and Chapter 4 are published as separate journal articles and Chapter 3 and Chapter
5 are submitted for publication. This might have led to some repetition and incon-
sistencies in notation across the chapters. Below, a short illustration of the approach
to analyze data streams is given, after which the topics (the ‘branches’ of Fig. 1.1) of
each of the chapters (the ‘leafs’ of Fig. 1.1) are introduced.
A commonly used approach to analyze data streams is very intuitive. Let’s imag-
ine we are at a baseball field, and we want to keep scores of the teams. When a base-
ball player scores a point, we simply increment the score of the team who scored
with one. This type of updating of the result of an analysis is referred to as on-
line learning (Cappé, 2011a; Witten, Frank, & Hall, 2013). Using online learning, an
analysis is done without returning to previous data points. Because online learning
methods only store some summary statistics in memory, data points do not have to be
stored in memory. The sum score is an example of a summary statistic: if we know
the sum of the points scored, we can update this sum score by incrementing it with



















Figure 1.1: Graphical outline of this thesis
one when a baseball player scores a point. On the other hand, offline learning is an
estimation procedure which uses all the observations in memory and revisits these
observations when new data enter to update the result of an analysis. In an extreme
case of the baseball match example, we would have to go back in time to rewatch the
match again and count points over again, every time a new point is scored. While
this example seems inefficient and perhaps rather odd, redoing analyses when new
data arrive is currently common practice in many social science applications.
In Chapter 2 (the first leaf of Fig. 1.1), a more detailed introduction to data
streams and tools to analyze these data streams are discussed. The focus of this
chapter is mainly on online learning. It is shown how simple parameters such as the
sample mean but also more complex parameters such as the coefficients of a logistic
model can be estimated in a data stream using online learning.
All the methods presented in this chapter share an important assumption, namely
that the data points are independent. However, this assumption is likely to be vio-
lated in the context of data streams, due to the fact that the same individuals are
observed repeatedly. Two observations of the same individual are likely to be more
similar than two observations of two different individuals; hence, the data points are
nested within individuals and are, as a result of that nesting, no longer independent.
Violating this assumption results in more prediction error than when methods are
chosen which do take the dependency into account. However, models that account
for the dependency between the data points are much more complex to estimate.
Thus far, most online learning methods do not take into account that the observa-
tions are nested. In this thesis, online learning methods which do account for the
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one when a baseball player scores a point. On the other hand, offline learning is an
estimation procedure which uses all the observations in memory and revisits these
observations when new data enter to update the result of an analysis. In an extreme
case of the baseball match example, we would have to go back in time to rewatch the
match again and count points over again, every time a new point is scored. While
this example seems inefficient and perhaps rather odd, redoing analyses when new
data arrive is currently common practice in many social science applications.
In Chapter 2 (the first leaf of Fig. 1.1), a more detailed introduction to data
streams and tools to analyze these data streams are discussed. The focus of this
chapter is mainly on online learning. It is shown how simple parameters such as the
sample mean but also more complex parameters such as the coefficients of a logistic
model can be estimated in a data stream using online learning.
All the methods presented in this chapter share an important assumption, namely
that the data points are independent. However, this assumption is likely to be vio-
lated in the context of data streams, due to the fact that the same individuals are
observed repeatedly. Two observations of the same individual are likely to be more
similar than two observations of two different individuals; hence, the data points are
nested within individuals and are, as a result of that nesting, no longer independent.
Violating this assumption results in more prediction error than when methods are
chosen which do take the dependency into account. However, models that account
for the dependency between the data points are much more complex to estimate.
Thus far, most online learning methods do not take into account that the observa-
tions are nested. In this thesis, online learning methods which do account for the
nesting in the data are developed and evaluated (branch 2: nested data, Fig. 1.1).
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Let us return to the example of the baseball match and assume that we are now
interested in who is the best baseball player. We could compute the average hitting
proportion over all players easily online by counting the total number of hits by the
total number of attempts; we call this an aggregated analysis. However, the aggre-
gated analysis only gives us one estimate of the hitting proportion for all players,
which does not answer our question who is the best player. So, it would be more
appropriately to look at the individual batting behavior of the players. In order to
answer our question, we could update the proportion of hits online for each player
separately when they hit or miss the ball and the one with the highest proportion
would be the best player. This approach, referred to as a disaggregated analysis, i.e.,
for each player separately, is straightforward to implement in a data stream. How-
ever, this disaggregated analysis is a naive approach to solve this problem. Stein
(1956) showed that if there are more than two units, e.g., baseball players, just using
a baseball player’s hitting proportion does not result in the most accurate prediction
of this players true batting ability. Instead, he proofed that the so-called shrunken
estimates yield more accurate predictions than the observed individual averages. In
terms of our baseball example: if we include the batting behavior of all players in
predicting individual batting abilities, we are on average more accurate than using
the observed individual hitting proportions.
The concept of shrinkage estimation is illustrated in Figure 1.2. The top of this
figure presents the observed individual proportions and the bottom presents the
shrunken estimates. The dotted lines connect the observed averages to the estimated
abilities. The solid line is the overall average. As can be seen from Figure 1.2, the
estimated abilities are shrunken closer to each other than the observed individual
averages. It can be shown that these shrunken estimates predict more accurately the
true ability than the individual average; i.e., on average is the difference between the
predicted ability and the true ability smaller if you use a shrunken estimate instead
of the observed average. Thus, if we want to predict player A’s probability to hit
the ball, then we should also take into account how well other players are doing.
This rather counterintuitive finding of Stein (1956) is also known as Stein’s paradox
(Efron & Morris, 1977).
To illustrate Stein’s paradox, let us assume that we are studying people’s ability
of throwing dice. We coin those who repeatedly have high score (sixes) “good” dice-
throwers, while those that repeatedly have low scores are “poor” dice throwers. We,
subsequently, invite 1,000 people to throw a dice twice, and we observe their scores.
In our sample, we find 28 “good” dice-throwers; these people managed to throw a
six twice in a row.
Now, Stein’s paradox manifests itself when we use the historical data (hence, the
two previous throws), to predict the future data. In our jargon above, the disaggre-
gated analysis would lead us to predict a score of six, which most people immedi-
ately object to: the 28 ’good dice throwers’ were just lucky, and it is unlikely (or to be
more accurate, the probability is 1/6th) that their next throw will be a six again. The
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Figure 1.2: Graphical display of the effect of including other observed
averages in estimating true abilities
aggregated analysis, on the other hand, leads us to predict an average score of about
3.5 (which was the average in our 1000 people sample) and seems more sensible in
this case.
The fact that for dice-throwing it is seems intuitively feasible to look at the data
of others to predict individual performance can be understood in terms of “signal”
and “noise”; the signal, ones “dice-throwing-skill” is clearly non-existent, while the
noise, the sheer “luck” of throwing two sixes in a row, is clearly driving the skill
level of the 28 good throwers. Most people intuitively understand this noise should
be corrected for in the case of dice throwing.
What is often underrated however, and provides an intuition to the origin of
Stein’s paradox, is that any measurement will contain both signal and noise to some
extent. When there is clearly lot’s of noise, we intuitively grasp that previous per-
formance of an individual is not a good predictor, and that we rather want to use
the scores of everyone else involved to get a better grasp of the underlying pro-
cess. Oddly, when we move to baseball scores, many people seem to totally rule
out such noise, and suddenly feel inclined to derive predictions solely based on the
individual-level scores; Stein’s shrinkage estimators provide a smooth weighting
between the individual-level “skill” and the group scores, to correct for some of the
noise introduced by the “best” batters merely being lucky.
How much the other players’ averages influence the estimate of a single bat-
ting ability is determined by a shrinkage factor. W. James and Stein (1961) came up
with one of the first shrinkage factors and since then multiple shrinkage factors have
been developed, which differ in how much they shrink the observed individual av-
erages towards the overall average and whether all observed individual averages
are shrunken equally (Morris & Lysy, 2012). In Chapter 3 four shrinkage factors are
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aggregated analysis, on the other hand, leads us to predict an average score of about
3.5 (which was the average in our 1000 people sample) and seems more sensible in
this case.
The fact that for dice-throwing it is seems intuitively feasible to look at the data
of others to predict individual performance can be understood in terms of “signal”
and “noise”; the signal, ones “dice-throwing-skill” is clearly non-existent, while the
noise, the sheer “luck” of throwing two sixes in a row, is clearly driving the skill
level of the 28 good throwers. Most people intuitively understand this noise should
be corrected for in the case of dice throwing.
What is often underrated however, and provides an intuition to the origin of
Stein’s paradox, is that any measurement will contain both signal and noise to some
extent. When there is clearly lot’s of noise, we intuitively grasp that previous per-
formance of an individual is not a good predictor, and that we rather want to use
the scores of everyone else involved to get a better grasp of the underlying pro-
cess. Oddly, when we move to baseball scores, many people seem to totally rule
out such noise, and suddenly feel inclined to derive predictions solely based on the
individual-level scores; Stein’s shrinkage estimators provide a smooth weighting
between the individual-level “skill” and the group scores, to correct for some of the
noise introduced by the “best” batters merely being lucky.
How much the other players’ averages influence the estimate of a single bat-
ting ability is determined by a shrinkage factor. W. James and Stein (1961) came up
with one of the first shrinkage factors and since then multiple shrinkage factors have
been developed, which differ in how much they shrink the observed individual av-
erages towards the overall average and whether all observed individual averages
are shrunken equally (Morris & Lysy, 2012). In Chapter 3 four shrinkage factors are
studied. For each of these four shrinkage factors an online approach is developed
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such that the shrinkage factors are suitable to estimate the individual abilities during
a data stream. The standard offline approach and the online approach are compared
in a simulation study and are applied to an empirical example to predict which re-
spondents would fail to respond to a questionnaire in a repeated-measurements de-
sign. While some shrinkage factors perform better than others, the accuracy of the
predictions of the online and the offline estimated shrinkage factor are very similar.
Next, we turn to the last ‘branch’ of Figure 1.1: Analyzing data streams with
nested data using a model-based approach. In social sciences, nested data are of-
ten analyzed using multilevel models (Demidenko, 2004; Raudenbush & Bryk, 2002),
where we use the term level 1 to refer to the observations and level 2 to refer to
the grouping variable. Using our baseball example, the batting observations are
at level 1 and the baseball players are at level 2. Multilevel models have a number of
advantages over traditional methods of analysis: e.g., unlike aggregated analyses,
multilevel models take the nested structure of the data into account, and multilevel
models consist of less parameters than the disaggregated analyses, which make the
multilevel models easier to interpret.
Multilevel models are usually fitted to the data using an estimation framework
called Maximum Likelihood (Myung, 2003). The aim of Maximum Likelihood esti-
mation is to find the parameter values that maximize the likelihood of the observed
data. However, unlike parameters such as the mean, the parameters of the multilevel
model cannot easily be computed. In order to find those values for the parameters,
one has to rely on some iterative procedure, such the Expectation Maximization algo-
rithm (Dempster, Laird, & Rubin, 1977) or some Newton-type of algorithm (see, e.g.,
Demidenko, 2004). However, because these algorithms pass over the data repeatedly
to find the Maximum Likelihood solution, the data points are stored in memory and
revisited in each iteration. In addition, when used in a data stream, each time a new
data point enters, the iterative fitting procedure has to be repeated again in order
keep the parameters up to date. As a result, analyzing the data using this model in
a data stream could become infeasible when data keep streaming in rapidly.
In Chapter 4, an alternative algorithm is developed, called SEMA, acronym for
Streaming Expectation Maximization Approximation. In this chapter (see, Fig. 1.1),
the focus is on the simplest multilevel model: the random intercept model (Rauden-
bush & Bryk, 2002). The SEMA algorithm fits a random intercept model while the
data are entering, and more importantly, it does so without going back to the previ-
ous data points, which can then be discarded from memory. The SEMA algorithm
is compared with the standard offline fitting procedure both in a simulation study
and in an empirical study on respondents wellbeing. The SEMA algorithm is able
to obtain parameter estimates, which are very similar to the estimates obtained by
the offline procedure, both in the simulated data stream and in the empirical data
stream, while SEMA is much faster.
The last ‘leaf’ of Figure 1.1 belongs to the same ’model-based’ branch as the previ-
ous chapter. In Chapter 5, an extension of SEMA is presented. The random intercept
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model is extended with both time-constant predictors (such as gender, which is un-
likely to change over time) and time-varying predictors (such as a player’s current
self esteem, which is likely to vary over time). Additionally, the time-varying (level
1) predictors can have different effects depending on the individual (i.e., random
slopes). In a simulation study, the SEMA algorithm is compared with the standard
offline procedure, which shows that SEMA can analyze these simulated data streams
well. In an empirical study about the fluctuations in individuals’ weights, SEMA ad-
equately predicts the weight of the individuals in the data stream.
1.3 Contributions to the literature
The contributions of this thesis to the literature are twofold: providing an introduc-
tion to data streams for social scientists, and developing new methods to analyze
data streams. First, efficient approaches to implement commonly-used models by
social scientists are illustrated. While intensive longitudinal data collection is be-
coming more popular in social sciences (Hamaker & Wichers, 2017), efficient ap-
proaches to analyze the data have to supplement these developments to make op-
timal use of the data stream. By introducing computationally-efficient methods to
estimate well-known models, data streams become more accessible for social scien-
tists.
Secondly, the state-of-the-art methods currently used to analyze the data streams
often do not account for nested observations (e.g., Bottou, 2010; Cappé & Moulines,
2009; Neal & Hinton, 1998). While data streams are commonly used in computer
sciences and marketing research, we focus on methods and models commonly used
by social scientists. In this thesis, computationally-efficient approaches to multilevel
modeling are developed to account for the nested structure commonly found in data
streams. The content of this thesis covers, in part, both the literature of the social
sciences and of the computer science. Admittedly, the focus is more on the former
than on the latter: this thesis introduces data streams - which are an active area
of study in computer science - to social scientists and, in addition, develops novel
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model is extended with both time-constant predictors (such as gender, which is un-
likely to change over time) and time-varying predictors (such as a player’s current
self esteem, which is likely to vary over time). Additionally, the time-varying (level
1) predictors can have different effects depending on the individual (i.e., random
slopes). In a simulation study, the SEMA algorithm is compared with the standard
offline procedure, which shows that SEMA can analyze these simulated data streams
well. In an empirical study about the fluctuations in individuals’ weights, SEMA ad-
equately predicts the weight of the individuals in the data stream.
1.3 Contributions to the literature
The contributions of this thesis to the literature are twofold: providing an introduc-
tion to data streams for social scientists, and developing new methods to analyze
data streams. First, efficient approaches to implement commonly-used models by
social scientists are illustrated. While intensive longitudinal data collection is be-
coming more popular in social sciences (Hamaker & Wichers, 2017), efficient ap-
proaches to analyze the data have to supplement these developments to make op-
timal use of the data stream. By introducing computationally-efficient methods to
estimate well-known models, data streams become more accessible for social scien-
tists.
Secondly, the state-of-the-art methods currently used to analyze the data streams
often do not account for nested observations (e.g., Bottou, 2010; Cappé & Moulines,
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Novel technological advances allow distributed and automatic measurement of hu-
man behavior. While these technologies provide exciting new research opportuni-
ties, they also provide challenges: datasets collected using new technologies grow
increasingly large, and in many applications the collected data are continuously aug-
mented. These data streams make the standard computation of well-known estima-
tors inefficient as the computation has to be repeated each time a new data point
enters. In this chapter, we detail online learning, an analysis method that facilitates
the efficient analysis of Big Data and continuous data streams. We illustrate how
common analysis methods can be adapted for use with Big Data using an online, or
“row-by-row”, processing approach. We present several simple (and exact) exam-
ples of the online estimation and we discuss Stochastic Gradient Descent as a general
(approximate) approach to estimate more complex models. We end this chapter with
a discussion of the methodological challenges that remain.
This chapter is published as Ippel, L., Kaptein, M.C, & Vermunt, J.K. (2016) Dealing with Data
Streams: an Online, Row-by-Row, Estimation Tutorial. Methodology, 12(4), 124-138
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Streams: an Online, Row-by-Row, Estimation Tutorial. Methodology, 12(4), 124-138
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2.1 Introduction
The ever-increasing availability of Internet access, smart phones, and social media
has led to many novel opportunities for collecting behavioral and attitudinal data.
These technological developments allow researchers to study human behavior at
large scales and over long periods of time (Swendsen, Ben-Zeev, & Granholm, 2011;
Whalen, Jamner, Henker, Delfino, & Lozano, 2002). Because more data are made
available for research, these technological developments have the potential to ad-
vance our understanding of human behavior (L. F. Barrett & Barrett, 2001) and its
dynamics. However, these novel data collection technologies also present us with
new challenges: If (longitudinal) data are collected from large groups of subjects,
then we may obtain extremely large datasets. These datasets might be so large
that they cannot be analyzed using standard analysis methods and existing soft-
ware packages. This is exactly one of the definitions used for the buzz-term “Big
Data” (Demchenko, Grosso, De Laat, & Membrey, 2013; Sagiroglu & Sinanc, 2013):
datasets that are so large that they cannot be handled using standard computing
machinery or analysis methods.
Handling extremely large datasets represents a technical challenge in its own
right, moreover, the challenge is amplified when large datasets are continuously
augmented (i.e., new rows are added to the dataset as new data enter over time).
A combination of these challenges is encountered when — for example — data are
collected continuously using smart-phone applications (e.g., tracking fluctuations
in happiness, Killingsworth & Gilbert, 2010) or when data are mined from website
logs (e.g., research into improving e-commerce, Carmona et al., 2012). If datasets are
continuously augmented and estimates are needed at each point in time, conven-
tional analyses often have to be repeated every time a new data point enters. This
process is highly inefficient and frequently forces scholars to arbitrarily stop data-
collection and analyze a (smaller) static dataset. In order to resolve this inefficiency,
existing methods need to be adapted and/or new methods are required to analyze
streaming data. To be able to capitalize on the vast amounts of (streaming) data that
have become available, we must develop efficient methods. Only if these methods
are widely available we will be able to truly improve our understanding of human
behavior.
Failing to use appropriate methods when analyzing Big Data or data streams
could result in computer memory overflow or computations that take a lot of time.
In favorable cases, the time to compute a statistic using standard methods increases
linearly with the amount of data entering. For example, if computing the sum over
n data points requires t time (where the time unit required for the computation is de-
pendent on the type of machine used, the algorithm used, etc.), then computing the
sum over n+2 data points requires t+2c time, where c is t/n. Thus, the time increase
is linear in n and is every increasing as the data stream grows. In less fortunate and
more common cases, the increase in time complexity is not linear but quadratic, or
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worse, amplifying the problems. Regardless of the exact scaling however, if the data
are continuously augmented both the required computation time and memory use
eventually will become infeasible
The aim of this chapter is to introduce online learning (or row-by-row estimation),
as a way to deal with Big Data or data streams. Online learning methods analyze the
data without storing all individual data points, for instance by computing a sample
mean, or a sum of squares without revisiting older data. Therefore, online learn-
ing methods have a feasible time complexity (i.e., the time required to conduct the
analysis) and they require a feasible amount of computer memory when analyzing
data streams or Big Data. In the latter case, a very large static dataset is treated as if
it were a data stream by iterating through the rows, without having all data points
available in memory.
Online estimation methods continuously update their estimates when new data
arrive, and never revisit older data points. Formally online learning can be denoted
as follows:
θn = f(θn−1, xn),
or equivalently and a shorthand
θ := f(θ, xn), (2.1)
which we will use throughout the chapter. In Eq. 2.1, θ is a set of sufficient statistics
(not necessarily the actual parameters of interest), which is updated using a new
data point, xn. The second equation for updating θ does not include subscript n
because we use the update operator ‘:=’, which indicates that the updated θ is a
function of the previous θ and the most recent data point, xn.
A large number of well-known conventional estimation methods used for the
analysis of regular (read "small") datasets can be adapted such that they can handle
data streams, without losing their straightforwardness or interpretation. We provide
a number of examples in this chapter. Furthermore, we will also introduce Stochas-
tic Gradient Descent, a general method that can be used for the (approximate) es-
timation of complex models in data streams. For all the examples introduced in
this chapter, we have made [R] code available at http://github.com/L-Ippel/
Methodology.
This chapter is organized as follows: In Section 2.2, conceptual approaches for
the estimation of parameters in Big Data and/or data streams are discussed, and we
focus primarily on online learning, the method further illustrated in the remainder of
this chapter. In Section 2.3, we illustrate how often-used estimators such as sample
means, variances, and covariances, can be estimated using online learning. Here
the benefits of online learning methods to deal with data streams are illustrated by
comparing the computational times of online and offline estimation methods. We
then, in Section 2.4, provide an introduction of Stochastic Gradient Descent (SGD) as
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Section 2.5 describes an example of an application of SGD in the social sciences. In
Section 2.6 we detail some of the limitations of the online learning approach. Finally,
in the last section, we discuss the directions for further research on data streams and
Big Data.
2.2 Dealing with Big Data: the options
In the recent years, data streams and the resulting large datasets have received atten-
tion of many scholars. Diverse methods have been developed to deal with these vast
amounts of data. Conceptually, four overarching approaches to handle Big Data can
be identified:
1. sample from the data to reduce the size of the dataset,
2. use a sliding window approach,
3. parallelize the computation,
4. or resort to online learning.
The first option, to sample from the data, solves the problem of having to deal
with a large volume of data simply by reducing its size. Effectively, when the dataset
is too large to process at once, one could “randomly” split the data into two parts:
a part which is used for the analyses and a part of the data that is discarded. Even
in the case of data streams, a researcher can decide to randomly include new data
points or let them “pass by” to reduce memory burden (Efraimidis & Spirakis, 2006).
However, when a lot of data are available, it might be a waste not to use all the data
we could potentially use.
Option two, using a sliding window, also solves the issue of needing increasingly
more computation power by reducing the amount of data that is analyzed. In a
sliding window approach the analysis is restricted to the most recent part of the data
(Datar, Gionis, Indyk, & Motwani, 2002; Gaber, Zaslavsky, & Krishnaswamy, 2005).
Thus, the data are again split into a part which is used for the analyses and a part
which is not used for the analysis. The analysis part (i.e., also coined “the window”)
consists of the m most recent data points, while the second part contains older data
which is discarded. One could see a sliding window as a special case of option 1,
where the subsample only consist of new data points. When new data enter, the
window shifts to include new data (i.e. a (partially) new subsample) and ignore
the old data. Although a sliding window approach is feasible in computation time
and amount of memory needed, the sliding window approach has the downside
that it requires domain knowledge to determine a proper size of the window (e.g.,
determine m). For instance, when studying a rare event, the window should be
much larger than in the case of a frequent event. It is up to the researcher’s discretion
to decide how large this window ought to be. Also, when analyzing trends, a sliding
window approach might not be appropriate since historical data are ignored.
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The third option, using parallel computing, is an often-used method to analyze
static Big Data. Using parallel computing, the researcher splits the data in chunks,
such that multiple independent machines each analyze a chunk of data, after which
the results of the different chunks are combined (see, e.g., Atallah, Cole, & Goodrich,
1989; Chu et al., 2006; Turaga et al., 2010). This effectively solves the problem of
memory burden by allocating the data to multiple memory units, and reduces the
computation time of static datasets, since analyses which otherwise would have
been done ‘sequentially’ are conducted ‘parallel’. However, parallelization is not
very effective when the dataset is continuously augmented: since all data are re-
quired for the analyses, computation power has to eventually grow without bound
for as long as the dataset is augmented with new data. Also, the operation of com-
bining the results obtained on different chunks of data might itself be a challenge.
In this chapter, we will focus on a fourth method: online learning (e.g., Bottou,
1999; Shalev-Shwartz, 2011). As introduced in the previous section, online learning
uses all available information, but without storing or revisiting the individual data
points. Online learning methods can be used in combination with parallel computa-
tion, (for instance, see Chu et al., 2006; Gaber et al., 2005), but here we discuss it as
a unique method that has large potential for use in the social sciences. This method
can be thought of as using a very extreme split of the data; the data is split into a
part consisting of n − 1 data points, where n is the total number of observations,
and only 1 data point on the other hand. Additionally, in online learning methods,
the n − 1 data points are summarized into a limited set of sufficient statistics of the
estimates of the parameters of interest, which take all relevant information of previ-
ous data points into account (Opper, 1998). The summaries required to estimate the
parameters of interest (often the sufficient statistics) are stored in θ. Subsequently, θ
is updated using some function of the previous θ and the new data point; historical
data points are not revisited.
Note that in this chapter, we focus on the situation where parameters are up-
dated using a single (most recent) data point. There are also situations where one
rather uses a ‘batch’ of data points. This is known as batch learning. See for a discus-
sion of batch learning in SGD, Wilson and Martinez (2003), or Thiesson, Meek, and
Heckerman (2001) about choosing block (or batch) sizes for the EM algorithm.
The two characteristics of online learning – including all the data in the estimate
and not revisiting the historical data – jointly make online learning a very suitable
approach to analyze data streams. However two downfalls remain, like sliding win-
dows, online learning also requires domain knowledge to judge which information
should be gathered beforehand; the researcher needs to choose the elements of θ
and their update functions up front. Second, although this issue is not unique for
online learning, the researcher often needs to choose starting values for the elements
of θ. In the next section, we further detail online learning and how to choose starting
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2.3 From Conventional Analysis to Online Analysis
In this section, we discuss online analysis by providing several examples of the on-
line computation of standard (often computed offline) estimators. We discuss the
online estimation of the following parameters:
1. the sample mean,
2. the sample variance,
3. the sample covariance,
4. linear regression models, and
5. the effect size η2 (in an ANOVA framework).
The online formulations we discuss in this section are exact reformulations of their
offline counterparts: the results of the analysis are the exact same whether one
uses an offline or online estimation method. Note that for each of these exam-
ples, small working examples as well as ready-to-use functions are available on
http://github.com/L-Ippel/Methodology.
2.3.1 Sample mean
The conventional estimation of a sample mean (x̄) is computationally not very in-







However, even in this case, online computation can be beneficial. The online update
of a sample mean is computed as follows:
θ ={x̄, n},













where we again use the update operator ‘:=’ and start by stating the elements of θ
that need to be updated: in this case these are n (a count) and x̄ (the sample mean).
Note that, appropriate starting value(s) for all the elements θ need to be chosen.
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This also holds for all the other examples provided. In the case of the mean, one can
straightforwardly choose n = 0 and x̄ = 0 as this starting point does not impact the
final result – this, regretfully, will not generally hold. Also note that an online sample
mean could also be computed by maintaining n := n+ 1 and Sx := Sx+ xn, where
Sx is the sum over x, as the elements of θ; in this case, the sample mean could be
computed at runtime using x̄ = Sxn . This latter method however a) does not actually
store the sought for statistic as an element of θ, and b) lets Sx grow without bound,
which might lead to numerical instabilities.
We implemented an example of the online formulation of the sample mean in
[R] code, mean_online(), which can be found at http://github.com/L-Ippel/
Methodology/Streaming_functions. This implementation is a ready-to-use
update of the sample mean. Below we present [R] code, which gives a demonstration
of the use of the online implementation of the sample mean. In the [R] language, the
‘#’ denotes a comment.
> # create some data:
> # number of data points = 1000,
> # mean of the data is 5 and standard deviation is 2:
> N <- 1000
> x <- rnorm(n = N, mean = 5, sd = 2)
> # create an object for the results:
> res <- NULL
> # the res object is needed such that you can feed back
> # the updates into the function
> # are created within the function, at the first call
> for(i in 1:n)
+ {




In case of the sample variance (often denoted s2) more is to be gained when mov-
ing from offline to online computation as the conventional method of computing a











where SS is the sum of squares. Here, the first pass is used to estimate the sample
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where SS is the sum of squares. Here, the first pass is used to estimate the sample
mean x̄, while the second pass is used to compute the sum of squares.
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A numerically feasible online method to compute a sample variance in a data
stream is Welford’s method (1962), which, to keep notation consistent, we denote as:
θ ={x̄, SS, n},






SS :=SS + d(xn − x̄).
(2.5)
Note the use of auxiliary variable d which is used since the online update of the sum
of squares uses both the deviation from the current sample mean as well as from the
previous sample mean:
SSn = SSn−1 + (xn − x̄n−1)(xn − x̄n). (2.6)
In order to obtain the actual sample variance, we compute ŝ2 = SS/(n−1). The func-
tion to compute the sum of squares is coined SS_online and var_online uses the online
sum of squares function to compute the variance. In order to obtain the standard de-
viation directly, sd_online function can be used. Note that in order to compute the
variance and the standard deviation, starting values of n = 1 and a x̄ = x[1] (which
is the first data point), are required due to the fact that the sum of squares are di-
vided by (n − 1). The values {n = 1, x̄ = x[1]} are provided as default, in case the
user does not provide starting values.
2.3.3 Sample covariance
Next we turn to the estimation of quantities which depend on multiple variables, for











where SC is the sum of cross products. Again, making use of Welford’s method
(1962), we can estimate the sample covariance online:












Chapter 2: Online Estimation Tutorial 17
Note that, contrary to the online computation of the sample variance, we do not
need auxiliary variables in this case since we can alternate updating of x̄ and ȳ. The
choice of which of the two sample means is updated first, is arbitrary (Pebay, 2008).
Similar to the case of the sample variance, to compute the sample covariance, we
compute ŝxy = SC/(n− 1).
In Appendix 2.A we present [R] code to compute covariances and correlations
online. Since computing a correlation entails the estimation of sample means, vari-
ances, and a covariance all of these are also included in this code snippet. For read-
ers wanting to compute the sum of cross products, the covariance, or the correla-
tion during their analysis we have implemented the online estimation procedures in
[R], and these can be found in the Streaming_functions file on github as respectively
SSxy_online, cov_online, and cor_online. Note that, unlike the previous statistics, these
functions require 2 inputs, one for each variable.
2.3.4 Linear regression
In applied research, often the aim is to estimate group differences or the effect of a
certain independent variable x on an dependent variable y. In such cases the compu-
tation of a sample mean of a sample variance will not necessarily suffice to answer
the research question. One often-used approach to answer research questions about
the relationship between one or more independent variables and one dependent
variable, is fitting a linear regression model:
y = Xβ + ϵ, (2.9)
where y is the vector containing the data of the dependent variable, β is a vector
of the regression coefficients of the q independent variables (including an intercept),
and X is the matrix (n × q) with observed data, including a column of 1’s for the
intercept. Finally ϵ denotes the error or noise. When assuming ϵ ∼ N (0,σ2), the
regression coefficients β are conventionally estimated as follows:
β̂ = (X′X)−1X′y, (2.10)
where X′ denotes the transpose of X.
Computing this row-by-row works as follows: We can define A = X′X and







To obtain the regression coefficients, β, one computes β̂ = A−1B. This method is
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A numerically feasible online method to compute a sample variance in a data
stream is Welford’s method (1962), which, to keep notation consistent, we denote as:
θ ={x̄, SS, n},






SS :=SS + d(xn − x̄).
(2.5)
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2.3.3 Sample covariance
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where SC is the sum of cross products. Again, making use of Welford’s method
(1962), we can estimate the sample covariance online:
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Note that, contrary to the online computation of the sample variance, we do not
need auxiliary variables in this case since we can alternate updating of x̄ and ȳ. The
choice of which of the two sample means is updated first, is arbitrary (Pebay, 2008).
Similar to the case of the sample variance, to compute the sample covariance, we
compute ŝxy = SC/(n− 1).
In Appendix 2.A we present [R] code to compute covariances and correlations
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tion during their analysis we have implemented the online estimation procedures in
[R], and these can be found in the Streaming_functions file on github as respectively
SSxy_online, cov_online, and cor_online. Note that, unlike the previous statistics, these
functions require 2 inputs, one for each variable.
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variable, is fitting a linear regression model:
y = Xβ + ϵ, (2.9)
where y is the vector containing the data of the dependent variable, β is a vector
of the regression coefficients of the q independent variables (including an intercept),
and X is the matrix (n × q) with observed data, including a column of 1’s for the
intercept. Finally ϵ denotes the error or noise. When assuming ϵ ∼ N (0,σ2), the
regression coefficients β are conventionally estimated as follows:
β̂ = (X′X)−1X′y, (2.10)
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To obtain the regression coefficients, β, one computes β̂ = A−1B. This method is
well known in the parallel computing literature and is, for example, described in
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Chu et al. (2006).
Although fairly simple, computing the regression coefficients this way has a dis-
advantage: Every time that β̂ is computed, a matrix inversion is required. Especially
when the number of independent variables q is large, this itself can be a compu-
tationally intensive operation. We can address this by updating the inverse matrix,
Ainv, directly online, using the Sherman–Morrison formula (Escobar & Moser, 1993;








where Ainv is the inverted matrix A. In practice, one would use a small part of the
data to create matrix A, invert this matrix, after which the original matrix A can be
discarded from computer memory. The “small” part of the data that is used should
at least have n > q+1 for A to be non-singular. Obtaining the regression coefficients
using Equation 2.12 only requires a matrix multiplication: β̂ = AinvB. In Appendix
2.B, we implement online linear regression in [R] using Sherman-Morrison formula.
At the github page mentioned before, the function is named lm_online. The function
requires two separate inputs, one for the dependent variable, and one input for the
independent variables. The latter can obviously be a vector of multiple variables.
Computation time of linear regression
To illustrate the difference between online and offline methods, Figure 2.1 presents
a comparison of the computational time required to compute the estimates of the
regression coefficients β̂ in a data stream between the three estimation methods dis-
cussed above. The x-axis denotes the number of data points seen so far. While the
scale of the y-axis (time) will heavily depend on the size of the model (the num-
ber of parameters q) and the type of computing system used, the qualitative results
presented here will hold in general: the computational time needed to obtain an es-
timate of β, at each value of n, will grow quite quickly (quadratic) for the offline
method, while it grows only slowly for the online methods (linear). This result
clearly illustrates the computational benefits of online methods over offline meth-
ods. It can also be seen that the direct online computation of the inverted matrix
Ainv is faster than inverting the matrix at each time-point. This latter difference
however only affects the slope of the linear computation time.
2.3.5 Effect size η2 (ANOVA)
In many studies in sociology and psychology, it is of interest to examine whether k
distinct groups differ from one another, for instance because one group of partici-
pants received a treatment while the other group of participants did not. When such
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Figure 2.1: Computation time of regression coefficients using offline
estimation (solid line), online estimation by inverting the matrix (on-
line Ainv , dotted line), or online estimation by online updating the
inverted matrix (dashed line).
experiments are carried out using modern interactive technologies, such as on so-
cial media platforms, sample sizes can grow very quickly. Traditionally, researchers
often analyze the data from such group comparisons using an ANOVA approach.
Between-subjects ANOVAs can be computed fully online. Here, we focus on the













where SSb equals the sum of squares between the k groups, SSw is the sum of the
sums of squares within each of the k groups, and SSt is the total sum of squares. The
last expression of Equation 2.13 shows that computing both SSw and SSt in a stream
suffices to compute the desired effect size.
Equation 2.6 already presented how sums of squares can be computed in data
streams. The only complexity introduced in the ANOVA example is the computation
of the sums of squares within each of the k groups. This requires computing the
sample mean within group k:
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which is only updated once a data point xk,n originates from group k. Subsequently,
Equation 2.6 is used within each group k, substituting x̄ with x̄k to compute SSw.
The computation of the effect size or proportion of variance explained (η2) in a data




x̄, n, SSt, SSw
"
, (2.15)
where the top row of θ indicates the parameters at the group level (and hence need
to be kept in memory for each group k) and the bottom row indicates the global
parameters, which are only single parameters which need to be stored in memory.
Thus, in total θ contains 2k + 4 elements. We have implemented the online compu-
tation of η2 in a function named etasq_online. This function will compute η2 when
two or more groups are available. Note that this function also requires two inputs:
the data point and to which group this data point belongs. New groups can easily
be included during the stream, without the data analyst interfering in the analysis.
In order to compute the F -statistic online, one can use the information that is
already available:
F =
(SSt − SSw)/(k − 1)
SSw/(n− k)
. (2.16)
It is important to note that repeated testing until a certain small p-value is found,
which might be attractive if results are available for each new data point, is con-
sidered a questionable research practice (Armitage, McPherson, & Rowe, 1969; John,
Loewenstein, & Prelec, 2012; Simmons, Nelson, & Simonsohn, 2011), due to inflation
of Type 1 error. For instance, when a researcher decides to collect more data based
on whether the ANOVA is significant 10 times with significance level of 5% while
new data are entering, the actual Type 1 error equals
α = 1− (1− 0.05)10 = 0.401,
instead of the 5% she started with. Perhaps the most common correction of this in-
flated Type I error is known as Bonferroni correction (Armstrong, 2014). Effectively
this correction decreases ‘α’ as a function of the number of tests to prevent an in-
crease of Type I error.
We will continue our discussion of online learning methods with Stochastic Gra-
dient Descent (SGD). SGD is an optimization method which is useful to estimate
more complex models when analytical solution are not available.
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2.4 Online Estimation using Stochastic Gradient Descent
In the previous section, we have discussed how to estimate, fully online, a number
of statistics and models that are often used in the analysis of sociological and psy-
chological data. We have also illustrated the computational advantages of online es-
timation for very large datasets and data streams. However, for each of the methods
discussed above we could derive exact summation methods; using simple algebra,
it was possible to transform standard estimation methods to online variants. Unfor-
tunately, this is not always the case. Many estimation methods, especially those that
require multiple iterations through a static dataset, cannot exactly be implemented
online, in part because even when using conventional offline analysis the estimation
is approximate. Examples are logistic regression or multilevel models. However,
this does not mean that we can only estimate very simple models online: there is a
multitude of methods available for the online estimation of more complex models.
In this section, we focus on Stochastic Gradient Descent (SGD), a general online es-
timation method that can be used for estimation of more complex statistical models.
To explain SGD, we will first discuss Gradient Descent (GD), an optimization
method that is often used in conventional offline analysis and provides a logical
starting point for SGD. We provide a general intuition to GD / SGD, and subse-
quently provide the technical details. Lastly, we will provide an applied example
of fitting a logistic regression model using SGD, for which [R] code is provided in
Appendix 2.C.
2.4.1 Offline Gradient Descent
There are multiple ways to obtain estimates for parameters of statistical models, for
instance using a least squares approach (see, for example, Keith, 2014), using Max-
imum Likelihood estimation (ML), or using the method of moments (e.g., Arvas &
Sevgi, 2012). In the social sciences we often use the maximum likelihood framework
(see, for an introduction, Myung, 2003). In the maximum likelihood framework,
we want to obtain the parameter values which maximize the probability of the data.
Assuming independent observations, the likelihood function for many models takes
the following form:




where ζ is a set of parameters, f() is a probability density function (PDF) (or proba-
bility mass function in the discrete case), and as before x1, . . . , xn denote the obser-
vations. In words, Equation 2.17 states that the likelihood of ζ given the observed
data is a product of the individual probabilities of each of the data points. In prac-
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the logarithm of the likelihood:




which effectively replaces the product term with a sum, and gives the same solu-
tion for the maximum since the logarithm is a monotonic function. For some mod-
els, obtaining a maximum likelihood estimate analytically, after the log-likelihood,
is defined is straightforward: we take the derivative of the log-likelihood, set it to
zero, and solve for the parameters to obtain the required estimates. Effectively, this
has already been demonstrated: the estimation of the sample mean, and of linear re-
gression models as discussed in previous sections, actually are analytical maximum
likelihood estimates given the appropriate models (see for example, Gelman & Hill,
2007).
However, exact analytical solutions are not always available. In such cases, one
can resort to approximate methods, which are also frequently applied in offline anal-
ysis. One such approximate algorithm is called Gradient Descent, or actually Gradi-
ent Ascent because we use it in the context of a likelihood function which we want
to maximize. Gradient Descent is the name most often used in the machine learning
literature and classically used to minimize the error.
The GD algorithm can be stated as follows:
ζ := ζ + λ∇ℓ(ζ|x1, . . . , xn), (2.19)
where λ is a learn rate (also known as step size) chosen by the researcher and ∇l()
denotes the gradient (vector of first order derivatives) of the log-likelihood function.
Intuitively, this algorithm states that one chooses starting values for each param-
eter and evaluates the gradient using these values. In the simple case where ζ is
scalar, and the gradient simplifies to the derivative, this evaluation gives informa-
tion regarding the slope of the log-likelihood function: if the slope is positive2 then
the maximum can be found at higher values of ζ and we can make a step towards
higher values of ζ. If the slope at ζ is negative, we need to step in the opposite direc-
tion: we need to choose a lower value. Using this intuition, GD iteratively – passing
through the dataset multiple times – takes steps towards the maximum of the log-
likelihood function. In the case that ζ is a vector, GD takes a step in q dimensions:
for each parameter (i.e., dimension) GD determines whether the slope of the deriva-
tive is positive or negative, accordingly GD takes a step in the q dimensional space
which causes the steepest ascent towards the maximum of the likelihood function.
Figure 2.2 provides an illustration of a gradient in a single dimension (e.g., the
derivative). On the x-axis are possible parameter values and on the y-axis is the
likelihood. The dashed curve is the likelihood of a given parameter value. At each
point on the curve we can evaluate the first order derivative. Figure 2.2 presents
2Here, we are assuming the log-likelihood function to be well-behaved.
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three evaluations of the first order derivative, including the tangent lines at each of
the three points (solid black lines). When the derivative has a positive number, the
likelihood increases by increasing the parameter value. Opposite, if the derivative
has a negative value, the slope is negative, and the likelihood increases by decreasing
the parameter value. Obviously, the aim is to find the parameter value where the
derivative is equal to zero, in order to find the maximum. The second evaluation
of the derivative in Fig. 2.2 contains two dotted lines. These dotted lines illustrate
how the next evaluation is chosen. GD increases the value of the parameter when
the result of the evaluation is positive and visa versa when the result is negative.
The magnitude of the derivative together with the learn rate influence how much
the parameter value is changed.
Gradient Descent can be a very effective method of finding the maximum likeli-
hood value of ζ, although it is not without difficulties. For example, the parameter λ
controls the size of the steps and has to be chosen carefully: a learn rate which is too
large can be problematic since the algorithm could make jumps over the maximum
likelihood solution. A learn rate which is too small causes the algorithm to take very
small steps, and thus many iterations will be needed to obtain the maximum likeli-
hood estimate. It depends on the model (e.g., complexity of the model, complexity
of the likelihood function, etc.) what learn rate will be appropriate. One can choose
for either a fixed learn rate or a learn rate which is adaptive, for instance one could
choose to let the learn rate decrease with the number of iterations. A more extensive
discussion on choosing the appropriate learn rate for complex models can be found
in Wilson and Martinez (2003) and Bottou (2010).
2.4.2 Online or Stochastic Gradient Descent
Gradient Descent provides an iterative, approximate method to find maximum like-
lihood estimates. Deriving an effective online version of GD is as follows: instead of
iterating over the full dataset multiple times and updating ζ each iteration, the al-
gorithm takes a small step to a more likely parameter value every time a data point
enters:
ζ := ζ + λ∇ℓn(ζ|xn), (2.20)
where we use ℓn to denote that we are evaluating the log-likelihood function. Hence,
instead of updating the estimates of the parameters based on iterations using all
data, we update based on each arriving data point. SGD will converge to an unbi-
ased estimate of the parameters as long as the order in which the data points arrive
is random (Bottou, 2010). This means that the process that generates the data, does
not change over the period in which the data are arriving.
Note that in the case that the dataset is no longer augmented, SGD can still be a
useful tool: Analyzing static Big Data using SGD circumvents that the entire dataset
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Figure 2.2: Graphical display of the likelihood function. In cases
where the direct maximization of the likelihood function is difficult,
an algorithm such as GD can be used to find the maximum. GD uses
the slope of the tangent and a learn rate to make steps towards the
maximum of the function.
and letting the data stream in repeatedly, SGD can obtain unbiased estimates while
still estimating the parameters without seeing all data at once.
2.4.3 Logistic regression: an Example of the Usage of SGD
We present an example to illustrate SGD in which we are interested in the effect of
independent variables on a binary dependent variable. In applied research, depen-
dent variables are often binary, examples include whether and how people intent
to vote (democratic versus republican, Anderson, 2000), or whether or not people
smoke cigarettes (Emmons, Wechsler, Dowdall, & Abraham, 1998). In the case of a
binary dependent variable, often a logistic regression model is chosen to describe
the relationship between a binary dependent variable and continuous independent
variables:
Pr(y = 1|X) = p(X) = exp(Xβ)
1 + exp(Xβ)
, (2.21)
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where p is the probability to score a 1 on y, Pr(y = 1|X) and is modeled as a function
of X. Unlike linear regression, logistic regression does not have a closed-form solu-
tion to estimate the parameters β using a maximum likelihood approach, and hence
even for offline analysis approximate methods are used. Estimating the parameters
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which in the case of offline estimation would be evaluated for all the data at once.
When we use SGD to estimate the β’s, the following online algorithm is obtained:
θ ={β̂,λ},
λ :=λ+ f(λ, xn),
β̂ :=β̂ + λ(yn − p(xn))xn.
(2.24)
Here we include λ, the learn rate, in θ. The inclusion of λ will not be not be necessary
for a fixed value of λ, but it highlights that the learn rate could be a function of the
data stream. Given an appropriate choice of λ, and a large enough data stream, SGD
will correctly estimate the parameters of interest (Bottou, 2010). See Appendix 2.C
for an implementation of SGD for the estimation of logistic regression in [R]. We
implemented SGD for logistic regression in [R], the function is called sgd_log and
can be used to estimate logistic regression in a stream.
2.5 Online learning in practice: logistic regression in a data
stream
2.5.1 Switching to a safe well
To illustrate a logistic regression in a data stream, we use an example dataset, de-
scribed in Gelman and Hill (2007). The dataset contains information regarding house-
holds in Bangladesh and whether or not they switch to a safe well to collect water.
The wells were labeled safe if the arsenic level was low enough. Five years after
the labeling of the wells, researchers collected data to study how many households
had switched from their own unsafe well to another safe well. Switching to another
well was dependent on whether owners of a safe well were willing to share their
safe well and whether the households that did have an unsafe well were willing to
make some extra effort to go to the safe well. The relatively small dataset consists of
















Figure 2.2: Graphical display of the likelihood function. In cases
where the direct maximization of the likelihood function is difficult,
an algorithm such as GD can be used to find the maximum. GD uses
the slope of the tangent and a learn rate to make steps towards the
maximum of the function.
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meters to a safe well (Xdist) from the household, and arsenic level that is present in
the water (Xars).
In practice, choosing which variables to include from often a large set of vari-
ables, could be a challenging task on its own. Methods to deal with variable selec-
tion in a data stream are for instance the online Lasso (Yang, Xu, King, & Lyu, 2010)
or based on Ridge regression (Tarrès & Yao, 2014). For the current example, we sim-
ulate that the data enter a point at a time by analyzing the data row-by-row using
both offline and online implementations to predict whether the household switched
to a safe well (coded 1) or did not switch (coded 0). The model we estimate contains
two independent variables and an interaction term:
Pr(y = 1|Xdist, Xars) =
exp(b0 + b1Xdist + b2Xars + b3XdistXars)
1 + exp(b0 + b1Xdist + b2Xars + b3XdistXars)
, (2.25)
We thus estimate the four coefficients b0, b1, b2, and b3. The starting values for all
four β’s are zero, see Appendix 2.D.
2.5.2 Results
In Figure 2.3, we present the results of fitting a logistic regression in a data stream
with four coefficients and an adaptive learn rate, λ = 1√
n
. The x-axes present the data
stream and the y-axes present the estimated parameter values. During the stream we
monitored the estimated parameter values using a moving average of 100 estimates.
These moving averages are presented in Figure 2.3.
The estimates of the effect of the arsenic level (b2) and the interaction term (b3) are
very accurate from the beginning of the data stream. The estimates of the intercept
(b0) and the effect of the distance to the next safe well (b1) require some more data.
The dashed line is fluctuating, even towards the end of the dataset: this is due to
the fact that the learn rate is still quite large ( 1√
3020
= 0.018) for a dataset this size.
A smaller learn rate (or one that decreases more rapidly) would stabilize the SGD
algorithm more, but increases the risk of introducing more bias.
2.5.3 Learn rates
To gain some insight in the sensitivity of SGD to its learn rates we also present the
results of 4 different rates: .1, .01, .001, and 1/n. We present the results of the four
learn rates for the intercept, though the learn rates were equal for all coefficients.
Again, the x-axis presents the data stream and the y-axis the estimated parameter
value. Figure 2.4 presents the moving average of 100 estimates during the stream.
Clearly, the curve with the largest learn rate shows much more fluctuation. Much
of this fluctuation is already gone when we lower the learn rate to .01, although
the online estimation of the intercept remains close to the offline estimation of the
intercept. All fluctuation has gone for the two smallest learn rates. These two are a
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Figure 2.3: Online (dotted) and offline (solid) estimated beta coeffi-
cients of logistic regression as more data enter.
clear example of learn rates that are too low. In such cases the estimates do not, or
hardly change.
2.5.4 Starting values
Lastly, we present the results of start the analysis with different starting values in
Figure 2.5. On the x-axis is the data stream presented, y-axis is the estimated param-
eter value, and the lines are the moving average of 100 estimates. While the intercept
had starting values {-2, -1, 1, 2}, the remaining coefficients had starting values equal
to zero and the learn rate remained 1/
√
n. Here we present the influence of the
starting values on the final parameter estimate. Although there is some difference
between the four lines, all four of them result in very similar parameter estimates.
This illustrates that SGD does not really depend (given an appropriate learn rate) on
the starting values and that the data dominate the results quickly.
For larger datasets and for continuous streams, which is what we primarily fo-
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Figure 2.3: Online (dotted) and offline (solid) estimated beta coeffi-
cients of logistic regression as more data enter.
clear example of learn rates that are too low. In such cases the estimates do not, or
hardly change.
2.5.4 Starting values
Lastly, we present the results of start the analysis with different starting values in
Figure 2.5. On the x-axis is the data stream presented, y-axis is the estimated param-
eter value, and the lines are the moving average of 100 estimates. While the intercept
had starting values {-2, -1, 1, 2}, the remaining coefficients had starting values equal
to zero and the learn rate remained 1/
√
n. Here we present the influence of the
starting values on the final parameter estimate. Although there is some difference
between the four lines, all four of them result in very similar parameter estimates.
This illustrates that SGD does not really depend (given an appropriate learn rate) on
the starting values and that the data dominate the results quickly.
For larger datasets and for continuous streams, which is what we primarily fo-
cused on in this chapter, the performance of SGD is often accurate.
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Figure 2.4: Online (dotted) and offline (solid) estimated intercepts for
learn rates: .1, .01, .001, and 1/n coefficients of logistic regression as
more data enter.
2.6 Considerations analyzing Big Data and Data Streams
In this chapter, we have discussed online learning as a way to deal with Big Data.
However, some important issues remain. Here, we discuss two practical and two
conceptual issues related to analyzing Big Data.
Practically, it has to be noted that at this moment not many off-the-shelf statisti-
cal packages are available to actually analyze data streams. The currently available
software, for instance (and not exhaustive) Apache Storm (Toshniwal et al., 2014),
Apache Spark (Karau, Konwinski, Wendell, & Zaharia, 2015), RStorm (Kaptein, 2014),
S4 (Neumeyer, Robbins, Nair, & Kesari, 2010), RapidMiner (M. Hofmann & Klinken-
berg, 2013), KNIME (Berthold et al., 2009), and MOA, (Bifet, Holmes, Kirkby, &
Pfahringer, 2010) often require extensive programming knowledge and focus mainly
on the infrastructure of analyzing large datasets. There is still a large gap between
the methods and software developed by computer scientists, and those that can be
used by social scientist to analyze their data streams using models that they are ac-
customed to.
Second, we have to stress that for the application of online methods the analyst
has to know beforehand what type of analysis and model is required to answer the
research question. Online learning methods make use of a limited set of quantities –
referred to the elements of θ throughout this text – to store the relevant information
and to subsequently estimate model parameters. This means that it is important to
know what information is required before the analysis. Any information that is not
stored is forgotten and is impossible to retrieve if the data themselves are not stored.
A solution to this latter issue could be to run simultaneously different analyses
and/or models, such that at a later point in time a decision can be made which anal-
ysis or model to use. This, of course, does require that enough computer memory is
available to store the sufficient statistics of multiple models. A frequently adopted
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Figure 2.5: Online (dotted) and offline (solid) estimated intercepts for
starting values: -2, -1, 1, and 2 coefficients of logistic regression as
more data enter.
practical solution to this in the computer science literature is to adopt a so-called λ-
architecture (Marz & Warren, 2013): the data stream is operated on online (for those
computations that where specified in advance), but also stored and can thus be ana-
lyzed offline at a later point in time (often using parallelization methods to deal with
the size of the dataset).
From a conceptual point of view, we do explicitly mention that we are not pro-
moting repeated null hypothesis significance testing in data streams; this should be
avoided. When a researcher decides to stop the data collection once she obtains a
significant result of the hypothesis test, the Type I error rate increases above nomi-
nal level (i.e., too many false positives, Strube, 2006). It is considered a questionable
research practice to repeatedly test for a significant effect and stop data gathering
once the effect yields a p < .05 (John et al., 2012). When adopting an online learning
approach, we encourage researchers to focus on obtaining precise estimates of the
size of the effects of interest, in adherence to the APA guidelines (Wilkinson & Task
Force on Statistical Inference, 1999), as opposed to null hypothesis testing.
Finally, it is not always feasible to translate all analyses from the offline frame-
work to the online framework. For instance, the analysis of binary dependent data,
data that are nested within units, which are in the offline case often analyzed using
logistic multilevel (or random effects-) models, have not yet found a proper online
synonym. Therefore, future research should be aimed at translating complex mod-
els, such as logistic multilevel models, to the online learning framework. Note that
active research work is carried out in this field, with for example recent publications
describing online approximations of the well-known Expectation-Maximization al-
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architecture (Marz & Warren, 2013): the data stream is operated on online (for those
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the size of the dataset).
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Finally, it is not always feasible to translate all analyses from the offline frame-
work to the online framework. For instance, the analysis of binary dependent data,
data that are nested within units, which are in the offline case often analyzed using
logistic multilevel (or random effects-) models, have not yet found a proper online
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2.7 Discussion
Using new data collection methods and technologies, for instance experience sam-
pling (L. F. Barrett & Barrett, 2001), to collect social and psychological data have
made data streams more apparent and more prevalent in recent years. In this chap-
ter, we discussed how social scientists can deal with these large datasets, and how
regular estimation methods can be applied in the context of continuous data streams.
We hope to have contributed to opening up the possibilities to answer both existing
research questions as well as new types of research questions using large datasets
or continuous data streams. Note that we have only touched upon a few methods
which are used to analyze data streams; there are many more techniques available
to analyze data streams, for instance the Bayesian framework can in some cases also
be used to update the estimated parameters (e.g., Gelman, Carlin, Stern, & Rubin,
2004). In the case of conjugate priors, the posterior can be updated relatively easily.
However, in the situation where the prior is not conjugate, other methods such as
particle filtering are required to update the posterior (Robert, 2015).
Despite the versatility of online methods as displayed in this tutorial, many chal-
lenges remain: common methods such as (latent) factor analysis, mixture models,
or multilevel models are not easily estimated online (See for a discussion and online
approaches for multilevel models, Ippel, Kaptein, & Vermunt, 2016b). A possible
way to deal with these types of analyses is to alter for instance the EM algorithm
(Dempster et al., 1977). Suggestions for parallel computations and more efficient
procedures for the EM algorithm have already been proposed (Cappé & Moulines,
2009; Neal & Hinton, 1998; Wolfe, Haghighi, & Klein, 2008), and this work should be
extended to make the EM algorithm applicable for streaming data.
We hope that this chapter motivates applied researchers to explore new research
areas that are opened up by the technological opportunity to monitor individuals
in a data stream. We believe that data streams can provide social scientists with
many new insights in human behavior and can provide new research areas to study
human emotions and attitudes.
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2.A Online Correlation
> N <- 1000 #number of observations
> x <- rnorm(N, 5,2) #generate data
> y <- 1.5*x+rnorm(N)
> # because a correlation requires
> # at least 2 points we start with n=1
> n = 1; xbar = x[1]; ybar = y[1]; SC = 0; SSx = 0; SSy = 0;
> for (i in 2:N)
+ {
+ dx <- (x[i]-xbar) #deviance x
+ dy <- (y[i]-ybar) #deviance y
+ n <- n+1 #update number of observations
+ xbar <- xbar+(x[i]-xbar)/n #update mean x
+ SSx <- SSx+dx*(x[i]-xbar) #update sum of squares for x
+ SC <- SC+(x[i]-xbar)*(y[i]-ybar)#update sum of cross products
+ Sxy <- SC/(n-1) #compute covariance
+ ybar <- ybar+(y[i]-ybar)/n #update mean y
+ SSy <- SSy+dy*(y[i]-ybar) #update sum of squares for y
+ sx <- sqrt(SSx/(n-1)) #estimate std.dev. x
+ sy <- sqrt(SSy/(n-1)) #estimate std.dev. y
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2.B Online linear regression
> N <- 1000 # generate data
> x0 <- rep(1, N)
> x1 <- rnorm(N, 5,2)
> x <- matrix(c(x0,x1),nrow=N)
> y <- 3+1.5*x[,2]+rnorm(N)
> A <- matrix(0,nrow=2,ncol=2); B <- c(0,0)
> #the as.matrix and as.numeric are required to get [r] running
> for (i in 1:N)
+ { #fit linear regression:
+ if(i<3)
+ { #update A as long as it is not invertible
+ A <- A+x[i,]%*%t(x[i,])
+ } #update B
+ B <- B + as.matrix(x[i,])%*%y[i]
+ if(i==3)
+ { #invert A when n>p
+ A_inv <- solve(A)
+ }
+ if(i>=3) #update inverted matrix A_inv
+ { #C is a scalar
+ C <- as.numeric((1+x[i,]%*%A_inv%*%x[i,]))
+ A_inv <- A_inv - ((A_inv%*%x[i,]%*%x[i,]%*%A_inv)/C)
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> y <-rbinom(N,1, (exp(-2+1.5*x+e)/(1+exp(-2+1.5*x+e))))
> beta <- c(0,0)
> for(i in 1:N)
+ {
+ p <- exp(beta[1]+beta[2]*x[i])/(1+exp(beta[1]+beta[2]*x[i]))
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> y <-rbinom(N,1, (exp(-2+1.5*x+e)/(1+exp(-2+1.5*x+e))))
> beta <- c(0,0)
> for(i in 1:N)
+ {
+ p <- exp(beta[1]+beta[2]*x[i])/(1+exp(beta[1]+beta[2]*x[i]))
+ beta <-beta + lambda*(y[i]- p) %*%c(1,x[i])
+ }
>
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2.D Wells data example
> beta <- c(0,0,0,0)
> for(i in 1:nrow(wells.dat))
+ {
+ n <- n+1
+ x <- c(1,wells.dat[i,c(dist, ars, dist*ars)])
+ y <- wells.dat$switch[i]
+ p <- exp(sum(beta*x))/(1+exp(sum(beta*x)))








In the last few years, it has become increasingly easy to collect data from individ-
uals over long periods of time. Examples include smart-phone applications used
to track movements with GPS, web-log data tracking individuals’ browsing behav-
ior, and longitudinal (cohort) studies where many individuals are monitored over
an extensive period of time. All these datasets cover a large number of individuals
and collect data on the same individuals repeatedly, causing a nested structure in
the data. Moreover, the data collection is never ‘finished’ as new data keep stream-
ing in. It is well known that predictions that use the data of the individual whose
individual-level effect is predicted in combination with the data of all the other in-
dividuals, are better in terms of squared error than those that just use the individual
mean. However, when data are both nested and streaming, and the outcome vari-
able is binary, computing these individual-level predictions can be computationally
challenging. In this chapter, we develop and evaluate four computationally-efficient
estimation methods which do not revise “old” data but do account for the nested
data structure. The methods that we develop are based on four existing shrinkage
factors. A shrinkage factor is used to predict an individual-level effect (i.e., the prob-
ability to score a 1), by weighing the individual mean and the mean over all data
points. In a simulation study, we compare the performance of existing and newly
developed shrinkage factors. We find that the existing methods differ in their pre-
diction accuracy, but the differences in accuracy between our novel shrinkage factors
and the existing methods are small. Our novel methods are however computation-
ally feasible in the context of streaming data.
This chapter is submitted as Ippel, L., Kaptein, M.C, & Vermunt, J.K. Online Estimation of
Individual-Level Effects using Streaming Shrinkage Factors
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3.1 Introduction
Researchers often encounter grouped data where the outcome variable of interest is
binary. For example, Murnaghan, Sihvonen, Leatherdale, and Kekki (2007) com-
pared the smoking behavior (smoking versus none smoking) of students that are
grouped within different schools. Quintelier (2010) studied the effect of schools on
students voting behavior (vote versus no vote), and Linares et al. (2010) monitored
children over a long period of time (repeated measurements nested within children)
to investigate the effect of air pollution on the presence (or absence) respiratory
symptoms. Furthermore, Cheng and Cantú-Paz (2010) studied ‘click’ behavior in
e-commerce, i.e., whether an individual clicks on an advertisement on a website. In
this latter case, the repeatedly observed click-through behavior is nested within the
individual. In each and every instance above researchers are interested in obtaining
good estimates of the probability of an event occurring at the level of the individ-
ual, while respecting the nested structure in the data. In this chapter, we examine
efficient methods of obtaining such estimates in a situation where the collected data
arrive continuously and datasets are rapidly augmented.
To settle for an unambiguous terminology throughout, we adopt the terms of the
latter e-commerce example. Here, a researcher could be interested in the individual-
level effect µi, which is the estimated probability that an individual will click. Note
that we use i to index the grouping factor which, in this particular case of multiple
observations nested within the individual, denotes the individual customer whose
click-through rate is being estimated. However, the methods discussed in this chap-
ter do not restrict themselves to the nesting of observations that are nested within
individuals but could also be used for groupings such as individuals within schools
or schools within districts. Our interest lies in estimating the individual-level effect
µi, accurately and computationally efficiently.
In a now classical paper, Stein (1956) showed that predicting the individual-level
effects of one individual (i.e., µi) using only the data of this particular individual,
thus without taking the other individuals into account, results in a larger average
squared prediction error than when these other individuals are taken into account.
He demonstrated that combining the estimated mean of an individual, which we
denote pi, with the estimated sample mean over all data points, p̄, results in better
out-of-sample predictions (see, for instance, Efron & Morris, 1977). Following this
result, W. James and Stein in 1961 introduced the idea of a shrinkage factor, a way to
weigh the estimated mean of an individual and the mean over data points to obtain
a prediction of µi. The resulting weighted combination can be denoted as follows:
µ̂i = (1− β̂)pi + β̂p̄, (3.1)
where β is the so-called shrinkage factor. Because we focus on binary outcomes, the
pi in our case denotes the proportion of (for instance) clicks. In the remainder of this
chapter we refer to pi as the individual mean, and p̄ as the group mean.
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The aim of this chapter is to develop and evaluate different shrinkage factors
which can be used to efficiently estimate the individual-level effect in a situation
where new data present themselves over time. We refer to this situation as a data
stream. In a data stream, the data collection is never “finished”, for instance in click-
behavior data on a website. In the case of real-time prediction, where up-to-date
predictions of the individual-level effects are required at each moment during the
stream, methods that can update rather than re-estimate the individual-level effects,
greatly improve the speed of the estimation process (Pébay, Terriberry, Kolla, & Ben-
nett, 2016).
In general, various methods are available to deal with data streams. For instance
one could subsample from the data stream (i.e., at random include some of the data
points in the analysis while excluding others), and analyze the subsample in order to
obtain predictions (Efraimidis & Spirakis, 2006). While this method solves the prob-
lem of a growing dataset, it inherently limits the information and risks not being able
to include data of specific individuals who are of future interest. Another method
that deals well with a data stream is a sliding-window approach. Effectively the
sliding window is also a subsample of the data, existing of only the most recent data
points. The advantages of this method are that memory burden is fixed and, in cases
in which the data-generating process is not stationary over time, the most recent
observations most heavily influence the resulting predictions. However, choosing
the size of the window often requires domain knowledge: too small might not catch
any events meaningful, too large a window might computationally be too expensive
(see, Aggarwal, 2007, for an introduction on many more data-stream techniques, in-
cluding sliding windows). In this chapter, we focus on another method to deal with
data streams: online learning, “computing estimates of model parameters on-the-fly,
without storing the data and by continuously updating the estimates as more ob-
servations become available” (Cappé, 2011b). Note that our current focus is solely
on estimating the individual-level effects in the context of nested data and hence
accounting for the grouping present in the data. While the inclusion of additional
explanatory variables (for instance to take into account when an individual was last
seen in the data stream, previous purchases, etc.) in the prediction model is possible
when estimating shrinkage factors (see, for instance Morris and Lysy (2012) or Ippel,
Kaptein, and Vermunt (2016b)), we restrict our attention solely to random-intercept
models with binary outcomes.
A possible approach to efficiently obtain estimates in a situation where the data
come streaming in, is to estimate the individual-level effects in real time using online
estimated shrinkage factors. Online estimation (or online learning) implies that a
parameter (e.g., a mean, or regression coefficient) is updated using a single (or small
batch of) data point and some sufficient statistics (e.g., a summation of the previous
data points, Bottou, 1999; Ippel, Kaptein, & Vermunt, 2016a). An illustrative example
is the computation of the sample mean 1n
!n
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data stream using online learning can be done as follows:
n(t+1) = n(t) + 1











where n is the total number of observations and ‘:=’ is an assignment operator, mean-
ing that the left-hand side is updated using the expression on the right-hand side.
Throughout this chapter we will use the notation presented in Equation 3.2 as op-
posed to using explicit superscripts.
Note that the offline estimation procedure stores all the observations and for each
new estimate revisits the older data points. Updating the sample mean offline in
a data stream thus takes increasingly more time because more and more data need
to be processed. On the contrary, the online estimation procedure only stores n and
p̄ in memory, and, when a new data point enters, these are updated according to
Equation 3.2. This results in a time-constant update. Attractively, using online esti-
mation methods, there is no need to revisit previous data points, which can therefore
be discarded from memory (Kaptein, 2014). However, not every offline estimation
procedure can be used exactly for online estimation (see, e.g., Ippel, Kaptein, & Ver-
munt, 2016a; Neal & Hinton, 1998). Hence, we often have to resort to approximate
solutions. In this chapter, we evaluate the accuracy of online approximations of
a number of shrinkage factors. Note that although we focus on data streams, ex-
tremely large static datasets can be analyzed using the same methods.
This chapter is organized as follows. Section 3.2 describes four existing shrink-
age factors and develops the online implementation of each of the shrinkage fac-
tors. In Section 3.3, we discuss when the individual-level effect should be estimated,
an issue which arises due to the fact that new data present themselves over time.
Section 3.4 presents a simulation study where we compare the online and offline
implementations of the shrinkage factors in terms of the accuracy of the estimated
individual-level effects. Here we explicitly explore different data-generating mech-
anisms. In Section 3.5 we apply the developed online shrinkage factors to analyze
a real dataset. The dataset contains data coming from a large panel study. Because
dropouts in panel data is a serious threat, we focus on predicting the probability of
non-response per repeatedly observed individual. These predictions could facilitate
the choice of which respondents to invite for the next wave, or personalize the re-
sponse request to achieve higher response rates. Finally, in Section 3.6, we discuss
the limitations of the shrinkage factors and their possible extensions to a broader
setting.
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3.2 Estimation of shrinkage factors
The intuition of a shrinkage model (Eq. 3.1) is as follows: there is information
available both on the group level as on the individual level, so by shrinking the
individual-level effect towards the group mean, the estimator “borrows strength
from the neighbors”, thereby reducing the average squared prediction error (Efron
& Morris, 1977; W. James & Stein, 1961; Stein, 1956). In this section, we discuss four
shrinkage factors and develop their online implementations:
• James Stein estimator, (JS): Here, we use the formulation as introduced by
Morris and Lysy (2012). This shrinkage factor assumes normally distributed
individual-level effects. This assumption is clearly violated for binary data; us-
ing the data transformation, also suggested by Morris and Lysy (2012), the nor-
mal distribution is approximated. Furthermore, this shrinkage factor is equal
across all individuals.
• Approximate Maximum Likelihood estimator, (ML): The ML is unlike the JS
individual specific. The level of shrinkage is influenced by the number of obser-
vations of an individual. This shrinkage factor also assumes that the individual-
level effects are normally distributed. Hence, here we also use the data trans-
formation suggested by Morris and Lysy (2012).
• Beta Binomial estimator, (BB): This shrinkage factor does not assume a normal
distribution, instead the individual-level effects are assumed to have a Beta
distribution. Similar to ML, the level of shrinkage is individual specific and the
level of shrinkage is influenced by the number of observations of an individual.
We estimate the BB using the method of moments estimator (see, for instance
Young-Xu & Chan, 2008).
• Heuristic estimator, (HN): Unlike the previous three shrinkage factors, the HN
does not rely on any distributional assumptions. This shrinkage factor is an
ad-hoc estimator which solely depends on the number of observations of an
individual.
3.2.1 The James Stein estimator
The JS is historically important since it is among one of the first shrinkage factors to
be considered in the literature. This shrinkage factor assumes normally distributed
individual-level effects. Thus, the assumed data-generating model is:
yi ∼ N(µi,σ2i I)
µi ∼ N(µ, τ2),
(3.3)
where yi is the response vector of individual i with ni observations, I is a ni × ni
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where yi is the response vector of individual i with ni observations, I is a ni × ni
identity matrix, σ2i the residual variance, µ is the population average, which below
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we estimated using p̄, and τ2 the variance of the individual-level effects. Since we
focus on grouped binary data, the individual means (i.e., proportions) are bounded,
and therefore, not nearly normally distributed. To address this, Morris and Lysy
(2012) suggested the following data transformation:
wi =
√
n̄(arcsin(1− 2pi)− arcsin(1− 2p̄)), (3.4)
where wi is the transformed individual mean, n̄ = n/N , the total number of obser-
vations divided by the total number of individuals, pi the individual mean, p̄ the
sample mean over all data points. The transformation stabilizes the within-variance
to be approximately equal to σ̂2i = n̄/ni. Using this data transformation to estimate
the individual-level effects results in the following shrinkage model:
ŵi = wi(1− β̂js) + w̄β̂js, (3.5)
where w̄ the average across the transformed individual means and β̂js, the JS shrink-













as formulated by Morris and Lysy (2012), where SSjs is the sum of squares between
individuals. To obtain the estimated individual-level effect in terms of probabilities
one computes
µ̂i = (sin((ŵi/n̄) + arcsin(1− 2p̄))− 1)/−2. (3.7)
Thus, the quantities or parameters that are needed to estimate µi using the JS shrink-
age factor are: wi, pi, ni, n, N , p̄, n̄, w̄ and SSjs (see, Eq. 3.4, 3.5, and 3.6). While the
above formulas detail how to estimate βjs in an offline setting, we now turn to deriv-
ing an online formulation.
Parts of the online computation of β̂js are straightforward, for instance the com-
putations of n or ni using, n := n + 1, to merely count the observations. We do
not detail these further. However, counting the number of unique individuals (N )
requires some additional thought: before N is incremented when a new data point
arrives, we need to check whether this new data point originates from an already




N if it ∈ N,
N + 1 if it /∈ N,
(3.8)
where i is the index of an individual and subscript t indicates that we only focus
on the individual belonging to the most recent data point. Furthermore, N is set of
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unique identifiers of all known individuals observed up to now. Each individual
is labeled with an identifier such that we can track the individual over time. If a
new individual is observed a new element is added to the set N. Thus, the vector of
unique identifiers grows when new individuals arrive in the data stream, but does
not grow when an observed individual arrives (again) in the data stream. To check
whether the individual it is new or not, the set of unique identifiers of individuals
N needs to be available.
The online update of the transformed individual means, w̄, is less trivial than
count observations or the online update of the sample mean (Eq. 3.2). The w̄, is a
sample mean averaged over individuals (N ), not over data points (n). Similar to the
count of individuals (N , Eq. 3.8), we check whether the individual belonging to the
new data point is observed before. Different update functions are used depending
on whether or not an individual is observed before. When the data point belongs
to a known individual, there is already a contribution of this individual to w̄. We,
first, correct w̄ by subtracting the old contribution (i.e, the previous w′i), then, the
new contribution (i.e., the updated wi) is added to w̄:
w̄ :=
{
(Nw̄ − w′i + wi)/N if it ∈ N,
(Nw̄ + wi)/N if it /∈ N,
(3.9)
where w′i is the previous transformed individual mean from the last time this indi-
vidual (it) entered and wi the current estimate of the transformed individual mean.
Note that, due to the influx of new data, group parameters (n, p̄, and N ) are con-
stantly changing. The data transformation uses these group parameters. This im-
plies that all transformed individual means change when new data enter, not only
the individual that just entered (it). In order to obtain the exact same result using
the offline and online estimation procedure, all the transformed individual means
should be updated every time a data point enters. Updating all these transformed
individual means is inefficient and becomes infeasible when the number of individ-
uals grows rapidly. Hence, we approximate the offline version by updating only the
current individual. We discuss this issue in more detail in Section 3.3.
The remaining parameter needed for the estimation of β̂js is the between indi-
viduals sum of squares (SSjs), which is also a summation over individuals. For the





SSjs − SSjsi′ +
(wi − w̄)2
n̄/ni




if it /∈ N,
(3.10)
where SSjsi′ denotes the previous contribution to the SSjs. Using Eq. 3.10, βjs can
be estimated, with which we can estimate ŵi (Eq. 3.5). Lastly, to obtain µ̂i, ŵi is
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ŵi = wi(1− β̂js) + w̄β̂js, (3.5)
where w̄ the average across the transformed individual means and β̂js, the JS shrink-













as formulated by Morris and Lysy (2012), where SSjs is the sum of squares between
individuals. To obtain the estimated individual-level effect in terms of probabilities
one computes
µ̂i = (sin((ŵi/n̄) + arcsin(1− 2p̄))− 1)/−2. (3.7)
Thus, the quantities or parameters that are needed to estimate µi using the JS shrink-
age factor are: wi, pi, ni, n, N , p̄, n̄, w̄ and SSjs (see, Eq. 3.4, 3.5, and 3.6). While the
above formulas detail how to estimate βjs in an offline setting, we now turn to deriv-
ing an online formulation.
Parts of the online computation of β̂js are straightforward, for instance the com-
putations of n or ni using, n := n + 1, to merely count the observations. We do
not detail these further. However, counting the number of unique individuals (N )
requires some additional thought: before N is incremented when a new data point
arrives, we need to check whether this new data point originates from an already




N if it ∈ N,
N + 1 if it /∈ N,
(3.8)
where i is the index of an individual and subscript t indicates that we only focus
on the individual belonging to the most recent data point. Furthermore, N is set of
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unique identifiers of all known individuals observed up to now. Each individual
is labeled with an identifier such that we can track the individual over time. If a
new individual is observed a new element is added to the set N. Thus, the vector of
unique identifiers grows when new individuals arrive in the data stream, but does
not grow when an observed individual arrives (again) in the data stream. To check
whether the individual it is new or not, the set of unique identifiers of individuals
N needs to be available.
The online update of the transformed individual means, w̄, is less trivial than
count observations or the online update of the sample mean (Eq. 3.2). The w̄, is a
sample mean averaged over individuals (N ), not over data points (n). Similar to the
count of individuals (N , Eq. 3.8), we check whether the individual belonging to the
new data point is observed before. Different update functions are used depending
on whether or not an individual is observed before. When the data point belongs
to a known individual, there is already a contribution of this individual to w̄. We,
first, correct w̄ by subtracting the old contribution (i.e, the previous w′i), then, the
new contribution (i.e., the updated wi) is added to w̄:
w̄ :=
{
(Nw̄ − w′i + wi)/N if it ∈ N,
(Nw̄ + wi)/N if it /∈ N,
(3.9)
where w′i is the previous transformed individual mean from the last time this indi-
vidual (it) entered and wi the current estimate of the transformed individual mean.
Note that, due to the influx of new data, group parameters (n, p̄, and N ) are con-
stantly changing. The data transformation uses these group parameters. This im-
plies that all transformed individual means change when new data enter, not only
the individual that just entered (it). In order to obtain the exact same result using
the offline and online estimation procedure, all the transformed individual means
should be updated every time a data point enters. Updating all these transformed
individual means is inefficient and becomes infeasible when the number of individ-
uals grows rapidly. Hence, we approximate the offline version by updating only the
current individual. We discuss this issue in more detail in Section 3.3.
The remaining parameter needed for the estimation of β̂js is the between indi-
viduals sum of squares (SSjs), which is also a summation over individuals. For the





SSjs − SSjsi′ +
(wi − w̄)2
n̄/ni




if it /∈ N,
(3.10)
where SSjsi′ denotes the previous contribution to the SSjs. Using Eq. 3.10, βjs can
be estimated, with which we can estimate ŵi (Eq. 3.5). Lastly, to obtain µ̂i, ŵi is
imputed in Eq. 3.7 to transform ŵi to µ̂i.
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3.2.2 Approximate Maximum likelihood estimator
The ML is an often used shrinkage factor for multilevel models, where µi’s are nor-
mally distributed and the outcome variable is continuous (among others, Goldstein,
1986). Because the means of binary observations are not normally distributed, we
use the same data transformation (Eq. 3.4) as discussed previously in Section 3.2.1.
Similar to the estimation of µi using the JS, the ML estimation of µi uses the alter-
native shrinkage model (Eq. 3.5) which includes the transformed individual means.
However, unlike the previous shrinkage factor, ML estimator is tailored to an indi-
vidual: the level of shrinkage is influenced both by the number of observations of










where more observations of an individual (ni) result in less shrinkage, and τ̂2 is the
maximum-likelihood value of the variance of the individual-level effects. The most
likely value of τ2 is found by maximizing the following log-likelihood function (see,




































In the case of offline estimation, Eq. 3.12 is maximized by iterating over the dataset,
using a numerical optimization method, for instance Newton Raphson.
For the estimation of µi using ML, the following parameters are needed: pi, ni,
wi, σ̂2i , n, N , n̄, p̄, w̄, and τ̂2. Most of these parameters have already been discussed
in the previous section (see, Eq. 3.2, 3.8, and 3.9), therefore we focus only on the
remaining parameter: the estimation of the variance of the individual-level effects,
τ̂2.
Estimating τ̂2 is not straightforward during the data stream since using an it-
erative maximization procedure is not feasible. For this reason, we use Stochastic
Gradient Descent (SGD, Bottou, 2010). SGD updates the estimate of τ2 by evaluat-
ing the gradient (in this case, a one-dimensional gradient or derivative) of ℓ(τ2) one
data point at a time.
Intuitively, SGD works as follows: The first-order derivative of the log-likelihood
function is a summation over individuals. SGD evaluates this first-order derivative
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for a single data point and based on the value of the derivative SGD determines
whether the current estimate of the parameter is above or below the maximum-
likelihood value. Using a learn rate (γ), SGD steps towards the maximum of the
likelihood function. When a new data point enters, SGD evaluates the derivative









Because Eq. 3.13 is a summation over individuals, we apply a similar update regime
as in Equation 3.10:
τ̂2 :=
"
τ̂2 − γ∇ℓi′(τ2) + γ∇ℓi(τ2) if it ∈ N,
τ̂2 + γ∇ℓi(τ2) if it /∈ N,
where ∇ℓi′(τ2) is the previous contribution of individual i to the gradient of τ2 and
∇ℓi the current contribution to that gradient of individual i. When the learn rate,
γ, is large, SGD can ‘move’ fast towards the maximum-likelihood value, however
with the same pace it can also step over the maximum of the likelihood function.
When the learn rate is small it will take many evaluations of the derivative (i.e.,
many data points have to enter) before the maximum likelihood is reached (see,
e.g., Bottou, 2010; Schaul, Zhang, & LeCun, 2013; Xu, 2011, for a more extensive
discussion on learn rates for SGD). After the estimation of βml_i, the individual-level
effect is estimated using the shrinkage model for transformed individual means (Eq.
3.5) after which ŵi is transformed to µ̂i using Eq. 3.7.
3.2.3 The Beta Binomial estimator
When we assume that the data-generating model is a Beta Binomial distribution,





j=1 yij , the individual means do not have to be transformed to estimate
BB, because the Beta distribution naturally falls within the [0, 1] range. Thus, in order
to estimate µi we can make use of the shrinkage model as defined in Eq. 3.1. In this
case, we choose the method-of-moments estimation method to estimate BB because
this method has a closed-form solution to estimate the shrinkage factor. The closed-
form expression of the estimation procedure of BB makes it easier to rewrite the
formulation of BB to an online formulation.
The compound distribution of the Beta Binomial distribution is:
f(k|n,α,β) = Γ(n+ 1)
Γ(k + 1)Γ(n− k + 1)










42 Chapter 3: Online Shrinkage factors
3.2.2 Approximate Maximum likelihood estimator
The ML is an often used shrinkage factor for multilevel models, where µi’s are nor-
mally distributed and the outcome variable is continuous (among others, Goldstein,
1986). Because the means of binary observations are not normally distributed, we
use the same data transformation (Eq. 3.4) as discussed previously in Section 3.2.1.
Similar to the estimation of µi using the JS, the ML estimation of µi uses the alter-
native shrinkage model (Eq. 3.5) which includes the transformed individual means.
However, unlike the previous shrinkage factor, ML estimator is tailored to an indi-
vidual: the level of shrinkage is influenced both by the number of observations of










where more observations of an individual (ni) result in less shrinkage, and τ̂2 is the
maximum-likelihood value of the variance of the individual-level effects. The most
likely value of τ2 is found by maximizing the following log-likelihood function (see,




































In the case of offline estimation, Eq. 3.12 is maximized by iterating over the dataset,
using a numerical optimization method, for instance Newton Raphson.
For the estimation of µi using ML, the following parameters are needed: pi, ni,
wi, σ̂2i , n, N , n̄, p̄, w̄, and τ̂2. Most of these parameters have already been discussed
in the previous section (see, Eq. 3.2, 3.8, and 3.9), therefore we focus only on the
remaining parameter: the estimation of the variance of the individual-level effects,
τ̂2.
Estimating τ̂2 is not straightforward during the data stream since using an it-
erative maximization procedure is not feasible. For this reason, we use Stochastic
Gradient Descent (SGD, Bottou, 2010). SGD updates the estimate of τ2 by evaluat-
ing the gradient (in this case, a one-dimensional gradient or derivative) of ℓ(τ2) one
data point at a time.
Intuitively, SGD works as follows: The first-order derivative of the log-likelihood
function is a summation over individuals. SGD evaluates this first-order derivative
Chapter 3: Online Shrinkage factors 43
for a single data point and based on the value of the derivative SGD determines
whether the current estimate of the parameter is above or below the maximum-
likelihood value. Using a learn rate (γ), SGD steps towards the maximum of the
likelihood function. When a new data point enters, SGD evaluates the derivative









Because Eq. 3.13 is a summation over individuals, we apply a similar update regime
as in Equation 3.10:
τ̂2 :=
"
τ̂2 − γ∇ℓi′(τ2) + γ∇ℓi(τ2) if it ∈ N,
τ̂2 + γ∇ℓi(τ2) if it /∈ N,
where ∇ℓi′(τ2) is the previous contribution of individual i to the gradient of τ2 and
∇ℓi the current contribution to that gradient of individual i. When the learn rate,
γ, is large, SGD can ‘move’ fast towards the maximum-likelihood value, however
with the same pace it can also step over the maximum of the likelihood function.
When the learn rate is small it will take many evaluations of the derivative (i.e.,
many data points have to enter) before the maximum likelihood is reached (see,
e.g., Bottou, 2010; Schaul, Zhang, & LeCun, 2013; Xu, 2011, for a more extensive
discussion on learn rates for SGD). After the estimation of βml_i, the individual-level
effect is estimated using the shrinkage model for transformed individual means (Eq.
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j=1 yij . Alternatively, the Beta Binomial distribution can also be
parameterized as,






Γ(k +Mµ)Γ(n− k +M(1− µ))
Γ(n+M)
(3.16)
where µ = αα+β , which estimated by p̄, and M = α+β, which is computed as follows:
M̂ =
p̄(1− p̄)− ŝ2




i=1 1/ni and ŝ















where SSbb is the between-individual sum of squares using the individual means.





Similar to the ML, the BB is also individual specific where the number of observa-
tions per individual influences the level of shrinkage. The parameters for the esti-
mation of µi using BB are: ni, pi, SSbbi , n, N , c, p̄, M̂ , and ŝ2.
The computation of ŝ2 requires the following: N,n, and SSbb. While the first
two parameters are easy to update during the data stream and already discussed in
Section 3.2.1, the latter is again a sum over individuals, which requires an update
similar to SSjs (Eq. 3.10):
SSbb :=
$
SSbb − SSbbi′ + ni(pi − p̄)
2 if it ∈ N,
SSbb + ni(pi − p̄)2 if it /∈ N,
where SSbbi′ denotes the previous contribution to the SSbb. Similar to the β̂js, the
β̂bb estimated online is slightly different compared to the offline estimated β̂bb. The
difference between the two estimation procedures is due to the fact that SSbb is de-
pendent on p̄ which fluctuates throughout the data stream.
For the computation of M̂ we need p̄, ŝ2, N, and c. Because all parameters except




c− ci′ + 1/ni if it ∈ N,
c+ 1/ni if it /∈ N,
where ci′ is the previous contribution to c (i.e. 1ni−1 ). The individual-level effect µi is
then estimated using Eq. 3.1, using β̂bb_i, pi and p̄.
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Table 3.1: Overview of the characteristics of the shrinkage factors and
their complexity
JS ML BB HN
distribution µi Normal Normal Beta –
group or individual group individual individual individual
equal variance yes no no no
transformation yes yes no no
update µ̂i pi, ni, wi, SSjsi pi, ni, wi, τ̂2i , σ̂2i pi, ni, SSbbi pi, ni
p̄, N, n, N p̄, N, n, N p̄, N, n, N p̄, N, n
n̄, w̄, SSjs n̄, w̄, τ̂2 SSbb, ŝ2, c, M̂ –
3.2.4 The Heuristic estimator
The previous two shrinkage factors (ML, Eq. 3.11 and BB, Eq. 3.17) both have a
similar type of intuition: individual-level effects are moved more towards the group
mean when little is known about the individual (i.e., a small number of observa-
tions) compared to when there is more information about an individual. The last
shrinkage factor has the same intuition, however, we do so without any distribu-






shrinks individual-level effects only based on the (square root of) number of obser-
vations of an individual. Like BB, the HN also shrinks the individual-level effects
using Eq. 3.1: When an individual only has 1 observation, µ̂i = p̄, and the amount
of shrinkage decreases as more observations of an individual enter. All the parame-
ters used for the estimation of µi using HN (pi, ni, p̄, and n), have been discussed in
Section 3.2.1.
Table 3.1 gives an overview of the online shrinkage factors that are used in the
simulation study. The characteristics of each of the shrinkage factors are presented.
The last three lines of the table give an indication how many parameters estimates
should be updated to estimate the shrinkage factor and the individual-level effect
when an additional data point enters the dataset. First of the three lines are the
individual parameters, second line are group level count parameters, and last line
are the parameters that require more computations to update.
3.3 Predicting individual-level effects: when is the right time?
When analyzing static data, the exact moment at which one should predict the
individual-level effects, does not come to question. It naturally follows that the pre-
diction is only made once: after the shrinkage factor is estimated. This is, however,
not the case when data are entering over time. In this section, we explain why the
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where SSbb is the between-individual sum of squares using the individual means.
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3.2.4 The Heuristic estimator
The previous two shrinkage factors (ML, Eq. 3.11 and BB, Eq. 3.17) both have a
similar type of intuition: individual-level effects are moved more towards the group
mean when little is known about the individual (i.e., a small number of observa-
tions) compared to when there is more information about an individual. The last
shrinkage factor has the same intuition, however, we do so without any distribu-






shrinks individual-level effects only based on the (square root of) number of obser-
vations of an individual. Like BB, the HN also shrinks the individual-level effects
using Eq. 3.1: When an individual only has 1 observation, µ̂i = p̄, and the amount
of shrinkage decreases as more observations of an individual enter. All the parame-
ters used for the estimation of µi using HN (pi, ni, p̄, and n), have been discussed in
Section 3.2.1.
Table 3.1 gives an overview of the online shrinkage factors that are used in the
simulation study. The characteristics of each of the shrinkage factors are presented.
The last three lines of the table give an indication how many parameters estimates
should be updated to estimate the shrinkage factor and the individual-level effect
when an additional data point enters the dataset. First of the three lines are the
individual parameters, second line are group level count parameters, and last line
are the parameters that require more computations to update.
3.3 Predicting individual-level effects: when is the right time?
When analyzing static data, the exact moment at which one should predict the
individual-level effects, does not come to question. It naturally follows that the pre-
diction is only made once: after the shrinkage factor is estimated. This is, however,
not the case when data are entering over time. In this section, we explain why the
researcher is faced with a choice when to estimate the individual-level effect.
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The individual-level effect is a combination of the individual mean, the group
mean, and a shrinkage factor. Every time a new data point enters, the record of
one person changes. However, due to this new data point, the estimates of all the
individual-level effects at that moment in time change slightly. That is, if one would
re-estimate all the individual-level effects every time a new data point enters, the
estimates change with every additional data point. Such re-estimation is, however,
infeasible for the full set of individuals at each time point, and in many applications
one would obtain an estimate only for the individual concerned. In any case, the
shrinkage of the individual-level mean to the group-level mean to obtain a predic-
tion for a specific individual can be done at two distinct moments:
1. one could obtain a shrinkage estimate the moment an individual’s data is ob-
served and store the resulting prediction,
2. or, one could obtain a prediction at the moment that the individual is about to
re-enter the dataset; hence, the moment a prediction might be needed.
The first option leads to the following procedure: when a data point enters, the
group-level parameters, the parameters of the individual (it) whose data point en-
tered, and shrinkage factor are updated or computed. With these parameters, a pre-
diction of the individual-level effect is made and stored in memory. This option
has two downsides. The first downside is that besides pi, a prediction (µ̂i) needs
to be stored, which is potentially never used if we do not observe this individual
anymore. The other downside is that while we store the prediction, new data are
entering. These new data points affect the shrinkage factor and global statistics. All
these changes are not taken into account because the prediction is stored and con-
sidered fixed. Therefore, the stored prediction does not optimally make use of the
most recent information.
For the second option, imagine an individual (it) intends to pay our website—as
discussed in the introduction—a visit again. Her browser will send out a request to
access the website. At that point, we know who is about to enter our website, so we
can retrieve this individual’s record. Now, we can predict this individual’s µ̂i based
on all the information we know so far. The data generated by this individual during
the website visit allows us to update both the group and individual-level parameters
estimates. This second option thus deals with both downsides of the first option: it
does not waste memory on storing predictions that we might end up not using at all
and it incorporates the most recent changes to the group-level parameters.
The two options are illustrated in Figure 3.1. The black dot denotes an individual
mean. One could choose to predict the individual-level effect right after this data
point enters at t = 1, or one could wait until this individual returns (t = 2) and
shrink towards the group mean at that point in time (which is t = 2 in this case). As
can be seen from the plot, when the individual-level effect is estimated influences the
estimate of µi. Because the group mean and the estimated shrinkage factor change
over time, these two options (shrink at t = 1 vs. t = 2) do not result in the same
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Figure 3.1: An illustration of when to shrink the individual-level ef-
fect. Option 1 (t = 1) estimates µi right after the data point enters,
option 2 estimates µi at t = 2. While pi remains the same between the
two time points, the group mean p̄, does change over time.
µ̂i. In the following simulation study, we have chosen this second implementation
of predicting the individual-level effect.
3.4 Simulation Study
3.4.1 Design
To evaluate whether the online implementations of the shrinkage factors perform
equally well as their original offline implementations, we conduct a simulation study.
In this simulation study we compare the two estimation procedures in terms of the
average squared prediction error (
!
(µ̂i − µi)2/N ). Since two of the four shrinkage
factors assume a normal distribution, we specifically examine the case when this
is violated in the simulation study. To do so, we generated three distributions of
the individual-level effects, which increasingly depart from normality: the distribu-
tion underlying the true individual-level effects is centered B(7, 7), right skewed,
B(2, 12), or a mixture of two Beta distributions: B(1, 6) and B(6, 1). We set the av-
erage2 number of observations equal to 20. As a benchmark we use a multilevel
model with logit link function, as implemented in the GLMR function from the
‘lme4’ package (in [R]) with 20 adaptive Gaussian Quadrature points. While this
model is known to provide very good estimates of µi, it is computationally complex
to fit (Agresti, Booth, Hobert, & Caffo, 2000; Bock & Aitkin, 1981; Breslow & Clayton,
1993; Moerbeek, Van Breukelen, & Berger, 2003; Rabe-Hesketh, Skrondal, & Pickles,
2002; Skrondal & Rabe-Hesketh, 2004), especially in a data stream. The generated
data streams consist of n = 10, 000 (which results in N = 500) and all conditions
have 1,000 replications.
2Because we sample the individuals at random after which we generate an observation, the number
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erage2 number of observations equal to 20. As a benchmark we use a multilevel
model with logit link function, as implemented in the GLMR function from the
‘lme4’ package (in [R]) with 20 adaptive Gaussian Quadrature points. While this
model is known to provide very good estimates of µi, it is computationally complex
to fit (Agresti, Booth, Hobert, & Caffo, 2000; Bock & Aitkin, 1981; Breslow & Clayton,
1993; Moerbeek, Van Breukelen, & Berger, 2003; Rabe-Hesketh, Skrondal, & Pickles,
2002; Skrondal & Rabe-Hesketh, 2004), especially in a data stream. The generated
data streams consist of n = 10, 000 (which results in N = 500) and all conditions
have 1,000 replications.
2Because we sample the individuals at random after which we generate an observation, the number
of observations is not equal across individuals.
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3.4.2 Results
The main results of the simulation study are presented in Figure 3.2 and Figure 3.3.
Figure 3.2 presents the average of the estimated shrinkage factors over the simula-
tion runs. Figure 3.3 presents the average squared prediction error over the sim-
ulation runs. Both figures consist of three subfigures: one for the centered (B(7, 7)
distribution, one for the right skewed (B(2, 12)) distribution, and one for the mixture
distribution (B(1, 6) and B(6, 1)). Table 3.2 further details the average squared pre-
diction error at three points in the data stream and includes the standard deviation
over the different simulation runs.
The x-axis of Figure 3.2 presents the length of the data stream and the y-axis the
average shrinkage factor. The solid lines represent the online implementations of
the shrinkage factors. The dashed lines represent the offline implementations of the
shrinkage factors. The four gray lines indicate the offline (dashed) and the online
(solid) shrinkage factors that do not require the data transformation. The BB carries
triangle symbols (facing up) to differentiate the BB from HN which carries square
symbols. The black lines are also marked with symbols: JS is denoted with circles
and ML is marked with triangles (facing down). In all three subfigures, there is a
small difference between the offline and online implementations of the shrinkage
factors. In general, the online implementations tend to shrink somewhat more than
the offline implementations.
In Figure 3.2a the centered distribution is presented. The BB (online and offline)
shrinks the individual-level effects most, and the online implementation does so
even more than the offline implementation. The BB (online and offline) needs many
(over 2,000) data points before it can be estimated. This is an artifact of the method of
moments estimator, which returns negative hyperparameters for the Beta distribu-
tion when the data does not (yet) comply to the beta distribution (under dispersion).
Both the offline versions of the JS and the ML have a relatively stable level of shrink-
age, while the online implementation of the JS quickly decreases during the data
stream. The ML online implementation only changes very gradually. The chosen
learn rate (γ = 0.01) might have been slightly too small. Towards the end of the
generated data streams three of the four shrinkage factors shrink approximately the
same, only the heuristic shrinkage factor (online and offline) shrinks substantially
less than the other factors.
The average estimated shrinkage factors in the right-skewed distribution of the
individual-level effects are presented in Figure 3.2b. For the two shrinkage factors
that do not use the data transformation the results are quite similar. However, the
ML and JS show differences with the previous condition. The online implementation
of the JS shrinks more over a longer time, also the offline implementation of the JS
shrinks more in the beginning of the data stream. The offline ML shrinks on average
some more than the offline JS but behaves qualitatively the same as the offline JS.
Towards the end of the data stream, the different shrinkage factors are more spread
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out than in the previous condition, while the online and offline implementations of
all four shrinkage factors have similar levels of shrinkage.
The last subfigure (Fig. 3.2c) presents a different pattern of shrinkage factors.
Even at the end of the data stream, there are two distinct clusters of shrinkage fac-
tors. The cluster of shrinkage factors with the highest level of shrinkage consists of
the online and offline implementations of the heuristic shrinkage factors, and the
online implementation of ML. The remaining shrinkage factors (online and offline
BB and JS, and the offline ML) hardly shrink at all. This is due to the fact that the
data-generating distribution of the individual-level effects is bimodal. Because the
heuristic estimator (online and offline) does not have any distributional assump-
tions, it cannot take into account that there are two modes. The online ML does
decrease more in this condition than in the other two conditions. A larger learn rate
or longer data stream would allow the online ML to decrease even more and reach
a similar level of shrinkage as the offline ML. The offline ML, BB and JS do take into
account that the distribution of individual level effects is not normal, and shrink
very little accordingly.
The subfigures of Figure 3.3 are organized as follows: The y-axes present the
average squared prediction error:
!
(µ̂i − µi)2/N and the x-axes present the data
stream. Note that the y-axes of the three subfigures of Figure 3.3 differ across the
three scenarios. In addition to the already introduced lines, the dotted line repre-
sents the GLMR function. The results of the two unimodal distributions (B(7, 7) and
B(2, 12)) are comparable, however, the mixture distribution (B(1, 6), B(6, 1)) shows
different results. Figure 3.3a and Figure 3.3b show that in the beginning of the data
stream, the two shrinkage factors that make use of the data transformation have
more error (JS, ML) than the two shrinkage factors (BB, HN) that do not rely on the
transformation. The GLMR function performs ‘best’ in both scenarios. However, the
difference between the shrinkage factors and the GLMR function is minimal later in
the data stream. More importantly for our purpose, there is almost no difference
between the offline and online implementations of the shrinkage factors.
Table 3.2 is organized as follows. In the rows are the three conditions (cen-
tered, right skewed and mixture), within each condition three points within the
data stream are presented (n = 1,000, 5,000, and 10,000). In the columns are the
different shrinkage factors with the offline and online implementations. Both the
average squared prediction error of each of the shrinkage factors and the standard
deviations are presented. In the centered scenario, the GLMR function outperforms
the shrinkage factors (offline and online). However, as the data stream continues,
the difference between the shrinkage factors and GLMR becomes smaller. The stan-
dard deviations across the shrinkage factors and during the stream are stable and
small. The second scenario, the right-skewed distribution, has an even smaller av-
erage squared prediction error. This is due to the fact that the distribution of µi is
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BB and JS, and the offline ML) hardly shrink at all. This is due to the fact that the
data-generating distribution of the individual-level effects is bimodal. Because the
heuristic estimator (online and offline) does not have any distributional assump-
tions, it cannot take into account that there are two modes. The online ML does
decrease more in this condition than in the other two conditions. A larger learn rate
or longer data stream would allow the online ML to decrease even more and reach
a similar level of shrinkage as the offline ML. The offline ML, BB and JS do take into
account that the distribution of individual level effects is not normal, and shrink
very little accordingly.
The subfigures of Figure 3.3 are organized as follows: The y-axes present the
average squared prediction error:
!
(µ̂i − µi)2/N and the x-axes present the data
stream. Note that the y-axes of the three subfigures of Figure 3.3 differ across the
three scenarios. In addition to the already introduced lines, the dotted line repre-
sents the GLMR function. The results of the two unimodal distributions (B(7, 7) and
B(2, 12)) are comparable, however, the mixture distribution (B(1, 6), B(6, 1)) shows
different results. Figure 3.3a and Figure 3.3b show that in the beginning of the data
stream, the two shrinkage factors that make use of the data transformation have
more error (JS, ML) than the two shrinkage factors (BB, HN) that do not rely on the
transformation. The GLMR function performs ‘best’ in both scenarios. However, the
difference between the shrinkage factors and the GLMR function is minimal later in
the data stream. More importantly for our purpose, there is almost no difference
between the offline and online implementations of the shrinkage factors.
Table 3.2 is organized as follows. In the rows are the three conditions (cen-
tered, right skewed and mixture), within each condition three points within the
data stream are presented (n = 1,000, 5,000, and 10,000). In the columns are the
different shrinkage factors with the offline and online implementations. Both the
average squared prediction error of each of the shrinkage factors and the standard
deviations are presented. In the centered scenario, the GLMR function outperforms
the shrinkage factors (offline and online). However, as the data stream continues,
the difference between the shrinkage factors and GLMR becomes smaller. The stan-
dard deviations across the shrinkage factors and during the stream are stable and
small. The second scenario, the right-skewed distribution, has an even smaller av-
erage squared prediction error. This is due to the fact that the distribution of µi is
narrowly distributed around the group mean making the mean over all data a good
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(c) B(1, 6) & B(6, 1)
Figure 3.2: The average estimated shrinkage factors, averaged over
the 1,000 replications
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(c) B(1, 6) & B(6, 1)
Figure 3.3: Average squared prediction error for the three scenarios,
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Figure 3.2: The average estimated shrinkage factors, averaged over
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(c) B(1, 6) & B(6, 1)
Figure 3.3: Average squared prediction error for the three scenarios,
averaged over the 1,000 replications.
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predictor of the individual-level effects. This results in a small average squared pre-
diction error and even smaller standard deviations.
The mixture scenario provides quite different results. While the average squared
prediction error decreases rapidly in the beginning of the data stream (see Fig. 3.3c),
after about 2,000 data points the error increases for both JS and ML. For the other
two shrinkage factors and the benchmark GLMR, i.e., these estimation methods that
do not use Morris and Lysy’s (2012) data transformation, this is not the case. This
pattern appears for both the online and offline estimated shrinkage factors. Due to
the mixture of the two distributions the individual means are either clustered close
to zero, or close to one. While the mean of these two distributions is 0.5, all the
true individual-level effects are either close to zero or close to one. This makes the
group mean a poor predictor of the individual-level effects. Because these individual
means are far from the group mean, the transformed individual means have large
absolute values. In an absolute sense, larger values are moved more towards the
group mean than values that are closer to the group mean. Transforming the pre-
dicted individual-level effects to µ̂i’s causes the individual-level effects to be moved
even more towards the group mean. Thus, even though the shrinkage factors that
use the data transformation are in fact small (see Figure 3.2c), the data transforma-
tion pushes the individual-level effects even closer to the group mean. This addi-
tional push towards the group mean causes the JS and ML to have larger prediction
error than HN and BB.
From the simulation study, we can thus conclude that a) for a long enough data
stream all online shrinkage factors perform as well as their offline counterparts, and
b) the BB seems to have the most robust performance over the three conditions.
Hence, for the analysis of large, nested, binary outcome data streams we would
recommend using the our online version of the BB. In the following section, all the
examined shrinkage factors are further evaluated in a real-data example. In this
example we show that it is possible to accurately predict whether respondents of a
long-running panel study will respond to a monthly questionnaire.
3.5 LISS Panel Study: Predicting Attrition
An application where data are entering over time and real-time prediction is rele-
vant is a panel study, where new questionnaires are sent to the same respondents
over a longer period of time. Panel studies are used to analyze ongoing trends. One
of the major issues of a panel study is attrition (i.e., respondents who drop out) be-
cause it can affect the generalizability of the results to the population (Goodman &
Blum, 1996). Much effort is spent on the prevention of non-response, for instance, re-
minders, rewards (Curtin, Singer, & Presser, 2007; Manzo & Burke, 2012), and multi-
mode data collection (Leeuw, 2005). Knowing which respondents are likely to drop
out of the panel, could facilitate the prevention of the dropout. For instance, when
the probability for a given respondent to answer to the questionnaire drops below
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a threshold, an additional incentive (a letter of the importance of the panel, money
etc.) could be sent when inviting the respondent to answer the questionnaire to in-
crease the probability that the respondent will reply to the questionnaire. Knowing
a respondent was unlikely to respond to the questionnaire, after the facts, is not very
informative or helpful. Therefore, predicting non-response in a panel study is a good
example of a case where real-time prediction is useful.
In this application, we predict whether a respondent of the panel study is going
to participate in the next wave as well. Data are coming from the LISS (Longitudi-
nal Internet Study for Social sciences) panel study, consisting of 50 monthly waves
between November 2007 and December 2011. For each wave, respondents either
scored a 1 if they participated in that wave or a 0 if they failed to participate. For
the analysis, we selected only these respondents that received at least one question-
naire, who had an identification number and started before December 2011. Total
number of individuals used for the analysis is N = 12, 924 and the total number of
observations, n = 397.647. For the analysis of the LISS panel data, we had to drop
one questionnaire (July, 2011) because none of the respondents had answered this
questionnaire.
We analyze the data by replaying the data as if it is a data stream. To do so,
we kept the ordering of the questionnaires but randomly ordered the respondents
within a questionnaire. We randomly selected the responses within a questionnaire
because we do not have data about the order in which the data entered originally.
We compare the results of the four shrinkage factors (online and offline) with the
results by the GLMR function, like in the simulation study, in terms how well each
of the methods can classify whether a respondent is or is not going to respond. We
take into account when a respondent stopped being a member of the panel3 and
correct the group statistics accordingly.
3.5.1 Results
Figure 3.4 presents the results of the replay of the data stream of the LISS panel ques-
tionnaires. The y-axis presents the percentage of correctly classified respondents. A
respondent is correctly classified if the shrinkage model predicted the probability of
a response greater than .5 and the respondent indeed answered the questionnaire,
or when the predicted probability was below .5 and the responded failed to answer
the questionnaire. The x-axis is the replay of the questionnaires as these are send out
over time.
As expected from the simulation study, the differences between the offline and
online estimation procedures are negligible. The classification performances of the
offline BB and GLMR are exactly the same, and therefore, impossible to disentangle.
Furthermore, the same clustering of shrinkage factors as in the simulation condition
with the mixture of distribution appears in Figure 3.4: the JS and ML (online and
3An extra variable in the data set gives (when applicable) the date the responded stopped being a
member of the panel. After which the respondent is no longer invited for the next waves.
Chapter 3: Online Shrinkage factors 55













































Figure 3.4: Percentage correctly classified responses
offline) are less able to make accurate predictions with regard to non-response while
the HN and BB perform equally well as the benchmark (GLMR). This is not much of
a surprise, as the distribution of the individual-level effects estimated with GLMR
(the MAP estimates) shows that the majority of the individual-level effects are on
either end of the interval, see Fig. 3.5 with not many respondents in the middle, just
like the mixture of distributions of the simulation study. Even though BB and HN
are less computationally complex than GLMR, the predictions made by BB and HN
are equally accurate.
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Figure 3.5: Estimated µi using the GLMR function.
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3.6 Conclusion and discussion
The most important conclusion we can draw is that we can make accurate predic-
tions of the individual-level effects when the outcome variable is binary, the data
have a nested structure, when the data enter over time, and predictions are required
in real time. While the multilevel model with logit link function is the standard for
analyzing nested data with a binary outcome, due to the computational complex-
ity of that model, analyzing data streams of nested binary data becomes infeasible.
To overcome this problem, we studied online – and computationally efficient – ver-
sions of four different shrinkage factors: the James Stein estimator, the (approximate)
Maximum Likelihood estimator, the Beta Binomial estimator and lastly a heuristic
estimator. In a simulation study, we showed that all these shrinkage factors on aver-
age make good predictions of the individual-level effects. However when there is a
mixture of distributions of the individual-level effects, shrinkage factors that do not
rely on the normal distribution of the individual-level effects do noticeably better.
It appears that the data transformation suggested by Morris and Lysy (2012), in the
studied situations does not work well in situations where the number of observa-
tions is limited and the distribution of the individual-level effects deviates from the
normal distribution.
There are differences between the shrinkage factors in how well they are able to
predict the individual-level effects. When the true individual-level effects are close
to normally distributed the prediction accuracy is very similar across all shrinkage
factors. More importantly, the shrinkage factors implemented offline (making use of
all individual data points) or online (incrementally and not revisiting previous data)
perform similarly. However, when the distribution of the individual-level effects
deviates from the normal distribution, the James Stein (JS) estimator and the ap-
proximate Maximum Likelihood estimator perform less well than the Beta Binomial
and heuristic estimator.
In the current study, we assumed the data-generating process to be stationary;
the possible effect of the time within the data stream is not explicitly modeled. As
a result, the individual-level effects are estimated using the information of all data
points equally, irrespective of their history. In practice, this assumption might, how-
ever, not hold. If the stationarity assumption does not hold, one might prefer to
weigh the recent data points more heavily than the older data points when com-
puting an estimate. All the online shrinkage factors presented in this chapter are
easily adapted to create such a moving window approach by changing the learn rate
of the procedure to a fixed value: for example, when updating the sample mean p̄




n(x − p̄)). By choosing a fixed learn rate of, e.g.,
1
1000 instead we would
(smoothly) decrease the value of older data points in the resulting estimate.
A possible advantage of the JS and ML could be that these methods are easier
to extend to deal with covariates (see, for instance, Morris & Lysy, 2012). The JS
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can easily include fixed effects to improve the prediction of the individual effect.
Including more random effects in this case might be less straightforward. The ML
can, however, facilitate more random effects as well as fixed effects (Ippel, Kaptein,
& Vermunt, 2016b) at the level of the group. Including fixed effects at the level of the
observations seems challenging for both the JS as well as the ML since the suggested
data transformation aggregates the information to the level of individuals.
Making real-time predictions without revisiting older data has great potential.
These real-time predictions are not only beneficial in the context of e-commerce,
or to encourage respondents that have a low probability to respond to the ques-
tionnaire. Other cases include classifying credit-card transactions (legitimate ver-
sus fraudulence transactions), monitoring patients’ compliance with their medical
regimen (medication was taken or not), or tracking students’ progress in their edu-
cational career (passing exams or not), to name a few. The presented methods for
estimating individual-level effects in data streams allow the researcher to take into
account the dependence among the observations without losing the computational
efficiency of the methods that do not take this dependency into account.
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tions is limited and the distribution of the individual-level effects deviates from the
normal distribution.
There are differences between the shrinkage factors in how well they are able to
predict the individual-level effects. When the true individual-level effects are close
to normally distributed the prediction accuracy is very similar across all shrinkage
factors. More importantly, the shrinkage factors implemented offline (making use of
all individual data points) or online (incrementally and not revisiting previous data)
perform similarly. However, when the distribution of the individual-level effects
deviates from the normal distribution, the James Stein (JS) estimator and the ap-
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In the current study, we assumed the data-generating process to be stationary;
the possible effect of the time within the data stream is not explicitly modeled. As
a result, the individual-level effects are estimated using the information of all data
points equally, irrespective of their history. In practice, this assumption might, how-
ever, not hold. If the stationarity assumption does not hold, one might prefer to
weigh the recent data points more heavily than the older data points when com-
puting an estimate. All the online shrinkage factors presented in this chapter are
easily adapted to create such a moving window approach by changing the learn rate
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n(x − p̄)). By choosing a fixed learn rate of, e.g.,
1
1000 instead we would
(smoothly) decrease the value of older data points in the resulting estimate.
A possible advantage of the JS and ML could be that these methods are easier
to extend to deal with covariates (see, for instance, Morris & Lysy, 2012). The JS
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can easily include fixed effects to improve the prediction of the individual effect.
Including more random effects in this case might be less straightforward. The ML
can, however, facilitate more random effects as well as fixed effects (Ippel, Kaptein,
& Vermunt, 2016b) at the level of the group. Including fixed effects at the level of the
observations seems challenging for both the JS as well as the ML since the suggested
data transformation aggregates the information to the level of individuals.
Making real-time predictions without revisiting older data has great potential.
These real-time predictions are not only beneficial in the context of e-commerce,
or to encourage respondents that have a low probability to respond to the ques-
tionnaire. Other cases include classifying credit-card transactions (legitimate ver-
sus fraudulence transactions), monitoring patients’ compliance with their medical
regimen (medication was taken or not), or tracking students’ progress in their edu-
cational career (passing exams or not), to name a few. The presented methods for
estimating individual-level effects in data streams allow the researcher to take into
account the dependence among the observations without losing the computational
efficiency of the methods that do not take this dependency into account.
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Estimating Random-Intercept
Models on Data Streams
Abstract
Multilevel models are often used for the analysis of grouped data. Grouped data
occur for instance when estimating the performance of pupils nested within schools
or analyzing multiple observations nested within individuals. Currently, multilevel
models are mostly fit to static datasets. However, recent technological advances in
the measurement of social phenomena have led to data arriving in a continuous
fashion (i.e., data streams). In these situations the data collection is never “finished”.
Traditional methods of fitting multilevel models are ill-suited for the analysis of
data streams because of their computational complexity. A novel algorithm for esti-
mating random-intercept models is introduced. The Streaming EM Approximation
(SEMA) algorithm is a fully-online (row-by-row) method enabling computationally-
efficient estimation of random-intercept models. SEMA is tested in two simulation
studies, and applied to longitudinal data regarding individuals’ happiness collected
continuously using smart phones. SEMA shows competitive statistical performance
to existing static approaches, but with large computational benefits. The introduc-
tion of this method allows researchers to broaden the scope of their research, by
using data streams.
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4.1 Introduction
In the social sciences, we often encounter grouped data, such as pupils grouped
within school classes (e.g., P. Barrett, Zhang, Moffat, & Kobbacy, 2013), multiple
observations grouped within individuals (Killingsworth & Gilbert, 2010), or vot-
ers grouped within geographical regions (Gelman, 2007). Such data are typically
analyzed using multilevel (or hierarchical) models in which batches of group-level
statistics are treated as randomly drawn from an underlying distribution. In this
chapter, we will use the formulation of “observations nested within individuals”,
although the method we present does not restrict itself to this type of nesting.
Multilevel models have various advantages over more traditional methods of
analysis, such as aggregated analysis, in which the within-group structure is ig-
nored, or group-specific analysis, in which information about the other groups is
ignored. That is, they
1. contain fewer parameters than group-specific models,
2. allow for generalization of results to a wider population of groups, and
3. allow information to be shared between groups (Raudenbush & Bryk, 2002;
Steenbergen & Jones, 2002).
The latter property in particular makes multilevel analysis interesting when the
focus is on obtaining group-level predictions, since multilevel modeling yields smaller
out-of-sample prediction error than predictions derived from either an aggregate or
a group-specific analysis (see e.g., Morris & Lysy, 2012).
Current (maximum-likelihood) methods for fitting multilevel models use itera-
tive algorithms such as Newton-Raphson or Expectation Maximization (EM, Demp-
ster, Laird, & Rubin, 1977) to maximize the likelihood. Alternatively, but not consid-
ered in this chapter, one could use a Bayesian framework with MCMC sampling (for
more details see, e.g., Browne & Goldstein, 2010). However, each of these methods
require multiple passes through the full dataset to obtain parameter estimates. Even
though fitting a multilevel model once, on a moderately sized dataset does often not
require excessive computation time, such ways of fitting multilevel models can be-
come infeasible when a dataset is extremely large, or in the situation where the data
collection is never “finished” because more data present themselves over time.
Recent technological developments have, however, led to the increased availabil-
ity of these so-called data streams: i.e., datasets which are continuously augmented
with new data points. Such data streams often have a grouped (or nested) struc-
ture. Examples include fraud detection using credit card transactions, where trans-
actions are nested within credit cards (Patidar & Sharma, 2011), telephone communi-
cation analysis, where calls are nested within telephone registrations (Cortes, Fisher,
Pregibon, Rogers, & Smith, 2000), and consumer behavior tracking in e-commerce,
where purchased items or visited web pages are nested within customers (Lee, Pod-
laseck, Schonberg, & Hoch, 2001). In order to obtain up-to-date predictions of the
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individual-level effects, the estimates of the parameters of the model of interest
should be updated as data points come in, and the updated estimates of the model
parameters should be used for prediction purposes. When applied to streaming
data, these traditional methods have to repeatedly cycle through all available data
points, each time a new data point arrives, in order to obtain up-to-date parame-
ter estimates. Additionally, even if the dataset is no longer augmented, but static
and (extremely) large, it is often computationally preferable to analyze the dataset
in smaller batches, or even a data point at a time (Ng & McLachlan, 2003; Thiesson,
Meek, & Heckerman, 2001). We propose an adaption of the EM algorithm for the es-
timation of random-intercept models, to resolve the problem of analyzing grouped
data in a data stream or when the dataset is extremely large.
The resulting Streaming EM Approximation algorithm (henceforth referred to as
SEMA) falls within the framework of online learning methods (Gaber et al., 2005).
A key feature of online learning is that the data are summarized into a few sum-
mary statistics which contain all relevant information of previous data points (Op-
per, 1998). SEMA is an approximate EM method, because unlike the EM algorithm
which uses all the data to update the estimates of the model parameters, we only
use a single data point, some summary statistics on the individual level, and the
previous estimates of the model parameters, to update the estimates of the model
parameters. Because SEMA does not require all the data to be in memory, SEMA is
more appropriate to deal with data streams than the conventional EM algorithm.
Related methods for speeding up the EM algorithm have been proposed for deal-
ing with large (static) datasets, for example, Berlinet and Roland (2012) discussed
methods to speed up the convergence rate of the conventional EM algorithm. Wolfe,
Haghighi, and Klein (2008) presented an (offline) parallel version of the EM algo-
rithm and McLachlan and Peel (2000, ch. 12) described various possible adaptations
of EM methods for large datasets. Various online adaptations of the EM algorithm
for different applications have also been proposed, for example, for mixture models
(see, e.g., Liu, Almhana, Choulakian, and McGorman, 2006; McLachlan and Peel,
2000; Wolfe et al., 2008) and for latent variable models (Cappé & Moulines, 2009).
Instead of speeding up the EM algorithm, Steiner and Hudec (2007) proposed a
method to scale down the data prior to using the EM algorithm. We add to this
existing literature by proposing an EM approximation for the estimation of models
based on data streams consisting of dependent observations. The method we propose
stores information on the level of individuals, instead of the level of observations,
and updates the estimates in a single pass over the data, making it suitable for both
data streams and extremely large datasets.
The remainder of this chapter is organized as follows. In the next section, we
illustrate the computational advantages of streaming estimation using the simple
example of the estimation of a sample mean. Next, we discuss the estimation of
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can be modified into a streaming version, leading to SEMA. Subsequently, we eval-
uate SEMA in two simulation studies. In the first simulation study, we evaluate the
accuracy of the estimates of the model parameters, and of the individual-level ef-
fects. In the second study, we evaluate three alternative implementations of SEMA
to improve the estimates both of the model parameters and of the individual-level
effects. The first alternative uses a small part of the data to obtain better starting
values, the second implementation cycles through all individuals at given intervals,
and the last implementation is a combination of the previous two. In Section 4.5,
we illustrate the use of SEMA in an application using real data on respondents’ hap-
piness, in which nested data, collected using a smart-phone application, “arrived”
in a stream. In Section 4.6, we detail some theoretical characteristics of SEMA, and
we discuss a convergence diagnostic to evaluate the estimated model parameters of
SEMA. In Section 4.7, we extend the random-intercept model to include additional
fixed covariates. The last section discusses the main results of the simulation studies
and presents directions for future work.
4.2 From offline to online data analysis
Before introducing SEMA, we first explain the key changes involved when moving
from the offline analysis of static datasets to the online analysis of data streams. This
conceptual shift is easily illustrated by examining the computation of a sample mean







where xi denotes the measurement for the ith unit and n the total number of obser-
vations.
Suppose now that we want to compute the sample mean and that data enter in
a stream. The naive application of the above offline formula would then imply that
each time a new data point enters one has to count the number of observations n and
compute the sum of all measurements xi. This is feasible as long as n is not too large
or when the update is only required rarely. However, even a simple computation
as in Equation 4.1 becomes infeasible when it needs to be performed in the face of
rapidly entering data points, as n grows larger and larger.
The online computation of a sample mean can be done by noting that the sample
mean for n + 1 data points can be expressed as an update of the estimated sample
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The last line of Equation 4.2 shows two key features of online learning: first, when
a new observation enters, we update the current estimate without revisiting all the
historical data. This reduces the computational complexity required to update the
sample mean. Note that the number of (offline) computations needed to compute
the sample mean as n grows, progresses as follows:




In comparison, the online update of the sample mean, requires the following number
of computations
1 + 1 + 1 + · · ·+ 1 = n,
= O(n).
This simple analysis shows that the computations to update the mean offline grow
quadratically in n, while online the number grows linearly as a function of n.
Second, only certain summary statistics (here n and x̄n) are kept in memory.
This makes online learning both computationally fast as well as memory efficient.
Similar algorithms can be used, amongst others, for updating of higher moments
(Welford, 1962) or for estimating the coefficients of a linear regression model using
least squares (Escobar & Moser, 1993; Plackett, 1950). In the next section, we detail
the transition from offline estimation to online estimation of the random-intercept
model.
4.3 Online estimation of random-intercept models
4.3.1 The random-intercept model and its standard offline estimation
In this section, we describe the random-intercept model with continuous outcomes,
which we focus on throughout this chapter. Next, we give a conceptual description
of the EM algorithm, as well as the technical details of fitting the random-intercept
model. These technical details are subsequently needed to explain the transition
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The model of interest can be formulated as follows:
yij = µj + ϵij , i = 1 . . . nj , j = 1 . . . J, (4.3)
where yij is observation i of individual j, nj is the total number of observations of
an individual, J is the total number of individuals, and µj is the individual-level
random intercept. These intercepts are assumed to be normally distributed as µj ∼
N (µ, τ2). The random error per observation is denoted by ϵij and is also assumed to
be normally distributed ϵij ∼ N (0,σ2) and independent of µj . The three unknown
model parameters to be estimated are thus µ, τ2, and σ2.
Maximum-likelihood estimates of the parameters of the random-intercept model
cannot be computed directly due to the fact that µj is not observed. In order to
obtain maximum-likelihood estimates, we use the Expectation Maximization algo-
rithm (Dempster et al., 1977). The EM algorithm uses the complete-data log-likelihood
function, a likelihood function for which the latent variable (µj) is assumed to be
known. The complete-data log-likelihood function is as follows:



























Because µj is not observed, we have to impute values for this variable in order to
compute the Complete Data Sufficient Statistics (CDSS). There are three CDSS, one
for each model parameter. We denote these CDSS for µ, τ2, and σ2 by T1, T2, and
T3, respectively. In order to compute the CDSS, the algorithm imputes values for
the latent variable in the E step. Using these imputed values in combination with
the estimates of the model parameters of the previous iteration (or starting values)
the CDSS are computed. Subsequently, these CDSS are used in the M step. The M
step maximizes the complete-data log-likelihood (Eq. 4.4), given the CDSS of the
previous E step.
The CDSS computed in the E step are a function of three individual-level statis-
tics. These individual-level statistics are a function of the observations of individual
j and the estimates of the model parameter at iteration k− 1. These individual-level
statistics are µ̂j(k), ρ̂j(k), and ν̂j(k), which represent the individual-level effect, the
reliability of this individual-level effect, and variance of this individual-level effect
respectively, at iteration k.
We can obtain, µ̂j(k) using
µ̂j(k) = ρ̂j(k)ȳj + (1− ρ̂j(k))µ̂(k−1), (4.5)
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Note that one minus the reliability, ρ̂j(k), can be interpreted as a shrinkage factor,
which determines the extent to which the estimated individual-level effect, µ̂j , is
moved towards the overall mean, µ̂, (see for instance, Morris & Lysy, 2012; Stein,
1956). When τ2 is large compared to the residual variance, σ2, the reliability goes
up. The reliability also goes up when the number of observations per individual, nj ,




which can be interpreted as a measure of uncertainty of the individual-level effect.















(yij − µ̂j(k))2 + ν̂j(k)
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After updating the estimates of the model parameters a new E step is executed,
followed by an M step. This process is repeated until convergence.
4.3.2 Online estimation of the random-intercept model
For streaming estimation of the random-intercept model, an algorithm is needed that
does not require storing all the data in memory, or cycling through all the data points
at each iteration cycle. For this purpose, we propose a modification of the E step of
the EM algorithm described previously. This modification involves updating the






64 Chapter 4: Introduction of SEMA
The model of interest can be formulated as follows:
yij = µj + ϵij , i = 1 . . . nj , j = 1 . . . J, (4.3)
where yij is observation i of individual j, nj is the total number of observations of
an individual, J is the total number of individuals, and µj is the individual-level
random intercept. These intercepts are assumed to be normally distributed as µj ∼
N (µ, τ2). The random error per observation is denoted by ϵij and is also assumed to
be normally distributed ϵij ∼ N (0,σ2) and independent of µj . The three unknown
model parameters to be estimated are thus µ, τ2, and σ2.
Maximum-likelihood estimates of the parameters of the random-intercept model
cannot be computed directly due to the fact that µj is not observed. In order to
obtain maximum-likelihood estimates, we use the Expectation Maximization algo-
rithm (Dempster et al., 1977). The EM algorithm uses the complete-data log-likelihood
function, a likelihood function for which the latent variable (µj) is assumed to be
known. The complete-data log-likelihood function is as follows:



























Because µj is not observed, we have to impute values for this variable in order to
compute the Complete Data Sufficient Statistics (CDSS). There are three CDSS, one
for each model parameter. We denote these CDSS for µ, τ2, and σ2 by T1, T2, and
T3, respectively. In order to compute the CDSS, the algorithm imputes values for
the latent variable in the E step. Using these imputed values in combination with
the estimates of the model parameters of the previous iteration (or starting values)
the CDSS are computed. Subsequently, these CDSS are used in the M step. The M
step maximizes the complete-data log-likelihood (Eq. 4.4), given the CDSS of the
previous E step.
The CDSS computed in the E step are a function of three individual-level statis-
tics. These individual-level statistics are a function of the observations of individual
j and the estimates of the model parameter at iteration k− 1. These individual-level
statistics are µ̂j(k), ρ̂j(k), and ν̂j(k), which represent the individual-level effect, the
reliability of this individual-level effect, and variance of this individual-level effect
respectively, at iteration k.
We can obtain, µ̂j(k) using
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After updating the estimates of the model parameters a new E step is executed,
followed by an M step. This process is repeated until convergence.
4.3.2 Online estimation of the random-intercept model
For streaming estimation of the random-intercept model, an algorithm is needed that
does not require storing all the data in memory, or cycling through all the data points
at each iteration cycle. For this purpose, we propose a modification of the E step of
the EM algorithm described previously. This modification involves updating the
contribution to the CDSS only for the individual for which a new data point enters.
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The M step remains the same since, given the CDSS, the M step is independent of
the data points.
The key feature used by our proposed SEMA algorithm is that the CDSS T1, T2,
and T3 can be computed at the level of individuals instead of observations within
individuals. Therefore, it is no longer required to store all n observations, we merely
store a small number of summaries for each of the J individuals.
Let jt denote the individual which corresponds to the t-th data point. Note that
this data point can be either from an individual who is already in the sample, or
from a new individual. For the discussion of SEMA, the iteration index, which was
previously denoted by k, is now replaced by t, indexing the data point which is
being processed. The key element of the proposed SEMA algorithm is that µ̂j , ρ̂j ,
and ν̂j are computed only for individual j = jt, that is, the individual for which a
new data point arrives. This implies that when going from the CDSS based on t− 1
data points, denoted by Tw(t−1), w ∈ {1, 2, 3} to those based on t data points, Tw(t),
only the contribution of individual j = jt needs to be updated. This can be expressed
as follows:
Tw(t) = Tw(t−1) − Twjt(t−1) + Twjt(t), (4.14)
where Twjt(t−1) and Twjt(t) denote the contribution to CDSS for individual jt before
and after the entry of data point t. Note that Twj(t) = Twj(t−1) for j ̸= jt; that is, the
contribution does not change if the new data point does not concern individual j.
Equation 4.8 (T1, CDSS for µ) and Equation 4.9 (T2, CDSS for τ2) are already
written as a sums over J individuals instead of data points. Therefore they are easily









= T1(t−1) − T1jt(t−1) + T1jt(t).
(4.15)
The difference between Equation 4.8 and Equation 4.15 is that in the former all µ̂j
are estimated with the estimates of the model parameters from the latest iteration.
In the latter formulation, however, only for person jt, µ̂j is computed using the most
recent estimates of the model parameters. Therefore, SEMA applies a partial E step,
only for 1 individual (see also, McLachlan & Peel, 2000; Neal & Hinton, 1998). We
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= T2(t−1) − T2jt(t−1) + T2jt(t).
(4.16)
The update of the CDSS of the residual variance (T3, Eq. 4.10) differs from the
previous two equations. This is due to the fact that Equation 4.10 presents a summa-
tion over n observations, while here we present the computation more efficiently as













(ȳ2j − 2ȳjµ̂j(t) + µ̂
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= T3(t−1) − T3jt(t−1) + T3jt(t),
(4.17)
where ȳ2j is the average of the squared yij for individual j. This analysis shows that
in order to perform the E step we do not need all data points, but only ȳj , ȳ2j and nj .
To summarize, at entry of data point t the SEMA algorithm proceeds as follows:
• E step: for j = jt,
1. subtract the current contribution from the CDSS,
2. update ȳj , ȳ2j , and nj online,
3. compute new µ̂j(t), ρ̂j(t), and ν̂j(t),
4. add the new contribution to the CDSS,
• M step
1. increase J by 1 when it concerns an observation of a new individual and
set n = t,
2. compute the new estimates µ̂(t), τ̂2(t), and σ̂
2
(t) based on the CDSS from the
previous E step.
In the summary presented above, it can be seen why SEMA (Streaming EM Ap-
proximation) is called an approximate EM algorithm: SEMA performs, like EM, an
E step and a M step. However, unlike the EM algorithm, it only does a single partial
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The M step remains the same since, given the CDSS, the M step is independent of
the data points.
The key feature used by our proposed SEMA algorithm is that the CDSS T1, T2,
and T3 can be computed at the level of individuals instead of observations within
individuals. Therefore, it is no longer required to store all n observations, we merely
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where ȳ2j is the average of the squared yij for individual j. This analysis shows that
in order to perform the E step we do not need all data points, but only ȳj , ȳ2j and nj .
To summarize, at entry of data point t the SEMA algorithm proceeds as follows:
• E step: for j = jt,
1. subtract the current contribution from the CDSS,
2. update ȳj , ȳ2j , and nj online,
3. compute new µ̂j(t), ρ̂j(t), and ν̂j(t),
4. add the new contribution to the CDSS,
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1. increase J by 1 when it concerns an observation of a new individual and
set n = t,
2. compute the new estimates µ̂(t), τ̂2(t), and σ̂
2
(t) based on the CDSS from the
previous E step.
In the summary presented above, it can be seen why SEMA (Streaming EM Ap-
proximation) is called an approximate EM algorithm: SEMA performs, like EM, an
E step and a M step. However, unlike the EM algorithm, it only does a single partial
E step, because it only updates the contribution to the CDSS for a single individual.
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Doing only an E step for one individual is computationally less expensive than do-
ing the E step for all individuals. It also means that SEMA will converge more slowly
(i.e., take more partial E - M steps) to the (local) maximum-likelihood estimate than
the EM algorithm, because it only updates the information of one individual instead
of the updating the information of all individuals. The benefit of SEMA is that it is
computationally less intensive, which makes it suitable for dealing with both very
large static data and data streams, because the required memory only grows with
the number of individuals instead of the number of data points. An example of the
SEMA algorithm in [R] code is available at http://github.com/L-Ippel/SEMA.
In Section 4.6, we provide some additional justification for SEMA. In the next sec-
tion, we will test the accuracy of SEMA in two simulation studies.
4.4 Performance of SEMA evaluated by simulation
4.4.1 Simulation study I: Evaluation of the precision of estimated param-
eters
Design
In this simulation study, we compare the performance of the proposed SEMA algo-
rithm with the standard EM algorithm, in terms of the accuracy of the parameter
estimates. An important factor affecting the speed of convergence of the EM algo-
rithm for multilevel models is the average reliability ρ̄ (see also Eq. 4.6); that is,
when ρ̄ is large, the EM algorithm will converge after a few iterations, but when the
ρj ’s get closer to zero convergence will become slower. Since it can be expected that
convergence of SEMA will be strongly affected by ρ̄, this is the main factor varied in
this simulation study. We do so in two different ways: by varying the number of ob-
servations per individual, nj , and by varying the amount of variance of the random
intercept, τ2. In this simulation study, we keep the residual variance, σ2, constant.
We evaluate SEMA and EM by monitoring the parameter estimates and predicted
individual-level effects during the data stream.
We generated data streams of n = 10, 000 observations. The average number of
observations per individual (nj) was 10, 25, or 100, which results in J = 1,000, 250, or
100 individuals in total. The individual-level effects, µj , were drawn from a normal
distribution with µ = 10 and variance τ2 = {1, 10, 25, 100}. The residual variance
was set to σ2 = 100 in all conditions. First, we generated J individual-level effects
from µj ∼ N (µ, τ2). Next, the observations were generated by randomly drawing an
individual, and generating a data point based on this individual’s true individual-
level effect. The 12 different settings for nj and τ2 yielded average reliabilities ρ̄
ranging from .091 to .990. Table 4.1 presents the different levels of ρ̄ in the simulation
study.
Each of these 12 conditions was run 1,000 times. The starting values were µ̂(0) =
yt=1 (first observation of the data stream), τ̂2(0) = 1, and σ̂
2
(0) = 1. Both the simulation
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of the data stream, and the estimation using SEMA and EM, were implemented in
[R](R Core Team, 2013).
Results
Tables 4.2 through 4.5 present the mean and standard deviation (SD) of µ̂, σ̂2, and τ̂2





1,000 replications at 100, 1,000, 5,000, and 10,000 observations for both SEMA and
standard (offline) EM. For each simulation run, the population values were µ = 10
and σ2 = 100. The two factors that varied are τ2 (presented in the columns) and nj
(presented in the rows). In bold are the parameter estimates that differed by more
than 10 compared to the population values that generated the data.
Across all conditions, the SEMA and EM estimates of µ are close to the popu-
lation value even with as little as 100 observations (see Table 4.2). However, the
SEMA estimates are clearly much more variable than those of EM at the beginning
of the data stream, that is, when SEMA did not have the chance to converge. But
this difference has disappeared by 10,000 observations. Both EM and SEMA have
larger SD’s at the end of the data stream in the condition with τ2 = 100 and nj = 100
than in the other conditions. This is due to the smaller number of individuals in this
condition (J = 100), causing the data-generating model to fluctuate more across the
different runs.
The results for the estimated residual variance, σ2, are presented in Table 4.3. In
the condition in which τ2 is low, both EM and SEMA underestimate the residual
variance in the beginning of the data stream (when n = 100). SEMA somewhat
overestimates σ2 halfway through the data stream for the conditions where τ2 > 1.
In all conditions, the variability of both the SEMA and EM estimate is large in the
beginning of the data stream, but decreases steadily towards the end of the data
stream. Irrespective of the average reliability, ρ̄, at the end of the data stream (n =
10, 000), σ2 is estimated equally well by SEMA and EM.
Next, Table 4.4 presents the results for τ2. In the five lowest reliability condi-
tions (τ2 = 1 with nj = {10, 25, 100} and τ2 = 10 with nj = {10, 25}, see Table 4.1),
SEMA seems to slightly overestimate τ2. However, when n = 5,000, SEMA starts
approaching the EM estimates. The only situation in which τ2 still seems overesti-
mated at 10,000 observations occurs with τ2 = 1 and nj = 10, which is the lowest
Table 4.1: Average reliability ρ̄ in the simulation study for σ2 = 100
τ2
nj 1 10 25 100
10 .091 .500 .714 .909
25 .200 .714 .862 .962
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estimates. An important factor affecting the speed of convergence of the EM algo-
rithm for multilevel models is the average reliability ρ̄ (see also Eq. 4.6); that is,
when ρ̄ is large, the EM algorithm will converge after a few iterations, but when the
ρj ’s get closer to zero convergence will become slower. Since it can be expected that
convergence of SEMA will be strongly affected by ρ̄, this is the main factor varied in
this simulation study. We do so in two different ways: by varying the number of ob-
servations per individual, nj , and by varying the amount of variance of the random
intercept, τ2. In this simulation study, we keep the residual variance, σ2, constant.
We evaluate SEMA and EM by monitoring the parameter estimates and predicted
individual-level effects during the data stream.
We generated data streams of n = 10, 000 observations. The average number of
observations per individual (nj) was 10, 25, or 100, which results in J = 1,000, 250, or
100 individuals in total. The individual-level effects, µj , were drawn from a normal
distribution with µ = 10 and variance τ2 = {1, 10, 25, 100}. The residual variance
was set to σ2 = 100 in all conditions. First, we generated J individual-level effects
from µj ∼ N (µ, τ2). Next, the observations were generated by randomly drawing an
individual, and generating a data point based on this individual’s true individual-
level effect. The 12 different settings for nj and τ2 yielded average reliabilities ρ̄
ranging from .091 to .990. Table 4.1 presents the different levels of ρ̄ in the simulation
study.
Each of these 12 conditions was run 1,000 times. The starting values were µ̂(0) =
yt=1 (first observation of the data stream), τ̂2(0) = 1, and σ̂
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of the data stream, and the estimation using SEMA and EM, were implemented in
[R](R Core Team, 2013).
Results
Tables 4.2 through 4.5 present the mean and standard deviation (SD) of µ̂, σ̂2, and τ̂2





1,000 replications at 100, 1,000, 5,000, and 10,000 observations for both SEMA and
standard (offline) EM. For each simulation run, the population values were µ = 10
and σ2 = 100. The two factors that varied are τ2 (presented in the columns) and nj
(presented in the rows). In bold are the parameter estimates that differed by more
than 10 compared to the population values that generated the data.
Across all conditions, the SEMA and EM estimates of µ are close to the popu-
lation value even with as little as 100 observations (see Table 4.2). However, the
SEMA estimates are clearly much more variable than those of EM at the beginning
of the data stream, that is, when SEMA did not have the chance to converge. But
this difference has disappeared by 10,000 observations. Both EM and SEMA have
larger SD’s at the end of the data stream in the condition with τ2 = 100 and nj = 100
than in the other conditions. This is due to the smaller number of individuals in this
condition (J = 100), causing the data-generating model to fluctuate more across the
different runs.
The results for the estimated residual variance, σ2, are presented in Table 4.3. In
the condition in which τ2 is low, both EM and SEMA underestimate the residual
variance in the beginning of the data stream (when n = 100). SEMA somewhat
overestimates σ2 halfway through the data stream for the conditions where τ2 > 1.
In all conditions, the variability of both the SEMA and EM estimate is large in the
beginning of the data stream, but decreases steadily towards the end of the data
stream. Irrespective of the average reliability, ρ̄, at the end of the data stream (n =
10, 000), σ2 is estimated equally well by SEMA and EM.
Next, Table 4.4 presents the results for τ2. In the five lowest reliability condi-
tions (τ2 = 1 with nj = {10, 25, 100} and τ2 = 10 with nj = {10, 25}, see Table 4.1),
SEMA seems to slightly overestimate τ2. However, when n = 5,000, SEMA starts
approaching the EM estimates. The only situation in which τ2 still seems overesti-
mated at 10,000 observations occurs with τ2 = 1 and nj = 10, which is the lowest
Table 4.1: Average reliability ρ̄ in the simulation study for σ2 = 100
τ2
nj 1 10 25 100
10 .091 .500 .714 .909
25 .200 .714 .862 .962
100 .500 .909 .962 .991
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reliability condition corresponding to ρ̄ = 0.091. In general, the higher the reliability
the faster the estimate of τ2 converges to its true value.
The last result we present from this simulation study is the average squared pre-
diction error of the individual-level effects, ē2. Table 4.5 shows that irrespective of
the condition, ē2 and its variability across replications are very large in beginning
of the data stream for both SEMA and EM, but both the size and the variability of
ē2 decrease rapidly during the data stream; that is, when the model parameter es-
timates improve and the amount of information available per individual increases.
The prediction quality of SEMA is similar to that of EM at 5,000 data points, except
for the lowest reliability condition (ρ̄ = 0.091) in which SEMA performs somewhat
worse. When the reliability increases, as expected, the prediction error decreases for
both SEMA and EM. For a stream of length n = 10, 000 the performance of EM and
SEMA is identical.
4.4.2 Simulation study II: Improving SEMA in low reliability cases
Design
Our first simulation study showed that in the lowest reliability condition, i.e., when
nj = 10 and τ2 = 1, SEMA performs less well than EM. That is, the average estimates
of SEMA for τ2 are too high (at n = 10, 000: SEMA: τ̂2 = 5.47, EM: τ̂2 = 1.04) and for
σ2 are too low (at n = 10, 000: SEMA: σ̂2 = 98.08, EM: σ̂2 = 100.00) and moreover,
the average squared prediction error, ē2, of SEMA (ē2 = 1.92) is larger compared to
EM (ē2 = 0.94).
One possible explanation for the fact that SEMA has some difficulties in the low
reliability condition is that it is sensitive to the starting values, especially when the
average reliability is very low. Our rather crude starting values may have been too
far off to guarantee convergence within 10,000 data points. A second explanation
is that this low reliability condition is a rather difficult condition even for EM. That
is, in a situation where the average reliability equals .091, the EM algorithm needs
hundreds of iterations (and passes through the full dataset) to converge. It is not
surprising that the SEMA algorithm, which passes through the dataset only once,
has not yet reached the peak of the likelihood function.
These two explanations suggest two possible adaptations of SEMA: a) an adap-
tation yielding better starting values and b) an adaptation in which more than one
pass over all individuals is performed. For this purpose, we investigate three pos-
sible variants of the SEMA algorithm, which we refer to as SEMA-T, SEMA-U, and
SEMA-TU, where the T refers to training, and the U to update. That is,
1. SEMA-T: While SEMA is used to obtain estimates of the individual-level effect
and the model parameters, when the first 1,000 observations of the data stream
have entered, the EM algorithm (which iterates until convergence) is used to
obtain better estimates for the model parameters, which are subsequently used
for SEMA.
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EM (ē2 = 0.94).
One possible explanation for the fact that SEMA has some difficulties in the low
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2. SEMA-U: A single EM iteration over all available individuals is used to update
all the estimated individual-level effects and model parameters after each 1,000
data points.
3. SEMA-TU: combines both features.
The training set could provide SEMA with better starting values, speeding up the
convergence to a local maximum. The second variant of SEMA, using EM updates
is especially useful when observations of an individual enter in a block. In that case,
the contributions to the CDSS will be based on estimates of the model parameters
which are not yet converged, and more importantly these erroneous contributions
to the CDSS are not corrected, because this individual is no longer returning. Doing
an additional full E step will help in correcting the contributions to the CDSS. In this
second simulation study, we repeat the nj = 10 and τ2 =1 condition but now we
also apply these three variants of SEMA. Additionally we keep track of the compu-
tational time required by each of the different algorithms: EM, SEMA, and the three
variants of SEMA.
Results
Table 4.6 presents the results obtained with the different variants of SEMA at n =
900, 1,000, 5,000, and 10,000 observations. At 900 observations, all SEMA versions
are still identical, but at 1,000 observations large differences appear between the vari-
ants using those observations as a training set and those that do not. For µ, the aver-
age estimates were already close to the true value at n = 900 observations, but clear
improvements are visible in the SDs, with the variants of SEMA with a training set
having lower SDs than those without a training set. At 5,000 observations, the dif-
ference between EM and SEMA-T and SEMA-TU are minimal. The training set in
SEMA-T and SEMA-TU clearly improves the precision of the estimates of µ, while
the additional update only marginally improves the precision.
However, for τ2, the SEMA variants have a large impact on both the point esti-
mate and their SD. Allowing for a single EM updates every 1,000 data points (SEMA-
U) already yields a solution that is much closer to the full EM solution. An even
larger improvement is shown by SEMA-T. Using both a training set and EM up-
dates yields another slight improvement of the estimate of τ2. A similar pattern can
be observed for the residual variance σ2, though the effect is smaller because the
SEMA estimate was already close to the true value. Using a training set and EM
updates yields estimates closer to those of the EM algorithm, though the additional
updates seem to only have a minimal influence on the estimate and its SD.
The average squared prediction error is more affected by using a training set or
additional EM updates. This effect of the training set and updates is especially no-
ticeable halfway through the data stream. The variant with only the training dataset
outperforms the variant with only the updates. Towards the end of the data stream,
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updates yields estimates closer to those of the EM algorithm, though the additional
updates seem to only have a minimal influence on the estimate and its SD.
The average squared prediction error is more affected by using a training set or
additional EM updates. This effect of the training set and updates is especially no-
ticeable halfway through the data stream. The variant with only the training dataset
outperforms the variant with only the updates. Towards the end of the data stream,
the difference between standard SEMA and its variants becomes much smaller.
C
hapter 4
76 Chapter 4: Introduction of SEMA
Table 4.6: Results of SEMA variants in the condition µ = 10, τ2 = 1,
and σ2 = 100. In the parentheses are the SD’s over 1,000 replications,
and in bold those values which are more than 10 from the population
value: τ2 = 1.
SEMA SEMA T SEMA U SEMA T+U EM
n mean SD mean SD mean SD mean SD mean SD
µ̂
900 10.07 (2.74) 10.07 (2.74) 10.07 (2.74) 10.07 (2.74) 10.00 (0.33)
1,000 10.07 (2.67) 10.00 (0.32) 10.06 (2.32) 10.00 (0.32) 10.00 (0.32)
5,000 10.01 (0.89) 10.00 (0.24) 10.00 (0.41) 10.00 (0.21) 10.00 (0.15)
10,000 10.00 (0.22) 10.00 (0.16) 10.00 (0.13) 10.00 (0.12) 10.00 (0.10)
τ̂2
900 17.24 (9.09) 17.24 (9.09) 17.24 (9.09) 17.24 (9.09) 3.64 (2.89)
1,000 17.07 (8.88) 3.42 (2.71) 16.18 (7.92) 3.42 (2.71) 3.40 (2.66)
5,000 10.47 (3.22) 3.10 (2.10) 7.74 (1.72) 2.92 (1.80) 1.21 (0.68)
10,000 5.47 (0.87) 2.50 (1.25) 3 .67 (0.41) 2.16 (0.87) 1.04 (0.47)
σ̂2
900 96.47 (21.03) 96.47 (21.03) 96.47 (21.03) 96.47 (21.03) 97.61 (5.72)
1,000 96.47 (20.26) 97.77 (5.33) 95.17 (17.60) 97.77 (5.33) 97.91 (5.31)
5,000 96.61 (3.42) 98.64 (2.36) 96.45 (2.32) 98.63 (2.31) 99.85 (2.16)
10,000 98.08 (1.48) 99.16 (1.54) 98.42 (1.45) 99.19 (1.50) 100.00 (1.48)
ē2
900 12.12 (17.52) 12.12 (17.52) 12.12 (17.52) 12.12 (17.52) 1.30 (0.46)
1,000 11.73 (16.96) 1.27 (0.41) 9.42 (14.05) 1.27 (0.41) 1.26 (0.40)
5,000 4.16 (2.62) 1.28 (0.41) 2.45 (0.69) 1.22 (0.31) 0.99 (0.06)
10,000 1.92 (0.37) 1.14 (0.24) 1.33 (0.17) 1.05 (0.14) 0.94 (0.05)
Finally, Figure 4.1 presents the difference in cumulative computation time when
the algorithms have to produce up-to-date parameter estimates each time a new
data point arrives (or after the indicated number of data points). We scale the time
required to update the estimates of the model parameters proportional to the time
required to estimate the model when n = 500. There is no visible difference between
the different variants of SEMA, which all grow linearly by factor of about 10 (as n
grows with a factor of 20). Figure 4.1 shows four variants of the EM algorithm. The
estimates of the model parameters are updated using EM every: 1, 10, 100, or 1,000
data points. All four variants of the EM algorithm grow with a much larger factor
than SEMA when it has to produce up-to-date parameter estimates when data enter
over time. More importantly the curves of the EM algorithm tend to deviate from
linear and curve more upwards as larger datasets are analyzed. These curved lines
of the EM algorithm illustrate that analyzing nested data using the EM algorithm
when data points enter over time becomes infeasible, as the estimation of the model
parameters will require increasingly more time.
To conclude, both the model-parameter estimates and the prediction errors can
be improved by using better starting values obtained from a training dataset. Also,
performing a single EM iteration after every 1,000 data points improved parameter
estimates and lowered prediction errors. Experimentation with variants of the latter
method showed that even larger improvements can be obtained by either perform-
ing multiple EM iterations, or performing the single EM iteration more frequently. In
other words, depending on whether this is feasible in the streaming data application
concerned, other combinations of SEMA and EM could be used.
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Figure 4.1: Relative cumulative computation time as a function of in-
creasing number of data points, when the estimates of the model pa-
rameters are updated after each data point (SEMA, EM 1, or after the
indicated number of data points (10, 100, or 1,000).
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Table 4.7: Longitudinal happiness ratings: model parameter esti-
mates and average squared error
µ̂ τ̂2 σ̂2 ē2
n SEMA EM SEMA EM SEMA EM SEMA EM
100 68.15 67.01 125.60 161.52 235.87 229.08 31.40 27.15
1,000 65.60 65.49 129.24 121.72 349.30 353.06 24.64 22.82
5,000 63.96 63.80 103.33 93.91 336.33 337.67 19.58 19.06
10,000 64.34 64.39 103.61 97.16 357.36 359.90 14.14 13.68
17,742 64.72 64.85 100.22 93.58 365.28 367.16 0.30 –
4.5 An application of SEMA to longitudinal happiness rat-
ings
To illustrate the use of SEMA in a real-life application, we use data from a longitu-
dinal study of happiness ratings by Killingsworth and Gilbert (2010). We will fit a
random-intercept model to the data to obtain individual-level estimates of respon-
dents’ happiness. Data were collected using a smart-phone application, yielding
daily measurements of the participants’ happiness on a continuous rating scale. The
dataset contains a total of n = 17,742 observations for J = 2,248 individuals. The
average number of observation per person is 7.89, with a minimum of one observa-
tion (254 individuals) and maximum of 39 observations (one individual). While the
authors analyzed the dataset after the data collection stopped, in reality, the data en-
tered as a data stream. We fit a random-intercept model on the data stream resulting
from the smart-phone application, by replaying the data collection over time.
During the data stream, we obtained parameter estimates from the SEMA and
EM algorithms from only the data seen so far, and compared these to the EM esti-
mates using the entire dataset: µ̂ = 64.85, τ̂2 = 93.58, and σ̂2 = 367.16. We used
the individual-level effects estimated using all data (i.e., end of the data stream) as
the “true” individual-level effect, to compute the average squared prediction error
during the data stream. From these “true” estimates, we find that the estimated reli-
abilities range from 0.20 to 0.91 with an average of 0.67. As in the simulation study,
during the data stream we monitored the estimates of µ̂, τ̂2, and σ̂2, as well as the
estimated individual-level effects. The starting values for SEMA were, respectively,
µ0 = yt=1 (the first observation), τ20 = 1, and σ20 = 1.
Table 4.7 reports the values of the parameter estimates and the average squared
prediction error for both SEMA and EM. Similar to the results obtained in the simu-
lation study, µ̂ is estimated properly, while τ̂2 is somewhat overestimated by SEMA
compared to EM. The residual variance, σ̂2, is somewhat underestimated. The av-
erage squared prediction error of SEMA is close to the average squared prediction
error of the EM algorithm, even though at the end of the data stream EM is obviously
favored due to its own use in the operationalization of the “gold standard”.
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4.6 SEMA characteristics
4.6.1 Theoretical considerations
The proposed SEMA algorithm yields two improvements compared to the tradi-
tional EM algorithm. First, it is no longer required to store all n data points in mem-
ory, leading to a decrease in memory required. What needs to be stored are merely
the current values of nj , ȳj , ȳ2j , T1j , T2j , and T3j for each of the J individuals. Sec-
ond, SEMA decreases the number of computations compared to the conventional
EM algorithm when analyzing a data stream. The SEMA algorithm updates the njt ,
ȳjt , ȳ2jt , T1jt , T2jt , and T3jt for a single individual only, and subsequently updates the
CDSS and the model parameters in a single pass.
SEMA is conceptually positioned between what Liang and Klein (2009) call in-
cremental EM and stepwise EM (Cappé & Moulines, 2009). Neal and Hinton (1998)
provide a proof for the large sample convergence of both stepwise and incremental
EM. Incremental EM estimates the parameters by storing the CDSS and the contribu-
tions of each of the data points and then iterates over the dataset, subtracting previous
contributions of the data point to the CDSS, thereby correcting the erroneous con-
tribution to the CDSS of previous time. As such, incremental EM requires all data
points in memory. In contrast, stepwise EM does not store all the data, but it does
not correct for previous contributions to the CDSS: stepwise EM adds a weighted
contribution of each data point to the CDSS. To use stepwise EM, the analyst has to
choose a weight given to new data points. SEMA, which conceptually combines the
two earlier methods, does not store the observed data; it stores only contributions at
the level of the individuals, instead of the data points themselves. This means that
SEMA scales with J , instead of n in the case of incremental EM, while using more
information than stepwise EM.
4.6.2 Convergence
Fitting multilevel models on data streams adds an additional complication to stan-
dard offline methods: it is not immediately clear when (e.g., after how many obser-
vations), the parameter estimates can be said to have “converged” and thus can be
substantively interpreted. However, options are available to address this issue. One
could, for example choose, during the data stream, to compute a moving average





|θ̂i − θ̂i+1|/C, (4.18)
where C is the size of the window of the moving average and θ is one of the model
parameters. As new data points enter and thus t increases, the average will cover a
new interval of parameter differences. This measure δ̄θ – which can be maintained
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n SEMA EM SEMA EM SEMA EM SEMA EM
100 68.15 67.01 125.60 161.52 235.87 229.08 31.40 27.15
1,000 65.60 65.49 129.24 121.72 349.30 353.06 24.64 22.82
5,000 63.96 63.80 103.33 93.91 336.33 337.67 19.58 19.06
10,000 64.34 64.39 103.61 97.16 357.36 359.90 14.14 13.68
17,742 64.72 64.85 100.22 93.58 365.28 367.16 0.30 –
4.5 An application of SEMA to longitudinal happiness rat-
ings
To illustrate the use of SEMA in a real-life application, we use data from a longitu-
dinal study of happiness ratings by Killingsworth and Gilbert (2010). We will fit a
random-intercept model to the data to obtain individual-level estimates of respon-
dents’ happiness. Data were collected using a smart-phone application, yielding
daily measurements of the participants’ happiness on a continuous rating scale. The
dataset contains a total of n = 17,742 observations for J = 2,248 individuals. The
average number of observation per person is 7.89, with a minimum of one observa-
tion (254 individuals) and maximum of 39 observations (one individual). While the
authors analyzed the dataset after the data collection stopped, in reality, the data en-
tered as a data stream. We fit a random-intercept model on the data stream resulting
from the smart-phone application, by replaying the data collection over time.
During the data stream, we obtained parameter estimates from the SEMA and
EM algorithms from only the data seen so far, and compared these to the EM esti-
mates using the entire dataset: µ̂ = 64.85, τ̂2 = 93.58, and σ̂2 = 367.16. We used
the individual-level effects estimated using all data (i.e., end of the data stream) as
the “true” individual-level effect, to compute the average squared prediction error
during the data stream. From these “true” estimates, we find that the estimated reli-
abilities range from 0.20 to 0.91 with an average of 0.67. As in the simulation study,
during the data stream we monitored the estimates of µ̂, τ̂2, and σ̂2, as well as the
estimated individual-level effects. The starting values for SEMA were, respectively,
µ0 = yt=1 (the first observation), τ20 = 1, and σ20 = 1.
Table 4.7 reports the values of the parameter estimates and the average squared
prediction error for both SEMA and EM. Similar to the results obtained in the simu-
lation study, µ̂ is estimated properly, while τ̂2 is somewhat overestimated by SEMA
compared to EM. The residual variance, σ̂2, is somewhat underestimated. The av-
erage squared prediction error of SEMA is close to the average squared prediction
error of the EM algorithm, even though at the end of the data stream EM is obviously
favored due to its own use in the operationalization of the “gold standard”.
Chapter 4: Introduction of SEMA 79
4.6 SEMA characteristics
4.6.1 Theoretical considerations
The proposed SEMA algorithm yields two improvements compared to the tradi-
tional EM algorithm. First, it is no longer required to store all n data points in mem-
ory, leading to a decrease in memory required. What needs to be stored are merely
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where C is the size of the window of the moving average and θ is one of the model
parameters. As new data points enter and thus t increases, the average will cover a
new interval of parameter differences. This measure δ̄θ – which can be maintained
during the stream – can be used to quantify convergence (where given some cut-off
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ζ, δ̄θ < ζ would imply convergence). If we examine the behavior of δ̄θ for the sim-
ulations presented in Section 4.4, we find for the parameter µ that in all streams δ̄µ
monotonically approaches zero, and that the difference between the parameter esti-
mates of µ obtained using our online method, and those obtained offline (where we
determined convergence by no change in parameter estimates to the fourth decimal)
decreases as δ̄µ decreases. Hence, δ̄θ seems a good candidate to use for convergence;
the smaller the value of δ̄θ, the closer the parameter estimates are to their offline
equivalent. The actual cut-offs ζ for δ̄θ will be problem dependent and might dif-
fer for the different parameters. For the parameter τ2 and σ2, we also find that δ̄τ2
and δ̄σ2 decrease during the stream, and that these decreases correspond to more
and more precise estimates. However, for σ2, the decrease is quite a bit slower (i.e.,
σ2 needs more observations) than for µ, in many of the simulations, indicating that
some parameters might be said to have converged sooner than others.
4.7 Extending SEMA
In practice, one might want to extend the random-intercept model to a model with
more parameters. One could, for example, include covariates to improve the esti-
mates of the model parameters and the predictions resulting from the model. Here,
we discuss the inclusion of additional fixed effects to SEMA. This model can be writ-
ten as:
yij = xjβ + µj + ϵij , (4.19)
where xj is a p-dimensional row-vector of covariates at the individual level with first
element equal to 1 for the intercept, β is a p-dimensional vector with fixed-effect re-
gression coefficients, and the individual-level intercepts µj are normally distributed
as:
µj ∼ N (0, τ2). (4.20)
We assume the covariates are constant within each individual: xij = xj . Because µj
is now centered around zero, the computation of the parameters is altered slightly.
In the E step the following individual-level statistics are computed:
µ̂j = V̂
−1
j (ȳj − xj β̂)nj , (4.21)
where V̂ −1j equals
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The CDSS of β, τ2, and σ2 are again referred to as T1, T2, and T3, where T1 is now a
vector, instead of a scalar. The contributions to the CDSS for a single individual are
can then be computed as follows:
T1jt = njtx
′
jt µ̂jt , (4.23)
T2jt = µ̂
2
jt + ν̂jt , (4.24)
T3jt = [(ȳjt − xjt β̂ − µ̂jt)2 + ν̂jt ]njt , (4.25)
where, as previously, Tw(t) = Tw(t−1) − Twjt(t−1) + Twjt(t).
In the M step, the CDSS can be used to obtain new estimates for the model pa-
































j ȳj − njx′jµ̂j ,
=A1(A2 − T1),
(4.26)
where A1 and A2 can both be computed online:






A2(t) = A2(t−1) + x
′
ijtyijt . (4.28)
Note that, we use xijt in this formulation. This means that every time a new data
point arrives the values of the covariates xjt are retrieved from memory. Because A1
and A2 only consist of observed data (there are no model parameters involved) and
it are sums over n observations, we do not have to correct for previous contributions.
Moreover, using the notation including the summation over nj , the fixed effect
is weighted according to the number of observations of an individual. Taking into
account which individuals have more observations results in better estimates of β in
the case where the individual-level effect µj is dependent on the number of observa-
tions of that individual, nj . For the model introduced in Equation 4.3, if µj depends
on nj , T1jt = njµ̂j and µ̂ = T1/n. In our simulation studies the individual-level
effects were not dependent on the number of observations. Therefore, the results
using either of the two formulations will effectively be the same.
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This is slightly different from the previous formulation in Equation 4.12; the differ-
ence is due to the fact that µj is now distributed around 0 instead of µ, since we
separated the fixed effects from the random effects. Lastly, the residual variance σ̂2





Other interesting extensions concern the inclusion of fixed and random effects
for level-1 predictors and the generalization to more than 2 levels of nesting. For
those models, SEMA versions can also be formulated, which as shown here involves
the derivation of the updating formulas for the expected sufficient statistics and for
the parameters. In future research we will look into these extensions.
4.8 Discussion
Since data streams are becoming more common in both real-life applications and
social science research (e.g., W. Hofmann, Adriaanse, Vohs, and Baumeister, 2014;
Killingsworth and Gilbert 2010; Pedro, Z., Baker, Bowers, and Heffernan, 2013) there
is a need for computationally feasible methods to analyze data streams. This chapter
presents a novel method for estimating multilevel models in data streams consisting
of dependent observations. Because the regular EM algorithm becomes computa-
tionally infeasible as the size of the data stream grows, we propose a streaming EM
approximation (SEMA). SEMA is obtained by adapting the E step of the EM algo-
rithm; that is, by using a partial E step (McLachlan & Peel, 2000) in which only the
contributions to the sufficient statistics of the individual providing the new observa-
tion are updated.
Our first simulation study showed that SEMA recovers both the fixed effect and
the individual-level (random) effects well, as encountered in grouped data streams.
Also, the variance components are well estimated, although in conditions with very
low reliability (i.e., when the residual variance is large compared to the variance of
the random intercept), a large number of data points are needed to get estimates
which are close to population values. In the second simulation study, we examined
two ways to improve the estimates obtained by SEMA early in the data stream. First,
one could occasionally preform a single EM iteration using all individuals entered so
far. Using this extra information for the estimation of the model parameters resulted
in parameters which approached the EM estimates of the parameters faster. Second,
one could use the first n (where we choose n = 1, 000) data points of the stream as
a training set. These first data points can be used to obtain better starting values, by
applying EM until convergence, after which the stream is continued using SEMA to
estimate the model parameters. The combination of the two approaches showed an
even larger improvement. Finally, in our implementation, an individual-level effect
is updated when a new data point enters for the person concerned. However, when
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individual-level prediction is the main focus of the analysis, one could fine tune
the estimation of the individual-level effects, for example, by recomputing these at
the moment that they are needed using the most recent model parameter estimates.
The proposed alterations to SEMA, SEMA-T and SEMA-U, provide a step in this
direction.
It is to be noted that the random-intercept model, as presented in Equation 4.3,
which provided the basis for our SEMA algorithm, can also be formulated differ-
ently: one could also interpret the current model as a factor analysis model in which
our “observations within individuals” correspond to multiple items within individ-
uals, to which one fits a single-factor model. The current model could then be spec-
ified as: µ + τzj + ϵij , where zj ∼ N (0, 1). The (offline) EM algorithm to fit this
model, and its generalizations, is specified in detail in Rubin and Thayer (1982). For
our current model, the covariances between the items are constrained, which allows
one to also in this formulation derive a online version of the EM algorithm leading
to the same update steps as presented here. However, this seems not to be true in the
general case: when the covariances are unconstrained, the computation of the suf-
ficient statistics in a data stream seems cumbersome, due to the differing numbers
of observations within individuals during the stream. Still, the factor-analytic view
on the current problem might, in future work, inspire online EM approximations of
more complex models.
Another issue to be noted is that ordering of the data points in the data stream
is important for the rate of convergence of SEMA. Especially in the beginning of the
data stream, if the data points are very extreme, SEMA will require more data to find
the maximum-likelihood estimates for the model parameters. This is conceptually
similar to using offline EM with poorly-chosen starting values of the parameters: in
this case convergence will also be slow. As the data stream progresses, the influence
of extreme values will lessen, since their contribution to the CDSS will decrease at a
rate of at least 1/J . Additionally, in the case that all the data for an individual enter
as a block (i.e., all at once), the individual-level effect for this individual could be
based on model parameters which are not yet close to the maximum of the likelihood
function. This could result in contributions to the CDSS of an individual which are
incorrect, and because the data entered in a block, the incorrect contributions to these
CDSS are not corrected. Even though the effect of these incorrect contributions will
decrease eventually, as new data points (and individuals) enter, this is an additional
reason to do a full EM iteration, using all individuals, occasionally during the data
stream.
With the introduction of SEMA, we provide a novel method to fit multilevel
models row-by-row. This allows for the analysis of data streams and extremely large
data sets, without revisiting the previous data. Because SEMA is an online method, it
is not necessary to store all the data points in memory. Additionally, SEMA requires
less computational power than the EM algorithm when fitting multilevel models






82 Chapter 4: Introduction of SEMA
This is slightly different from the previous formulation in Equation 4.12; the differ-
ence is due to the fact that µj is now distributed around 0 instead of µ, since we
separated the fixed effects from the random effects. Lastly, the residual variance σ̂2





Other interesting extensions concern the inclusion of fixed and random effects
for level-1 predictors and the generalization to more than 2 levels of nesting. For
those models, SEMA versions can also be formulated, which as shown here involves
the derivation of the updating formulas for the expected sufficient statistics and for
the parameters. In future research we will look into these extensions.
4.8 Discussion
Since data streams are becoming more common in both real-life applications and
social science research (e.g., W. Hofmann, Adriaanse, Vohs, and Baumeister, 2014;
Killingsworth and Gilbert 2010; Pedro, Z., Baker, Bowers, and Heffernan, 2013) there
is a need for computationally feasible methods to analyze data streams. This chapter
presents a novel method for estimating multilevel models in data streams consisting
of dependent observations. Because the regular EM algorithm becomes computa-
tionally infeasible as the size of the data stream grows, we propose a streaming EM
approximation (SEMA). SEMA is obtained by adapting the E step of the EM algo-
rithm; that is, by using a partial E step (McLachlan & Peel, 2000) in which only the
contributions to the sufficient statistics of the individual providing the new observa-
tion are updated.
Our first simulation study showed that SEMA recovers both the fixed effect and
the individual-level (random) effects well, as encountered in grouped data streams.
Also, the variance components are well estimated, although in conditions with very
low reliability (i.e., when the residual variance is large compared to the variance of
the random intercept), a large number of data points are needed to get estimates
which are close to population values. In the second simulation study, we examined
two ways to improve the estimates obtained by SEMA early in the data stream. First,
one could occasionally preform a single EM iteration using all individuals entered so
far. Using this extra information for the estimation of the model parameters resulted
in parameters which approached the EM estimates of the parameters faster. Second,
one could use the first n (where we choose n = 1, 000) data points of the stream as
a training set. These first data points can be used to obtain better starting values, by
applying EM until convergence, after which the stream is continued using SEMA to
estimate the model parameters. The combination of the two approaches showed an
even larger improvement. Finally, in our implementation, an individual-level effect
is updated when a new data point enters for the person concerned. However, when
Chapter 4: Introduction of SEMA 83
individual-level prediction is the main focus of the analysis, one could fine tune
the estimation of the individual-level effects, for example, by recomputing these at
the moment that they are needed using the most recent model parameter estimates.
The proposed alterations to SEMA, SEMA-T and SEMA-U, provide a step in this
direction.
It is to be noted that the random-intercept model, as presented in Equation 4.3,
which provided the basis for our SEMA algorithm, can also be formulated differ-
ently: one could also interpret the current model as a factor analysis model in which
our “observations within individuals” correspond to multiple items within individ-
uals, to which one fits a single-factor model. The current model could then be spec-
ified as: µ + τzj + ϵij , where zj ∼ N (0, 1). The (offline) EM algorithm to fit this
model, and its generalizations, is specified in detail in Rubin and Thayer (1982). For
our current model, the covariances between the items are constrained, which allows
one to also in this formulation derive a online version of the EM algorithm leading
to the same update steps as presented here. However, this seems not to be true in the
general case: when the covariances are unconstrained, the computation of the suf-
ficient statistics in a data stream seems cumbersome, due to the differing numbers
of observations within individuals during the stream. Still, the factor-analytic view
on the current problem might, in future work, inspire online EM approximations of
more complex models.
Another issue to be noted is that ordering of the data points in the data stream
is important for the rate of convergence of SEMA. Especially in the beginning of the
data stream, if the data points are very extreme, SEMA will require more data to find
the maximum-likelihood estimates for the model parameters. This is conceptually
similar to using offline EM with poorly-chosen starting values of the parameters: in
this case convergence will also be slow. As the data stream progresses, the influence
of extreme values will lessen, since their contribution to the CDSS will decrease at a
rate of at least 1/J . Additionally, in the case that all the data for an individual enter
as a block (i.e., all at once), the individual-level effect for this individual could be
based on model parameters which are not yet close to the maximum of the likelihood
function. This could result in contributions to the CDSS of an individual which are
incorrect, and because the data entered in a block, the incorrect contributions to these
CDSS are not corrected. Even though the effect of these incorrect contributions will
decrease eventually, as new data points (and individuals) enter, this is an additional
reason to do a full EM iteration, using all individuals, occasionally during the data
stream.
With the introduction of SEMA, we provide a novel method to fit multilevel
models row-by-row. This allows for the analysis of data streams and extremely large
data sets, without revisiting the previous data. Because SEMA is an online method, it
is not necessary to store all the data points in memory. Additionally, SEMA requires
less computational power than the EM algorithm when fitting multilevel models
to data streams. These two advantages make SEMA attractive both in terms of the
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number of computations and in terms of the memory requirements.
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Chapter 5
Estimating Multilevel Models on
Data Streams
Abstract
Social scientists are often faced with data that have a nested structure: for exam-
ple, pupils are nested within schools, employees are nested within companies, or
repeated measurements are nested within individuals. Data sets that have such
nested structures are typically analyzed using multilevel models. However, when
data sets are extremely large or when new data continuously augment the data set,
estimating multilevel models can be challenging: the algorithms used to fit multi-
level models repeatedly revisit all data points and end up consuming a lot of time
and computer memory. This is especially troublesome when predictions are needed
in real time and observations keep streaming in. We address this problem by intro-
ducing the Streaming Expectation-Maximization Approximation (SEMA) algorithm
for fitting multilevel models online (or “row-by-row”). In a simulation study, we
demonstrate the performance of SEMA compared to traditional methods of fitting
multilevel models. Next, the algorithm is used to analyze an empirical data set that
was originally recorded as a data stream. We show that the prediction accuracy is
SEMA is both competitive and orders of magnitude faster than traditional methods.
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5.1 Introduction
Novel technological advances – such as the widespread use of smartphone applica-
tions – facilitate monitoring individuals over extensive periods of time (L. F. Barrett
& Barrett, 2001; Beck, 2015; Buskirk & Andrus, 2012). When we monitor, for exam-
ple, the behavior of customers on a webpage, patients’ compliance with their med-
ical regimen, or students’ performances, we are likely interested in the behavior or
traits of individuals. Based on individual-level estimates of traits, we can tailor ac-
tions or treatments; e.g., we could recommend certain books tailored to individuals’
preferences as displayed by their browsing behavior. Such tailoring can only be car-
ried out in real time when up-to-date predictions are continuously available. In this
chapter, we present a computationally-efficient algorithm for generating predictions
of individuals’ traits in situations in which data are continuously collected.
When continuously monitoring the attitudes and behaviors of individuals, data
collection is effectively never ‘finished’: new costumers visit websites, patients con-
tinue to see their doctors, and students enter and leave universities. This situation,
in which new data enter continuously, is known as a data stream (Gaber, 2012; Gaber
et al., 2005). Due to the continuous influx of new observations, data streams quickly
result in (extremely) large data sets – possibly larger than would fit in computer
memory. Even when the storage of all of these observations is technically feasible,
obtaining up-to-date predictions using all available information is often computa-
tionally infeasible: the computational time to re-estimate the model parameters each
time the data set is augmented often increases non-linearly and quickly becomes un-
acceptable. In addition, the aforementioned examples describe situations in which
the collected data have a nested structure. This nesting introduces dependencies
among the observations, and these dependencies in turn violate a key assumption of
many statistical models that assume that observations are (conditionally) indepen-
dent (Kenny & Judd, 1986). Nested structures are often dealt with using multilevel
models (Goldstein & McDonald, 1988; Steenbergen & Jones, 2002) which, due to
their complexity, only exaggerate the computation time problems encountered when
dealing with streaming data. Since the likelihood function of a multilevel model has
to be maximized iteratively (using, for example, the Expectation-Maximization al-
gorithm, EM, Dempster et al., 1977), the computation time increases exponentially.
Thus, when real-time predictions of individuals’ scores are needed during a data
stream efficient computational methods designed to deal with data streams, are re-
quired.
In the literature, several adaptations of the EM algorithm that are computation-
ally more efficient than the traditional EM algorithm have been proposed. For in-
stance, Neal and Hinton (1998) detail a number of possible adaptations to the gen-
eral EM algorithm to deal with large and/or growing data sets using batches of data.
These adaptations are further explained and extended in McLachlan and Peel’s Fi-
nite Mixture Models book (2000, ch. 12) and by Thiesson et al. (2001). Wolfe et al.
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(2008) discuss how to parallelize the EM algorithm to deal with extremely large data
sets; a method that is less well-suited for dealing with streaming data. Finally, for
a number of specific statistical models, computationally efficient versions of the EM
algorithm have recently been proposed (Cappé, 2011a; Cappé & Moulines, 2009; Ip-
pel et al., 2016b; Liu et al., 2006). The current chapter adds to this existing literature
by presenting a computationally efficient algorithm for the estimation of multilevel
models – or linear mixed models – in data streams.
The SEMA algorithm can be categorized as an online-learning algorithm. On-
line learning refers to “computing estimates of model parameters on-the-fly, without
storing the data and by continuously updating the estimates as more observations
become available” (Cappé, 2011a). A simple illustration of online learning can be
provided by carefully inspecting the computation of a sample mean. The standard,






is inefficient since when a new data point enters, we increment n by one, and we
redo our computation by revisiting all our stored data points. As a result, all data
have to be available in computer memory, and the computation time grows each
time a new observation is added. An online computation of a sample mean solves
these issues. When computing the sample mean online, it is only necessary to store
the sufficient statistics, n and x̄, and these are efficiently updated when a new data
point enters2:






Here, n is total number of observations, x̄ is the sample mean, and ‘:=’ is the as-
signment operator, indicating that the left hand side is replaced by what is on the
right-hand side. Note that we will use this operator throughout the chapter.
In this chapter, we present a fully online method for estimating multilevel mod-
els by extending the online EM algorithm introduced previously by Ippel et al.
(2016b). Their so-called SEMA algorithm (Streaming Expectation Maximization Ap-
proximation) dealt only with random-intercept models. The aim of this chapter is
to extend this method to allow for fitting multilevel models that contain level-1 and
level-2 fixed effects, as well as random intercepts and slopes. Hence, we extend the
previous work to a much broader class of linear mixed models. Throughout this
chapter, we will use the terminology of repeated observations nested or grouped
within individuals. However, multilevel models and the SEMA algorithm are not
restricted to this type of grouping.
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2See, for an online-estimation tutorial, Ippel et al. (2016a).
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In the next section, the offline estimation of multilevel models using the EM algo-
rithm is explained in detail. Subsequently, we illustrate the online fitting procedure
of multilevel models using the SEMA algorithm. Section 5.4 presents a simulation
study examining the performance of SEMA in terms of estimation accuracy and pre-
diction error. This section is followed by an empirical example of a data stream
consisting of repeated measurements. Finally, the results of both evaluations are
discussed and directions for future research are highlighted.
5.2 Offline estimation of multilevel models
Here, we discuss the estimation of multilevel models using the Expectation Max-
imization (EM, Dempster et al., 1977) algorithm. Multilevel models can contain
both fixed effects and random effects. Fixed effects, which we denote using β, are
assumed to have the same effect across individuals. Effects which are assumed to
vary between individuals are random effects (bj). For example, including a random
intercept formalizes the assumption that individuals have different starting points,
though the covariates still affect all individuals equally. A random slope effectively
adds a distribution of effects of a covariate, such that a covariate can affect individ-
uals differently.
Let individual j have i = 1, . . . , nj observations and let n =
!J
j=1 nj be total






ijbj + ϵij , (5.2)
bj ∼MVN (0,Φ)
ϵij ∼ N (0,σ2)
where
• yij is the response i of individual j,
• xij is a p× 1 vector of fixed effect data,
• zij is a r × 1 vector of random effects data,
• β is a p× 1 vector of fixed-effect coefficients,
• bj is a r × 1 vector of random effects coefficients,
• Φ is a r × r matrix with (co)variances of the random effects,
• ϵij is the error term for each observation,
• σ2 is the variance of the error term
The number of observations per individual, nj , might differ across individuals. Fur-
thermore, the variance of the random effects and the error variance are assumed to
be independent: ϵ ⊥ bj .
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Often, the maximum likelihood framework is used to estimate the model pa-
rameters of the above multilevel model. If the random effects (bj) would have been
observed, optimizing the log-likelihood function would be straightforward. The
log-likelihood function has the following distribution:





















However, since these random effects are not directly observed (i.e., these are la-
tent) we are confronted with a missing-data problem. One approach to deal with
this missing-data problem is using the EM algorithm to maximize the log-likelihood
function. By imputing these missing values with the expectations of bj ’s given the
model parameters β, Φ, and σ2 in the E-step and subsequently maximizing the log-
likelihood function given these expectations in the M-step, the EM algorithm iter-
atively finds the parameter values that maximize the likelihood. Below, first the
details regarding the computation in the E-step are presented, after which the com-
putations of the M-step are presented.
5.2.1 The offline E-step
When the missing values, bj ’s, are replaced by their expected values given the cur-
rent parameter estimates and the available data of individual j there are closed-form
expressions to compute the model parameters. These closed-form expressions are
based on a number of complete-data sufficient statistics (CDSS), which are computed
as part of the E-step. Each of the model parameters has its own CDSS. We refer to
the three necessary CDSS as t1, T2, and t3 (for respectively β,Φ, and σ2).




X ′jZj b̂j(k), (5.4)
where Xj is an nj×p matrix, Zj is nj×r matrix, k indexes the current iteration, t1(k)










Here Cj(k) quantifies the uncertainty of the imputations of bj ’s, and k − 1 indicates
that β̂ of the previous iteration is used in the computation.3 Cj(k) itself is an r × r
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X ′jZj b̂j(k), (5.4)
where Xj is an nj×p matrix, Zj is nj×r matrix, k indexes the current iteration, t1(k)










Here Cj(k) quantifies the uncertainty of the imputations of bj ’s, and k − 1 indicates
that β̂ of the previous iteration is used in the computation.3 Cj(k) itself is an r × r
3For more details and proof, see Raudenbush and Bryk (2002), Ch. 14
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where T2(k) is an r × r matrix. In words, T2(k) is the sum of the squared random-
effects coefficients plus the additional uncertainty due to the fact that bj(k) is not
observed.











where u = yj −Xjβ̂(k−1) −Zj b̂j(k), is the standard residual.
5.2.2 The offline M-step
In the M-step, the log-likelihood function is maximized, given the CDSS of E-step.
While presenting the computations, we also indicate which parts present difficulties
when operating on a data stream. We discuss the computation of each of the model
parameters in turn, starting with the fixed effects (β).






















X ′jyj − t1(k).
(5.9)
Equation 5.9 has multiple elements which are difficult to compute in a data stream.





jXj), and the resulting p × p matrix inversion are computationally
expensive when there are many covariates.
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The latter equation again illustrates that fitting multilevel models in a data stream
is computationally intensive. The residual variance is computed by estimating the
residual for each observation. Using this offline formulation of σ2, all observations
thus have to be stored in memory. Furthermore, the residual depends on the model
parameters of the previous iteration. Because the model parameters change with
each iteration, the residual, yij − x′ijβ̂(k) − z′ij b̂j(k), changes accordingly and needs
to be re-computed.
5.3 Online estimation of multilevel models
In this section, we introduce the Streaming Expectation Maximization Approxima-
tion (SEMA) algorithm. The approximation of the E-step is presented first, followed
by the M-step. At the end of this section, the full algorithm (see Algorithm 1) is
described. This latter overview illustrates the sequence of computations and details
which elements are stored in memory.
5.3.1 The online E-step
Previously, we used subscript k to indicate the iteration cycles of the EM algorithm.
In this section, we drop this subscript to emphasize that unlike the EM algorithm, the
SEMA algorithm only updates the CDSS using a single data point, without revisiting
previous data points. Note that, data point refers to a vector with an identifier for an
individual, the covariates with fixed effects and random effects and the observation
of the dependent variable. When a data point enters, the SEMA algorithm performs
an E-step only for the individual that belongs to the data point that recently entered.
After the E-step for this individual, all three model parameters are updated in the
M-step. Because of this updating scheme, SEMA updates the parameter estimates
when a new data point enters, instead of fitting the multilevel model all over again.
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by the M-step. At the end of this section, the full algorithm (see Algorithm 1) is
described. This latter overview illustrates the sequence of computations and details
which elements are stored in memory.
5.3.1 The online E-step
Previously, we used subscript k to indicate the iteration cycles of the EM algorithm.
In this section, we drop this subscript to emphasize that unlike the EM algorithm, the
SEMA algorithm only updates the CDSS using a single data point, without revisiting
previous data points. Note that, data point refers to a vector with an identifier for an
individual, the covariates with fixed effects and random effects and the observation
of the dependent variable. When a data point enters, the SEMA algorithm performs
an E-step only for the individual that belongs to the data point that recently entered.
After the E-step for this individual, all three model parameters are updated in the
M-step. Because of this updating scheme, SEMA updates the parameter estimates
when a new data point enters, instead of fitting the multilevel model all over again.
First, the online implementation of the CDSS for β̂ is presented.
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jZj b̂j are challenging
in the context of a data stream. First, the CDSS for β̂ consists of a summation over
J individuals. If the (weighted) contribution of a new data point would simply be
added, then this would result in counting the same individual repeatedly. Second,
the equation of t1 uses b̂j , which depends on the model parameters. Because these
model parameters are updated when a new data point enters, obtaining the exact
same result using either the online or offline computation of this CDSS, would im-
ply that all contributions to t1 need to be recomputed when new data enter. The
latter, however, is not feasible, especially when the number of individuals is large.
Therefore, we resort to an approximate solution. Note that this approximation be-
comes increasingly precise as the number of observations per individual grows.
The solution we chose is as follows: when a new data point enters, the contribu-
tion of the individual belonging to this data point is subtracted from t1 to account
for the fact that this individual has already contributed to t1. Next, b̂j of this indi-
vidual is recomputed, such that the new contribution to t1 of this individual can be
added. Because the online implementation of the CDSS is not exactly the same as the
offline CDSS, we refer to the online implemented complete-data sufficient statistic
of the coefficients of the fixed effects as t̃1. The contribution to t̃1 a single individual
is referred to as t1j . So, defining the CDSS for β̂ as
t̃1(t) := t̃1(t−1) − t1jt(t−1) + t1jt(t) , (5.12)
where t1jt(t−1) represents the previous contribution of individual jt, which is the
individual belonging to the most recent data point, to t̃1 and t1jt(t) is the current
contribution to t̃1. Only for the CDSS, we use subscript t to indicate that the CDSS
is obtained by subtracting the previous contribution of individual jt after which the
new contribution is added. The computation of t1j is given by
t1j = X
′
jZj b̂j , (5.13)
where the X ′jZj matrix can be update online:





where X ′jZj is the result of the matrix multiplication which is only updated for
the individual belonging to the most recent data point, and xij and z′ij are the new
values of fixed effects and random effects covariates of this individual. Unlike Eq.
5.12, Eq. 5.14 is exact. Using Eq. 5.14, none of the data points themselves (xij and
zij) need to be stored since only the results of the matrix multiplication is stored.
When new data present themselves, the outer product of xijz′ij is merely added to
the current result of the matrix multiplication.
Next, the coefficients of the random effects (Eq. 5.5: b̂j = C−1j (Z
′
jyj − Z ′jXjβ̂))
can similarly be approximated online. The computation of b̂j is computationally
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complex due to the inversion of two matrices each time the model parameters are
updated. However, when the number of random effects is small, the matrix inver-
sion is computationally not too expensive. We first explain how Cj (Eq. 5.6) is com-
puted online. The computation of Cj uses a matrix product of the data used for the
estimation of the random effects. We define the result of the matrix multiplication






which is similar to Eq. 5.14. The Z2j matrix needs to be stored per individual. The





Using the online formulation of Cj , the next step needed for computing b̂j is given
by:
zjyj := zjyj + zijyij , (5.17)
where zjyj is an r× 1 vector. Note that the matrix multiplication Z ′jXj (see, Eq. 5.5)
is equal to the transpose of the matrix X ′jZj in Eq. 5.14. The online computation of
b̂j is thus given by:
b̂j = C
−1
j (zjyj − (X
′Zj)
′β̂) (5.18)
Next, we present the online computation of the CDSS for the variance of the
latent variables. Similar to the computation of t̃1, T̃2 is also a summation over indi-








j ). Therefore, a similar update regime
is used for this CDSS:
T̃2(t) := T̃2(t−1) − T2jt(t−1) + T2jt(t), (5.19)
where







Thus, in order to update T̃2 online, the previous contribution of this individual is
again subtracted before the new contribution is computed and added.
Lastly, we illustrate the online computation of the CDSS for the residual vari-













The computation of t3 is unlike the previous two CDSS, a summation over n data
points. Therefore, we first rewrite the contribution of each single data point, as a
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ij . Note that the computation of X2j is similar to that of Z2j and is de-
scribed in detail below in the M-step. Using Eq. 5.21, t̃3 can be updated similarly to
the other CDSS:
t̃3(t) := t̃3(t−1) − t3jt(t−1) + t3jt(t), (5.22)
The online implementation of the E-step makes it possible to ignore the historical
data points and only store summaries of the data points (see for exact details Algo-
rithm 1 below). Next, the online implementation of the M-step is presented.
5.3.2 The online M-step
The online implementation of the M-step of both the variance of the random effects,
Φ̂ = T̃2J , and the residual variance, σ̂
2 = t̃3n , is the same as the offline implementa-
tion of the M-step we discussed above. This, however, does not hold for the online








jyj−t̃1, which we detail in this section.




jXj matrix. This matrix can be updated
online using the same update regime as already discussed in Eq. 5.14:
X2 := X2 + xijx
′
ij , (5.23)
where, similar to Eq. 5.15, X ′X is defined as X2. However, in order to subsequently
compute β̂, the inverse of X2 is needed. Computing the inverse of a matrix can be a
costly procedure if the number of covariates is large. A solution is to directly update
the inverted matrix using the Sherman–Morrison formula (Escobar & Moser, 1993;













Using this formulation, X2 only has to be inverted once, after which the inverted
matrix is directly updated with the new data. In practice, this means that one has
to wait until enough data have entered, such that X2 is invertible. Directly updat-
ing the inverted matrix X2inv is more efficient than the offline estimation procedure,
because the offline estimation procedure stores all observations in memory and has
to invert the X ′X matrix every time new data present themselves in order to obtain
up-to-date model parameters. The second part of Eq. 5.9 is the multiplication of the
covariates with the dependent variable. This can be updated online as follows:
xy := xy + xijyij , (5.25)
where xy is a p × 1 vector. Inserting the online computed components of Equation
5.9 into the equation results in the computation of β̂:
β̂ = X2inv(xy − t̃1) (5.26)
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We present a schematic overview of the SEMA algorithm, assuming that X2 is
already inverted, in Algorithm 1. The first line indicates which elements the algo-
rithm uses, where θ are all elements which should be available at the global level,
whereas θj contains all the elements which should be stored for each individual.
Only θj for the individual that belongs to the most recent data point is used in
the update step, the remaining θj ’s do not have to be available while updating the
global parameters or the elements of the individual belonging to the recently en-
tered data point. The SEMA function in [R](R Core Team, 2016) can be found at
http://github.com/L-Ippel/SEMA_extended.
Algorithm 1 SEMA: Notation and equations can be found in the second and third
section of this chapter.
1: input: xij , zij , yij , θ, θj
2: θ = n, J,J ,X2inv,xy, β̂, t̃1, Φ̂, T̃2, σ̂
2, t̃3






j ,xjyj , zjyj , t1j ,T2j , t3j
4: for t in data stream do
5: if jt is unknown then
6: J ← {J , jt} ◃ J is vector with identifiers
7: J ← J + 1 ◃ J is the length of vector J
8: create new record for jt
9: end if
◃ update global parameters
10: n← n+ 1
11: xy, X2inv (Eq. 5.25 and 5.24)
◃ update individual parameters
12: nj ← nj + 1
13: y2j ← y2j + y2ij
14: X2j (Eq. 5.23), xjyj (Eq. 5.25), Z2j (Eq. 5.15), X ′jZj (Eq. 5.14), zjyj (Eq. 5.17)
◃ E-step
15: compute Cj , bj (Eq. 5.16 and 5.18)
16: compute t1j ,T2j , t3j (Eq. 5.13, 5.20, and 5.21,)
17: update t̃1, T̃2, t̃3 (Eq. 5.12, 5.19, and 5.22)
◃ M-step
18: compute model parameters β̂, Φ̂, σ̂2 (Eq. 5.26, 5.10, and 5.11)




In this section, SEMA is compared with an often used offline procedure for fitting
multilevel models using simulations. As a comparison point, we use the default
optimizer of the Lmer function (Bates, Mächler, Bolker, & Walker, 2015; R Core Team,
2016), which is coined “bobyqa” (acronym for Bound Optimization BY Quadratic
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In this section, SEMA is compared with an often used offline procedure for fitting
multilevel models using simulations. As a comparison point, we use the default
optimizer of the Lmer function (Bates, Mächler, Bolker, & Walker, 2015; R Core Team,
2016), which is coined “bobyqa” (acronym for Bound Optimization BY Quadratic
Approximation, Powell, 2009). This algorithm finds the best fitting parameter values
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by iteratively approximating the likelihood function using quadratic approximation,
i.e., this algorithm does not use first or second order derivatives. We choose this
comparison specifically since it is an often-used and robust implementation of the
estimation of linear mixed models. SEMA and this state-of-the-art offline procedure
are compared in terms of average squared prediction error (ē2 = 1n
!
(ŷij − yij)2)
and parameter estimation precision. We explicitly study the effect of three factors:
the number of observations per individual (nj), the number of random effects (r),
and the number of level 1 covariates (lvl1).
The number of observations nj is an important contributor to the reliability of
the estimates of bj : more observations per individual results in less uncertainty.
Therefore, we expect SEMA will learn the true parameter values in conditions with
a lower number of observations more slowly (i.e., more data points have to enter)
than in conditions where individuals are observed more often. For the error, we
expect that when individuals are observed more often, the average squared predic-
tion error will be lower than in the case where the individuals only have a small
number of observations. For the second factor, the number of random effects (r), we
expect that more random effects will result in a slower rate of finding the parameter
values, i.e., SEMA has to take more steps than in the condition where the number
of random effects is small. Also, when the number of random effects is high, we
expect that SEMA will produce more error. Lastly, for the number of covariates on
the first level (lvl1), we have similar expectations for the number of random effects:
more fixed effects will lead to a slower retrieval of the data-generating parameters,
and will result in more error. The three factors are all crossed, however, we will not
let the number of covariates with a random effect exceed the number of covariates;
hence we have the following six conditions4:
• nj = 10, r = 2, and lvl1 = 3,
• nj = 50, r = 2, and lvl1 = 3,
• nj = 10, r = 2, and lvl1 = 8,
• nj = 50, r = 2, and lvl1 = 8,
• nj = 10, r = 7, and lvl1 = 8, and
• nj = 50, r = 7, and lvl1 = 8.
The data stream is generated with variance terms of the random effects equal to:
• r = 2: φ2 = 4 and 9, or
• r = 7: φ2 = 4, 9, 16, 2.25, 6.25, 12.25, and 20.25.
The fixed effects are generated with the following parameter values:
4The number of random effects includes the random intercept.
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• Number of level 1 predictors = 3: β = 3.5,−4.5, and −5.5
• Number of level 1 predictors = 8: β = 3.5, 4.5,−5.5,−2.5,−3.5,−4.5, 5.5, and
6.5
Additionally, the residual variance, the number of level 2 variables, and the length
of the data stream were fixed across the conditions to
• σ2 = 25,
• β = 1.5 and 2.5; and
• n = 50, 000 data points, resulting in J = 5, 000 or J = 1, 000.
The data stream was generated by randomly sample individuals with replacement,
resulting in unequal number of observations per individual. Due to the computa-
tional complexity of the offline fitting procedure, the Lmer function is fitted to the
data stream only every n = 1, 000 data points instead of after each data point. Each
condition was replicated m = 100 times.
5.4.2 Results
Figure 5.1 presents the average estimated variance terms of both the residual vari-
ance and the variance of the random intercept and slope over the 100 replications.
On the x-axes the length of the data stream is presented, and on the y-axes the pa-
rameter estimates are presented. The three figures on the left all have nj = 10, and
the figures on the right have nj = 50. The three rows are from top to bottom: r = 2,
lvl1 = 3; r = 2, lvl1 = 8; and r = 7, lvl1 = 8. The gray lines represent the parameter
estimates obtained using Lmer, the black lines the parameters estimates of SEMA.
The Lmer function was not always able to converge in the beginning of the data
stream, in these cases the gray lines are omitted from the figure. A comparison be-
tween the nj = 50 and the nj = 10 conditions shows that SEMA rapidly approaches
Lmer’s parameter estimates, especially when the number of observations for each in-
dividual is large. Furthermore, SEMA provides estimates even when Lmer is unable
to converge. There is hardly any difference between including 3 level 1 predictors or
8 level 1 predictors: the top two figures and the two figures in the middle row are,
given the number of observations per individual, very similar.
The bottom two figures deviate from the figures above, because these conditions
are, even for the Lmer algorithm, very difficult to fit. In the bottom left figure, Lmer
is only able to fit the model when at least 34,000 data points are available. Even when
Lmer is able to fit the model, Lmer cycled through the data thousands of times to
obtain convergence. While Lmer is able to fit the model using less data in the lower
right panel than in the lower left panel, still Lmer revisited the same data thousands
of times to fit the model and hence took (very) long times to compute. Comparing
the results of SEMA in the panel in the lower left panel with the results of SEMA
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by iteratively approximating the likelihood function using quadratic approximation,
i.e., this algorithm does not use first or second order derivatives. We choose this
comparison specifically since it is an often-used and robust implementation of the
estimation of linear mixed models. SEMA and this state-of-the-art offline procedure
are compared in terms of average squared prediction error (ē2 = 1n
!
(ŷij − yij)2)
and parameter estimation precision. We explicitly study the effect of three factors:
the number of observations per individual (nj), the number of random effects (r),
and the number of level 1 covariates (lvl1).
The number of observations nj is an important contributor to the reliability of
the estimates of bj : more observations per individual results in less uncertainty.
Therefore, we expect SEMA will learn the true parameter values in conditions with
a lower number of observations more slowly (i.e., more data points have to enter)
than in conditions where individuals are observed more often. For the error, we
expect that when individuals are observed more often, the average squared predic-
tion error will be lower than in the case where the individuals only have a small
number of observations. For the second factor, the number of random effects (r), we
expect that more random effects will result in a slower rate of finding the parameter
values, i.e., SEMA has to take more steps than in the condition where the number
of random effects is small. Also, when the number of random effects is high, we
expect that SEMA will produce more error. Lastly, for the number of covariates on
the first level (lvl1), we have similar expectations for the number of random effects:
more fixed effects will lead to a slower retrieval of the data-generating parameters,
and will result in more error. The three factors are all crossed, however, we will not
let the number of covariates with a random effect exceed the number of covariates;
hence we have the following six conditions4:
• nj = 10, r = 2, and lvl1 = 3,
• nj = 50, r = 2, and lvl1 = 3,
• nj = 10, r = 2, and lvl1 = 8,
• nj = 50, r = 2, and lvl1 = 8,
• nj = 10, r = 7, and lvl1 = 8, and
• nj = 50, r = 7, and lvl1 = 8.
The data stream is generated with variance terms of the random effects equal to:
• r = 2: φ2 = 4 and 9, or
• r = 7: φ2 = 4, 9, 16, 2.25, 6.25, 12.25, and 20.25.
The fixed effects are generated with the following parameter values:
4The number of random effects includes the random intercept.
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• Number of level 1 predictors = 3: β = 3.5,−4.5, and −5.5
• Number of level 1 predictors = 8: β = 3.5, 4.5,−5.5,−2.5,−3.5,−4.5, 5.5, and
6.5
Additionally, the residual variance, the number of level 2 variables, and the length
of the data stream were fixed across the conditions to
• σ2 = 25,
• β = 1.5 and 2.5; and
• n = 50, 000 data points, resulting in J = 5, 000 or J = 1, 000.
The data stream was generated by randomly sample individuals with replacement,
resulting in unequal number of observations per individual. Due to the computa-
tional complexity of the offline fitting procedure, the Lmer function is fitted to the
data stream only every n = 1, 000 data points instead of after each data point. Each
condition was replicated m = 100 times.
5.4.2 Results
Figure 5.1 presents the average estimated variance terms of both the residual vari-
ance and the variance of the random intercept and slope over the 100 replications.
On the x-axes the length of the data stream is presented, and on the y-axes the pa-
rameter estimates are presented. The three figures on the left all have nj = 10, and
the figures on the right have nj = 50. The three rows are from top to bottom: r = 2,
lvl1 = 3; r = 2, lvl1 = 8; and r = 7, lvl1 = 8. The gray lines represent the parameter
estimates obtained using Lmer, the black lines the parameters estimates of SEMA.
The Lmer function was not always able to converge in the beginning of the data
stream, in these cases the gray lines are omitted from the figure. A comparison be-
tween the nj = 50 and the nj = 10 conditions shows that SEMA rapidly approaches
Lmer’s parameter estimates, especially when the number of observations for each in-
dividual is large. Furthermore, SEMA provides estimates even when Lmer is unable
to converge. There is hardly any difference between including 3 level 1 predictors or
8 level 1 predictors: the top two figures and the two figures in the middle row are,
given the number of observations per individual, very similar.
The bottom two figures deviate from the figures above, because these conditions
are, even for the Lmer algorithm, very difficult to fit. In the bottom left figure, Lmer
is only able to fit the model when at least 34,000 data points are available. Even when
Lmer is able to fit the model, Lmer cycled through the data thousands of times to
obtain convergence. While Lmer is able to fit the model using less data in the lower
right panel than in the lower left panel, still Lmer revisited the same data thousands
of times to fit the model and hence took (very) long times to compute. Comparing
the results of SEMA in the panel in the lower left panel with the results of SEMA
in the other panels, it is clear that this lower left panel (condition: nj = 10, r = 7,
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Figure 5.1: Estimated residual variance and random intercept and
random slope. Note that for two graphs on the bottom, not all vari-
ance terms are included in the graph.
lvl1 = 8) is, as expected, a difficult condition. Especially in the extremely challenging
condition where only 10 observations per individual are available to estimate a large
number of fixed and random effects, it is clear that the parameter estimates of SEMA
have not yet converged, even at the end of the data stream. However, when there is
more information available per individual (nj = 50), SEMA performs much better
(lower right panel) than in the condition with nj = 10.
Next, we present three tables with the parameter estimates averaged over the
replications, the standard deviation over the replications and the 95% interval based
on the empirical distribution of results of the simulation study (percentiles). Table
5.1 presents the estimates of two of the fixed effects estimated by SEMA and Lmer at
three points in the data stream. Since the (qualitative) behavior is similar across all
fixed effects, we choose to present only these two. First note that when n ≤ 1, 000,
Lmer was never able to converge, while the estimates of SEMA, even though the
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empirical interval is quite wide in some conditions, are already approximating the
value with which the data were generated (β = 1.5 and −5.5). Across conditions,
we can conclude from Table 5.1 that the fixed effects are estimated well by both
Lmer and SEMA, with the mere difference that the SD’s of SEMA are slightly larger
(however, SEMA is magnitudes faster).
Table 5.2 presents the estimates of the variance of the random intercept and one
of the random slopes (φ2 = 4, and 9). Clearly, these variance terms are more difficult
to estimate for SEMA than the fixed effects. While Lmer retrieves the values used
to generate the data as soon as it is able to fit the model, SEMA uses more data to
obtain good estimates of the variance terms. Notice that the average estimated value
of the variance terms (φ̂2) is not always positioned approximately in the middle of
the empirical interval, see for instance condition nj = 10, r = 2, lvl1 = 8, when
n = 1, 000, both for φ2 = 4, and 9. An additional inspection of the replications
lets us conclude that there were a handful of extreme outliers. When more data
have entered, the effect of the outliers fades quickly: the SD becomes much smaller
and the empirical interval becomes smaller. Unfortunately, we cannot compare the
results of SEMA with Lmer in the runs in these extreme cases since in these cases
Lmer was unable to converge. We contend that these conditions are generally very
difficult.
Lastly, Table 5.3 presents the estimates of the residual variance (σ2 = 25). The
same conditions which showed a large SD for φ̂, have a large SD for the estimates
of σ̂2. Overall, SEMA and Lmer produce very similar estimates of σ2, although the
condition of nj = 10, r = 7, lvl1 = 8 remains difficult for SEMA even when 50,000
data points have entered.
Figure 5.2 presents the average squared prediction error for each of our two
methods. For clarity reasons, only three conditions are presented in Figure 5.2. Note
that for both fitting procedures, the error is implemented such that when an indi-
vidual is entering for the first time, this yij was predicted using ȳ. In all conditions
(also the three not presented), Lmer had a larger error than SEMA. This is due to
two reasons. First, Lmer was often unable to converge in the beginning of the data
stream. When Lmer did not converge, the average of the dependent variable (ȳ) was
used to predict the next yij . Second, while the parameter estimates of SEMA are
updated every data point, Lmer was only called once every 1,000 data points. Then,
the parameter estimates of Lmer were used for 1,000 data points to predict the next
data points. It was computationally infeasible to re-estimate the model using Lmer
each time a new data point entered. Likely, in any practical application, this batch
type prediction would be chosen if online methods are unavailable.
5.5 SEMA in action: predicting weight fluctuations.
In this section, the SEMA algorithm is applied to an empirical data stream origi-
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Figure 5.1: Estimated residual variance and random intercept and
random slope. Note that for two graphs on the bottom, not all vari-
ance terms are included in the graph.
lvl1 = 8) is, as expected, a difficult condition. Especially in the extremely challenging
condition where only 10 observations per individual are available to estimate a large
number of fixed and random effects, it is clear that the parameter estimates of SEMA
have not yet converged, even at the end of the data stream. However, when there is
more information available per individual (nj = 50), SEMA performs much better
(lower right panel) than in the condition with nj = 10.
Next, we present three tables with the parameter estimates averaged over the
replications, the standard deviation over the replications and the 95% interval based
on the empirical distribution of results of the simulation study (percentiles). Table
5.1 presents the estimates of two of the fixed effects estimated by SEMA and Lmer at
three points in the data stream. Since the (qualitative) behavior is similar across all
fixed effects, we choose to present only these two. First note that when n ≤ 1, 000,
Lmer was never able to converge, while the estimates of SEMA, even though the
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empirical interval is quite wide in some conditions, are already approximating the
value with which the data were generated (β = 1.5 and −5.5). Across conditions,
we can conclude from Table 5.1 that the fixed effects are estimated well by both
Lmer and SEMA, with the mere difference that the SD’s of SEMA are slightly larger
(however, SEMA is magnitudes faster).
Table 5.2 presents the estimates of the variance of the random intercept and one
of the random slopes (φ2 = 4, and 9). Clearly, these variance terms are more difficult
to estimate for SEMA than the fixed effects. While Lmer retrieves the values used
to generate the data as soon as it is able to fit the model, SEMA uses more data to
obtain good estimates of the variance terms. Notice that the average estimated value
of the variance terms (φ̂2) is not always positioned approximately in the middle of
the empirical interval, see for instance condition nj = 10, r = 2, lvl1 = 8, when
n = 1, 000, both for φ2 = 4, and 9. An additional inspection of the replications
lets us conclude that there were a handful of extreme outliers. When more data
have entered, the effect of the outliers fades quickly: the SD becomes much smaller
and the empirical interval becomes smaller. Unfortunately, we cannot compare the
results of SEMA with Lmer in the runs in these extreme cases since in these cases
Lmer was unable to converge. We contend that these conditions are generally very
difficult.
Lastly, Table 5.3 presents the estimates of the residual variance (σ2 = 25). The
same conditions which showed a large SD for φ̂, have a large SD for the estimates
of σ̂2. Overall, SEMA and Lmer produce very similar estimates of σ2, although the
condition of nj = 10, r = 7, lvl1 = 8 remains difficult for SEMA even when 50,000
data points have entered.
Figure 5.2 presents the average squared prediction error for each of our two
methods. For clarity reasons, only three conditions are presented in Figure 5.2. Note
that for both fitting procedures, the error is implemented such that when an indi-
vidual is entering for the first time, this yij was predicted using ȳ. In all conditions
(also the three not presented), Lmer had a larger error than SEMA. This is due to
two reasons. First, Lmer was often unable to converge in the beginning of the data
stream. When Lmer did not converge, the average of the dependent variable (ȳ) was
used to predict the next yij . Second, while the parameter estimates of SEMA are
updated every data point, Lmer was only called once every 1,000 data points. Then,
the parameter estimates of Lmer were used for 1,000 data points to predict the next
data points. It was computationally infeasible to re-estimate the model using Lmer
each time a new data point entered. Likely, in any practical application, this batch
type prediction would be chosen if online methods are unavailable.
5.5 SEMA in action: predicting weight fluctuations.
In this section, the SEMA algorithm is applied to an empirical data stream origi-
nating from an experiment done by Kooreman and Scherpenzeel (2014). The study
C
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Table 5.1: The variability of the estimates of β, across replications of
Lmer and SEMA
Lmer SEMA
nj r lvl1 β n β̂ SD 2.5% 97.5% β̂ SD 2.5% 97.5%
10 2 3
1.5
1,000 – – – – 1.528 0.370 0.827 2.098
25,000 1.508 0.047 1.415 1.602 1.511 0.066 1.411 1.634
50,000 1.505 0.037 1.438 1.567 1.507 0.039 1.440 1.591
-5.5
1,000 – – – – -5.194 0.321 -5.807 -4.595
25,000 -5.500 0.034 -5.555 -5.447 -5.499 0.035 -5.559 -5.445
50,000 -5.499 0.024 -5.542 -5.452 -5.499 0.024 -5.542 -5.452
50 2 3
1.5
1,000 – – – – 1.392 0.279 0.859 1.947
25,000 1.490 0.069 1.331 1.604 1.490 0.067 1.341 1.601
50,000 1.491 0.065 1.339 1.591 1.491 0.065 1.343 1.587
-5.5
1,000 – – – – -5.292 0.235 -5.783 -4.869
25,000 -5.497 0.032 -5.554 -5.437 -5.497 0.032 -5.554 -5.437
50,000 -5.497 0.021 -5.535 -5.461 -5.497 0.021 -5.535 -5.461
10 2 8
1.5
1,000 – – – – 1.495 0.604 0.682 1.877
25,000 1.500 0.041 1.415 1.570 1.511 0.169 1.405 1.583
50,000 1.502 0.035 1.432 1.568 1.506 0.061 1.426 1.568
-5.5
1,000 – – – – -5.098 0.328 -5.723 -4.394
25,000 -5.497 0.038 -5.566 -5.424 -5.496 0.038 -5.564 -5.420
50,000 -5.496 0.026 -5.544 -5.444 -5.496 0.026 -5.544 -5.445
50 2 8
1.5
1,000 – – – – 1.464 0.341 0.839 2.077
25,000 1.501 0.073 1.361 1.641 1.500 0.073 1.358 1.639
50,000 1.500 0.071 1.374 1.632 1.501 0.071 1.377 1.637
-5.5
1,000 – – – – -5.246 0.280 -5.812 -4.699
25,000 -5.495 0.035 -5.554 -5.430 -5.495 0.035 -5.554 -5.430
50,000 -5.497 0.023 -5.542 -5.459 -5.497 0.023 -5.542 -5.459
10 7 8
1.5
1,000 – – – – 1.269 0.848 -0.187 2.772
25,000 – – – – 1.469 0.238 0.962 1.972
50,000 1.502 0.039 1.419 1.576 1.494 0.080 1.344 1.657
-5.5
1,000 – – – – -3.532 1.025 -5.454 -1.431
25,000 – – – – -5.175 0.337 -5.563 -4.305
50,000 -5.498 0.044 -5.574 -5.411 -5.401 0.127 -5.558 -5.093
50 7 8
1.5
1,000 – – – – 1.355 0.695 -0.244 2.502
25,000 1.489 0.071 1.371 1.632 1.489 0.070 1.374 1.626
50,000 1.492 0.073 1.374 1.633 1.491 0.073 1.367 1.626
-5.5
1,000 – – – – -3.679 1.077 -5.418 -1.414
25,000 -5.490 0.083 -5.653 -5.337 -5.475 0.088 -5.630 -5.309
50,000 -5.487 0.080 -5.644 -5.331 -5.486 0.080 -5.648 -5.325
Note: nj indicates the condition under which the data streams were generated. This means that
the average number of observations per individual is not equal to 10 (50), until n = 50, 000.
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Table 5.2: The variability of the estimates of φ, across replications of
Lmer and SEMA
Lmer Sema
nj r lvl1 φ n φ̂2 SD 2.5% 97.5% τ̂2 SD 2.5% 97.5%
10 2 3
4
1,000 – – – – 15.718 4.337 7.964 22.034
25,000 4.000 0.211 3.575 4.335 6.468 0.706 4.649 7.379
50,000 4.001 0.137 3.738 4.258 4.396 0.215 3.989 4.664
9
1,000 – – – – 9.554 6.051 1.891 23.114
25,000 9.007 0.374 8.399 9.807 8.057 1.979 3.963 11.041
50,000 9.018 0.257 8.560 9.580 8.860 0.403 7.875 9.422
50 2 3
4
1,000 – – – – 13.831 2.989 7.856 19.895
25,000 4.024 0.220 3.636 4.466 4.022 0.219 3.631 4.464
50,000 4.032 0.205 3.684 4.439 4.032 0.205 3.687 4.441
9
1,000 – – – – 8.696 5.356 2.111 18.319
25,000 8.987 0.481 8.220 10.148 8.987 0.480 8.230 10.146
50,000 8.990 0.444 8.294 9.930 8.990 0.443 8.296 9.930
10 2 8
4
1,000 – – – – 25.898 23.842 15.921 48.044
25,000 4.018 0.201 3.588 4.451 7.196 0.828 6.521 8.209
50,000 3.999 0.140 3.774 4.283 4.507 0.167 4.276 4.794
9
1,000 – – – – 14.465 20.441 3.124 24.306
25,000 8.981 0.315 8.391 9.568 9.257 1.775 5.356 11.121
50,000 8.994 0.224 8.586 9.388 9.013 0.306 8.486 9.528
50 2 8
4
1,000 – – – – 19.502 4.000 13.710 27.796
25,000 3.982 0.251 3.448 4.454 3.982 0.250 3.441 4.452
50,000 3.975 0.223 3.562 4.356 3.976 0.223 3.560 4.355
9
1,000 – – – – 13.512 6.422 4.646 25.029
25,000 8.921 0.474 7.913 9.762 8.922 0.475 7.917 9.773
50,000 8.928 0.432 8.101 9.646 8.928 0.432 8.100 9.647
10 7 8
4
1,000 – – – – 17.499 5.998 8.853 29.737
25,000 – – – – 7.870 1.398 5.723 10.464
50,000 4.000 0.156 3.714 4.288 4.449 0.451 3.667 5.326
9
1,000 – – – – 9.320 6.968 2.201 24.281
25,000 – – – – 6.358 2.529 2.434 12.214
50,000 8.971 0.279 8.465 9.453 6.855 1.205 4.656 9.175
50 7 8
4
1,000 – – – – 15.896 5.963 7.317 31.372
25,000 3.971 0.236 3.546 4.436 3.965 0.238 3.536 4.439
50,000 3.959 0.197 3.566 4.325 3.960 0.197 3.567 4.323
9
1,000 – – – – 11.417 12.801 2.597 35.083
25,000 8.999 0.441 8.165 9.857 8.996 0.442 8.164 9.873
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Table 5.1: The variability of the estimates of β, across replications of
Lmer and SEMA
Lmer SEMA
nj r lvl1 β n β̂ SD 2.5% 97.5% β̂ SD 2.5% 97.5%
10 2 3
1.5
1,000 – – – – 1.528 0.370 0.827 2.098
25,000 1.508 0.047 1.415 1.602 1.511 0.066 1.411 1.634
50,000 1.505 0.037 1.438 1.567 1.507 0.039 1.440 1.591
-5.5
1,000 – – – – -5.194 0.321 -5.807 -4.595
25,000 -5.500 0.034 -5.555 -5.447 -5.499 0.035 -5.559 -5.445
50,000 -5.499 0.024 -5.542 -5.452 -5.499 0.024 -5.542 -5.452
50 2 3
1.5
1,000 – – – – 1.392 0.279 0.859 1.947
25,000 1.490 0.069 1.331 1.604 1.490 0.067 1.341 1.601
50,000 1.491 0.065 1.339 1.591 1.491 0.065 1.343 1.587
-5.5
1,000 – – – – -5.292 0.235 -5.783 -4.869
25,000 -5.497 0.032 -5.554 -5.437 -5.497 0.032 -5.554 -5.437
50,000 -5.497 0.021 -5.535 -5.461 -5.497 0.021 -5.535 -5.461
10 2 8
1.5
1,000 – – – – 1.495 0.604 0.682 1.877
25,000 1.500 0.041 1.415 1.570 1.511 0.169 1.405 1.583
50,000 1.502 0.035 1.432 1.568 1.506 0.061 1.426 1.568
-5.5
1,000 – – – – -5.098 0.328 -5.723 -4.394
25,000 -5.497 0.038 -5.566 -5.424 -5.496 0.038 -5.564 -5.420
50,000 -5.496 0.026 -5.544 -5.444 -5.496 0.026 -5.544 -5.445
50 2 8
1.5
1,000 – – – – 1.464 0.341 0.839 2.077
25,000 1.501 0.073 1.361 1.641 1.500 0.073 1.358 1.639
50,000 1.500 0.071 1.374 1.632 1.501 0.071 1.377 1.637
-5.5
1,000 – – – – -5.246 0.280 -5.812 -4.699
25,000 -5.495 0.035 -5.554 -5.430 -5.495 0.035 -5.554 -5.430
50,000 -5.497 0.023 -5.542 -5.459 -5.497 0.023 -5.542 -5.459
10 7 8
1.5
1,000 – – – – 1.269 0.848 -0.187 2.772
25,000 – – – – 1.469 0.238 0.962 1.972
50,000 1.502 0.039 1.419 1.576 1.494 0.080 1.344 1.657
-5.5
1,000 – – – – -3.532 1.025 -5.454 -1.431
25,000 – – – – -5.175 0.337 -5.563 -4.305
50,000 -5.498 0.044 -5.574 -5.411 -5.401 0.127 -5.558 -5.093
50 7 8
1.5
1,000 – – – – 1.355 0.695 -0.244 2.502
25,000 1.489 0.071 1.371 1.632 1.489 0.070 1.374 1.626
50,000 1.492 0.073 1.374 1.633 1.491 0.073 1.367 1.626
-5.5
1,000 – – – – -3.679 1.077 -5.418 -1.414
25,000 -5.490 0.083 -5.653 -5.337 -5.475 0.088 -5.630 -5.309
50,000 -5.487 0.080 -5.644 -5.331 -5.486 0.080 -5.648 -5.325
Note: nj indicates the condition under which the data streams were generated. This means that
the average number of observations per individual is not equal to 10 (50), until n = 50, 000.
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Table 5.2: The variability of the estimates of φ, across replications of
Lmer and SEMA
Lmer Sema
nj r lvl1 φ n φ̂2 SD 2.5% 97.5% τ̂2 SD 2.5% 97.5%
10 2 3
4
1,000 – – – – 15.718 4.337 7.964 22.034
25,000 4.000 0.211 3.575 4.335 6.468 0.706 4.649 7.379
50,000 4.001 0.137 3.738 4.258 4.396 0.215 3.989 4.664
9
1,000 – – – – 9.554 6.051 1.891 23.114
25,000 9.007 0.374 8.399 9.807 8.057 1.979 3.963 11.041
50,000 9.018 0.257 8.560 9.580 8.860 0.403 7.875 9.422
50 2 3
4
1,000 – – – – 13.831 2.989 7.856 19.895
25,000 4.024 0.220 3.636 4.466 4.022 0.219 3.631 4.464
50,000 4.032 0.205 3.684 4.439 4.032 0.205 3.687 4.441
9
1,000 – – – – 8.696 5.356 2.111 18.319
25,000 8.987 0.481 8.220 10.148 8.987 0.480 8.230 10.146
50,000 8.990 0.444 8.294 9.930 8.990 0.443 8.296 9.930
10 2 8
4
1,000 – – – – 25.898 23.842 15.921 48.044
25,000 4.018 0.201 3.588 4.451 7.196 0.828 6.521 8.209
50,000 3.999 0.140 3.774 4.283 4.507 0.167 4.276 4.794
9
1,000 – – – – 14.465 20.441 3.124 24.306
25,000 8.981 0.315 8.391 9.568 9.257 1.775 5.356 11.121
50,000 8.994 0.224 8.586 9.388 9.013 0.306 8.486 9.528
50 2 8
4
1,000 – – – – 19.502 4.000 13.710 27.796
25,000 3.982 0.251 3.448 4.454 3.982 0.250 3.441 4.452
50,000 3.975 0.223 3.562 4.356 3.976 0.223 3.560 4.355
9
1,000 – – – – 13.512 6.422 4.646 25.029
25,000 8.921 0.474 7.913 9.762 8.922 0.475 7.917 9.773
50,000 8.928 0.432 8.101 9.646 8.928 0.432 8.100 9.647
10 7 8
4
1,000 – – – – 17.499 5.998 8.853 29.737
25,000 – – – – 7.870 1.398 5.723 10.464
50,000 4.000 0.156 3.714 4.288 4.449 0.451 3.667 5.326
9
1,000 – – – – 9.320 6.968 2.201 24.281
25,000 – – – – 6.358 2.529 2.434 12.214
50,000 8.971 0.279 8.465 9.453 6.855 1.205 4.656 9.175
50 7 8
4
1,000 – – – – 15.896 5.963 7.317 31.372
25,000 3.971 0.236 3.546 4.436 3.965 0.238 3.536 4.439
50,000 3.959 0.197 3.566 4.325 3.960 0.197 3.567 4.323
9
1,000 – – – – 11.417 12.801 2.597 35.083
25,000 8.999 0.441 8.165 9.857 8.996 0.442 8.164 9.873
50,000 8.999 0.417 8.310 9.745 8.999 0.417 8.309 9.746
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Figure 5.2: Average squared prediction error of three selected condi-
tions. When Lmer failed to fit the model, the ȳ was used to predict
yij . When Lmer returned model parameters, these model parameters
were used to predict the next 1,000 data points, after which the model
was fitted again to update the model parameters.
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Table 5.3: The variability of the estimates of σ2 across replications of
Lmer and SEMA
Lmer SEMA
nj r lvl1 n σ̂2 SD 2.5% 97.5% σ̂2 SD 2.5% 97.5%
10 2 3
1,000 – – – – 21.632 3.318 16.553 28.633
25,000 24.936 0.254 24.548 25.551 24.659 0.911 23.657 26.977
50,000 24.985 0.178 24.627 25.308 24.921 0.195 24.568 25.314
50 2 3
1,000 – – – – 22.856 2.624 18.312 28.203
25,000 25.068 0.206 24.727 25.534 25.069 0.206 24.726 25.528
50,000 25.012 0.167 24.679 25.348 25.012 0.167 24.679 25.349
10 2 8
1,000 – – – – 28.568 21.752 20.013 47.730
25,000 25.019 0.288 24.470 25.531 24.202 0.524 23.429 25.512
50,000 24.985 0.179 24.619 25.350 24.865 0.175 24.494 25.269
50 2 8
1,000 – – – – 25.095 3.211 20.387 33.003
25,000 25.020 0.239 24.566 25.449 25.021 0.240 24.565 25.452
50,000 25.006 0.155 24.726 25.293 25.006 0.155 24.725 25.293
10 7 8
1,000 – – – – 33.778 10.041 19.710 56.259
25,000 – – – – 39.729 5.599 30.297 50.673
50,000 25.001 0.217 24.635 25.397 29.656 2.173 26.032 34.261
50 7 8
1,000 – – – – 38.022 10.165 20.874 57.999
25,000 25.027 0.238 24.622 25.498 25.030 0.236 24.630 25.496
50,000 25.016 0.159 24.737 25.345 25.016 0.159 24.739 25.345
concerned the fluctuations in individuals’ weight—over repeated measurements—
in a longitudinal study using respondents from the Longitudinal Internet Studies
for Social Sciences (LISS) panel. Among the respondents of the LISS panel, about
1,000 smart scales were handed out. These smart weighting scales were equipped
with an Internet connection. Respondents were instructed to use the scale barefoot,
such that it could measure, among other variables, weight, percentage of muscle
tissue, and percentage of fat tissue. The smart scale sent the data to a central LISS
server, where the data were combined with respondents’ survey data. The smart
scales were handed out in the beginning of 2011 and the data collection continued
until February 2014. While the data set contains the data from roughly 3 years, the
authors used the data of 2011 only. Because the data of the smart scales includes time
stamps, we were able to replay the data stream from 2011 till February 2014. Thus,
in this evaluation of SEMA, the data of Kooreman and Scherpenzeel (n = 78,021,
N = 883) were combined with the data of the remaining years. The first experimen-
tal factor was the (instructed) frequency of the scale usage: every day, every week, or
not specified. The second factor was the feedback respondents received: their weight
and the norm what they should weigh, their weight and their goal weight, or only
their weight. Both experimental factors were crossed, resulting in nine conditions.
Finally, we removed a number of outliers (0.1% of the data), for which weight fluctu-
ated with more than 5 kg within a day for a single respondent. The remaining data
set consisted of n = 288, 521 observations from a total of J = 1, 269 respondents. Ta-
ble 5.4 presents an overview of the model fitted to the data stream by indicating the
variables included as fixed or random, as well as the number of levels (or categories)
of each of the variables.
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concerned the fluctuations in individuals’ weight—over repeated measurements—
in a longitudinal study using respondents from the Longitudinal Internet Studies
for Social Sciences (LISS) panel. Among the respondents of the LISS panel, about
1,000 smart scales were handed out. These smart weighting scales were equipped
with an Internet connection. Respondents were instructed to use the scale barefoot,
such that it could measure, among other variables, weight, percentage of muscle
tissue, and percentage of fat tissue. The smart scale sent the data to a central LISS
server, where the data were combined with respondents’ survey data. The smart
scales were handed out in the beginning of 2011 and the data collection continued
until February 2014. While the data set contains the data from roughly 3 years, the
authors used the data of 2011 only. Because the data of the smart scales includes time
stamps, we were able to replay the data stream from 2011 till February 2014. Thus,
in this evaluation of SEMA, the data of Kooreman and Scherpenzeel (n = 78,021,
N = 883) were combined with the data of the remaining years. The first experimen-
tal factor was the (instructed) frequency of the scale usage: every day, every week, or
not specified. The second factor was the feedback respondents received: their weight
and the norm what they should weigh, their weight and their goal weight, or only
their weight. Both experimental factors were crossed, resulting in nine conditions.
Finally, we removed a number of outliers (0.1% of the data), for which weight fluctu-
ated with more than 5 kg within a day for a single respondent. The remaining data
set consisted of n = 288, 521 observations from a total of J = 1, 269 respondents. Ta-
ble 5.4 presents an overview of the model fitted to the data stream by indicating the
variables included as fixed or random, as well as the number of levels (or categories)
of each of the variables.
We analyzed the data stream again offline using the Lmer function and online
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Table 5.4: Fitted model to the smart-scale data stream
Variables Fixed Random number of categories Reference
Day of the week ! ! 7 Friday
Gender ! 2 male
Year of birth ! – 1970 (centered)
Length ! – 174cm (centered)
Feedback ! 3 only weight
Frequency ! 3 not specified
Time of Measurement ! 4 morning
The dependent variable is weight
Starting values:
fixed effect intercept = 84,
fixed effect Gender = 14,
variance random intercept = 100,
remaining fixed-effects parameters started at 0, the variance of the random effects at 1
using the SEMA algorithm. Lmer was again called every n = 1, 000 to update the
parameter estimates. In addition to the implementation of SEMA as introduced in
this chapter, we included three extra implementations of SEMA which have been
evaluated by Ippel et al. (2016b) for the random-intercept model:
• SEMA Training: this implementation includes a training-data set to obtain
good starting values,
• SEMA Update: this implementation includes extra full E-steps to recompute
all individuals’ contributions to the CDSS at given intervals,
• SEMA Training and Update: this implementation is a combination of the two
above.
The SEMA Training implementation used the first n = 5, 000 data points as a train-
ing set to obtain good guesses for the parameter starting values (using the traditional
offline EM algorithm). The SEMA algorithm as presented in this chapter then used
these starting values to continue the analysis of the data stream. The second im-
plementation, SEMA Update, is similar to the SEMA algorithm as presented in this
chapter, though in addition to the E-steps per individual, SEMA Update recomputed
the CDSS at given intervals by performing a single full E-step for all individuals fol-
lowed by an M-step, as opposed to computing the E-step only for the newly arriving
individual. The last implementation, SEMA Training and Update, is a combination
of the two previous implementations by using both a training set as well as addi-
tional full E-steps. In a practical setting, when starting values are difficult to choose,
using the beginning of the data stream as a training set limits number of steps SEMA
has to take to obtain good estimates of the parameters. In addition, the SEMA algo-
rithm corrects the previous contributions of an individual to the CDSS. However, in
this data stream we do not know if the individual steps on the smart scale again.
By evaluating all individuals at given intervals (n = 1, 000), previous contributions
to the CDSS can be updated, even though an individual has not returned (yet). So,
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Sema training and update
Figure 5.3: Estimated intercept and the effect of Monday, fixed effects
using the additional updates, the SEMA algorithm can correct the contributions to
the CDSS in a computationally efficient manner. Below the results of all five fitting
procedures are presented.
Since the authors of the original analysis focused on the “effect of Monday”,
which implies that on average individuals where 0.2 kg heavier on Mondays than
on Fridays, we also focused on the estimation of this “Monday” effect. Figure 5.3
presents the estimated fixed intercept of the model in the top figure, and the aver-
age effect of Monday in the bottom figure. The x-axes present the length of the data
stream and the y-axes the estimated parameter values. In gray are the parameter es-
timates obtained using the offline procedure. These are clearly more fluctuating than
the SEMA procedure(s), which is what can be expected given that Lmer is run till
convergence. SEMA, without extra EM runs or using a training set, underestimated
the intercept and overestimates the effect of Monday due to the selected starting val-
ues. When a training set is used – or when additional E-steps are included – Figure
5.3 shows that the estimates resulting from SEMA are accurate while being magni-
tudes faster than the traditional procedure.
Figure 5.4 illustrates the estimated variances of the random intercept and the
variance of the effect of Monday. In both graphs, SEMA again overestimated the
variance due to the selected starting values, while the other fitting procedures were
very similar: φ̂ = 0.095, (Lmer), 1.269 (SEMA), 0.164 (SEMA Training), 0.090 (SEMA
Update), and 0.071 (SEMA Training and Update). Interestingly, all methods, during
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Sema training and update
Figure 5.3: Estimated intercept and the effect of Monday, fixed effects
using the additional updates, the SEMA algorithm can correct the contributions to
the CDSS in a computationally efficient manner. Below the results of all five fitting
procedures are presented.
Since the authors of the original analysis focused on the “effect of Monday”,
which implies that on average individuals where 0.2 kg heavier on Mondays than
on Fridays, we also focused on the estimation of this “Monday” effect. Figure 5.3
presents the estimated fixed intercept of the model in the top figure, and the aver-
age effect of Monday in the bottom figure. The x-axes present the length of the data
stream and the y-axes the estimated parameter values. In gray are the parameter es-
timates obtained using the offline procedure. These are clearly more fluctuating than
the SEMA procedure(s), which is what can be expected given that Lmer is run till
convergence. SEMA, without extra EM runs or using a training set, underestimated
the intercept and overestimates the effect of Monday due to the selected starting val-
ues. When a training set is used – or when additional E-steps are included – Figure
5.3 shows that the estimates resulting from SEMA are accurate while being magni-
tudes faster than the traditional procedure.
Figure 5.4 illustrates the estimated variances of the random intercept and the
variance of the effect of Monday. In both graphs, SEMA again overestimated the
variance due to the selected starting values, while the other fitting procedures were
very similar: φ̂ = 0.095, (Lmer), 1.269 (SEMA), 0.164 (SEMA Training), 0.090 (SEMA
Update), and 0.071 (SEMA Training and Update). Interestingly, all methods, during
pretty much all of the data stream, estimate the variance of the effect of Monday
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Sema training and update
Figure 5.4: Estimated intercept and the effect of Monday, random ef-
fects
to be high compared to its average effect. To us, this indicates that the “Monday
effect” might be less systematic than emphasized in the original study: apparently,
for quite a large number of individuals, the effect of Monday is negative as opposed
to positive.
Finally, Figure 5.5 presents the average squared prediction error of all five fitting
procedures. The average squared prediction error was implemented similar to the
simulation study, where the average weight was used to predict the weight of an
individual which entered for the first time. The average of the squared prediction
error is computed from n = 6, 000 onwards, because the offline procedure could es-
timate the model from n ≈ 5, 000. We disregarded the beginning of the stream for
all fitting procedures and compared the methods only from a point at which they
produce parameter estimates. While computing the error only after Lmer has con-
verged favors the offline procedure, still Lmer produces on average more prediction
error than SEMA. Hence, it seems that for the purpose of predicting individual-level
effects in data streams, SEMA is very well suited.
5.6 Discussion
In this chapter, we developed an extension of the Streaming Expectation Maximiza-
tion Approximation (SEMA) algorithm (Ippel et al., 2016b). This extension enables
researchers to fit multilevel models that include fixed effects at level 1 (i.e. repeated
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Figure 5.5: Average squared prediction error of weight, starting from
n = 6, 000
measurements), level 2 (i.e., individuals), and random intercepts and random slopes
when data sets are large and/or continuously augmented. SEMA is computationally
more efficient because this algorithm never revisits older data points.
Common procedures to fit multilevel models (i.e., EM algorithm or Newton
Raphson) repeatedly pass over the data to estimate the model parameters. When
new data enter, these procedures revisit all data points to update the model parame-
ters. Especially when the number of random effects increases and many passes over
the data are required to obtain stable estimates of the model parameters, these tradi-
tional fitting procedures quickly become infeasible for large data sets or continuous
data streams. SEMA, on the other hand, only uses a data point once, after which it
is discarded. SEMA thus learns the maximum likelihood values of the model pa-
rameters more efficiently in a data stream than the common procedures, since the
model parameter estimates are updated with each newly entered data point. There-
fore, SEMA facilitates the analysis of data streams while accounting for the nested
structure that is often observed in data streams. SEMA effectively deals with the
problems of storing extremely large data sets and very lengthy fitting procedures.
Our algorithm enables researchers to use multilevel models for prediction in real
time. In a simulation study, we showed that even when the number of observations
per individual is small and the number of parameters is large, parameter estimates
were estimated quite accurately. Furthermore, we showed that the predictive perfor-






106 Chapter 5: SEMA extended























● ● ● ● ●
● ● ● ● ● ● ●




















Sema training and update
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for quite a large number of individuals, the effect of Monday is negative as opposed
to positive.
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timate the model from n ≈ 5, 000. We disregarded the beginning of the stream for
all fitting procedures and compared the methods only from a point at which they
produce parameter estimates. While computing the error only after Lmer has con-
verged favors the offline procedure, still Lmer produces on average more prediction
error than SEMA. Hence, it seems that for the purpose of predicting individual-level
effects in data streams, SEMA is very well suited.
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In this chapter, we developed an extension of the Streaming Expectation Maximiza-
tion Approximation (SEMA) algorithm (Ippel et al., 2016b). This extension enables
researchers to fit multilevel models that include fixed effects at level 1 (i.e. repeated
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Figure 5.5: Average squared prediction error of weight, starting from
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measurements), level 2 (i.e., individuals), and random intercepts and random slopes
when data sets are large and/or continuously augmented. SEMA is computationally
more efficient because this algorithm never revisits older data points.
Common procedures to fit multilevel models (i.e., EM algorithm or Newton
Raphson) repeatedly pass over the data to estimate the model parameters. When
new data enter, these procedures revisit all data points to update the model parame-
ters. Especially when the number of random effects increases and many passes over
the data are required to obtain stable estimates of the model parameters, these tradi-
tional fitting procedures quickly become infeasible for large data sets or continuous
data streams. SEMA, on the other hand, only uses a data point once, after which it
is discarded. SEMA thus learns the maximum likelihood values of the model pa-
rameters more efficiently in a data stream than the common procedures, since the
model parameter estimates are updated with each newly entered data point. There-
fore, SEMA facilitates the analysis of data streams while accounting for the nested
structure that is often observed in data streams. SEMA effectively deals with the
problems of storing extremely large data sets and very lengthy fitting procedures.
Our algorithm enables researchers to use multilevel models for prediction in real
time. In a simulation study, we showed that even when the number of observations
per individual is small and the number of parameters is large, parameter estimates
were estimated quite accurately. Furthermore, we showed that the predictive perfor-
mance of SEMA was competitive, if not superior, to current state-of-the-art methods.
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While the current extension of SEMA algorithm allows for fitting multilevel mod-
els with fixed and random effects in data streams, extensions are possible and need
further development. First, in Kooreman and Scherpenzeel (2014)—our empirical
example—the authors actually used a multilevel model with more predictors than
the model we used in this chapter. The original model also contained fixed effects
for the calendar months. Fitting this model requires observations in (almost) each
month, such that the X ′X matrix becomes invertible (i.e., at least semi positive def-
inite). Consequently, fitting a model including the effects of months cannot be fitted
to the data before the data stream has run for almost a year. Further research should
focus on extending the model during the data stream, such that these effects can be
included dynamically once enough data has been collected.
Second, the current version of SEMA basically assumes that the true data gener-
ating process is stationary and that, over the course of the data stream, we converge
to the “correct” parameter estimates. However, when monitoring individuals over
time, it is likely that the data-generating process itself changes over time. Moving
window approaches, in which only the latest data points are included in the analysis,
are often used in such cases. However, when using a moving window approach one
would still refit the model to all the data points in the window every time the win-
dow changes. Alternatively, however, we could introduce a fixed learn rate when
dealing with data streams. In Eq. 5.1 it is easily seen that the “learn-rate” for com-
puting an online sample mean is 1n . Thus, as the stream becomes longer (and n
grows larger) the learn rate decreases and the computed mean stabilizes. If instead
we would alter the update rule of x̄ to read x̄ := x̄+ xt−x̄min(n,α) for some fixed value of
α of say 10, 000, we effectively create a moving window in the sense that older data
points are smoothly discarded—though without revisiting older data points. This
can, with some effort, similarly be implemented in SEMA.
To conclude, our extended SEMA algorithm is a computationally-efficient algo-
rithm to analyze data that contain a nested structure and arrive in a continuous fash-
ion. Hence, multilevel models with numerous fixed and random effects can now be
fit to continuous data streams (or extremely large static data sets), in a computation-
ally efficient fashion.
Acknowledgements
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In this thesis, computationally-efficient procedures for analyzing data streams are
developed and illustrated in order to make data streams more accessible to ap-
plied researchers. In the case of independent observations, Chapter 2 gives a short
overview of approaches to analyze streaming data. A large part of this chapter is
dedicated to the introduction of online learning methods. These methods are illus-
trated with examples written in R code to promote the use of these online learning
methods.
Data streams, however, often consist of repeated measurements of the same indi-
viduals, which creates a nested structure in the data. Chapter 3 presents four online
learning methods to deal with dependent observations in data streams where the
outcome variable is binary. These online learning methods are based on shrinkage
factors which are well-known in the literature. Additionally, this chapter introduces
an online learning method to deal with the normality assumption based on Morris
and Lysy’s (2012) data transformation for binary outcomes.
In Chapter 4, a novel online algorithm is developed, called the Streaming Expec-
tation Maximization Approximation algorithm (SEMA). This algorithm fits random
intercepts models on streaming data. Based on the EM algorithm (Dempster et al.,
1977), SEMA fits the simplest multilevel model by updating the parameter estimates
online. This online learning approach to multilevel modeling facilitates social scien-
tists to study social phenomena in a longitudinal design using data streams.
Lastly, in Chapter 5 an extension of SEMA is provided. This extension can be
used to estimate more complex multilevel models, which include fixed effects and
random intercepts and slopes. The development of these methods allows researchers
to broaden the scope of their research using data streams.
6.2 Related approaches to analyze data streams
In this thesis, I have predominantly explored the online learning approach as a
method to efficiently analyze data streams. In addition to online learning, two re-
lated approaches have been discussed in Chapter 2: a sliding window approach and
108 Chapter 5: SEMA extended
While the current extension of SEMA algorithm allows for fitting multilevel mod-
els with fixed and random effects in data streams, extensions are possible and need
further development. First, in Kooreman and Scherpenzeel (2014)—our empirical
example—the authors actually used a multilevel model with more predictors than
the model we used in this chapter. The original model also contained fixed effects
for the calendar months. Fitting this model requires observations in (almost) each
month, such that the X ′X matrix becomes invertible (i.e., at least semi positive def-
inite). Consequently, fitting a model including the effects of months cannot be fitted
to the data before the data stream has run for almost a year. Further research should
focus on extending the model during the data stream, such that these effects can be
included dynamically once enough data has been collected.
Second, the current version of SEMA basically assumes that the true data gener-
ating process is stationary and that, over the course of the data stream, we converge
to the “correct” parameter estimates. However, when monitoring individuals over
time, it is likely that the data-generating process itself changes over time. Moving
window approaches, in which only the latest data points are included in the analysis,
are often used in such cases. However, when using a moving window approach one
would still refit the model to all the data points in the window every time the win-
dow changes. Alternatively, however, we could introduce a fixed learn rate when
dealing with data streams. In Eq. 5.1 it is easily seen that the “learn-rate” for com-
puting an online sample mean is 1n . Thus, as the stream becomes longer (and n
grows larger) the learn rate decreases and the computed mean stabilizes. If instead
we would alter the update rule of x̄ to read x̄ := x̄+ xt−x̄min(n,α) for some fixed value of
α of say 10, 000, we effectively create a moving window in the sense that older data
points are smoothly discarded—though without revisiting older data points. This
can, with some effort, similarly be implemented in SEMA.
To conclude, our extended SEMA algorithm is a computationally-efficient algo-
rithm to analyze data that contain a nested structure and arrive in a continuous fash-
ion. Hence, multilevel models with numerous fixed and random effects can now be
fit to continuous data streams (or extremely large static data sets), in a computation-
ally efficient fashion.
Acknowledgements
We would like to express our thanks to prof. Peter Kooreman for sharing their data.




In this thesis, computationally-efficient procedures for analyzing data streams are
developed and illustrated in order to make data streams more accessible to ap-
plied researchers. In the case of independent observations, Chapter 2 gives a short
overview of approaches to analyze streaming data. A large part of this chapter is
dedicated to the introduction of online learning methods. These methods are illus-
trated with examples written in R code to promote the use of these online learning
methods.
Data streams, however, often consist of repeated measurements of the same indi-
viduals, which creates a nested structure in the data. Chapter 3 presents four online
learning methods to deal with dependent observations in data streams where the
outcome variable is binary. These online learning methods are based on shrinkage
factors which are well-known in the literature. Additionally, this chapter introduces
an online learning method to deal with the normality assumption based on Morris
and Lysy’s (2012) data transformation for binary outcomes.
In Chapter 4, a novel online algorithm is developed, called the Streaming Expec-
tation Maximization Approximation algorithm (SEMA). This algorithm fits random
intercepts models on streaming data. Based on the EM algorithm (Dempster et al.,
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online. This online learning approach to multilevel modeling facilitates social scien-
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to broaden the scope of their research using data streams.
6.2 Related approaches to analyze data streams
In this thesis, I have predominantly explored the online learning approach as a
method to efficiently analyze data streams. In addition to online learning, two re-
lated approaches have been discussed in Chapter 2: a sliding window approach and
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a parallelization approach. The sliding window approach reduces memory burden
because it only stores the most recent set of data points. Using this technique, previ-
ous data points are discarded from memory when new data points enter (Aggarwal,
2007; Gaber et al., 2005). Parallelization, on the other hand, decreases the computa-
tional burden by distributing the analyses over multiple machines. This technique
is commonly used for large static data sets (Chu et al., 2006). Some strong aspects
of both techniques could also be implemented in the online learning methods devel-
oped in this thesis.
6.2.1 Sliding window approach
As mentioned above, the sliding window approach only uses the most recent set
of observations. An often unintended practical advantage of a sliding window is
that when changes occur over time, this approach can easily follow these changes,
because the older data points do not influence the analyses anymore. Let us use
the sample mean as an example. When a new data point enters the oldest data
point is deleted from memory to include the new data point and the sample mean is
recomputed over this ‘new’ set of observations. This set always consists of the same
number of observations, m, independent of the length of the data stream.
On the other hand, computing the sample mean online as more data enter, the
weight of the new data points decreases gradually. The weight of a new observa-
tion equals 1n , where n is the total number of observations and when the data grows
larger, this weight becomes smaller. In this case, the learn rate of the online mean
( 1n ) becomes smaller when more data enter. As a result, the value of the mean hardly
changes anymore when n becomes large. If, however, the learn rate is fixed to a
value larger than 1n , a smooth ‘sliding window’ is created. In this smooth sliding
window, the older data points are not ignored, though the weight of these observa-
tions becomes smaller compared to the new observations.
Fixing learn rates is also an interesting future direction for the online learning
methods discussed in this thesis. For instance, in Chapter 5, when many data points
stream in, the SEMA algorithm did not learn much anymore from the new observa-
tions. Including a fixed learn rate would make SEMA more sensitive to new obser-
vations. As a result, the parameter estimates become more variable.
Usually, it is undesirable to have highly fluctuating parameter estimates because
these are difficult to interpret. However, when the parameter estimates are per-
fectly stable, adding new data becomes rather useless. This balance is related to the
bias-variance trade off (see for an introduction G. James, Witten, Hastie, & Tibshi-
rani, 2013). In this trade off, bias is related the robustness of the parameter estimate
against random fluctuations in the data. The variance is related to the sensitivity to
pick up real changes in the data. In practice, some balance between bias and variance
should be found to obtain accurate predictions.
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6.2.2 Parallelization
Parallel computing is useful in cases where the computations of an analysis can be
split up in separate blocks. To come back to the example of the sample mean: each
machine could compute the sample mean of the data stored on that machine, next,
all these (sub)means are combined to compute the mean over all data. The combina-
tion of parallelization and online learning is known in the literature (Böse, Andrze-
jak, & Högqvist, 2010; Hsu, Karampatziakis, Langford, & Smola, 2011).
The computations of the online shrinkage factors and the SEMA algorithm can
easily be distributed over multiple machines by making use of the nesting in the
data. For instance, let us assume there are five machines and 100 individuals are
repeatedly observed over time. Four machines could be used to store the summary
statistics of all the individuals. The fifth machine stores the global parameters, such
as the mean over all data and a list of which individual is stored on which machine.
Now, when new data enter, the fifth machine retrieves the record of the individual
that just entered from one of the four machines, updates the global parameters and
the individual summary statistics, which can be returned to the right machine. Dis-
tributing these records reduce the memory burden of the introduced online methods.
6.2.3 Bayesian framework
In this thesis, I have focused primarily on the Maximum Likelihood approach to es-
timate parameters. An alternative, Bayesian, approach to parameter estimation is
obtained by quantifying one’s prior beliefs regarding the values of the parameters
using a probability distribution (or density in the continuous case), called the prior
distribution (p(θ)). Next, using the likelihood of the data (p(D|θ)) and Bayes Theo-
rem, one’s prior beliefs can be updated, resulting in the so-called posterior: p(θ|D) ∝
p(D|θ)p(θ) (see, e.g., Gelman et al., 2004; Lynch, 2007; van de Schoot et al., 2014).
Theoretically, this scheme of updating one’s belief lends itself very well to analyzing
data streams because the posterior after observing a new data point yt+1 is propor-
tionally equal to the likelihood of the new observation multiplied with the posterior
based on the previous data points (Opper, 1998): p(θ|Dt+1) ∝ p(yt+1|θ)p(θ|Dt).
While the Bayesian approach fits conceptually well with data streams, the real-
ity is, however, less straightforward. Even when the data do not enter in a stream,
many Bayesian models are computationally complex because the posterior does not
always have a known distribution. In practice, researchers often rely on techniques
such as Markov Chain Monte Carlo sampling (MCMC) to approximate the poste-
rior. In such cases, updating the posterior in the context of data streams could be
computationally challenging.
Interesting developments in Bayesian updating are variational methods and se-
quential MCMC (sMCMC) sampling. Variational methods speed up the updating
process by replacing the posterior which has an unknown distributional form by a
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ity is, however, less straightforward. Even when the data do not enter in a stream,
many Bayesian models are computationally complex because the posterior does not
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& Jordan, 2013; Kabisa (Tchumtchoua), Dunson, & Morris, 2016). The other develop-
ment, sMCMC, provides an appealing extension to popular MCMC methods which
is computationally attractive since the generated MCMC draws are updated as op-
posed to sampled anew when additional data enters (Yang & Dunson, 2013). The
SEMA approach presented in this thesis, which involves updating the likelihood
during a data stream, might be relevant to this field of research as well since evalu-
ation of the likelihood is necessary if one wishes to update the posterior.
6.3 Data stream challenges
6.3.1 Convergence
First, the exact meaning of convergence is less clear in the context of data streams
compared to static data. In practice, when analyzing static data sets, an algorithm
might repeatedly go over the data to find the optimum of a function. The parameter
values are compared over consecutive iterations and if these values change less than
a given threshold, the algorithm converged. When the function is not convex, an
algorithm might converge to a local optimum instead. A multi-start procedure might
help to find the global maximum.
A multi-start procedure is also possible in a data stream, by running the same
analysis started at different points in parallel. However, in the context of data streams,
it is no longer feasible to repeatedly go over the data to find an (global or local)
optimum. Additionally, due to the influx of new data, both the likelihood of the
data given the current parameter estimates and the parameter estimates themselves
change. These two reasons of why the likelihood changes, complicate studying con-
vergence in a data stream.
In the context of static data, one hopes to find stable parameter estimates, as an
indication that the algorithm converged. However, when analyzing data streams,
stable parameter estimates are not necessarily desirable; if due to a shift of the data
generating model, data enter that do not fit well with the current parameter esti-
mates, parameter estimates should change accordingly. The developed online meth-
ods do not ’forget’ older data and it is assumed that the data generating model is sta-
ble. As a result, when the data generating model changes over time, i.e., the strength
or direction of an effect changes, the parameter estimates will be influenced by the
previous data generating model. Introducing a forgetting factor, such as described
in Section 6.2.1, could decrease this influence in the parameter estimates.
Even though parameter values are likely to change in a data stream, it is of
interest to see whether the current parameter values are close to the Maximum
Likelihood values of the data seen so far. Theoretical convergence of online ver-
sions of EM algorithm have been studied (Cappé & Moulines, 2009; Neal & Hinton,
1998), though currently, I have not extensively explored a formal procedure to check
whether SEMA has converged. In Chapter 4 a heuristic procedure is used to monitor
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whether the parameter estimates become more stable over time. Studying conver-
gence is an interesting direction for future research.
6.3.2 Models used for analyses
Choosing a model for the analysis is also more complex when analyzing data streams
instead of static data sets. For instance, one might discover during the data stream
that the fitted model has to be altered; e.g., excluding current covariates and/or in-
cluding other variables. Firstly, adapting models during the stream is only possible
if the required information is stored: information which is not stored, might not be
retrievable. Secondly, even if the information is available, including more variables
during the stream might complicated. The application study in Chapter 5 provides a
good example of such a situation. In this application, individuals’ weight was mon-
itored over three years. The original authors of this study controlled for the effect
of which month the data were collected. Fitting that same model in a data stream,
would require observations in each month. However, waiting for all months to be
observed is usually not an option. For such cases, an approach to include covariates
while the data are entering should be developed.
In the presented simulation studies, the models which generated the data were
also fitted to the data stream. In this thesis, I did not explicitly explore the robustness
of methods, when a different model was fit to the data or how the fitted model could
be adapted during the data stream. When analyzing static data, different models can
be fitted to the data and compared which model fits best using goodness-of-fit mea-
sures, e.g., AIC or BIC. An option for data streams could be to fit multiple models
in parallel and decide later which model is preferred. However, evaluating which
model is best, is less straightforward in a data stream than in static data sets. The
AIC and BIC, commonly used to compare different models, are based on the log like-
lihood, which is computed using the current parameter estimates. In a data stream,
the parameter estimates are continuously updated and especially in the beginning
of the data stream probably far from the Maximum Likelihood solution. As a result,
the differences in AIC or BIC values between the competing models could be an
artifact of poorly-chosen starting values, which makes comparing models in a data
stream using AIC and BIC complex.
An interesting direction for future research to compare competing models in data
streams could be inspired by the SEMA algorithm: when a new data point enters,
SEMA updates the contribution of the individual belonging to this data point to the
complete data sufficient statistics. These sufficient statistics are in fact summations
over individuals. Since the log likelihood is a sum of individual log-likelihood con-
tributions, these contributions could also be updated when the individuals return
in the data stream. Such an updating scheme could make it possible to employ an
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6.3.3 Missingness
Especially when a model contains many covariates, it is likely that not all covari-
ates are observed for each data point. Let us assume i = 1 . . . n data points and
each data point consists of k covariates. In the case of data streams, in addition to
not observing all k covariates for each data point, some covariates might not enter
all at the same time. Some information of the covariates could be potentially be re-
trieved from memory, for instance a level 2 covariate like gender. However, other
information might be missing or only drop in later, e.g., learning the gender of the
respondent later in the data stream. While missingness is a research area on its own
(Donders, van der Heijden, Stijnen, & Moons, 2006; van der Palm, van der Ark, &
Vermunt, 2016), dealing with missingness in a data stream complicates the issue of
having incomplete observations even further. In this thesis, it is assumed that for
observation i, the data of all k covariates are observed at once. Dealing with covari-
ates that do not enter at the same time or do not enter at all, is an interesting research
area, though not studied in this thesis.
6.3.4 Attrition
Lastly, a challenge common for longitudinal research in general is attrition, i.e., re-
spondents quit participating in the study. Attrition is a threat because it can affect
the generalizability of the sample. If a subgroup of respondents, e.g., the less afflu-
ent respondents, drop out of the study, the parameter estimates of the model could
become biased. The methods developed in this thesis are even more affected by attri-
tion due to the update scheme of the parameter estimates. The estimates of shrink-
age factors (Chapter 3) and the parameters of the multilevel models in Chapter 4
and 5 are updated in two steps: first the previous contributions of this individual is
subtracted of the summary statistics of the parameters, second the new contribution
is added to the summary statistics. The parameter estimates are updated with each
new data point. However, these individual contributions to these summary statistics
are only updated when an individual returns. So, except for the individual who just
entered, all the remaining contributions are still based on the ’outdated’ parameter
estimates. As a result, when an individual does not return in the data stream, its
outdated contributions are not updated with the new parameter estimates.
While solutions to attrition in data streams have not been extensively studied in
this thesis, two approaches have been implemented. First, in Chapter 3, the contri-
butions of those respondents which had indicated to stop participating in the panel
study, were removed from the summary statistics. However, this information of
when a respondent stops participating is not always available. The second approach
is applied in Chapter 4 and 5. In these chapters, the SEMA algorithm did additional
runs over all the individuals at given intervals. During these additional runs, the
contributions of all individuals were updated, including those who had not returned
in the data stream. Alternatively, one could also update the contributions of those
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who dropped out or do not return that often, when individuals similar to them do
return in the data stream (which is related to partial EM algorithm, Neal & Hinton,
1998; Thiesson et al., 2001).
6.4 Null Hypothesis Significance Testing
Whereas the methods discussed in this thesis can be used to make decisions sequen-
tially while the data are entering, these techniques are not intended to sequentially
test statistical hypotheses. This issue has also been touched upon in Chapter 2. It
is considered a Questionable Research Practice when the data collection is stopped
based on whether the p-value is small enough (Simmons et al., 2011). When the
data collection is stopped based on the outcome of the null hypothesis test, invalid
conclusions could be drawn based on the test results: the probability of obtaining a
p-value smaller than the chosen Type I error rate without the effect being present in
the population could be severely inflated.
Besides the inflated Type I error issue, given the research context is one of either
extremely large data sets or data streams which often result in large data sets, the
usefulness of the p-value is questionable. The size of the p-value is related to the
effect size (e.g., the observed difference between two groups) and the sample size.
When the effect size increases, the p-value becomes smaller, given that the sample
size remains the same. On the other hand, when the sample size increases and the
effect size remains the same, the p-value also becomes small, even though the effect
size is practically not meaningful. It is, therefore, preferable to focus on effect sizes
instead of p-values (Wilkinson & Task Force on Statistical Inference, 1999).
Even when the focus is on effect sizes, it is of interest to get some insight in the
variance of the estimate of the effect size. A commonly-used approach to estimate
the uncertainty of an estimate is a bootstrapping procedure. Using bootstrapped
samples, standard errors can be estimated (McLachlan & Krishnan, 2007). To es-
timate standard errors in data streams, computationally-efficient bootstrap proce-
dures are available (e.g., Owen & Eckles, 2012). An online bootstrap procedure
supplementing the developed methods provides more insight of the certainty of the
obtained effect sizes.
6.5 Future research directions for SEMA
In this chapter, various directions for future research in data streams were presented.
In Section 6.2, it was illustrated how other commonly-used techniques for the anal-
ysis of data streams could be implemented and improve the online methods devel-
oped in this thesis. In Section 6.3 challenges of analyzing data streams and potential
directions for solutions were discussed. In this last section, several future directions
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usefulness of the p-value is questionable. The size of the p-value is related to the
effect size (e.g., the observed difference between two groups) and the sample size.
When the effect size increases, the p-value becomes smaller, given that the sample
size remains the same. On the other hand, when the sample size increases and the
effect size remains the same, the p-value also becomes small, even though the effect
size is practically not meaningful. It is, therefore, preferable to focus on effect sizes
instead of p-values (Wilkinson & Task Force on Statistical Inference, 1999).
Even when the focus is on effect sizes, it is of interest to get some insight in the
variance of the estimate of the effect size. A commonly-used approach to estimate
the uncertainty of an estimate is a bootstrapping procedure. Using bootstrapped
samples, standard errors can be estimated (McLachlan & Krishnan, 2007). To es-
timate standard errors in data streams, computationally-efficient bootstrap proce-
dures are available (e.g., Owen & Eckles, 2012). An online bootstrap procedure
supplementing the developed methods provides more insight of the certainty of the
obtained effect sizes.
6.5 Future research directions for SEMA
In this chapter, various directions for future research in data streams were presented.
In Section 6.2, it was illustrated how other commonly-used techniques for the anal-
ysis of data streams could be implemented and improve the online methods devel-
oped in this thesis. In Section 6.3 challenges of analyzing data streams and potential
directions for solutions were discussed. In this last section, several future directions
specifically for SEMA are presented.
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While SEMA is extended in Chapter 5 to fit linear multilevel models with fixed
and random effects, other model extensions yet have to be developed. For example,
SEMA as described in this thesis, cannot fit a model with more than two levels. As an
illustration let us return to the baseball example from Chapter 1: a two-level model
could be the batting observations nested within the baseball players; the third level
in this example are the teams in which the baseball players are nested. Another ex-
tension of the SEMA algorithm could be a crossed random effects model. This model
assumes that the observations are nested within more than one grouping, whereby
the groupings themselves are not nested: observations nested within customers and
the same observations are also nested within different webpages.
Finally, the SEMA algorithm currently fits linear multilevel models. The linear
multilevel models are part of a larger framework of multilevel models, namely the
Generalized Linear Mixed Models (GLMM, Skrondal & Rabe-Hesketh, 2004). The
GLMM framework also contains multilevel models for variables which are not con-
tinuous. However, if the outcome variable is categorical, model fitting could be
severely complicated because the likelihood function can often not be straightfor-
wardly maximized (Bock & Aitkin, 1981; Breslow & Clayton, 1993), which is true
even in static data sets. Chapter 3 presents some heuristic online methods to deal
with binary outcomes in the context of data streams with nested observations and it
might be interesting to explore whether these can be converted into full multilevel
models.
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Summary
The technological developments of the last decades, e.g., the introduction of the
smartphone, have created opportunities to efficiently collect data of many individ-
uals over an extensive period of time. While these technologies allow for intensive
longitudinal measurements, they also come with new challenges: data sets collected
using these technologies could become extremely large, and in many applications
the data collection is never truly ‘finished’. As a result, the data keep streaming in
and analyzing data streams using the standard computation of well-known mod-
els becomes inefficient as the computation has to be repeated each time a new data
point enters to remain up to date. In this thesis, methods to analyze data streams
are developed. The introduction of these methods allows researchers to broaden the
scope of their research, by using data streams.
In Chapter 2, multiple approaches for analyzing data streams are discussed,
though the main focus of this chapter is on online learning. Online learning means
that the parameter estimates are estimated while the data enter, without going back
to older data points to update the parameter estimates. In this chapter, the standard
computations of several common models for independent observations are adapted
such that these models could be computed online in data streams. These online
computations are illustrated with R code, e.g., to compute correlation and linear re-
gression online. For more complex models that do not have simple (closed-form)
computations, Stochastic Gradient Decent is introduced. This method approximates
the solution (e.g., the Maximum Likelihood solution), a data point at a time. This
optimization method is illustrated by fitting a logistic model to a data stream.
Chapter 2 focuses on data streams consisting of independent observations. How-
ever, data streams often consist of observing the same individuals repeatedly. Ob-
serving the same individual multiple times creates a nesting in the data. Many statis-
tical models, however, assume that the observations are not nested, or independent.
In Chapter 3, four online methods for the analysis of nested observations in data
streams are developed. These four methods combine the observations of an indi-
vidual with the data of all the other individuals, to obtain more accurate predictions
than when using only the individual’s observations. However, fitting a model that
accounts for both nested observations and binary outcomes in a data stream can be
computationally challenging. The four methods that are presented in this chapter
are based on existing shrinkage factors. The prediction accuracy of the offline and
online shrinkage factors is compared in a simulation study. While the existing meth-
ods differ in their prediction accuracy, the differences in accuracy between the online
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and the offline shrinkage factors are small.
A model-based approach to analyze data streams with dependent observations is
discussed in Chapter 4. Data sets with nested structures are typically analyzed using
multilevel models. However, in the context of data streams, estimating multilevel
models can be challenging: the algorithms used to fit multilevel models repeatedly
revisit all data points and, in the case that new data enter, have to redo this proce-
dure to remain up to date. Chapter 4 presents a solution for this problem with the
Streaming Expectation Maximization Approximation (SEMA) algorithm for fitting
random intercept models online. The performance of SEMA is compared to tradi-
tional methods of fitting random intercept models in a simulation study and in an
empirical example. The prediction accuracy of SEMA is both competitive and orders
of magnitude faster than traditional methods.
Chapter 5 provides an extension of the SEMA algorithm to allow online multi-
level modeling with fixed and random effects. In a simulation study, models with
random intercepts and slopes and fixed effects on both the level of the individual
and the level of observations are included. The SEMA algorithm is able to accu-
rately estimate the parameter values. The performance of SEMA is also illustrated
using an empirical example, where individuals’ weight is predicted in a data stream.
In this example, the prediction accuracy of SEMA and the traditional methods are
very similar.
Finally, Chapter 6 discusses the contributions, such as estimating multilevel mod-
els efficiently in data streams, and limitations, such as the small scale study of con-
vergence, of the work presented in this thesis. Directions for further research are
provided, such as how SEMA could be extended to fit other models as well and how
related fields could make use of the work presented in this thesis.
Samenvatting
In de afgelopen decennia hebben er veel technologische ontwikkelingen, bijvoor-
beeld de opkomst van de smartphone, plaatsgevonden. Deze technologische ont-
wikkelingen hebben nieuwe mogelijkheden gecreëerd om over lange periodes data
van veel mensen tegelijkertijd te verzamelen. Doordat de dataverzameling nu op
een grotere schaal kan plaatsvinden, ontstaan er nieuwe uitdagingen: de databe-
standen, die verzameld worden met deze methodes, kunnen zeer groot worden.
Om deze databestanden te kunnen verwerken en analyseren moet er zowel genoeg
opslag- als rekencapaciteit zijn. Een bijkomend probleem is dat het niet altijd duide-
lijk is wanneer de dataverzameling afgelopen is, aangezien nieuwe data continu het
computergeheugen binnen blijven stromen. De standaardmethodes om data te ana-
lyseren zijn veelal niet geschikt om deze datastromen te analyseren: deze methodes
veronderstellen namelijk dat alle data tegelijkertijd beschikbaar zijn in het compu-
tergeheugen. Hierdoor moet een analyse steeds opnieuw uitgevoerd worden om ge-
bruik te kunnen maken van de nieuw binnengekomen data. In deze thesis worden
methodes besproken en ontwikkeld, die 1) het resultaat van een analyse eenvoudig
aanpassen aan de hand van nieuwe data, zonder de analyse opnieuw uit te voeren;
en 2) het overbodig maken om observaties op te slaan.
Eerst worden de bestaande methoden besproken en geïllustreerd in hoofdstuk
2. De focus van dit hoofdstuk ligt op de online learning methode. Deze methode
past eenvoudig de uitkomst van een analyse aan wanneer nieuwe data binnen ko-
men, zonder gebruik te maken van de oude data. De data punten hoeven daarom
niet opgeslagen te worden. Voor een aantal veelgebruikte modellen wordt (met R
code) de aangepaste (online) manier van schatten gepresenteerd (bijvoorbeeld een
gemiddelde of een lineaire regressie). De berekening van sommige modellen kan
echter niet eenvoudig aangepast worden zodat ze online berekend kunnen worden.
Een voorbeeld van zo’n model is het logistische model, dat gebruikt wordt om een
binaire uitkomst te voorspellen. Om dit soort modellen toch te kunnen gebruiken in
een datastroom zijn meer complexe technieken nodig. Met R code laten we zien hoe
Stochastic Gradient Descent, een online benaderingsmethode, een logistisch model
schat.
In de sociale wetenschappen bestaan datastromen vaak uit herhaalde metingen
van dezelfde personen, bijvoorbeeld of iemand wel of niet op een website op adver-
tenties klikt. Het herhaaldelijk observeren van dezelfde persoon creëert een samen-
hang (of afhankelijkheid) tussen de observaties die van dezelfde persoon afkomstig
zijn: twee observaties van dezelfde persoon lijken waarschijnlijk meer op elkaar dan
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twee willekeurige observaties die niet van dezelfde persoon afkomstig zijn. Echter,
voor observaties die afhankelijk zijn, is het schatten van de daarvoor geschikte model-
len complex, met name als de uitkomst binair is. In hoofdstuk 3 worden vier online
methodes ontwikkeld, die rekening houden met de samenhang tussen de observa-
ties van dezelfde persoon en met een binaire uitkomst. De nieuwe online methodes
zijn gebaseerd op reeds bestaande shrinkage methodes. Shrinkage methodes com-
bineren de observaties van een persoon met de data van alle andere personen. Op
deze manier worden er accuratere voorspellingen gemaakt dan voorspellingen die
alleen gebaseerd zijn op de observaties van iedere persoon afzonderlijk. Uit een si-
mulatiestudie blijkt dat er nauwelijks verschillen zijn tussen de online manier versus
de standaard manier van schatten van de shrinkage methodes.
In het volgende hoofdstuk wordt een methode besproken die gebaseerd is op
een veelgebruikt model wanneer de observaties gegroepeerd zijn. Het model heet
het multilevel model: het lagere level (level 1) duidt de observaties aan en het ho-
gere level (level 2) geeft de personen weer. Het schatten van zo’n multilevel model
is lastig in een datastroom, omdat de gebruikelijke methodes alle data in het com-
puter geheugen nodig hebben en herhaaldelijk deze data gebruiken om het model
te kunnen schatten. In hoofdstuk 4 wordt een nieuw algoritme ontwikkeld dat het
multilevel model kan schatten zonder gebruik te maken van oude observaties. Het
algoritme heet SEMA: Streaming Expectation Maximization Approximation en het
is gebaseerd op een bestaand algoritme om het multilevel model te schatten. In een
simulatie studie en met bestaande data wordt het random intercept model, een een-
voudig multilevel model, geschat. De standaardmethode en het SEMA algoritme
presteren vergelijkbaar, terwijl SEMA vele malen sneller is dan de standaardme-
thode.
Hoofdstuk 5 is een uitbreiding van het SEMA algoritme zodat niet alleen het
random intercept model geschat kan worden, maar ook complexere multilevel mo-
dellen. Met deze uitbreiding kan SEMA modellen met meerdere fixed effecten en
random effecten schatten in een data stroom. Fixed effecten zijn effecten die voor
alle personen even groot zijn. Random effecten daarentegen kunnen verschillen per
persoon. We laten aan de hand van een simulatiestudie en de analyse van bestaande
data zien dat SEMA multilevel modellen met fixed effecten op beide levels, random
intercepts en random slopes kan schatten. In beide gevallen is SEMA goed in staat
om accurate voorspellingen te maken terwijl de data binnen komt.
Tot slot, in het laatste hoofdstuk worden de bijdrage, zoals multilevel modellen
efficiënt kunnen schatten in een data stroom, en limitaties, zoals een beperkte ana-
lyse van convergentie, van deze thesis besproken. Verder worden ook richtingen
voor vervolgonderzoek besproken zoals bijvoorbeeld hoe het SEMA algoritme nog
verder uitgebreid kan worden en hoe gerelateerde velden gebruik kunnen maken
van het werk besproken in deze thesis.
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Buiten mijn twee vaste begeleiders, kon ik altijd rekenen op de hulp en uitleg
van de andere collega’s binnen het departement. Marcel van Assen, bedankt voor
de ‘spar’-momentjes wanneer we het eigenlijk alle twee niet echt wisten maar je me
toch weer op weg wist te helpen. Marcel Croon, bedankt dat u plaats wilt nemen in
mijn commissie. Uw deur stond altijd voor me open en uw wiskundige kennis heeft
me vele malen vooruit geholpen. Katrijn, ik kon altijd bij je aankloppen of ik nu een
presentatie wilde oefenen of ergens vastliep in mijn papers, bedankt!
Verder wil ik graag mijn collega’s bedanken voor alle gezelligheid op kantoor, de
borrels, tijdens de IOPS cursussen en conferenties. Mijn kantoorgenootjes Robbie,
voor de vele doorgestuurde linkjes naar alle financiele documenten die ik nooit kon
vinden, en de R support waar ik altijd kon rekenen, Chris en Niek voor alle discus-
sies en vele koppen koffie, mede namens mijn koffieverslaving, bedankt! Mede-VICI
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leden, zowel de huidige als de voormalige: Margot, Zsuzsa, Daniel O., Jeroen, Ka-
trijn, Kim, Laura, Davide, Mattis, Erwin, Niek, Geert, Leonie, Pia, Reza, ik heb veel
van jullie papers en jullie feedback mogen leren. Uiteraard vergeet ik de Bayes club
met Jeroen, Jesper, Joris, Florian, Davide, Geert, Dino, en Sara ook niet!
Onderwijs geven is een van die taken waar ik elk jaar weer naar uitkeek, tot on-
geveer halverwege het blok dan “was ik er wel weer klaar mee” en wilde ik “weer
gewoon m’n werk doen”. Leoni, Josine, Jules, Reza, Eva, Hannah, Chris, Inga, Ka-
trijn, John en Luc, ik heb erg genoten om met jullie het onderwijs te verzorgen. Wilco,
bedankt voor de organisatie van het onderwijs en dat ik bij je terecht kon met alle
vragen, opmerkingen en frustraties. Guy, als groentje ben ik bij jouw vak MTO-A-
MAW begonnen 7 jaar geleden, bedankt voor het vertrouwen en de support ook in
de vele jaren daarna.
Verder wil ik nog de secretaresses van MTO bedanken, Marieke, Liesbeth, en
Anne-Marie. Bedankt voor alle support en al het geregel! Zonder jullie was ik nu
waarschijnlijk nog steeds aan het zoeken naar de juiste formulieren.
Naast mijn collega’s wil ik ook mijn vrienden bedanken. Allereerst mijn para-
nymfen Erwin en Hilde, bedankt dat jullie straks achter mij willen gaan staan. Be-
dankt dat jullie steeds opnieuw voor me klaar staan. Ook al is het straks wellicht
wat meer uit het oog, zeker niet uit het hart.
Tom, we zijn het nooit met elkaar eens, toch heb ik veel van je geleerd, en je
schrijven is iets waar ik altijd jaloers op zal zijn.
Daniel Pineda, Drew, Matt, and Colin a big thank you for welcoming me into
your house. Thanks for giving me the full American experience by inviting me to
the Super Bowl party and the ‘lovely’ election season. Daniel, thank you for showing
me around.
Continuing in English, Adam thank you for sharing your stories and always
offering a listening ear. Greta, I am already looking forward to our next city trip.
Aan mijn tijd bij Rataplan heb ik veel vrienden overgehouden. Janneke, Niek,
Liselot, Letje, Peppie, Sanne, Fons, Hilde en Marius. Wat heb ik met jullie geweldige
tijden beleefd, op het terras, in de langeboom, op de vloer, kanoën, NSK, etc. etc.
etc.! Door jullie weet ik dat er meer bestaat dan alleen mijn proefschrift. Sanne, met
je mooie gezinnetje, dankjewel voor je vriendschap, je bent me dierbaar. Hilde en
Marius, bedankt voor de klustherapie om alle phd en gerelateerde stress van me af
te zetten, jullie zijn fantastisch!
Ik wil mijn familie bedanken, pa, ma, Marco, Agnita en Lucas. Bedankt voor
jullie steun in de afgelopen jaren.
Jeroen, bedankt voor je geduld en samen met jou in Mestreech, kump alles good!
