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ABSTRACT 
Bafra, Arda Karnil. M.S.E.E., Purdue University, December 1994. Image Processing and 
Computer Graphics Algorithms for Surface Rendering from MRI Data. Major Professor: 
Okan K. Ersoy. 
The reconstruction of objects in three dimensions, from two-dimensional MRI 
(Magnetic Resonance Imaging) slices is a powerful tool for better understanding of 
anatomical structures. In this work, a combination of image processing and computer 
graphics techniques has been used to develop the required algorithms for surface rendering 
of anatomical structures from MRI data. Surface rendering is performed in two stages. 
In the first stage, image processing techniques have been used to develop the required 
algorithms for the extraction of the data, which is then transferred to a computer graphics 
environment. The proposed algorithms are for successive automatic segmentation using 
Markov Random Fields or simple amplitude thresholding where possible, automatic 
starting point finding and boundary extraction, B-spline interpolation, matching and 
aligning the data. The last three steps, which are interpolation, matching and aligning the 
extracted data serves as a preparation stage for the computer graphics environment and have 
been developed considering this second stage. Then, the data is converted to a computer 
graphics data transfer format and transferred to a graphics hardwardsoftware environment. 
In this stage, where the success depends very much on the success of the first stage, the 
required computer graphics techniques such as B-spline surface/curve fitting, skinning, 
texture mapping, rendering, and animation are investigated for a more realistic and accurate 
surface rendering of anatomical structures. 
- viii - 
1. INTRODUCTION 
Surface rendering is a technique for the display of data in three dimen~sions. In our case, 
this is the MRI (Magnetic Resonance Imaging) data in the form of gray llevel images, each 
of which represents a corresponding member of the set of MRI slices, taken at small equal 
distances (such as 1 mm) throughout the body of the subject. Thus, the aim is to be able to 
reconstruct the objects (anatomical structures) in three dimensions, fronn 2-D MRI slices. 
Since this serves as a powerful tool in better understanding of anatomical structures, the 
realism and accuracy of rendering is very important. This is a challenging problem, in the 
sense that, due to the nature of acquisition of MR images, the measurement noise might be 
a major disadvantage in an effort to obtain the desired level of accuracy and realism for 
rendering. 
In this work, we have used a combination of image processing and computer graphics 
techniques to develop a particular set of algorithms for surface rendering of anatomical 
structures from MRI data. Surface rendering has been performed in two stages. The main 
objective of the first stage is to apply certain image processing techniques to extract the 
required data set from the MRI slices, which is then transferred to a computer graphics 
hardwardsoftware environment. This stage includes algorithms for successive automatic 
segmentation of the MR images, automatic starting point finding and boundary extraction, 
interpolation and data reduction, and matching and aligning of the extr;acted data. In the 
second stage, where the success depends mostly on the success of the first stage, the 
extracted data is converted to a standard computer graphics data transfer format, and 
transported to a graphics hardwardsoftware environment. The required computer graphics 
techniques such as B-spline surfacdcurve fitting, skinning, texture mapping , rendering 
and animation are investigated for a better realism and accuracy of the resulting surface 
rendering of the anatomical structures. 
The first step of the first stage is the successive segmentation of the :MR images. This 
step is investigated in Chapter 2. In our work, we have used two different segmentation 
methods based on region identification. In segmentation methods based on region 
identification, the regions showing similar properties are found, which in turn are used for 
boundary extraction. The first method used is amplitude thresholding. This method is 
simple and time efficient to use, and it gives useful results, if the a.mplitude features 
sufficiently characterize the particular anatomical structure of interest, throughout the slices 
it exists. In Section 2.2, The details of how and when this method can be applied for 
segmentation of some anatomical structures in MR images are investigated. The second 
method, that has been used for segmentation is based on a Markov R d ~ m  Field approach 
which is described throughout the rest of Chapter 2. This method could be used, and gives 
impressive results, for the segmentation of those MR images where simple amplitude 
thresholding does not give useful results, because the amplitude features do not sufficiently 
characterize the particular anatomical structure of interest. This rr~ethod is applied 
successively to the segmentation of all the required MR images, in such a way that, it can 
be performed automatically, where each segmented image serves as a training image for the 
segmentation of the next image. 
The second step in the extraction of the data pertaining to a particular anatomical 
smcture from the set of MR images is boundary extraction for that st:ructure, using the 
images segmented automatically with one of the appropriate techniques a; explained above. 
This second step can be performed either after or together with the segmlentation step. The 
boundary extraction for a particular MR image is performed using tlne corresponding 
previous and current segmented images, together with the location of the corresponding 
starting point of the extracted boundary for the previous image. Therefore, once the starting 
point for the very fust image is given as the training information, the starting points for the 
other images are found automatically through block matching. After the starting point is 
found, the second step is to follow the contour around the object so as to extract the 
boundary. This second step of boundary extraction is described in Chapter 3. 
After the boundary extraction is performed on the set of the segmented MR images, the 
next step is to obtain our fmal reduced and ordered data set, which is then transferred to a 
computer graphics environment. This step, which includes interpolation and boundary 
matching for the extracted data, is described in Chapter 4. Using interpolation, the extracted 
data set is converted to a reduced data set, where the number of points in each slice is the 
same. For this purpose, a B-spline interpolation representation, which is common to 
computer graphics systems, is used. As a result of interpolation, considerable data 
reduction and equal number of points is achieved. However, the data set may still be 
unordered, in the sense that the corresponding points may not be aligned throughout the 
slices and the contour directions may alternate. Therefore, matching of the starting points 
and directions is performed using correlation, as explained in Chapter 4. 
Finally, as a result of segmentation, boundary extraction, interpolation and matching of 
the MRI data, the extracted data is ready for transportation to a computer graphics 
hardwarelsoftware environment. The extracted data is represented in a standard graphics 
data transfer format. The particular data transfer format that has been used is the IGES 
format, which is the Initial Graphics Exchange Specification. In Section 5.2, 
the conversion of data into this format is described briefly. After the transfer of the data into 
a computer graphics environment, the extracted data is rendered using standard computer 
graphics techniques, which is performed following a certain sequence as described 
throughout the rest of Chapter 5. The steps followed include B-spline su~facelcurve fitting, 
skinning, texture mapping, rendering and animation. The use of these techniques are 
investigated for a better realism and effectiveness of surface rendering from MRI data. 

2. TISSUE CLASSIFICATION AND SEGMENTATION OF 
MR IMAGES 
2.1 Introduction 
Tissue classification of magnetic resonance (MR) images is a proce:ss in which image 
elements (pixels for a two-dimensional classification) representing the same tissue type are 
grouped together . The process of assigning class labels to all pixels in ,a two dimensional 
pixel array is called segmentation . The nature of the acquisition of MI3 images suggests 
that the process of segmentation and classification are interleaved, and so the terminology 
of classification and segmentation be the same . We will adopt the term segmentation in this 
thesis. 
The purpose of segmenting MR images is to quantify the different tistsue types and then 
to display the anatomical structures formed by the same tissue type in th,ree dimensions. In 
our case , we have used a segmentation process in two-dimensions in order to obtain a 
segmented image from each MRI slice . The set of segmented MR image:s in turn serves as 
a starting point for the boundary extraction algorithm, discussed in Chapter 4. Thus, we 
have developed the segmentation algorithm in such a way that it would lead to a satisfactory 
performance when our boundary extraction algorithm is applied to the segmented set of 
images. 
In general, image segmentation methods can be divided into two different 
approaches [ l]  : (1) methods based on edge detection , and (2) methods based on region 
identification . In methods based on edge detection, first the local discontinuities are 
enhanced. An edge can be defined as a discontinuity in the image characteristics within a 
local region. In order to form closed boundaries surrounding regions, a further step of 
linking of the edges that correspond to the boundary of a single anatomical structure is 
required. In methods based on region identification , the regions showing similar properties 
are found which in turn are used for boundary extraction . 
Due to the nature of acquisition of MR images , MRI slices exhibit a~ certain amount of 
noise, especially throughout the object boundaries. Also, often there are lonly small contrast 
differences between regions of an MR image. While the edge detection method can 
guarantee the formation of regions with closed boundaries , those boundaries are 
sometimes inaccurate in case of MR images, since the edge detection process is very 
sensitive to noise, especially between regions with small contrast differences. 
In our algorithm, we have used two different methods based on region identification. 
The first method is amplitude thresholding. This method is useful for a:gmentation of the 
MR images if the amplitude features sufficiently characterize the particular anatomical 
structure of interest throughout the slices where the structure exists. How this method can 
be applied for some simple anatomical structures in MR images is described in the next 
section. The second region-based method we have used is based on a. Markov Random 
Field approach which gives impressive results in segmentation of MR images . This 
approach will be explained throughout the rest of this chapter, beginning with Section 2.3. 
2.2 Amplitude Thresholding 
The simplest technique in the category of region identification methods is amplitude 
thresholding . The major advantage of this technique to other techniques is that the time 
cost is much lower than those of other techniques. Furthermore, since different tissue types 
occupy different ranges of intensity in MR images, the amplitude thresholding technique 
can give adequate results at a comparatively low time cost. This techni'que however does 
not work well for the extraction of every anatomical structure , whereas kt works quite well 
for the extraction of those simpler structures which occupy a certain range of intensity 
which stands out from the range of intensity of its surrounding. 
Thus, for the extraction of certain anatomical structures in MR images which exhibit the 
properties explained above, this technique of amplitude thresholding works as well as any 
sophisticated technique, and can be performed automatically in a very short amount of time. 
For other more sophisticated structures, however, where amplitude thrlesholding without 
any user interaction does not give satisfactory results, either a user int'eraction where an 
expert can correct the results of the segmentation can be provided, or a better segmentation 
technique could be used which would enable a more accurate and autoniatic segmentation, 
at a comparatively higher time cost than the amplitude thresholding technique. 
Threshold selection is an important step in this method. There are several commonly 
used approaches for the selection of the threshold [2]. However, i.n the case of the 
segmentation of the anatomical structures that exhibit the properties exp1.ained above, it is a 
simple task, which can be performed by the user, through examining the histogram of the 
MR image. The location of the peaks and the valleys should be determined. The valleys 
which correspond to the beginning and the end of the range of the intensities for the 
particular anatomical structure we are looking at can be used for selecting the lower and 
upper thresholds. For some structures which occupy all the high (or low:) intensities only, a 
single threshold selected at the 'Natural Break' point of the histogram for that particular 
structure, can be used for segmentation of the MR image, examining the valleys and the 
peaks to determine that break point. 
An example for the segmentation of the MR images using amplitude thresholding is 
illustrated in Figures 2.1,2.2 and 2.3. The original image taken from the real application is 
shown in Figure 2.1. Here the aim is to segment the image for the extraction of either of the 
left or right kidneys. The histogram for this image is shown in Figure 2.2. As seen from 
the image and its histogram, the kidneys occupy a certain range of intensities which stands 
out from their surroundings. Thus, they satisfy the properties explainled above, and are 
good candidates for amplitude thresholding. If the histogram of the MR image shown in 
Figure 2.2 is examined, the valley and the peak for the kidneys are easily recognizable. 
Thus, the natural break point shown in this figure, which is the midpoint of the valley can 
be selected as the threshold for this segmentation technique. The result of this 
segmentation, where the two kidneys are clearly separated from theiir surroundings is 
shown in Figure 2.3. The next step is to use this segmented image for the extraction of the 
boundaries of either of the kidneys. 
Throughout the rest of this chapter, we will examine the second method we have used 
for the segmentation of the MR images, using a Markov Random Field approach, for the 
extraction of the anatomical structures which do not exhibit the properties which would 
enable the amplitude thresholding explained above work well. 
Fig. 2.1. Segmentation using amplitude thresholding: the original MR image. 
The purpose is to segment the image for the extraction of the Iddneys. 
Fig. 2.2. The gray level histogram for the image in Fig. 2.1. 
Fig. 2.3. The result of the segmentation of the image in Fig. 2.1. 
2.3 Background for the Application of Markov Random Field Image 
Models 
Application of random field image models to segmentation of images has been the 
subject of much recent interest (e.g. [3], [4], 151, [6], [7], [8]). The appllication of random 
field models to segmentation of MR images has also been an important research topic in the 
area of Magnetic Resonance imaging (e.g. 191, [lo], [ I l l ,  [12]). Our interest here is in the 
application of Markov Random Field models for segmentation of MR images. In order to 
be able to explain our approach on a mathematical basis, some requiired mathematical 
preliminaries will be explained, first. 
2.3.1 Mathematical preliminaries 
Definition 2.1: A lattice S is an array of pixels, or sites in a discrete image, that is, 
S =  {(ij) : O l i S N i - 1 , O l j l N j - 1 )  
for an Ni x Nj image. 
For a square image, let N = Ni = Nj and M = N2 . It will be assumed that the image is 
square, unless otherwise stated. 
Let X denote the observed image process, that is, 
X = {X,, t E S) ,  
where X, is a random variable associated with the distribution of the gray level 
intensity of pixel, or site t. Let O be the state space on which X is defined . 
In other words, Q is the set of all possible (gray ) values that the randola variable X, can 
take for all t in S. A 'coloring' is an assignment of values from the finite set 
O = { 0,  1 , . . . ,o - 1 ) to all sites t. In our case 'colors' are gray values, SO o = 2 for binary 
images, o = 256 for 8-bit images. In segmentation, 'color' is the pixel label so o is the 
number of pixel categories or classes. 
The sample space, which will be denoted by Q, is the set of all possible realizations of 
discrete images, that is, Q = {x = (xO,xl, ... , x ~ - ~ )  I xk E O for all k (E [O,M-1] ). Let 
y be the (smallest) o-algebra , which is the class of all subsets of :!2, which has the 
property that a probability measure can be assigned to every member of y ~ .  
Definition 2.2: A random field is the triplet &,y,P> , wherle i2 is the sample 
space, y is the smallest a-algebra on and P is a probability measure w:ith domain y. 
A random field model is a specification of P for a particular class of random variables, 
which are the random variables representing gray level intensities in an image in our case. 
If M = N~ is the number of pixels, or sites in an image, a randorr~ field model is a 
distribution for the M-place random vector X which contains a random variable X , for each 
t E [O,M- 1] , for the gray level intensity at site t . 
Next, we will define the notion of neighborhood which is central to Markov Random 
Field models, where q = {q, I t E S} will be denote the neighborholod system on the 
lattice S. First we need definitions for what is meant by a neighbor and a clique. 
Definition 2.3: Site r is a neighbor of site t # r if the probability 
P ( X t = x t I a l l X k = x k ,  k # t )  
depends on x, , which is the value of X, . 
Definition 2.4: A clique is a subset of S , in which all pairs of sites are mutual 
neighbors, where neighborhood relationship is defined as in Definition '2.3. 
A clique, by definition may consist of a single site or multiple sites. We are now ready 
to define what is meant by a neighborhood system. 
Definition 2.5: A neighborhood system q on the lattice S , denoted by 
q = {qt I t E S} is the orderedclass {qI ,q2 ,  . . . , q ~ } ,  where q t  denotes the set of cliques 
containing site t. 
The usual neighborhood system in image analysis will be adopted here. The first-order 
neighbors of a pixel are defined as the four pixels sharing a side with the given pixel. 
Second-order neighbors are the four pixels sharing a comer with the pixel. 
Higher order neighbors are defined similarly. Figure 2.4 illustrates the orders of geometric 
neighbors of site t. 
By definition, the clique types for an nth order neighborhood system, is all possible 
subsets of S, where all pairs of sites are mutual neighbors of order less than or equal to n. 
Figure 2.5 shows the clique types for the 2nd order neighborhood. 
2.3.2 Markov random fields on a lattice 
A Markov Random Field (MRF) is defined in terms of local properties. Suppose that the 
notion of neighborhood is defined in a probabilistic sense as in Definition 2.3. Let Slt 
denote all sites in S except site t itself. Moreover, let t' denote all sites in the neighborhood 
of site t , excluding site t itself. If site t is denoted by (i,j) where (i,j) E S and t = (i- l)*N+j 
for a square NxN Lattice S, for a second order neighborhood, 
Thus, Xta refers to the set of colors(gray levels) for these eight sites for a second order 
neighborhood, whereas Xsit refers to the set of colors for all M sites, excluding site t 
itself. 
Definition 2.6. A random field, with respect to a neighborhood system q, is a 
discrete Markov Random Field if its probability mass function satisfies the following 
properties: 
(i) P(X=x) > 0 for all XE i2 (Positivity) , 
(ii) P(X t=x tlXs\t=xs\t) = P(Xt=x tlXte=xtn) (Markovian Property11 and 
(iii) P(Xt=xtlXt-=xtl) is the same for all sites t in S (Homogeneity) . 
Specifying the conditional probabilities in (ii) establishes a local model which 
specifies the local characteristics of the random field. In fact, the 1oc;al characteristics 
completely define any finite random field [13]. This applies to our case: where we have a 
finite lattice scheme representing the support for an MR i:mage. Therefore, 
the MRF defined on this finite lattice is completely defined by the local characteristics, that 
is, the conditional probabilities in (ii) which also satisfies the Markov property. 
Fig. 2.4. Orders of geometric neighbors of site t. 
Fig. 2.5. Clique types for the second order neighborhad. 
A unique Gibbs Random Field (GRF) exists for every Markov Rand'om Field and vice- 
versa [14], as long as the Gibbs Random Field is defined in ternis of cliques in a 
neighborhood system. A discrete Gibbs Random Field provides a gl'obal model for an 
image [15]. The probability mass function for a Gibbs distribution define:d on a finite lattice 
S has the following form : 
where U(x) is called the energy function and Z is the normalizing constant which is called 
the partition function. The energy function U(x) has the following form: 
where Q is the set of all cliques in a neighborhood system q and thr: function Vc(x), 
defined on R is called the clique function or the potential and depends only on the 
colors(gray levels) of sites in clique c. Again, Z is simply the normalizing constant, that is, 
Specification of potentials (clique functions) establishes a global model, whereas 
specification of conditional probabilities as described establishes a local model. Due to the 
equivalence of Markov Random Fields and Gibbs Random Fields, however, defining a 
Markov Random Field considering cliques or neighborhoods or  defining a Gibbs Random 
Field considering cliques, both would give a valid global and local distributions. 
The functional form of the conditional probability distribution for a Markov Random 
Field is limited by Hammersly-Clifford theorem [14], in order to achievle a consistent joint 
probability structure. Thus, in Hammersly-Clifford terminology , the local and global 
Markovian properties are equivalent. The functional form of the conditional probability 
distribution for a binary second-order MRF will be given as an example. This is the 
conditional distribution we have used in our application to MR images. 
The order of the Markov Random Field on a lattice depends on the: size of the clique 
types, that is the order of the neighborhood system used. Let Q1 denote the neighbors of 
site (i,j) E S for a first order model and Q2 for a second order model. Thlen, 
Ql = { (ij- l),(i,j+ l),(i-1 ,j),(i+l,j) 1, and (2.5) 
Again, Figure 2.4 shows the order of the geometric neighbors of site t, and Figure 2.5 
shows the clique types for a second-order neighborhood. 
Definition 2.7. A Markov Random Field is called a Binary Markov Random Field, 
if the corresponding state space O consists of only two values 0 or 1, that is, O = {0,1}. 
Example 2.1. Binary second-order MRF 
For convenience of notation, let s represent x and R = [ul,~2,~:I,~4,~1,~2,~3,~4]T 
represent the partial realization ~~(i,j-~)~~(i,j+~)~~(i-~,j)~~(i+~,j)~~(i-~,j-~)~~(i+~,j+~)~ 
x(i-l,j+l),X(i+l,j-l))T . The location of uk 's and vk 's are illustrated in Figure 2.6. The 
conditional probability structure is greatly simplified for binary MRF. As a result of the 
Hammersly-Clifford theorem, the conditional probability distribution for a binary second- 
order MRF can be obtained [ 141 and it has the following form: 
where, 
K ( R , ~ )  = O T ( ~ )  - e , 
e = [a7~i,~2,~i,~2,51,52,53,54,~~T  and 
Fig. 2.6. The location of uk's and vk's. 
Here, 8 is the arbitrary parameter vector. 
2.4 Segmentation of MR Images Using Markov Random Fit:lds 
In this section, we describe our algorithm for successive segmentation of MR Images, 
using Markov Random Fields. In our case, we had MRI slices, each 1 mm apart, covering 
the whole canine body. The extraction of each anatomical structure within the body has 
been performed separately. The segmentation of the MR image, which is the first step of 
the extraction process, is performed for a particular anatomical structure, using the random 
model estimated from the previous slice. This process is continued u:ntil that particular 
anatomical structure is extracted from the rest of the body throughout the slices in which it 
exists. 
Let the set of the object labels to be used in the segmentation process be L = 
{11,12,...,1k}, where k is the number of object labels. For the binary case k=2 and 
L={0,1}. The observable image, that is, the set of observable random variables is denoted 
by Y = {Y l,Y2,...,YM}, where M is the size of the image and Yt is the observable 
random variable for the (gray level) pixel intensity at site t. Let the true pixel labeling be 
denoted by x' = {x '~ ,x '~ , . . . , x '~} .  The objective of segmentation is to .find an estimate of 
x'. The true labeling x' is a realization of the Markov Random Field imposed upon the set 
of random variables X = {X 1 ,XZ,...,XM }, where each X t  can take a value in the label 
set L. The Markov Random Field serves as a prior distribution for the pixel labeling 
(segmentation). 
The objective in image segmentation is to be able to find the optimal t:stirnate of the true 
labeling x', given the observed image to be segmented, that is Y:=y, and the prior 
information in the form of a Markov Random Field imposed upon X. The MAP (Maximum 
A-Posteriori) method that will be used, uses the Bayesian formulation to choose the 
estimate 2, which maximizes the posterior probability of x=G, given that Y=y, that is, it 
maximizes 
with respect to x. In Bayesian framework, 2 is the maximum a posteriori (MAP) estimate 
of the true scene (labeling) x'. 
The MAP procedure for solving the segmentation (labeling) problem presents a 
considerable computational challenge [16]. Among those algorithms proposed in the 
literature for MAP estimation are Simulated Annealing [3], ICM-Iterated Conditional 
Modes [4], and MPM-Maximiser of posterior Marginals [17]. The objective of the 
simulated annealing algorithm is to find the MAP estimates for all the pixels 
simultaneously. The computational demands associated with this algoritllm is considerably 
excessive. The two other algorithms (ICM and MPM) are computationally feasible 
approximations to the MAP estimates. Next, the ICM method which is used for 
segmentation in our case is described. 
2.4.1 ICM - Iterated Conditional Modes 
The ICM algorithm was as an approximation to maximum probability estimation that the 
algorithm was first proposed, although it is no longer viewed merely in that light [4]. The 
ICM method is a computationally feasible alternative to the other techniques, such as 
simulated annealing [3]. It depends on updating the scene pixel by pixel, and the 
convergence is assured. The algorithm may be modified to be able to use synchronous 
updating, which may work faster especially with a matrix language, however, convergence 
may no longer be guaranteed and oscillations may occur [4]. 
Let 2 denote a provisional estimate of the true scene (labeling) x'. The aim at each step 
of the ICM algorithm is to update the current color (pixel label) Gt at siite t, using all the 
available information. Then, the color which has maximum conditional probability, given 
the observed image Y=y and the current reconstruction 2s\t elsewhere is taken as a 
reasonable choice. Thus, the new zt maximizes P(X t = x t l ~  =y,~s \ t=zs \ t ) .  In developing 
the methodology of the ICM algorithm, the two following basic assumptions are made. 
First, it is assumed that the random variables Y l,Y 2,...,Y are conditionally 
independent and each Yt has the same known conditional probability distribution 
f (ytlxt) = P(Yt=ytlXt=xt), which depends only on xt. Thus , the cond.itiona1 probability 
distribution of Y=y, given X=x, has the following form: 
The assumption that f is known is usual and it can have any form depending on the 
observed images of the training data. The second assumption is that the true coloring x '  is a 
realization of a locally dependent Markov Random Field, which is indeed true in our case. 
Thus, due to the Markovian property as defined in Definition 2.6, for and all t~ S, again, 
the following holds: 
Thus, it follows from Bayes' Theorem and from (2.12) and (2.13) that 
Therefore, the following is the algorithm for estimating pixel labels by ICM method: 
(i) Choose an MRF model for the true pixel labels X. 
(ii) As an initial z, choose xt as the color zt which maximizes f (ytlxt) fbr each pixel t. 
(iii) For each t from 1 to M, 
Update zt by the color x which maximizes f ( y t l x t ) ~ ( ~  t = x t l ~  tl=zts). 
(iv) Repeat (iii) N i,,. times. 
In practice, Nit,,., either is a pre-determined fixed number or it is the number of 
iterations required for convergence . In general, five or six iterations is enough for 
convergence, that is, only a few changes, if any, occur after the about the sixth iteration. It 
is important to note that P ( x = ~ I Y = ~ )  never decreases at any stage and eventual 
convergence is assured [4]. 
The most difficult part of applying the algorithm is step (i), that is, choosing the prior 
model. In the next section, we will explain how we have used the previous MR images to 
obtain the model for the current image, and how we applied the IChI algorithm to the 
successive segmentation of MR images. 
2.4.2 Successive automatic segmentation of MR images 
In our case, we had about a thousand MRI slices for the whole canint: body, each 1 mm 
apart. Again, the extraction of each anatomical structure within the body was performed 
separately. The segmentation of the MR image is the first step of the extraction process for 
that anatomical structure, and it should be performed for all the slices in which the 
particular structure exists. 
For the segmentation of each current MR image, the random field model estimated from 
the previous slice is used. The very first image is segmented with the aid of an expert, or a 
user. This first image serves as a training image for the second, and the rest of the 
successive segmentation is performed automatically, with each segmented image serving as 
a training image for the next image. This process is continued until the desired anatomical 
structure is extracted from the rest of the body throughout all the slices in. which it exists. 
The method of ICM-iterated conditional modes is used for the segmentation, since it is 
computationally feasible and suitable to our case. Again, the most im:jportant part of the 
application of this algorithm is finding a random field model for the true labels X. The 
conditional probabilities needed as the prior information are : (i) f (ytlxt) = P(Yt=ytlXt=xt) 
and (ii) P(x ,=x~Ix~~=%~.) .  The previous observed image and its segmemted form will be 
used to estimate these probabilities to be used as the prior information for the segmentation 
of the current image. 
Since each anatomical structure is extracted separately, segmentation1 means to identify 
whether a pixel belongs to that particular object or not, for each pixel in the image. The set 
of the object labels consists of two elements, 0 or 1, that is L={0,1). Thus, we have a 
binary Markov Random Field model. Consequently, the state space .is binary, that is, 
0 ={0,1). 
Due to the first assumption of the ICM algorithm explained above, it is assumed that the 
random variables Y l,Y2,...,YM are conditionally independent and each Yt  has the same 
known conditional probability distribution f (ytlxt), which depends only on xt. In order to 
estimate f (ytlxt) from the previous observed image and the corresponding segmented 
image, we used a non-parametric density estimate which is called the Parzen density 
estimate, using the histogram of the observed and segmented images. Siince the state space 
0 is binary, we have two different probability distributions, namely, f (,ytlO) and f (ytl 1). 
Suppose that Yt  can take G different values, that is, y t  can be any value from the set 
{0,1, ... G-1). In our case, we had 256 gray levels for the observed hfR images, thus, 
G=256. The Parzen density estimate c(x), of a probability distribution p(x) has the 
following form [18]: 
The value of k(x) is found by setting up a small local region L(x) arounld x, with length I ,  
and counting the number of samples, k, which fall into L(x). N is the total number of 
samples used in the estimation. There is another interpretation for (2.15) in terms of kernel 
functions [18], where a uniform kernel function is being used in our case. It is also 
possible to use a normal form or other complex forms, such as Harming or Hamming 
windows, for the kernel function. 
In our case, 
where ki(yt) represents the number of samples falling into L(yt), given xt=i  , and Ni 
represents the number of pixels with xt=i , i being either 0 or 1. Again, these values are 
obtained from the previous observed image, and the corresponding segmlented image. 
Figure 2.9 shows the estimated conditional probability distributions using Parzen 
density estimation with the length of the local region L set to 5, that is, 1 = 5. The observed 
image in Figure 2.7, and the corresponding segmented image in Figure 2.8 have been used 
for this estimation. 
The other prior information needed for our model is the conditional probabilities 
P ( x ~ = x ~ I x ~ ~ = ~ ~ ~ )  for all possible neighborhood combination t'. Our state space O is 
binary, and a Markov Random Field model with the usual second order neighborhood 
system will be used. The general form of the conditional probability distribution for a 
binary second-order MRF was described in Example 2.1. Let the conditional probability 
distribution of Xt ,  given the partial realization of its neighborhood as R, be denoted by 
p(slR), where p(slR)=P(Xt=slXtv=R). Then, from Example 2.1, p(slR) has the following 
form: 
T 
where K ( R , ~ )  = + (R) - 8 as in (2.8). Here, 8 is the parameter vector , that is, 
T 8 = [a,Pi,P2,~1,~2,e1,e2,e3,e4,~] as in (2.9), and +(R) is a vector of length 10, which 
is the number of parameters, where each element of + is a function of the partial realization 
R of the neighborhood, that is, R = [u1 ,u2,u3,u4,v1 ,v2,v3,v41T. Again, Figure 2.6 shows 
the locations of uk 'S and vk 's. The exact form of +(R) is as given in (2.10). 
Multiplying both sides of (2.18) by { l+exp[~(R,B)] ), we get the f~~llowing: 
Fig. 2.7. The previous observed MR image used for training. 
Fig. 2.8. The segmented image corresponding to the MR image in Fig. 2.7. 
This image and the observed image in Fig. 2.7 constitutes the training information. 
Fig. 2.9. The estimated marginal conditional probability dismbutions. 
The training images in Fig. 2.7 and 2.8 are used for this estimation. 
Since the state space is binary, s can be 0 or 1. For s=l, solving this equation in terms of 
exp[~(R,e)],  we have the following expression: 
Similarly, for s=O, we have the following: 
Taking the natural logarithms of both sides in (2.21) and (2.22), we get the following 
equation: 
The left hand side in this equation is independent of s, so should be the right hand side. 
Indeed, since p(l. lR)=l-p(OlR), the right hand side is the same for s=O and s= 1. Setting 
s=O, We have the following equation: 
Substituting the expression for K ( R , ~ )  from (2.8), we have 
In this equation, the vector $(R) is determined easily from (2.10). for any R. Here, 9 is 
the unknown parameter vector to be estimated. Assuming that the right hand side of (2.25) 
is somehow determined or estimated, it simply reduces to a set of linear equations. For 
each possible R, a linear equation results. Since, R = [ u ~ , u ~ , u ~ , u ~ , v ~ , v ~ , v ~ , v ~ ] ~  , and the 
two possible values for uk 's and vk 's are 0 and 1, we have 28=256 different R. Thus, 
we have a large number of equations, a lot more than the number of unlunown parameters. 
Therefore, a standard least squares solution to (2.25) is appropriate. 
Now, the question to be answered, is how to determine or estimate p(0IR) (or p(l.lR)) 
for all combinations of R, using a single or a few realizations. We have: estimated p(OlR), 
using histogram techniques. We have used the histogram properties of the segmented form 
of the previous MR image, as the training information for the segmenta.tion of the current 
MR image. Let us assume that a total of K distinct 3x3 blocks exist in the image lattice and 
that a particular neighborhood structure R exists N(R) time:s. Furthermore, 
suppose that among those N(R) pixels, No@) of them have 0 intensity.. Then the ratio of 
No@) to N(R) is used as an estimate of p(0lR). 
It should be noted that, however, those R values for which the estimate of p(0lR) is 
exactly equal to 0 (No(R)4 and N(R)#O) or exactly equal to 1 (No(R)=N(R)#O), can 
not be used to obtain a linear equation in 0, because of the natural logaritl~m in (2.25). One 
strategy would be to use those estimates p(0lR) which are not equal to exactly 0 or 1. A 
second strategy would be to use a small 6 such as 6=0.01, instead of those estimates 
F(oIR)=o, and to use 1-6, instead of those estimates F(oIR)=~, to obtain additional linear 
equations which also incorporates the information which might be important in some cases. 
The use of 64.01,  for instance, gives much better results than just omitrting those specific 
equations from the system, in our case where we use the histogram properties obtained 
from a single image. For the values of R, for which N(R) and hence No(F:) are both zero, it 
gives better results if the estimate of p^(01~)=0.5 (equally likely) is uised to obtain an 
additional linear equation, instead of omitting this equation completely from the system. 
Since every equation we use for the estimation of the parameters of the conditional 
distribution will affect the shape of the distribution, it is important to som.ehow incorporate 
every information possible about how the shape of the distribution should be (a certain 
value between 0 and 1, a value in the range (0,6] or [I-6,l) where 6 is a small number, or a 
value of 0.5). 
As an example, Figure 2.7 and Figure 2.8 show the observed image and the 
corresponding segmented image used in the estimation of the parameters of the conditional 
probability distributions p(slR) for s=O or 1. The estimated parameters are given in 
Table 2.1. 
Table 2.1 
The estimated parameters for the MRF model from the image in Figure 2.8. 
After the conditional probabilities f (ytlxt) = P(Y ,=y,lX ,=x ,) and P(:X ,=x ,Ix are 
estimated as explained, the ICM-Iterated Conditional Modes algorithm rrlay be applied. The 
parameters of the MRF model (the conditional probabilities) are es,timated using the 
previous observed MR image and the corresponding segmented image. Once the model is 
obtained, the ICM algorithm is applied to the current observed MR image y , to obtain the 
current corresponding segmented image x, as explained in Section 2.4.1. Usually, five or 
six iterations has been enough for convergence of the ICM method. 
As an example, Figure 2.7 shows the previous observed image, where the purpose is 
to extract the heart from the rest of the body .The corresponding segmented image is shown 
in Figure 2.8. These two images were used to estimate the parameters for the MRF model 
to be used in the ICM algorithm to segment the image in Figure 2.10. The result of this 
segmentation is shown in Figure 2.1 1. 
Another practical strategy to obtain the model for the ICM algorithm,, in our case, could 
be as follows. The conditional probabilities, p(slR), to be used in the ICM algorithm can 
be estimated directly from the histogram properties of the previous image, without 
imposing any form on the conditional probability structure. That is, p(slR.) = ?(SIR), where 
?(SIR) is estimated directly from the histogram properties as explained above. However, 
by Hammersly-Clifford Theorem, the mathematical consistency of the: joint probability 
structure of the whole image may not be guaranteed. Thus, also the convergence of the 
ICM algorithm may not be assured. However, for some practical appllications, it might 
work as well or even better, since the direct information about the distributions from the 
training images is being used. 
Fig. 2.10. The current MR image to be segmented using MRF. 
Fig. 2.1 1 .  The result of the segmentation of the image in Fig. 2.10 using MRF. 
The MRF model was estimated using the training images in Fig. 2.7 and Fig. 2.8. 

3. SUCCESSIVE BOUNDARY EXTRACTION FOR 
SEGMENTED MR IMAGES 
3.1 Introduction 
The next step in the extraction of a particular anatomical structure fiom the set of MR 
images is boundary extraction for that structure, using the segmented MR images. This can 
be performed either after or together with the segmentation process. The boundary 
extraction for a particular MR slice is performed using the current segmented image and the 
previous segmented image together with the location of the comspondllag starting point of 
the extracted boundary of the previous segmented image. Thus, it is enough that only the 
very first segmented image of the MR image set be given as a training image, together with 
the starting point in this segmented image, for the boundary of the particular object, given 
as a training information for the boundary extraction process. The rest olf the process, both 
the segmentation and boundary extraction, can be performed automaticdlly for all the slices 
throughout which the desired anatomical structure exists. 
The boundary extraction process consists of two steps for each image. The first step is 
to find the current starting point, using the information about the previ.ous starting point. 
The previous segmented image, the corresponding starting point for the previous 
segmented image, and the current segmented image are needed for this step. 
The first part of the boundary extraction process will be explained in Section 3.2. 
The second step is to perform the boundary extraction for the current image, starting 
from the point found as a result of the first step. The current segmented image and the 
starting point found in the first step are needed for this second step. The second step of the 
boundary extraction process will be explained in Section 3.3. 
3.2 Finding the Starting Point Through Block Matching 
The first step of the boundary extraction process is to find the starting point for the 
boundary of the object to be extracted from the current segmented image. This is performed 
using the previous and current segmented images and the previous stanting point. Let the 
previous and current segmented images be denoted by SP and S C, respectively. The value 
of the pixel intensity at site ( i j )  of the previous and current segmented images will be 
denoted by W: and Wb. Since the segmented images are binary, the pixel intensities can 
take either the value 0 or 1, that is, W: , W& E {0,1). Next, we also need the definition 
of an edge pixel, for our purposes. 
Definition 3.1. A pixel ( i j )  E S, is an edge pixel, if and only if it satisfies the 
following: 
(i) Wij = 1 , and 
(ii) at least one of the values of the neighboring pixel intensities Wg-1 , 1WV+ 1 , Wi-lj and 
Wi+lj is equal to 0. 
In order to be able to find the current starting point, the point in the current segmented 
image around which the surrounding block matches the block around the: previous starting 
point the most is searched. As a matching criterion, the average least squares criterion is 
used. Let the image blocks surrounding the pixels to be matched, be Mi5 xNb . Then, the 
following definition will be given to be used in the matching process. 
Definition 3.2. The average least squares error &, between Mb xNb image blocks 
u(m,n) and u1(m,n), where rnc {1, ..., Mb) and n e  { I  ,..., Nb),  is given bly 
In our case, let the pixels to be matched, be (ij)  E SP and (k,l) E SC. Also, suppose that 
the blocks, used for matching are square and Mb = Nb = B. Furthermore, assume that the 
blocks are symmetrically placed around the point, with B = 21b+ 1. 'Then the average 
least squares error, defined for the pixels (ij) and (k,l), is given by the fo:llowing: 
where the notation Wp(i,j) and WC(i,j) is used to denote the previous ,and current pixel 
intensities W; and W;, for convenience. 
The aim here is to find the pixel (k,l) in the current image which gi.ves the minimum 
&i,j,k,l). The search is performed in the neighborhood of the location of the previous 
starting point. Let the search be performed within a square block, symmetrically located 
around the site (ij). Furthermore, assume that the size of this search block is B; =(21,+1)~. 
That is, &(i,j,k,l) is calculated for those k = i-l,,. . .i,. . . ,i+l, and 1 = j-1,. .. .j ,.. . ,j+1,, which 
the pixel (k,l) E SC is a valid edge pixel according to Definition 2.1. Then, the edge pixel 
(k,l) = (km,lm), for which c&(i,j,k,,l,) is minimum within this search bllock is chosen as 
the current starting point. 
The search block and the matching block are illustrated in Figure 3.1. As an example, 
Figure 3.2 shows a previous image with a given starting point. Figuire 3.3 shows the 
current image, with the starting point found using the minimum average least squares 
criterion explained above. In this example, lb and 1, is chosen as 8, where B2 = (21b+1)~ 
and B? =(2~,+1)~ are the sizes of the matching and search blocks used, :respectively. The 
choice of lb and 1, depends on the image properties, such as the size of the anatomical 
structure to be extracted. 
Finding the starting point as explained above worked very efficiently in our case, for 
any anatomical structure that has been extracted from the MRI slices. In the next section, 
how this starting point can be used for the extraction of the boundary of the desired object 





Fig. 3.1. Illustration of Block Matching. 
Fig. 3.2. The previous segmented image with a given starting pint .  
The starting point is indicated with an arrow. 
Fig. 3.3. The result of the application of Block Matching. 
The current starting point found through Block Matching is indicated with an arrow. 
3.3 Boundary Extraction 
After the starting point for the boundary of the desired object is found in the current 
segmented image, the second step is to follow the contour around the object so as to be able 
to extract the boundary. Many algorithms based on boundary extra.ction by contour 
following has been proposed in the literature (e.g. [19], [20]).As thle name suggests, 
contour-following algorithms trace boundaries by ordering successive edge-points. The 
algorithm for successive boundary extraction of MR images proposed heire is also basically 
a contour-following method, where we start the ordering of the edge points from the point 
found through block matching with the previous image. 
During the extraction process, all the related edge pixels are stored in two distinct 
arrays, namely C, which denotes the contour-array, and L, which denotes the loop-array. 
All the boundary points and the alternative points for each boundary poi:nt are stored in C. 
The use of L will become clear later, but the main purpose is to back-trace when there is no 
way to go, which happens, for example, when the process is stuck in a loop or in a short 
and extremely narrow extension of the object, which is mainly artifacts due to measurement 
noise. Thus, the algorithm back-traces until a way to continue is found, and stores those 
invalid points passed through back-tracing in L. 
Let the contour-array C be a N, x 8 array, where each element is the: index of an edge 
pixel, and Nmax is the maximum number of boundary points. Furthe~more, let L be a 
vector of length K,, where K,,,,, is the maximum possible number of loop-points as 
explained above. 
The first elements at each row of C are the boundary pixels that are e.xtracted from the 
image. The element C(1,l) is the starting point, (rs,cs), found through block matching as 
explained in the previous section. Then, from this pixel , all the edge-pixels sharing an 
edge or a comer with this pixel, that is one or more of the 8 neighbor:; surrounding the 
point, is stored in the second row of C, according to a pre-determined, but arbitrary , 
priority of location. This priority was determined with respect to the ord.er (r- 1 ,c),(r+ 1 ,c), 
( r ,  l ) ( r c +  l),(r+l c -  1 )  1 c -  l),(r+l c + l ) ( r -  1 c 1 from highest to lowest, for each 
pixel (r,c). In fact, this is an arbitrary choice, and the shape of the bou:ndary extracted is 
pretty much robust against this choice. Again, the first point of each rovv is chosen as the 
current boundary point, with the rest of them in the same row, as other possible alternatives 
to that point, if any. These altemative points are used in case of a need of a back-trace from 
a loop, where the back-trace continues until a point with at least one altemative point is 
found. Then the extraction process continues as usual from the first altenlative point to that 
pixel listed on that same row. 
The extraction process continues throughout the boundary of the: object, until the 
starting point is reached again. During this process, all the related pixels are recorded in C, 
and L, following certain rules listed as follows: 
(1) Each element of C and L is the index of valid edge-pixels as defined in Definition 3.1. 
(2) Boundary pixels can not be listed as alternative points, that is, 
C(rl,cl) # C(r2,1), for all rl#r2 , rl,r2 E { 1 ,..., Nmax}, and C ~ E  ( 2  ,..., 8) .  
(3) Each boundary pixel can not appear more than once, that is, 
C(r1,l) # C(r2,1), for all r l * ~ ,  r1,r2 E t l,---,Nmax}- 
(4) Loop points can not be listed as boundary pixels, neither can they be listed as alternative 
points, that is, 
C(rl,cl) # L(r2), for all rlE { I ,  ..., Nma}, C ~ E  {1,2,-..,8}, and r 2 ~  { I ,  ... ,Lmax}- 
Each step of the boundary extraction algorithm works as follows: Assume that we are 
looking for the nth boundary pixel, that is, n-1 boundary pixels halve already been 
extracted. Thus, we want to fill out the appropriate entries of nth row of the contour-array 
C. Also, assume that the loop array L has k non-empty entries. Let the pnxel number (n-1) 
be site (r,c). Then, the nth step of the boundary extraction algorithm may be explained as 
follows: 
(1) Check all the neighboring 8 pixels which share an edge or a comer with the current 
boundary pixel (r,c). Record those pixels which are valid edge-pixels (Rule 1) in a 
temporary vector, T. 
(3) For each element of T, check if any of them is the same as any of the previous 
boundary pixels, that is, if any element of T is the same as C(i, 1), i E { 1 ,..., n- 1 ). Omit 
those pixels from T, which are the same as previous boundary  pixel,^, since boundary 
pixels can not be listed as alternative points (Rule 2), and each bounclary pixel can not 
appear more than once (Rule 3). Similarly, omit those pixels from T which are the same as 
loop-pixels, that is, same as L(i), i E { 1 ,..., k-1 ), since loop points can not be listed as 
alternative points (Rule 4). Now suppose that, after all the operations performed on T, 
there are m non-empty entries left in T. If m is non-zero, follow step 'Q), if not, jump to 
step (5). 
(4) If m # 0, then pe r fon  the following: 
(i) Store all the non-empty entries of T in the nth row of C, that is, let C(n,l) = T(Z), 
1 E (1, ..., m), where the entries of T are listed according to tht: pre-determined 
arbitrary priority order as explained before. This means that the pixel, C(n,l) is 
selected as the next boundary pixel. The other pixels, which are called the alternative 
pixels, that is, the pixels C(n,Z), 1 E (2, ..., m), are the edge-p:ixels that would 
have been followed as an nth boundary pixel as an alternative if we did not have 
the pixel C(n, 1) = T(1). 
(ii) For each previous altemative point listed in C, that is, C(i,l), i E { 1,. . . ,n- 1 } , 
1 E (2, ..., ml), where ml is the number of non-empty entries in ith row of C, check 
if the boundary pixel C(n,l) is the same as a previous alternative point. If so, omit 
those alternative points from the corresponding row of C, since boundary pixels can 
not be listed as alternative points (Rule 2). 
(5) if m = 0, that is, there is no alternative way to proceed, perform the following: 
(i) Back-trace the boundary, until a boundary pixel C(s, 1), with at lemt one altemative 
point, that is, the number of non-empty entries of row s being greatt:r than or equal 
to 2, in other words, m,22 , is found. 
(ii) Record all the boundary pixels passed during back-tracing, exclept for the last 
pixel s, in the loop array L. 
(iii) For each previous alternative point listed in C, that is, C(i,l), i E { 1, .... n-1 }, 
1 E (2, .... ml}, where mr is the number of non-empty entries in ith row of C, and 
for each new point L(j) added to the loop array in this nth step, check if the loop 
pixel L(j) is the same as a previous alternative point. If so, omit. those alternative 
points from the corresponding row of C since loop pixels can not be listed as 
alternative points (Rule 4). 
(iv) Omit those boundary pixels from C, together with the points alternative to them 
listed in the same row, which are passed during the back-tracing process. The 
alternative points to the .last pixel s should not be deleted, though. Instead, they 
should be shifted to the left by one entry so that the boundary pixel s is replaced 
by its first alternative. Thus, the new (or current) boundary pixel is set to the first 
alternative of s, and the extraction process is continued from that pixel as usual. 
The above procedure is performed at every step of the boundary extraction process until 
the starting point is reached again, that is, the boundary is closed. We have applied this 
algorithm for the boundary extraction of various anatomical structures, ;md very effective 
results were obtained, without any failure encountered. As an example, Figure 3.4 (a) 
shows the segmented MR image, with the starting point found through block matching as 
explained in Section 3.2. In Figure 3.4 (b), the boundary of the desired object extracted is 
shown. As seen from this figure, finding the starting point from the previous image serves 
as a training information, as to which particular anatomical structure is to be extracted from 
the segmented image. This is especially important when amplitude thresholding is used for 
segmentation which may result in more than one objects appearing in the segmented image. 
In this case, the desired structure is the left kidney, where the right kidney is also present in 
the image, since the image was segmented using simple amplitude thresholding for 
illustration purposes. 
In order to give an example to the use of the back-tracing method use:d in the boundary 
extraction algorithm, Figure 3.5 shows an MR image, again segmented by amplitude 
thresholding for illustration. The desired object to be extracted is the heart, as shown. 
(a) Segmented MR image with a given starting point. 
(b) The result of the boundary extraction. 
Fig. 3.4. Boundary Extraction. 
Fig. 3.5. Backtracing: A segmented image with noise. 
The purpose is to extract the boundary of the heart. 
Fig. 3.6. The result of the boundary extraction for the image in Fig. 3.5. 
The undesired blood vessel is eliminated by backtracing.. 
However, the small blood vessel to the left of the heart does not seem to be separated, 
which is undesired. Due to measurement noise, and insufficient segmerrtation, it seems to 
be connected to the heart by a small and narrow connection. As the boundary extraction 
algorithm is performed, the algorithm enters a loop there, which it can not find any way to 
exit. Then, it back-traces, until the proper path is found. The extracted boundary is shown 
in Figure 3.6, which does not include the blood vessel, as desired. If the measurement 
noise was very high, or the quality of the segmentation was very low, it would have been 
impossible for the algorithm to notice and omit this undesired component from the extracted 
boundary. However, such an extreme case occurs very seldom, and car1 be eliminated by 
using a better segmentation algorithm, such as a stochastic one, instead of just simple 
amplitude thresholding. 
4. INTERPOLATION AND MATCHING OF' THE 
EXTRACTED DATA 
4.1 Introduction 
Once the boundary extraction is performed on the set of the segmented MR slices, the 
next step is to use this extracted data to obtain our final data set to be transferred to a 
computer graphics environment. This step, which in fact serves as a preparation step for 
the graphics stage, includes interpolation and matching of the extracted data. 
The number of the extracted data points for a particular object varies fiom slice to slice, 
and depends on the shape of the object in that particular slice. Using interpolation, the 
extracted data set can be converted to a reduced data set in which the number of points in 
each slice is the same. Since B-spline representation is common to computer graphics 
systems, we have used B-spline interpolation. Although, as a result of interpolation, we 
achieve data reduction and equal number of points at each cross-section, we still have an 
unordered data set. The corresponding points may not match each other,, that is, they may 
not be aligned throughout the slices. Furthermore, the contour directions nnay even alternate 
between slices. Thus, in order to obtain a matched and aligned data set , we further need 
matching and aligning of the interpolated data. In Section 4.2, interpolation of the extracted 
data will be investigated. In section 4.3, the methods used to match the interpolated data 
will be described. 
4.2 Data Reduction Through Interpolation 
Given a set of data points, the objective of interpolation is to seek a curve that passes 
through these points. Then, through proper sampling of this curve, we may obtain a 
reduced set of data points of a desired number. Cubic B-splines are the classical tool in 
computer graphics to achieve this objective [21], [22], [23]. This is extremely useful, 
because using B-splines not only results in compression of data, but also smoothes the 
contours, eliminating the unpleasant effects of measurement noise existent in MR slices. It 
should be noted that however, depending on the application, other repre:sentations such as 
the Catrnull-Rom splines [24] can be used instead, in order to achieve the: desired result. 
B-splines are composite curves, made up of several segments. For cubic B-splines, 
these segments are cubic polynomials. There exists a second order continuity between these 
segments, which means that, at the connection points, not only the B-spline curve itself is 
continuous, but also the fust and second derivatives are assured to be co~itinuous. 
let Q(t) = [r(t),c(t)] represent the boundary curve, where t is the curve parameter. The 
B-spline representation for this curve is given by 
where pi, i = 0 ,... ,n , are called the control points, and Bi,k(t), = 0 ,..., n , are called the 
blending functions for the B-spline Q(t), with n +1 control points. The order of the 
B-spline curve is given by k, where the degree is k-1. For cubic B-splines, k=4. The 
blending function, Bi,k(t), can be defined recursively as follows [2]: 
Bi,l(t) = { 1 if tilt<ti+l 0 otherwise ' 
where the convention that 010 is deemed to be zero is adopted. The parameters, ti, 
i=O,l, ..., n +k are called the knots . If the knot spacing is uniform, that is, ti+l-ti = At for 
all i, then the resulting B-spline is called a uniform B-spline. In this case, 
Bi,k(t) = B0,k(t-iAt), that is, the Bi,k(t) become translates of BO,k(t). If the knot spacing is 
not uniform, then the resulting B-spline is called a mn-uniform B-spline. 
The blending functions BiTk(t) have an important property over the knot vector 
[tO,tl ,...,tn+k] , called localness. Bi,k(t) is non-zero, only in the interval [ti,ti+k] . In other 
words, the control point pi has no effect outside this interval. Therefore, it affects the shape 
of the curve only in the parametric interval [ti,ti+k]. For each of the ni-1 control points, 
there exists a blending function associated with it. The computation of each blending 
function B ip(t) involves only the knots ti to ti+k. Thus, there exists a total of n+k+ 1 knots 
which form the knot vector [tO,tl ..... tn+k]. 
The control points pi, physically form a polygon, which is called a convex hull. The 
B-spline blending functions satisfy the convex hull property which assures that all the 
points on the curve lie inside the polygon formed by joining the control. points, that is the 
convex hull. This means that, the blending function Bi,k(t) is non-negative for all i, k and 
n 
t , and also BiL(t) = 1 for all k and t . In other words, any point on the curve is a 
i=O 
weighted average of the control points. This is the case for the B-splimes. The Catmull- 
Rom splines, however, pass through all the control points [24], if used as interpolating 
splines. It should be noted that this might be more desirable in some cases, and hence 
Catmull-Rom splines can be used instead of B-splines, to obtain the desired result in such 
cases. 
The function Q(t) in (4.1) is called an open B-spline if the boundary being represented 
is open. Similarly, it is called a closed or periodic B-spline if the: boundary being 
represented is closed. For the periodic case, however, the knot vector i;s periodic, and all 
indices are considered modulo the period, (n+l). Therefore, the parameter t, in (4.1) 
should also be considered modulo (n+ 1). 
For the case of open B-splines, the most commonly used knot vector, is called the non- 
periodic knot vector where the first and the last knots are repeated an extra k- 1 times each. 
For k=4, which implies a cubic spline, the knot vector K= [tO,tl, .... tn+4], has the 
following non-periodic form: 
for an open B-spline representation, where ti+l-ti = At for all i fc~r uniform open 
B-splines. Since the multiplicity of the end points are k, it can be shown that the end points 
are the same as the end control points, that is, Q(0)=po, and Q(l)=pl. 
On the other hand, for uniform closed B-splines, the knot values can be chosen as: 
ti = imod(n+ 1) , for all i, (4.5) 
or a cyclic shift of the above [2]. Furthermore, the blending functions Bi,k(t), has the 
following form: 
In our case, let the number of the extracted boundary points from the MR image be m. 
Furthermore, suppose that the number of the data points be reduced to no, where each of 
these points are equally spaced on the interpolating B-spline curve. Generally, m is much 
larger than no. By the nature of the application, we will obtain a uniform closed (periodic) 
B-spline representation of the interpolating curve. Since, there exist n distinct knot intervals 
for the periodic knot vector as stated in (4.9, we will have n+l  control points for the B- 
spline function, where n can be chosen as no-1 so that there will be no distinct breakpoints 
on the curve. 
AS a result, we have Q(t) for t = zo,zl, ..., 7,- 1, where m is much greater than n. 
Thus, we have an overdetermined, mx(n+l) linear system of equations given by 
This system of linear equations can be written in matrix form as follows: 
where 0 = [Q(zo), . . . , ~ ( z ~ - ~ ) ] ~ ,  P = [Po,...,Pn]T, and B is the mx(n+l) B-spline matrix, 
with elements Bi,k(zj) , for i=O, ..., n and j=o, ..., m-1. Since we will be using cubic 
B-splines, k is set to 4. Thus, the control points can be estimated performing a least 
squares solution of this matrix equation. 
The only information that we need to extract, in order to be able to state and solve this 
overdetermined system of linear equations is the specification of the parameter values, 
~ o , Z l ,  ..., ~ ~ - 1 .  These parameters are found by considering the cumulative chord length of 
the original curve extracted from the M R  image for each point of the curve, starting from 
the first point. Then, these values are scaled properly so that TO corresiponds to the knot 
value 0, and 2,-1 corresponds to the knot value n. Let the data points extracted from the 
M R  image be denoted by XI, 1=0 ,..., m- 1. Then, the parameter values zo,zl,.. .,Zm- 1 are 
given by the following equation: 
and zo=O. This parametrization method, which takes into account the geometry of the data 
points, can be called chord length parametrization, and provides effective results. 
After the control points are estimated as explained above, the B-spline function is 
sampled at the knot values 0, ..., n=no-1 to obtain the reduced data set w:ith equally spaced 
no points. As an example, Figure 4.1 shows the original boundary of an object (canine 
liver) extracted from an M R  image which contains 21 1 points. In this case, it is quite 
enough to approximate this curve with 20 points, which are equally spaced on a B-spline 
curve interpolating the original data points. Thus, the compression factor is more than 10 
in this case. The interpolating B-spline curve is shown in Figure 4.2, whereas in Figure 
4.3, a plot of the equally sampled reduced data set with 20 points is shown . As seen from 
this example, this procedure not only reduces the number of data points to a desired 
number of points, which is the same number throughout the slices in which the particular 
anatomical structure exists, but also smoothes the curve and eliminates the measurement 
noise which is unpleasant to the eye to a certain extent. 
As another example, Figure 4.4 shows the extracted boundary of another object (canine 
heart), with 239 boundary points. This is a much more challenging case, since the object 
contains many sharp transitions which are difficult to represent with a smooth interpolating 
curve. Therefore, the number of points required for interpolation may vary according to the 
desired level of accuracy or smoothness. A detailed representation, which is a very good 
Fig. 4.1. An extracted boundary curve. 
This boundary with 21 1 points belongs to a canine liver. 
Fig. 4.2. A B-spline curve interpolating the boundary in Fig. 4.1. 
Fig. 4.3. The resulting reduced set of data points for Fig. 4.2. 
This set of 20 data points are equally spaced on the interpolating curve. 
Fig. 4.4. Another extracted boundary curve. 
This realtively complex boundary with 239 points belongs to a canine heart. 
Fig. 4.5. A relatively detailed representation of the boundary in Fig. 4.4. 
The reduced data set contains 60 points. 
Fig. 4.6. A relatively rough representation of the boundary in Fig. 4.4. 
The reduced data set contains 20 points. 
Fig. 4.7. A compromising representation of the boundary in Figure 4.4. 
The reduced data set contains 40 points. 
Fig. 4.8. The resulting reduced set of data points for Fig. 4.7. 
approximation of the original curve, is achieved if around 60 interpolating points are 
required, which gives a compression factor of about 4. Figure 4.5 shows the results for 60 
interpolating points. If we want a compression factor around 10 (24 points), and a 
relatively smooth interpolating curve is desired, then some of the details of the original 
curve can not be kept. The result for this case is shown in Figure 4.6. A compromise 
between these two cases can be achieved, if the number of required interpolating points is 
selected around 40, which gives a compression factor of 6, and provides both a detailed 
and pleasant (smooth) interpolation. This is illustrated in Figure 4.7 and Figure 4.8. 
The next step to be performed is to match and align the starting point!; and directions of 
the ordered set of reduced data points, which will be described in the next section. 
4.3 Boundary Matching 
As a result of interpolation, we achieve a reduced number of data poir~ts, equally spaced 
on a smooth interpolating B-spline curve. However, in general, the starting points, hence 
all the other curve points may not be aligned with respect to each other. In other words, 
they might be given as shifted cyclically with respect to other sequeinces of boundary 
points. The directions of the sequences may even alternate between cross-sections. In some 
cases, graphics software can be utilized to overcome these problems. However, it is 
preferred to have an ordered and matched set of data points before transferring to a 
computer graphics environment. 
The sequences of boundary points are matched, using the properties of circular 
correlation. All the sets of boundary points are matched with respect to that of the very first 
cross-section. This is performed by matching every sequence of boundary points of an 
MRI slice with the sequence of the previous slice, starting from matching the second slice 
with the first one. Let the number of points corresponding to each slice of the reduced data 
set be N. Furthermore, let x(n) and y(n) be the finite complex-valued sequences, 
representing the previous and current sequences of boundary points to be matched. The 
following notation is used to represent the set of boundary points. For any finite complex 
valued sequence s(n), of length N, 
s(n) = { :+!ck k=O, ..., N-1 
otherwise ' 
where the set of boundary points s(n) represents is given by {(ro,~o),...,(rN-l,~N-l)). 
For each finite sequence s(n) with length N, let us define a periodic sequence, s(n), with 
period N, by periodically extending s(n), that is, 
- 
s(n) = s(n mod N) , for all n. 
Thus, X(n) = s(n) for n=O, ... N-1. It is the periodic extension of s(n) elsewhere. 
Definition 4.1: The circular cross-correlation sequence, YXy(n), of two finite length, 
complex and frnite valued sequences x(n) and y(n) , each of length N, is defined as 
- 
N- 1 
rxy(n) = x(n) 0 y(n) = z x(k)ye((k-n) mod N) . 
k=O 
If we use the representation of (4.1 l), we have the following equivallent representation 
for the circular correlation sequence Yxy(n) : 
Let us form a linear combination, z(k), of the two complex valued periodic sequences 
- 
x(k) and y(k-n), that is, let z(k) = aF(k)+y(k-n) , where a is an arbitrary real constant, and 
n is a time shift. The power in this signal is given by 
which is obviously always nonnegative. 
Hence, 
This equation can be viewed as a quadratic form with coefficients 
- 
rxx(0) , 2  ReExy(n)] and &(O). Since the quadratic form is nonnegative for all a , it 
follows that the discriminant of this equation should be nonpositive, that is, 
Hence, 
If we defrne the normalized circular cross-correlation of frnite length, frnite and complex 
valued sequences, x(n) and y(n), as 
- 
- rxy (n) 
Pxy  = - 
Jrxx(0) iyy (0) , 
Then, using (4. I), 
5 1 , that is. 
Consequently, the real part of the (normalized) circular cross-correlation sequence 
between the previous and the current sequences of boundary points, x(n:) and y(n), will be 
taken as a measure of matching, as described below. This method, that is, taking the real 
part of the normalized circular cross-correlation between two sequences of boundary 
points, as the source of information for matching of these sequences worked very 
efficiently in our case and provided us with the sufficient information which enabled us to 
identify and correct matching problems between sequences of boundary points of different 
slices. 
Let y,(n) represent the reversed form of y(n), that is, 
y, (n) = y(N-n) , n=O ,..., N-1 . (4.18) 
Furthermore, let L y ( n )  and Ly,(n) be the (normalized) circular cross-correlation 
sequences between x(n) and y(n), and, x(n) and yr(n), respectively. The sequences, k y ( n )  
and Lyr(n) ,  are periodic with period N. Thus, we are interested in th~e real part of the 
cross-correlation values for n=O, ..., N-1. Suppose that the maximum of t.he real part of the 
- - 
sequence pxy(n) occurs at n=nmaXf, where, Re{pxy(nmaxf)) = Pmaxf. Similarly, let the 
- - 
maximum of the real part of pxyr(n) occur at n=nma,, where, Re{ pXy(nmnm) ) = pmaxr- 
First, the values, p,f and p, are compared. If p, > p,,f, then the current 
sequence y(n) is replaced by y,(n). Otherwise, we assume that the directions are matched, 
and keep y(n) as the current sequence. After this first test, let the sequence that will be kept 
as the current sequence be yc(n), where 
yc(n) = { yr(n), if pmaxr > pmaxf y(n), otherwise 
Therefore, the circular cross-correlation sequence of interest will be LY$n),  where yc(n) is 
as defined above. The maximum of the real part of pXyin) will be denoted by pmaX, where 
Pmax = max{ Pmaxf, pmaxr). Furthermore, the value of n where the maximum occurs will be 
- 
denoted by n, that is, Re{ pxyc(nmm) ) = Pmax. 
If nmax is equal to zero, that means that the sequences x(n) and yc(n:) are matched, and 
no circular shifting of the sequence y,(n) will give a better match. If n,,,, # 0, however, 
the sequence y,(n) will be shifted circularly in order to match the sequence x(n). The 
maximum value of the circular cross-correlation sequence occurring at in=nmax means that 
the maximum correlation occurs between the sequences x(n) and yc((n-n,,,) mod N), 
n=O, ..., N-1. This can be easily seen from the nature of the circular CI-oss-correlation as 
defined in Definition 4.1. Thus, if the final form of the current sequence y(n) is denoted by 
yl(n), then, 
y'(n) = yc((n-n,,) mod N), n=O ,..., N-1 , 
where yc(n) is as given in (4.19). 
As an example, Figure 4.9 shows the previous sequence of bo~nd~ary points equally 
spaced on an interpolating curve. The number of points, N, is 20. The starting point is 
marked with a cross, and the second point of the curve is marked with both a cross and a 
circle, which indicates the direction of the sequence (counter clockvvise). The current 
sequence of boundary points, y(n), with the starting point and the diirection marked as 
explained, is shown in Figure 4.10. Note that the direction of this curve (clockwise) is 
opposite of that of the previous curve. Furthermore, the starting points do not match. 
Figure 4.11 shows the real part of the circular cross-correlation sequences L y ( n )  and 
- 
pxy,(n). As seen from this figure, the maximum value of the real part ofLy,(n), pmam, is 
greater than the maximum value of the real part of Ey(n) ,  p a  where 
~ ~ ~ ~ - 9 9 9 7  > pmmf=0.9669. Therefore, the direction of the current sequence is 
reversed, to match the direction of the previous sequence. Now, we have both directions 
the same (counter clockwise), however, the starting points are not aligned, as can easily be 
recognized from these figures. The maximum of the real part of the circular cross- 
correlation of interest, that is, p,,, occurs at n=nm,=4, which means that the reverse 
sequence y,(n) should be shifted cyclically 4 points (in the clockwise direction), in order to 
obtain maximum matching, and hence align the direction and starting points. In other 
words, y'(n) = y,((n-4) mod 20) , n=O, ..., 19. The resulting matched sequence of points 
yl(n) is shown in Figure 4.12. 
Fig. 4.9. The previous sequence of data points. 
The starting point is marked with a cross and the second point is marked 
with a cross and a circle to indicate the direction. 
Fig. 4.10. The current sequence of data points before matching. 
Fig. 4.11. The circular crosscorrelation sequences for Fig. 4.9 and Fig. 4.10. 
Fig. 4.12. The current sequence of data points after matchling. 
5. TRANSFERRING THE EXTRACTED D.ATA 
INTO GRAPHICS ENVIRONMENT AND REN'DERING 
5.1 Introduction 
After the stages of segmentation, boundary extraction, interpolation and matching of the 
MRI data, we are now ready to transfer this data into a computer graphics 
hardwarelsoftware environment. Therefore, the extracted data should be represented in a 
standard computer graphics data transfer format, so that we are be able to display and use 
this data on a graphics software running on a graphics machine. The part:icular data transfer 
format that we have used is the IGES (Initial Graphics Exchange Spe:cification) format 
[25]. In Section 5.2, the conversion of data into the IGES format is described briefly. 
Further &tails of data representation in IGES is given in [25]. 
Once the data is transferred into a computer graphics environment, the following can be 
performed using standard graphics hardwarelsoftware tools: B-spline su~rfacelcurve fitting, 
skinning, texture mapping, rendering and animation. This is described in Section 5.3. 
5.2 Representation of Data in a Standard Graphics Data Transfer Format 
In order to be able to transfer the extracted MRI data into a computer graphics 
environment, the data should be represented in a standard graphics data transfer format. In 
our case, the data transfer format that has been used is the IGES format [25]. IGES is 
the Initial Graphics Exchange Specification. There are two different formats that represents 
IGES data. These formats are ASCII, and Binary. In our case, the ASCII format is used 
for IGES representation. 
An IGES file contains six subsections which must appear in order. 'The first section is 
the Flag Section, which is optional, and is only present if the file is in Binary or 
Compressed ASCII form. In our case, we have the remaining five sections, listed with 
respect to the order, as follows: 
1. Start Section 
2. Global Section 
3. Directory Entry Section 
4. Parameter Data Section 
5. Terminate Section 
The start section of the file provides a man readable prolog to the file, in which, 
typically, the file contents, such as the label(s) of the particular anatomicril structure(s) that 
are represented in the file, and/or the name of the project and so forth, are described. 
The global section contains the information describing the information needed by the 
post-processor to handle the file. The global parameters given in this section include the 
parameter and record delimiter characters that will be used in the file, filename, version 
number and the unit system that will be used throughout the file, etc. 
The directory entry section contains one directory entry for each entity in the IGES file. 
This section provides not only an index for the file, but also contains attribute information 
for each entity given in the file. We have a distinct entity for each anatom~ical structure and 
each cross-section. In other words, each set of boundary points in our d;ata is represented 
by one distinct entity. The description of each entity requires 20 directory entry fields. The 
information presented by these fields include the entity type, the location of the 
corresponding parameter data within the file (parameter data section), and the particular 
entity form. The entity type that is used is the copious data (entity type number 106) entity, 
which stores data points in the form of triples. The entity form used is the polyline (form 
number 12) form, which stores data points in the form of coordinate triples. 
In fact, there exist two different approaches that could be followed at this point. The 
first approach is to convert or fit the extracted data set to a parametric B-spline surface, 
before converting to IGES format, or any other data transfer format. One. other alternative 
is to transfer the data in the form of coordinate triples, such as with a polyline 
representation, and then, fit this data to a B-spline surface, using a series of graphics tools, 
depending on the software being used. In other words, the data that is transferred is just the 
coordinate triples, and the surface fitting is performed within the internal representation of 
the computer graphics environment itself. In our case, this second appiroach is followed, 
and the data is transferred to the graphics environment using the copioils data entity type 
and polyline entity f o m  of the IGES. 
The parameter data section of the IGES file contains the parameter data for each 
corresponding entity listed in the directory entry section. The entities are listed 
consecutively, using a record delimiter character in between. The first field of each entity 
begins with the entity type number, that is 106 (copious data). The second field is given as 
2, which means that the data will be given as x, y, z coordinates. The y coordinate is 
chosen to represent the slice direction, that is, all the boundary points in a slice have the 
same y coordinate. The coordinates of the extracted data follow after the third field, which 
gives the number of the coordinate triples, that is, the number of boun,dary points being 
transferred for each MRI slice. 
The terminate section is the last line of the IGES file, and it gives the number of lines 
used in each of the previous sections described above. 
5.3 The Computer Graphic. Environment: Surface Rendering 
Once the extracted data is converted into a data transfer fomat, such as the IGES 
format, it can be transported to a graphics hardwarelsoftware environment, such as the 
modeling, rendering, and animation environment provided by the Alias software on a 
Silicon Graphics machine, which is the particular environment in ,which we have 
performed the rendering stage. Any other hardwardsoftware environment which perfoms 
the same tasks can be used at this stage. 
Again, as explained in the previous section, there are two ways to obtain a B-spline 
surface from the set of boundary points representing the boundary for each MRI slice. One 
way is to directly fit the given data points to an Interpolating B-spline surface, and then 
transfer to the graphics environment. A second way, is to transfer the data as coordinate 
triples, such as with a polyline representation, and then fit these points to a B-spline 
surface, using the available software tools within the representation system of the graphics 
environment. In our case, this second way is followed to obtain a B-spline surface 
representing the corresponding anatomical structure extracted from the MRI data. 
In order to be able to obtain a B-spline surface representation from the transferred data, 
the tools that are applied are B-spline curve fitting and skinning. First, the polylines 
transferred are fitted to B-spline curves by using a standard tool which fits a cubic 
B-spline curve to a polygonal curve. Figure 5.1 shows the B-spline curves, which are 
obtained from the initial polygonal curves transferred in IGES format., using a B-spline 
curve fitting tool. This data corresponds to an actual canine lung (left). 
The next step is to construct a surface that passes through the series of cross-sectional 
curves, obtained as explained previously. This can be performed using any standard 
skinning tool, which will construct a B-spline surface passing through tlhe cross-sectional 
curves representing the boundary of the anatomical structure throughout the slices in which 
it exists. As an example, Figure 5.2 shows the resulting B-spline surface obtained by 
using the skinning tool for the cross-sectional curves shown in Figure 5.1. In order to be 
able to close the tips of the objects as shown, two ways could be followetl. The first way is 
to use a standard software tool, such as one which performs extension of a surface through 
interpolation in a desired parametric direction. This could be performed for both ends until 
the desired closed shape is achieved. A second way is to duplicate the: end curves, and 
scale them to zero. Then these end curves (scaled down to virtual end points) should be 
included in the set of boundary curves to be skinned. The location of these virtual end 
points can be taken as those of the first and last MR slices in which the desired structure 
exists. 
Once we have the object models in the form of a B-spline surface, al:l of them are put 
together and viewed in the same scene. Then, the next step is to render these objects. 
During rendering, the objects are divided adaptively into small triangular polygonal facets. 
However, if we want to choose the number of polygons, with which the object is 
represented, we can use a standard software tool, such as the 'create polygons' tool 
in Alias, which creates polysets from spline surfaces. It is also possible to obtain a 
polygonal model as desired by adjusting the adaptive subdivision parameters. The 
Fig. 5.1. The B-spline curves corresponding to the transferred data. 
This data actually belongs to a left canine lung. 
Fig. 5.2. The resulting closed B-spline surface. 
This wireframe model is obtained through skinning of the c w e s  in Fig.5.1. 
Fig. 5.3. Polygonal surface obtained by adaptive subdivision. 
This surface contains 4970 triangles. 
subdivision parameters can also be adjusted by changing the rendering parameters for each 
object. These are the subdivision adaptive global quality parameters, pertaining to each 
object. As an example, Figure 5.3 shows a polygonal surface obtained by adaptive 
subdivision of the B-spline surface in Figure 5.2. This surface contains 4.970 triangles. 
Before rendering is performed, rendering parameters are assigned to each object. These 
parameters are special to the object being rendered, and choosing the right parameters is 
very important since it affects the realism of the rendering for that obj~ect representing a 
particular anatomical structure. These parameters include the shading model used, the 
corresponding shading model parameters, the texture used and the comzsponding texture 
parameters. 
The standard shading models, that can be used include the Lambert, Phong, and Blinn 
shading models [24], with the Phong shading model being the most comrnonly used model 
in our case. The shader parameters include color, diffuse coefficient, and specular 
coefficient (for Phong and Blinn), and other related parameters such as the transparency, 
incandescence, and reflectivity (Phong and Blinn). As a shading model, we have used the 
Phong shading model for most of the anatomical structures. The colors assigned to each 
anatomical structure has been selected so that it is close to the real color c~f that structure as 
much as possible. Also, the diffuse and specular coefficients should be selected in such a 
way that the rendered images approximate the appearance of the real stru.ctures as close as 
possible. 
As an example, Figure 5.4 shows a rendering of the left canine lung. The shading 
model used is the Phong shading, which seems to be the most realistic sh~ading model that 
suits to the shading of the lung. As another example, Figure 5.5 shows a wireframe model 
for a canine kidney, obtained from MRI data, as explained previously. In Figure 5.6, the 
rendering of this structure is shown. Again, the Phong shading model ha; been used. 
Textures change the way a surface looks by varying its appearance [24]. They can be 
applied to the shading values such as color, transparency as well as to a bump or a 
displacement map. Generally, the one we need is the one which is applied to the color of 
the object, usually simply called texture mapping. This is important for particular 
anatomical structures which exhibit a certain degree of variations of clolor, such as the 
lungs, which exhibit color variations due to the veins recognizable on its surface. On the 
Fig. 5.4. Rendering of the anatomical strucm. 
The Phong shading model has been used for the rendering of this 1e:ft canine lung. 
Fig. 5.5. A wireframe model obtained from MRI data. 
This B-spline surface represents a canine kidney. 
Fig. 5.6. Rendering of the model in Fig. 5.5. 
Phong shading model has been used. 
standard texture maps provided by the software, such as the fractal or noise texture maps, 
can be used or one can be created separately. In using the standard texture maps, certain 
parameters of the texture map, such as color, average amplitude, frequency, and ratio of 
the texture with respect to its background, should be adjusted in sulch a way that the 
resulting texture imitates the real texture as close as possible. 
All the anatomical structures, that are extracted from the data are brought together to the 
same environment, through retrieval of the IGES files representing each of them. 
Then, once a shader is assigned to every one of them, the scene can be rendered, either one 
structure at a time, or as a whole, displaying all the extracted structures. 
Depending on the objective, a certain amount of computer animation could be added to 
the scene. One objective could be to simulate the natural movements of the anatomical 
structures, such as the beat of the heart. This would not only serve for a better 
understanding of the anatomical structures, but also add a considerable ;mount of realism 
to rendering. A second objective could be to make an animation of the whole scene, as if 
we are walking around the scene, so that the shapes and the relative alrientations of the 
anatomical structures could be better comprehended. One other objective could be to 
simulate surgery on certain anatomical structures through animation. This would serve as a 
valuable tool for educational purposes, which is indeed one of the major objectives of 
surface rendering of the MRI data. 

6. CONCLUSIONS 
A set of algorithms developed using image processing and computer graphics 
techniques for surface rendering from MRI data has been described in this thesis. As we 
pointed out, the purpose of surface rendering is to be able to display data sampled in three 
dimensions, which is a powerful tool in better understanding of anatomical structures in the 
case of MR images. 
Surface rendering has been performed in two main stages. The fiirst stage included 
successive automatic segmentation of MR images, automatic starting point finding and 
boundary extraction, interpolation and data reduction, and matching arid aligning of the 
extracted data. In the second stage, the data transferred to a graphics environment, has been 
rendered using the required computer graphics techniques. These techniques included 
B-spline surface/curve fitting, skinning, texture mapping, rendering and animation, which 
have been investigated for a more realistic and accurate surface rendering of the MRI data. 
The major factors that affect the realism and accuracy of the final results the most can be 
listed as the quality of the acquisition of the MRI data, the accuracy of the segmentation 
step, and the effectiveness of the computer graphics tools as applied. to the 3-D data 
transferred to the environment in the form of graphics primitives. There is no single way to 
effectively render all the objects contained in the MRI data. It has been shown that simple 
amplitude thresholding for segmentation works as well as any sophisiticated technique 
if the amplitude features completely characterize the desired object, which is indeed the case 
for some of the simpler anatomical structures, such as the canine kidneys ,which were given 
as an example. For other structures however, a more sophisticated technique using more 
prior information should be used. The use of statistical techniques, such as Markov 
Random Field models, gives impressive results, in many areas. We have applied the ICM 
method [4] for segmentation of the MR images. The MRF model requirt:d in this method 
were found in two different ways, each of which required the use of the histogram 
properties of the MR image. A successive automatic segmentation technique is described, 
where the previous segmentation of each MR image serves as the training information for 
the automatic segmentation of the current image. 
It is also very important that the whole surface rendering be perfornned automatically. 
For this purpose, the algorithms described, which include those for starting point finding, 
boundary extraction, interpolation, data reduction and matching, can all be performed 
automatically, once the very first image of the MR data set, is given as a training image for 
the whole set. We also paid attention to the fact that, it is important that the amount of data 
transferred to the graphics environment be as reduced as possible, so that the modeling and 
rendering of the data could be performed without requiring excess computing, storing, and 
displaying power and speed. For interpolation and data reduction, we have used the 
B-spline representation. It should be noted that however, depending on the application, 
other representations such as the Catrnull-Rom splines which pass through the control 
points can be used instead, in order to achieve the desired result. 
The data set which was indeed an unordered set after boundary extraction was aligned 
and matched using circular correlation properties so that the data transferred to the 
computer graphics stage is an ordered set, and thus can be used mo're efficiently for 
rendering. 
Once the data is transferred to the computer graphics stage, there are many different 
options to choose for successful rendering of the transferred data. The artifacts which occur 
due to using graphics primitives while transferring the data to the environment can be 
minimized by using proper software tools to manipulate the data. In this work, we have 
explored a certain way to accomplish this aim, which resulted in successful renderings. 
However, some other techniques, which may depend also on the particular anatomical 
structure desired, may further be explored for an optimal rendering. 
As pointed out, the results of the segmentation process is very important in getting 
realistic and accurate results. The area of applying random field models to image 
segmentation is still an open research area, and further research is needed for a better 
understanding of the advantages and limitations of using random field models in MR image 
segmentation. 
Therefore, as a conclusion, the algorithms described in this thesis, can be viewed as a 
particular set of algorithms, each of which has been developed with others in mind. 
Successful results have been achieved with the application of these algorithms for surface 
rendering of most of the anatomical structures from MRI data. Since ;at each step of the 
rendering process, there may exist many different alternative techniques that can give 
successful results, further exploration of combination of different teclhniques should be 
performed for the optimal method. However, in view of the present image processing and 
computer graphics techniques, there is no single optimal solution for all objects and all MR 
acquisition techniques. Therefore, further improvement of MR acquisition techniques 
and further research to investigate advantages and limitations of differenlt image processing 
and computer graphics techniques to be utilized at each step of the surface rendering 
process will lead to further improvement in surface rendering of MFU data. This would 
help us understand the nature of the anatomical structures better, as obtained from MRI data 
for educational or diagnostic purposes. 
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