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A note on certain Iwahori–Hecke modules of GL3 in
characteristic p
Peng Xu
Abstract
In this note, we show that the analogue of certain finiteness result
of Barthel–Livne´ on GL2 fails for GL3. More precisely, for the pro-p
Iwahori invariants of the maximal compact induction of GL3 with trivial
coefficient, we show there exist non-zero Iwahori–Hecke submodules of
infinite codimension.
1 Introduction
In their pioneering work ([BL94], [BL95]), Barthel–Livne´ gave a classification
of irreducible smooth Fp-representations (with central characters) of GL2 over
a non-archimedean local field F of residue characteristic p. One feature of
their work is that they proved the existence of Hecke eigenvalues without the
assumption of admissibility, where a key ingredient in their argument is to show
any non-zero Iwahori–Hecke submodule of the pro-p-Iwahori invariants of a
maximal compact induction is finite codimensional. The goal of this note is to
demonstrate the analogue of such an ingredient fails for GLN (F )(N ≥ 3).
Let oF be the ring of integers of F . Let K be the maximal compact open
subgroup GLN (oF ), and I (resp, I1) be the standard (resp, pro-p-) Iwahori
subgroup of G. Let Z be the center of G. Our main result is as follows:
Theorem 1.1. (Corollary 5.3) There are non-zero H(IZ, 1)-submodules of
(indGKZ1)
I1 of infinite codimension.
Remark 1.2. The existence of Hecke eigenvalues for p-modular representa-
tions is listed as [AHHV17, Question 8], and to our knowledge that is only an-
swered positively for GL2 ([BL94]) and U(2, 1) ([Xu18]). Our ‘negative’ result
(Theorem 1.1) indicates the approach of Barthel–Livne´ to the Hecke eigenvalue
problem might not work for higher rank groups.
2 Notations and preliminaries
2.1 Notations
Let F be a non-archimedean local field, with ring of integers oF and maximal
ideal pF , and let kF be its residue field of characteristic p. Fix a uniformizer
̟F in F . Let G = GLN (F ) (N ≥ 3), K = GLN(oF ), Z ∼= F
× the center of
1
G. Let I be the standard Iwahori subgroup of G, and I1 be the pro-p-Sylow
subgroup of I. Let ΓK be the finite group GLN (kF ), and K1 be the kernel of
the reduction map K → ΓK .
Denote by ω1 and ω2 the following elements in G:
ω1 =
(
β 0
0 IN−2
)
, ω2 =
(
0 IN−1
1 0
)
,
where β is the following 2× 2 matrix
β =
(
0 1
1 0
)
.
Put γ = ω2 · diag(̟, IN−1). Recall that the normalizer of I1 in G is generated
by I and γ.
We identify the finite Weyl group W of G with the group of permutation
matrices. Note that W is generated by ω1 and ω2.
In this note, all representations are smooth over Fp.
2.2 Weights
Let σ be an irreducible smooth representation of K. As K1 is pro-p and
normal in K, σ factors through the finite group ΓK , i.e., σ is the inflation of
an irreducible representation of ΓK . Conversely, any irreducible representation
of ΓK inflates to an irreducible smooth representation of K. We may therefore
identify irreducible smooth representations ofK with irreducible representations
of ΓK , and we shall call them weights of K or ΓK from now on.
For a weight σ of K, it is well-known that σI1,K is one-dimensional ([CE04,
Theorem 6.12]).
3 The pro-p-Iwahori invariants of indGKZσ
3.1 The maximal compact induction indGKZσ
Let σ be a weight of K. We extend σ to a representation of KZ by requiring
̟ acts trivially. Let indGKZσ be the smooth representation compactly induced
from σ, i.e., the representation of G with underlying space S(G, σ)
S(G, σ) = {f : G→ σ | f(kg) = σ(k) · f(g), ∀ k ∈ KZ, g ∈
G, smooth with supp compact moduloKZ}
and G acting by right translation.
3.2 The pro-p-Iwahori invariants of indGKZσ
In this part, we describe a basis of the I1-invariants of a maximal compact
induction indGKZσ, and our treatment here follows [Oll15].
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Recall the following Iwasawa–Iwahori decomposition of G:
G =
⋃
~a∈ZN−1
KZ · t~a · I1, (1)
where t~a denotes the diagonal matrix:
t~a = diag(̟
a1 , . . . , ̟an−1 , 1)
Let σ be a weight of K, extended to a representation of KZ by requiring ̟
acts trivially. The Iwahori subgroup I acts as a character χσ on the unique line
σI1 . We fix a non-zero vector v0 in σ
I1 . A function f in indGKZσ invariant under
the action of I1 is uniquely determined by its values on all diagonal matrices t~a
with ~a ∈ ZN−1.
Definition 3.1. For an ω ∈ W , denote by Sω the subset of Z
N−1 given by:
Sω = {~a ∈ Z
N−1 | (ωt~a · I · (ωt~a)
−1) ∩K ⊆ I}.
Lemma 3.2. We have:
(1). There is a disjoint decomposition:
Z
N−1 =
⋃
ω∈W Sω.
(2). For any ~a ∈ Sω, we have
I = K1 · (ωt~a · I · (ωt~a)
−1 ∩K)
Proof. Denote ωt~a · I · (ωt~a)
−1 ∩K by I(ω,~a). By definition, it is a subgroup of
I.
For (2), it suffices to check that B∩K ⊂ I(ω,~a), as we know I = K1(B∩K).
For an pair (s, t), all the (s, t)-entries of I(ω,~a) consists of p
lωst
F , for some integer
lωst. A simple observation tells that l
ω
st = 1− l
ω
ts. The condition that I(ω,~a) ⊆ I
means lωst ≥ 1 for all (s, t) with s > t. So we get l
ω
ts = 1 − l
ω
st ≤ 0 for all (t, s)
with t < s, as required. Note that one may replace I by I1 in the statement.
For (1), we give a proof for N = 3. We list them as follows:
ω = Id =

1 0 00 1 0
0 0 1

 , Sω = {(a1, a2) ∈ Z2 | a1 ≤ a2 ≤ 0};
ω = ω1 =

0 1 01 0 0
0 0 1

 , Sω = {(a1, a2) ∈ Z2 | a2 + 1 ≤ a1 ≤ 0};
ω = ω1ω2 =

0 0 10 1 0
1 0 0

 , Sω = {(a1, a2) ∈ Z2 | a1 ≥ a2 + 1 ≥ 2};
ω = ω2ω1 =

1 0 00 0 1
0 1 0

 , Sω = {(a1, a2) ∈ Z2 | a1 ≤ 0, a2 ≥ 1};
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ω = ω2 =

0 1 00 0 1
1 0 0

 , Sω = {(a1, a2) ∈ Z2 | a1 ≥ 1, a2 ≤ 0};
ω = ω22 =

0 0 11 0 0
0 1 0

 , Sω = {(a1, a2) ∈ Z2 | a2 ≥ a1 ≥ 1}.
By (1) of Lemma 3.2, the Iwasawa–Iwahori decomposition (1) is re-written
as
G =
⋃
ω∈W
⋃
~a∈Sω
KZ · t~aI1.
For an ω ∈ W , and an ~a ∈ Sω, denote by fω,~a the I1-invariant function
in indGKZσ, supported on the double coset KZt~aI1 and having value v0 at the
element ωt~a. Note that fω,~a(t~a) = ω
−1v0.
Proposition 3.3. The set of functions {fω,~a | ω ∈ W,~a ∈ Sω} consists of a
basis of the I1-invariants of ind
G
KZσ.
Proof. Let f be an I1-invariant function in ind
G
KZσ, supported on the coset
KZt~aI1, for some ~a ∈ Sω and some ω ∈ W . For g ∈ K ∩ ωt~a · I1 · (ωt~a)
−1, we
have f(g · ωt~a) = σ(g)f(ωt~a) = f(ωt~a). As K1 acts trivially on σ, by (2) of
Lemma 3.2 we see f(ωt~a) is indeed I1-invariant, and thus f is proportional to
fω,~a. By the remarks before Lemma 3.2, the proposition follows.
4 Main input
4.1 The Iwahori–Hecke algebra H(IZ, χ)
Let χ be a character of I, extended to IZ. By [BL94, Proposition 5], the
algebra H(IZ, χ) := EndG(ind
G
IZχ) is isomorphic to the convolution algebra
HIZ(χ) given by:
HIZ(χ) = {ϕ : G→ Fp | ϕ(i1gi2) = χ(i1i2)ϕ(g), ∀i1, i2 ∈ IZ, g ∈
G, smooth with compact support modulo KZ}.
Denote by Tϕ the Hecke operator in H(IZ, χ) which corresponds to a function
ϕ ∈ HIZ(χ), via the aforementioned isomorphism.
For an element g ∈ G, denote by ϕg the function in HIZ(χ) supported on
IZgI and satisfying ϕ(g) = 1. We will write Tϕg as Tg for short.
Recall the Iwahori decomposition of G:
G =
⋃
ω∈W,~a∈ZN−1
IZωt~aI (2)
Lemma 4.1. There is a non-zero function ϕ ∈ HIZ(χ) supported on IZωt~aI,
for some ω ∈W and ~a ∈ ZN−1, if and only if:
4
χ = χω.
Proof. The only condition on the value of ϕ at ωt~a is: for any i1, i2 ∈ I satisfying
i1ωt~a = ωt~ai2, the identity χ(i1)ϕ(ωt~a) = ϕ(ωt~a)χ(i2) holds. The lemma follows
from some simple computation.
We prefer to write the function ϕω·~a as ϕω,~a. Note that ϕω,~a is only well-
defined under the condition χ = χω (Lemma 4.1). By Lemma 4.1 and the Iwa-
hori decomposition (2), the algebra HIZ(χ) has a basis {ϕω,~a | ω ∈ W (χ),~a ∈
Z
N−1}, where W (χ) := {ω ∈ W | χ = χω}. We will write Tϕω,~a as Tω,~a for
short.
Corollary 4.2. The set {Tω,~a | ω ∈ W (χ),~a ∈ Z
N−1} consists of a basis of the
algebra H(IZ, χ).
Remark 4.3. The group W (χ) is not normal in W in general, besides two
trivial cases: 1). W (χ) = 1. 2). W (χ) = W . Recall the semi-regular case in
[Oll06]: take N = 3, and consider a character χ of T of the form 1 ⊗ 1 ⊗ χ3
for some non-trivial character χ3 of F
×. Then the group W (χ) is of order 2,
and is not a normal subgroup of W . It is well-known that If W (χ) contains a
non-trivial normal subgroup of W , then W (χ) = W : one may verify it case by
case: n = 3, 4, n ≥ 5.
In this note, we restrict us to the following special case ([Vig05]).
Proposition 4.4. When W (χ) =W , the algebra H(IZ, χ) is non-commutative
and generated by the operators Tγ and Tω1 . More precisely, there is an isomor-
phism of algebras:
H(IZ, χ) ∼= Fp[Tγ , Tω1 ]/(T
N
γ − 1, T
2
ω1 + Tω1)
Remark 4.5. Proposition 4.4 is a straightforward generalization of [BL95,
Proposition 11]. Note that the presentation here is different from that in loc.cit,
as we have chosen a different generator.
4.2 The H(IZ, 1)-module (indG
KZ
1)I1
In this part, we compute the right action of certain Iwahori–Hecke algebra
H(IZ, χ) on the (IZ, χ)-isotypic of a maximal compact induction.
Proposition 4.6. We have:
(1). The group I acts on fω,~a as the character χ
ω
σ .
(2). For an ω ∈W and ~a ∈ Sω, one has
γ · fω,~a = fω·ω−1
2
,~aγ ,
where
~aγ := (1 + a2 − a1, 1 + a3 − a1 · · · , 1 + aN−1 − a1, 1− a1).
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Proof. For (1), it is a simple computation by definition.
For (2), one displays as follows:
t~b · γ = diag(̟
b1 , · · · , ̟bN−1 , 1)ω2diag(̟, IN−1)
= ω2diag(1, ̟
b1 , · · · , ̟bN−1)diag(̟, IN−1)
= ω2̟
bN−1diag(̟−bN−1 , ̟b1−bN−1 , · · · , ̟bN−2−bN−1 , 1)diag(̟, IN−1)
= ω2̟
bN−1diag(̟1−bN−1 , ̟b1−bN−1 , · · · , ̟bN−2−bN−1 , 1).
As fω,~a is supported on KZt~aI1, one concludes that the function γfω,~a will be
supported on a single coset KZt~bI1, where
~b is that given in the statement.
By definition, we check that γfω,~a(ω
′t~b) = v0, where ω
′ = ωω−12 . Hence the
claim.
Corollary 4.7. For an ω ∈ W , a basis of the (IZ, χωσ)-isotypic of ind
G
KZσ is
given by:
{fν,~a | ν ∈ ω ·W (χσ),~a ∈ Sν}.
The following proposition generalizes [BL95, Lemma 14, 15] and [BL94,
Proposition 17] to GLN (N ≥ 3).
Proposition 4.8. Assume that χσ factors through determinant.
(1). We have fω,~a | Tγ = fωω2,γ·~a, where
γ · ~a := (1− aN−1, a1 − aN−1, · · · , aN−2 − aN−1).
(2). We have fω,~a | Tω1 =
{
fωω1,ω1·~a, if a1 > a2;
−fω,~a, if a1 < a2,
where
ω1 · ~a := (a2, a1, ..., aN−1).
Proof. For a g ∈ G, the right action of Tg on the space (ind
G
KZσ)
I1 is given by:
f | Tg =
∑
i∈I1/(I1∩g−1I1g)
ig−1 · f,
for an f ∈ (indGKσ)
I1 . In this argument, we will take g as γ and ω1.
We treat (1) at first. As γ normalizes I1, the sum above in this case only
contains a single term, and (1) follows by applying (2) of Proposition 4.6.
Now we deal with (2), and we will sketch the proof. The above formula
specifies to:
fω,~a | Tω1 =
∑
i∈I/I∩ω1Iω1
iω1 · fω,~a
1) case a1 > a2. The support of fω,~a | Tω1 is then contained in KZtω1·~aI.
We compute ∑
i∈I/I∩ω1Iω1
fω,~a(tω1·~a · iω1)
and separate it into two parts:
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∑
i∈(I\I∩ω1Iω1)/I∩ω1Iω1
fω,~a(tω1·~a · iω1) + ω1fω,~a(t~a)
The first sum vanishes: with some computation one may verify that tω1·~a · iω1 /∈
KZt~aI for any i ∈ I \ I ∩ ω1Iω1. The remaining term gives us ω1ω
−1v0, as we
need.
2) case a1 < a2. The support of fω,~a | Tω1 is contained in KZtω1·~aI∪KZt~aI.
Thus, fω,~a | Tω1 must be a linear combination of fω,~a and fωω1,ω1·~a. The
statement in this case then follows by applying 1) and the quadratic relation
T 2ω1 = −Tω1.
Remark 4.9. When a1 = a2, the function fω,~a | Tω1 is proportional to fω,~a,
but the coefficient is not equal to 1.
5 Application
Our main result comes as an application of Proposition 4.8, and before doing
that we introduce the following terminology:
Definition 5.1. For an ~a ∈ Sω, we say a vector ~b ∈ Sω is proper to ~a if
ωt~b · I · (ωt~b)
−1 ∩K ⊂ ωt~a · I · (ωt~a)
−1 ∩K.
Theorem 5.2. Assume N = 3. Let ω ∈ W,~a ∈ Sω. If ~a
∗ is proper to ~a in Sω,
then there exists (not unique in general) an operator T ∈ H(IZ, χσ) such that
fω,~a | T = fω,~a∗.
Proof. In this argument, without causing confusion we will write a function fω,~a
as ~a for short.
(1). For (a1, a2) satisfying a1 ≤ a2 ≤ 0, we have
(a1 − 1, a2) = (a1, a2) | (TγTω1)
2;
(a1 − 1, a2 − 1) = (a1, a2) | (T
2
γTω1)
2.
(2). For (a1, a2) satisfying a2 + 1 ≤ a1 ≤ 0, we have:
(a1, a2 − 1) = (a1, a2) | (Tω1Tγ)
2;
(a1 − 1, a2 − 1) = (a1, a2) | (TγTω1Tγ)
2.
(3). For (a1, a2) ∈ Z
2 satisfying a1 ≥ a2 + 1 ≥ 2, we have
(a1 + 1, a2) = (a1, a2) | (Tω1T
2
γ )
2;
(a1 + 1, a2 + 1) = (a1, a2) | T
2
γTω1TγTω1T
2
γ .
(4). For (a1, a2) ∈ Z
2 satisfying a1 ≤ 0, a2 ≥ 1, we have
(a1 − 1, a2) = (a1, a2) | (TγTω1)
2;
(a1, a2 + 1) = (a1, a2) | (T
2
γTω1)
2.
(5). For (a1, a2) ∈ Z
2 satisfying a1 ≥ 1, a2 ≤ 0, we have:
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(a1 + 1, a2) = (a1, a2) | (Tω1T
2
γ )
2;
(a1, a2 − 1) = (a1, a2) | (Tω1Tγ)
2.
(6). For (a1, a2) ∈ Z
2 satisfying a2 ≥ a1 ≥ 1, we have:
(a1, a2 + 1) = (a1, a2) | (T
2
γTω1)
2;
(a1 + 1, a2 + 1) = (a1, a2) | T
2
γTω1TγTω1T
2
γ .
For any vector proper to ~a we may obtain the corresponding function by
repeating the process in the above argument.
Based on last theorem, we have the following corollary.
Corollary 5.3. Assume χσ factors through determinant. Then, there are non-
zero H(IZ, χσ)-submodules of (ind
G
KZσ)
I1 of infinite codimension.
Proof. Consider the submoduleM in the space (indGKZσ)
I1 generated by a single
function fId,~a, for an ~a = (a1, a2) ∈ SId. By Theorem 5.2, the module M
contains the subspace M ′ spanned by all functions
fId,~b
for ~b ∈ SId proper to ~a = (a1, a2).
We now assume a2 < −1. Consider the subspace of (ind
G
KZσ)
I1 spanned by
{fId,~b |
~b = (∗, a2 + 1)}.
Such space is clearly infinitely dimensional, but it has no non-zero intersection
with M . The argument is done.
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