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Abstract
While detailed aero-servo-hydro-elastic simulation codes for modelling floating wind
turbines (FWTs) are available, they achieve high accuracy at the expense of calcula-
tion speed. For conceptual design and optimisation, fast solutions are needed, and
equivalent linearisation techniques combined with frequency-domain analysis offers
to capture the complex behaviour of FWTs in fast, approximate models. The main
aim of this paper is to apply a harmonic linearisation approach to model the aerody-
namic loading within a complete coupled model of a FWT, quantifying its perfor-
mance, and where accuracy is unsatisfactory, to give insight into the causes.
Two linearised models are derived from a coupled nonlinear aero-hydro-servo-elastic
model, using the OC3-Hywind FWT as a test case: the typical tangent linearisation
derived by numerical perturbation of the nonlinear model and the harmonic
linearisation yielding improved representation of the aerodynamic loads. Compari-
sons against nonlinear time-domain simulations from Bladed show that it is possible
to create a frequency-domain model of a FWT, including a flexible structure, aero-
elastic rotor loads and the effect of the control system, with reasonable accuracy.
The biggest source of errors is the presence of additional harmonics caused by
nonlinear interactions between loads at different frequencies, rather than inaccurate
linearisation of the magnitudes of forces. The computational cost of the harmonic
linearisation implemented varies, but in most cases is 10× slower than the tangent
linearisation and 100× faster than the time domain solution.
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1 | INTRODUCTION
The technical feasibility of floating wind turbines has been demonstrated by prototypes including Hywind,1 WindFloat2 and Fukushima-FOR-
WARD.3 However, compared to other types of wind turbine and other floating offshore structures used in the oil and gas industry, their develop-
ment is still at an early stage, with the overall aim of reducing the levelised cost of energy (LCOE) produced by the wind turbine to competitive
levels.4 The benefits of achieving this are large, with a potential accessible wind resource estimated as 4,000 GW in Europe,5 with another 3,000
GW possible in Japan and the United States (for comparison, the current installed offshore wind capacity in Europe is 16 GW6). To achieve this,
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conceptual design and optimisation have a particularly critical role,7 but this relies on being able to predict the behaviour of a wide range of differ-
ent designs, across all conditions, with acceptable accuracy and computational effort.
State-of-the-art simulation codes (e.g., FAST8 and Bladed9) do this through coupled aero-servo-hydro-elastic simulations in the time
domain. While these codes are an essential part of the later stages of the design process, they are too slow to systematically explore the
potential merit of a wide design space early on in the design process. There is therefore growing interest in approximate models which can
run quickly to help to converge on better designs. Pegalajar-Jurado et al.10 argue that better design tools would enable floating wind turbines
to become cheaper, as the wide range of possible design parameters and environmental conditions restricts designers ability to fully optimise
the initial design; current simulation tools run at about real-time CPU speed, but many long simulations are needed to capture low-frequency
behaviour. For example, approximate calculation models enabled automatic optimisation of a wide range of floating wind turbine designs by
Hall et al.11 Matha et al.12 show that approximate models can be used to identify the critical design load cases to focus attention on. In both
cases, exact results are not expected, but sufficient accuracy is needed that attention is focused in the right area of the design space or the
right subset of load cases.
There are three main approaches to approximate modelling of floating wind turbines: (1) neglecting couplings between subsystems,
(2) reduced-order nonlinear models and (3) linearised frequency-domain analysis.
Neglecting couplings between different aspects of the floating wind turbine allows for faster simulations, but there is a risk of missing impor-
tant behaviour. For example, Nielsen et al.1 found that the interaction between the control system and the floating platform dynamics creates an
instability, while Jonkman13 identified a platform yaw instability caused by a failed blade. Bae et al.14 found that a simple drag-law model of the
rotor loads, neglecting coupling to platform motion and the control system, overpredicted the platform motions, while Karimirad and Moan15
found that a similar model with the coupling included gave better results. On the other hand, some couplings can reasonably be neglected, such
as the nonlinear inertial coupling between platform motion and the rotor dynamics16 and gyroscopic effects.17
The second type of approach is to retain the relevant couplings but simplify the model by omitting less important degrees of freedom. For
example, Sandner et al.18 describe such as reduced-order model of a floating wind turbine, and Sandner et al.19 further reduce the degrees of free-
dom to focus on coupling the floating platform and controller designs. Matha et al.4 compare the results of the reduced-order model across a
range of design load cases to full nonlinear simulations.
The third type of approach, linearised frequency-domain analysis, is very computationally efficient, but the accuracy of the results depends
on the accuracy of the linearised approximation of the true nonlinear behaviour. This approach has been used for modelling stall-regulated
turbines,20,21 offshore turbines22 and initial design of foundations23 and blades.24 For floating turbines, it has been used to study a wide space of
possible concepts,10,11,25 to test the effect of wave energy converters on spar platforms,26 and for controller design.27
The ways that the linearised approximation is constructed can be divided into two main families. Most common are tangent linearisations,
which look locally at the behaviour of the nonlinear system about a mean operating point. This can be achieved through numerical perturbation of
a full nonlinear model such as FAST,28 or by analytical linearisation of the aerodynamic forces.29 This linearisation works well when the system
state remains close to the linearisation point (either because the nonlinear behaviour is weak, or because the perturbation in operating conditions
are small). For example, Hall et al.11 used this approach to represent the aerodynamic loads and mooring line stiffness in their optimisation model.
An alternative method of linearisation is a form of ‘equivalent linearisation’, which rather than looking at the nonlinear system's behaviour
locally around one operating point aims to minimise the expected error of the linearisation over the range of operating conditions being consid-
ered.30 Within this general approach, ‘harmonic linearisation’ and ‘stochastic linearisation’ apply to deterministic and stochastic situations,
respectively. Stochastic linearisation has long been applied to modelling the nonlinear viscous drag forces on floating structures31 and was applied
to fixed wind turbines by Savenije and Peeringa32 and to floating wind turbines by Hall et al.,11 Lupton33 and more recently by Lemmer et al.34 to
tailor the linearisation of the hydrodynamic loads to different sea states. Lupton and Langley35 showed that harmonic linearisation can also give
improved linearised models of the aerodynamic loads on the wind turbine rotor, and it can also be applied to capture a large part of the nonlinear
control system behaviour, although in some operating conditions, the response is so nonlinear that it was not satisfactorily modelled. Pegalajar-
Jurado et al.10 present a method for linearised aerodynamic damping coefficients involving averaging values from multiple time-domain decay sim-
ulations, weighted by the probability distribution of wind speed. While this is not formulated as stochastic linearisation, it shares the general moti-
vating principle.
Compared to a tangent linearisation method, the advantage of equivalent linearisation is to increase accuracy but at the cost of potentially
greater computational requirements and complexity (though still an improvement over the full nonlinear time domain simulation). In some cases,
equivalent linearisation can be carried out analytically, such as for the viscous drag forces in Morison's equation.36 Lupton and Langley35 instead
found the equivalent linearisation from numerical evaluation of the nonlinear aerodynamic loads over a cycle of state variations. Generally, an iter-
ative solution is needed since the equivalent linearisation depends on the system response, which in turn depends on the linearisation.
In summary, while equivalent linearisation has benefits over tangent linearisation for improved accuracy in modelling aerodynamic loading on
wind turbines in isolation, it has not been shown how this can be applied to modelling a complete floating wind turbine system, including the
coupled dynamics of aerodynamic and hydrodynamic loads together with the control system and structural dynamics. The main idea of this paper
is to embed the linearised models of aerodynamic loads and control system behaviour presented in Lupton and Langley35 in the context of a
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complete model of a floating wind turbine. Our objective is to quantify the accuracy of this method over a range of operating conditions and, in
cases where the accuracy is unsatisfactory, to diagnose the cause of the inaccuracy. Ultimately, the aim is to give improved estimates of key
response variables under realistic stochastic wave and wind environments, to guide early-stage design optimisation. However, to give greater clar-
ity on how the linearisation performs and the sources of errors, in this paper, we focus on only deterministic harmonic wind and wave inputs. In a
frequency-domain model, this can be later generalised to arbitrary wind and wave spectra.
We begin by introducing the coupled nonlinear aero-hydro-servo-elastic model of the floating wind turbine which forms the basis for this
study (Section 2), before deriving the harmonic and tangent linearised forms of the model (Section 3). Nonlinear time-domain simulations were
run using a Bladed model of the OC3-Hywind turbine37 to act as a reference, over a range of wind and sea conditions (Section 4). We assess the
overall accuracy and simulation time of the linearised models (Section 5), before digging into the details to identify the causes behind specific
cases where the linearised model performs less well (Section 6). This leads to conclusions about the performance of the linearised method and
how it could be further improved in the future (Section 7).
2 | COUPLED AERO-HYDRO-SERVO-ELASTIC MODEL
The underlying coupled model of the floating wind turbine studied in this paper includes rigid-body motion of the floating platform, tower and
blade flexibility and the pitch and torque controller behaviour. Aerodynamic loads are applied to the rotor, and mooring and hydrodynamic wave
loads are applied to the floating structure. The model is initially formulated generally and later used to obtain results for the OC3-Hywind tur-
bine37 specifically.




Kðt−τÞ _qðτÞdτ +B _qðtÞ+CqðtÞ=Qðq,tÞ, ð1Þ
where q(t) are the system responses in generalised coordinates. M, B and C are the mass, damping and stiffness matrices, whose components are
defined in the following subsections. A∞ is the hydrodynamic added mass matrix at infinite frequency, and K(t− τ) is the radiation impulse
response function. The generalised forces Q(q, t) consist of variable contributions from wind and waves and the constant weight of the mooring
lines:
Qðq,tÞ=QhydroðtÞ+Qwindðq,tÞ+Qmooring: ð2Þ
Here, Qwind(q, t) includes all components of the aerodynamic forces, including aerodynamic damping. In addition, there are equations
governing the control system states. These, and the origin of the terms above, are explained in the following sections.
2.1 | Structural model
The flexible structure is modelled with six degrees of freedom: one normal mode per blade, two tower fore-aft attachment modes (i.e., modes
allowing translation and rotation of the tower top), the rotor rotation, and three rigid-body platform motions—surge (fore-aft translation), heave
(vertical translation) and pitch (rotation about the transverse axis). The rotor rotation is prescribed in some simulations but free to vary in the
simulations with the control system included. In addition, the blade pitch joints are modelled but always given prescribed rotations.
The structural matrices are found by building a multibody structural model (Figure 1) using the mbwind framework39 developed by Lupton,33
with the parameters for the OC3-Hywind turbine specified by Jonkman.37 From this multibody model, the matrices Mstruct, Bstruct and Cstruct are
found by numerical linearisation. In this case, tangent linearisation gives sufficient accuracy as nonlinear dynamic effects are small.16
Because the rotor is rotating, the multiblade coordinate (MBC) or Coleman transformation40 is applied to the blade degrees of freedom, after
the linearised matrices are found, so that the blade deflections are transformed into a nonrotating frame of reference. For example, the flapwise
deflection of blade k is expressed as
αk = a0 + a1 cos ψk + b1 sin ψk , ð3Þ
where for a three-bladed rotor, the azimuth of blade k is ψkðtÞ=ψðtÞ+2πðk−1Þ=3 , in which ψ is the rotor azimuth and a0, a1 and b1 are the
‘MBCs’. In this case, a0 represents the average flapwise deflection across all three blades, while a1 and b1 represent tilt and yaw motions, respec-
tively. Edgewise deflections are described similarly.
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in which IN is an identity matrix of size N and N is the number of degrees of freedom of each blade. After solving the response in terms of the
fixed-frame coordinates z, the blade response is recovered by the reverse transformation.
2.2 | Hydrodynamic and mooring system loads
Linear hydrodynamic loads are applied to the platform. Wave excitation loads are assumed to be due to regular linear waves, which are aligned
with the rotor and the wind direction. Although in practice, second-order nonlinear hydrodynamic forces may be important, they are not included
here as they are known to be feasible to include in frequency-domain analysis41 but would add significant computational expense to the time-
domain reference results.
In reality, flow separation is likely to occur in large waves over part of the spar, so strictly viscous drag forces should be included.37 However,
for simplicity in comparing the accuracy of the linearisation itself, they have been neglected in both the nonlinear reference simulations and in the
linearised models.
Therefore, the linear wave excitation at frequency ω2 is
F IGURE 1 Elements making up the multibody
model of the flexible floating wind turbine. The
free joint defines the position and orientation of
the platform origin, located at the mean water
level. The bottom of the flexible part of the tower
and the centre of mass of the platform are offset
from this origin by rigid connections. The ‘nacelle’
contains the gearbox, bearings and generator at
the tower top. ‘Root length’ refers to the radial
distance from the rotor axis to the start of the
flexible blade. The blades are modelled with a
Euler–Bernoulli beam model, accounting for blade
twist (see Lupton33 for details)
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QhydroðtÞ= ρgV0Iz +Xðω2Þζ cosðω2t+ϕ2Þ, ð6Þ
where ρ is the water density, V0 is the displaced volume of the floating platform, Iz is a column of the identity matrix corresponding to the z-coor-
dinate, X(ω) is the frequency-dependent wave excitation force per unit wave amplitude and ζ is the wave amplitude.
The linear hydrodynamic matrices and the mooring line stiffness Cmooring and weight Qmooring are supplied for the case study floating platform
by Jonkman.37
2.3 | Aerodynamic loads
Wind loads are calculated using a blade element momentum (BEM) model. The wind speed is assumed to be uniform across the whole rotor, with
harmonic variations in wind speed, using the same approach described by Lupton and Langley.35 For simplicity, the wake dynamics are not
included here, as they are only weakly nonlinear,35 and so they do not affect the main focus on the effectiveness of the linearisation approach.
The force per unit length at each blade station radius ri is calculated in the BEM model as
FbladeðrÞ=BEM U,Ωr ,θ,ρ,wðrÞ, vbladeðrÞð Þ, ð7Þ
where U is the wind speed, Ωr is the rotor speed, θ is the blade pitch angle, ρ is the air density, w(ri) is the wake state at station i and vblade(ri) is the
instantaneous velocity of the blade itself. For simplicity, in this study, the variations around the rotor are neglected and this velocity is calculated
based on the average blade motion across the rotor:




This means that the differential effect of platform pitching on individual blade velocities is not included, but the error introduced by this simplifica-
tion is insignificant compared to the other differences between the nonlinear and linear models.
The blade loads are numerically integrated to give the loading on the hub and the flexible blades, which is projected into the generalised coor-







where k is a unit vector pointing along the blade. These loads are assumed to act perpendicular to the rotor plane, so they are rotated through the
platform pitch angle ϕ(t) to give the forces and moments applied at the hub in the fixed coordinate system Fhub and Mhub. Finally, these forces and





where RF, hub and RM, hub are projection matrices for forces and moments applied at the hub and RF, blade(ri) is the projection matrix into the modal
stress of the flexible blade for a force applied to blade station i. Because the forces are assumed to act symmetrically across the rotor, this projec-
tion matrix maps the forces into the first (symmetric) coordinate of the MBC-transformed blade coordinates (Section 2.1). These projection matri-
ces depend on the structural state q(t).
The calculation of the aerodynamic loads is implemented using the open source Python package bemused42 developed by Lupton.33
2.4 | Control system
The generator torque and blade pitch control systems were modelled as previously described by Lupton and Langley,35 based on the controller
implementation supplied for the OC3-Hywind turbine,43 with the OC3 modifications to avoid instabilities included.
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The aim of the torque controller is to maintain the optimum rotor speed which leads to the correct air flow for maximum aerodynamic effi-
ciency. The torque demand is based on the filtered generator speed
_ΩgðtÞ=ωc GΩrðtÞ−ΩgðtÞð Þ, ð11Þ
where G is the gearbox ratio, Ωr(t) is the rotor speed and ωc is the corner frequency of the filter. At high enough wind speeds that the rated
power Prated is being produced, the torque controller switches to constant torque mode, and the pitch controller becomes active. To prevent the
controllers conflicting, the torque controller is forced into constant torque mode whenever the pitch angle θ is greater than some minimum value
θCP. Therefore, the demanded generator torque is given by
Qg =




The response of the rotor speed is governed by the drive train equation
J _ΩðtÞ=QaeroðtÞ−GQgðtÞ, ð13Þ
where J is the rotational inertia of the rotor and Qaero(t) is the aerodynamic torque determined as described in Section 2.3.
The pitch controller is based on a PI controller acting on the error between the filtered generator speed Ωg(t) and the nominal rated generator
speed Ωrated. The demanded pitch angle is
θðtÞ=GKðtÞ KP ΩgðtÞ−Ωratedð Þ+KIIϵðtÞ½ , ð14Þ
where KP and KI are the proportional and integral gains, respectively, and Iϵ(t) is the integral error state. The factor GK(t) represents a ‘gain
schedule’, which compensates for the variable sensitivity of the blade loads to changes in pitch angle at different wind speeds, determined by the
pitch angle:
GKðtÞ= 11 + θðtÞ=θ2 , ð15Þ
where θ2 is the pitch angle at which the gain should be halved. The pitch controller is automatically deactivated when Ωg(t)<Ωrated because




The nonlinear excitation forces due to the aerodynamics and the nonlinear control system behaviour described in Section 2 now need to be
linearised. For simplicity, the other parts of the model (i.e., the hydrodynamic and mooring loads) are here already given in a linear form, but in
general, other effects such as nonlinear mooring forces could also be dealt with similarly. Unlike the harmonic linearisation approach presented in
Lupton and Langley,35 the floating wind turbine is now subject to both wind and wave loading at different frequencies. For a general nonlinear
function fðx, _xÞ, the aim therefore is to produce a good approximation of the output of f given harmonic variations in the inputs x at frequencies
ω1 and ω2. This can be conveniently written in terms of complex exponentials as












where x0 is the mean value of x, x1 and x2 are complex vectors representing the magnitude and phase of x at frequencies ω1 and ω2 and x∗1
and x∗2 are their complex conjugates. The nonlinear response is not necessarily harmonic but can be written similarly as
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where ϵ(t) represents higher harmonics in f(t) at frequency nωi, i=1,2, n > 1, which are neglected in the linearised model.
Because the harmonic approximation depends on the response, an iterative solution is required which is set out in Sections 3.1–3.3.
3.1 | Harmonic state variables and inputs









where uðtÞ= UðtÞΩrðtÞθðtÞηðtÞ½ T are the prescribed inputs of wind speed U, rotor speed Ωr, blade pitch angle θ and wave height η; q(t) are the
structural states discussed in Section 2.1; and z(t) are the control system states discussed in Section 2.4. When the control system is included in
the model, the rotor speed Ωr and blade pitch angle θ are removed from the list of prescribed inputs as they are controlled directly. Note that
dynamic wake states could be included in addition35 within x(t), but for simplicity, a frozen wake model is used here.


























That is, only U(t) includes harmonic variation at frequency ω1, and only η(t) includes harmonic variation at frequency ω2.
The components of the state variables q(t) and z(t) at each frequency are unknowns which will be solved next.
3.2 | Linearised forces
The nonlinear functions introduced in Sections 2.3 and 2.4 are next replaced by the harmonic approximation in Equation (18). The coefficients in


















f xðtÞ, _xðtÞ½ e− iω2t dt: ð21cÞ
In practice, these harmonics are calculated using a fast Fourier transform (FFT). Since harmonics at two frequencies (representing the
wave and the wind) are included in the input, the nonlinear functions must be evaluated over several periods in the time domain to be able
to resolve the corresponding harmonic components in the output of the nonlinear functions. More generally, additional harmonic components
could be included in the same way. The response to random rather than harmonic inputs is also generally of interest, in which case the equiv-
alent linearisation is based on the expected value of the nonlinear function.30 While the insights gained through studying the harmonic
linearisation are also relevant to the stochastic case, the details of how this could be applied to model floating wind turbines have yet to be
demonstrated.
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Specifically, to find the linearised aerodynamic loads, the nonlinear loads Qaero(x) are evaluated for a sample of points over the harmonic
variation in x specified by Equation (19), before applying a FFT to obtain the coefficients in Equation (21), which in this case are Qaero, 0, Qaero, 1
and Qaero, 2.
Since here only linear hydrodynamic loading is included, the harmonic components of Qhydro(t) from Equation (6) can be written directly as
Qhydro,0 = ρgV0Iz Qhydro,1 = 0 Qhydro,2 =Xðω2Þζ: ð22Þ
Nonlinear hydrodynamic loads could be included in a similar way to the nonlinear aerodynamic loads.
3.3 | Linearised harmonic solution
Now that the forces have been expressed as harmonic components, the equation of motion Equation (1) can be transformed into the frequency
domain and solved. The frequency domain equivalent is




C =Cstruct +Chydro +Cmooring: ð24cÞ
To find the structural response, the linearised loads are projected into the generalised coordinates of the system using a projection
matrix supplied by the multibody model.33 The system transfer function is evaluated to find the static response and at the two harmonic
frequencies:
H0 = C½ −1 ð25aÞ
H1 = −ω21Mðω1Þ+ iω1Bðω1Þ+C
 −1 ð25bÞ
H2 = −ω22Mðω2Þ+ iω2Bðω2Þ+C
 −1
: ð25cÞ
The components of the harmonic response, corresponding to Equation (17) above, are found as
qj =HjQj j=0,1,2, ð26Þ
where Q0 are the mean generalised forces and Q1 and Q2 are the frequency-domain components of the generalised forces at ω1 and ω2 obtained
from Equations (21) and (22). Since the generalised forces are nonlinear functions of the response, the solution is found numerically by solving the
nonlinear equations
0 = qj−HjQjðq0,q1,q2Þ j=0,1,2: ð27Þ
The initial guess for qj is obtained from the tangent linearisation solution, described in the following section. The solution is found using a
standard multidimensional root-finding algorithm.45
In addition to the structural response, the linearised control system response must also be found by solving the following nonlinear equations
in parallel with Equation (27). The rotor speed dynamic response (Equation 13) is determined by
0= Qað Þ0−G Qg
 
0 ð28aÞ
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The filtered generator speed Ωg is determined by









while the linearised solution of Equation (16) is determined by
0= Ωgð Þ0−Ωrated ð30aÞ
Iϵð Þ1 = Ωgð Þ1
 
=iω1 ð30bÞ
Iϵð Þ2 = Ωgð Þ2
 
=iω2: ð30cÞ
Below the rated wind speed, when the pitch controller is not active, Equations (27)–(29) are solved simultaneously. Above the rated wind
speed, the pitch controller is active and Equation (30) is solved in addition.
3.4 | Linearised tangent solution
To understand if the extra effort of finding the iterative harmonic linearisation solution is worthwhile, the tangent linearisation solution was also
found. This is calculated in a similar way to the harmonic linearised solution: the structural model and wave loads are identical. The difference is in
the linearisation of the aerodynamic loads, which are found by perturbing the wind speed and platform motion about the mean operating point.
The solution is found by solving for the mean value and the amplitudes of the two harmonics, as in Equation (26), but now with the transfer
functions identified as
H0 = K½ −1 ð31aÞ
H1 = −ω21Mðω1Þ+ iω1 Cðω1Þ+Cqð Þ+ K +Kqð Þ
 −1 ð31bÞ
H2 = −ω22Mðω2Þ+ iω2 Cðω2Þ+Cqð Þ+ K +Kqð Þ
 −1
: ð31cÞ
Here, M, C and K are the same system matrices which appear in Equation (25). Cq and Kq are the parts of the linearised aerodynamic force
which depend on the platform motion and blade vibration, thereby accounting approximately for aeroelastic effects.
The components of the generalised forces Qj are
Qwindj = KU + iωjCU
 
Uj j=0,1,2 ð32aÞ
Qhydroj = ρgV0Iz +XðωÞζj ð32bÞ
C U and KU are the parts of the linearised aerodynamic force which depend on the wind speed. U0, U1 and U2 are the mean wind speed and
the amplitudes of the wind speed variation occurring at frequencies ω1 and ω2, respectively. ζ0, ζ1 and ζ2 are similarly the components of the
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wave heights. Since ω1 is the wind loading frequency and ω2 is the wave loading frequency, in fact, U2 = 0 and ζ0 = ζ1 = 0. The mooring forces are
not shown here as they are defined directly by the linear stiffness Cmooring (although if the mooring force was nonlinear, it could be linearised simi-
larly to the wind loads).
Note that because the nonlinear force is numerically linearised, the ‘stiffness’ and ‘damping’ components of the force do not need to be
explicitly found in the harmonic linearisation (Equation 25). In contrast, in the tangent linearisation, these stiffness and damping matrices are iden-
tified explicitly and included in the transfer function matrices (Equations 31 and 32).
4 | REFERENCE SIMULATIONS
The accuracy of the linearised model is tested in two stages. First, the response is tested for constant rotor speed and blade pitch angle, over a
wide range of wind and wave conditions, comparing the harmonic linearisation, tangent linearisation and nonlinear reference results from Bladed.
Then, the overall response is tested, including the control system behaviour, for a more limited set of conditions, comparing the harmonic
linearisation to the nonlinear results.
4.1 | Wind and wave conditions to test
The wind and wave conditions tested are shown in Table 1. The intention of including two smaller wave heights was to exercise the linearisation
of the nonlinear part of the loading: since in the present model, the aerodynamic loads are nonlinear while the hydrodynamic loads are linear, it
might be expected that the worst case for the linearised model would be the small waves. In practice, this is not always the case because it was
not possible to limit the hydrodynamic loading in Bladed to a purely linear model, as described below. The large 25-m waves are included to repre-
sent an extreme sea state. The wave heights and periods were selected from the typical North Sea scatter table provided by Faltinsen.41 The wind
conditions were chosen to represent operation both below and above the rated wind speed. The frequencies chosen for the wind speed varia-
tions include values from across the range that could be relevant, from the platform natural frequencies up to near the frequency of the ‘extreme
operating gust’.46
In the second stage, when the control system is included in the model, results are obtained for one set of wave conditions (T = 10 s, H = 6m)
and for harmonic wind with a frequency of ω=0:32 rad s−1 only.
4.2 | Bladed simulations
Simulations in Bladed (version 4.1) were run for 2,000 s to ensure that transient platform motions have decayed.
For practical reasons, more degrees of freedom were included in the simulations than in the linearised model, but this does not affect the
results: because in Bladed, modes must be included in sequence, to reach the tower fore-aft rotation attachment mode, the side–side and torsion
tower modes were also included. Also, it is not possible to exclude the platform sway, roll and yaw degrees of freedom, but no significant
response was found in these directions.
Bladed has the capability to model individual mooring lines with nonlinear characteristics, but for comparison with the linearised results, a
simple linear stiffness matrix was applied at the platform origin to represent the mooring lines. Mooring line damping was applied to represent the
additional linear damping defined by OC3.
4.3 | Differences between Bladed model and nonlinear model
Because of limitations in the way the model can be set up in the Bladed software, there are a few reasons that the reference Bladed results do
not exactly replicate the behaviour of the nonlinear model used here as the basis for linearisation, even before the linearisations are applied.
TABLE 1 Input parameters for simulations
Parameter Symbol Values
Mean wind speed U 8 and 16m s−1
Wind variation amplitude A 1, 2, 3, 4 and 5m s−1
Wind variation frequency ω 0.10, 0.32 and 1.00 rad s −1
Wave height and period H, T (1 m, 7 s), (6 m, 10 s), (25 m, 16 s)
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Since the version of Bladed used could not make use of the hydrodynamic added mass, damping and wave excitation matrices (Section 2.2),
the hydrodynamic loads in Bladed are calculated using Morison's equation. This is justified for this model because the diffraction and wave radia-
tion effects are small.37
Even without the viscous drag forces, the hydrodynamic loads in Bladed are nonlinear, due to the use of Wheeler stretching to calculate the
fluid velocity around the free surface.9 In regular waves, this introduces an additional mean surge force which is not included in the linear model.
A subtle problem is created by the motion of the rotor through the air as the platform pitches. In the present work, the harmonic wind speed
has been defined as a function of time, U=Acosωt. In Bladed, the wind speed is defined as a spatial field, which moves past the rotor at the mean
wind speed. An artificial wind field is defined containing sinusoidal variations in wind speed which would, if the rotor was stationary, result in the
equivalent sinusoidal variation in wind speed at the rotor. However, as the rotor moves through this field, the wind speed measured at the rotor
is no longer purely sinusoidal (Figure 2). Additional harmonics are therefore expected in the aerodynamic loads reported by Bladed, at the sum
and difference of the wind and wave frequencies, as seen in the figure.
As discussed in Section 2.3, the linearised solutions provide the average response over the three blades. In the nonlinear simulation, the
response is different between the three blades, due to the varying relative wind speed across the rotor. In the results presented here, the
nonlinear blade responses are averaged for comparison with the linearised results.
4.4 | Basis for comparison
To reflect the agreement between the linearised and nonlinear results across all the combinations of conditions listed in Table 1, the error in the
peak–peak range for five variables is used: the platform surge, heave and pitch, the tower translational deflection and the blade tip deflection.
The peak–peak error is a simple measurement but is relevant whether extreme or fatigue loads are of interest. Because the structural model is lin-








F IGURE 2 The wind speed in Bladed
is defined as a spatial field which moves
past the rotor. Top: time series of wind
speed measured at the fixed origin and at
the rotor hub. As the platform moves, the
wind speed measured at the hub is not
sinusoidal. Bottom: spectrum of wind
speed measurements. Additional
harmonics are seen at the sum and
difference of the wind and wave
frequencies when measured at the
moving hub position
LUPTON AND LANGLEY 843
in which z is the linearised result and y is the nonlinear reference result.
The target accuracy will depend on the application of the linearised analysis. Previous examples include the following: Schløer et al.47 describe
fatigue damage errors of 8% as ‘comparing well’; Matha et al.12 found differences in extreme loads of about 5% between FAST and their
reduced-order nonlinear model, with differences in fatigue damage of 25%; and Pegalajar-Jurado et al.10 found errors in the largest response
peaks of 4% to 12% and errors of up to 11% in fatigue damage. However, these are not all directly comparable as they are defined in different
ways. For the sake of argument, here the accuracy is considered to be ‘good’ if the error is less than 5% and ‘acceptable’ if under 10%.
5 | RESULTS: OVERALL ACCURACY AND COMPUTATIONAL TIME
The accuracy of the linearised models is now assessed with reference to the Bladed simulation results. The overall errors are presented first for
the case with fixed rotor speed and blade pitch angle and then with the control system behaviour. The harmonic and tangent linearisations are
compared in accuracy and simulation time required. These headline results are then investigated in more detail in Section 6.
5.1 | Comparison of error (with fixed rotor speed and blade pitch angle)
The peak–peak error, normalised by the peak–peak amplitude of the nonlinear Bladed results (Section 4.4), is plotted for the full range of condi-
tions in Figures 3–7. Each figure contains 12 contour plots, each showing the dependence of the error on the amplitude and frequency of the
wind speed variations. The contour plots are arranged into columns corresponding to the three sea states and rows corresponding to the two
mean wind speeds. The results for both the harmonic and tangent linearisations are given in each figure. For ease of comparison, a consistent col-
our scale is used in each figure showing errors from 0% to 20%. Larger errors are shown by additional contour lines.
The heave response (Figure 3) shows large relative errors. These occur when the wind loading is dominant (i.e., for 1-m waves and for the
larger waves paired with the lower wind speeds). When the wave loads are dominant, the errors are lower. The causes of this will be investigated
in more detail in Section 6.2.
The errors in the surge and pitch responses are shown in Figures 4 and 5. The behaviour of these two responses is broadly similar. Good
accuracy is achieved for small variations in wind speed, with increasing peak–peak error for larger variations. Better accuracy is achieved with the
mean wind speed of 16m s−1 than with 8m s−1, and this is consistent with the results previously reported by Lupton and Langley35 where weaker
F IGURE 3 Normalised peak–peak error between nonlinear (Bladed) and harmonic solutions in heave response
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nonlinearity was seen in the aerodynamic forces at higher mean wind speeds. The largest errors in the surge response are seen for smaller waves
at low wind frequencies, and these will be investigated too in Section 6.2.
The error in the tower deflection response (Figure 6) is mostly acceptable. With 1-m waves, the relative error is greater than 10%, but the
response is also small here.
F IGURE 4 Normalised peak–peak error between nonlinear (Bladed) and harmonic solutions in surge response
F IGURE 5 Normalised peak–peak error between nonlinear (Bladed) and harmonic solutions in pitch response
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The blade deflection error is shown in Figure 7. The error is acceptable for the smaller waves and smaller variations in wind speed but exceeds
20% for the 25-m waves. The cause of the gradual increase in error with the wind variation amplitude is discussed in Section 6.1, and the larger
increase for the biggest waves is discussed in Section 6.2.
F IGURE 6 Normalised peak–peak error between nonlinear (Bladed) and harmonic solutions in tower deflection response
F IGURE 7 Normalised peak–peak error between nonlinear (Bladed) and harmonic solutions in blade deflection response
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5.2 | Comparison of tangent and harmonic linearisations
Comparing the two linearisation techniques gives mixed results. Figure 8 plots the ratio of the tangent and harmonic errors for each mean wind
speed and sea state.
Most often, the harmonics linearisation gives a lower peak–peak error than the tangent linearisation. The gains are most consistent in the
blade deflection, which is consistent with the better performance of the harmonic linearisation seen in Lupton and Langley35 when dealing with
the aerodynamic forces alone. The surge and pitch responses also benefit from the harmonic linearisation, although there are some cases where
the tangent linearisation error is smaller. On the other hand, the tower deflection error is generally slightly better with the tangent rather than har-
monic linearisation, but the errors are relatively small in these cases. The heave response error is mostly unaffected by the linearisation method;
this is because the heave error is due to effects which apply to both methods, as discussed in Section 6.2 below.
5.3 | Comparison of error (with controller active)
Now the control system is reintroduced into the simulations. Figure 9 shows the peak–peak error (Section 4.4) between the harmonic linearisation
and the nonlinear Bladed simulations for the conditions which have been run with the control system active. Generally, by adding the control sys-
tem, the errors have increased by up to 15%. Although the error in the control variables is large, especially the blade pitch angle, this does not
carry through into equally large errors in the overall response.
Overall, the change in response due to adding the control system is large compared to the errors, and the linearised system is successful in
representing this. This can be seen in Figure 10, which shows the spectrum of the aerodynamic thrust load for the same conditions, with and with-
out the controller active. For the mean wind speed of 8 m s−1 (above), the presence of the controller increases the variation in the aerodynamic
thrust, while for the mean wind speed of 16m s−1 (below), the controller acts to reduce the variations in thrust. In both cases, the agreement
between the linearised and nonlinear results is good compared to the scale of the change due to introducing the controller. The change in aerody-
namic thrust carries through to similar changes in the blade deflection and platform surge responses (not shown).
F IGURE 8 Error in tangent
linearisation compared to harmonic
linearisation. Each column relates to
particular mean wind speed and sea state.
Each subplot has the same axes as the
error plots in Figures 4–7 above
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F IGURE 9 Peak–peak error in results
including control system, compared to
previous results with no control
F IGURE 10 Spectrum of
aerodynamic thrust with control
system, at two mean wind
speeds. At 8 m s−1, adding the
control system increases the
thrust variation, while at 16m
s−1, the variation is reduced.
These changes are also seen in
the linearised results
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5.4 | Computational time comparison
All calculations were run on an Intel Core i7-2600 3.4 GHz processor. The Bladed simulations of the floating wind turbine without the control sys-
tem were consistent across all cases, taking 900 to 1,000 s to run. The tangent linearisation calculation was also consistent across all the cases,
taking 27 to 29 s to run. The harmonic linearisation, on the other hand, was much more dependent on the wind and wave frequencies involved in
the calculation, as shown inTable 2. Calculation times varied between about 70 to 1,750 s.
Part of the difference in calculation speed is due to the linearisation algorithm and part to the speed of the implementation. The linearised
results presented here were calculated using Python scripts, whereas Bladed is an optimised commercial code. To estimate how much the imple-
mentation speed contributes to the results, a time-domain integration was performed using the same underlying Python code as used for the
linearisation. The difference between the run times of this Python code and Bladed represents the differences due to implementation, rather than
the difference between the linearised and nonlinear approaches. From this, the present implementation is estimated to be about 40 times slower
than Bladed. Using this factor to compensate for the slower implementation of the linearised models, the harmonic solution is estimated to be
20–500 times faster than the time-domain solution. In the same way, the tangent solution is estimated to be 1,200 times faster.
There are two main reasons for the variability of the harmonic linearisation calculations: evaluating the harmonics of the nonlinear functions
and solving the nonlinear equations. The harmonics of the nonlinear functions are calculated using a FFT approach described in Section 3.3, but
the efficiency of this is dependent on the relative frequencies of the harmonics involved: if the frequencies of the harmonics are close in the fre-
quency domain, the nonlinear function is evaluated over a long sample in the time domain. Solving the nonlinear algebraic equations is achieved
using a standard multidimensional root-finding algorithm (a Powell hybrid method45). The efficiency of this algorithm determines the number of
times the nonlinear functions must be evaluated and therefore directly influences the total calculation time. Little work has been put into improv-
ing the efficiency of these algorithms, so it seems likely that improvements could be made.
Adding the control system dynamics into themodel increases the duration of both the Bladed simulations and the harmonic linearisation calcula-
tion. The harmonic linearisation time has been increased by a factor of 3 and the Bladed simulations times are increased by a factor of 6 on average.
6 | DISCUSSION
The results in Section 5 show substantial variation in the accuracy of the linearised results for different response variables and operating condi-
tions. What causes this inaccuracy? In some cases, it can be seen that the linearised results include the correct harmonics but with inaccurate
magnitudes. In other cases, the error is due to the presence of harmonics in the nonlinear response which are entirely missing in the linearised
results.
6.1 | Inaccuracies due to linearisation
For example, consider the blade deflection results for 25-m, 16-s waves, wind speed 8 ± 1m s−1 at 0.32 rad s−1. Figure 7 showed quite large errors
for these conditions, and Figure 11 shows the time series of the corresponding simulation results. The prediction of the aerodynamic thrust
TABLE 2 Calculation time relative to Bladed for linearised solutions
No control
With control
ω (rad s−1) T (s) Harmonic Tangent Harmonic
0.10 7 42% 2.9%
0.10 10 30% 2.8%
0.10 13 21% 2.7%
0.32 7 14% 2.9%
0.32 10 175% 2.7% 63%
0.32 13 7% 2.7%
1.00 7 13% 2.8%
1.00 10 7% 2.7%
1.00 13 36% 2.7%
Note. There is little dependence on the mean wind speed, wind variation amplitude and wave height; the mean value over all these variables has been
taken. The harmonic solution time with control is normalised against the Bladed solution time with control.
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(top right) is quite good for the harmonic linearisation model and noticeably better than the tangent linearisation results, as previously seen in
Lupton and Langley.35 The blade deflection response (bottom right) is overpredicted, causing the error seen in Figure 7, but the structure of the
response is largely correct.
6.2 | Inaccuracies due to missing harmonics
Now consider Figure 12, which shows similar conditions to Figure 11 but with a larger amplitude of wind speed variations of 1m s −1. The
responses are no longer simple sinusoids, indicating that additional harmonics are present.
This can be seen more clearly in the spectrum, which is shown in Figure 13 for the same cases. For the smaller variations in wind speed, the
correct harmonics are included, but the amplitudes do not exactly match. Note that the harmonic linearisation gives much better results than
the tangent linearisation in this case, due to the better representation of the nonlinear aerodynamic forces. The error can be traced directly to the
aerodynamic thrust, which is also shown in Figure 13. At larger amplitudes, the component of the thrust at the difference frequency ωwave−ωwind
is increased. This component is due to the fact that Bladed is using a spatial wind field, as shown in Figure 2.
Another case with large errors, with a slightly different explanation, was the platform heave response shown in Figure 3. The responses for
this case are shown in detail in Figure 14, and it can be seen that the platform heave response has a harmonic component at twice the low-
frequency wind variation. The reason for the heave error is the vertical component of the aerodynamic thrust which varies as the platform rotates:
the rotor thrust T is assumed to act perpendicular to the rotor plane, so if the platform pitch angle is ϕ, there are horizontal and vertical force con-
tributions of
F IGURE 11 Response with 25-m,
16-s waves, wind speed 8 ± 1m s−1 at
0.32 rad s−1. Black: nonlinear (Bladed);
red: harmonic; blue: tangent. Dotted lines
show the mean value. The difference
between the mean values of the
nonlinear and linearised results for the
platform motion is greater here than in
other examples, because of the way the
nonlinear wave loading in Bladed has a
greater effect in large waves (see
Section 4.3)
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Fx = Tcosϕ and Fz = −Tsinϕ, ð34Þ
respectively. The vertical force therefore has components at the sum and difference of the wind and pitching frequencies. Since the pitching
motion in this case is mostly occurring at the wind frequency, the wind-induced heave motion occurs at twice the wind frequency (Figure 15). It is
not possible to represent this motion with the two available components of the harmonic solution as implemented here.
In the larger waves (6 and 25m), the error shown in Figure 3 is reduced because the heave response is caused to a greater extent by the lin-
ear wave excitation. As the wind variation increases, the error increases because the nonlinear effect of Bladed's spatial wind field discussed
above again becomes important. For example, Figure 16 shows the spectrum of the platform pitch and heave responses with 6-m waves and a
wind frequency of 0.32 rad s−1. Although it appears that a component at the wind frequency is missing in the linearised results, in fact, the missing
harmonic is at ωwave−ωwind; by coincidence, the difference frequency is close to the wind frequency for this case. The large errors in the
remaining cases in Figure 3 are likewise caused by missing harmonics in the linearised response.
6.3 | Why does the tangent linearisation sometimes give more accurate results than the harmonic
linearisation?
The comparison of the accuracy of the harmonic and tangent linearisation approaches in Section 5.2 showed mixed results, with different
methods giving better results in different situations. Given that the harmonic linearisation approach is based on the minimisation of the mean
squared error between the nonlinear and linear functions, it may seem strange that in some cases, the tangent linearisation gives a smaller error.
F IGURE 12 Detailed results: same as
previous figure but for larger variations in
wind speed of 8 ± 5m s−1
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This is because the results in this chapter (including Figure 8) are based on the peak–peak error, as defined in Equation (33), and minimising the
mean squared error does not necessarily minimise the peak–peak error. Figure 17 presents a contrived example which demonstrates this. How-
ever, when the tangent linearisation gives a lower peak–peak error, it is only through good luck, and the harmonic linearisation should be more
robust in the face of a variable level of nonlinearity.
6.4 | Capturing additional harmonics in the calculated nonlinear forces
Section 6.2 has shown that many of the errors in the linearised model are due to missing harmonics that are present in the full nonlinear results of
the model. This raises the question of whether these additional harmonics could be captured within an extended linearised model.
In principle, Equation (17) could be extended to include a response at an additional frequency (such as double the wind frequency, 2ω1, as
seen in Figure 15). While this could improve the accuracy of the predicted response, it would come at a cost as it would introduce additional har-
monic balance equations into Equation (27) (specifically, two real equations or one complex equation per additional harmonic), which would affect
the solution time and convergence of the solution.
However, there is some information on additional harmonics already available without additional calculations. The nonlinear function f(t) from
Equation (18) is calculated numerically based on the harmonic input x(t). In Equation (21), only its first harmonics at ω1 and ω2 are kept, but in fact,
additional harmonics in the response could be extracted which might be expected to improve the accuracy of the result. This represents a
F IGURE 13 Top two plots:
spectrum of blade deflection
response and aerodynamic thrust
with 25-m, 16-s waves, wind
speed 8 ± 1m s−1 at 0.32 rad s−1.
Bottom two plots: as above but
for 8 ± 5m s−1 wind. For small
variations in wind speed (top),
the error is due to the amplitude
of the linearised response. When
the wind speed variations are
large (bottom), there is also some
nonlinear response at ωwave
−ωwind (labelled ‘Diff.’). The
blade deflection is closely linked
to the thrust
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F IGURE 14 Response with 1-m, 7-s
waves, wind speed 8 ± 3m s−1 at 0.1 rad
s−1. Black: nonlinear (Bladed); red:
harmonic; blue: tangent. The low-
frequency variation is at ωwind and the
high-frequency oscillation is at ωwave. The
heave motion occurs at 2ωwind, which is
not captured by the linearised models
(see text and Figure 15). The surge
motion occurs mostly at ωwind, but the
linearised results are also missing a
component at 2ωwind
F IGURE 15 Spectrum of
heave response with 1-m, 7-s
waves, wind speed 8 ± 3m s−1 at
0.1 rad s−1. The platform pitching
motion at the wind frequency
combines with the aerodynamic
thrust to produce a heave motion
at twice the wind frequency,
which is not included in the
linearised models
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half-step towards the full extended harmonic balance method described in the paragraph above: additional harmonics in the response could be
reported as a post-processing step, but they would not be taken into account as part of the iterative solution of Equation (27).
Figure 18 shows an example of this, corresponding to the case previously seen in Figures 14 and 15, where the error in the linearised
response was attributed to a missing harmonic at 2ω1. Based on the solution found by harmonic linearisation at the two base frequencies ω1 and
ω2, the spectrum shows that the response at 2ω1 is fairly well estimated by this approach, in this case. However, the magnitude of the first har-
monic at ω1 is overestimated, leading to the overall response amplitude being too large. This makes sense intuitively, as in the initial harmonic
linearisation, the magnitude of the response at ω1 is increased to approximate the missing response at 2ω1. If the 2ω1 harmonic were to be
included within the iterative solution of Equation (27), subsequent iterations would be expected to reduce the magnitude of the harmonic at ω1
such that the overall response better matched the nonlinear response.
This example shows that while this type of post-processing could potentially lead to improved accuracy by including missing harmonics, if
there is significant spectral content at these higher harmonics present, predicted magnitudes are unlikely to be accurate. On the other hand, if the
predicted magnitude of the higher harmonics is small, then that could be a useful indication that that linearised model is performing adequately.
F IGURE 16 Spectrum of
heave response with 6-m, 10-s
waves, wind speed 8 ± 5m s−1 at
0.32 rad s−1. The missing
harmonic is at ωwave−ωwind; by
coincidence, the difference is
close to the wind frequency
F IGURE 17 A contrived example to show that while the harmonic
linearisation minimises the mean squared error, it does not necessarily
minimise the peak–peak error
F IGURE 18 Platform heave response
including an additional harmonic as a post-
processing step. The wind and wave conditions
and the Bladed (black) and harmonic (red) results
are the same as in Figures 14 and 15. The
‘harmonic extra’ response includes the 2ω1
harmonic of the calculated nonlinear forces
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7 | CONCLUSIONS
The main aim of this paper was to test the harmonic linearisation of the aerodynamic loads and control system behaviour in the context of a com-
plete model of a floating wind turbine—to quantify its performance over a range of operating conditions but also, in cases where the accuracy is
unsatisfactory, to give some insight into the causes.
Overall, these results show that it is possible to create a frequency-domain model of a floating wind turbine with a high level of detail: a flexi-
ble structure, aeroelastic rotor loads and the effect of the control system. Although the results are approximate, it seems that reasonable accuracy
is achievable. The influence of the control system is effectively captured (the change in behaviour when enabling it is large compared to the
linearisation errors), although there are unaddressed issues remaining with accuracy around rated wind speed.35 Of course, the results presented
here form a case study of just one design of floating wind turbine, and different levels of accuracy might be achieved in designs with very different
response characteristics.
Some inaccuracy is due to inaccurate linearisation of magnitudes of nonlinear aerodynamic forces (the issue addressed by previous work on
the aerodynamic loads in isolation35), but a bigger issue proved to be the presence of additional harmonics caused by nonlinear interactions
between loading at different frequencies. These can have a dominant effect on the peak–peak error of many response variables. In principle, the
model could be extended to include these interaction frequencies, at the expense of an increased number of system equations (like Equation 27)
to be solved.
In many cases, the computational cost of the harmonic linearisation is of the order of 10 times slower than the tangent linearisation and
100 times faster than the time-domain solution. In some cases where the wind and wave loading frequencies interact poorly, the harmonic solu-
tion can slow down, but it may be possible to improve the implementation to mitigate this.
Finally, this work has focused on modelling the response to harmonic inputs. This is directly useful in some situations, but in others, the
response to stochastic inputs (turbulent wind and random seas) is more relevant. Further work could build on the understanding of the harmonic
case presented here to generalise from harmonic linearisation to stochastic linearisation.
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