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This paper is concerning the linear theory of isothermal interact-
ing continua with memory. We consider anti-plane shear defor-
mations in a mixture of two elastic solids where the dissipation
mechanisms can be the viscosity in one of the components and
the viscosity with respect to the relative displacement. We have
seen that when the only dissipation mechanism applies on the
relative displacement we cannot expect the exponential decay for
the solutions. We have also analyzed the case when the viscosity
mechanism applies on a constituent. We have seen that generically
the decay is of exponential type. However if the coupling constitu-
tive parameter vanishes the decay is slow.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The theory of mixtures is of interest from both technical and mathematical point of view. From the
technical point of view because they describe a wide class of materials and from the mathematical
point of view because it proposes some new interesting theoretical questions to analyze. The progress
in this ﬁeld can be found in the review articles by Bowen [8], Atkin and Craine [5], Bedford and
Drumheller [7] and in the books of Rajagopal and Tao [35] and Samohyl [37]. Mixtures of elastic solids
is one of the nonclassical elastic theories which has deserved much attention in the recent years. This
is a consequence of the applications of these theories to technological and biological problems. The
list of references concerning applications of interacting continua to these situations is huge. We recall
here a few of them [13,22,36,41].
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is we consider a mixture of two elastic materials when dissipation of memory type is present. To be
precise, we will consider a mixture of two elastic solids where the dissipation mechanisms can be
the viscosity in one of the components and the viscosity with respect to the relative displacement.
There exists several works on dissipation of memory type. We mention the pioneer work of Dafermos
[12] who proved that the solution to the viscoelastic system tends to zero as time goes to inﬁnity,
but without giving explicit rate of decay. On this line of research the reader can see for example the
following papers [4,15,16,18,27] and the references therein.
The longtime behavior of solutions for several thermomechanical theories is a mathematical topic
to study. The time decay of solutions of problems determined by nonclassical elastic solids, where
several dissipation mechanisms are present, is under intense study in the last years. These situations
propose several conservative mechanisms coupled with several dissipative ones. We want to clarify
when the coupling is strong enough to guarantee that the system tends to the equilibrium state and
in this case to know how fast the global system decay. For several thermomechanical situations the
decay can be controlled by a negative exponential. For the sake of completeness we recall that the
solutions generated by a semigroup U (t) are said to be exponentially stable if there exist two positive
constant C,ω (which are independent of the initial conditions) such that ‖U (t)‖ C exp(−ωt)‖U (0)‖.
To simplify our expressions, we speak several times about slow decay or exponential decay of the
solutions. We say that the decay of the solutions is exponential if the are exponentially stable. In
other case we say that the decay is slow. It is worth recalling the main difference between these
two concepts in a physical context. When the decay is exponential then after a short period of time,
the thermomechanical deformations become very small and can be neglected. However, if the decay
is slow, then the solutions weaken in a way that the deformations could be appreciated after some
time. Therefore, the nature of the solutions highly determines the temporal behavior of the system
and, from a thermomechanical point of view, it is relevant to be able to classify them. Thus, it is
worth recalling some contributions of this kind to clarify the qualitative properties and the nature of
decay for porous elastic solids [10,11,14,23,26,28,29,32,38–40], or non-simple theories [17,30] and in
the case of mixtures of solids [1–3,19,24,33,34].
This paper is organized in the following way. In the next section we recall the system of ﬁeld equa-
tions which determine the behavior of an interacting continua with memory. Then, we restrict our
attention to anti-plane shear deformations. In Section 3 we state the well-posedness of the problem
by means of the semigroup theory of linear operators. We consider the more general case: when the
dissipation can be effective through the viscosity in one of the materials or/and through the viscosity
with respect to the relative displacement. In Section 4 we establish and prove the main result of this
paper (see Theorem 4.1). First we analyze the particular case that the only dissipation mechanism is
the viscosity with respect to the relative displacement and we prove that we cannot expect exponen-
tial decay. To be precise we prove that in the case that the kernel is the function exp(−σ s), σ > 0, the
decay is slow. Later we consider the case when the dissipation mechanism is given by a memory type
dissipation mechanism with respect to one of the constituents. We prove that generically the decay
is exponential. However we also prove that in the case that the coupling is weak (β1 = 0, see 2.2) the
decay is also slow. The paper ends with a section where we state our conclusions.
2. Preliminaries
In this section we set down the basic system of equations with we are going to work. We con-
sider the theory of interacting continua with memory and the basic equations in this case can be
found in the reference [20]. However, we should mention that we do not work in the general case.
In fact, we assume that the material is isothermal and we restrict our attention to anti-plane shear
deformations and on the other hand we will restrict in an important way the dissipation mecha-
nisms. We assume either that only one of the constituents has a viscosity mechanisms meanwhile
the other has a linear elastic behavior or we assume the viscosity effects on the internal body
force.
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s1 and s2. Here we assume that Ω is a two-dimensional regular region and I is an interval of the real
line. The mixture is viewed as a superposition of two continua each following its own motion. The
equations of motion in the theory of interacting continua can be written in the form
t ji, j − pi = ρ1u¨i,
s ji, j + pi = ρ2 w¨i .
Here ti j and si j are the partial stresses associated with each constituent, ρi , i = 1,2, are the mass
density of the constituents and pi is the internal body force and ui and wi are the displacement of
each component.
The general form for the constitutive equations is
ti j =
t∫
−∞
[(
Aijmn(t − s) + Bmnij(t − s)
)
e˙mn(s)
+ (Bijmn(t − s) + Cijmn(t − s))g˙mn(s)]ds,
si j =
t∫
−∞
[
Bmnji(t − s)e˙mn(s) + C jimn(t − s)g˙mn(s)
]
ds,
pi =
t∫
−∞
aij(t − s)d˙ j(t − s)ds.
Here we have used the geometrical equations
eij = 12 (ui, j + u j,i), gij = wi, j + u j,i, di = ui − wi .
Aijmn, Bijmn,Cijmn and aij are the constitutive functions which deﬁne the mixture. However in
this paper we only consider two dissipation mechanisms. One is applied to one of the constituents
and the other is applied to the relative displacement. In the case of isotropic materials some of the
constitutive tensors become easier and we have
ti j =
(
λ(0) + ν)errδi j + 2(μ(0) + η)e ji + (α + ν)gssδi j + (2β + η)g ji + (2γ + η)gij
+
∞∫
0
λ˙(s)err(t − s)δi j ds + 2
∞∫
0
μ˙(s)e ji(t − s)ds,
si j = νerrδ ji + ηeij + αgrrδ ji + 2βgij + 2γ g ji,
pi = ξ(0)di +
∞∫
0
ξ˙ (s)di(t − s)ds.
We note that the dissipation mechanisms are deﬁned by the functions λ(.),μ(.) and ξ(.). The system
of ﬁeld equations becomes
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∞∫
0
μ˙(s)ui, j j(t − s)ds
+
∞∫
0
(
λ˙(s) + μ˙(s))u j, ji(t − s)ds − ∞∫
0
ξ˙ (s)(ui − wi)(t − s)ds = ρ1u¨i,
β1ui, j j + β2u j, ji + γ1wi, j j + γ2w j, ji + ξ(0)(ui − wi) +
∞∫
0
ξ˙ (t − s)(ui − wi)(s)ds = ρ2 w¨i .
Here we have used the following notation
α˜1 = μ(0) + 2β + 2η, α2 = λ(0) + μ(0) + 2ν + 2γ + 2η, β1 = 2γ + η,
β2 = α + ν + 2β + η, γ1 = 2β, γ2 = 2γ + α. (2.1)
In this paper we consider a particular kind of solutions. They are the anti-plane shear deformations.
So we look for solutions of the form (u1,u2,u3) = (0,0,u(x1, x2)), (w1,w2,w3) = (0,0,w(x1, x2)).
Four equations of the system are automatically satisﬁed and the other two deﬁne the system of
equations
α˜1u + β1w − ξ(0)(u − w)
+
∞∫
0
μ˙(s)u(t − s)ds −
∞∫
0
ξ˙ (s)
(
u(t − s) − w(t − s))ds = ρ1u¨,
β1u + γ1w + ξ(0)(u − w) +
∞∫
0
ξ˙ (s)
(
u(t − s) − w(t − s))ds = ρ2 w¨. (2.2)
Here  denotes the two-dimensional Laplace operator. The aim of the paper is to clarify the qualita-
tive behavior of the solutions of two particular cases of this system of equations.
3. Semigroup formulation and well-posedness
In this section we establish the well-posedness of the system of Eqs. (2.2) with suitable initial
and boundary conditions. This is, by means of the semigroup theory of linear operators, we prove
the existence and uniqueness as well as continuous dependence on initial data of the solutions in an
appropriate Hilbert space. To this aim we suppose that the functions μ˙, ξ˙ : R+ → R are of C1-class
and such that the kernels Υ (s) := −μ˙(s), Γ (s) := −ξ˙ (s) are not negative. Moreover, we assume that
Υ (s) > 0, ∃k0,k1 > 0: − k0Υ (s) Υ ′(s)−k1Υ (s), ∀s 0, (3.1)
and
Γ (s) > 0, ∃k0,k1 > 0: − k0Γ (s) Γ ′(s)−k1Γ (s), ∀s 0. (3.2)
In order to write the system (2.2) as a Cauchy problem in a Hilbert space, we introduce the new
variables in the form proposed by Dafermos [12]
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η2(x, t, s) = w(x, t) − w(x, t − s). (3.4)
Substituting in the original system the variables (u,w, η1, η2) must satisfy the equivalent system:
ρ1utt − α1u − β1w + ξ(u − w)
−
∞∫
0
Υ (s)η1(s)ds +
∞∫
0
Γ (s)
(
η1(s) − η2(s))ds = 0, (3.5)
ρ2wtt − β1u − γ1w − ξ(u − w) −
∞∫
0
Γ (s)
(
η1(s) − η2(s))ds = 0, (3.6)
η1t + η1s − ut = 0, (3.7)
η2t + η2s − wt = 0, (3.8)
η1(·,·,0) = 0, (3.9)
η2(·,·,0) = 0. (3.10)
Here ξ := ξ(∞) > 0, α1 := (μ(∞)+2β +2η) > 0. Eqs. (3.7) and (3.8) are obtained after differentiating
Eqs. (3.3) and (3.4) with respect to the parameter s, respectively.
The initial conditions we assume are given by
u(·,0) = u0(·), ut(·,0) = u1(·), w(·,0) = w0(·), wt(·,0) = w1(·) in Ω,
η10(·,0, s) = u0(·,0) − u0(·,−s) in Ω × (0,∞),
η20(·,0, s) = w0(·,0) − w0(·,−s) in Ω × (0,∞). (3.11)
It means that the histories are considered as initial values. The Dirichlet boundary conditions associ-
ated to our problem are
u(x, t) = w(x, t) = η1(x, t, s) = η2(x, t, s) = 0, ∀x ∈ ∂Ω and ∀s, t  0.
In view of (3.1), let L2Υ (R
+, H10) be the Hilbert space of H10-valued functions on R+ , endowed with
the inner product
〈ϕ,ψ〉L2Υ (R+,H10) =
∫
Ω
∞∫
0
Υ (s)∇ϕ(s).∇ψ(s)dsdx.
Analogously, by (3.2), let L2Γ (R
+, L2) be the Hilbert space of L2-valued functions on R+ , endowed
with the inner product
〈ϕ,ψ〉L2Γ (R+,L2) =
∫ ∞∫
Γ (s)ϕ(s)ψ(s)dsdx.Ω 0
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this end, we formulate our problem as an abstract Cauchy problem. In fact, deﬁning U := (u, v,w,
z, η1, η2)′ , system (3.5)–(3.10) is equivalent to
Ut = AΥ,Γ U , U (0) = U0,
where U0 := (u0,u1,w0,w1, η10, η20)′ and AΥ,Γ is deﬁned by
AΥ,Γ U :=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
v
α1
ρ1
u + β1ρ1 w −
ξ
ρ1
(u − w) + 1ρ1
∫∞
0 Υ (s)η
1(s)ds − 1ρ1
∫∞
0 Γ (s)(η
1 − η2)ds
z
β1
ρ2
u + γ1ρ2 w +
ξ
ρ2
(u − w) + 1ρ2
∫∞
0 Γ (s)(η
1 − η2)ds
−η1s + v
−η2s + z
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
(3.12)
Let
HΥ,Γ := H10(Ω) × L2(Ω) × H10(Ω) × L2(Ω) × V × L2Γ
(
R
+, L2
)
,
where the component V is deﬁned by
V := L2Υ
(
R
+, H10
)∩ L2Γ (R+, L2).
It is not diﬃcult to prove that HΥ,Γ can be endowed with a structure of Hilbert space with the norm
‖U‖2HΥ,Γ =
∥∥(u, v,w, z, η1, η2)∥∥2H
= ρ1‖v‖2L2 + ρ2‖z‖2L2 + α1‖∇u‖2L2 + β1(∇u,∇w)L2 + β1(∇w,∇u)L2
+ γ1‖∇w‖2L2 + ξ‖u − w‖2L2 +
∥∥η1∥∥2L2Υ (R+,H10) + ∥∥η1 − η2∥∥2L2Γ (R+,L2). (3.13)
The operator AΥ,Γ has the domain
D(AΥ,Γ ) =
{
U ∈ H: v, z ∈ H10(Ω)/η1s ∈ V , η2s ∈ L2Γ
(
R
+; L2(Ω)),
with ηi(·,·,0) = 0 for i = 1,2/[β1u + γ1w] ∈ H2(Ω) ∩ H10(Ω) and[(
α1 − β
2
1
γ1
)
u +
∞∫
0
Υ (s)η1(s)ds
]
∈ H2(Ω) ∩ H10(Ω)
}
.
Applying the Lumer–Phillips theorem, it is not diﬃcult to prove that the operator AΥ,Γ , formally
given by (3.12), is the inﬁnitesimal generator of a contraction semigroup on the space HΥ,Γ . It implies
the following theorem.
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there exists a unique solution U = (u, v,w, z, η1, η2) to the system (3.5)–(3.10) such that
U (t) ∈ C(R+; D(AΥ,Γ ))∩ C1(R+;HΥ,Γ ).
Moreover, if U0 ∈ D(AnΥ,Γ ), then
U ∈ Cn−k(R+; D(AkΥ,Γ )), k = 0,1, . . . ,n.
We note that in the next section we only assume that either Γ is different from zero or Υ is
different from zero, but we are not going to study the decay of solutions when both functions are
zero. However, we do not write the corresponding theorem for each case, because the mathematical
framework seems very clear for each case.
We also note that this theorem gives the existence, uniqueness and continuous dependence on
initial data of the solutions. In fact, it could be also proved the continuous dependence on supply
terms in case we were imposed them. This says that the proposed problem deﬁnes a well-posed
problem.
To conclude this section, and in order to be self-contained, we recall the following characterization
of exponentially stable semigroups (see e.g. [25, Theorem 1.3.2]).
Lemma 3.2. A semigroup of contractions {etA}t0 in a Hilbert space H with norm ‖ · ‖H is exponentially
stable if and only if
iR⊂ (A) (3.14)
and
∃C > 0: limsup
|λ|→∞
∥∥(iλI − A)−1∥∥L(H)  C . (3.15)
4. Stability results
The aim of this section is to clarify the asymptotic behavior of the solutions of the problem deﬁned
by system (3.5)–(3.10) with homogeneous Dirichlet boundary conditions and initial conditions (3.11).
We prove that this behavior depends of the presence (or not) of the kernels Υ (s) or Γ (s) deﬁned
previously, and of the coupling degree of the equations. In fact, the main result is established by the
following theorem.
Theorem 4.1. Let Υ (s) and Γ (s) be the kernels deﬁned previously. Then, we have:
(a) If Υ (s) ≡ 0 and Γ (s) = exp(−σ s), σ > 0, the corresponding C0-semigroup of contractions associated, is
not exponentially stable.
(b) If Γ (s) ≡ 0 and Υ (s) veriﬁes (3.1), the corresponding C0-semigroup of contractions associated veriﬁes:
(b1) For the weakly coupled case, β1 = 0, the semigroup is not exponentially stable.
(b2) For the strongly coupled case, β1 = 0 and ξ/β1 is not an eigenvalue of the Laplace operator, the
semigroup is exponentially stable.
Remark 4.2. When the two kernels are acting simultaneously, that is, conditions (3.1) and (3.2) are
satisﬁed, the exponential stability of the semigroup is obtained without diﬃculties.
In order to organize our arguments, we divide the proof of Theorem 4.1 in two parts. In the ﬁrst
one we prove item (a) and in the second we prove (b1) and (b2).
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In this case we have that the operator AΓ := A0,Γ is acting on the Hilbert space HΓ := H0,Γ
given by
HΓ := H10(Ω) × L2(Ω) × H10(Ω) × L2(Ω) × L2Γ
(
R
+, L2
)× L2Γ (R+, L2).
Therefore, applying Lemma 3.2, it is suﬃcient to show that there is a sequence (λn)n of real num-
bers and a bounded sequence (Fn)n in HΓ such that λn → ∞ as n → ∞ and
lim
n→∞
∥∥(iλn I − AΓ )−1∥∥L(HΓ ) = ∞. (4.1)
We consider τn the eigenvalues sequence for the operator (−) with homogeneous Dirichlet
boundary conditions and ϑn the corresponding eigenfunctions for each n ∈N. We know that
−ϑn = τnϑn and τn −→ +∞ (n → ∞). (4.2)
We choose F ≡ Fn := (0,0,0,0, f 5∗ , f 6∗ )′ with f i∗ = f iϑn for i = 5,6, satisfying the following condition
f 5 − f 6 = λ1/2n e−λns, (4.3)
where (λn)n will be deﬁned later (see Aﬃrmation 1) and such that the sequence {Fn}n∈N will be
bounded in HΓ . Let us deﬁne the polynomials
P1(λ) := −λ2ρ1 + (α1 + β1)τn, (4.4)
P2(λ) := −λ2ρ2 + (β1 + γ1)τn. (4.5)
We now prove the following aﬃrmation.
Aﬃrmation 1. Let σ > 0 be a ﬁxed real number. The polynomial function deﬁned by
Q (λ) := −λ2ρ2P1(λ) − β1τn P2(λ) + γ1τn P1(λ) +
(
ξ + 1
σ
)(
P1(λ) + P2(λ)
)
,
has a real solution for n ∈ N large enough that we will denote by λ = λn.
Proof of Aﬃrmation 1. From the deﬁnitions of P1(λ) and P2(λ), the equation Q (λ) = 0 can be writ-
ten as
ρ1ρ2λ
4 −
(
(α1 + β1)ρ2τn − β1ρ2τn + γ1ρ1τn +
(
ξ + 1
σ
)
(ρ1 + ρ2)
)
λ2
−
(
β1(β1 + γ1)τ 2n −
(
ξ + 1
σ
)
(α1 + 2β1 + γ1)τn − (α1 + β1)γ1τ 2n
)
= 0. (4.6)
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a ≡ a(τn) = ρ1ρ2 > 0,
b ≡ b(τn) = α1ρ2τn + γ1ρ1τn +
(
ξ + 1
σ
)
(ρ1 + ρ2),
c ≡ c(τn) =
(
β21 − α1γ1
)
τ 2n −
(
ξ + 1
σ
)
(α1 + 2β1 + γ1)τn,
Eq. (4.6) becomes
aλ4 − bλ2 − c = 0.
To prove that Q (λ) has a real solution, it is suﬃcient to show that b2 + 4ac > 0. After some simpliﬁ-
cations we have
b2 + 4ac = pτ 2n + qτn + r,
where
p = (α1ρ2 − γ1ρ1)2 + 4ρ1ρ2β21 > 0,
q =
(
ξ + 1
σ
)(
2γ1ρ
2
1 + 2α1ρ22 − 2α1ρ1ρ2 − 2γ1ρ1ρ2 − 8ρ1ρ2β1
)
,
r =
(
ξ + 1
σ
)2
(ρ1 + ρ2)2.
Then, choosing n ∈ N large enough b2 +4ac is positive and the proof of Aﬃrmation 1 is complete. 
Now we shall prove (4.1). To this end we study the solution U = (u, v,w, z, η1, η2) of the resolvent
equation (iλ − AΓ )U = F , where F ≡ Fn was deﬁned previously. The resolvent equation gives
iλu − v = 0,
iλρ1v − α1u − β1w + ξ(u − w) +
∞∫
0
Γ (s)
(
η1 − η2)ds = 0,
iλw − z = 0,
iλρ2z − β1u − γ1w − ξ(u − w) −
∞∫
0
Γ (s)
(
η1 − η2)ds = 0,
iλη1 + η1s − v = f 5∗ ,
iλη2 + η2s − z = f 6∗ .
Using the ﬁrst and third equalities we have that v = iλu and z = iλw . Then, substituting, we have the
system
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∞∫
0
Γ (s)
(
η1 − η2)ds = 0,
−λ2ρ2w − β1u − γ1w − ξ(u − w) −
∞∫
0
Γ (s)
(
η1 − η2)ds = 0,
iλη1 + η1s − iλu = f 5∗ ,
iλη2 + η2s − iλw = f 6∗ .
Taking into account the deﬁnitions of f i∗ (i = 5,6), we try to solve this system by
u = Aϑn, w = Bϑn, η1 = ϕ(s)ϑn, η2 = ψ(s)ϑn,
where A, B , ϕ(s), ψ(s) depend on λ and will be determined explicitly later. We note that this choose
is compatible with the boundary conditions. Therefore, using (4.2), our system can be written as
−λ2ρ1A + α1τn A + β1τnB + ξ(A − B) +
∞∫
0
Γ (s)
(
ϕ(s) − ψ(s))ds = 0, (4.7)
−λ2ρ2B + β1τn A + γ1τnB − ξ(A − B) −
∞∫
0
Γ (s)
(
ϕ(s) − ψ(s))ds = 0, (4.8)
iλϕ(s) + ϕ′(s) − iλA = f 5, (4.9)
iλψ(s) + ψ ′(s) − iλB = f 6. (4.10)
From Eqs. (4.9)–(4.10) and using the condition (4.3) on f 5, f 6, we get
iλ
(
ϕ(s) − ψ(s))+ (ϕ(s) − ψ(s))′ − iλ(A − B) = f 5 − f 6 = λ1/2n e−λns.
This equation can be solved with respect to the variable (ϕ(s) − ψ(s)). We obtain
(
ϕ(s) − ψ(s))= [−(A − B) − λ1/2n
iλ − λn
]
e−iλs + (A − B) + λ
1/2
n
iλ − λn e
−λns. (4.11)
As we have pointed out to work in the general case is very diﬃcult. Thus, we choose the kernel as
the function Γ (s) := e−σ s , σ > 0. Therefore, from (4.11) we deduce that
∞∫
0
Γ (s)
(
ϕ(s) − ψ(s))ds = [−(A − B) − λ1/2n
iλ − λn
]
1
σ + iλ +
(A − B)
σ
+
[
λ
1/2
n
iλ − λn
]
1
σ + λn . (4.12)
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(−λ2ρ1 + α1τn + β1τn)A + (−λ2ρ2 + β1τn + γ1τn)B = 0,
which implies, using deﬁnitions (4.4)–(4.5), that
A = − P2(λ)
P1(λ)
B. (4.13)
Now, substituting (4.13) into (4.8) we derive
[
−λ2ρ2 − β1τn P2(λ)
P1(λ)
+ γ1τn + ξ (P2(λ) + P1(λ))
P1(λ)
]
B −
∞∫
0
Γ (s)
(
ϕ(s) − ψ(s))ds = 0. (4.14)
Additionally, by (4.12) and (4.13) we have
∞∫
0
Γ (s)
(
ϕ(s) − ψ(s))ds = (P2(λ) + P1(λ))
P1(λ)
B
σ + iλ −
(P2(λ) + P1(λ))
P1(λ)
B
σ
+ λ
1/2
n
(σ + λn)(σ + iλ) . (4.15)
Then, replacing (4.15) in (4.14) we obtain
−
[
λ2ρ2 − β1τn P2(λ)
P1(λ)
+ γ1τn + ξ (P2(λ) + P1(λ))
P1(λ)
]
B + (P2(λ) + P1(λ))
P1(λ)
B
σ
− (P2(λ) + P1(λ))
P1(λ)
B
σ + iλ −
λ
1/2
n
(σ + λn)(σ + iλ) = 0,
which, multiplied by P1(λ), can be expressed as
[
Q (λ) − (P2(λ) + P1(λ)) 1
σ + iλ
]
B = P1(λ)λ
1/2
n
(σ + iλ)(σ + λn) ,
where Q (λ) is deﬁned in Aﬃrmation 1.
In this point, we choose λ as the real solution of the polynomial equation Q (λ) = 0, which exists
by Aﬃrmation 1, this is, λ ≡ λn . We have
B = P1(λn)λ
1/2
n
[P1(λn) + P2(λn)](σ + λn) .
Also, from Aﬃrmation 1, we can deduce that
◦(B) ≈ ◦(λ−1/2n )≈ ◦(τ−1/4n ).
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z = iλnw = iλnBϑn,
and, deﬁning the constant ϑ0 := ‖ϑn‖L2 < ∞ for all n ∈ N, we have
‖U‖HΓ  ρ1/22 ‖z‖L2(Ω)  ρ1/22 ϑ0|λn||B| ≈ ◦
(
λ
1/2
n
)−→ ∞, as n → ∞,
which complete the proof of item (a).
4.2. Proof of item (b)/case Γ (s) ≡ 0
In this case the system is reduced to
ρ1utt − α1u − β1w + ξ(u − w) −
∞∫
0
Υ (s)η1(s)ds = 0, (4.16)
ρ2wtt − β1u − γ1w − ξ(u − w) = 0, (4.17)
η1t + η1s − ut = 0, (4.18)
η1(·,·,0) = 0. (4.19)
So, we have that the operator AΥ := AΥ,0 is acting on the Hilbert space HΥ := HΥ,0 given by
HΥ := H10(Ω) × L2(Ω) × H10(Ω) × L2(Ω) × L2Υ
(
R
+, H10
)
.
In this case the rate of decay depends of the coupling terms. We consider two subcases.
4.2.1. Proof of (b1)/weakly coupled case β1 = 0
Again, applying Lemma 3.2, it is suﬃcient to show that there is a sequence (λn)n of real numbers
and a bounded sequence (Fn)n in HΥ such that λn → ∞ as n → ∞ and
lim
n→∞
∥∥(iλn I − AΥ )−1∥∥L(HΥ ) = ∞.
We choose F ≡ Fn := (0,0,0,−ϑn,0)′ and the sequence (λn)n is deﬁned by
λn :=
(
γ1τn + ξ
ρ2
)1/2
−→ ∞ (n → ∞), (4.20)
where τn and ϑn have been deﬁned previously satisfying condition (4.2).
Therefore, the resolvent equation (iλI − AΥ )U = F is reduced to
−λ2ρ1u − α1u + ξ(u − w) −
∞∫
0
Υ (s)η1(s)ds = 0,
−λ2ρ2w − γ1w − ξ(u − w) = −ρ2ϑn,
iλη1 + η1s − iλu = 0.
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u = Aϑn, w = Bϑn, η1 = ϕ(s)ϑn,
where A, B , ϕ(s) depend on λ and they can be determined explicitly. This choose is just compatible
with the boundary conditions. Our system can be written as
−λ2ρ1A + α1τn A + ξ(A − B) + τn
∞∫
0
Υ (s)ϕ(s)ds = 0,
−λ2ρ2B + γ1τnB − ξ(A − B) = −ρ2,
iλϕ(s) + ϕ′(s) − iλA = 0.
So, substituting the sequence (λn)n deﬁned by (4.20) in the second equation, we obtain that
A = ρ2
ξ
(ξ > 0).
Therefore, noting that
v = iλnu = iλn Aϑn = iλn ρ2
ξ
ϑn,
and deﬁning the constant ϑ0 := ‖ϑn‖L2 < ∞ for all n ∈N, we have
‖U‖HΥ  ρ1/21 ‖v‖L2(Ω) 
ρ
1/2
1 ρ2ϑ0
ξ
|λn| = (ρ1ρ2)
1/2ϑ0
ξ
(γ1τn + ξ)1/2 −→ ∞,
as n → ∞, which complete the proof of item (b1).
4.2.2. Proof of (b2)/strongly coupled case β1 = 0
In this subcase, the main result we obtain is the exponential stability of the solutions. The unique
restriction is to avoid the solutions of the elliptic problem
−u = ξ
β1
u in Ω,
u = 0 in ∂Ω.
This is, ξ/β1 is not an eigenvalue of the Laplace operator because, in that case, we obtain undamped
solutions.
In the similar way of the last cases, our main tool is Lemma 3.2, this is, we prove conditions (3.14)
and (3.15). To sake of clarity, we divide our proof in the following two lemmas.
Lemma 4.3. Let β1 = 0 and AΥ the inﬁnitesimal generator of the semigroup associated to system (4.16)–
(4.19) on the Hilbert space HΥ . Then AΥ veriﬁes condition (3.14).
Proof. To prove this lemma we use a contradiction argument. If we suppose that the condition iR ⊂
(AΥ ) is not true, then there exists λ∗ ∈ R, a sequence (λn)n ⊂ R such that λn → λ∗ , |λn| < |λ∗| and
a sequence of vectors
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(
un, vn,wn, zn, η
1
n
)′ ∈ D(AΥ ) with ‖Un‖HΥ = 1, (4.21)
such that, as n → ∞,
iλnUn − AΥ Un −→ 0 in HΥ . (4.22)
That is,
iλnun − vn −→ 0 in H10(Ω), (4.23)
iλnρ1vn − α1un − β1wn + ξ(un − wn) −
∞∫
0
Υ (s)η1n ds −→ 0 in L2(Ω), (4.24)
iλnwn − zn −→ 0 in H10(Ω), (4.25)
iλnρ2zn − β1un − γ1wn − ξ(un − wn) −→ 0 in L2(Ω), (4.26)
iλnη
1
n + η1n,s − vn −→ 0 in L2Υ
(
R
+; H10
)
. (4.27)
Taking the inner product of (4.22) with Un in HΥ and then taking its real part yields
−Re〈AΥ Un,Un〉HΥ = −
1
2
∫
Ω
∞∫
0
Υ ′(s)
∣∣∇η1n∣∣2 dsdx −→ 0.
From condition (3.1) we have that
η1n −→ 0 in L2Υ
(
R
+, H10
)
. (4.28)
Then, using the norm associated to HΥ , we have that
ρ1‖vn‖2L2 + ρ2‖zn‖2L2 + α1‖∇un‖2L2 + β1(∇un,∇wn)L2
+ β1(∇wn,∇un)L2 + γ1‖∇wn‖2L2 + ξ‖un − wn‖2L2 −→ 1. (4.29)
On the other hand, taking the inner product of (4.23) with ρ1vn in L2(Ω), (4.24) with un in L2(Ω),
(4.25) with ρ2zn in L2(Ω) and (4.26) with wn in L2(Ω) respectively, we obtain the next convergence
−iλnρ1(vn,un)L2 − ρ1‖vn‖2L2 −→ 0,
iλnρ1(vn,un)L2 + α1‖∇un‖2L2 + β1(∇wn,∇un)L2 + ξ(un − wn,un)L2 +
(
η1n,un
)
L2Υ
−→ 0,
−iλnρ2(zn,wn)L2 − ρ2‖zn‖2L2 −→ 0,
iλnρ2(zn,wn)L2 + β1(∇un,∇wn)L2 + γ1‖∇wn‖2L2 − ξ(un − wn,wn)L2 −→ 0.
Adding and using (4.28) we obtain
−ρ1‖vn‖2L2 − ρ2‖zn‖2L2 + α1‖∇un‖2L2 + β1(∇un,∇wn)L2
+ β1(∇wn,∇un)L2 + γ1‖∇wn‖22 + ξ‖un − wn‖22 −→ 0. (4.30)L L
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ρ1‖vn‖2L2 + ρ2‖zn‖2L2 −→
1
2
, (4.31)
α1‖∇un‖2L2 + β1(∇un,∇wn)L2 + β1(∇wn,∇un)L2
+ γ1‖∇wn‖2L2 + ξ‖un − wn‖2L2 −→
1
2
. (4.32)
We note that the history s → 1
λ2n
vn belongs to L2Υ (R
+; H10). Then multiplying (4.27) with 1λ2n vn in
L2Υ (R
+; H10) gives
i
(
η1n,
vn
λn
)
L2Υ
+ 1
λ2n
(
η1n,s, vn
)
L2Υ
− 1
λ2n
(vn, vn)L2Υ
−→ 0. (4.33)
Using (4.23) we have that 1
λn
vn is bounded in H10(Ω), and using (4.28) we get that the ﬁrst term of
(4.33) converges to zero. This yields
Υ0
∥∥∥∥ vnλn
∥∥∥∥2
H10
− 1
λ2n
∞∫
0
Υ (s)
(
η1n,s, vn
)
H10
ds −→ 0, (4.34)
where Υ0 :=
∫∞
0 Υ (s)ds > 0. Now we prove that the second term in (4.34) converges to zero. In fact,
using again that 1
λn
vn is bounded in H10(Ω), (3.1) and (4.28) we have
∣∣∣∣∣− 1λ2n
∞∫
0
Υ (s)
(
η1n,s, vn
)
H10
ds
∣∣∣∣∣= 1|λn|
∣∣∣∣∣−
∞∫
0
Υ ′(s)
(
η1n,
vn
λn
)
H10
ds
∣∣∣∣∣
 k0|λn|
∥∥∥∥ vnλn
∥∥∥∥
H10
∞∫
0
Υ (s)
∥∥η1n(s)∥∥H10 ds
 k0
√
Υ0
|λn|
∥∥∥∥ vnλn
∥∥∥∥
H10
∥∥η1n∥∥L2Υ −→ 0.
Therefore, we can deduce from (4.34) that
vn
λn
−→ 0 in H10(Ω).
From (4.23), it follows that
un −→ 0 in H10(Ω), (4.35)
which also implies—combining (4.23) and (4.24)—that
vn −→ 0 in L2(Ω). (4.36)
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ρ2‖zn‖2L2 −→
1
2
,
γ1‖∇wn‖2L2 + ξ‖wn‖2L2 −→
1
2
. (4.37)
To obtain our result, we need to prove that wn → 0 in H10(Ω), which—combined with (4.37)—
gives us the desired contradiction. Multiplying (4.24) by ϕ ∈ H10(Ω) and taking into account (4.35)
and (4.36) we obtain
(−β1wn − ξwn,ϕ)L2×L2 −→ 0, as n → ∞.
In particular we have
〈−β1wn − ξwn,ϕ〉D′×D −→ 0, as n → ∞,
for all ϕ ∈ D(Ω). This is
−β1wn − ξwn −→ 0 in D′(Ω).
Also, we have from condition (4.21) that there exists w ∈ D′(Ω) such that
wn −→ w in D′(Ω).
Combining these convergences we have that w should satisﬁes the elliptic problem
−β1w = ξw in Ω,
w = 0 in ∂Ω.
By the regularity of the solutions for this problem, we have w ∈ H2 ∩ H10(Ω) ⊂ H10(Ω). Now we have
two options: w = 0 in H10(Ω), which complete the proof of the result, or w = 0 in H10(Ω). But the
last case w = 0 is not true, because in this case ξ/β1 would be an eigenvalue of the Laplace operator,
which is not possible because we are discarding this condition.
Therefore we have
wn −→ 0 in H10(Ω),
which is a contradiction with (4.37). Thus the proof is complete. 
Now we prove condition (3.15) by the following lemma.
Lemma 4.4. Let β1 = 0 and AΥ the inﬁnitesimal generator of the semigroup associated to system (4.16)–
(4.19) on the Hilbert space HΥ . Then AΥ veriﬁes condition (3.15).
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D(AΥ ), such that
(iλI − AΥ )U = F in HΥ . (4.38)
That is,
iλu − v = f 1 in H10(Ω), (4.39)
iλρ1v − α1u − β1w + ξ(u − w) −
∞∫
0
Υ (s)η1 ds = ρ1 f 2 in L2(Ω), (4.40)
iλw − z = f 3 in H10(Ω), (4.41)
iλρ2z − β1u − γ1w − ξ(u − w) = ρ2 f 4 in L2(Ω), (4.42)
iλη1 + η1s − v = f 5 in L2Υ
(
R
+; H10
)
. (4.43)
In the sequel, we use the letter Ci(i ∈ N), to denote several positive constants independent of λ ∈ R,
U ∈ D(AΥ ) and F ∈ HΥ . Our purpose is to prove that there exists a constant C > 0 such that
‖U‖HΥ  C‖F‖HΥ ,
which, using the resolvent equation (4.38), implies our desired result.
The ﬁrst estimate is given by the dissipation of the energy. Multiplying Eq. (4.38) by U in HΥ and
taking the real part we deduce
∥∥η1∥∥2L2Υ  C1‖U‖HΥ ‖F‖HΥ . (4.44)
Multiplying (4.40) by
∫∞
0 Υ (s)η
1 ds in L2(Ω) we get
iλρ1
∫
Ω
∞∫
0
Υ (s)vη1 dsdx
︸ ︷︷ ︸
:=I1
+α1
∫
Ω
∞∫
0
Υ (s)∇u.∇η1 dsdx+ β1
∫
Ω
∞∫
0
Υ (s)∇w.∇η1 dsdx
+ ξ
∫
Ω
∞∫
0
Υ (s)(u − w)η1 dsdx+
∫
Ω
∣∣∣∣∣
∞∫
0
Υ (s)∇η1 ds
∣∣∣∣∣
2
dx = ρ2
∫
Ω
∞∫
0
Υ (s) f 2η1 dsdx.
We note that from (4.43) we obtain
I1 = ρ1
∫
Ω
∞∫
0
Υ (s)vη1s ds dx− ρ1
( ∞∫
0
Υ (s)ds
)
‖v‖2L2 − ρ1
∫
Ω
∞∫
0
Υ (s)v f 5 dsdx.
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ρ1
( ∞∫
0
Υ (s)ds
)
‖v‖2L2
= α1 Re
(
u, η1
)
L2Υ
+ β1 Re
(
w, η1
)
L2Υ
+
∫
Ω
∣∣∣∣∣
∞∫
0
Υ (s)∇η1 ds
∣∣∣∣∣
2
dx
︸ ︷︷ ︸
:=I2
+ ρ1 Re
{∫
Ω
∞∫
0
Υ (s)vη1s ds dx
}
︸ ︷︷ ︸
:=I3
+ξ Re
{∫
Ω
∞∫
0
Υ (s)(u − w)η1 dsdx
}
− ρ2 Re
{∫
Ω
∞∫
0
Υ (s) f 2η1 dsdx
}
− ρ1 Re
{∫
Ω
∞∫
0
Υ (s)v f 5 dsdx
}
. (4.45)
Using Hölder inequality and estimate (4.44) we obtain
I2 
∞∫
0
Υ (s)ds
∫
Ω
∞∫
0
Υ (s)
∣∣∇η1∣∣2 dsdx C2‖U‖HΥ ‖F‖HΥ . (4.46)
Also, integrating by parts and using condition (3.1) we have
I3 = −ρ1 Re
{∫
Ω
∞∫
0
Υ ′(s)vη1 dx
}
 ρ1k0
∫
Ω
∞∫
0
Υ (s)|v|∣∣η1∣∣dsdx
 ρ1
2
( ∞∫
0
Υ (s)ds
)
‖v‖2L2 +
ρ1k20
2
∫
Ω
∞∫
0
Υ (s)
∣∣η1∣∣2 dsdx,
which implies, after using the estimate (4.44) that
I3 
ρ1
2
( ∞∫
0
Υ (s)ds
)
‖v‖2L2 + C3‖U‖HΥ ‖F‖HΥ . (4.47)
Therefore, substituting (4.46)–(4.47) into (4.45) and using again (4.44), we can deduce our second
estimate
‖v‖22  C4‖U‖HΥ ‖F‖HΥ + C4‖U‖1/2H ‖F‖1/2H
[‖∇u‖L2 + ‖∇w‖L2]. (4.48)L Υ Υ
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L2
. To this aim we multiply Eqs. (4.40) and (4.42)
by u in L2(Ω) to obtain
α1‖∇u‖2L2 + β1(∇w,∇u)L2 = ρ1‖v‖2L2 − ξ(u − w,u)L2 −
(
η1,u
)
L2Υ
+ ρ1
(
f 2,u
)
L2 + ρ1
(
v, f 1
)
L2 , (4.49)
and
β1‖∇u‖2L2 + γ1(∇w,∇u)L2 = ξ(u − w,u)L2 + ρ2(z, v)L2 + ρ2
(
z, f 1
)
L2
+ ρ2
(
f 4,u
)
L2 , (4.50)
respectively. Then, multiplying (4.49) by γ1 and (4.50) by −β1 and after an addition we obtain
(
α1γ1 − β21
)‖∇u‖2L2 = γ1ρ1‖v‖2L2 − ξ(γ1 + β1)(u − w,u)L2 − γ1(η1,u)L2Υ
− β1ρ2(z, v)L2 − β1ρ2
(
z, f 1
)
L2 − β1ρ2
(
f 4,u
)
L2
+ γ1ρ1
(
f 2,u
)
L2 + γ1ρ1
(
v, f 1
)
L2 .
Taking the real part, and using that α1γ1 − β21 > 0 together with inequalities (4.44), (4.48), we get
‖∇u‖2L2  C5‖U‖HΥ ‖F‖HΥ + C5‖U‖1/2HΥ ‖F‖
1/2
HΥ
[‖∇u‖L2 + ‖∇w‖L2]
+ C5‖v‖L2‖z‖L2 −
ξ(γ1 + β1)
α1γ1 − β21
Re(u − w,u)L2 . (4.51)
Now we estimate ‖∇w‖2
L2
. Multiplying (4.40) by w in L2(Ω) we obtain
‖∇w‖2L2 = −
α1
β1
(∇u,∇w)L2 −
1
β1
(
η1,w
)
L2Υ
− ξ
β1
(u − w,w)L2
+ ρ1
β1
(v, z) + ρ1
β1
(
v, f 1
)+ ρ1
β1
(
f 2,w
)
.
Taking the real parts and recalling (4.44), we see that the following estimate
‖∇w‖2L2  C6‖U‖HΥ ‖F‖HΥ + C6‖∇u‖2L2 + C6‖v‖L2‖z‖L2
− ξ
β1
Re(u − w,w)L2 , (4.52)
holds. Then, multiplying (4.51) by (1+ C6) and after addition with (4.52) we obtain
‖∇u‖2L2 + ‖∇w‖2L2  C6‖U‖HΥ ‖F‖HΥ + C6‖v‖L2‖z‖L2
+ Re(u − w, r1u − r2w)L2 , (4.53)
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r1 := −2ξ(1+ C6)(γ1 + β1)
α1γ1 − β21
and r2 := 2ξ
β1
.
Eq. (4.53) implies that, for each ε > 0 there exists Cε > 0 such that
‖∇u‖2L2 + ‖∇w‖2L2  C6‖U‖HΥ ‖F‖HΥ + ε‖z‖2L2 + Cε‖v‖2L2
+ Re(u − w, r1u − r2w)L2 . (4.54)
Therefore, multiplying (4.48) by (1+ Cε) and after addition with (4.54) we obtain the estimate
‖v‖2L2 + ‖∇u‖2L2 + ‖∇w‖2L2  Cε‖U‖HΥ ‖F‖HΥ + 2ε‖z‖2L2
+ C Re(u − w, r1u − r2w)L2 , (4.55)
where C > 0.
Finally, multiplying Eq. (4.42) by w in L2(Ω) and using (4.41), we obtain
ρ2‖z‖2L2 = β1(∇u,∇w)L2 + γ1‖∇w‖2L2 − ρ2
(
z, f 3
)
L2 − ρ2
(
f 4,w
)
L2 − ξ(u − w,w)L2 ,
which implies that
‖z‖2L2  C7‖U‖HΥ ‖F‖HΥ + C7
[‖∇u‖2L2 + ‖∇w‖2L2]− ξρ2 Re(u − w,w)L2 . (4.56)
If we multiply (4.55) by (1+ C7) and we add it with (4.56), it results
‖v‖2L2 + ‖∇u‖2L2 + ‖∇w‖2L2 + ‖z‖2L2  Cε‖U‖HΥ ‖F‖HΥ + 2(1+ C7)ε‖z‖2L2
+ C8 Re(u − w, r1u − r2w)L2 .
Choosing ε > 0 small enough we deduce that
‖v‖2L2 + ‖∇u‖2L2 + ‖∇w‖2L2 + ‖z‖2L2  C9‖U‖HΥ ‖F‖HΥ
+ C9 Re(u − w, r1u − r2w)L2 . (4.57)
To conclude our proof, we need to estimate the last term on the right-hand side of the inequal-
ity (4.57). We note that
∣∣C9 Re(u − w, r1u − r2w)L2 ∣∣ C10[‖u‖2L2 + ‖w‖2L2]. (4.58)
So, using Eq. (4.16) we obtain
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∥∥∥∥ v + f 1iλ
∥∥∥∥
L2
 2|λ| ‖u‖L2
[‖v‖L2 + ∥∥ f 1∥∥L2]
 2|λ|
[‖u‖2L2 + ‖v‖2L2 + ‖U‖HΥ ‖F‖HΥ ]
 C11|λ|
[‖U‖2HΥ + ‖U‖HΥ ‖F‖HΥ ]. (4.59)
Analogously, from Eq. (4.18) we obtain
‖w‖2L2 
C11
|λ|
[‖U‖2HΥ + ‖U‖HΥ ‖F‖HΥ ]. (4.60)
Then, replacing (4.59)–(4.60) into (4.58) we have
∣∣C9 Re(u − w, r1u − r2w)L2 ∣∣ C12|λ| [‖U‖2HΥ + ‖U‖HΥ ‖F‖HΥ ].
This last estimate and (4.57) imply that
‖v‖2L2 + ‖∇u‖2L2 + ‖∇w‖2L2 + ‖z‖2L2  C9‖U‖HΥ ‖F‖HΥ
+ C12|λ|
[‖U‖2HΥ + ‖U‖HΥ ‖F‖HΥ ].
It is know that the norm ‖U‖HΥ is equivalent with the usual norm in HΥ . Consequently, there
exists C0 > 0 such that
C0‖U‖2HΥ  ‖v‖2L2 + ‖∇u‖2L2 + ‖∇w‖2L2 + ‖z‖2L2 .
Combining the last two inequalities we obtain
C0‖U‖2HΥ  C9‖U‖HΥ ‖F‖HΥ +
C12
|λ|
[‖U‖2HΥ + ‖U‖HΥ ‖F‖HΥ ].
Finally, we choose λ0 > 0 such that
λ0 >
2C12
C0
.
Then, in the last estimate we have that there exists C > 0 such that
‖U‖HΥ  C‖F‖HΥ , for all |λ| λ0 > 0.
The proof of the lemma is obtained by combining this inequality, with the fact that the resolvent
operator is bounded on bounded sets (in particular on [−λ0, λ0]). 
Finally, combining Lemmas 4.3 and 4.4 together with Lemma 3.2, the proof of item (b2) is com-
plete.
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In this paper we have analyzed the rate of decay of a viscoelastic mixture. We have seen that when
the only dissipation mechanism applies on the relative displacement we cannot expect the exponen-
tial decay for the solutions. It is worth remarking that this fact is different from what happen in case
that the dissipation mechanism is given by the relative velocity (see [33,34]). We have also analyzed
the case when the viscosity mechanism applies on a constituent. We have seen that generically the
decay is of exponential type. However if the coupling constitutive constant β1 vanishes the decay is
slow.
Finally we recall that the exponential stability results obtained in Section 4.2.2 are based on the
hypotheses of the kernel Υ (s) given by (3.1), which implies that the kernel tends to zero as an
exponential function, this is |Υ (s)| Me−γ s . However, following similar arguments development, for
example, in [6,9,21], it is possible to prove that the rate of decay of the solution depends on the rate
of decay of the relaxation function, that is if the relaxation function decays exponentially then the
solution decays exponentially, while if the relaxation function decays polynomially then the solution
decays also polynomially with the same rate.
Acknowledgments
H.D. Fernández Sare is supported by the FAPERJ-Brazil grant E-26/110.180/2010. J. Muñoz Rivera
is supported by CNPq-Brazil grant 309166/2007-1. R. Quintanilla is supported by the project “Partial
Differential Equations in Thermomechanics. Theory and Applications” (MTM2009-08150).
References
[1] M. Alves, J.E. Muñoz-Rivera, R. Quintanilla, Exponential decay in a thermoelastic mixture of solids, Internat. J. Solids Struc-
tures 46 (2009) 1659–1666.
[2] M.S. Alves, J.E. Muñoz-Rivera, M. Sepúlveda, O.V. Villagrán, Exponential stability in thermoviscoelastic mixtures of solids,
Internat. J. Solids Structures 46 (2009) 4151–4162.
[3] M.S. Alves, J.E. Muñoz-Rivera, M. Sepúlveda, O.V. Villagrán, Analyticity of semigroups associated with thermoviscoelastic
mixtures of solids, J. Thermal Stresses 32 (2009) 986–1004.
[4] F. Ammar-Khodja, A. Benabdallah, J.E. Muñoz Rivera, R. Racke, Energy decay for Timoshenko systems of memory type,
J. Differential Equations 194 (1) (2003) 82–115.
[5] R.J. Atkin, R.E. Craine, Continuum theories of mixtures: basic theory and historical development, Quart. J. Mech. Appl.
Math. 29 (1976) 209–243.
[6] R. Barreto, J.E. Muñoz Rivera, Uniform rates of decay in nonlinear viscoelasticity for polynomial decaying kernels, Appl.
Anal. 60 (1996) 263–283.
[7] A. Bedford, D.S. Drumheller, Theory of immiscible and structured mixtures, Internat. J. Engrg. Sci. 21 (1983) 863–960.
[8] R.M. Bowen, Theory of mixtures, in: A.C. Eringen (Ed.), Continuum Physics, III, Academic Press, New York, 1976, pp. 689–
722.
[9] E. Cabanillas, J.E. Muñoz Rivera, Decay rates of solutions of an anisotropic inhomogeneous n-dimensional viscoelastic equa-
tion with polynomial decaying kernels, Comm. Math. Phys. 177 (1996) 583–602.
[10] P.S. Casas, R. Quintanilla, Exponential stability in thermoelasticity with microtemperatures, Internat. J. Engrg. Sci. 43 (2005)
33–47.
[11] P.S. Casas, R. Quintanilla, Exponential decay in one-dimensional porous-thermoelasticity, Mech. Res. Comm. 32 (2005) 652–
658.
[12] C.M. Dafermos, Asymptotic stability in viscoelasticity, Arch. Ration. Mech. Anal. 37 (1970) 297–308.
[13] S. Elangovan, B.S. Altan, G.M. Odegard, An elastic micropolar mixture theory for predicting elastic properties of cellular
materials, Mech. Mater. 40 (2008) 602–614.
[14] P. Glowinski, A. Lada, Stabilization of elasticity–viscoporosity system by linear boundary feedback, Math. Methods Appl.
Sci. 32 (2009) 702–722.
[15] H.D. Fernández-Sare, J.E. Muñoz-Rivera, Stability from Timoshenko systems with past history, J. Math. Anal. Appl. 339
(2008) 482–502.
[16] H.D. Fernández-Sare, J.E. Muñoz-Rivera, Exponential decay of Timoshenko system with indeﬁnite memory dissipation, Adv.
Differential Equations 13 (7–8) (2008) 733–752.
[17] H.D. Fernández-Sare, J.E. Muñoz-Rivera, R. Quintanilla, Decay of solutions in nonsimple thermoelastic bars, Internat. J.
Engrg. Sci. 48 (2010) 1233–1241.
[18] H.D. Fernández-Sare, R. Racke, On the stability of damped Timoshenko systems: Cattaneo versus Fourier law, Arch. Ration.
Mech. Anal. 194 (1) (2009) 221–251.
[19] D. Ies¸an, R. Quintanilla, Existence and continuous dependence results in the theory of interacting continua, J. Elasticity 35
(1994) 85–98.
H.D. Fernández Sare et al. / J. Differential Equations 251 (2011) 3583–3605 3605[20] D. Ies¸an, R. Quintanilla, On a theory of interacting continua with memory, J. Thermal Stresses 25 (2002) 1161–1178.
[21] S. Jiang, J.E. Muñoz Rivera, A global existence theorem for the Dirichlet problem in nonlinear n-dimensional viscoelasticity,
Differential Integral Equations 9 (1996) 791–810.
[22] S.M. Klisch, J.C. Lot, A special theory of biphasic mixtures and experimental results for human annulus ﬁbrosus tested in
conﬁned compression, J. Biomech. Eng. 122 (2000) 180–188.
[23] B. Lazzari, R. Nibbi, On the inﬂuence of a dissipative boundary on the energy decay for a porous elastic solid, Mech. Res.
Comm. 36 (2009) 581–586.
[24] M.C. Leseduarte, A. Magaña, R. Quintanilla, On the time decay of solutions in porous-thermo-elasticity of type, II, Discrete
Contin. Dyn. Syst. Ser. B 13 (2010) 375–391.
[25] Z. Liu, S. Zheng, Semigroups Associated with Dissipative Systems, Chapman & Hall/CRC Res. Notes Math., vol. 398, Chapman
and Hall, 1999.
[26] A. Magaña, R. Quintanilla, On the time decay of solutions in one-dimensional theories of porous materials, Internat. J.
Solids Structures 43 (2006) 3414–3427.
[27] J.E. Muñoz-Rivera, M. Grazia Naso, On the decay of the energy for systems with memory and indeﬁnite dissipation, Asymp-
tot. Anal. 49 (3–4) (2006) 189–204.
[28] J.E. Muñoz-Rivera, R. Quintanilla, On the time polynomial decay in elastic solids with voids, J. Math. Anal. Appl. 338 (2008)
1296–1309.
[29] P.X. Pamplona, J.E. Muñoz-Rivera, R. Quintanilla, Stabilization in elastic solids with voids, J. Math. Anal. Appl. 350 (2009)
37–49.
[30] V. Pata, R. Quintanilla, On the decay of solutions in nonsimple elastic solids with memory, J. Math. Anal. Appl. 363 (2010)
19–28.
[31] A. Pazy, Semigroup of Linear Operators and Applications to Partial Differential Equations, Springer, New York, 1983.
[32] R. Quintanilla, Slow decay for one-dimensional porous dissipation elasticity, Appl. Math. Lett. 16 (2003) 487–491.
[33] R. Quintanilla, Exponential decay in mixtures with localized dissipative term, Appl. Math. Lett. 18 (2005) 1381–1388.
[34] R. Quintanilla, Existence and exponential decay in the linear theory of viscoelastic mixtures, Eur. J. Mech. A Solids 24
(2005) 311–324.
[35] K.R. Rajagopal, L. Tao, Mechanics of Mixtures, World Scientiﬁc, Singapore, 1995.
[36] T. Sadowski, R. de Borst (Eds.), Lecture Notes on Composite Materials: Current Topics and Achievements, Solid Mech. Appl.,
vol. 154, Springer, Berlin, 2009.
[37] I. Samohyl, Thermomechanics of Irreversible Processes in Fluid Mixtures, Teubner, Leipzig, 1987.
[38] A. Soufyane, Energy decay for porous-thermo-elasticity systems of memory type, Appl. Anal. 87 (2008) 451–464.
[39] A. Soufyane, M. Aﬁlal, T. Aouam, et al., General decay of solutions of a linear one-dimensional porous-thermoelasticity
system with a boundary control of memory type, Nonlinear Anal. 72 (2010) 3903–3910.
[40] A. Soufyane, M. Aﬁlal, M. Chacha, Boundary stabilization of memory type for the porous-thermo-elasticity, Abstr. Appl.
Anal. (2009), Article Number: 280790.
[41] J.R. Vinson, R.L. Sierakowski, The Behaviour of Structures Composed of Composite Materials, 2nd ed., Kluwer Acad. Publ.,
Dordrecht, 2002.
