Formation de motifs de Turing dans des systèmes de réaction-diffusion sur des réseaux by Jamoulle, Marine
Institutional Repository - Research Portal
Dépôt Institutionnel - Portail de la Recherche
THESIS / THÈSE
Author(s) - Auteur(s) :
Supervisor - Co-Supervisor / Promoteur - Co-Promoteur :
Publication date - Date de publication :
Permanent link - Permalien :
Rights / License - Licence de droit d’auteur :
Bibliothèque Universitaire Moretus Plantin
researchportal.unamur.beUniversity of Namur
MASTER EN SCIENCES MATHÉMATIQUES À FINALITÉ SPÉCIALISÉE EN DATA
SCIENCE
Formation de motifs de Turing dans des systèmes de réaction-diffusion sur des
réseaux
Jamoulle, Marine
Award date:
2019
Awarding institution:
Universite de Namur
Link to publication
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 23. Jun. 2020
 
 
 
 
UNIVERSITE DE NAMUR  
 
Faculté des Sciences 
 
 
 
 
 
 
 
FORMATION DE MOTIFS DE TURING DANS DES SYSTÈMES DE RÉACTION-
DIFFUSION SUR DES RÉSEAUX 
 
 
 
 
 
 
 
 
 
 
Mémoire présenté pour l'obtention 
du grade académique de master en mathématiques à finalité spécialisé en data science  
 
Marine JAMOULLE 
Août 2019 

Remerciements
En pre´ambule de ce me´moire, je tiens a` adresser mes remerciements a` toutes les personnes
qui m’ont aide´e a` le re´aliser.
Tout d’abord, je tiens a` remercier since`rement le professeur Timoteo Carletti, promoteur
de ce me´moire, pour son temps, sa patience et ses conseils. Il m’a fourni les sources ne´cessaires
a` la compre´hension de mon sujet. Son e´coute attentive, son regard critique face a` mon travail
et ses explications m’ont permis d’y voir plus clair et d’avancer dans mon ouvrage. Depuis le
choix du sujet et jusqu’aux corrections de dernie`re minute, j’ai pu compter sur lui pour toute
question ou difficulte´.
J’adresse mes remerciements aux membres du jury pour avoir accepte´ la taˆche de lire et
e´valuer mon travail.
Je remercie e´galement tous les professeurs du De´partement de Mathe´matique, qui m’ont
suivie tout au long de mes e´tudes et m’ont transmis leur connaissance et leur passion des
mathe´matiques. Plus ge´ne´ralement, je suis reconnaissante envers tous les membres du per-
sonnel de l’UNamur. C’est graˆce a` eux que je sors e´panouie et grandie de ces cinq anne´es
d’e´tudes, a` la fois sur le plan professionnel et sur le plan personnel. Toutes ces personnes ont
contribue´ au bon de´roulement de mes e´tudes et en ont fait une expe´rience re´ellement enri-
chissante. Merci aussi a` tous les e´tudiants avec qui j’ai pu travailler depuis la premie`re anne´e,
pour les bons moments que nous avons ve´cus et les encouragements qu’ils m’ont apporte´s.
J’ai une pense´e particulie`re pour mon papa qui, malheureusement, ne sera pas te´moin de
l’accomplissement de ces cinq anne´es. Je ne remercierai jamais assez ma famille et mes amis
qui ont su me soutenir durant la re´daction de mon me´moire mais aussi durant cet e´ve´nement
difficile. Graˆce a` eux, je n’ai jamais perdu le courage ni l’envie de continuer.
Enfin, je remercie en particulier Arnaud Roisin pour sa relecture attentive et ses conseils
pertinents, ainsi que tous mes amis proches pour leur soutien sans faille, leurs encouragements
et leur amitie´ tout simplement.
Un tout grand merci a` tous.
Marine Jamoulle

Re´sume´
Dans la nature, de nombreux organismes posse`dent des motifs pigmentaires. L’e´tude de
l’e´mergence de ces motifs constitue la base de la re´flexion sur laquelle se fonde ce travail.
Notre but est de de´velopper la the´orie des instabilite´s de Turing, introduite en 1952, en
travaillant avec des syste`mes de re´action-diffusion sur des re´seaux. Nous commenc¸ons par
de´velopper la the´orie en domaine continu pour pouvoir la transposer au domaine discret.
Pour chaque type d’espace, nous de´terminons les conditions sous lesquelles apparaissent des
motifs. Nous illustrons les concepts sur un syste`me de re´action-diffusion et nous effectuons
diffe´rentes expe´rimentations afin de confirmer nos re´sultats.
Mots-cle´s :
Mode`les de re´action-diffusion, instabilite´s de Turing, re´seaux.
Abstract
In nature, many organisms display pigment patterns. The study of the emergence of these
patterns forms the basis of the reflection on which this work is based. Our aim is to develop the
theory of Turing instabilities, introduced in 1952, by working with reaction-diffusion systems
on networks. We start by developing the theory in continuous domain to be able to transpose
it to the discrete domain. For each type of space, we determine the conditions under which
patterns appear. We illustrate the concepts on a reaction-diffusion system and we carry out
different experiments to confirm our results.
Mots-cle´s :
Reaction-diffusion models, Turing instabilities, networks.
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Introduction
Comment expliquer la formation de motifs sur le pelage des animaux, sur les feuilles des
plantes ? Peut-elle eˆtre mode´lise´e, anticipe´e, provoque´e ? L’e´mergence spontane´e de motifs ou
de formes re´gulie`res est une manifestation de l’organisation dans la nature. En comprendre
les me´canismes a longtemps e´te´ et est toujours un des objectifs des mathe´matiques et de la
science en ge´ne´ral. Il s’agit d’e´tudier la morphogene`se, c’est-a`-dire comprendre les proces-
sus qui de´terminent la structure des organismes vivants lors de leur de´veloppement depuis le
stade embryonnaire. C’est dans son article de 1952, The Chemical Basis of Morphogenesis [1],
qu’Alan Turing propose un mode`le mathe´matique afin d’expliquer comment la formation de
rayures ou de taches sur le pelage des animaux peut survenir depuis un e´quilibre homoge`ne.
Dans l’ide´e d’e´tudier la formation des diffe´rents motifs que l’on peut trouver sur les animaux,
il s’inte´resse aux interactions des substances chimiques responsables de la pigmentation. Il
mode´lise le comportement de ces mole´cules a` la fois du point de vue de leurs re´actions lo-
cales et de leur propagation dans l’espace. Un syste`me de re´action-diffusion peut posse´der un
e´quilibre homoge`ne qui, apre`s perturbation, peut avoir une solution instable he´te´roge`ne, ce
qui cre´e un motif. Dans son article, Turing conside`re plusieurs types de topologies, re´alistes
biologiquement ou non, et diffe´rencie les types de motifs pouvant eˆtre observe´s tout en isolant
les conditions pour l’e´mergence de ces motifs. Ces conditions s’appellent encore aujourd’hui
des conditions d’instabilite´ de Turing. Cette the´orie forme la base de ce travail.
Dans le premier chapitre, nous e´tudions brie`vement la formation de motifs en domaine
continu en nous basant sur le livre Mathematical Biology [2] de James D. Murray, qui se
base sur le travail de Turing. Nous de´finissons les concepts fondamentaux intervenant dans la
mode´lisation d’un syste`me de re´action-diffusion et nous nous concentrons sur la de´termination
des conditions permettant l’apparition de motifs. Nous introduisons un exemple qui servira
de fil rouge au travail et sur lequel nous effectuons les diffe´rentes expe´rimentations.
Dans le deuxie`me chapitre, nous nous inte´ressons a` la formation dans un domaine non
plus continu mais discret, c’est-a`-dire un re´seau. Nous de´taillons les e´tapes a` suivre pour
repre´senter un syste`me de re´action-diffusion discret, en nous basant sur diffe´rentes de´finitions
relatives a` la the´orie des graphes. Nous de´rivons les conditions d’instabilite´ de Turing pour ce
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type de syste`mes. Ensuite, nous effectuons quelques expe´riences sur notre exemple, en nous
penchant sur deux cas possibles de diffusion.
Le dernier chapitre de ce travail est de´die´ a` l’e´tudes des instabilite´s de Turing, toujours
sur des re´seaux, mais avec la possibilite´ que la diffusion se fasse en fonction des concentrations
de´ja` pre´sentes sur le re´seau. Pour ce faire, nous re´e´crivons le mode`le en tenant compte de la
de´pendance de la diffusion par rapport aux concentrations. Nous introduisons des fonctions
possibles et nous les appliquons a` notre exemple.
Toutes les figures pre´sentes dans ce travail ont e´te´ ge´ne´re´es a` l’aide du logiciel Matlab [8],
sur base de codes pre´sents dans la documentation [9] ou fournis par le professeur Timoteo
Carletti, promoteur de ce me´moire. Les diffe´rents codes utilise´s ne sont pas place´s en annexe
mais peuvent eˆtre fournis sur demande a` l’adresse marine.jamoulle@student.unamur.com.
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Chapitre 1
Diffusion en domaine continu
Il existe une branche de la biologie, appele´e la morphogene`se, qui e´tudie les me´canismes in-
tervenant dans le de´veloppement des organismes vivants. Cette discipline aspire, entre autres,
a` expliquer la formation des motifs sur la peau des animaux, les ailes des insectes ou en-
core les feuilles des plantes. L’une des the´ories apportant des re´ponses a` cette question est la
the´orie des instabilite´s de Turing. Dans ce chapitre, nous introduisons la proble´matique des
instabilite´s de Turing dans un syste`me de re´action-diffusion. Nous commenc¸ons par de´finir
un syste`me de re´action-diffusion de fac¸on ge´ne´rale en domaine continu. Nous particularisons
ce syste`me a` deux espe`ces afin d’y appliquer un exemple illustratif tire´ du livre de re´fe´rence
[2]. Nous proce´dons ensuite a` l’e´tude classique de la stabilite´ homoge`ne et non-homoge`ne du
syste`me pour en de´river des conditions amenant a` des instabilite´s de Turing. En paralle`le,
nous appliquons les re´sultats de´couverts a` un exemple de deux espe`ces, le Brusselator, que
nous aurons au pre´alable de´fini.
1.1 Introduction de la proble´matique
Les syste`mes de re´action-diffusion sont des mode`les mathe´matiques repre´sentant les concen-
trations de diffe´rentes espe`ces, lesquelles sont influence´es par leurs interactions locales (on
parle de re´action) et leur capacite´ a` se de´placer dans l’espace (on parle de diffusion). Soit
X(x, t) la concentration d’une espe`ce qui de´pend de l’espace et du temps. Le terme ”espe`ce”
est ici utilise´ pour de´noter un agent chimique, une espe`ce animale ou autre. Le syste`me de
re´action-diffusion est de´fini par
∂X
∂t
= F (X) +D∇2X
ou` F est la fonction de´crivant la re´action et D le coefficient de diffusion. Le symbole ∇2
de´signe l’ope´rateur de Laplace.
De´finition 1.1.1. L’ope´rateur de Laplace, ou Laplacien, est un ope´rateur diffe´rentiel repre´sentant
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la divergence du gradient d’une fonction. Il s’agit donc de la somme des de´rive´es partielles de
la fonction par rapport a` toutes ses variables inde´pendantes en coordonne´es carte´siennes. Si
nous avons f(x1, ..., xn), alors
∇2f =
n∑
i=1
∂2f
∂x2i
.
Soit un syste`me de deux espe`ces A(x, t) et B(x, t), dont les fonctions de re´action sont
donne´es respectivement par F (A,B) et G(A,B) et dont les coefficients de diffusion sont DA
et DB. Le syste`me d’e´quations repre´sentant leur dynamique est le suivant
∂A
∂t
= F (A,B) +DA∇2A
∂B
∂t
= G(A,B) +DB∇2B.
L’ide´e d’Alan Turing, publie´e en 1952 dans son papier The Chemical Basis of Morphoge-
nesis [1], est qu’en l’absence de diffusion (DA = DB = 0), A et B tendent vers un e´quilibre
uniforme stable et qu’ensuite, lors de l’introduction de la diffusion (DA, DB 6= 0) et sous
certaines conditions, des motifs non-homoge`nes peuvent apparaˆıtre. Pour comprendre cette
ide´e, nous l’illustrons a` l’aide d’un exemple tire´ de [2]. Conside´rons un champ d’herbe se`che
dans lequel il y a beaucoup de sauterelles qui peuvent humidifier l’herbe en suant si elles
ont trop chaud. Supposons qu’un feu commence a` se propager dans le champ. Le feu est
conside´re´ comme un activateur de coefficient de diffusion DF et les sauterelles comme un
inhibiteur de coefficient DS . S’il n’y a pas d’humidite´, le feu s’e´tend simplement a` tout le
champ. Cependant, nous supposons que lorsque les sauterelles ont suffisamment chaud, elles
cre´ent assez d’humidite´ pour que l’herbe ne bruˆle pas. Supposons que DS >> DF . Alors,
les sauterelles humidifient suffisamment l’herbe et empeˆchent la propagation du feu sur toute
l’herbe. La zone bruˆle´e est re´duite a` un domaine fini qui de´pend des coefficients de re´action et
de diffusion. Si, au lieu d’un seul endroit, le feu se de´clarait a` plusieurs endroits, nous aurions
la formation de motifs. Cela ne serait pas le cas si DF = DS = 0. Notre but est de de´terminer
des conditions sur ces coefficients pour l’apparition de l’instabilite´ et donc la formation de
tels motifs.
Tout syste`me de re´action-diffusion peut eˆtre adimensionalise´ avec les bons changements
de variables pour atteindre la forme suivante
u˙ = f(u, v) +Du∇2u
v˙ = g(u, v) +Dv∇2v.
(1.1)
Un syste`me de re´action-diffusion a des instabilite´s dues a` la diffusion, appele´es instabilite´s de
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Turing, si l’e´tat stationnaire homoge`ne est stable pour de petites perturbations lorsqu’il n’y a
pas de diffusion mais qu’il ne l’est plus lorsque la diffusion intervient. Pour e´tudier la stabilite´
du syste`me, nous commenc¸ons par conside´rer un point fixe du syste`me, qui est de la forme
(u∗, v∗) tels que f(u∗, v∗) = g(u∗, v∗) = 0.
1.2 E´tude sans diffusion
Sans diffusion, le syste`me (1.1) devient
u˙ = f(u, v)
v˙ = g(u, v).
Afin de line´ariser ces e´quations, nous introduisons
δu = u− u∗
δv = v − v∗
l’e´cart de la position d’e´quilibre. Par un de´veloppement en se´rie de Taylor d’ordre 1 en (u∗, v∗),
nous obtenons
˙δu = f(u∗, v∗)︸ ︷︷ ︸
=0
+
∂f
∂u
(u∗, v∗)δu+
∂f
∂v
(u∗, v∗)δv
δ˙v = g(u∗, v∗)︸ ︷︷ ︸
=0
+
∂g
∂u
(u∗, v∗)δu+
∂g
∂v
(u∗, v∗)δv,
qui s’e´crit, sous forme matricielle, (
˙δu
δ˙v
)
= J
(
δu
δv
)
ou` J =
(
fu fv
gu gv
)∣∣∣∣∣
(u∗,v∗)
est la matrice Jacobienne du syste`me, aussi appele´e matrice de
stabilite´, avec les notations suivantes :
∂f
∂u
= fu,
∂f
∂v
= fv,
∂g
∂u
= gu,
∂g
∂v
= gv.
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Calculons les valeurs propres de J . ∣∣∣∣∣fu − λ fvgu gv − λ
∣∣∣∣∣ = 0
⇔ λ2 − λtr(J) + |J | = 0
ou` |J | de´signe le de´terminant de J . Nous avons
∆ = tr(J)2 − 4|J |
ou` tr(J) de´signe la trace de J , c’est-a`-dire la somme de ses e´le´ments diagonaux, et donc
λ1,2 =
tr(J)±√tr(J)2 − 4|J |
2
.
Nous avons la stabilite´ si et seulement si Re(λ) < 0. C’est le cas si, en accord avec la classifi-
cation des points fixes se trouvant a` la Figure 1.1.
tr(J) = fu + gv < 0
et
|J | = fugv − fvgu > 0.
(1.2)
Puisque (u∗, v∗) sont des fonctions des parame`tres de la dynamique, ces ine´galite´s imposent
des contraintes sur les parame`tres.
1.3 Pre´sentation d’un exemple
L’exemple que nous utiliserons durant tout le travail est un syste`me appele´ Brusselator,
qui caracte´rise des re´actions chimiques. Nous conside´rons les deux espe`ces u(x, t) et v(x, t)
dont les e´quations de la dynamique, adimensionalise´es, sont donne´es par
u˙ = f(u, v)
v˙ = g(u, v),
avec
f(u, v) = 1− (b+ 1)u+ cu2v
g(u, v) = bu− cu2v,
ou` b et c sont des parame`tres positifs.
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Figure 1.1 – Classification des points fixes d’un syste`me en fonction de la trace et du
de´terminant de sa Jacobienne, tire´e d’une lec¸on de Steven H. Strogatz, Two dimensional
nonlinear systems fixed points [3] base´e sur le livre [4]. La zone verte correspond aux points
fixes stables.
Nullclines :
Nous commenc¸ons par calculer et repre´senter les nullclines de ce syste`me. Il s’agit des
courbes correspondant a` la croissance nulle des variables. Les points fixes du syste`me se
trouvent aux intersections des nullclines.
f(u, v) = 0⇔ 1− (b+ 1)u+ cu2v = 0
⇔ v = (b+ 1)u− 1
cu2
et
g(u, v) = 0⇔ bu− cu2v = 0
⇔ v = b
cu
.
Les nullclines sont repre´sente´es a` la Figure 1.2 pour le choix de parame`tres b = 8, c = 10.
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Figure 1.2 – Nullclines du syste`me Brusselator avec b = 8 et c = 10.
Points fixes
Afin de calculer les points fixes du syste`me homoge`ne, nous re´solvons f(u, v) = g(u, v) = 0
pour u et v. {
f(u, v) = 1− (b+ 1)u+ cu2v = 0
g(u, v) = bu− cu2v = 0
⇔ 1− b− 1 + cu2v + bu− cu2v = 0
⇔
 u = 1v = b
c
.
Le point (1,
b
c
) est le seul point fixe du syste`me.
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Stabilite´
Calculons la Jacobienne du syste`me :
J =
∂f∂u ∂f∂v∂g
∂u
∂g
∂v

∣∣∣∣∣∣∣
∗
=
(
−b− 1 + 2cuv cu2
b− 2cuv −cu2
)∣∣∣∣∣
∗
=
(
b− 1 c
−b −c
)
.
Nous avons la stabilite´ du syste`me si la trace de sa Jacobienne est ne´gative et si son de´terminant
est positif, donc
tr(J) = fu + gv < 0 ⇔ c > b− 1
et
|J | = fugv − fvgu > 0 ⇔ c > 0.
1.4 E´tude avec diffusion
Si nous conside´rons tout le syste`me et que nous le line´arisons autour du point fixe
(u∗, v∗), comme dans la section pre´ce´dente, nous avons
˙δu = (fu +Du∇2)δu+ fvδv
δ˙v = guδu+ (gv +Dv∇2)δv,
qui s’e´crit sous forme matricielle comme(
˙δu
δ˙v
)
=
(
fu +Du∇2 fv
gu gv +Dv∇2
)(
δu
δv
)
ou encore, pour plus de facilite´,(
˙δu
δ˙v
)
=
(
fu fv
gu gv
)
︸ ︷︷ ︸
J
(
δu
δv
)
+
(
Du 0
0 Dv
)
︸ ︷︷ ︸
D
∇2
(
δu
δv
)
= (J +D∇2)
(
δu
δv
)
.
Calculons les fonctions propres v(t) de J+D∇2 associe´es aux valeurs propres λ, c’est-a`-dire
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que nous cherchons a` re´soudre
(J +D∇2)v = λv. (1.3)
Supposons que wκ soit une fonction propre de l’ope´rateur line´aire ∇2, associe´e a` la valeur
propre κ et solution du proble`me aux valeurs propre spatial de´fini par
∇2wκ = κwκ. (1.4)
Par une proprie´te´ de l’ope´rateur Laplacien, ses fonctions propres sont orthogonales et forment
une base. Nous cherchons des solutions au proble`me (1.3) de la forme
v(t) =
∑
κ
eλtwκ (1.5)
ou` λ est fonction propre du syste`me complet associe´e au vecteur propre v. En substituant
(1.5) dans (1.3) avec (1.4), nous obtenons
λ
∑
κ
eλtwκ = (J +D∇2)
∑
κ
eλtwκ
= J
∑
κ
eλtwκ +D
∑
κ
eλt∇2wκ︸ ︷︷ ︸
=κwκ
= J
∑
κ
eλtwκ +D
∑
κ
eλtκwκ
= (J + κD)
∑
κ
eλtwκ
λv = (J + κD)v.
Calculer les valeurs propres de (J + ∇2D) revient en fait a` calculer les valeurs propres de
(J + κD), pour chaque κ fonction propre de ∇2. Nous pouvons calculer les valeurs propres λ
du syste`me en calculant les racines du polynoˆme caracte´ristique
|J + κD − Iλκ| = 0
⇔
∣∣∣∣∣fu + κDu − λκ fvgu gv + κDv − λκ
∣∣∣∣∣ = 0
c’est-a`-dire
λ2κ − λκ (κ(Du +Dv) + (tr(J))) + h(κ) = 0
ou` h(κ) = DuDvκ
2 + (fuDv + gvDu)κ+ |J |.
(1.6)
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Les solutions de cette e´quation sont
λ1κ =
(κ(Du +Dv) + tr(J)) +
√
(κ2(Du +Dv) + tr(J))
2 − 4h(κ)
2
λ2κ =
(κ(Du +Dv) + tr(J))−
√
(κ2(Du +Dv) + tr(J))
2 − 4h(κ)
2
.
La solution λ2κ ne nous inte´resse pas car nous voulons que sa partie re´elle soit positive or
κ(Du+Dv)+tr(J) e´tant toujours ne´gative, λ2 l’est aussi. Nous travaillons donc avec λ1κ := λκ.
Pour avoir des instabilite´s dues a` la diffusion, nous avons besoin de Re(λκ) < 0 pour κ = 0
et Re(λκ) > 0 pour κ 6= 0. Si κ = 0, alors nous revenons au cas sans diffusion et nous avons
les conditions (1.2). Si κ 6= 0, nous aurons Re(λκ) > 0 si
(κ(Du +Dv) + tr(J)) +
√
(κ(Du +Dv) + tr(J))
2 − 4h(κ) > 0
⇔ (κ(Du +Dv) + tr(J))2 > (κ(Du +Dv) + tr(J))2 − 4h(κ)
⇔ h(κ) < 0
E´tant donne´ que, par (1.2) car nous voulons un e´quilibre homoge`ne stable, tr(J) < 0 et
|J | > 0, la seule fac¸on d’avoir h(κ) < 0 est que fuDv + gvDu > 0. Cette ine´galite´ est
ne´cessaire mais pas suffisante pour garantir que Re(λκ) > 0 ∀κ 6= 0. Nous aimerions que le
minimum de h(κ) soit ne´gatif. Calculons-le. Tout d’abord, nous de´rivons h(κ) et annulons la
de´rive´e pour obtenir kmin, qui minimise h(κ).
dh(κ)
dκ
= 0
⇔ 2DuDvκ+ (fuDv + gvDu) = 0
⇔ κmin = −fuDv + gvDu
2DuDv
.
Ensuite, nous e´valuons h(κmin) qui donne la valeur minimale de h(κ).
hmin = h(κmin) < 0
⇔ DuDv (fuDv + gvDu)
2
4D2uD
2
v
− (fuDv + gvDu)fuDv + gvDu
2DuDv
+ |J | < 0
⇔ (fuDv + gvDu)
2
4DuDv
− (fuDv + gvDu)
2
2DuDv
+ |J | < 0
⇔ |J | − (fuDv + gvDu)
2
4DuDv
< 0.
Pour re´sumer, les conditions pour la ge´ne´ration de motifs spatiaux dans un syste`me de
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re´action-diffusion a` deux espe`ces de la forme (1.1) sont donne´es par
fu + gv < 0,
fugv − fvgu > 0,
fuDv + gvDu > 0,
et
(fuDv + gvDu)
2 − 4DuDv(fugv − fvgu) > 0.
(1.7)
1.5 Application a` un exemple
Reprenons le syste`me Brusselator en y ajoutant des termes de diffusion.
u˙ = 1− (b+ 1)u+ cu2v +Duuxx
v˙ = bu− cu2v +Dvvxx.
Avec les nouvelles conditions (1.7), nous avons les ine´galite´s suivantes.
fu + gv < 0 ⇒ c > b− 1 (1.8)
fugv − fvgu > 0 ⇒ c > 0
fuDv + gvDu > 0 ⇒ c < (b− 1)Dv
Du
(1.9)
(fuDv + gvDu)
2 − 4DuDv(fugv − fvgu) > 0 ⇒ ((b− 1)Dv − cDu)2 > 4cDuDv.
Ces ine´galite´s de´finissent un domaine dans l’espace de parame`tres (b, c), qui s’appelle l’espace
de formation de motifs (ou espace de Turing). Celui-ci est repre´sente´ en Figure 1.3 pour
diffe´rentes valeurs du rapport
Dv
Du
. Nous observons que l’espace se re´duit lorsque le rapport
diminue, et que celui-ci n’existe plus lorsque le rapport atteint 1. En effet, par (1.8) et (1.9),
Dv
Du
doit toujours eˆtre strictement supe´rieur a` 1.
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Figure 1.3 – Espace de formation de motifs pour le Brusselator en fonction du rapport
Dv
Du
.
Les zones les plus claires correspondent a`
Dv
Du
> 1 et les zones les plus fonce´es correspondent
a`
Dv
Du
↘ 1.
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Chapitre 2
Diffusion sur un re´seau
L’objectif de ce chapitre est de transposer la the´orie de´veloppe´e dans le chapitre pre´ce´dent
sur des re´seaux. Pour ce faire, nous commenc¸ons par poser un cadre the´orique en fournissant
quelques rappels et de´finitions de the´orie des graphes. Ensuite, nous de´crivons la me´thode de
Watts-Strogatz, qui permet de ge´ne´rer les graphes sur lesquels nous travaillons. Nous avons
alors tous les outils ne´cessaires a` la de´finition d’un syste`me de re´action-diffusion sur un re´seau.
Nous effectuons une e´tude similaire a` celle du cas continu, afin de trouver des conditions
d’apparition d’instabilite´s de Turing, en nous basant sur l’article [5]. Dans un premier temps,
nous travaillons avec une matrice de diffusion diagonale et pre´sentons quelques re´sultats.
Enfin, nous e´tendons notre recherche au cas d’une matrice de diffusion contenant des termes
non-diagonaux et appliquons une fois encore nos re´sultats a` l’exemple du Brusselator.
2.1 Rappels de the´orie des graphes
Dans cette section, nous posons les diffe´rentes de´finitions et notations utiles a` la cre´ation
et l’utilisation de graphes. Celles-ci sont reprises dans les sources [6] et [7].
Soit un graphe appele´ G et posse´dant N noeuds et M areˆtes. Les noeuds du graphe sont
note´s vi avec i = 1, ..., N .
De´finition 2.1.1. Deux noeuds vi et vj incidents a` la meˆme areˆte sont dits adjacents.
De´finition 2.1.2. Un graphe est dit simple s’il n’existe pas deux areˆtes reliant les meˆmes
noeuds, ni de boucle, c’est-a`-dire une areˆte ayant le meˆme noeud a` chaque extre´mite´.
Nous travaillons avec des graphes simples et non-oriente´s, ce qui signifie que si il existe
une areˆte entre les noeuds vi et vj , alors il existe une areˆte entre vj et vi.
De´finition 2.1.3. La matrice d’adjacence d’un graphe G est une matrice carre´e A de taille
N ×N dont l’e´le´ment i, j est le nombre d’areˆtes existant entre le noeud vi et le noeud vj.
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Typiquement, dans le cas d’un re´seau non-ponde´re´, Aij = 1 si il existe un lien entre les
noeuds vi et vj et Aij = 0 sinon (i, j = 1, ..., N, i 6= j). E´tant donne´ que dans notre cas, G
est e´galement non-oriente´, sa matrice d’adjacence est syme´trique.
De´finition 2.1.4. Le degre´ d’un noeud est le nombre d’areˆtes incidentes a` celui-ci. Le degre´
du noeud i est note´
ki =
N∑
j=1
Aij (i = 1, ..., N).
Le degre´ moyen d’un graphe correspond a` la moyenne des degre´s de ses noeuds.
〈k〉 = 1
N
N∑
i=1
ki
De´finition 2.1.5. La matrice Laplacienne d’un graphe G est une matrice carre´e L de taille
N ×N dont l’e´le´ment i, j est donne´ par
Lij = Aij − kiδij (i, j = 1, ..., n),
ou` δij = 1 si i = j et δij = 0 sinon.
La matrice Laplacienne d’un graphe simple et non-oriente´ est syme´trique et les sommes
de ses e´le´ments sur les lignes et les colonnes est nulle. Cette matrice correspond en fait a` une
approximation du Laplacien en domaine continu ∇2, d’ou` son nom et son utilisation dans
le contexte des re´seaux. Elle est parfois de´finie par Lij = kiδij − Aij , ce qui la rend de´finie
positive et apporte certains avantages lors de son utilisation. Ici, nous gardons la de´finition
2.1.5. La matrice Laplacienne posse`de toujours une valeur propre nulle (associe´e au vecteur
propre (1, 1, ..., 1)T ). Dans le cas d’un graphe simple, λ = 0 est une valeur propre isole´e (c’est-
a`-dire qu’elle est de multiplicite´ 1) et les autres valeurs propres sont telles que, avec notre
de´finition, λ1 ≤ ... ≤ λN1 < λN = 0. Les vecteurs propres de L sont orthogonaux.
De´finition 2.1.6. Un parcours est une suite v0e1v1e2...envn ou` c0v1... sont des noeuds et
e1e2... sont des areˆtes reliant les conse´cutifs.
De´finition 2.1.7. Un chemin est un parcours dont les noeuds sont tous distincts.
De´finition 2.1.8. La distance d(vi, vj) entre les noeuds vi et vj d’un graphe est le nombre
d’areˆtes minimal d’un parcours entre ces deux noeuds. Si un tel parcours n’existe pas, d(vi, vj) =
∞.
Lemme 2.1.1. Le plus court parcours entre deux noeuds vi et vj est un chemin. Nous par-
lerons alors de plus court chemin.
Le nombre de triangles (trois noeuds connecte´s) dans un graphe est caracte´rise´ par son
coefficient de clustering global. Pour le calculer, il faut utiliser le coefficient de clustering local
de chaque noeud.
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De´finition 2.1.9. Le coefficient de clustering local d’un noeud vi est donne´ par
Ci =
nombre de triangles contenant le noeud i
ki(ki − 1)/2 .
De´finition 2.1.10. Le coefficient de clustering global d’un graphe est la moyenne des coeffi-
cients de clustering locaux de ses noeuds.
C =
1
N
N∑
i=1
Ci.
De´finition 2.1.11. Une clique d’un graphe est un ensemble de nœuds deux a` deux adjacents.
Un exemple de clique se trouve a` la Figure 2.1.
Figure 2.1 – Exemple de graphe contenant deux cliques. Les noeuds d’une meˆme couleur
appartiennent a` la meˆme clique.
2.2 Cre´ation de graphes
Les graphes sur lesquels nous travaillons sont ge´ne´re´s par la me´thode de Watts-Strogatz.
Cette me´thode permet de ge´ne´rer des graphes posse´dant des proprie´te´s dites de ”petit monde”,
ce qui signifie qu’ils mode´lisent des re´seaux re´alistes (tels que des re´seaux sociaux). Leurs
particularite´s sont les suivantes :
— Le plus court chemin entre deux noeuds est faible.
— Le coefficient de clustering du graphe est e´leve´.
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La proce´dure de construction d’un graphe par la me´thode de Watts-Strogatz est la sui-
vante [9] :
Soit N le nombre de noeuds, 2K le degre´ moyen (un entier pair) et β ∈ [0, 1]
la probabilite´ de recaˆblement.
1. Cre´er un treillis circulaire de N noeuds et de degre´ moyen 2K.
Chaque noeud est connecte´ a` ses K plus proches voisins de chaque
coˆte´.
2. Pour chaque areˆte du graphe, recaˆbler cette arreˆte avec la probabi-
lite´ β. L’areˆte recaˆble´e ne peut eˆtre un duplicata d’une autre areˆte
ni cre´er de boucle.
En fonction du parame`tre β, il est donc possible d’obtenir des graphes re´guliers (Fi-
gure 2.2a), des graphes interme´diaires (Figure 2.2b) et des graphes ale´atoires (Figure 2.2c).
Ces figures ont e´te´ cre´e´es avec le logiciel Matlab [8], a` l’aide d’un code base´ sur le code
WattsStrogatz.m [9], qui ge´ne`re des graphes par la me´thode Watts-Strogatz en fonction des
parame`tres N , K et β.
(a) β = 0 (b) β = 0.5 (c) β = 1
Figure 2.2 – Graphes de 20 noeuds, de degre´ moyen 4 ge´ne´re´s par la me´thode de Watts-
Strogatz.
Distribution des degre´s
Lorsque β = 0, nous avons un treillis circulaire parfaitement re´gulier car aucune areˆte n’est
recaˆble´e. Le degre´ de chaque noeud est donc de 2K. Lorsque β augmente, la distribution des
degre´s se change en une gaussienne centre´e sur 2K. Plus β est grand, plus l’e´cart-type de la
distribution diminue. La distribution des degre´s de graphes de 500 noeuds avec K = 25, pour
β 6= 0 est repre´sente´e a` la Figure 2.3.
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Figure 2.3 – Distribution des degre´s pour plusieurs valeurs de β ; N = 500 et K = 25,
source : [9].
Plus court chemin et coefficient de clustering
Tout comme les graphes purement ale´atoires ge´ne´re´s par la me´thode d’Erdo˝s–Re´nyi [7],
les graphes ”petit monde” pre´sentent un plus court chemin relativement faible. En revanche,
ils posse`dent un coefficient de clustering plus e´leve´ que ceux-ci, ce qui favorise l’apparition
de cliques. C’est pourquoi ils sont utiles pour mode´liser des re´seaux ”naturels”. A` la Figure
2.4, nous repre´sentons la comparaison des deux types de graphes du point de vue de ces
deux quantite´s. Les graphes font tous 500 noeuds et ont un degre´ moyen de 50. Le coefficient
de clustering global des graphes de Watts-Strogatz est effectivement plus e´leve´ que celui
des graphes d’Erdo˝s–Re´nyi, jusqu’a` β = 0.5, a` partir duquel les graphes deviennent de plus
en plus ale´atoires. Le plus court chemin moyen, bien que plus e´leve´ que celui des graphes
d’Erdo˝s–Re´nyi, reste assez faible pour les graphes de Watts-Strogatz.
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Figure 2.4 – Comparaison des caracte´ristiques des graphes ge´ne´re´s par la me´thode de Watts-
Strogatz et d’Erdo˝s–Re´nyi, N = 500, 〈k〉 = 50.
2.3 Mode´lisation du syste`me
Le but de cette section est de transposer la the´orie du chapitre pre´ce´dent sur des re´seaux.
Tout d’abord, nous avons vu que la forme ge´ne´rale d’un syste`me de re´action-diffusion en
domaine continu s’e´crivait sous la forme :
X˙a = fa( ~X) +Da∇2Xa, a = 1, ...,M,
ou` M est le nombre d’espe`ces, ~X = (X1, ..., XM ), fa la fonction de´crivant les relations entre les
diffe´rentes espe`ces et Da la constante de diffusion intervenant dans le syste`me. Pour transposer
ces e´quations pour des espe`ces e´voluant sur un re´seau, nous introduisons la notation Xia, qui
repre´sente la concentration de l’espe`ce a sur le noeud i du re´seau. La forme ge´ne´rale d’un
syste`me de re´action-diffusion de M espe`ces sur un re´seau de N noeuds peut donc s’e´crire sous
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la forme :
X˙ia = fa( ~Xi)︸ ︷︷ ︸
re´actions entre espe`ces
sur un meˆme noeud
+
N∑
j=1
M∑
b=1
DabLijXjb︸ ︷︷ ︸
diffusion des diffe´rentes espe`ces
sur les diffe´rents noeuds
, i = 1, ..., N
ou` ~Xi = (Xi1, ..., XiM ) repre´sente les concentrations des diffe´rentes espe`ces sur le noeud i
et Dab est la constante de diffusion de l’espe`ce a influence´e par la quantite´ de b. Dans le
cas d’espe`ces chimiques, la constante de diffusion ne varie pas, le de´placement des agents ne
de´pend pas des autres agents. Dans un contexte e´cologique, il existe une de´pendance entre
les diffusions des diffe´rentes espe`ces. En effet, la concentration d’une espe`ce en un noeud peut
influencer le fait qu’une autre espe`ce se de´place vers ce noeud ou ait tendance a` l’e´viter.
De la meˆme fac¸on qu’en domaine continu, nous voulons line´ariser le syste`me pour en
e´tudier la stabilite´. Soit le point fixe caracte´rise´ par
∀i,X∗ia = X∗a tel que fa( ~X∗i ) = 0.
Il s’agit bien d’un point fixe de tout le syste`me (X˙ia = 0) car les sommes sur les lignes et les
colonnes de la matrice Laplacienne sont nulles. Par conse´quent, puisque les concentrations en
chaque noeud sont toutes identiques,
∑
j
LijXjb = 0 ∀b.
Les taux de re´actions en un noeud de´pendent uniquement des concentrations en ce noeud,
par conse´quent, ils s’annulent lorsqu’elles sont de´rive´es par rapport aux concentrations dans
les autres noeuds. La de´rive´e des termes de re´action se fait de la meˆme manie`re que dans le
syste`me sans diffusion, c’est-a`-dire que
∂fa( ~Xi)
∂Xjb
∣∣∣∣∣
∗
= δij
∂fa
∂Xb
( ~X∗i ) := Pab.
La matrice P est en fait la Jacobienne du syste`me sans diffusion et sa contribution au syste`me
ge´ne´ral peut eˆtre repre´sente´e par une matrice 1N ⊗P , car elle intervient en chaque noeud du
re´seau en conside´ration. Le symbole ⊗ de´signe le produit de Kroenecker.
De´finition 2.3.1. Soit A une matrice m×n et B une matrice p×q, leur produit de Kroenecker
est la matrice blocs de taille mp× nq de´finie par
A⊗B =

a11B . . . a1nB
...
. . .
...
am1B . . . amnB
 .
Pour ce qui est des termes relatifs a` la diffusion, nous supposons ici que nous travaillons
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avec une diffusion line´aire par rapport a` la concentration. Lors de la de´rivation, nous obtenons
donc :
∂
∂Xjb
∑
k,d
DadLikXka
∣∣∣∣∣∣
∗
=
∑
k,d
DadLikδjkδbd = DabLij .
Cette expression peut eˆtre re´e´crite sous forme matricielle de cette fac¸on : L⊗D, ou` D est, dans
notre cas, une matrice diagonale de taille n dont les termes sont les constantes de diffusion
des diffe´rentes espe`ces. La Jacobienne du syste`me ge´ne´ral est donc donne´e par
J = 1N ⊗ P + L⊗D.
Cette matrice posse´dant une structure en blocs, il existe une structure similaire dans sa
de´composition en valeurs et vecteurs propres, que nous allons maintenant calculer. Nous
conside´rons les vecteurs propres structure´s comme
w = v ⊗ q
ou` v est un vecteur de dimension N et q un vecteur de dimension M . Soit v un vecteur propre
de la matrice L associe´ a` la valeur propre κ, de sorte que
Lv = κv.
Soit q un vecteur propre de P +κD associe´ a` la valeur propre λ. Alors, nous montrons que w
est un vecteur propre de J associe´ a` la valeur propre λ. En effet,
Jw = (1N ⊗ P + L⊗D).(v ⊗ q)
= (1N ⊗ P ).(v ⊗ q) + (L⊗D).(v ⊗ q)
= 1Nv ⊗ Pq + Lv ⊗Dq
= v ⊗ Pq + κv ⊗Dq
= v ⊗ (p+ κD)q
= v ⊗ λq
= λ(v ⊗ q)
= λw.
La spectre de la matrice J peut donc eˆtre calcule´ de la fac¸on suivante, en fonction des valeurs
propres de L :
sp(J) =
⋃
κ∈sp(L)
sp(P + κD). (2.1)
Puisque nous avons vu que la matrice Laplacienne L posse´dait une et une seule valeur propre
κ = 0, le spectre de J y correspondant est en fait le spectre de P , ce qui signifie que le syste`me
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posse`de toujours au minimum un mode stable.
2.4 Diffusion simple
Supposons que nous disposons d’un re´seau dont la matrice Laplacienne est L, de taille N×
N . Nous nous inte´ressons au cas ou` les espe`ces ne peuvent se de´placer que par rapport a` leur
propre espe`ce, c’est-a`-dire le cas ou` la matriceD est diagonale. Afin de calculer analytiquement
les conditions sous lesquelles peut apparaˆıtre une instabilite´ due a` la diffusion, nous nous
restreignons a` un syste`me de deux espe`ces, c’est-a`-dire N = 2, avec X1 = u et X2 = v,
f1 = f , f2 = g, D11 = Du et D22 = Dv. Le syste`me devient alors, pour i = 1, ..., N ,
u˙i = f(ui, vi) +Du
∑
j
Lijuj ,
v˙i = g(ui, vi) +Dv
∑
j
Lijvj ,
(2.2)
ou` Du et Dv sont les constantes de diffusion des deux espe`ces. L’e´tude de la stabilite´ du
syste`me est analogue a` l’e´tude en domaine continu, a` ceci pre`s que nous travaillons avec des
matrices et plus des ope´rateurs line´aires. Soit un e´quilibre du syste`me, (u∗i , v
∗
i ) = (u
∗, v∗) tel
que f(u∗, v∗) = g(u∗, v∗) = 0. La matrice P du de´veloppement ci-dessus est la Jacobienne du
syste`me sans diffusion, soit
P =

∂f
∂u
∂f
∂v
∂g
∂u
∂g
∂v

∣∣∣∣∣∣∣
∗
:=
(
fu fv
gu gv
)
et la matrice C est donne´e par
D =
(
Du 0
0 Dv
)
Les instabilite´s que nous cherchons a` e´tudier sont induites par la diffusion, ce qui veut dire
que nous voulons que le syste`me soit stable sans diffusion, c’est-a`-dire que
fu =
∂f
∂u
∣∣∣∣
∗
> 0, gu =
∂g
∂u
∣∣∣∣
∗
< 0,
fv =
∂f
∂v
∣∣∣∣
∗
> 0, gv =
∂g
∂v
∣∣∣∣
∗
< 0.
Afin d’identifier les conditions d’apparition d’instabilite´s, nous calculons analytiquement le
spectre de la Jacobienne du syste`me avec diffusion selon la formule donne´e dans (2.1). Soit
κ une valeur propre quelconque de la matrice L, nous calculons les deux valeurs propres de
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P + κD de la manie`re suivante :∣∣∣∣∣fu + κDu − λκ fvgu gv + κDv − λκ
∣∣∣∣∣ = 0
⇔ (fu + κDu − λκ)(gv + κDv − λκ)− fvgu = 0
⇔ λ2κ − λκ (fu + gv + κ(Du +Dv))
+ fugv − fvgu + κ(fuDv + gvDu) + κ2DuDv = 0
Afin de de´terminer des conditions sur les constantes Du et Dv, posons d =
Dv
Du
. L’e´quation
devient alors :
λ2κ − λκ (tr(P ) + κDu(d+ 1)) + |P |+ κDu(dfu + gv) + κ2D2ud = 0 (2.3)
Les valeurs propres λκ1,2 de P + κD, associe´es a` la valeur propre κ de L sont alors :
λ1,2κ =
1
2
(
tr(P ) + κDu(d+ 1)±
√
∆
)
(2.4)
ou`
∆ = (tr(P ) + κDu(d+ 1))
2 − 4 (|P |+ κDu(dfu + gv) + κ2D2ud)
Une instabilite´ de Turing apparaˆıt lorsque, pour une certaine valeur de κ, nous avons
Re(λκ) ≥ 0. Il est possible de calculer une valeur critique de κ, appele´ κc, a` partir duquel des
instabilite´s peuvent survenir. Cette valeur critique est caracte´rise´e par
∃κ := κc t. q. Re(λκc) = 0 et Re(λκ) < 0 ∀κ < κc
Afin de pouvoir appliquer ce de´veloppement a` notre exemple, il est inte´ressant de calculer
le rapport dc correspondant a` cette valeur critique. Re(λκ) peut eˆtre positif si le coefficient
de λκ est ne´gatif ou si le terme inde´pendant est ne´gatif dans l’e´quation caracte´ristique (2.3).
Puisque tr(P ) < 0 par (1.7) et que κDu(d + 1) est toujours ne´gatif, la seule fac¸on d’avoir
Re(λκ) > 0 est que la quantite´ |P | − κDu(dfu + gv) + κ2D2ud, que nous noterons h(κ), soit
ne´gative. Pour ce faire, il faut donc que hmin soit ne´gatif. Diffe´rencions cette expression par
rapport a` κ afin d’en de´terminer le minimum.
∂
∂κ
h(κ) = Du(dfu + gv) + 2κD
2
ud.
Alors,
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kmin = −dfu + gv
2Dud
et hmin = |P | − (dfu + gv)
2
4d
.
La valeur critique de d doit eˆtre celle qui rend hmin = 0, c’est-a`-dire eˆtre racine de d
2f2u +
2d(fugv + 2fugv) + g
2
v . Le rapport critique dc est donc donne´ par
dc =
fugv − 2fvgu + 2
√
fvgu(fvgu − fugv)
f2u
. (2.5)
Le de´veloppement et le re´sultat sont identiques au cas continu.
2.4.1 Application a` un exemple
Dispersion de λ
Reprenons le syste`me de l’exemple Brusselator. Nous gardons le choix de parame`tres b = 8
et c = 10 qui nous permettent d’avoir un e´quilibre stable en (1, 0.8). Rappelons que pour avoir
des instabilite´s de Turing, nous devons avoir fu > 0 et gv < 0, ce qui est bien le cas ici car
P =
(
fu fv
gu fv
)
=
(
7 10
−8 −10
)
(2.6)
L’e´quilibre est bien stable car les valeurs propres de P sont λ1 = −1.5 + 2.7839i et λ2 =
−1.5− 2.7839i (nous avons un foyer stable [10]).
Pour analyser le spectre de la Jacobienne du syste`me complet, nous commenc¸ons par
ge´ne´rer un re´seau ale´atoire qui contient N = 50 noeuds par la me´thode de Watts-Strogatz,
avec une probabilite´ de rattachement de β = 0.5 et un degre´ moyen de 2K = 4. Nous calculons
la valeur critique du rapport
Dv
Du
, dc vaut 2.9912 par la formule (2.5). Nous fixons le parame`tre
Du = 1 et nous faisons varier Dv de sorte que le rapport d =
Dv
Du
prenne les valeurs les va-
leurs suivantes : {1.5, 2.9912, 7.5}. La relation de dispersion est repre´sente´e de fac¸on continue
en calculant la quantite´ (2.4) pour chaque valeur κ ∈ [0, κmax] et la dispersion discre`te en
affichant la partie re´elle de la plus grande valeur propre de J pour chaque κ, Re(λkmax). La
courbe continue repre´sente donc les valeurs que peuvent prendre les valeurs propres de J et
la courbe discre`te repre´sente les valeurs qu’elles prennent effectivement. Les re´sultats pour
les trois valeurs de d se trouvent a` la Figure 2.5. Tout d’abord, nous remarquons que, peu
importe la valeur de dc, le point correspondant a` κ = 0 est toujours ne´gatif et prend la valeur
de la partie re´elle de la plus grande valeur propre de P , a` savoir ici −1.5. Nous observons
bien que la valeur dc entraˆıne que l’un des modes est nul et, au-dela` de cette valeur, un ou
plusieurs modes peuvent devenir positifs. C’est dans ces cas que nous voyons apparaˆıtre des
instabilite´s de Turing.
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Figure 2.5 – Valeur de λκ en fonction de κ pour plusieurs valeurs de d. Les traits continus
repre´sentent la relation continue et les points rouges repre´sentent la relation discre`te.
Inte´gration du syste`me
Nous inte´grons maintenant les e´quations diffe´rentielles avec la me´thode Runge Kutta 4
[11], avec pour condition initiale l’e´quilibre le´ge`rement perturbe´, pour d = 1.5 et d = 7.5. Les
solutions u(t), v(t) sont repre´sente´es au cours du temps sur la Figure 2.6. Lorsque d = 1.5,
c’est-a`-dire lorsque l’e´quilibre reste stable, nous inte´grons jusque t = 20. Nous observons que
quand t = 0, les concentrations de u et v sont un peu e´carte´es de leur e´quilibre mais que
tre`s rapidement, elles tendent a` revenir a` l’e´quilibre. Au contraire, lorsque d = 7.5, nous
pouvons observer l’apparition d’instabilite´s. En effet, lorsque t augmente, les concentrations
se stabilisent sur d’autres valeurs que celles de l’e´quilibre. C’est la` que nous pouvons voir
apparaˆıtre un motif sur le re´seau. Celui forme´ par l’espe`ce u est repre´sente´ a` la Figure 2.7.
Lorsque d = 1.5, les concentrations apre`s inte´gration sont identiques sur tous les noeuds
et valent 1, tandis que lorsque d = 7.5, les concentrations varient entre environ 1.7 et 2.7.
Remarquons e´galement que lorsque le rapport d augmente, u(t) peut prendre des valeurs de
plus en plus e´loigne´es de sa position d’e´quilibre, en te´moigne la Figure 2.8.
Impact des parame`tres de ge´ne´ration du graphe
Le degre´ moyen du graphe ge´ne´re´ ainsi que la probabilite´ de recaˆblement ont une impor-
tance cruciale dans l’apparition d’instabilite´. En effet, ce sont ces valeurs qui de´terminent la
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Figure 2.6 – Concentration des espe`ces en chaque noeud au fil du temps.
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Figure 2.7 – Etat du re´seau apre`s inte´gration
Figure 2.8 – Valeurs minimale et maximale de u(t) au fil du temps en fonction de d.
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Figure 2.9 – Influence des diffe´rents parame`tres sur la re´partition des modes. En rouge, les
modes instables ; en vert, les modes stables. N = 50.
matrice L et par conse´quent, la distribution de ses valeurs propres. Il est possible que, pour
certaines valeurs de ces deux parame`tres, la courbe continue de la dispersion de λ admette
des valeurs positives, sans pour autant que ces valeurs ne soient effectivement atteintes pour
une ou plusieurs valeurs de κ. Une repre´sentation des courbes obtenues lorsque l’on travaille
sur des graphes ge´ne´re´s diffe´rentes valeurs de K et β pour N = 50, se trouve a` la Figure 2.9.
Nous remarquons que plus les parame`tres K et β augmentent, plus les valeurs propres de L
ont tendance a` ”s’e´taler”. C’est pourquoi, lorsque ces deux parame`tres ont des valeurs e´leve´es,
il est possible qu’aucun mode ne soit instable et donc qu’aucune instabilite´ n’apparaisse.
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2.5 Diffusion croise´e
Nous connaissons de´sormais les conditions sous lesquelles des instabilite´s de Turing, in-
duites par l’introduction d’une diffusion simple, peuvent apparaˆıtre. Nous allons maintenant
nous inte´resser au cas ou` cette diffusion n’est plus simple, c’est-a`-dire que la matrice D posse`de
des e´le´ments non nuls hors diagonale. Le syste`me de deux espe`ces est donne´ par
u˙i = f(ui, vi) +Duu
∑
j
Lijuj +Duv
∑
j
Lijvj ,
v˙i = g(ui, vi) +Dvu
∑
j
Lijuj +Dvv
∑
j
Lijvj ,
et la matrice D est donc
D =
(
Duu Duv
Dvu Duv
)
,
ou` D(uv) est la constante de diffusion de l’espe`ce u par rapport a` l’espe`ce v. Par un calcul
analogue a` celui de la section pre´ce´dente, et en conside´rant cette fois les termes non-diagonaux
de D, nous pouvons calculer analytiquement le spectre de la Jacobienne du syste`me. Soit κ
une valeur propre de la matrice Laplacienne L du re´seau, nous avons calculons les valeurs
propres de P + κD : ∣∣∣∣∣fu + κDuu − λκ fv + κDuvgu + κDvu gv + κDuv − λκ
∣∣∣∣∣ = 0
λ2κ − λκ (tr(P ) + κ tr(D)) + |P |
+κ (fuDvv + gvDuu + fvDvu + guDuv) + κ
2|D| = 0.
Les valeurs propres de P + κC sont donne´es par
λ1,2κ =
1
2
(
tr(P ) + κ tr(D)±
√
∆
)
ou`
∆ = (tr(P ) + κ tr(D))2 − 4 (|P |+ κ (fuDvv + gvDuu + fvDvu + guDuv) + κ2|D|) .
2.5.1 Application a` un exemple
Dans notre cas, il n’est pas possible de calculer un seuil critique a` partir duquel survient
l’instabilite´, comme nous avons pu faire dans la section pre´ce´dente, car celui-ci serait un
nombre complexe. Nous allons plutoˆt observer le comportement du syste`me pour certaines
valeurs choisies de Duv et Dvu lorsque Duu = 1 et que Dvv = dc. De cette fac¸on, nous
pouvons voir dans quels cas le fait d’introduire une diffusion ”croise´e” de´stabilise l’e´quilibre.
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Les diffe´rents cas observe´s sont repris dans la Table 2.1.
Dvu < −1.1 Dvu ∈ [−1.1, 0[ Dvu ≥ 0
Toutes les courbes continues Toutes les courbes continues Pas de croisement
se croisent au dessus de 0. se croisent en dessous de 0.
⇒ le syste`me ⇒ il est possible d’avoir ⇒ il est possible d’avoir
est toujours instable, la stabilite´ ou l’instabilite´ la stabilite´ ou l’instabilite´
peu importe la en fonction de la valeur de en fonction de la valeur de
valeur de Duv. Duv. Duv.
Table 2.1 – Comportement de la dispersion de λ selon les valeurs de C
Nous allons e´tudier un exemple de chaque cas.
Dvu < −1.1
Fixons, par exemple, Dvu = −2 et faisons varier Duv. Les courbes obtenues se coupent
toutes en un point situe´ au-dessus de 0, ce qui signifie que pour cette valeur de Dvu, le
syste`me ne sera jamais stable. Les courbes de dispersion ainsi que le re´seau apre`s inte´gration
se trouvent a` Figure 2.10 et nous observons bien l’instabilite´ lors de l’inte´gration. Le motif
n’est pas tre`s marque´, la plupart des noeuds restent a` leur concentration initiale et seuls deux
noeuds ont une grande concentration a` la fin du processus.
Dvu ∈ [−1.1,0[
Dans le cas ou` Dvu ∈ [−1.1, 0[, il est possible d’avoir l’instabilite´ car les courbes continues
de la dispersion de λ se coupent en un point sous 0. Nous fixons Dvu = −0.5 et faisons varier
Duv afin d’obtenir les courbes de la Figure 2.11. Celles-ci ressemblent fortement au cas de la
diffusion simple et l’e´tat du re´seau en fin d’inte´gration pre´sente un e´tat plutoˆt nuance´ sans
structure e´vidente.
Dvu ≥ 0
Dans ce dernier cas, nous fixons Dvu = 1 et nous faisons varier Duv afin d’obtenir les
courbes de dispersion de la Figure 2.12. Nous remarquons que les courbes ne se coupent plus,
ce qui signifie qu’il est possible d’avoir l’instabilite´. Un exemple est e´galement donne´, sur
lequel on observe un motif plus re´gulier que dans les cas pre´ce´dents (petits groupes de noeuds
abritant la meˆme concentration). Notons que cet exemple est choisi car il fonctionne bien,
mais il est e´galement possible d’avoir des courbes qui restent croissantes. Dans ce cas, meˆme
si les valeurs λκ n’atteignent pas l’endroit ou` la courbe est positive, nous ne pouvons pas
affirmer que nous gardons la stabilite´ dans tous les cas. En effet, cela de´pend de la structure
des graphes comme nous l’avons vu a` la Figure 2.9. Un exemple de courbe de ce type se trouve
a` la Figure 2.13.
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Figure 2.10 – Courbes de dispersion de λ ainsi que l’e´tat du syste`me lorsque Dvu = −2 et
Duv = 3.
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Figure 2.11 – Courbes de dispersion de λ ainsi que l’e´tat du syste`me lorsque Dvu = −0.5 et
Duv = 0.
41
Figure 2.12 – Courbes de dispersion de λ ainsi que l’e´tat du syste`me lorsque Dvu = 1 et
Duv = 2.
42
Figure 2.13 – Exemple de cas ou` la courbe continue croise la droite Re(λκ) = 0 sans que les
valeurs discre`tes ne de´passent 0. Ici, Dvu = 5 et Duv = 1.
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Chapitre 3
Diffusion de´pendant des
concentrations
3.1 Re´e´criture du syste`me
Nous avons e´tudie´ les cas ou` les diffe´rentes concentrations sont des constantes. Nous nous
inte´ressons de´sormais au cas ou` la diffusion de´pend des concentrations en chaque noeud. Pour
ce faire, nous introduisons la fonction ϕa( ~Xi) qui caracte´rise la fac¸on dont l’espe`ce a diffuse
en fonction de toutes les espe`ces sur le noeud i. Le syste`me s’e´crit alors sous la forme
X˙ia = fa( ~Xi) +
∑
j
Lijϕa( ~Xj).
Diffe´rents choix sont possibles pour les fonctions ϕa.
— Si nous choisissons
∂ϕa
∂Xb
< 0, cela signifie que l’espe`ce Xa e´vite l’espe`ce Xb (compor-
tement antisocial).
— Si nous choisissons
∂ϕa
∂Xb
> 0, cela signifie que l’espe`ce Xa suit l’espe`ce Xb (comporte-
ment social).
Tout comme dans les chapitres pre´ce´dents, nous proce´dons a` la line´arisation du syste`me
afin d’en e´tudier l’e´quilibre. Soit le point fixe caracte´rise´ par
∀i,X∗ia = X∗a tel que fa(X∗i ) = 0.
Ce point fixe est bien un point fixe de tout le syste`me (X˙ia = 0), car, si l’on note ~Xi
∗
=
(X∗i1, ..., X
∗
iM ), ces vecteurs ayant tous les meˆmes valeurs ∀i, nous pouvons les noter ~X∗. Nous
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avons donc bien que
X˙ia
∣∣∣
∗
= fa( ~X
∗) +
∑
j
Lijϕa( ~X
∗)
= fa( ~X
∗) +
∑
j
(Aij − kiδij)ϕa( ~X∗)
= fa( ~X
∗) +
∑
j
Aijϕa( ~X
∗)−
∑
j
Aijϕa( ~X
∗)δij
= fa( ~X
∗)︸ ︷︷ ︸
=0
+
∑
j
Aij
(
ϕa( ~X
∗)− ϕa( ~X∗)
)
︸ ︷︷ ︸
=0
= 0.
Nous de´rivons les termes de re´action et de diffusion par rapport aux concentrations comme
dans les chapitres pre´ce´dents. Pour la re´action, le de´veloppement est identique :
∂fa( ~Xi)
∂Xjb
∣∣∣∣∣
∗
= δij
∂fa
∂Xb
( ~X∗i ) := Pab.
Pour la diffusion,
∂
∂Xjb
∑
k
Likϕa( ~Xk) = δjkLik
∂ϕa
∂Xjb
( ~Xk)
= Lij
∂ϕa
∂Xjb
( ~Xj)
≡ CabLij .
La Jacobienne du syste`me ge´ne´ral est alors donne´e, comme dans le chapitre pre´ce´dent, par
J = 1N ⊗ P + L⊗ C
et son spectre se calcule comme
sp(J) =
⋃
κ∈sp(L)
sp(P + κC).
3.2 Application a` un exemple
Nous appliquons cette ide´e a` notre exemple du Brusselator. Pour rappel, le syste`me sans
diffusion est donne´ par {
u˙ = f(u, v) = 1− (b+ 1)u+ cu2v
v˙ = g(u, v) = bu− cu2v,
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ce qui signifie que fu, fv > 0 et gu, gv < 0. Nous pouvons repre´senter ces relations sur un
sche´ma, sous forme d’un graphe dont les noeuds sont les deux espe`ces u et v et les relations
entre elles sont donne´es par
— A→B : lorsque l’espe`ce A croˆıt, alors l’espe`ce B croˆıt aussi.
— A→B : lorsque l’espe`ce A croˆıt, alors l’espe`ce B de´croˆıt.
sur la Figure 3.1. Voyons ce qu’il se passe si nous introduisons des fonctions de dispersion
de´pendant des concentrations en chaque noeud. Nous pouvons e´crire ces fonctions sous la
forme suivante {
ϕu(u, v) = exp(c11u) + exp(c12v)
ϕv(u, v) = exp(c21u) + exp(c22v),
de sorte que
C =
∂ϕu∂u ∂ϕu∂v∂ϕv
∂u
∂ϕv
∂v
 = (c11exp(c11u) c12exp(c12v)
c21exp(c21u) c22exp(c22v)
)
.
De cette fac¸on , en choisissant diffe´rentes valeurs pour c11, ..., c22, nous pouvons mode´liser des
comportements social ou antisocial.
Comportement social
Pour mode´liser un comportement social, nous devons fixer les parame`tres cij sur des
valeurs positives. Puisque nous nous inte´ressons au syste`me avec instabilite´, nous choisis-
sons des parame`tres qui rendent ces instabilite´s possibles, c’est-a`-dire qui rendent les valeurs
propres de (P + κC) positives pour au moins une valeur κ. Par exemple, si nous choisissons
c11 = 1, c12 = 1, c21 = 1 et c22 = 3, le spectre de (P + κC) admet des valeurs positives
(Figure 3.2a). Les concentrations au fil du temps sont a` la Figure 3.2b. Nous remarquons que,
dans le cas d’un comportement social, les espe`ces ont tendance a` se diriger vers les noeuds
ou` il y a plus d’individus, toutes espe`ces confondues. C’est pourquoi, nous repre´sentons en
Figure 3.2c, la concentration totale en individus. Le re´seau est divise´ en diffe´rentes zones
de haute concentration et de basse concentration. A` titre comple´mentaire, nous repre´sentons
e´galement a` la Figure 3.2d les noeuds pour lesquels la concentration de u est plus e´leve´e que
la concentration de v. Les zones de hautes concentration correspondent a` celles ou` l’espe`ce u
u v
fu > 0
gu < 0
fu > 0 gv < 0
Figure 3.1 – Repre´sentation du syste`me Brusselator.
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se trouve en plus grande quantite´ que l’espe`ce v. Cela semble logique car nous sommes dans
le cadre d’une diffusion favorisant la sociabilite´, les espe`ces vont donc naturellement se diriger
vers les noeuds qui abritent de´ja` une grande concentration d’individus.
(a) Valeur de λκ en fonction de κ. Le trait continu
repre´sente la relation continue et les points rouges
repre´sentent la relation discre`te.
(b) Concentration de u en chaque noeud au fil du
temps et e´tat du re´seau apre`s inte´gration.
(c) E´tat du re´seau apre`s inte´gration. Les noeuds
jaunes sont ceux ou` la quantite´ de u + v est la
plus e´leve´e.
(d) E´tat du re´seau apre`s inte´gration. Les noeuds
jaunes sont ceux ou` la concentration de u est plus
e´leve´e que celle de v.
Figure 3.2 – Re´ultats d’un comportement social.
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Comportement antisocial
Choisissons maintenant un comportement antisocial, qui mode´lise le fait d’une espe`ce
s’e´loigne automatiquement de l’autre espe`ce. Pour ce faire, nous fixons les parame`tres c11 =
1, c12 = −0.1, c21 = −1 et c22 = dc comme calcule´ dans la section 2.4.1. Les valeurs de c11 et
c22 sont laisse´es positives, conside´rant que les individus d’une meˆme espe`ce ne s’e´vitent pas.
La re´partition des λκ se trouve a` la Figure 3.3. Les concentrations de u en chaque noeud au
fil du temps se trouvent a` la Figure 3.4, ainsi que l’e´tat du re´seau a` la fin de l’inte´gration.
Ici, nous ne repre´sentons que les zones ou` l’espe`ce u a une concentration supe´rieure a` celle
de v. Cela nous montre que le re´seau est divise´ en deux zones : d’une part, les individus de
l’espe`ce u et d’autre part, les individus de l’espe`ce v. Cela est cohe´rent avec le fait que nous
travaillons avec un comportement antisocial : les individus d’une espe`ce donne´e ont tendance
a` e´viter les individus de l’autre espe`ce et vice-versa, ce qui cre´e deux groupes distincts dans
la re´partition sur le re´seau.
Figure 3.3 – Valeur de λκ en fonction de κ. Le trait continu repre´sente la relation continue
et les points rouges repre´sentent la relation discre`te.
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Figure 3.4 – Concentration de u en chaque noeud au fil du temps et e´tat du re´seau apre`s
inte´gration. Les noeuds jaunes sont ceux pour lesquels la concentration de u est supe´rieure a`
la concentration de v. Les noeuds bleus sont ceux ou` ce n’est pas le cas.
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Conclusion
Dans ce me´moire, nous nous sommes pose´ la question de la formation de motifs sur le
pelage des animaux. En partant de cette proble´matique, nous avons commence´ par e´tudier la
the´orie relative a` la formation de motifs en domaine continu. Nous avons de´fini les instabilite´s
de Turing et de´termine´ des conditions sur les parame`tres qui engendrent de telles instabilite´s.
Ensuite, nous avons transpose´ cette the´orie et ces re´sultats au cas des re´seaux et nous avons
proce´de´ a` des expe´rimentations.
Dans le premier chapitre, nous avons e´tudie´ la formation de motifs dans un mode`le de
re´action-diffusion, ou` la diffusion se fait en domaine continu. Nous avons effectue´ l’analyse
de la stabilite´ du syste`me de sorte a` en retirer des conditions pour l’apparition d’instabilite´s
de Turing. Ces instabilite´s surviennent lorsqu’un syste`me posse`de un e´quilibre qui est stable
pour la partie homoge`ne, mais qui devient instable lorsque l’on ajoute des termes de diffusion.
Dans le deuxie`me chapitre, nous avons utilise´ le de´veloppement du premier chapitre afin
d’e´tudier des mode`les de re´action-diffusion qui diffusent sur un re´seau. Pour ce faire, nous
avons commence´ par mettre en place les outils de the´orie des graphes ne´cessaires pour re´e´crire
le syste`me. Ensuite, nous avons effectue´ l’analyse de la stabilite´ du syste`me afin d’en tirer des
conditions d’apparition des instabilite´s de Turing lorsque la matrice reprenant les constantes
de diffusion est diagonale. Nous avons e´galement e´tudie´ le cas ou` cette matrice n’est pas dia-
gonale. Enfin, avons teste´ ces re´sultats sur un exemple.
Dans le troisie`me et dernier chapitre, nous nous sommes inte´resse´s au cas ou` la diffusion
des espe`ces sur le re´seau peut de´pendre des concentrations sur les noeuds. Pour ce faire, nous
avons une nouvelle fois de´fini le mode`le et e´tudie´ sa stabilite´. Nous avons mode´lise´ deux types
de dynamiques de diffusion et les avons applique´s a` un exemple.
Ce me´moire ne se veut pas exhaustif. D’autres the`mes, points de vue, dynamiques auraient
pu eˆtre aborde´s. Nous avons de´cide´ de nous concentrer tre`s peu sur la diffusion en milieu
continu pour nous inte´resser plus rapidement aux re´seaux. Le nombre d’espe`ces, la dynamique
du syste`me et le re´seau sont autant de choix que nous avons faits et qui pourraient tout-a`-fait
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eˆtre remis en question. Par exemple, il aurait e´te´ possible d’e´tudier un syste`me avec plus de
deux espe`ces. De cette fac¸on, la courbe de dispersion du spectre du syste`me pourrait devenir
plusieurs fois ne´gative puis positive, comme dans l’article [5]. D’autres comportements plus
complexes que le social et l’antisocial auraient e´galement pu eˆtre aborde´s. D’autres types de
re´seaux (plus grands, pre´sentant d’autres proprie´te´s, compose´s de couches, ...) auraient pu
eˆtre conside´re´s, et bien d’autres choses encore. Le but de notre travail a principalement e´te´ de
comprendre et reproduire des re´sultats de´ja` publie´s. Comme dans toute discipline, scientifique
ou non, la recherche ne s’arreˆte jamais. Chaque nouvelle de´couverte arrive avec son lot de
questions dont les re´ponses a` leur tour apporteront de nouvelles de´couvertes.
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