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Abstract. Identification of structural models from measured earthquake response can play a 
key role in structural health monitoring, structural control and improving performance-based 
design.  System identification using data from strong seismic shaking is complicated by the 
nonlinear hysteretic response of structures where the restoring forces depend on the previous 
time history of the structural response rather than on an instantaneous finite-dimensional 
state.  Furthermore, this inverse problem is ill-conditioned because even if some components 
in the structure show substantial yielding, others will exhibit nearly elastic response, produc-
ing no information about their yielding behavior.  Classical least-squares or maximum likeli-
hood estimation will not work with a realistic class of hysteretic models because it will be 
unidentifiable based on the data.  On the other hand, Bayesian updating and model class se-
lection provide a powerful and rigorous approach to tackle this problem when implemented 
using Markov Chain Monte Carlo simulation methods such as the Metropolis-Hastings, Gibbs 
Sampler and Hybrid Monte Carlo algorithms.  The emergence of these stochastic simulation 
methods in recent years has led to a renaissance in Bayesian methods across all disciplines in 
science and engineering because the high-dimensional integrations that are involved can now 
be readily evaluated. The power of these methods to handle ill-conditioned or unidentifiable 
system identification problems is demonstrated by using a recently-developed stochastic simu-
lation algorithm, Transitional Markov Chain Monte Carlo, to perform Bayesian updating and 
model class selection on a class of Masing hysteretic structural models that are relatively 
simple yet can give realistic responses to seismic loading.  Examples will be given using dete-
riorating hysteretic building models with simulated seismic response data. 
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1 INTRODUCTION 
Current methods for developing finite-element models can produce structural responses 
that are consistent qualitatively with behavior observed during strong earthquake shaking, but 
there has long been an interest in using system identification methods for quantitative assess-
ment of structural models using recorded seismic response. The objective may be to improve 
the predictive capabilities of structural models for dynamic design or for the design of struc-
tural control systems, or to implement structural health monitoring. System identification 
based on updating of finite-element models using measured seismic response is challenging, 
however, because the large number of uncertain parameters associated with realistic structural 
models makes the inverse problem extremely ill-conditioned.  
Simplified models can be used in the identification procedure but the selection of an ap-
propriate class of models to employ is complicated by the nonlinear response of structures 
under strong seismic loading; in particular, the structural restoring forces are hysteretic, de-
pending on the previous time history of the structural response rather than on an instantaneous 
finite-dimensional state. Although some research into the identification of hysteretic systems 
has been carried out, this previous work [1,2,3,4] did not quantify the modeling uncertainties 
and did not properly deal with the ill-conditioning inherent in this inverse problem.  However, 
the uncertainty associated with structural model predictions can have a significant impact on 
the decision-making process in structural design, control and health monitoring.  Furthermore, 
classical estimation techniques such as least-squares and maximum likelihood do not usually 
work properly when applied to hysteretic model classes because they are nearly always uni-
dentifiable based on the available data. 
The Bayesian updating approach treats the probability of all models within a set of candi-
date models for a system, and consequently has the advantage of being able to quantify all of 
the uncertainties associated with modeling of a system and to handle ill-conditioned identifi-
cation problems.  Note that the probability of a model will not make sense if one interprets 
probability as a long-run frequency of an event, but it does when probability is interpreted as a 
multi-valued logic that expresses the degree of plausibility of a proposition conditioned on the 
given information [5].  Although Bayesian methods are widely used in many fields, their ap-
plication to identification of dynamic hysteretic dynamic models seems to be very limited. 
Many applications of Bayesian methods to model updating and model class selection for 
systems using dynamic response measurements have primarily used the Laplace asymptotic 
approximation. However, the approximation is most useful when there is a large amount of 
data and the model class is globally identifiable (described later); furthermore, in high-
dimensional systems, optimization to find the required most probable parameter vectors can 
be computationally challenging.  To avoid these difficult optimizations and to more readily 
treat cases where the model class is not globally identifiable, in recent years attention has 
been focused on stochastic simulation methods for Bayesian updating and prediction, espe-
cially Markov Chain Monte Carlo methods, such as the Metropolis-Hastings, Gibbs Sampler 
and Hybrid Monte Carlo algorithms [6].  The emergence of these stochastic simulation meth-
ods has led to a renaissance in Bayesian methods across all disciplines in science and engi-
neering because the high-dimensional integrations involved can now be readily evaluated. 
 
2 BAYESIAN MODEL UPDATING 
A Bayesian statistical framework for model updating and predictions for linear or nonlin-
ear dynamic systems that explicitly treats prediction-error and other model uncertainties has 
been presented [7,8,9].  A basic concept in this framework is that any set of possible determi-
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nistic dynamic models for a system can be embedded in a set of predictive probability models 
for the system by specifying a probability distribution for the uncertain prediction error, 
which is the difference between the actual system output and the deterministic model output.  
In particular, modeling the prediction error as a zero-mean, stationary, white-noise Gaussian 
stochastic process is supported by the principle of maximum differential entropy [5].  Each 
predictive probability model is assumed to be uniquely specified by assigning a value to a 
model parameter vector.  Therefore, a probability distribution over the set of possible predic-
tive models that specifies the plausibility of each such model is equivalent to a probability 
distribution over a corresponding set of possible values for the model parameter vector.  
When dynamic data is available from the system, a chosen initial (prior) probability distribu-
tion over the parameters can be updated using Bayes’ Theorem to give a posterior probability 
distribution, as follows. 
Consider a Bayesian model class M, which is characterized by: (i) a set of predictive PDFs, 
p(D | θ, M), for system response D that is parameterized by Np model parameters p
Nθ ∈Θ∈\ ; 
and (ii) a chosen prior PDF p(θ | M) that can incorporate existing knowledge of the system.  
The prior PDF is chosen to express the initial plausibility of each model in the class M de-
fined by the value of the parameter vector θ. 
Now suppose a set of data D from the system is available.  The goal of Bayesian updating 
is to use D to update the probability distribution over the parameters to give the posterior PDF 
( )| ,p θ D M  based on Bayes’ Theorem: 
 ( ) ( ) ( )| , | , |p p pθ θ θ∝D M D M M  (1) 
Here, p(D | θ, M) as a function of θ is called the likelihood function.  The constant of the pro-
portionality is the reciprocal of p(D | M), the evidence for model class M, and it is discussed 
later.  The posterior PDF gives the updated plausibility of each model in M when the informa-
tion in the data D is incorporated. 
For a given model class M and data D, it is useful to characterize the topology of the poste-
rior PDF as a function of the model parameter vector by whether it has a global maximum at a 
single most probable parameter value, at a finite number of them, or at a continuum of most 
probable parameter values lying on some manifold in the parameter vector space.  These three 
cases may be described as globally identifiable, locally identifiable, and unidentifiable model 
classes based on given dynamic data from the system. 
 
3 BAYESIAN MODEL CLASS SELECTION 
Bayesian model class selection (or model comparison) is essentially Bayesian updating at 
the model class level to make comparisons between alternative candidate model classes for 
predicting the response of a system.  It has long been recognized that comparisons between 
model classes should factor in not only the quality of the data fit, but also the complexity of 
the model. Jeffreys referred to the need for a “simplicity postulate,” that is, simpler models 
that are consistent with the data should be preferred over more complex models which offer 
only slight improvements in the fit to the data [10].  Early quantitative forms for a Principle of 
Model Parsimony utilized a penalty against using a larger number of uncertain (adjustable) 
parameters in combination with a quantification of the model data-fit based on the log likeli-
hood of the optimal model in the model class; however, the form of these penalty term did not 
have a very rigorous basis. Subsequent work made it clear that Bayes’ Theorem at the model 
class level automatically enforces model parsimony without ad-hoc penalty terms [11,12]. 
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Consider a set M ≡ {M1,M2,…,MNM} of NM candidate model classes for representing a sys-
tem.  Given data D, the posterior probability of each model class P(Mj | D,M), j=1,…, NM, is: 
 ( ) ( ) ( )
( ) ( )
1
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| ,
| |
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If all model classes are treated as equally plausible a priori, then the probability of model class 
Mj is proportional to its evidence, 
 ( ) ( ) ( )| | , |j j jp p p dθ θ θ= ∫j j jD M D M M  (3) 
3.1 Information-theoretic interpretation  
Further insight into the form of this penalty against complexity can be obtained by consid-
ering the evidence from an information-theoretic point of view [13].  Consider the log of the 
evidence: 
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This formulation for the log evidence for model class Mj shows that it is the difference be-
tween two terms: the first term is the posterior mean of the log-likelihood function, which is a 
measure of the average data fit for model class Mj, while the second term is the relative en-
tropy between the prior and posterior distributions, which is a measure of the information 
gained about the parameters θj from the data D.  Therefore, the log evidence is comprised of a 
data-fit term and a term which provides a penalty against more “complex” models that extract 
more information from the data.  This gives an intuitive understanding of why the application 
of Bayes’ Theorem at the model class level automatically enforces Ockham’s razor.  Al-
though this information-theoretic interpretation was initially presented in [12], it was derived 
there using a large-sample Laplace asymptotic approximation that depended on global identi-
fiability of the model classes. 
 
4 APPLYING BAYESIAN METHODS USING STOCHASTIC SIMULATION 
The goal of the stochastic simulation methods is to generate samples which are distributed 
according to the posterior probability density function (PDF) described in Equation 1.  In this 
work, we focus specifically on Markov Chain Monte Carlo (MCMC) methods that are most 
useful for Bayesian updating.  One advantage of these methods is that non-normalized PDFs 
can be sampled, so that samples may be drawn from the posterior PDF without evaluating the 
normalizing constant (the evidence) that usually requires evaluating a high-dimensional inte-
gral over the parameter space.  A remaining challenge associated with model updating by sto-
chastic simulation is the fact that, unless the data is very sparse, the posterior PDF occupies a 
much smaller volume in the parameter space than the prior PDF over the parameters.  This 
fact makes it difficult to draw samples from the posterior PDF. 
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Commonly-implemented MCMC methods, such as the Metropolis-Hastings (M-H) algo-
rithm, are difficulty to apply in higher-dimensional parameter spaces since it is often difficult 
to draw samples that cover all regions of high-probability content.  An alternative sampling 
algorithm [14] proposed gradual updating of the model, using the M-H algorithm to sample 
from a sequence of target PDFs, each target PDF being the posterior PDF based on an increas-
ing fraction of the available data.  In this manner, the target PDF gradually converges from 
the broad prior PDF to the final concentrated posterior PDF.  The Transitional Markov Chain 
Monte Carlo (TMCMC) method used in this study is a modified version of this approach [15].  
This technique also uses a sequence of intermediate PDFs.  The novel feature of this algo-
rithm is that, rather than applying updating with part of the available data, the entire data set is 
used but its full effect is diluted by taking the target PDF for the mth level of the sampler to be 
proportional to ( ) ( )| , |mp pβθ θD M M , where 0 1mβ≤ ≤ ; here, 0 0β =  gives the initial target 
distribution proportional to the prior PDF and 1Mβ =  for the final level of the sampler gives a 
target distribution proportional to the posterior PDF.  The TMCMC algorithm can also be 
used to estimate the evidence for a model class [15]. 
 
5 MASING HYSTERETIC MODELS 
 Modeling hysteretic force-deformation relations for structural members and assem-
blages of members from constitutive equations (“plasticity models”) is a difficult task, due to 
factors such as complex stress distributions, material inhomogeneities and the large number of 
structural elements.  An alternative approach is to develop simplified models that capture the 
essential features of the hysteretic force-deformation relationship but then, lacking a funda-
mental theoretical basis, these models should be validated against the observed behavior of 
structures.  An example of this type of model is the well-known Bouc-Wen model.  While 
these models are mathematically convenient, especially for random vibration studies using 
equivalent linearization, when subjected to asymmetric cyclic loading, they can exhibit an un-
physical “drifting” behavior [1].  This makes them unsuitable as a class of identification mod-
els for strong seismic response where this type of irregular loading occurs. 
A simplified hysteretic model with a physical basis was presented by Masing [16], which 
is based on the hypothesis that a one-dimensional hysteretic system may be viewed as a col-
lection of ideal elasto-plastic elements (a linear spring in series with a Coulomb damper) with 
the same elastic stiffness but with a distribution of different yield strengths.  This idea was 
used in structural dynamics by Iwan to form the Distributed Element Model (DEM), which 
consists of a collection of N ideal elasto-plastic elements connected in parallel [17] with a 
common stiffness k/N for the springs but different yield strengths ri*/N,i=1,…,N, as shown in 
Figure 1.  The restoring force r of a single-degree of freedom DEM subjected to a displace-
ment x under intial loading is given by: 
 
1
*n i
i
r N nr kx
N N=
−= +∑  (5) 
where n is the number of yielded elements.  Infinite collections of elasto-plastic elements can 
be considered by introducing a yield strength distribution function φ(r*) such that the restor-
ing force r(x) is given by: 
 ( ) ( ) ( )
0
* * * * *
kx
kx
r x r r dr kx r drφ φ
∞
= +∫ ∫  (6) 
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Because there is an underlying physical basis for the model, DEMs with a finite number of 
elements have been shown to give good representations of the hysteretic behavior of some 
structures, and do not exhibit the previously-discussed drifting behavior.  However, DEMs 
with an infinite number of elements are difficult to implement directly, in contrast to the finite 
case where the state of each element is tracked, although there have been recent advances in 
this area [4].  Fortunately, the class of Masing hysteretic models exactly describe the behavior 
of DEMs without needing to keep track of the internal behavior of the elements.  Jayakumar 
showed that the hysteretic behavior under arbitrary loading is completely described by the ini-
tial loading curve, described by the function f(x,r) and a relatively simple set of rules [1].  
Chiang [18] later demonstrated the inverse relationship, that is, given an initial loading curve 
for a Masing model, one can find the yield strength distribution, φ(r*) in Equation 6, for the 
equivalent DEM. 
 
 
Figure 1: Conceptual sketch for the Distributed Element Model (DEM).  Taken from [18]. 
5.1 Masing Shear Building Model 
Jayakumar and Beck [2] modeled an n-story shear building in 2-D by applying the Masing 
model to the relationship between story shear forces and the inter-story drifts.  Consider a 
structural model where the vector of relative floor displacements x(t) is related to the ground 
acceleration ( )y t  as follows: 
 ( )Mx Cx R Mby t+ + = −    (7) 
where M is the mass matrix, C is the viscous damping matrix, and R is the vector of restoring 
forces.  The inter-story shear force at the ith story is given by: 
 1i i iR r r += −  (8) 
In this work, the initial loading curve relating story shear forces and inter-story drifts is 
specified by choosing a generalized Rayleigh distribution for the yield strength distribution 
function [18]. The resulting backbone curve is defined by following differential equation: 
 ( ) ( )11
,
1
exp 1
i
i i ii
i i i i
i u i
K x x
r K x x
r
ηη
η
−
−
⎡ ⎤⎛ ⎞−⎛ ⎞+⎢ ⎥= − − Γ +⎜ ⎟⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦
    (9) 
where Ki is the small-amplitude inter-story stiffness, ru,i is the story ultimate strength, ηi con-
trols the smoothness of the transition from elastic to plastic and Γ(.) is the Gamma function.  
Figure 2 shows how the shape of the initial loading curve is influenced by ηi.  Note that for 
i n=  in Equation 8, rn+1=0, and for 1i =  in Equation 9, x0=0. 
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A potentially important advantage of the Masing shear building model is that all model pa-
rameters, except ηi, correspond to actual physical properties (initial stiffness, ultimate strength) 
and initial estimates can be calculated from material properties and structural drawings. 
 
Figure 2: Initial loading curves for different values of the elastic-to-plastic transition parameter η. 
5.2 Deteriorating Masing Models 
Cifuentes and Iwan introduced a modified version of the DEM for modeling deteriorating 
systems [3].  The model again consists of a collection of linear springs and slip elements, 
however, in this case an element is allowed to “break” if a certain maximum displacement is 
exceeded, defined as μxy,i, where xy,i is the yield displacement of the ith element and μ is the 
breaking ductility ratio, which for simplicity was assumed to be the same for all elements. 
The deteriorating DEM was successfully applied to system identification and damage de-
tection of real structures using earthquake data [3].  However, as in the case of non-
deteriorating DEMs, there are restrictions in terms of the number of parameters that limit the 
applicability of the model.  Chiang developed a general formulation for deteriorating Masing, 
determined the specific form for a Masing model equivalent to the displacement-controlled 
DEM, and developed expressions for the initial loading, unloading and reloading curves given 
a backbone curve f(x,r) and the breaking ductility ratio μ.  Figure 3 shows how the monotonic 
loading curve for a deteriorating Masing model, with a non-deteriorating form shown in Fig-
ure 2, is influenced by μ. 
 
Figure 3:  Monotonic loading curves for deteriorating Masing hysteretic model for different values of the break-
ing ductility ratio, μ. 
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6 EXAMPLE 
To illustrate the application of Bayesian methods to ill-conditioned systems, we consider a 
three-story deteriorating Masing shear building model, with parameters as given in Table 1.  
The system is subjected to two different ground motion excitations, both recorded during the 
1994 Northridge, California earthquake (Mw=6.7).  The first record was obtained at the Cold-
water Canyon School in North Hollywood, 12.5 km from the fault, with a peak acceleration of 
3.13 m/s2.  The second was recorded at Olive View Hospital in Sylmar, 9.9 km from the fault, 
with a peak acceleration of 5.92 m/s2.  The first ten seconds of each record are used to gener-
ate acceleration responses for the system.  The data sets generated from the Coldwater Can-
yon and Olive View records will be referred to as DCC and DOV, respectively.  The viscous 
damping matrix C in Equation 5 is omitted, as this is study is primarily concerned with identi-
fying properties associated with large structural deformations, while viscous damping is gen-
erally used to model small-amplitude energy dissipation. 
 
Story Mass 
(kg) 
K 
(N/m) 
ru 
(N) 
η μ 
1st 1.25×105 2.50×108 1.75×106 2 6.5 
2nd 1.25×105 2.50×108 1.75×106 2 6.5 
3rd 1.00×105 2.00×108 1.40×106 2 6.5 
Table 1: Parameters for Masing shear building system used to generate data. 
For each ground-motion record, 500 time-steps of simulated acceleration are “measured” at 
each floor.  To provide a realistic level of prediction error, Gaussian discrete white noise with 
a standard deviation of 1 m/s2 , corresponding to approximately 40% of the RMS value of the 
acceleration data, is added to each channel of data. 
Two identification model classes are considered, both of which are Masing hysteretic 
shear-building models as defined by Equation 7-9.  These model classes are used to generate 
vectors of predicted floor accelerations at(i), i = 1,2,3, t = 1,…500.  The prediction-error for 
the system output is assumed to be Gaussian with the variance of σ2 for each measurement.  
Therefore, the form of the likelihood function p(D | θ,M) is: 
 ( ) ( ) ( )( )
3 500 2( ) ( )
1500 2
1 12 2
1 1 ˆ| , exp
2
2
i i
t t
i t
p a aθ θσπσ = =
⎡ ⎤= − −⎢ ⎥⎣ ⎦∑∑D M  (10) 
where aˆ t(i) is the measurement for channel i at time-point t and θ is the vector of parameters 
to be updated.  Model class M1 is a non-deteriorating model with ten free parameters, the 
small-amplitude stiffness Ki, ultimate strength ru,i and elastic-to-plastic transition parameter ηi 
for each story, i = 1,2,3, and the prediction-error variance σ.  Model class M2 is a deteriorating 
model with the same ten free parameters included in M1 and one additional parameter, the 
breaking ductility ratio μ, which is constrained such that μi = μ, i = 1,2,3.  For both model 
classes, the mass matrix M is assumed to be known, which is a reasonable assumption, given 
that masses can be accurately computed from structural drawings. 
Prior PDFs for the inter-story stiffness, strength, and breaking ductility ratios, were taken 
to be independent lognormal distributions with logarithmic means of ln(2.50×108),  
ln(1.75×108) and ln(8), respectively, and a lognormal standard deviation of 0.5.  The prior 
PDFs for each of the elastic-to-plastic transition parameters were also lognormal, with a loga-
rithmic mean of ln(2) and a logarithmic standard deviation of 1.  The prior PDF for the pre-
diction-error variance was taken to be a uniform distribution between 0 and 3. 
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Samples from the posterior PDF were generated using the Transitional Markov Chain 
Monte Carlo algorithm.  Three runs were performed for updating with each data set, with 600 
samples generated per run.  Tables 2 and 3 show the sample means for each parameter for up-
dating with data sets DCC and DOV, respectively, compared with the parameter values obtained 
by direct numerical optimization of the posterior PDF.  Note that convergence of the optimi-
zation algorithm was slow and only achieved when the initial parameter estimates were based 
on the stochastic simulation results. 
 
 Mdl K1 
108 N/m 
K2 
108 N/m 
K3 
108 N/m 
ru,1 
106 N 
ru,2 
106 N 
ru,3 
106 N 
η1 η2 η3 μ σ 
m/s2 
Sim M1 2.54 
(0.03) 
2.45 
(0.04) 
2.00 
(0.02) 
1.78 
(0.04) 
2.00 
(0.22) 
1.60 
(0.51) 
1.90 
(0.10) 
1.81 
(0.21) 
2.15 
(0.59) 
- 1.00 
(0.02) 
Opt M1 2.53 2.46 2.00 1.75 1.87 1.64 1.96 1.87 1.86 - 1.00 
Sim M2 2.58 
(0.04) 
2.47 
(0.05) 
1.98 
(0.02) 
1.80 
(0.04) 
2.04 
(0.20) 
1.79 
(0.81) 
1.79 
(0.10) 
1.69 
(0.19) 
2.18 
(0.66) 
8.04 
(1.68) 
1.00 
(0.02) 
Opt M2 2.57 2.48 1.99 1.80 1.97 1.47 1.81 1.71 2.03 7.53 1.00 
Table 2: Sample means for posterior samples generated by updating with DCC (standard deviations shown in pa-
rentheses) compared to values obtained by optimization of posterior PDF. 
 Mdl K1 
108 N/m 
K2 
108 N/m 
K3 
108 N/m 
ru,1 
106 N 
ru,2 
106 N 
ru,3 
106 N 
η1 η2 η3 μ σ 
m/s2 
Sim M1 2.24 
(0.02) 
2.77 
(0.07) 
2.07 
(0.02) 
1.75 
(0.02) 
2.51 
(0.23) 
2.45 
(0.62) 
2.22 
(0.10) 
1.00 
(0.01) 
1.32 
(0.21) 
- 1.08 
(0.02) 
Opt M1 2.23 2.79 2.08 1.75 2.47 2.72 2.20 0.98 1.20 - 1.08 
Sim M2 2.46 
(0.03) 
2.54 
(0.04) 
2.01 
(0.03) 
1.76 
(0.02) 
1.81 
(0.05) 
1.60 
(0.37) 
2.01 
(0.07) 
1.79 
(0.12) 
1.98 
(0.67) 
6.56 
(0.13) 
0.98 
(0.02) 
Opt M2 2.46 2.53 2.01 1.74 1.75 1.67 2.08 1.88 1.72 6.53 0.97 
Table 3: Sample means for posterior samples generated by updating with DOV (standard deviations shown in pa-
rentheses) compared to values obtained by optimization of posterior PDF. 
For updating with the smaller-amplitude data set, DCC, estimates of inter-story stiffnesses 
are fairly well-constrained, and close to the actual values.  However, since there is relatively 
little non-linear behavior, there are larger uncertainties associated with the strength and elas-
tic-to-plastic transition parameters, and especially the breaking ductility ratio in model class 
M2, since there is very little deterioration in the actual system.  Figure 5 shows the posterior 
samples obtained by updating model class M2 with data set DCC, projected on the {ru,i, ηi} sub-
space for each story.   Note that the parameters for the first story, where the greatest inter-
story shear forces and displacements occur, are fairly well-constrained, despite the 40% RMS 
noise.  However, for the parameters for the second and third stories, where there is much less 
inelastic response, the samples are distributed over a broad region of the parameter space. 
 
       
Figure 5: Samples generated by updating the deteriorating model class ,M2, with DOV, projected onto the {ru,i, ηi} 
sub-spaces.  Dashed lines indicate results of numerical optimization of posterior and solid lines indicate the ac-
tual values used to generate the data. 
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For updating model class M1 with the large-amplitude data set, DOV, estimates of many of 
the parameters, including some inter-story stiffnesses, are substantially different from the ac-
tual values, because there is significant deterioration involved in the response of the structure, 
which cannot be included in M1.  As expected, the identified parameter values for model class 
M2, which contains the system used to generate the data, are much closer to the actual values.  
However, there is still some uncertainty associated with the third-story yielding parameters, as 
shown in Figure 6, which shows the posterior samples obtained by updating model class M2 
with data set DOV, projected on the {ru,i, ηi} sub-space for each story.   Note that the samples 
are distributed in a more concentrated region than those obtained by updating with DCC 
(shown in Figure 5). 
 
       
Figure 6: Samples generated by updating the deteriorating model class ,M2, with DOV, projected onto the {ru,i, ηi} 
sub-spaces.  Dashed lines indicate results of numerical optimization of posterior and solid lines indicate the ac-
tual values used to generate the data. 
Table 4 summarizes the results for Bayesian model class selection.  The log-evidence and 
average log-likelihood for each model class are estimated using the samples generated from 
stochastic simulation.  The information gain is then calculated from these quantities using 
Equation 9.  For data set DCC, the deteriorating model class is preferred, but there is significant 
probability for the non-deteriorating model class.  However, for data set DOV, model class M2 
is overwhelmingly preferred.  The difference in the accuracy of the two model classes, as ex-
pressed by the average log-likelihood, is large enough to more than compensate for the extra 
information extracted by model class M2. 
 
Data Model Class Log Evidence Log-Likelihood Information Gain P(M | D) 
DCC M1 -2158.8 -2132.7 26.1 0.162 
DCC M2 -2157.2 -2130.9 26.3 0.838 
DOV M1 -2272.2 -2242.7 29.5 0.000 
DOV M2 -2137.9 -2098.9 39.0 1.000 
Table 4: Bayesian model class selection result. 
The difference in the information gained for the two data sets is illustrated by Figure 7, 
which shows normalized histograms of the posterior samples for the breaking ductility ratio μ 
in model class M2, plotted with the prior PDF.  Updating with data set DCC, which features lit-
tle deterioration, results in a broad posterior PDF that is fairly similar to the prior PDF.  How-
ever, updating with DOV results in a very peaked posterior PDF for μ, that indicates more 
information has been extracted from the data. 
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Figure 7: Prior PDFs for the breaking ductility ratio plotted against normalized histograms of posterior samples 
for updating model class M2 with (a) data set DCC and (b) data set DOV. 
 
7 CONCLUSIONS  
Bayesian methods for model updating and model class selection can be used to study sys-
tems which are essentially unidentifiable using classical system identification approaches.  
Additionally, viewing the problem of model class selection in a Bayesian context allows for 
an information-theory interpretation of model complexity.  Stochastic simulation is an effec-
tive tool for the application of Bayesian methods and in the presented example, it is used to 
generate samples for a posterior PDF with a complex geometry in the parameter space, using 
very noisy data. 
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