INTRODUCTION
statically, not a dynamic process. 141 The outer wall surface of each artery was meshed in the reference configuration with 142 >5,000 nodes for full-field deformation measurements, but parametrically re-meshed with 400 nodes 143 for parameter estimation within small local patches. The ∈ [0, ] coordinate was divided into 20 144 segments (where was the reference length of the sample) and the  ∈ [0,2 ] coordinate was 145 divided in 20 angular sectors. For each node n defined in , the Cartesian ( n , n , n ) and/or 146 cylindrical ( n ,  n , n ) coordinates were reconstructed using the calibration parameters of the p-DIC 147 system. Each material point in was then tracked in all deformed configurations by applying a 148 custom serial correlation algorithm between neighboring configurations (i.e., all pressures ( ) and 149 axial stretches  ( )). For instance, while at  0 , the result of the correlation between images at 60 150 and 70 mmHg was used to initiate the correlation between images at 70 and 80 mmHg, respectively.
151
In other words, the resulting correlated mesh was stored and taken as a reference to be correlated to 152 a neighboring deformed configuration (i.e., 80 to 90 mmHg, 60 to 50 mmHg, and so forth) until all 153 deformed configurations had been processed. In this way, data were collected at each node n of the 154 reconstructed p-DIC point cloud: ( n ( ), n ( ), n ( )) and/or ( n ( ), n ( ), n ( )) for every biaxially 155 loaded configuration (pressure ( ) ranging from 10 to 140 mmHg in increments of 10 mmHg at axial 156 stretches of  ( ) = 0.95 0 ,  0 and 1.05 0 ). Note, too, that the biaxial load at each configuration was 157 held for ~2 minutes to allow image acquisition, which is in contrast to the continuous cyclic loading of 158 standard biaxial tests. 159 Unit vectors normal to the outer surface, denoted respectively by n ( ) and n for each 160 node n in the current and reference configurations, were deduced from the geometrical 161 reconstruction of based on p-DIC data. A local orthonormal basis ( n 1 , n 2 , n ) was defined in the 162 reference configuration, where n 1 and n 2 were aligned with directions of maximum and minimum 163 principal curvatures of at node n, respectively. We let ( n 1 ( ), n 2 ( ), n ( )) denote the local 164 orthonormal basis,  n 1 ( ) denote the maximum curvature, and  n 2 ( ) denote the minimum curvature, 165 for every node n defined in each deformed configuration at time t. 166 Nodal positions across the wall ( n ( , ), n ( , ), n ( , )) were defined as 167 ( n ( ) − n ( , )) + ( n ( ) − n ( , )) + ( n ( ) − n ( , )) = (1 − )ℎ( ) n ( )
for every node n in each configuration at each time t, where  ∈ [0,1] indicated the through-the-168 thickness position between the inner ( = 0) and outer ( = 1) radii. Assuming a constant wall 169 volume at each loaded configuration (tissue incompressibility), a uniform thickness ℎ( ) was 170 deduced from the average thickness measured in the unloaded configuration, denoted . The 171 average thickness in the unloaded configuration was measured using an optical coherence 172 tomography (OCT) system. 173 The deformation gradient tensor n ( , ) at the surface was written as follows (in 2D 174 summation notation) 175 n ( , ) = ,n ( , ) n ( ) n + 1 det( n ( , )) n ( ) n ,
where, at every node n and through-the-thickness position  in a deformed configuration at time , 176 the components of the deformation gradient tensor 11,n ( , ), 22,n ( , ), 12,n ( , ), and 21,n ( , ) 177 were deduced from the set of current coordinates ( n ( , ), n ( , ), n ( , )) and reference 178 coordinates ( n ( , ), n ( , ), n ( , )) using a finite difference algorithm. 179 Constitutive Relations. Similar to prior work [14] , the aortic wall was modeled as a 180 hyperelastic material with a strain energy function, defined per unit mass, of the form
where () is the mass fraction of elastin, () is the mass fraction of circumferential collagen 182 fibers and smooth muscle cells, () is the mass fraction of diagonal collagen fibers, and () is 183 the mass fraction of axial collagen fibers. In particular, following previous histological reports of wall 
where c n , c n , c n , c n , k n , k n , k n are material parameters and α n , α n , α n are ratios that account for 191 the differential contribution of fibers in compression and tension. Thus, several additional material 192 parameters were defined as c n , = α n c n for = , , , with superscript denoting compression.
193
Here, the notation |•| + indicates the contribution of fibers in tension, whereas |•| − indicates the 194 contribution of (laterally supported) fibers in compression.
195
Consistent with the concept that the arterial wall can be modeled as a constrained mixture 196 consisting of multiple constituents that have different natural configurations and yet the same 197 motions [14,16], the right Cauchy-Green tensors and associated fiber stretches for each constituent 198 at node n assumed the following forms. The right Cauchy-Green tensor for elastin is
where n is the unique deposition stretch tensor for elastin, namely 200 n = n 1 n 1  n 1 + n 2 n 2  n 2 + 1 1 2 n  n .
(9) n 1 is the deposition stretch of elastin in the circumferential direction and n 2 is the deposition 201 stretch of elastin in the axial direction. Similarly, the stretch of the smooth muscle cells and 202 associated circumferentially oriented collagen fibers  n ( , ) is defined as
where n is the deposition stretch of the smooth muscle cells / collagen fibers and 204 n ( , ) = ( n ( , )) T n ( , ).
 n ( , ) is the stretch for the two symmetric diagonal collagen fiber families ( = 1, 2) defined as 205  n ( , ) = n √ n ( , ):
where is the deposition stretch of each diagonal collagen fiber family and n is the fiber direction 206 in the reference configuration which was defined as
where ∓β n represents an average angle towards the axial direction, with circumferential fibers at 208 β n =0° and axial fibers at β n =90°). Finally,  n ( , ) is the average stretch of axial collagen fibers, 209 namely 210  n ( ) = n √ n ( ): ( n 2  n 2 ),
where n is the deposition stretch of the axially-oriented collagen fibers.
211
Computation of Intramural Stress. The Cauchy stress tensor at every node n and through-the-212 thickness position  in a deformed configuration at time (pressure ( ) ranging from 10 to 140 213 mmHg at fixed axial stretches of  ( )=0.95 0 ,  0 , and 1.05 0 ) was generalized as follows 214 n ( , ) = − n ( , ) + 2 det( n ( , )) n ( , )
Using Eqs. 2, 3, and 11, the expression for the Cauchy stress could be re-written such that 215 n ( , ) = − n ( , ) + () n n ( , ) + () n  n ( , )( n ) 2 n 1 ( ) n 1 ( ) +
where the left Cauchy-Green tensor for elastin is written as
and the  n terms for each constituent in the constrained mixture are
whereas the collagen fiber directions in the current configuration n (for = 1,2) are 218 n ( , ) = n ( , ) n .
Note that n ( , ) is a scalar function that enforces the kinematic constraint of no local changes of 219 volume.
220
In summary, the list of the 16 unknown material parameters to be identified was 221 -7 elastic coefficients in tension/compression: c n , c n , c n , c n , c n , , c n , , c n ,
222
-3 exponential coefficients: k n , k n , k n 223 -5 deposition stretch parameters: n 1 , n 2 , n , n , n
224
-the average angle of diagonal fibers: β n
225
Fortunately, the values of many of these parameters are well bounded (e.g., tension/compression 226 ratios, deposition stretches, and fiber angles), which favors the estimation process. Finally, note that 227 for all tensor components, fiber stretches, and material parameters, the subscript n indicates that 228 they could take a different value at each node n due to the possible regional variations of material properties.
230
The inverse method. Our objective was to identify values of model parameters separately for 231 each node n (i.e., localized region). For this we employed an inverse method where we first defined a 232 cost function involving the computed stress (Eq. 16) as well as the experimentally measured and 233 theoretically predicted pressures ( ( ) and ℎ ( )) and axial loads ( ( ) and ℎ ( )). The 234 parameters to be identified were continuously updated until we found the minimum of the cost 235 function .
236
As the suprarenal abdominal aorta does not have a perfectly cylindrical shape, equations of 237 thick-walled cylinders relating the theoretically predicted pressure ℎ ( ) and the computed stresses 238 could not be used directly. A more general equation was obtained using the virtual fields method 239 [17-19], namely 240 ℎ ( ) = ℎ( ) ∫ 11,n ( , ) − 33,n ( , )
where, 241 11,n ( , ) = n ( , ): ( n 1 ( ) n 1 ( )),
22,n ( , ) = n ( , ): ( n 2 ( ) n 2 ( )),
33,n ( , ) = n ( , ): ( n ( ) n ( )).
Details of the derivation of Eq. 22 are given in the Appendix, Proof 1. It is an extension of the 242 traditional equations for thick-walled cylinders, where both the local circumferential and axial 243 curvatures of the artery are accounted for to ensure equilibrium. This difference is particularly 244 important for mouse aortas as they may be curved in their traction-free configuration and may show 245 axial bending effects during inflation-extension testing.
246
A second equation involving the axial load was necessary to close the system. Again using the 247 virtual fields method (Appendix, Proof 2), the theoretically predicted axial load ℎ ( ) could be 248 related to the computed stresses using the following equation.
where ( ) was the outer radius and,
,n ( , ) = n ( , ):
Finally, using Eqs. 22 and 26, we defined the following cost function at each node n:
where is the total number of experimentally measured configurations , and the overbar notation 252 denotes an average over all data points (e.g., ̅ ( ) = ∑ ( ) =1 ⁄ ). It is important to note 253 that, for the p-DIC data sets, pressure was measured directly in the device as it was varied 254 incrementally in steps of 10 mmHg at each of 3 different axial stretches. In contrast, the associated 255 axial force, for each prescribed pressure and axial stretch, was assumed to be the same as that 256 measured in the standard biaxial test, which is why the same axial stretches were used. Hence, the 257 standard biaxial tests not only provided an important comparative approach for parameter 258 estimation, they also provided axial force data for the p-DIC data sets.
259
Thin wall assumption. Following many prior reports on the mechanical properties of murine 260 aortas (cf.
[7]), as a first approximation the wall may be modeled mechanically as a membrane (i.e.,
261
transmurally homogenized) under physiologic loads. Such an approach is particularly useful for fluid-262 solid interaction implementations (cf.
[20]) where it is the structural, not material, stiffness that is of 263 most importance. Toward this end, one can replace n (t, ) by its average over the thickness and 264 deduce n ( ) using a simpler kinematic description. Values of stress n ( , ) in Eqs. 22 and 26 then 265 become n ( ) (with no thickness dependence). In this case, the expressions for the theoretically 266 predicted pressure and axial load can be reduced to 267 ℎ, * ( ) = ℎ( ) ( ( 11,n ( ) − 33,n ( ))
ℎ, * ( ) = ℎ( )[ ( ) − ℎ( ) 2 ⁄ ] (2 ,n ( ) − ,n ( ) − ,n ( )).
Thus, minimization of a modified cost function required,
Resolution of the inverse problem. The requisite minimization and material parameter 270 identification is achieved in two steps, namely:
271
Step 1. minimize n (or n * ) with respect to the material parameters 272 (c n , c n , c n , c n , c n , , c n , , c n , ) using a non-negative linear least squares algorithm.
273
Step 2. minimize n (or n * ) with respect to the remaining parameters using a bounded genetic 274 algorithm. The bounds that were used for the minimization procedure are consistent with 275 [14] and are reported in Table 1 .
276
The stopping criteria included both a time limit (30 s for each node n) and a tolerance (10 -6 ) for the 277 improvement of the cost function from one iteration to the next. After the resolution, a coefficient of 278 determination n 2 is computed using Eq. 22. In the case of the thin-wall assumption, n 2 * is computed 279 using Eq. 31 and defined as Branching centerline paths to each manually placed target were computed using a maximum 
RESULTS

313
Morphometric information for the two mice and their respective aortic samples is given in ±90°) that can be identified with low coefficients of determination ( Fig. 2A) . These areas of low 2 * 332 tended to localize on the lateral sides of the regions of branch influence, in particular branch 333 locations 1 and 2. Indeed, it appeared that areas of low mean curvature (Fig. 2, solid Finally, as a qualitative comparison of approaches, we computed local pressure-radius curves 412 and local circumferential stress-stretch curves for every node at which material parameters were 413 identified (Fig. 6) . Data from the standard (global) biaxial inflation-extension approach (black circles) 414 were compared to the reconstructed pressure-radius (left) and stress-stretch (right) curves for was very good agreement between the myriad identified local behaviors and the global response of 560 the same sample (Fig. 6 ). Moreover, strain energy and stiffness estimated from the standard biaxial 561 tests ( Table 2) were consistent with the center value of the regional distributions.
562
Recall that the biaxial loading was maintained for several minutes at each state to allow p- protocol did not appear to be a concern. We also checked whether a thick-wall model that delineates 568 medial and adventitial properties would improve the coefficients of determination when compared 569 to a membrane model. Again, however, this did not have a significant effect on the results (not 570 shown). This finding is somewhat consistent with the wall thickness being at least one order of 571 magnitude lower than radius upon pressurization (e.g., radius of 0.65 mm and thickness of 0.04 mm, 572 on average), but also because both methods rely on measuring deformations or diameters at the 573 outer surface and invoking incompressibility of the wall. None.
592 593 594 * ( ) = −ℎ( )(1/ n 1 ( ) − ℎ( ))(1/ n 2 ( ) − ℎ( ))(1/ n 1 ( ) + 1/ n 2 ( ) − 2ℎ( )) ∫ ( 11,n ( , ) − 33,n ( , ) (1/ n 2 ( ) − (1 − )ℎ( ))(1/ n 1 ( ) − (1 − )ℎ( )) 2 1 0 + 22,n ( , ) − 33,n ( , )
where ( , ) is the area of patch n at radial position  and may be written
where  n 1 and  n 2 are two angles defining the angular sector of patch n along the directions of the 743 maximum and minimum principal curvatures, respectively. Introducing the expression of ( , ) 744 into Eq. A5, we obtain 745 * ( ) = −ℎ( )(1/ n 1 ( ) − ℎ( ))(1/ n 2 ( ) − ℎ( ))(1/ n 1 ( ) + 1/ n 2 ( ) − 2ℎ( )) n 1 ( ) n 2 ( ) ∫ ( 11,n ( , ) − 33,n ( , )
Regarding the virtual work on the boundaries, shear stresses are null so only the virtual work of the 746 internal pressure needs to be considered
So, using Eq. A1, we have: Proof 2:
749
A second virtual field is required here. Indeed, even if the artery shape is not a perfect cylinder,  n 2 is 750 globally the curvature along the axis of the artery and may take very small values at most of the 751 patches. The result is that ,n has little influence in Eq. 22, leading to almost no sensitivity to a 752 material parameter such as c n . To address this issue, a second virtual field involving ,n even in the 753 patches where  n 2 ≅ 0 is proposed, and will involve the measured axial load ( ). The simplest 754 virtual field both satisfying these requirements and zeroing the virtual work of the hydrostatic 755 pressure is given by * (cf. Eq. A3). The gradient may be written as
We assume here that the same internal virtual work is shared along the circumferential direction. Then we have
We recognize in the bracket of Eq. A10 the formula of the axial load [37,38] and we eventually obtain
Thus, using Eq. A1, we have: and sliding ends, and methods to pressurize and axially stretch the specimen. D. Loading protocol 795 used for mechanical testing: for each axial stretch (bold solid line), the sample underwent two cycles 796 of preconditioning followed by a step-wise increase in pressure from 10 to 140 mmHg in 10 mmHg 797 increments (thin solid line). 
