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Abstract
We introduce a novel time-homogeneous Markov embedding of a class of time in-
homogeneous Markov chains widely used in the context of Monte Carlo sampling algo-
rithms which allows us to answer one of the most basic, yet hard, question about the
practical implementation of these techniques. We also show that this embedding sheds
some light on the recent result of [7]. We discuss further applications of the technique.
Keywords: Markov chain Monte Carlo, Metropolis within Gibbs, Peskun order, determin-
istic scan, random scan.
1 Introduction
It is often said that little time is needed for a novice Markov chain Monte Carlo user to
embarrass an expert with apparently simple questions. One such question is the following.
Let pi be a probability distribution defined on some measurable space
(
X,X
)
and for some
k ∈ N∗ let P := {Πi : X×X → [0, 1], i = 1, . . . , k} be a family of Markov transition kernels
assumed to be reversible with respect to pi. Markov chain Monte Carlo methods consist
of using these Markov transitions in order to simulate realizations of a Markovian process
{Xi, i ≥ 0} which may be used to approximate expectations of functions f : X → R with
respect to pi, Eπ (f(X)) for X ∼ pi, with estimators of the form
SM
(
f
)
=
1
M
M−1∑
i=0
f
(
Xi
)
.
A natural question is how to best use P in order to minimize the variability of this estimator?
Traditionally there are essentially two approaches to construct such Markov chains from P.
The first one consists of considering the homogeneous Markov chain with transition defined
as a mixture of the transitions in P
P rand =
1
k
k∑
j=1
Πj , (1)
which corresponds to choosing one of the kernels at random at each iteration. The sec-
ond option consists of cycling through P in a deterministic fashion, which defines a non-
homogeneous Markov chain. More precisely, for k ∈ N∗ define the forward circular permuta-
tion σ : {1, . . . , k} → {1, . . . , k} such that σ
(
j
)
= j + 1 for j ∈ {1, . . . , k − 1} and σ
(
k
)
= 1,
1
and its powers, starting with σ0(j) = j for j ∈ {1, . . . , k} and σi = σi−1◦σ for i ≥ 1. Then we
introduce the sequence of Markov transition probabilities P strat =
{
P strati = Πσi−1(1), i ≥ 1
}
.
For simplicity in the two scenarios outlined above we use the same notation Pµ(·) (resp.
Eµ(·)) for the probability distribution (resp. expectation) of the two Markov chains such
that X0 ∼ µ where µ is a probability distribution on
(
X,X
)
. For example, for i ≥ 1, with
Fi := σ
(
X0, X1, . . . , Xi
)
and A ∈ X
Pµ
(
Xi ∈ A | Fi−1
)
=
{
P rand
(
Xi−1, A
)
P strati
(
Xi−1, A
) ,
depending on the scenario considered. There shall not be room for confusion in what follows.
Similarly, letting varµ(·) be the variance operator corresponding to Eµ(·), we define for
P ⋆ =
{
P rand
}
or P ⋆ = P strat and f : X → R, the asymptotic variance
var(f, P ⋆) = lim
M→∞
varπ
(
M1/2SM
(
f
))
,
when the limit exists. The novice’s question we are interested in here is which of the
two schemes one should use in order to minimize the asymptotic variance of the estimator
SM
(
f
)
? Despite a long interest in ordering Markov chain Monte Carlo methods in terms
of such performance measure [5, 8, 2, 10, 7], the novice’s question is, to the best of our
knowledge, still unanswered and surprisingly hard; we provide here only a partial answer
as we show that for k = 2 it is always preferable to use the deterministic update; see
Theorem 6 for a precise statement. We note that if the measure of performance is the time
for convergence to equilibrium then no general conclusions can be made, see [9] and the
references therein. Indeed, in tractable scenarios involving the so-called Gibbs sampler, it
can be established that neither of the schemes dominates the other uniformly and that the
dependence structure of the targeted distribution pi determines this ordering.
The main idea of our proof consists of embedding the inhomogeneous Markov chain
induced by the sequence P strat into an homogeneous Markov chain, of transition T defined
on an extended space, and rewriting the asymptotic variance of the inhomogeneous chain
in terms of the resolvent of the operator T corresponding to this embedding chain (Eq.
(3)). This leads to a generalization of a well known and simple identity for the asymptotic
variance of homogeneous Markov chains. It turns out that in the case k = 2 the homogeneous
Markov chain defined by P rand can be seen as being the self-adjoint part of the operator T .
This together with another variational representation of the asymptotic variance of Markov
chains in terms of their self-adjoint and skew symmetric parts allows us to answer the novice’s
question when k = 2 (Theorem 6). Along the way we also show that our approach provides
us with a very short proof of the very recent and important result of [7] which allows one
to compare performance of certain inhomogeneous Markov chains in the case k = 2. Our
proof sheds some light on the developments in [7] and illustrates the difficulty encountered
when trying to establish the result for k ≥ 3 (Theorem 7).
2 Homogeneous embedding
The proofs of our results are based on classical Hilbert space techniques. We recall here
related definitions which will be useful throughout. For any probability measure µ on (E, E)
a family of Markov kernels {Πi : E× E → [0, 1], i = 1, . . . , k} and any function f : E → R
let, whenever the integrals are well-defined,
µ
(
f
)
=
ˆ
f(x)µ(dx) and Πqf(x) =
ˆ
f(y)Πq
(
x, dy
)
,
2
and for k ≥ 2, by induction,
Πσ0:k(q)f(x) =
ˆ
Πσ0:k−1(q)
(
x, dy
)
Πσk(q)f(y) .
Consider next the spaces of square integrable (and centred) functions defined respectively
as
L2(E, µ) =
{
f : E → R : µ(f2) <∞
}
and L20(E, µ) =
{
f ∈ L2(E, µ) : µ(f) = 0
}
,
endowed with the inner product defined for any f, g ∈ L2(E, µ) as 〈f, g〉µ =
´
f(x)g(x)µ(dx),
and the associated norm ‖f‖µ =
√
〈f, f
〉
µ
. For λ ∈ (0, 1) and f ∈ L2(E, µ) we introduce
the quantity
varλ
(
f, P strat
)
= ‖f − µ
(
f
)
‖2µ +
2
k
k∑
q=1
∞∑
s=1
λs
〈
f − µ
(
f
)
, Πσ0:s−1(q)f − µ
(
f
)〉
µ
, (2)
which, with an abuse of language, we may refer to as the asymptotic variance. This quantity
is well defined as for f ∈ L2(E, µ)
∣∣〈f,Πσ0:s−1(p)f〉µ∣∣ ≤ ‖f‖2µ < ∞ for s ∈ N while the
limit as λ ↑ 1 may or may not exist. We first establish an expression for the asymptotic
variance of M1/2SM (f), under minimal conditions, which can be informally thought of as
limλ↑1 varλ
(
f, P strat
)
. A similar expression was obtained in [4] for the Gibbs sampler and
for k = 2 in [7] under a slightly stronger assumption.
Proposition 1. Let f ∈ L20(X, pi) and assume that for q ∈ {1, . . . , k}
∞∑
s=1
〈
f,Πσ0:s−1(q)f
〉
π
exists. Then for the inhomogeneous chain defined by P strat
lim
M→∞
varπ
(
M1/2SM
(
f
))
= ‖f‖2π +
2
k
k∑
q=1
∞∑
s=1
〈
f,Πσ0:s−1(q)f
〉
π
.
The proof can be found in the appendix. We now embed the inhomogeneous Markov
chain of the previous section into an homogeneous Markov chain, which facilitates later
analysis. This allows us to find a simple expression for varλ
(
f, P strat
)
(Lemma 2 and Corol-
lary 3) and our result is then a direct consequence of the standard result in Lemma 4. Let
T : Xk ×Xk → [0, 1] be the Markov transition probability such that
T
(
x(1), . . . , x(k); dy(1) × dy(2) × . . .× dy(k)
)
=
k∏
i=1
Πi
(
x(i), dy(σ(i))
)
and pik
(
dx(1) × dx(2) × · · · × dx(k)
)
=
∏k
i=1 pi
(
dx(i)
)
. We then define the associated time-
homogeneous Markov chain
{(
X
(1)
i , X
(2)
i , . . . , X
(k)
i
)
, i ≥ 0
}
such that
(
X
(1)
0 , X
(2)
0 , . . . , X
(k)
0
)
∼
pik. We note that the sequence
{
X
(σi(1))
i , i ≥ 0
}
coincides with the non-homogeneous chain
defined through P strat in the introduction (a proof is provided in Lemma 11), and the other
embedded chains correspond to the same cycle, but started at different points of the cycle.
3
As is customary we will use the same notation for the operator on functions associated
to the transition kernel T , that is letting L2,k
(
X, pi
)
=
(
L2
(
X, pi
))k
we define
T : L2,k
(
X, pi
)
→ L2,k
(
X, pi
)
such that for any ϕ =
(
ϕ1, ϕ2, . . . , ϕk
)
∈ L2,k
(
X, pi
)
Tϕ =
(
Π1ϕσ(1),Π2ϕσ(2), . . . ,Πiϕσ(i), . . . ,Πkϕσ(k)
)
.
We will let T ∗ denote the adjoint of T and endow the vector space L2,k
(
X, pi
)
with the inner
product defined for any ϕ, ψ ∈ L2,k
(
X, pi
)
as
〈ϕ, ψ〉 =
k∑
i=1
〈
ϕi, ψi
〉
π
.
The following result allows us to write (2) in terms of the resolvent of T . We use the standard
convention that T 0 = I, the identity operator, the additional convention that for j ∈ N,
Πσ0:−1(j) = I and define for λ ∈ (0, 1) and ϕ ∈ L
2,k
(
X, pi
)
,
(
I − λT
)−1
ϕ =
∑∞
i=0 λ
iT iϕ.
Lemma 2. Let f ∈ L2
(
X, pi
)
and define f¯ ∈ {f}
k
∈ L2,k
(
X, pi
)
. Then for any λ ∈ (0, 1) we
have
〈
f¯ ,
(
I − λT
)−1
f¯
〉
=
∞∑
i=0
λi
k∑
q=1
〈
f,Πσ0:i−1(q)f
〉
=
k∑
q=1
∞∑
i=0
λi
〈
f,Πσ0:i−1(q)f
〉
.
Proof. Let ϕ ∈ L2,k
(
X, pi
)
. We first establish that for any i ≥ 1 we have for all j ∈ {1, . . . , k}[
T iϕ
]
j
= ΠjΠσ(j) · · ·Πσi−1(j)ϕσi(j) .
This is clearly true for i = 1. Assume this is true for i ≥ 1 then[
T i+1ϕ
]
j
=
[
T i◦Tϕ
]
j
= ΠjΠσ(j) · · ·Πσi−1(j)
[
Tϕ
]
σi(j)
= ΠjΠσ(j) · · ·Πσi−1(j)Πσi(j)ϕσi+1(j) ,
from which we conclude. This implies that for i ≥ 1
〈
f¯ , T if¯
〉
=
k∑
q=1
〈
f,Πσ0:i−1(q)f
〉
π
.
Now with our conventions
〈
f¯ ,
(
I − λT
)−1
f¯
〉
=
∞∑
i=0
λi
k∑
q=1
〈
f,Πσ0:i−1(q)f
〉
π
,
where we note that the sum is absolutely convergent.
Corollary 3. For any f ∈ L20
(
X, pi
)
one can rewrite the asymptotic variance as follows
varλ
(
f, P strat
)
=
2
k
〈
f¯ ,
(
I − λT
)−1
f¯
〉
− ‖f‖2π , (3)
which generalizes the expression for the asymptotic variance in the homogeneous case (k = 1)
in terms of the resolvent.
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We have the following general result (which can be traced back at least to [6, proof of
Lemma 3.1]) which leads to a powerful variational representation of the asymptotic variance
associated to general Markov transition probabilities. A proof is provided in the supplemen-
tary material for completeness.
Lemma 4. Let
(
E, E
)
be a measurable space on which we define a probability distribution
µ and a Markov transition probability Π : E × E → [0, 1], not necessarily reversible, leaving
µ invariant. Then, with S =
(
Π +Π∗
)
/2 and A =
(
Π −Π∗
)
/2 (the self-adjoint and skew
symmetric parts of Π), for any λ ∈ (0, 1) and f ∈ L2
(
E, µ
)
〈
f,
(
I − λΠ
)−1
f
〉
µ
= sup
g∈L2(E,µ)
2
〈
f, g
〉
µ
−
〈
g,
(
I − λS
)
g
〉
µ
− λ2
〈
Ag,
(
I − λS
)−1
Ag
〉
µ
.
Corollary 5. As a consequence〈
f,
(
I − λΠ
)−1
f
〉
µ
≤
〈
f,
(
I − λS
)−1
f
〉
µ
− λ2
〈
Agˆ,
(
I − λS
)−1
Agˆ
〉
µ
≤
〈
f,
(
I − λS
)−1
f
〉
µ
where gˆ =
(
I − λΠ∗
)−1(
I − λS
)(
I − λΠ
)−1
f .
Now we consider a direct application of this result which leads to our main result, The-
orem 6.
Theorem 6. Let k = 2. For any f ∈ L20
(
X, pi
)
and λ ∈ [0, 1)
varλ(f, P
rand) ≥ varλ(f, P
strat) .
If in addition f ∈ L20
(
X, pi
)
satisfies
k∑
q=1
∞∑
s=1
∣∣〈f,Πσ0:s−1(q)f〉π∣∣ <∞ , (4)
then
var(f, P rand) ≥ var(f, P strat) .
Proof. We let S =
(
T +T ∗
)
/2 and A =
(
T − T ∗
)
/2 be the self-adjoint and skew symmetric
parts of T . Notice that
Tϕ =
(
Π1ϕ2,Π2ϕ1
)
and T ∗ϕ =
(
Π2ϕ2,Π1ϕ1
)
where, if needed, the second statement can be established using Lemma 10. Therefore(
T + T ∗
)
2
ϕ =
((
Π1 +Π2
)
2
ϕ2,
(
Π1 +Π2
)
2
ϕ1
)
,
which corresponds to two homogeneous chains run in parallel, each with transition proba-
bility P rand. We now apply Corollary 5 to T and obtain〈
f¯ ,
(
I − λT
)−1
f¯
〉
− ‖f‖2π ≤
〈
f¯ ,
(
I − λS
)−1
f¯
〉
− ‖f‖2π
and remark that for any g ∈ L2,k
(
X, pi
)
〈
f¯ ,
(
I − λS
)−1
f¯
〉
= sup
g∈L2,k(X,π)
2
〈
f¯ , g
〉
−
〈
g,
(
I − λS
)
g
〉
= 2
〈
f,
(
I − λP rand
)−1
f
〉
π
5
where we have used that 2
〈
f¯ , g
〉
−
〈
g,
(
I − λS
)
g
〉
=
∑2
i=1
〈
f, gi
〉
π
−
〈
gi,
(
I − λP rand
)
gi
〉
π
and Lemma 12 twice to establish the two equalities. Therefore〈
f¯ ,
(
I − λT
)−1
f¯
〉
− ‖f‖2π ≤ 2
〈
f,
(
I − λP rand
)−1
f
〉
π
− ‖f‖2π
and the first statement follows with Corollary 3. For the second statement, since P rand is self-
adjoint, limλ↑1 varλ(f, P
rand) exists and converges to var(f, P rand) (if finite) and the addi-
tional summability condition allows us to conclude in a similar fashion that limλ↑1 varλ(f, P
strat) =
var(f, P strat).
For k = 2, cycling deterministically through P is therefore always better in terms of
asymptotic variance than random scanning. A related result was previously known for the
Gibbs sampler [4] that is in the particular scenario where both Π1 and Π2 are projections,
a property essential in order to establish that
var(f, P rand) = 2var(f, P strat)− varπ
(
f
)
.
In the present scenario from Corollary 5 one can obtain a lower bound on the gap in the
inequality,
〈
Agˆ,
(
I − λS
)−1
Agˆ
〉
where
gˆ =
(
I − λT ∗
)−1(
I − λS
)(
I − λT
)−1
f¯ .
3 A short proof of the ordering result of [7]
In [7] the authors have established that for k = 2 the algorithm satisfies a Peskun type result
[8, 10].
Theorem 7 (Maire, Douc and Olsson). Let k = 2 and consider two pairs of pi−reversible
Markov transition probabilities P =
{
Π1,Π2
}
and Pˇ =
{
Πˇ1, Πˇ2
}
. If for any g ∈ L2
(
E, pi
)
and i ∈ {1, 2}
〈
g, (I− Πˇi)g
〉
π
≤
〈
g, (I−Πi)g
〉
π
then for any f ∈ L2
(
X, pi
)
, varλ
(
f, P strat
)
≤
varλ
(
f, Pˇ strat
)
. If in addition (4) holds for P and P′ then var
(
f, P strat
)
≤ var
(
f, Pˇ strat
)
.
The proof of this fact is a direct consequence of Lemma 8 below. In order to state this
key result it is useful to rewrite the operator T as the composition of elementary operators,
S±1,∆: L2,k
(
X, pi
)
→ L2,k
(
X, pi
)
where S±1 are the forward and backward circular permutation operators such that for any
ϕ ∈ L2,k
(
X, pi
)
S±1ϕ =
(
ϕσ±1(1), ϕσ±1(2), . . . , ϕσ±1(i), . . . , ϕσ±1(k)
)
and ∆ is the diagonal operator such that for any ϕ ∈ L2,k
(
X, pi
)
∆ϕ =
(
Π1ϕ1, . . . ,Πk−1ϕk−1,Πkϕk
)
.
Then T = ∆ ◦S (see Lemma 10).
Lemma 8. Let T and Tˇ be the embedding operators as defined earlier and associated with
P and Pˇ given in Theorem 7, define T (β) = βT +(1− β)Tˇ and ∆
(
β
)
= β∆+(1− β)∆ˇ for
β ∈ [0, 1]. For λ ∈ [0, 1) and f ∈ L2
(
X, pi
)
let δλ,f (β) =
〈
f¯ ,
(
I−λT (β)
)−1
f¯
〉
, with f¯ ∈ {f}k.
Then
∂
∂β
δλ,f (β) = λ
〈(
I −S−1∆(β)
)−1
f¯ ,
(
∆− ∆ˇ
)(
I −S∆(β)
)−1
f¯
〉
.
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Proof. We note that T (β) = ∆
(
β
)
◦S and have
∂
∂β
δλ,f (β) = λ
〈
f¯ ,
(
I − λT (β)
)−1(
T − Tˇ
)(
I − λT (β)
)−1
f¯
〉
= λ
〈
f¯ ,
(
I − λT (β)
)−1(
∆− ∆ˇ
)
S
(
I − λT (β)
)−1
S−1f¯
〉
= λ
〈(
I − λS−1T (β)S−1
)−1
f¯ ,
(
∆− ∆ˇ
)
S
(
I − λT (β)
)−1
S−1f¯
〉
= λ
〈(
I − λS−1T (β)S−1
)−1
f¯ ,
(
∆− ∆ˇ
)(
I − λST (β)S−1
)−1
f¯
〉
.
The first equality follows from standard arguments (see [10] and [1, Lemma 51] for additional
details, noting that reversibility is in fact not required). On the second line we have used
the definition of T and Tˇ in terms of ∆, ∆ˇ and S, and S±1f¯ = f¯ . On the third line we
have used that for k ≥ 1 the adjoint of T (β)k is T ∗(β)k =
(
S−1T (β)S−1
)k
from Lemma
10, from which we deduce that
[(
I − λT (β)
)−1]∗
=
(
I − λS−1T (β)S−1
)−1
. On the fourth
line we use the identity
S
(
I−λT (β)
)
S−1 = S
(
∞∑
k=0
(
λT (β)
)k)
S−1 =
∞∑
k=0
(
λST (β)S−1
)k
=
(
I−λST (β)S−1
)−1
and the result follows with T
(
β
)
= ∆
(
β
)
S.
Proof of Theorem 7. The derivative of δλ,f (β) is evidently positive if the resolvent type
terms
(
I−S∆
(
β
))−1
f¯ and
(
I−S−1∆
(
β
))−1
f¯ coincide since for any φ ∈ L2,k
(
X, pi
) 〈
φ,
(
∆−
∆ˇ
)
φ
〉
≥ 0. This is the case for k = 2 since in this scenario S−1 = S which reduces to a
“swap” operator.
Remark 9. We may wonder whether the result of Theorem 7 holds true for k ≥ 3. To
that purpose assume that the Markov transitions in P and Pˇ coincide, except for the i−th
element and notice that with Πj(β) =
[
∆(β)
]
j
[(
I −S∆
(
β
))−1
f¯
]
i
=
∞∑
j=0
λjΠσ1:j(i)
(
β
)
f
and [(
I − λS−1∆
(
β
))−1
f¯
]
i
=
∞∑
j=0
λjΠσ−j:−1(i)
(
β
)
f .
Then the derivative of δλ,f (β) reduces to
∂
∂β
δλ,f (β) =
〈 ∞∑
j=0
λjΠσ−j:−1(i)
(
β
)
f, (Πi − Πˇi)
∞∑
j=0
λjΠσ1:j(i)
(
β
)
f
〉
π
and this term is positive as soon as the two sums coincide, which is the case if k = 2p− 1
for some p ∈ N∗, i = p and (Π1,Π2, . . . ,Πk) = (Qp, Qp−1, . . . , Q2, Q1, Q2, . . . , Qp) for a
family of transition probabilities
{
Qi : X × X → [0, 1], i = 1, . . . , p
}
. This corresponds to
a known reverbilisation strategy of the Gibbs sampler, albeit for the operator Q1Q2 · · ·Qp.
We note that this also holds in the case where k = 2p − 2 for some p ∈ N∗, the cycle
(Π1,Π2, . . . ,Πk) = (Qp−1, . . . , Q2, Q1, Q2, . . . , Qp) and both i = p− 1 and i = 2p− 2.
7
4 Conclusions and perspectives
We have introduced a novel time-homogeneous Markov embedding of a class of time inho-
mogeneous Markov chains widely used in the context of Monte Carlo sampling techniques.
We have shown that this approach allows one to rapidly prove new, or recently established,
results by leveraging existing techniques or known results for homogeneous Markov chains.
We suggest two possible directions for further research. In [11] the author extended the
celebrated Kipnis and Varadhan results on the central limit theorem for reversible Markov
chains to the general scenario; our approach offers the promise to be able to extend those
results to the inhomogeneous Markov chains considered in the present paper. Another possi-
ble avenue of research is concerned with finding bounds on the convergence to stationarity in
terms of e.g. total variation distance. For example one could attempt to extend the results
of Fill [3, Theorem 2.1] which rely on the multiplicative reverbilisation of non-reversible
Markov chains and the assumption that X is a finite discrete space.
A Appendix
Proof of Proposition 1. Let f ∈ L20(X, pi) then for n ≥ 1
Eπ
[∑n−1
i=0 f
(
Xi
)∑n−1
j=0 f
(
Xj
)]
= nEπ
[
f2(X0)
]
+ 2
∑
0≤i<j≤n−1
Eπ
[
f
(
Xi
)
f
(
Xj
)]
and we focus on the second term. We rewrite it as∑
0≤i<j≤n−1
Eπ
[
f
(
Xi
)
f
(
Xj
)]
=
∑
0≤i<j≤n−1
Eπ
[
f
(
Xi
)
Πσi:j−1(1)f
(
Xi
)]
=
∑
0≤i<j≤n−1
〈
f,Πσi:j−1(1)f
〉
π
=
∑
0≤i<j≤n−1
〈
f,Πσi:j−i−1+i(1)f
〉
π
=
∑
0≤i<n−1
n−1−i∑
m=1
〈
f,Πσi:m−1+i(1)f
〉
π
.
Now we have (the term i = 0 is treated similarly, but separately)
n−1
∑
0<i<n−1
n−1−i∑
m=1
〈
f,Πσi:m−1+i(1)f
〉
π
=
k∑
q=1
⌊
(n− 2− q)/k
⌋
n
1⌊
(n− 2− q)/k
⌋ ∑
0<pk+q<n−1
n−1−pk−q∑
m=1
〈
f,Πσ0:m−1(q)f
〉
π
,
and we conclude by letting n→∞ and using a Cesàro sum argument for each q ∈ {1, . . . , k}.
Operator T is not self-adjoint, but one can easily determine the expression for its adjoint
T ∗ in terms of S and ∆ or T (visualising T as a block diagonal matrix may be helpful).
Lemma 10. We have that
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1. the adjoint of S is S∗ = S−1,
2. ∆∗ = ∆, that is ∆ is self-adjoint,
3. T = ∆ ◦S and the adjoint of T is T ∗ = S−1 ◦∆ = S−1 ◦ T ◦S−1.
Proof. The first result follows from
〈
ϕ,Sϕ
〉
=
k∑
i=1
〈
ϕi, ϕσ(i)
〉
π
=
k∑
j=1
〈
ϕσ−1(j), ϕj
〉
π
=
〈
S−1ϕ, ϕ
〉
.
The second result is direct and the third result follows from the general fact that T ∗ = S∗◦∆∗
followed by an application of the first two results of the lemma. We conclude.
B Supplementary material
We let P¯(·) denote the probability distribution of the Markov chain defined by T .
Lemma 11. For m ≥ 0 and A1, A2, . . . , Am ∈ X
m we have
P¯
(
X
σ0(1)
0 ∈ A0, X
σ1(1)
1 ∈ A1, . . . , X
σm(1)
m ∈ Am
)
= P (X0 ∈ A0, X1 ∈ A1, . . . , Xm ∈ Am) .
Proof. By construction for A ∈ X , P¯
(
X
σ0(1)
0 ∈ A
)
= pi
(
A
)
= P (X0 ∈ A) and for i ≥ 1
component σi(1) is generated by kernel Πσi−1(1) and with
Gi = σ
((
X(1)m , X
(2)
m , . . . , X
(k)
m
)
, 0 ≤ m ≤ i
)
we have
P¯
(
X
σi(1)
i ∈ A | Gi−1
)
= Πσi−1(1)
(
X
σi−1(1)
i−1 , A
)
and we conclude.
Proof of Lemma 4. We have
〈
f,
[
I − λΠ
]−1
f
〉
µ
=
〈(
I − λΠ
)(
I − λΠ
)−1
f,
(
I − λΠ
)−1
f
〉
µ
=
〈(
I − λS
)(
I − λΠ
)−1
f,
(
I − λΠ
)−1
f
〉
µ
= sup
h∈L2(E,µ)
2
〈(
I − λΠ
)−1
f, h
〉
µ
−
〈
h,
(
I − λS
)−1
h
〉
µ
= sup
h∈L2(E,µ)
2
〈
f,
(
I − λΠ∗
)−1
h
〉
µ
−
〈
h,
(
I − λS
)−1
h
〉
µ
= sup
g∈L2(E,µ)
2
〈
f, g
〉
µ
−
〈(
I − λΠ∗
)
g,
(
I − λS
)−1(
I − λΠ∗
)
g
〉
µ
= sup
g∈L2(E,µ)
2
〈
f, g
〉
µ
−
〈
g,
(
I − λS
)
g
〉
µ
−
〈
λAg,
(
I − λS
)−1
λAg
〉
µ
where we have used that Π = S + A, Π∗ = S − A, that for any g ∈ L2
(
E, µ
)
,
〈
g,Ag
〉
µ
=
−
〈
Ag, g
〉
µ
= 0, Lemma 12 for the self-adjoint operator
(
I − λS
)
,
[(
I − λΠ
)−1]∗
=
(
I −
λΠ∗
)−1
, set g =
(
I −λΠ∗
)−1
h and again used the property
〈
g,Ag
〉
µ
= 0. From Lemma 12
9
the supremum on the third line is attained for hˆ =
(
I − λS
)(
I − λΠ
)−1
f , which translates
into gˆ =
(
I−λΠ∗
)−1
hˆ on the last line. Consequently using again Lemma 12 for the operator
I − λS we deduce〈
f,
[
I − λΠ
]−1
f
〉
µ
≤
〈
f,
[
I − λS
]−1
f
〉
µ
− λ2
〈
Agˆ,
(
I − λS
)−1
Agˆ
〉
µ
The following provides a useful variational representation of the quadratic form of the
inverse of a positive self-adjoint operators, attributed to Bellman, and used for example by
[2].
Lemma 12. Let A be a self-adjoint operator on a Hilbert space H, satisfying 〈f,Af〉 ≥ 0
for all f ∈ H and such that the inverse A−1 exists. Then〈
f,A−1f
〉
= sup
g∈H
[2 〈f, g〉 − 〈g,Ag〉] ,
where the supremum is attained with g = A−1f .
References
[1] Christophe Andrieu and Matti Vihola. Convergence properties of pseudo-marginal
markov chain monte carlo algorithms. Ann. Appl. Probab., 25(2):1030–1077, 04 2015.
[2] Sergio Caracciolo, Andrea Pelissetto, and Alan D. Sokal. Nonlocal Monte Carlo algo-
rithm for self-avoiding walks with fixed endpoints. J. Stat. Phys., 60(1–2):1–53, 1990.
[3] James Allen Fill. Eigenvalue bounds on convergence to stationarity for nonreversible
markov chains, with an application to the exclusion process. The Annals of Applied
Probability, 1(1):62–87, 02 1991.
[4] Priscilla E Greenwood, Ian W McKeague, and Wolfgang Wefelmeyer. Information
bounds for gibbs samplers. Annals of statistics, pages 2128–2156, 1998.
[5] W. K. Hastings. Monte carlo sampling methods using markov chains and their appli-
cations. Biometrika, 57(1):97–109, 1970.
[6] C Landim, J Quastel, M Salmhofer, and H-T Yau. Superdiffusivity of asymmetric
exclusion process in dimensions one and two. Communications in mathematical physics,
244(3):455–481, 2004.
[7] Florian Maire, Randal Douc, and Jimmy Olsson. Comparison of asymptotic variances of
inhomogeneous markov chains with application to markov chain monte carlo methods.
Ann. Statist., 42(4):1483–1510, 08 2014.
[8] P. H. Peskun. Optimum Monte-Carlo sampling using Markov chains. Biometrika,
60(3):607–612, 1973.
[9] Gareth O Roberts and Sujit K Sahu. Updating schemes, correlation structure, blocking
and parameterization for the gibbs sampler. Journal of the Royal Statistical Society:
Series B (Statistical Methodology), 59(2):291–317, 1997.
10
[10] Luke Tierney. A note on Metropolis-Hastings kernels for general state spaces. Ann.
Appl. Probab., 8(1):1–9, 1998.
[11] Bálint Tóth. Persistent random walks in random environment. Probability Theory and
Related Fields, 71(4):615–625, 1986.
11
