Convective heat transfer prediction of evaporative processes is more complicated than the heat transfer prediction of single-phase convective processes. This is due to the fact that physical phenomena involved in evaporative processes are very complex and vary with the vapor quality that increases gradually as more fluid is evaporated. Power-law correlations used for prediction of evaporative convection have proved little accuracy when used in practical cases. In this investigation, neural-network-based models have been used as a tool for prediction of the thermal performance of evaporative units. For this purpose, experimental data were obtained in a facility that includes a counter-flow concentric pipes heat exchanger with R134a refrigerant flowing inside the circular section and temperature controlled warm water moving through the annular section. This work also included the construction of an inverse Rankine refrigeration cycle that was equipped with measurement devices, sensors and a data acquisition system to collect the experimental measurements under different operating conditions. Part of the data were used to train several neural-network configurations. The best neural-network model was then used for prediction purposes and the results obtained were compared with experimental data not used for training purposes. The results obtained in this investigation reveal the convenience of using artificial neural networks as accurate predictive tools for determining convective heat transfer rates of evaporative processes.
Introduction
Thermal systems are engineering systems that involve temperature differences. Heat transfer is devoted to the analysis, design and control of these systems, and has a long history of development in response to the needs of a great variety of applications. One of the modern technologies that has been successful as an analysis tool is the technique of artificial neural networks. This technique has been applied for pattern recognition, decision making, control systems, information processing, symbolic mathematics, computer vision and robotics. The use of artificial neural networks can be extended to a wide variety of disciplines, among which are the thermal sciences, because it allows to study complex thermal systems that otherwise would be impossible to characterize with conventional analytical techniques. Heat transfer is part of daily life of human beings; there is a need for buildings and homes that provide comfort minimizing energy losses. Artificial neural networks have been studied over the last decades and are an excellent option for modeling complex systems. Some of the thermal systems that have been studied with this technique are the prediction of heat transfer coefficients (Jambunathan et al., 1996) , determination of Nusselt number (Thibault and Grandjean, 1991) , prediction of heat transfer in heat exchangers (Díaz et al., 1996; Pacheco-Vega et al., 2002 , 2001a , 2001b , estimation of heat transfer in the transition region of a circular tube (Ghajar et al., 2004) , the thermal performance of cooling towers (Islamoglu, 2005) , analysis of shell and tube heat exchangers (Wang et al., 2006) , phase change in finned tubes (Ermis et al., 2007) , friction and heat transfer in helically finned tubes (Zdaniuk et al., 2007) , the modeling of evaporative air coolers (Hosoz et al., 2008) , the characterization of compact heat exchangers (Ermis, 2008) , the estimation of thermal performance of plate and tube heat exchangers (Peng and Ling, 2009 ), evaluation of finned tube condensers , performance of finned tube evaporators and indirect evaporative cooling (Kiran and Rajput, 2011) . The artificial neural network (ANN) is a procedure that permits the modeling of complex systems that cannot be described with simple mathematical models. One of the main advantages is that it does not require a detailed knowledge of the physical phenomena describing the system under analysis. The principle of the ANN is based on the structure and functioning of neural systems, where the neuron is the fundamental element. There are neurons of different
Descriptores:
• shapes, sizes and lengths. The biological neuron, as shown in Figure 1 , is formed by the body of the cell, anaxon and dendrites. The axon is a protuberance that transports the signal coming from a neuron to other neurons at subsequent layers, and the dendrites provide enough surface area to facilitate connection with neurons of previous layers. The dendrites divide in such a way that they form dense dendritic trees, and the axons also divide to some extent, but not so much as the dendrites. Artificial neural networks have nodes (or neurons), as shown in Figure 2 , whose function is to make mapping operations between inputs and outputs. The artificial neuron is treated as a node connected to others through linkages corresponding to connections axon-synapsis-dendrite. Each link is associated with a weight; as in the case of a synapsis, this weight determines the nature and intensity of influence of one node on another. Specifically, the influence of a node on another is the product of the output of a neuron and the weight that connects them. Therefore a positive (or negative)
weight of large value corresponds to a large excitation, while a small weight corresponds to a negligible excitation. There are different configurations of artificial neural networks; the fully connected is the most commonly employed in engineering problems. This kind of neural network is called multilayered perceptron or feed forward network. This configuration is shown in Figure  3 , and has a series of layers, each formed by a set of nodes (or neurons). The first layer is called input layer; the last one is called output layer, while the inner layers are the hidden layers. A neural network is fully connected when each node of a layer is connected to all the nodes of the adjacent layers. The objective of this investigation was to make use of artificial neural networks for the characterization of a refrigeration system. For this purpose an experimental setup was built and a significant amount of heat transfer data was obtained.
With that information several configurations of neural networks were trained and the results obtained were reported in terms of the accuracy of the prediction. Figure 5 . The main part of it is the test section, in which a refrigerant is evaporated by circulation through a concentric pipes heat exchanger and hot water flows through the annular section. This apparatus has the following subsystems: condensing unit, experimental evaporator test zone, evaporator heating, power supply, measurements and control devices. These subsystems are described as follows:
• Condensing unit, it has an alternative piston compressor with a 3500 Watts capacity, for R-134a refrigerant, a forced air condenser, a receiving tank and service valves for refrigerant loading ( Figure 6 ).
• Experimental evaporator test zone, which has a concentric pipes heat exchanger, as shown in Figure 7 , in which the refrigerant R134a flows inside the inner tube while hot water circulates at counter-flow inside the annular section. The heat exchanger is 112 mm long; the inner tube has an outer diameter of 12.7 mm and is 0.89 mm thick, the outer tube has an inner diameter of 19.05 mm, both tubes are made of copper. In order to minimize heat losses to the exterior, the outer surface of the outer tube is covered with an insulating material.
• Evaporator heating system, formed by a reservoir for storage of water, a section for water heating with three heating resistances of 15 Amperes, 127 Volts each, a 0.5 HP pump and a flow regulation valve.
• Power supply with three phases, 220 Volts C.A. each, and formed by 12 derived circuits.
• Measurements and control devices, with 12 measurements among which are temperatures, pressures and mass flow rates, it also includes controls for the evaporator heating water temperature and the refrigerant flow rate.
The measurements performed during the experiments are the following: Refrigerant temperature at the inlet and outlet of the test section, refrigerant temperature before the expansion valve, water temperature at the inlet and outlet of the test section, liquid R134a refrigerant mass flow rate, water volumetric flow rate, refrigerant pressure at the inlet and outlet of the compressor, subcooled refrigerant pressure before the expansion valve, and refrigerant pressure after the test section. The temperature sensors are all RTD-100PT type with a third wire for load compensation and are mounted on the outer surface of the pipes. The temperature sensors have capabilities such as controllers, allowing outputs to relay, retransmission of the process output variable or communication to a serial port RS-485. With this capability, the temperature sensor that measures the water temperature at the inlet of the test section is treated as an on/off controller with output to relay with the objective of maintaining a constant water temperature at the input of the test section. This relay controls the heating electric resistances power with the purpose of maintaining the water temperature at the desired value. The refrigerant volumetric flow rate is determined when this is liquid at the exit of the condenser. This measurement is made with a rotameter type flow transmitter that registers a signal ranging from 4 to 20 mA with a precision of 0.5%. The refrigerant volumetric flow rate ranges from 0 to 4.1635 l/min. The water volu- metric flow rate is measured at the output of the evaporator with a tangential turbine type flow transmitter that registers a signal ranging from 4 to 20 mA with a precision of 0.5% throughout the range of measurements. The water volumetric flow rate ranges from 0 to 60 l/min. The refrigerant pressure at the inlet and outlet of the compressor are measured with Bourdon type manometers, which have reading precision of 1%. The refrigerant pressure at the inlet to the condenser is read with a pressure transductor that has a precision of 0.25% in the range of measurements that goes from 0 to 3448 kPa, which is registered with an output from 4 to 20 mA. The thermoelectric expansion valve produces the low pressure needed for evaporation of the refrigerant. The valve used in this investigation is electronically controlled by means of a step motor, a control card, a temperature sensor, a pressure transductor and a manual parameter programmer. With the use of this thermoelectric expansion valve it is possible to guarantee repeatability in the experiments, setting the refrigerant degree of superheating at the outlet of the test section, and automatically adjusting the refrigerant mass flow rate.
The objective of the experiments was to obtain 200 data points in a wide range of variation of the parameters of the refrigerant evaporation process, that when used to train the neural network was representative of the phenomenon being analyzed. The water temperature was varied from 5.5°C to 8.8°C and the volumetric flow rate of water was varied from 3.56 l/min to 31.68 l/min, while the other parameters adjusted according to the conditions of thermal balance through the change of position of the thermoelectric expansion valve, in a process that may take from 20 minutes to 2 hours to stabilize. The parameters that adjust to the position of the valve took values within the following ranges: refrigerant mass flow rate from 0.257 kg/min to 4.219 kg/min, vapor quality lower than 50% and refrigerant evaporation pressure from 151.74 kPa (abs) to 448.11kPa (abs). With these data, and applying an energy balance, the heat absorbed by the refrigerant was calculated and compared with the heat released by the water. An uncertainty analysis of both calculations determined that the inaccuracy of the calculation of heat transferred due to errors in the measurements was 1.4% if calculated from the refrigerant side information, and larger if calculated from the water side information.
Results and discussion
From the data obtained in the experiments, five parameters were chosen as relevant input data for characterization of the thermal phenomena of evaporation of refrigerant in the concentric pipes heat exchanger described before. These parameters are: saturation pressure during the evaporation process (P sat ). The Fortran 77 code used for training and prediction through artificial neural networks was developed by Díaz (2000) and Pacheco-Vega (2002) in the Hydronics Lab of the University of Notre Dame. The training process was made by adjusting the synaptic weights and biases for the different values of input and output variables. The neural network was trained using the technique of back propagation, as described by Rumelhart et al. (1986) .
Once the configuration of the neural network was chosen, the first step of the algorithm was the assignment of initial synaptic weights and biases. The second step was to feed forward, that starts by feeding data for the first layer (input layer). That information is transferred forward to reach the nodes of the last layer (output layer), and compared with the known output data to generate an error. The third step was back propagation, in which an error is quantified in each layer and node by means of a sigmoid function, which is used later to change the synaptic weights and biases. The training process ended when the error in the last cycle decreased below an established threshold value. Nineteen different artificial neural network configurations were analyzed and compared to determine which was better for prediction of thermal behavior of the evaporation process. Table 1 shows all the network configurations tested. The number of layers used was 1, 2 or 3, with a different number of nodes per layer. For each one of the 19 configurations, the mean error value R, the maximum error and the standard deviation σ were calculated while the number of training cycles was increased. The calculations were made with the following equations: 
is the heat transfer determined from the experimental data and p r Q • is the heat transfer predicted by the artificial neural network. About 75% of the 200 experimental data were used to train every one of the neural network configurations, reserving the other 25% for comparison of the experimental results with the prediction obtained from the neural network (for calculating R and σ of each configuration). As in Pacheco-Vega et al. (2001a , 2001b , the final model of the artificial neural network was built with 100% of the available experimental data, because this allows for an optimum model in the range of the parameters.
The number of training cycles was defined in terms of the minimum value of the maximum error and standard deviation. An example of the behavior observed is shown in Figure 8 for the case of the neural network 5-11-1. From the observations of this and other cases not shown in the paper, it was concluded that after 120,000 cycles the reduction of the error was negligible, and this number of training cycles was taken as the standard throughout this investigation.
While analyzing these 19 configurations it was possible to observe that the configuration proposed by Hecht (1987) , a single intermediate layer with 2n + 1 nodes, with n = 5 (configuration 5-11-1) was the best choice in terms of the standard deviation, R = 0.9998 and σ = 0.0051. However, when searching for a more robust model, there are other configurations, as configurations 5-5-3-1, 5-6-4-1, 5-5-5-1-1 y 5-5-5-3-1, that are also very competitive. Configuration 5-5-3-1, R = 1.0008 and σ = 0.0051 would be a good second option. It is important to mention that the error in the prediction is less than the 10% established as a limit in the figure, and much less than the errors encountered in predictions obtained with correlations that use conventional prediction techniques. It is evident that neural networks are an excellent tool for prediction of the thermal performance of the evaporation of a refrigerant inside a concentric pipes heat exchanger. Liu and Winterton (1991) presented a correlation which is one of the most accepted for prediction of heat transfer during evaporation of a refrigerant inside flat tubes, and the mean error reported in the correlation is 30% when compared with their own data. In contrast, the maximum error obtained in the prediction of heat transfer in the evaporator with the optimal neural network configuration was 2.6%, and the mean quadratic error was 0.52%. Artificial neural networks are a good option for prediction of heat transfer in evaporators with errors of the same order of magnitude as the experimental uncertainty.
Conclusions
The physics involved in convective evaporation has increased its complexity since the emergence of enhanced surfaces for evaporators and the change of refrigerants for others more environmentally friendly. For those reasons now it is even harder to have good correlations for prediction of the thermal performance of evaporators, based on models that consider forced convection and flooded evaporation as separate phenomena. The results obtained by using the technique of artificial neural networks, as developed in this investigation, are encouraging. The prediction of heat transfer obtained in this work has a maximum error of 2.46% and a mean quadratic error of 0.51%, which is by far lower than the 30% obtained by other authors, as Liu and Winterton (1991) that use conventional correlation techniques. The technique of artificial neural networks is an excellent option for reliable and precise characterization of thermal systems where evaporation processes occur, such as in refrigeration and air conditioning units.
