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Abstract
With the growing complexity of new control concepts, for example GDI1 and new strate-
gies for diesel engines, the number of calibration tasks is steadily increasing. In order to
handle the increasing number of calibration tasks in shorter development times the au-
tomatic calibration procedures are becoming more and more important. The calibration
tasks can be diﬀerentiated in static and dynamic procedures. A wide range of experience
already exists in the ﬁeld of static automatic calibration routines and supportive tools
following the research phase on the market. The research and implementation in the
ﬁeld of the model-based calibration of dynamic plant behaviour is just in the starting
phase.
The subject of this Ph.D. thesis is the procedure and algorithms of model-based dy-
namic calibration. The focus will be on the dynamic calibration procedure and it will
demonstrate the results for the application of the calibration of the dynamic behaviour
of the air and fuel path of an SI2-engine.
The following procedure will be used for the model-based dynamic calibration:
1. Plant behaviour must be modeled or dynamic model of the plant exists as a priori
knowledge.
2. Excitation of the dynamic system and identiﬁcation of the parameters of the dy-
namic model with the input/output measurements.
3. Veriﬁcation of the identiﬁed parameters.
A mathematical model description is necessary in order to use the procedure shown
above. The ﬁrst focus of this work (see chapter two) is to present the model descriptions
based on diﬀerential equations for the time continuous and diﬀerence equations for the
time discrete case. These cases are discussed for the linear and nonlinear mathematical
descriptions. Furthermore the derived model descriptions are extended to a stochastical
description to take into account the disturbances at the input and the output of the
observed system. The derived mathematical model descriptions are the basis for the
model-based calibration procedures (see chapters ﬁve and six).
1Gasoline Direct Injection
2Sequential Injection
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Abstract
In the third chapter the dynamic system of the air and fuel path of an SI-engine is
modeled and the necessary mathematical descriptions for the identiﬁcation strategy in
chapter seven will be discussed. Furthermore, inﬂuences and disturbances in the air and
fuel path will be discussed, for example tank bleeding and air fuel ratio adaptation, and
possibilities to minimize the later failure during the identiﬁcation process will be shown.
The estimation procedures for linear plant behaviour are shown in the ﬁfth chapter.
Pure parameter estimators and parameter and state estimators are analysed for the
linear problem representation. The linear regression problem for parameter estimators
is realised with a Weighted Recursive Least Squares Algorithm, a Recursive Maximum
Likelihood approach and a linear Kalman Filter. The presented procedure is similar to
the ordinary parameter identiﬁcation process of LTI3 systems in the control technology.
The results of the calibration process are the identiﬁed coeﬃcients of the transfer func-
tion.
Furthermore, parameter and state estimators with an extended and an adaptive Kalman
Filter are presented. The beneﬁt of using a parameter and state estimators is the pos-
sibility to directly estimate the physical parameters of a given state space representation.
The sixth chapter discusses the nonlinear estimation procedures. The use of parameter
estimators is only possible after linearization of the nonlinear model and results in the
same estimation procedures as for the linear case. The parameter and state estimators
of the linear case are extended to the realization for the nonlinear problem representati-
on. The result is an Extended Kalman Filter and an adaptive Extended Kalman Filter
approach.
Following the representation of mathematical models, the model of the plant and the
estimation procedures for linear and nonlinear model representation, the application of
calibrating the air and fuel path of an SI-engine with real data demonstrates the eﬀec-
tiveness of the described proceedings.
The ﬁrst step is to estimate the manifold time constant and the variable delay time from
the moment the outlet valve opens until the exhaust gas reaches the air-fuel-ratio sensor
using a linear adaptive Kalman Filter.
The second step is to identify the fuel path, especially the wall wetting parameters, using
a linear Kalman Filter approach to solve the regression problem. The two step calibrati-
on procedure is used to identify the operating range of the used SI-engine with real data.
The results for the calibration of the dynamic of the air and fuel path are very good. The-
refore, the algorithms shown in this work are particularly useful for automated schemes
for future dynamic calibration applications.
3Linear Time Invariant
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mot . . . . . . Motorgro¨ße
n . . . . . . . . Za¨hlindex
N . . . . . . . . Za¨hlindex
o . . . . . . . . . Za¨hlindex
o¨l . . . . . . . . Gro¨ße des Motoro¨ls
out . . . . . . Ausgangsgro¨ße
oﬀ . . . . . . . Gro¨ße, die um einen Oﬀset verschoben ist
p . . . . . . . . Gro¨ße des Drucks; Za¨hlindex
phys . . . . . physikalische Gro¨ße
pot . . . . . . potentielle Gro¨ße (z.B. potentielle Energie)
q . . . . . . . . . quadratische Gro¨ße; Za¨hlindex
r . . . . . . . . . Gro¨ße der Reibung; Za¨hlindex
rel . . . . . . . relative Gro¨ße
rg . . . . . . . . Gro¨ße des Restgasanteils
s . . . . . . . . . Gro¨ße, die im Saugrohr auftritt, Gro¨ße des Sy-
stems
seg . . . . . . . Gro¨ße eines Segments
sonde . . . . Gro¨ße, die an der Sonde auftritt
sto¨ch . . . . . Gro¨ße fu¨r sto¨chiometrisches Luft- Kraftstoﬀ-
verha¨ltnis
tot . . . . . . . Gro¨ße der Totzeit
u . . . . . . . . Gro¨ße der Umgebung
uy . . . . . . . Kreuzkorrelationskoeﬃzient
v . . . . . . . . . Gro¨ße des Volumens
ver . . . . . . . Gro¨ße, die verzo¨gert auftritt
vor . . . . . . . Gro¨ße, die vorgelagert auftritt
w . . . . . . . . Gro¨ße des Wandﬁlms
wk . . . . . . . Gro¨ße im Wandﬁlmpfad (kleine Zeitkonstante)
wl . . . . . . . Gro¨ße im Wandﬁlmpfad (große Zeitkonstante)
ym . . . . . . . Gro¨ße des Modellwerte ym
zyl . . . . . . . Gro¨ße, die im Zylinder auftritt
g) Griechische Indizes
λ . . . . . . . . . Gro¨ße der Lambdasonde
xi
Nomenklatur
h) Sonderzeichen
R . . . . . . . . reelle Zahlen
∈ . . . . . . . . Element von
≈ . . . . . . . . anna¨hernd gleich
∞ . . . . . . . unendlich groß
i) Abku¨rzungen
AGR . . . . . Abgasru¨ckfu¨hrung
ARMAX . Autoregressive Moving Average Exogenous
AWS . . . . . Auswerteschaltung fu¨r Lambdasondenmeßsignal
CAN . . . . . Controller Area Network (Bussystem)
ECU . . . . . Electronic Control Unit
E-Gas . . . . Elektomagnetischer Drosselklappensteller
EKF . . . . . Extended Kalman-Filter
GDI . . . . . Gasoline Direct Injection
HFM . . . . Heißﬁlmluftmassenmesser
HV . . . . . . Hilfsvariablenverfahren
KF . . . . . . Kalman-Filter
KW . . . . . . Kurbelwinkel
LS . . . . . . . Least-Squares
LTI . . . . . . Linear Time Invariant
LKF . . . . . Linearer Kalman-Filter
MIMO . . . Multi-Input/Multi-Output
ML . . . . . . Maximum-Likelihood
NLLS . . . . Nonlinear Least-Squares
PC . . . . . . . Personal Computer
PRBS . . . . Pseudo Random Binary Sequenz
PT1 . . . . . . Proportional Integral Glied erster Ordnung
PTn . . . . . . Proportional Integral Glied n-ter Ordnung
PWG . . . . Pedalwertgeber
RLS . . . . . Recursive Least-Squares
RML . . . . . Recursive Maximum-Likelihood
SI . . . . . . . . Sequential Injection
SISO . . . . . Single-Input/Single-Output
VDF . . . . . Verteilungsdichtefunktion
WRLS . . . Weighted Recursive Least-Squares
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1 Einleitung und U¨berblick
In den letzten zehn Jahren ist der Einsatz von elektronischen Komponenten im Be-
reich des Kraftfahrzeugs stetig gestiegen. Fu¨r die Aggregate im Antriebsstrang ist dieses
Wachstum zum einen durch den Einsatz neuer Sensorik und Aktuatorik und zum anderen
durch den Einsatz leistungsfa¨higerer Steuergera¨te und deren Vernetzung hervorgerufen
worden. Im gleichen Zeitraum hat sich der Entwicklungsprozeß der Steuergera¨tesoftware
durch den Einsatz einer durchgehenden Entwicklungsumgebung von einer getrennten
Modellierung und Handcodierung hin zu einer integrierten Modellierung und Autocode-
generierung entwickelt.
Durch diese Randbedingungen ist der Trend einer physikalischen Abbildung des Sy-
stemverhaltens in Form von Modellen ausgelo¨st worden. Dies bedeutet, daß zunehmend
der rein kennfeldbasierte statische Ansatz von Systemzusammenha¨ngen durch den Ein-
satz von dynamischen Modellen mit physikalischem Systemwissen ersetzt wird. Diese
Entwicklung ermo¨glicht die Umsetzung zahlreicher neuer Steuerungs- bzw. Regelungs-
konzepte fu¨r den Antriebsstrang. Deshalb liegt ein maßgeblicher Faktor des Entwick-
lungsaufwands in der steigenden Anzahl zu bestimmender unbekannter Modellparameter
des abgebildeten Streckenverhaltens. Fu¨r die Entwicklung eines Steuergera¨ts bedeutet
dies einen erho¨hten Aufwand fu¨r die Bestimmung dieser Parameter u¨ber dem gesamten
Betriebsbereich des Aggregats.
In Zukunft wird dieser Aufwand durch den Einsatz neuer Steuerungs- und Regelungskon-
zepte fu¨r die Umsetzung neuer Technologien im Antriebsstrang drastisch erho¨ht. Dieser
Eﬀekt wird durch die stetig steigenden Anforderungen an Steuerungen und Regelungen
im Antriebsstrang im Hinblick auf Verbrauch, Emissionen und Komfort versta¨rkt. Ein
entgegengesetzter Trend ist bei den Entwicklungszeiten und Entwicklungsaufwa¨nden zu
verzeichnen. Diese sollen drastisch gesenkt werden, bei gleichzeitig ansteigender System-
komplexita¨t und Parameteranzahl. Die Lo¨sung dieser zuku¨nftigen Herausforderung im
Bereich der Bestimmung der unbekannten Parameter u¨ber dem gesamten Betriebsbe-
reich ist nur durch eine Automatisierung erreichbar.
Aus den oben dargestellten Gru¨nden bescha¨ftigt sich diese Arbeit mit der Identiﬁka-
tion von Parametern in dynamischen Modellen der Steuerungen bzw. Regelungen. Die
Arbeit verfolgt das Ziel, eine geschlossene Darstellung estimationstheoretischer Verfah-
ren fu¨r die Parameteridentiﬁkation linearer und nichtlinearer dynamischer Modelle zu
liefern, die in dieser Form in der Fachliteratur nicht zu ﬁnden sind.
1
1 Einleitung und U¨berblick
Ein weiteres Ziel ist die Bewertung der vorgestellten Verfahren anhand einer praktischen
Problemstellung. In dieser Arbeit ist die dynamische Gemischbildung eines kanaleinsprit-
zenden Ottomotors als beispielhafte Problemstellung ausgewa¨hlt worden.
Die Aufgabenstellung wird durch die folgende Vorgehensweise umgesetzt. Zuerst wird
im Kapitel 2 die mathematische Beschreibung des Systemverhaltens in Form von deter-
ministischen und stochastischen Modellen erarbeitet, die fu¨r die spa¨tere modellbasierte
Vorgehensweise bei der Modellierung und fu¨r den Einsatz estimationstheoretischer Ver-
fahren als Grundlage dient.
Anschließend wird auf der Basis der Arbeit von Scherer [28] im Kapitel 3 die Model-
lierung der dynamischen Gemischbildung dargestellt und auf Modelle fu¨r die spa¨te-
re Parameteridentiﬁkation erweitert. Weiterhin wird in diesem Kapitel der Einﬂuß der
Sto¨rgro¨ßen auf das Streckenverhalten diskutiert und Maßnahmen zur Reduzierung der
Sto¨rgro¨ßen erarbeitet. Als Ergebnis stehen die Modelle fu¨r die Identiﬁkation der Para-
meter der dynamischen Gemischbildung zur Verfu¨gung.
Im Kapitel 4 werden die abgeleiteten Modelle hinsichtlich der Identiﬁzierbarkeit des
Systemverhaltens untersucht. Das Ziel dieser Vorgehensweise ist die Bestimmung der
Randbedingungen fu¨r den Einsatz der estimationstheoretischen Verfahren.
In den Kapiteln 5 und 6 werden die estimationstheoretischen Verfahren fu¨r lineares
und nichtlineares Modellverhalten vorgestellt und mit den abgeleiteten Modellen mit
synthetischen Daten untersucht und bewertet. Als Ergebnis ko¨nnen die Verfahren zur
Parameteridentiﬁkation der dynamischen Gemischbildung fu¨r das reale Streckenverhal-
ten ausgewa¨hlt werden.
Anschließend wird im Kapitel 7 die praktische Umsetzung fu¨r die automatisierte Vor-
gehensweise zur Identiﬁkation der Parameter der dynamischen Gemischbildung im Ver-
suchsfahrzeug dargestellt. Dies beinhaltet zum einen das verwendete Prototypensystem
und zum anderen die Vorgehensweise fu¨r die Identiﬁkation der Parameter.
Im Kapitel 8 wird die automatisierte Vorgehensweise umgesetzt und es werden die er-
zielten Ergebnisse der Parameteridentiﬁkation des realen Streckenverhaltens der dyna-
mischen Gemischbildung dargestellt und diskutiert.
Abschließend wird im Kapitel 9 eine Zusammenfassung der Inhalte der vorliegenden
Arbeit und ein Ausblick fu¨r zuku¨nftige Felder der Weiterentwicklung gegeben.
2
2 Mathematische Systembeschreibung
Die mathematische Systembeschreibung ist die wichtigste Grundlage fu¨r die Model-
lierung des Systems. Das Ziel einer Modellierung ist es, das Systemverhalten anhand
bekannter Eingangsgro¨ßen durch eine mathematische Systembeschreibung hinreichend
genau abzubilden und dabei die Komplexita¨t der Beschreibung zu minimieren. Als Er-
gebnis der Modellierung erha¨lt man eine formale mathematische Beschreibung, die im
folgenden als Modell bezeichnet wird und ein Abbild des realen Systemverhaltens dar-
stellt. Es kann prinzipiell zwischen zwei Arten von Modellen unterschieden werden:
• Empirische Modelle, d.h. Modelle, die aus empirischen Daten oder Regeln abgelei-
tet wurden,
• Physikalische Modelle, d.h. solche, die aus physikalischen Grundgesetzen abgeleitet
wurden.
Empirische Modelle ko¨nnen zum einen regelbasierte Modelle fu¨r Expertensysteme sein,
z.B. Fuzzy-Logic. Andererseits ko¨nnen diese aus empirischen Daten abgeleitet werden,
z.B. die Input-Output-Analyse des Systemverhaltens durch geeignete Testsignale. An-
schließend wird das dynamische Verhalten durch U¨bertragungsglieder, die z.B. D-, I-
oder P-Verhalten besitzen, gena¨hert. Das Systemverhalten la¨ßt sich dann auf gewo¨hnli-
che Diﬀerentialgleichungen zuru¨ckfu¨hren.
Physikalische Modelle sind kompakte mathematische Beschreibungen des Systemverhal-
tens, welche auf physikalischen Grundgesetzen beruhen, die nur wenige experimentell zu
bestimmende Parameter aufweisen. Diese Art von Modellen fu¨hrt zu einer mathemati-
schen Beschreibung durch gewo¨hnliche oder partielle Diﬀerentialgleichungen.
Gewo¨hnliche und partielle Diﬀerentialgleichungen sind parametrische Modelle und haben
die Fa¨higkeit zu extrapolieren, d.h. Systemzusta¨nde vorauszusagen, die experimentell
noch nie untersucht wurden und erlauben eine systematische (modellbasierte) Synthese
von Steuerungen und Regelungen in technischen Anwendungen.
Diese Arbeit beschra¨nkt sich auf parametrische Modelle, da estimationstheoretische Ver-
fahren zur Identiﬁkation der Modellparameter untersucht werden sollen. Die folgenden
Unterkapitel werden die fu¨r diese Arbeit wichtigen Formen der deterministischen und
stochastischen mathematischen Systembeschreibungen fu¨r den linearen und nichtlinea-
ren Fall darstellen.
3
2 Mathematische Systembeschreibung
2.1 Deterministische Modelldarstellung
2.1.1 Lineares Systemverhalten
Ein mathematisches Modell fu¨r ein SISO1 System mit LTI2 Verhalten la¨ßt sich durch
drei ineinander u¨berfu¨hrbare Beschreibungen darstellen. Dies ist zum einen die Darstel-
lung des Streckenverhaltens in Form einer Diﬀerentialgleichung im Zeitkontinuierlichen
(2.3) und einer Diﬀerenzengleichung im Zeitdiskreten (2.4). Weiterhin la¨ßt sich dieser
Zusammenhang wiederum durch den Einsatz der Laplace- bzw. der Z-Transformation
in die Form von U¨bertragungsfunktionen in (2.5) und (2.6) u¨berfu¨hren, wenn alle An-
fangswerte gleich Null sind:
y(i)(t0) = 0 und u
(i)(t0) = 0 fu¨r den zeitkontinuierlichen Fall (2.1)
yk−i = 0 und uk−i = 0 fu¨r k − i ≤ 0 fu¨r den zeitdiskreten Fall (2.2)
Außerdem kann man die beiden Beschreibungsformen noch in einer gleichwertigen Zu-
standsraumbeschreibung in (2.8) und (2.9) bzw. (2.10) und (2.11) darstellen.
Kontinuierlicher Fall Zeitdiskreter Fall
DG
y(t) =
m∑
i=0
bi · u(i) −
n∑
i=1
ai · y(i) (2.3)
mit ν(i) =
di
dti
ν(t)
y(k) =
m∑
i=0
bi · uk−i −
n∑
i=1
ai · yk−i (2.4)
mit νk−i = ν(k − i)
U¨F
H(s) = b0 + b1 · s+ . . .+ bm · s
m
1 + a1 · s+ . . .+ an · sn (2.5) H(z) =
b0 + b1 · z−1 + . . .+ bm · z−m
1 + a1 · z−1 + . . .+ an · z−n (2.6)
mit Y = U · H und n > m (2.7)
ZD
x˙(t) = F · x(t) +B · u(t) (2.8)
y(t) = C · x(t) (2.9)
x(k) = A · xk−1 +B · uk−1 (2.10)
y(k) = C · x(k) (2.11)
DG =ˆ Diﬀerential- bzw. Diﬀerenzengl., U¨F =ˆ U¨bertragungsfunktion, ZD =ˆ Zustandsraumdarstellung
Tabelle 2.1: Lineare deterministische Modelldarstellung
Fu¨r den kontinuierlichen Fall gilt die Umrechnungsvorschrift in Gleichung (2.12) fu¨r den
U¨bergang der Zustandsraumdarstellung in die U¨bertragungsfunktion. Fu¨r den zeitdis-
kreten Zusammenhang ist nur s durch z und F durch A zu ersetzen.
H(s) = C · (s · I − F )−1 ·B (2.12)
1Single-Input/Single-Output
2Linear Time Invariant
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2.1 Deterministische Modelldarstellung
In der Gleichung (2.12) ist die Transitionsmatrix Φ zu ﬁnden, die das gesamte dynami-
sche Verhalten des Systems beschreibt.
Φ(s) = (s · I − F )−1 (2.13)
Die Darstellung in (2.12) gilt fu¨r die allgemeingu¨ltige MIMO3 Struktur fu¨r den vek-
toriellen Fall. Hierin stellt H eine U¨bertragungsfunktionsmatrix dar. Fu¨r die vorher
betrachtete SISO Struktur sind die Matrizen B und C in (2.12) Vektoren und es ergibt
sich eine U¨bertragungsfunktion H, so daß die SISO Struktur nur ein Spezialfall der all-
gemeingu¨ltigen MIMO Struktur ist. Mit den hier dargestellten Zusammenha¨ngen ist das
Verhalten linearer Systeme vollsta¨ndig beschreibbar und es ko¨nnen alle Gesetzma¨ßigkei-
ten und Verfahren der linearen Systemtheorie eingesetzt werden.
Betrachtet man nun die oben dargestellten Modelldarstellungen im Bezug auf eine Pa-
rameteridentiﬁkation, so kann zwischen einer vollsta¨ndigen Identiﬁkation aller System-
parameter und einer Identiﬁkation ausgewa¨hlter unbekannter physikalischer Parameter
unterschieden werden. Im ersten Fall der Systemidentiﬁkation wird die U¨bertragungs-
funktion bzw. die Diﬀerentialgleichung oder die Diﬀerenzengleichung zur Modellierung
verwendet werden. In diesen treten die Systemparameter direkt auf und ko¨nnen in dem
zu scha¨tzenden Parametervektor θs zusammengefaßt werden.
θs = [ a1 a2 · · · an b0 b1 · · · bm ] (2.14)
Im Gegensatz dazu wird bei der Identiﬁkation spezieller physikalischer Parameter die
Zustandsraumdarstellung fu¨r die Modellierung gewa¨hlt, in der die physikalischen Zu-
sammenha¨nge erhalten bleiben und die unbekannten Parameter in der Zustandsu¨ber-
gangsmatrix F bzw. A, der Steuermatrix B und der Beobachtungsmatrix C auftreten.
θphys = [ θ1 θ2 · · · θn ] (2.15)
Der Zusammenhang zwischen den Systemparametern θs und den physikalischen Para-
metern θphys geht aus Gleichung (2.12) hervor, so daß eine Umrechnung mo¨glich ist. Der
große Vorteil bei der zweiten Vorgehensweise ist, daß nur die Systemzusammenha¨nge
gescha¨tzt werden mu¨ssen, die nicht durch a priori Wissen bekannt sind.
2.1.2 Nichtlineares Systemverhalten
Im Gegensatz zum linearen Fall ist ein Modell nichtlinear, wenn mindestens ein Zustand
des Zustandsraummodells bzw. eine Beobachtungsgleichung den in (2.8) und (2.9) bzw.
(2.10) und (2.11) beschriebenen Zusammenhang der Linearkombination nicht erfu¨llt.
Dies ist gleichbedeutend mit der Abweichung des Modells vom Zusammenhang der Li-
nearkombinationen in (2.3) bzw. (2.4). Fu¨r diesen Fall ist das System nichtlinear und
das Superpositionsprinzip ist nicht mehr erfu¨llt. Die Folge hiervon ist, daß die Bildung
einer linearen U¨bertragungsfunktion unter Zuhilfenahme der linearen Systemtheorie im
Zeitkontinuierlichen bzw. Zeitdiskreten nicht mehr mo¨glich ist.
3Multi-Input/Multi-Output
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Dies fu¨hrt zu folgenden nichtlinearen funktionalen Zusammenha¨ngen der Diﬀerential-
oder Diﬀerenzengleichung (2.16) und (2.17) bzw. der Zustandsraumbeschreibungen in
(2.18) und (2.19) oder (2.20) und (2.21) fu¨r den allgemeinen vektoriellen Fall:
Kontinuierlicher Fall Zeitdiskreter Fall
DG
y(t) = f
[
y(1) · · · y(n), u(0) · · ·u(m)
]
(2.16)
mit ν(i) =
di
dti
ν(t)
y(k) = f[y
k−1 · · · yk−n, uk · · ·uk−m] (2.17)
mit νk−i = ν(k − i)
ZD
x˙(t) = f[x(t), u(t)] (2.18)
y(t) = h[x(t)] (2.19)
x(k + 1) = f[x(k), u(k)] (2.20)
y(k) = h[x(k)] (2.21)
DG =ˆ Diﬀerential- bzw. Diﬀerenzengleichung, ZD =ˆ Zustandsraumdarstellung
Tabelle 2.2: Nichtlineare deterministische Modelldarstellung
Im weiteren Verlauf der Arbeit wird zwischen linearen und nichtlinearen Parameteri-
dentiﬁkationsverfahren unterschieden. Dabei wird der Begriﬀ lineare bzw. nichtlineare
Verfahren durch das Modell bestimmt, d.h. ein Parameteridentiﬁkationsverfahren lo¨st
eine nichtlineare Aufgabe, wenn sein zugrundeliegendes Modell nichtlineares Verhalten
besitzt.
2.2 Stochastische Modelldarstellung
Die vorher dargestellten linearen und nichtlinearen deterministischen Modelldarstellun-
gen sind idealisierte Systemzusammenha¨nge. In diesem Kapitel werden zwei Modellie-
rungsansa¨tze zur Darstellung stochastischer Prozesse fu¨r die Modellierung von auftre-
tenden Unsicherheiten im realen Streckenverhalten vorgestellt.
In der ersten Variante werden gaußverteilte weiße Rauschprozesse fu¨r die Modellierung
der Systemunsicherheiten am Ein- bzw. Ausgang verwendet. Der zweite Ansatz verfolgt
das Ziel, auftretende Sto¨rgro¨ßen durch farbige Rauschprozesse am Systemausgang zu
modellieren. Dabei werden die farbigen Rauschprozesse durch Formﬁlterverfahren gene-
riert.
✲ ❦ ✲ Modell ✲ ❦
❄ ❄
w
u um ym y
v
++
Abbildung 2.1: Systemmodell mit Eingangs- und Ausgangssto¨rgro¨ßen
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2.2 Stochastische Modelldarstellung
2.2.1 Systemmodelle mit weißen Rauschprozessen
Ausgangspunkt ist die Darstellung eines realen Systems mit dem Modell in der Abbil-
dung 2.1. Dabei ist der Eingangsgro¨ße u des Systems die Sto¨rgro¨ße w und der Ausgangs-
gro¨ße y
m
des Modells die Sto¨rgro¨ße v u¨berlagert.
Hierin ist die auftretende Sto¨rgro¨ße w eine zusa¨tzlich treibende Kraft am Eingang und
kann als Eingangsrauschen (Driving-Noise) aufgefaßt werden. Die Sto¨rgro¨ße v ist als
Ausgangsrauschprozeß dem Modellausgang y
m
u¨berlagert und kann als Meßrauschen
(Measurement-Noise) bezeichnet werden. Dabei sind nur die Eingangs- sowie Ausgangs-
gro¨ßen u und y des Systems meßtechnisch erfaßbar.
Das Modell des Systemverhaltens mit der Eingangsgro¨ße um und der Ausgangsgro¨ße ym
kann mit den Beziehungen (2.3)-(2.11) fu¨r den linearen und mit (2.16)-(2.21) fu¨r den
nichtlinearen Fall beschrieben werden. Die auftretenden Rauschprozesse ko¨nnen durch
mittelwertfreie weiße gaußverteilte Rauschprozesse modelliert werden, die durch ihre er-
sten beiden Momente bestimmt sind.
Kontinuierlicher Fall Zeitdiskreter Fall
DN
E {w(t)} = 0 (2.22)
E
{
w(t) · w(τ)T} = Q(t) · δ(t− τ) (2.23) E {w(k)} = 0 (2.24)E{w(k) · w(k)T} = Q (2.25)
MN
E {v(t)} = 0 (2.26)
E
{
v(t) · v(τ)T} = R(t) · δ(t− τ) (2.27) E {v(k)} = 0 (2.28)E{v(k) · v(k)T} = R (2.29)
DN =ˆ Driving-Noise, MN =ˆ Measurement-Noise
Tabelle 2.3: Modellbeschreibung der Eingangs- und Ausgangsrauschprozesse
Fu¨hrt man diese beiden Gro¨ßen in die Zustandsraummodellierungen ein, ergeben sich
die stochastischen Beschreibungen im Zustandsraum fu¨r den linearen Fall.
Kontinuierlicher Fall Zeitdiskreter Fall
dx(t) = [F · x(t) +B · u(t)]dt+G · dβ(t)(2.30)
y(t) = C · x(t) + v(t) (2.31)
x(k) = A · xk−1 +B · uk−1 + wk−1 (2.32)
y(k) = C · xk + vk (2.33)
Tabelle 2.4: Lineare stochastische Zustandsraumdarstellung
Entsprechend kann auch eine Darstellung fu¨r nichtlineare Zustandsraumbeschreibungen
mit stochastischen Sto¨rgro¨ßen fu¨r den kontinuierlichen und den zeitdiskreten Fall abge-
leitet werden.
Kontinuierlicher Fall Zeitdiskreter Fall
dx(t) = f[x(t), u(t)] · dt+ dβ(t) (2.34)
y(t) = h[x(t)] + v(t) (2.35)
x(k) = f[xk−1, · · · , xk−n, uk, · · · , uk−m] + wk (2.36)
y(k) = h[xk] + vk (2.37)
Tabelle 2.5: Nichtlineare stochastische Zustandsraumdarstellung
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Die dargestellten linearen und nichtlinearen stochastische Diﬀerentialgleichungen genu¨gen
speziellen mathematischen Gesetzma¨ßigkeiten fu¨r die Diﬀerentiation und Integration von
stochastischen Signalen. Fu¨r eine detaillierte Darstellung dieser Zusammenha¨nge wird
auf Loﬀeld [20] und Maybeck [22] verwiesen.
2.2.2 Systemmodelle mit farbigen Rauschprozessen
Ein weiterer Ansatz zur Beru¨cksichtigung von Eingangs- und Ausgangsrauschkompo-
nenten ist das Formﬁlter.
✲w rea
❦✲ ❄ y+✲
u
H = BA·F
Modell
G = CA·D
Formﬁlter
Abbildung 2.2: Systemmodell mit Formﬁlter
Hierbei werden die am Eingang und Ausgang auftretenden Rauschprozesse (siehe Ab-
bildung 2.1) in einer nur am Ausgang wirkenden Rauschgro¨ße zusammengefaßt. Die
Eingangsgro¨ße w des Formﬁlters wird als weißer mittelwertfreier gaußverteilter Rausch-
prozeß angenommen, der durch die ersten beiden Momente, die in den Gleichungen
(2.22)-(2.25) dargestellt sind, beschrieben werden kann.
Durch die Filterung der Eingangsgro¨ße ist die am Ausgang wirkende Rauschgro¨ße rea
allerdings je nach Gestalt des Filters G ein farbiger Rauschprozeß, d.h. im Frequenzspek-
trum sind nicht mehr alle Frequenzanteile gleichma¨ßig enthalten. Die Vorgehensweise fu¨r
die Modellierung ist die Erweiterung der zu scha¨tzenden Parameter um die unbekannten
Parameter des Formﬁlters, so daß die Gleichung (2.7) um die Formﬁlteranteile erga¨nzt
werden muß. Der allgemeinste Fall ist durch folgende Zusammenha¨nge beschrieben:
Y(s) = U(s) · H(s) +W(s) · G(s) bzw. Y(z) = U(z) · H(z) +W(z) · G(z) (2.38)
mit H = BA · F und G =
C
A · D (2.39)
In Gleichung (2.39) sind folgende Zusammenha¨nge fu¨r ein zeitdiskretes Modell enthalten:
A(z) = 1 +
n∑
i=1
ai · z−i, B(z) =
m∑
i=0
bi · z−i, C(z) = 1 +
r∑
i=1
ci · z−i,
D(z) =
p∑
i=0
di · z−i und F(z) =
q∑
i=0
fi · z−i (2.40)
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Fu¨r den zeitkontinuierlichen Fall in Gleichung (2.38) muß in Gleichung (2.40) nur z
durch s ersetzt werden. Daraus folgt fu¨r den unbekannten Parametervektor:
θ = [ a1 a2 · · · an b0 b1 · · · bm c1 c2 · · · cr d0 d1 · · · dp f0 f1 · · · fq ] (2.41)
Es soll hier angemerkt werden, daß sehr selten die allgemeine Struktur aus Gleichung
(2.39) in der Realita¨t beno¨tigt wird. Im folgenden werden einige interessante Vereinfa-
chungen fu¨r reale Problemstellungen gezeigt:
• F = 1 und D = 1
Fu¨r diesen Fall ergibt sich die bekannte ARMAX-Struktur4. Dann besitzen H und
G denselben Nenner. Dies kann fu¨r die Modellierung von Sto¨rungen verwendet
werden, die fru¨h im Prozeß, d.h. nahe dem Systemeingang, auftreten.
A · Y = B · U + C · W (2.42)
• A = 1, C = 1 und D = 1
Fu¨r diesen Fall ist G = 1. Dieses Modell wird auch als Ausgangsfehlermodell
bezeichnet, denn es setzt voraus, daß der folgende Zusammenhang den Ausgangs-
fehler, d.h. die Diﬀerenz zwischen gemessenen Ausgang Y und dem Modellausgang
B
F · U , darstellt.
Y = BF · U +W (2.43)
W = Y − BF · U (2.44)
• A = 1
Eine Besonderheit dieses Modells ist, daß G und H keine gemeinsamen Parameter
besitzen, d.h. die beiden U¨bertragungsfunktionen sind unabha¨ngig. Fu¨r diesen Fall
ist es mo¨glich H immer noch zu scha¨tzen, wa¨hrend sich die Parameter von G in
keinem physikalisch sinnvollen Bereich beﬁnden.
Y = BF · U +
C
D · W (2.45)
Die Wahl einer geeigneten Struktur ha¨ngt von der Problemstellung und dem a prio-
ri Wissen ab. Zusa¨tzlich zu den eigentlich interessierenden Systemparametern ai und
bi sind nach der Modellierung des Formﬁlters ci, di und fi als weitere Parameter zu
scha¨tzen. Fu¨r die abgeleiteten Zusammenha¨nge ko¨nnen dann Parameterscha¨tzverfahren
zur Bestimmung der Parameter des Systemverhaltens und des gewa¨hlten Formﬁltermo-
dells eingesetzt werden.
4AutoRegressive Moving Average eXogenous
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2.3 Zusammenfassung
Mit der Ableitung der deterministischen Systemmodelle steht die Mo¨glichkeit der Ab-
straktion des realen Streckenverhaltens in einer mathematischen Beschreibung als Grund-
lage fu¨r die Modellierung der dynamischen Gemischbildung zur Verfu¨gung. Mit der Er-
weiterung auf stochastische Modelle fu¨r die Beschreibung von auftretenden Sto¨rgro¨ßen
ist die Grundlage fu¨r die Darstellung von stochastischen Verfahren zur Parameter- und
Zustandsscha¨tzung erarbeitet worden. Im anschließenden Kapitel wird die Modellierung
des Streckenverhaltens der dynamischen Gemischbildung vorgestellt.
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Zur Darstellung der estimationstheoretischen Verfahren fu¨r eine Parameteridentiﬁkation
wurde die dynamische Gemischbildung ausgewa¨hlt. Bei der dynamischen Gemischbil-
dung handelt es sich um die Beru¨cksichtigung der transienten Vorga¨nge bei der Last-
steuerung eines kanaleinspritzenden Ottomotors. Unter dem Begriﬀ der Last einer Ver-
brennungskraftmaschine wird hier die Menge des Verbrennungsgemischs im Zylinder
verstanden. Die Laststeuerung eines saugrohreinspritzenden Ottomotors wird anhand
der Abbildung 3.1 eines Zylinders erla¨utert.
Angesaugte
Luftmasse
αDK
ps
Einspritz-
ventil Zu¨ndkerze
λ-Sensor
Ausgestoßenes
nachbehandeltes
Abgas
HFM Ts Katalysator
Tmot
Abbildung 3.1: Einzylinderdarstellung eines kanaleinspritzenden Ottomotors [24]
Die Steuerung hat die Aufgabe, das beno¨tigte Kraftstoﬄuftgemisch im Zylinder einzu-
stellen. Die Drosselklappe mit dem Drosselklappenwinkel αDK dient hierbei als Stellglied
fu¨r die angesaugte Luftmasse. Die Motorsteuerung muß die in den Zylinder angesaugte
Luftmasse bestimmen, um daraus die jeweils optimal einzuspritzende Kraftstoﬀmasse
im Bezug auf Komfort, Emissionen und betriebspunktabha¨ngige Randbedingungen zu
berechnen und einzuspritzen.
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Die Ermittlung der Luftmasse kann durch die folgenden drei Verfahren erfolgen:
• Bestimmung der Luftmasse aus dem Saugrohrdruck (ps),
• Bestimmung der Luftmasse mittels Drosselklappenwinkel (αDK),
• Messung der Luftmasse mittels HFM1.
Alle diese Verfahren unterscheiden sich im Bezug auf Dynamik, Genauigkeit im stati-
ona¨ren Betriebspunkt und Sto¨reinﬂu¨sse. Fu¨r den interessierten Leser sind diese Verfahren
von Scherer [28] beschrieben. Bei dem verwendeten Aggregat wird die Luftmassenbestim-
mung im Normalbetrieb mit dem HFM realisiert. Bei Sensorausfall oder fehlerhaftem
Sensorsignal wird im Notlauf auf eine Luftmassenbestimmung u¨ber die Drosselklappe
umgeschaltet.
Im folgenden Unterpunkt wird der Einﬂuß der richtigen Gemischbildung auf die Emis-
sionen na¨her betrachtet. Anschließend wird auf die dynamischen Eﬀekte im Luft- und
Kraftstoﬀpfad eingegangen und deren Modellierung dargestellt.
3.1 Einﬂuß der Gemischbildung auf die Emissionen
Fu¨r die Abgasaufbereitung eines Serienfahrzeugs mit kanaleinspritzendem Ottomotor
wird der Dreiwegekatalysator eingesetzt, der die Emissionen von Kohlenmonoxid CO,
Kohlenwasserstoﬀ HC und Stickstoﬀoxid NOx in Kohlendioxid CO2, Wasser H2O, Stick-
stoﬀ N2 und Sauerstoﬀ O2 konvertiert.
Allerdings ist die Konvertierungsrate des Katalysators abha¨ngig von der richtigen Zu-
sammensetzung des Luftkraftstoﬀverha¨ltnisses bei der Verbrennung im Zylinder. Stellt
man dem Aggregat das Gemisch im sto¨chiometrischen Verha¨ltnis zur Verfu¨gung, ist die
ho¨chste Konversionsrate des Katalysators gewa¨hrleistet. Der Zusammenhang fu¨r das
Luftkraftstoﬀverha¨ltnis ergibt sich zu:
Φ =
mluft
mkraft
(3.1)
Daraus la¨ßt sich das auf den sto¨chiometrischen Betrieb normierte Verha¨ltnis ableiten.
λ =
mluft
mkraft · Fsto¨ch mit Fsto¨ch = 14.7 (3.2)
Der Zusammenhang der Konvertierungsrate des Dreiwegekatalysators und des Luftkraft-
stoﬀverha¨ltnisses ist in der Abbildung 3.2 dargestellt.
1HeißFilmluftMassenmesser
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3.1 Einﬂuß der Gemischbildung auf die Emissionen
Schon bei einer Abweichung um +1% vom sto¨chiometrischen Verha¨ltnis in Richtung
magerer Werte sinkt die Konvertierungsrate von NOx auf weniger als 50% ab. Weicht
das Luftkraftstoﬀverha¨ltnis in Richtung fetter Gemischzusammensetzung um −1% ab,
sinkt die Konvertierungsrate von HC und CO auf weniger als 50% ab.
Beide Fa¨lle sind zur Einhaltung der gesetzlichen Abgasrichtlinien auszuschließen, so
daß die Laststeuerung versuchen muß, das aufbereitete Gemisch im sto¨chiometrischen
Verha¨ltnis zur Verfu¨gung zu stellen.
Luftkraftstoﬀverha¨ltnis
K
on
ve
rt
ie
ru
ng
sw
ir
ku
ng
sg
ra
d
[%
]
14 14.2 14.4 14.6 14.8 15 15.2
14.7
0
20
40
60
80
100
50% Linie
NOx
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Abbildung 3.2: Konvertierungsrate des Dreiwegekatalysators [5]
Fu¨r den Stationa¨rbetrieb wird das sto¨chiometrische Verha¨ltnis durch die Lambdarege-
lung eingestellt. Fu¨r Instationa¨rvorga¨nge ist die Lambdaregelung durch das totzeitbe-
haftete Streckenverhalten zu langsam. Deshalb muß den dynamischen Eﬀekten im Luft-
und Kraftstoﬀpfad mit einer Vorsteuerung bzw. einer schnellen Regelung der dynami-
schen Gemischbildung begegnet werden. Der Begriﬀ der schnellen Regelung bedeutet
hier die Kombination eines Zustandsscha¨tzers und eines Reglers. Der Zustandsscha¨tzer
bildet das Streckenverhalten mit Totzeit ab und hat die Aufgabe, die wichtigen Gro¨ßen
fu¨r die Regelung zu scha¨tzen. Der Vorteil dieser Vorgehensweise ist, daß durch den
Zustandsscha¨tzer fu¨r jeden Berechnungsschritt aktuelle Zustandsscha¨tzwerte fu¨r eine
schnelle Regelung vorliegen. Diese Vorgehensweise wurde durch Scherer [28] fu¨r die dy-
namische Gemischregelung dargestellt.
Fu¨r das verwendete Aggregat wird der dynamische Gemischfehler durch eine Vorsteue-
rung im Kraftstoﬀpfad korrigiert. Aus diesem Grund wird in dieser Arbeit ausschließlich
die Vorgehensweise mit einer Vorsteuerung betrachtet.
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3.2 Gesamtstreckenverhalten mit Vorsteuerung
Die Gesamtstrecke fu¨r den Luft- und Kraftstoﬀpfad bis zum gemessenen Lambdasignal
und die Vorsteuerung im Kraftstoﬀpfad wird in Abbildung 3.3 dargestellt. Der Anteil
der Vorsteuerung durch das Steuergera¨t ist grau hinterlegt.
wluft
Strecke
des
Luftpfads
wluft zyl
HFM
wluft hfm
Modell
des
Luftpfads
tinj luft zyl
Inverses Modell
des
Kraftstoﬀpfads
Steuergera¨t
tinj ber
Strecke
des
Kraftstoﬀpfads
wkraft zyl
λzyl
Verbrennung
Abtast-
Halteglied
λav
Totzeit
λsonde Lambda-
sondendynamik
λmess
Abbildung 3.3: Gesamtstreckenverhalten mit Vorsteuerung
Fu¨r die Vorsteuerung der Last im Steuergera¨t wird der gemessene Luftmassenstrom des
HFM wluft hfm als Eingangssignal verwendet. Im Steuergera¨t ist fu¨r die Vorsteuerung ein
Modell zur Beru¨cksichtigung des Streckenverhaltens des Luftpfads und ein inverses Mo-
dell zur Kompensation des Streckenverhaltens des Kraftstoﬀpfads implementiert. Durch
diesen Ansatz ist es nun mo¨glich, die dynamische Gemischbildung durch eine Vorsteue-
rung im Kraftstoﬀpfad zu beru¨cksichtigen. Das Modell des Luftpfads sowie das inverse
Modell des Kraftstoﬀpfads entsprechen den zu identiﬁzierenden Anteilen der Vorsteue-
rung der dynamischen Gemischbildung. Als Ausgangsgro¨ße liefert das Steuergera¨t die
zur Vorsteuerung der Fu¨llung berechnete Einspritzzeit tinj ber zur Ansteuerung des Ein-
spritzventils.
Nach dem Einﬂuß des Streckenverhaltens des Luft- und Kraftstoﬀpfads stehen die zur
Fu¨llung eines Zylinders entsprechenden Massenstro¨me wluft zyl und wkraft zyl in den Zylin-
der fest. Aus diesen ergeben sich nach dem Ansaugvorgang die entsprechenden Massen
mluft zyl und mkraft zyl im Zylinder. Mit der nichtlinearen Beziehung (3.2) kann dann
der dem angesaugten Gemisch entsprechende Lambdawert λzyl im Zylinder bestimmt
werden. Die anschließende Verbrennung des angesaugten Luftkraftstoﬀgemischs im ab-
geschlossenen Zylinder wirkt als ideales Abtast-Halteglied, so daß nach der Verbrennung
das Abgas des jeweiligen Zylinders als Paket in den Abgastrakt ausgeschoben wird. Dort
stellt sich der Lambdawert λav am Auslaßventil ein und kann dem entsprechenden Zy-
linder zugeordnet werden.
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3.3 Luftpfad
Die einzelnen Abgaspakete beno¨tigen mehrere Ausschiebevorga¨nge, bis sie die kontinu-
ierliche Lambdasonde mit dem Wert λsonde erreichen. Diese Laufzeit wird im Strecken-
verhalten als Totzeit dargestellt. Der Einﬂuß der Dynamik der kontinuierlichen Lambda-
sonde ist als letztes Glied im Streckenverhalten zu beru¨cksichtigen. Als Ausgangsgro¨ße
steht dann das gemessene Lambdasignal λmess zur Verfu¨gung. Die Identiﬁkation des Luft-
und Kraftstoﬀpfads erfolgt anhand des gemessenen Lambdasignals.
3.3 Luftpfad
Im Hinblick auf die Identiﬁkation wird das implementierte Modell aus der Motorsteue-
rung aus Abbildung 3.3 fu¨r die Darstellung des Streckenverhaltens des Luftpfads verwen-
det. Die beru¨cksichtigten Eﬀekte des Streckenverhaltens des Luftpfads werden anhand
der Abbildung 3.4 erla¨utert.
wluft hfm
Abtaster
wluft abt ∑N
i=1
N
Mittelwert
w¯luft hfm Umrechnung
in
Einspritzzeit
tinj Pulsations-
korrektur
tinj luft
Saugrohr-
dynamik
tinj luft zyl
Abbildung 3.4: Modell des Luftpfads
Das Signal des HFM wird zeitsynchron mit einer Frequenz von 100 Hz abgetastet. An-
schließend wird eine kurbelwinkelsynchrone Mittelwertbildung u¨ber ein Segment durch-
gefu¨hrt. Ein Segment entspricht der Zeit, die zur Berechnung der Fu¨llung eines Zylinders
zur Verfu¨gung steht, und wird wie folgt bestimmt:
tseg =
720 sek
nzyl · 6 · rpm1/min
mit nzyl =ˆ Zylinderanzahl (3.3)
Da die Motorsteuerung die gemessene Luftmasse beno¨tigt, um u¨ber das Ansprechen der
Einspritzventile die Kraftstoﬀmasse zu steuern, wird die Luftmasse in eine a¨quivalente
Einspritzzeit umgerechnet.
tinj =
w¯luft hfm
g · Fsto¨ch · Fev ·
tseg
2
(3.4)
Hierin ist die Zeit fu¨r ein Segment tseg, der Korrelationskoeﬃzient zwischen n-Heptan
und Benzin g, der Faktor fu¨r sto¨chiometrisches Gemisch Fsto¨ch sowie eine Einspritz-
ventilkonstante fu¨r stationa¨re Durchsatzmengen Fev enthalten. Die Gro¨ßen besitzen die
folgenden Werte:
nzyl = 6, tseg =
20 sek
rpm
1/min
, g = 1.03, Fsto¨ch = 14.7 und Fev=ˆ Steigung der Kennlinie
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Die zyklischen Ansaugtakte des Motors erzeugen Pulsationen im Saugrohr und Ansaug-
trakt. Diese Pulsationen im Saugrohr wirken sich u¨ber die Drosselklappe bis zum HFM
aus. Dabei wirkt die Drosselstelle als eine nichtlineare Verzerrung der Pulsationen.
Die Auswirkung hiervon ist, daß bei der Mittelwertbildung des HFM-Sensorsignals ein
Fehler entsteht, der abha¨ngig vom Druckverha¨ltnis u¨ber der Drosselstelle und der Am-
plitude der Pulsationen im Saugrohr ist. Dieser Fehler wird mit Hilfe des Pulsations-
kennfeldes korrigiert und als Ausgangssignal steht tinj luft zur Verfu¨gung. Zur genaueren
Betrachtung dieses Eﬀekts sei auf Scherer [28] verwiesen.
Die zu identiﬁzierende Dynamik der Strecke ist das Fu¨llungs- und Entleerungsverhal-
ten des Saugrohrs und ist in der Abbildung 3.4 grau hinterlegt. Diese wird durch eine
Diﬀerentialgleichung erster Ordnung gena¨hert.
t˙inj luft zyl =
1
τs
· tinj luft − 1
τs
· tinj luft zyl (3.5)
Mit der der Luftmasse mluft zyl entsprechenden Einspritzzeit tinj luft zyl steht nun das
Eingangssignal fu¨r das inverse Kraftstoﬀpfadmodell zur Verfu¨gung. U¨bertra¨gt man das
kontinuierliche Modell in ein a¨quivalentes zeitdiskretes Modell fu¨r die Dynamik im Luft-
pfad, dann ergibt sich:
tinj luft zyl(k + 1) = γs · tinj luft zyl(k) + (1− γs) · tinj luft(k)
mit γs = e
− T
τs (3.6)
Die Abbildung 3.5 zeigt das zeitdiskrete Modell in Form eines Blockschaltbildes.

tinj luft
1− γs
γs
z−1
tinj luft zyl
Abbildung 3.5: Zeitdiskretes Blockschaltbild der Saugrohrdynamik
Nach der Darstellung der dynamischen Eigenschaften des Luftpfads und deren Model-
lierung soll nun im folgenden Kapitel auf den Kraftstoﬀpfad eingegangen werden.
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Das in der Abbildung 3.3 verwendete inverse Modell dient der Kompensation der Wand-
ﬁlmdynamik in der Vorsteuerung. Zur Parametrierung dieses Modells muß zuerst das
physikalische Modell der Wandﬁlmdynamik identiﬁziert werden, um daraus das inverse
Modell zur Kompensation berechnen zu ko¨nnen. Hierzu wird das reale Streckenverhal-
ten des Kraftstoﬀpfads fu¨r die Identiﬁkation der Wandﬁlmdynamik verwendet. In der
Abbildung 3.6 ist die Strecke des Kraftstoﬀpfads von der Steuereingangsgro¨ße tinj ber des
Motorsteuergera¨ts bis zum Kraftstoﬀmassenﬂuß wkraft zyl in den Zylinder dargestellt.
tinj ber Einspritz-
ventil
wkraft Wandﬁlm-
dynamik
wkraft zyl
Abbildung 3.6: Strecke des Kraftstoﬀpfads
In diesem Kapitel wird der Einﬂuß des Einspritzventils auf das Streckenverhalten ero¨rtert
und anschließend der dynamische Anteil im Streckenverhalten, die zu identiﬁzierende
Wandﬁlmdynamik, beschrieben und modelliert.
3.4.1 Einspritzventil
Zuerst werden die Zusammenha¨nge bei vollsta¨ndig geo¨ﬀnetem Einspritzventil gezeigt.
Anschließend werden die U¨bergangseﬀekte beim O¨ﬀnen und Schließen des Einspritzven-
tils diskutiert und die Kennlinie des eingesetzten Ventils dargestellt.
Vollsta¨ndig geo¨ﬀnetes Ventil
Beschreibt man das Einspritzventil idealisiert als Venturidu¨se, dann ko¨nnen die physi-
kalischen Abha¨ngigkeiten auf die eingespritzte Kraftstoﬀmasse dargestellt werden. Die
Herleitung soll anhand der Abbildung 3.7 erla¨utert werden. Ansatzpunkt ist die Kon-
tinuita¨tsgleichung von stro¨menden inkompressiblen Flu¨ssigkeiten, die aussagt, daß bei
verengten Medien das Produkt aus Ausbreitungsgeschwindigkeit und Fla¨che konstant
bleibt. Hierbei ist A1 die Querschnittsﬂa¨che im Ventil und A0 die Austrittsquerschnitts-
ﬂa¨che.
A1 · v1 = A0 · v0 (3.7)
Fu¨hrt man nun zusa¨tzlich einen Faktor ein, der die Reibverluste an der Berandung der
Außenﬂa¨che des Ventils beschreibt, ergibt sich fu¨r die reibbehaftete Kontinuita¨tsglei-
chung fu¨r stro¨mende Flu¨ssigkeiten folgender Zusammenhang:
A1 · v1 = cr · A0 · v0 mit cr < 1 (3.8)
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v1 A1 A0 v0
p1 p0
Abbildung 3.7: Prinzip der Venturidu¨se
Die folgende Energiebilanz kann aufgestellt werden, wenn man beim Ausstro¨men des
Kraftstoﬀs den Zusammenhang im Einspritzventil an der Querschnittsﬂa¨che A1 und der
Austrittsﬂa¨che A0 mit dem Energieerhaltungssatz betrachtet:
Wpot 0 +Wkin 0 = Wpot 1 +Wkin 1 (3.9)
p0 · V + m
2
· v20 = p1 · V +
m
2
· v21 (3.10)
Bei der Auﬂo¨sung der Gleichung (3.8) nach der Geschwindigkeit v1 und anschließendes
Einsetzen in Gleichung (3.10) ergibt sich nach Umformung fu¨r die Ausstro¨mgeschwin-
digkeit v0 mit m = ρ · V folgender Zusammenhang:
v20 =
2(p1 − p0)
ρ ·
(
1− c2r ·A20
A21
) (3.11)
Weiterhin muß in der Gleichung noch v0 durch den Kraftstoﬀmassenﬂuß wkraft ausge-
dru¨ckt werden.
wkraft = v0 · ρ · A0 ⇒ v0 = wkraft
ρ · A0 (3.12)
Einsetzen von Gleichung (3.12) in Gleichung (3.11) fu¨hrt dann zu dem Ausdruck fu¨r den
Kraftstoﬀmassenﬂuß:
wkraft =
√√√√2(p1 − p0) · ρ
1
A20
− c2r
A21
(3.13)
Die Annahme von ∆p = p0 − p1 ≈ konstant wa¨hrend der Einspritzung fu¨hrt nach einer
Integration u¨ber ∆t zu folgendem Zusammenhang fu¨r die Kraftstoﬀmasse:
mkraft = wkraft ·∆t =
√√√√ 2∆p · ρ
1
A20
− c2r
A21
·∆t (3.14)
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Mit Gleichung (3.14) steht nun der funktionale Zusammenhang bei der Einspritzung
bei vollsta¨ndig geo¨ﬀnetem Ventil zur Verfu¨gung. Daraus folgt, daß die eingespritzte
Kraftstoﬀmasse eine Funktion folgender Gro¨ßen ist:
mkraft = f[ρ,∆p,∆t] mit ∆t = tinj kraft (3.15)
Dabei sind neben der linearen Abha¨ngigkeit von der Einspritzzeit tinj kraft folgende nicht-
linearen Abha¨ngigkeiten enthalten:
• Druckdiﬀerenz ∆p zwischen Saugrohrdruck und Einspritzdruck,
• Dichte ρ des Kraftstoﬀs.
Der Einﬂuß der Druckdiﬀerenz kann vernachla¨ssigt werden, wenn der Einspritzventil-
druck auf eine konstante Druckdiﬀerenz zum Saugrohrunterdruck ausgeregelt wird. Die-
ser Zusammenhang ist fu¨r das verwendete Aggregat gewa¨hrleistet.
Der Einﬂuß der Dichte unterschiedlicher Kraftstoﬀe macht sich, wie in der Herleitung der
Venturidu¨se in der Gleichung (3.14) gezeigt, in nichtlinearer Form bemerkbar. Allerdings
kann dieser Eﬀekt nur bei der Kenntnis der Kraftstoﬀqualita¨t korrigiert werden. In der
Motorsteuerung wird dieser Eﬀekt indirekt u¨ber die Lambdaregelung korrigiert. In der
hier abgeleiteten Modellierung des Einspritzventils wird dieser Eﬀekt vernachla¨ssigt.
Mit den oben dargestellten Annahmen ergibt sich dann ein linearer Zusammenhang fu¨r
das vollsta¨ndig geo¨ﬀnete Ventil in Abha¨ngigkeit der Einspritzzeit.
mkraft = Fev · tinj kraft mit Fev =
√√√√2 ·∆p · ρ
1
A20
− c2r
A21
(3.16)
U¨bergangseﬀekte
Das O¨ﬀnen und Schließen des Einspritzventils beno¨tigt eine gewisse Zeit. Diese wird als
Verzugszeit bezeichnet und ist zum Erreichen des vollsta¨ndig geo¨ﬀneten bzw. geschlos-
senen Ventilquerschnittes A0 notwendig. Dieser Eﬀekt macht sich bei Einspritzzeiten,
die in der Gro¨ßenordnung der Verzugszeit liegen, nichtlinear bemerkbar. Fu¨r große Ein-
spritzzeiten kann der Eﬀekt durch einen additiven Term mver in einer Geradengleichung
beru¨cksichtigt werden.
mkraft = Fev · tinj ber −mver (3.17)
Die Ansteuerzeit tinj ber teilt sich in den der Kraftstoﬀmasse entsprechenden Anteil
tinj kraft und in den der Verzugszeit entsprechenden Anteil tver auf:
tinj ber = tinj kraft + tver (3.18)
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Die Verzugszeit des Einspritzventils tver ist eine Funktion der Batteriespannung. Da die
Betriebsspannung des Bordnetzes im Fahrzeug variiert, muß dies durch eine Korrektur-
funktion beru¨cksichtigt werden.
tver = f(Ubatt) (3.19)
In der Steuerung der Einspritzung wird dies durch einen additiven batteriespannungs-
abha¨ngigen Wert zur Korrektur vorgenommen.
Reale Kennlinie des verwendeten Einspritzventils
In der Abbildung 3.8 ist die Kennlinie des verwendeten Einspritzventils zu sehen, die bei
konstanter Batteriespannung und mit einer Kraftstoﬀqualita¨t vermessen worden ist.
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Abbildung 3.8: Einspritzventilkennlinie
In der Kennlinie ist das Kraftstoﬀvolumen u¨ber der Einspritzventilansteuerzeit aufgetra-
gen. Die Kennlinie besitzt nur bei sehr kleinen Einspritzzeiten, die in der Gro¨ßenordnung
der Verzugszeit des Ventils liegen, nichtlinearen Charakter. Fu¨r Einspritzzeiten gro¨ßer
als 3ms besitzt die Kennlinie anna¨hernd lineares Verhalten und kann durch eine Gera-
dengleichung (3.17) angena¨hert werden.
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Fu¨r das verwendete Einspritzventil ergeben sich folgende Parameter:
Fev = ρ · 3.611mm
3
ms
(3.20)
mver = ρ · 2.777mm3 (3.21)
Nach der Darstellung des Einﬂusses des Einspritzventils im Streckenverhalten wird im
na¨chsten Unterpunkt der dynamische Anteil der Strecke betrachtet.
3.4.2 Wandﬁlmdynamik
Die Ursache fu¨r das dynamische Verhalten des Kraftstoﬀpfads liegt an der Benetzung
der Saugrohrbewandung und des Einlaßventils durch das Kraftstoﬀspray bei der Ein-
spritzung. Dieser Eﬀekt wird als Wandﬁlm bezeichnet und fu¨hrt dazu, daß sich ein Teil
des eingespritzten Kraftstoﬀs in einem Flu¨ssigkeitsﬁlm anlagert. Der Auf- bzw. Abbau
des Wandﬁlms fu¨hrt zum dynamischen Verhalten im Kraftstoﬀpfad.
Physikalische Deutung des Wandﬁlms
Der Ablauf des physikalischen Auf- und Abbaus des Wandﬁlms wird anhand der Abbil-
dung 3.9 beschrieben.
Verdunstender
Kraftstoﬀ
Eingespritzter
Kraftstoﬀ
Flu¨ssiger Wandﬁlm
Luft
Verdunstender Kraftstoﬀ
Abbildung 3.9: Wandﬁlmverhalten im Saugrohr [28]
Prinzipiell kann das Wandﬁlmverhalten in die vier Phasen der a¨ußeren Gemischbildung,
wie von Scherer [28] beschrieben, unterteilt werden:
1. Verdunstung vom Zeitpunkt Einlaßventil schließt bis zur neuen Einspritzung,
2. Einspritzung und Anlagerung neuen Kraftstoﬀs im Wandﬁlm,
3. Verdunstung wa¨hrend der Vorlagerung nach der Einspritzung,
4. Verdunstung und Transport des Wandﬁlms wa¨hrend des Ansaugvorgangs.
In der Abbildung 3.9 sind die Zusta¨nde bei geschlossenem (Phase 1 - 3) und oﬀenem
(Phase 4) Einlaßventil dargestellt.
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Geschlossenes Einlaßventil: Der Kraftstoﬀ wird vor das geschlossene Einlaßventil ein-
gespritzt. Die Strahleigenschaften in Gro¨ße und Geschwindigkeit der eingebrachten Trop-
fen bei der Einspritzung ha¨ngen vom verwendeten Ventil ab. Der Einspritzstrahl triﬀt
auf die Saugrohrbewandung und auf das Einlaßventil. Dabei werden die auftreﬀenden
Tropfen reﬂektiert und bilden kleinere Sekunda¨rtropfen. Zusa¨tzlich fu¨hrt dies zu einer
Tropfenkollision und einer weiteren Zersta¨ubung.
Allerdings bildet sich durch das direkte Bespru¨hen der Saugrohrbewandung und des
Einlaßventils ein Film, in dem ein Teil der jeweiligen Einspritzung angelagert wird. Au-
ßerdem ist ein gegenla¨uﬁger Eﬀekt wa¨hrend des geschlossenen Einlaßventils, die nicht
unerhebliche Verdunstung von Kraftstoﬀ aus der angelagerten Wandﬁlmmasse, zu be-
obachten.
EinlaßventilEinlaßventil
WandﬁlmWandﬁlm Einspritzventil
Abbildung 3.10: Bild des Wandﬁlms im Saugrohr [16]
Oﬀenes Einlaßventil: Wa¨hrend des Ansaugvorgangs wird zum einen durch die ange-
saugte Luftmasse und die auftretenden Schubspannungen auf der Oberﬂa¨che der Film
in Richtung Einlaßventil bewegt. Dabei entstehen Rollbewegungen, bei denen einzelne
Tropfen aus dem Wandﬁlm gerissen und mit angesaugt werden. Zum anderen ﬁndet
eine Sekunda¨rzersta¨ubung an den Kanten des Einlaßventils statt. Abbildung 3.10 zeigt
ein Bild der Wandﬁlmbildung, das wa¨hrend einer Saugrohreinspritzung aufgezeichnet
wurde. Der Kraftstoﬀ wurde zur besseren Sichtbarkeit blau eingefa¨rbt.
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Modellierung
Die dargestellten physikalischen Eﬀekte sind sehr komplex und ein physikalisches Mo-
dell zur Beschreibung des Wandﬁlmverhaltens ist aus diesem Grund sehr aufwendig. In
der Studie [31] wird ein solcher Ansatz der Beschreibung des Wandﬁlms verfolgt. Das
abgeleitete Modell beinhaltet alle auftretenden physikalischen Eﬀekte.
Allerdings ist eine Identiﬁkation des Modells nicht realisierbar, da die Form der Be-
netzung von vielen Einﬂußparametern abha¨ngt, die betriebspunkt- und umgebungsbe-
dingungsabha¨ngig variieren. Aus diesem Grund wird in dieser Arbeit ein heuristischer
Ansatz gewa¨hlt, der eine sehr starke Vereinfachung der realen Verha¨ltnisse darstellt, aber
eine betriebspunkt- und umgebungsbedingungsabha¨ngige Identiﬁkation ermo¨glicht.
Die Nachbildung des Wandﬁlmeﬀekts in der Motorsteuerung Abbildung 3.11 ist durch
ein erweitertes Aquino-Modell2 realisiert worden, das die beschriebenen Eﬀekte mit ei-
nem P-Glied, das als Durchgriﬀ wirkt, einem PT1-Glied mit einer kleinen Zeitkonstante
und einem PT1-Glied mit einer großen Zeitkonstante abbildet. Weiterhin ist ebenfalls
der Eﬀekt des U¨bergangs von Kraftstoﬀ ins Motoro¨l durch ein weiteres P-Glied beru¨ck-
sichtigt, das allerdings nur im Kaltstart eine Rolle spielt und bei betriebswarmem Motor
vernachla¨ssigt werden kann. Die komplexen Zusammenha¨nge ko¨nnen somit durch ein
einfaches Modell dargestellt werden.

wkraft
P-Glied
PT1-Glied
PT1-Glied
P-Glied
wkraft zyl
wkraft o¨l
Abbildung 3.11: Erweitertes Aquino-Modell der Wandﬁlmdynamik
2Erweiterung des Modells durch Hart [11]
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Der Durchgriﬀ entspricht dem Anteil der Einspritzung, der direkt in den Zylinder ge-
langt. Die kurze Zeitkonstante kann dem Anteil des Wandﬁlms, der ventilnah angelagert
wird, zugeordnet werden. Hingegen entspricht die lange Zeitkonstante dem Anteil des
Wandﬁlms, der an der weiter entfernten Saugrohrbewandung angelagert wird. Bei der
kontinuierlichen Betrachtungsweise mu¨ssen Kraftstoﬀmassenﬂu¨sse u¨ber das Einlaßventil
wkraft sowie in den Zylinder wkraft zyl verwendet werden. Die drei Pfade ko¨nnen durch
folgende Diﬀerentialgleichungen dargestellt werden:
m˙wl(t) = a · wkraft(t)− 1
τwl
·mwl(t) (3.22)
m˙wk(t) = b · wkraft(t)− 1
τwk
·mwk(t) (3.23)
wkraft zyl(t) = c · wkraft(t) + 1
τwl
·mwl(t) + 1
τwk
·mwk(t) (3.24)
Die a¨quivalente Zustandsraumdarstellung lautet:
m˙w(t) = F ·mw(t) +Bc · wkraft(t) (3.25)
wkraft zyl(t) = Cc ·mw(t) +Dc · wkraft(t) (3.26)
mit mw =
[
mwl
mwk
]
, F =
[− 1
τwl
0
0 − 1
τwk
]
und Bc =
[
a
b
]
sowie Cc = [
1
τwl
1
τwk
] und Dc = [ c ]
Die kontinuierliche Zustandsraumdarstellung kann nun mit der globalen Zustandsu¨ber-
gangsfunktion (3.27) in eine zeitdiskrete Zustandsraumdarstellung u¨berfu¨hrt werden.
xc[(k + 1)T, kT ] = Φ[(k + 1)T, kT ] · xc(t0 = kT ) (3.27)
+
∫ (k+1)T
kT
Φ[(k + 1)T, τ ] ·Bc(τ) · uc(τ)dτ
Die zeitdiskrete Zustandsu¨bergangsmatrix ergibt sich mit der Transitionsmatrix Φ und
der Abtastrate T zu:
Ad = Φ[(k + 1)T, kT ] = e
F [(k+1)T,kT ] (3.28)
Der zeitdiskrete Steuervektor, die Beobachtungsmatrix und der Durchschaltvektor wer-
den wie folgt berechnet:
Bd = Bc ·
∫ (k+1)T
kT
Φ[(k + 1)T, τ ] · dτ = − 1
F
· (I − eF ·T ) ·Bc (3.29)
Cd = Cc und Dd = Dc (3.30)
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Nach der Diskretisierung ergibt sich die folgende zeitdiskrete Zustandsraumdarstellung:
mw(k + 1) = Ad ·mw(k) +Bd · wkraft(k) (3.31)
wkraft zyl(k) = Cd ·mw(k) +Dd · wkraft(k) (3.32)
mit Ad =
[
e
− T
τwl 0
0 e
− T
τwk
]
und Bd =

 a · τwl ·
(
1− e− Tτwl
)
b · τwk ·
(
1− e− Tτwk
)


sowie Cd = [
1
τwl
1
τwk
] und Dd = [ c ]
Das abgeleitete zeitdiskrete Zustandsraummodell beschreibt die Kraftstoﬀmassenﬂu¨sse.
Fu¨r die im Steuergera¨t implementierte Vorsteuerung, siehe Abbildung 3.3, wird aller-
dings die der Kraftstoﬀmasse entsprechende Einspritzzeit beno¨tigt. Daher muß das Mo-
dell erst fu¨r die jeweilige Kraftstoﬀmasse angepaßt werden, damit anschließend die Mas-
sen durch Einspritzzeiten ersetzt werden ko¨nnen. Fu¨r die Annahme, daß die eingespritzte
Kraftstoﬀmasse u¨ber ein gesamtes Arbeitspiel gleichma¨ßig verteilt ist, ko¨nnen die fol-
genden Na¨herungen fu¨r das Ein- und Ausgangssignal eingefu¨hrt werden.
wkraft ≈ mkraft
T
(3.33)
wkraft zyl ≈ mkraft zyl
T
(3.34)
Die Annahme kann verwendet werden, da die Verbrennung als ideale Abtastung nur
ein angesaugtes Luft- Kraftstoﬀgemisch pro Arbeitspiel fu¨r jeden Zylinder verwendet.
Im Meßsignal der Lambdasonde sind 3 Zylinder einer Bank sichtbar. Daraus folgt, daß
die Abtastzeit zwei Segmenten entspricht, die mit der Gleichung (3.3) bestimmt werden
kann:
T = 2 · tseg = 40 sekrpm
1/min
(3.35)
Durch die oben dargestellten Annahmen vera¨ndern sich die Beobachtungs- und die Steu-
ermatrix zu:
Cd = [
T
τwl
T
τwk
] Bd =

 a · τwlT ·
(
1− e− Tτwl )
)
b · τwk
T
·
(
1− e− Tτwk
)

 (3.36)
Durch die letzte Umformung sind alle Kraftstoﬀmassenﬂu¨sse in Kraftstoﬀmassen um-
gewandelt worden und werden im folgenden durch a¨quivalente Einspritzzeiten mit der
Beziehung (3.16) dargestellt.
Mo¨chte man nur das Gesamtverhalten der Wandﬁlmdynamik betrachten und nicht die
einzelnen Komponenten der Kraftstoﬀmasse in den beiden Speichern bestimmen, so
kann man ohne Vera¨nderung des Gesamtsystemverhaltens die folgenden Terme X des
Steuervektors in der Beobachtungsmatrix zusammenfassen.
X =
[
τwl
T
(1− e− Tτwl )
τwk
T
(1− e− Tτwk )
]
(3.37)
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Daraus ergibt sich folgende Form fu¨r die Beobachtungs- und Steuermatrix:
Cd =
[
(1− e− Tτwl ) (1− e− Tτwk )
]
Bd =
[
a
b
]
(3.38)
Weiterhin soll der Durchgriﬀ durch Einfu¨hrung eines weiteren Zustandes modelliert wer-
den:
tw(k + 1) = Ad · tw(k) +Bd · tinj kraft(k) (3.39)
tinj kraft zyl(k) = (1− e−
T
τwl ) · twl(k) + (1− e−
T
τwk ) · twk(k) + c · tinj kraft(k) (3.40)
Daraus ergibt sich das verwendete zeitdiskrete Wandﬁlmmodell fu¨r die Einspritzzeiten,
das in Abbildung 3.12 als Blockschaltbild dargestellt ist, zu:
x(k + 1) = Ad · x(k) +Bd · u(k) (3.41)
mit x(k + 1) =

 twl(k + 1)twk(k + 1)
tinj kraft zyl(k)

 u(k) = [ tinj kraft(k) ] (3.42)
Die Matrizen des Zustandsraummodells besitzen folgende Form:
Ad =

 α 0 00 β 0
1− α 1− β 0

 und Bd =

 ab
c

 (3.43)
sowie Cd = [ 0 0 1 ] und Dd = 0 (3.44)
mit α = e
− T
τwl und β = e
− T
τwk



tinj kraft
c
a
α
z−1
twl 1− α tinj kraft zyl
b
β
z−1
twk 1− β
Abbildung 3.12: Zeitdiskretes Wandﬁlmmodell
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3.5 Abgaslaufzeit und Lambdasondendynamik
Als letzte Komponenten der Modellierung aus Abbildung 3.3 sind noch die Totzeit, die
durch die Abgaslaufzeit hervorgerufen wird, und das dynamische Verhalten der Lamb-
dasonde zu beschreiben.
In dieser Arbeit werden zwei Varianten der Beru¨cksichtigung der Totzeit betrachtet:
• nichtkausale Verschiebung des Ausgangssignals um eine bekannte Totzeit,
• Entwicklung eines Gesamtmodells fu¨r die Totzeit und die Lambdasondendynamik.
Die erste Variante ist die direktere und einfachere Vorgehensweise. Der Vorteil der zwei-
ten Vorgehensweise liegt in der Mo¨glichkeit der Beschreibung des gesamten Systemver-
haltens in einer Zustandsraumbeschreibung. In dieser ist es im Gegensatz zur ersten
Variante mo¨glich, Totzeiten in einem zeitdiskreten Modell darzustellen, die keinem Viel-
fachen der Abtastrate entsprechen. Zuerst werden in den na¨chsten beiden Unterpunkten
die Mo¨glichkeiten der getrennten Modellierung der Abgaslaufzeit und der Lambdason-
dendynamik diskutiert. Anschließend wird dann ein kombiniertes Gesamtmodell fu¨r die
Abgaslaufzeit und die Lambdasondendynamik dargestellt.
3.5.1 Abgaslaufzeit
Die einfachste Beru¨cksichtigung der Abgaslaufzeit im Modell ist die Einfu¨hrung einer
nichtkausalen Verschiebung des Ausgangssignals:
y(k) = ymess(k + i) mit td = i · T (3.45)
Um diesen Ansatz anzuwenden, muß die Abgaslaufzeit bekannt sein oder muß mit einem
der folgenden zwei Ansa¨tzen bestimmt werden:
• physikalischer Ansatz,
• Korrelationsansatz.
Der physikalische Ansatz versucht, eine mathematische Beschreibung des Totzeitverhal-
tens herzuleiten. Im Gegensatz dazu verwendet der Korrelationsansatz Meßdaten der
Strecke zur Bestimmung der Totzeit.
Physikalischer Ansatz zur Laufzeitbestimmung
Die Laufzeit kann folgendermaßen beschrieben werden:
td = tver + tav λ (3.46)
Der erste Term tver beschreibt die feste Totzeit in
◦KW, die fu¨r die Ansaugphase, die
Kompressionsphase und die Verbrennung beno¨tigt wird. Diese beginnt mit der O¨ﬀnung
des Einlaßventils und endet mit der O¨ﬀnung des Auslaßventils.
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Der Wert betra¨gt fu¨r den hier verwendeten Motor 467◦KW. Unter Verwendung des Win-
kels ϕver ergibt sich der folgende Zusammenhang fu¨r die drehzahlabha¨ngige Umrechnung
in Sekunden:
tver =
1
6
·
ϕver
◦KW
rpm
1/min
sek (3.47)
Der zweite Term tav λ stellt die Zeit dar, die das ausgeschobene Abgas zum Transport
vom Auslaßventil bis zur Lambdasonde beno¨tigt. Vom Auslaßventil bis zum Einbauort
der Sonde betra¨gt das Auspuﬀvolumen Vav λ ≈ 0.9 Liter. Mit der Annahme, daß das hei-
ße Abgas dieses Auspuﬀvolumen fu¨llen muß, kann die Transportzeit abgescha¨tzt werden.
Aus der Massenerhaltung vor und nach der Verbrennung ergibt sich:
mzyl = mav (3.48)
Mit der weiteren Annahme der homogenen Bedingungen fu¨r das angesaugte Volumen
im Zylinder und dem ausgeschobenen Volumen vom Auslaßventil bis zur Sonde folgt mit
dem idealen Gasgesetz:
ps · Vzyl
R · Ts =
pav λ · Vav λ
R · Tav λ (3.49)
Fu¨r den Zusammenhang bei der Fu¨llung des Zylinders entsprechen der Druck ps und
die Temperatur Ts den Gegebenheiten im Saugrohr. Bei der Temperatur Tav λ und dem
Druck pav λ handelt es sich um die mittleren Werte des idealisierten Volumens bis zur
Sonde. Mit der Na¨herung, daß der Druck im Auslaßkanal pav λ ungefa¨hr gleich dem
Außendruck pu ist, ergibt sich:
Vav λ =
ps · Vzyl · Tav λ
Ts · pu mit pav λ = pu (3.50)
Da der Auspuﬀstrang fu¨r das verwendete Aggregat bis zum Katalysator zweigeteilt ist,
wird im Abstand von jedem zweiten Segment (240◦KW) ein Zylinder in den Kollektor
entleert. Es entsteht folgender Volumenstrom:
V´av λ =
Vav λ
240 ◦KW
≈ Vav λ
ϕav λ
(3.51)
Setzt man nun in der Gleichung (3.51) fu¨r den Volumenstrom V´av λ die Beziehung (3.50)
fu¨r das Volumen Vav λ ein und lo¨st anschließend den Zusammenhang der Na¨herung nach
ϕav λ auf, ergibt sich folgende Na¨herung fu¨r den Winkel ϕav λ:
ϕav λ ≈ Vav λ · Ts · pu
Vzyl · Tav λ · ps · 240
◦KW (3.52)
Die Umrechnung in die entsprechende Zeit kann analog mit Gleichung (3.47) erfolgen.
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Beispiel fu¨r gemessene Daten:
Vav λ = 0.9 Liter, ps = 0.45 bar, Vzyl =
3.199
6
Liter = 0.533 Liter,
pu = 1 bar, Tav λ = 420
◦C und Ts = 30◦C = 303◦K (3.53)
⇒ ϕav λ = 370◦KW
Ein Nachteil dieser Vorgehensweise bei der Bestimmung der Totzeit ist, daß die Genauig-
keit der berechneten Totzeit abha¨ngig von der Genauigkeit der Eingangsgro¨ßen ist. Zum
einen werden folgende Gro¨ßen in der Bestimmungsgleichung (3.52) nicht meßtechnisch
erfaßt und stellen einen Fehlerfaktor dar:
• Temperatur im Auspuﬀkanal Tav λ,
• Umgebungsdruck bzw. Abgasgegendruck.
Zum anderen sind einige Gro¨ßen drehzahl- und lastabha¨ngig. Das Verfahren eignet sich
fu¨r eine Abscha¨tzung der Totzeit, wenn die beno¨tigten Eingangsgro¨ßen in Kennfeldern
u¨ber Drehzahl und Last abgelegt sind. Fu¨r die Identiﬁkation der dynamischen Anteile
des Luft- und Kraftstoﬀpfads wird allerdings zur exakten Zuordnung des Ein- und Aus-
gangssignals der dynamischen Anteile eine genauere Totzeitbestimmung beno¨tigt. Im
Nachfolgenden wird das Korrelationsverfahren fu¨r die Totzeitbestimmung dargestellt.
Korrelationsansatz zur Laufzeitbestimmung
Dieses Verfahren fu¨r die Laufzeitbestimmung ist nur fu¨r Strecken mit LTI-Verhalten
geeignet, da sonst die fu¨r die Gu¨ltigkeit erforderlichen linearen Beziehungen der Sy-
stemtheorie nicht mehr angewendet werden ko¨nnen.
Der Korrelationsansatz bestimmt die Kreuzkorrelationsfunktion ϕuy des Eingangs- und
Ausgangssignals des Systems und la¨ßt sich folgendermaßen beschreiben:
ϕuy =
∫ ∞
−∞
y(t) · u(t+ τ) · dτ (3.54)
Zur Bestimmung der eigentlichen Verschiebung (Totzeit) des Meßsignals zum Eingangs-
signal muß das Maximum dieser Funktion gesucht werden. Daraus folgt folgender Ablauf
der Vorgehensweise:
1. Bestimmung der Kreuzkorrelationsfunktion,
2. Bestimmung des Maximums.
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Das Systemverhalten wird anhand der Abbildung 3.13 dargestellt.
✲ H(s) ✲u
Totzeit
✲
✻ y
Abbildung 3.13: System mit Totzeit
Das Ausgangssignal y(t) la¨ßt sich in Form folgender Faltungsgleichung darstellen. Hierin
entspricht ∗ der Faltungsoperation und τd der zu bestimmenden Totzeit.
y(t) = u(t) ∗ h(t) ∗ δ(t− τd) (3.55)
Mit dem Einsetzen der Gleichung (3.55) in die dem Korrelationsintegral entsprechende
Korrelationsgleichung ergibt sich der folgende Zusammenhang. Hierin entspricht  der
Korrelationsoperation aus Gleichung (3.54):
ϕuy(t) = [u(t) ∗ h(t) ∗ δ(t− τd)]  u(t) (3.56)
Wendet man auf diese Beziehung das Distributivgesetz an und faßt das Eingangssignal
zur Autokorrelationsfunktion zusammen, ergibt sich folgender Zusammenhang:
ϕuy(t) = ϕuu(t) ∗ h(t) ∗ δ(t− τd) (3.57)
Setzt man fu¨r das Eingangssignal folgende Randbedingungen voraus, dann kann die
Autokorrelationsfunktion ϕuu vereinfacht werden:
• Mittelwertfreiheit,
• gaußverteilter weißer Rauschprozeß.
Fu¨r die Autokorrelationsfunktion ergibt sich fu¨r diese Einschra¨nkungen:
ϕuu = N0 · δ(t) (3.58)
Die vereinfachte Kreuzkorrelationsfunktion besitzt dann folgende Form:
ϕuy(t) = N0 · h(t− τd) (3.59)
Fu¨r diesen Spezialfall ist die mit dem Faktor N0 gewichtete verschobene Stoßantwort
das Endergebnis. Das Maximum der bestimmten Kreuzkorrelationsfunktion stellt sich
an der Stelle der gesuchten Totzeit ein:
ϕmax = N0 · h(t− τd)|t=τd (3.60)
Ein mittelwertfreies Eingangssignal besitzt den Vorteil einer pra¨gnanteren relativen Aus-
bildung des Maximums, da man nur die Wechselleistung betrachtet. Die Verwendung
einer weißen gaußverteilten Rauschsequenz liefert die Stoßantwort als Kreuzkorrelati-
onsfunktion. U¨ber die Analyse der Stoßantwort ist auch eine Identiﬁkation des System-
verhaltens mo¨glich.
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3.5.2 Lambdasondendynamik
Fu¨r das Gesamtstreckenverhalten aus Abbildung 3.3 fehlt als letzter Block die Beschrei-
bung der Lambdasondendynamik. Die Meßeinrichtung fu¨r das Lambdasignal besteht aus
der Sonde und einer zusa¨tzlichen Auswerteschaltung (AWS), die die Regelung der Son-
denheizung und die Signalvorverarbeitung beinhaltet.
λsonde
Dynamik
der
Lambdasonde
λsonde mess
Tiefpaß-
Begrenzung
durch AWS
λmess
Abbildung 3.14: Meßwerterfassung mit der Lambdasonde
Die Dynamik der Sonde wird in der AWS zusa¨tzlich durch einen Tiefpaß begrenzt, um
die Empﬁndlichkeit der Sonde gegenu¨ber Sto¨rungen zu eliminieren. Aus diesem Grund
la¨ßt sich das dynamische Verhalten der Lambdasonde gut durch ein PT1-Glied anna¨hern.
Die Beziehung ist analog zur Modellierung der Saugrohrdynamik und das zeitdiskrete
Verhalten ergibt sich dann mit Gleichung (3.6) zu:
λmess(k + 1) = (1− γ0) · λsonde(k) + γ0 · λmess(k) mit γ0 = e−
T
τλ (3.61)
3.5.3 Gesamtmodell fu¨r Abgaslaufzeit und Lambdasondendynamik
Mit der Erstellung eines Gesamtmodells ist es mo¨glich, die Abgaslaufzeit in das Modell
einﬂießen zu lassen und die Totzeit mitzuscha¨tzen. Es wird dieselbe Vorgehensweise, wie
von Ault [3] vorgestellt, verwendet. Ausgangspunkt ist die Abbildung 3.15, in der die
Totzeit td und das zu betrachtende Eingangssignal u dargestellt sind.
u
(k − nd)T kT (k + 1)T
u(k − nd − 1)
u(k − nd)
τ
ndT mT
td
Abbildung 3.15: Zusammensetzung der Totzeit
Hierin ist die Totzeit als Vielfaches der Abtastzeit zuzu¨glich eines additiven Bruchteils
einer Abtastzeit dargestellt. Dadurch ist es mo¨glich, auf Laufzeiten, die ungleich einem
Vielfachem der Abtastzeit sind, aufzulo¨sen.
td = nd · T +m · T mit nd ≥ 1 und 0 < m < 1 (3.62)
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Nimmt man nun die Eingangsfunktion u als stu¨ckweise konstant an, dann kann die
Zustandsu¨bergangsgleichung fu¨r die Zusammenfassung der Lambdasondendynamik und
der Totzeit wie folgt gelo¨st werden. Hierbei ist fu¨r die Eingangsgro¨ße u und fu¨r die
Sondenausgangsgro¨ße x gewa¨hlt worden:
x(t) = Φ(t, t0) · x(t0) +
∫ t
t0
Φ(t, τ) ·B(τ) · u(τ)dτ (3.63)
Substituiert man die Terme t0 = k · T , t = (k + 1) · T , Φ(t, τ) = e−
t−τ
τλ und B = 1
τλ
in
Gleichung (3.63) erha¨lt man den skalaren zeitdiskreten Zustandsu¨bergang:
x(kT + T ) = e
− T
τλ · x(kT ) + 1
τλ
·
∫ kT+T
kT
e
− kT+T−τ
τλ · u(τ − td)dτ (3.64)
Mit der stu¨ckweisen konstanten Eingangsfunktion in (3.65) und (3.66) kann der Zu-
standsu¨bergang in zwei Integranden zerlegt werden:
u(k − nd − 1) = konstant fu¨r kT ≤ τ < (k +m)T und (3.65)
u(k − nd) = konstant fu¨r (k +m)T ≤ τ < (k + 1)T (3.66)
Daraus erha¨lt man den Zusammenhang fu¨r die stu¨ckweise konstante Eingangsfunktion:
x(kT + T ) = e
− T
τλ · x(kT ) + 1
τλ
· u[(k − nd − 1)T ] ·
∫ (k+m)T
kT
e
− kT+T−τ
τλ dτ (3.67)
+
1
τλ
· u[(k − nd)T ] ·
∫ kT+T
(k+m)T
e
− kT+T−τ
τλ dτ (3.68)
Nach Lo¨sen der beiden Integrale ergibt sich folgender Zusammenhang:
x(kT + T ) = e
− T
τλ · x(kT ) +
(
1− e−
(1−m)T
τλ
)
· u[(k − nd)T ] (3.69)
+
(
e
− (1−m)T
τλ − e− Tτλ
)
· u[(k − nd − 1)T ]
Mit den Variablen td, γ0, γ1, und γ2 la¨ßt sich der Ausdruck vereinfachen zu:
x(k + 1) = γ0 · x(k) + γ1 · u(k − nd) + γ2 · u(k − nd − 1) (3.70)
mit td = nd · T +m · T, γ0 = e−
T
τλ , (3.71)
γ1 = 1− e−
(1−m)T
τλ = 1− γ1−m0 und (3.72)
γ2 = e
− (1−m)T
τλ − e− Tτλ = 1− γ0 − γ1 (3.73)
Das Ergebnis der zeitdiskreten Modellierung der Totzeit und der Lambdasondendyna-
mik soll nun noch als Blockschaltbild in Abbildung 3.16 dargestellt werden. Hierin ist
die Eingangsgro¨ße u durch das Gemischverha¨ltnis fu¨r die Zylinderfu¨llung λzyl und das
Ausgangssignal x durch den Lambdameßwert λmess ersetzt.
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 
λzyl
z−nd γ2
γ1
z−1
γ0
λmess
Abbildung 3.16: Zeitdiskretes Modell fu¨r Lambdasondenverhalten mit Totzeit
Mit der Modellierung der Abgaslaufzeit und der Sondendynamik sind alle Anteile des
Streckenverhaltens dargestellt worden. Im na¨chsten Unterpunkt werden die daraus ab-
geleiteten Modelle fu¨r eine Parameteridentiﬁkation der Gemischbildung vorgestellt.
3.6 Modelle fu¨r die Parameteridentiﬁkation
Aus der Modellierung in diesem Kapitel ko¨nnen nun geeignete Modelle fu¨r die Parameter-
identiﬁkation und entsprechende Vorgehensweisen abgeleitet werden. Zu unterscheiden
sind folgende drei Varianten:
• lineare Teilstreckenmodelle fu¨r die Dynamik im Luft- bzw. Kraftstoﬀpfad,
• lineare Streckenmodelle fu¨r den gesamten Luft- bzw. Kraftstoﬀpfad,
• nichtlineares Gesamtstreckenmodell fu¨r den Luft- und Kraftstoﬀpfad.
Im folgenden sollen die drei Varianten und die Vorgehensweisen diskutiert werden.
3.6.1 Lineares Teilstreckenmodell fu¨r die Dynamik im Luft- bzw. Kraftstoﬀpfad
Bei den zu identiﬁzierenden Modellen des dynamischen Verhaltens handelt es sich um
LTI-Systeme, die in eine nichtlineare Gesamtstruktur eingebunden sind. Daher mu¨ssen
die jeweiligen Ein- und Ausgangssignale der modellierten Dynamiken im Luftpfad und
im Kraftstoﬀpfad fu¨r diese Vorgehensweise bereitgestellt werden. Fu¨r den Kraftstoﬀpfad
ist dies das Eingangssignal tinj kraft und das Ausgangssignal tinj kraft zyl.
Fu¨r die Identiﬁkation der Wandﬁlmdynamik muß die inverse Kompensation in der Vor-
steuerung des Kraftstoﬀpfads ausgeschaltet werden. Dadurch ist das Eingangssignal des
Kraftstoﬀpfads gleich dem Ausgangssignal des Luftpfads der Vorsteuerung in der Abbil-
dung 3.3:
tinj kraft = tinj luft zyl (3.74)
Bei den zu bestimmenden Ausgangssignalen handelt es sich um nicht meßbare Gro¨ßen,
die aus dem Lambdasignal ru¨ckgerechnet werden mu¨ssen.
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Die Vorgehensweise wird exemplarisch fu¨r den Kraftstoﬀpfad anhand der Abbildung 3.17
dargestellt.
tinj luft Strecke
des
Luftpfads
tinj luft zyl
λmess Inverse
Lambdasonden-
dynamik
λsonde
Kompensation
der Totzeit
λzyl
tinj kraft zyl
Abbildung 3.17: Berechnung des Ausgangssignals des Kraftstoﬀpfads
Das gemessene Lambdasondensignal λmess muß mit dem inversen dynamischen U¨ber-
tragungsverhalten der Sonde korrigiert werden. Es ergibt sich mit der sprunginvarianten
Transformation nach der Gleichung (3.61) und Auﬂo¨sen nach dem Lambdawert λsonde
folgender Zusammenhang:
λmess
λsonde
=
1− γ0
1 + γ0 · z−1 (3.75)
λsonde(k) =
γ0
1− γ0 · λmess(k) +
1
1− γ0 · λmess(k + 1) (3.76)
Eine Problematik bei der inversen Anwendung des U¨bertragungsverhaltens der Lamb-
dasonde ist, daß u¨berlagerte Rauschkomponenten versta¨rkt werden. Im na¨chsten Schritt
muß die Totzeit durch eine Verschiebung des Lambdasondensignal kompensiert werden.
In zeitdiskreter Schreibweise la¨ßt sich dies durch eine nichtkausale Verschiebung darstel-
len:
λzyl(k) = λsonde(k + i) (3.77)
Fu¨r die Anwendung bedeutet dies, daß erst i Werte gemessen werden mu¨ssen, um die
Berechnung fu¨r k durchfu¨hren zu ko¨nnen. Außerdem muß die Totzeit bekannt sein oder
vorher bestimmt werden. Hierfu¨r kann sowohl das physikalische Verfahren als auch der
Ansatz der Korrelationsanalyse zur Totzeitbestimmung aus Kapitel 3.5.1 verwendet wer-
den. Bei dem in der Abbildung 3.17 gezeigten Zusammenhang geht weiterhin die Dyna-
mik des Luftpfads ein und die Berechnung ko¨nnte nur bei bekannter Dynamik erfolgen.
Fu¨r den quasistationa¨ren Zustand des Luftpfads wird folgende Na¨herung eingefu¨hrt:
tinj luft zyl ≈ tinj luft (3.78)
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Dadurch kann die Dynamik des Luftpfads vernachla¨ssigt werden und die beno¨tigte Aus-
gangsgro¨ße kann durch den folgenden Zusammenhang bestimmt werden:
tinj kraft zyl =
tinj luft
λzyl
(3.79)
Mit der Gleichung (3.79) steht das beno¨tigte Ausgangssignal zur Verfu¨gung. Dabei
mu¨ssen fu¨r die Anwendung dieser Vorgehensweise zur Identiﬁkation folgende Punkte
erfu¨llt sein:
• geringe Rauschkomponenten im gemessenen Lambdasignal,
• stationa¨rer bzw. quasistationa¨rer Zustand im Luftpfad,
• bekannte Totzeit.
Fu¨r den Luftpfad kann die Herleitung analog durchgefu¨hrt werden. Allerdings soll hier
auf eine Herleitung verzichtet werden, da diese im weiteren Verlauf der Arbeit nicht
mehr beno¨tigt wird.
Mit der hergeleiteten zeitdiskreten Zustandsraumbeschreibung fu¨r den Kraftstoﬀpfad
mit den Gleichungen (3.41) bis (3.44) steht jetzt die vollsta¨ndige Vorgehensweise bei
Betrachtung der Dynamik im Kraftstoﬀpfad zur Verfu¨gung.
3.6.2 Lineare Streckenmodelle fu¨r den gesamten Luft- bzw. Kraftstoﬀpfad
Fu¨r die hier dargestellte Vorgehensweise wird ein lineares Modell fu¨r jeweils einen Pfad
abgeleitet. Dies bedeutet, die Dynamik der jeweiligen Strecke, das Sondenverhalten und
die Totzeit werden beru¨cksichtigt. Wie auch bei dem im vorhergehenden Abschnitt dar-
gestellten Verfahren muß sich der andere Pfad im quasistationa¨ren Zustand beﬁnden.
Die Ru¨ckrechnung in das erforderliche Signal im Kraftstoﬀpfad erfolgt u¨ber die analoge
Vorgehensweise in der Gleichung (3.79) fu¨r das Meßsignal. Hierfu¨r ergibt sich dann:
tinj kraft mess =
tinj luft
λmess
(3.80)
Mit diesem Zusammenhang in der Gleichung (3.80) und tinj kraft stehen die Ein- und
Ausgangszusammenha¨nge fest. Fu¨r den Luftpfad la¨ßt sich eine analoge Vorgehensweise
beschreiten und es ergibt sich dann:
tinj luft mess = tinj kraft · λmess (3.81)
In den folgenden zwei Abschnitten werden beide Modelle und deren zugeho¨rige Zustands-
raumbeschreibungen dargestellt.
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Luftpfad
Mit dem abgeleiteten Gesamtmodell fu¨r die Totzeit und die Lambdasondendynamik in
Kapitel 3.5.3 und dem Modell fu¨r das dynamische Verhalten des Luftpfads aus Kapitel
3.3 kann ein lineares Gesamtmodell fu¨r den Luftpfad generiert werden.
  
tinj luft
1− γs
γs
z−1
tinj luft zyl
Saugrohrdynamik
z−nd γ2
γ1
z−1
γ0
tinj luft mess
Totzeit und Lambdasondendynamik
Abbildung 3.18: Zeitdiskretes Modell fu¨r den gesamten Luftpfad
Die fu¨r die spa¨teren Identiﬁkationsverfahren eingesetzte Zustandsraumdarstellung be-
sitzt fu¨r nd = 1 (siehe Gleichung (3.62)) folgende Form:
A =

 γs 0 01 0 0
γ1 γ2 γ0

 B =

 1− γs0
0

 C = [ 0 0 1 ] (3.82)
u(k) = [tinj luft(k)] x(k) =

 tinj luft zyl(k)tinj luft zyl(k − 1)
tinj luft mes(k)

 (3.83)
γs = e
− T
τs (3.84)
γ0 = e
− T
τλ (3.85)
γ1 = 1− e−
(1−m)T
τλ = 1− γ1−m0 (3.86)
γ2 = e
− (1−m)T
τλ − e− Tτλ = 1− γ0 − γ1 (3.87)
td = (nd +m) · T (3.88)
Die Zeitkonstante der Lambdasonde besitzt folgenden Wert:
τλ = 30ms (3.89)
Das Modell entha¨lt folgende unbekannte Parameter:
• Saugrohrzeitkonstante τs,
• Totzeit td.
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Kraftstoﬀpfad
Wie auch beim Luftpfad wird hier das Gesamtmodell fu¨r die Totzeit und das Lambda-
sondenverhalten sowie das Modell fu¨r die Wandﬁlmdynamik aus Kapitel 3.5.3 verwendet.


  
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γ0
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Abbildung 3.19: Zeitdiskretes Modell fu¨r den gesamten Kraftstoﬀpfad
Daraus ergeben sich folgende Diﬀerenzengleichungen fu¨r das Gesamtmodell:
twl(k + 1) = α · twl(k) + a · tinj kraft(k) (3.90)
twk(k + 1) = β · twk(k) + b · tinj kraft(k) (3.91)
tinj kraft zyl(k) = (1− α) · twl(k) + (1− β) · twk(k) + c · tinj kraft(k) (3.92)
tinj kraft mess(k + 1) = γ1 · tinj kraft zyl(k − nd) + γ2 · tinj kraft zyl(k − nd − 1)
+ γ0 · tinj kraft mess(k) (3.93)
Wird nd aus Gleichung (3.62) gleich 1 gesetzt, dann kann das folgende Zustandsraum-
modell fu¨r die spa¨tere Identiﬁkation des Kraftstoﬀpfads abgeleitet werden:
A =


α 0 0 0 0
0 β 0 0 0
1− α 1− β 0 0 0
0 0 1 0 0
0 0 γ1 γ2 γ0

 , B =


a
b
c
0
0

 , C = [ 0 0 0 0 1 ] (3.94)
u(k) = [tinj kraft(k)] x(k + 1) =


twl(k + 1)
twk(k + 1)
tinj kraft zyl(k)
tinj kraft zyl(k − 1)
tinj kraft mes(k + 1)

 (3.95)
Die Parameter γs, γ0, γ1, γ2 und td besitzen die Form wie in den Gleichungen (3.84)-(3.88)
und τλ besitzt den Wert der Gleichung (3.89).
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Das Modell entha¨lt folgende unbekannte Parameter:
• Wandﬁlmmodell α, β, a, b, c,
• Totzeit td.
3.6.3 Nichtlineares Gesamtstreckenmodell
Fu¨gt man nun die Modelle des Luftpfads, Kraftstoﬀpfads und das Gesamtmodell fu¨r
die Totzeit und die Lambdasondendynamik zusammen, erha¨lt man das nichtlineare Ge-
samtstreckenmodell.




 
tinj luft
1− γs
γs
z−1
tinj luft zyl
Saugrohrdynamik
tinj kraft
c
a
α
z−1
twl
1− α
tinj kraft zyl
b
β
z−1
twk
1− β
Wandﬁlmdynamik
λzyl
z−nd γ2
γ1
z−1
γ0
λmess
Totzeit und Lambdasondendynamik
Abbildung 3.20: Nichtlineares zeitdiskretes Gesamtmodell (Luft-/Kraftstoﬀpfad
Die Darstellung des Gesamtmodells kann durch folgende Diﬀerenzengleichung beschrie-
ben werden. Dabei beinhaltet die Gleichung (3.100) die Nichtlinearita¨t des Zusammen-
hangs.
tinj luft zyl(k + 1) = γs · tinj luft zyl(k) + (1− γs) · tinj luft(k) (3.96)
twl(k + 1) = α · twl(k) + a · tinj kraft(k) (3.97)
twk(k + 1) = β · twk(k) + b · tinj kraft(k) (3.98)
tinj kraft zyl(k) = (1− α) · twl(k) + (1− β) · twk(k) + c · tinj kraft(k) (3.99)
λzyl(k) =
tinj luft zyl(k)
tinj kraft zyl(k)
(3.100)
λsonde(k + 1) = γ1 · λzyl(k − nd) + γ2 · λzyl(k − nd − 1) + γ0 · λsonde(k)(3.101)
Die Parameter γs, γ0, γ1, γ2 und td besitzen die Form wie in den Gleichungen (3.84)-(3.88)
und τλ besitzt den Wert der Gleichung (3.89).
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Das Modell entha¨lt folgende unbekannte Parameter:
• Wandﬁlmmodell im Kraftstoﬀpfad α, β, a, b, c,
• Saugrohrzeitkonstante im Luftpfad τs,
• Totzeit td.
Mit der Darstellung des nichtlinearen Gesamtmodells sind alle drei Varianten zur Iden-
tiﬁkation der dynamischen Gemischbildung vorgestellt worden. Im Anschluß werden die
Sto¨rgro¨ßen des Streckenverhaltens diskutiert.
3.7 Sto¨rgro¨ßen der Strecke
In diesem Abschnitt sollen Einﬂußgro¨ßen, die den eigentlich zu messenden Zusammen-
hang an der Lambdasonde verfa¨lschen, untersucht werden. Folgende Sto¨rgro¨ßen verfa¨lschen
das vom Motor angesaugte bzw. spa¨ter zu messende Gemischverha¨ltnis an der Lambda-
sonde:
• Tankentlu¨ftung,
• Leckluft,
• Einspritzventilansteuerung,
• Innere und a¨ußere Abgasru¨ckfu¨hrung,
• Kraftstoﬀu¨bergang ins Motoro¨l,
• Steuerungs- und Regelungseingriﬀe in den Luft- und Kraftstoﬀpfad.
In den nachfolgenden Unterpunkten sollen die einzelnen Eﬀekte na¨her betrachtet werden.
3.7.1 Tankentlu¨ftung
Die Tankentlu¨ftung liefert ein zusa¨tzliches Kraftstoﬄuftgemisch in das Saugrohr zuru¨ck,
das in der Bilanzierung beru¨cksichtigt werden muß. Der Zusammenhang wird anhand
der Abbildung 3.21 erla¨utert.
Entstehende Kraftstoﬀda¨mpfe im Tank mu¨ssen aufgrund bestehender HC-Emissions-
grenzwerte der Verbrennung zugefu¨hrt werden und du¨rfen nicht in die Umwelt gelangen.
Dazu dient das Kraftstoﬀru¨ckhaltesystem mit Aktivkohleﬁlter, in dem die Entlu¨ftungs-
leitung des Kraftstoﬀbeha¨lters endet. Ausgasender Kraftstoﬀ wird in der dort vorhan-
denen Aktivkohle angelagert.
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Die Steuerung der Regenerier- bzw. Spu¨lrate des Aktivkohleﬁlters wird u¨ber das Tank-
entlu¨ftungsventil gesteuert. Dabei wird durch das Druckgefa¨lle zwischen Umgebungs-
druck pu und Saugrohrunterdruck ps Luft durch den Aktivkohleﬁlter angesaugt, die mit
Kraftstoﬀ angereichert wird und so den angelagerten Kraftstoﬀ abbaut.
Luftmassen-
strom ins
Saugrohr
Tankentlu¨ftungs-
ventil
Luft-Kraftstoﬀ-
gemisch Kraftstoﬀda¨mpfe
aus dem Tank
ps
Umgebungsluft
pu
Aktivkohle-
ﬁlter
Luftmassen- und
Kraftstoﬀmassenstrom
in den Zylinder
Abbildung 3.21: Prinzip der Tankentlu¨ftung
Die Problematik hierbei ist, daß die Zusammensetzung der Anteile von Kraftstoﬀ bzw.
Luft vom jeweiligen Beladungszustand des Aktivkohleﬁlters abha¨ngt. Eine genaue Be-
stimmung der jeweiligen Zusammensetzung gestaltet sich schwierig. Allerdings ist der
Einﬂuß auf die gesamte Gemischbildung im Bereich kleiner als 3%, so daß die Auswir-
kungen in der Lambdaverfa¨lschung zwar gering sind, aber nicht vernachla¨ssigt werden
du¨rfen. Um diesen Einﬂuß im Lambdasignal fu¨r die spa¨tere Identiﬁkation auszuschließen,
muß diese Steuerung ausgeschaltet werden.
3.7.2 Leckluft
Der Leckluftanteil stellt einen zusa¨tzlich nicht am HFM gemessenen Anteil der Luftmas-
se dar, der durch undichte Verbindungen im Bereich des Ansaugtrakts hervorgerufen
wird und das zu messende Lambdasignal in den mageren Bereich verschiebt. Der Zu-
sammenhang wird anhand der Abbildung 3.22 erla¨utert.
Die gesamte Leckluft kann na¨herungsweise durch ein Loch im Saugrohr modelliert wer-
den. Diese stellt eine Drosselstelle zwischen der Umgebung und dem Saugrohr nach
folgender Diﬀerentialgleichung dar:
wleck = ρ · V˙ (3.102)
Dabei ist der u¨ber die Drosselstelle ﬂießende Luftmassenstrom gleich dem mit der Dichte
der Luft gewichtete Volumenstrom.
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Der Volumenstrom wiederum kann durch den eﬀektiven O¨ﬀnungsquerschnitt der Dros-
selstelle der gesamten Leckluft Aeﬀ und der Durchﬂußfunktion Ψ folgendermaßen dar-
gestellt werden:
V˙ = Aeﬀ ·
√
(2 ·R · T ) ·Ψ (3.103)
mit Ψ =


√
2·κ
κ−1
[(
ps
pu
) 2
κ −
(
ps
pu
)κ+1
κ
]
fu¨r ps
pu
≥ ( 2
κ+1
) κ
κ−1
√
κ · ( 2
κ+1
)κ+1
κ−1 fu¨r ps
pu
<
(
2
κ+1
) κ
κ−1
(3.104)
mit κ =
cp
cv
(3.105)
Luftmassenstrom
ins Saugrohr
Leckluftmassen-
strom
Drossel-
stelle
Luftmassen-
strom in den
Zylinderwluft hfm
wleck pu
ps
wluft zyl
Abbildung 3.22: Prinzip des Leckluftmodells
Der Eﬀekt stellt einen nichtlinearen dynamischen Zusammenhang dar, der von der
Druckdiﬀerenz und der Zeit abha¨ngt. Daraus folgt, daß die zusa¨tzlich gelieferte Leckluft-
masse von der Drehzahl abha¨ngt. Mit der Annahme, daß V˙ wa¨hrend der Abtastperiode
eines Segments T = tseg konstant bleibt, kann eine Euler-Integration der Gleichung
(3.102) durchgefu¨hrt werden und man erha¨lt:
mleck = wleck · tseg = ρ · V˙ · tseg mit tseg = 20 sekrpm
1/min
und ρ =
pu
R · T (3.106)
In der Abbildung 3.23 ist der Einﬂuß fu¨r Motordaten des verwendeten Aggregates u¨ber
dem Saugrohrdruck mit der Drehzahl als Parameter dargestellt. Es wird deutlich, daß
die Fehler fu¨r kleine Lasten und kleine Drehzahlen am gro¨ßten sind. Fu¨r die Generierung
der Ergebnisse des Leckluftmodells wurden folgende Gro¨ßen konstant angesetzt:
Aeﬀ = 10 mm
2, T = 293 ◦K und pu = 1000 mbar (3.107)
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Abbildung 3.23: Relative Lambdaabweichung durch den Leckluftanteil in Abha¨ngigkeit
des Saugrohrunterdrucks und der Drehzahl als Parameter
Im normalen Motorbetrieb korrigiert die Lambdaregelung den Leckluftfehler. Bei abge-
schalteter Lambdaregelung verschiebt sich der gemessene Lambdawert in Abha¨ngigkeit
von Drehzahl und Last in Richtung magerer Werte. Fu¨r die Aufzeichnung von Meßdaten
fu¨r die Identiﬁkation muß die Lambdaregelung ausgeschaltet werden und der Leckluft-
fehler wird nicht korrigiert. Allerdings sind die Fehler fu¨r den hier dargestellten Fall von
einem Loch mit einem O¨ﬀnungsquerschnitt Aeﬀ = 10 mm
2 kleiner als 1.1%.
3.7.3 Ablauf der Einspritzung
Beim kanaleinspritzenden Ottomotor wird der Kraftstoﬀ direkt vor das Einlaßventil des
jeweiligen Zylinders eingespritzt. Der Ablauf der Einspritzung wird in der Abbildung
3.24 dargestellt. Die zeitlichen Zusammenha¨nge werden anschließend erla¨utert.
Zu jeder Berechnungsmarke (BR-Marke), Beginn jedes Segments, wird die einzusprit-
zende Kraftstoﬀmasse berechnet. Der Berechnungszeitpunkt fu¨r die Haupteinspritzung
fu¨r den jeweiligen Zylinder ist die letzte BR-Marke vor dem Einspritzbeginnwinkel web.
web = wes + wvor +
tinj kraft
sek
6 · rpm
1/min
◦KW (3.108)
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Abbildung 3.24: Zeitlicher Ablauf der Einspritzung
Der Einspritzbeginnwinkel wird aus dem Vorlagerungswinkel wvor, dem Winkel fu¨r Ein-
laßventil schließt wes und der Einspritzzeit tinj bestimmt. An der zugeho¨rigen negativen
Zahnﬂanke des KW-Signals wird die Einspritzung gestartet.
Durch die Vorlagerung des Kraftstoﬀs kann sowohl eine a¨ußere Gemischbildung im Saug-
rohr bewerkstelligt, als auch die Kraftstoﬀﬂugzeit beru¨cksichtigt werden. A¨ndert sich
das berechnete Lastsignal der Motorsteuerung nach der ersten Berechnung u¨ber einen
Schwellwert, so ko¨nnen zwei Nacheinspritzung zur Einhaltung der geforderten Kraftstoﬀ-
masse durchgefu¨hrt werden. Wenn es nicht mo¨glich ist, die La¨nge der Nacheinspritzungen
zu messen und auf die Gesamteinspritzzeit aufzuaddieren, wird dieser Eﬀekt eine Mager-
verschiebung der berechneten Werte im Modell verursachen. Aus diesem Grund sollen
die Nacheinspritzungen ausgeschaltet werden.
Ein anderer Eﬀekt des hier dargestellten Ablaufs ist die Notwendigkeit der Vorabberech-
nung der Einspritzventilansteuerung aus der gemessenen Luftmasse aus dem Luftpfad.
Bei der aktuellen Fu¨llung kann bei dynamischen Lastwechseln eine geringere bzw. eine
gro¨ßere Luftmasse no¨tig sein, um das erforderliche Gemischverha¨ltnis zu erzielen. Die
Mehreinspritzung kann durch die Nacheinspritzungen realisiert werden, eine Minderein-
spritzung nicht.
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Eine Verbesserung kann durch eine Pra¨diktion im Luftpfad erzielt werden, die die ge-
messene Luftmasse bei der Berechnung auf die Schwerpunktlage des Ansaugvorgangs
pra¨diziert, wie Hart [13] und Scherer [28] dargestellt haben.
Fu¨r die dynamische Gemischbildung ist die Pra¨diktion im Realbetrieb erforderlich, bei
der Identiﬁkation des Luft- und Kraftstoﬀpfads nicht, da jeweils ein Pfad sich im quasi-
stationa¨ren Zustand beﬁndet, wa¨hrend der andere angeregt wird.
3.7.4 AGR
Ein weiterer Grund fu¨r eine Verschiebung des meßbaren Luftkraftstoﬀverha¨ltnisses an
der Lambdasonde stellt die innere und a¨ußere Abgasru¨ckfu¨hrung dar. In der Abbildung
3.25 sind die beiden Ru¨ckfu¨hrraten dargestellt.
Angesaugte
Luftmasse
ps
A¨ußere AGR
AGR-Ventil
pabg Abgas
Innere AGR
Abbildung 3.25: Innere und a¨ußere Abgasru¨ckfu¨hrung
Bei sto¨chiometrischem Gemisch wirkt sich die AGR nicht aus, da nur nichtreaktionsfa¨hi-
ges Restgas nach der Verbrennung im Zylinder zuru¨ckbleibt. Der Eﬀekt macht sich bei
einer Vera¨nderung des Luftkraftstoﬀverha¨ltnisses von einer Fu¨llung zur anderen bemerk-
bar, da nach der unvollsta¨ndigen Verbrennung reaktionsfa¨hige Kohlenwasserstoﬀe bei
fettem Gemisch bzw. reaktionsfa¨higer Sauerstoﬀ bei magerem Gemisch im verbrannten
Abgas des Zylinders zuru¨ckbleiben.
Wa¨hrend der Ventilu¨berschneidungsphase von Einlaß- und Auslaßventil liefert die innere
Abgasru¨ckfu¨hrung das verbrannte Abgas durch das Druckgefa¨lle zwischen Abgastrakt
und Saugrohr in den Ansaugtrakt zuru¨ck. Dieser Eﬀekt macht sich hauptsa¨chlich zylin-
derindividuell im zu messenden Lambdawert bemerkbar, kann jedoch nicht unterbunden
werden.
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Im Gegensatz dazu macht sich die a¨ußere AGR totzeitbehaftet und auch zylinderu¨ber-
greifend bemerkbar. Der Grund hierfu¨r ist, daß das Abgas zuerst nach der Verbrennung
ausgeschoben wird, um im Anschluß bis zur Abgasru¨ckfu¨hrleitung transportiert zu wer-
den. U¨ber das anliegende Druckgefa¨lle u¨ber dem AGR-Ventil wird durch die Ansteuerzeit
die Ru¨ckfu¨hrrate in das Saugrohr gesteuert.
Das ru¨ckgefu¨hrte Abgas wird dann wieder mit dem Frischgas eines neuen Zyklus ange-
saugt. Daraus folgt, daß ein Mager- bzw. Fett-Zyklus sich u¨ber mehrere Einspritzungen
und auch alle Zylinder bemerkbar macht.
Im Anschluß wird der Einﬂuß im Streckenverhalten zum einen fu¨r Luftu¨berschuß und
zum anderen fu¨r Kraftstoﬀu¨berschuß dargestellt.
Einﬂuß auf das Streckenverhalten
Es wird dieselbe Vorgehensweise wie von Scherer [28] dargestellt, gewa¨hlt. Diese be-
schreibt die Abha¨ngigkeit des zu messenden Lambdasignals einerseits fu¨r Kraftstoﬀu¨ber-
schuß und andererseits fu¨r Luftu¨berschuß. Durch die Wirkung der Verbrennung und der
Ventilsteuerung als ideale Abtastung kann der Einﬂuß der AGR-Ru¨ckfu¨hrrate auf das
Lambdasondensignal zeitdiskret betrachtet werden.
Kraftstoﬀu¨berschuß
Beim Verbleib von reaktionsfa¨higer Kraftstoﬀmasse im Restgas des letzten Arbeitspiels
kann die folgende Diﬀerenzengleichung zur Bilanzierung aufgestellt werden.
mkraft zyl(k) = mkraft fr(k) + xrg ·mkraft rg(k − 1) (3.109)
Hierin ist die Summe, bestehend aus der Kraftstoﬀmasse des Frischgases mkraft fr und
dem zuru¨ckgebliebenen Kraftstoﬀanteil des Restgases mkraft rg gleich der Gesamtkraft-
stoﬀmasse, die fu¨r die na¨chste Verbrennung zur Verfu¨gung steht.
Dabei entspricht der zweite Term dem Kraftstoﬀmassenanteil im Restgas und kann fol-
gendermaßen bestimmt werden:
mkraft rg(k − 1) =
{
mkraft zyl(k − 1)− mluft zyl(k−1)14.7 fu¨r mkraft zyl > mluft zyl14.7
0 fu¨r mkraft zyl ≤ mluft zyl14.7
(3.110)
Der erste Fall der Gleichung (3.110) gilt fu¨r eine fette Frischgaszusammensetzung. Fu¨r
den zweiten Fall einer sto¨chiometrischen oder mageren Gemischzusammensetzung ist
der verbleibende Kraftstoﬀanteil im Restgas vernachla¨ssigbar klein, d.h. er konvergiert
gegen null.
Fu¨r den Einsatz des Lambdasondenmeßwerts zur Identiﬁkation des Luft- und Kraftstoﬀ-
pfads muß der Einﬂuß der Verschiebung durch den Restgasanteil beru¨cksichtigt werden.
Zur Abscha¨tzung des Einﬂusses des Restgases auf das Lambdasondensignal werden an-
schließend die Verha¨ltnisse fu¨r stationa¨ren bzw. quasistationa¨ren Motorbetrieb betrach-
tet. Hierfu¨r wird der stationa¨re Endwert des Gemisches im Zylinder bestimmt.
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Dazu muß Gleichung (3.109) in Gleichung (3.110) eingesetzt werden:
mkraft zyl(k) = mkraft fr(k)− xrg · mluft zyl(k − 1)
14.7
+ xrg ·mkraft zyl(k − 1) (3.111)
Nach der Division der Gleichung (3.111) durch die angesaugte Luftmasse mluft zyl kann
das Luftkraftstoﬀverha¨ltnis im Zylinder Φzyl(k) fu¨r den stationa¨ren Motorbetrieb mit
einer linearen Diﬀerenzengleichung bestimmt werden:
Φzyl(k) = Φfr(k)− xrg
14.7
+ xrg · Φzyl(k − 1) (3.112)
mit Φzyl =
mkraft zyl
mluft zyl
und Φfr =
mkraft fr
mluft zyl
(3.113)
Dabei werden folgende Vereinfachungen fu¨r den stationa¨ren Motorbetrieb getroﬀen:
mluft zyl(k) ≈ mluft zyl(k − 1) (3.114)
Die Z-Transformation des Zusammenhangs in Gleichung (3.112) ergibt:
Φzyl(z) =
Φfr(z)− xrg14.7
1− xrg · z−1 (3.115)
Bildet man nun noch den rechtsseitigen Grenzwert, so erha¨lt man die Beziehung:
Φzyl =
(
Φfr − xrg
14.7
)
· lim
z→1+0
(
(z − 1) · z
z − xrg ·
z
z − 1
)
(3.116)
=
(
Φfr − xrg
14.7
)
· 1
1− xrg
Daraus ergibt sich dann das Endergebnis fu¨r den Zusammenhang des stationa¨r einge-
stellten und gemessenem Gemischverha¨ltnis fu¨r Kraftstoﬀu¨berschuß:
Φzyl =
Φfr − xrg14.7
1− xrg (3.117)
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Luftu¨berschuß
Durch eine a¨quivalente Betrachtungsweise fu¨r den Verbleib von reaktionsfa¨higer Luft-
masse im Restgas erha¨lt man eine a¨quivalente Darstellung:
Φzyl =
1− xrg
1
Φfr
− xrg · 14.7 (3.118)
Der Ansatz fu¨r die Herleitung des Zusammenhangs fu¨r Luftu¨berschuß ist im Anhang
10.1 zu ﬁnden. Mit den Gleichungen (3.117) und (3.118) kann eine Analyse des Einﬂus-
ses der Restgasmassenanteile auf das Lambdasignal realisiert werden. In der Abbildung
3.26 ist der relative Fehler fu¨r Lambdaabweichungen fu¨r stationa¨re bzw. quasistationa¨re
Verha¨ltnisse als Funktion des Restgasmassenanteils dargestellt.
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Abbildung 3.26: Relative Lambdaabweichungen durch eine AGR in Abha¨ngigkeit des
Restgasmassenanteils und dem Lambdasollwert als Parameter
Es wird deutlich, daß fu¨r eine spa¨tere Fehlerminimierung der Restgasanteil minimiert
werden muß. Weiterhin muß gleichzeitig versucht werden, die Abweichungen vom sto¨chio-
metrischen Verha¨ltnis so klein wie mo¨glich zu halten. Im nachfolgenden soll zur Fehler-
abscha¨tzung der Einﬂuß der inneren AGR-Rate auf das meßbare Luft- Kraftstoﬀverha¨lt-
nis untersucht werden. Dazu wird mit dem Modell von Heywood [15] der Restgasmassen-
anteil bestimmt. In der Abbildung 3.27 ist als Ergebnis die Abha¨ngigkeit des Restgas-
massenanteils fu¨r den zu untersuchenden Motor aus Testdaten u¨ber dem Saugrohrdruck
aufgetragen.
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Abbildung 3.27: Restgasmassenanteil in Abha¨ngigkeit des Saugrohrdrucks und der Dreh-
zahl als Parameter
In der einschla¨gigen Literatur, z.B. von Heywood [15], wird die Gro¨ßenordnung des
Restgasmassenanteils mit 5% bis 20% angegeben. Die hier erzielten Ergebnisse liegen in
einem realistischen Bereich zwischen 6% und 17%.
Verwendet man die Werte des Restgasmassenanteils der inneren AGR von 17% zur
Fehlerabscha¨tzung in der Abbildung 3.26, so ergibt sich ein maximaler Fehler von 4%.
Daraus folgt, daß eine a¨ußere Abgasru¨ckfu¨hrung verhindert werden muß, da schon der
Einﬂuß der inneren AGR einen maximalen Fehler von 4% verursacht.
3.7.5 Kraftstoﬀu¨bergang ins Motoro¨l
Ein Teil des mit dem Gemisch in den Zylinder angesaugten Kraftstoﬀs lagert sich an den
Zylinderwandungen ab und wird mit den Kolbenringen mit dem O¨l abgestreift. Dieser
Eﬀekt macht sich besonders in der Kaltstartphase bei niedrigen Ku¨hlwassertemperaturen
des Motors bemerkbar, wird hingegen bei betriebswarmem Motor vernachla¨ssigbar klein.
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Dieser Eﬀekt kann in der Modellierung der Wandﬁlmdynamik beru¨cksichtigt werden und
ist fu¨r Kaltstartuntersuchungen nicht zu vernachla¨ssigen. Wird der zusa¨tzliche Term fu¨r
den U¨bergang ins O¨l, wie in Abbildung 3.11 dargestellt, wirksam, dann werden die
Aufteilungsfaktoren a, b und c um den Faktor d fu¨r den U¨bergang ins Motoro¨l erweitert.
Allerdings bleibt die Summe u¨ber die Faktoren gleich eins:
a+ b+ c+ d = 1 (3.119)
Die in dieser Arbeit dargestellten Untersuchungen werden an einem betriebswarmen
Motor durchgefu¨hrt. Daher kann dieser Anteil vernachla¨ssigt werden.
3.7.6 Steuerungs- und Regelungseingriﬀe in den Luft- und Kraftstoﬀpfad
Fu¨r die Erla¨uterung wird der Pfad der Einspritzung mit den multiplikativen und addi-
tiven Eingriﬀspunkten der Steuerungen bzw. der Regelungen dargestellt.
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Abbildung 3.28: Pfad der Einspritzung mit Korrekturfunktionen
Hierbei sollen weitere Steuerungs- und Regelungseingriﬀe, die zur Vera¨nderung des Zu-
sammenhangs der Gemischbildung bei der Identiﬁkation fu¨hren, betrachtet werden.
Die Steuerungseingriﬀe Einspritzung im Warmlauf und Katheizen sind nur wa¨hrend
des Warmlaufs aktiv und ko¨nnen bei der Betrachtung des betriebswarmen Motors ver-
nachla¨ssigt werden. Die Steuerung der Schubabschaltung wird nicht aktiv, da die Vor-
gehensweise bei der Parameteridentiﬁkation quasistationa¨res Betriebsverhalten voraus-
setzt.
49
3 Modellierung der dynamischen Gemischbildung
Die Lambdaregelung sowie die Adaption der Lambdaregelung versucht, bei Anregung
des Luft- bzw. Kraftstoﬀpfads das Gemisch auf den sto¨chiometrischen Wert zu korrigie-
ren und muß deshalb ausgeschaltet werden. Das gleiche gilt fu¨r die Kompensation der
Wandﬁlmdynamik, die das zu identiﬁzierende Streckenverhalten korrigieren wu¨rde.
Die Batteriespannungskorrektur wird, wie in Kapitel 3.4.1 gezeigt wurde, fu¨r die Kor-
rektur der Einspritzventilkennlinie beno¨tigt. Daraus folgt, daß folgende zwei Funktionen
zusa¨tzlich deaktiviert werden mu¨ssen:
• Lambdaregelung sowie adaptive Lambdaregelung,
• Kompensation der Wandﬁlmdynamik.
3.7.7 Verminderung der Sto¨rgro¨ßeneinﬂu¨sse fu¨r die Parameteridentiﬁkation
Fu¨r die Anwendung der Identiﬁkation des Luft- und Kraftstoﬀpfads kann der Sto¨rgro¨ßen-
einﬂuß einzelner vorher dargestellter Eﬀekte eliminiert bzw. minimiert werden. Vollsta¨ndig
eliminiert werden ko¨nnen folgende Einﬂu¨sse durch das Abschalten einer Steuerung bzw.
Regelung durch eine vera¨nderte Bedatung im Entwicklungssteuergera¨t:
• Tankentlu¨ftung,
• a¨ußere AGR,
• Eingriﬀ anderer Steuerungen und Regelungen in den Luft- und Kraftstoﬀpfad,
– Lambdaregelung
– Kompensation der Wandﬁlmdynamik
• Nacheinspritzung.
Fu¨r die Eﬀekte der inneren AGR und der Leckluft bleibt ein Resteinﬂuß erhalten. Der
Leckluftanteil ist durch die konstruktive Realisierung des Ansaugtrakts des verwendeten
Aggregates nach der U¨berpru¨fung der Verbindungen zu vernachla¨ssigen. Die innere AGR
wirkt sich mit einem maximalen Fehler, wie in Abbildung 3.26 gezeigt, aus.
3.8 Zusammenfassung
In diesem Kapitel konnte die Ableitung der Modelle fu¨r den Luft- und Kraftstoﬀpfad
dargestellt werden, die fu¨r die spa¨tere Identiﬁkation beno¨tigt werden. Weiterhin konn-
ten die relevanten Eﬀekte auf das Gesamtstreckenverhalten untersucht und daraus die
no¨tigen Schlußfolgerungen fu¨r die Minimierung des Einﬂusses auf das Lambdasignal ab-
geleitet werden. Im anschließenden Kapitel soll die Identiﬁzierbarkeit der betrachteten
Modelle dargestellt werden.
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Die fundamentale Frage, die sich bei jeder Parameteridentiﬁkation stellt ist: Sind die
Parameter eineindeutig scha¨tzbar von einem gegebenen Satz von Beobachtungen? Wenn
dies der Fall ist, dann und nur dann ist das System identiﬁzierbar. In der ga¨ngigen
Literatur sind diverse Ansa¨tze zur Bestimmung der Identiﬁzierbarkeit zu ﬁnden. Hier
werden einige Ansa¨tze von Autoren vorgestellt:
• Wahrscheinlichkeitstheoretischer Ansatz
Identiﬁzierbarkeit ist von Bowden [6] durch die Eineindeutigkeit der Wahrschein-
lichkeitsverteilungsdichtefunktion in der Nachbarschaft eines speziellen Wertes ei-
nes Zufallsvektors deﬁniert.
• Konvergenzkriterium
Identiﬁzierbarkeit wird von Tse und Anton [29] dadurch festgelegt, daß ein Scha¨tzer
in irgendeinem Konvergenzkriterium, d.h. in Wahrscheinlichkeit oder im quadra-
tischen Mittel, konvergiert.
• Least-Squares Identiﬁzierbarkeit
Dieser Identiﬁzierbarkeitsansatz, laut Bellman und Astro¨m [4], erfordert, daß eine
Kostenfunktion V (θ), die quadratische Fehlerterme beinhaltet, konvergiert.
• Ausgangssensitivita¨tsanalyse
Der Ansatz von Grewal und Glover [9] deﬁniert die Identiﬁzierbarkeit in Ab-
ha¨ngigkeit von Ausgangssensitivita¨ten.
Der wahrscheinlichkeitstheoretische Ansatz setzt die Kenntnis der Verteilungsdichtefunk-
tion in Bezug auf die unbekannten Parameter voraus und diese ist in einer realen An-
wendung nicht bekannt. Diese Vorgehensweise ist einsetzbar fu¨r die Untersuchung von
Parameterscha¨tzverfahren, wenn das Modellverhalten als vollsta¨ndig bekannt voraus-
gesetzt wird. Dies fu¨hrt hin auf das Verfahren der Sensitivita¨tsanalyse mit Ambiguity
Funktionen, dargestellt von Maybeck [22].
Die beiden mittleren Ansa¨tze beinhalten die Problematik, daß die Beurteilung des zu
untersuchenden Verfahrens an der Konvergenz des Scha¨tzverfahrens ha¨ngt. Eine Aussage
kann erst nach dem Einsatz eines Scha¨tzverfahrens getroﬀen werden und problematische
Komponenten und Parameter ko¨nnen durch diese Vorgehensweise nicht lokalisiert wer-
den.
Die Ausgangssensitivita¨tsanalyse bietet hierzu den Vorteil, daß man mit dem zu parame-
trierenden Modell vorab eine Aussage u¨ber die Randbedingungen der Identiﬁzierbarkeit
treﬀen kann. Aus diesem Grund wird in den nachfolgenden Punkten dieses Verfahren
fu¨r die dynamische Gemischbildung na¨her betrachtet.
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4.1 Ausgangssensitivita¨tsanalyse
Fu¨r die Darstellung der Ausgangssensitivita¨tsanalyse wird in einem ersten Schritt der
Zusammenhang fu¨r die Markov-Parameter eingefu¨hrt. Anschließend wird die Sensiti-
vita¨tsanalyse betrachtet.
Eine Mo¨glichkeit, die Markov-Parameter hi zu bestimmen, ist die Aufstellung der U¨ber-
tragungsfunktion des LTI-Systems.
H(z) = b0 + b1 · z
−1 + b2 · z−1 + . . .+ bn · z−n
1 + a1 · z−1 + a2 · z−2 + . . .+ an · z−n (4.1)
= h0 + h1 · z−1 + h2 · z−2 + · · ·+ hn · z−n (4.2)
Durch Multiplikation der beiden Gleichungen (4.1) und (4.2) mit dem Nenner von Glei-
chung (4.1) und anschließendem Koeﬃzientenvergleich im Bezug auf die Potenzen von
z−1 ﬁndet man die Gleichungen fu¨r die Markov-Parameter hi:
h0 = b0
h1 = b1 − a1 · h0
h2 = b2 − a1 · h1 − a2 · h0
... (4.3)
hn = bn − a1 · hn−1 − · · · − an · h0
hn+1 = −a1 · hn − · · · − an · h1 (4.4)
Die Ausgangssensitivita¨tsanalyse ist ein Verfahren, das die Identiﬁzierbarkeit der Para-
meter in der Form von Ausgangssensitivita¨ten deﬁniert. Das bedeutet, daß unter der
Annahme eines nominalen Parametervektors θ0 Parametera¨nderungen Ausgangssignale
erzeugen, die sich vom nominalen Ausgangssignal unterscheiden. Dieser Zusammenhang
la¨ßt sich fu¨r die Parametervariation θ1 folgendermaßen darstellen:
y(θ1) = y(θ0) (4.5)
Die Beschreibung der diskreten Sprungantwort des nominalen Parametervektors kann
durch die Zusammenfassung der Markov-Parameter in einem Vektor realisiert werden.
h(θ0) = [h0(θ0) h1(θ0) · · ·hn+1(θ0) ] (4.6)
Die Abweichung von der nominalen Sprungantwort kann durch folgende lineare Appro-
ximation erster Ordnung dargestellt werden:
h(θ)− h(θ0) ≈
∂h
∂θ
∣∣∣
θ0
·∆θ mit ∆θ = θ − θ0 (4.7)
Die Gleichung (4.7) kann so gedeutet werden, daß alle von null verschiedenen Abwei-
chungen des Parametervektors ∆θ bemerkbare A¨nderungen des Ausgangsverhaltens ga-
rantieren, wenn die Sensitivita¨tsmatrix nicht dem Nullvektor entspricht.
52
4.1 Ausgangssensitivita¨tsanalyse
Diese Tatsache fu¨hrt zu folgendem Kriterium, daß von Grewal und Glover in [9] ange-
geben wurde:
Die unbekannten Parameter in Verbindung mit dem zugeho¨rigen
Ein-/Ausgangspaaren in einem LTI-System n-ter Ordnung sind lokal
identiﬁzierbar, wenn die Sensitivita¨tsmatrix S vollen Rang besitzt.
S ≡ ∂h2n
∂θ
mit der Dimension (2n + 1)× nθ
Das Kriterium von Grewal und Glover beno¨tigt die Auswertung der ersten 2n+1 Markov-
Parameter. Der Grund ist, daß ein System n-ter Ordnung genau 2n + 1 Koeﬃzienten
b0 · · · bn, a1 · · · an entha¨lt.
Bei nichtlinearen Systemen kann eine Linearisierung um den Arbeitspunkt durchgefu¨hrt
werden. Anschließend untersucht man das Kriterium fu¨r das erhaltene LTI-System.
4.1.1 Linearisierung des Gesamtmodells
Das in Kapitel 3.6.3 hergeleitete nichtlineare Gesamtmodell kann nun um das aktuelle
Lambda linearisiert werden. Zur Anwendung der Identiﬁzierbarkeit muß eine Linearisie-
rung des nichtlinearen Zusammenhangs aus Gleichung 3.100 durchgefu¨hrt werden.
λzyl(k) =
tinj luft zyl(k)
tinj kraft zyl(k)
(4.8)
Dies fu¨hrt zu folgendem Zusammenhang mit der Anwendung des totalen Diﬀerentials:
λzyl(k) ≈ λzyl(k − 1) + ∂λzyl
∂tinj luft zyl
∣∣∣
λzyl(k−1)
·∆tinj luft zyl(k)
+
∂λzyl
∂tinj kraft zyl
∣∣∣
λzyl(k−1)
·∆tinj kraft zyl(k) (4.9)
Setzt man nun die partiellen Ableitungen des nichtlinearen Zusammenhangs ein, ergibt
sich der folgende Zusammenhang fu¨r das linearisierte Gesamtmodell:
λzyl(k) = λzyl(k − 1) + 1
tinj kraft zyl(k − 1) ·∆tinj luft zyl(k)
− tinj luft zyl(k − 1)
tinj kraft zyl(k − 1)2 ·∆tinj kraft zyl(k) (4.10)
mit ∆tinj luft zyl(k) = tinj luft zyl(k)− tinj luft zyl(k − 1) (4.11)
∆tinj kraft zyl(k) = tinj kraft zyl(k)− tinj kraft zyl(k − 1) (4.12)
Mit der dargestellten Linearisierung ist es mo¨glich, das Gesamtmodell der dynamischen
Gemischbildung in zwei unabha¨ngige Pfade, den Luft- sowie den Kraftstoﬀpfad, aufzutei-
len. Dadurch ko¨nnen die linearen Anteile fu¨r die Sensitivita¨tsanalyse getrennt betrachtet
werden.
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Das in der Abbildung 3.18 in Kapitel 3.6.2 dargestellte Gesamtmodell fu¨r den Luftpfad
kann auch in Form folgender zeitdiskreter U¨bertragungsfunktion beschrieben werden:
Hluft(z) = b2+nd · z
−2 + b3+nd · z−3
1 + a1 · z−1 + a2 · z−2 · z
−nd (4.13)
Das Luftpfadmodell besitzt folgende Zusammenha¨nge fu¨r nd = 1:
b3 = (1− γs) · γ1 (4.14)
b4 = (1− γs) · γ2 (4.15)
a1 = −(γ0 + γs) (4.16)
a2 = γ0 · γs (4.17)
Fu¨r den Kraftstoﬀpfad kann analog fu¨r das in der Abbildung 3.19 in Kapitel 3.6.2 dar-
gestellte Gesamtmodell die folgende U¨bertragungsfunktion aufgestellt werden:
Hkraft(z) = b1+nd · z
−1 + b2+nd · z−2 + b3+nd · z−3 + b4+nd · z−4
1 + a1 · z−1 + a2 · z−2 + a3 · z−3 · z
−nd (4.18)
Fu¨r den Kraftstoﬀpfad gelten folgende Zusammenha¨nge fu¨r nd = 1:
b2 = c · γ1 (4.19)
b3 = [a+ b− c · (α+ β)] · γ1 + c · γ2 (4.20)
b4 = [c · α · β − a · β − b · α)] · γ1
+[a+ b− c · (α+ β)] · γ2 (4.21)
b5 = [α · β − a · β − b · α] · γ2 (4.22)
a1 = −(α+ β + γ0) (4.23)
a2 = α · β + (α+ β) · γ0 (4.24)
a3 = −α · β · γ0 (4.25)
Weiterhin sind fu¨r beide lineare Teilmodelle folgende Zusammenha¨nge gu¨ltig:
γa = e
− T
τs (4.26)
γ0 = e
− T
τλ (4.27)
γ1 = 1− e−
(1−m)T
τλ = 1− γ1−m0 (4.28)
γ2 = e
− (1−m)T
τλ − e− Tτλ = 1− γ0 − γ1 (4.29)
td = (nd +m) · T (4.30)
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4.1.2 Luftpfad
Fu¨r den Luftpfad sind die unbekannten Parameter γs, γ0, γ1 und γ2. Daraus ergibt sich
der Parametervektor θ und der Parametervektor q der U¨bertragungsfunktion zu:
θ = [ γs γ0 γ1 γ2 ]
T und q = [ a1 a2 b3 b4 ]
T (4.31)
Die abgeleitete U¨bertragungsfunktion des Luftpfads in Gleichung (4.13) besitzt nur vier
Koeﬃzienten, die nicht von Null verschieden sind. Daher muß die Sensitivita¨tsmatrix
vom Rang 4 sein. Die Matrix ∂h
∂θ
ist quadratisch und darf nicht singula¨r werden, um
das Kriterium zu erfu¨llen. Fu¨r die Analyse wird die Sensitivita¨tsmatrix in zwei Anteile
zerlegt.
S =
∂h2n
∂θ
=
∂h
∂q
· ∂q
∂θ
(4.32)
Damit S vollen Rang besitzt, mu¨ssen beide Anteile ∂h
∂q
und
∂q
∂θ
vollen Rang besitzen. Mit
dem Zusammenhang aus Gleichung (4.3) ergeben sich die Markov-Parameter fu¨r den
Luftpfad:
h3 = b3 (4.33)
h4 = b4 − a1 · h3 (4.34)
h5 = −a1 · h4 − a2 · h3 (4.35)
h6 = −a1 · h5 − a2 · h4 (4.36)
In der a¨quivalenten Vektordarstellung ergibt sich:
h =M · q (4.37)


h3
h4
h5
h6

 =


0 0 1 0
−h3 0 0 1
−h4 −h3 0 0
−h5 −h4 0 0




a1
a2
b3
b4

 (4.38)
Fu¨r die partielle Ableitung nach q ergibt sich fu¨r den ersten Term in Gleichung (4.32):
∂h
∂q
=M (4.39)
Damit ∂h
∂q
nicht singula¨r wird, muß die Determinante von M = 0 sein. Fu¨r die Determi-
nante ergibt sich dann folgender Zusammenhang:
|M | = h24 − h3 · h5 = b24 − a1 · b3 · b4 + a2 · b23 (4.40)
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Damit die Determinante von M ungleich Null ist, muß der folgende Ausdruck von Null
verschieden sein:
(1− γs)2
[
(γ0 + γs)(1− γ1−m0 )(γ1−m0 − γ0) + γ0γs(1− γ1−m0 )2 + (γ1−m0 − γ0)2
]
(4.41)
Damit der zweite Term in (4.32) vollen Rang besitzt muß die Determinante der Matrix
∂q
∂θ
ungleich Null sein. Die Determinante ergibt sich zu:
(1− γs)2 · [γ0 − γs] (4.42)
Zur Parameteridentiﬁkation mu¨ssen mit den Beziehungen (4.41) und (4.42) folgende
Bedingungen erfu¨llt sein:
γs = e
−T
τs = 1 ⇒ τs <∞
γs = e
−T
τs = 0 ⇒ τs > 0
}
⇒ 0 < τλ <∞
γ0 = e
−T
τλ = 1 ⇒ τλ <∞
γ0 = e
−T
τλ = 0 ⇒ τλ > 0
}
⇒ 0 < τs <∞
m = td
T
− nd = 0 ⇒ td = nd · T
m = td
T
− nd = 1 ⇒ td = (nd + 1) · T
0 < m < 1 aus Gl. (3.62)

 ⇒ nd · T < td < (nd + 1) · T
e
−T
τλ = e−Tτs ⇒ τs = τλ
Zusammenfassend ist der Parametervektor θluft = [τs, td]
T sensitivita¨tsidentiﬁzierbar,
wenn
1. Die Totzeit td nicht gleich einem Vielfachen der Abtastrate T ist,
2. τs und τλ ungleich Null und endlich sind und
3. τs und τλ verschieden sind.
4.1.3 Kraftstoﬀpfad
Die abgeleitete U¨bertragungsfunktion des Kraftstoﬀpfads in Gleichung (4.18) besitzt
sieben Koeﬃzienten, die nicht von Null verschieden sind. Daher muß die Sensitivita¨ts-
matrix vom Rang sieben sein. Mit dem Zusammenhang aus Gleichung (4.3) ergeben sich
die Markov-Parameter fu¨r den Kraftstoﬀpfad:
h2 = b2 (4.43)
h3 = b3 − a1 · h2 (4.44)
h4 = b4 − a1 · h3 − a2 · h2 (4.45)
h5 = b5 − a1 · h4 − a2 · h3 − a3 · h2 (4.46)
h6 = −a1 · h5 − a2 · h4 − a3 · h3 (4.47)
h7 = −a1 · h6 − a2 · h5 − a3 · h4 (4.48)
h8 = −a1 · h7 − a2 · h6 − a3 · h5 (4.49)
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In der a¨quivalenten Vektordarstellung ergibt sich:
h =M · q (4.50)


h2
h3
h4
h5
h6
h7
h8


=


0 0 0 1 0 0 0
−h2 0 0 0 1 0 0
−h3 −h2 0 0 0 1 0
−h4 −h3 −h2 0 0 0 1
−h5 −h4 −h3 0 0 0 0
−h6 −h5 −h4 0 0 0 0
−h7 −h6 −h5 0 0 0 0




a1
a2
a3
b2
b3
b4
b5


(4.51)
Damit ∂h
∂θ
nicht singula¨r wird, muß die Determinante von M = 0 sein. Fu¨r die Determi-
nante ergibt sich dann folgender Zusammenhang:
|M | = −h35 − 2h4 · h5 · h6 − h24 · h7 − h3 · h26 + h3 · h4 · h7 (4.52)
Das dargestellte Gleichungssystem ist analytisch nicht mehr lo¨sbar, da im Kraftstoﬀ-
pfad sieben Parameter beno¨tigt werden. Daher ist es nicht mo¨glich, eine Sensitivita¨tsi-
dentiﬁzierbarkeit fu¨r den Kraftstoﬀpfad auf diesem Wege darzustellen. Fu¨r die Darstel-
lung der Identiﬁzierbarkeit des Kraftstoﬀpfads muß ein anderes Verfahren ausgewa¨hlt
werden. Denkbar ist der Einsatz des Verfahrens des Konvergenzkriteriums [6] oder der
Least-Squares Identiﬁzierbarkeit [4], die auf dem Grundsatz der Untersuchung des Kon-
vergenzverhaltens des Parameterscha¨tzers beruhen. Allerdings ist diese Vorgehensweise
erst nach der Untersuchung der Parameterscha¨tzverfahren im Kapitel 5 mo¨glich.
4.2 Zusammenfassung
In diesem Kapitel wurde die Identiﬁzierbarkeit der dynamischen Gemischbildung mit
Hilfe der Ausgangssensitivita¨tsanalyse dargestellt. Fu¨r den Luftpfad konnten die Rand-
bedingungen fu¨r eine Identiﬁzierbarkeit abgeleitet werden. Das Verfahren der Ausgangs-
sensitivita¨tsanalyse konnte fu¨r den Kraftstoﬀpfad nicht erfolgreich angewendet werden,
da sich bei der U¨berpru¨fung der Sensitivita¨tsmatrix auf vollen Rang ein fu¨r die Para-
meter nicht mehr analytisch lo¨sbarer Zusammenhang ergibt. Aus diesem Grund ist die
Identiﬁzierbarkeit des Kraftstoﬀpfads mit den Verfahren, die das Konvergenzverhalten
beurteilen, nach der Untersuchung der Parameterscha¨tzverfahren im Kapitel 5 analysiert
worden. Die Ergebnisse sind im Anhang 10.2 dargestellt.
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5 Lineare Parameteridentiﬁkationsverfahren
In den na¨chsten beiden Kapiteln werden Verfahren zur Identiﬁkation der Parameter der
dynamischen Streckenanteile untersucht. Fu¨r die Untersuchungen sind die abgeleiteten
Modelle zur Identiﬁkation aus Kapitel 3.6 mit synthetischen Daten eingesetzt worden.
Dieses Kapitel wird die linearen Identiﬁkationsverfahren betrachten. Im Anschluß wer-
den im Kapitel 6 die nichtlinearen Verfahren vorgestellt. Wie im Kapitel 2.1.2 deﬁniert,
bezieht sich diese Aussage auf die Linearita¨t bzw. Nichtlinearita¨t des zugrundeliegenden
Modells.
Die linearen Parameteridentiﬁkationsverfahren sind in reine Parameterscha¨tzer und
Parameter- und Zustandsscha¨tzverfahren unterteilt worden.
Lineare Parameteridentiﬁkationsverfahren
Parameterscha¨tzer
Parameter- und
Zustandsscha¨tzer
WRLS RML LKF EKF AV
Abbildung 5.1: Lineare Parameteridentiﬁkationsverfahren
Diese Arbeit wird sich ausschließlich mit rekursiven Verfahren bescha¨ftigen. Die verwen-
deten rekursiven Verfahren fu¨r die Parameterscha¨tzung sind:
• Weighted Recursive Least-Squares (WRLS),
• Recursive Maximum-Likelihood (RML),
• Lineares Kalman-Filter (LKF).
Fu¨r die gleichzeitige rekursive Parameter- und Zustandsscha¨tzung ist eine adaptive sowie
eine nichtadaptive Vorgehensweise mo¨glich:
• Extended Kalman-Filter (EKF),
• Adaptive Verfahren (AV).
Die aus den reinen Parameterscha¨tzern sowie den Parameter- und Zustandsscha¨tzern
resultierenden Verfahren werden in den folgenden beiden Unterkapiteln vorgestellt.
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5.1 Parameterscha¨tzung
Die reine Parameterscha¨tzung ist die Vorgehensweise, die in der ga¨ngigen Literatur mit
dem Begriﬀ Systemidentiﬁkation bezeichnet wird und z. B. von Ljung und So¨derstro¨m
in [19] dargestellt wird. Zur Beschreibung der Parameterscha¨tzer wird nur die linea-
ren zeitdiskreten Modelldarstellungen aus Kapitel 2.1 verwendet. Ausgangspunkt ist die
U¨bertragungsfunktion in (2.6) bzw. die Diﬀerenzengleichung in (2.4). Der Ablauf des
Scha¨tzverfahrens wird anhand des Blockschaltbilds des Fehlermodells in Abbildung 5.2
erla¨utert.
✲ Strecke Hu(k) ys(k)
AB ❦✲ ✛ ✛✲
 
B(z) 1A(z)❦
❄
✲ ✲
- +
+
u(k) y(k)
e(k)
Abbildung 5.2: Blockschaltbild des Fehlermodells
Die U¨bertragungsfunktion der Strecke wird hierzu folgendermaßen in ein Za¨hler- und
Nennerpolynom zerlegt:
H(z) = B(z)A(z) (5.1)
In diesem Modellansatz entspricht der Za¨hler B(z) = ∑mi=0 bi · z−i und der Nenner
A(z) = 1 +∑ni=1 ai · z−i. Das Streckenverhalten kann dann aus einem Fehler e(k) und
der gewa¨hlten Modelldarstellung nach folgendem Zusammenhang, wie im Fehlermodell
in Abbildung 5.2 dargestellt, im Z-Bereich rekonstruiert werden.
Y(z) = B(z) · U(z) + E(z)A(z) (5.2)
mit E(z) = A(z) · Ys(z)− B(z) · U(z) (5.3)
Daß dabei der korrigierte Ausgang y dem Streckenverhalten ys entspricht, wird deutlich,
wenn Gleichung (5.3) in Gleichung (5.2) eingesetzt und anschließend vereinfacht wird.
Y(z) = Ys(z) (5.4)
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Betrachtet man den vorhergehenden Zusammenhang in der Gleichung (5.2) nochmals
genauer, so ist hierin im zweiten Term der Modellfehler EYm(z) als Diﬀerenz des Strecken-
ausgangs und des Modellausgangs zu ﬁnden:
Ys(z) = BA · U(z)︸ ︷︷ ︸
Ym
+Ys(z)− BA · U(z)︸ ︷︷ ︸
EYm (z)
(5.5)
EYm(z) = Ys(z)− Ym(z) (5.6)
Der erste Term entspricht dem Modellausgang, so daß sich fu¨r den Ausgang Ys der
folgende Zusammenhang ergibt:
Ys(z) = Ym(z) + EYm(z) (5.7)
Ein weiterer Zusammenhang fu¨r den Modellfehler la¨ßt sich beim Vergleich der Gleichung
(5.2) und Gleichung (5.7) ﬁnden:
EYm(z) =
1
A · E(z) (5.8)
Nach Ru¨cktransformation von Gleichung (5.7) ergibt sich die Diﬀerenzengleichung:
ys(k) = ym(k) + eym(k) (5.9)
Fu¨r die Abweichung eym(k) des Modells vom realen Systemverhalten ko¨nnen folgende
drei Ursachen zugrundeliegen:
• Sto¨rgro¨ße, die am Ausgang sichtbar ist,
• nichtmodellierte Dynamiken,
• Fehler durch falsch parametriertes Modell.
Fu¨r die erste Ursache wird angenommen, daß der Einﬂuß der Sto¨rgro¨ßen am Eingang und
Ausgang des Systems vernachla¨ssigt werden kann. Weiterhin wird fu¨r die zweite Ursache
vorausgesetzt, daß die Modellierungstiefe hinreichend ist, um die Systemdynamik im
Modell abzubilden. Dann ist nur noch die dritte Ursache gu¨ltig. Fu¨r diesen Fall ist das
Modell falsch parametriert und das Systemverhalten wird nicht richtig erfaßt, wenn ein
Fehler e(k) auftritt. Die Vergangenheitssequenz des Fehlers wird in einem Fehlervektor
Ek zusammengefaßt.
Ek = [ e(k) e(k − 1) · · · e(k −N) ] (5.10)
Der eingefu¨hrte Fehlervektor Ek stellt ein Maß fu¨r die Ungenauigkeit der Identiﬁkation
dar. Bei absoluter U¨bereinstimmung des Modells mit dem Systemverhalten wu¨rde dieser
sogar vollsta¨ndig verschwinden.
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Ziel einer Parameteridentiﬁkation ist es, den Fehlervektor der Vergangenheitsgeschich-
te Ek anhand von Meßdaten zu minimieren. Die Minimierung dieses Fehlers im qua-
dratischen Mittel fu¨hrt zu den linearen Regressionsverfahren, als bekanntestes ist das
Least-Squares Verfahren (LS) zu nennen. Die Minimierung des Fehlervektors der Ver-
gangenheitssequenz Ek ist gleichbedeutend mit der Minimierung des Gu¨tefunktionals V
im Bezug auf die unbekannten Parameter θ.
Vk(θ) =
1
N
k∑
i=k−N
e(i)2 =
1
N
Ek · EkT = 1
N
‖Ek‖2 (5.11)
Zur Lo¨sung kann der Regressionsansatz gewa¨hlt werden. Fu¨r die Annahme eines falsch
parametrierten Modells und zusa¨tzlich nicht vernachla¨ssigbarer Ein- und Ausgangs-
rauschprozesse wird eine U¨berlagerung beider Eﬀekte im Fehlersignal e sichtbar. Zur
Beru¨cksichtigung beider Komponenten muß der vorher dargestellte Ansatz der linea-
ren Regression um die Modellierung der Rauschanteile erweitert werden. Dies fu¨hrt
zur ga¨ngigen Realisierung fu¨r Parameterscha¨tzverfahren mit dem Regressionsansatz und
dem Hilfsvariablenverfahren. Im folgenden wird als erstes die allgemeine Vorgehensweise
der Linearen Regression und die daraus abzuleitenden Algorithmen dargestellt. Anschlie-
ßend wird die Scha¨tzung zeitvera¨nderlicher Parameter und das Hilfsvariablenverfahren
fu¨r nicht vernachla¨ssigbare Ein- und Ausgangsrauschkomponenten betrachtet.
Lineare Regression und Zustandsscha¨tzung
Zum einen kann das zu lo¨sende Scha¨tzproblem als eine lineare Regressionsaufgabe be-
trachtet werden. Hierfu¨r kann die Darstellung im Regressionsmodell nach Gleichung
(5.12) gewa¨hlt werden:
y(k) = ϕ(k)T · θ(k) + e(k) (5.12)
Dies fu¨hrt zu den in der Literatur zu ﬁndenden Regressionsverfahren, wie z.B. WRLS
und RML. Andererseits kann die Parameterscha¨tzung als nichts anderes als eine rei-
ne Zustandsscha¨tzung aufgefaßt werden. Zur korrekten Schreibweise der Scha¨tzung der
Parameter wird die folgende stochastische Zustandsraumdarstellung in den Gleichungen
(5.13)-(5.16) gewa¨hlt, die mit einem stochastischen Beobachteransatz mit LKF realisiert
werden kann:
x(k + 1) = x(k) + w(k) (5.13)
y(k) = C · x(k) + v(k) (5.14)
C = [−Y k Uk ] (5.15)
x = [ a1 a2 · · · am b0 b1 · · · bn ]T (5.16)
Dies bedeutet, daß der zu scha¨tzende Parametervektor als Zustandsvektor und die Ver-
gangenheitsgeschichte der Eingangs- und Ausgangszusammenha¨nge in den Beobachtun-
gen modelliert werden.
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Die besondere Form des Beobachtungsvektors wird auch ha¨uﬁg als Regressionsvektor ϕ
bezeichnet. Dieser kann mit den folgenden Zusammenha¨ngen fu¨r das Regressionsmodell
in der Gleichung (5.12) bestimmt werden:
ϕ =ˆ CT = [−Y k Uk ]T (5.17)
θ =ˆ x = [ a1 a2 · · · am b0 b1 · · · bn ]T (5.18)
Die Minimierung des vorher beschriebenen Gu¨tefunktionals in Gleichung (5.11) u¨ber-
nimmt dann das Regressionsﬁlter bzw. der Zustandsscha¨tzer. Zur Lo¨sung dieser Auf-
gabe werden folgende drei Verfahren, wie von Ljung und So¨derstro¨m [19] dargestellt,
gegenu¨bergestellt. Dies sind zum einen die beiden Regressionsverfahren mit WRLS und
RML und zum anderen ein stochastischer Beobachter mit LKF.
5.1.1 Verfahren mit Recursive Maximum-Likelihood
Ausgangspunkt fu¨r die Herleitung ist die Annahme einer ARMAX-Modellstruktur, wie
in Gleichung (2.42) hergeleitet. Daraus ergibt sich nach Umformung der folgende Zu-
sammenhang:
A(z) · Y(z)− B(z) · U(z) = C(z) · W(z) (5.19)
Die U¨bertragungsfunktion C(z) besitzt die gleiche Form der Beziehung in (2.40):
C(z) = 1 + c1 · z−1 + · · ·+ co · z−o (5.20)
Fu¨hrt man nun das ARMAX-Modell in Gleichung (5.19) in das Fehlermodell in Glei-
chung (5.3) u¨ber, dann ergibt sich der folgende Zusammenhang fu¨r den Fehlervektor:
E(z) = C(z) · W(z) (5.21)
Das gegebene Modell kann nun mit dem Regressionsansatz aus Gleichung (5.12) beschrie-
ben werden und es ergeben sich folgende Zusammenha¨nge fu¨r das Regressionsmodell, den
Regressionsvektor und den Parametervektor:
y(k) = ϕT (k) · θ(k) + e(k) mit ϕ(k) =


−y(k − 1)
...
−y(k − n)
u(k)
...
u(k −m)
e(k − 1)
...
e(k − o)


und θ(k) =


a1
...
an
b0
...
bm
c1
...
co


(5.22)
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Mit den dargestellten Zusammenha¨ngen kann nun der Scha¨tzalgorithmus nach dem Ver-
fahren mit Recursive Maximum-Likelihood dargestellt werden. Nach der Ru¨ckfu¨hrung
auf das Regressionsmodell muß zur Scha¨tzung des Parametervektors das Gu¨tefunktional
in Gleichung (5.11) minimiert werden. Fu¨r eine rekursive Lo¨sung kann der Ansatz ei-
ner gena¨herten Lo¨sung gewa¨hlt werden. Hierzu wird das Gu¨tefunktional V (θ) mit einer
Taylorreihenentwicklung um θˆ(k− 1) dargestellt und es ergibt sich der Zusammenhang:
Vk(θ) = Vk(θˆ(k − 1)) + V ′k(θˆ(k − 1)) · [θ − θˆ(k − 1)]
+
1
2
· [θ − θˆ(k − 1)]T · V ′′k (θˆ(k − 1)) · [θ − θˆ(k − 1)] + h.o.t. (5.23)
mit h.o.t. =ˆ high order terms (5.24)
Durch das Aufsuchen des Maximums des dargestellten Gu¨tefunktionals (5.23) in Abha¨ngig-
keit von θ ergibt sich dann nach der Umformung im Anhang 10.3 die Darstellung:
θˆ(k) = θˆ(k − 1)−
[
V ′′k (θˆ(k − 1))
]−1
· V ′k(θˆ(k − 1))T + h.o.t. (5.25)
Wenn die negative Diﬀerentiation des Fehlers e(k, θ) nach dem Parametervektor θ als
Spaltenvektor ψ eingefu¨hrt wird, kann die Ableitung der Na¨herung des Gu¨tefunktionals
in eine rekursive Schreibweise u¨berfu¨hrt werden:
V ′k(θ)
T = −
k∑
i=1
ψ(k, θ) · e(k, θ) = V ′k−1(θ)T − ψ(k, θ) · e(k, θ) (5.26)
mit ψ(k, θ)=ˆ
[
−∂e(k, θ)
∂θ
]
(5.27)
Diﬀerenziert man Gleichung (5.26) nochmals, so ergibt sich:
V ′′k (θ) = V
′′
k−1(θ) + ψ(k, θ) · ψ(k, θ)T + e′′(k, θ) · e(k, θ) (5.28)
Hierin entspricht e′′(k, θ) der zweiten Ableitung des Vektors von e(k, θ). Um eine Lo¨sung
fu¨r den Zusammenhang in Gleichung (5.25) zu ﬁnden, werden folgende Vereinfachungen
eingefu¨hrt:
• Mit der Annahme, daß der na¨chste Scha¨tzwert von θˆ(k) in der Nachbarschaft von
θˆ(k − 1) liegt, gilt:
⇒ Vernachla¨ssigung der Terme ho¨herer Ordnung (h.o.t) in Gleichung (5.25),
⇒ V ′′k (θˆ(k)) = V ′′k (θˆ(k − 1)) (Dies ist eine hinreichende Na¨herung fu¨r große k).
• Mit der weiteren Annahme, daß θˆ(k − 1) wirklich der optimale Scha¨tzwert zum
Zeitpunkt k − 1 ist, fu¨hrt dies dazu, daß Vk−1(θˆ(k − 1)) = 0 ist.
• Mit der abschließenden vereinfachenden Annahme e′′(k, θˆ(k−1))·e(k, θˆ(k−1)) = 0
fa¨llt der letzte Term in Gleichung (5.28) weg.
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Die Begru¨ndung fu¨r die letzte Vereinfachung ist, daß nahe zum wahren Parameterscha¨tz-
wert θˆ die Fehlersequenz e(k, θˆ) anna¨hernd weiß ist, so daß diese Sequenz als mittelwert-
frei und somit unabha¨ngig von der Vergangenheitsgeschichte bis zum Zeitpunkt k − 1
angenommen werden kann. Im Speziellen wu¨rde der Zusammenhang dann unabha¨ngig
von der zweiten partiellen Ableitung sein:
e′′(k, θˆ) =
∂2yˆ(k|θ)
∂θ2
(5.29)
Der erwartete Wert der diskutierten Vereinfachung ist dann anna¨hernd gleich null, so
daß der letzte Term in Gleichung (5.28) um eine Gro¨ßenordnung geringeren Einﬂuß be-
sitzt als der zweite Term.
Mit diesen Vereinfachungen kann die Gleichung (5.28) der zweiten Ableitung mit der
Einfu¨hrung der Schreibweise R¯(k) fu¨r die zweite Ableitung V ′′k (θ) folgendermaßen dar-
gestellt werden:
R¯(k) = R¯(k − 1) + ψ(k, θˆ(k − 1)) · ψ(k, θˆ(k − 1))T (5.30)
Mit der Darstellung R¯(k) wird Rechnung getragen, daß es sich bei der Na¨herung um den
Mittelwert u¨ber N -Werte handelt. Einsetzen der zweiten Na¨herung in Gleichung (5.26)
ergibt den folgenden Zusammenhang fu¨r die erste Ableitung:
V ′k(θˆ(k − 1))T = −ψ(k, θˆ(k − 1)) · e(k, θˆ(k − 1)) (5.31)
Mit dem Ausdruck der ersten Ableitung in Gleichung (5.31) und der Na¨herung fu¨r die
zweite Ableitung in Gleichung (5.30) ergibt sich mit der Gleichung (5.25) die Scha¨tzglei-
chung fu¨r die Parameter:
θˆ(k + 1) = θˆ(k) + ·R¯(k)−1 · ψ(t, θ(k − 1)) · e(k, θˆ(k − 1)) (5.32)
Mit (5.32) und (5.30) sind die Scha¨tzgleichungen hergeleitet worden. Die abgeleitete
Form ist fu¨r Berechnungen bedingt geeignet, da bei jeder Berechnung eine Inversion
durchgefu¨hrt werden muß. Daher wird folgender Term eingefu¨hrt:
P (k) = R¯(k)−1 (5.33)
Dieser wird, wie in Gleichung (5.37) dargestellt, berechnet. Die Berechnungsvorschrift ist
mit Hilfe eines Matrix-Inversions-Lemmas zu bestimmen. Die Ableitung ist im Anhang
10.4 dargestellt. Weiterhin ﬁndet man durch diese Ableitung den Zusammenhang fu¨r die
Versta¨rkung γ in Gleichung (5.35).
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Daraus ergeben sich dann die folgenden Filtergleichungen fu¨r das RML-Verfahren:
ψ(k) = −∂e[θˆ(k), k]
∂θ
(5.34)
γ(k) =
P (k − 1) · ψ(k)
1 + ψ(k)T · P (k) · ψ(k) (5.35)
θˆ(k + 1) = θˆ(k) + γ(k) · e(k) (5.36)
P (k + 1) = P (k)− γ(k) · ψ(k)T · P (k) (5.37)
e(k + 1) = y(k + 1)− ϕ(k + 1)T · θˆ(k) (5.38)
mit ϕ(k) =


−y(k − 1)
...
−y(k − n)
u(k − 1)
...
u(k −m)
e(k − 1)
...
e(k − o)


ψ(k) =


−y˙(k − 1)
...
−y˙(k − n)
u˙(k − 1)
...
u˙(k −m)
e˙(k − 1)
...
e˙(k − o)


(5.39)
Die beno¨tigten Ableitungen des Eingangs-, Ausgangs- und Fehlervektors ko¨nnen mit
folgenden Diﬀerenzengleichungen bestimmt werden:
y˙(k) = y(k)− aˆ1(k) · y˙(k − 1)− · · · − aˆn(k) · y˙(k − n) (5.40)
u˙(k) = u(k)− bˆ1(k) · u˙(k − 1)− · · · − bˆm(k) · u˙(k −m) (5.41)
e˙(k) = e(k)− cˆ1(k) · e˙(k − 1)− · · · − cˆo(k) · y˙(k − o) (5.42)
Die Gleichungen (5.34)-(5.42) repra¨sentieren das RML-Verfahren. Die Startwerte fu¨r den
Algorithmus ko¨nnen folgendermaßen gewa¨hlt werden:
θˆ(0) = 0 (5.43)
P (0) = α · I (5.44)
ψ(0) = 0 (5.45)
Damit ist das RML-Verfahren vollsta¨ndig dargestellt worden.
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5.1.2 Verfahren mit Weighted Recursive Least-Squares
Ausgangspunkt fu¨r die Herleitung des Verfahrens mit Weighted Recursive Least-Squares
ist das zu minimierende Gu¨tefunktional in Gleichung (5.11), das um einen Gewichtsfak-
tor λ erweitert wird. Das Gu¨tefunktional erha¨lt dann die folgende Form:
Vk(θ) =
1
k
k∑
i=1
λi · e(i)2 (5.46)
Der Fehler e kann mit dem Zusammenhang des Regressionsmodells nach Gleichung (5.12)
bestimmt werden. Verwendet man den Zusammenhang in Gleichung (5.12) und in Glei-
chung (5.46), dann kann man folgenden analytischen Zusammenhang ableiten, voraus-
gesetzt, die auftretende Inverse existiert:
θˆ(k) =
[
k∑
i=1
λi · ϕ(i) · ϕ(i)T
]−1
·
k∑
i=1
λi · ϕ(i) · y(i) (5.47)
Dies fu¨hrt zum bekannten Scha¨tzwert des Weighted Least-Squares fu¨r eine Meßsequenz
von k Werten. Um zu einer rekursiven Struktur zu gelangen, wird folgender Zusammen-
hang fu¨r den ersten Term in (5.47) eingefu¨hrt:
R¯(k) =
k∑
i=1
λi · ϕ(i) · ϕ(i)T (5.48)
Mit Gleichung (5.47) ergibt sich mit der eingefu¨hrten Gro¨ße R¯(k) ein weiterer Zusam-
menhang fu¨r den zweiten Term an der Stelle k − 1.
k−1∑
i=1
λi · ϕ(i) · y(i) = R¯(k − 1) · θˆ(k − 1) (5.49)
Mit der Deﬁnition von R¯(k) kann ein dritter Zusammenhang fu¨r k−1 dargestellt werden:
R¯(k − 1) = R¯(k)− λk · ϕ(k) · ϕ(k)T (5.50)
Mit (5.47)-(5.50) kann der Parameterscha¨tzwert wie folgt abgeleitet werden:
θˆ(k) = R¯(k)−1
[
k−1∑
i=1
λi · ϕ(i) · y(i) + λk · ϕ(k) · y(k)
]
(5.51)
= R¯(k)−1
[
R¯(k − 1) · θˆ(k − 1) + λk · ϕ(k) · y(k)
]
(5.52)
= R¯(k)−1
[
R¯(k) · θˆ(k − 1) + λk · ϕ(k) · [−ϕ(k)T · θˆ(k − 1) + y(k)]
]
(5.53)
= θˆ(k − 1) + R¯−1(k) · ϕ(k) · λk · [y(k)− ϕ(k)T · θˆ(k − 1)] (5.54)
67
5 Lineare Parameteridentiﬁkationsverfahren
Fu¨r R¯(k) ergibt sich mit der Gleichung (5.50) die Darstellung:
R¯(k) = R¯(k − 1) + λk · ϕ(k) · ϕ(k)T (5.55)
Wie auch beim Verfahren mit RML, beinhalten die Herleitung des Parameterscha¨tzwer-
tes in Gleichung (5.54) eine Inversion der Matrix R¯. Mit einer analogen Vorgehensweise
durch die Ausnutzung eines Matrix-Inversions-Lemmas, das fu¨r das Verfahren mit RML
im Anhang 10.4 abgeleitet wurde, kann eine Darstellung mit skalarer Division von fol-
gender Form bestimmt werden. In der Herleitung ist die Versta¨rkung γ durch L zu
ersetzen:
θˆ(k) = θˆ(k − 1) + L(k) · [y(k)− ϕ(k)T · θˆ(k − 1)] (5.56)
L(k) =
P (k − 1) · ϕ(k)
λk + ϕ(k)T · P (k − 1) · ϕ(k) (5.57)
P (k) = P (k − 1)− L(k) · ϕ(k)TP (k − 1) (5.58)
In Gleichung (5.56) wird der neue Parameterscha¨tzwert aus dem letzten Scha¨tzwert und
dem durch die Versta¨rkung L gewichteten Residuum berechnet. Die Versta¨rkung L wird
mit dem Zusammenhang in Gleichung (5.57) berechnet.
Die Bestimmung des Forgetting-Faktors λ zur Berechnung der Versta¨rkung stellt ei-
ne Schwierigkeit bei der Anwendung des WRLS-Verfahrens dar. Dieser Faktor wird als
Tuning-Faktor verwendet, besitzt allerdings keinen Zusammenhang zu den zu scha¨tzen-
den Parametergro¨ßen. Weiterhin erweist sich die Bestimmung der Startwerte beimWRLS-
Verfahren als schwierig und entscheidet im Zusammenhang mit der Wahl des Forgetting-
Faktors oft u¨ber das Konvergenzverhalten und die Genauigkeit der Filterscha¨tzwerte.
5.1.3 Verfahren mit linearem Kalman-Filter
Auf eine Herleitung der Gleichungen des Kalman-Filters fu¨r den linearen Fall wird ver-
zichtet. Fu¨r den interessierten Leser wird auf die einschla¨gige Literatur und hier im
speziellen auf Loﬀeld [20] verwiesen. Die Filtergleichungen setzen sich aus den Gleichun-
gen fu¨r das Time-Update und fu¨r das Measurement-Update zusammen.
Time-Update:
xˆ−(k) = A · xˆ+(k − 1) +B · u(k − 1) (5.59)
P−(k) = A · P+(k − 1) · AT +G ·Q(k − 1) ·GT (5.60)
Die Gleichungen des Time-Update werden auch Pra¨diktionsgleichungen genannt, da mit
diesen der na¨chste Scha¨tzwert des Zustandsvektors im voraus berechnet (pra¨diziert) wer-
den kann, siehe Gleichung (5.59).
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Die Pra¨diktionsfehlerkovarianz der Zustandsmeßwerte wird in Gleichung (5.60) bestimmt
und gibt in Form von Varianzen die Pra¨diktionsgenauigkeit an.
Measurement-Update:
K(k) = P−(k) · CT · [C · P−(k) · CT +R(k)]−1 (5.61)
r(k) = y(k)− C · xˆ−(k) (5.62)
xˆ+(k) = xˆ−(k) +K(k) · r(k) (5.63)
P+(k) = P−(k) +K(k) · C · P−(k) (5.64)
Die Gleichungen des Measurement-Update werden auch als Filtergleichungen bezeich-
net. Der Grund hierfu¨r liegt darin, daß die pra¨dizierten Zusta¨nde nach dem Eintreﬀen
einer neuen Messung mit Hilfe der Versta¨rkung K korrigiert (geﬁltert) werden. Die-
ser Zusammenhang ist in Gleichung (5.63) zu ﬁnden. In der Gleichung (5.61) wird die
Versta¨rkung berechnet. Die Kovarianzmatrix des Driving-Noise Q entspricht einem wei-
ßen mittelwertfreien gaußverteilten Rauschprozeß, wie fu¨r die stochastische Modelldar-
stellung in den Gleichungen (2.24) und (2.25) vorgestellt. Die Scha¨tzfehlerkovarianz wird
dann in Gleichung (5.64) bestimmt und ist ein Maß fu¨r die Genauigkeit der Scha¨tzung.
Das Residuum stellt die Abweichung zwischen Meßwert und Scha¨tzwert dar und wird
mit Gleichung (5.62) berechnet. Die Beru¨cksichtigung der stochastischen Beschreibung
des Ausgangssignals wird durch die Kovarianzmatrix des Measurement-Noise R beru¨ck-
sichtigt, die einem weißen mittelwertfreien gaußverteilten Rauschprozeß entspricht und
durch die Gleichungen (2.28) und (2.29) beschrieben werden kann.
Verwendet man nun das Kalman-Filter als reinen Parameterscha¨tzer, dann wird die
Zustandsraumdarstellung aus den Gleichungen (5.13) bis (5.16) verwendet, die einer
a¨quivalenten Beschreibung des Regressionsmodells entspricht. Aus der Zustandsraum-
darstellung folgen die Vereinfachungen fu¨r die Zustandsu¨bergangsmatrix und die Steu-
ermatrix:
A = I und B = 0 (5.65)
Fu¨r die Beobachtungsmatrix und die Zusta¨nde gelten folgende Zusammenha¨nge:
C = [−Y k Uk ] und x = [ a1 a2 · · · am b0 b1 · · · bn ]T (5.66)
Weiterhin wird dadurch der Residuen- und Meßvektor des allgemeinen Kalman-Filters
auf den skalaren Fall reduziert. Mit dem dargestellten Verfahren lassen sich die Pa-
rameter des Systems scha¨tzen. Die Kovarianzmatrix des Driving-Noise ist ein Tuning-
Parameter, u¨ber den sich zum einen die Konvergenzgeschwindigkeit der zu scha¨tzenden
Parameter und zum anderen eine Parametervariation von sich zeitlich vera¨ndernden
Parametern beru¨cksichtigen la¨ßt. Dieser Fall wird im folgenden Abschnitt diskutiert
und spa¨ter an einem Beispiel dargestellt. Allerdings kann bei der gewa¨hlten Modellie-
rung die Kovarianzmatrix des Driving-Noise nicht mit einen Eingangsrauschprozeß des
Streckenmodells gleichgesetzt werden, wie dieser Term u¨blicherweise bei Verfahren mit
Kalman-Filter verwendet wird.
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Dadurch ergeben sich Probleme bei auftretenden Rauschprozessen im Bereich des Sy-
stemeingangs, die zu biased Estimates1 fu¨hren ko¨nnen. Zur Lo¨sung dieser Problematik
wird nach der Darstellung der Scha¨tzung zeitvera¨nderlicher Parameter das Kalman-
Filter durch den Hilfsvariablenansatz erweitert.
Scha¨tzung zeitvera¨nderlicher Parameter
Es besteht keine Mo¨glichkeit der direkten Modellierung von zeitlich vera¨nderlichen Pa-
rametern fu¨r die in dieser Arbeit vorgestellten Verfahren mit RML und WRLS.
Dementgegen kann man fu¨r die Realisierung der linearen Regression mit dem vorgestell-
ten LKF-Verfahren das Driving-Noise zur Modellierung der Parametera¨nderungen her-
anziehen. Hierbei kann die Standardabweichung des Kovarianzterms des Driving-Noise
qii fu¨r die Parametera¨nderung ∆θi des jeweiligen Zustandes in einem Abtastintervall
eingesetzt werden.
G ·Q ·GT =


q11 0 · · · 0
0 q22 · · · 0
...
. . .
0 0 · · · qnn

 mit qii = σ2 = ∆θ2i (5.67)
Zeitvariante A¨nderungsgeschwindigkeiten ko¨nnen erfaßt werden, falls es mo¨glich ist, fu¨r
den zu untersuchenden Prozeß eine variable A¨nderungsgeschwindigkeit der Parameter
anzugeben. Weiterhin besteht die Mo¨glichkeit, eine Kopplung der Kovarianzterme mit
der Residuensequenz vorzunehmen, um die Filterkonvergenz zu beschleunigen. Hierzu
werden, wenn der Mittelwert u¨ber eine ausreichende Sequenzla¨nge nicht mittelwertfrei
ist, die Kovarianzterme erho¨ht bzw. bei Mittelwertfreiheit erniedrigt.
Eine zweite Mo¨glichkeit der Modellierung von Parametera¨nderung besteht in der
Einfu¨hrung eines zusa¨tzlichen Zustandes, der als Random-Walk Prozeß durch Gleichung
(5.69) modelliert wird.
x1(k + 1) = x1(k) + x2(k) (5.68)
x2(k + 1) = x2(k) + w2(k) (5.69)
Der Nachteil bei dieser Vorgehensweise ist die Zustandsverdopplung bei einer zeitvari-
anten Modellierung aller Parameter. Allerdings wird durch die Scha¨tzung der A¨nderung
die Genauigkeit gegenu¨ber dem ersten Verfahren erho¨ht und ist bei einer stark unter-
schiedlichen A¨nderungsgeschwindigkeit der Parameter der ersten Variante vorzuziehen.
Hilfsvariablenverfahren
Das Hilfsvariablenverfahren wird eingesetzt, wenn die auftretenden Rauschprozesse am
Eingang sowie am Systemausgang nicht mehr vernachla¨ssigt werden ko¨nnen und wenn
der Einsatz von den vorher dargestellten Parameterscha¨tzern zu Biased Estimates fu¨hrt.
1bias = Verzerrung = Scha¨tzfehler, der aus der Statistik des Scha¨tzverfahrens nicht zu eliminieren ist.
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Fu¨r die Beschreibung der Rauschprozesse wird der Ansatz des Formﬁlters aus Kapitel
2.2.2 verwendet. Dabei wird der erste Spezialfall, der in Gleichung (2.42) beschrieben
wird, eingesetzt. Bei diesem Fall handelt es sich um eine ARMAX-Modellierung, die fu¨r
eine Beschreibung von Rauschgro¨ßen, die in der Na¨he des Eingangs wirken, verwendet
werden kann. Wird der Zusammenhang fu¨r das Gesamtmodell in Gleichung (2.42) als
Diﬀerenzengleichung dargestellt und wird zusa¨tzlich ein Fehler e(k) eingefu¨gt, der fu¨r
die am Ausgang sichtbar werdenden Parameterfehler steht, dann ergibt sich:
y(k) = −
n∑
i=1
ai(k) · y(k − i) +
m∑
i=0
bi(k) · u(k − i)
+
o∑
i=1
ci(k) · w(k − i) + e(k) (5.70)
Die Minimierung des Gu¨tefunktionals, wie in Gleichung (5.11) dargestellt, bezu¨glich des
unbekannten Parametervektors θ kann dann wiederum durch einen Regressionsansatz
gelo¨st werden. Zusa¨tzlich zu den eigentlichen Systemparametern ai und bi sind noch o
weitere Parameter ci des Formﬁlters zu scha¨tzen:
θ = [ a1 · · · an b0 · · · bm c1 · · · co ] (5.71)
Die Beobachtungsmatrix des Regressionsansatzes im Zustandsraum ergibt sich dann zu:
C(k) = [−Y k Uk W k ] (5.72)
mit Y k = [ y(k − 1) · · · y(k − n) ]
Uk = [u(k) · · · u(k −m) ]
W k = [w(k − 1) · · · w(k − o) ]
In der Beobachtungsmatrix steht die Rauschprozeßeingangsgro¨ße w(k) nicht zur Ver-
fu¨gung, d.h. es handelt sich um eine nichtmeßbare Gro¨ße. Eine Mo¨glichkeit zur Mit-
bestimmung der Rauschprozeßgro¨ße stellt das Hilfsvariablenverfahren dar. In diesem
Abschnitt wird das Hilfsvariablenverfahren exemplarisch fu¨r ein Kalman-Filter gezeigt.
Die Vorgehensweise ist wie von Heuwinkel [14] dargestellt gewa¨hlt worden und ist in Ab-
bildung 5.3 in Form eines Blockschaltbilds zu sehen. Das Blockschaltbild kann prinzipiell
in zwei Teilbereiche aufgeteilt werden:
• Kalman-Filter,
• Hilfsvariablenverfahren.
Die Gleichungen des Kalman-Filters (5.59)-(5.64) bleiben unvera¨ndert. Allerdings ist
die in Gleichung (5.72) dargestellte Beobachtungsmatrix zu verwenden. Parallel zum
Kalman-Filter wird das Hilfsvariablenmodell berechnet. Zuna¨chst wird eine Tiefpaßﬁl-
terung des Scha¨tzwerts des Hauptﬁlters durchgefu¨hrt:
xˆ+m(k) = xˆ
+(k − 1) + γ · (xˆ+(k)− xˆ+(k − 1)) (5.73)
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Abbildung 5.3: Hilfsvariablenverfahren mit Kalman-Filter [14]
In Gleichung (5.73) wird folgender Startwertvektor verwendet:
xˆ+m(0) = xˆ
+
0 (5.74)
Die Hilfsvariable yH ergibt sich dann aus der Berechnung der Beobachtungsgleichung:
yH(k) = CH · xˆ+m(k) (5.75)
CH = [−Y kH Uk 0 ] (5.76)
mit Y kH = [ yH(k − 1) · · · yH(k − n) ]
Uk = [u(k) · · · u(k −m) ]
Die Bestimmung der Vergangenheitssequenz des Rauschvektors wird u¨ber die Diﬀerenz
des geﬁlterten Modellwerts zum Systemausgangswert gena¨hert:
wˆ(k) ≈ y(k)− y
H
(k) (5.77)
Der so gewonnene Eingangswert wˆ wird dann dem Kalman-Filter fu¨r die Berechnungen
zur Verfu¨gung gestellt. Als Startwerte fu¨r die Vergangenheitssequenz der Rauschein-
gangsgro¨ße wird der Nullvektor angenommen.
W k = 0 (5.78)
Mit den abgeleiteten Beziehungen und dem angepaßten Kalman-Filter fu¨r Regressions-
aufgaben stehen jetzt die Filtergleichungen fu¨r das Hilfsvariablenverfahren mit LKF zur
Verfu¨gung. Fu¨r die Identiﬁkation des Gesamtmodells muß die Struktur des Formﬁlters
sowie der U¨bertragungsfunktion des Systems bekannt sein.
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5.1.4 Untersuchung der Parameterscha¨tzer
In diesem Unterpunkt wird das Verhalten der drei Verfahren zur linearen Parameteri-
dentiﬁkation mit synthetisch erzeugten Daten untersucht. Fu¨r die Untersuchung wird
das Modell der Wandﬁlmdynamik aus Kapitel 3.4.2 verwendet. Die Parameterwerte des
erweiterten Aquino-Modells sind auf Werte gesetzt worden, die in der Gro¨ßenordnung
des realen Systemverhaltens liegen2.
θAquino = [α β a b c ] = [ 0.975 0.33 0.37 0.32 0.31 ] (5.79)
Fu¨r die Parameteridentiﬁkationsverfahren wird allerdings die a¨quivalente Form der U¨ber-
tragungsfunktion beno¨tigt. Die Parameter der U¨bertragungsfunktion ko¨nnen mit folgen-
den Zusammenha¨ngen bestimmt werden:
b0 = c (5.80)
b1 = a · (1− α) + b · (1− β)− c · (α+ β) (5.81)
b2 = −a · (1− α) · β − b · (1− β) · α+ c · α · β (5.82)
a1 = −(α+ β) (5.83)
a2 = α · β (5.84)
Daraus ergeben sich die folgenden Parameter:
θH(z) = [ a1 a2 b0 b1 b2 ]
= [−1.305 0.320 0.310 −0.149 −0.145 ] (5.85)
Die Eigenschaften der U¨bertragungsfunktion sollen kurz anhand des PN-Schemas3 in
der Abbildung 5.4 erla¨utert werden. Das System besitzt zwei reelle Pole bei x01 = 0.330
und x02 = 0.975, zwei Nullstellen bei xn1 = −0.485 und xn2 = 0.962 und einen direkten
Durchgriﬀ von D = 0.310. Das zu untersuchende System besitzt stabile und kausale
Eigenschaften, da folgende Bedingungen erfu¨llt sind:
x0i < 1 ⇒ Stabilita¨t (5.86)
Za¨hlergrad ≤ Nennergrad ⇒ Kausalita¨t (5.87)
Mit der U¨bertragungsfunktion dieses Systems wurden synthetische Daten erzeugt, mit
denen dann die Parameterscha¨tzverfahren untersucht wurden. In der Abbildung 5.5 ist
das PN-Schema fu¨r den zeitvera¨nderlichen Fall dargestellt. Dabei wurde eine maximale
Parametervariation in den folgenden Grenzen realisiert:
−1.305 ≤ a1 ≤ −1.205 (5.88)
0.320 ≤ a2 ≤ 0.330 (5.89)
0.310 ≤ b0 ≤ 0.320 (5.90)
−0.149 ≥ b1 ≥ −0.159 (5.91)
−0.145 ≥ b2 ≥ −0.155 (5.92)
2Erfahrungswerte aus der Arbeit [11]
3Pol- und Nullstellen-Schema
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Abbildung 5.4: PN-Schema von H(z) fu¨r die verwendete U¨bertragungsfunktion
-1.5 -1 -0.5 0 0.5 1 1.5
Realteil
-1.5
-1
-0.5
0
0.5
1
1.5
Im
ag
in
a¨r
te
il
PS 1: Anfang
PS 2: Anfang
NS 1: Anfang
NS 2: Anfang
PS 1: Ende
PS 2: Ende
NS 1: Ende
NS 2: Ende
Abbildung 5.5: PN-Schema von H(z) fu¨r zeitvera¨nderliche Parameter
Die Startwerte der Parameter in der Abbildung 5.5 entsprechen den Werten links des
ersten Ungleichungszeichen, die Endwerte entsprechend den Werten rechts des zweiten
Ungleichungszeichen. Auch fu¨r den zeitvera¨nderlichen Fall sind die Systemeigenschaften
wiederum stabil und kausal. Es gelten die Bedingungen aus den Ungleichungen (5.86)
und (5.87).
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Ideales Streckenverhalten
Zuerst wird die Funktionalita¨t und die Eigenschaften der vorher dargestellten Scha¨tz-
verfahren anhand synthetischer Daten fu¨r ein idealisiertes Streckenverhalten bei gleichen
Startwerten gezeigt.
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Abbildung 5.6: Parameterscha¨tzverlauf fu¨r ideales Streckenverhalten
Alle drei Verfahren konvergieren zu den wahren Parameterwerten. Allerdings kann man
aus den Scha¨tzverla¨ufen in Abbildung 5.6 sehen, daß die Konvergenzgeschwindigkeit un-
terschiedlich hoch ist. Das langsamste Verfahren ist das RML-Verfahren mit u¨ber 200
Zyklen, gefolgt vom RLS-Verfahren mit mehr als 40 Zyklen.
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Das LKF-Verfahren u¨berzeugt durch seine schnelle Konvergenz von weniger als 10 Zy-
klen. Der Grund fu¨r die niedrigere Konvergenzgeschwindigkeit beim RML-Verfahren ist
auf die zusa¨tzliche Scha¨tzung der Formﬁlterparameter ci in Gleichung (5.22) zuru¨ck-
zufu¨hren. Erst nach der Konvergenz der Formﬁlterparameter ko¨nnen die zu scha¨tzenden
Parameter der U¨bertragungsfunktion konvergieren.
Reales Streckenverhalten
Bei auftretenden Rauschprozessen wird der Ein-/Ausgangszusammenhang durch die
u¨berlagerten Rauschprozesse am Eingang bzw. am Ausgang verfa¨lscht, siehe Abbildung
2.1.
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Abbildung 5.7: Parameterscha¨tzverlauf bei auftretendem Ausgangsrauschprozeß
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Dies fu¨hrt zu Identiﬁkationsfehlern, die sich durch biased Estimates bis hin zur Filter-
divergenz bemerkbar machen.
Zuerst wird der Einﬂuß einer Ausgangsrauschgro¨ße und anschließend der Einﬂuß einer
Eingangsrauschgro¨ße jeweils unabha¨ngig mit synthetischen Daten untersucht.
Ausgangsrauschgro¨ße:
Die Ausgangsrauschgro¨ße wurde als weißer gaußverteilter mittelwertfreier Rauschprozeß
mit folgender Varianz modelliert:
E {v(k) · v(k)} = σ2 = 3 · 10−3 (5.93)
Die beiden Verfahren LKF und RML schneiden besser als das WRLS-Verfahren ab. Der
Grund hierfu¨r liegt in der Tatsache, daß beim Kalman-Filter u¨ber das Measurement-
Noise der Ausgangsrauschprozeß mitmodelliert wird. Das RML-Verfahren entha¨lt ein
Formﬁlter und kann somit den Ausgangsrauschprozeß durch das Modell erfassen.
Dementgegen ist das WRLS-Verfahren nicht in der Lage, den Ausgangsrauschprozeß
richtig zu erfassen. Dies fu¨hrt zu biased Estimates in den zu scha¨tzenden Parametern,
wie in Abbildung 5.7 zu sehen ist.
Die Konvergenzgeschwindigkeit ist wiederum beim LKF-Verfahren am ho¨chsten, das
schon nach weniger als 10 Zyklen eingeschwungen ist. Das RML-Verfahren beno¨tigt
wiederum mehr als 200 Zyklen, um die Endwerte zu erreichen. Die Abbildung zeigt al-
lerdings nur einen Ausschnitt von den ersten 100 Zyklen.
Eingangsrauschgro¨ße:
In diesem Abschnitt wird das Verhalten bei auftretenden Eingangsrauschprozessen unter-
sucht. Die Eingangsrauschgro¨ße wurde als weißer gaußverteilter mittelwertfreier Rausch-
prozeß mit folgender Varianz modelliert:
E {w(k) · w(k)} = σ2 = 1 · 10−2 (5.94)
Das WRLS-Verfahren zeigte divergentes Verhalten und wird in der dargestellten Abbil-
dung 5.8 nicht gezeigt.
Das LKF-Verfahren wird als Parameterscha¨tzer eingesetzt und kann den Eingangs-
rauschprozeß nicht, wie beim Kalman-Filter u¨blich, durch die Driving-Noise Kovarianz-
matrix darstellen, da der Regressionsansatz verwendet wird. Die Folge hiervon ist, daß
das Verfahren biased Estimates liefert, wie in der Abbildung 5.8 zu sehen ist.
Nur das RML-Verfahren kann die wahren Parameter scha¨tzen und konvergiert nach 400
Zyklen. Der Grund hierfu¨r liegt in dem implementierten Formﬁlteransatz in ARMAX-
Struktur, der besonders fu¨r auftretende Rauschprozesse in Eingangsna¨he geeignet ist
(siehe Gleichung (2.42)).
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Abbildung 5.8: Parameterscha¨tzverlauf bei auftretendem Eingangsrauschprozeß
Das Verhalten des LKF-Verfahrens kann durch die Beru¨cksichtigung der Rauschprozesse
verbessert werden. Dies fu¨hrt dann auf den Hilfsvariablenansatz aus Kapitel 5.1.3 hin,
dessen Ergebnisse im na¨chsten Unterpunkt dargestellt werden.
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Hilfsvariablenansatz fu¨r starke Ein- und Ausgangsrauschprozesse
Zuerst wird gezeigt, daß der Nachteil des nicht mitmodellierten Rauscheingangspro-
zesses bei der Verwendung des LKF-Verfahrens als reiner Parameterscha¨tzer mit dem
Regressionsansatz durch den Einsatz des Hilfsvariablenverfahrens (HV) beseitigt wird.
Die Ergebnisse des LKF-Verfahrens sind in der Abbildung 5.9 gegenu¨bergestellt.
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Abbildung 5.9: Gegenu¨berstellung des Parameterscha¨tzverlaufs fu¨r ein LKF mit und
ohne HV
Der Rauschprozeß ist wie in Gleichung (5.94) im vorherigen Beispiel eingestellt. Wie zu
sehen ist, konvergiert das LKF mit HV nach 30 Zyklen. Im Gegensatz dazu erzeugt das
LKF, wie auch in Abbildung 5.8 dargestellt, biased Estimates.
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In der Abbildung 5.10 ist das Verhalten des LKF mit HV dem RML-Verfahren bei einem
farbigem Rauschprozeß am Systemausgang gegenu¨bergestellt.
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Abbildung 5.10: Parameterscha¨tzverlauf bei farbigem Rauschprozeß
In den ersten fu¨nf Diagrammen sind die Scha¨tzwerte der Parameter aufgefu¨hrt. Im sech-
sten Diagramm ist der Scha¨tzwert des Hilfsvariablenverfahrens fu¨r den Ausgangsrausch-
prozeß W k dem wahren Wert gegenu¨bergestellt.
Das Hilfsvariablenverfahren mit LKF zeichnet sich durch ein schnelles Konvergieren nach
50 Zyklen aus. Das RML-Verfahren beno¨tigt im Gegensatz dazu mehr als 500 Zyklen.
Wie aus dem Scha¨tzverlauf im Diagramm 6 in der Abbildung 5.10 ersichtlich wird, kann
der farbige Rauschprozeß sehr gut durch den Hilfsvariablenansatz mit LKF gescha¨tzt
werden.
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Zeitvera¨nderliche Parameter
Fu¨r die Untersuchung der Scha¨tzung zeitvarianter Parameter sind synthetische Daten
erzeugt worden, die im Bereich der Ungleichungen (5.88)-(5.92) variiert werden.
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Abbildung 5.11: Parameterscha¨tzverhalten bei zeitvera¨nderlichen Parametern
Fu¨r das Scha¨tzen zeitvera¨nderlicher Parameter ist das Verfahren nach dem RLS- und
dem RML-Prinzip nicht geeignet. Das RLS-Verfahren fu¨hrt zu divergentem Verhalten.
Das RML-Verfahren schwingt fu¨r den konstanten Bereich, kleiner 1000 Zyklen, ein, kann
allerdings den spa¨teren Parametera¨nderungen nicht folgen und liefert biased Estimates.
Als geeignete Verfahren stellen sich das LKF und das LKF mit Zustandsverdopplung
(ZVD) aus Unterpunkt 5.1.3 heraus.
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Der Verlauf der wahren Parameterwerte ist in der Abbildung 5.11 mit den Scha¨tzergeb-
nissen dargestellt. In der Abbildung 5.12 sind die Parametera¨nderungen den Scha¨tzergeb-
nissen der Parametera¨nderungen des Verfahrens mit Zustandsverdopplung gegenu¨berge-
stellt.
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Abbildung 5.12: Parametera¨nderungsscha¨tzverlauf bei zeitvera¨nderlichen Parametern
Das Verfahren mit LKF und ZVD, das als Parameter- und Zustandsscha¨tzer arbeitet,
liefert sehr gute Ergebnisse. Der Grund hierfu¨r liegt in dem zusa¨tzlichen Zustand fu¨r
die Parametera¨nderungen dai und dbi. Die Ergebnisse des reinen Parameterscha¨tzers
mit Kalman-Filter sind etwas schlechter. Bei schnellvera¨nderlichen Parametern ist das
Verfahren mit ZVD dem reinen Parameterscha¨tzer mit LKF vorzuziehen.
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5.1.5 Zusammenfassung der linearen Parameterscha¨tzverfahren
Diese Zusammenfassung ist in zwei Teile gegliedert. Im ersten werden die eingesetzten
Verfahren der linearen Parameterscha¨tzung gegenu¨bergestellt und diskutiert. Im zwei-
ten Teil werden die Eigenschaften, die bei der Untersuchung mit synthetischen Daten
festgestellt worden sind, zusammengefaßt.
Gegenu¨berstellung des RML-, WRLS- und LKF-Verfahrens
WRLS-Verfahren:
Die Versta¨rkung L wird wie beim Kalman-Filter in Gleichung (5.61) bestimmt. Aller-
dings tritt anstelle des Measurement-Noise R der Forgetting-Faktor λ. Die Bestimmung
erfolgt nicht wie beim Kalman-Filter u¨ber den Zwischenschritt einer Pra¨diktionsfehlerko-
varianz in Gleichung (5.60), sondern wird direkt durch den Zusammenhang in Gleichung
(5.58) ermittelt. Daher besitzt das WRLS-Verfahren keine Mo¨glichkeit, Rauschprozesse
zu beru¨cksichtigen. Treten bei der Anwendung Rauschprozesse auf, fu¨hrt dies zu biased
Estimates bis hin zur Filterdivergenz.
LKF-Verfahren:
Unsicherheiten in der Messung ko¨nnen im Gegensatz zum WRLS-Verfahren durch die
Kovarianzmatrix des Measurement-Noise mitmodelliert werden. Die Kovarianzmatrix
des Driving-Noise in Gleichung (5.60) kann nicht wie beim normalen Verfahren des
Kalman-Filters als Parameter zur Modellierung des Eingangsrauschprozesses verstan-
den werden, da in den Zusta¨nden die zu scha¨tzenden Parameter und in der Beobach-
tungsmatrix der dynamische Anteil des Systems stecken, siehe Gleichung (5.66). Durch
die Aufteilung der Berechnung der neuen Scha¨tzwerte in das Time-Update und das
Measurement-Update zeichnet sich das Filter spa¨ter mit richtig eingestelltem Parameter
fu¨r das Measurement-Noise durch ein sehr gutes Konvergenzverhalten aus. Der Berech-
nungsaufwand ist allerdings gro¨ßer als beim RLS-Verfahren.
RML-Verfahren:
Das RML-Verfahren ist das rechenzeitintensivste Verfahren. Der Grund hierfu¨r liegt zum
einen an der Bestimmung der Ableitungen in Gleichung (5.40)-(5.42) und zum anderen
an der Zustandsraumerweiterung in Gleichung (5.22) um den Fehlervektor e. Das Ver-
fahren beru¨cksichtigt den Einﬂuß des Fehlers auf den Regressionsansatz durch ein Form-
ﬁlter, siehe Gleichungen (5.19) und (5.20). Das Verfahren besitzt aus diesem Grund sehr
gute Eigenschaften fu¨r stark verrauschte Ein- bzw. Ausgangssignale. Allerdings kann die
Bestimmung der Ordnung des Formﬁlters nur im Rechnerdialog mit Ordnungserho¨hung
erfolgen.
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Eigenschaften der untersuchten Verfahren
In der Tabelle 5.1 sind die wesentlichen Eigenschaften der Parameterscha¨tzverfahren
aus den vorangegangenen Untersuchungen gegenu¨bergestellt. Aus der Bewertung der
gegenu¨bergestellten Verfahren wird eindeutig ersichtlich, daß das Verfahren mit LKF
hinsichtlich vieler Einsatzmo¨glichkeiten die besten Fa¨higkeiten besitzt. Fu¨r auftretende
Eingangsrauschprozesse kann das LKF-Verfahren durch den Hilfsvariablenansatz erwei-
tert werden, um diese im Modellansatz zu beru¨cksichtigen.
WRLS RML LKF LKF mit HV
Konvergenz-
geschwindigkeit + - +++ +
Konvergenz-
verhalten - - - ++ +++ +++
zeitvera¨nderliche
Parameter - - - - - +++ /
Ausgangs-
Rauschprozeß - - - +++ +++ +++
Eingangs-
Rauschprozeß - - - ++ - - +++
Farbige
Rauschprozesse - - - ++ + +++
+ + +=ˆsehr gut, + + =ˆgut, +=ˆbefriedigend, −=ˆschlecht, −− =ˆsehr schlecht, −−− =ˆungenu¨gend und /=ˆnicht bewertbar
Tabelle 5.1: Merkmale linearer Parameterscha¨tzer
Als Nachteil all dieser Verfahren ist herauszustellen, daß immer alle Parameter der U¨ber-
tragungsfunktion gescha¨tzt werden mu¨ssen und daß das Zustandsraummodell immer in
einer Normalform vorliegen muß, d. h. die urspru¨ngliche Zustandsraummodellierung muß
ggf. transformiert werden.
Allerdings sind in realen Anwendungen oft weniger Parameter unbekannt als die Anzahl
von Parametern der U¨bertragungsfunktion. Die physikalische Modellierung einer Pro-
blemstellung fu¨hrt normalerweise auf keine Normaldarstellung im Zustandsraum.
In einem Zustandsraummodell mit physikalischen Parametern kann das Auftreten von
physikalisch mo¨glichen Werten leichter u¨berpru¨ft und das Identiﬁzieren von nichtphysi-
kalischen Werten verhindert werden. Dementgegen ist erst nach der Ru¨cktransformation
die U¨berpru¨fung auf physikalisch sinnvolle Werte mo¨glich und ein Filtereingriﬀ erst nach
konvergentem Filterverlauf realisierbar.
Aus diesem Grund wird im na¨chsten Unterpunkt die Parameter- und Zustandsscha¨tzung
in beliebigen, gegebenen Zustandsraumdarstellungen na¨her betrachtet.
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Nach der Darstellung der reinen Parameterscha¨tzverfahren werden in diesem Unterpunkt
die linearen Parameter- und Zustandsscha¨tzer dargestellt. In der Abbildung 5.13 sind
die spa¨ter diskutierten Verfahren aufgefu¨hrt.
Lineare Parameter- und
Zustandsscha¨tzer
Extended
Kalman-Filter
Adaptive
Verfahren
Zeitdiskrete
Darstellung
Kontinuierliche
Darstellung
Kalman-Filter mit
Maximum-Likelihood
Nonnlinear
Least-Squares
Bayes
Verfahren
Abbildung 5.13: Lineare Parameter- und Zustandsscha¨tzverfahren
Ausgangspunkt bei der linearen Parameter- und Zustandsscha¨tzung ist eine lineare Zu-
standsraumbeschreibung fu¨r das Modellverhalten, das in den Gleichungen (2.30) und
(2.31) fu¨r den kontinuierlichen und in den Gleichungen (2.32) und (2.33) fu¨r den zeit-
diskreten Fall dargestellt ist, vorliegt.
Beﬁnden sich nun unbekannte Parameter in der Steuermatrix B, der Zustandsu¨bergangs-
matrix F bzw. A, mu¨ssen diese wa¨hrend der Zustandsscha¨tzung mitbestimmt werden.
Unbekannte Parameter in der Beobachtungsmatrix C sollen hier nicht betrachtet wer-
den, da das zu untersuchende Verfahren bei gleichzeitigem Auftreten von unsicheren
Parametern in der Beobachtungs- und Zustandsu¨bergangsgleichung durch die Beobach-
tung des Meßvektors nicht unterscheiden kann, welche die Ursache fu¨r die auftretenden
Fehler sind. Dies fu¨hrt zu falschen Scha¨tzergebnissen durch die Mehrdeutigkeit der In-
formationsauswertung bzw. sehr schlechtem Konvergenzverhalten.
Aus diesem Grund wird bei der Modellierung darauf geachtet, daß das Auftreten unsi-
cherer Parameter in der Beobachtungsmatrix C vermieden wird. Im folgenden werden
fu¨r diesen Fall die Filtergleichungen abgeleitet.
Fu¨r den interessierten Leser sind von Hart [13] die Gleichungen fu¨r den Fall des Auftre-
tens von unbekannten Parametern in den Matrizen A, B bzw. F sowie C dargestellt.
Die Zustandsraumdarstellungen aus Kapitel 2.2.1 fu¨hren zu folgenden Darstellungen mit
der zusa¨tzlichen Abha¨ngigkeit der zu scha¨tzenden Parameter θ:
Kontinuierliches Modell:
x˙(t) = F (θ) · x(t) +B(θ) · u(t) +G · w(t) (5.95)
y(t) = C · x(t) + v(t) (5.96)
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Zeitdiskretes Modell:
x(k) = A(θ) · x(k − 1) +B(θ) · u(k − 1) +G · w(k − 1) (5.97)
y(k) = C · x(k) + v(k) (5.98)
Die gleichzeitige Parameter- und Zustandsscha¨tzung kann zum einen mit einem Exten-
ded Kalman-Filter (EKF) fu¨r die direkte Parameter- und Zustandsscha¨tzung oder zum
anderen indirekt durch ein adaptives Verfahren parallel zur Zustandsscha¨tzung durch-
gefu¨hrt werden, siehe Abbildung 5.13. Im Unterpunkt 5.2.1 soll das EKF fu¨r kontinu-
ierliche sowie zeitdiskrete Ausgangsgleichungen dargestellt werden. Im anschließenden
Unterpunkt 5.2.2 werden die adaptiven Verfahren betrachtet. Abschließend wird das
EKF den adaptiven Verfahren anhand eines Beispiels gegenu¨bergestellt und bewertet.
5.2.1 Extended Kalman-Filter
Bei der Vorgehensweise mit EKF werden die unbekannten Parameter θ als neue Zusta¨nde
in die Zustandsraumdarstellung eingefu¨hrt. Dabei wird ein vergro¨ßerter Zustandsvektor
mit den Zusta¨nden und den Parametern gebildet:
xa = [x1 x2 · · · xn θ1 · · · θi ]T (5.99)
Dadurch entsteht automatisch eine nichtlineare Zustandsraumbeschreibung, die mit ei-
nem EKF gelo¨st werden kann. Fu¨r Problemstellungen, bei denen ein zeitdiskretes oder
ein kontinuierliches Zustandsraummodell vorliegen, siehe Gleichungen (5.95)-(5.97), er-
geben sich zwei unterschiedliche EKF. Diese sind von Krebs [17] dargestellt worden und
werden in den na¨chsten beiden Abschnitten vorgestellt.
Zeitdiskrete Modelldarstellung
Ausgehend von der in Kapitel 2.2.1 dargestellten nichtlinearen stochastischen zeitdis-
kreten allgemeinen Modelldarstellung ergibt sich folgende nichtlineare Zustandsraumbe-
schreibung, wenn fu¨r die unbekannten Parameter neue Zusta¨nde eingefu¨hrt werden und
diese sowohl in der Zustandsraumgleichungen als auch in den Beobachtungsgleichungen
auftreten:
xa(k) = f[xa(k − 1), u(k − 1), k − 1] +G · w(k − 1) (5.100)
y(k) = h[xa(k), k] + v(k) (5.101)
mit xa = [x1 x2 · · · xn θ1 · · · θi ]T (5.102)
Der Grund fu¨r die Betrachtung unsicherer Parameter in der Beobachtungsmatrix C
ist, daß das allgemeine EKF fu¨r spa¨tere Anwendungen abgeleitet werden soll. Bei der
weiteren Herleitung wird statt des vergro¨ßerten Zustandsvektors xa der einfache Zu-
standsvektor x verwendet.
86
5.2 Parameter- und Zustandsscha¨tzung
Zur Bestimmung der Pra¨diktion sowie der Pra¨diktionsfehlerkovarianz im Time-Update
werden die folgenden bedingten Erwartungswerte in der Gleichung (5.100) gebildet:
E
{
x(k)/Y k−1
}
und E
{[
x(k)− xˆ−(k)] · [x(k)− xˆ−(k)]T /Y k−1}
Daraus ergibt sich der Pra¨diktionsscha¨tzwert und die Pra¨diktionsfehlerkovarianz:
xˆ−(k) = E
{
f[x(k − 1), u(k − 1), k − 1]/Y k−1}+ E{w(k − 1)/Y k−1} (5.103)
P−(k) = E
{[
x(k)− xˆ−(k)]︸ ︷︷ ︸
=e−(k)
· [x(k)− xˆ−(k)]T /Y k−1} (5.104)
Der zweite Term in Gleichung (5.103) ist aufgrund der Unkorreliertheit des Driving-
Noise Prozesses sowie der Mittelwertfreiheit des weißen Gaußprozesses null. Zur Lo¨sung
der Erwartungswertbildung des ersten Terms in Gleichung (5.103) fu¨hrt man nun eine
Taylorreihenapproximation des nichtlinearen Zustandsraummodells um die Nominaltra-
jektorie der Filterscha¨tzwerte xˆ+k−1 durch. Das fu¨hrt dann auf folgenden Zusammenhang:
f[xk−1, uk−1, k − 1] = f[x, uk−1, k − 1]
∣∣∣
x=xˆ+k−1
+ F˜ · [xk−1 − xˆ+k−1] + · · · (5.105)
mit F˜ =
∂f[x, uk−1, k − 1]
∂x
∣∣∣
x=xˆ+k−1
(5.106)
Wird die Taylorreihenentwicklung nach dem zweiten Term abgebrochen und der bedingte
Erwartungswert gebildet, dann ergibt sich mit Gleichung (5.103):
xˆ−(k) := E
{
f[xk−1, uk−1, k − 1]/Y k−1
}
= f(x, uk−1, k − 1)
∣∣∣
x=xˆ+k−1
+ F˜ · E{xk−1 − xˆ+k−1}︸ ︷︷ ︸
=0
(5.107)
Dabei verschwindet der zweite Term aufgrund der Erwartungswerttreue des Minimal-
Varianz-Scha¨tzwerts. So erha¨lt man fu¨r den Pra¨diktionsscha¨tzwert die folgende Form:
xˆ−(k) = f[x, uk−1, k − 1]
∣∣∣
x=xˆ+k−1
(5.108)
Wird der Pra¨diktionsfehler e− aus Gleichung (5.104) mit dem Pra¨diktionsscha¨tzwert aus
(5.108) und dem Zusammenhang fu¨r x(k) aus (5.100) berechnet, ergibt sich:
e−(k) = x(k)− xˆ−(k)
= f[xk−1, uk−1, k − 1] +G · wk−1 − f[x, uk−1, k − 1]
∣∣∣
x=xˆ+k−1
(5.109)
Wird nun die Taylorreihenentwicklung aus Gleichung (5.105) bis zum zweiten Term als
Na¨herung fu¨r den ersten Term in Gleichung (5.109) eingesetzt, dann ergibt sich:
e−(k) ≈ F˜ · [xk−1 − xˆ+k−1] +G · wk−1 = F˜ · e+k−1 +G · wk−1 (5.110)
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In dieser Gleichung entspricht e+ dem Fehler des Filterscha¨tzwerts. Mit diesem Zusam-
menhang kann man nun die Pra¨diktionsfehlerkovarianz in Gleichung (5.104) bestimmen.
Dabei sind alle Erwartungswerte von Mischtermen der Komponente des Driving-Noise
und des ersten Terms in Gleichung (5.110) wegen der Unkorreliertheit des Rauschpro-
zesses gleich dem Nullvektor. Daraus folgt dann der Zusammenhang fu¨r die Pra¨diktions-
fehlerkovarianz fu¨r ein Filter erster Ordnung:
P−(k) = E
{
e−k · e−k T
}
= E
{
F˜ · e+k−1 · e+k−1T · F˜ T
}
+ E
{
G · wk−1 · wk−1T ·GT
}
(5.111)
= F˜ · P+(k − 1) · F˜ T +G ·Q(k − 1) ·GT (5.112)
Nach der Ableitung des Pra¨diktionsscha¨tzwerts in Gleichung (5.108) und der Pra¨diktions-
fehlerkovarianz in Gleichung (5.112) ko¨nnen die Gleichungen des Kalman-Filters fu¨r den
nichtlinearen zeitdiskreten Fall mit den Gleichungen fu¨r das lineare Kalman-Filter im
Kapitel 5.1.3, dargestellt in den Gleichungen (5.59)-(5.62), erga¨nzt werden. Anstatt der
Beobachtungsmatrix C wird die A¨nderung des nichtlinearen Zusammenhangs in Form
der partiellen Ableitung ersetzt.
C = H˜ ≈ ∂h[x, k]
∂x
∣∣∣
x=xˆ−k
(5.113)
Daraus ergeben sich dann folgende Filtergleichungsberechnungen:
Time-Update:
xˆ−(k) = f[x, u(k − 1), k − 1]|x=xˆ+k−1 (5.114)
P−(k) = F˜ · P+(k − 1) · F˜ T +G ·Q(k − 1) ·GT (5.115)
K(k) = P−(k) · H˜T ·
[
H˜ · P−(k) · H˜T +R(k)
]−1
(5.116)
Measurement-Update:
xˆ+(k) = xˆ−(k) +K(k) · r(k) (5.117)
r(k) = y(k)− h[x, k]|x=xˆ−k (5.118)
D(k) = I −K(k) · H˜ (5.119)
P+(k) = P−(k)−K(k) · H˜ · P−(k) (5.120)
= D(k) · P−(k) ·D(k)T −K(k) ·R(k) ·K(k)T (5.121)
mit F˜ =
∂f[x, u(k − 1), k − 1]
∂x
∣∣∣
x=xˆ+k−1
und H˜ =
∂h[x, k]
∂x
∣∣∣
x=xˆ−k
(5.122)
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Die dargestellten Filtergleichungen entsprechen einem nichtlinearen zeitdiskreten
Kalman-Filter mit einer Approximation erster Ordnung, d.h. die Taylorreihe in Glei-
chung (5.105) wurde nach dem ersten Glied abgebrochen. Filter ho¨herer Ordnung sind
denkbar, allerdings steigt der Berechnungsaufwand erheblich und das Konvergenzverhal-
ten wird schlechter. Aus diesen Gru¨nden werden in dieser Arbeit Filter ho¨herer Ordnung
nicht betrachtet.
Kontinuierliche Modelldarstellung
Die Besonderheit des Extended Kalman-Filters fu¨r eine kontinuierliche Modelldarstel-
lung ist, daß das Zustandsraummodell im Gegensatz zur zeitdiskreten Darstellung kon-
tinuierlich vorliegt. Der Grund fu¨r eine zeitkontinuierliche Beschreibung liegt daran, daß
fu¨r nichtlineare Diﬀerentialgleichungen keine analytischen homogenen Lo¨sungen zu ﬁn-
den sind und somit eine Transformation in eine zeitdiskrete Beschreibung nicht mo¨glich
ist. Das Beobachtungsmodell liegt wie beim vorherigen Unterpunkt zeitdiskret vor. Dar-
aus ergibt sich die folgende nichtlineare stochastische Zustandsraumdarstellung mit den
in Kapitel 2.2.1 abgeleiteten Eigenschaften der weißen Rauschprozesse w und v. Der
Zustandsvektor x ist der um die unsicheren Parameter erweiterte Vektor xa aus (5.99):
x˙(t) = f[x(t), u(t), t] +G(t) · w(t) (5.123)
y(ti) = h[x(ti), ti] + v(ti) (5.124)
Die Funktion f ist eine nichtlineare vektorielle Funktion in Abha¨ngigkeit der Zeit t, dem
Eingangsvektor u(t) und den Zustandsgro¨ßen x(t). Hierin sind das Driving-Noise w(t)
und das Measurement-Noise v(ti) unkorellierte mittelwertfreie weiße Gaußprozesse, wie
in Kapitel 2.2.1 dargestellt. Fu¨r den kontinuierlichen Fall mu¨ssen die Pra¨diktionsfehler-
kovarianz und der Pra¨diktionsscha¨tzwert neu bestimmt werden. Die Pra¨diktion wird als
formale Integration u¨ber den linearisierten Arbeitspunkt folgendermaßen ermittelt:
xˆ−(ti+1) =
∫ ti+1
ti
f[xˆ(t/ti), u(t), t]dt+ x(ti) mit x(ti) = xˆ
+(ti) (5.125)
Die Bestimmung der Pra¨diktionsfehlerkovarianz wird durch die formale Integration im
linearisierten Arbeitspunkt realisiert:
P−(ti+1) =
∫ ti+1
ti
P˙ (t/ti) · dt+ P (ti) mit P (ti) = Pˆ+(ti) (5.126)
Das in der Gleichung (5.126) enthaltene Diﬀerential P˙ (t/ti) berechnet sich durch:
P˙ (t/ti) = F˜ (t, xˆ(t/ti)) · P (t/ti) + P (t/ti) · F˜ (t, xˆ(t/ti))T +G ·Q(t) ·GT (5.127)
Die Matrix F˜ stellt eine Linearisierung der Funktion f um einen Arbeitspunkt dar und
wird nach folgender Vorschrift bestimmt:
F˜ (t, xˆ(t/ti)) =
∂f[x(t), u(t), t]
∂x
∣∣∣
x(t)=xˆ+(t/ti)
(5.128)
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Der gesamte Filterablauf fu¨r den kontinuierlichen Fall kann dann mit den Filtergleichun-
gen der zeitdiskreten Darstellung der Gleichungen (5.114)-(5.122) dargestellt werden.
Allerdings werden die Gleichungen fu¨r den Pra¨diktionsscha¨tzwert und der Pra¨diktions-
fehlerkovarianz durch die dargestellten Gleichungen (5.125) und (5.126) ersetzt.
5.2.2 Adaptive Parameter- und Zustandsscha¨tzer
Im Gegensatz zu der Vorgehensweise mit EKF wird beim adaptiven Ansatz die Darstel-
lung des Zustandsraummodells beibehalten und die Aufgabe in eine Zustandsscha¨tzung
und eine u¨berlagerte adaptive Parameterscha¨tzung aufgeteilt. Das Zustandsraummodell
ist bis auf einige unbekannte Parameter in A, B, Q und R gegeben. Diese zu scha¨tzenden
Parameter werden in dem Vektor θ zusammengefaßt. Die gesuchten Parameter vera¨ndern
sich nur langsam im Vergleich zu der Vera¨nderung der Zustandsvariablen. Da der Ent-
wickler meist nur unzula¨ngliche Informationen u¨ber die Verteilungsdichtefunktionen der
unbekannten Parameter besitzt, sollten keine statistischen a priori Kenntnisse des Pa-
rametervektors erforderlich sein. Allerdings ist es sehr oft mo¨glich, einen Wertebereich
fu¨r den Parametervektor anzugeben. Die ga¨ngigen Verfahren sind in der Abbildung 5.13
dargestellt:
• Bayes-Verfahren,
• Nonlinear Least-Squares (NLLS),
• Kalman-Filter mit u¨berlagertem Maximum-Likelihood (KF mit ML).
Alle drei Verfahren sind in der Lage, Parameter in allen Systemmatrizen zu scha¨tzen.
Das Bayes-Verfahren beno¨tigt die Verteilungsdichtefunktion des Parametervektors als a
priori Wissen und erfu¨llt somit die Anforderungen fu¨r den Scha¨tzalgorithmus nicht. Die
Annahme der Verteilungsdichtefunktion fu¨hrt dazu, daß keine Aussage u¨ber die Optima-
lita¨t des Filters gemacht werden kann. Außerdem ist zur Scha¨tzung der Parameter die
Lo¨sung eines Integrals u¨ber den gesamten Realisationsbereich erforderlich. Diese Tatsa-
che fu¨hrt zu einem sehr hohen Rechenaufwand, wenn keine vereinfachenden Annahmen
eingefu¨hrt werden. Aus den aufgefu¨hrten Gru¨nden wird das Bayes-Verfahren nicht ein-
gesetzt und es wird auf eine detaillierte Beschreibung verzichtet. Fu¨r den interessierten
Leser wird auf Hart [13] und Ziegler [32] verwiesen.
Das NLLS-Verfahren und das Verfahren mit KF und u¨berlagertem ML verfolgen den-
selben Ansatz bei der adaptiven Scha¨tzung der Parameter. Allerdings wird beim ersten
Verfahren zur Zustandsscha¨tzung ein Least-Squares Algorithmus und beim zweiten ein
Kalman-Filter Algorithmus eingesetzt. Unter dem Gesichtspunkt der Optimalita¨t der
Scha¨tzwerte wird dem Kalman-Filter als Zustandsscha¨tzer der Vorrang gegeben. Fu¨r
den interessierten Leser ist das NLLS-Verfahren in [19] zu ﬁnden. Im Anschluß wird
das verwendete Verfahren mit Kalman-Filter und u¨berlagertem Maximum-Likelihood
fu¨r die Parameter- und Zustandsscha¨tzung, das von Maybeck [22] dargestellt worden
ist, vorgestellt.
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Verfahren nach dem Maximum-Likelihood Prinzip
Ein Verfahren zur gleichzeitigen Scha¨tzung der Zusta¨nde x und des Parametervektors θ
aus einer Meßwertreihe Y k ist das Maximum-Likelihood Verfahren. Es maximiert eine
Likelihood-Funktion in Abha¨ngigkeit der unbekannten Parameter.
∂L[Θ(k), Y k]
∂Θ
∣∣∣∣
Θ(k)=Θˆ(k)
= 0T (5.129)
Hierin besteht der Vektor Θ(k) als vergro¨ßerter Vektor aus der n-dimensionalen Partition
der Zusta¨nde und einer p-dimensionalen Partition von Parametern.
Θ = [x1 · · · xn θ1 · · · θp ] (5.130)
Die Parameter ko¨nnen Bestandteile von A, B, Q und R sein. Wenn ein erwartungstreu-
er Scha¨tzwert mit endlicher Kovarianz existiert, so daß kein anderer erwartungstreuer
Scha¨tzwert mit geringerer Kovarianz vorhanden ist, kann dieser immer durch das ML-
Verfahren gefunden werden. Das ML-Verfahren liefert dann eine singula¨re Lo¨sung, die
dem erwartungstreuen Scha¨tzwert entspricht. Unter sehr allgemeinen Bedingungen hat
das ML-Verfahren eine Lo¨sung, die mit steigender Anzahl von Meßwerten zum wahren
Wert konvergiert. Ein großer Nachteil des Maximum-Likelihood Verfahrens ist, daß kei-
ne theoretischen Kenntnisse fu¨r Scha¨tzwerte von kleinen Meßreihen existieren, aber fu¨r
diese wird der Scha¨tzwert immer noch asymptotisch optimal sein und gewo¨hnlich einen
gute Scha¨tzung fu¨r kleine Meßwertreihenla¨ngen liefern.
Bestimmung der Likelihood-Funktion
Die Likelihood-Funktionen stellen bedingte Verteilungsdichtefunktionen aus der Zufalls-
variable x(k), der Meßwertgeschichte Y k und dem Parametervektor θ dar. Es ist aus
der Vielzahl mo¨glicher bedingter Verteilungsdichtefunktion fu¨r die Likelihood-Funktion
diese gewa¨hlt worden, die den Parametervektor θ nur als Bedingung entha¨lt.
Diese Verteilungsdichtefunktion besitzt den Vorteil, daß keine a priori Kenntnisse er-
forderlich sind, da der Parametervektor nur als Bedingung auftritt. Zur Bestimmung
der Verteilungsdichtefunktion muß diese soweit umgeformt werden, daß sie nur bekannte
Komponenten entha¨lt. In den folgenden Berechnungen werden die Argumente der Ver-
teilungsdichtefunktionen aus U¨bersichtlichkeitsgru¨nden weggelassen. Mit dem Satz von
Bayes und seiner k-maligen Anwendung kann man die gewa¨hlte Verteilungsdichtefunkti-
on der Likelihood-Funktion in eine Produktschreibweise der folgenden Form u¨berfu¨hren:
L
[
Θ(k), Y k
]
= fx(k),Yk/θ(ξ, Y
k/ϑ)
=
fx(k),Yk,θ · fYk,θ
fθ · fYk,θ
= fx(k)/Yk,θ · fYk/θ (5.131)
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=
fx(k)/Yk,θ · fy(k),Yk−1,θ · fYk−1,θ
fθ · fYk−1,θ
(5.132)
= fx(k)/Yk,θ · fy(k)/Yk−1,θ · fYk−1/θ (5.133)
... (5.134)
= fx(k)/Yk,θ ·
k∏
j=1
fy(j)/Yj−1,θ (5.135)
In der Matrix Y k sind alle Meßwerte enthalten:
Y k = [ y(1)T y(2)T y(3)T · · · y(k)T ] (5.136)
Die Kenntnis, daß sich der Parametervektor sehr langsam im Vergleich zu den Zu-
standsvariablen a¨ndert, ermo¨glicht erst eine Bestimmung der erhaltenen Verteilungs-
dichtefunktion in Gleichung (5.135). Die Parameter werden als konstant im Intervall der
k-Abtastperioden modelliert. Damit ist der Parametervektor θ konstant fu¨r alle y(k)
und die zu bestimmenden Verteilungsdichtefunktionen ko¨nnen fu¨r den konstanten Pa-
rametervektor ermittelt werden:
fx(k),Yk/θ(ξ, Y
k/ϑ) = fx(k)/Yk,θ ·
k∏
j=1
fy(j)/Yj−1,θ
=
(
fx(k)/Yk ·
k∏
j=1
fy(j)/Yj−1
)∣∣∣∣
ϑ=θˆ=const
(5.137)
Verwendet man ein Kalman-Filter fu¨r die Zustandsscha¨tzung, ko¨nnen die Verteilungs-
dichtefunktionen in der Gleichung (5.137) mit den Gro¨ßen des Kalman-Filters fu¨r einen
konstanten Parametervektor bestimmt werden. Die Herleitung des Kalman-Filters mit
u¨berlagertem Maximum-Likelihood Verfahren ist im Anhang 10.5 dargestellt.
Im anschließenden Abschnitt werden die im Anhang hergeleiteten Filtergleichungen fu¨r
das Verfahren des Parameter- und Zustandsscha¨tzers mit Kalman-Filter und u¨berlager-
tem Maximum-Likelihood Verfahren zusammengefaßt.
Zusammenfassung der Gleichungen
Der Scoring-Algorithmus berechnet den Scha¨tzwert fu¨r den Parametervektor rekursiv
u¨ber die Meßsequenzla¨nge N fu¨r jeden Abtastschritt k, d.h. es wird fu¨r jeden neuen
Meßwert ein Scha¨tzwert fu¨r den Parametervektor gebildet. Die Rekursion beginnt bei
k − N + 1. Dabei werden die Zustandsscha¨tzwerte durch das Kalman-Filter und die
Parameterscha¨tzwerte durch das u¨berlagerte Maximum-Likelihood Verfahren berechnet,
das durch das rekursive Scoring-Verfahren realisiert ist. Der Ablauf der Berechnungen
ist in einem Flußdiagramm in Abbildung 5.14 dargestellt. Die einzelnen Punkte sind
dann detailliert in den Filtergleichungen (5.138)-(5.167) beschrieben.
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START
1. Startwerte
j = k −N + 1
Berechnungsschritt j
2. Time Update
2a. KF-Gleichungen
2b. Score-Gleichungen
2c. Auf laufende
Summe aufaddieren
3. Measurement Update
3a. KF-Gleichungen
3b. Score-Gleichungen
2c. Auf laufende
Summe aufaddieren
Sequenz-
la¨nge erreicht
j = N
nein
j++
4. Nach N Rekursionen
4a. Berechnung
- Score-Vektor
- Informationsmatrix
4b. Berechnung neuer
Parameterscha¨tzwert
k = k + 1
j = k −N + 1
Abbildung 5.14: Flußdiagramm des adaptiven Scha¨tzverfahrens KF mit ML
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1. Startwerte fu¨r den Algorithmus
xˆ+k−N = (vorher berechneter Wert) (5.138)
P+(k −N) = (vorher berechneter Wert) (5.139)
∂xˆ+k−N
∂ϑm
= 0 (fu¨r alle m) (5.140)
∂P+
∂ϑm
(k −N) = 0 (fu¨r alle m) (5.141)
∂xˆ+k−N
∂ϑm
· ∂xˆ
+
k−N
∂ϑn
T
= 0 (fu¨r alle m und n) (5.142)
2. Berechnungen wa¨hrend des Time-Updates (k −N < j < k)
a. Kalman-Filter-Gleichungen
Zur Bestimmung dieser Gleichungen wird der letzte Scha¨tzwert verwendet.
xˆ−(j) = A(j − 1) · xˆ+(j − 1) +B(j − 1) · u(j − 1) (5.143)
P−(j) = A(j − 1) · P+(j − 1) · AT (j − 1)
+G ·Q(j − 1) ·GT (5.144)
Pyy(j) = C(j) · P−(j) · CT (j) +R(j) (5.145)
K(j) = P−(j) · CT (j) · [C(j) · P−(j) · CT (j) +R(j)]−1 (5.146)
b. Score-Algorithmusgleichungen
Zur Bestimmung des Score-Algorithmus mu¨ssen folgende Ableitungen be-
stimmt werden:
∂xˆ−j
∂ϑm
= A(j − 1) · ∂xˆ
+
j−1
∂ϑm
+
∂A(j − 1)
∂ϑm
· xˆ+j−1
+
∂B(j − 1)
∂ϑm
· u(j − 1) (5.147)
∂P−
∂ϑm
(j) =
∂A(j − 1)
∂ϑm
· P+(j − 1) · A(j − 1)T (5.148)
+ A(j − 1) · P+(j − 1) · ∂A(j − 1)
∂ϑm
T
+ A(j − 1) · ∂P
+(j − 1)
∂ϑm
· A(j − 1)T + ∂Q(j − 1)
∂ϑm
∂Pyy
∂ϑm
(j) = C(j) · ∂P
−(j)
∂ϑm
· C(j)T + ∂R(j)
∂ϑm
(5.149)
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Berechnung der Summenterme der Informationsmatrix fu¨r (5.166):
E
{
sm[y(j), ϑˆ] · sn[y(j), ϑˆ]
}∣∣∣
ϑˆ=ϑˆi
=
1
2
· tr
[
P−1yy (j) ·
∂Pyy
∂ϑm
(j) · P−1yy (j) ·
∂Pyy
∂ϑn
(j)
]
+
∂xˆ−j
∂ϑm
T
· CT · P−1yy (j) · C ·
∂xˆ−j
∂ϑn
(5.150)
c. Anschließend auf laufende Summe aufaddieren
k∑
j=k−N+1
E
{
sm[y(j), ϑˆ] · sn[y(j), ϑˆ]
}∣∣∣
ϑˆ=ϑˆi
(5.151)
3. Berechnungen wa¨hrend des Measurement-Updates
a. Kalman-Filter Gleichungen
xˆ+(j) = xˆ−(j) +K(j) · r(j) (5.152)
r(j) = y(j)− C · xˆ−(j) (5.153)
D(j) = I −K(j) · C(j) (5.154)
P+(j) = P−(j)−K(j) · C(j)P−(j) (5.155)
= D(j) · P−(j) ·D(j)T −K(j) ·R(j) ·K(j)T (5.156)
Es werden folgende Abku¨rzungen zur Berechnung eingefu¨hrt:
E = Pyy(j) · rj (5.157)
F = Pyy(j)− E · ET (5.158)
b. Score-Algorithmusgleichungen
∂xˆ+(j)
∂ϑm
= D(j) ·
[∂xˆ−j−1
∂ϑm
+
∂P−(j)
∂ϑm
· [CT · E]
]
(5.159)
∂P+(j)
∂ϑm
= D(j) · ∂P
−(j)
∂ϑm
D(j)T (5.160)
Berechnung der Summenterme des Score-Vektors fu¨r (5.165):
sm[y(j), ϑˆ]
∣∣∣
ϑˆ=ϑˆi
=
∂xˆ−j
∂ϑm
T
· [CT · E]− 1
2
· tr
{
F · ∂Pyy
∂ϑm
(j)
}
(5.161)
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c. Anschließend werden die Elemente sm auf die laufende Summe aufaddiert:
k∑
j=i−N+1
sm[y(j), ϑˆ]
∣∣∣∣∣
ϑˆ=ϑˆi
(5.162)
4. Nach N Rekursionen
γm[y(k), ϑˆ]
∣∣∣
ϑˆ=ϑˆi
= tr
{
P+(k)−1 · ∂P
+(k)
∂ϑm
}
(5.163)
E
{
γm[y(k), ϑˆ] · γn[y(k), ϑˆ]
}∣∣∣
ϑˆ=ϑˆi
=
∂xˆ+k
∂ϑm
T
· P+(k)−1 · ∂xˆ
+
k
∂ϑn
+
1
2
· tr
[
P+(k)−1 · ∂P
+(k)
∂ϑm
· P+(k)−1 · ∂P
+(k)
∂ϑn
]
(5.164)
a. Bestimmung der Informationsmatrix nach Rao und des Score-Vektors
∂L[Θˆ(k, Y k)]
∂ϑm
= γm[y(k), ϑˆ] +
k∑
j=k−N+1
sm[y(j), ϑˆ]
∣∣∣
ϑˆ=ϑˆi
(5.165)
Jm,n = E
{
γm[y(k), ϑˆ] · γn[y(k), ϑˆ]
}∣∣∣
ϑˆ=ϑˆi
(5.166)
+
k∑
j=i−N+1
E
{
sm[y(j), ϑˆ] · sn[y(j), ϑˆ]
}∣∣∣
ϑˆ=ϑˆi
b. Berechnung des neuen Parametervektors
ϑˆi+1 = ϑˆi + J [k, ϑˆ]
−1 · ∂L[Θˆ(k, Y
k)]
∂ϑ
T
(5.167)
Mit dem neuen Parameterscha¨tzwert wird die rekursive Berechnung beim na¨chsten Ab-
tastschritt k + 1 fortgesetzt.
5.2.3 Untersuchung der Parameter- und Zustandsscha¨tzer
In diesem Unterpunkt werden der adaptive Parameter- und Zustandsscha¨tzer mit
Kalman-Filter und u¨berlagertem ML sowie das herko¨mmliche Verfahren mit Extended
Kalman-Filter untersucht. Die Untersuchungen werden mit synthetischen Daten an den
abgeleiteten Modellen fu¨r den Luft- und Kraftstoﬀpfad aus Kapitel 3.6 durchgefu¨hrt.
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Luftpfad
Zur Identiﬁkation des linearen Gesamtstreckenmodells des Luftpfads, siehe Abbildung
3.18, kann ein Extended Kalman-Filter bzw. ein Kalman-Filter mit u¨berlagertem ML zur
Parameter- und Zustandsscha¨tzung eingesetzt werden. Die Ergebnisse sollen im folgen-
den dargestellt werden. Zuna¨chst werden die Ergebnisse fu¨r das Extended Kalman-Filter
betrachtet.
Extended Kalman-Filter
Das Zustandsraummodell aus Gleichung (3.82) wird um zwei Zusta¨nde zur Scha¨tzung
der Totzeit td und der Saugrohrzeitkonstante τs erweitert. Durch diese Einfu¨hrung ergibt
sich dann folgende nichtlineare zeitdiskrete Zustandsraummodellierung.
x1(k + 1) = e
− T
x5(k) · x1(k) + (1− e−
T
x5(k) ) · u(k) (5.168)
x2(k + 1) = x1(k) (5.169)
x3(k + 1) = (1− e−
T
τλ
(nd+1−x4(k)T )) · x1(k) + (e−
T
τλ
(nd+1−x4(k)T ) − γ0) · x2(k)
+γ0 · x3(k) (5.170)
x4(k + 1) = x4(k) = td (5.171)
x5(k + 1) = x5(k) = τs (5.172)
Zur Verwendung des abgeleiteten Algorithmus fu¨r das Extended Kalman-Filter fu¨r zeit-
diskrete Zustandsraumdarstellungen beno¨tigt man die partielle Ableitung des nichtlinea-
ren Zustandsu¨bergangs nach den Zusta¨nden. Fu¨r das Beispiel ergeben sich die folgenden
partiellen Ableitungen:
∂f[x, k]
∂x
=


f11 0 0 0 f15
f21 0 0 0 0
f31 f32 f33 f34 0
0 0 0 f44 0
0 0 0 0 f55

 (5.173)
mit
f11 = e
− T
x5(k) (5.174)
f15 =
T
x5(k)2
· e− Tx5(k) · (x1(k)− u(k)) (5.175)
f21 = f44 = f55 = 1 (5.176)
f31 = 1− e−
T
τλ
(nd+1−x4(k)T ) (5.177)
f32 = e
− T
τλ
(nd+1−x4(k)T ) − γ0 (5.178)
f33 = γ0 (5.179)
f34 =
1
τλ
e
− T
τλ
(nd+1−x4(k)T ) (5.180)
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Abbildung 5.15: Identiﬁkation des Luftpfads mit EKF
In der Abbildung 5.15 sind die Ergebnisse der Identiﬁkation des Luftpfads mit synthe-
tischen Daten dargestellt. In den ersten fu¨nf Diagrammen sind die Zustandsscha¨tzwerte
und im sechsten Diagramm die Residuensequenz zu sehen. Die Parameterscha¨tzwerte
entsprechen dem vierten und fu¨nften Zustand. Fu¨r die Erzeugung der synthetischen Da-
ten werden ideale Verha¨ltnisse ohne auftretende Eingangs- und Ausgangsrauschprozesse
gewa¨hlt. Zur Erzeugung der synthetischen Daten wurden die Werte wie folgt festgelegt:
τs = 100 ms und td = 12.5 ms (5.181)
98
5.2 Parameter- und Zustandsscha¨tzung
Das Konvergenzverhalten eines EKF zur Parameter- und Zustandsscha¨tzung ist stark
von den Startwerten des Filters P0 und x0 und der Einstellung des Driving-Noise Q
und des Measurement-Noise R zum Filter-Tuning abha¨ngig. Bei der dargestellten Iden-
tiﬁkation des Luftpfades konnte erst ein sinnvolles konvergentes Verhalten erreicht wer-
den, nachdem eine physikalische Plausibilta¨tspru¨fung des Parameters der Totzeit durch-
gefu¨hrt wurde. Diese wurde nach dem Time-Update des Kalman-Filters in den rekursiven
Algorithmus eingefu¨gt und wurde mit folgendem Zusammenhang bestimmt:
xˆ+4 (k) =
{
xˆ+4 (k) fu¨r nd · T ≤ xˆ+4 (k) < (nd + 1) · T
(nd + 0.5) · T sonst (5.182)
Hiermit wurde erreicht, daß der zu scha¨tzende Parameter der Totzeit keine nichtphysi-
kalischen Werte annimmt. Betrachtet man die Scha¨tzergebnisse in Abbildung 5.15, dann
sieht man einerseits ein konvergentes Verhalten bei der Scha¨tzung der Saugrohrzeit-
konstante im Zustand x5 und andererseits das divergente Verhalten bei der Scha¨tzung
der Totzeit im Zustand x4, das nur durch die physikalische Beschra¨nkung nicht zur
vollsta¨ndigen Filterdivergenz fu¨hrt.
Verfahren mit Kalman-Filter und u¨berlagertem Maximum-Likelihood
Fu¨r die Anwendung des adaptiven Kalman-Filters mit u¨berlagertem ML werden die fol-
genden partiellen Ableitungen fu¨r die Berechnung des Algorithmus in den Gleichungen
(5.138)-(5.167) beno¨tigt. Zuna¨chst werden die partiellen Ableitungen der Zustandsu¨ber-
gangsmatrix nach den Parametern τs, td und τλ dargestellt:
∂A
∂τs
=

 Tτs2 · γa 0 00 0 0
0 0 0

 , ∂A
∂td
=

 0 0 00 0 0
− 1
τλ
· γ1−m0 1τλ · γ
1−m
0 0

 und (5.183)
∂A
∂τλ
=

 0 0 00 0 0
−T ·(1−m)
τ2λ
· γ1−m0 Tτ2λ · ((1−m) · γ
1−m
0 − γ0) Tτ2λ γ0

 (5.184)
Weiterhin werden noch die Ableitungen der Steuermatrix beno¨tigt:
∂B
∂τs
=

 00
−T ·(1−m)
τ2s
· γa

 und ∂B
∂td
=
∂B
∂τλ
= 0 (5.185)
Die Ergebnisse fu¨r die Identiﬁkation des Luftpfades fu¨r ideale Verha¨ltnisse ist in der Ab-
bildung 5.16 dargestellt. In den ersten drei Diagrammen sind die Zustandsscha¨tzwerte,
im vierten Diagramm die Residuensequenz und in den letzten beiden Diagrammen die
Parameterscha¨tzwerte abgebildet. Es sind ideale Verha¨ltnisse, d.h. keine Eingangs- und
Ausgangsrauschprozesse, gewa¨hlt worden.
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Dabei wurden die folgenden Werte eingestellt:
Filterparameter Startwerte Wahre Werte
Q R N td(0)
ms
τs(0)
ms
td
ms
τs
ms
10−6 10−12 200 17.5 30 12.5 100
Tabelle 5.2: Eingestellte Parameterwerte
0 50 100 150
Zyklen
0.02
0.06
0.1
0.012
0.014
0.016
0.018
-0.01
0
0.01
1.1
1.2
1
1.1
1.2
1
1.1
1.2
τ s
[s
]
t d
[s
]
R
es
.
[m
s]
x
3
[m
s]
x
2
[m
s]
x
1
[m
s]
Wahrer Wert
Scha¨tzwert
Abbildung 5.16: Identiﬁkation des Luftpfads durch ein KF mit ML
100
5.2 Parameter- und Zustandsscha¨tzung
In der Abbildung 5.16 ist nur der Ausschnitt des Adaptionsvorgangs und eine Vergan-
genheitssequenz von 100 Segmenten dargestellt. Die falsch eingestellten Startwerte der
Parameterscha¨tzwerte td und τs sind in den ersten beiden Zusta¨nden durch Abweichun-
gen zu den wahren Zustandswerten zu sehen. Der dritte Zustand wird durch das sehr
gering eingestellte Measurement-Noise auf den Meßwert gezogen. Indirekt verbessert das
Kalman-Filter dadurch das falsche Modellverhalten, das sich durch sehr stark fehlerbe-
haftete Pra¨diktionsscha¨tzwerte des Time-Update zeigt, durch die genaue Messung der
Beobachtungen.
Der Adaptionsvorgang ist bereits nach 10 Abtastschritten abgeschlossen und es werden
fu¨r die hier geltenden idealen Verha¨ltnisse exakt die wahren Werte erreicht. Im Residu-
um ist der Fehler zwischen Modellverhalten und Meßwerten dargestellt. Da hier ideale
Verha¨ltnisse vorherrschen, ist der Meßwert gleich dem wahren Wert. Das Filter zeichnet
sich durch ein sehr schnelles Konvergenzverhalten aus und liefert dazu noch die exakten
Parameter- und Zustandsscha¨tzwerte.
Daß das Verfahren noch Reserven besitzt, wird deutlich, wenn man zu den beiden un-
bekannten Parametern der Totzeit und der Saugrohrzeitkonstante noch die Lambdason-
denzeitkonstante mitscha¨tzt. Die Ergebnisse sind im Anhang 10.6 in Abbildung 10.1 dar-
gestellt. Auch fu¨r die vollsta¨ndige Bestimmung der Systemdynamik des Modells scha¨tzt
das Verfahren die Parameter und die Zusta¨nde sehr gut.
Kraftstoﬀpfad
In diesem Abschnitt wird die Identiﬁkation des Kraftstoﬀpfades mit synthetischen Daten
dargestellt. Fu¨r die Identiﬁkation wird nur das adaptive Verfahren mit Kalman-Filter
und u¨berlagertem ML eingesetzt, da wie in der Luftpfadmodellierung aufgezeigt die
Parameter- und Zustandsscha¨tzung mit EKF nur fu¨r Problemstellungen mit einer ge-
ringen Anzahl unbekannter Parameter geeignet ist. Das hier verwendete Modell fu¨r den
Kraftstoﬀpfad ist im Kapitel 3.6.2 abgeleitet und ist in Abbildung 3.19 dargestellt.
Die Beschreibung des Zustandsraummodells sind in (3.94) und (3.95) zu ﬁnden. Fu¨r das
adaptive Verfahren mu¨ssen noch folgende partielle Ableitungen der Zustandsu¨bergangs-
matrix bestimmt werden:
∂A
∂α
=


1 0 0 0 0
0 0 0 0 0
−1 0 0 0 0
0 0 0 0 0
0 0 0 0 0

 ,
∂A
∂β
=


0 0 0 0 0
0 1 0 0 0
0 −1 0 0 0
0 0 0 0 0
0 0 0 0 0

 , (5.186)
∂A
∂td
=
1
τλ


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 −γ1−m0 γ1−m0 0

 und
∂A
∂a
=
∂A
∂b
=
∂A
∂c
= 0 (5.187)
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Zusa¨tzlich werden noch die Ableitungen der Steuermatrix beno¨tigt:
∂B
∂a
=


1
0
0
0
0

 ,
∂B
∂b
=


0
1
0
0
0

 ,
∂B
∂c
=


0
0
1
0
0

 und
∂B
∂td
=
∂B
∂α
=
∂B
∂β
= 0 (5.188)
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Abbildung 5.17: Zustandsscha¨tzwerte des Kraftstoﬀpfads mit KF und ML
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Nach Ableitung der beno¨tigten zusa¨tzlichen Gleichungen werden nun die erzielten Er-
gebnisse diskutiert. In der Abbildung 5.17 sind die fu¨nf Zustandsscha¨tzwerte den wahren
Werten der synthetisch generierten Daten in den ersten fu¨nf Diagrammen gegenu¨berge-
stellt. Im sechsten Diagramm ist die Residuensequenz dargestellt. Weiterhin sind die er-
zielten Parameterscha¨tzwerte in der Abbildung 5.18 mit den zugeho¨rigen wahren Scha¨tz-
werten abgebildet.
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Abbildung 5.18: Parameterscha¨tzwerte des Kraftstoﬀpfads mit KF und ML
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Dabei wurden die folgenden Werte eingestellt:
Filterparameter Startwerte Wahre Werte
Q R N α0 β0 a0 b0 c0 α β a b c
10−6 10−12 200 0.01 0.5 0.2 0.1 0.7 0.025 0.93 0.33 0.25 0.42
Tabelle 5.3: Eingestellte Parameterwerte
Beide Abbildungen zeigen, daß der Adaptionsvorgang, der nach 200 gesammelten Meß-
werten startet, nach 20 Segmenten abgeschlossen ist. Die Ergebnisse der Parameter- und
Zustandsscha¨tzung sind sehr gut. Dies zeigt sich in der gegen Null strebenden Residuen-
sequenz nach der Adaption. Wie bei der Darstellung im Luftpfad werden die Ergebnisse
fu¨r das Mitscha¨tzen eines weiteren Parameters, der Totzeit td, untersucht. Die erzielten
Scha¨tzverla¨ufe sind im Anhang 10.7 in den Abbildungen 10.2 und 10.3 zu sehen. Auch
der weitere Parameter kann mitbestimmt werden und es werden gute Scha¨tzwerte fu¨r
die Parameter- und Zusta¨nde erzielt. Allerdings wird eine erho¨hte Sequenzla¨nge von 300
Werten beno¨tigt und die Konvergenzgeschwindigkeit ist langsamer als bei der Scha¨tzung
von nur fu¨nf Parametern.
5.2.4 Zusammenfassung der Parameter- und Zustandsscha¨tzverfahren
In diesem Kapitel wurden Parameter- und Zustandsscha¨tzverfahren untersucht. Zuerst
wurden die beno¨tigten Algorithmen abgeleitet und dann wurden die Verfahren mit syn-
thetischen Daten getestet. Untersucht wurde ein Extended Kalman-Filter und ein ad-
aptives Verfahren mit Kalman-Filter und u¨berlagerter Maximum-Likelihood Scha¨tzung.
Das Extended-Kalman Filter ist nur bedingt fu¨r die hier gestellten Anforderungen geeig-
net. Dementgegen konnten mit dem adaptiven Filteransatz sehr gute Scha¨tzergebnisse
erzielt werden.
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Im vorhergehenden Kapitel wurden die linearen Parameteridentiﬁkationsverfahren dar-
gestellt. Bei diesen liegt das Systemmodell, das unbekannte Parameter entha¨lt, in einem
linearen Zusammenhang vor. Im Gegensatz dazu werden in diesem Kapitel Verfahren zur
Scha¨tzung von unbekannten Parametern in nichtlinearen Systemmodellen untersucht. In
der Abbildung 6.1 ist eine U¨bersicht der in dieser Arbeit diskutierten Verfahren darge-
stellt. In dieser ist eine Unterteilung in reine Parameterscha¨tzverfahren und kombinierte
Parameter- und Zustandsscha¨tzverfahren vorgenommen. Dies entspricht dem Vorgehen
bei den linearen Verfahren.
Nichtlineare
Parameteridentiﬁkationsverfahren
Parameterscha¨tzer Parameter- und
Zustandsscha¨tzer
Linearisierung
und Einsatz von
linearen Verfahren
Gradienten-
abstiegsverfahren
Extended
Kalman-Filter
Extended Kalman-Filter
mit Maximum Likelihood
Abbildung 6.1: Nichtlineare Parameteridentiﬁkationsverfahren
6.1 Parameterscha¨tzung
Die reine Parameterscha¨tzung kann durch zwei Vorgehensweisen realisiert werden.
Dies ist zum einen eine Linearisierung des vorhandenen Systemmodells, so daß wie-
derum lineare Modelle entstehen, auf die dann die linearen Parameterscha¨tzverfahren
aus Kapitel 5.1 anwendbar sind. Als mo¨gliche Linearisierungsform im Arbeitspunkt ist
das totale Diﬀerential zu nennen:
df =
∂f
∂x1
dx1 +
∂f
∂x2
dx2 + · · ·+ ∂f
∂xn
dxn (6.1)
Die Gleichung (6.1) kann wiederum durch eine a¨quivalente totale Diﬀerenzengleichung
dargestellt werden:
∆f =
∂f
∂x1
∆x1 +
∂f
∂x2
∆x2 + · · ·+ ∂f
∂xn
∆xn (6.2)
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Dabei ist die Linearisierung im Arbeitspunkt nur dann erfolgreich, wenn der nichtli-
neare Zusammenhang in n-linear darstellbare Teilprobleme zerlegt werden kann. Diese
Voraussetzung ist dann erfu¨llt, wenn lineare Teilmodelle u¨ber einen nichtlinearen Zu-
sammenhang, wie bei der Darstellung der Verha¨ltnisse im Luft- und Kraftstoﬀpfad mit
der Gleichung (3.2), verknu¨pft sind.
Zum anderen kann ein Gradientenabstiegsverfahren eingesetzt werden, das eine Feh-
lerfunktion in Abha¨ngigkeit der zu untersuchenden Parameter darstellt und eine Suche
des Minimums der Funktion durch das Verfolgen des steilsten Gradienten realisiert. Die-
ses Verfahren wird in dieser Arbeit nicht na¨her betrachtet, da der Hauptaugenmerk in
dieser Arbeit auf estimationstheoretische Ansa¨tze gerichtet ist.
6.2 Parameter- und Zustandsscha¨tzung
Fu¨r die Parameter- und Zustandsscha¨tzung ko¨nnen im nichtlinearen Fall, wie in Abbil-
dung 6.1 dargestellt, ein Extended Kalman-Filter oder ein Extended Kalman-Filter mit
u¨berlagertem Maximum-Likelihood eingesetzt werden.
6.2.1 Extended Kalman-Filter
Die in Kapitel 5.2 abgeleiteten Algorithmen fu¨r das zeitdiskrete und das kontinuierli-
che EKF ko¨nnen ohne Vera¨nderung auch fu¨r die Parameter- und Zustandsscha¨tzung
in nichtlinearen Modellen eingesetzt werden. Einziger Unterschied ist, daß fu¨r die reine
Zustandsscha¨tzung der nichtlinearen Zustandsraumdarstellung schon ein EKF beno¨tigt
wird. Die Vorgehensweise ist dieselbe wie bei der linearen Parameter- und
Zustandsscha¨tzung mit EKF. Fu¨r die unbekannten Parameter werden neue Zusta¨nde
eingefu¨hrt, in denen die Parameter mitgescha¨tzt werden.
Wie sich in Kapitel 5.2 gezeigt hat, besitzt das Verfahren schon bei linearen Systemzu-
sammenha¨ngen schlechte Eigenschaften in Bezug auf das Konvergenzverhalten und die
Parameterscha¨tzergebnisse. Durch die zusa¨tzliche Nichtlinearita¨t im Streckenverhalten
wird die Parameterscha¨tzung bei gleichzeitiger Zustandsscha¨tzung erschwert.
Das Konvergenzverhalten ist stark abha¨ngig von der Problemstellung. Wu¨rde das EKF
fu¨r eine reine Zustandsscha¨tzung fu¨r richtig eingestellte Parameter konvergieren, dann
bedeutet dies noch lange nicht, daß das Filter fu¨r die Parameter- und Zustandsscha¨tzung
gilt. Weiterhin ist eine Scha¨tzung von mehreren Parametern aus Konvergenzgru¨nden
nicht sinnvoll. Aus den gegeben Gru¨nden wird das Verfahren in dieser Arbeit fu¨r nicht-
lineare Modelleigenschaften nicht untersucht.
6.2.2 Adaptive Parameter- und Zustandsscha¨tzung
In den Untersuchungen fu¨r lineare Parameter- und Zustandsscha¨tzverfahren in Kapitel
5.2 sind die besonders guten Eigenschaften fu¨r den adaptiven Ansatz mit Kalman-Filter
und u¨berlagertem Maximum-Likelihood gezeigt worden.
106
6.2 Parameter- und Zustandsscha¨tzung
In diesem Unterpunkt wird das Verfahren fu¨r nichtlineare Modelldarstellungen erwei-
tert. Hierfu¨r muß das Kalman-Filter durch ein Extended Kalman-Filter fu¨r die nichtli-
neare Zustandsscha¨tzung ersetzt werden. Je nach Problemstellung ko¨nnen die abgelei-
teten EKF fu¨r zeitdiskrete bzw. kontinuierliche Modelldarstellungen aus Kapitel 5.2.1
verwendet werden. Die Lo¨sung der Maximum-Likelihood Scha¨tzung nach dem Scoring-
Verfahren, welches im Kapitel 10.5.2 abgeleitet worden ist, muß dann an den nichtlinea-
ren Fall angepaßt werden. In den folgenden zwei Abschnitten werden die Filtergleichun-
gen fu¨r den zeitdiskreten und kontinuierlichen Fall vorgestellt.
Zeitdiskrete Modelldarstellung
Ausgehend von der in Kapitel 2.1.2 dargestellten nichtlinearen zeitdiskreten allgemeinen
Modelldarstellung ergibt sich folgende nichtlineare Zustandsraumbeschreibung, wenn un-
bekannte Parameter in den Zustandsraumgleichungen zugelassen werden:
x(k) = f[x(k − 1), u(k − 1), k − 1, θ] + w(k − 1) (6.3)
y(k) = h[x(k), k] + v(k) (6.4)
Fu¨r die zeitdiskrete Modelldarstellung ergeben sich die folgenden Gleichungen des
Kalman-Filters im Time-Update, wenn das EKF aus Kapitel 5.2.1 fu¨r die Zustands-
scha¨tzung verwendet wird.
1. Berechnungen wa¨hrend des Time-Updates: (k −N + 1 ≤ j ≤ k)
a. Filtergleichungen des EKF:
Zur Bestimmung dieser Gleichungen wird der letzte Scha¨tzwert verwendet:
xˆ−(j) = f[x, uj−1, j − 1, θ]
∣∣
x=xˆ+j−1, θ=ϑ
(6.5)
P−(j) = F˜ · P+(j − 1) · F˜ T +G ·Q(j − 1) ·GT (6.6)
Pyy(j) = H˜ · P−(j) · H˜T +R(j) (6.7)
K(j) = P−(j) · H˜T ·
[
H˜ · P−(j) · H˜T +R(j)
]−1
(6.8)
mit F˜ =
∂f[x, uj−1, j − 1, θ]
∂x
∣∣∣∣
x=xˆ+j−1
und H˜ =
∂h[x, j]
∂x
∣∣∣∣
x=xˆ−j
(6.9)
Fu¨r den Score-Algorithmus muß die Ableitung
∂xˆ−j
∂ϑm
bestimmt werden. Dabei muß
die nichtlineare vektorielle Funktion f[x, uj−1, j − 1, θ] in Abha¨ngigkeit des Fil-
terscha¨tzwerts xˆ+j−1 und der Steuerungseingangsgro¨ße u betrachtet werden, damit
die Abha¨ngigkeiten im Bezug auf die Parameter richtig erfaßt werden. Hierfu¨r
werden Terme der nichtlinearen Funktion abgespalten, die nur eine Funktion der
Steuereingangsgro¨ße und des Parametervektors sind:
f[x, uj−1, j − 1, θ]
∣∣
x=xˆ+j−1
= f1[x, uj−1, j − 1, θ]
∣∣
x=xˆ+j−1
+ f2[uj−1, j − 1, θ] (6.10)
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Falls keine Terme vorhanden sind, entfa¨llt der zweite Summand. Bildet man nun
die partielle Ableitung im Bezug auf die Parameter, ergibt sich folgender Zusam-
menhang:
∂f
∂ϑm
∣∣∣∣
x=xˆ+j−1
=
∂f1[x, uj−1, j − 1, ϑ]
∂x
· ∂x
∂ϑm
∣∣∣∣
x=xˆ+j−1
+
∂f2[uj−1, j − 1, ϑ]
∂ϑm
(6.11)
Bildet man die Ableitung der Gleichung (6.10) im Bezug auf den Zustandsvektor
x, dann wird ersichtlich, daß ∂f
∂x
=
∂f1
∂x
ist und aus diesem Grund der Abku¨rzung
F˜ entspricht. Vereinfacht man nun den Zusammenhang in (6.11), ergibt sich das
Ergebnis fu¨r die Ableitung
∂xˆ−j
∂ϑm
zu:
∂f[x, uj−1, j − 1, ϑ]
∂ϑm
∣∣∣∣
x=xˆ+j−1
= F˜ · ∂xˆ
+
j−1
∂ϑm
+
∂f2[uj−1, j − 1, ϑ]
∂ϑm
(6.12)
b. Score-Algorithmusgleichungen
Zur Bestimmung des Score-Algorithmus mu¨ssen folgende Ableitungen be-
stimmt werden:
∂xˆ−j
∂ϑm
= F˜ · ∂xˆ
+
j−1
∂ϑm
+
∂f2[uj−1, j − 1, ϑ]
∂ϑm
(6.13)
∂P−
∂ϑm
(j) =
∂F˜
∂ϑm
· P+(j − 1) · F˜ T
+ F˜ · P+(j − 1) · ∂F˜
∂ϑm
T
(6.14)
+ F˜ · ∂P
+(j − 1)
∂ϑm
· F˜ T + ∂GQ(j)G
T
∂ϑm
∂Pyy
∂ϑm
(j) = H˜ · ∂P
−
∂ϑm
(j) · H˜T + ∂R(j)
∂ϑm
(6.15)
Berechnung der Summenterme der Informationsmatrix fu¨r (6.32):
E
{
sm[y(j), ϑˆ] · sn[y(j), ϑˆ]|ϑˆ=ϑˆi
}
=
1
2
· tr
[
P−1yy ·
∂Pyy
∂ϑm
· P−1yy ·
∂Pyy
∂ϑn
]
+
∂xˆ−j
∂ϑm
T
· H˜T · P−1yy · H˜ ·
∂xˆ−j
∂ϑn
(6.16)
c. Anschließend auf laufende Summe aufaddieren
k∑
j=k−N+1
E
{
sm[y(j), ϑˆ] · sn[y(j), ϑˆ]|ϑˆ=ϑˆi
}
(6.17)
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2. Berechnungen wa¨hrend des Measurement-Update (k −N + 1 ≤ j ≤ k)
a. Filtergleichungen des EKF
xˆ+(j) = xˆ−(j) +K(j) · r(j) (6.18)
r(j) = y(j)− h[x, k]|x=xˆ−k (6.19)
D(j) = I −K(j) · H˜ (6.20)
P+(j) = P−(j)−K(j) · H˜ · P−(j) = (6.21)
= D(j) · P−(j) ·D(j)T −K(j) ·R(j) ·K(j)T (6.22)
Es werden folgende Abku¨rzungen zur Berechnung eingefu¨hrt:
E = Pyy · rj (6.23)
F = Pyy − E · ET (6.24)
b. Score-Algorithmusgleichungen
∂xˆ+
∂ϑm
(j) = D(j) ·
[
∂xˆ−j−1
∂ϑm
+
∂P−
∂ϑm
·
[
H˜T · E
]]
(6.25)
∂P+
∂ϑm
(j) = D(j) · ∂P
−
∂ϑm
(j) ·D(j)T (6.26)
Berechnung der Summenterme des Score-Vektors fu¨r (6.31):
sm[y(j), ϑˆ]
∣∣∣
ϑˆ=ϑˆi
=
∂xˆ−
∂ϑm
T
· [H˜T · E]− 1
2
· tr
{
F˜ · ∂Pyy
∂ϑm
}
(6.27)
c. Anschließend auf laufende Summe aufaddieren
k∑
j=k−N+1
sm[y(j), ϑˆ]
∣∣∣
ϑˆ=ϑˆi
(6.28)
3. Nach N Rekursionen
γm[y(k), ϑˆ]
∣∣∣
ϑˆ=ϑˆi
= tr
{
P+(k)−1 · ∂P
+
∂ϑm
(k)
}
(6.29)
E
{
γm[y(k), ϑˆ] · γn[y(k), ϑˆ]
∣∣∣
ϑˆ=ϑˆi
}
= (6.30)
∂xˆ+k
∂ϑm
T
· P+(k)−1 · ∂xˆ
+
k
∂ϑn
+
1
2
· tr
[
P+(k)−1 · ∂P
+
∂ϑm
(k) · P+(k)−1 · ∂P
+
∂ϑn
(k)
]
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a. Bestimmung der Informationsmatrix nach Rao und des Score-Vektors mit
∂L[Θˆ(k, Y k)]
∂ϑm
= γm[y(k), ϑˆ] +
k∑
j=k−N+1
sm[y(j), ϑˆ]
∣∣∣∣∣
ϑˆ=ϑˆi
(6.31)
Jm,n = E
{
γm[y(k), ϑˆ] · γn[y(k), ϑˆ]
∣∣∣
ϑˆ=ϑˆi
}
(6.32)
+
k∑
j=k−N+1
E
{
sm[y(j), ϑˆ] · sn[y(j), ϑˆ]|ϑˆ=ϑˆi
}
(6.33)
b. Berechnung des neuen Parametervektors
ϑˆi+1 = ϑˆi + J [k, ϑˆ(k)]
−1 · ∂L[Θ(k, Y
k)]
∂ϑ
T
(6.34)
Kontinuierliche Modelldarstellung
Liegt ein zeitkontinuierliches nichtlineares Zustandsraummodell in Form von Gleichung
(6.35) und (6.36) vor, a¨ndern sich nur die Zusammenha¨nge im Time-Update der Kalman-
Filter Gleichungen. Die nichtlineare Funktion f[x, u, t] wird wie im zeitdiskreten Fall in
zwei Anteile zerlegt:
x˙(t) = f[x(t), u(t), t] + w(t) (6.35)
y = h[x, t] + v(t) (6.36)
Dabei werden Terme der nichtlinearen Funktion abgespalten, die nur eine Funktion der
Steuereingangsgro¨ße und des Parametervektors sind.
f[x, u, t] = f1[x, u, t] + f2[u, t] (6.37)
xˆ−(ti +∆t/ti) = xˆ
+(t/ti) + x˙(ti, ti) ·∆t (6.38)
P−(ti +∆t/ti) = P+(t, ti) + P˙ (ti, ti) ·∆t (6.39)
mit
x˙ = f[x, u, t]
P˙ = F˜ · P+ + P+ · F˜ T +G ·Q ·GT
mit F˜ =
∂f[x, u, t]
∂x
(6.40)
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Bei den Score-Gleichungen ergeben sich die folgenden A¨nderungen:
∂xˆ−j
∂ϑm
=
∂xˆ+j
∂ϑm
+
∂f[x, u, t]
∂ϑm
∣∣∣∣
x=xˆ+j
·∆t = ∂xˆ
+
j
∂ϑm
+
[
F˜ · ∂xˆ
+
j
∂ϑm
+
∂f2[u, t]
∂ϑm
]
·∆t (6.41)
∂P−
∂ϑm
=
∂P+
∂ϑm
(6.42)
+
[
∂F˜
∂ϑm
· P+ + P+ · ∂F˜
∂ϑm
T
+ F˜ · ∂P
+
∂ϑm
+
∂P+
∂ϑm
· F˜ T + ∂GQG
T
∂ϑm
]
·∆t
Die Filtergleichungen im Time-Update werden iterativ gerechnet. Der restliche Algo-
rithmus verwendet dieselben Filtergleichungen wie bei der Version mit zeitdiskreter Zu-
standsraumdarstellung in Kapitel 6.2.2. Es mu¨ssen lediglich der Pra¨diktionsscha¨tzwert in
Gleichung (6.5) und die Pra¨diktionsfehlerkovarianz in Gleichung (6.6) durch die iterative
Lo¨sung der Integralgleichung (6.39) und (6.40) und die Berechnung deren Ableitungen in
den Gleichung (6.13) und (6.15) durch die iterative Vorgehensweise in Gleichung (6.41)
und (6.43) ersetzt werden.
6.3 Untersuchung eines adaptiven Parameter- und
Zustandsscha¨tzers
In diesem Unterpunkt wird eine Analyse der Leistungsfa¨higkeit anhand synthetischer
Daten der nichtlinearen Parameter- und Zustandsscha¨tzverfahren durchgefu¨hrt. Es wird
sich auf das nichtlineare adaptive Verfahren bei der Darstellung beschra¨nkt, da das EKF
fu¨r die nichtlineare Parameter- und Zustandsscha¨tzung, wie in Kapitel 6.2.1 gezeigt, nur
bedingt geeignet ist. Fu¨r die Darstellung des adaptiven Verfahrens wird die nichtlineare
Struktur des Gesamtmodells des Luft- und Kraftstoﬀpfads aus Kapitel 3.6.3 eingesetzt.
Hierbei handelt es sich um einen zeitdiskreten Ansatz, so daß die zeitdiskrete Filterbe-
schreibung der Gleichung (6.13)-(6.34) zum Einsatz kommt. Die Untersuchung wird mit
der Identiﬁkation des Luftpfads vorgenommen. Als unbekannte Parameter treten hier die
Saugrohrzeitkonstante τs und die Totzeit td auf. Die Parameter der Wandﬁlmdynamik
sind auf die wahren Werte eingestellt. Die Anregung des Systems erfolgt nur u¨ber den
Luftpfad, der Kraftstoﬀpfad beﬁndet sich im stationa¨ren Zustand.
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Aus dem nichtlinearen Modell in den Gleichungen (3.96)-(3.101) im Kapitel 3.6.3 ergeben
sich folgende Zusammenha¨nge fu¨r die Zerlegung der gewa¨hlten Zustandsraumdarstellung
in die Terme f1 und f2:
f1 =


γa · x1
α · x2
β · x3
1−α
x1
· x2 + 1−βx1 · x3 + cx1 · u2
x4
γ1 · x4 + γ2 · x5 + γ0 · x6

 f2 =


1− γa 0
0 0
0 0
0 0
0 0
0 0


︸ ︷︷ ︸
F˘
·u (6.43)
mit x =


tinj luft zyl(k + 1)
twl(k + 1)
twk(k + 1)
λzyl(k)
λzyl(k − 1)
λmess(k + 1)

 und u =
[
tinj luft
tinj kraft
]
(6.44)
Fu¨r die Berechnung der Filtergleichungen wird F˜ durch folgende Matrix bestimmt:
F˜ =
∂f1
∂x
=


γa 0 0 0 0 0
0 α 0 0 0 0
0 0 β 0 0 0
F˜41
1−α
x1
1−β
x1
0 0 0
0 0 0 1 0 0
0 0 0 γ1 γ2 γ0


mit F˜41 = −(1− α) · x2 + (1− β) · x3 + c · u2
x21
(6.45)
Folgende Ableitungen in Bezug auf die unbekannten Parameter der Saugrohrzeitkon-
stante τs und der Totzeit td werden beno¨tigt. Hier werden nur die belegten Elemente der
Matrizen ∂F˜
∂ϑm
und ∂F˘
∂ϑm
dargestellt, alle U¨brigen sind gleich null:
∂F˜11
∂τs
=
T
τ 2s
· e− Tτs = T
τ 2s
· γa, ∂F˜64
∂td
= − 1
τλ
· e−
T (nd−
td
T
)
τλ (6.46)
∂F˜65
∂td
=
1
τλ
· e−
T (nd−
td
T
)
τλ (6.47)
∂F˘11
∂τs
= − T
τ 2s
· e− Tτs = − T
τ 2s
· γa (6.48)
Mit den dargestellten Ableitungen stehen alle Filtergleichungen zur Bestimmung der
nichtlinearen Parameter- und Zustandsscha¨tzung zur Verfu¨gung.
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Abbildung 6.2: Scha¨tzergebnisse des Luftpfads fu¨r das nichtlineare Gesamtmodell
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Die erzielten Ergebnisse werden in der Abbildung 6.2 fu¨r ideale Verha¨ltnisse, d.h. fu¨r
synthetische Daten ohne Eingangs- und Ausgangsrauschprozesse, dargestellt. Als Start-
werte fu¨r die falschen Parameterwerte wird fu¨r die Saugrohrzeitkonstante τs = 200 ms
und fu¨r die Totzeit td = 17.5 ms vorgegeben. Das iterative Verfahren fu¨r die Parame-
terscha¨tzung ist mit einer Sequenzla¨nge N = 300 berechnet worden.
In den ersten beiden Diagrammen der Abbildung 6.2 sind die Scha¨tzverla¨ufe der bei-
den unbekannten Parameter abgebildet. Im dritten bis zum achten Diagramm sind die
Zustandsscha¨tzwerte des nichtlinearen Systemmodells aus Kapitel 3.6.3 dargestellt. Im
neunten Diagramm ist das Residuum des Verfahrens mit Kalman-Filter wa¨hrend des
Filterlaufs abgebildet.
Die Adaption zur Scha¨tzung der unbekannten Parameter wird nach 300 Berechnungs-
schritten gestartet. Die Scha¨tzung der Parameter startet mit einem sehr schnellen U¨ber-
gangsverhalten, indem die auftretenden Residuenfehler sehr schnell korrigiert werden. In
einer zweiten Phase beno¨tigt das adaptive Scha¨tzverfahren dann u¨ber 240 Berechnungs-
schritte, um die wahren Parameter zu ﬁnden. Der Grund fu¨r das langsame Konvergenz-
verhalten liegt in der Struktur des nichtlinearen Systemmodells.
Fehler in der Dynamik des Luftpfads sind durch die Nichtlinearita¨t in Gleichung (3.100)
und der anschließenden Sondendynamik in Gleichung (3.101) abgeda¨mpft und daher
schwerer u¨ber die Meßwerte der Lambdasonde zu beobachten als bei der Betrachtung
des linearen Teilmodells des Luftpfads. Die erzielten Ergebnisse sind dennoch als gut zu
bezeichnen.
Vergleicht man diese aber mit den Ergebnissen fu¨r den Luftpfad fu¨r den linearen Fall
aus Kapitel 5.2.3 im Bezug auf die Konvergenzgeschwindigkeit, dann wird der Vorteil
des linearen Ansatzes deutlich.
6.4 Zusammenfassung
In diesem Kapitel wurden die nichtlinearen Verfahren zur Identiﬁkation dargestellt. Die
reinen Parameterscha¨tzer wurden nicht na¨her untersucht, da diese einerseits nach ei-
ner Linearisierung auf die bekannten Verfahren der linearen Parameterscha¨tzverfahren
aus Kapitel 5.1 zuru¨ckgefu¨hrt werden ko¨nnen und andererseits die numerischen Op-
timierungsverfahren, wie das Gradientenabstiegsverfahren, nicht Thema dieser Arbeit
sind. Fu¨r die nichtlineare Parameter- und Zustandsscha¨tzung ist das dargestellte lineare
Verfahren mit Kalman-Filter fu¨r die Zustandsscha¨tzung und u¨berlagertem Maximum-
Likelihood Verfahren fu¨r die Parameterscha¨tzung aus Kapitel 5.2.2 erweitert worden.
Das abgeleitete Verfahren wurde an dem nichtlinearen Gesamtmodell des Luft- und
Kraftstoﬀpfads aus Kapitel 3.6.3 mit synthetischen Daten getestet. Es wurden gute Er-
gebnisse erzielt, allerdings ist die Konvergenzgeschwindigkeit des adaptiven nichtlinearen
Verfahrens gering im Vergleich zum linearen Ansatz. Fu¨r die gegebene Problemstellung
der Identiﬁkation des Luft- und Kraftstoﬀpfads wird die Vorgehensweise mit linearen
Teilmodellen bevorzugt.
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Fu¨r die Realisierung der Parameteridentiﬁkation der dynamischen Gemischbildung ist
im Rahmen dieser Arbeit ein Versuchsfahrzeug aufgebaut worden. Als Versuchstra¨ger
ist ein Serienfahrzeug mit umfangreichen Umbauten und Erweiterungen der Elektronik
eingesetzt worden. Das Ziel fu¨r den Aufbau ist die Realisierung eines automatisierten
Parameteridentiﬁkationsablaufs fu¨r die Anwendung auf einem Rollenpru¨fstand.
7.1 Prototypensystem
Das Prototypensystem besteht aus dem Prototypenrechner, der Echtzeitmeßwerterfas-
sungskarte (EMEK), dem Parametrierungssystem (Gredi und MCS 3plus), dem Ent-
wicklungsmotorsteuergera¨t und dem zu untersuchenden Aggregat.
Prototypenrechner Motorsteuergera¨t
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Abbildung 7.1: Blockschaltbild der Prototypensystems
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Die einzelnen Komponenten der Entwicklungsumgebung haben folgende Aufgaben :
• Prototypenrechner
Der Prototypenrechner besteht aus einem Industrie-PC, der zum einen die Schnitt-
stelle zum Anwender realisiert und zum anderen die Parametrierungssoftware Gre-
di der Firma Kleinknecht ausfu¨hrt. Das eigentlich Herzstu¨ck ist eine Einschubdop-
pelkarte mit einem DSP1 TMS320C44 der Firma Texas Instruments und einem
Mikrocontroller SAB80C167 der Firma Siemens, die u¨ber ein DPRAM2 Daten
austauschen ko¨nnen. Dabei u¨bernimmt der DSP die Ablaufsteuerung, die Steue-
rung des DMA3-Transfers vom EMEK, die Signalverarbeitung und die Bedienung
der Anwenderschnittstelle. Der C167 bedient die Peripherie, den Bypass CAN24
zum Entwicklungssteuergera¨t und die serielle Schnittstelle mit dem ASAP35 Pro-
tokoll zum Parametrierungssystem. In der Abbildung 7.2 ist das Versuchsfahrzeug
mit dem implementierten Prototypenrechner dargestellt.
• Parametrierungssystem der Firma Kleinknecht
Das System besteht zum einen aus der Software, die auf dem Industrie-PC aus-
gefu¨hrt wird, und zum anderen aus der Hardwarekomponente MCS 3plus, die als
Schnittstellenumsetzer und Datenpuﬀer arbeitet. Das Gesamtsystem ermo¨glicht
das Lesen und Schreiben von Daten im Parameterbereich des Steuergera¨ts und
das Ausgeben von internen Rechengro¨ßen des Steuergera¨ts. Die Bedienung kann
manuell u¨ber den PC-Anwender oder automatisch u¨ber Verwendung des ASAP3
Protokolls durch den Mikrocontroller gesteuert werden. Allerdings ist der Daten-
austausch nicht in Echtzeit mo¨glich, da die Datenu¨bertragungsrate durch eine mi-
nimale Zugriﬀszeit von 10 ms beschra¨nkt ist.
• Echtzeitmeßwerterfassungskarte (EMEK)
Die Echtzeitmeßwerterfassungskarte ist eine Entwicklung des ZESS6 der Univer-
sita¨t-Gesamthochschule Siegen und kann 16 analoge Kana¨le entweder im Kur-
belwinkelbereich oder im Zeitbereich mit einer maximalen Abtastrate von 1oKW
aufzeichnen, digitalisieren und im DMA-Transfer u¨bertragen.
• Entwicklungssteuergera¨t mit Bypass
Der Unterschied zu einem Seriensteuergera¨t liegt im Parameterdaten-RAM, das
u¨ber den CAN1 Bus vom Parametrierungssystem bedient werden kann, und dem
zusa¨tzlichen CAN2 Bus, der fu¨r die echtzeitfa¨hige Ausgabe und Vera¨nderung vor-
her deﬁnierter interner Rechengro¨ßen des Steuergera¨ts verwendet wird.
1Digital Signal Processor
2Dual Ported Random Access Memory
3Direct Memory Access
4Controller Area Network
5serielles Schnittstellenprotokoll fu¨r eine Remote-Bedienung eines Parametrierungssystems, der
Activity Group for the Standardization of APplication Systems
6ZEntrum fu¨r Sensor Systeme
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Abbildung 7.2: Versuchsfahrzeug mit Prototypenrechner
7.2 Automatisierter Parameteridentiﬁkationsablauf
Fu¨r die automatisierte Vorgehensweise wurde ein Fahrzeug mit dem in Abb. 7.1 darge-
stellten Prototypensystem eingesetzt. Die vollsta¨ndige Vorgehensweise fu¨r den spa¨teren
Einsatz kann in folgende Punkte unterteilt werden:
1. Meßdatenaufnahme,
2. Parameteridentiﬁkation,
3. Veriﬁkation der Identiﬁkationsergebnisse.
Die drei Schritte werden in den folgenden Unterkapiteln na¨her betrachtet.
7.2.1 Meßdatenaufnahme
Bevor die Meßdatenaufnahme gestartet wird, muß in einem ersten Schritt die Motor-
steuerung fu¨r die spa¨tere Anregung und Datenaufzeichnung initialisiert werden. Der
Grund hierfu¨r sind die im Kapitel 3.7 dargestellten Sto¨rgro¨ßen, die das Systemverhalten
der dynamischen Gemischbildung beeinﬂussen. Diese werden, wie im Kapitel 3.7 darge-
stellt, automatisch u¨ber das Parametrierungssystem abgeschaltet.
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Fu¨r die Anregung im Luftpfad wird zusa¨tzlich die Tiefpaßﬁlterung im Einspritzpfad
ausgeschaltet, damit die berechnete Steuergera¨tegro¨ße als Meßstelle fu¨r die Luftpfadan-
regung verwendet werden kann.
Nach der Initialisierung wird die vorgegebene Drehzahl mittels des PWG7-Signals als
Stellgro¨ße automatisch eingeregelt. Der Lastpunkt wird u¨ber die vorgegebene Geschwin-
digkeit des Rollenpru¨fstands und den gewa¨hlten Gang eingestellt, damit ist der anzu-
fahrende Betriebspunkt mit Drehzahl und Last deﬁniert.
Nach Einstellung des Betriebspunkts wird die Anregung gestartet. Dabei wird sowohl
der Luft- als auch der Kraftstoﬀpfad mit einer PRBS8-Folge angeregt. Eine PRBS-Folge
bietet den Vorteil, daß sie zum einen leicht auf einem Prototypensystem zu realisieren
ist und zum anderen ein breites Band von Frequenzanteilen zur Anregung beinhaltet.
Die Anregung des Luftpfads wird u¨ber das Stellglied des PWG und die des Kraftstoﬀ-
pfads durch den Freischnitt im Einspritzpfad realisiert. Nach der Anregung und Auf-
zeichnung der Daten werden die Daten automatisch in einer Datei abgelegt.
Als letzter Punkt wird die Motorsteuerung wieder in den Urzustand zuru¨ckgesetzt. Mit
der dargestellten Vorgehensweise wurden die ausgewerteten Daten im Kapitel 8 aufge-
zeichnet.
Die Messungen wurden in einer temperierten Meßkammer durchgefu¨hrt. Wa¨hrend der
Datenaufzeichnung ist die Umgebungslufttemperatur auf 23◦C und einer relativen Luft-
feuchte von 50% eingeregelt worden. Die Untersuchungen des Aggregats wurden fu¨r den
betriebswarmen Motor durchgefu¨hrt.
Zusammenfassung des Ablaufs der Meßdatenaufnahme:
1. Initialisierung der Motorsteuerung,
2. Automatische Drehzahleinstellung und Lastvorgabe,
3. Anregen des Luft- bzw. des Kraftstoﬀpfads,
4. Ein- und Ausgangsdaten aufzeichnen,
5. Ru¨cksetzen der Motorsteuerung.
7PedalWertGeber
8Pseudo Random Binary Sequenz
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7.2.2 Identiﬁkationsablauf
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Abbildung 7.3: Ein-/Ausgangsro¨ßen zur Identiﬁkation des Luft- und Kraftstoﬀpfads
Die Identiﬁkation der dynamischen Gemischbildung ist in zwei Schritte unterteilt wor-
den, damit die nichtlineare Struktur des Systemverhaltens in eine lineare Vorgehensweise
u¨berfu¨hrt werden kann:
I. Identiﬁkation der Parameter des Luftpfads,
II. Identiﬁkation der Parameter des Kraftstoﬀpfads.
Die Ablaufsteuerung der Meßdatenaufnahme wurde durch das Prototypensystem rea-
lisiert. Dabei kann u¨ber einen zusa¨tzlichen CAN-Bus eine echtzeitfa¨hige Aufnahme und
Vorgabe der Berechnungsgro¨ßen des laufenden Programms an vorher festgelegten Stel-
len vorgenommen werden. Diese Punkte werden in dieser Arbeit als Freischnittstellen
bezeichnet, da sie einen externen Zugriﬀ in den Programmablauf ermo¨glichen. Durch
zwei dieser Freischnittpunkte in der Vorsteuerung des Kraftstoﬀpfads kann die Struk-
tur des im Steuergera¨t abgelegten Codes so beeinﬂußt werden, daß eine Auftrennung
in den Luft- sowie den Kraftstoﬀpfad mo¨glich ist. Normalerweise wirkt eine A¨nderung
im Luftpfad direkt im Kraftstoﬀpfad, da die einzuspritzende Kraftstoﬀmasse aus dem
Meßsignal des HFM berechnet wird, siehe Abbildung 3.3 des Gesamtstreckenverhaltens
mit Vorsteuerung.
119
7 Praktische Umsetzung im Versuchsfahrzeug
)

wluft hfm Modell
Luftpfad
Multiplikative Korrekturterme:
• Grund- und Nacheinspritzung
• Einspritzung im Warmlauf
• Katheizen
• Schubabschaltung
• Lambdaregelung und Adaption
Additive Korrekturterme:
• Batteriespannung
• Kompensation der Wandﬁlmdynamik
Berechnung
der
Einspritzzeit
tinj 1 out tinj 1 in
Freischnittpunkt 1
Freischnittpunkt 2
tinj 2 out
tinj 2 in
Abbildung 7.4: Freischnittpunkte in der Vorsteuerung des Kraftstoﬀpfads
Durch die Auftrennung ko¨nnen die Freischnittpunkte fu¨r die Meßdatenaufnahme und
Anregung folgendermaßen verwendet werden:
I. Ansteuerung des Freischnitts bei einer Anregung im Luftpfad:
• Messen des Anregungssignals am ersten Freischnittpunkt,
• Ausgeben einer konstanten Einspritzzeit am zweiten Freischnittpunkt.
Ziel: Einhaltung quasistationa¨ren Bedingungen im Kraftstoﬀpfad
II. Ansteuerung des Freischnitts bei einer Anregung im Kraftstoﬀpfad:
• Messen des Eingangssignal am ersten Freischnittpunkt,
• Ausgeben einer angeregten Einspritzzeit am ersten Freischnittpunkt.
Ziel: Anregung des Kraftstoﬀpfads
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Identiﬁkation der Parameter des Luftpfads
Im ersten Schritt wird der Luftpfad identiﬁziert, dargestellt mit I. in der Abbildung 7.3.
Fu¨r die Identiﬁkation werden das dargestellte Luftpfadmodell fu¨r den gesamten Luftpfad
aus Kapitel 3.6.2 und das lineare adaptive Kalman-Filter Verfahren aus Kapitel 5.2.2 zur
Parameter-und Zustandsscha¨tzung verwendet. Die zusa¨tzlich beno¨tigten Gleichungen
sind im Kapitel 5.2.3 zu ﬁnden.
Wie in der Abbildung 7.3 dargestellt, wird der Luftpfad angeregt und der Kraftstoﬀpfad
konstant gehalten. Realisiert wird dies, indem das PWG-Signal angeregt wird, so daß die
Drosselklappe der Anregung folgt und den Luftpfad stimuliert. Gemessen wird dann das
angeregte Signal am Freischnittpunkt 1, siehe Abbildung 7.4. Als Ausgangssignal wird
mit der Beziehung (3.81) die a¨quivalente Einspritzzeit tinj luft mess aus dem gemessenen
Lambdasignal und der konstanten Einspritzzeit aus dem Kraftstoﬀpfad berechnet:
Fu¨r den Einsatz des Luftpfadmodells muß die Totzeit nach Gleichung (3.62) zwischen
einem und zwei Abtastwerten liegen.
td = (nd +m) · T mit nd = 1 und 0 < m < 1 (7.1)
⇒ T ≤ td ≤ 2T (7.2)
Daher ist es notwendig, zuerst die ungefa¨hre Totzeit zu bestimmen, damit anschließend
die Parameter des Modells mit dem adaptiven Ansatz gescha¨tzt werden ko¨nnen. Um
die Voraussetzung in 7.2 einzuhalten, ist das Meßsignal der Lambdasonde um folgenden
Oﬀset in Segmenten zu verschieben:
noﬀ = ntot kor − (nd + 1) · 6 (7.3)
Die reale Totzeit ergibt sich dann nach der Identiﬁkation aus der identiﬁzierten und dem
Oﬀset nach folgendem Zusammenhang:
ttot = td + noﬀ · 20 sekrpm
1/min
(7.4)
Die Anzahl der Verschiebung in Segmenten ntot kor wird mit dem Korrelationsansatz aus
Kapitel 3.5.1 bestimmt. Dabei wird folgende Vorgehensweise gewa¨hlt:
1. Erzeugung mittelwertfreier Signale
Der Grund fu¨r die Mittelwertfreiheit ist die Einhaltung der Voraussetzung fu¨r die
Vereinfachung in Gleichung (3.58).
2. Filterung des Eingangssignals
Die Filterung wird notwendig, da die La¨nge einer positiven bzw. negativen Anre-
gungsﬂanke der PRBS-Folge in der Gro¨ßenordnung der Zeitkonstanten des Systems
liegt. Dadurch ist die Annahme eines weißen Rauschprozesses nicht erfu¨llt.
3. Korrelationsanalyse
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Die Vorgehensweise ist in der Abbildung 7.5 dargestellt. Im ersten Diagramm ist das
mittelwertfreie Eingangs- und Ausgangssignal, im zweiten Diagramm das geﬁlterte mit-
telwertfreie Eingangs- und Ausgangssignal und im dritten Diagramm die Kreuzkorrela-
tionsfunktion fu¨r das geﬁlterte und ungeﬁlterte Eingangssignal abgebildet. Betrachtet
man die Verschiebung des Maximums des geﬁlterten zum ungeﬁlterten Kreuzkorrelati-
onssignal, so wird bei der Totzeitbestimmung ein erheblicher Fehler begangen.
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Abbildung 7.5: Korrelationsergebnis bei geﬁltertem bzw. ungeﬁltertem Eingangssignal
Nachdem die ungefa¨hre Totzeit mit dem Korrelationsansatz bestimmt worden ist, kann
das Ausgangssignal mit einer nichtkausalen Verschiebung analog zu (3.45) bestimmt wer-
den. Durch die Veriﬁkation in Abbildung 7.6 werden die sehr guten Ergebnisse der Tot-
zeitbestimmung mit der geﬁlterten Vorgehensweise dargestellt. In der Abbildung ist das
ungeﬁlterte und geﬁlterte Eingangssignal dem verschobenen Ausgangssignal gegenu¨ber-
gestellt. Mit diesen Ein- und Ausgangsdaten fu¨r das Modell kann dann mit dem adap-
tiven Verfahren die Totzeit td und die Saugrohrzeitkonstante τs gescha¨tzt werden.
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Abbildung 7.6: Veriﬁkation des Korrelationsergebnisses
Zusammenfassung des Ablaufs des Schrittes I. der Identiﬁkation des Luftpfads:
1. Anregung des Luftpfads mit PRBS-Folge; gleichzeitig wird der Kraftstoﬀpfad im
quasistationa¨ren Zustand gehalten,
2. Bestimmung der ungefa¨hren Totzeit mit Korrelationsansatz und anschließende Ver-
schiebung des Ausgangssignals, so daß die zu identiﬁzierende Totzeit im Bereich
eines Abtastintervalls bleibt, siehe Bedingung in Gleichung (7.2),
3. Identiﬁkation der Saugrohrzeitkonstante τs und der Totzeit td des gesamten Luft-
pfadmodells mit einem Kalman-Filter mit u¨berlagertem ML-Verfahren zur Para-
meterscha¨tzung,
4. Bestimmung der Gesamttotzeit mit Gleichung (7.4).
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Identiﬁkation der Parameter des Kraftstoﬀpfads
Im zweiten Schritt wird die Identiﬁkation des Kraftstoﬀpfads durchgefu¨hrt. Dieser ist
mit II. in der Abbildung 7.3 dargestellt. Zur Identiﬁkation wird das Kraftstoﬀpfadmo-
dell und die Vorgehensweise aus Kapitel 3.6.1 verwendet. Die Parameterscha¨tzung wird
mit einem Kalman-Filter nach dem Regressionsansatz aus Kapitel 5.1.3 realisiert. Da-
bei wird, wie in der Abbildung 7.3 unter Punkt II. dargestellt, der Luftpfad konstant
gehalten und der Kraftstoﬀpfad angeregt. Realisiert wird dies, indem das PWG-Signal
konstant gehalten wird und das gelesene Signal am Freischnittpunkt 1 mit einer u¨berla-
gerten Anregung wieder in den Einspritzpfad zuru¨ckgegeben wird, siehe Abbildung 7.4.
Mit diesen Daten wird das zuru¨ckgerechnete Kraftstoﬀsignal nach der Vorgehensweise
aus der Abbildung 3.17 im Kapitel 3.6.1 gebildet und anschließend das Parameterscha¨tz-
verfahren durchgefu¨hrt.
Bei dieser Vorgehensweise wird das Sondenverhalten durch eine Hochpaßﬁlterung mit
Gleichung (3.76) kompensiert. Das resultierende Signal ist in der Abbildung 7.7 dem
Lambdasondenmeßsignal gegenu¨bergestellt. Es wird deutlich, daß das Rauschen versta¨rkt
wird. Allerdings ist der Rauschanteil im Sondenmeßsignal tolerierbar groß, so daß ak-
zeptable Ergebnisse durch diese Vorgehensweise erzielt werden.
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Abbildung 7.7: Dynamikkompensation der Lambdasonde
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Zusammenfassend kann der Ablauf des Schrittes II. folgendermaßen beschrieben werden:
1. Anregung des Kraftstoﬀpfads mit PRBS-Folge; gleichzeitig wird der Luftpfad im
quasistationa¨ren Zustand gehalten,
2. Berechnung des Ausgangssignals tinj kraft zyl aus dem Lambdameßwert:
• Kompensation des Sondenverhaltens mit einem Hochpaßﬁlter (3.76),
• Nichtkausale Verschiebung zur Totzeitkompensation analog Gleichung (3.77)
mit der identiﬁzierten Totzeit aus dem Luftpfad,
• Berechnung der Ausgangsgro¨ße tinj kraft zyl = tinj luft zylλzyl ,
3. Identiﬁkation der Wandﬁlmparameter des Kraftstoﬀpfads mit dem linearen Kalman-
Filter Verfahren zur Lo¨sung des Regressionsansatzes.
Die dargestellte Vorgehensweise zur Parameteridentiﬁkation wurde nicht vollsta¨ndig im
Prototypensystem implementiert. Die im Kapitel 8 dargestellten Identiﬁkationsergeb-
nisse der Realdaten wurden am Arbeitsplatzrechner mit dem hier dargestellten Ablauf
bestimmt.
7.2.3 Veriﬁkation der Identiﬁkationsergebnisse
Die Veriﬁkation kann in zwei Schritte unterteilt werden:
1. Test des identiﬁzierten Modells mit den Meßdaten eines Betriebspunkts,
2. Test des Modells fu¨r den Betriebsbereich am realen Streckenverhalten.
Nach der Identiﬁkation der Parameter fu¨r einen Betriebspunkt wird in einem ersten
Schritt das Modell mit den Meßdaten getestet. Hierzu wird das Modell mit dem Ein-
gangsvektor des Meßsignals stimuliert und der Ausgang des Modells wird mit dem Aus-
gangsvektor des Meßsignals verglichen. Fu¨r das Ausgangssignal wird ein Fehlervektor des
Modellwerts und des Meßwerts gebildet, der zur Bewertung herangezogen wird. Durch
diesen Test kann die Konvergenz der verwendeten Identiﬁkationsverfahren und die Ab-
bildungsgenauigkeit des Modells u¨berpru¨ft werden.
Nach der Identiﬁkation des gesamten Betriebsbereichs kann das identiﬁzierte Modell in
die Struktur der Vorsteuerung der dynamischen Gemischbildung eingefu¨gt und am rea-
len Streckenverhalten getestet werden.
Im Rahmen dieser Arbeit ist nur der erste Schritt der Veriﬁkation durchgefu¨hrt worden.
125
7 Praktische Umsetzung im Versuchsfahrzeug
7.3 Zusammenfassung
Mit dem dargestellten Prototypensystem ist ein automatisierter Parameteridentiﬁkati-
onsablauf darstellbar. Im Rahmen dieser Arbeit ist nur die Vorgehensweise der Meßda-
tenaufnahme realisiert worden. Mit dieser ist es nun mo¨glich, das System zu initialisieren
und in den richtigen Betriebszustand zu fahren, den Luft- sowie den Kraftstoﬀpfad an-
zuregen und die notwendigen Daten aufzuzeichnen.
Eine direkte Datenauswertung mit den untersuchten Verfahren ist denkbar, aber nur
zum Teil implementiert worden. Die im Kapitel 8 dargestellten Parameteridentiﬁkati-
onsergebnisse mit Realdaten wurden am Arbeitsplatzrechner bestimmt und veriﬁziert.
Fu¨r einen spa¨teren automatisierten Einsatz ist eine direkte Verarbeitung auf dem Pro-
totypensystem wichtig, da man den neuen Parametersatz direkt am realen System veri-
ﬁzieren kann.
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Gemischbildung
In diesem Kapitel werden die erzielten Ergebnisse der Identiﬁkation des Luft- und Kraft-
stoﬀpfads mit Realdaten eines Aggregates vorgestellt. Hierbei handelt es sich um einen
saugrohreinspritzenden Sechszylindermotor mit einem Hubraum von 3199 cm3.
Der Ablauf der Identiﬁkation ist in zwei Schritte unterteilt worden. In einem ersten
Schritt wird der Luftpfad mit den Parametern der Saugrohrzeitkonstante τs und der Tot-
zeit td mit dem adaptiven linearen Kalman-Filter aus Kapitel 5.2.2 fu¨r einen bestimmten
Arbeitspunkt identiﬁziert. Anschließend wird die ermittelte Totzeit td verwendet, um in
einem zweiten Schritt den Kraftstoﬀpfad und seine Parameter der Wandﬁlmdynamik
α, β, a, b und c mit einem linearen Kalman-Filter nach der Regressionsmethode aus Ka-
pitel 5.1.3 zu bestimmen. Diese Vorgehensweise ist fu¨r den gesamten Betriebsbereich fu¨r
den betriebswarmen Motor durchgefu¨hrt worden.
8.1 Ergebnisse der Identiﬁkation des Luftpfads
In diesem Unterpunkt werden die erzielten Ergebnisse der Identiﬁkation des Luftpfads
des Schrittes I. aus Kapitel 7.2.2 dargestellt. Bevor die Daten dem eigentlichen Identi-
ﬁkationsverfahren zur Verfu¨gung gestellt werden ko¨nnen, muß die Verschiebung mittels
Korrelationsansatz ermittelt werden. Nach der Bestimmung der Totzeit und der an-
schließenden Verschiebung der Eingangsdaten nach Gleichung (7.3) kann der adaptive
Parameter- und Zustandsscha¨tzer mit Kalman-Filter und u¨berlagertem ML-Verfahren
gestartet werden.
8.1.1 Ergebnisse anhand eines Betriebspunkts
In der Abbildung 8.1 ist fu¨r den Betriebspunkt tl = 50 % und rpm = 2000 U
min
der
Scha¨tzverlauf exemplarisch dargestellt. In den ersten beiden Diagrammen sind die Saug-
rohrzeitkonstante τs und die Totzeit td abgebildet und in den folgenden drei Diagrammen
sind die Zusta¨nde des Modells dargestellt. Dem dritten Zustand ist die ru¨ckgerechne-
te Meßgro¨ße gegenu¨bergestellt und im letzten Diagramm ist das Residuum abgebildet.
Nach zweihundert Filterzyklen wird die Adaption mit dem ML-Verfahren eingeschaltet.
Nach einer kurzen Konvergenzzeit von 20 Zyklen sind die Saugrohrzeitkonstante τs und
die Totzeit td bestimmt.
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Das Measurement-Noise ist sehr klein eingestellt, so daß das Filter nahezu vollsta¨ndig
der Messung folgt; siehe dritter Zustand und Meßgro¨ße. Der eigentliche Modellfehler ist
im Residuum zu sehen.
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Abbildung 8.1: Parameter und Zustandsscha¨tzwerte beim Filterlauf im Luftpfad
Im stationa¨ren Bereich kleiner 50 Zyklen ist das Residuum sehr klein. Fu¨r den instati-
ona¨ren Bereich ohne Adaption, gro¨ßer 50 und kleiner 200 Zyklen, ist das Residuum groß.
Fu¨r den Bereich gro¨ßer 200 Zyklen wird das residuum wa¨hrend des Adaptionsvorgangs
fu¨r den instationa¨ren Fall sehr klein. Mit dem Vorgang des Filterlaufs in Abbildung 8.1
ist die Identiﬁkation fu¨r den Betriebspunkt im Luftpfad abgeschlossen. Die Berechnung
der realen Totzeit muß noch nach Gleichung (7.4) vorgenommen werden.
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Abbildung 8.2: Veriﬁkation der identiﬁzierten Gro¨ßen im Luftpfad
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Anschließend wird eine Veriﬁkation des Identiﬁkationsergebnisses mit den verwendeten
Daten durchgefu¨hrt. Im ersten Diagramm der Abbildung 8.2 ist der Modellausgangswert
dem ru¨ckgerechneten Meßwert gegenu¨bergestellt. Im zweiten Diagramm ist der relative
Fehler abgebildet.
Das Scha¨tzergebnis ist als sehr gut zu bezeichnen, da sich ein mittlerer quadratischer
relativer Fehler von 1.03% nach Gleichung (8.2) und ein mittlerer relativer Fehler von
0.34% nach Gleichung (8.1) fu¨r den instationa¨ren Bereich einstellt.
e¯rel =
∑N
i=1 100 ·
[
Modellwert−Meßwert
Meßwert
]
N
(8.1)
erel q =
∑N
i=1 100 ·
√[
Modellwert−Meßwert
Meßwert
]2
N
(8.2)
8.1.2 Ergebnisse des Betriebsbereichs
Die Vorgehensweise der Identiﬁkation des Luftpfads ist dann fu¨r die Betriebspunkte in
der Tabelle 8.1 durchgefu¨hrt worden:
tl
%
20 30 40 50 60 70
1500 + + + +
2000 + + + + + +
2500 + + + + + +
rpm
U/min 3000 + + + + + +
3500 + + + + + +
4000 + + + + + +
4500 + + + + +
5000 + + + + +
Tabelle 8.1: Untersuchte Betriebspunkte
Die identiﬁzierten Saugrohrzeitkonstanten τs sind in der Tabelle 8.2 zu sehen und in der
Abbildung 8.3 sind die Zeitkonstanten graﬁsch dargestellt.
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tl
%
20 30 40 50 60 70
1500 421.8 356.4 387.7 254.3
2000 326.1 265.4 245.1 210.7 209.9 178.2
2500 209.5 173.2 161.5 156.5 156.9 131.4
rpm
U/min
3000 170.6 148.9 121.4 132.3 130.8 93.4
3500 134.9 112.6 128.5 92.5 90.8 66.8
4000 126.8 91.0 101.1 70.9 81.6 47.6
4500 110.8 66.0 81.7 45.0 63.4
5000 75.1 85.4 51.8 41.2 25.8
Tabelle 8.2: Kennfeld der identiﬁzierten Saugrohrzeitkonstanten τs
ms
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Abbildung 8.3: Verlauf der Saugrohrzeitkonstante τs u¨ber den Betriebsbereich
Betrachtet man den dargestellten Verlauf der Saugrohrzeitkonstante u¨ber Drehzahl und
Last, so wird eine Abnahme bei steigender Last sowie bei steigender Drehzahl deut-
lich. Die dargestellten Kurvenverla¨ufe u¨ber der Last ko¨nnten durch Geradengleichungen
gena¨hert werden. Dabei wu¨rde die negative Steigung mit zunehmender Drehzahl abneh-
men, d.h. die Saugrohrzeitkonstante ist weniger sensitiv bei hohen Drehzahlen.
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Die Totzeiten ttot, die mit der Gleichung (7.4) bestimmt wurden, sind fu¨r den gesamten
Betriebsbereich in der Tabelle 8.3 aufgelistet und in der Abbildung 8.4 bildlich darge-
stellt.
tl
%
20 30 40 50 60 70
1500 122.4 91.9 62.8 68.2
2000 89.1 66.2 60.8 54.9 43.6 52.0
2500 83.1 57.6 42.8 42.3 47.4 39.4
rpm
U/min
3000 70.1 63.8 42.7 54.5 42.8 41.6
3500 61.4 50.9 46.8 35.6 34.4 47.8
4000 42.4 38.0 35.1 52.6 32.7 28.2
4500 35.0 50.8 29.9 26.4 29.9
5500 36.8 33.6 34.1 27.3 39.5
Tabelle 8.3: Kennfeld der identiﬁzierten Totzeit td
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Abbildung 8.4: Verlauf der Totzeit td u¨ber den Betriebsbereich
Die identiﬁzierten Totzeiten sind in der Abbildung u¨ber der Last mit der Drehzahl als
Parameter dargestellt. Auch bei den Totzeiten ist der Eﬀekt deutlich, daß bei ho¨heren
Drehzahlen und Lasten die Totzeiten stetig abnehmen. Allerdings sind einige U¨berlage-
rungen speziell im hohen Drehzahl-Lastbereich zu sehen.
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Die Bewertung des erzielten Identiﬁkationsergebnisses u¨ber den Betriebsbereich soll u¨ber
den mittleren relativen Fehler nach der Berechnungsvorschrift (8.2) in Tabelle 8.4 und
dem Mittelwert des relativen Fehlers nach der Berechnungsvorschrift (8.1) in Tabelle
8.5 erfolgen. Der mittlere relative Fehler liegt im gesamten Betriebsbereich bei Werten
zwischen 0.83% und 2.16%. Dies zeigt, daß der Identiﬁkationsablauf zur Parametrierung
u¨ber den gesamten Betriebsbereich erfolgreich verlaufen ist. Die zu erwartenden maxi-
malen Fehler beim Veriﬁkationslauf sind kleiner als 5%.
tl
%
20 30 40 50 60 70
1500 0.85 1.24 1.56 1.56
2000 0.93 1.02 1.16 1.03 1.51 1.27
2500 1.21 1.13 1.05 1.06 2.15 1.45
rpm
U/min
3000 0.90 1.12 1.07 1.34 1.50 1.29
3500 1.11 1.09 1.84 1.02 1.76 1.26
4000 1.40 0.83 1.44 2.16 1.68 1.11
4500 1.12 1.23 1.87 0.94 1.81
5000 1.16 1.03 1.13 1.18 1.51
Tabelle 8.4: Mittlerer quadratischer relativer Fehler
erel q
%
der Veriﬁkation
Der Mittelwert des relativen Fehlers ist u¨ber den gesamten Betriebsbereich in der Gro¨ßen-
ordnung 0.02% bis 1.25%. Hieraus ist erkennbar, daß das parametrierte Modell einen sehr
geringen Oﬀsetfehler besitzt.
tl
%
20 30 40 50 60 70
1500 0.55 0.50 0.94 -0.35
2000 -0.46 0.47 -0.21 0.34 -0.12 0.33
2500 1.00 0.64 -0.12 -0.35 1.33 0.75
rpm
U/min
3000 0.07 0.27 -0.02 0.18 0.82 0.64
3500 0.65 0.28 1.06 -0.14 0.78 -0.18
4000 1.25 0.097 0.85 -0.09 0.49 0.41
4500 0.31 -0.66 1.52 0.35 0.48
5000 0.76 0.41 0.42 -0.85 -0.84
Tabelle 8.5: Mittelwert des relativen Fehlers e¯rel
%
der Veriﬁkation
Zusammenfassend ist zu sagen, daß der Luftpfad mit dieser Vorgehensweise sehr gut pa-
rametriert werden konnte und als Ergebnis die Kennfelder fu¨r die Saugrohrzeitkonstante
und auch die Totzeit, die die Abgaslaufzeit beschreibt, zur Verfu¨gung stehen.
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8.2 Ergebnisse der Identiﬁkation des Kraftstoﬀpfads
Die Ergebnisse der Identiﬁkation des Kraftstoﬀpfads aus Punkt II. (Kapitel 7.2.2) wer-
den in diesem Unterpunkt betrachtet. Nach der Ru¨ckrechnung des Ausgangssignals
tinj kraft zyl nach Punkt 2. (Kapitel 7.2.2) und dem vorgegeben Eingangssignal tinj kraft
steht der Ein- und Ausgangszusammenhang zur Verfu¨gung, um das lineare Kalman-
Filter mit dem Regressionsansatz zur Identiﬁkation zu starten.
Im na¨chsten Unterpunkt sollen die Filterergebnisse eines Betriebspunkts exemplarisch
vorgestellt werden. Anschließend werden dann die erzielten Ergebnisse u¨ber den unter-
suchten Betriebsbereich dargestellt und diskutiert.
8.2.1 Ergebnisse anhand eines Betriebspunkts
In der Abbildung 8.5 ist exemplarisch der Scha¨tzverlauf fu¨r den Betriebspunkt tl = 20%
und rpm = 1500 U
min
dargestellt. Hierin sind die Koeﬃzienten der U¨bertragungsfunktion
a1, a2, b0, b1 und b2 in Diagrammreihenfolge von oben nach unten zu sehen.
Dabei ist im Scha¨tzverlauf der Bereich der ersten 200 Segmente auﬀa¨llig, da keine Kon-
vergenz erzielt wird. In diesem Bereich wird das System noch nicht angeregt, so daß
keine Konvergenz zu erwarten ist. Nach dem Start der Anregung bei ca. 200 Segmenten
beginnt das Filter mit seinem konvergenten Verlauf und ﬁndet die Scha¨tzwerte nach ca.
1000 Segmenten. Die Konvergenz ist als ausreichend zu bezeichnen.
Die Filterergebnisse werden anhand der Veriﬁkation analog zum Luftpfad bewertet. Da-
bei ist im ersten Diagramm in der Abbildung 8.6 der ru¨ckgerechnete Meßwert und der
Modellausgangswert zu sehen. Im zweiten Diagramm ist der relative Fehler zwischen den
beiden Werten dargestellt.
Das erzielte Ergebnis der ermittelten U¨bertragungsfunktion ist als sehr gut zu bezeich-
nen, da der relative Fehlerverlauf durch die inverse Ru¨ckrechnung der Lambdasonden-
dynamik versta¨rkt wird. Der mittlere relative quadratische Fehler nach Gleichung (8.2)
betra¨gt 2.27% und der Mittelwert nach Gleichung (8.1) betra¨gt -0.42%.
Die U¨bertragungsfunktion wird nun noch mit den Zusammenha¨ngen aus den Gleichun-
gen (8.3)-(8.7) in Aquino Parameter umgerechnet werden:
α = −a1
2
+
√(a1
2
)2
− a2 (8.3)
β = −a1
2
−
√(a1
2
)2
− a2 (8.4)
a =
b2 − b0 · α · β + b1 · α+ b0 · (α+ β) · α
(1− α) · (α− β) (8.5)
b =
b2 − b0 · α · β + b1 · β + b0 · (α+ β) · β
(1− β) · (β − α) (8.6)
c = b0 (8.7)
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Abbildung 8.5: Identiﬁzierte Koeﬃzienten der U¨bertragungsfunktion
Dabei werden folgende Parameterwerte erzielt:
α = 0.827 β = 0.247 a = 0.842 b = −0.024 c = 0.152 (8.8)
Versucht man die kleine und große Zeitkonstante der Wandﬁlmdynamik mit den Zusam-
menha¨ngen (8.9) zu bestimmen, ergibt sich folgendes Ergebnis:
τwl = − T
lnα
und τwk = − T
ln β
mit T =
40 sek
rpm
1/min
(8.9)
τwl = 142 ms und τwk = 19.3 ms (8.10)
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Abbildung 8.6: Veriﬁkation der identiﬁzierten U¨bertragungsfunktion im Kraftstoﬀpfad
8.2.2 Ergebnisse des Betriebsbereichs
Die Vorgehensweise der Identiﬁkation des Kraftstoﬀpfads ist anschließend fu¨r den dar-
gestellten Betriebsbereich aus Tabelle 8.1 vorgenommen worden. Die Ergebnisse der
Identiﬁkation der Wandﬁlmdynamik im Kraftstoﬀpfad werden in den Tabellen 8.6 - 8.14
und in den Abbildungen 8.7 - 8.14 dargestellt.
Die Identiﬁkationsergebnisse werden analog zur Vorgehensweise der Identiﬁkation im
Luftpfad zuerst durch den Vergleich des identiﬁzierten Modellverhaltens mit dem ru¨ck-
gerechneten Ausgangsverhalten der Wandﬁlmdynamik bewertet. Die zu betrachtenden
Gro¨ßen sind zum einen der mittlere quadratische Fehler in Tabelle 8.6 und zum anderen
der mittlere relative Fehler in Tabelle 8.7. Der Signalverlauf der Modell- und der ru¨ck-
gerechneten Ausgangsgro¨ße und der sich daraus ergebende relative Fehler wa¨hrend eines
Veriﬁkationsvorgangs sind in der Abbildung 8.6 fu¨r einen Betriebspunkt dargestellt.
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Die relativen Fehler fu¨r den Betriebspunkt mit einer Lastgro¨ße von tl = 60 % und einer
Drehzahl rpm = 5000 U
min
liegen mit Fehlern von 7% und 2% weit außerhalb des Fehler-
bereichs der anderen Betriebspunkte. Das Identiﬁkationsergebnis dieses Betriebspunkts
bildet das Modellverhalten sehr viel schlechter ab und wird aus diesem Grund als Aus-
reißer behandelt, der in den nachfolgenden Punkten nicht betrachtet wird.
Der mittlere relative quadratische Fehler liegt fu¨r die restlichen Betriebspunkte zwischen
2% und 5%. Dies zeigt, daß das Verhalten der Wandﬁlmdynamik mit dem Modellansatz
des erweiterten Aquino-Modells sehr gut abgebildet werden konnte. Der mittlere relati-
ve Fehler ist kleiner als 1%. Daraus la¨ßt sich folgern, daß das Modell einen sehr kleinen
Oﬀsetfehler besitzt.
tl
%
20 30 40 50 60 70
1500 2.27 2.22 2.27 2.42
2000 2.42 1.98 1.98 2.01 2.15 2.06
2500 2.13 1.95 2.08 2.69 3.65 4.25
rpm
U/min
3000 2.18 2.14 2.27 3.41 3.12 3.49
3500 2.04 2.22 3.15 3.38 3.13 3.26
4000 2.50 3.16 3.30 3.60 3.33 4.25
4500 2.28 3.02 3.33 3.78 3.79 3.28
5000 2.87 2.54 3.13 3.36 7.31
Tabelle 8.6: Mittlerer relativer quadratischer Fehler
e¯rel q
%
tl
%
20 30 40 50 60 70
1500 -0.42 -0.35 -0.24 -0.28
2000 -0.51 -0.33 -0.05 -0.18 -0.19 -0.28
2500 -0.26 -0.29 -0.14 -0.34 -0.80 -0.90
rpm
U/min
3000 -0.28 -0.23 -0.07 -0.66 -0.50 -0.78
3500 -0.18 -0.22 -0.60 -0.80 -0.66 -0.62
4000 -0.24 -0.48 -0.51 -0.85 -0.49 -0.76
4500 -0.20 -0.55 -0.81 -0.86 -0.72
5000 -0.73 -0.36 -0.54 -0.59 -2.46
Tabelle 8.7: Mittelwert des relativen Fehlers e¯rel
%
Als weiteres Kriterium zur Bewertung der Identiﬁkationsergebnisse wird der Verlauf der
Summe der Aufteilungsfaktoren u¨ber den Betriebsbereich in der Abbildung 8.7 heran-
gezogen.
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Fu¨r ein physikalisch sinnvolles Modell muß der Zusammenhang (3.119) erfu¨llt sein. Fu¨r
den hier vorliegenden Fall des betriebswarmen Motors ist der Faktor d fu¨r den U¨bergang
ins Motoro¨l gleich null. Daraus ergibt sich, daß die Summe der Aufteilungsfaktoren a,
b und c der drei Pfade des Wandﬁlmmodells gleich eins sind. Dies bedeutet physika-
lisch, daß kein Kraftstoﬀanteil im System gewonnen bzw. verloren werden kann und ist
gleichzusetzen mit einer Versta¨rkung der Gleichanteile des Systems mit dem Faktor eins.
Die Summe der Aufteilungsfaktoren weicht maximal um 2% von eins ab, so daß dieses
Kriterium erfu¨llt ist.
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Abbildung 8.7: Verlauf der Summe der Aufteilungsfaktoren u¨ber dem Betriebsbereich
Die Diskussion der Parameterscha¨tzwerte wird fu¨r die einzelnen Pfade der Wandﬁlmdy-
namik vorgenommen. Zuerst werden die Ergebnisse des Pfads mit der großen Zeitkon-
stante, dann die Ergebnisse des Pfads mit der kleinen Zeitkonstante und abschließend
die Ergebnisse fu¨r den Durchgriﬀ dargestellt.
Parameterscha¨tzwerte des Pfads der Wandﬁlmdynamik mit großer Zeitkonstante
Das Verhalten dieses Pfads wird durch die Parameter α und a bestimmt. Zuerst wird
der Verlauf der identiﬁzierten Werte des Aufteilungsfaktors a anhand der Tabelle 8.8
und der Abbildung 8.8 diskutiert. Anschließend wird der Parameter α und die daraus
errechnete große Zeitkonstante τwl, die den dynamischen Anteil des Pfads beschreibt,
analysiert.
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tl
%
20 30 40 50 60 70
1500 0.872 0.757 0.692 0.623
2000 0.933 0.763 0.814 0.716 0.663 0.551
2500 0.935 0.823 0.857 0.713 0.873 0.805
rpm
U/min
3000 0.903 0.839 0.722 0.821 0.686 0.972
3500 0.917 0.821 0.801 0.796 0.776 0.816
4000 0.784 0.884 0.822 0.851 0.828 0.915
4500 0.866 0.864 0.775 0.877 0.863
5000 0.890 0.924 0.780 0.943 0.766
Tabelle 8.8: Kennfeld des identiﬁzierten Parameters a des Aquino-Modells
Dieser Pfad ist u¨ber den gesamten Drehzahl-Lastbereich der dominante Anteil des identi-
ﬁzierten Wandﬁlmmodells. Dies geht aus denWerten des Aufteilungsfaktors a hervor, der
mit Werten zwischen 0.551 und 0.972 deutlich u¨ber ein halb liegt. Die Summe der Auf-
teilungsfaktoren ist fu¨r den untersuchten Betriebsbereich anna¨hernd eins. Daher nimmt
dieser Pfad mehr als 50% des eingespritzten Kraftstoﬀs auf.
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Abbildung 8.8: Verlauf des Parameters a u¨ber den Betriebsbereich
Der Aufteilungsfaktor steigt tendenziell zu ho¨heren Drehzahlen und Lasten an, so daß
sich die Dominanz des Einﬂusses erho¨ht. Dies bedeutet fu¨r das identiﬁzierte Modell, daß
das Systemverhalten stark durch die Dynamik der langen Zeitkonstante gepra¨gt ist.
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tl
%
20 30 40 50 60 70
1500 0.827 0.752 0.701 0.715
2000 0.804 0.722 0.772 0.705 0.718 0.728
2500 0.770 0.717 0.729 0.713 0.741 0.735
rpm
U/min
3000 0.802 0.740 0.750 0.785 0.749 0.691
3500 0.811 0.754 0.821 0.772 0.771 0.722
4000 0.851 0.804 0.800 0.765 0.715 0.618
4500 0.841 0.825 0.837 0.703 0.709
5000 0.871 0.802 0.805 0.630 0.897
Tabelle 8.9: Kennfeld des identiﬁzierten Parameters α des Aquino-Modells
Mit der Variable α kann mit der Beziehung (8.9) die große Zeitkonstante τwl bestimmt
werden. Die Ergebnisse sind fu¨r α und die große Zeitkonstante τwl in den Tabellen 8.9
und 8.10 sowie in den Abbildungen 8.9 und 8.10 fu¨r den gesamten Drehzahl-Lastbereich
dargestellt. Die Diskussion wird anhand der Zeitkonstante vorgenommen.
tl
%
20 30 40 50 60 70
1500 142.2 94.8 75.9 74.2
2000 96.7 63.1 77.3 57.7 60.4 61.2
2500 60.7 47.9 50.8 47.8 54.4 53.3
rpm
U/min
3000 61.2 43.8 47.7 55.6 46.0 37.0
3500 54.6 40.6 58.5 44.9 44.7 35.5
4000 62.7 46.3 44.7 37.3 30.3 21.0
4500 51.3 46.3 50.5 25.2 26.3
5000 58.1 35.9 36.3 17.4 74.6
Tabelle 8.10: Kennfeld der großen Zeitkonstante τwl
ms
des Aquino-Modells
Der Verlauf der identiﬁzierten Zeitkonstante nimmt zu ho¨heren Drehzahlen stark ab.
Speziell fu¨r geringe Lasten ist ein nichtlinearer Verlauf zu erkennen. Fu¨r Lasten gro¨ßer
als 40% ist der Verlauf der Kurvenschar na¨herungsweise linear mit gleicher Steigung.
Dabei liegen die Zeitkonstanten im gleichen Bereich. Dies bedeutet, daß der Einﬂuß
des Wandﬁlmverhaltens fu¨r kleine Lasten und kleine Drehzahlen am sta¨rksten ist. Die
gro¨ßte Zeitkonstante liegt bei 142.2ms und entspricht ungefa¨hr zehn Segmenten bei einer
Drehzahl von 1500 U
min
. Dies bedeutet fu¨r den Einﬂuß der Dynamik der langen Zeitkon-
stante bei einem Sprung des Eingangssignals im Kraftstoﬀpfad, daß sich das dynamische
Verhalten u¨ber fu¨nfzig Einspritzungen auswirkt.
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Abbildung 8.9: Verlauf des Parameters α u¨ber den Betriebsbereich
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Abbildung 8.10: Verlauf der großen Zeitkonstante τwl u¨ber den Betriebsbereich
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Parameterscha¨tzwerte des Pfads der Wandﬁlmdynamik mit kleiner Zeitkonstante
Der zweite Pfad des Wandﬁlms ist durch die Parameter b und β bestimmt.
tl
%
20 30 40 50 60 70
1500 -0.024 0.030 0.110 0.095
2000 -0.085 0.013 0.100 0.086 0.061 0.197
2500 -0.080 -0.015 0.064 0.130 -0.147 -0.084
rpm
U/min
3000 -0.041 -0.006 0.012 -0.039 -0.049 -0.202
3500 -0.035 0.012 0.070 0.028 0.072 0.052
4000 0.052 0.043 0.084 -0.055 0.062 -0.192
4500 -0.009 0.002 0.039 -0.095 -0.113
5000 0.020 -0.003 0.071 -0.165 0.076
Tabelle 8.11: Kennfeld des identiﬁzierten Parameters b des Aquino-Modells
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Abbildung 8.11: Verlauf des Parameter b u¨ber den Betriebsbereich
Zuerst soll der Parameter b des Aufteilungsfaktors anhand der Tabelle 8.11 und der Ab-
bildung 8.11 analysiert werden. Anschließend wird der dynamische Anteil dieses Pfads,
der Parameter β und die aus diesem errechnete kleine Zeitkonstante τwk mit den Abbil-
dungen 8.12 und 8.13 diskutiert. Die Werte fu¨r die Parameter sind in den Tabellen 8.12
und 8.13 zu ﬁnden.
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Der Einﬂuß dieses Pfads auf das Gesamtsystemverhalten ist gering, da der Aufteilungs-
faktor b sehr kleine Werte im Bereich 0.2 und kleiner besitzt. Auﬀa¨llig ist, daß der
Parameter b sogar negative Werte annimmt, die ein in der Modellvorstellung nicht vor-
gesehenes physikalisches Verhalten darstellen. Daher kann dieser Pfad nicht losgelo¨st
betrachtet werden. In der Gesamtheit aller drei Pfade wird das Ergebnis fu¨r die Summe
der Aufteilungsfaktoren wieder physikalisch, wie vorher gezeigt worden ist.
tl
%
20 30 40 50 60 70
1500 0.247 0.176 0.109 0.137
2000 0.328 0.181 0.009 0.001 0.080 0.003
2500 0.239 0.079 0.005 0.046 0.222 0.241
rpm
U/min
3000 0.299 0.142 0.101 0.245 0.073 0.411
3500 0.206 0.131 0.076 0.241 0.198 0.199
4000 0.081 0.258 0.094 0.309 0.190 0.391
4500 0.210 0.260 0.176 0.380 0.379
5000 0.256 0.214 0.176 0.341 0.336
Tabelle 8.12: Kennfeld des identiﬁzierten Parameters β des Aquino-Modells
Mit β kann mit der Beziehung 8.9 die kleine Zeitkonstante τwk ermittelt werden. Diese
nimmt tendenziell wiederum zu ho¨heren Drehzahlen und Lasten ab. Fu¨r Drehzahlen u¨ber
rpm = 3000 U
min
und Lasten kleiner 70% liegt der Wert in einem Bereich zwischen 7 ms
und 4 ms. Die Zeitkonstante liegt fu¨r den gesamten Drehzahl-Lastbereich in der Gro¨ßen-
ordnung von 2 Segmenten, d.h. nach 10 Einspritzungen ist der Einﬂuß abgeschlossen.
tl
%
20 30 40 50 60 70
1500 19.3 15.6 12.2 12.5
2000 18.8 12.0 4.3 2.5 7.9 3.3
2500 11.1 6.3 3.0 5.3 10.9 11.5
rpm
U/min
3000 11.2 6.8 6.0 9.6 5.1 15.4
3500 7.2 5.6 4.5 8.2 7.2 7.2
4000 4.0 7.4 4.2 8.5 6.1 10.7
4500 5.7 6.6 5.2 9.2 9.3
5000 5.9 5.1 4.5 7.6 7.4
Tabelle 8.13: Kennfeld der kleinen Zeitkonstante τwk
ms
des Aquino-Modells
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Abbildung 8.12: Verlauf des Parameters β u¨ber den Betriebsbereich
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Abbildung 8.13: Verlauf der kleinen Zeitkonstante τwk u¨ber den Betriebsbereich
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8.2 Ergebnisse der Identiﬁkation des Kraftstoﬀpfads
Parameterscha¨tzwerte des Durchgriﬀs der Wandﬁlmdynamik
Als letzter Pfad wird der Durchgriﬀ c betrachtet. Dieser nimmt fu¨r den gesamten Drehzahl-
Lastbereich Werte zwischen 0 und 0.4 an. Der Durchgriﬀ besitzt nach dem Pfad mit der
langen Zeitkonstante den zweitgro¨ßten Einﬂuß. Die großen Werte des Durchgriﬀs fu¨r
Lasten von 60% und 70% werden durch den Pfad mit der kurzen Zeitkonstante und den
negativen Parameterwerten b kompensiert, so daß der Summenwert der Aufteilungsfak-
toren eins bleibt.
tl
%
20 30 40 50 60 70
1500 0.152 0.204 0.191 0.275
2000 0.147 0.221 0.077 0.191 0.268 0.252
2500 0.148 0.197 0.079 0.165 0.292 0.298
rpm
U/min
3000 0.140 0.168 0.252 0.226 0.361 0.253
3500 0.108 0.165 0.144 0.202 0.173 0.153
4000 0.158 0.086 0.111 0.227 0.129 0.297
4500 0.134 0.138 0.204 0.242 0.264
5000 0.110 0.084 0.160 0.239 0.153
Tabelle 8.14: Kennfeld des Parameters c des Aquino-Modells
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Abbildung 8.14: Verlauf des Parameter c u¨ber den Betriebsbereich
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Mit der dargestellten Vorgehensweise konnte das Wandﬁlmmodell fu¨r den gesamten Be-
triebsbereich sehr gut identiﬁziert werden.
8.3 Zusammenfassung
In diesem Kapitel ist die Vorgehensweise fu¨r die Identiﬁkation der Dynamiken des Luft-
und Kraftstoﬀpfads in zwei Schritten vorgestellt worden.
Im ersten Schritt wurde die Saugrohrzeitkonstante und die Abgaslaufzeit mit einem ad-
aptiven Parameter- und Zustandsscha¨tzverfahren fu¨r einen Betriebspunkt bestimmt. Im
zweiten Schritt wurde die identiﬁzierte Totzeit der Parametrierung des Luftpfads verwen-
det, um die Parameter des Wandﬁlmmodells des Kraftstoﬀpfads fu¨r diesen Betriebspunkt
mit einem reinen Parameterestimationsverfahren zu scha¨tzen. Diese Vorgehensweise ist
fu¨r den gesamten Betriebsbereich fu¨r den betriebswarmen Motor durchgefu¨hrt worden.
Als Ergebnis der Identiﬁkation des Luftpfads stehen die Kennfelder fu¨r die Totzeit
und die Saugrohrzeitkonstante, die in den Tabellen 8.2 und 8.3 dargestellt sind, zur
Verfu¨gung.
Fu¨r den Kraftstoﬀpfad stehen die identiﬁzierten Kennfelder u¨ber den gesamten Betriebs-
bereich fu¨r die drei Aufteilungsfaktoren a, b und c sowie den beiden Parametern α und
β fu¨r die Dynamik des Wandﬁlmmodells zur Verfu¨gung. Die Kennfelder fu¨r die Auftei-
lungsfaktoren sind in den Tabellen 8.8, 8.11 und 8.14 zu ﬁnden. In den Tabellen 8.9 und
8.12 sind die Kennfelder fu¨r die beiden Parameter der Dynamik dargestellt.
Die Ergebnisse der Identiﬁkation des Systemverhaltens des Luft- sowie Kraftstoﬀpfads
sind sehr gut, da die resultierenden relativen mittleren quadratischen Fehler der beiden
Modelle zum Streckenverhalten in der Gro¨ßenordnung von 2% - 5% liegen.
Mit der Identiﬁkation der Dynamikanteile des Systemmodells sind die estimationstheo-
retischen Verfahren am Beispiel der dynamischen Gemischbildung erfolgreich dargestellt
worden.
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In der vorliegenden Arbeit wird die Leistungsfa¨higkeit estimationstheoretischer Ansa¨tze
fu¨r die Parameteridentiﬁkation gezeigt. Die identiﬁzierten Parameter ko¨nnen anschlie-
ßend in einem Modell zur Darstellung des Streckenverhaltens in Steuerungen bzw. Re-
gelungen von Aggregaten im Antriebsstrang eingesetzt werden. Die gesamten Untersu-
chungen werden am Anwendungsbeispiel der dynamischen Gemischbildung eines kanal-
einspritzenden Ottomotors durchgefu¨hrt.
Zuerst wird fu¨r die modellbasierte Betrachtungsweise die mathematische Modellbildung
und die Modellierung der dynamischen Gemischbildung als Grundlage fu¨r die folgenden
Untersuchungen erarbeitet. Als Ergebnis stehen die Modelle und die Vorgehensweisen
zur Identiﬁkation des Luft- und Kraftstoﬀpfads im Kapitel 3.6 zur Verfu¨gung. Anschlie-
ßend werden die estimationstheoretischen Verfahren vorgestellt und mit synthetischen
Daten in den abgeleiteten Modellen der dynamischen Gemischbildung untersucht.
In dieser Arbeit werden zum einen reine Parameterscha¨tzverfahren und zum ande-
ren Parameter- und Zustandsscha¨tzverfahren betrachtet. Bei den Parameterscha¨tzver-
fahren werden die Verfahren Weighted Recursive Least-Squares, Recursive Maximum-
Likelihood und ein Kalman-Filter zur Lo¨sung des Regressionsansatzes gegenu¨bergestellt.
Diese Verfahren scha¨tzen die Koeﬃzienten der U¨bertragungsfunktion des Systems und
sind besonders fu¨r LTI-Systeme geeignet, bei denen das vollsta¨ndige Systemverhalten
bestimmt werden soll. Die Scha¨tzung einzelner physikalischer Parameter ist direkt nicht
mo¨glich, da die Bestimmung nach dem eigentlichen Identiﬁkationsprozeß mit Hilfe ei-
ner Transformation der identiﬁzierten U¨bertragungsfunktionskoeﬃzienten erfolgen muß.
Ein Einsatz fu¨r Problemstellungen mit nichtlinearen Systemzusammenha¨ngen ist nur
nach einer Linearisierung mo¨glich. Hierbei ist der Rechenzeitbedarf im Vergleich zu den
Parameter- und Zustandsscha¨tzern als gering zu bezeichnen.
Bei den untersuchten Verfahren stellte sich das Kalman-Filter in Bezug auf Konvergenz-
eigenschaften und Robustheit bei auftretenden u¨berlagerten stochastischen Sto¨rgro¨ßen
als das Verfahren mit den besten Eigenschaften heraus. Außerdem zeichnete sich das
Verfahren fu¨r die folgenden Punkte durch sehr gute Scha¨tzergebnisse aus:
• Scha¨tzung zeitvera¨nderlicher Parameter (interne Modellierung),
• U¨berlagerung sehr starker Rauschprozesse (Hilfsvariablenansatz).
Aus diesen Gru¨nden wurde das Kalman-Filter-Verfahren fu¨r die Auswertung der Real-
daten im Kraftstoﬀpfad ausgewa¨hlt.
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Zur gleichzeitigen Parameter und Zustandsscha¨tzung sind das Extended-Kalman-Filter
und ein adaptives Kalman-Filter mit u¨berlagertem Maximum-Likelihood-Ansatz un-
tersucht worden. Der Vorteil gegenu¨ber den reinen Parameterscha¨tzverfahren liegt in
der Mo¨glichkeit der direkten Bestimmung der unsicheren physikalischen Parameter des
untersuchten Streckenmodells. Deshalb kann schon wa¨hrend des Filterlaufs durch die
gleichzeitige Parameter- und Zustandsscha¨tzung eine Aussage u¨ber das Identiﬁkations-
ergebnis gemacht werden. Ein Nachteil liegt in den komplexeren und dadurch rechen-
zeitintensiveren Algorithmen. Beide Verfahren sind sowohl fu¨r den linearen als auch fu¨r
den nichtlinearen Fall einsetzbar. Dabei kann das Extended-Kalman-Filter durch seine
nichtlineare Struktur direkt eingesetzt werden. Das Verfahren mit Kalman-Filter und
Maximum-Likelihood-Ansatz wird hierzu auf den nichtlinearen Fall erweitert.
Bei diesen beiden Verfahren hat sich der adaptive Ansatz mit deutlich besserem Kon-
vergenzverhalten und deutlich robusteren Eigenschaften auf Startwerte und auftretende
Rauschprozesse durchgesetzt. Das Extended-Kalman-Filter zur gleichzeitigen Parameter-
und Zustandsscha¨tzung ist nur fu¨r Problemstellungen mit einer geringen Anzahl unsiche-
rer Parameter geeignet. Fu¨r das aufgefu¨hrte Beispiel im Kapitel 5.2.3 ist die Scha¨tzung
zweier unbekannter Parameter im Luftpfad nicht mehr mo¨glich. Aus diesem Grund ist
fu¨r den direkten Ansatz mit einem Extended-Kalman-Filter auf eine nichtlineare Be-
trachtung verzichtet worden. Dementgegen konnten bei der Untersuchung des Anwen-
dungsbeispiels mit dem adaptiven Ansatz gleichzeitig bis zu sechs unbekannte Parameter
gescha¨tzt werden. Außerdem ist auch der Einsatz fu¨r die nichtlineare Modelldarstellung
des Anwendungsbeispiels erfolgreich. Deshalb ist fu¨r die spa¨tere Identiﬁkation des Luft-
pfads mit Realdaten der adaptive Ansatz gewa¨hlt worden.
Nach der Bewertung und Auswahl der geeigneten Verfahren kann die Identiﬁkation
der dynamischen Gemischbildung mit Realdaten eines kanaleinspritzenden Ottomotors
vorgenommen werden. Hierbei ist die Identiﬁkation fu¨r die Bestimmung eines Betrieb-
spunkts in zwei Schritte unterteilt worden.
Im ersten Schritt wird der Luftpfad mit dem adaptiven Ansatz des Parameter- und
Zustandsscha¨tzers mit Kalman-Filter und u¨berlagertem Maximum-Likelihood-Ansatz
identiﬁziert. Dabei werden die Saugrohrzeitkonstante und die Gesamttotzeit des System-
modells gescha¨tzt. Die Totzeit beschreibt den Zeitraum vom O¨ﬀnen des Einlaßventils bis
zum Erreichen des verbrannten Abgases nach dem Ausschiebevorgang an der Lambda-
sonde. Anschließend wird im zweiten Schritt unter Verwendung der vorher bestimmten
Totzeit der Kraftstoﬀpfad mit einem Kalman-Filter-Verfahren, das den Regressionsan-
satz lo¨st, identiﬁziert. Danach sind die Parameter des Wandﬁlmmodells, eine kleine und
eine große Zeitkonstante sowie die Aufteilungsfaktoren, bestimmt.
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Die Identiﬁkation des Drehzahl-Lastbereichs des betriebswarmen Motors konnte mit den
gewa¨hlten Verfahren mit sehr guten Resultaten realisiert werden. Als Ergebnis stehen
fu¨r den Luftpfad die Kennfelder der Saugrohrzeitkonstante sowie der Totzeit und fu¨r
den Kraftstoﬀpfad die Kennfelder der kleinen und großen Zeitkonstante sowie die Auf-
teilungsfaktoren des Wandﬁlmmodells zur Verfu¨gung. Mit der hier vorgestellten Vorge-
hensweise ist eine Automatisierung der Identiﬁkation und Bedatung fu¨r den gesamten
Betriebsbereich durchfu¨hrbar.
Weiterfu¨hrende Arbeiten sollten die dynamische Gemischbildung fu¨r den Kaltstart und
den Warmlauf des Aggregats betrachten, um den gesamten Temperaturbereich abzu-
decken. Mit diesen Parametersa¨tzen ist dann ein Modell der dynamischen Gemischbil-
dung fu¨r alle Betriebszusta¨nde mo¨glich. Außerdem ist die Implementierung der Parame-
teridentiﬁkationsverfahren zur vollsta¨ndigen Darstellung des automatisierten Identiﬁka-
tionsablaufs im Prototypensystem ein weiteres Beta¨tigungsfeld.
Die in dieser Arbeit dargestellten Ansa¨tze und Verfahren zur Identiﬁkation dynami-
scher Modelle in Steuerungen bzw. Regelungen sind auf andere Problemstellungen im
Antriebsstrang u¨bertragbar. Der Einsatz solcher Verfahren bedeutet im ersten Schritt
einen Mehraufwand im Entwicklungsablauf. Der Nutzen des automatisierten Ablaufs der
Identiﬁkation tritt erst zum Vorschein, wenn das entwickelte Verfahren fu¨r zuku¨nftige
Aufgaben standardisiert und fu¨r den Entwickler leicht zuga¨nglich gemacht werden kann.
Die modellbasierte Betrachtungsweise erleichtert eine Standardisierung fu¨r einen spa¨te-
ren Einsatz. Allerdings ist die Zuga¨nglichkeit fu¨r den Anwender eine weitaus gro¨ßere
Herausforderung, da es sich bei dem zu entwickelnden Programm um kein Expertensy-
stem fu¨r eine Parameteridentiﬁkation handeln darf.
Um diesen Anforderungen fu¨r einen eﬀektiven Einsatz dynamischer Verfahren gerecht
zu werden, mu¨ssen erhebliche Anstrengungen bei der Weiterentwicklung unternommen
werden. Einerseits besteht Weiterentwicklungsbedarf an Softwareprogrammen zur Ag-
gregateabstimmung, die dem Anwender die notwendigen Identiﬁkationsverfahren fu¨r das
Entwicklungsumfeld im Fahrzeug oder an den Motorenpru¨fsta¨nden zuga¨nglich macht.
Andererseits mu¨ssen die Identiﬁkationsverfahren fu¨r den allgemeinen Einsatz weiterent-
wickelt und standardisiert werden. Die ersten Softwareprodukte fu¨r eine automatisierte
Aggregateabstimmung sind eingefu¨hrt worden und es wird sich zeigen wie hoch die
Akzeptanz beim Anwender ist. Fu¨r die dynamische Aggregateabstimmung steht dieser
Schritt noch aus. Dieser wird erst nach der erfolgreichen Umsetzung der Weiterentwick-
lung der Entwicklungsumgebung durchgefu¨hrt werden ko¨nnen.
Abschließend ist zu sagen, daß ein verbreiteter Einsatz der automatisierten statischen
sowie dynamischen Aggregateabstimmung stark von der Anwenderfreundlichkeit und der
Anwenderakzeptanz der auf dem Markt verfu¨gbaren Softwareprodukte abha¨ngen wird.
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10.1 Ansatz fu¨r Luftu¨berschuß
Die Diﬀerenzengleichung fu¨r die reaktionsfa¨hige Luftmasse mluft zyl im Zylinder lautet:
mluft zyl(k) = mluft fr(k) + xrg ·mluft rg(k − 1) (10.1)
mluft rg(k − 1) entspricht der reaktionsfa¨higen Luftmasse im Abgas (vorheriges Arbeits-
spiel), mluft fr entspricht der Frischluftmasse im Zylinder.
mluft rg(k − 1) =

 mluft zyl(k − 1)−mkraft zyl(k − 1) · 14.7 fu¨r mluft zyl > mkraft zyl · 14.70 fu¨r mluft zyl ≤ mkraft zyl · 14.7 (10.2)
10.2 Konvergenzansatz fu¨r die Identiﬁzierbarkeit im Kraftstoﬀpfad
Da das Verfahren der Ausgangssensitivita¨tsanalyse zur Bestimmung der Identiﬁzierbar-
keit des Kraftstoﬀpfads im Kapitel 4.1.3 versagte, werden hier die Identiﬁzierbarkeits-
ansa¨tze u¨ber die Konvergenz des Scha¨tzverfahrens zur Beurteilung eingesetzt. Fu¨r die
Analyse werden die Ergebnisse der Untersuchungen der linearen Parameterscha¨tzverfah-
ren aus Kapitel 5.1.4 verwendet.
Die Least-Square-Identiﬁzierbarkeit bezieht sich auf die Konvergenz eines Scha¨tzverfah-
rens, das ein Gu¨tefunktional mit quadratischen Fehlertermen minimiert. Die Scha¨tzver-
fahren nach dem WRLS- und dem RML-Verfahren erfu¨llen diese Voraussetzung, siehe
Gu¨tefunktional in (5.11) und (5.46).
Das Konvergenzkriterium nach Tse und Anton in [29] schließt zusa¨tzlich zur Least-
Squares Identiﬁzierbarkeit die Konvergenz in Wahrscheinlichkeit ein. Diese kann auf die
Untersuchung der Kalman-Filter Verfahren u¨bertragen werden, da das Filter fu¨r die
Bestimmung der Zustandsscha¨tzwerte die bedingte Verteilungsdichtefunktion fx/Y k im
Bezug auf die Meßwertgeschichte heranzieht.
Fu¨r die Untersuchung der reinen Parameterscha¨tzverfahren ist ausschließlich das Modell
der Wandﬁlmdynamik verwendet worden. Das Konvergenzverhalten ist fu¨r alle drei ver-
wendeten Verfahren unter idealen Bedingungen als gut zu beurteilen. Dies bedeutet, das
der Konvergenzansatz greift und das Wandﬁlmmodell unter den gegebenen Bedingungen
identiﬁzierbar ist.
Betrachtet man die Untersuchungen zur Parametrierung des Modells des gesamten Kraft-
stoﬀpfads mit einem adaptiven Parameter- und Zustandsscha¨tzer im Kapitel 5.2.3, so
wird auch hier ein sehr gutes Konvergenzverhalten bei der Scha¨tzung erzielt. Dies be-
deutet, daß auch fu¨r das Kraftstoﬀpfadmodell zur Bestimmung der Identiﬁzierbarkeit
das Konvergenzkriterium erfu¨llt ist.
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Eine einschra¨nkende Aussage ist mit dieser Vorgehensweise nicht mo¨glich, allerdings
zeigen die Scha¨tzergebnisse fu¨r das reale Streckenverhalten im Kapitel 8.2 das die Iden-
tiﬁzierbarkeit u¨ber den gesamten Betriebsbereich erfu¨llt ist.
10.3 Herleitung des Ansatzes zur Parameterscha¨tzung mit dem
RML-Verfahren
Ausgangspunkt ist die Taylorreihenentwicklung des Gu¨tefunktionals um den letzten
Scha¨tzwert θˆ(k − 1) aus Gleichung (5.23):
Vk(θ) = Vk(θˆ(k − 1)) + V ′k(θˆ(k − 1)) · [θ − θˆ(k − 1)]
+
1
2
· [θ − θˆ(k − 1)]T · V ′′k (θˆ(k − 1)) · [θ − θˆ(k − 1)] + h.o.t. (10.3)
mit h.o.t. =ˆ high order terms (10.4)
Die Bedingung fu¨r ein Extremum des Gu¨tefunktionals ist durch den Zusammenhang
gegeben:
∂Vk
∂θ
∣∣∣∣
θ=θˆ
= 0 (10.5)
Wendet man diesen Zusammenhang fu¨r die Taylorreihenentwicklung an, dann ergibt sich
folgende Darstellung fu¨r θ = θˆ(k):
0 =
∂
∂θ
{
V ′k(θˆ(k − 1)) · [θ − θˆ(k − 1)]
+
1
2
· [θ − θˆ(k − 1)]T · V ′′k (θˆ(k − 1)) · [θ − θˆ(k − 1)] + h.o.t.
}∣∣∣∣
θ=θˆ(k)
(10.6)
0 = V ′k(θˆ(k − 1)) + 2 ·
1
2
· V ′′k (θˆ(k − 1)) · [θˆ(k)− θˆ(k − 1)] + h.o.t (10.7)
Wird die Gleichung (10.7) nach θˆ(k) aufgelo¨st, dann ergibt sich der Zusammenhang
fu¨r den Maximum-Likelihood Scha¨tzwert, unter der Voraussetzung, daß die auftretende
Inverse existiert.
θˆ(k) = θˆ(k − 1)−
[
V ′′k (θˆ(k − 1))
]−1
· V ′k(θˆ(k − 1))T + h.o.t. (10.8)
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10.4 Herleitung einer a¨quivalenten Schreibweise fu¨r die
Fehlerkovarianz P (k) und dem Gain γ
Fu¨r die Ableitung der Beziehung wird folgendes Matrix-Inversions-Lemma beno¨tigt:
[A+BCD]−1 = A−1 − A−1B[DA−1B + C−1]−1DA−1 (10.9)
Dabei sind A, B, C und D Matrizen von kompatibler Dimension, so daß das Produkt
BCD und die Summe A + BCD existiert. Der Beweis fu¨r das Lemma kann durch eine
rechtsseitige Multiplikation von Gleichung (10.9) gefu¨hrt werden und man erha¨lt:
I + A−1BCD − A−1B[DA−1B + C−1]−1D
−A−1B[DA−1B + C−1]−1DA−1BCD
= I + A−1B[DA−1B + C−1]−1
{
[DA−1B + C−1]CD −D −DA−1BCD}
= I + A−1B[DA−1B + C−1]−1{0} = I (10.10)
Dies beweist den Zusammenhang in Gleichung (10.9). Das Verwenden des Lemmas fu¨r
den U¨bergang der Gleichung (5.30) unter der Verwendung der Gleichung (5.33) ergibt
den folgenden Zusammenhang:
P (k) =
[
P−1(k − 1) + ψ(k) · ψ(k)T ]−1
= P (k − 1)
− P (k − 1) · ψ(k) [ψT (k) · P (k − 1) · ψ(k) + 1]−1 · ψ(k)T · P (k − 1)
= P (k − 1)− P (k − 1) · ψ(k) · ψ(k)
T · P (k − 1)
1 + ψT · P (k − 1) · ψ(k) (10.11)
mit A = P (k − 1) = R¯(k − 1) = 1
k
R(k − 1), B = ψ(k), C = 1, D = ψT (10.12)
Der Vorteil bei dieser Darstellung liegt an der Tatsache, daß die Inversion einer Matrix
durch eine Division eines Skalars ersetzt worden ist, was die Berechnung erheblich ver-
einfacht. Mit der Gleichung (10.11) kann man zusa¨tzlich einen Ausdruck fu¨r das Gain γ
einfu¨hren:
γ(k) = P (k) · ψ(k)
= P (k − 1)ψ(k)− P (k − 1) · ψ(k) · ψ(k)
T · P (k − 1)ψ(k)
1 + ψ(k)T · P (k − 1) · ψ(k)
=
P (k − 1) · ψ(k)
1 + ψ(k)T · P (k − 1) · ψ(k) (10.13)
Mit diesen Herleitungen stehen die Zusammenha¨nge fu¨r das Gain γ und die Fehlerkova-
rianzmatrix P zur Verfu¨gung.
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10.5 Herleitung des Maximum-Likelihood Verfahrens
In diesem Abschnitt werden die Filtergleichungen des Maximum-Likelihood Verfahrens
hergeleitet. Beide Verteilungsdichtefunktionen in (5.137) sind gaußnormalverteilt und
somit durch die ersten beiden Momente bestimmt.
1. VDF fu¨r den ersten Term in Gleichung (5.137)1
fx(k)/Yk
∣∣∣
ϑ=θˆ=const
=
exp
{
−1
2
·
[
ξ − xˆ+k
]T
· P+(k)−1 ·
[
ξ − xˆ+k
]}
(2 · π)n/2 · |P+(k)|1/2 (10.14)
Hierin ist xˆ+ und P+ implizit eine Funktion von θ.
2. VDF fu¨r die Produktterme in Gleichung (5.137)
Zur Bestimmung des ersten Moments muß der folgende Erwartungswert gebildet werden:
E{y(j)/Y j−1} = E{C(j) · x(j) + v(j)/Y j−1}
= C(j) · E{x(j)/Y j−1}+ E{v(j)/Y j−1}
= C(j) · xˆ−j + 0 (10.15)
Außerdem wird noch das zweite Moment, die bedingte Kovarianz, fu¨r die VDF beno¨tigt.
E{(y(j)− C(j) · xˆ−j )(y(j)− C(j) · xˆ−j )T/Y j−1} =
= E{(C(j) · x(j) + v(j)− C(j) · xˆ−j ) · (C(j) · x(j) + v(j)− C(j) · xˆ−j )T}
= E{C(j) · (x(j)− xˆ−j ) · (x(j)− xˆ−j )T · C(j)T/Y j−1}+R(j)
= C(j) · P−(j) · C(j)T +R(j) = Pyy(j) (10.16)
Mit den beiden bestimmten Momenten ergibt sich folgende Verteilungsdichtefunktion
fu¨r die Produktterme:
fy(j)/Yj−1
∣∣∣
ϑ=θˆ=const
=
exp
{
−1
2
· [ζ − C(j) · xˆ−j ]T · P−1yy · [ζ − C(j) · xˆ−j ]
}
(2 · π)m/2 · |Pyy|1/2 (10.17)
Hierin sind Pyy(j) = C(j) ·P−(j) ·C(j)T +R(j), Pyy und xˆ−j implizit Funktionen von θ.
1Herleitung von Loﬀeld in [20]: S.413 Gl. 578
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10.5.1 Berechnung der Likelihood-Funktion
Mit den abgeleiteten VDF in den Gleichungen (10.14) und (10.17) steht die Likelihood-
Funktion aus Gleichung (5.137) fu¨r ein Kalman-Filter als Zustandsscha¨tzer und ein ML-
Ansatz als Parameterscha¨tzer zur Verfu¨gung. Da die Logarithmus-Funktion monoton
steigendes Verhalten besitzt, kann zur Bestimmung des Maximums die logarithmierte
VDF aus Gleichung (5.137) herangezogen werden.
ln fx(k),Yk/θ(ξ, y
k/ϑ) =
− n+m
2
· ln(2 · π)− 1
2
· ln(|P+(k)|)− 1
2
·
k∑
j=1
ln(Pyy)(j)
− 1
2
· [ξ − xˆ+k ]T · P+(k)−1 · [ξ − xˆ+k ]
− 1
2
·
k∑
j=1
[ζ − C(j) · xˆ−j ]T · Pyy(j) · [ζ − C(j) · xˆ−j ] (10.18)
Zur Bestimmung des Maximums der Likelihood-Funktion wird die partielle Ableitung
der Funktion aus Gleichung (10.18) in eine partielle Ableitung der Zusta¨nde und eine
partielle Ableitung der Parameter zerlegt. Im ersten Schritt wird die partielle Ableitun-
gen zur Bestimmung des Maximums der Likelihood-Funktion nach der Variable ξ fu¨r die
Zustandsscha¨tzung betrachtet. Dabei wird der Parametervektor θ, wie vorher festgelegt,
als konstant angenommen.
∂
∂ξ
[ln fx(k),Yk/θ(ξ, y
k/ϑ)]
∣∣∣∣
ϑ=θˆ=const, ξ=xˆ
= 0T (10.19)
Mit diesen Bedingungen ergibt sich fu¨r die partielle Ableitung nach ξ:
[ξ − xˆ+k ]T · P+(k)|ϑ=θˆ, ξ=xˆ = 0T (10.20)
ξ = xˆ+k
∣∣∣
ϑ=θˆ
⇒ [ξ − xˆ+k ]|ϑ=θˆ = 0 (10.21)
In Gleichung (10.21) ist die Lo¨sung fu¨r die Maximierung der Likelihood-Funktion im Be-
zug auf die Zustandsscha¨tzung dargestellt, wenn der Scha¨tzwert der Parameter konstant
vorausgesetzt wird. Fu¨r die Zustandsscha¨tzung ist fu¨r diese Bedingung der Maximum-
Likelihood Scha¨tzwert gleich dem Kalman-Filter Scha¨tzwert des Zustandsscha¨tzers. Mit
diesem Ansatz la¨ßt sich der Maximum-Likelihood Scha¨tzwert fu¨r die Zustandsscha¨tzung
mit einem Kalman-Filter bestimmen. Im zweiten Schritt werden die partiellen Ablei-
tungen nach dem Parametervektor ϑ vorgenommen, um das Maximum der Likelihood-
Funktion zu bestimmen.
∂
∂ϑ
[ln fx(k),Yk/θ(ξ, y
k/ϑ)]
∣∣∣∣
ϑ=θˆ, ξ=xˆ+k
= 0T (10.22)
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Fu¨r die Ableitung der Likelihood-Funktion aus Gleichung (10.18) nach den Parametern
θ ergibt sich folgender Zusammenhang, wenn fu¨r die partiellen Ableitungen nach den
Parametern die Beziehungen (10.24) und (10.25) verwendet werden und anschließend
eine Multiplikation mit dem Faktor -2 durchgefu¨hrt wird:
−2 · ∂
∂ϑm
[ln fx(k),Yk/θ(ξ, y
k/ϑ)] = tr
{
P+(k)−1 · ∂P
+(k)
∂ϑm
}
−2 · ∂xˆ
+
k
∂ϑm
T
· P+(k)−1 · [ξ − xˆ+k ]
−[ξ − xˆ+k ]T · P+(k)−1 ·
∂P+(k)
∂ϑm
· P+(k)−1 · [ξ − xˆ+k ]
+
k∑
j=1
tr
{
P−1yy (j) ·
∂Pyy
∂ϑm
(j)
}
−2 ·
k∑
j=1
∂xˆ−j
∂ϑm
T
· CT · P−1yy (j) · [ζ − C · xˆ−j ]
−
k∑
j=1
[ζ − C · xˆ−j ]T · P−1yy (j) ·
∂Pyy
∂ϑm
(j) · P−1yy (j) · [ζ − C · xˆ−j ] (10.23)
∂ ln |X|
∂ϑm
=
∂ ln |X|
∂|X| ·
∂|X|
∂ϑm
=
1
|X| ·
∂|X|
∂ϑm
= tr
{
|X|−1 · ∂|X|
∂ϑm
}
und (10.24)
∂X
−1
∂ϑm
= −X−1 · ∂X
∂ϑm
·X−1 (10.25)
Wird im zweiten Schritt der Maximumbestimmung der Likelihood-Funktion das Ergeb-
nis des ersten Schrittes der Zustandsscha¨tzung aus Gleichung (10.21) als bekannt vor-
ausgesetzt, dann kann Gleichung (10.23) mit ξ = xˆ+k |ϑ=θˆ vereinfacht und zu folgendem
Zusammenhang zusammengefaßt werden:
tr
{
P+(k)−1 · ∂P
+(k)
∂ϑm
}
−
k∑
j=1
tr
{[
P−1yy (j)− P−1yy (j) ·
[
y
j
− C · xˆ−j
]
·
[
y
j
− C · xˆ−j
]T
· P−1yy (j)
]
· ∂Pyy
∂ϑm
(j)
}
−2 ·
k∑
j=1
∂xˆ−j
∂ϑm
T
· CT · P−1yy (j) · [yj − C · xˆ−j ] = 0 (10.26)
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Hieraus ergibt sich das Endergebnis fu¨r die Bestimmung des Maximums der Likelihood-
Funktion bei bekanntem Scha¨tzwert der Zustandsscha¨tzung durch einen Kalman-Filter:
tr
{
P+(k)−1 · ∂P
+(k)
∂ϑm
}
−
k∑
j=1−N+1
tr
{[
P−1yy (j)− P−1yy (j) · rj · rTj · P−1yy (j)
]
· ∂Pyy
∂ϑm
(j)
}
−2 ·
k∑
j=1−N+1
∂xˆ−j
∂ϑm
T
· CT · P−1yy (j) · rj = 0
mit rj = [yj − C · xˆ−j ] und Pyy(j) = C(j) · P−(j) · C(j)T +R(j) (10.27)
Die erhaltene nichtlineare Gleichung ist nur durch ein iteratives Verfahren zu lo¨sen.
Zur Lo¨sung wird das Newton Verfahren [8] eingesetzt, so daß die allgemeine Gleichung
f(x) = 0 mit dem Ansatz xi+1 = xi − f ′(xi)−1 · f(xi) gelo¨st wird. Mit der allgemeinen
Gleichung (5.129) und der Reduktion auf eine reine Parameterscha¨tzung ergibt sich mit
dem Newton Verfahren:
ϑˆi+1 = ϑˆi −
{(∂2L[Θ(k), Y k]
∂ϑ2
)−1
· ∂L[Θ(k), Y
k]
∂ϑ
T}∣∣∣
ϑ=θˆi
(10.28)
Ein Problem des iterativen Lo¨sens nach diesem Verfahren liegt im Aufwand der Be-
stimmung der zweiten Ableitungen. Es existieren folgende zwei Mo¨glichkeiten, um den
Aufwand fu¨r eine Berechnung so gering wie mo¨glich zu halten:
• Vereinfachungen durch Beschra¨nkungen im Systemmodell oder Beschra¨nkung auf
die Bestimmung von Parametern in Q und R,
• Ersetzen der zweiten Ableitung durch eine Na¨herung (Scoring-Verfahren).
Im weiteren Verlauf wird das Scoring-Verfahren dargestellt und die erste Mo¨glichkeit
wird nicht untersucht, da die Einschra¨nkungen eine Allgemeingu¨ltigkeit verhindern.
10.5.2 Scoring-Verfahren
Um den Scoring-Algorithmus zur Lo¨sung der vorher bestimmten nichtlinearen Gleichung
(10.27) einzusetzen, mu¨ssen folgende Terme zur Lo¨sung des Newton Verfahrens in Glei-
chung (10.28) bestimmt werden:
• Score-Vektor ∂L[Θ(k),Y k]
∂ϑ
,
• bedingte Informationsmatrix nach Rao J [k, ϑˆ].
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Die bedingte Informationsmatrix von Rao ersetzt die zweite partielle Ableitung na¨he-
rungsweise:
∂2L[Θ(k), Y k]
∂ϑ2
≈ −J [k, xˆ(k), ϑˆ] (10.29)
Hierin ist die bedingte Informationsmatrix nach Rao deﬁniert als:
J [k, xˆ(k), ϑˆ] ≡ E
{
∂L[Θ(k), Y k]
∂ϑ
T
· ∂L[Θ(k), Y
k]
∂ϑ
}∣∣∣∣∣
ϑˆ=ϑˆi
(10.30)
Werden die Vereinfachungen der Gleichung (10.5.2) und (10.30) in Gleichung (10.28)
eingesetzt, ergibt sich die neue Berechnungsvorschrift fu¨r das Scoring-Verfahren:
ϑˆi+1 = ϑˆi +
{
J [k, ϑ]−1 · ∂L[Θ(k), Y
k)]
∂ϑ
T
}∣∣∣∣∣
ϑ=ϑˆi
(10.31)
Zur Anwendung des Scoring-Verfahrens mu¨ssen nun der Score-Vektor und die bedingte
Informationsmatrix nach Rao bestimmt werden.
Berechnung des Score-Vektors
Der Score-Vektor ist p-dimensional und von der gleichen Form wie Gleichung (10.27),
nur zusa¨tzlich multipliziert mit -1/2. Fu¨r die Lo¨sung werden allerdings die Parame-
terscha¨tzwerte und nicht die unbekannten Maximum-Likelihood Scha¨tzwerte verwendet.
Um die beno¨tigten Terme zu lo¨sen, ist es praktisch, diese in N einzelne Score-Schritte
zu zerlegen. Fu¨r diese Vorgehensweise ergibt sich der folgende Zusammenhang:
∂L[Θ(k), Y k]
∂ϑ
= γm[y(k), ϑˆ] +
k∑
j=k−N+1
sm[y(j), ϑˆ]
∣∣∣∣∣
ϑ=ϑˆi
(10.32)
Durch den Vergleich der Gleichung (10.32) mit Gleichung (10.27) kann γm und sm be-
stimmt werden:
sm[y(j), ϑˆ] =
∂xˆ−j
∂ϑm
T
· CT · P−1yy (j) · rj (10.33)
−1
2
· tr
{[
P−1yy (j)− P−1yy (j) · rj · rTj · P−1yy (j)
]
· ∂Pyy
∂ϑm
(j)
}
γm[y(k), ϑˆ(k)] = −1
2
· tr
{
P+(k)−1 · ∂P
+(k)
∂ϑm
}
(10.34)
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Berechnung der bedingten Informationsmatrix nach Rao
Mit der Verwendung der Gleichung (10.30) kann fu¨r die mn-te Komponente der beding-
ten Informationsmatrix folgender Zusammenhang abgeleitet werden:
Jm,n = E
{
γm[y(k), ϑˆ] · γn[y(k), ϑˆ]
}∣∣∣
ϑ=ϑˆi
+
i∑
j=i−N+1
E
{
sm[y(j), ϑˆ] · sn[y(j), ϑˆ]
}∣∣∣
ϑ=ϑˆi
(10.35)
In der Gleichung (10.35) ergibt sich der erste Term zu:
E
{
γm[y(k), ϑˆ(k)] · γn[y(k), ϑˆ(k)]
}∣∣∣
ϑ=ϑˆi
=
1
2
· tr
[
P+(k)−1 · ∂P
+(k)
∂ϑm
· P+(k)−1 · ∂P
+(k)
∂ϑn
+2 · P+(k)−1 · E
{
∂xˆ−k
∂ϑm
· ∂xˆ
−
k
∂ϑn
T
}]∣∣∣∣∣
ϑ=ϑˆi
(10.36)
Und der zweite Term in Gleichung (10.35) ergibt sich zu:
E
{
sm[y(j), ϑˆ(j)] · sn[y(j), ϑˆ(j)]
}∣∣∣
ϑ=ϑˆi
=
1
2
· tr
[
P−1yy (j) ·
∂Pyy
∂ϑm
(j) · P−1yy (j) ·
∂Pyy
∂ϑn
(j)
+2 · P−1yy (j) · C · E
{
∂xˆ+j
∂ϑm
· ∂xˆ
+
j
∂ϑn
T
}
· CT
]∣∣∣∣∣
ϑ=ϑˆi
. (10.37)
Die Terme in Gleichung (10.36) und (10.37) werden zur Bestimmung der nichtlinearen
Gleichung beno¨tigt und sind ohne weitere Vereinfachungen hergeleitet. Der Rechenauf-
wand zur Bestimmung des Erwartungswerts dieser Gleichungen ist sehr hoch und fu¨r
einen leistungsfa¨higen Algorithmus nicht akzeptabel. Deshalb wird fu¨r die Erwartungs-
wertbildung die folgende Na¨herung eingefu¨hrt:
E
{
∂xˆ−k
∂ϑm
· ∂xˆ
−
k
∂ϑn
T
}∣∣∣∣∣
ϑˆ=ϑˆi
=˜
∂xˆ−k
∂ϑm
· ∂xˆ
−
k
∂ϑn
T
∣∣∣∣∣
ϑˆ=ϑˆi
(10.38)
Ein heuristischer Beweis kann so gefu¨hrt werden, daß die zweite Ableitung der Matrix in
(10.29) beim Scoring-Algorithmus durch die Erwartungswertbildung der speziellen Se-
quenz von Daten angena¨hert wird. Damit sind die Einﬂu¨sse der Rauschzusammenha¨nge
durch die Erwartungswertbildung verlorengegangen. Diese Zusammenha¨nge werden nun
in einer anderen Form wieder eingefu¨hrt.
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Daraus folgen die vereinfachten Bestimmungsgleichungen der Informationsmatrix nach
Rao:
E
{
γm[y(k), ϑˆ] · γn[y(k), ϑˆ]
}∣∣∣
ϑˆ=ϑˆi
=
1
2
· tr
[
P+(k)−1 · ∂P
+(k)
∂ϑm
· P+(k)−1 · ∂P
+(k)
∂ϑn
]
+
∂xˆ+k
∂ϑm
T
· P+(k)−1 · ∂xˆ
+
k
∂ϑn
E
{
sm[y(j), ϑˆ] · sn[y(j), ϑˆ]
}∣∣∣
ϑˆ=ϑˆi
=
∂xˆ−j
∂ϑm
T
· CT · P−1yy (j) · C ·
∂xˆ−j
∂ϑn
+
1
2
· tr
[
P−1yy (j) ·
∂Pyy
∂ϑm
(j) · P−1yy (j) ·
∂Pyy
∂ϑn
(j)
]
(10.39)
Eigenschaften des Scoring-Verfahren
Durch die eingefu¨hrten Vereinfachungen von Termen zweiter Ordnung durch den Zusam-
menhang in Gleichung (10.38) verringert sich der Rechenaufwand des Scoring-Verfahrens
erheblich und es werden nur Terme erster Ordnung zur Berechnung beno¨tigt. Der Fehler,
der durch diese Vereinfachung begangen wird, ist von der Ordnung 1
N
fu¨r große N .
Fu¨r große N erreicht das Scoring-Verfahren sogar die Konvergenzeigenschaften des
Newton Verfahrens. Im allgemeinen konvergiert es weniger schnell in der Na¨he der
Lo¨sung im Vergleich zum Newton, aber es konvergiert aus gro¨ßeren Bereichen bei er-
heblich geringerem Berechnungsaufwand. Fu¨r das Scoring-Verfahren ergeben sich einige
Nachteile, die allerdings in der praktischen Anwendung beseitigt werden ko¨nnen.
Zum einen sind beim Filterstart fu¨r die Berechnung der Informationsmatrix nach Rao
sehr kleine Werte fu¨r die Matrixelemente zu erwarten. Durch die Inversion der Informa-
tionsmatrix nach Rao zur Bestimmung der negativen Hesseschen Matrix in Gleichung
(10.29) ergeben sich sehr große Matrixelemente, deshalb sind diese keine gute Na¨herung
der negativen Hesseschen Matrix. Durch die Verwendung einer vorausberechneten, festen
Informationsmatrix wa¨hrend des Einschwingverhaltens kann diesem Problem im ange-
wendeten Filter begegnet werden. Die berechnete Na¨herung wird dann aktiviert, wenn
sich die negative Hessesche Matrix in einer annehmbaren Gro¨ßenordnung beﬁndet.
Zum anderen bedeutet die wiederholte Berechnung der Informationsmatrix von Rao und
die Bildung der Inversen einen erheblichen Berechnungsaufwand. Nach dem U¨bergangs-
verhalten vera¨ndert sich die Matrix nicht mehr erheblich, so daß es mo¨glich ist, diese
konstant zu halten und nur in bestimmten Berechnungsabsta¨nden zu u¨berpru¨fen, ob eine
Neuberechnung notwendig ist.
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10.6 Identiﬁkation des Luftpfads mit drei unbekannten
Parametern
Die Abbildung 10.1 zeigt die Scha¨tzung der vollsta¨ndigen Systemdynamik des Luftpfads.
Dabei wurden folgende Parameterwerte eingestellt:
Filterparameter Startwerte Wahre Werte
Q R N td(0)
ms
τs(0)
ms
τλ(0)
ms
td
ms
τs
ms
τλ
ms
10−6 10−12 200 17.5 30 10 12.5 100 30
0 50 100 150
Zyklen
0.01
0.02
0.03
0.02
0.06
0.1
0.14
0.012
0.014
0.016
0.018
-0.02
0
0.02
1.1
1.2
1
1.1
1.2
1
1.1
1.2
τ λ
[s
]
τ s
[s
]
t d
[s
]
R
es
.
x
3
[m
s]
x
2
[m
s]
x
1
[m
s]
Wahrer Wert
Scha¨tzwert
Abbildung 10.1: Identiﬁkation des Luftpfads mit KF mit ML
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In der Abbildung ist eine Vergangenheitssequenz von 100 Zyklen und der Scha¨tzver-
lauf des adaptiven Parameter- und Zustandsscha¨tzers dargestellt. In den ersten drei
Diagrammen sind die Zusta¨nde des Modells des Luftpfads abgebildet. In den letzten
drei Diagrammen sind die zu scha¨tzenden Parameter, die der Totzeit, die der Saug-
rohrzeitkonstante und die der Lambdasondenzeitkonstante, abgebildet. Die Scha¨tzung
der Parameter beginnt in der Abbildung mit dem 100. Zyklus und ist nach 30 Zyklen
abgeschlossen. Das Konvergenzverhalten des Scha¨tzverfahrens ist gut und nach 30 Zy-
klen werden die wahren Werte der Parameter erreicht. Die Scha¨tzung der vollsta¨ndigen
Systemdynamik zeigt die Leistungsfa¨higkeit des adaptiven Ansatzes.
10.7 Identiﬁkation des Kraftstoﬀpfads mit sechs unbekannten
Parametern
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Abbildung 10.2: Zustandsscha¨tzwerte des Filters mit KF mit ML
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Zur Identiﬁkation wurden folgende Werte eingestellt:
Filterparameter Startwerte Wahre Werte
Q R N α0 β0 a0 b0 c0
td(0)
ms
α β a b c td
ms
10−6 10−12 300 0.01 0.5 0.2 0.1 0.7 17.5 0.025 0.93 0.33 0.25 0.42 12.5
In den Abbildungen 10.2 sind die Zustandsscha¨tzwerte und das Residuum des Kalman-
Filters und in Abbildung 10.3 sind die Parameterscha¨tzwerte des u¨berlagerten Maximum-
Likelihood Verfahren fu¨r die Scha¨tzung von sechs unbekannten Parametern im Kraftstoﬀ-
pfad zu sehen. Gescha¨tzt werden die fu¨nf Parameter des Modells der Wandﬁlmdynamik
und die Totzeit des Streckenverhaltens.
0 50 100 150 200
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0.6
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t d
c
b
a
β
α Wahrer Wert
Scha¨tzwert
Abbildung 10.3: Parameterscha¨tzwerte des Filters mit KF mit ML
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In den beiden Abbildungen ist eine Vergangenheitssequenz von 100 Zyklen und ein
Scha¨tzverlauf von 100 Zyklen abgebildet. Die Scha¨tzung beginnt in der Abbildung mit
dem 100. Zyklus. Die Scha¨tzung ist nach 50 Zyklen abgeschlossen und es werden anna¨hernd
die wahren Werte erreicht. Das Scha¨tzergebnis ist als sehr gut zu bezeichnen und be-
kra¨ftigt die Leistungsfa¨higkeit des adaptiven Parameter- und Zustandsscha¨tzers.
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