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Abstract
Abstract  
Network virtualisation is an enabling technology that will allow the future Internet to overcome 
the obstacles of the current Internet to architecture change. The future Internet architecture will 
be separated into virtual networks that can concurrently run network services and architectures 
over a shared substrate network. Although virtual networks offer enormous advantages in terms 
of cost and accessibility, virtual networks are vulnerable to failure due to different factors.
Therefore, reliability in a virtual network environment (VNE) is an important issue that needs
to be addressed before a virtual network can be used. The aim of this thesis was to improve the 
virtual network reliability by designing a reliable VNE that can operate normally, even in the 
event of link or node substrate failure. A framework developed that uses reliability block 
diagrams and continuous-time Markov chains to model and analyse the reliability and 
availability of a VNE. The framework can be used for the design and construction of more 
reliable VNE. In addition, to minimise the unpredicted failures and reduce the impact of failure 
on a virtual network, a dynamic solution proposed for detecting a failure before it occurs in the 
VNE. The detection mechanism is based on a conservative time-synchronisation algorithm 
with a message passing interface. Moreover, to predict failure and establish a tolerable 
maintenance plan before failure occurs in the VNE, a failure prediction method developed 
based on time series and support vector regression models. The proposed prediction mechanism 
for VNE can be used to minimise the unpredicted failures, reduce backup redundancy and 
maximise system performance. The results show that the framework can use reliability as a 
level of a service required by the client to allocate resources for virtual networks according to 
the quality of service. A framework for evaluating reliability and availability achieved high 
performance compared with previous work. In addition, the failure detection mechanism 
showed a very small number of messages exchanged in event of failure. Our approach achieved 
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a high performance compared with previous work in the detection of failure in VNE. Finally, 
the failure prediction method achieved very high accuracy in prediction the future failures in 
VNE because the predicted results were very close to the observed values.
v
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Introduction
Chapter 1: Introduction
1.1. Background
Internet architecture does not easily accommodate fundamental changes. Network 
virtualisation has been recognised as an enabling technology for the future Internet [1] and 
virtual network technology is rapidly evolving. Network virtualisation enables multiple virtual 
networks to run on a single shared substrate network. Network virtualisation allows users to 
create an individual virtual network with particular application naming, topology, routing table
and resources management mechanisms such as server virtualisation. Network virtualisation
also enables users to remotely access computing resources such as their own personal 
computers. Each virtual network is instantiated and managed independently, which means that 
a virtual network can use communication protocols designed to a specific service environment. 
These characteristics provide network operators flexible and dynamic way to manage and 
modify networks as well as provision flexible service than is currently available on the Internet
[2].
The virtual network infrastructures vulnerable to many failures may happen in different 
OD\HUVRIWKHQHWZRUNVXFKDVLQWKHSK\VLFDOOD\HUZKHUHDFRQQHFWLRQIDLOXUHGXHWRD¿EHUFXW
may have a physical disconnectivity. Virtual network infrastructures are susceptible to various 
component failures such as single link failure [3], node failure and multiple link failures [4].
Seventy per cent of link failures are single link failures [5], and data centres experience 10 
times more link failures than node failures [6]. The failure of the link could be due to 
maintenance, policy change and the substrate links or nodes may not function correctly all the 
time. Unplanned failures represent 30% shared between the router and optical fibre failures, 
1
Introduction
and the remaining 70% of unplanned failures are individual link failures due to different type 
of problems [5].
Because many virtual networks run on a shared physical network with limited network 
resources, a failure in the physical node, the physical network, or both the node and the network 
can affect many virtual networks. In addition, because multiple virtual networks share substrate 
network resources among many infrastructure providers of unknown reputation, it is very 
common for a client to suspect if the data are secure. This is an important security issue which 
is extensively researched in the cloud computing [7]. Network virtualisation requires the 
resolution of many challenges, in particular, reliability assurance. How to assure the virtual
infrastructure components are dependable to continue deliver communication in the event of 
failure in VNE is an important and open problem.
1.2. Thesis Aims
While network virtualisation provides greater flexibility, it poses challenges from a reliability 
(i.e., fault-tolerance, trust and security) perspective. The overall aims of this thesis are to study 
the problem of virtual network reliability and develop efficient solutions that assure virtual 
network reliability.
The specific aims of this research project are to:
i. Analyse the reliability of virtual network links and develop a new approach to enhance 
virtual network link reliability
ii. Analyse the reliability of virtual network nodes and develop a new approach to 
enhance virtual network node reliability
iii. Analyse the reliability of the combination of virtual network links and nodes and 
develop a new approach to enhance the reliability of virtual network links and nodes.
2
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iv. Minimise the unpredicted failures and reduce the impact of failure on a virtual 
network, by developing a dynamic solution for detecting a failure before it occurs in 
the VNE. 
v. Predict failure and establish a tolerable maintenance plan before failure occurs in the 
VNE and avoid service interruptions by developing a prediction mechanism to 
forecast the failure in the VNE.
1.3. Motivation
Network virtualisation allows users to send their own virtual network specifications to their 
service provider who then maps each user’s request into the infrastructure provider’s hardware.
Virtual network embedding is the process of allocating substrate network resources to the 
virtual network request while taking into account the processing and bandwidth capacity 
requirements. A virtual network is created by virtualising the network node and network link 
resources of a substrate network.
We now illustrate through an example of embedding virtual network onto the substrate 
network as shown in figure 1-1. The system of interest has a set of ࣪ = {ܲ ଵܰ, ܲ ଶܰ, … , ܲ ௡ܰ}
physical nodes and a set of ࣦ = {ܲܮଵ, ܲܮଶ, … , ܲܮ௠} physical links. A virtual network (VN) is 
created by virtualizing the ࣪ nodes and the ࣦ links of a substrate network (SN). As 
demonstrated in figure 1-1, The process of virtualization of the nodes and the links will create 
a set of ࣰ = {ܸ ଵܰ, ܸ ଶܰ, … , ܸ ௫ܰ} virtual nodes and a set of ࣱ = ൛ܸܮଵ, ܸܮଶ, … , ܸܮ௬ൟ virtual 
links. Each ܸܮ௜ א ࣱ and each ܸ ௞ܰ א ࣰ is mapped to a substrate node and substrate path 
respectively [8], [9], [10]. The physical nodes are represented as (rounded rectangle) and 
denotes [ܲ ଵܰ,  ܲ ଶܰ,  ܲ ଷܰ,  ܲ ସܰ] and the physical links are represents as (solid black lines) and 
denotes [ܲܮଵ,  ܲܮଶ,  ܲܮଷ,  ܲܮସ,    ܲܮହ, ܲܮ଺  ] . In addition, the virtual nodes are represents as 
(router symbol) and denotes  [ܸ ଵܰ,  ܸ ଶܰ,  ܸ ଷܰ,  ܸ ସܰ] and the virtual links are represents as 
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(dashed lines) and denotes[ܸܮଵ,  ܸܮଶ,  ܸܮଷ,  ܸܮସ,    ܸܮହ ]. For example, virtual node [ܸ ଶܰ] is 
mapped to physical node[ܲ ଵܰ], virtual node [ܸ ଶܰ] is mapped to physical node [ܲ ଶܰ] and the 
two virtual networks communicate between each other’s by using the virtual link[ܸܮଵ], which
is mapped to physical link[ܲܮଵ]. The mapping of virtual nodes to the physical node [ܲ ଵܰ] is 
valid if and only if the total CPU capacities of VNs less than or equal to the CPU capacity of 
physical node. In addition, the mapping of virtual links [ܸܮଵ,  ܸܮଶ,  ܸܮଷ] to the physical link 
[ܲܮଵ] is valid if and only if the bandwidth capacity of virtual links less than or equal to the 
bandwidth capacity of physical link. In another words the mapping is valid when the capacity 
constraints of both virtual network requests do not exceed the capacities of the physical 
network. 
A virtual network topology is created by connecting multiple virtual nodes through multiple 
virtual links (see figure 1-1, dashed lines). Multiple virtual topologies with varying 
characteristics are created and co-hosted by the same substrate network. Thus, virtual nodes 
are interconnected through virtual links forming a virtual topology. This allows many VN 
topologies with different characteristics to be established and coexist on the same physical 
hardware.
4
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Figure 1-1 Virtual Network Embedding Model
Multiple virtual networks can run on a shared substrate network with constrained network 
resources such as bandwidth and CPU capacity, as well as different configurations and 
requirements. Consequently, a failure in either the physical node or physical network or both 
the node and the network can affect many virtual networks. Because multiple virtual networks 
run on a single shared substrate network, a failure in the substrate network will affect the many 
virtual networks mapped onto the failed physical network. For example, figure 1-1, shows three 
virtual links (i.e., VL1, VL2, and VL3) are mapped to PL1. In event of physical link failure
PL1, all of the virtual links that share that physical path will fail. Hence, failure of a single link 
substrate could affect all of the virtual networks that depend upon that link. Similarly, in event
of failure of one physical node, all virtual nodes that share that physical node will fail. 
A failure in the infrastructure virtual environment could contribute to substantial loss of 
important data and the additional use of many other resources such as time and cost [11].
Because the failed virtual network requires remapping to a substrate network, the virtual 
network needs to be reconfigured according to the particular requirements. This may ensue in 
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an economic penalty for infrastructure providers, due to a breach of service level agreements
with service providers [12]. For example, in 2010 the online businesses in North America lost 
more than 26.5 billion in revenue due to service downtime [13]. Infrastructure providers try to 
reduce the cost of hosting an individual virtual network by accepting more virtual network
requests. A failure of a physical network will not simply minimise the long-term revenue by 
accepting more virtual network requests. A physical network failure could drastically cut the 
profit of an infrastructure provider because the time available for virtual network hosting will 
be lessened [14].
Since a failure in the substrate entity (link or node) can affect all of the virtual networks
that share the failed substrate entity. Therefore, it is important and challenging problem to 
provide dependable virtual network in event of failures occurred in the substrate network.
Substrate network failure reduces the reliability of virtual network, this mean that reliability 
assurance is missing from virtual network embedding and it is required when a failure occurs
in the virtual network infrastructures. Reliability in virtual network is an important issue for 
service provider and infrastructure providers. Reliability refers to the probability of all critical 
components of a virtual network remaining in operation. 
1.4. Research Problems and Major Contributions
This thesis studies the substrate node and link failure problem and develops a reliable solution 
that guarantees a virtual network’s resilience and reliability in the event of substrate node or
link failure. The major contributions of the thesis are as follows:
6
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1.4.1. Handling Substrate Link Failures
Substrate link failures can occur in different layers of a network. For example, at the physical 
OD\HUOLQNIDLOXUHGXHWRD¿Ere cut may cause a physical disconnection. The failure of the link 
could also be due to maintenance, policy change or the substrate links or nodes not operating
properly all the time. Twenty per cent of all failures are due to scheduled network maintenance 
activities [3]. Of the unplanned failures, 30% are due to router or optical fibre failures, and 
70% are individual link failures affected by a diversity of problems [3]. Several virtual 
networks share the substrate resources, and therefore, failure in a single link substrate will 
affect all of the virtual networks that depend upon that link. Thus, assurance of reliability is 
required when a physical link failure occurs.
1.4.2. Handling Substrate Node Failures
Usually, several virtual nodes are mapped onto a substrate physical node. Thus, failure in a
substrate node will affect all of the virtual nodes that have been mapped onto that substrate 
node. Node failures in  data  centres  due to maintenance and link failures happen about 10
times more often than node failures [4]. The consequences of substrate failure are that the
network operator will incur more overhead costs because all of the failed virtual nodes need to 
be re-mapped to a different substrate network. Substrate node failure also reduces the 
operational time for hosting virtual network nodes, thereby reducing the reliability of the virtual 
networks. Existing studies have failed to optimise the use of resources because most use 
additional resources as a backup node to recover the fail node. Gill et al. [6] show that 
redundancy in the network is only 40% effective in reducing the impact of failure. A resilience 
approach that can deal with physical substrate node failures is required to ensure reliability of 
a virtual network.
7
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1.4.3. Handling Correlated Substrate Link and Node Failures
The combination of link and node failures in a substrate network is also an important and a real 
problem. Failures in both substrate links and nodes will affect all of the virtual networks 
mapped onto that substrate. The failure will affect both the infrastructure provider and the 
network provider. The infrastructure providers may incur economic penalty due to the failure 
to provide the required quality of service requested by the network providers. In addition, the 
network provider fails to provide the required level of service to the end user whose virtual 
network service is unreliable. Therefore, assurance of reliability for virtual network is required 
when both physical link and node failure occurs.
1.5. Significance of Contributions
This thesis makes a significant contribution to the network virtualisation knowledgebase in 
general and our understanding of reliability and resilience in particular. The main research 
questions that are investigated in Chapter 3, Chapter 4 and Chapter 5 of this thesis are as 
follows:
i. What is the probability that the substrate network functions?
ii. How to make the physical network reliable with the least resources?
iii. How to detect if a component of a substrate network functions properly?
iv. How to predict when the failure occurs in the substrate network?
The first contribution of this thesis is a framework to estimate the probability of the 
substrate network failure by measuring the mean time to failure (MTTF) of the underlying 
infrastructure. A virtual network without protection from node or link failures could lead to 
virtual network service interruption. Therefore, an ideal virtual network platform proposed that 
supports efficient mapping in the presence of failures (node failures and network failures) and 
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offer high-availability. By adopting different redundancy mapping techniques, such as simple 
mapping, passive mapping and active mapping, we can achieve optimal reliability design for 
the virtual network allocation onto the physical network. The framework approach allows the 
virtual network provider to specify the level of service according to the reliability level of the 
virtual network.
The second contribution of this thesis is methodology check if the components of a
substrate network function properly. A dynamic solution developed for detecting a failure 
before it failure occurs in the substrate network. The failure detection mechanism detects a
fault in virtual infrastructure components by exchanging a message between two neighbouring
nodes. In the detection mechanism, a small number of messages are exchanged for failure 
detection because the virtual network environment (VNE) topology is partitioned into clusters. 
Our detection mechanism achieved very efficient time to detection of a failure and high
accuracy in detection of failure in VNE components.
The third contribution of this thesis is methodology to check when the failure occurs in 
VNE components. A forecasting mechanism developed that predicts failure in a substrate node
or link to avoid service interruptions. The failure prediction method accurately predicts failure 
in the substrate link, substrate node and virtual network. 
1.6. Research Methodology
To evaluate the probability that the substrate network functions, our proposed framework uses 
reliability block diagrams and continuous-time Markov chains to identify the best design that 
can achieve more reliable VNE. The reliability block diagram technique considers the 
configuration differences in the virtual network based on the series and parallel component 
connections in the VNE to evaluate the dependability risks in the VNE. For example, in series,
the system required ܯ out of ܯ components of the substrate (nodes + links) to function, while 
9
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in parallel, the system required 1 out of ܯ components to function. Nodes and links can be 
connected in many different ways, such as series, parallel and a combination of series and 
parallel connections. In series connections, the physical network fails if any one of its 
components fails, while in parallel connections, the physical network fails if all of its 
components fail. We use series and parallel arrangements in a reliability block diagram to 
represent the three mappings: single mapping, passive mapping or active mapping. In single 
mapping, each virtual network maps onto a single physical network without redundancy 
backup. In passive mapping, each virtual network maps to active primary physical network and 
an idle secondary physical network and it can be activated if the primary virtual network fails. 
In active mapping, each virtual network is mapped onto both a primary and a secondary 
physical network which they are simultaneously active. Reliability block diagram used to 
compute the reliability metric to determine the reliability of the physical components to 
guarantee providing the required level of reliability.
A self-healing approach is developed to overcome a failure in a virtual network. By 
mapping a virtual network component onto multiple substrate network components, the virtual 
network can be activated on a stand-by substrate component in the event of failure of a substrate 
network component. Thus, the virtual network avoids service interruptions before the substrate
node or link failures occurs. A continuous-time Markov chain model is used to represent 
redundant and non-redundant architecture in a VNE. In addition, the continuous-time Markov 
chain model is used to evaluate VNE reliability, with and without redundancy. The reliability 
of the system is evaluated quantitatively and qualitatively by measuring the MTTF of the 
underlying infrastructure components. The lifetime of a virtual network can be increased by 
mapping virtual network components onto more than one substrate network components. If the 
time ܶ to failure of a physical network is exponentially distributed with the failure rate ߣ, then 
the reliability of the physical network is increased when the MTTF is increased for each 
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physical component. Thus, we can improve the reliability of the physical network by increasing 
the reliability of the physical network components to function from time  ݐ to   ݐ +  ߜ. The 
proposed framework allows a virtual network provider to specify the required level of service 
because the reliability of the virtual network becomes a service provided by the infrastructure
provider. Thus, we can determine the reliability that satisfies virtual network provider 
according to how many resources have to be allocated to provide the required level of reliability 
to guarantee virtual networks resilience in the event of substrate node and link failures.
To overcome the failure in a VNE and improve a virtual network reliability, a dynamic 
detection system developed to detect failures in a VNE. To check if a component in the system 
is functional or non-functional, the fail-stop behaviour is chosen in the fault model detection 
system to represent failure in the VNE. Failure is detected using a message-passing interface 
that exchanges messages between neighbouring nodes to check whether they are working. In 
addition, the conservative time-synchronisation algorithm is used to determine the time-out 
before considering that an event failure has occurred in a VNE. The failure detection 
mechanism can cope with a large-scale failure and can prevent overloading the virtual network
by reducing the number of messages for failure detection. The failure detection mechanism can 
be used to study the cause of the failure and analyse the effectiveness of redundancy. It uses 
fewer resources to recover the failure and study the impact of substrate node failure in a virtual 
network.
To minimise unforeseen failures in VNE, a prediction mechanism developed to predict 
failure occurrences in a VNE. The prediction mechanism that forecasts the time to failure (TTF)
of virtual infrastructure components. The prediction mechanism is based on time series and 
support vector regression (SVR) models to forecast failure in a substrate node or link and avoid 
service interruptions. The accuracy of the prediction mechanism using SVR model is very high 
because the error rates are very low, as measured by root mean square errors (RMSE).
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1.7. Thesis Organisation
The rest of the thesis is organised as follows:
Chapter 2 explains the different architectures of a virtual network (i.e., the virtual network 
could be created by virtualising one or more layers such as the physical layer, link layer, 
network layer or application layer). It also provides a brief literature review about improving
virtual network reliability in the event of failure.
Chapter 3 introduces a framework to estimate dependability risks in VNEs that considers
variations in virtual network configurations. The framework uses the reliability block diagrams
and the continuous-time Markov chain model to analyse the dependability level of a virtual 
network. 
Chapter 4 presents a mechanism to detect and overcome a failure in a virtual network. 
Failure is detected using a message-passing interface and the conservative time-
synchronisation algorithm. A message-passing interface is used for probing connections
between point-to-point nodes by message exchange and the conservative time-synchronisation 
algorithm is used to determine the time-out before considering than an event failure has 
occurred in the VNE.
Chapter 5 introduces a prediction mechanism to predict the future failure before the 
failure occurs in VNE. The main concept of this approach is to forecast the TTF of VNE 
components by using time series and SVR models.
Chapter 6 summarises the major findings, discusses the accomplishments of this work
and highlights possible future research directions.
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Chapter 2: Literature Review
Virtual network reliability and resilience is an important issue because a failure in the substrate 
network can affect multiple virtual networks that run on a single shared physical network.
Network virtualisation requires resolving many challenges, and one of the main challenges is 
reliability. In this chapter, a literature review is presented of the reliability and resilience of 
virtual network when failure occurs. Different approaches and algorithms are assessed in terms 
of efficiency and robustness against a failure.
2.1. Introduction
A virtual network is created by virtualising the network node and network link resources of a 
substrate network, as shown in figure 2-1. Substrate refers to hardware (e.g., 10G line), 
software (e.g., open shortest path first protocol), and logical or virtual resources (e.g., 
addresses). In a virtual network, virtual nodes are interconnected through virtual links to form 
a virtual topology. This allows many virtual networks with unpredictable characteristics to be 
established and coexist on the same physical hardware. By dynamically mapping virtual 
resources onto physical hardware, the advantages of the hardware can be maximised.
There are many potential sources of failure in a physical network such as link failure and 
node failure, and node failure causes all adjacent links to fail. In addition, failure can occur in 
either the physical layer or the virtual layer. A failure in the physical layer will propagate to 
the virtual layer, while a failure in the virtual layer will only affect the virtual layer. A failure 
in the infrastructure of a virtual environment could lead to a loss of important data and be time
consuming and costly. A failed virtual network requires re-mapping to a substrate network and
reconfigure the virtual network according to the particular user’s need. Any failure in a virtual 
network will minimise the profit of an infrastructure provider because the time available for 
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hosting a virtual network will be decreased. Therefore, virtual network reliability assurance is 
a significant and unresolved problem. 
Mapping a virtual network is challenging because of node and link constraints such as 
CPU resources and geographical location (for the virtual node and delay for the virtual link).
Because virtual network mapping is a NP-hard problem [15],[16], a variety of heuristics have 
been developed in the literatures [9, 17-21]. As noted in [22], restrictions such as the 
performance requirements of the virtual resources should be considered during the mapping 
process, for example, a 1,000 MBit/s virtual link cannot be mapped to a 1,00 Mbit/s substrate 
link. Admission control by infrastructure providers to reject or accept a virtual network 
mapping request is based on the limited resources of the substrate network. The virtual network
request for CPU capacity for each node should be less than the CPU capacity for the substrate 
node. In addition, for the virtual network request to be successfully mapped, the bandwidth for 
each virtual link should be less than the bandwidth of the substrate link or the substrate path.
A virtual network mapping into substrate network could be static mapping (i.e. without any 
change in substrate network) or dynamic mapping (i.e. take into consideration any change in 
virtual networks and substrate network). Online virtual network mapping is more complex than 
off-line mapping because online mapping is unpredictable and it is difficult to search the entire
substrate network to allocate the resources required for the virtual network. A virtual network 
requests arrive online and are embedded while others expire and release their resources from 
the substrate network. In a static virtual network embedding approaches do not consider the 
probability of remapping one of more virtual network request. In static virtual network 
embedding, fragmentation of substrate network resources occurs because the new arrival 
virtual network cannot be embedded into released substrate network resources from previous 
mapped virtual network [23]. Thus, several effects lead to a need for relocation virtual network 
to different substrate network resources. If the resources of the substrate network DUHQRW¿UVW
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GHIUDJPHQWHGE\UHFRQ¿JXULQJWKHDOUHDG\PDSSHG91, the ratio of accepted virtual network 
requests diminishes and the long-term revenue reduced. This can be amended if the fragmented 
resources are consolidated by using dynamic virtual network embedding approaches to 
UHFRQ¿JXUHWKHPDSSHGvirtual network requests in order to rearrange the resource allocation 
and optimize the utilization of substrate network resources[24].
All the above-mentioned factors hardware failure, embedding method, fragmentation the 
substrate network resources resulting rejecting many virtual network requests and hence 
reducing the virtual network reliability. Virtual network reliability refers to the ability of the
completely virtual network provide continuous service even in the event of failure of a 
component in the VNE. In this chapter, the conceptual virtual network architecture is reviewed,
followed by a review of the reliability of virtual networks due to link or node failure and due 
to combined link and node failures.
Virtualization Layer
Substrata 1 Substrata 2
VN1 VN 2
Figure 2-1 Network Virtualisation Framework
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2.2. Conceptual Virtual Network Architecture
A virtual network is a set of virtual nodes and virtual links that uses a single physical 
infrastructure to provide multiple logical networks [25]. Each logical network supports its users 
through a customised set of protocols and functionalities. Network virtualisation uses software-
based abstraction to separate network traffic from the physical components of the network [26].
Virtualisation could be implemented in one or more layers such as the physical layer, link layer, 
network layer and application layer. We will highlight the following four virtual network 
architectures: VIrtual Network Infrastructure (VINI), Concurrent Architecture Better Than One 
(CABO), A liGhtweight Approach for Viable End-to-end IP-based QoS Services (AGAVE) 
and Federated E-infrastructure Dedicated to European Researchers Innovating in Computing 
network Architectures (FEDERICA). VINI and FEDRICA are link layer virtualisation
architectures, CABO is full virtualisation architecture and AGAVE is a network layer 
virtualisation architecture.
2.2.1. Internet In a Slice Architecture 
Internet in a Slice is an example of network architecture that was implemented by PlanetLabs
on an initial VINI by combining a collection of available software components [27]. Internet
in a Slice can be contemplated as a particular instantiation of an overlay network that runs 
software routers and permits multiple overlays to be in parallel. Internet in a Slice consists of 
WKH IROORZLQJ¿YHPRGXOHV IRUZDUGLQJHQJLQH IRU WKHSDFNHWV FRQWUROSODQH DPHWKRd for 
clients to communicate with the overlay, processes for exchanging packets with servers and a 
group distributed machines on which the overlay is implemented. Internet in a Slice operates 
by using many open-source components, including the XORP open-source routing protocol for 
its control plane [28], the Click modular software router for packet forwarding and network 
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address translation [29] and OpenVPN servers to connect with end users. VINI is an overlay 
network that runs software routers and lets many overlays to work in parallel, but it is 
considered an unreliable virtual network because when the software crashes, the entire virtual 
network will fail. Nevertheless, VINI is used as a practical platform for evaluation and 
managing new protocol and services in virtualization network prepared by researchers.
2.2.2. CABO Architecture of Future Internet
CABO is a high-level design hardware-based network virtualisation architecture. The CABO
architecture provides separation between infrastructure providers and service providers that 
eases the manageability of a virtual network. CABO is an example of the  future Internet in 
which functionalities in a networking setting are decoupled through dividing the role of the 
traditional Internet service provider into two roles [2]. The first role is the infrastructure 
providers who own and maintain the network equipment (e.g., routers and links). The second 
role is the service providers who construct virtual networks by combining resources from 
multiple infrastructure providers and offering end-to-end network service to users [2]. This 
new Internet architecture allows service providers to choose the service in a cost-effective 
manner from different infrastructure providers without needing to invest in physical 
infrastructure. This decoupling provides the service providers with the flexibility to develop
multiple heterogeneous networks as a virtual network to be hosted on a shared physical 
network. This allows service providers to provide multiple Internet access technologies for 
each user. CABO architecture enables a reliable virtual network by supporting guaranteed
migration of virtual routers from one substrate node to another in event of a failure occurs in 
the substrate node. CABO architecture is the full virtualisation network, which allows the user 
to choose a virtual network from different infrastructure providers. There are some 
disadvantages to CABO architecture, such as not offering wide network control and 
management planes.
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2.2.3. AGAVE
AGAVE architecture offers end-to-end provisioning of quality of service-aware services over 
IP networks. AGAVE is based on the idea of network planes which allow various IP network 
providers to build and offer parallel Internets designed according to the required service by the 
end user. Network planes are designed to meet the service providers’ requirements for different 
services and have engineering processes for routing protocols and adapting the capability of 
traffic with different end-to-end quality of service expectations. Network planes are 
interconnected with parallel Internets that enable end-to-end services over multi-provider 
Internet network providers [7]. This architecture leads to a more reliable virtual network 
because it allows the virtual network to connect to multiple IP network providers. AGAVE 
increases reliability by replacing a node-FHQWULFFRQ¿JXUDWLRQDSSURDFKZLWKDPRUHFHQWUDOLsed 
network-EDVHG FRQ¿JXUDWLRQ WKDW ensures consistency between participating IP network 
providers and decreases PLVFRQ¿JXUDWLRQHUURUV
2.2.4. FEDERICA
FEDERICA architecture is a link of the virtualisation layer [30]. FEDERICA node facilities 
contain the programmable routers or switches that allow a logical router or switch to connect 
at the core nodes. FREDERICA architecture provides some level of security because of its
centralised admission control through a dedicated proxy which is maintains user slices secure
from unauthorised access. However, complete user control to the lowest possible layer 
introduces a vulnerability to the virtual network. FEDERICA is not very reliable because each 
virtual node and link maps to the substrate node and link respectively. In event of a virtual node 
failure, a new virtual node is created on the same substrate node or different substrate node in 
the same cluster. In event of a substrate node failure, the virtual node is migrated to different 
substrate node failure. Table 2-1 shows the differences between the VINI, CABO, AGAVE 
and FEDERICA architectures.
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Table 2-1. Differences between VINI, CABO, AGAVE and FEDERICA
2.3. Review of Reliability of Virtual Network Due to Substrate 
Link Failure
The different approaches to improving the reliability of a virtual network include re-mapping 
the virtual network with a backup or a recovery mechanism before or after the failure occurs 
in a substrate link. Because multiple simultaneous failures not often occur in the real world, 
the following approaches have been introduced to protect against any single substrate link 
failure before or after a failure occurs.
The first approach uses two shared backup network provision mechanisms for virtual 
network embedding [31]. The first backup is shared on-demand and the second backup is 
shared pre-allocation. The first backup is used as a backup resource allocation after receiving 
a virtual network request and the second backup is requested during configuration and before 
any virtual network request. Both backups are constructed with supporting bandwidth when 
the virtual network request is mapped. The advantage of the first backup is that it is a good 
technique for sharing bandwidth in the case of link failure. The first backup minimises the 
VN Specification Resilience
VINI Link Layer, IPv4, Overlays, VPN
It is consider unreliable, if software crashes, then the 
entire virtual network will fail.
CABO
Full Virtualisation, Heterogeneous, 
Overlays, VPN,  active and 
programmable networks, Differentiate 
Service
Supporting automatic migration of a virtual router 
when a failure occurs in physical node.
AGAVE
Network Layer, IPv4, Integration 
Service, Differentiate Service, VPN, 
overlays
Centralised network increases reliability and reduces 
PLVFRQ¿JXUDWLRQHUURUV
FEDERICA
Link Layer, Heterogeneous, SOA, 
IaaS, VPN
Each virtual network user maps to the one physical 
node and link. In event of failure, migration 
mechanism used to move virtual network to 
different resources.
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usage of communication resources and maximises the profit of the infrastructure provider by 
increasing the time that the virtual network is available to the service provider. The 
disadvantage of the second backup is that it is inefficient at low virtual network request loads 
because it always holds the backup bandwidth regardless of a virtual network request.
Survivable virtual network embedding is a reactive backup mechanism that has been 
prepared for virtual network mapping to protect against single substrate link failure [32]. In the 
reactive backup mechanism, the bandwidth of a substrate link is shared between SULPDU\ÀRZV
and backup flow, primary flow is reserved for transport in the normal situation and the backup 
flow is reserved for transport upon failure occurs in primary flow. When a failure occurs in the 
substrate link failure, a reactive backup mechanism is used to UHURXWLQJWKHDIIHFWHGWUDI¿F by
using the allocated backup bandwidth of other links. The disadvantage of this mechanism is 
that more resources are needed because each substrate link requires a backup path to protect
against any failure. The backup mechanism cannot assure 100% recovery with an increase in 
traffic load and a great amount of data loss due to failure occurrence in VNE. In addition, the 
bandwidth resources are used for new virtual network requests and there may be insufficient 
resources left on for recovery. While the outcome of various bandwidth sharing for the 
substrate links has been assessed, LWGLGQRWRIIHUDSURFHGXUHWR¿QGWKHEHVWsharing.
An algorithm proposed for restoration of a single link failure involves adopting an 
intelligent bandwidth sharing mechanism [33]. The algorithm uses existing embedding 
techniques [19, 34] for mapping virtual networks to substrate networks with the restoration 
path selection to be used as a backup path in the case of a single substrate link failure. Online 
virtual network service resource allocation is used to minimise the joint failure probability 
between the primary path and the backup path. The advantage of this work is that it offered a 
solution to the complex of minimising network resource usage while allocating sufficient
resources to handle the failure. The disadvantage is that it minimises network resource usage 
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and this could increase the number of rejections of virtual network mapping requests.  
Protecting the substrate link failure by using ܰ facility nodes as primary mapping for the 
virtual nodes and ݔ facility nodes as backup for virtual nodes, after the substrate failure occurs 
in the  ܰ primary node, the virtual node migrates to one of the ݔ backup nodes [35]. In 
addition, the proposal introduced in [35] used ܰ + ݔ, ݔ ൒ 1 facility nodes and ܧ + ݕ, ݕ ൒ 1
substrate paths to protect virtual network against a link failure in the substrate network. The 
advantage of this method is that it minimises the resources used by the substrate facility node 
when a failure occurs in the substrate node and the virtual node is allocated to another substrate 
node. The disadvantage of this method is that allocating redundant links to enhance the virtual 
network may consume a lot of bandwidth that may not be used if a failure does not occur.
Another approach has been proposed to tolerate substrate link failure by optimising
network and computing resources and extending the shared protection mechanism by
combining a node migration method [36]. Node migration is used to move a mapped node onto 
another facility node in the event of a substrate link failure. The advantage is that the migratory 
shared protection mechanism is safer than a traditional backup technique. The relocated node 
saves resources because it needs a shorter backup path length to the destination node before the 
migration. The disadvantage is that because of the cost of using computing and communication 
resources, node migration backup protection is more expensive than tradition backup 
protection. Therefore, traditional backup protection is preferred over migration backup 
protection.
An embedding algorithm prepares to recover the substrate link failure first by mapping 
the virtual node to a specific substrate node and then mapping the virtual link over multiple 
substrate paths with flexible path splitting ratios [19]. Online request mapping is introduced by 
path splitting and migration of an inefficient substrate path to a different path using different 
splitting ratios for each path. The advantage of this approach is that it introduces a solution to
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the link failure by path splitting and path migration over multiple substrate links with flexible 
path splitting ratios. In addition, the algorithm introduces optimisation for cost-effective virtual 
network embedding by allowing substrate path splitting and migration for better resource 
usage. The disadvantage of this approach is that because the mapping task is achieved in two 
steps, it scales down the operation of the virtual network mapping and requires more time. 
Furthermore, the algorithm is concerned with link remapping without any solution of its 
relation to the node remapping in the event of failure.
A failure could involve an entire computing cluster or just one or more processors that 
are executing a specific task with no spare processors left in the same cluster. The failure could 
be due to a power outage or occur in either the hardware or the software. A technique has been 
proposed to recover a link failure in a wavelength-division multiplexing network [37]. This 
technique is used for fault tolerance and involves the migration of the task to a spare cluster 
with sufficient light path connectivity and the existence of other clusters processing in the same 
distributed computing job. In [37] the problem formulated as integer linear programming to 
find an optimal virtual private network that can satisfy the traffic requirements. However, when 
the link failure in the virtual private network remains connected there is no guarantee that the 
remaining virtual private network connection can support the required traffic matrix. 
An effective resilience virtual network mapping against substrate link failure while 
providing enhanced quality of service can be achieved by allocating backup paths that do not 
share common links in the substrate network with their related operating paths [38]. The
algorithm introduced in [38] maps virtual nodes onto substrate nodes sequentially by selecting 
substrate nodes with higher quality. After mapping each virtual node, the virtual links are 
mapped onto substrate paths with backup paths. The heuristic in [38] is similar to the heuristics 
in [39, 40] but has some different features: firstly, the number of intermediate substrate 
candidate nodes for link mapping is limited to two; secondly, backtracking is required for 
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virtual nodes mapped previously when the current virtual node cannot be mapped using the 
sequential mapping procedure. Moreover, the heuristic in [38] is different from the other
heuristics in [39, 40] because they provide improved quality of service and resilience against 
substrate network failures. The disadvantage of this heuristic is that it suffers a high run-time 
if backtracking is uncontrolled if there is no solution occurs.
Increasing the reliability of a virtual network in the event of failure, an alternative
mechanism constructs high-quality one-hop routes via intermediary virtual nodes [39-42]. To 
obtain a high quality of service mapping of virtual nodes to the substrate nodes, only the direct 
path between two substrate nodes is taken. The alternative routes serve as a backup for direct 
virtual network routes and provide improved reliability against changing network conditions. 
The quality of both paths (direct and indirect) is high enough to meet or exceed application 
quality of service constraints, and an application can use either of these paths without disrupting 
quality of service requirements for loss rate and message delay. This approach combines
quality of service with the resilience of a virtual network, but it is not an efficient mechanism 
for using substrate resources with specific quality of service demands while leaving the other 
resources unusable.
Table 2-2 summarises the previous work on increasing the reliability of virtual networks
in the event of physical link failure, which is the predominant failure type in virtual networks.  
23
Literature Review
Table 2-2 Assuring Resilience of Physical Link Failure in a Virtual Network
Reference Resilience Mechanism Research Limitations
Shared backup network 
provision for virtual network 
embedding [31]
Resilience link failure before a failure 
occurs by provision two shared 
backup
It is inefficient mechanism since 
reserve virtual infrastructure 
resources as a backup before virtual 
network request arrive. 
Survivable virtual network 
embedding [32]
A restoration mechanism to protect 
against a single substrate link failure
The restoration mechanism cannot 
guarantee 100% recovery because the 
backup activated after the failure 
occurs.
Resilient virtual network service 
provision in network 
virtualization environment’s 
[33]
Reactive after failure (restoration) 
with optimisation objective minimise
the path failure probability
The objective to minimise the network 
resources could decrease the number 
of virtual network requests.
Migration based protection for 
virtual infrastructure 
survivability for link failure [35]
Proactive before failure with 
optimisation objective minimise sum 
of costs
The cost of using computing and 
communication resources for
migration as a backup protection is 
higher than traditional backup 
protection.
A novel virtual node migration 
approach to survive a substrate 
link failure [36]
Proactive before failure with 
optimisation objective  minimise the 
substrate  resources usage
Allocating redundant links to enhance 
virtual network consume a lot of 
bandwidth and may be not used in 
case of no failure occurs.
Rethinking virtual network 
embedding: substrate support for 
path splitting and migration [19]
splitting path over multiple substrate 
links with flexible path splitting ratios 
to recover link failure
The mapping task is achieved in two 
steps, which reduces the performance 
of virtual network mapping because it 
requires more time.
Multi-layer resilient design for 
Layer-1 VPNs [37]
This technique for fault tolerance is 
migration the task to spare cluster with 
a sufficient light path connectivity
When the link failure occurred, the 
virtual private network remains 
connected but there is no guarantee 
that the remaining connection of the 
virtual private network can support the 
required traffic matrix.
Achieving effective resilience 
for QoS-aware application 
mapping [38]
Allocating a backup substrate path for 
virtual network which doesn’t share 
common links with their 
corresponding working path
Required high run-time for
backtracking if there is no solution 
exists.
Efficient and dependable overlay 
networks [39-42]
Constructs high-quality one-hop 
routes via intermediary virtual nodes. 
The alternative routes serve as a 
backup for direct virtual network 
routes and provide improved 
reliability against changing network 
conditions
It is not an efficient mechanism 
because it uses substrate resources 
with specific quality of service
demands and leaving the other 
resources unusable.
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2.4. Review of Reliability of Virtual Network Due to Substrate 
Node Failure
The following approaches have been introduced to improve the reliability of a virtual network,
by remapping the virtual nodes into the substrate nodes with a backup or recovery mechanism 
before or after the failure occur at a substrate node.
A proposed two-step solution was introduced to restore virtual infrastructure from 
substrate node failure [43]. The first step is enhancing the virtual infrastructure with backup of 
the virtual nodes and links with spare computing and communication resources. The second 
step is mapping the enhanced virtual infrastructure to a substrate network. The virtual 
infrastructure is enhanced by two approaches 1-redundant and K-redundant virtual 
infrastructure with ܰ + 1 or ܰ + ܭ nodes, respectively. When a facility node fails, the virtual 
infrastructure node mapped to it is migrated to a backup facility node and the associated virtual 
links required to be migrated as well. In the 1-redundant scheme solution, one additional virtual
infrastructure node is added. When the virtual nodes failed, then it will be migrated to the
backup node as well as the connection of the failed node required to be migrated. In the K-
redundant solution, each critical node has a corresponding backup node and the K-redundant 
virtual infrastructure nodes are then mapped onto the substrate nodes. The advantage of this 
method that it is very efficient in the event of failure because each critical virtual infrastructure
node has a backup node that can be used to replace the failed node. This two-step solution has 
a significant impact on conserving backup resources and may improve resource usage by using 
redundant links when the facility node fails. The disadvantage is that by minimising the 
network resources, costs may increase because more resources are allocated for both active and 
backup nodes. In addition, the K-solution needs to reserve a backup node for every critical node 
and link to every adjacent node. 
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Introduced location constraint in virtual network mapping and an optimal resources 
allocation for active and backup to protecting any single substrate node failure in VNE [44].
The integer linear programming model was formulated to determine the optimal solution for 
resource allocation for operations and backup demand. For online mapping, a sequential 
survivable embedding algorithm has been proposed to resolve the problem in two steps. In the 
first step, the working address is mapped by adopting the embedding algorithm proposed in 
[17], and the second step is backup request mapping. The integer linear programming model 
was based on constructing a graph to map each virtual node to substrate nodes while satisfying 
location and capacity constraints. The disadvantage of the linear programming model is that it 
consumes many resources to check that all virtual nodes have been allocated to backup nodes. 
In addition, introducing the location constraint with the existing capacity constraint makes
virtual network embedding more complicated. 
A recovery mechanism called enhanced virtual network has been proposed for a single 
failure in a facility node due to power outage, virus attack, disk failure or software crash [45].
The enhanced virtual network uses a two-step approaches: the first step creates an enhanced 
virtual network by adding service nodes ܰ and additional service links ݁ such that ݁ ൑  ܰ to 
the virtual network. The second step involves mapping the enhanced virtual network to ܰ + 1
facility nodes and ܧ + ݁ paths in the substrate. When the service node is affected by a failure, 
the service node needs to be migrated to a backup facility node at a different geographical 
location. When any node fails, the role of the failed node will be taken up by other nodes after 
a rearrangement of all the nodes including the backup node. Graphical transformation or 
decomposition and bipartite graph matching is used to find the optimal path with the least
computing and communication resources. The advantages of the enhanced virtual network
design are that it requires a fewer virtual resources, such as bandwidth resources for links or 
computing resources for service nodes, after mapping the enhanced virtual network to the 
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substrate. The enhanced virtual network mapping is efficient because it shares resources among 
other nodes in the event of a failure. The disadvantage is that, if a failure occurs, a large number
of virtual nodes require migration to the working nodes, which makes the approach less feasible
in a large network. 
A solution has been presented for solving the problem of survival virtual network
mapping against any failure in facility nodes in a single region of a federated computing and 
networking system [46]. Facility nodes from a data centre are interconnected in a federated 
computing and networking system and need to be backed up to achieve a survival virtual 
network mapping. In [46] redundant facility nodes are used at different geographical locations
and redundant links and has the provision to map to virtual infrastructure in case of failure. 
Two failure-dependent survival virtual network mapping algorithms have been developed. The
first solves the non-survivable virtual network mapping problem with a heuristic, the second 
extends the heuristic to solve the survival virtual network mapping problem. The first heuristic 
is called separate optimisation with unconstrained mapping which is separating the problem 
into non-survival problems for each probable regional failure and one for primary functioning
mappings. This minimises the costs of the resources used. The second approach is called 
incremental optimisation with constrained mapping and first maps the primary functioning
mapping, and then maps each regional failure. The advantage of incremental optimisation with 
constrained mapping is that it is a more effective algorithm and minimises cost by using less 
resources. Separate optimisation with unconstrained mapping provides better failure recovery 
probability because it uses additional computing resources to overcome the failure. The 
disadvantage of a federated computing and networking system is that it has a constraint with 
computing and communication resources, and therefore, certain failures cannot be recovered. 
Moreover, the separate optimisation with unconstrained mapping algorithm requires re-
computing virtual mapping of unaffected nodes, which takes time and costs more.
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A service-aware approach groups multiple virtual machines and their backups to form a 
survival virtual infrastructure for a service [47]. The problem is classified into two-sub 
problems. The cirtual machine placement sub-problem uses an efficient backtracking algorithm 
based on a depth first search to calculate the virtual link mappingusing a linear program. For 
the virtual machine placement sub-problem, the optimal mapping of survival virtual 
infrastructure to the physical data centre network, which is cost-effective subject to constraints
in computing and communication resources use. For the virtual link mapping sub-problem a 
polynomial time algorithm is used to solve the bandwidth demands of virtual machines that 
can be guaranteed before and after the failure. The advantage of this approach is that the 
reserved bandwidth can be used as a backup in the event of link failure and may also share 
links. The disadvantage of this approach is that it has a high computing overhead due to the 
virtual machine placement problem that requires extensive calculations for virtual link mapping
for a possible solution. This high computing overhead for a large network may not be 
guaranteed to get close to the optimum solution.
Table 2-3 shows the previous study done on increasing the reliability of virtual network 
in the case of physical node failure in a VNE.
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Table 2-3 Assuring Resilience of Physical Node Failure in a Virtual Network
2.5. Review of Reliability of Virtual Network Due to Substrate 
Link and Node Failures
There are different methods to improve the reliability of virtual network, for example, re-
mapping the virtual network with backup or a recovery mechanism before or after the failure 
occurs at a substrate network.
A proposal has been developed to improve the reliability of virtual infrastructures by
allocating sufficient computing resources when a failure occurs in either a substrate node or a 
link [21]. The opportunistic redundancy pooling mechanism overcomes consuming a large
amount of physical infrastructure for backup because resources are pooled and shared across 
Reference Resilience Mechanism Research Limitations
Cost-efficient design of SVI to recover 
from facility node failures [43]
A backup substrate node is reserved for all 
critical nodes as well as a backup substrate 
links to all neighboured nodes before failure
the failure occurs.
Too many resources allocated for both 
active and backup for substrate links 
and nodes.
Location-constrained survivable 
network virtualization [44]
Offers survivability before a failure occurs by
allocating backup nodes with location 
constraint 
Consume many resources to check all 
virtual nodes have allocated backup 
nodes with location constraint make 
the mapping more complicated.
A novel two-step approach to surviving 
facility failures [45]
Migration of service node to backup facility 
node located at a different geographically 
location in the event of a failure 
A failure in a large amount of virtual 
node required a large migration of 
working nodes makes this approach 
less applicable in the large network.
Survivable virtual infrastructure 
mapping in a federated computing and 
networking system under single 
regional failures [46]
Migration service node to a backup facility 
node with a backup link at different 
geographical location 
Since the mechanism has a constraint 
with computing and communication 
resources, therefore certain failure 
maybe not recovered. The mechanism 
required computing virtual network 
remapping which mapping results in 
more cost and more time wasted.
Survivable virtual infrastructure 
mapping in virtualized data centres
[47]
A service-aware approach by grouping 
multiple virtual machines and their backup to 
form a survival virtual infrastructure for a 
service
Required high computing overhead 
for calculation virtual machine 
placement.
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multiple virtual infrastructures. Opportunistic redundancy pooling ensures that virtual 
infrastructures limit the connection of redundant nodes in the links. Reliability is increased 
when the number of backup nodes increases. Opportunistic redundancy pooling shares these 
redundancies for both independent and cascading types of failure by reducing the number of 
backup nodes and increases reliability by sharing backup resources with other virtual 
infrastructures. The advantage of opportunistic redundancy pooling is that it minimises
redundant resources for backup by reducing the computing and communication resources that 
are used by the virtual infrastructures. The disadvantage is that the mechanism for backup 
recovery is not efficient because it allocates backup resources before a failure has occurred and 
does not provided a solution for unexpected failure.
There are three types of resource failures: virtual node failure, substrate node failure and 
link failure. A distributed fault-tolerant embedding algorithm has been proposed to detect and 
identify local changes through monitoring node or link failure and finding new resources to 
maintain virtual network topologies [48]. The monitoring is based on a multi-agent approach 
to guarantee distributed negotiation and synchronisation between the substrate nodes [49]. In 
the event of failure in each substrate node, the agent selected the substrate node attributes that 
should be matched to the virtual node attributes. Each agent computes a dissimilarity metric 
between non-functional attributes requested by virtual node and the non-functional attributes 
of its associated substrate node. The non-functional attributes may be different types, such as 
binary, nominal or interval [50]. The advantage of this approach is that it handles failure of a
virtual node, substrate node or link, as well as monitoring and detecting any failure 
autonomously and informing other substrate nodes about the failure. The distributed fault-
tolerant embedding algorithm replaces the failed node or link using available resources. The 
disadvantage of this mechanism is that in the event of failure, the search procedure for finding 
match resources for the virtual network is repeated, which makes the algorithm inefficient with 
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increased overhead.
A concurrent failure can occur in a computing cluster due to power outrage, virus attack
or link failure due to a fibre cut. Two technique have been developed to recover concurrent 
multi-layer failures in the cluster or a link [51]. The first technique is called cluster and path 
protection and the second technique is called virtual network protection. Cluster and path 
protection is a mechanism to protect each logical connection from a link failure by establishing 
two disjointed paths and two clusters to survive any single cluster failure. Virtual network 
protection uses three disjoint clusters and makes provision to survive one link failure and one 
cluster failure. The advantage of the cluster and path protection method is that it is a first offer 
recovery mechanism for a multiple clusters or links and has introduced a concurrent recovery
facility to the substrate node and link. The disadvantage of cluster and path protection is that it 
takes more bandwidth resources because a logical link in the cluster and path protection can 
share physical links with virtual network protection that requires more CPU resources. 
Consequently, these mechanisms make mapping more complex due to different resource 
isolation and the study did not determine which approaches perform better for an existing 
virtual network.
A hierarchical and heterogeneous modelling to depict redundant architectures and compare 
their availability taking in account computers acquisition costs [52, 53]. A hierarchical and 
heterogeneous are based on RBD and Markov chains, a high-level model based on RBD 
denotes the Eucalyptus platform subsystems and a low-level model based on Markov chains 
represents the respective subsystems employing warm standby replication. In the analytical 
models, the failure in hardware and software are considered in the cloud computing [52, 53].
A framework is proposed to specify the virtualized infrastructures allocation that takes into
consideration the reliability support in virtual networks [54]. The framework has a specification 
language, which describes the reliability metric to be adopted in a resource allocation 
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algorithm. The disadvantage of this study is that it does not offer dependability model for 
evaluation the general assessment risk and the maintenance is not considered. 
A cloud dependability model that uses system-level virtualisation is proposed in [55], but
this work focuses on cloud security and evaluates the virtualised component dependability 
properties at the system level. The proposed reliability block diagrams to assess the system 
reliability of cloud computing. The drawback is that dependability is assessed only at the host 
level and the model is too simple to describe the complex behaviour of underlying hardware as 
well as software components.
A framework proposed to model and evaluate the dependability of a virtual network 
based on the reliability block diagrams and continuous-time Markov chains [56]. The proposed 
framework will be helpful to the design and construction of more dependable. The important 
characteristic of continuous-time Markov chain models is the representation of system 
behaviour along the time scale. The continuous-time Markov chain model was chosen for it is 
greater simplicity than discrete time models. If time is discrete, the model has to consider that 
multiple events may occur between two consecutive time marks and search the effects of all 
possible combinations of these events. Continuous time scale models use appropriate 
probabilistic assumptions and it is possible to take only one event into consideration [57].
Table 2-4 summarises previous work on increasing the reliability of virtual network in the 
case of combination physical link and node failure in virtual network.
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Table 2-4 Assuring Resilience of Physical Link & Node Failure in a Virtual Network
Reference Resilience Mechanism Research Limitations
Designing and embedding reliable virtual 
infrastructures [21]
Recover a failure occurs in either a 
substrate node or a link by 
allocating sufficient computing 
resources by using opportunistic 
redundancy pooling to pool and 
share across multiple virtual 
infrastructures
It is not an efficient mechanism 
since backup resources allocated 
before failures occur. Moreover it 
recovered only one node failure 
thus, the mechanism cannot be 
applied when more than one node 
failure
Adaptive virtual network provisioning 
[48]
Monitoring substrate node and link 
failure and finding new resources 
to maintain the virtual network
topology
The matching virtual network
procedure that repeated again that 
made the algorithm inefficient.
Robust application specific and agile 
private (ASAP) networks withstanding 
multi-layer failures [51]
A mechanism to protect against
link and cluster failure by 
establishing two disjoint paths and 
two clusters to survive from any 
single cluster failure
The mechanism makes mapping 
more complex due to the different 
resource isolation. 
An Availability Model for Eucalyptus 
Platform, Models for Dependability 
Analysis of Cloud Computing 
Architectures for Eucalyptus Platform   
[52, 53]
a warm-standby replication 
mechanism is considered to 
protect both hardware and 
software failure in cloud 
computing environment
The study only consider the 
dependability and cost in 
designing cloud infrastructure 
without evaluation the 
performance which is very 
important metric in cloud 
computing
Reliability Support in Virtual 
Infrastructures [54]
A framework is proposed to 
efficiently specify and control the 
reliability of the virtualized 
infrastructure components at 
runtime.
The framework is not considered 
the general assessment risk and the 
maintenance in the evaluation 
model. 
A dependability model to enhance 
security of cloud environment using 
system-level virtualization techniques
[55]
Dependability model to evaluate 
the virtualised component 
dependability properties at the 
system level
The dependability is evaluated 
only at the host level 
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Chapter 3: Virtual Network Dependability 
Assessment Framework
Advances in virtualisation technology have enabled the development of network virtualisation 
that complements server virtualisation by enabling continuous workload agility irrespective of 
the network addressing and protocol of the underlying physical network. Despite huge benefits 
in both cost and accessibility, network virtualisation is susceptible to failure from a wide variety 
of factors. Therefore, dependability in a VNE is a significant issue that needs to be addressed
before the full benefits of network virtualisation can be exploited. In this chapter, we propose 
a framework to estimate dependability risks in VNEs by considering variations in the virtual 
network configurations. The proposed framework uses the reliability block diagrams and 
continuous-time Markov chains to model and analyse the dependability of a virtual network. 
The proposed framework will be helpful to the design and construction of more dependable 
VNEs.
3.1. Introduction
In the past few years, server virtualisation has become the standard method for managing 
server infrastructure. However, virtualisation of the network is also required to realise the 
advantages of the server virtualisation. As a result, network virtualisation has attracted 
significant attention from the research community during the last few years. Network 
virtualisation allows multiple logical networks – each with autonomous service models, 
network topologies and addressing mechanisms – to run on a single shared physical network 
[58]. Network virtualisation also allows agility and segregation of traffic by disassociating the 
virtual networks from the physical network.
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Although network virtualisation provides flexibility, diversity, isolation and increased 
system manageability, there are many technical issues that need to be addressed before fully 
realising the benefits that network virtualisation provides. Virtual network technology depends 
on the underlying physical network infrastructure such as links and nodes (e.g., routers, 
switches and servers) and virtualisation software. These physical network resources are prone 
to failure and can lead to the failure of all of the virtual networks hosted on the failed physical 
network infrastructure. How to efficiently allocate and schedule physical resources to the 
virtual network requests is a major issue that is being actively addressed. Although the focus 
has been on how to optimise usage of the resources of the substrate network hosting the virtual 
networks, recent work in this area advocates for dependability to be considered because it 
affects the quality of service provided by the virtualised network [59].
Dependability in a VNE is an important issue that needs to be researched in order to get 
the full benefits of network virtualisation. In this context, dependability modelling is an 
important and open problem. Although some studies have proposed evaluating dependability 
metrics in virtual computing systems  [60], existing work tends to be preliminary and not an 
in-depth analysis. Dependability is the ability of the system to distribute a set of services that 
FDQ EH MXVWL¿DEO\ WUXVWHG [61]. Dependability also refers to the reliability of the system in 
providing the required functionalities [15]. Dependability can be related to disciplines such as 
fault tolerance, availability and reliability [62], [63]. Measurement or analytical modelling can 
be used for system dependability evaluation. Modelling is the preferred technique, especially 
when the system is very complicated or does not yet exist. Combinatorial (e.g., reliability block 
diagrams and fault trees) and state-based stochastic (e.g., continuous-time Markov chain and
stochastic Petri net) [64, 65] models are used to represent the VNE and evaluate the 
dependability metrics.
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In this chapter, we propose a framework to estimate dependability risks in VNEs by 
considering variations in the virtual network configurations. The proposed framework uses 
reliability block diagrams and continuous-time Markov chains for modelling and analysing the 
dependability level of a virtual network. The proposed framework will be helpful to the design 
and construction of more dependable VNEs. As a case study, we perform reliability analysis of 
multiple design options when single and multiple physical nodes are used to host multiple 
virtual networks. The contributions of the work describe in this chapter are as follows:
x The lifetime of a virtual network can be increased by mapping the virtual network
onto more than substrate network components.
x We have developed a self-healing approach to overcome failures in the virtual 
network. We adopt a different approach to virtual network mapping onto substrate 
network components according to virtual network allocation and the quality of 
services required by the client.
x Our approach allows a virtual network provider to specify the required reliability 
level because the reliability of the virtual network becomes a service provided by 
the infrastructure. 
x We have investigated the impact of substrate node failure in a virtual network, 
analysed the effectiveness of redundancy, and the use of fewer resources to recover 
the failure.  
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3.2. Models
In this section, we present the system model of interest, an overview of the problem addressed
and a discussion of related work.
3.2.1. System Model
As in [66], we model the substrate network as an undirected weighted graph ܩ௦ =
(ܸௌ,  ܧௌ, ܥௌ, ܤௌ), where ܸௌ represents the set of substrate nodes and ܧௌ is the set of substrate 
links. The parameter ܥௌ = ۃܲܥ, ܸܯܨ, ܸܯܴۄ represents the attributes of the substrate nodes,
where ܲܥ represents the available processing capacity, and ܸܯܨ and ܸܯܴ represent the 
MTTF and the mean time to repair (MTTR), respectively. Similarly, the parameter ܤௌ =
ۃܤܥ, ܧܯܨ, ܧܯܴۄ represents the attributes of the substrate link, where ܤܥ represents the 
available bandwidth capacity, and ܧܯܨ and ܧܯܴ represent the MTTF and the MTTR,
respectively.
Virtual network requests are submitted by the system users and are modelled as ܩ௩ =
(ܸ௩,  ܧ௩, ܥ௩, ܤ௩), where ܸ௩ is the set of virtual nodes requested, ܧ௩ is the set of virtual links 
requested, ܥ௩ is the processing capacity required and ܧ௩ is the bandwidth requested. Each 
substrate node can host a set of virtual nodes, ܸௌ = { ଵܸ௩, ଶܸ௩, … , ௡ܸ௩}, such that the total capacity 
of the ݊ virtual nodes is less than or equal to the substrate node processing capacity ܥௌ ൒
σ ܥ௜௩௡௜ୀଵ . Similarly, each substrate link hosts a set of virtual links ܧௌ = {ܧଵ௩, ܧଶ௩, … , ܧ௠௩ } such 
that the total bandwidth capacity of the ݉ virtual links is less than or equal to the substrate link 
bandwidth capacity ܤௌ ൒ σ ܤ௜௩௠௜ୀଵ . If a substrate node ݒ௦ א ܸௌ fails, all of the virtual nodes 
mapped onto the failed substrate node will also fail. Similarly, if a substrate link ݁௦ א ܧௌ fails, 
all of the virtual links mapped onto the ݁௦ link will also fail. In this context, dependability 
modelling is an important task [66].
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3.2.2. Problem overview 
Once the virtual nodes and virtual links have been mapped to the physical network substrate 
resources, the virtual network must provide services to the client in a reliable manner. The 
physical network components and software are prone to failure. This makes VNE dependability 
analysis paramount to realising the desired quality of service level.
The main problem addressed in this chapter is assessment of the dependability attributes 
of the virtual network infrastructure. Dependability attributes of a system refers to the 
reliability of the system in providing the required functionalities [15] and the ability of the 
V\VWHPWRGLVWULEXWHDVHWRIVHUYLFHVWKDWFDQEHMXVWL¿DEO\WUXVWHG[61]. Dependability can be 
used to measure availability, reliability, safety, confidentiality, integrity and maintainability 
[67, 68]. Assessment of dependability attributes can be used to measure and evaluate the risks 
in a VNE as well as controlling and managing failures in a VNE. 
Dependability evaluation in a VNE is a vital factor in the establishment of a service-level 
agreement between a virtual network provider, a virtual network operator and users [69].
Dependability evaluation could also be used to provide optimal resource allocation and 
provisioning of components at the physical network or at the virtual network provider and 
virtual network operator levels [69].  System dependability evaluation can be achieved using
measurement or analytical modelling. Modelling is the preferred technique, especially when 
the system is very complicated or does not yet exist. Combinatorial (e.g., reliability block 
diagram and fault trees) and state-based stochastic (e.g., continuous-time Markov chain and
stochastic Petri net) [64, 65] models are used to represent the VNE and dependability metrics 
evaluation for each model. 
Dependability metrics assessment can be classified as non-state based and state based 
models [66]. Non-state based models deal with system availability (i.e., the system is 
operational or faulty) [70]. However, non-state based models have weaknesses to represent the 
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dynamic behaviour when the system switch from primary component to the backup component 
in the event of failure. Therefore, State-based models more suitable for modelling complex 
interactions between system components to represent dynamic behaviour by its states and event 
occurrences [61].
There is little research in the area of VNE dependability assessment. A cloud  
dependability model that uses system-level virtualisation is proposed in [55], but this work 
focuses on cloud security and evaluates the virtualised component dependability properties at 
the system level. The problem of the survivable virtual network is discussed in [32] and a 
heuristic that considers redundant links is discussed. However, that work does not consider 
dependability metrics. A framework that takes into account reliability parameters to be adopted 
in resource allocation for a virtual network is discussed in [54]. The drawback of this study is 
that it only considered one dependability metric, namely reliability. In addition, the study does 
not take into account a real system that consists of hardware resources and software resources, 
and thus, it cannot be applied for general risk assessment. A technique for computing a 
dependability metric in a virtual computing system based on stochastic Petri net models is 
discussed in [71], and a continuous-time Markov chain model for evaluating dependability 
metrics is discussed in [72] and [73]. In [74], a continuous-time Markov chain model is used 
for analysing the availability of a cluster system with multiple nodes. A hierarchical 
heterogeneous modelling based on reliability block diagram and continuous-time Markov 
chain to represent a redundant  architecture  and  compare its  availability to that of a non-
redundant architecture in a  Eucalyptus  cloud  computing environment is proposed in [52].
These works differ from our work in that they focus on the assessment of the dependability 
metric for virtual machines whereas we focus on VNE.
Our work is motivated and directly related to the work of [60, 66, 70], where reliability 
block diagrams [70] and stochastic Petri nets models were used in evaluating the dependability 
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of the virtual network. The work discussed in [75] only considers one simple configuration. A 
hybrid reliability block diagram and general stochastic Petri net model to analyse the 
relationship between the dependability metrics and consolidation ratio for the virtual data 
centre of cloud computing is presented in [60]. Our work is based on reliability block diagrams
and the continuous-time Markov chain model. The important characteristic of continuous-time 
Markov chain models is the representation of system behaviour along the time scale. The 
continuous-time Markov chain model was chosen for it is greater simplicity than discrete time 
models. If time is discrete, the model has to consider that multiple events may occur between 
two consecutive time marks and search the effects of all possible combinations of these events. 
Continuous time scale models use appropriate probabilistic assumptions and it is possible to 
take only one event into consideration [57].
A continuous-time Markov chain model is more suitable for representing VNE behaviour 
in event of failure because the probability distributions for future developments depend only 
on the current state and not on the process that resulted in that state [15]. The continuous-time 
Markov chain model is used for two transitions to fire at exactly the same instant, while the 
stochastic Petri net model evolves by firing transitions one by one. Thus, the continuous-time 
Markov chain model is more flexible than the stochastic Petri net model because the former 
can fire more than one transition at a time. [60, 76, 77] proposed reliability block diagrams to 
assess the system reliability of cloud computing. The drawback is that dependability is assessed
only at the host level and the model is too simple to describe the complex behaviour of 
underlying hardware as well as software components. 
The proposed dependability model is realised using reliability block diagrams [70] to 
capture how the components of the virtual network are connected from a reliability point of 
view as well as to determine the reliability, availability and downtime of the system. 
Specifically, reliability block diagrams are used to model the various configurations (i.e., 
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series-parallel and complex block combinations) that result in system success. However, 
reliability block diagrams cannot be used to represent the dynamic behaviour of the VNE in 
the event of a failure in the virtual network switched into spare stand-by components. To 
address this problem, we adopt the continuous-time Markov chain model to capture the 
dynamic structure of the system in the event of failure.
3.3. Dependability Assessment Framework
In this section, we describe the proposed dependability assessment model for VNE, where 
reliability block diagrams and continuous-time Markov chain models are used to represent the 
complex behaviour of the physical network, the virtual network and their interdependencies. 
Therefore, we first present the overall methodology and this is followed by discussion of the 
various components of the framework. In addition, scenarios will be provided to demonstrate 
the functionality of the framework. Generally, dependability includes several attributes that 
include reliability, availability, security and safety. In this chapter, we focus on two core 
attributes, namely reliability and availability.
Figure 3-1 shows the components of the dependability attribute assessment framework. 
The framework is divided into three main components: level 1, level 2 and level 3. Level 1 of 
the framework deal with mapping the virtual network request to the substrate infrastructure. 
The users specify their desired virtual network, with or without replication and the type of 
replication. For each request, a decision to accept or reject the request is based on the 
availability of resources and any constraints. For accepted requests, a mapping of the virtual 
network to the substrate network is performed based on the requirements of the request. The 
outcome of level 1 of the framework is single mapping (no redundancy), passive replication 
mapping or active replication mapping of the request [66]. There are many works on virtual 
network mapping [9, 17-21], which is outside the scope of our work.
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The other two components of the virtual network dependability framework are level 2,
which implements the reliability block diagram [70], and level 3, which implements the
continuous-time Markov chain model. The input to the virtual network dependability 
framework is the virtual network mapping specification (i.e., single mapping, passive 
replication mapping or active replication mapping). The reliability block diagram is used to 
represent the mappings from level 1, and the continuous-time Markov chain model is used to 
capture and model the system behaviour in the event of virtual network component failures. 
The validation in level 3 deals with gaining confidence that a certain dependability goal 
(requirement) has been attained. Each of these tasks is discussed in subsequent sections. In this 
chapter, we assume that in both passive and active mappings, each virtual node is mapped onto 
primary and secondary physical infrastructure (i.e., node and link).
RBD Configuration 
Virtual Network Mapping Dependability Analysis
CTMC
Dependability Analysis Results
Validation
Virtual Network Mapping
Virtual Network Request
Mapping 
Policy
Substrata 
Infrastructure
Le
ve
l 1
Level 2 Level 3
Mapping
Figure 3-1 Framework for Dependability Metrics Evaluation
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3.4. Reliability Block Diagram Representation of Substrate
Network
A reliability block diagram is used to assess the reliability of the system and sub-system by 
capturing the structural relationship between system components. As noted above, the outcome 
of the virtual to physical mapping will be a single mapping, passive mapping or active mapping 
for each request [66]. In this section, we use a reliability block diagram to represent the three 
mappings produced by the mapping algorithm. The system’s operational state is given by its 
working components [61], and this work adopts series and parallel arrangements.
In a reliability block diagram representation of a mapping, rectangles represent the 
components and lines represent the logical relations (links). In the single mapping in figure 3-
2, there is no replication of the physical resources and each virtual network maps onto a single 
physical network. In the passive mapping in figure 3-3, each virtual network maps onto both a
primary and a secondary physical network. Only the primary virtual network will be active and
the secondary virtual network will only be activated if the primary virtual network fails. 
Similarly, each virtual network is mapped onto both a primary and a secondary physical 
network in the case of the active mapping in figure 3-4. Here, both the primary virtual network 
and the secondary virtual network are simultaneously active. In both passive mappings and
active mappings, each virtual link is mapped onto four physical links.
Figure 3-2 Single Mapping
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Figure 3-3 Passive Mapping 
Figure 3-4 Active Mapping
Let ܴ(ݐ) be the probability that the system will conform to its specification throughout duration 
ݐ (i.e., reliability). The failure probability ܳ(ݐ) is the probability that the system will not 
conform to its specification throughout duration ݐ. Therefore, the reliability (ܴௌ(ݐ)) and the
failure probability ( ܳௌ(ݐ) ) for a single mapping are given in Eq. (3.1) and Eq. (3.2),
respectively:
ܴௌ(ݐ) = ς ܴ௜(ݐ)௡௜ୀଵ                                                                          (3.1)            
ܳௌ(ݐ) = 1 െ  ܴௌ(ݐ)                                                                          (3.2)         
In the single mapping case, the system is a single-point failure. It assumes that the 
application requires the entire physical infrastructure to run. Any failure in physical 
infrastructure (e.g., router or link) will lead to failure of the entire mapping.
The reliability (ܴ௉(ݐ)) and failure probability (ܳ௉(ݐ)) for a passive mapping are given in 
Eq. (3.3) and Eq. (3.4), respectively. The model consists of ݉ modules that are connected in 
parallel, and module ݅, for  1 ൑ ݅ ൑ ݉, consists of ݊௜ modules that are connected in series.
Thus the reliability of a passive mapping is:
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R୔(t) = 1 െ ς (1 െ ς R୧୬୧ୀଵ )                                         (3.3) ୫୧ୀଵ                   
Q୔(t) = 1 െ  R୔(t)                                                                (3.4) 
The reliability (ܴ஺(ݐ)) and failure probability (ܳ஺(ݐ)) for an active mapping are given in Eq. 
(3.5) and Eq. (3.6), respectively. The model consists of  ݉ modules that are connected in series,
and module ݅, for  1 ൑ ݅ ൑ ݉ , consists of ݊௜ modules that are connected in parallel. Thus the 
reliability of an active mapping is:
ܴ஺(ݐ) = ς ቀ1 െ ς (1 െ ܴ௜(ݐ)
௡೔
௝ୀଵ )ቁ                                       (3.5)
௠
௜ୀଵ  
        ܳ஺(ݐ) = 1 െ ܴ஺(ݐ)                                                                 (3.6)
3.5. Continuous-Time Markov Chain Representation of Dynamic 
Substrate Network
Because reliability block diagrams cannot have used to represent the dynamic behaviour of a
VNE, we use the continuous-time Markov chain model to capture the dynamic behaviour of 
the system in the event of failure. A stochastic process with discrete events and continuous 
time ܶ = (ݐ |ݐ ൒ 0) is a continuous-time Markov chain if and only if:
ܲ = (ܰ(ݐ + ݄) = ݆ | ܰ(ݐ) = ݅ ) =  ݌௜௝(݄)   for all   ݐ, ݄ ൒ 0                   (3.7)
where ܲ = (ܰ(ݐ + ݄) = ݆ | ܰ(ݐ) = ݅ ) is the probability of the process making a transition 
from state ݅ at time ݐ to state ݆ at time ݐ + ݄ for ݄ ൒ 0 is dependent only on ݆ and the time 
increment ݄.
From the above definition, two important components used to check the behaviour of 
a continuous-time Markov chain model are the sojourn time spent in state ݅ (random variable) 
and the probability ݌௜௝ of transition from state ݅ to state ݆. We consider the time ܶ spent in state 
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݅ to be a continuous random variable with an exponentially distributed event rate parameters
(e.g., failure rate (ߣ) or repair rate (ߤ)) which are used as an input parameters in the Markov 
chain model. Thus, the continuous distribution function is:
ܨ் (ݐ) =  ܲ(ܶ < ݐ) =  ൜1 െ ݁
ିఒ௧       ݐ ൒ 0
0                    ݐ < 0
                            (3.8)
3.5.1. Simple Mapping 
The continuous-time Markov chain is a three-tuple (ܵ, ܳ, ܮ), where ܵ is a finite set of states, ܳ
is a transition rate matrix between the states and ܮ is the labelling function that assigns reward 
for each state. 
Figure 3-5 Single Mapping Model
Figure 3-5 illustrates a single mapping case. State ܵ0 indicates that all components are 
working. States ܵ1, ܵ2 and ܵ3 represent a failure in a physical router, a failure in a physical 
link and a failure in a virtual machine monitor, respectively. These failures lead to failure of 
the system. At time 0, the system is in the working state. The system goes into a failed state as 
soon as a component fails. The labelling function is assigned to the state to represent the 
number of virtual networks hosted by the physical network. For example, 1 is assigned to the 
states for one virtual network hosted by substrate network, and 2 is assigned to the states for 
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two virtual networks hosted by the substrate network. The labelling function assigns 1 to states  
ܵ1, ܵ2  and  ܵ3, and assigns 3 to state ܵ0. From the above model, we can compute the steady-
state unavailability of the system by computing the steady-state unavailability of all reward 
states:
UAୱ =  σ ୱܲ ܮୱ                                                          (3.9)ୱאୗ
where ௦ܲ is the steady-state probability of being in state ܵ, and ܮ௦ is the labelling function 
assigned to state ܵ.
In addition, we can compute the probability of any component failure in the system. The 
following expression can be used to calculate the unavailability, the probability of physical 
router fails and the availability in the system, respectively:
ܷܣ = (ܲ{ܵ1} + ܲ{ܵ2} + ܲ{ܵ3})
ܲݎ݋ܾܴ݋ݑݐ݁ݎܨ݈ܽ݅ݑݎ = (ܴ{ܵ1} כ ܲ{ܵ1}) 
ܣ = 1 െ (ܲ{ܵ0})
3.5.2. Passive Mapping
Figure 3-6 illustrates a passive mapping case. We assume the virtual network is mapped onto 
two physical routers, and when the primary physical router fails, the stand-by physical router 
begins working. The state  ܸ ଵܰܪଵ௎ܪଶூ indicates that the primary host ܪଵ௎ is up, the stand-by
host ܪଶூ is idle and the virtual network ܸ ଵܰ is hosted by both hosts. The state ܸ ଵܰܪଵ஽ܪଶூ
indicates that the primary host ܪଵ஽ has failed with the rate ߣ. The state ܸ ଵܰܪଵ஽ܪଶோ indicates 
that the primary failure is detected with rate ߜ, and then the stand-by host restarted. Failure is 
detected using the failure detection mechanisms (e.g., heart beat mechanism every 30 seconds)
[78]. The state ܸ ଵܰܪଵ஽ܪଶ௎ indicates that the ܸ ଵܰ started on the stand-by host ܪଶ௎ which takes 
the mean time ݎ௩ = 5 min. This is called a virtual machine high  availability service in VMware 
[79].
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When a system in state  ܸ ଵܰܪଵ஽ܪଶ௎, it may go to state ܸ ଵܰܪଵ௎ܪଶூ after repairing the 
primary host ܪଵ஽ with repair rate ߤ. The state ܸ ଵܰܪଵ஽ܪଶ஽ indicates that the stand-by host ܪଶ஽
has failed with rate ߣ and then the virtual network failed. At time 0, the primary active 
component (either the physical router or the link) is in the working state while the secondary 
component is in the stand-by state. The system goes into a failed state as soon as a failure 
occurs in both components. From the above model, the MTTF for the system increases by
combining the MTTF of primary components and the redundancy active component:
௦ܶ =  ଵܶ +  ଶܶ                                                                     (3.10)
ܴ௦(ݐ) = ܴଵ(ݐ) + ׬ ଵ݂
ଵ
଴ (ݔ) ܴଶ(ݐ െ ݔ)݀ݔ                      (3.11)
Because the probability (ܲ( ௦ܶ > ݐ)) of the union of these events is the reliability function 
of the system (ܴ௦(ݐ)), the reliability of the system is increased, as illustrated in Eq. (3.11). The
labelling function assigns 1 to states (ܸ ଵܰܪଵ௎ܪଶூ, ܸ ଵܰܪଵ஽ܪଶூ,
ܸ ଵܰܪଵ஽ܪଶோ and  ܸ ଵܰܪଵ஽ܪଶ௎) and 0 to state ܸ ଵܰܪଵ஽ܪଶ஽. The following expressions are used 
to calculate the availability and the unavailability of the system, respectively.
ܣ = (ܲ{ܸ ଵܰܪଵ௎ܪଶூ} + ܲ{ܸ ଵܰܪଵ஽ܪଶ௎}) െ (ܲ{ܸ ଵܰܪଵ஽ܪଶ஽})
ܷܣ = 1 െ (ܲ{ܸ ଵܰܪଵ௎ܪଶூ} + ܲ{ܸ ଵܰܪଵ஽ܪଶ௎}) െ (ܲ{ܸ ଵܰܪଵ஽ܪଶ஽}) 
48
Virtual Network Dependability Assessment Framework
Figure 3-6 Passive Mapping Model
3.5.3. Active Mapping
Figure 3-7 illustrates an active mapping case. The state  ܷܷܷܷ indicates that all components 
are working (the state ܷܷܷܷ represents the primary physical router, active redundancy 
physical router, primary physical link and active redundancy physical link, respectively). State 
ܷ஽ܷܷܷ indicates that the primary physical router failed at time ݔଵ ( 0 ൑ ݔଵ  < ݐ) and the 
active redundancy physical router worked properly for a period longer than ݐ െ ݔଵ. The state 
ܷܷܷ஽ܷ indicates that the primary physical link failed at time  ݔଵ ( 0 ൑ ݔଵ  < ݐ) and the active 
redundancy physical link worked properly for a period longer than  ݐ െ ݔଵ. The state ܷ஽ܷ஽ܷܷ
indicates that the primary physical router failed at time  ݔଵ ( 0 ൑ ݔଵ  < ݐ) and the active 
redundancy physical router failed after a period of ݔଶ (0 ൑ ݔଶ  < ݐ െ ݔଵ), after which the 
system failed. 
Similarly, state ܷܷܷ஽ܷ஽ indicates that the primary physical link failed at time ݔଵ ( 0 ൑
ݔଵ  < ݐ) and the active redundancy physical link failed after a period of ݔଶ (0 ൑ ݔଶ  < ݐ െ
 ݔଵ), after which the system failed. The system goes into a failed state as soon as a failure 
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occurs in both components. The labelling function assigns 1 to states 
ܷܷܷܷ, ܷ஽ܷܷܷ and ܷܷܷ஽ܷ, and assigns a 0 to states ܷ஽ܷ஽ܷܷ and   ܷܷܷ஽ܷ஽.
In an active mapping case, the primary component and the active redundancy component 
are both active at time ݐ଴. When the primary component fails at time ݔ, the active redundancy 
component survives beyond time point ݐ, where 0 ൑ ݔ < ݐ. The system failed when the active 
redundancy component fails. From the above model, we can compute the unavailability and 
the availability in the system, respectively using the following expressions:
ܷܣ = 1 െ (ܲ{ܷܷܷܷ} + ܲ{ܷ஽ܷܷܷ} + ܲ{ܷܷܷ஽ܷ}) 
ܣ = 1 െ (P{ܷ஽ܷ஽ܷܷ } + ܲ{ܷܷܷ஽ܷ஽})
Figure 3-7 Active Mapping Model
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3.6. Performance Analysis
In this section, we evaluate the performance of the proposed framework and compare it with 
the dependability model discussed in [66].
3.6.1. Experimental Set-up
We have constructed reliability block diagrams and continuous-time Markov chain models 
using the Mercury/Astro environment [80]. Reliability block diagrams and continuous-time 
Markov chain models are used for evaluating dependability metrics for system and subsystem 
components. To construct the network topology, we used the embedding techniques presented 
in [17]. GT-ITM tools [81] were used to generate a substrate network with 50 nodes randomly 
connected with probability 0.5. The CPU capacity for each node and the bandwidth capacity 
for each link were real numbers and uniformly distributed between 50 and 100. The virtual 
network requests arrived in a Poisson process with a mean rate of four virtual networks per 100 
time units. The number of virtual nodes was randomly distributed for each virtual network
request, following similar set-up in the previous work [66], the number of virtual networks
requests were 800 over a period of 50,000 hours and each virtual network request had an 
exponentially distributed lifetime of 1,000 time units.
3.6.2. Results and Discussion
In this section, we describe the proposed approach for evaluating the virtual networks generated 
by the mapping algorithm presented in [17]. We used the approach discussed in [82], and the 
objective of the algorithm is to provide different virtual network mappings into the substrate 
network satisfying CPU, bandwidth and cost constraints. The exponential distribution for the 
MTTF and MTTR of the hardware and software components is adopted for each allocation for 
51
Virtual Network Dependability Assessment Framework
analysing the dependability metrics. Table 3-1 presents the MTTF and MTTR  for each 
component based on [75]. In our study, we used the algorithm for resource allocation and 
evaluated the reliability and availability dependability metrics.
Table 3-1 Component MTTF and MTTR
To evaluate reliability and availability for virtual network allocation, we make two 
assumptions: the virtual network is allocated into physical network components with and 
without common mode failure. The former is modelled as a continuous-time Markov chain and 
the latter is modelled as a reliability block diagram model. The reliability block diagram is used 
to evaluate the reliability metric, while the continuous-time Markov chain model is used to 
evaluate the availability metric for virtual network allocation. In addition, we assume that the 
MTTF for each physical network component decreases when the number of virtual networks
hosted by physical network increases.
Figure 3-8 illustrates the reliability values for different allocations of a virtual network
into physical network components with the assumption of independence of failure. The 
reliability of the simple mapping decreased dramatically because the components were
connected in series. The failure rate of a series system is equal to the sum of the component 
failure rates, ߣ௦ = σ ߣ௜௡௜ୀଵ . The failure rate of the system is higher than the failure rate of the 
Node MTTF (h) MTTR (h)
Physical Switch/Router 320,000 1
Virtual Machine Monitor 2,880 2
Network Interface Card 6,200,000 1
CPU 2,500,000 1
Hard Disk 200,000 1
Operating Systems 1,440 2
Memory 480,000 1
Optical Link 19,996 12
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component when the system size is large. The reliability of the system decreased because the 
MTTF for the series system is equal to  ܯܶܶܨ௦ =
ଵ
σ ఒ೔೙೔సభ
.
The reliability of the passive mapping increased because the physical network 
components were connected in parallel at the system level. This means that the reliability of 
the parallel system  ܴ௦ = 1 െ ൫1 െ ݁ିఒ௧ ൯
௡
increased because the MTTF for the system is
increased. The reliability of the active mapping increased significantly because the physical 
network components were connected in parallel. From the above analysis, reliability is an 
important factor for virtual network allocation to physical network components. High 
reliability mapping is achieved by choosing components with high MTTF for virtual network
allocation. The reliability of active mapping is higher than the reliability of passive mapping, 
because  in active mapping, the MTTF for the system increases by combining the MTTF of 
primary components and the secondary active. While in passive mapping, the MTTF is equal 
to the MTTF for only active component since the secondary component is idle during the
normal operation of primary component.
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Figure 3-8 Reliability Metric for Virtual Network Allocation
Because the physical network components consist of hardware components (i.e., routers, 
switches and fibre optic cable) used by the virtual network, failure in the physical network will 
cause all of the hosted virtual networks to fail.  For example, if the router fails (e.g., CPU or
memory), the virtual node will fail. Similarly, if the fibre optic cable fails, the virtual link will 
fail and the system becomes unavailable. The proposed dependability model allows the 
evaluation of fault-tolerance techniques by adopting mapping with and without redundancy. 
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The mapping with redundancy improved the reliability and the availability of the system 
in the event of a failure. The availability results illustrated in figure 3-9 shows that passive 
mapping and active mapping for virtual network allocation achieved higher availability than 
simple mapping because redundancy was used with the former and no redundancy was used 
with the latter. Passive mapping achieved higher performance than active mapping because the 
stand-by redundancy in the passive mapping started when the primary components failed, while 
in the active mapping, the redundancy ran simultaneously with the primary components. The 
availability in passive mapping is higher than in active mapping, this is because in passive 
mapping only the primary virtual network active and the secondary virtual network is idle and 
it will be activated if the primary virtual network fails. Thus, in passive mapping the virtual
network has a spare component with high availability. While in active mapping, both 
components (primary and secondary) run simultaneously, therefore there are a chance for both 
components at the same time.
Figure 3-9 Availability Results for Virtual Network Allocation
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The proposed dependability model achieved more reliable results in measuring 
dependability metrics than the dependability model in [66]. The dependability evaluation 
achieved in previous work [66] is illustrated in figure 3-10 shows that hot stand-by achieved 
higher availability than the cold stand-by in measuring reliability. In the hot stand-by model 
(in our model equivalent to active mapping), the primary and secondary components run 
simultaneously and may fail at the same time. In the cold stand-by model (in our model 
equivalent to passive mapping), the stand-by component starts after the primary component 
fails and the lifetime of the system is increased significantly. Thus, the cold stand-by should 
achieved higher availability than the hot stand-by model as we show in our results in figure 3-
9.
Figure 3-10 Availability Results
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Evaluating the availability is used to assess quality of service according to virtual 
network allocation. For example, we achieved very high availability by adopting different 
redundancy techniques. The results in table 3-2 confirm an enhanced dependability of the 
proposed redundancy system that is verified by increasing the availability from two to five
times. In addition, the annual downtime is decreased from 11.30 hours to only 0.028 minutes. 
Table 3-2 Availability Measurements for Virtual Network Mapping
3.7. Chapter Summary 
In this chapter, we presented a modelling method and evaluation techniques for computing 
dependability metrics of a VNE. Analytical modelling is preferred over measurement 
techniques for evaluation of system dependability when the system is very complicated or 
might not yet exist. The dependability of a system is delivering a set of trustable services 
without failure. A failure occurs in the system when the system fails to deliver its identified 
functionality. A fault in the system is defined as the failure of a component of the system. 
Therefore, we used an analytical modelling technique for evaluation of the faults in the 
components, subsystem and the system as a failure or non-failure. In our approach, we used
the dependability metrics to evaluate the system reliability and availability. Reliability is the 
probability that the system is working up to time ݐ, while availability is the probability that the 
system is working at time ݐ. MTTF and MTTR of the VNE components were adopted for 
analysing the reliability and availability metrics, respectively. Dependability metrics were 
Model Availability Unavailability Annual Downtime (h)
Simple Mapping 0.998 0.00129 11.30
Passive Mapping 0.999996 0.000003267 0.028
Active Mapping 0.9997 0.0002 1.75
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evaluated by using reliability block diagrams and continuous-time Markov chain models. 
Reliability block diagrams were used to represent different mappings of the virtual network
onto the substrate network and to assess the reliability of the virtual infrastructure components.
The virtual network was mapped onto the substrate network without redundancy as simple 
mapping or with redundancy as passive or active mapping. In passive mapping, the backup 
mapping redundancy is idle during the operation of primary mapping, and the backup is 
activating when the primary mapping fails. In active mapping, the backup and primary mapping 
run simultaneously. A continuous-time Markov chain was used to model the complicated 
interaction between the VNE components. Continuous-time Markov chain models capture the 
dynamic behaviour in event of failure in hardware and software components of the VNE. In 
addition, we used continuous-time Markov chain models to study the performance in event of 
failure in VNE and compared the availability of the VNE with and without stand-by
redundancy. The proposed framework was used for evaluating the reliability and availability 
according to virtual network allocation and the quality of services with the client. In addition,
the framework was used to assess the optimal reliability design for the virtual network
allocation in a physical network. The experimental results show that our proposed modelling 
achieved very high performance in measuring dependability metrics. Chapter 4 will 
concentrate on the detection of failure in virtual infrastructure components.
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Chapter 4: Failure Detection in Virtual Network
Infrastructure
In this chapter, we use a detection mechanism based on a conservative time-synchronisation 
algorithm and message passing interface to detect normal and anomalous behaviours in a VNE. 
A substrate network and its software are prone to failure, which leads to failure of all the virtual 
resources hosted by that substrate network and the need to remap the virtual network to different 
substrate network resources. Detecting failure in a VNE is an important issue to overcome the 
failure in a VNE and improve a virtual network reliability.
4.1. Introduction
A virtual network is a subset of the underlying substrate network resources. A combination of 
virtual nodes and virtual links is created on top of a substrate network by virtualising the 
substrate node and link resources. A virtual network is mapped onto substrate network 
resources using existing mapping proposals [17, 19, 20, 83]. The virtual topology is created by 
using virtual links to connect multiple virtual nodes [22, 84, 85]. In addition, multiple virtual 
topologies can be created and co-hosted on the same substrate network, each with specific 
application naming, topology routing and resource management mechanisms [22]. Because
each virtual network is instantiated and managed independently, the virtual networks can 
employ communication protocols that are tailored to their service environment [2]. These 
features lead to greater service provision flexibility than is currently available on the Internet
[1, 26, 86].
The virtual network embedding problem has been addressed by many researchers [10,
17, 87] who have studied efficient virtual network embedding into physical network without 
consideration of failure in the physical resources. A failure in either a physical node, a physical 
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link or both can affect the many virtual networks that run on a shared substrate network with 
limited network resources such as bandwidth and CPU capacity. 
A virtual network requires resolving many challenges, specifically those related to
reliability. Virtual network reliability refers to the ability of the overall network to provide 
communication in the event of a failure in the physical network. Virtual network reliability is 
an important and open research question. In this chapter, we develop a mechanism to detect 
and overcome failure in a virtual network to improve virtual network reliability. 
Failure is detected by a fault detection mechanism in the event of the complete failure of 
a virtual infrastructure component (fail-stop). The failure is detected using a message passing 
interface that probes connections between point-to-point nodes by message exchange. In 
addition, conservative time-synchronisation algorithms are used to determine the time-out 
before considering that a failure event has occurred in a VNE. The contributions of the work 
described in this chapter are:
x We propose a fault detection mechanism that detects when a component in a VNE has 
failed and notifies the system about the failure. 
x The failure detection system for can cope with a large-scale virtual network and prevent 
overloading the VNE by reducing the number of messages for failure detection.
x Physical network components do not change as rapidly as the virtual networks (in which
virtual machines can appear or disappear very frequently). Therefore, we design a 
failure detection mechanism that can dynamically respond to virtual network resources 
allocation, is time-efficient in detection of the failure and can run independently without 
the need for reconfiguration.
x We evaluate the accuracy and completeness of the failure detection system during run
time and off-time by running the experimental data through the support vector machine 
(SVM) classifier and comparing the results with those of existing approaches.
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4.2. Problem Overview
In this section, we describe the failure problem in a VNE. We model the substrate network as 
an undirected weighted graph ܩ௦ = (ܸௌ,  ܧௌ), where ܸௌ represents the set of substrate nodes 
and ܧௌ represents the set of substrate links. Similarly, we model the virtual network as an 
undirected weighted graph ܩ௩ = (ܸ௩,  ܧ௩) , where  ܸ௩ represents the set of virtual nodes 
requested and ܧ௩ represents the set of virtual links requested, as shown in figure 4-1. Each 
substrate node can host a set of virtual nodes, ܸௌ = { ଵܸ௩, ଶܸ௩, … , ௡ܸ௩}, and each substrate link 
can host a set of virtual links, ܧௌ = {ܧଵ௩, ܧଶ௩, … , ܧ௠௩ }, as shown in figure 4-2. Failure in a
physical node will affect all of the virtual nodes mapped onto the failed physical node. In 
addition, failure in a physical link or physical path will affect all of the virtual links mapped 
onto the failed physical link or physical path. For example, if a physical node ݒ௦ א ܸௌ fails, 
then all the virtual nodes mapped onto the failed physical node will fail. Similarly, if a physical 
link or physical path  ݁௦ א ܧௌ fails, then all of the virtual links mapped onto  the failed link will 
fail. A single substrate entity failure will affect all of the virtual entities that are mapped upon 
it. 
Failure in a virtual network will decrease the virtual network’s reliability and increase the 
operational costs. Reliability can decrease due to numerous types of interruption, VXFKDV¿Ere
cut, maintenance and misconfiguration. Operational costs increase due to the need for 
reconfiguration of the failed virtual network and the infrastructure providers may suffer 
economic penalty because of the breach of the level of service required by service providers 
[88].
Most previous studies recover a failure by allocating more resources as a backup. One
technique to improve the reliability of a VNE when a failure occurs in either a substrate node 
or a link is to allocate a backup at a different geographical location with redundant links to be 
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provisioned to the virtual network after the failure occurs [89], [21]. Some researchers have 
introduced an approaches to protect against any potential single link failure. For example, one
approach is to use two backup resources allocations, the first is allocated on arrival of the virtual 
network request, and the second is a pre-allocated backup resource during configuration and 
before any virtual network request arrives [31]. Another approach is introduced before a failure 
occurs in a single link failure by separating the bandwidth of a substrate link into two shares:
the first share is active primary for WUDQVSRUWSULPDU\ÀRZV LQ WKHnormal operation and the 
second share is inactive backup used IRUFDUU\LQJEDFNXSÀRZVin event of failed primary flow
[32]. The backup path is used in  the  event  of  a single  substrate  link failure [33], and a
migration technique is used to allocate the virtual node into another substrate network [36, 46].
To protect a virtual link against a single physical link failure, multiple substrate paths with 
flexible path splitting ratios are used to map the virtual link [19]. In addition, some researchers 
have introduced approaches to protect against node failure. For example, one approach 
introduces a mechanism to migrate the virtual node onto a backup physical node [43, 45]. The 
drawback of the abovementioned proposals are that they are inefficient because the resources 
are wasted until a failure occurs in the VNE. In addition, reinstallation after a failure in a VNE 
is not a reliable method to recover data that has been lost.
Figure 4-1 Virtual Network Requests
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Figure 4-2 Virtual Network Maps onto Substrate Network
We developed an approach to detect failure in virtual infrastructure components using an 
efficient detection mechanism solution. This work makes a significant contribution to the 
network virtualisation knowledge base in general, and to reliability and resilience in particular. 
The study investigated and developed a mechanism to detect virtual network failures and avoid 
service interruptions after a failure occurs. An existing failure detection system was proposed 
in [90-92] for a large computer network centre, but their proposal is designed for fixed or slowly 
changing infrastructure, such as routers, switches and servers. Another study [93] focused on 
the workload model and failure correlations in cloud computing. they proposed a framework 
for monitoring a cloud-based system, collecting unlabelled data and using an ensemble of 
Bayesian models as an unsupervised method for failure detection based on the history of the 
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collected data [94]. For detection of failure in a virtual network, previous work has been based 
on the traffic load, where the traffic rate is detected on the user link and adjusts the allocated 
bandwidth based on the forecast from traffic history [95]. The drawback of [95] is that the 
method is dependent only on measuring traffic load for failure detection, but the traffic load 
could be increased on a specific link due to heavy traffic. A management framework for 
detection in a the virtual network uses a probe to collect data represents an interesting feature
that can be used to measure data to detect abnormal behaviour of a virtual network [96]. In the
proposal in [96], the failure detection system is controlled by the hypervisor, and when the 
hypervisor fails, the failure detection system fails. A proposed prepared adaptive virtual 
network embedding framework detects node or link failure in a VNE using multi-agents that 
are integrated into the substrate nodes. The agents detect failure through keep-alive messages 
that are exchanged periodically between nodes that belong to the same cluster [48]. The 
drawback of the work proposed in [48] is that it consumes a lot of traffic because the detection 
mechanism send messages continuously, even when there is no failure. Our approach is 
different from existing approaches because it introduced time-efficient failure detection and 
reduces the number of messages for failure detection that can cope with a large-scale virtual 
network.
4.3. System Model
In this section, we present the system model for failure detection in a VNE. We adopted an 
efficient failure detection technique that takes into consideration the following issues:
x Scalability – the detection system should be designed to work in a large-scale virtual 
network, and it must quickly detect a failure.
x Adaptation – the detection system should be adapted to very high load traffic and avoid
overloading the network by reducing the number of messages for failure detection.  
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x Autonomic – the detection system should keep running and detect the virtual network 
behaviour independently and without configuration. 
x Flexibility – The detection system should correctly detect new virtual machines created 
in the system and the expired virtual machines.
4.3.1. VNE Topology
To solve the previously mentioned issues, such as scalability, adaptation, autonomic and 
flexibility, we designed a hierarchical topology to represent a VNE. Hierarchical topology is 
very scalable and can be used in grouping many nodes into one cluster (clustering reduces the 
number of links needed to connect the virtual nodes). These characteristics of the hierarchical 
network topology achieve high performance in delivering messages between virtual nodes and 
increase virtual network reliability [97]. As illustrated in figure 4-3, the autonomous system-
level and the router-level are used to represent the physical network and the virtual network,
respectively. For each node at the autonomous system-level, there is a router-level to represent 
the virtual nodes. The virtual nodes interconnect in the router-level topologies according to the 
connectivity of as the autonomous system-level topology. For example, if we have two nodes 
௜ܵ , ௝ܵ in as the autonomous system-level and ( ௜ܵ, ௝ܵ) represents a link in as the autonomous 
system-level, to connect two nodes in the router-level, we choose a node ௨ܸ in the router-level 
that is associated with the autonomous system-level node  ௜ܵ, and we choose a node ௠ܸ in the 
router-level that is associated with the autonomous system-level node  ௝ܵ.
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Figure 4-3 VNE Hierarchal Topology
To reduce the number of messages between nodes, we designed an efficient failure 
detection system by partitioning the network topology into groups of nodes and placing each 
group into a logical process, as illustrated in figure 4-4. Each logical process is assigned a 
unique number to represent the system identifier, and each logical process has its own events 
to be processed. During configuration of a network topology, each of the nodes is assigned a
number to denote its logical process, and in cases where a link is created between two nodes in 
different logical process, a remote point-to-point channel is created between them. A message 
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passing interface is implemented to exchange messages between nodes in same logical process
or between nodes in different logical processes by creating remote point-to-point channels.
Figure 4-4 Partitioned Network Topology with Two LPs
4.3.2. Fault Detection Model
The proposed model for failure detection in a VNE is based on the multi-agents system from 
the artificial intelligence field [98]. A message passing interface [99] is used to probe
connections between point-to-point nodes by exchanging a time-stamped message. We have 
chosen a conservative time-synchronisation algorithm [100] to determine out-of-order time-
stamp messages in the event of failure in a VNE. The conservative time-synchronisation 
algorithm determines the threshold value for failure by using a predetermined value called a 
lookahead value. The lookahead value is the minimum time that must pass before node ௨ܸ 
considers a fail in node  ௠ܸ or a link fail between ௨ܸand ௠ܸ (fail-stop). The lowest bound time-
stamp (LBTS) is determined using a null message algorithm [101, 102]. The LBTS on all 
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possible events that it may receive is used as the lookahead value. The null message algorithm 
begins by searching the nodes LQHDFKORJLFDOSURFHVVWR¿QGH[WHUQDOOLQNVWRUHPRWHlogical 
processes. It then groups all of the links into bundles according to which logical process is
connected. Next, it determines the minimum propagation delay value for each bundle, which 
becomes the lookahead between the two logical processes. In the conservative time-
synchronisation algorithm, each logical process has to determine whether an event is a failure 
or a non-failure. A failure event occurs when the logical process receives events from other 
logical processes with time-stamps that are less than the event being considered. A non-failure 
event occurs when the logical process receives events with time-stamps in order from other 
logical processes.
For example, as illustrated in figure 4-5 we assume that node  ܸ0 in ܮܲ0 is connected to 
ܸ1 in  ܮܲ1. The message passing interface sends and receives messages between a remote 
point-to-point link connecting two logical processes. In addition, we assume the 
communication between two nodes starts at 3 times and the propagation delay for the link is 
10 times (i.e., the lowest bound time-stamp for the link is 10 times). We also assume normal 
behaviour in the VNE so that the sequence of the time-stamp messages occurs in order. The 
sequence of the time-stamp messages occurs as follows: the first time-stamp message is (3, 1),
where the first component of the message is time (i.e., 3 from the source ܸ0) and the second 
component (1) is the is the echo-received message by the source node ܸ0. Then the message 
departs ܮܲ0 to ܮܲ1 so that the time-stamp message at ܮܲ1 is (13, 1), where the first 
component (13) is the sum of arrival time (3) and delay time (10). Finally, the message arrives
at the sink  ܸ1 and the time-stamp message is  (23, 1), where the first component (23) is the 
sum of the arrival time (13) and the delay time (10). Thus, from the sequence of the time-stamp 
messages we can determine when the failure occurs in the VNE.
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Figure 4-5 Time-stamp Message Sequence Transmission
4.3.3. Data Collection Model
We used the Network Simulator 3 [103] as a data collection framework to model different 
failure scenarios in virtual networks and extract interesting data to study the behaviour of a 
VNE in the event of a failure. The data collector is based on the concept of producer (trace 
source) and consumer (trace sink). The producer and consumer concept is very scalable because
the producer is decoupled from the consumer (i.e., space, time and synchronisation decoupling)
[104]. The producer is an entity used to generate data for system management, signal an 
interesting event that happened in the system and provide access to the consumer. The 
consumer is an entity that reads the source data generated by the producer. The trace source 
may be connected to one or multiple trace sinks, and when an interesting state change occurs
in the system, it will use signal event to pass the changed state to the trace sink. 
To connect the producer and the consumer, we used the Network Simulator 3 callback
feature, which allows the two modules to communicate through function calls. A trace source 
is a callback to which several functions may be registered. When a trace sink is interested in 
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receiving trace events, it adds a callback to the list of callbacks stored by the trace source. When 
an event of interest occurs, the trace source invokes all of its callbacks in turn and provides the 
required parameters (such as time-stamp messages received) to the trace sinks. The trace source 
keeps track of all registered processes and records whenever a time-stamp message arrives. 
Because the trace source knows the frequency at which time-stamp messages are generated by
the registered processes, it can infer missing time-stamp messages. The trace source can create 
callbacks for a failure event such as a missing time-stamp message or an out-of-order time-
stamp message. The conservative time-synchronisation algorithm uses a lookahead threshold 
value to determine component failure based on how late the time-stamp message is. In 
summary, the function of the data collection is limited to keeping track of time-stamp messages
and invoking callbacks between trace sources and trace sinks.
4.3.4. Metrics Used
We used the following metrics to evaluate the fault detection model:
x The true positive rate, or recall, is the proportion of positive cases that were correctly 
identified, and is calculated using the following equation:
ܴܶܲ = ܴ݈݈݁ܿܽ = ்௉
்௉ାிே
                                                                         (4.1)
where ܶܲ denotes true positive instances and ܨܰ denotes false negative instances.
x The false positive rate is the proportion of negative cases that were incorrectly 
classified as positive, and is calculated using the following equation:
ܨܴܲ = ி௉
ி௉ ା ்ே
                                                                                        (4.2)
where ܶܰ denotes true negative instances and FP denotes false positive instances.
x The receiver operating characteristic (ROC) curve is used for analysing the 
performance of a classifier system and is created by plotting   the true positive rate on
the y-axis against the false positive rate on the x-axis. The best prediction method 
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would yield a value in the upper left corner of the receiver operating characteristic 
curve.
4.4. Performance Analysis
In this section, we evaluate the performance of the proposed framework and compare it with 
the failure detection model discussed in [48] and [94].
4.4.1. Experimental Set-up
In our study we used Network Simulator 3 (NS-3) to model different failure scenarios in virtual 
networks and extract interesting data to study the behaviour of a VNE in the event of a failure 
[103]. NS 3 is a discrete-event network simulator platform that can be used for failure detection, 
to analyse network features and to extract interesting data to detect failure in a VNE [105]. The 
simulations were run in an Ubuntu 14.04.2 LTS Virtual Machine with 8 GB RAM and a 2.60
GHz CPU. Boston University Representative Internet Topology gEnerator (BRITE)[106] was
used to generate a hierarchical topology to represent the VNE. BRITE is an ideal topology 
generator to represent the substrate network and the virtual network topologies using 
hierarchical structure as illustrated in figure 4-3. In addition, BRITE is very efficient and 
flexible such that can be used to generate very large scale topology (e.g. number of nodes > 
100,000 in VNE) with reasonable CPU and memory consumption. Moreover, widely used 
simulators such as NS-3 can process the generated topologies by BRITE.
4.4.2. Results and Discussion
We measured two properties, cost and accuracy, for evaluation of the failure detection system. 
Reducing cost requires minimising the overhead in the network traffic by reducing the number 
71
Failure Detection in Virtual Network Infrastructure
of messages generated by the failure detection system. Accuracy measures how quickly the 
failure is reported with a low false positive rate by failure detection system.
4.4.2.1. Accuracy
For detection of the behaviour of a virtual network in the event of failure in a VNE, we modelled 
failure as a fail-stop model (i.e. the virtual infrastructure components stop completely from 
normal operation). Failure was injected into the virtual infrastructure components with the
failure rates (ߣ) of 0.001 and 0.003. The results show that failure detection system achieved 
high accuracy of the detection of processes because the number of failures detected increased 
when the failure rate increases from 0.001 to 0.003. Figure 4-6 shows that the number of failures
detected by the failure detection system with a failure rate of 0.003 was higher than the number 
of failures detected by the failure detection system with a failure rate of 0.001 because the 
MTTF for virtual networks components are increased (i.e.  ܯܶܶܨ = 1/ߣ ), when the MTTF 
increased, the lifetime of the component increases significantly, and thus the number of failure 
occurrences decreases significantly.
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Figure 4-6 Failures Detected with a Failure Rate RIȜ 0.001
The accuracy of our failure detection system was investigated to avoid a false positive 
failures and a false-negative failure. To avoid false positive failures and false negative failures,
a lookahead value should be carefully chosen. Therefore, we investigated several look-ahead 
values to find the accuracy in failure detection. Accuracy was measured by using the look-
ahead values of 2 ms, 1 ms, 0.01 ms   and  0.001 ms with the failure rate ߣ =  0.001 and 
500 virtual nodes. The simulation was run 10 times for 60 ݉݅݊ݑݐ݁ݏ with the different look-
ahead values. From our experiment, we found the highest accuracy of 95.5% was achieved 
when the look-ahead value was2 ms, as shown in figure 4-7.
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Figure 4-7 Accuracy with Different Look-ahead Values
To measure the true positive rate and the false negative rate we ran our failure detection 
system with a look-ahead value of 2 ms with different numbers of nodes (1,200 nodes, 1,000 
nodes, 800 nodes, 600 nodes, 400 nodes and 200 nodes). Table 4-1 shows that our approach 
achieved high accuracy with a low false negative rate.
Table 4-1 True Positive Rate and False Negative Rate
Number of Virtual 
Network Nodes 
True Positive Rate False Negative Rate
1,200 0.955 0.045
1,000 0.948 0.052
800 0.964 0.036
600 0.946 0.054
400 0.947 0.053
200 0.948 0.052
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4.4.2.2. Average Failure Detection Time
The failure detection time evaluation was based on the time required to detect a failure between 
the nodes with varying numbers of clusters in the VNE topology. Figure 4-8 shows that the 
average detection time decreases significantly when the number of clusters is increased because
failure detection is restricted to a few substrate nodes. The average failure detection time 
decreases from 0.9574 seconds for one cluster to 0.04562 seconds for five clusters. We found 
that our approach achieved high performance in failure detection time when the number of 
clusters in the VNE topology was increased from one cluster to five.
Figure 4-8 Average Failure Detection Time Using Different Numbers of Clusters
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4.4.2.3. Average Number of Messages Exchanged
The number of messages exchanged for failure detection decreases when the number of clusters
increases, as shown in figure 4-9. The number of messages exchanged in failure detection 
failure is very small when the number of clusters increases because a message is exchanged 
among few substrate nodes in the event of failure. The number of messages decreases from 68 
messages for one cluster to seven messages for five clusters. We found that our approach 
achieved high performance because the overhead from messages exchanges drops significantly 
with an increased number of clusters. 
Figure 4-9 Number of Messages Exchanged with Different Numbers of Clusters
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Figure 4-10 shows a comparison of the number of messages exchanged for failure 
detection using a previous approach [48] and using our conservative time-synchronisation 
algorithm. Our approach requires the exchange of very small number of messages for failure 
detection, while the previous approach requires the exchange of a large number of messages. 
For example, with 100 nodes for failure detection, our approach exchanges 106 messages, while 
the previous approach exchanges 4,200 messages. This discrepancy is because our failure 
detection system is based on a producer and consumer approach. When there is an interesting 
state change in the system, a message is exchanged whereby the producer passes the changed 
state to the consumer. Conversely, the previous approach continuously exchanges messages 
between all nodes in the virtual network, even without a failure event.
Figure 4-10 Number of Messages Exchanged with Different Number of Nodes
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4.4.3. SVM Model Detection Results
We used a SVMLIB [107] in Weka [108] to build a SVM model for detection of failure and 
non-failure in the components of the VNE. We collected the dataset to represent the failure and 
non-failure occurrences in a VNE from our failure detection system. We then split the dataset 
into 70% as the training dataset and 30% as the testing dataset. The training dataset was used 
to train the SVM model to classify the features that indicate whether a given error sequence is 
a failure-prone or not. The testing dataset was used to evaluate the generalisation performance 
of the SVM model.
The aim of constructing the SVM model was to evaluate the accuracy of our failure 
detection system. The SVM algorithm is chosen because it can be used for solving a complex 
problems in classifying a failure and non-failure in VNE, it employs very sophisticated 
mathematical principles to avoid over-fitting, and gives greater experimental results compared
with other models [120]. SVM can be assumed as a technique of data compression because it
objectives to ¿nd the subset of training data points, which present the whole information held
in the dataset. In reality, support vectors are those points that summarize the information of the 
training dataset and allow detection test dataset LQDQHI¿FLHQWPRGHO[120].
The training dataset was collected from a failure detection system and comprised 11,670 
instances that represent a failure and non-failure in a VNE. The results of training the SVM 
model show that 11,112 instances were classified correctly with true positive rate of 96.04%
and 458 instances were misclassified with a false positive rate of 3.96%. We then validated the 
performance of the SVM model using the testing dataset with splits of 10%, 30%, 50%, 70%
and 90%. For example, for the first experiment with 90% training data and 10% testing data, 
we calculated the average correct and standard deviation from the 10 runs and then used the
average correct and standard deviation to calculate the success rate. Table 4-2 shows that the 
78
Failure Detection in Virtual Network Infrastructure
SVM model performed very well in classifying the failure and non-failure because the success 
rates were between 90% and 100%.
Table 4-2 Success Rate Percentage in SVR Model
% Training Data % Testing Data Correct Average Incorrect Average SD % Success Rate
90 10 6,845.7 760.3 0.6403 90.00
70 30 5,324.3 2,281.7 0.6403 100.00
50 50 3,803.2 3,802.8 0.7483 100.00
30 70 2,281.9 5,324.1 0.9434 90.00
10 90 760.7 6,845.3 0.6403 90.00
To evaluate the performance of the SVM model, we ran a ten-fold cross-validation for 
10% of the testing dataset, and then calculated the true positive rate and false positive rate from 
each run. The true positive rates and false positive rates were used to plot receiver operating 
characteristic curves of the detection accuracy with diơerent threshold values. The results of 
the SVM model compare with the ensemble Bayesian and decision trees models prepared in 
[94]. The results in figure 4-11 and figure 4-12 show that the SVM model outperforms
ensemble Bayesian and decision trees models, respectively, because the optimal performance 
for each classifier is at the top left of the receiver operating characteristic curve (i.e., with a
high true positive rate and a low false positive rate). The results in figure 4-11 and figure 4-12
show that the SVM model achieved a high true positive rate (94%) and a low false positive rate 
(0.2%) compares with both ensemble Bayesian and decision trees models. 
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Figure 4-11 Receiver Operating Characteristic Curve Results for SVM and Naïve Bayesian Models
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Figure 4-12 Receiver Operating Characteristic Curve Results for SVM and Decision Tree Models
4.5. Chapter Summary
In this chapter, we designed a detection system to detect abnormal behaviour of a VNE. The 
detection system is based on a conservative time-synchronisation algorithm with message 
passing interface used to probe connections by exchanging messages between nodes in logical 
processes as well as messages within a logical process. A conservative time-synchronisation 
algorithm was used to determine out-of-order time-stamp messages in the event of failure in a
VNE. The order of the message time-stamps is used for detection of a failure. A failure occurs 
in a VNE when a logical process is receiving an event out of ordered time-stamp messages. In 
addition, the conservative synchronisation algorithm uses a pre-determined look-ahead value,
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which is the minimum time that must pass before a failure is considered to occur in a VNE. To
increase the scalability of the failure detection system, adopting clustering was adopted and the 
network was partitioned into multiple logical processes. In addition, we have adopted producer 
and consumer model in our data collection mechanism to deliver the measurement only in the 
event of a failure. Results show that a very small number of messages are exchanged in the 
event of a failure. Therefore, our approach achieved high performance compared with previous 
work in the detection of failure in a VNE. The failure detection system achieved high accuracy
because the results show that the rate of false positive failures is very low during runtime of 
failure detection. Moreover, the results from the SVM model show that our failure detection 
system achieved high accuracy in detecting the failure. The advantages of our failure detection 
system are that it reduces the amount of data by only detecting interesting events, it achieves
high accuracy in detection of failure in a VNE and it reduces the overhead on the network by 
reducing the number of messages exchanged between nodes. Chapter 5 will concentrate on 
failure prediction in virtual infrastructure components. 
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Chapter 5: Prediction of Virtual Network Substrate
Failures
In a VNE, a failure in the substrate network will affect the many virtual networks hosted by the 
substrate network. To minimise un-predicted failures, maximise system performance, 
efficiently use resources and determine how often failures may occur, we must be able to 
predict failure occurrence. In this chapter, we present a prediction mechanism to forecast the 
TTF of the VNE components based on time series data. In addition, we use supervised learning 
based on a SVR model to predict future failures in the VNE. The prediction can be used to
establish a tolerable maintenance plan in the event of substrate and virtual network failure.
5.1. Introduction
Because many virtual networks run on a shared substrate network, failure in the substrate
network will cause failure many virtual networks. Virtual network failure may results a huge 
amount of cost and data loss because the entire failed virtual network required to be mapped to 
different substrate network. Failure prediction is used to forecast failure occurrences in the 
substrate network using runtime execution states of the system and the history of observed 
failures. The aim of a failure prediction model is to assess whether there is a risk that the virtual 
networks cannot operate as expected. The risk assessment depends on system characteristics 
such as the TTF for each component, whether there a backup in the event of failure and the 
current load of the system. In addition, failure prediction can be used to predict a critical 
situation and apply countermeasures to prevent the occurrence of a failure and reduce the time 
to repair for the upcoming failure. To identify a failure-prone situation in a virtual network, the 
output prediction is either a binary decision or a continuous measurement and can be used to
judge the current situation as more or less failure-prone.    
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In this chapter, we propose failure prediction method to predict failure in more than one 
component in a VNE by adopting multiple regression model for time series data and the SVR 
model.  As far as we know, this is the first time that such a modelling technique has been used 
for the prediction of failure in a VNE. Our contributions are as follows:
x We prepared a failure prediction method that accurately predicts failure of infrastructure 
components (physical links, physical nodes and virtual networks) in a VNE. 
x We used TTF of the physical link, physical node and virtual network to forecasting 
failure in these components.
x We integrated a time series forecasting modelling technique with the SVR model to 
predict failure in virtual infrastructure components. 
x We evaluated the accuracy of our prediction method by computing the percentage errors 
between the prediction values and actual values. Our method achieved very high 
accuracy. 
x We evaluated the performance of the SVR model compared with multilayer perceptron 
(MLP) and Gaussian process. According to our results, the SVR model outperforms the
MLP and Gaussian process.
5.2. Problem Overview
In this section, we describe the failure problem in VNE components. The process of 
instantiating a virtual network by allocating substrate network resources to the virtual network
is called virtual network mapping algorithm. Virtual network mapping takes into account the 
processing and bandwidth capacity requirements of virtual network requests. Multiple virtual 
networks are mapped onto a shared substrate network with limited network resources such as 
bandwidth and CPU capacity as well as different configurations and requirements. Therefore,
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virtual network mapping is considered an NP-hard problem [62, 68], and a variety of heuristics 
have been developed in the literature for efficient mapping.
A single substrate entity failure will affect all virtual entities that are mapped onto it.
Therefore, failure occurs in a virtual network when the critical physical node or link fails. There 
are different scenarios for failure in a VNE, such as maintenance [3, 5] or when the virtual 
network consumes all of the bandwidth and CPU capacity [6]. The main problem addressed in 
this chapter is preventing failure before the failure occur in VNE. Adopting preventive failure 
strategies in a VNE is a promising approach to further enhance system dependability. In 
addition, predicting failure is becoming an increasingly significant area of research on system 
dependability to prevent maintenance or reducing time to repair. 
Recent research into the prediction of failures in cloud computing has focused on using 
the unsupervised learning with Bayesian models to deal with unlabelled datasets [109]. One
prediction method is based on a Bayesian model for predicting the mean load over a long period 
to capture trends and patterns of host load in cloud computing [110]. Techniques for predicting 
node availability were introduced to capture the relationships between the availability of 
different nodes by using traces taken from distributed system [111]. Predicting failure in a
virtual link has been achieved by checking the traffic rate of a user link and adapting the 
allocated bandwidth based on the predicted traffic [95]. A dynamic meta-learning prediction 
method adjusts its rules of failure patterns according to accuracy tracing and dynamic re-
training with time [112]. Linear traffic predictors have been used to dynamically resize the 
bandwidth of virtual private network links [113]. Active virtual network management 
prediction mechanism have been used for active prediction in virtual network [114]. Prediction 
methods have been used to forecast the future load demand profiles in cloud data centre 
network by using auto-regressive linear prediction and neural network prediction [115]. The 
prediction method in [115] is based on Multi-layer neural network perceptrons to predict the 
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future load of applications in cloud data centers. A framework has been presented to predict 
demand and provide proactive resources for cloud computation dynamically by using
autoregressive integrated moving average [116]. Unsupervised behaviour learning has been 
used for predicting both anomalies and normal behaviour of virtual machine in the virtualised 
cloud computing infrastructures. Prediction anomalies behaviours of virtual machines,
unsupervised behaviour learning looks for early deviations from normal system behaviour by 
capturing the pattern of normal virtual machine operation [117]. Failure prediction is essential 
for developing proactive fault-tolerance mechanisms and self-managing resource problems for 
system-level dependability and assurance reliable production [118]. Therefore, we develop a 
prediction mechanism solution to predict the TTF of the virtual infrastructure components 
based on time series and use Support Vector Machines Regression (SVR) to forecast failure.
The reason behind chosen SVR techniques in prediction model because experimental results 
show the SVR achieved high performance when compared to other powerful techniques such 
as Artificial Neural Networks (ANNs) [119]. A SVR is achieved high performance than ANN 
because it is based on the structural risk minimization (SRM) while ANNs is based on empirical 
risk minimization (ERM). AN ERM is minimizing only the training errors while the SRM is 
minimizing an upper bound on the generalization error which is required minimum computing 
while the ERM required high computing since it is deal with large sample sizes [120]. Thus, 
SVR looks on the generalization performance of the machine to achieve high accurate model 
by a compromise between  model  accuracy  in the training  stage and  model  ability  in  
forecasting future  values, whereas ANNs do not focus at the generalization performance of 
the machine, which may lead to either RYHU¿WWLQJor XQGHU¿WWing problems. This feature lead to 
increase the SVR efficiency to predict future values.
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5.3. Support Vector Regression
The SVR algorithm is important because it can be used to solving simple and complex 
regression problems, it is robust to very large numbers of attributes with small numbers of 
instances, it employs very sophisticated mathematical principles to avoid over-fitting, and gives 
greater experimental results compared with other models [120]. We first give a brief 
description of the SVR algorithm, and full details can be found in [120] [121]. The SVR 
formulation can be addressed by minimising an upper bound of the generalisation error rather 
than minimise the prediction error on the training dataset. This provides the SVR model with 
greater ability to generalise the input–output correlation realised through its training stage for 
making good predictions for any given data, not just previously seen data. The SVR maps the 
input data ݔ௜ into a high-dimensional feature space using a non-linear mapping function Ȱ(ݔ௜),
and then produces and solves a linear regression problem. Thus, The regression function ݕ =
 ݂(ݔ) between input vector  ݔ and the output for a given a training dataset ܦ that can be 
approximated using the following function: 
ݕ௜ = ݂(ݔ) = ߱Ȱ(ݔ௜) + ܾ                                                                                          (5.1)
ܭ൫ݔ௜ , ݔ௝൯ =  Ȱ( ݔ௜). Ȱ൫ݔ௝൯                                                                                       (5.2)
where ߱ and ܾ are coefficients.
The kernel function ܭ൫ݔ௜ , ݔ௝൯ is equal to the inner product of the vectors ݔ௜, ݔ௝ in the 
high-dimensional feature space, Ȱ( ݔ௜) and Ȱ( ݔ௝). The kernel function can run any dimension 
of feature space without the need to accurately calculate Ȱ(ݔ) [122]. Any function satisfies the 
Mercer condition, such as when ܭ takes two points as input and returns a real positive number, 
it can be used as a kernel function [120]. For example, typical kernel functions are:
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ܭ൫ݔ௜ , ݔ௝൯ = ൫ݔ௜ .  ݔ௝ + ܿ݋݂݁0൯
௤
Polynomial kernel
ܭ൫ݔ௜ , ݔ௝൯ = ݁ݔ݌ ቆ െ
ห௫೔ି ௫ೕ ห
మ
ଶఙమ
ቇ   Gaussian kernel              
where  ݍ represent the degree of the polynomial kernel and  ߪ represent the bandwidth of the 
Gaussian kernel. 
These parameters can be selected accurately by the user to find the best structure of high-
dimensional feature space. The SVR achieves the linear regression in the high-dimensional 
feature space by ɂ െ insensitive loss function. To prevent over-fitting and improve the 
capacity for generalisation, the empirical risk and a complexity term ԡ߱ԡଶ need to be 
minimised by a regularised function. Thus, the coefficients ߱ and ܾ can be estimated by 
minimising the regularised risk function.
ܴௌ௏ோ(ܥ) = ܴ௘௠௣ +   
1
2
ԡݓԡଶ =  ܥ כ
1
݉
෍ ݁(ݕ,
௠
௜ୀଵ
 ݂(ݔ)) + 
1
2
ԡݓԡଶ                     (5.3)
where ܴௌ௏ோ and ܴ௘௠௣ denote to the regression model and empirical risks, respectively, 
ଵ
ଶ
ԡݓԡଶ
is the regularisation term and ܥ denotes the cost function measuring the empirical risk.
ܴௌ௏ோ is the regression risk dedicated by ݂ function in predicting the output corresponding 
to the error in the test dataset. The empirical risk error  ܴ௘௠௣ or the first term of Eq. 5.3, ܥ כ
ଵ
௠
σ ݁(ݕ,௠௜ୀଵ  ݂(ݔ)), denotes to the error in the training dataset estimated by ɂ െ insensitive
function. The ɂ െ insensitive ignores errors if the difference between the predicted value ݂(ݔ)
and the observed value ݕ LV VPDOOHU WKDQ İ RWKHUZLVH it equals the absolute value of | ݕ െ
݂(ݔ)| െ ݁.
݁( ݕ, ݂(ݔ)) = ݉ܽݔ(0, | ݕ െ ݂(ݔ)|െ݁)                                                   (5.4)
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The parameter ܥ calculates the penalty when an error occurs by regulating the trade-off 
between the empirical risk and the regularisation term. The ܥ parameter controls the balance 
between model complexity and the degree to which deviations larger than ɂ are tolerated in the 
optimisation formulation. For example, if ܥ is too large, the empirical risk will be increased in 
relation to the regularisation term and the optimisation objective is to minimise the empirical 
risk only. 
The penalty is acceptable only if the fitting error is larger than ɂ, which controls the width 
of the ɂ area that is used to fit the training dataset. The SVR function depends on ɂ value, bigger 
ɂ value results in fewer support vectors are selected thus more flat estimates. Thus, the SVR 
model’s performance depends on parameters ܥ and ɂ need to be controlled by the user. 
To estimate ߱ and ܾ, two slack variables ߦ௜ and  ߦ௜
ା are introduced to minimise the error 
in the training dataset outside the ɂ െ insensitive zone. The slack variables  ߦ௜
ାand ߦ௜ 
measure the positive and negative errors, respectively, in the training dataset and assume non-
zero values outside the െɂ, ɂ region. 
The SVR model fits the function ݂(ݔ) by minimising the errors in the training dataset.
The errors are minimised by minimising ߦ௜ and  ߦ௜
ା or minimising the regularisation term 
ଵ
ଶ
ԡݓԡଶ to rias flatness of ݂(ݔ) function as shown in figure 5-1. Thus, Eq. 5.5 can be formulated 
as minimising of the following functions. 
    
Minimise ܴௌ௏ோ൫߱, ߦ௜
ା൯ =   ଵ
ଶ
ԡ߱ԡଶ +  ܥ σ (ߦ௜ +௠௜ୀଵ  ߦ௜
ା)               (5.5) 
Subject to the following:
ቐ
ݕ௧ െ  ߱Ȱ(ݔ௜) െ ܾ ൑  ɂ + ߦ௜
߱Ȱ(ݔ௜) + ܾ െ ݕ௧ ൑   ɂ +  ߦ௜
ା
ߦ௜, ߦ௜
ା ൒ 0 ݅ = 1,2, … . ݊
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Figure 5-1 Epsilon Intensive Band – Loss Function
5.4. Predicting Failure in VNE
In this section, we propose a new approach for predicting failure in virtual infrastructure using 
the time series forecasting modelling technique and the SVR model. Time series data are a set 
of observations that occur over time or a collection of random variables indexed in time to 
represent samples of a system’s behaviour over time [123]. The forecast of the system’s
behaviour progression over time involves the forecast of the time series explaining the system’s
behaviour [124]. The architecture of the failure prediction model components are illustrated in
figure 5-2.
The input data of our failure prediction model are the TTF for each component (physical 
links, physical nodes and virtual networks) in the VNE. The MTTF can be used to measure the 
probability of failure by integrating the probability distribution function, that is, MTTF =
׬ ்݂ (ݐ)ஶ௧బ  ݀ݐ. Therefore, TTF is chosen as a feature in our prediction model because it can be 
used to measure the probability of the physical network failing at or before time ݐ଴ [63].
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Figure 5-2 Architecture of Failure Prediction Model in VNE
From the TTF input dataset, we then construct lagged variables. Lagged variables are the 
main mechanism to capture the relationship between the past and current values of a series in
support vector machines learning algorithms. To create periodicity, we create a set of lagged 
input variables within a fixed-length window in the time series. In our model, we use variables 
lagged between 1 and 24 hours, where 1 is the minimum previous time step to create a lagged 
variable that holds the target value at time  ݐ െ 1 , and 24 is the maximum previous time step 
to create a lagged variable that holds the target value at time ݐ െ 24. Thus, the periods between 
the minimum and maximum lag will become the lagged variables. When the lagged variables 
have been constructed, the variable can be predicted from itself.
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We are interested in predicting failure in more than one component because multiple 
factors can produce failure in a VNE, for example, physical link failure, physical node failure 
and virtual network failure. Therefore, we adopted a multiple regression model for the time 
series data to predict the future failure of each component in the VNE. The lagged variables 
created from the TTF input dataset are used in the multiple regression model. We used the 
lagged variables ݔ௜,௧ିଵ ,ݔ௜,௧ିଶ , … , ݔ௜,௧ି௣ in the multiple regression model to represent the TTF 
of the physical links, physical nodes and virtual networks. The aim of multiple regression 
model is to forecast each entry in the time series accurately by finding a formula that captures
the autocorrelation between the lagged values and the current values of the series. Thus, the 
time-series forecasting is modelled as follows:
௧ܻ = ݂ ൫ ௜ܺ,௧ ൯ =  ݂൫ݔ௜,௧ିଵ ,ݔ௜,௧ିଶ , … , ݔ௜,௧ି௣ ൯                                     (5.6) 
where ௧ܻ is the output observation at time ݐ of the inputs   ௜ܺ,௧ , and ௜ܺ,௧ is the input vector of 
lagged variables  ൫ݔ௜,௧ିଵ ,   ݔ௜,௧ିଶ , … , ݔ௜,௧ି௣  ൯, ݅ is a constant number ݅ = 1, 2, 3, … . , ݊   (݅ = 1
represents a vector of lagged variables TTF of physical links, ݅ = 2 represents a vector of 
lagged variables TTF of physical nodes and ݅ = 3 represents a vector of lagged variables TTF
of virtual networks), ݐ is the number of observations at time, ݌ represents the number of past 
observations and  ݂ is a function to find autocorrelation between the time-lagged value and the 
current value. Thus, Eq. 5.6 can be written as follows:
௧ܻ = ݂൫ݔଵ,௧ିଵ ,ݔଵ,௧ିଶ , … , ݔଵ,௧ି௣ ൯, ൫ݔଶ,௧ିଵ ,ݔଶ,௧ିଶ , … , ݔଶ,௧ି௣ ൯, ൫ݔଷ,௧ିଵ ,ݔଷ,௧ିଶ , … , ݔଷ,௧ି௣ ൯
Thus, the training pattern can be constructed in the SVR model as shown in table 5-1,
where t െ p is the total number of training data, ݌ is the number of lagged variables, ௜ܺ is the 
lagged variables vector for the VNE components (݅ = 1 for the lagged variables TTF of 
physical links, ݅ = 2 for the lagged variables TTF of physical nodes and ݅ = 3 for the lagged 
variables TTF of virtual networks) and ܻ is the predicted output. 
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Table 5-1 Training Pattern in SVR Model
ࢄ࢏ ࢅ 
࢞࢏,૚ ࢞࢏,૛ ... ࢞࢏,࢖ ࢞࢏,࢖ା૚ 
࢞࢏,૛ ࢞࢏,૜ ... ࢞࢏,࢖ା૚ ࢞࢏,࢖ା૛ 
࢞࢏,૜ ࢞࢏,૝ ... ࢞࢏,࢖ା૛ ࢞࢏,࢖ା૜ 
. . ... ... ...
. . ... ... ...
. . ... ... ...
࢞࢏,࢚ି࢖ ࢞࢏,࢚ି࢖ା૚ ... ࢞࢏,࢚ି૚ ࢞࢏,࢚
The multiple regression model is a complex and nonlinear problem because there are 
multiple predictor variables in the model. Therefore, we adopted the SVR model to solve the 
nonlinearity problem and identify the correct time series model for forecasting failure in a
VNE. The inputs used by the SVR model are the lagged variables of the time series, and these 
variables are used to capture the unknown relationship between the lagged input variables and 
the output. In addition, to solve the nonlinear problem in the multiple regression model and to 
forecast future failure, the ݂ function needs to be approximated by the SVR model. The SVR 
model parameters  C , ߪ and ɂ need to be chosen by the user. Therefore, we train the SVR 
model with different values of  C , ߪ and ɂ to find the optimal prediction model to capture the 
correlation between the time-lagged input and the output. 
The prediction quality of the SVR on the training dataset can be evaluated using the 
RMSE metric to measure the difference between the values predicted by the model and the real 
values of the modelled dataset [125]. If the RMSE is very low, the model is selected, otherwise 
we choose different values for the SVR parameters(C, ߪ, ɂ).
ܴܯܵܧ = ට
σ (ௌ೛,೔ି ௌೝ,೔)మ ೙೔సభ
ே
                                                    (5.7)
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where ܵ௥,௜ are the actual values, ܵ௣,௜ are the predicted values at time ݅ and ܰ is the number of 
forecasts.
Following successful training, the SVR model with the lowest error rate according to 
the RMSE metric can be selected. The selected SVR model can then be evaluated using the 
testing dataset to predict the failure ௧ܻା௞ at different time steps ݇. For example,  ݇ = 1 uses the
ݐ-th TTF as input to forecast a one-step ahead ݐ + 1-th TTF as output. The second prediction 
is two steps ahead when ݇ = 2 and uses the same input as before and predicts the ݐ + 2-th TTF
as output.
The results of the SVR model performance was compared with MLP and Gaussian 
process algorithms by calculating the normalised root mean square error (NRMSE) [126] for 
each prediction model using the following equation:
ܴܰܯܵܧ =
ܴܯܵܧ
ܵ௠௔௫ െ  ܵ௠௜௡ 
                                                            (5.8)
where ܵ௠௔௫ is the maximum of the actual values and ܵ௠௜௡ is the minimum of the actual values. 
5.5. Performance Analysis
In this section, we evaluate the performance of the proposed SVR prediction model and 
compare it with a variety of techniques, such as MLP and Gaussian process.
5.5.1. Experimental Set-up
We used a discrete-event Network Simulator 3 [103] and Boston University Representative 
Internet Topology generator [106] to generate a hierarchical topology to represent substrate 
network topology and virtual network topology, as shown in figure 5-3. The substrate network 
consists of 50 physical nodes where each node is connected to two neighbour nodes. CPU and 
bandwidth resources are uniformly assigned for each node and link. The TTF is assigned for 
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each physical node and link. The virtual network topology was generated using the virtual 
network mapping proposed in [17]. Up to four virtual nodes can be mapped onto each physical 
node with an average lifetime of 1,000 time units for each virtual network request through the 
simulation of 50,000 time units in a substrate network. 
Weka version 3.7.13 with forecast package [108] was used to build a SVR model based 
on the training dataset to find the optimal function ݂ with given values of  the SVR parameters 
C, ɂ and ߪ to capture the unknown relationship between the time-lagged input and the output.
Figure 5-3 Virtual Network Topology
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5.5.2. Data Sets 
We used Network Simulator 3 in our research as a platform to be used to analyse network 
features and collect interesting data (TTF). In our model, we assume that the component failure 
time decreases linearly according to the number of virtual networks sharing the substrate 
component. In addition, we assume that the virtual network is mapped onto the physical 
network without redundancy. When the physical component fails, the virtual network fails. The 
TTF of the hardware and software components are shown in Table 5-2, which is based on
factory specifications and adopted from recent literature [71, 127-130]. Based on table 5-2,
random numbers were uniformly generated over the interval [35, 100] to represent the TTF of 
the infrastructure components adopted by the mapping algorithm. The collected TTF data may 
be treated as a time series of failure times for components in a VNE.
Table 5-2 TTF for Virtual Infrastructure Components
Node TTF (h)
Physical Switch/Router 320,000
Virtual Machine Monitor 2,880
Network Interface Card 6,200,000
CPU 2,500,000
Hard Disk 200,000
Operating Systems 1,440
Memory 480,000
Optical Link 19,996
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5.5.3. Results and Discussions
From our experiment results, we found the optimal parameters that best fit our training dataset
for building the SVR model to predict the failure in VNE, as shown in table 5-3. We used 9,702 
instances for building the SVR model for one-step ahead and two-steps ahead forecasting the 
TTF in virtual network, physical link and physical node. 
Table 5-3 Training Parameters for SVR
SVR Parameters One Step Ahead Two Steps Ahead
ܥ 1560 1560
ߪ 0.00001 0.00001
ߝ 0.00001 0.00001
5.5.3.1. Prediction Failure in Virtual Networks  
The first SVR model was built using the TTF for virtual networks as input to predict one-step
ahead (ݐ + 1) TTF as output (short-term prediction). The second SVR model was built using 
the same input TTF to predict two steps ahead (ݐ + 2) TTF. Figure 5-4 and figure 5-5 show 
the actual TTF with the results of the one-step and two steps prediction, respectively, for failure 
occurrences in the virtual network. The prediction results are very close to the actual TTF 
values.
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Figure 5-4 Prediction of One Step Ahead TTF of the Virtual Network
Figure 5-5 Prediction of Two Steps Ahead TTF of the Virtual Network
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5.5.3.2. Prediction Failure in Physical Nodes  
To forecast failure in the physical nodes, we built a SVR model using the TTF for physical 
nodes as input to predict one-step ahead (ݐ + 1) TTF as output (future failure prediction). In 
addition, we used the same input TTF to make a two steps ahead prediction (ݐ + 2) TTF. 
Figure 5-6 and figure 5-7 show the actual and predicted TTF for the one-step ahead and two
steps ahead prediction, respectively, for failure occurrences. The predicted values and the 
actual TTF values for the physical nodes are identical. The SVR model achieved very accurate 
results because the difference between the predicted values and the actual values was very low.
Figure 5-6  Prediction of One Step Ahead TTF the Physical Nodes
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Figure 5-7 Prediction of Two Step Ahead TTF of the Physical Nodes
5.5.3.3. Prediction Failure in Physical Link
Prediction of the failure in physical links involved forecasting the TTF for each physical link 
in the VNE. The SVR model uses an input TTF for each physical link to predict (ݐ + 1) TTF 
as output. Similarly, for two steps ahead prediction, the model uses the same input TTF as 
before but make a two-step ahead prediction (ݐ + 2) TTF as output. Figure 5-8 and figure 5-9
show the actual TTF with the results of the one-step ahead and two steps ahead, respectively, 
prediction for failure in the physical links. The results show that the predicted values and the 
actual values are very close to each other, which means that the prediction results are accurate 
because the difference between the predicted values and actual values is very low.
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Figure 5-8 Prediction of One Step Ahead TTF of the Physical Links
Figure 5-9 Prediction of Two Step Ahead TTF of the Physical Links
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5.5.4. Validation
The RMSE is used for the evaluation of a numerical prediction and measures the average of 
the square of all the errors between the predicted values and the observed values. The RMSE
gives a high weight to large errors. Therefore, the RMSE is useful to measure error rates when 
large errors are especially unwanted in the evaluation of a numerical prediction [131].
To validate the predicted results from the SVR for virtual networks, physical nodes and 
physical links, we used a testing set method by splitting the dataset into a training dataset and 
a test dataset. The proportions used for the testing dataset were 10%, 20% and 30%, which 
means that the first experiment was run with 90% of the data used for the training dataset and 
10% used for the test dataset. From the results of each run, we computed the RMSE, and then
calculated the average RMSE for the three runs.
The results in table 5-4 show that our SVR models achieved a very good accuracy 
because the RMSE values are very low: 0.16%, 3.13% and 1.83 for the VN-SVR, physical 
node-SVR and physical link-SVR models, respectively. The low value of the RMSE indicates 
that the SVR models achieved very high accuracy in forecasting failure in the VNE. Since the 
prediction accuracy could not reach 100% by using the most advanced learning algorithms,
however our predictions achieved high accuracy in forecasting the TTF of virtual networks,
physical nodes and physical links. 
Table 5-4 RMSE for SVR Model of Virtual Network Component
% Testing Dataset Virtual Network – SVR Model
Physical Node – SVR 
Model Physical Link – SVR Model
1 step 2 steps 1 step 2 steps 1 step 2 steps
10 0.092 0.093 2.42 2.76 1.74 1.94
20 0.102 0.112 2.96 3.26 1.67 1.84
30 0.279 0.285 4.01 4.23 2.08 2.21
Average RMSE 0.16 0.16 3.13 3.42 1.83 2.00
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5.5.5. Failure Prediction Performance
To maximise the performance of the SVR in forecasting the TTF in virtual infrastructure 
components, three parameters, C , ߪ and ɂ, need to be controlled in setting the SVR model. The 
SVR model’s performance on the test dataset is measured by computing the NRMSE. The 
NRMSE provides an indication of how well the predictor is performing. Low values of the 
NRMSE indicate that the predictor performs well. Two different regression models – MLP and 
Gaussian process – were used to compare the performance of the SVR model. The performance 
comparison was based on 10%, 20% and 30% of the dataset set aside as a test dataset.  
The results in table 5-5 show that the NRMSE values for both one-step ahead and two
steps ahead prediction of failure in virtual network was 0.0008 for the SVR model. In addition, 
the NRMSE values for the MLP model were 0.0461 for one-step ahead and 0.0893 for two 
steps ahead prediction. For the Gaussian process model, the NRMSE values were are 0.3355 
for one-step ahead and 0.3363 for two steps ahead prediction. Because the NRMSE computed 
by SVR model is lower than the NRMSE values computed by the MLP and Gaussian process
models, the SVR outperforms the Gaussian process and MLP models for forecasting the TTF 
in virtual networks.
Table 5-5 NRMSE for Virtual Network SVR, MLP and Gaussian Process Models
% Testing Dataset Virtual Network – SVR
Virtual Network –
MLP
Virtual Network –
Gaussian Process
1 step 2 steps 1 step 2 steps 1 step 2 steps
10 0.0009 0.0009 0.0598 0.0600 0.3645 0.3658
20 0.0005 0.0006 0.0235 0.0236 0.3059 0.3066
30 0.0009 0.0009 0.0550 0.1843 0.3361 0.3367
Average NRMSE 0.0008 0.0008 0.0461 0.0893 0.3355 0.3363
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The results in table 5-6 show that the NRMSE values for one step ahead and for two steps 
ahead prediction of failure in physical nodes were 0.0015 and 0.0017, respectively, for the SVR 
model. The other models show that the MLP and Gaussian process models achieved higher 
NRMSE values. Thus, the SVR model achieves higher performance than the Gaussian process
and MLP models for forecasting TTF in the physical node component in a VNE.
Table 5-6 NRMSE for Physical Node SVR, MLP and Gaussian Process Models
% Testing Dataset Physical Node –SVR Physical Node – MLP
Physical Node –
Gaussian Process
1 step 2 steps 1 step 2 steps 1 step 2 steps
10 0.0021 0.0024 0.0068 0.0070 0.3397 0.3400
20 0.0013 0.0014 0.0189 0.0190 0.2899 0.2900
30 0.0012 0.0012 0.1843 0.0012 3.7227 0.3258
Average NRMSE 0.0015 0.0017 0.0700 0.0091 1.4508 0.3186
Table 5-7 shows that the SVR model achieves the lowest NRMSE values for one-step
ahead and two steps ahead prediction of failure in the physical link component in a VNE. 
Therefore, the SVR outperforming Gaussian process and MLP models for forecasting the TTF 
of physical link components in VNE.
We conclude that SVR models achieved high performance with a big dataset or small 
dataset because the predictors depend on their parameters to fit the data into a model.
Table 5-7 NRMSE for Physical Link SVR, MLP and Gaussian Process Models
% Testing Dataset Physical Link – SVR Physical Link – MLP Physical Link – Gaussian Process
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1 step 2 steps 1 step 2 steps 1 step 2 steps
10 0.0026 0.0029 0.0063 0.0065 0.3462 0.3465
20 0.0012 0.0014 0.0180 0.0181 0.2932 0.2934
30 0.0010 0.0011 0.0279 0.0279 0.3228 0.3229
Average NRMSE 0.0016 0.0018 0.0174 0.0175 0.3207 0.3209
5.6. Chapter Summary
In the VNE, multiple virtual networks run on a shared physical network, and therefore, a failure 
in a physical node or a physical link can affect many virtual networks. The consequence of a 
failure in physical network include the loss of critical data lost, the need for reconfiguration of 
the filed virtual networks and profit loss due to the failure. Therefore, we need a system to 
predict failure before it takes place. In this chapter, we designed a prediction mechanism to 
forecast the failure of the virtual infrastructure components based on time series and SVR 
models. Each component in a VNE has a factory-specific feature such as TTF. We modelled 
the time series as a set of TTF observations ordered in time. To predict the TTF for each 
component, we used SVR based on the input time series as a one-step ahead or two steps ahead. 
We evaluated the SVR model by using the dataset and comparing it with other technologies 
such as MLP and Gaussian process. The results show that the NRMSE for the SVR model is 
very low compared with the NRMSE of the other models. In other words, the SVR model 
achieved high performance in prediction of failure in a VNE because the predicted results are 
very close to the actual values.
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Chapter 6: Conclusions and Future Directions
This chapter provides an overall summary and discusses the proposed methodologies, results 
and the conclusions in this thesis. The first section discusses the accomplishments of this work,
and the second section highlights possible future research directions.
6.1. Accomplishments
The first question addressed in this thesis was: what is the probability that the substrate network 
functions? The answer to this question is we have presented a framework to estimate the
probability of the system providing the required functionalities, as presented in Chapter 3. The 
probability that the system is working or failed during time ݐ can be calculated using reliability 
block diagrams to assess system and sub-system reliability. A reliability block diagram is a 
combinatorial model used for analysing the reliability of components arranged in series, in 
parallel or a combination of both series and parallel. The functionality of the system depends 
on the arrangement of its components. For example, in a series system, if any component fails,
then all the whole system will fail, while in a parallel system, the system will fail when all of 
the components in the system fail. Reliability block diagrams were used to represent the three 
different mappings and the reliability of the system operational state given by its working 
components based on its series and parallel arrangements. We adopted series and parallel 
arrangements to model virtual network mapping onto a substrate network as a single mapping,
passive mapping or active mapping. In the single mapping case, the reliability of the system is 
single-point failure. Therefore, it requires all physical infrastructure components to be working,
and any failure in physical infrastructure (router or link) will lead to failure of the entire 
mapping. The reliability and failure probabilities for passive mapping and active mapping are
higher than for single mapping because active and passive mapping uses a combination of 
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parallel and series component connections. The results in Chapter 3 shows that the reliability
decreased significantly from 89% to 33% for simple mapping when the virtual networks
increased from 100 to 1000 virtual nodes mapped onto the substrate network. In addition, the 
results in Chapter 3 show that the reliability for active and passive mapping was higher than 
for single mapping. For example, the reliability decreased from 99% to 91% and from 97% to
70% for active and passive mapping, respectively, when virtual networks increased from 100 
to 1000 virtual nodes mapped onto the substrate network. 
The second question addressed in this thesis was: how to make virtual networks reliable 
with the least resources? This problem was solved using the continuous-time Markov chain 
model to represent virtual network mapping without redundancy (simple mapping) or with 
redundancy (passive mapping) for analysing the reliability and availability of virtual network.
The lifetime of a virtual network can be estimated from the MTTF and the MTTR for substrate 
network components. MTTF and MTTR are used for analysing the lifetime for each substrate 
network component and the lifetime of the system. The lifetime or MTTF of a virtual network
increases by mapping the virtual network onto more than one component of the substrate 
network. The reliability of the simple mapping decreased dramatically when the virtual 
network was mapped into one component (i.e., the MTTF for the series system decreased). The 
reliability of the passive mapping increased when the substrate components were connected in 
parallel (i.e., the MTTF for the parallel system increased). Thus, we can increase the lifetime 
of the system by adopting the virtual network mapping with redundancy. In addition, passive 
mapping achieved very high performance with fewer resources than active mapping because
the stand-by redundancy in the passive mapping starts when the primary components fail. In 
passive mapping, the primary active component is in the working state while the secondary 
component in stand-by state. Thus, the MTTF for the system is increased by combining the 
MTTF of primary components and the redundancy of stand-by components. The results in 
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Chapter 3 show that the availability of the system increased with the least resources (i.e., 
passive mapping is 100% all the time during 50 hours running the virtual network). While the 
results show active mapping decreased availability from 99% to 93% and simple mapping 
decreased availability from 97% to 92% during the 50 hours of running the virtual network.
The third question addressed in this thesis was: how to check if the component of
substrate network is functioning? To check whether the component is functioning or not, we 
developed a failure detection mechanism based on the conservative time-synchronisation 
algorithm and message passing interface. The message-passing interface is used for probing 
connections between point-to-point nodes by message exchange and the conservative time-
synchronisation algorithm is used to determine the time-out before considering that a failure 
event has occurred in the VNE. The failure detection system was designed to work in a large-
scale virtual network with small numbers of message exchanged and short time for failure 
detection. The results in Chapter 4 show that the failure detection system achieved a high true 
positive failure rate (95.5%) and a low false negative failure rate (5%). Because we partitioned 
the VNE topology into multiple clusters, failure detection is restricted to a few substrate nodes. 
Therefore, the failure detection approach achieved efficiency in the time to failure detection 
(0.04562 seconds for five clusters) and the number of messages exchanged (seven messages 
for five clusters).
The fourth question addressed in this thesis was: when does the failure occur in the 
substrate network? To check when the substrate component failed, we developed a prediction 
mechanism to forecast failure in more than one component in the VNE. The failure prediction 
method is based on time series and SVR models. We constructed lagged-variables from the 
TTF of physical links, physical nodes and virtual networks. The time series was modelled using
multiple regression that was integrated with the SVR model for forecasting the future failure 
in these components. The results in Chapter 5 show that our prediction method achieved high 
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accuracy in forecasting the failure. The RMSE values are very low (0.16%, 3.13% and 1.83 for 
the virtual network–SVR, physical node–SVR and physical link–SVR models respectively), 
and therefore, the SVR model achieved very high accuracy in forecasting the failure in the 
VNE. In addition, the SVR models achieved high performance in forecasting the failure of 
substrate components compared with the MLP and Gaussian process. For example, the
NRMSE value was 0.0008 for forecasting the failure in virtual network by the SVR model. 
While the MLP and Gaussian process models show, higher NRMSE values (0.0461 and 0.3355,
respectively). Thus, this means that the SVR model achieved higher performance than the 
Gaussian process and MLP models for forecasting the failure in VNE components.
6.2. Limitations and Future Work 
In spite of we have introduced various techniques to enhance the virtual infrastructures 
dependability but there are still some limitations and challenges that need to be addressed 
before these techniques can be deployed in real world scenario. For future work, we plan to 
pursue several extensions to this thesis as follows:
x We are considering assessing optimal reliability design for the virtual network allocation 
in physical network. To assure system reliability, the virtual network is mapped onto the 
physical network with sufficient backup for virtual nodes and links. While a backup 
mechanism increases system reliability, the use of the physical resources may be 
significantly reduced. Thus, we plan to extend our dependability model to guarantee 
optimal reliability for a virtual network with optimal physical resources allocation. These 
techniques can reduce the use of physical resources for virtual network while 
guaranteeing system reliability
109
Conclusions and Future Directions
x We plan to use reliability importance to provide a numerical rank to determine which
components are more important to system reliability or more critical to system failure. In 
addition, reliability importance will be used to analyse the system availability according 
to the most important components.
x We used continuous-time Markov chain to model the VNE to capture the dynamic 
behaviour of the system in the event of failure. We plan to use a different model, such as
the stochastic Petri net model, to analyse system reliability by adopting different recovery 
strategies with several redundant topologies and considering different failure modes to 
further enhance VNE dependability.
x We used two approaches for mapping virtual network onto a physical network to 
guarantee reliability. The first approach is passive mapping that maps the virtual network
onto two physical routers, and when the primary physical router fails, the stand-by 
physical router starts working. The second approach is active mapping that maps the 
virtual network onto a primary router and a backup router running simultaneously. While 
the two approaches keep redundancy for reliable operation, keeping redundancy idle in 
normal operation leads wasting the cost and the resources of operation. Therefore, we 
will study a different approach that shares the backup between different critical nodes 
and find intelligent mechanisms to increase the reliability of the VNE.  
x In our detection of failure in VNE mechanism, we used a hierarchal topology to represent 
a VNE. In future, we plan to study different virtual network topologies such as mesh 
topology. In addition, we focused in our study about scalability, flexibility and autonomic 
features in detection a failure in virtual network in one domain, further work required 
when virtual networks mapped into more than one domain.
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x In detection the failure in VNE, we used message-passing interface for probing 
connection between point-to-point nodes and a conservative time-synchronisation 
algorithm to determine out of order time-stamp messages in Network Simulator 3. In 
future, we will apply the same detection mechanism to an actual VNE and compare the 
results with different algorithms. 
x The proposed prediction mechanism is based on TTF feature of VNE components. In
future, we will extend the features that include CPU, bandwidth and memory to predict 
failure in a VNE. 
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