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SUMMARY 
INTEGRATING HYMAP AIRBORNE HYPERSPECTRAL SENSOR DATA 
AND FIELD BASED SPECTROMETER DATA TO MAP ARID LAND 
VEGETATION  
By  
KERRYN ROBINSON 
Supervisors: 
Professor Simon Jones and  
Associate Professor Chris Bellman,  
Geospatial Science 
 
During 2002, the Australian Department of Defence hosted a high explosives trial at the 
Woomera Large Scale Explosives Test Area (LSETA) in South Australia. (HyMap®) 
airborne hyperspectral imagery data and field-based spectrometer data were collected 
simultaneously across the site during the explosives trial. The data was used to test the 
capability of the hyperspectral sensor to map the sparse Chenopod Shrubland using three 
common classification algorithms, Spectral Angle Mapper (SAM), Spectral Feature 
Fitting (SFF) and Mixture Tuned Matched Filter (MTMF). 
The HyMap® dataset was calibrated to remove the atmospheric contribution to the signal, 
by two methods: the Empirical Line Calibration method; and a radiative transfer model 
based on the 5S code, ATREM, in combination with the Empirical Line Method. The 
calibrated imagery was classified with reference to nine target spectra compiled into a 
field-derived spectral library. Using ground-truth data points, collected during the field 
campaign, as a reference, there was poor detection of the vegetation categories. Of the 
three algorithms, the SAM attained the best overall percentage accuracy, the best 
producer and user percentage accuracies, and the best Kappa coefficients.  
When the classification maps were compared with high-resolution pan sharpened 
multispectral Quickbird® satellite imagery, the assessment of the classification maps 
indicates that the results may be better than the statistics indicate. Canegrass (Eragrostis 
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australasica) was generally located in the swamps and gilgai; two of the three saltbush 
species represented, Atriplex vesicaria and Atriplex macropterocarpa, were located on the 
plain, while the third, Atriplex lindleyi, was located within a swamp; and the 
Spikeycottonballs (Dissocarpus paradoxa) was spread throughout the landscape. The 
soils and Gibbers also appeared to coincide with areas of the landscape identified in the 
field and on the satellite imagery as these landcover classes. 
Three primary tasks were undertaken to produce the classification maps. They were 
imagery calibration, imagery classification and accuracy assessment. Each is discussed in 
detail. 
At least six factors were identified as contributing to the outcomes of the classification. 
They included co-registration of the ground-truth data with the imagery, inappropriate 
sampling strategy for the ground-truth data, and uncharacteristic weather conditions 
encountered during the fieldwork. There is little doubt that the sparseness of the 
vegetation contributed to the disappointing result; however, it is likely that the response of 
the vegetation to environmental factors also played a part in the quality of the 
classification maps. During the calibration of the imagery, the ATREM/ELC cascade was 
used to determine if the inclusion of a radiative transfer model would better account for 
the bi-directional reflectance of the scene. However, the differences between the North-
south and East-west flight line classification maps suggest that the accommodation was 
not complete.  
The outcome indicates that for a true assessment of the utility of hyperspectral imagery 
for the mapping of the arid zone vegetation, several conditions need to be met: 
• The geo-location of the imagery and ground-truth data needs to be ±0.2m (20 
cm) or better due to the small tolerance for error. The use of high-accuracy GPS 
methods is indicated. 
• The calibration of the imagery needs to take into account the bi-directional 
reflectance of the whole scene, including the vegetation. 
• Improved collection of data used to assess the quality of the classification 
results. 
• Consideration needs to be given to the response of the vegetation to the harsh 
arid environment and steps taken to minimise this response  
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Chapter 1.  
THE USE OF HYPERSPECTRAL IMAGERY TO MAP  
ARID LAND VEGETATION AT THE LARGE SCALE EXPLOSIVES 
TEST AREA, WOOMERA, SOUTH AUSTRALIA 
 
1.1 Background Information  
Almost 70% of the land mass of Australia is classified as “Arid” or “Semi-arid”. The 
vegetation that grows in these regions is unique, sparse, and almost completely 
unexplored.  Its management is, generally speaking, in the hands of the pastoralists who 
hold leases over vast tracts of land. 
The ephemeral nature of the vegetation combined with the introduction of stock and 
exotic fauna make monitoring any change in the floral communities very difficult. There 
is little to compare with, and because a given plant may grow only once in a decade, it is 
difficult to know if the presence or absence of a given species is due to environmental 
degradation or a survival strategy. Field-based environmental monitoring in Australia is 
expensive in time, money and staff due to the extensive area to be surveyed. The harsh 
nature of the environment also makes it a dangerous place in which to work.  
Hyperspectral imagery has been used to monitor plant communities for weed invasion, 
crop growth and to map floral communities in several countries, but has been little tested 
in the Australian context. 
1.2 Aims  
The primary aim of this thesis is to describe the utility of hyperspectral imagery in 
classifying Australian Arid Zone Shrubland vegetation, using a spectral library of several 
arid-land species. The secondary aim is to describe the utility of commonly used 
classification algorithms to map accurately, vegetation species in areas of sparse 
Chenopod Shrubland. It will provide an assessment of the classification methods used in 
the thesis to monitor the occurrence of individual species within the shrubland and the 
potential of these methods to replace or partially replace field-based monitoring programs. 
1.3 Research Questions  
In order to achieve the above aims the following questions need to be answered: 
1. Does arid land vegetation have a spectral signature unique to each vegetation species? 
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2. Is the spectral signature of vegetation able to be differentiated from the spectral 
signature of non-vegetation matter?  
3. How does the spectral signature used to compile the spectral library, scale-up from the 
point observations (< 0.1m) to the sensors on airborne and satellite platforms? 
4. Can the point observations of the library spectra be used to classify the airborne and 
satellite sensor imagery? 
1.4 Experiment Design 
The basic design of the experiment employed to answer these questions was: 
a) collection and documentation of the spectral response curves of several targets in 
an area of Arid Zone Chenopod Shrubland using field spectrometers.  These 
spectra include vegetation, background materials such as soil; and surface features 
such as roads and the gibber plain. 
b) compilation of a spectral library from these spectral response curves. 
c) collection of spectral imagery at three levels of spatial resolution over the test area 
using imaging spectrometer systems. 
d) calibration of the imagery to apparent reflectance. 
e) use of the spectral library compiled from the field-derived spectra to classify and 
map the vegetation using three commonly employed data analysis methods. 
f) comparison of the three methods of classification using the multiple images 
captured over the target area using test statistics routinely employed in the 
analysis of classification accuracy. 
g) identification of the most reliable method of classification and the identification of 
the ground truth data requirement for validation of the classification result based 
on the comparison between the various imagery acquisitions and a comparison of 
the resultant classification maps.  
1.5 Layout of the Thesis  
The following chapters describe the background to the research, the site used for the 
acquisition of the imagery, the sensor parameters of the sensors used in the fieldwork, the 
method of approach to the acquisition of the field and imagery data, the results of the 
acquisition and the analysis of those results. Also included are recommendations for 
future work on this topic. 
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Chapter 2 describes the background in which this thesis is set. It gives a review of the 
background principles that apply to remote sensing and its use in the classification of 
vegetation. Using these principles, the chapter goes on to describe the way in which 
sensors have enabled the use of the spectral curve to derive classification maps of 
vegetation, and the potential this has for use in the expansive inland areas of Australia. 
Chapter 3 continues from Chapter 2 describing the Australian landscape and the 
characteristics used to classify the land into arid and semi-arid zones. Section 3.1 gives a 
brief background into the vegetation communities that are found in the arid and semi-arid 
zones. It also briefly describes some of the problems facing researchers endeavouring to 
work in Australian arid and semi-arid zone climates.  Section 3.2 explains the selection of 
the area north of the Woomera township for the collection site of the project. The chapter 
goes on to describe the Woomera collection site including the Woomera vegetation and 
environment. As Australia has a limited number of researchers currently working in this 
field, Chapter 3 also briefly describes some of the published methods for the collection of 
the data, and some of the limits this engenders.  
Chapter 4 describes the sensors used in this project. It provides a description of their 
parameters and some of their limitations.  This chapter also assesses other sensors, 
currently available, that also have the potential for use in this type of work. 
The previous chapters having described both the physical context of the campaign and the 
conditions and equipment needed to undertake it, Chapter 5 presents the experiment 
designed to take advantage of these conditions and equipment to test the research 
questions. It also describes the data collection protocols used in this research, and where 
appropriate, how they differ from those of previous researchers, as well as the reasons for 
the differences.  
Chapter 6 describes the methods used to process and classify the imagery and then 
presents the results as classification maps and observations made from those maps. 
Chapter 7 begins with a brief review of the research. It then discusses the results and their 
interpretation. The statistics chosen for the ground-truth analysis of the results are those 
routinely used and recommended (Kappa coefficient and overall percentage accuracy). 
Some discussion is entered into, as to the limits of the statistics.  
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The final chapter, Chapter 8, provides a summary of the findings. It goes on to list the 
conclusions made in the light of the results, and potential research topics for future 
research work as they flow from these conclusions. 
Appendices are usually included as an adjunct to the main research work. The volume of 
data produced during the prosecution of this research work was substantial. The 
appendices included with this thesis contain complementary and supplementary 
information. Where appropriate, some of the raw data and other supplementary data are 
also included.  
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Chapter 2.  
THE SPECTRAL SIGNATURES OF VEGETATION SPECIES 
AND THEIR SIGNIFICANCE IN THE CLASSIFICATION OF 
HYPERSPECTRAL IMAGERY 
2.1 Introduction 
The use of spectral signatures has a long history. During World War II spectral 
characteristics were used to discriminate between live vegetation and camouflage efforts, 
(Fischer, 1975). Multispectral scanners tuned to bands of the electro-magnetic spectrum 
of maximum atmospheric transmission and maximum differences in vegetation spectral 
reflectance, followed. Over the past thirty years, multispectral imaging scanners have 
been used to discriminate, classify and map vegetation amongst other assorted materials, 
as well as to detect anomalies and change. Areas of endeavour, such as agriculture, 
forestry, archaeology and mineral exploration have all used the spectral characteristics of 
vegetation, as described by multispectral imagery, in their various undertakings. More 
recently, imaging spectroscopy has allowed remote sensing analysts to take the science of 
spectroscopy from the chemistry laboratory into the field and thus discriminate, classify, 
identify and map a wide variety of materials, including vegetation.  
A large number of researchers have used the spectral signatures of vegetation to 
discriminate between, identify, and then map individual species over a wide variety of 
environments. Some Australian examples of this work are referred to in Chapter 3, Table 
5.  
This current chapter explores the basic principles of spectral imagery, what a spectral 
signature is, and how this applies to vegetation. Once the basics are understood, the 
significance of the spectral signatures and their use in the classification of hyperspectral 
imagery, the more common term used for imaging spectroscopy, can be appreciated. 
2.2 EMR/Matter Interactions 
The way the environment is seen relies upon the manner in which electromagnetic 
radiation (EMR), or light, interacts with the various surfaces. For example, the primary 
reason that a green leaf appears green is because a substantial quantity of the EMR 
corresponding to red and blue wavelengths is absorbed while the wavelengths 
corresponding to green are less vigorously absorbed and more is reflected. The infrared 
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wavelengths are not detected because the sensors in the human eyes are not sensitive to 
these wavelengths. Reflection and absorption are only two of the five primary 
EMR/matter interactions. The three additional primary interactions of EMR with matter 
are: scattering, transmittance and emittance (Tso and Mather, 2001).  
The First Law of Thermodynamics, states that energy can be neither created nor 
destroyed, and as EMR is a form of energy, the First Law of Thermodynamics is 
applicable to its interactions. The energy of incoming EMR (Irradiance) can be 
represented by the equation: 
I = R + A + T  ____________________ Equation 2.1 
where I represents the incident EMR (Irradiance), R, the reflected EMR, A, the absorbed 
EMR and T, the transmitted EMR. The interactions, when viewed more closely, provide 
the information of relevance to the remote sensing analysis of vegetation 
2.2.1 Transmittance  
Definition: The ability of a substance to allow EMR to pass through that 
substance.   
Transparency of a given material to the incident EMR depends on the wavelength of the 
incident EMR. This is most evident in X-rays of a human body. The soft tissues of the 
human body, although generally opaque to visible EMR, are transparent to (i.e. they 
transmit) the shorter wavelengths, X-rays. The dense, hard tissues, such as bone, are 
opaque to these wavelengths, and the EMR reflects back. When photographic film 
captures the transmitted EMR, the dense, hard tissue casts a shadow. 
At the interface of two materials, as the speed of the EMR alters, the wavelength also 
alters, but not the EMR frequency, depending on the refractive index of the material. 
EMR refracts, or bends, as it passes through that interface according to Snell’s Law.  
nasin θa = nbsin θb _______________ Equation 2.2 
where na is the refractive index of substance a; nb is the refractive index of substance b; 
θa is the angle of incidence at interface between substance a and substance b; θb is the 
emergent angle in substance b, (Sears and Zemansky, 1965). The indices and angles are 
dependent upon the wavelength of the EMR in substances a and b.   
In the atmosphere, this phenomenon is noticeable very early or late in the day, when the 
sun’s light is visible as twilight. It is of importance in satellite imaging because, as the 
atmosphere refracts the incoming EMR (sunlight), the different wavelengths are bent by 
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varying degrees. Collecting imagery when the sun is close to the horizon, or late in the 
day, results in large distortions in the reflected radiation as the atmosphere refracts 
different wavelengths by different degrees the nearer the angle of incidence (angle formed 
between the incoming EMR and the perpendicular to the surface) is to 90o. Although the 
wavelengths are unchanged, the intensity and overall shape of the spectral curve alter, 
making a direct comparison difficult. Salisbury (1998) demonstrates this with a graphical 
comparison of the measurement of a kaolinite spectral feature at around 1400nm at 
different times of the day. He shows that the curve of the refracted EMR, reflected from 
the surface of the kaolinite is distorted when compared with the curve collected at solar 
zenith. 
Collecting imagery where the angle between the sensor and the sun is not too great, and 
not too small, and where the incoming ray’s path is shortest through the atmosphere (close 
to nadir, or overhead), provides the best transmittance with least distortion. 
Materials also have some transmission ability (Liang, 2004). Figure 1 demonstrates how 
 
Figure 1 Interaction of EMR with internal structures of a leaf 
(Disney, 2007) 
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the wax cuticles of leaves, for example, permit sunlight through to the photosynthetic 
membranes inside the leaf. The chlorophyll in the chloroplasts absorbs red and blue 
wavelengths to perform its photosynthetic function, as indicated in Figure 1, while 
reflecting wavelengths in the green portion of the spectrum. Meanwhile near infrared 
(NIR) radiation transmitted through the cuticle is reflected by the internal cell walls and 
membranes with almost no absorption.  
 
2.2.2 Reflection  
Definition: The property of a material to rebound or deflect 
incoming radiation. 
The quality of the reflection is dependent upon the quality of the surface. A smooth 
surface, for example a mirror, reflects all the incoming radiation at a constant outgoing 
angle. This phenomenon is described by the Law of Reflection: 
θ = φ __________________ Equation 2.2 
where θ is the angle of incidence and φ is the angle of reflection. 
Reflectors with this property are defined as being specular reflectors. There are very few 
natural specular reflectors. More commonly, small imperfections, or roughness, in the 
reflective surface cause varying quantities of the incoming radiation to reflect at a wide 
variety of angles (diffusion). Known as diffuse reflectors, this surface is referred to as 
Lambertian. It is extremely rare for a surface to have no imperfections, and most surfaces 
are Lambertian at least to some degree. A perfect Lambertian surface reflects evenly in all 
directions around a hemisphere; however, a perfect, evenly rough surface is as difficult to 
achieve as a perfect specular surface, and a continuum exists between perfect Lambertian 
and perfect specular surfaces (Harrison and Jupp, 1990, Tso and Mather, 2001). 
Depending on the angle with the incident EMR, reflectors have the potential to 
contaminate adjacent targets with their signals. The section on Scattering discusses this 
concept. 
The reflectance of a surface is dependant, not only on the smoothness of the surface, but 
also the viewing angle and the illumination angle. A Lambertian surface would, by 
definition, be isotropic; and reflect evenly in all directions; however, as has already been 
stated, there are very few naturally occurring Lambertian surfaces. When the illumination 
source is within a few degrees behind the sensor, a region of maximum return known as a 
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“hot spot” can occur, even for those materials usually considered Lambertian. The “hot 
spot” has a given arc width for an individual material, and this angle may discriminate 
between materials (Camacho-de Coca et al., 2002). The function that describes the way 
the ratio between the reflectance of a material and its incident radiation alters as the angle 
between the sensor and the illumination source varies, is known as the Bidirectional 
Reflectance Distribution Function (BRDF) (Rees, 1999). It is given by the general 
function: 
rs = R(θ0, φ0, θ1, φ1) _____________ Equation 2.3 
(Rees, 1999) 
Where θ0 and θ1 are the angles between the incident and the reflected radiation 
respectively, and the normal to the surface; φ0 and φ1 are the corresponding angles 
between the solar plane and the source and the sensor respectively (azimuth), as shown in 
Figure 2; R is a function; and rs is the surface reflectance 
The reflectivity of a surface is defined by the direction of the incident radiation, and is 
given in terms of BRDF by the equation: 
 r(θ0, φ0) = θ1=0∫π/2 φ1=0∫π/2 R(θ0, φ0, θ1, φ1)cos θ1 sin θ1 dθ1 dφ1 ___ Equation 2.4 
(Rees, 1999) 
 
Figure 2 Inter-relationship between incident EMR, viewer, and surface in determining 
the Bidirectional Reflectance (after Disney, 2007) 
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A number of researchers have directly analysed the BRDF of vegetation using various 
sensors. Although this type of analysis is not as developed as the spectral and spatial 
analysis methods, it is known that vegetation has a distinct signature which is affected by 
the canopy geometry (Liang, 2004).   
2.2.3 Absorption  
Definition: Process by which Incident radiation that is 
neither transmitted through a material nor reflected from it, 
but is taken into a substance or body and transformed into 
another form of energy. 
Radiation, not reflected or transmitted, is absorbed within a material by two primary 
processes at the molecular and/or atomic levels and transformed to another form of 
energy.  
According to Clark, (1999) absorption phenomena are related to the electronic and 
vibrational processes within the material. For example, the NIR absorption bands of water 
within photosynthetic vegetation shift slightly towards the shorter wavelengths when 
compared with those produced by free liquid water. This is due to the vibrational 
absorptions of hydrogen bonding (Clark, 1999). Clark also explains that the electronic 
process of spontaneous transition between valency states of Fe2+ and Fe3+ in a mineral, for 
example olivine, has diagnostic absorption bands. The absorption bands, their depths and 
the shifts in their positions, when compared to standards, provide information on the 
chemical composition and bonding within materials. An area where this has been 
developed for use in the remote sensing analysis of vegetation is in the determination of 
forest health and nutrient status (Goodenough et al., 2004). 
As was stated earlier, a leaf absorbs the red and blue wavelengths and reflects the green 
wavelengths. Chlorophyll and other pigments in the leaf absorb radiation from the red and 
blue wavelengths and use the energy in the chemical reactions related to plant 
photosynthesis. This results in broad absorption features. How these features and the 
process of photosynthesis, impact on the spectral curve associated with vegetation is 
discussed later in this chapter. 
The gases within the atmosphere also absorb EMR. In addition to numerous small bands, 
water vapour absorbs across two very broad wavelength bands around 1380nm and 
1880nm, making these bands of limited use for collecting satellite imagery. Table 1 
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details some of the other gases within the atmosphere that also absorb EMR, as well as the 
dominant absorption wavelengths. 
Table 1 Central wavelengths in the reflective portion of the EM spectrum of principal 
absorption bands of major atmospheric gases (Clark, 1999, Rees, 1999) 
 
Atmospheric Gas/Vapour Wavelength  
Ozone 260 nm 
650 nm 
Oxygen 690nm 
760 nm 
1250 nm 
Carbon dioxide 1950 nm 
2010 nm 
2060 nm 
Water 720 nm 
820 nm 
930 nm 
1140nm 
1380 nm 
1880 nm 
2700 nm 
 
2.2.4 Emittance  
Definition: energy emanated from a body, usually in the 
thermal infrared bands of the EM spectrum. 
Once energy is absorbed, the energy state within the material remains at an increased 
level until the energy is transformed through another interaction, as is the case in 
photosynthesis. Alternatively, the photons are re-emitted usually at a different wavelength 
allowing the energy state to return to its lower level. The emitted EMR is usually at a 
longer wavelength than it was absorbed, and so it is usually within the infrared 
wavelengths that it is recorded as thermal emissions.  
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Emissive EMR is nominally said to have a wavelength range from about 2000nm to 
14000nm, while the wavelength of reflective EMR is said to range from about 300nm to 
3000nm, although it should be noted that both types of EMR extend beyond these 
nominal end points (Clark, 1999). The passive sensors used in most hyperspectral and 
multispectral imagers are usually built to be sensitive between 350nm and 2500nm 
because a broad atmospheric absorption band, centred around 2700nm, limits atmospheric 
transmittance in wavelengths between 2500 and 3000 nm. Emissive EMR becomes the 
dominant radiation in the longer wavelengths. The restrictions this places on using the 
overlap between the emissive and reflective portions of the spectrum for reflective remote 
sensing work, means that the overlap is rarely noticed. 
 
2.2.5 Scattering  
Definition: Deflection of radiation by particles or surfaces 
with little or no absorption. 
Combined with Reflection, Scattering is probably the most important of the five 
interactions between EMR and matter. As already discussed, the atmosphere selectively 
absorbs and scatters incoming EMR according to the wavelength of the radiation. Most 
obvious at low angles of incidence towards the longer wavelengths, it is the reason for 
twilight. The spectral integrity of the incoming EMR is compromised at these low angles, 
contributing to an increase in atmospheric artefacts.  It is for this reason that Salisbury 
(1998) and others recommend that spectra be collected towards the middle of the day, 
when the solar elevation is high. 
Of particular interest to remote sensing techniques are the two forms of atmospheric 
scattering and the scattering that occurs when EMR reflects from a surface. 
To be detected by a sensor, either on the surface, or in an air- or space-borne platform, 
incoming EMR has to pass through a column of atmosphere. As has already been 
described, the atmospheric gases absorb some of the radiation. Small particles within the 
atmosphere also have the ability to deflect the incoming radiation without absorbing it. 
Particles with a diameter very much less than a given wavelength (d<λ/100), scatter the 
EMR in a fashion called Rayleigh Scattering (Liang, 2004). As this scattering is 
wavelength dependent, different wavelengths are scattered by particles of different sizes. 
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In general, these particles are atmospheric gases. It is this type of scattering that is 
responsible for the “blue” appearance of the sky. 
Larger particles held within the atmosphere column, and with a diameter greater than 
approximately λ/100, scatter EMR in a fashion known as Mie Scattering (Rees, 1999). 
These large particles may include larger molecules, aerosols and particulates within the 
atmosphere. The particulates can include the larger molecules caused by air pollution, 
dust particles over desert regions, and salt particles over coastal areas and the ocean (Tso 
and Mather, 2001). 
As the incident EMR travels through the atmosphere, both Rayleigh and Mie scattering 
attenuate the EMR, sometimes quite considerably, before it interacts with a given target. 
Before a signal is received at a sensor, it must travel through the column of the 
atmosphere again, and thus it can be quite faint (Clark, 1999) by the time it is detected at 
the sensor. As was described earlier in this chapter, a surface with Lambertian properties 
reflects EMR in no one particular direction. Surface roughness tends to scatter the 
reflected EMR in a hemispherical fashion. This hemispherical scattering is the property 
used to detect reflected EMR by a sensor positioned at an angle to the plane of the 
incident EMR. It also has the adverse effect of contaminating adjacent pixels with 
scattered EMR. A predominantly absorptive material, or one that has a specular surface, 
may not significantly contaminate an adjacent pixel signal; however, highly Lambertian 
surfaces such as canopy foliage, loose granular soil, scattered rocks and the like, may 
introduce a considerable undesirable addition into a pixel’s spectrum. Appropriately 
placed specular surfaces for example, adjacent walls or cliffs, may reflect back onto a 
neighbouring area. Unfortunately, this is unavoidable in the field. Nonetheless, by using 
imagery processing techniques that take into account a mixed signal (Clark, 1999), the 
effects may be minimised.  
In all, about 4% of the initial solar irradiance reaches the sensor. The following Radiative 
Balance equation demonstrates the approximate signal distribution for a day at sea level 
where scattered clouds are present: 
 
Incident EMR (100%) = Absorption (18% atmospheric + 3% clouds + 48% 
surface) Scattering (6%) + Reflection (21% clouds + 4% surface) 
 ___________________ Equation 2.5 
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Particularly note the extremely small percentage of the original signal that is attributed to 
the surface reflectance.  
Having explored how EMR interacts with matter now is the time to examine how this is 
expressed in a spectral curve. 
2.3 The Sun as a Black Body, and the Effects of the Atmosphere 
on the Emitted Solar Radiation 
An emissive Black Body is defined as being the perfect emitter of radiation. If the sun 
performed as a true blackbody, the emitted EMR would produce a graph of a smooth 
curve, similar to Curve A in Figure 3, according to Planck’s Equation, Equation 2.6.  
 
 ______________ Equation 2.6  
(Sears and Zemansky, 1965) 
Where Wf is the spectral emittance; h is Planck’s constant; c is the speed of light; T is the 
temperature of the blackbody in Kelvin (K); k is the Boltzmann constant per molecule 
(=1.38 x 10-23 joule/K); and e is the base of natural logarithms. 
Wf = 
2πh 
c2 
f3
ehf/kT- 1 
 
Figure 3 Graph of the spectral emissivity curve of a Blackbody (A) overlain with 
the the solar emissitivy curves at the top of the atmosphere (B) and Earth's 
surface (after Disney, 2007). 
 
A 
B 
C 
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Curve B represents the graph of the solar radiation as it would be recorded at the top of 
the atmosphere. This is an emissive spectrum and the irregularities observed in the 
continuum of Curve B, when compared with Curve A, are produced by the EMR emitted 
by the solar constituents, confirming that the sun does not behave as a perfect black body. 
Curve C is a graph of the solar radiation as it would be recorded at the Earth’s surface. 
The increase in irregularities observed in Curve C when compared with Curve B, reflects 
the effects of scattering, reflection, and absorption as the incoming radiation interacts with 
the atmosphere.  
By comparing Curve C with Curve B, the reduction in signal intensity, as the EMR is 
absorbed and scattered, becomes apparent. The irregularities, the “dips”, in the overall 
curve mark the wavelengths of the EM spectrum where radiation is absorbed by the 
various atmospheric components, mostly gases. Known as “absorption bands”, they are 
unique to a given substance, whether it is an element, compound or mixture. The 
reflectance curve of a given material, plotted as a function of wavelength, is known as a 
material’s spectral signature. The atmosphere, being composed of many gases, has a 
complex spectral signature that varies as the constituents change with time and across the 
landscape.  
A compilation of unique spectral signatures is known as a “spectral library”. Using the 
spectral library it is possible to compare an unknown substance with a known substance, 
and thereby, potentially identify the unknown substance.  
The curves as pictured in Figure 3 are in units of irradiance. The amount of the original 
signal recorded at the sensor, varies over time and the shape is dependant on the angle 
between the source, target and sensor (bidirectional reflectance), and is recorded in digital 
numbers (DN). As well as needing ongoing calibration (either absolute or relative) at the 
sensor (Liang, 2004), in order for the signal to be utilised in spectral analysis it often has 
to be converted from units of radiance, in which it is recorded, to units of apparent 
reflectance, by applying an atmospheric correction (Goetz and Curtiss, 1996). Although 
this can be done in a variety of ways, the most common are derivatives of three major 
methods. These include: 
a) Calibration factors where the in-scene statistics derived from the imagery itself, 
either a dark area or an image average, are used as the source of the atmospheric 
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data. This method is of limited value where temporal imagery is being analysed 
and compared. 
b) Empirical Line Calibration, where well characterised calibration targets are used 
as a basis to extract the atmospheric contribution to the signal (Conel et al., 1987). 
c) A Radiative Transfer Model, in which a mathematical model of the atmospheric 
contribution to the signal is applied to the sensor output. The model usually takes 
into account, the latitude, solar angles and sensor calibration parameters, as well 
as atmospheric gases and aerosols, and scattering. (Liang, 2004) 
 
2.3.1 In-Scene Statistics 
In-scene statistics calibrate the imagery from radiance to apparent reflectance using the 
properties of the collected imagery.  These methods are exceptionally good for single 
image analysis. Unfortunately, no account is taken as to the time of day, the season, the 
weather, or the atmospheric absorption parameters as they vary throughout the year. 
Comparison of imagery, acquired at different times and during different seasons, is made 
difficult using these methods because the radiance varies with the season and with the 
passage of time.  
2.3.1.1 Dark Area Subtraction 
One of the oldest methods by which this type of calibration was achieved is by “dark-area 
subtraction” (Chavez, 1988 in (Tso and Mather, 2001). The assumption made for this type 
of calibration is that since dark areas should have a zero reflectance, the EMR attributed 
to an area of shadow is a result of atmospheric scattering. By subtracting this from the 
overall spectra of each pixel in a given scene, the scene is reduced to apparent reflectance. 
2.3.1.2 Internal Average Reflectance 
Internal Average Reflectance, calculated by averaging the radiance of all pixels in a 
scene, is then used as a correction factor and the resultant value divided into the individual 
pixel radiances (Kruse, 1987). The pixel spectra derived from these methods can be used 
for classifications using spectra or training areas derived from the same images. 
Both of these methods are offered by Research Systems Inc, through the software 
package, ENVI®. The apparent reflectance values derived in this manner are applicable 
only to that given scene. The methods take no account of differing albedo due to 
meteorological, diurnal, or annual cycles 
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2.3.2 In-scene calibration pixels or well characterised calibration 
panels  
Another method by which the atmospheric contribution to the signal may be removed is 
to calibrate from spectrally characterised light and dark areas within the scenes. Well 
characterised calibration panels, are probably the best option as they may be calibrated in 
the laboratory, with a light source of known parameters. However, Clark et al (2002) 
recommend using large in situ targets such as dam walls, playas or saltpans as calibration 
targets. An average of many pixels helps reduce the noise in the signal and taking 
calibration readings from on-site targets in the field negates the need for calibration panels 
to be laid out. The use of constant areas within a given scene also gives a more consistent 
calibration area for future campaigns. Clark also recommends that such large area targets 
should be tested within the laboratory, if possible, in order to limit the number of 
atmospheric artefacts in the signal. 
To be effective, calibration panels must be of sufficient size to minimize contamination of 
their signal by surrounding targets. Their size must also be sufficient to be covered by 
numerous pixels of the imagery. The Jet Propulsion Laboratory (JPL) research facility 
(Clark et al., 2002) suggests any large, stable, homogeneous targets should accommodate 
the large number of pixels at a variety of altitudes. For consistency, the targets should be 
near the area of interest and be available at any time long into the future. In the WET 
campaign, the tarmac and large areas of concrete hardstand at the airfield were selected 
and sampled for this purpose. Unfortunately, sampling of these targets had to occur when 
the weather was inappropriate due to cloud cover and sun angle, with the result that their 
spectra had to be discarded. Strictly in accordance with the JPL recommendations, the 
airfield was also probably too distant from the test area (approximately 30 km) to be 
useful as a calibration target. 
2.3.2.1 Empirical Line Calibration 
The empirical line calibration (ELC) uses several calibrated areas of interest (Conel et al., 
1987, Clark et al., 2002, Liang, 2004) to derive the apparent reflectance of a given scene. 
Tso and Mather (2001) categorise this method as an alternative dark subtraction method. 
The calibrations are derived from well-characterised targets, in the form of spectral 
profiles, plot statistics, ASCII files or spectral libraries. An equation of the form listed in 
Equation 2.7, is assumed with parameters derived from the calibration data:  
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Reflectance (field spectrum) = gain x radiance (input data) + offset 
 ____________ Equation 2.7 (Research Systems Inc, 2005) 
A trend line is calculated between the lightest and darkest pixels passing through any 
intermediate points for each wavelength. This line is then used to calculate the apparent 
reflectance for all pixels in the scene.   
The equation developed from one scene, may also by utilized to calibrate other scenes, 
assuming the same atmospheric conditions (Research Systems Inc, 2005). For this to be 
effective, the alternative scenes must be captured at about the same time and from the 
same sun orientation (eg north-south; east-west) (Tso and Mather, 2001). The brightest 
and darkest pixels in a given scene should still be the calibration pixels.  
Once applied, this method of calibration allows imagery collected at different times of the 
year, or in subsequent years, to be compared from a common basis. 
2.3.3 The Radiative Transfer Model  
A Radiative Transfer Model is used to remove the atmospheric component of the signal 
received at the sensor through modelling of atmospheric contributions made by:  
a) absorption and scattering by atmospheric gases, aerosols, and particles;  
b) temperature,  
c) atmospheric pressure;  
d) solar azimuth and zenith; and  
e) an assumed top of atmosphere (TOA) solar irradiance according to the date and 
time (Liang, 2004).  
Several components to radiative transfer modelling must be solved for a successful 
resolution and hence successful imagery calibration. Numerous models have been devised 
to do this. The most common are the 5S (Simulation of the Satellite Signal in the Solar 
Spectrum) and 6S (Second Simulation of the Satellite Signal in the Solar Spectrum) 
models (Vermote et al., 1997, Liang, 2004).  
I = R + A + T  __________________ Equation 2.1 
represents the relationship between incident radiation and reflected radiation as purely 
linear. Rearranged to define reflected radiation, the equation becomes: 
R = I – (A + T)  _________________ Equation 2.8 
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However due to the scattering and absorption of the incident EMR by the atmosphere and 
the surface, this form does not represent the relationship of the EMR that reaches the 
sensor. Tso and Mather (2001) represent the relationship by the equation: 
Lapp = ρTE/π + Lp _______________ Equation 2.9 
Where Lapp represents the apparent radiance received at the sensor; Lp is the path 
radiance, ρ is the target reflectance (percentage); T is the atmospheric transmittance, and 
E is the incident solar irradiance. The constant π is introduced because radiance and 
irradiance are expressed in non-equivalent units, and the constant converts solar 
irradiance into the units of solar radiance (Tso and Mather, 2001).  
As can be seen from the description above, there are several atmospheric interactions, 
which affect the incident EMR before it is received at the sensor. These interactions 
include  
a) transmitted EMR which is reflected into the sensor iris after having followed a 
direct path (reflected radiation), 
b) EMR which is scattered by the atmosphere and enters the sensor iris before having 
reached the surface (diffuse radiation), 
c) EMR which is reflected multiple times from neighbouring surfaces and then into 
the sensor iris, 
d) EMR which is scattered by the atmosphere but then becomes incident on the 
surface and is reflected into the sensor iris, and 
e) EMR, which is scattered by the atmosphere and becomes incident on 
neighbouring surfaces before being reflected into the sensor iris. 
These interactions are all reflections. Absorption interactions of EMR with atmospheric 
gases also contribute to the signal received at the sensor. Oxygen (O2), ozone (O3), nitrous 
oxide (NO2), carbon dioxide (CO2), carbon monoxide (CO), water vapour (H2O), and 
methane (CH3) are the predominant gases involved. The majority of these gases are well 
mixed in the atmospheric column. These can be removed by simple subtraction from the 
overall curve. 
However, water and ozone vary temporally and spatially. Generally, they are poorly 
mixed within the atmospheric column. Gao et al (1993) devised a method of ratioing 
three points on the spectral curve across the two main H2O absorption features to obtain 
the water content of a given pixel. A more accurate estimation of the atmospheric water 
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contribution can then be removed from the overall spectral curve. Ozone is concentrated 
in the stratosphere and as a result, must be modelled according to the altitude and location 
of the sensor. (for example, satellite compared with aircraft). 
The number of radiative transfer models described in the literature highlights the ongoing 
need for improvement in the basic model. One assumes an atmospheric model for a 
particular latitude, time and locality. Although the sun azimuth and elevation are 
reasonably accurate, providing a good estimate of the path length is a challenge. At best, 
the model is a guess as to the contribution made by the various atmospheric gases, 
aerosols and particulates at a given locality (Clark et al., 2002). Liang (2004) and 
Salisbury (1998) also point out that the gas, aerosol and particle contributions to the signal 
may vary across a given scene. This increases the amount of estimation involved in the 
calibration model. Water vapour is recognized as particularly difficult to model as it is 
poorly mixed within the atmosphere (Salisbury, 1998, Bachmann et al., 2005). As pointed 
out earlier, Gao et al devised a band ratioing technique to assist in the estimate of the 
water contribution on a pixel-by-pixel basis. Salisbury (1998) also points out that Mie and 
Raleigh scattering preferentially affects the shorter wavelengths, and that some radiative 
transfer models over-estimate the contribution of these to the overall signal. 
It is possible to measure the atmospheric contributions directly whilst in the field. This 
allows the direct calculation of the various parameters and the use of measured and 
calculated values in the equations. A measure of the atmospheric contribution to the 
signal may be obtained through a direct measurement of the downwelling irradiance; 
however, at best it is not an absolute and is taken when the sun is at its zenith (solar 
noon). The collection of the data generally occurs throughout the day therefore the 
downwelling irradiance changes with the sun azimuth and elevation and weather 
conditions. The direct measurement method produces a unique solution that is site and 
time specific, but if the measurements and readings are completed, it provides the best 
estimate of the atmospheric contributions to the EMR signal, and should provide imagery 
that is easily compared temporally and spatially (Clark et al., 2002). 
The solution of the radiative transfer model using this direct method is outside the scope 
of this project and will not be explored further here. However, the radiative transfer model 
is not without some fundamental assumptions:  
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1. the concentration of the gases in the atmospheric column, although it can 
be directly measured.  
2. a flat Lambertian surface at the surface (sea level).  
3. the top of atmosphere (TOA) parameter used in the model calculations, 
although Liang (2004) believes that it may be estimated from “invariant” 
pixels previously identified in the scene.  
Despite the list of assumptions, the use of a radiative transfer model is generally believed 
to improve the calibration of imagery from radiance to reflectance above the calibrations 
achieved by in-statistical models and the model using in-scene calibration areas. 
 
2.3.3.1 Combination of Calibration Areas and Radiative Transfer Model  
JPL published a methods tutorial on their website (url: http://speclab.cr.usgs.gov), 
explaining that they had achieved the best results with a two-step cascade using the 
atmospheric model and areas that were spectrally well-characterised to calibrate the 
imagery (Clark et al., 2002). The atmospheric model was used to remove the majority of 
the atmospheric contribution to the radiance on a pixel-by-pixel basis. Well-calibrated 
ground targets within the scene were used to remove any residual atmospheric artefacts 
from the signal. JPL maintain that the cascading of the calibration methods allows 
inconsistencies, such as over correction for atmospheric scattering in the shorter 
wavelengths, or abnormal atmospheric absorption features, to be corrected.  
2.3.4 The Spectral Signature of Vegetation 
As stated previously, vegetation absorbs blue and red bands of EMR and reflects in the 
green portions of the EM spectrum. Vegetation also has a high reflectance in the NIR 
portion of the spectrum. Other pronounced absorption features occur in the NIR and the 
shortwave infrared II (SWIRII). The resultant curve, if reflectance was graphed as a 
function of wavelength, would have an appearance similar to the curve in Figure 4 Most 
plants are composed of the same basic chemicals:  
a) Chlorophyll: the primary pigment (green) used by the plant to manufacture food 
through photosynthesis.   
b) Protein: performs the function of photosynthesis (chlorophyll); wound repair; cell 
structural component (Showalter, 1993) 
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c) Cellulose: a polysaccharide, which is a complex carbohydrate (Hatfield and 
Vermerris, 2001) composed of interlinked glucose molecules and forming rigid 
fibrils (Clarke and Lee, 1992), that form cell walls. 
d) Lignin: a complex polymer that fills the spaces within the cellulose of the cell 
walls, and providing the plant cell wall with its rigid strength. It is hydrophobic 
and assists with the transport of water throughout a plant’s systems (Hatfield and 
Vermerris, 2001). High concentrations of lignin form most of the woody sections 
of plants. Its presence may also inhibit attacks by pathogens and herbivores.  
e) Water: used as the transport medium for plant chemicals and salts around the 
plant. Water is also an important element in the photosynthesis process (Farabee, 
2007).  
The shape of the vegetation curve (Figure 4) is the sum of all the curves of the various 
components, and as a result of the similar chemistry, the curves of different plants are 
very similar in shape (Gates et al., 1965, Clark, 1999). However, each plant species is not 
identical. C3 and C4 plants have different internal leaf structures (Purves, 2004). There 
are a number of leaf pigments other than chlorophyll-a and -b, for example, β-carotene, 
the principle carotenoid referred to by Goetz and Curtiss (1996), phycoerythrin (Purves, 
 
Figure 4 Graph of generalised spectral curves of green and dry vegetation and soil 
(after Clark, 1999, pg 32). 
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2004) and anthocyanin (Myers, 1975, Vincent, 1997); some contributing to leaf colour, 
but many contributing to the photosynthetic process (Farabee, 2007). Plants under water 
stress close down the activity of the chloroplasts, causing alterations in the chlorophyll 
absorption bands as the plant is no longer actively photosynthesizing (King et al., 2000). 
During autumn, deciduous plant leaves lose their chlorophyll and often become yellow or 
orange when the β-carotene pigment becomes the dominant colour. They also lose much 
of their cellular water. Individual species have different waxes and oils associated with 
them; for example, eucalypt trees have the highly aromatic eucalyptus oil within their 
leaves. Plants suffering water stress have depleted cellular water, and although they 
eventually wilt, the stress is first evident in the non-visual NIR bands. Some plants have 
woody stems and trunks, while, herbaceous plants do not. The wide variety of 
combinations of physical and environmental conditions has the potential to affect the 
vegetation spectral curve, depending on the plant function, or functions, affected.  
Figure 5 again shows a generalised reflection spectral curve for vegetation. Note how 
different sections of the curve are controlled by different components of the plant system: 
a) Plant pigments: control the shape of the curve in the visible (VIS) portion of the 
spectrum;  
b) Leaf structure: controls the reflectance evident in the Near Infrared (NIR) portion 
 
Figure 5 Graph indicating the factors contributing to the spectral curve of green 
vegetation (after (Hoffer, 1978)) 
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of the spectrum,  
c) Plant water content controls the shape in the portion of the spectrum designated as 
the short-wave infrared (SWIR). Absorption bands associated with many 
biochemicals, such as starches, sugars, proteins and lignin, also occur in this 
region of the spectrum (Lewis, 2001a). 
Earlier researchers, well aware of the general shape of the vegetation curve, built sensors 
designed to be particularly sensitive to the spectral bands with best response:  
a) where the atmospheric transmission (atmospheric windows) was greatest,  
b) where the absorption and reflection characteristics of the spectral curve were most 
pronounced.  
The physics of the quantity of a signal needed by a detector to record a result constrained: 
a) the width of a given spectral band, and  
b) the size of a pixel (Mather, 1991),  
rather than it being an arbitrary choice by the sensor designers. The next section on 
Resolution describes the principles involved in these choices. 
 
2.4 The Challenge of Resolution 
In the study of remote sensing, resolution plays an important part in four areas:  
a) time (temporal);  
b) number of shades of grey (radiometric);  
c) space (spatial); and  
d) the number and breadth of the wavelength bands, and whether or not they are 
discrete (spectral).  
By the nature of EMR detectors, the three latter “resolutions” are interdependent, and the 
improvement of one has to be balanced against the degradation of another. In a satellite 
borne sensor, the temporal resolution can also be interlinked with the others, so that by 
altering the orbit, or having an elliptical instead of a near circular orbit, the spatial 
resolution also varies according to altitude. An overview of selected satellite and air-borne 
sensors is provided in Chapter 4. 
2.4.1 Temporal Resolution 
Definition: the interval of time between successive viewing 
opportunities over a given point in space. 
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Sometimes called the “re-visit” period, an aircraft borne sensor has a variable temporal 
resolution, as it can revisit almost on demand. A satellite, on the other hand, orbits the 
earth. Polar orbiting remote sensing satellites usually track in an orbit that takes them 
almost over the north and south poles with an inclination to the equator. The orbits are 
generally sun-synchronous. The satellites’ tracks over Earth seem to shift perpetually as 
Earth rotates beneath the orbital path (phased orbit) so that they pass over the same 
geographical point at the same local solar time. This removes the illumination variations 
due to diurnal factors. Although a satellite may circumnavigate the globe in around 100 
minutes or so, it passes over the same geographic point with a frequency of days (Mather, 
1991), usually somewhere between 16 and 26. Some satellites are claimed to have a 
temporal resolution of around three days.  This is due to the ability of the satellite to 
realign its lenses and look to either side (off-nadir viewing) (Satellite Imaging 
Corporation, 2005, Eurimage, 2007). The detrimental component of this off-nadir viewing 
is that on subsequent passes, the revisit period for some points on the track is much longer 
than would otherwise be the case. 
In order to minimise the temporal issues, some companies have constellations of satellites 
orbiting the earth (Young, 2001). A constellation of four satellites, with any one having a 
revisit period of sixteen days, can potentially have a temporal resolution of four days. 
With off-nadir viewing, the revisit period can be as short as hours. 
2.4.2 Radiometric Resolution 
Definition: the ability to distinguish between shades of grey 
on a remotely sensed image. This relates directly to the 
intensity of the detected signal 
A sensor records the intensity of the signal it receives. An 8 bit record can store 256 
(intensities between 0 and 255) shades of grey (dynamic range), because a satellite 
records a binary digital signal (Mather, 1991). Radiometric sensitivity of modern satellite 
sensors has increased, with signals stored as 11 bit (2048 shades); 12 bit (4096) or 16 bit 
(65536). All instruments have a background level of noise. In the collection of remotely 
sensed data, the background noise affects the smallest fluctuation in signal that can be 
identified. In modern instruments, the size of the fluctuations that can be detected has 
decreased. This is partly due to the improvement in the signal to noise ratio as the 
instrumental noise level has decreased. Noise levels which are greater than the 
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radiometric resolution effectively decrease the radiometric resolution of the signal 
because the analyst is unable to determine if a change in grey level was due to artefact or 
signal (Slater, 1980) 
As has already been pointed out, the signal received at the satellite sensor is very small 
because of attenuation primarily due to the atmospheric absorption and scattering. 
Another factor in the signal strength is the distance signal has to travel before it is 
recorded. The relationship between intensity of the source and the intensity detected at the 
sensor is given by the function: 
Ir = f (I0/d2) ___________ Equation 2.10 
where I0 is intensity at source, Ir is the intensity at the detector and d is distance travelled 
by the signal.  
Recording a signal at the highest number of bits possible, the image is divided into a 
greater number of shades of grey. Although the human eye cannot readily distinguish 
between more than 20 and 30 shades (Harrison and Jupp, 1990), a higher dynamic range 
(shade of grey) increases the ability of an analyst to discern more within the image by 
applying a stretch. This is particularly valuable for images with dark areas, where 
radiometric stretching across the image area potentially allows previously hidden material 
to be analysed, for example, material in shadows. 
A panchromatic image is collected only in shades of grey across a single spectral band, 
for example IKONOS® 450 – 900 nm; Quickbird® 450 – 900 nm; SPOT 490 – 900 nm, 
ALI 500 – 650 nm. This improves the signal strength received by the detector. In turn, the 
spatial resolution of the image improves, as a smaller pixel (area of ground covered by a 
picture element) is able to be collected. The cost is to the spectral resolution. It should 
also be noted that the panchromatic sensors tend not to acquire EMR around the 400 nm 
wavelength. This improves the sharpness of the image, as the maximum effect from 
Rayleigh scattering occurs in these shorter wavelengths (Mather, 1991, Clark et al., 
2002).  
Spectral imagery comprises several wavelength bands, with each band recorded 
separately as shades of grey. An already limited signal is weakened further by subdividing 
it into the multiple bands of the spectrum the sensor collects (for example four for 
Quickbird®). In order to overcome this issue, the width of the spectral bands is restricted. 
This concept will be discussed further under spectral resolution. Another alternative is to 
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decrease the spatial resolution and make a given pixel much larger. This concept will be 
discussed in the next section on Spatial Resolution. 
2.4.3 Spatial Resolution 
Definition: the smallest distance between two adjacent points 
or lines so that the two points or lines are still individually 
detectable. (Alternatively: geometric size of the surface 
footprint subtended by the sensor (Townshend, 1980))  
Spatial resolution is determined by the instantaneous field of view (IFoV), which can be 
defined in two ways. The first is as the ground sample distance (GSD) which is a firm 
measurement of surface area. The second is as an angular measurement (Mather, 1991). 
For sensors with a variable altitude, such as an aircraft or a satellite in an elliptical orbit, 
the angular measurement of IFoV is a more descriptive measure, as the angle does not 
alter, although the GSD will. One would expect that the GSD of the IFoV should be a 
simple geometric conversion; however, in a sensor with rows of detectors, the IFoV is a 
point spread function, or a three-dimensional curve about a point. The maximum 
amplitude between the upper and lower full width half-maximum value of the function is 
defined as the IFoV. The shape of the surface footprint of the IFoV is dependent on the 
properties of the optical components of the system (Mather, 1991). 
As has already been stated, the signal received at the sensor is weak (refer to Equation 
2.5). Perceiving EMR as a stream of individual packages, photons, and being aware that, 
for a signal to be recorded, a given number of photons must impact the sensor, it is easier 
to comprehend how spatial resolution impacts on signal strength. One option to increase 
the number of photons, or quantity of EMR, collected at the detector from a given surface, 
is to increase the size of the pixel. Although this increases the signal strength, it decreases 
the spatial resolution. The increase in the size of the pixel has a detrimental effect on the 
smallest target that can be distinguished. 
Another way to look at resolution is to compare it with the features being analysed 
(Asner, 2004). The terminology used for this is the H and L resolution (Woodcock and 
Strahler, 1987), where the H resolution represents a pixel at a finer spatial scale than the 
size of the feature (eg shrubs and trees) being analysed; and L resolution represents 
features where the imagery resolution is coarser than the landscape components being 
analysed. Woodcock and Strahler show that H resolution data tend to be bimodal in 
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distribution where the image pixels clearly depict the feature being analysed (eg shrubs), 
against a background (eg soil). L resolution data tends to produce a much smoother and 
continuous classification between the feature and the background.  
As previously discussed, a spectral sensor divides the incoming EMR between several 
detectors, thus diminishing an already weak signal. To ensure that a detector receives a 
minimum signal, the pixel size of spectral sensors is designed to be larger than the 
panchromatic sensors: that is they have a coarser spatial resolution. Sometimes the spatial 
resolution of a spectral sensor is only a quarter that of the panchromatic sensors on the 
same platform; for example, Quickbird® panchromatic sensor has a pixel size of about 
0.6 m, while the multispectral sensor has a pixel size of about 2.4 m.  
Another option for increasing the strength of the signal received by sensor detectors is to 
change the altitude of the sensor. Imaging satellites orbit at an altitude roughly between 
400 and 800 km, and not surprisingly, the higher satellites generally have the coarser 
resolution. Just as the velocity of the satellite needed to keep it in orbit regulates altitude, 
the ground speed of the satellite needed to produce a clear image determines the speed of 
the “shutter”. The resolution is partially determined by the balance between the acceptable 
level of smearing caused by ground speed and the length of time that the aperture can 
remain on the target. It is self-evident that the longer the sensor can stare, the higher the 
intensity of the incoming EMR recorded by the detector. Satellite agility, or the ability to 
move the sensor so that the sensor points at the geographic location (dwell time or 
integration time) for longer by taking the motion of the satellite into account, assists in the 
length of time the optic can be left open. Hence, the spatial and spectral resolutions can be 
improved. The radiometric resolution is able to be improved because the strength of the 
signal overpowers the sensor noise and allows the signal to be recorded at greater number 
of bits (Mather, 1991). The qualities of spectral resolution will be discussed shortly. 
2.4.3.1 Mixed pixels 
Different sensors have different spatial resolutions; however, it is likely that they will all 
suffer from one common problem – the problem of mixtures of targets (spectral 
mixtures). Referring back to the section describing scattering, mention was made of the 
effect of contamination of a given pixels signal by the Lambertian reflectance of its 
neighbours. Generally this may not be a large contribution, but it may be significant 
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enough to register in the detected reflectance (Salisbury, 1998), particularly when 
collecting field spectra.  
Earlier in this section, mention was made of the surface area of the pixel, 30 x 30m square 
(GSD of 30m) for Landsat7 multispectral imagery, and 0.6 m square (GSD of 0.6m) for 
Quickbird panchromatic imagery. A 30m pixel can potentially have a portion of road, soil 
verges, and vegetation along the road edges. In a built-up area, roof tiles, swimming 
pools, lawn, roads, and automobiles, have the potential to be included in a given pixel. 
The signal of any of these pixels is going to be the averaged sum of spectra from all the 
constituents. It will be mixed. This leads to the problem of separating the pixel signal into 
its constituent components. A variety of researchers address this issue by analysing the 
imagery using the spectral properties of the imagery, rather than the spatial properties 
(Schmidt and Skidmore, 2003, Castro-Esau et al., 2004, Belluco et al., 2006). 
2.4.4 Spectral Resolution 
Definition: the smallest detectable wavelength change in a 
spectral image 
Despite the spectral bandwidth of the Quickbird® panchromatic sensor being 450 nm 
(between 450 nm and 900nm), the spectral resolution of the sensor is extremely low, with 
the sensor capturing data in only one very broad band. As stated earlier, this allows the 
fine spatial resolution (around 0.6 m) because more of the signal is acquired at a given 
moment. It makes no distinction where changes between various wavelengths within the 
band occur as only the average across the whole band is recorded. Vegetation looks 
tonally indistinguishable from soil or road surface or bricks. Sun highlighted vegetation 
has a very different tone from shadowed vegetation. This makes the imagery good for 
change detection, but limits its use for target discrimination. 
“Multispectral imagery” refers to imagery collected across several discrete bands of the 
spectrum. These bands are narrower than the panchromatic band mentioned earlier, but 
still span approximately 100 nm. The ability of these sensors to detect changes between 
wavelengths is limited to changes between bands of wavelengths. Initially, the sensors 
were designed to utilise those spectral regions most appropriate to detect land cover 
changes (Harrison and Jupp, 1990), by acquiring imagery in the bands where the 
atmospheric transmission was greatest and the maximum differences in the vegetation 
curves occurred. This allowed the multi-spectral sensors to discriminate between 
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vegetation and non-vegetation, stressed and non-stressed vegetation, and to a certain 
degree, between one major species and another, eg conifers and broadleaf deciduous trees 
(Franklin, 1994).  
The spectral resolution improved at the expense of the spatial resolution, so that a 
multispectral sensor mounted on the same platform as a panchromatic sensor, often has a 
spatial resolution around a quarter that of the panchromatic sensor (refer to Table 6 for 
examples). The limiting factor was the sensor technology, which dictated the need for a 
certain intensity of signal before a result was recorded.  
As technology developed, the sensitivity of detectors increased, allowing smaller 
bandwidths. Improved signal to noise ratio allowed signals of much lower intensity to be 
recognised as distinct from the background noise recorded by the detectors (Mather, 
1991). The understanding of atmospheric phenomena also matured, so that the effects due 
to the atmosphere, which were discussed earlier in this chapter, were able to be accounted 
for and removed from the signal received at the sensor, leaving a purer signal (Clark et 
al., 2002, Liang, 2004). Improved sensitivity of detectors enabled a reduction in the width 
of the band passes. Single or sometimes two dimensional arrays of hundreds of detectors, 
arranged as Charge-Coupled Devices, (CCDs) were built and mounted in sensors 
(Mather, 1991). Bandwidths were reduced to between 10 nm and 20 nm. Equally 
important, the bandwidths were no longer discrete. They were contiguous, and slightly 
overlapped the bands adjoining on either side. The contiguous nature of the collection 
sensors allowed a near-smooth spectral curve to be plotted (Clark, 1999). The simple 
single layer of a panchromatic image matured into a data cube, sometimes hundreds of 
layers deep. Each layer represented the reflected EMR intensity captured for a given 
wavelength bandwidth.  
Smaller bandwidths of wavelengths were able to detect the small differences between 
adjacent absorption features with sufficient stability to enable the adoption of 
spectroscopic methods by the science of remote sensing. Imaging spectroscopy became a 
reality. The sciences of mathematics and statistics improved permitting data with multiple 
dimensions to be analysed. Now the dimensionality of the data was exceeded by the 
dimensionality of the image. Multispectral images had evolved to become hyperspectral 
images. 
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Definition: Hyperspectral Imagery – remotely sensed 
imagery where many narrow contiguous spectral bands are 
detected and recorded. The number of the bands of the 
imagery (image dimensionality) exceeds the number of 
targets or end-members (data dimensionality). 
2.4.4.1 The smallest detectable wavelength change necessary to identify 
absorption features 
A review of research papers reveals that exploration geologists pioneered imaging 
spectroscopy, or hyperspectral imaging. The histogram mapped out when the signal 
acquired by the multispectral sensors was plotted as a function of wavelength, failed to 
discriminate the diagnostic absorption features known to exist in the spectral signatures of 
individual minerals. This made the identification and mapping of mineral assemblages 
impractical. 
Laboratory spectrometers provided routine identification of mineral samples. The 
machines had a good, invariable EMR source. Signal noise was minimal, providing a near 
smooth curve when reflectance was plotted as a function of wavelength. The spectral 
band widths were very small, and they were sampled so as to provide a contiguous, 
continuous overlapping, series of bands, able detect and characterise the smallest 
fluctuation in a signal (Silverstein and Webster, 1997).  
When the laboratory spectrometer evolved into the imaging spectrometer for the field, the 
major barrier to be overcome was the physical limitation imposed by the need to balance 
the signal intensity with the spectral/spatial/radiometric resolutions. Whether or not 
imagery was hyperspectral was determined by the spectral sampling, which had to be at 
numerous narrow bandwidths, and the dimensionality of the imagery (number of bands) 
which had to exceed the dimensionality of the data (number of end-members). Therefore, 
it was necessary to determine the maximum spectral bandwidth that would detect most of 
the absorption features, along with the spectral sampling frequency across a spectral range 
before the radiometric and spatial resolutions could be determined for a sensor.  
This concept can be demonstrated using the example of the double spectral absorption 
feature around 2140 nm of well-crystallised kaolinite (Al4(Si4O10)(OH)8). Due to its 
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 spectral and chemical stability, this mineral is used in the laboratory to routinely check 
the calibration accuracy of a sensor (Salisbury, 1998). Figure 6 shows the result if a 
laboratory spectrum is convolved to the HyMap® spectral resolution. 
The bandwidth of the absorption feature is only around 130 nm. The bandwidth of most 
multispectral sensors is around 100 nm. If a sensor detection band of this width were 
located exactly on top of the feature, it would detect the feature and place it in the correct 
spectral position; however, if the feature were only partly captured by the band, that 
feature would be shifted towards longer or shorter wavelengths, depending on where the 
band fell. The finer detail of the doublet would be lost. 
By using narrow overlapping bandwidths, as shown in Figure 6B, it is possible to describe 
the feature (Figure 6C) and still receive a reasonable signal at the detector. Overlapping 
the bandwidths to which adjacent detectors are sensitive, allows the variations between 
wavelengths to be detected while producing a relatively smooth curve with minimal 
signal noise. 
The minimum sampling frequency (critical sampling) required to reproduce 
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Figure 6 Spectral curves of the 2140 nm absorption feature of kaolinite showing a 
comparison between high resolution spectral data from the USGS spectral data (A), 
histogram of band-centers of HyMap convolved data (B) and spectral curve of 
HyMap convolved data (C). 
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the feature is known as the Nyquist frequency (Rees, 1999) For imaging spectrometers, 
Clark (1999) believes this value to be around 25 nm. Clark also points out that this value 
has two components:  
a) shape and width of the wavelength band, and  
b) sampling distance between bands.  
Both of these components contribute to the spectral resolution metric. 
Ideally, the shape of the signal strength across the wavelength band is Gaussian (bell-
shaped). The construction of detectors where the wavelength bands overlap at the full 
width of the curve, at half the maximum strength (FWHM), allows the output signal to 
approximate a smooth curve. Detectors with a bandwidth of around 10 nm and a sampling 
frequency of around 10 nm, still provide sufficient signal to be recorded at the detector. 
They have a spectral resolution of around 20 nm, just a little under Clark’s ideal Nyquist 
frequency. An indication of the number of bands sampled to achieve this spectral 
resolution can be gained by reviewing the parameters of one of the hyperspectral sensors. 
The Airborne Visual/Infrared imaging spectrometer (AVIRIS) (refer to Table 6) flown by 
NASA’s Jet Propulsion Laboratory (JPL), samples at a frequency of around 10 nm, with a 
FWHM also of around 10 nm (spectral resolution of 20 nm) to produce 224 bands 
between 380 and 2500 nm. The HyMap® sensor, used in the demonstration for Figure 6, 
collects 124 bands and samples approximately every 15 nm, with a bandwidth of around 
15 nm. This gives a spectral resolution of around 30 nm, just a little over the ideal Nyquist 
frequency. The limitation of a spectral resolution of just over Nyquist frequency is evident 
in the loss of the fine detail of the double absorption feature, demonstrated in Figure 6A, 
even though there was no shift in the spectral location of the feature. This loss of 
extremely fine detail is not believed to adversely impact the ability of the HyMap® sensor 
to detect most spectral features required for the identification of imagery targets (Cocks et 
al., 1998). 
2.4.4.2 Mixed Pixel Analysis 
Earlier, when discussing spatial resolution, it was stated that a spectral signal from a 
given pixel was the sum of the spectral signals of its component parts. For the material 
identification capability of hyperspectral imagery to be utilised to its fullest, the pixel 
signals need to be unmixed. There are several possible methods. 
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a) Radiative transfer methods: the signal is usually assumed to be a linear 
mixture of all the components. A model is used to deconstruct the mixture 
into its individual end-members (Tso and Mather, 2001). The disadvantage 
with the method is that all the end-members in a given pixel need to be 
known. This is probably not practical or possible. Some mixtures and 
atmospheric processes are not linear (Liang, 2004) increasing the complexity 
of the unmixing procedure. 
b) Mixture Tuned Matched Filter (MTMF): several transforms are 
performed on the image data prior to analysis. The transforms reduce the 
data dimensionality, and identify potential end-members from the number of 
dimensions. While this provides an understanding of the image locations of 
materials to be assigned as end-members, it is also possible to use a spectral 
library, acquired either from laboratory sampling or from image training 
pixels, to allocate identities to pixels. 
c) Spectral Feature Fitting (SFF): unique absorption features are identified 
from a spectral library and the distinguishing absorption features are then 
identified in the mixed pixel’s spectrum. Various methods to compare the 
two spectra are available. Matched Filter (MF) tests if spectra match but the 
method produces a high percentage of false positives. 
d) Spectral Angle Mapper - BandMax (SAM (BandMax)): ENVI® uses the 
Spectral Angle Mapper (SAM) which is a non-parametric test developed by 
Boardman from the Center for the Study of Earth from Space (CSES) 
(Boardman, 1993). The method uses a solid angle and vector as the 
comparators. This enables spectra from the same target but with differing 
light conditions to be successfully compared. The Band Max algorithm 
allows the comparison of individual bands so that the spectrum of a mixed 
pixel can be analysed. 
The advantage of mixed pixel analysis is that there is no requirement to map one pixel 
per end member. The comparison with the spectral library should enable the correct 
identity to be assigned to the material; and where two or more target materials are 
contained within the pixel, both can be mapped as being at that location. This should 
improve the accuracy of the thematic mapping. The coverage of vegetation is rarely 
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complete in a given pixel. Sometimes alternative species are located within the pixel; 
more often, other materials such as soil or humic layers are present. 
2.4.4.3 Spectral Feature Fitting (SFF)  
Spectral Feature Fitting (SFF) uses the chemometric technique of spectral absorption 
features to aid in the identification of targets (Clark et al., 1990).  King et al (2000) and 
Dalton et al (2004) successfully used SFF to classify imagery where mixed pixels 
containing materials with very similar spectral curves. In traditional methods, the 
classification of these pixels has required that all the components be known (Tso and 
Mather, 2001). In arid Australia, as with anywhere in the world, where an image scene 
does not comprise homogeneous areas, this requirement is impractical if not impossible to 
meet. The advantage of this method is that it is unnecessary to know the total pixel 
composition, and the presence of a target can be determined without extensive and time-
consuming fieldwork. However, a given pixel may fall into several classes because it has 
a mixed composition. The use of SFF eliminates this issue. The limiting factor is the 
quantity of target material within the sub-components of the pixel. A minimum quantity 
of target material if required before the spectral feature becomes distinct. Lewis et al 
(2000) showed that this method accurately identified sub-components of a pixel where the 
sub-component contributed less than 25% to the pixel signal.  
The signal to noise ratio (SNR) of the individual sensors also contributes to the successful 
outcome of the classification. Small quantities of subcomponents become lost within the 
noisy background of a sensor with poor SNR. The HyMap sensor reportedly has a SNR of 
between 500 and 1000 or better (Kruse et al., 2000), which should produce a sufficiently 
low background noise to enable the signal of small quantities of target to be distinguished. 
The above observations indicate that the SFF method of classification should be able to 
classify the HyMap imagery with reference to the spectral library compiled from the field 
spectra. The classification method itself has a limitation: the selection of pixels in the SFF 
method is subjective, and has the potential to be a source of error in that it is reliant upon 
the experience of the analyst and their familiarity with the target landscape. A flow 
diagram representing the general workflow for the SFF classification is given in Figure 7. 
In order to choose the pixels in a given class, the analyst is required to select from a 
classification scatter plot.  
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Figure 7 Flow diagram showing process flow for
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This is done by:  
a) compilation of the 2-D scatter plot that plots all pixels on a 2-dimensional graph 
with respect to how well they fit the target spectra.  
b) re-setting of the axes scales to simplify the visual expression of the best pixels. 
These occur at high “SCALE” and low “RMS”. The “SCALE” is a measure of the 
absorption feature depth of the target spectrum, which is related to the abundance 
of the material (Research Systems Inc, 2005), while the RMS is the “root mean 
square” error. A distinct apex in the sample space cloud, marks the purest end-
members. As an illustration of how a scatter plot is interpreted, Figure 8 shows a 
distinct arm with low RMS values. Those pixels, shown in red, towards the apex 
of the arm are those that most closely match the library spectra; those in green 
match the spectrum less closely and may be either mixed pixels or false positives 
associated with the neighbouring apex. 
 
Figure 8 Selection of class pixels using scatter plot and comparison of selected 
pixels with image scene. Figure 8A is a magnified portion of the image scene 
showing proximity of pixels to those from different sections of scatter plot. 
A 
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c) selection of the appropriate pixels. This is subjective. As recommended by 
Research Industries Inc (2005), the pixels highlighted in the 2-D plot were 
compared against the image and where they occurred within a region known to 
contain an area of the target class, they were accepted. If the content of the area 
was unknown, or there was no distinct apex, the technique used was to capture the 
top third of pixels on the SCALE axis, again as recommended by Research 
Industries Inc (2005). A different criterion would lead to the classification of 
different pixels. Figure 8 also demonstrates this point. The green pixels, closer to 
the origin on the arm of the cluster, occurred in close proximity to those that 
closely matched the target spectra (refer to Figure 8A, a magnified area of the 
image). By their proximity and presence on the distinctive arm, they were 
accepted within the SaltbushA class. It is probable that these pixels were mixed, 
with less of the target substance (reduced absorption feature depth). 
It is possible to use the combined SCALE/RMS image produced to limit the pixels visible 
and then build a classification image based on a threshold; however, this is still a 
subjective choice. Earlier in this thesis, it was reported that Clark (1999a) pointed out that 
the success of the classification of hyperspectral imagery is often based on the experience 
of the analyst, and their familiarity with the test site. The subjective classification of 
pixels supports this observation. 
 
2.4.4.4 Spectral Angle Mapper (SAM)  
Spectral Angle Mapper (SAM) was devised at the Center for the Study of Earth from 
Space (CSES) by Boardman (Kruse et al., 1993). It treats the pixel and reference spectra 
as vectors in multidimensional band space and utilises the angle between them to 
compare the relative shapes of the spectral curves. This minimises the effects of shadow 
or brightness on the intensity of the curve and the shape of the curve, so that a spectral 
curve from a reference library can be used without concerns associated with varying 
illumination (Kruse et al., 1993). Figure 9 demonstrates that by perceiving the shape of 
the spectral curves as vectors, and the relative intensities with respect to percentage 
reflectance as distances along those vectors, spectra from an assortment of light 
conditions can be compared. Consider Spectrum A as the reference spectrum. A poorly 
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lit image pixel spectra as represented by Spectrum B, can then be compared to Spectrum 
A using the angle between the two. The angle between the two is constant, and even 
though the visual appearance of the curves may seem different, they are assessed as 
being similar. The analyst determines how closely the two curves fit each other by 
varying the angle: a closer fit is determined by using a smaller angle; a less rigid fit by a 
wider angle. 
 
This property improves the classification of imagery where areas of varying percentage 
reflectance are evident. Focusing on the portions of the curves where bands of significant 
difference occur, and suppressing the spectral curves of unwanted end-members, tests the 
individual spectral features of a curve relevant to the target material. The above technique 
improves the analysis of a pixel’s spectral curve and hence increases the accuracy of the 
classification outcomes according to Research Systems Inc (2005). This method is 
interpreted as being similar to the Tetracorder Algorithm reported by JPL (Clark et al., 
1991), and which was used to classify the agricultural land in the San Luis Valley, 
 
Vector of reference 
spectrum 
Vector of test 
spectrum 
α 
O Band 1
Band 2 
SPECTRUM A 
SPECTRUM B 
 
 
Figure 9  Graph representing the angle between two spectra, as processed 
by the Spectral Angle Mapper (SAM). Shaded spectra fall nearer the origin 
(Spectrum B), while bright spectra fall away from the origin 
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Figure 10 Flow diagram of the Spectral Angle 
Mapper (SAM) process 
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Colorado, USA by King et al (2000) to such great effect. Figure 10 diagrammatically 
shows the workflow for the SAM (Band Max) classification. 
Note the preparatory work required prior to commencing the analysis itself, and the stages 
at which the researcher may intervene. Input is possible at five points in the analysis flow, 
two of which can have a significant effect on the outcome. By increasing the level of 
significance of the Bands of Significant Difference, the number of bands decreases; 
however, there a corresponding improvement in the spectral discrimination of the target 
material from background materials. Additionally, by narrowing or widening the spectral 
angle, there is a closer or looser match of the target material to the reference material. 
The SAM algorithm was chosen for this project to compare how an analysis of the shape 
of a spectral curve compared with a spectral curve feature fitting analysis. During 
preliminary classifications to determine the best angles for the SAM, the main road 
obscured by halation on the imagery was correctly classified even though there was little 
obvious difference between the spectra of the road and the surrounding areas. This 
outcome indicated that the SAM algorithm should successfully classify the components of 
the landscape captured on the imagery. 
 
2.4.4.5 Mixture Tuned Matched Filtering (MTMF)  
Mixture tuned matched filtering (MTMF) is a hybrid classification method derived from 
matched filtering and the linear unmixing of the pixel spectra (Harsanyi and Chang, 1994, 
Research Systems Inc, 2005). Figure 35 presents its workflow as a flow diagram. Imagery 
is first subjected to two Principal Components Analysis (PCA) transforms to produce a 
series of orthogonal components and to determine the dimensionality of the imagery 
(Boardman, 1993). The result is known as the Minimum Noise Fraction (MNF). This 
transform is a noise whitened PCA. The MNF data has unit variance, isotropic noise and 
is de-correlated data sorted by descending variance. In truly hyperspectral data, the 
transform should run out of information before it exhausts the number of bands (Harsanyi 
and Chang, 1994). Those bands in the lower variance should display as noise with no 
spatially coherent data. The eigenvalue plot produced during the processing estimates the 
spectral dimensionality of the data. Inspection of an animation that moves progressively 
through the transformed bands, assists in determining the band where the data becomes 
spatially incoherent. The number of this band defines the data dimensionality.  
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Figure 11 Flow diagram of the MTMF process. 
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Once the dimensionality of the data is confirmed, an N-dimensional plot of the orthogonal 
data can be used to determine extreme end-member pixels and then build an imagery-
derived spectral library (Harsanyi and Chang, 1994). Where the data contains few or no 
pure pixels, the plot generally forms an amorphous cloud, restricting the selection of end-
members. Figure 36 demonstrates several clouds produced from one of the test images. 
Note the extreme pixels (indicated by coloured arrows). The red pixels are offset from the 
apex of “their” cloud, thus demonstrating that in a different orientation, pixels perceived 
at the apex of a cloud may be within the cloud. This may indicate that the cluster is 
without extreme pixels. The green pixels demonstrate that sometimes there is no 
coherence in the “end-member” spectra and the pixels become lost within the other data. 
A different set of axes produce a different perspective, and sometimes serve to reveal that 
there are no true pure pixels within the image. It is possible to use the end-member pixels, 
 
 
Figure 12 Graph of orthogonal axes 1, 2 & 3 showing clouds of like pixels. Coloured
pixels (arrowed) are close to the apices of the clouds and represent the purest pixels.
The red pixels show how a different orientation may point to the pixels being slightly
displaced from the cloud, whereas the green pixels show that sometimes there is no
real coherence and the pixels are lost within the other data. 
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selected in this fashion, to build a spectral library with which to classify the imagery. 
These training pixels usually produce a better classification result as they include any 
of the errors inherent in the imagery processing. By using the “Spectral Analyst” to 
compare the spectra and scrutinise them for inherent impurities, high quality library 
spectra may be derived from the imagery (King et al., 2000). Alternatively, a 
laboratory- or field-derived set of library members can be used to classify the 
transformed imagery. Imagery without suitable end-member pixels, or where the pixels 
are predominantly mixed, is best classified using a field-derived spectral library 
(Research Systems Inc, 2005). 
The classification algorithm produces two sets of data. The first estimates the relative 
degree of match to the reference spectrum (Research Systems Inc, 2005), the matched 
filter (MF) score. The second is the infeasibility score, which assists in the constraint of 
false positives, which is an acknowledged issue when the MF score is used in isolation 
(Research Systems Inc, 2005). Ideally, a perfect match will have a MF score of 1 and 
an infeasibility score of zero. As is usual with imagery mixture analysis there is a 
gradation between pure pixels, mixed pixels and pixels that accidentally fall into the 
classification. 
The ENVI® software provides for two methods during the MTMF, of building a 
classification image. A selection of the appropriately classified pixels can be through a 
threshold value based on the Matched Filter (MF) images. Alternatively, an interactive, 
two-dimensional plot, similar to that produced for the SFF method, is built from the 
MF score and the infeasibility score. The plot is then used to manually select the pixels 
for classification (Research Systems Inc, 2005). It is also possible to use the two 
methods in tandem. Both selection methods are subjective, and again, familiarity with 
the area under investigation seems to be the best indicator of the most appropriate 
selection of pixels. 
Using the MTMF in laboratory simulations, Harsanyi and Chang (1994) stated that 
they achieved successful classifications where target materials comprised as little as 5% 
of a given pixel. In the field, Lewis (2000) stated that more than 20% of a pixel signal 
is required for a reliable classification. 
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2.5 The Spectral Signature of Vegetation 
Thus far, we have discussed EMR, its interactions with matter, and how this affects the 
EMR that is received at a detector. Spectral signatures have been introduced, as has 
their potential for storage in a spectral library. The composition of the general 
vegetation spectral signature has been identified, although its significance, and how it 
may be used, is yet to be discussed. Resolution of imagery in the forms of temporal, 
radiometric, spatial and spectral has been reviewed, and the inter-relationship between 
the signal intensity required at the detector and the spectral and spatial resolutions of 
the sensor has been discussed. Some additional issues were introduced that need to be 
addressed before hyperspectral imaging can be useful. These were the issues of mixed 
pixels, and the minimum spectral sampling requirement for an imaging spectrometer 
and its effect on the detection of fine detail in a spectral signature.  
It is now appropriate to move along and determine if and how a spectral signature may 
be used to identify and map vegetation. 
Figure 5, the generalised leaf-scale vegetation spectral signature, revealed that separate 
portions of the spectrum are affected by different aspects of the plant. To recap:  
1. the VIS portion of the spectrum is affected by the pigments and the 
photosynthetic processes;  
2. the NIR is affected by internal leaf structure and the reflection of 
NIR from the various air/cell interfaces;  
3. the SWIR portion of the spectrum is dominated by the absorption of 
EMR by cell water.  
Vegetation, as has also been stated earlier, does not comprise totally of these bio-
chemicals and structures. Additional bio-chemicals such as waxes and oils are also part 
of the components of particular species. These bio-chemicals usually contribute to 
spectral signature in the longer wavelengths.  
Vegetation is a dynamic target. Plants change throughout a year; throughout a growing 
season; and even as their environment alters. In agricultural areas, crops exhibit this 
dynamism. The crop sprouts, followed by young shoots growing into mature plants 
which in turn flower and set seed. The plants senesce as the seed heads ripen. Green 
turns to yellow or brown, until finally, the seed heads are harvested, and brittle yellow 
straw is the final ground cover in the paddock. In the forest, mature deciduous trees 
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bloom, grow new leaves, set fruit, and return to dormancy, after shedding their leaves 
in autumn. Active vegetation, deprived of water or poisoned by salt or chemicals has a 
non-visible response in the infrared portion of the spectrum prior to a visible response. 
These well known phenological and stress responses of vegetation have been used for 
many years to distinguish crops, grazing patterns, trees and weeds through the analysis 
of multispectral imagery (Abuzar et al., 2001, Brook et al., 2001, Ramsey 111 et al., 
2002). For the more chemical-based analysis of hyperspectral imagery to be an 
improvement on these well-tested methods, analysts need to be able to separate the 
plant chemistry from the plant phenology.  
Goetz and Curtiss (1996) showed that this is at least theoretically possible by spectrally 
comparing green and dry oak leaves. The resultant curves, shown in Figure 13, reveal 
that by subtracting the water curve from a distinctive portion of the curve of the fresh 
oak leaf, the resultant curve was very similar in shape to the dry oak leaf.  
Goetz and Curtiss (1996) in the oak leaf example cited above reveal that the shape of 
the individual absorption features can be important. Sometimes the shape of the overall 
curve (the continuum) can mask their shape. Removing the continuum allows the shape 
of individual absorption features to be compared (King et al., 2000) on an equal basis. 
Clark et al (1995) used shape-fitting algorithms to detect subtle differences in the 
shapes of chlorophyll absorption features of crop species (Figure 14), to discriminate 
between the crops. The detection of such subtle differences in imagery spectra requires 
an excellent signal to noise ratio and sensor stability (Salisbury, 1998). The use of 
library spectra, acquired in the laboratory or in the field, requires the precise calibration 
of both sensors Previously, the dynamic nature of vegetation was described and that 
this is the response of vegetation to its environment. Alterations in the concentrations 
of plant bio-chemicals, for example the reduction of chlorophyll, due to phenological 
changes; or increases in phyto-toxins due to pathogen attack, are examples. Responses 
by the plant to its environment also include the structure of the plant. These factors 
have the effect of changing the spectral curve, perhaps nullifying any spectral 
signatures stored in a spectral library (Lewis, 2001a). Table 2 lists a selection of the 
determining factors in the shape of the spectral curve. It should be noted that this list is 
not exhaustive 
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Figure 13 Spectral reflectance of fresh and dry oak leaves 
compared with a mixture of glass beads. The lower curve 
shows the resultant curve of the difference between the water 
curve and the fresh leaf curve showing the similarity between it 
and the curve of the dry oak leaf (after (Goetz and Curtiss, 
1996)) 
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While the table does not enumerate a complete list of the factors that alter the spectral 
signature of vegetation, the fact that they can and do alter the spectral signature of a 
given plant presents a great challenge to remote sensing analysts. One method to meet 
this challenge is to devise classification methods suitable to the data, the task and the 
technology (sensor) being used. 
 
2.6 Classification Methods for Remotely Sensed Data 
Classification methods for remotely sensed data have developed parallel to the 
developing understanding of what the spectral curve, as captured, represented. 
Similarly, as technology advanced, new techniques developed that utilised the 
increased data volumes and quality. Nonetheless, the production of thematic maps from 
remotely sensed data requires an understanding of the data, the task at hand and the 
desired product (Lu and Weng, 2007). 
 
.   
 
Figure 14 Subtle differences in the chlorophyll absorption feature of eight crop species 
(after Clark et al (1995)) 
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Table 2  List of some of the parameters that have an effect on the shape of a plant spectral curve (compiled from (Myers, 1975, Goetz and Curtiss, 
1996, King et al., 2000) 
Factor Comment Spectral Effect 
Direction the light travels 
through the leaf 
The internal structure of leaves has a bearing on the scattering, absorbance, and 
transmittance of light. The spongy mesophyll is generally on the lower side of the 
leaf, and it is from here that the majority of the IR reflections originate.  
Alteration in the NIR response 
Leaf pubescence (hairiness)  A smooth leaf has a different reflectance than a leaf with a surface covered with 
fine hairs.  The leaf becomes more Lambertian in its reflective quality.  The type, 
and number of hairs is also significant 
Alteration in the reflectivity of the leaf; 
Alteration in the BRDF  
Leaf damage Leaves distorted by pest damage have a different reflectance and absorbance to 
those leaves that are damage free.  
Leaves suffering from pathogen attack have a pre-visual response in the NIR 
wavelengths. 
Alteration in the NIR response; 
Alteration in the VIS EMR response 
Leaf water content Leaves under water stress have a change in the water absorption bands and hence 
an alteration in the spectral curve. 
Younger leaves lack the vacuole water, whilst senescing leaves have little need 
for water, and the supply is withdrawn. 
Alteration in the NIR and SWIR responses 
Leaf air spaces Younger leaves have little airspace.  This space increases with age and alters the 
spectral curve. 
Alteration in the NIR 
Plant stress Plants under stress from heat, toxins, cold etc respond by altering the activity in 
the leaves.   
Alteration in the VIS/NIR response An alteration in 
the position of the Red Edge, which tends to move 
towards the blue wavelengths as the activity and 
concentration of leaf chlorophyll is decreased. 
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2.6.1 Classification  
Definition: The division of an image into areas of likeness (themes) and 
relating them to features or targets on the ground.     
Geographers have been producing land-use thematic maps for many years. In the past, the 
classifications were manually constructed, sometimes using a stereoscope and stereo 
imagery, methods that relied on subjective interpretation of the imagery (Kuehn et al., 
2000). With the advent of the science of remote sensing, broad land-use classification has 
become possible using computer-aided technology in combination with the spectral 
imagery acquired by remote-sensing instruments (Mather, 1991). Lu and Weng (2007) 
point out that the development of suitable classification systems for remotely sensed 
imagery has occupied many researchers for many years. They note that different results 
will be obtained depending on the classifiers employed. There has been ongoing 
development of classification systems, which highlights the point that no single 
classification system suits all requirements.  
In a review of current imagery classification methods Lu and Weng (2007) observe that 
classification approaches currently in use could be subdivided several ways:  
a) supervised and unsupervised classification approaches;  
b) parametric and non-parametric classifiers;  
c) per-pixel, sub-pixel and per-field classifiers;  
d) hard and soft (fuzzy) classifications; and  
e) spectral comparisons.  
A review of papers employing classification methods in the analysis of or mapping of 
vegetation revealed that most, if not all, preferred to use a multi-layered approach, 
adopting two or three classification methods, cascading one from another. 
2.6.2 A Means to an End  
Classification products are often output as vectors or as vectors overlaying the imagery in 
the form of a thematic map. However, a classifier cannot classify information that is not 
there. Therefore, it is important to:  
a) clarify the task (Lu and Weng, 2007);  
b) understand the limits of the various levels of imagery and decide the most 
appropriate for the task (Phinn, 1998);  
c) select the most appropriate classification system for the task and the imagery (Tso 
and Mather, 2001); and  
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d) assess the results, taking into account error sources and data limitations (Lu and 
Weng, 2007). 
2.7 Classification of Vegetation in Hyperspectral Imagery 
The initial sections of this chapter began by referring to how the spectral characteristics of 
vegetation have been utilised in mapping since World War 2, in a fashion now considered 
conventional. Subsequent sections reviewed the interactions of EMR with materials, 
including vegetation, and the problems posed by resolution and sensor physical limits. 
With reference to the generalised spectral curve of vegetation, it was noted that the curve 
comprises the EMR interactions with the sum of the various biochemical constituents and 
the internal structures of a plant. Section 2.2.2.4 described how various phenological and 
environmental factors are able to affect the shape of the curve, throughout the normal life 
of a plant. Various authors have noted that these factors, inherent in vegetation, provide 
one of the greatest hurdles for researchers before hyperspectral imagery is able to provide 
a reliable tool for the classification of vegetation. 
Recent developments in the environmental, agricultural and forestry sciences have shown 
the need for vegetation mapping to be extended beyond the conventional presence or 
absence of vegetation, and its relative health status, (Snijders, 2000, Bugg et al., 2002). 
Simple spectral analysis and the use of known vegetation phenological status in 
conjunction with temporal imagery analysis are no longer sufficient to satisfy all users. 
The need for species-level mapping for environmental monitoring, forestry inventory and 
crop identification, called for the development of new methods of classification.  
2.7.1 Can it be done?  
Clark et al (1995) demonstrated that vegetation species mapping was at least possible on a 
per-pixel basis through the spectral analysis of the agricultural crops in the San Luis 
Valley. Even though the timing of the imagery was carefully selected, their analysis 
revealed that even the phenological issue had the potential to be overcome. Nonetheless, 
they did remark that the compilation of a spectral library for vegetation would be 
extremely difficult, needing to incorporate the environmental and phenological factors 
inherent in vegetation. Cochrane (2000) reported that the similarities between species 
might be too close to reliably discriminate between them. Subsequent to the initial report 
by Clark et al, many researchers have successfully incorporated the spectral analysis of 
the vegetation curve in the mapping and monitoring of vegetation at a species level 
(Alberotanza et al., 1999, Cochrane, 2000, Pinard and Bannari, 2003, Goodenough et al., 
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2004, Belluco et al., 2006, Zhang et al., 2006). The majority of this work has been for 
high percentage canopy cover, for example, forests or seagrass beds. Pixels that include 
contributions from highly reflective (high albedo), non-vegetation targets were not likely 
to have been a significant issue.  
In Australia, where vast tracts of land suffer the effects of aridity, low levels of canopy 
cover are the norm, and the high albedo of the soil can be an issue. Okin et al (2000) in a 
study based on simulated AVIRIS data, revealed that in arid areas, a canopy of more than 
30% was required to provide a reliable identification of vegetation due to the swamping 
effect of the high albedo of the desert soils (Okin et al., 2001). Lewis (2000) on the other 
hand, showed that with a canopy cover of less than 25% of a given pixel, it was still 
possible to discriminate and accurately map the arid vegetation cover to species level. 
2.7.2 The Knowledge Gap  
Carnahan and Deveson (1990) noted that the vegetation density of the Australian 
Chenopod Shrubland has deteriorated so that the average canopy cover had reduced 
from between 10% and 30% to less than 10%. Due, mostly, to grazing pressure 
combined with naturally spasmodic rainfall providing limited opportunities for young 
perennial shrubs to be recruited into the mature flora (Carnahan and Deveson, 1990), 
this has the potential to adversely affect the carrying capacity of the pastoral land 
(Bastin, 2005). More serious environmental effects may be felt as the vegetative cover 
is reduced or removed and allowing the remobilisation of the Australian dune fields 
(Wopfner and Twidale, 2001). A technical workshop, convened by Environment 
Australia, noted that the mapping and monitoring of Australia’s vegetation, and of the 
arid and semi-arid zone vegetation in particular, posed a significant problem (Smyth et 
al., 2003a). Baseline studies are few and not always comparable. The area to be covered 
is substantial, measuring in the millions of square kilometres. The methods of data 
collection and analysis are in flux as technologies improve and analysis methods are 
modified. Lewis noted that the use of hyperspectral imagery analysis may be a viable 
method to map and monitor Australian arid and semi-arid zone vegetation (Lewis, 
2001a), but that more work needs to be undertaken on the variability of the spectral 
response curves of vegetation.  
2.8 Conclusion  
There are recognised gaps in the ability to monitor changes in the Australian arid 
environment in both appropriate methods and a lack of baseline data. Limited research 
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has demonstrated deterioration in the health of the vegetation communities, although 
confirming and monitoring the deterioration is proving difficult due to poor method 
parity, the area involved, and little in the way of baseline work. Researchers in remote 
sensing, during the past fifteen years or so, have steadily adopted and adapted methods 
whereby the detection, identification and mapping of vegetation have become possible. 
Various researchers have shown that by careful selection of sensors and methods it is 
possible to map an assortment of targets at a wide variety of concentrations.  
It is believed that by careful selection of sensors and sensor parameters combined with 
appropriate choices of analysis, vegetation spectral analysis has the potential to identify 
and map arid and semi-arid zone vegetation to species level. 
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Chapter 3.  
THE AUSTRALIAN ARID AND SEMI-ARID ENVIRONMENTS 
 
The previous chapter explored the background to the identification of the spectral curve 
and the general shape of the vegetation curve. It explored how researchers have used 
remote sensing techniques to identify vegetation to species level. This establishes that 
there is the potential for remotely sensed data to identify arid land vegetation from 
imagery. The next step is to identify a site suitable to test this hypothesis.  
Section 1 of this chapter gives a brief overview of the Australian arid and semi arid 
environments reviewing the country’s geomorphology, vegetation, some problems with 
invasive species and the monitoring of pests and environmental damage. It briefly 
describes the invitation to participate in the Woomera Explosive Testing rounds, and the 
opportunity to use the tests to collect data for a vegetation-mapping project. It then gives a 
brief description of the considerations needed to assess the suitability of the site for such a 
project. Section 2 focuses on the site at Woomera, first giving a brief description of the 
environment followed by the assessment of its suitability for the project.   
3.1 Australia’s Environment 
3.1.1 Geomorphology  
3.1.1.1 Land area 
Next to Antarctica, Australia is the driest continent in the world (Geoscience Australia, 
2004).  Of Australia’s 7.69 million square kilometres, approximately 70%, or more than 
5.38 million square kilometres, receives less than 500mm of annual rainfall. The 
coincident high evaporation rate gives these areas a climate classification of “arid” to 
“semi-arid” zones (CSIRO Centre for Arid Zone Research, 2005a, Geoscience Australia, 
2005, Bureau of Meteorology, 2006).   
3.1.1.2 Geomorphologic regions 
The Australian landmass can be divided into three broad geomorphologic regions – the 
Western Plateau, the Central Lowlands, and the Eastern Highlands. As a continent, 
Australia is also the lowest, flattest and has some of the oldest landscapes of all the 
continents (Ollier, 1988).  The arid and semi-arid landscapes occupy large tracts of the 
Western Plateau and the Central Lowlands. This is also, where many of the oldest 
landscapes are located. 
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3.1.1.3 Deserts 
Australia’s arid and semi-arid zones contain many different tracts of land, each with its 
own characteristics but united by their general flatness and climate (Morton, 1992).  The 
two main desert types are the sandy and stony deserts. 
Dunes are the prominent feature of the sandy deserts (Ollier, 1988). The longitudinal sand 
dunes, some up to 300 kilometres long (Morrison and Grasswill, 1981), and heights of 30 
to 40 metres, (Brunnschweiler, 1984) follow the dominant wind directions of a high 
pressure cell (Wopfner and Twidale, 2001). This is most noticeable when the alignment 
of the dunes is marked on a map of Australia (Australia General Reference Map, 2004). 
Vegetation currently stabilizes most of the dunes, a fact more obvious when the 
vegetative cover is removed as was the case in the 1920s and 1930s and the dunes of the 
eastern margin of the Simpson Desert started to advance (Wopfner and Twidale, 2001). 
Wopfner and Twidale (2001) also believe that this may be an indication of what would 
happen during extended periods of drought or periods of more intense aridity. 
Stony deserts, also known as gibber plains due to the small stones or “gibbers” protecting 
the land surface, are interspersed with the sandy deserts.  Overall, they occupy a larger 
area than the dune fields (Ollier, 1988). Although the rock species may differ within the 
gibbers, Wopfner and Twidale (2001) describe the iron oxides that impart the red and 
orange colours to the sands and coating the gibbers as mostly hematite. They found that 
this was the case in samples taken across the Australian desert regions.  
3.1.1.4 Drainage 
Channelled by ill-defined watercourses, the surface drainage of much of Australia is 
inland (Australia General Reference Map, 2004). The limited surface run-off drains into 
inland lakes, the largest of which is Lake Eyre. This terminal drainage also results in a 
saline environment, lower still in available nutrients and available water (Rechner et al., 
1992) than the already nutrient-poor arid zone soils (CSIRO Centre for Arid Zone 
Research, 2005a).  
3.1.1.5 Vegetation 
The vegetation of the arid and semi-arid areas has evolved to maximize its chances of 
survival. It is generally sparse and low-growing, although its species content may be 
highly variable, depending on the season (Brook et al., 2001). By the use of two general 
strategies, drought tolerance and drought evasion (Rechner et al., 1992), the vegetation 
survives in delicate balance with the climate and the resident fauna.  Associations include: 
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Acacia shrubland, hummock grassland, tussock grassland, low chenopod shrubland, and 
shrubland (Rechner et al., 1992). A description of these associations is summarised in 
Table 3. A representative scene from each of the associations represented in the Woomera 
area is included in the table. 
3.1.2 Some Problems Associated with Land Management 
3.1.2.1 Introduced Species 
Monitoring and assessing the impacts of land-use forms a major theme for the CSIRO 
Centre for Arid Zone Research (CAZR) (Bastin, 2002, CSIRO Centre for Arid Zone 
Research, 2005b).  There are numerous reports of how the introduction of exotic foraging 
species and grazing by domestic stock have degraded the floral communities of the 
Australian arid zone (for example (Rechner et al., 1992), (Wopfner and Twidale, 2001) 
and (Mackay and Eastburn, 1990)). The effects of the introduction of exotic foraging 
species, for example rabbits or stock, are illustrated by studies in the T.G.B. Osborne 
Vegetation Reserve at Koonamore in South Australia. These studies show a steady 
decline in the surviving number of mulga (Acacia aneura) trees (Morton, 1992) 
coinciding with the introduction of the exotic faunal species. Increases in land degradation 
and surface erosion have been noted where overstocking or deliberate land clearing have 
resulted in the denudation of the landscape (Wopfner and Twidale, 2001).  
The introduction of weed species in the finely balanced and sensitive arid environments 
also has taken a toll, for example “Salvation Jane” also known as “Paterson’s Curse” 
(Echium plantagineum) (Carnahan and Deveson, 1990).  
3.1.2.2 Regeneration 
The Grazing Gradient (Brook et al., 2001, Bastin, 2002) shows how remote sensing 
techniques can be used to determine overgrazing in a given paddock; however, the 
method detects vegetation growth only, not which species are present.  In the arid zones it 
is usually native grasses and shrubs that are grown as unimproved pasture (Bastin, 2005).  
Many of the native forage species, whether they be grasses or shrubs, are not regenerating 
(eg mulga (Acacia aneura) (Wopfner and Twidale, 2001) or kangaroo grass (Themeda 
triandra) (Lunt, 2003)), sometimes due to overgrazing by domestic stock; sometimes by 
feral exotic species including rabbits, goats, donkeys, camels, horses etc (Bastin, 2005). 
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Table 3 Summary of Arid and Semi-arid land vegetation  associations (after (Morton, 1992)). 
Association 
Percentage 
of Australian 
arid zone 
Dominant 
vegetation 
species 
Comments Example in the Woomera area 
Acacia Shrubland 33 Acacia aneura, 
(mulga) 
A dull grey shrub growing to a height of around 10 
metres.  Its tolerance of a wide variety of conditions 
means that it is found throughout the arid zones except on 
sandy or saline areas 
Hummock 
Grassland 
31 Grasses from the 
genera Triodia 
and Plectrachne 
Unique to Australia, it is dominated by low spiky 
vegetation growing as metre high, three-metre diameter 
clumps in red sands. The grasses within these clumps are 
commonly called “porcupine grass.” 
 
Tussock 
Grassland 
9 Grasses from the 
genus Astrebla 
The tussock grassland is heavily grazed.  These grasslands 
grow on the black-soil plains, on clay soils and Sturt’s 
Stony Desert 
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Association 
Percentage 
of Australian 
arid zone 
Dominant 
vegetation 
species 
Comments Example in the Woomera area 
Chenopod 
Shrubland 
 
8 Herbs, and shrubs 
from the family 
Chenopodiaceae 
The flora of chenopod shrubland is generally low growing 
(to about 1 m) and sparsely distributed. It comprises both 
perennial and ephemeral species and often has a 
distinctive silvery grey appearance, which may be due to 
the pubescent nature of the foliage, or to the presence of 
small salt crystals on the surfaces of the leaves. Some 
genera have high intra-species variability, for example 
Atriplex, commonly known as saltbush. The variability of 
normally distinctive features such as leaf shape and flower 
morphology makes field identification of the species of 
this genus, difficult (George, 1984). The fruiting body 
form is usually the diagnostic feature that defines the 
species. Around the inland drainage basins, salt tolerant 
species and species strains establish and grow where they 
can, generally on the less saline areas and dunes. 
Halophytes are the dominant species in the saline areas, 
and comprise much of the low growing chenopod 
shrubland. Chenopods also occur as understorey species in 
Acacia and Eucalyptus shrublands. 
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Association 
Percentage 
of Australian 
arid zone 
Dominant 
vegetation 
species 
Comments Example in the Woomera area 
Eucalyptus 
Shrubland 
8 Multi-stemmed 
trees, also known 
as mallee, from 
the genus 
Eucalyptus 
The Eucalyptus shrubland contains a variety of low-
growing trees known as mallee.  The mallee occurs on the 
margins of the eastern and southern fringes of the other 
shrublands 
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3.1.2.3 Land Management Practices 
Flannery, (1994) in his book “The Future Eaters”, explains how the style of life believed 
to have been followed by the Aborigines was notable in its lack of archaeological 
evidence; however, indigenous people are believed to have followed a nomadic lifestyle, 
in balance with the land systems. They farmed the land using fire (Langton, 1998).  This 
is believed to have selectively encouraged certain flora and fauna species so that their 
survival was interdependent (Morton, 1992, Langton, 1998).  With the alteration of land 
management to a pastoral regime, the flora have suffered (Carnahan and Deveson, 1990, 
Bastin, 2005, CSIRO Centre for Arid Zone Research, 2005b, CSIRO Sustainable 
Ecosystems, 2005). Animals dependent on specific habitats are also under threat. Morton 
(1992) describes how the overgrazing by domestic stock is believed to have altered the 
vegetation that sheltered the rat-kangaroos, Bettongia and Caloprymnus; hare wallabies 
Lagorchestes and Lagostrophus; nail-tailed wallabies Onychogalea; and bandicoots 
Chaeropus, Perameles and Macrotis; causing a dramatic decrease in their populations and 
extinction of other species. He also explains that the change in the fire regime is believed 
to be responsible for the collapse of the range of the rufous hare-wallaby, Lagorchestes 
hirsutus, which is believed to be dependent upon the new growth encouraged by the 
selective burning of the grasslands by the original inhabitants (Langton, 1998). 
 
3.1.3 Problems Associated with Surveys and Monitoring  
3.1.3.1 Remoteness 
Australia’s human population across the arid and semi-arid zones is generally sparse, with 
concentrations occurring in centres such as Alice Springs in the Northern Territory, 
Kalgoorlie in Western Australia or Broken Hill, New South Wales.  Smaller community 
populations also occur in indigenous communities, or on expansive station properties.  
The human resources to carry out extensive ground-based fieldwork and ongoing research 
across expansive areas of the Australian arid zones, are not readily available (Bastin, 
2002, Smyth et al., 2003a).  The dry, harsh conditions make field excursions expensive 
and potentially hazardous. The time required to prepare properly for a given undertaking 
is too long, given the transient nature of much of the vegetation after a rain event 
(Chewings, pers. comm, 2002). 
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3.1.3.2 Temporal Issues 
Rain events, by the nature of the climate, are not common events. There may be decades 
between them. They may also be extremely localized and light (Chewings et al., 1998). 
One of the survival strategies used by the flora is to have a seed bank lying dormant 
awaiting a rain event (Auld, 1995). With enough moisture, some of the seeds germinate 
and grow (Kemp, 1989, Morton, 1992). However, in accordance with the short-lived, 
ephemeral nature of these flora, the seeds germinate, plants grow, mature, reproduce and 
die very quickly after a rain event, (Kemp, 1989, CSIRO Sustainable Ecosystems, 2005) 
often within weeks. In such an expansive landscape, to capture these transitory species 
using ground-based fieldwork alone is an onerous task. To identify and locate rain events 
of sufficient magnitude to initiate germination; to quickly organise and travel to these 
areas; and then to extensively sample the expansive areas in a short period, is probably 
not feasible or practical. Indeed, the CSIRO research briefing notes listed on their web site 
specifically state that this is a limiting factor in some of their work (Smyth et al., 2003b).  
3.1.3.3 Spatial Issues 
The Atlas of Australian Resources: Vegetation, published in 1990, probably remains the 
most comprehensive mapping publication of Australian vegetation currently available. 
The techniques used to compile the information comprised a mixture of LandSat satellite 
and ground-based surveys. The size of the task was indicated by the number of satellite 
images required to cover the country – approximately 450 images (pg 12, (Carnahan and 
Deveson, 1990)). The size of the country necessitated using imagery covering several 
years, with weather being the limiting factor and cloud masking some areas. The authors 
also point out that small areas of vegetation, although initially classified, were excluded 
from the final maps, due to the small scale of these maps (data displayed at a scale of 
1:5,000,000). Without more intensive monitoring, these small pockets of data are at risk 
of being lost. It is possible that the rare and endangered species will lie in these pockets, 
and by excluding the pockets from the overall monitoring, any change in their status will 
be missed. 
Ground-based baseline surveys of the vast hazardous areas of inland Australia are a 
complex and expensive undertaking. Regular monitoring of the large tracts of land in 
order to note change, whether it is for degradation due to over-grazing, pest animal 
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invasion, or weed invasion; for the progress of restoration after the removal of pests; or 
for differences due to climate change, cannot be successful without comprehensive 
baseline surveys. A review of published literature reveals that many of the detailed 
surveys, if they were undertaken at all, remain unpublished. This view was supported by 
the results obtained from the technical workshop held in Alice Springs in 2002 and 
organised by the National Rangeland Monitoring Coordinating Committee, where it was 
noted that much of the recent research relevant to biodiversity monitoring was indeed, 
probably uncollated and/or unpublished (Smyth et al., 2003a). The standards used to 
undertake the surveys of such vast tracts of land were also found to be underdeveloped 
and a consistent protocol, lacking. In general, the expansive area involved and the lack of 
the required resources make the use of sustained ground–based monitoring alone, 
economically and practically unviable. However, the sampling techniques required to 
assist and ensure adequate coverage are still in the developmental stages (Smyth et al., 
2003a). 
3.1.3.4 Baseline Survey Issues 
As was stated in the previous section, a review of the available literature reveals that 
initial detailed environmental surveys of much of inland Australia remain incomplete.  
There are several of reasons for this.  These include the:  
a) large area to be surveyed; 
b) lack of interest;  
c) perception that there is nothing of value to survey;  
d) harsh conditions requiring extensive planning and resources;  
e) high cost;  
f) high incidence of free-hold or lease-hold pastoral land involved, and  
g) general lack of human resources.   
One of the key issues identified by the 2002 Alice Springs technical workshop was the 
lack of standard sampling techniques and monitoring principles (Smyth et al., 2003a). 
Good quality baseline surveys are essential in establishing the ecosystems present and 
their general health. Individual state and territory Departments of Environment have 
commenced some of this work, albeit through legislative requirements. Some of these 
results are available on the internet, some through limited publications and unpublished 
literature. An example is the Geoscience Australia website with shapefiles of vegetation 
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maps of Australia captured at 1:5,000,000 using LandSat TM imagery. The compilers of 
the maps acknowledge that the fine detail was excluded in the final classifications due to 
issues of scale. The majority of the data appears to remain uncollated and unpublished. 
Once quality baseline data have been acquired, for monitoring to be effective, time and 
resource-intensive surveys must be repeated on a regular basis. The sampling and analysis 
standards and techniques must be consistent to allow temporal and spatial comparisons. In 
Australia, where there is a lack of baseline data primarily because of the overwhelming 
nature of the task, only limited monitoring is being undertaken. Although agreed 
standards for that monitoring are still under development (Smyth et al., 2003a), the 
inclusion of remote sensing techniques in the acquisition of data and the assessment of the 
overall health of the environment provides a valuable contribution. Multi-spectral 
synoptic remote sensing, for example, LandSat TM and EOS-Modis, is already used as 
part of the monitoring regime; however, it is unable to classify to a level that identifies 
individual species of flora. 
3.1.4 The Overseas Experience  
In addition to the general technological progress described in Chapter 2, many 
international authors have described improvements in the mapping and monitoring of the 
environment using hyperspectral imagery. A review of overseas-sourced papers, a 
selection of which is presented in Table 4, reveals a wide variety of topics and the many 
countries in which the work was done. As indicated by the brief descriptions, the use of 
hyperspectral sensors has extended beyond vegetation mapping and monitoring alone 
(Gumuzzio et al., 2001, Fuentes et al., 2006, Kokaly et al., 2006). The ability to 
differentiate individual species has allowed the integration of vegetation mapping into a 
variety of research fields where the inclusion of a number of remote sensing techniques 
has been important (Kokaly, 2000). The integration of a number of methods allows 
research into complex questions and topics, where previously answers had been quite 
elusive (Thenkabail et al., 2004). Analysis of the publication dates reveals a steadily 
increasing number of related publications over recent years, which indicates that the use 
of hyperspectral imagery is now well established within the international remote sensing 
community.  
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Table 4 A list of selected international papers where remotely sensed hyperspectral data has been used in the monitoring or mapping of 
vegetation. 
Country Citation Summary of Topic 
Various – 
Africa  
Thenkabail, P. S., Enclona, E. A., Ashton, M. S. and Van der Meer, B., 
(2004). Accuracy assessments of hyperspectral waveband performance 
for vegetation analysis applications, Remote Sensing of Environment, 91, 
(3-4): 354-376. 
This paper describes the assessment of hyperspectral wavebands to study 
vegetation and agricultural crops over areas of African savannah. The authors 
used various analysis techniques to achieve a 99% accuracy in classifying 
vegetation and agricultural crop species (Thenkabail et al., 2004)  
Germany Schmidtlein, S. and Sassin, J., (2004). Mapping of continuous floristic 
gradients in grasslands using hyperspectral imagery, Remote Sensing of 
Environment, 92, (1): 126-138. 
This paper describes a modelling of floristic gradients using hyperspectral data 
acquired over Bavarian grasslands. The modelled gradients showed 
considerable agreement with ground-based observations for specific 
parameters, although models for the cover of single species were weak 
(Schmidtlein and Sassin, 2004). 
Canada Cwick, G. J., Aide, M. T., Bishop, M. P. and Staenz, K., (1998). Use of 
hyperspectral and biochemical data from black spruce needles to map 
soils at a forest site in Manitoba., Canadian Journal of Remote Sensing, 
24, (2): 187-193. 
Use of the relationship between chemistry and hyperspectral signature to 
indirectly map the soil chemistry through the hyperspectral signature 
differences of black spruce vegetation cover. (Cwick et al., 1998) 
China Yamano, H. and Chen, J., (2003). Hyperspectral identification of 
grassland vegetation in Xilinhot, Inner Mongolia, China, International 
Journal of Remote Sensing, 24, (15): 3171-3178. 
This paper describes the mapping of grassland species from Inner Mongolia, 
China (Yamano and Chen, 2003). 
Costa Rica Zhang, J., Rivard, B., Sanchez-Azofeifa, A. and Castro-Esau, K., (2006). 
Intra- and inter-class spectral variability of tropical tree species at la 
Selva, Costa Rica: implications for species identification using HYDICE 
imagery. Remote Sensing of Environment, 105, (2): 129-141. 
Study of five tropical rain forest species to explore the potential to study rain 
forest biodiversity through the wavelet transform to identify forest species in 
airborne hyperspectral data (Zhang et al., 2006) 
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Country Citation Summary of Topic 
Rangiroa 
Atoll, 
French 
Polynesia 
Andrefouet, S., Hochberg, E. J., Payri, C., Atkinson, M. J., Muller-
Karger, F. E. and Ripley, H., (2003). Multi-scale remote sensing of 
microbial mats in an atoll environment, International Journal of Remote 
Sensing, 24, (13): 2661-2682. 
At atoll scale, microbial community mats were identified using MSI and CASI 
hyperspectral data. The identification method used fuzzy 
classification/segmentation among different geomorphologic environments 
imaged at 20-30m spatial resolution. The derivatives of the spectral curve 
were able to accurately identify the microbial mats of significance (Andrefouet 
et al., 2003). 
Italy Belluco, E., Camuffo, M., Ferrari, S., Modense, L., Silvestri, S., Marani, 
A. and Marani, M., (2006). Mapping salt-marsh vegetation by multi-
spectral and hyperspectral remote sensing, Remote Sensing of 
Environment, 105, (1): 54-67. 
The paper describes the set of remote sensing observations from several 
satellite and airborne platforms used to compile spatially detailed and reliable 
vegetation maps of the tidal marshes of the Lagoon of Venice, Italy (Belluco 
et al., 2006). 
Netherlands Schmidt, K. S. and Skidmore, A. K., (2003). Spectral discrimination of 
vegetation types in a coastal wetland, Remote Sensing of Environment, 
85, (1): 92-108. 
Tests the spectral discrimination of 27 salt marsh vegetation types, at various 
ranges of the VISNIR and SWIR portions of the spectrum. The paper also 
described some of the processing methods and their effects on the 
discriminating ability of the processes (Schmidt and Skidmore, 2003). 
Spain Schmid, T., Koch, M., Gumuzzio, J. and Mather, P. M., (2004). A 
spectral library for a semi-arid wetland and its application to studies of 
wetland degradation using hyperspectral and multispectral data, 
International Journal of Remote Sensing, 25, (13): 2485-2496. 
The spectral data contained within a spectral library was used to monitor and 
to evaluate the changes in the vegetation and soil degradation of the expanding 
saline areas of the semi-arid wetland (Schmid et al., 2004). 
USA Hossain, A. K. M. A., Easson, G. and Khaled, H., (2006). Detection of 
levee slides using commercially available remotely sensed data, 
Environmental & Engineering Geoscience, 12, (3): 235-246. 
Hyperspectral data was used to map vegetation species found to be associated 
with areas of levees prone to slides. In association with data collected from 
other sensors, field data and a GIS, a model was created to detect slides along 
levees (Hossain et al., 2006) 
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Country Citation Summary of Topic 
USA Mars, J. C. and Crowley, J. K., (2003). Mapping mine wastes and 
analysing areas affected by selenium-rich water runoff in south-east 
Idaho using AVIRIS imagery and digital elevation data, Remote Sensing 
of Environment, 84, (3): 422-436. 
The use of hyperspectral data in conjunction with other topographic and field 
data to evaluate the potential hazards associated with mine water runoff (Mars 
and Crowley, 2003) 
USA Kokaly, R. F., Rockwell, B. W., Haire, S. L. and King, T.V.V., (2006). 
Characterization of post-fire surface cover, soils and burn severity at the 
Cerro Grande Fire, New Mexico, using hyperspectral and multispectral 
remote sensing, Remote Sensing of Environment, 106, (3): 305-325. 
Hyperspectral data was used to characterize burn areas after a forest fire in the 
Cerro Grande. It was also found to assist in the mapping of weed invasion 
areas during the regrowth stages after the fires (Kokaly et al., 2006). 
USA King, T. V. V., Clark, R. N. and Swayze, G. A., (2000). Applications of 
imaging spectroscopy data: a case study at Summitville, Colorado, In 
Remote Sensing for Site Characterization (Eds, Kuehn, F., King, T. V. 
V., Hoerig, B. and Peters, D. C.) Springer, Berlin, pp. 164-185. 
This paper describes a spectral unmixing algorithm for use with hyperspectral 
data. It was used to map crops at various stages in their phenology and at 
various surface concentrations. The same paper describes the classification 
maps of natural vegetation communities over the Summitville Mine site (King 
et al., 2000). 
USA Rahman, A. F. and Gamon, J. A., (2004). Detecting biophysical 
properties of a semi-arid grassland and distinguishing burned from 
unburned areas with hyperspectral reflectance, Journal of Arid 
Environments, 58, (4): 597-610. 
The paper describes the use of hyperspectral data in determining burnt vs 
unburnt areas in semi-arid zone vegetation (Rahman and Gamon, 2004) 
USA Andrew, M. E. and Ustin, S. L., (2006). Spectral and physiological 
uniqueness of perennial pepperweed (Lepidium latifolium), Weed 
Science, 54, (6): 1051-1062. 
Describing the potential use of imagery indices derived from hyperspectral 
data to map Perennial Pepperweed in the San Francisco Bay/Sacramento-San 
Joaquin Delta region (Andrew and Ustin, 2006) 
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3.1.5 The Australian Experience  
In Australia, however, the research effort is a little slower, with most of the research using 
hyperspectral sensors revolving around mineral exploration, (Taylor and Vukovic, 2001). 
Where the use of the hyperspectral sensors is used as an adjunct for vegetation mapping, 
the practice seems to revolve around a few individuals. Table 5 provides a list of currently 
available publications, both as peer-reviewed research papers and as conference or 
symposia papers, where hyperspectral imagery has been used to monitor or map 
vegetation within Australia, or where the use of hyperspectral data for this purpose has 
been explored. Although not exhaustive, the list does represent a substantial portion of the 
body of Australian work.  
The paucity of papers highlights the fact that research into the use of hyperspectral 
imagery for baseline mapping and monitoring of vegetation in Australia is a relatively 
unexplored field of study. After assessing the experience of others as expressed through 
the variety and strength of the international research, the use of remote sensing, and in 
particular, hyperspectral remote sensing, has the potential to offer a safe, efficient, 
economic and timely method for monitoring the expansive remote areas of the Australian 
interior. This would alleviate some of the issues associated with the unpredictable and 
hazardous nature of Australia’s climate as well as provide a better use of the limited 
financial and human resources. 
 
3.2 The Assessment of the Suitability of a Site for Vegetation 
Mapping using Hyperspectral Imagery 
3.2.1 Department of Defence Invitation  
During 2002, and in conjunction with international military explosive storage testing 
exercises to be undertaken at the time, the opportunity to collect hyperspectral data across 
the Range F High Explosive Test Site, north of Woomera township was offered by the 
Australian Department of Defence (DoD). The site is located within the Australian Arid 
Zone with the sparse vegetation of a Chenopod Shrubland. If the site was found suitable, a 
study of the utility of hyperspectral data in monitoring of the vegetation of the Chenopod 
Shrubland had the potential to contribute significantly to the knowledge base for the use 
of hyperspectral remote sensing in Australia. A desktop study to review the site was 
undertaken, to assess the suitability of this site for such a study. 
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Table 5 A list of currently available peer reviewed research papers and conference and symposia papers where remotely sensed hyperspectral data 
has been used or its use investigated in the monitoring or mapping of Australian vegetation. 
Citation Brief Summary of Subject Matter 
PEER REVIEWED PAPERS 
Bunting, P. and Lucas, R., (2006). The delineation of tree crowns in Australian 
mixed species forests using hyperspectral Compact Airborne Spectrographic Imager 
(CASI) data, Remote Sensing of Environment, 101, (2): 230-248. 
Delineation of specific species tree crowns using the CASI hyperspectral sensor over 
closed canopy forests near Injune in central east Queensland, Australia (Bunting and 
Lucas, 2006).  
Dekker, A. G. and Brando, V. E., (2005). Retrospective seagrass change detection in 
a shallow coastal tidal Australian lake, Remote Sensing of Environment, 97, (4): 415-
433. 
LandSat TM data was reviewed to classify the imagery for change detection purposes. 
The paper suggests that hyperspectral sensor data may be able to resolve some of the 
conflicting results (Dekker and Brando, 2005). 
Goodwin, N., Turner, R. and Merton, R., (2005). Classifying Eucalyptus forests with 
high spatial and spectral resolution imagery: an investigation of individual species 
and vegetation communities, Australian Journal of Botany, 53, (4): 337-345. 
Classification of CASI-2 data for the mapping of Australian Eucalyptus forest into 
complex species, species subgroups and individual species (Goodwin et al., 2005).  
Fyfe, S. K., (2003). Spatial and temporal variation in spectral reflectance: Are 
seagrass species spectrally distinct?, Limnology and Oceanography, 48, (1): 464-479. 
Paper describing the mapping and monitoring potential of hyperspectral data for three 
seagrass species (Fyfe, 2003) 
Held, A., Ticehurst, C., Lymburner, L. and Williams, N., (2003). High-resolution 
mapping of tropical mangrove ecosystems using hyperspectral and radar remote 
sensing, International Journal of Remote Sensing, 24, (13): 2739-2759. 
Paper describing the mapping of mangroves and differentiating the various zones and 
types using both polarimetric radar and the CASI hyperspectral sensor (Held et al., 
2003) 
Dehaan, R. L. and Taylor, G. R., (2002). Field-derived spectra of salinized soils and 
vegetation as indicators of irrigation-induced soil salinization, Remote Sensing of 
Environment, 80, 406-417. 
Mapping of soil salinity using field-derived spectra of saline soils and related 
vegetation over irrigation-induced salinized soil. The HyMap hyperspectral sensor was 
used as the imaging sensor (Dehaan and Taylor, 2002). 
Lewis, M., (2002). Spectral characterization of Australian arid zone plants, Canadian 
Journal of Remote Sensing, 28, (2): 219-230. 
Study of the spectral characteristics that distinguished a number of common trees, 
shrubs, ephemerals and grasses in the rangeland plants of southern Australia (Lewis, 
2002b). 
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Citation Brief Summary of Subject Matter 
Hausknecht, P., Whitbourn, L., Connor, P., Flack, J., Wells, G., Mason, P., 
Huntington, J. F., Hewson, R. and Batty, S., (2001). OARS: a new system for 
mapping surface mineralogy simultaneously with airborne geophysics, Exploration 
Geophysics (Melbourne), 32, (2): 102-106. 
This airborne sensor was developed for mineralogical mapping, however it was also 
successful in mapping the green and dry vegetation in the scene (Hausknecht et al., 
2001). 
Lewis, M., Jooste, V. and de Gasparis, A. A., (2001). Discrimination of arid 
vegetation with airborne multispectral scanner hyperspectral imagery, IEEE 
Transactions on Geoscience and Remote Sensing, 39, (7): 1471 - 1480. 
Describes the use of hyperspectral sensor data to discriminate vegetation. It also 
describes the ability of the hyperspectral sensor to discriminate the biochemical 
constituents of vegetation (Lewis et al., 2001). 
Lewis, M., (2000). Discrimination of arid vegetation composition with high-
resolution CASI imagery, Rangeland Journal, 22, (1): 141-167. 
Describes how species abundance maps were produced from the CASI hyperspectral 
data from Fowlers Gap Arid Zone Research Station, western NSW (Lewis, 2000). 
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 Citation Brief Summary of Subject Matter 
SYMPOSIA AND CONFERENCE PAPERS 
Lewis, M. (2002), Mapping arid vegetation associations with HyMap imagery International 
Geoscience and Remote Sensing Symposium 2002 (IGARSS'02) 2002, IEEE International. 
Description of the use of HyMap hyperspectral imagery to map the variations 
in vegetation communities and the variation in composition between 
communities (Lewis, 2002a).  
Lewis, M. M. (2001), Mapping arid landscapes with multispectral and hyperspectral imagery 
Scanning the present and resolving the future; International Geoscience and Remote Sensing 
Symposium (IGARSS'01) Sydney, NSW, Australia, 9-13 July, 2001, IEEE International. 
Comparison between the two sensor types (MSI & HSI) and their abilities to 
discriminate between vegetation types (Lewis, 2001b) 
Anstee, J. M., Dekker, A. G., Brando, V. E., Pinnel, N., Byrne, G., Daniel, P. and Held, A. 
(2001), Hyperspectral imaging for benthic species recognition in shallow coastal waters 
Scanning the present and resolving the future; International Geoscience and Remote Sensing 
Symposium (IGARSS'01) Sydney, NSW, Australia, 9-13 July, 2001, IEEE International. 
Describes the use of hyperspectral data to discriminate between benthic 
seagrasses and some of the algae that inhabit them (Anstee et al., 2001).  
Cudahy, T. J., Hewson, R., Huntington, J. F., Quigley, M. A. and Barry, P. S. (2001), The 
performance of the satellite-borne Hyperion hyperspectral VNIR-SWIR imaging system for 
mineral mapping at Mount Fitton, South Australia. Scanning the present and resolving the 
future; International Geoscience and Remote Sensing Symposium (IGARSS'01) Sydney, 
NSW, Australia, 9-13 July, 2001, IEEE International. 
The satellite data was used to map mineralogical composition and green 
vegetation in the scene. The analysis revealed that, although noisy, the spectral 
signatures were recognisable. The maps derived from the signatures correlated 
well to the known ground data (Cudahy et al., 2001). 
Fyfe, S. K. and Dekker, A. G. (2001), Hyperspectral discrimination of seagrass species 
Scanning the present and resolving the future; International Geoscience and Remote Sensing 
Symposium (IGARSS'01) Sydney, NSW, Australia, 9-13 July, 2001, IEEE International. 
Paper describing the mapping and potential monitoring of seagrass species 
using hyperspectral data (Fyfe and Dekker, 2001). 
Lacar, F., M., Lewis, M. M. and Grierson, I. T. (2001), Use of hyperspectral imagery for 
mapping grape varieties in the Barossa Valley, South Australia International Geoscience and 
Remote Sensing Symposium 2001 (IGARSS'01) Sydney, NSW, Australia, 9-13 July, 2001, 
IEEE International. 
Describes the mapping of two grape varieties using CASI hyperspectral 
imagery (Lacar et al., 2001b) 
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 Citation Brief Summary of Subject Matter 
Lacar, F., M., Lewis, M. and Grierson, I. T. (2001), Use of hyperspectral reflectance for 
discrimination between grape varieties Scanning the present and resolving the future; 
International Geoscience and Remote Sensing Symposium (IGARSS'01) Sydney, NSW, 
Australia, 9-13 July, 2001, IEEE International. 
Describes the study of the spectral signatures of four grape varieties and the 
ability of hyperspectral data to discriminate between them (Lacar et al., 
2001a).  
Lewis, M. (2001), Discriminating vegetation with hyperspectral imagery - what is possible? 
Scanning the present and resolving the future; International Geoscience and Remote Sensing 
Symposium (IGARSS'01) Sydney, NSW, Australia, 9-13 July, 2001, IEEE International. 
An overview of hyperspectral remote sensing research conducted at the 
Adelaide University. (Lewis, 2001a). 
Lewis, M., Jooste, V. and De Gasparis, A. (2000), Discrimination of arid vegetation with 
hyperspectral imagery 10th Australasian Remote Sensing & Photogrammetry Conference, 
Adelaide, South Australia, 21-25 August, 2000. 
 Describes the results a study conducted in South Australia where imagery 
analysis was used to determine end-member spectra and then individually map 
the species, even as low abundance ground cover. (Lewis et al., 2000a). 
Taylor, G. R. and Dehaan, R. L. (2000), Mapping soil salinity with hyperspectral imagery. 
14th International Conference on Applied Geologic Remote Sensing Las Vegas, North 
Virginia, USA, 6-8 Nov 200, 2000, American Geological Institute. 
Vegetation mapping was given as a by-product of the mineral mapping. It was 
used to note ground cover conditions at the time of imaging (Taylor and 
Dehaan, 2000). 
Lewis, M. M., Jooste, V. and De Gasparis, A. (2000), Hyperspectral discrimination of arid 
vegetation 28th International Symposium on Remote Sensing of Environment Cape Town, 
South Africa, 27-31 March, 2000. 
Describes the results of a series of studies conducted in South Australia where 
image processing was used to determine vegetation and soil end-member 
spectra, and to classify and map the end-members in an image dominated by 
mixed pixels. Of note was the low abundance of the vegetation and the lack of 
photosynthetic vegetation (Lewis et al., 2000b).  
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3.2.2 Site Description 
3.2.2.1 Location 
The site is located on the Arcoona Plateau of the Lake Eyre Basin, approximately 30 
km north of the township of Woomera, South Australia (Figure 15).  It falls within the 
Australian Department of Defence Exclusion Zone, also known as the Woomera 
Prohibited Area (WPA).  One of many elements of the exclusion zone, each element 
having a specific designation, the site’s Department of Defence (DoD) designation is 
Range F (Halliburton KBR Pty Ltd, 2002) north of the Large Scale Explosives Test 
Area (LSETA) (Figure 16).  The BAE-designed DoD website also refers to the site as 
Range G.  In this report, “LSETA” will be the designation used. 
 
Figure 15 Location of Woomera study site with respect to the Woomera 
Prohibited Area (WPA), (modified from BAE Systems (2005)) 
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3.2.2.2 Site History 
Although the Woomera Defence Restricted Area was initially developed in 1947, as a 
long-range ballistic missile range, it obtained notoriety when it was used as the site for 
British nuclear warhead tests. Since then the Defence Restricted Area has been 
substantially decreased from its original 270000 square kilometres to its current area of 
approximately 127000 square kilometres, (BAE Systems, 2005).  Maralinga, the site of 
the nuclear tests, is now separate from the main area which is currently used in support 
of space research and rocket trials; explosives trails in the form of disposal and storage; 
and aircraft research and development (BAE Systems, 2003). 
LSETA has been used for conventional high explosives trials and explosives disposal 
for many years (Halliburton KBR Pty Ltd, 2002).  Old trial and disposal sites are 
evident as sandy disturbed areas, sometimes depressions, and often with some residual 
 
 
Figure 16 Overview of the LSETA and its location with respect to the Woomera 
township (after (Halliburton KBR Pty Ltd, 2002) 
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detritus in the form of metal fragments and the like.  Imagery evidence of these previous 
trials includes: 
a) discontinuities in the fingerprint pattern of the vegetation and interspersed 
soil/gibber surface, and  
b) pallid zones where subsoil has been brought to the surface.  
Currently the site is part of a grazing lease, Arcoona Station, and is grazed freely by 
feral and domestic introduced species, as well as the native fauna.  
 
3.2.2.3 Physical Environment 
The region has low topographic relief and a ground surface where gibbers predominate 
(Figure 17). The gibbers are probably metamorphic in origin and are usually composed 
of silicates with an ironstone coating. Interspersed with them and forming their 
substrate is the red desert sand.  Woomera falls on the margins of the Australian Dune 
Fields (Australia General Reference Map, 2004) and large vegetated dunes are evident 
on the outskirts of the township.  This suggests that the red sand is probably aeolian in 
origin.  Inspection of thin sections made of the loose sample material shows poor 
sorting with rounded to well-rounded quartz grains and well-rounded sand-sized micro-
Figure 17 Typical area of gibber pavement at study site. This site was 
used for the gibber spectral curve. 
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aggregates of a mixture of clay and quartz sand within a matrix of finer quartz grains 
and clay. This texture and composition supports the hypothesis of their aeolian origins. 
The “sand” forms an alkaline red duplex soil, which exhibits surface cracking and a 
typical textural change between horizons. Gilgai micro-relief is ubiquitous across the 
landscape, and large angular peds have formed in depressions.  The soil in the gilgai 
varies between pale red, yellowish grey (Figure 18) to grey in colour.  The colour 
change towards grey is probably due to gleying induced by infrequent periods of 
inundation in the swampy depression areas.  
The basement rock is Precambrian (Neoproterozoic) Simmens Quartzite (Ragless, 
2003), evidence of which exists in the scattered siliceous boulders on the surface. This 
quartzite probably forms most of the gibbers that are now coated with iron oxides. 
There are few well-defined watercourses, although aerial imagery makes them more 
obvious.  In the main, surface drainage consists of depressions occupied by shallow 
saline lakes and ephemeral swamps.  The salinity of the regional artesian water varies 
between 500 mg/l to over 20000 mg/l (PIRSA Soil Conservation District Board, 2003) 
with the depth of the watertable of the region reported to vary between less than 5m to 
more than 50m below the surface (PIRSA Soil Conservation District Board, 2003, 
2003). This is certainly well within the depth range for causing a saline surface 
Figure 18 Typical gilgai. (Note diameter of white dot on lens cap is 1 cm) 
  80
environment through capillary action.  The presence of the halophytic vegetation, even 
on raised areas, attests to the proximity of the saline environment to the surface.   
3.2.2.4 Vegetation 
3.2.2.4.1 Indigenous Vegetation 
The study site is covered by low (approximately 50 cm high) sparse Chenopod scrub 
(Figure 19), and falls under the “Chenopod Shrubland” vegetation association listed in 
Figure 19 Looking southwards across the study area 
Figure 20 Looking south-east across an area of Eragrostis australasica 
(CanegrassA and CanegrassB)
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Table 3. Atriplex sp (Saltbush) dominates the plains vegetation while Eragrostis 
australasica (Canegrass) (Figure 20) is the dominant perennial species in depressions.   
The vegetation in the depressions, E. australasica and associated smaller shrubs and 
herbs, appeared to be senescent, having a grey to straw-yellow coloration while the 
Atriplex species appeared to be both perennial, having thick gnarled trunks, and annual, 
possessing fine stem-like branches.   
The plains shrubs were at various stages in their phenological cycle: some were 
flowering; others were in bud; others had seed on their branches; while some had 
dropped their seed or were totally barren. Under some of the Atriplex vesicaria (Bladder 
Saltbush) bushes and utilizing the humic detritus of the old seedpods and leaves as a 
seedbed, there were seedlings with their second or third pair of leaves (Figure 21)  
3.2.2.4.2 Invasive Species 
There was only one invasive species identified within the study area: Brassica 
tournefortii (wild turnip), and although it was not common and scattered (Halliburton 
KBR Pty Ltd, 2002), its occurrence did coincide with the severely disturbed areas. 
Figure 21 Seedling Atriplex vesicaria (circled) establishing within the 
seed and leaf detritus beneath the parent plant 
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3.2.2.5 Fauna 
The indigenous fauna of the area include kangaroos, for example Macropus rufus (Red 
Kangaroo), and Macropus fuliginosus (Western Grey Kangaroo); native mice 
Pseudomys Australia (Plains mouse). The area also supports introduced animals 
including sheep, feral goats, rabbits and foxes. 
3.2.2.6 Climate 
The area is classified as “desert” using the Köppen Classification system and “arid” 
when rainfall alone is used as the defining parameter (Bureau of Meteorology, 2006).  It 
has an unreliable rainfall averaging between 150 and 200mm per annum and an annual 
average evaporation rate of between 2800 and 3200 mm (Greenfield, 2002, PIRSA Soil 
Conservation District Board, 2003, 2003, Bureau of Meteorology, 2004). The average 
monthly rainfall at Woomera during September and October is around 16mm each 
month (Bureau of Meteorology, 2004). The Australian Department of Defence (DoD), 
in their preliminary briefing, referred to historical records, which showed that only once 
in the previous twenty years had rain fallen at LSETA during the proposed test 
timeframe. 
3.2.2.7 Site Support Infrastructure  
In preparation for the Woomera High Explosive Trials, the Australian DoD, in 
cooperation with defence research departments from a number of other countries, had 
constructed a substantial test area. The area included: 
a) two radial grids were surveyed and marked with steel star pickets.  
b) substantial buildings, that included residences and commercial buildings, 
constructed from prefabricated and modular components, at varying distances 
from the blast centres.  
c) two bunkered Spantech® buildings, with dual use as storage buildings and for 
the protection of sensitive equipment during the tests, were located near the 27t 
Event Ground Zero.   
d) conventional military field constructions of hospitals, observation tower, 
bunkers and explosive storage and transport containers were located in close 
proximity to the detonation centres.  
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e) a network of trenches allowing cabling to connect ground sensors to their data 
loggers had been established and was backfilled prior to the explosive event. 
The Woomera Village, located approximately 30 km to the south of the proposed site, 
offered a safe base from which to operate. It provided: 
a) ready access to food;  
b) accommodation,  
c) medical care,  
d) access to the military personnel for briefings, and  
e) extra information and support.  
Approximately 5 km north of the township, the Bureau of Meteorology (BoM) have a 
manned meteorological observation station. The station’s capabilities include: 
a) WF100 Weather Watch C-band radar, with a range of approximately 500 km;  
b) a Vaisala Autosonde facility which automatically releases twice a day, GPS 
sondes which gather atmospheric condition information at approximately 2 
second intervals, up to an altitude of approximately 25 km; and 
c) an automatic weather station, which continuously records surface weather 
conditions and the METARS (half-hourly aerodrome weather reports) to ICAO 
standards. 
Approximately 3km north of the weather station, is the local airfield, which serves both 
civilian and military air-traffic. The airfield comprises: 
a) twin crossing runways, one 2370 m long suitable for aircraft up to C-5A 
(Galaxy), AN-124 (Antonov), and Boeing 747; and the second, an unsealed 
runway, approximately 1650 m long and used as an emergency and support 
runway.  
b) aviation fuel supplies,  
c) storage and maintenance hangers,  
d) air traffic control, and  
e) a non-directional navigation beacon (NDB). 
3.3 Summary  
As already stated earlier in this chapter, there are a number of considerations before 
deciding whether a site is suitable for a research site. Primarily, the main concerns are 
safety and accessibility for both personnel and equipment. As hyperspectral remote 
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sensing involves passive sensors requiring solar illumination, weather is also a major 
concern.  
The preliminary study conducted into the site offered by the Australian Department of 
Defence revealed that the area has appropriate support during the fieldwork to minimise 
safety concerns; suitable infrastructure, including a manned airfield with fuel reserves, 
was also available to support an airborne sensor. The meteorological history indicates 
that the date of the proposed fieldwork had minimal chance of poor weather conditions, 
in that the temperatures would not be extreme and limited likelihood of cloud cover or 
rain. METARS support data is available as it is already collected for the airfield. Other 
site historical data is also available from the Woomera Village Museum and 
information website (http://www.woomera.com.au (BAE Systems, 2003, & BAE 
Systems, 2005)).   
Research also indicated that the Woomera site is representative of several of the arid 
climate zones of Australia, and although it lacks the extensive dunes of the dune fields, 
the soils are composed, at least in part, of aeolian particles. These are interspersed with 
gibbers, representative of the Stony Deserts. The vegetation type represented at the 
Woomera site is the sparse, low Chenopod Scrubland, much of which has yet to be 
characterised.  
The Chenopod Scrubland vegetation, as viewed in photographs on websites about 
Woomera, has a patchy canopy cover, which is generally sparse; however, individual 
patches are estimated to have up to 70% canopy. This is estimated to provide an 
average mixed pixel canopy cover of around 30%. This is a little over the 25 % 
indicated by Lewis (2000) as being suitable for achieving good classification results for 
vegetation in a sparse arid landscape and a great deal more than the 5-10% indicated by 
Harsanyi (1994) in laboratory trials.  
Its history as a Department of Defence site has been extensive, and over the past few 
years, construction on the site has produced disturbance of the landscape in the form of 
trenches, buildings and support areas. Grazing feral and indigenous fauna, have 
disturbed the already sparse vegetation. 
The site provides representative parameters from climate (arid), topography (flat), 
vegetation (Chenopod Scrubland) and disturbance (grazed by indigenous and 
introduced fauna), and as such provides a valuable case study for the testing of the 
utility of hyperspectral imagery for mapping and monitoring vegetation in Australia’s 
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arid lands. Its availability in conjunction with its proximity to habitation minimises 
some of the safety concerns when operating in Australia’s arid regions. With all this in 
mind, the invitation from the Australian Department of Defence, to utilise the site for a 
vegetation mapping study, was accepted.  
The next task was to decide the most appropriate sensors to use for the project. This will 
be discussed in Chapter 4, Sensors Used for the Project. 
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Chapter 4.  
SELECTION OF SENSORS USED FOR DATA COLLECTION  
 
As discussed in Chapter 2, it has been known for decades that vegetation produces a 
unique spectral response curve – its spectral signature (Myers, 1975).  One fervent wish 
of environmentalists, ecologists and cartographers alike has been to use the signature as 
a means to identify, unambiguously, plant species in a quantitative fashion.  To this end, 
multispectral scanners were designed with sensors covering several discrete bands 
where the atmospheric transmission and vegetation reflectance were greatest.  There are 
many satellites, past and present, that use this technology to acquire imagery, and with 
each generation of satellite, improvements in the capabilities were introduced.   
Recent advances in technology developed much more sensitive individual photodiodes 
and enabled the development of sensors capable of collecting imagery composed of 
much finer bandwidths. The finer bandwidths increased the number of bands that a 
sensor could detect to the point where a large number of near-contiguous bands, 
covering a continuous portion of the electromagnetic spectrum, could be collected. 
From these sensors, imaging spectrometers were developed. Sensors, suitable for 
aircraft and satellite platforms, were developed as detector technology improved. Those 
sensors, with a large number (>30) of narrow-width (<20 nm), contiguous bands are 
more commonly known as hyperspectral scanners (Salisbury, 1998).  
Terrain classification using imagery needs to employ the most suitable available sensor. 
The assessment should consider the target size and distribution in the landscape; the 
end-use of any field-collected spectra; and the spectral, spatial and temporal parameters 
of a given sensor. The following chapter describes the sensor chosen for a particular 
task, with an explanation for sensor’s choice presented at the end of each description. 
Each of the sensors selected for use in the research are described within Section 1 of 
this chapter.  
The selection of sensors listed in Table 6, demonstrates that there is a wide assortment 
of available sensors with varying spectral, spatial and temporal resolutions. In 
considering the most suitable sensors for the task, the first priority was the availability 
of the sensor at the appropriate time. This consideration reduced the list by four. The 
next consideration was the spectral resolution. Multispectral sensors were excluded at  
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Table 6  A selection of prospective sensors considered for the collection of imagery data at the Woomera test site and their parameters. 
(Summarised from (DigitalGlobe, 2002, GlobalSecurity, 2005, Satellite Imaging Corporation, 2005, Bureau of Meteorology, 2006, Cardoso et al., 2006, 
School of Computer Science, 2006, Hyperion and ALI, 2007, Eurimage, 2007, Herring, 2007, Lundeen, 2007, Mendenhall et al., 2007, Pritchard, 2007, 
TecArmy, 2007) 
Sensor  Platform 
Resolution 
Altitude 
Made by / 
Country of 
origin 
A
v
a
i
l
a
b
l
e
?
 Spectral Temporal Radiometric Spatial 
Wavelength 
range 
(nm) 
Number 
of 
bands 
Sampling 
style 
Min 
revisit 
period 
 Pixel size 
(m) 
Swath 
(km) 
EO-1 Hyperion Satellite 430-2500  
(nominal 10 
nm band 
width) 
220 Continuous 16 days 12 bit 30.5 7.7 705 km NASA/ 
USA 
Yes 
LEISA Satellite 890-1600 
(3 – 9 nm 
bandwidth) 
256 Continuous   250 185    
ALI-MSI Satellite 400-2400 9 Discrete   30 37    
ALI-Pan Satellite  1 Discrete   10 37    
LANDSAT-7 ETM Satellite 450 - 12500 7 Discrete 16 days 16 bit ? 30 185 705 km *** Yes 
Pan Satellite 500 - 900  Discrete   15 185    
QUICKBIRD MSI Satellite 450-900 4 Discrete  11 bit 2.44 16.5 450 km Ball Aerospace 
Technologies 
Corp,/USA 
Yes 
Pan Satellite 450 - 900 1 Discrete   0.61     
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Sensor  Platform 
Resolution 
Altitude 
Made by / 
Country of 
origin 
A
v
a
i
l
a
b
l
e
?
 Spectral Temporal Radiometric Spatial 
Wavelength 
range 
(nm) 
Number 
of 
bands 
Sampling 
style 
Min 
revisit 
period 
 Pixel size 
(m) 
Swath 
(km) 
Zi Yuan 
CBERS 
CCD 
camera 
Satellite 510 -890 5 Discrete 3 days unknown 20 113 778 km National 
Institute for 
Space 
Research 
(Brazil) and 
Chinese 
Academy of 
Space 
Technology 
(China) 
No 
IR-MSS  500-1250 4 discrete 26 days  80 120    
WFI 
(VNIR/ 
SWIR) 
 630 -900 2 discrete 5 days  260 890    
IKONOS MSI Satellite 450 - 900 4 Discrete 3 days at 
40o 
latitude 
11 bit 3.2 11.3 681 km *** Yes 
Pan Satellite 450 – 900  1 Discrete   0.82     
SPOT-5 MSI Satellite 500 - 1750 4 Discrete  26 days  10 120 820 km CNES/ France Yes 
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Sensor  Platform 
Resolution 
Altitude 
Made by / 
Country of 
origin 
A
v
a
i
l
a
b
l
e
?
 Spectral Temporal Radiometric Spatial 
Wavelength 
range 
(nm) 
Number 
of 
bands 
Sampling 
style 
Min 
revisit 
period 
 Pixel size 
(m) 
Swath 
(km) 
Pan Satellite 490 - 690 1 Discrete   5     
AVIRIS  Aircraft 
NASA ER-
2 jet 
or 
Twin Otter 
turboprop 
380-2500 
(nominal 10 
nm band 
width 
224 Continuous On 
demand 
10 bit (to 
1994) 
12 bit (from 
1995) 
4 – 20 m 20 20000 m 
4000m 
 No 
HYMAP  Aircraft 
(Cessna 
404) 
 
400-2464 
(nominal 15 
nm band 
width) 
126 Continuous On 
demand 
*** 2 – 10 m variable variable HyVista/ 
Australia 
Yes 
HYDICE  Aircraft 400 – 2500 
(nominal 10 
nm band 
width) 
210 
 
Continuous On 
demand 
*** 0.75 – 
3.75 m 
variable variable USA No 
CASI  Aircraft 
(various) 
400-1000 
nm 
19 - 288 Continuous 
or discrete  
On 
demand 
*** variable variable variable *** No 
  90
this point, leaving the hyperspectral sensors. These sensors were then considered with 
respect to their spectral range. Due to the expected non-photosynthetic nature of the 
vegetation, the oils, waxes, cellulose, lignin, leaf structure and leaf water were expected to 
be the dominant contributors to the spectral curve, therefore the hyperspectral sensor 
chosen needed to span the range from around 400 nm to 2500 nm. This excluded the 
thermal infrared sensors and CASI, which has a limited spectral range. The choice was 
between the two remaining sensors, the Hyperion satellite-mounted sensor and HyMap® 
airborne sensor.  
A multi-layered approach to imagery collection was eventually proposed. The satellite-
mounted hyperspectral sensor, EO-1 Hyperion was considered as a potential sensor 
because of the nature of its platform. Satellites are easier to task on a regular basis and 
often have historical imagery that may be retrieved for temporal studies. Spatial resolution 
is the limiting factor for these sensors. The spectral resolution is superior to that of the 
available airborne hyperspectral sensor, HyMap®. The HyMap® airborne sensor could be 
flown at various altitudes so that imagery of assorted spatial resolutions could be 
acquired. It has been reported that even with a canopy cover of less than 25% an accurate 
classification can be achieved in arid landscapes (Lewis, 2000). The sparse nature (<10% 
canopy coverage) of the arid zone chenopod vegetation (Carnahan and Deveson, 1990), 
suggested that a smaller pixel size would produce the best result by limiting the need for 
large plants or groundcover of the vegetation while still being able to detect and/or 
discriminate the targets according to the limits found by Lewis (2000). 
After due consideration of the sensor parameters, the task at hand and the availability of 
the imagery, the combination of sensors considered as providing the greatest opportunity 
for the successful collection of data was: a field sensor, and an airborne hyperspectral 
sensor. The spatial resolution of the satellite–borne sensor, Hyperion, was considered too 
coarse to provide sufficient coverage for the small canopy of individual species to be 
reliably detected in a mixed pixel. A multispectral/pan, high spatial resolution imagery 
couplet was proposed to assist with ground truth data. The selected sensors were:  
a) Analytical Spectral Devices Field Spec Pro for the collection of reference field 
spectra and spectral library data; 
b) HyMap airborne hyperspectral sensor for the high spatial resolution (minimum 
around 2.5 m GSD), low altitude hyperspectral imagery collection; 
  91
c) Quickbird® for a high resolution pan/MSI couplet, suitable for pan-sharpening 
and assisting with ground-truth data;  
4.1 The Selection of Sensors Used in the Project 
4.1.1 Analytical Spectral Device (ASD) FieldSpec Pro® Sensor 
The Analytical Spectral Device (ASD) built by Analytical Spectral Devices Inc is one of 
several field spectra collection devices on the market (Salisbury, 1998). Two FieldSpec 
Pro® Sensors were used for the ground sampling of spectra at Woomera. The company 
website explains that this sensor is designed to be portable and robust for fieldwork.  This 
particular device has a spectral range between 350nm and 2500 nm, and a sampling 
interval of 1.4 nm between 350-1050 nm and 2 nm between 1000-2500nm. The spectral 
data are resampled to a 1nm interval. Analytical Spectral Devices Inc claims a spectral 
resolution of 3 nm within 305 -1000 nm range and 10 nm within 1000 – 2500 nm range. 
There are three detectors: one 512-element silicon photodiode array, and two separate 
thermo-electrically-cooled graded-index indium gallium arsenide (InGaAs) photodiodes. 
Mounted in a backpack, the spectroradiometer connects to a notebook computer through a 
fibre optic cable link as displayed in Figure 22. An automatic download from a GPS 
linkage allows sample points to be simultaneously geographically located as they are 
sampled. The whole outfit is powered by rechargeable Nickel Cadmium (NiCd) batteries 
(Analytical Spectral Devices Inc, 2005). 
A polarised foreoptic lens allows a 27o overall field of view (FoV) to be reduced to either 
1o, 5o or 18o FoV, while minimising signal contamination from scattered EMR from the 
environment. A diffusing lens fits to a pistol grip thereby minimising any orientation-
related sampling errors, and increasing the repeatability of the sample collection data. The 
small handheld pistol grip feeds the detected radiance through a 1.4m fibre optic cable to 
a holographic diffraction grating. Three separate bundles of fibre optic cables feed the 
three detectors the collected EMR and allow the capture of three broad bands of the 
spectrum:  
a) Visible-Near Infra-red (VNIR) between 350nm and 981nm,  
b) Shortwave Infra-red (SWIR1) between 981nm and 1781nm, and  
c) Shortwave Infrared 2 (SWIRII). between 1781nm and 2500nm  
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The major atmospheric water absorption bands around 1450 nm and 1950 nm, as 
displayed in Figure 23, are regions of high noise within the data curve and require editing 
out. Small overlaps in spectral detection bands allow a continuous curve to be collected. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 22 Field configuration of the ASD Inc FieldSpec Pro (after 
ASD Inc website) 
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4.1.1.1 Assessment 
The portability of the unit, the full spectral range of the detectors, combined with the 
reported repeatability of the sample collection data, and the portable rechargeable battery 
packs were the main reasons for the choice of this detector for the fieldwork. Enquiries 
put to several organisations revealed that the Australian CSIRO had an instrument 
available for use on the dates of the test.  
4.1.2 HyMap® Aircraft-borne Sensor 
HyMap® (Figure 24) is an airborne hyperspectral remote sensor covering the 450-2500 
nm region of the spectrum in 126 spectral bands nominally 15 nm wide. The system is a 
whiskbroom scanner using diffraction gratings and four 32-element photodiode detector 
arrays; one silicon, and three liquid nitrogen cooled indium antimonide (InSb). The IFOV 
is 2.5 mr along track and 2.0 mr across track resulting in a GIFOV of between 2 m and 
10m. The overall FOV covers 60 degrees. The signal to noise ratio is stated to be between 
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        Figure 23  Raw ASD spectral curve obtained from Woomera field data 
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500 and 1000 or better. (Cocks et al., 1998, Keeling and Mauger, 1998, Kruse et al., 
1999, Kruse et al., 2000). 
4.1.2.1 Instrument Calibration  
The HyMap® sensor is calibrated in the laboratory using a 150 mm diameter beam from a 
collimator directed into the sensor.  A fibre optic coupling is used when a monochromator 
and Quartz-Iodine (QI) light source illuminate the field stop of the collimator. The sensor 
records the signal levels at each wavelength as the monochromator is scanned. 
Wavelength positions of the emission lines from a neon (Ne) lamp or the absorption band 
positions present in a well-characterised plastic are the absorption features measured and 
 
 
Figure 24 The HyMap® sensor mounted in the Cessna 404 
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verified with a Nicolet Fourier Transform Infra-Red (FTIR) Spectrometer. Spectral 
calibration procedures are used to determine the band centre wavelengths and bandwidths. 
Estimates indicate that the overall spectral calibration accuracy is better than 0.5 nm. 
Kruse et al. (2000) give the radiometric calibration method as:  
“…having the sensor directly view a 250 mm square pad of Spectralon® 
(SRT-99-100 from Labsphere) …illuminated by a 1000 W QI lamp (Optronics 
Laboratories FEL-C). The lamp is about 650 mm from the pad and 
illuminates it at normal incidence.  The sensor views the pad at an angle of 45 
degrees.  The calibration data for the Spectralon® pad and FEL lamp are 
supplied by the manufacturers and are traceable to NIST standards.  At (the) 
time, the largest source of radiometric calibration error (particularly in the 
SWIR region) is the uncertainty in the lamp calibration information supplied 
by the manufacturer”. 
The comparison of the signal to noise ratios achieved by the sensor in the lab, which 
approach 1000:1, with in-flight images have failed to detect any significant levels of 
aircraft vibration or electronic noise. The dark current noise varies by about 0.1 DN 
between laboratory and airborne measurements suggesting that the ground-based 
measurements of the signal to noise ratio (SNR) are a very good indicator of the sensor’s 
in-flight performance. 
4.1.2.2 Geometric Corrections  
A Zeiss-Jena SM2000 stabilized platform is used to provide first level image geometry 
information. The system is hydraulically actuated and provides +/- 5o pitch and roll 
correction, while the yaw can be offset by +/- 20o with +/- 8o of stabilization.  The yaw 
offset, or drift, is set manually by the operator.  A residual error in nadir pointing of less 
than 1o reduces aircraft motion effects by a factor ranging between 10:1 and 30:1. 
Real-time position and attitude of the platform is provided by “…a Boeing-developed 
(differential) GPS/INS C-MIGITS II®, which is combined with Digital Quartz Inertial 
Measurement Units and a MicroTracker® Global Positioning System (GPS) receiver. 
The C-MIGITS II® device is directly bolted to the HyMap® sensor, and measures its 
position and three axes of rotation at 10 Hz.  The position information from the GPS and 
the three-axis attitude data from the INS accelerometers are combined in a tightly 
coupled Kalman filter to give real-time information on X, Y, and Z position values as well 
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as pitch/roll and true heading.  The real-time output is displayed on a monitor. The stated 
accuracy is 4.5 m, and 1.0 mr when operated with the differential GPS.” (Kruse et al, 
2000). 
4.1.2.3 Assessment 
The spectral resolution of this sensor is about half that of the AVIRIS and HYDICE 
sensors; however, its availability for use on the Department of Defence testing dates was 
the reason for its choice on this occasion. In addition, the relatively large spatial resolution 
(2-10 m) would allow a single shrub of around 1 – 1.5 m diameter to provide sufficient 
cover in a pixel for discrimination to occur. Some perennial saltbush plants grow to 
several metres in diameter (Carnahan and Deveson, 1990). Several smaller shrubs 
occurring in the same pixel should provide the same average canopy cover. Vegetation 
density will be the limiting factor, and Carnahan and Deveson (1990) report that this has 
declined since the 1780s. 
4.1.3 EO-1 Hyperion 
(Summarised from (NASA, 2001, Young, 2001, Jupp, 2002, Leitner et al., 2002, 
Hyperion and ALI, 2007, EO-1 User's Guide, 2007)) The EO-1 Satellite (Figure 25) 
 
 
Figure 25 Hyperion satellite, EO-1 (after (NASA, 2001)) 
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comprises three sensors, two of which can be classified as “hyperspectral”. Launched by 
the National Aeronautics and Space Administration (NASA) in 2001 as an experimental 
sensor, it had an expected life of 12 months. However, with the initial mission complete, 
the EO-1 Extended Mission was instigated in December 2001. As at 2008, the sensor was 
still operating, although at a reduced capability. The satellite/sensor system continues to 
be used for technology tests (USGS, 2008) and provides sufficient revenue to cover costs. 
Due to ongoing orbital maintenance resulting in a progressive reduction in satellite 
altitude, the sensors are expected to remain available for tasking until 2011, when the 
satellite fuel will be exhausted and the platform will reach re-entry altitude.  
EO-1 was the first commercial satellite-borne imaging spectroradiometer (hyperspectral 
sensor). Known as Hyperion, this sensor shares the satellite with two other sensors 
Advanced Land Imager (ALI) and the atmospheric correction sensor known as Linear 
Etalon Imaging Spectral Array (LEISA). The parameters of these latter sensors are listed 
in Table 6. 
The Hyperion sensor is a push-broom sensor comprising convex diffraction grating 
spectrometers and CCD VNIR and HgCdTe SWIR detectors. Launched on 21 November 
2001, into a sun-synchronous orbit, its launch altitude was 705 km at an inclination of 
98.2o. Its ground track was slightly east of the LandSat 7 satellite, which it followed by 
around one minute. Due to subsequent orbital corrections, this is no longer the case. The 
GSD of 30 m is very fine for a satellite-borne spectroradiometer. Although the swath 
length is variable, the swath width is 7.7 km. With a nominal spectral resolution of 10 nm 
across the 400 – 2500 nm region of the spectrum, the Hyperion sensor has 220 bands of 
which less than 196 are useable. Due to atmospheric effects, such as water vapour, only 
about 150 are stable, although it is said that atmospheric correction may increase this 
number.  
4.1.3.1 Instrument Calibration 
The satellite sensors have several calibration options including lamps, ground surface 
observation and both solar and lunar calibration to maintain and measure the overall 
detector system stability. There are several ground-surface calibration sites around the 
world with at least one on each continent. The solar calibration of each of the three 
instruments uses a diffusing mechanism through which to view the sun. The lunar 
calibration of the system is through a single optical path viewing two targets: the moon’s 
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surface is viewed through the same optical path as the earth. This system can also be used 
to measure the overall detector system stability and thereby inherently monitors the solar 
calibration.  
Despite the SNR, as measured at the sensor, varying from 161 in the shorter visible 
wavelengths to around 40 in the longer SWIR wavelengths, it closely corresponds with 
the modelled SNR.  
4.1.3.2 Geometric Corrections 
The EO-1 Satellite used GPS-based formation flying concept with Landsat7 to establish a 
group of autonomous inter-related platforms that correct orbits and attitudes using geo-
correction data fed from other platforms within the group. The lighter and smaller EO-1 
travelled one minute behind and slightly east of the Landsat7 satellite, with regular burns 
to maintain its orbital parameters. The satellite maintains its on-station performance via 
autonomous multi-spacecraft formation flying algorithms designed as part of the New 
Millennium Program. The system was so successful that the Lake Frome field campaign 
to validate the Hyperion instrument calibration gave the geometric characteristics of 
Pixel-X 30.646 m; Pixel-Y 30.528 m; Rotation -12.38o and Skew 0.006o and nearly 
square pixels. The satellite has a designed yaw that compensates for Earth rotation skew 
(Campbell et al., 2001). 
As part of the Level 1R processing, a geometric correction is also applied to the collected 
imagery. This correction involves shifting the SWIR bands into nominal alignment with 
the VNIR bands. This is achieved through a cross-track (X) direction for the SWIR pixels. 
The two end pixels (1 and 256) are removed and replaced with a zero value. In the down 
track direction (Y), pixels 129-256 are shifted by +1 pixel; and Row 1 for these pixels is 
replaced with a zero value. The final row is removed. The pixels 0 – 128 are not shifted in 
the down-track direction.  
4.1.3.3 Assessment 
As the only commercial hyperspectral satellite, there is no alternative satellite choice. 
Combined with the coarse spatial resolution, at approximately 30 m square pixels, and the 
requirement for at least 20% canopy cover of a given species per pixel (Lewis, 2000), this 
sensor was excluded from the imagery analysis. Its description is included here to provide 
a complete picture of the layers of sensors available. 
  99
 
4.1.4 QuickBird® 
The system is a Ball Global Imaging System (BGIS) 2000 push-broom sensor owned and 
operated by DigitalGlobe® and distributed by Satellite Imaging Corporation. Launched in 
October 2001, the QuickBird satellite (Figure 26) has a sun-synchronous orbit with an 
altitude of around 450 km with an inclination of 97.2o.  The satellite carries pan- and 
multi-spectral sensors covering the 450 to 900 nm range, with spatial resolutions of 
between 0.61 m and 0.76 m (1.37 mr) in the pan mode and between 2.44 m and 3.04 m 
(5.47 mr) in the multi-spectral mode. The pan collection mode uses a bandwidth between 
450 and 900 nm; the multi-spectral bands are blue, 450 to 520 nm; green 520 to 600 nm; 
red 630 and 690 nm and NIR 760 and 900 nm. (DigitalGlobe, 2002) 
The swath width is 16.5km x 16.5 km at nadir (2.12 degrees cross track). The minimum 
revisit period of between 1 and 3 days is available for anywhere in the world, although it 
is dependent on the satellite’s agility, not orbit characteristics. The satellite agility is also 
 
Figure 26 Quickbird® satellite (Eurimage, 2007) 
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said to enable same-pass stereo imagery thereby minimizing atmospheric and light 
changes between passes, which normally hinder this type of collection.   
4.1.4.1 Instrument Calibration 
The QuickBird satellite sensors went through a calibration and verification period of 90 
days prior to the release of commercial imagery, although Helder and Clay (2004) 
produced a model and cross calibration for the IKONOS, LandSat5, LandSat7 and 
QuickBird sensors for the ongoing cross calibration of the sensors to test for degradation 
of sensors and atmospheric and ambient light corrections. 
4.1.4.2 Geometric Corrections 
The Ball Aerospace Technologies Corporation designed and manufactured the sensor as a 
stable platform with precise location and pointing accuracy. It has the ability to geo-locate 
features to within 23 m horizontal (CE 90%), without the use of ground control points, 
using a combination of GPS and star tracker data.   
4.1.4.3 Assessment 
The low spectral resolution combined with the non-contiguous nature of the spectral 
bands made the use of this sensor for classification of individual plant genera and species, 
impractical. However, the imagery was useful for comparing the accuracy of vegetation 
versus non-vegetation classifications. The Quickbird® imagery was also chosen to assist 
with ground truth data once the classification vectors were extracted. The high-resolution 
pan imagery (~0.6 m) offered the option of pan sharpening the lower resolution MSI 
imagery, so that the classification vectors could be overlain on the imagery to ascertain 
their accuracy. This would potentially negate a need to return to the desert site. 
 
4.2 Summary  
After consideration of the sensor parameters, the task to be addressed and the availability 
of the imagery, the combination of sensors that was considered as most likely to provide 
the greatest opportunity for the successful collection of data were: a field sensor, an 
airborne hyperspectral sensor. The spatial resolution of the satellite–borne sensor, 
Hyperion, was considered too coarse to provide sufficient coverage for the sparse canopy 
of individual species to be reliably detected in a mixed pixel. Imagery from a 
multispectral/pan high spatial resolution couplet was proposed to assist with ground truth 
data. The selected sensors were:  
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a) Analytical Spectral Devices FieldSpec Pro® for the collection of reference field 
spectra and spectral library data; 
b) HyMap® airborne hyperspectral sensor for the high spatial resolution (minimum 
around 2 m GSD), low altitude hyperspectral imagery collection and relatively 
low spectral resolution; 
c) Quickbird® for a high-resolution pan/MSI couplet, suitable for pan sharpening 
and assisting with ground-truth data. 
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Chapter 5.  
EXPERIMENT DESIGN AND SAMPLE COLLECTION 
PROTOCOLS 
5.1 Introduction 
The previous chapters have described: 
a) the spectral signature of vegetation and how potentially it can be used identify 
individual plant species (Chapter 2); 
b) the Australian arid environment (Chapter 3); 
c) the genesis of the project to identify and map the arid zone vegetation (Chapter 3);  
d) how the Woomera site fits within the Australian environment (Chapter 3); and 
e) the sensors used in the project, and how they were selected (Chapter 4).  
Using the information based on the work of previous researchers, as discussed in the 
preceding chapters, an experiment was designed to test the research questions proposed in 
Chapter 1.  
5.1.1 Experimental Design 
The basic design of the experiment was:  
a) field acquisition and documentation of the spectral response curves of several 
targets in an area of Arid Zone Chenopod Shrubland using field spectrometers.  
These spectra include vegetation, background materials such as soil; and surface 
features such as roads and the gibber plain. 
b) compilation of a spectral library from these spectral response curves. 
c) collection of spectral imagery at three levels of spatial resolution over the test area 
using imaging spectrometer systems with a high degree of spatial accuracy. 
d) calibration of the imagery to apparent reflectance. 
e) use of the spectral library compiled from the field-derived spectra to classify and 
map the vegetation using three commonly employed data analysis methods. 
f) comparison of the three methods of classification using the multiple images 
captured over the target area using test statistics routinely employed in the 
analysis of classification accuracy. 
g) revisit the desert site to ground truth the classification maps. 
h) identification of the most reliable method of analysis and the ground-truth data 
requirement for validation of the classification result based on the comparison 
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between the various imagery acquisitions and a comparison of the resultant 
classification maps with hand-held images and field notes made during the initial 
fieldwork and subsequent visit. 
5.1.2 Collection of Field Spectra 
The ASD instrument was selected to collect the field spectra. It provides spectra at a 
spectral resolution of 3 nm between 305 and 1000 nm and 10 nm between 1000 and 2500 
nm. The resultant curve is well within the spectral resolution and Nyquist value of 25 nm 
recommended by JPL, and should provide high quality spectral curves with no loss of 
definition. Individual targets would be sampled 20 times and the resultant curves averaged 
to provide the target spectrum.  
Two instruments with the same parameters (spectral range and resolution, field of view, 
and calibration technique) will be employed due to the large area to be covered and the 
limited time in which to do it. The positioning of the data points in the relatively 
featureless desert plain would be addressed by GPS instruments, suitable for positioning 
points to within 0.5m, accompanying the ASDs. 
5.1.2.1 Target spectra to be collected with the ASD 
Four groups of targets will be collected with the ASDs:  
a) spectra to characterize the calibration panels;  
b) vegetation targets – at least three of the same genus; and three of other genera. If 
available, spectra of phenologically different plants of the same species;  
c) background materials;  
d) a large random sample for use as ground-truth data.  
The target spectra in b) and c) will be compiled into a spectral library for reference when 
classifying the imagery. An analysis of the spectral library would also enable the direct 
comparison of the spectra to determine the separability of the individual spectra. This 
would provide answers to the Research Questions 1 & 2. – Does arid land vegetation have 
a spectral signature unique to each species and is the vegetation spectral signature able to 
be differentiated from the spectral signature of non-vegetation matter? 
The large random sample would be acquired during the initial fieldwork, with 
supplementary data, to address areas of poor coverage, acquired during a return visit to 
the site specifically undertaken for ground-truthing. 
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5.1.3 Collection of Imagery 
Airborne hyperspectral imagery would be collected over the LSETA site on two 
occasions during the high explosives trials. The imagery would be collected at a 
resolution of 2 m GSD (flying altitude of 1000 m) and 10 m GSD (flying altitude of 5200 
m), near the middle of the day, in east-west flight lines. To complete the scaling up of 
pixel size, EO-1 Hyperion hyperspectral imagery would be purchased at around the same 
time. To enable co-registration of the imagery, eight ground control points (GCPs) will be 
constructed and laid out at surveyed points around the site. 
This is aimed at providing an answer to Research Question 3 – How does the spectral 
signature scale up from point observations (< 0.1 m) to the sensors on airborne and 
satellite platforms? 
5.1.4 Calibration of Imagery 
Imagery is supplied in units of radiance and will need calibrating to apparent reflectance. 
Research has indicated contradictory reports on the best methods of calibration – ELC 
compared with a radiative transfer model combined with ELC. Therefore, both methods 
will be tried. 
In order to provide the large calibrated areas for the ELC algorithms, two 15-metre 
calibration panels, one light and one dark, would be manufactured and laid out on the test 
site prior to the collection of the imagery. With a GSD of 2 m, the panels would have 7 x 
7 pixel coverage. Excluding a pixel at each end of a line for adjacent material 
contamination, would give a pixel coverage of 25 pixels per target. This should be a 
sufficient number of pixels to provide a pure, low-noise calibration reference spectrum for 
the light and dark ends of the radiant spectrum. 
5.1.5 Classification of Imagery 
The classification of arid-zone vegetation is an acknowledged difficult task. Three 
commonly used classification algorithms have been selected to classify the imagery. They 
are Mixture Tuned Matched Filter (MTMF), Spectral Angle Mapper with Band Max 
(SAM (Band Max)) and Spectral Feature Fitting (SFF). They have been selected because 
they use different methods of spectral curve analysis to compare the pixel spectra with a 
reference library. This should enable the best opportunity to classify the imagery. It will 
also provide an opportunity to compare the three methods and test which provides the best 
alternative for the classification of the sparse arid zone vegetation. 
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This is aimed at providing an answer to Research Question 4 – Can the point observations 
be used to classify the airborne sensor imagery? 
5.1.6 Ground-truthing 
The collection of ground-truth data is important for the validation of the classification 
results. Three layers of data were collected: 
a) A large number of random samples collected by the two ASDs during the days of 
the campaign, 
b) A simple random sample acquired during the initial fieldwork. The collection of a 
stratified random sample was scheduled for a subsequent field trip, following the 
initial analysis of the classification maps, as recommended in Lunetta and Lyon 
(2004) , and 
c) A high-resolution pan-multispectral couplet to check the spread of the ground-
truth points and highlight areas of poor coverage to be rectified during subsequent 
fieldwork. This couplet could also be used as part of the ground-truthing should 
the acquisition of the other sample sets fail, as suggested by (Skirvin et al., 2004) 
Geo-location accuracy is important as the target classes are expected to be approximately 
0.5m in diameter. The accuracy of the geo-positions of the targets should be better than 
±0.2m. This would provide a circle radius of approximately 0.4m and should enable the 
target to be accurately positioned if its centre is sampled.  
5.1.7 Statistics 
In the description of the results on the use of the Tetracorder Algorithm, (King et al., 
2000), the accuracy of the mapped classifications was found to be between 96% and 98%. 
Other researchers found accuracies between 70% (Anstee et al., 2001), and the commonly 
recommended target of 85% (Foody, 2002). In the light of the difficulty in classifying arid 
and semi arid vegetation, the lower figure (70%) will be defined as a successful result.  
The standard test statistic used to validate imagery classification is the Kappa coefficient 
to test the relationship between the ground-truth data and the classification outcome, and a 
confusion matrix, which includes:  
a) an Overall Percentage Accuracy (Mather, 1991), to test the accuracy of the 
classification outcomes;  
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b) a Producer’s Accuracy, which describes the number of correctly classified pixels 
divided by the number of pixels of that class misidentified as another (Rees, 
1999); and  
c) the User’s Accuracy, which describes the number of pixels correctly identified, 
divided by the number of pixels wrongly assigned to that class (Rees, 1999).  
There are alternative methods, however, many begin with the confusion matrix (or error 
matrix) (Congalton, 2004), which may use simple or stratified (layered) random sampling 
methods. According to Congalton (2004) these are the industry standard, and as such, 
these are the statistics planned for use in this research. A Kappa coefficient approaching 
zero indicates only a random association between the ground truth data and the 
classification, while a Kappa coefficient approaching one indicates a strong positive 
relationship between the two data sets. 
5.1.8 Software 
Imagery and associated data is produced as soft-copy data. A number of software 
packages provide the processing capabilities for imagery processing. The ENVI® 
software package produced by Research Systems Inc was selected on this occasion 
because it provided the most complete imagery processing and classification capabilities 
for hyperspectral imagery at the commencement of the research. It provided atmospheric 
calibration routines for the imagery, a variety of classification algorithms and techniques, 
pan-sharpening capabilities, and spectral library compilation routines as well as the 
industry-standard test statistics for classification accuracy and comparison between 
individual spectral curves. 
5.2 Data Collection Protocols 
The field-data collection protocols for the experiment will now be described in more 
detail.  
5.2.1 Previous Work  
Previous researchers in the field of spectrometry were predominantly chemists, who used 
spectroscopy in the laboratory (Goetz and Curtiss, 1996). This was under conditions that 
could be rigidly controlled and maintained. Results, given a level of competence of the 
tester, could be relied upon to be sensible. The single beam of EMR was narrow, 
spectrally pure, artificially controlled and easily interpreted. Sensitivity of the technique to 
subtle changes in the chemistry of a given surface, though valuable in the laboratory, 
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made moving spectrometry into the field a complex and challenging task (Clark, 1999). 
The relocation of the spectrometer from the laboratory to the field was made possible by 
numerous coincident advances. These included:  
a) ever-increasing understanding of the causes of the subtle shifts in absorption 
features (Clark, 1999), 
b) increasing power and capacity of the available computing systems, and 
c) improvements in the sensitivity and robustness of the sensors themselves 
(Carnahan and Deveson, 1990, Clark, 1999). 
Imaging spectrometers now provide a useful adjunct to the manual collection of physical 
field samples and small intensely sampled plots (Carnahan and Deveson, 1990). 
Imaging spectroscopy originally evolved for the use of mineralogists and field geologists 
in their quest for ore bodies (Keeling and Mauger, 1998). The chemical parameters of the 
minerals are well characterised as required for type-mineral descriptions, and Clark 
(1999) believes that this property enabled exploration mineralogy to provide the impetus 
for the laboratory spectrometer to move into the outdoors. In the field, the rigid controls 
on the sampling conditions of laboratory spectrometers are impossible to meet (Clark, 
1999). Other measures of control are needed. Some of these measures have been already 
introduced in Chapter 2 (for example spatial temporal and spectral resolutions; improved 
signal to noise ratio; radiometric resolution).  
The Spectral Measurements Field Guide (Salisbury, 1998), gives a comprehensive 
description of the considerations for the collection of ground-truth data for use with 
imaging spectrometers. According to Salisbury (1998), these considerations may be 
divided into several categories: 
a) Know your instrument, 
b) Data collection, 
c) Record keeping, and 
d) Data reduction. 
Clark (1999), points out that some of the methods routinely used by laboratory based 
“spectroscopists” are not always written down.  He also notes “…experience can be a 
valuable teacher.”  He also notes the validity of this observation for “field based 
spectroscopists” using “field imaging spectroscopes”.  
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5.2.2 Collection Protocols 
At this point, a brief elaboration on the basic protocols required in order to collect quality 
field data. 
5.2.2.1 Know Your Instrument. 
As noted in Chapter 4, a given sensor has an optimum set of operating parameters. The 
result is that there are tasks and conditions for which a given sensor is totally unsuited 
(Phinn, 1998, Lu and Weng, 2007). As noted in the previous chapter, this was one of the 
criteria applied when the various sensors for use in the research were selected. The 
principle also extends to an operator understanding his or her own field instrument’s 
capabilities and limits. According to Salisbury (1998) and Clark (1999), the operator 
needs to know how to set up the instrument for a field campaign prior to leaving the 
laboratory, and how to maintain it once in the field. While in the field, the operator then 
needs to monitor the environmental conditions so that those conditions, which limit the 
instrument’s safe operation and handling, are not exceeded. The acquired readings need to 
be monitored for tell-tale abnormalities to ensure the reliability of the readings (Salisbury, 
1998, Clark, 1999). Failure of the operator to address this knowledge-need adequately 
will result in substandard field data. 
This issue for the Woomera Field data collection was addressed by specialist technicians 
accompanying the ASDs, one each from the Defence Science and Technology 
Organisation (DSTO) and CSIRO. Each was responsible for the final checks of the 
quality and integrity of the data, according to the data collection protocols for their 
institutions. The technician accompanying the CSIRO instrument reported that the CSIRO 
protocols for which he was responsible include: 
a) safe and secure transport and packaging of the instrument; 
b) daily calibration checks of the sensor using a white and black mat; 
c) monitoring the changing environmental conditions so that they did not exceed 
those appropriate for the particular instrument; 
d) nightly checks on the data for artefacts due to individual sensor drift (as evidenced 
by steps in the curve); inappropriate collection angle (detected by the wide spread 
of multiple curves about an average for the one target); checking the targets for 
mixtures (on-site checks of target for possible leakage from adjacent areas and 
background material); 
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e) appropriate warm-up times for the sensor (also in Salisbury (1998)); and 
f) battery maintenance in the field.  
(pers comm. (Byrne, 2002)) 
5.2.2.2 Data Collection 
Data collection is integral to the overall success of any campaign or project (Phinn, 1998). 
One of the principle areas of concern is the accurate calibration of the field instruments. 
Analytical Spectral Devices Inc User Guide (2002) states that the hand-held field sensor 
should be well calibrated prior to leaving the laboratory and well maintained with a 
regular full service regime. Poor calibration will likely result in absorption bands being 
shifted with respect to their true wavelengths (Salisbury, 1998). A spectral library 
collected in the field will be a failure if the sensor is poorly calibrated. Clark, (1999) 
points out that poorly calibrated spectrometers collecting library spectra is the most 
common cause for poor library data.  
5.2.2.2.1 Limiting Collection of Mixed Spectra 
Care must also be taken in obtaining pure spectra. Mixed spectra are common when 
collecting vegetation spectra in the field, due to background contamination from scattered 
EMR or from open canopies (Lewis, 2001a). Cochrane (2000) and Lacar et al (2001) cut 
vegetation samples from the plants and collected spectral samples using controlled 
conditions thus limiting spectral contamination from external sources. The vegetation 
sampling occurred within an hour of the samples being cut from the plant to limit the 
introduction of spectral artefacts due to stress. Other researchers, (Lewis et al., 2000b) 
covered the aperture of the field instrument with leaves that had been removed from the 
plant less than two hours previously. 
Woomera is at least eight hours drive from the nearest laboratory, and the field site was 
over an hour’s drive from the base station. The spectral sampling regime used by the 
previous researchers was not an appropriate option on this occasion. To limit artefacts and 
mixed pixels, spectra were acquired from large dense clumps of vegetation. The findings 
of other researchers (eg Lewis 2001) strongly advise against using only one plant to 
obtain reference spectra because of intra-species variability. However, the problems of 
identification of Atriplex species noted in Flora of Australia (Wilson, 1984), indicated that 
by following this protocol, there was a high possibility that spectra from more than one 
species could be included in the library sample spectra. Therefore, spectra only from those 
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plants that could be visually discriminated were collected, and only one plant per 
identifiable species was sampled. Table 7 lists the species used as end members. 
Appendix 3 provides detailed descriptions and identification of these end members. 
Once the fruiting bracteoles of the field samples were studied under the microscope, it 
was revealed that five Atriplex species were sampled at the site. Many of these were 
incorrectly identified in the field, supporting the wisdom of using only one bush per class. 
The spectral sampling was an average of 20 readings per end member plant.  
 
Table 7 List of Field Sample numbers and identification of targets used as classes for 
classification of imagery 
Sample 
Number 
Classification Name Identification 
23 CanegrassA Eragrostis australasica 
35 CanegrassB Eragrostis australasica 
21 SaltbushA Atriplex macropterocarpa 
50 SaltbushB Atriplex vesicaria 
54 SaltbushC Atriplex lindleyi 
24 Spikeycottonballs Dissocarpus paradoxus 
aka Bassia paradoxa 
71 Loosesoil Aeolian sand/clay pellets 
65 Swampsoil Gleyed clays 
01 Gibbers Ironstone coated pebbles 
 
5.2.2.2.2 Calibration Check of Imaging Spectrometer 
The imaging spectrometer also needs to be well calibrated. As with the field spectrometer, 
well-characterised spectral features inherent in the collected data may be used to 
determine if an imaging spectrometer, collecting in the 400 nm – 2500 nm range of the 
spectrum, is correctly calibrated. For the purposes of this campaign, the position of the 
oxygen absorption feature at 760 nm in the radiance data of the HyMap® data provided a 
guide as to the calibration accuracy of the instrument. This very narrow feature is quite 
distinctive and Salisbury, (1998) states that it is a good indicator of the calibration 
accuracy of a given sensor. 
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5.2.2.3 Record Keeping 
A basic tenet with any research data is that “…the data must be useable by someone else, 
without reference to the data acquirer’s memory.”   
5.2.2.3.1 Collection of Field Spectra 
With this tenet in mind, the collection of field data needs to include all the information 
that will enable someone else to use the spectral data, later. According to Salisbury, 
(1998) the required information includes: 
a) environmental data at the time of collection, in particular cloud cover and 
atmospheric particulates;  
b) identification of instrument operator;  
c) date;  
d) time;  
e) location of the collected data; and  
f) record of the target, for example a photograph, providing an aide memoire for the 
analysis of the associated imagery. 
For ease and consistency of recording, a field data sheet (Figure 21) was used to record 
information from each field-data collection point. The sheet recorded: 
a) date of collection, 
b) operator name, 
c) target name 
d) field file name 
e) processed file name 
f) height of collector (foreoptic) above surface, 
g) percentage cloud cover; 
h) level of haze, 
i) digital image number (of photograph of collection site); 
j) general comments/description of site, 
k) instrument optimization times. 
  112 
 
Figure 27 Reproduction of field data recording sheet. Note the columns for the various parameters, and the header for the 
operator information 
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5.2.2.3.2 Collection of Field Samples 
Figure 28 shows the author collecting samples of SaltbushA. Field samples of the various 
targets and identifiable discrete vegetation species were also collected, and brought back 
for identification purposes. Canopy structure has an effect on the spectral response curve 
of vegetation (Kasischke et al., 2004, Liang, 2004) and in order that the vegetation 
samples could be used for the collection of some laboratory spectra, the samples were not 
pressed, contrary to the standard recommended vegetation sampling techniques, (Bean, 
2006). Unfortunately, the majority of the leaves had fallen from the stems, making the 
canopy structure difficult to reproduce. Additionally, an appropriate spectrometer was not 
available on their return. As a result, the laboratory spectra were not taken.  
Field samples included an assortment of the mineral and non-vegetative components of 
the landscape. Soil and some rock samples were thin-sectioned to determine the 
composition and origin of the components and coatings. 
 
 
 
Figure 28 Collecting vegetation (SaltbushA)  samples, north of 27t detonation 
 point 
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5.2.2.4 Imagery Calibration 
The relatively well-understood, discrete and stable properties of minerals lend themselves 
to the application of spectroscopy. These properties are the basis for the type descriptions 
of minerals. However, the dynamic and ephemeral nature of vegetation has proven more 
of a challenge. Primarily, vegetation has components of lignin, cellulose and amorphous 
carbohydrates, and a small percentage of pigments, waxes and oils. Combined with the 
inherent instability provided by phenology and intra-species variation, as well as those 
imposed by environmental stresses on the cell structure, cell moisture and photosynthesis, 
the spectral curves of vegetation species do not readily lend themselves for use with a 
traditional spectral library (Lewis, 2001a). However, there are other challenges that also 
must be met before a vegetation spectral library can be utilized. 
The use of remotely sensed imagery for comparison purposes, or for use with a spectral 
library, requires the removal of the inconsistencies, from one image to another.  The 
image must also be reduced to consistent units of apparent surface reflectance from those 
of radiance. The simplest method is to use a model whereby the sensor output (DN) is 
linked to the radiance (also intensity) (L) received by the sensor (Liang, 2004) through a 
calibration matrix (A). This can be represented by the formula: 
DN = AL   _______________ Equation 5.1 
Referring back to Chapter 2 and the matter/EMR interactions, the calibration matrix, A, 
holds the sensor parameters that take account of: 
a) the wavelength and spectral response of the sensor to that wavelength (spectral 
response);  
b) the intensity of the input signal (radiometric response);  
c) the response at different locations across the IFoV and/or the overall scene (spatial 
response or uniformity);  
d) different integration times and lens or aperture settings (how long the sensor is 
able to look at a target); and 
e) unwanted signals, such as stray light and leakage from other spectral bands (signal 
contamination).  
These calibration factors are carefully measured prior to the sensor being launched; 
however, the sensor responses degrade as the sensor ages, and ongoing calibration 
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referred to in Chapter 4, is a necessity (Liang, 2004). This calibration is completed as part 
of the preliminary processing of the data before it is shipped. 
In addition to the sensor-response calibration factors, the signal needs to be calibrated to 
take account of the atmospheric and surface factors. The EMR absorptance due to 
atmospheric gases and aerosols, and which may vary from location to location, day to day 
and even hour to hour (Clark et al., 2002), must be removed. There are several methods 
by which to do this. The basic methods involve the use of: 
a) normalisation of the imagery to an in-scene spectrum, either by averaging the 
whole scene or subtracting a dark area form the remaining pixels; 
b) a radiative transfer model; 
c) in-scene calibration pixels or well characterised calibration panels; or 
d) a combination of calibration areas and a radiative transfer model. 
The issue of imagery calibration will be addressed in more detail in Chapter 6. 
5.2.2.5 Data Reduction 
Once the raw data has been collected, the spectra and imagery with instrument artefacts, 
and atmospheric artefacts need to be identified and excluded (Salisbury, 1998). 
Parameters for the acceptance of data need to be identified. The inaccurate, contaminated 
or redundant data then need to be filtered from the good data, and the reasons for their 
exclusion explained. This field campaign was to fulfil requirements for several groups, 
including the Australian Department of Defence, international ordnance safety teams, and 
explosives storage and disposal experts, therefore; the most appropriate imagery for the 
task of identifying vegetation was selected from the large quantity collected. 
Uncharacteristic weather conditions encountered during the field campaign increased the 
need for data winnowing. Appendix 4 gives the selection matrix used to determine the 
most appropriate imagery for this particular task. As described by the matrix, the most 
appropriate imagery was Tape 7, flying altitude: 1400 m, Runs R1-5. The imagery 
selection criteria were:  
a) minimum pixel size ( approximately 3m); 
b) sun close to zenith (Time over target between 11:30am and 11:50am; solar noon 
at 11:54 am (Cornwall et al., 2007)); 
c) visibility of calibration panels; 
d) weather and atmosphere quality (few clouds and no raised dust). 
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Salisbury (1998) constantly points out that the use of strict sampling protocols needs to be 
adhered to in using field spectrometers. These also require an understanding of the limits 
of both the field and imaging spectrometers chosen for data collection (Mather, 1991) 
For a valid data set, consideration must also be given to: 
a) material being targeted;  
b) weather;  
c) environment,  
d) experience of the analyst,  
e) experience of the field staff, and  
f) purpose of the data collection. 
It is with the above considerations in mind that the protocols for the data sampling were 
designed and the sensors used in the final analysis were selected. Chapter 4 described the 
selection of the sensors. In the following chapter sections, the sampling protocols and the 
reason for their adoption will be discussed. 
5.3 Sample Collection and Preparatory Work  
The sample collection and preparatory work was divided into three parts: 
a) Preparatory work and research, 
b) On site sampling, and 
c) Post fieldwork sampling. 
5.3.1 Preparatory Work and Research 
In addition to the selection of a suitable site, the preparatory work and research is defined 
as information gathered that indicates that the field program is likely to produce sensible 
results should it go ahead. This work was undertaken prior to the September 2002 field 
trip and in the first days of both field trips. It involved: 
a) obtaining permissions from the Department of Defence,  
b) obtaining meteorological history for the area, 
c) determining satellite availability, 
d) setting up ground control points, and 
e) laying out calibration panels. 
5.3.1.1 Permissions 
As was discussed in Chapter 3, the site of the Woomera Explosives Trial (WET) had 
already been assessed as suitable for the research into the use of hyperspectral data for 
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mapping arid zone vegetation. As the site is located within the Australian Defence 
Department’s Woomera Prohibited Area (WPA), formal permission was first obtained 
from the Department of Defence for site access and the ability to use some of the trial’s 
results for the study. Permission to be included in some of the preliminary briefings was 
also obtained; however, due to the confidential nature of the information, not all was 
available for inclusion in this thesis. 
5.3.1.2 Meteorology  
As was pointed out in Chapter 3, weather is of concern in the acquisition of remotely 
sensed data. The background research included the potential for weather to interfere with 
the project. In the calibration of the collected imagery, weather parameters need to be 
collected for use in the radiative transfer model, known as ATREM (Center for the Study 
of Earth from Space (CSES), 2004), and used as one component of one of the 
atmospheric calibration methods. For the collection of spectral data under optimum 
conditions clear skies with minimal atmospheric aerosols are needed thereby limiting the 
corrections required for atmospheric scattering and absorption (Salisbury, 1998) by 
atmospheric particulates. Cloud free skies also mean that the ground is visible to the 
sensor. According to the background briefing by Department of Defence staff, the 
Woomera area had experienced rain only once in the last twenty years during the 
September-October period when the trials were scheduled. Department of Meteorology 
climatic data showed that during the months of September and October an average of 
about 16mm of precipitation occurs over an average of 5 days.  With the two months 
having an average of between 9 and 10hrs (out of a possible 13 hrs) sunshine per day 
(Bureau of Meteorology, 2004) the possibility of rain and/or cloud cover seemed remote.  
The mean wind speed on the other hand, which had the potential to raise dust, averaged 
around 20 km/hr in the early morning, with an annual average speed of 17km/hr.  This 
would probably be sufficient to raise any silt- or clay-sized particles (particles up to 62.5 
µm (Asikainen et al., 2007)), should this grain size be available. It was expected that the 
plain’s surface was protected by gibbers interspersed with the sparse vegetation. Previous 
high winds and run-off had probably winnowed most of the finer material; therefore, dust 
was not expected to be a major concern prior to the trials. 
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5.3.1.3 Ground Control and Calibration Panels 
One each of fifteen-metre square, dark and light calibration panels were constructed of 
black canvas and white polyvinyl sheeting, respectively, (Figure 29) and laid out, their 
edges weighted down with local rocks, in order to minimize spectral contamination from 
sources external to the site. The star picket marks the geo-location reference point as 
acquired by GPS. The ASD was then used to collect reference spectra from the sheets  
The light-toned polyvinyl sheeting was also used to construct ground control point (GCP) 
markers, as shown in Figure 30, for geo-positioning the flight lines and registration of 
imagery.  This was required, for although the aircraft had GPS data (Kruse et al., 2000), 
the GCPs were to allow full and accurate registration of the imagery.   
In the weeks before the trials, the Department of Defence surveyors surveyed then pegged 
two radial grids using steel star pickets for use in the ordnance trials. All subsequent 
ground data was tied to the relevant radial grid and accurately positioned within the grid 
by an in-line global positioning. The ground survey data was presented in an ASCII text 
 
Figure 29 White polyvinyl panel used as the bright calibration spectrum 
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file, using the datum AGS94.  The data was transformed to WGS84, the datum of the 
imagery, prior to use for the research presented in this thesis.   
5.3.1.4 Availability of Satellite Imagery 
The timing and availability of commercial satellite imagery were checked for the 
purchasing the relevant scenes.  Scenes of the area from the DigitalGlobe® QuickBird® 
multispectral and pan sensors were ordered.  
5.3.2 On-site sampling 
The on-site sampling is defined as information gathered during two field trips that were 
undertaken between 18 and 21 Sept, and 06 and 14 Oct 2001. A third field trip to collect 
validation data had to be cancelled due to unscheduled ordnance trials, and permission to 
enter the Defence Prohibited area, being withdrawn. The field sampling involved: 
a) physical collection of ground reference spectra 
b) physical collection of mineral and vegetation samples  
Fieldwork was conducted in the few days immediately before and after the detonations of 
each of the two explosives events. The dates were 18 to 22 September and 6 to 12 
 
Figure 30 White polyvinyl sheeting laid out in a Ground Control Point (GCP) 
configuration 
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October 2002, with Explosive Event 1 occurring on 20 September and Explosive Event 2 
occurring on 7 October. Two teams were used to collect the large volume of data that 
needed to be collected, each team equipped with an ASD, designated Instrument 1 (I1), 
the CSIRO instrument & Instrument 2 (I2), the DSTO instrument. Due to the large 
volume of data to be collected in the limited timeframe, the aim was to combine the two 
data sets for use in the imagery analysis. The data collected for use in the vegetation 
mapping was a subset of the overall data set. 
5.3.2.1 Field sensors 
The field sensors used to collect the reference spectra were two Analytical Spectral 
Devices (ASD) FR Spectrometers, as pictured in Figure 22. As described in Chapter 4, 
the sensor arrays of these instruments were in three bundles and covered a total bandwidth 
between 350 – 2500 nm at intervals of 3 nm FWHM. A fibre-optic cable transferred the 
signal to a holographic diffraction grating (Analytical Spectral Devices Inc, 2002). Once 
split, the signal was recorded and internally calibrated to apparent reflectance before 
being stored.  The primary reason for two ASDs was to acquire a large quantity of 
spectral reference data across the site, as quickly as possible. For this reason, the 
instruments were required to be identical, and an agreement for these specifications was 
reached between CSIRO and DSTO prior to the fieldwork being undertaken. 
This was the first use of I1 since it had returned from a full service and calibration check. 
During the service, the foreoptic cable was replaced as a matter of course. As such, the 
instrument was expected to be at its optimum performance with minimal shift in the 
spectral accuracy of the sensors. I2 was a recently purchased machine, and apart from 
laboratory practice work, had not been used. Using the O2 absorption feature on test 
spectral curves as a reference indicated that both instruments were correctly calibrated, 
and there was no shift in the band centres of the individual detectors, a common 
calibration fault described by Clark (1999). The two sets of data should be directly 
comparable.  
A white SPECTRALON® reference card was tested and the reading stored approximately 
every five sample-points. This reading was then used to re-calibrate the instrument for 
light conditions or normal instrument drift.  According to Salisbury (1998) although the 
SPECTRALON® reference tile as supplied by Labsphere has a near 100% reflectivity 
across most of the spectral range, it also has a discrete absorption band around 2150 nm 
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and a falloff in reflectance in the SWIR region. I1 had this effect calibrated into the re-
calibration routines (Byrne, 2002).  
Contrary to the original agreement, I2 had a foreoptic FoV of 18o, wider than the 5o of I1. 
After an assessment of the capabilities of the instruments, I1 with its narrower FoV 
seemed a more suitable for capturing reference spectra of individual targets and plants. 
The difference in the size of the footprints is demonstrated in Figure 31, where the 5o FoV 
footprint of I1 is marked by the red circle and that of I2 is marked by the green. The 
heterogenous nature of the landscape meant that the wider FoV of I2 acquired different 
data than that acquired by I1. This is best demonstrated by the comparison of the 
Spikeycottonballs end-member library curves in Figure 32, where the green curve 
represents the spectrum acquired by I2, while the red curve represents the curve acquired 
by I1. Note the additional absorption feature in the curve of I2, indicating that the 
spectrum is mixed. There also appears to be a slight shift in the wavelength of the 
 
Figure 31 Footprints of the two instrument's FoV. The small red circle 
indicates I1 FoV, the green circle indicates the footprint of I2 
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adjacent absorption feature as captured by the two instruments. This meant that the 
spectra collected by the two instruments were not comparable.  
ASD responses vary with temperature. To limit this affecting the acquired readings, a 
warm-up period prior to the commencement of each data collection period, and as 
recommended by Salisbury (1998) and in accordance with the CSIRO protocols described 
earlier in this chapter, was allowed.   
Protection of the sites from footprints or vehicle traffic compression was attempted, but 
eventually proved impractical due to the high volume and diverse nature of the traffic. 
Protection from the contamination of readings from background reflections from the 
proximity of operator’s clothing to the targets was also attempted, although the length of 
the fibre optic cable limited the distance the operator was able to be from the target. The 
polarized foreoptic lens assisted in minimizing contamination from adjacent areas. 
 
 
 
Figure 32 Comparison of continuum-removed end-member spectral 
curves in the VISNIR EMR range, for Spikeycottonballs, as collected by 
the two ASDs. The red curve was collected by I1 and the green curve by 
I2. 
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Readings were logged to a laptop computer and stored as reflectance. Each sample point 
spectra was an average of twenty scans. 
The CSIRO technician assessed the collected spectra for integrity according to the CSIRO 
protocols described earlier. Library spectra that showed indications of excessive noise, or 
excessive drift between individual sample spectra, were excluded. On one occasion, this 
resulted in a complete day’s collection being discarded and some other spectra being 
included with a caution notification on the field sheets.   
The difficulty in identifying the species of Atriplex (Wilson, 1984) being tested, limited 
the opportunity to acquire spectra. For this reason, and as stated earlier, only one plant per 
library member was sampled. Although this does limit the mitigation of the spectral 
variability normally associated with vegetation, it also limits the contamination of a signal 
of incorrectly identified species. Discussions with the CSIRO technician indicated that his 
experience suggested that the acquisition of spectra from one plant would probably be 
sufficient in the circumstances. 
5.3.2.2 Airborne HyMap® Sensor 
The HyMap sensor was engaged to fly at both trials. Unfortunately, the sensor was 
unavailable during September due to servicing difficulties and so was available only for 
the October Trial. During this period, the weather conditions were uncharacteristically 
poor. 
The aircraft arrived during the morning of 5 October and flew over the area acquiring 
preliminary imagery. Except for the exclusion period imposed on 7 October, by the safety 
officer of DoD, the HyMap sensor collected imagery continuously, with the final 
acquisition being around 1615hr on 7 October. Over the three days that the aircraft was 
available, HyMap flew a total of 69 lines encompassing five different altitudes. This 
produced spatial resolutions between 2.7m and 12.4m, dependant upon altitude and 
imagery skewness. The aircraft generally flew between the hours of 0900hr and 1300hr, 
although airspace restrictions due to the imminent explosive event meant there were a few 
very early flights on 7 October.  A few late flights on the same day were due to 
restrictions on the aircraft time.  
Included in the imagery package for each flight line was: 
a) the raw imagery as radiance,  
b) the GPS and ephemeris data,  
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c) a geo-corrected three band true colour image,  
d) a text report file,  
e) geo-correction information. 
The total volume of imagery collected was assessed for its suitability for calibration with 
reference to:  
a) the METARS weather observations from the Australian Bureau of Meteorology;  
b) general meteorological observations; and  
c) field observations as recorded by the ASD field teams.  
Flight lines were excluded based on: 
a) time of acquisition being too early or too late in the day;  
b) cloud cover; and 
c) poor signal to noise ratio.  
Refer to Appendix 4 for complete selection matrix. 
 
5.3.2.3 Marking of Sample Points 
Two sets of data were collected for each event. The first was before and a second was 
after the explosive events. Inline logging of GPS coordinates was designed to allow 
mapping of the target locations on the featureless plain, and to enable the revisit to a given 
sample point following the detonations. Additionally, this would limit the contamination 
of spectra by an artificial marker. Unfortunately, the GPS units did not meet the original 
geo-positional accuracy as specified in the experiment design (refer to section 5.1.6). 
Despite the author's expressed reservations, the supervising scientist was unwilling to 
change the procedure at the outset. During the post fieldwork discussions at the end of 
Day 1, it was obvious that a more accurate location capability was required.  It was 
decided that markers consisting of a 30cm bamboo stick pinning a 20 cm strip of pink 
flagging, as shown in Figure 33, would be used to define the sample point locations. The 
flags, low to the ground, proved generally resistant to the detonation shock wave.  
Immediately prior to the site being sampled with the ASD the peg and flag were removed, 
and after the spectrum was collected, they were replaced in the exact position as marked 
by the hole left by the peg. The flags were considered small enough to have a negligible 
effect on the airborne imagery collection. Additionally, some of these points provided 
adequate spectra for gibber and soil library targets. Although this did not address the geo-
  125
positioning issues, it was felt that the planned subsequent fieldwork would be sufficient to 
address this need, so the procedure was accepted without further comment. 
 
5.3.2.4 Reference Specimens 
Samples of the various potential targets were collected and placed in paper bags as shown 
in Figure 28, (vegetation, larger rocks and soil). The sample bags were labelled with a 
reference name, and locality referenced to the radial grid.  The samples were registered on 
return to the laboratory. 
As pointed out earlier, Lewis et al (2001) used a strict collection and sampling protocol to 
obtain spectra of sufficient quality to use in a spectral library.  Samples for spectral 
sampling were cut from the parent plant and sealed in plastic bags for no more than two 
hours prior to spectral sampling. This was assessed as limiting the variability introduced 
due to signal contamination from adjacent targets. They also sampled specimens still 
attached to parent plants. This method was able to discriminate between grape varieties in 
the Barossa Valley, South Australia (Lacar et al., 2001b). However, according to the 
paper by Lacar et al (2001a) describing the collection of spectra for the grape varieties, 
 
 
Figure 33 Sample point marked with pink flag 
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changes to vegetation spectral responses begin as soon as the specimen is removed from 
the parent plant (Lacar et al., 2001a). The time to the nearest laboratory from the 
Woomera site, was approximately eight hours. Travel time to the base camp was an hour 
at best. Under these restrictions, the laboratory collection of spectra was not viable.  
Discussions about the problem with the CSIRO remote sensing technician revealed that 
experience indicated that using a narrow FoV foreoptic to obtain the reference spectra 
directly from the plants produced a spectral curve of sufficient purity and a good signal to 
noise ratio to provide sufficient quality for a spectral library member.  King et al (2000) 
also used field-derived spectra for the mapping of vegetation at Summitville. Although 
this was not recommended by other researchers (Okin and Roberts, 2004), the stress 
artefacts introduced when the plant tissue is removed from the parent plant were no longer 
a consideration. The remoteness of the sampling site meant that laboratory spectral 
sampling of the vegetation was not otherwise possible without radical alterations to the 
spectral response curves. Consequently, the CSIRO method was adopted. Potential library 
members were sampled with the I1 machine.  Selected curves were used as the library 
reference curves. 
5.3.3 Post Field Work Sampling 
The post fieldwork sampling is defined as the discrimination of useful data and samples 
that were collected during the field trips. It involved:  
a) drying and thin-sectioning of mineral samples 
b) photographing and then drying of vegetation samples 
c) identification of vegetation samples 
d) selection of the suitable imagery scenes, and 
e) pre-processing the selected scenes. 
 
5.3.3.1 Mineral Reference Samples 
Reference samples of the rocks and detritus were collected with the view of identification 
of the origins of the material. Some were thin-sectioned. The thin-sections of the loose 
material revealed that it was composed of a mixture of clay, silt and composite grains in a 
clay matrix. This indicated that it was probably of aeolian origins. Some of the surface 
materials of the mineral samples were in such thin layers, that the sections failed to reveal 
any useful information as to their identification or origin. 
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5.3.3.2 Plant Reference Specimens 
The vegetation reference samples were recorded and identified with reference to the 
Melbourne Herbarium collection. A list of plant species previously reported from the area 
appears as an appendix. The usual method of preservation of botanical specimens 
(pressing) (Bean, 2006) was not employed in the field due to the plan to use the samples 
for the acquisition of laboratory spectra.  The unavailability of a suitable instrument and 
the severe degradation of the samples meant that the spectra were not acquired. 
 
5.3.3.3 Data Selection 
The quantity of data collected during the campaign was extremely large. It included 
meteorological data, field samples, field spectra, handheld photographs, and the aerial and 
satellite imagery. In order to select the most suitable imagery to be used in the research, 
very strict criteria were used.  The selection of these criteria was to limit the effects of 
atmosphere, weather, operator differences, and instrument limitations. Assessment of the 
imagery for its suitability for calibration included using METARS weather observations 
from the Woomera Australian Bureau of Meteorology meteorologic station, general 
meteorological observations, and field observations recorded by the ASD field teams. 
Flight lines were excluded based on time of acquisition being too early or too late in the 
day; cloud cover, or poor signal to noise ratio. On this basis, of the 69 flight lines acquired 
during the period, only 20 were considered suitable for calibration. An additional 
selection criterion of pixel size, reduced this number of images to thirteen. Five of these 
were excluded because they did not contain imagery of the calibration panels. This 
excluded all but eight flight lines. Three of these were excluded based on location. The 
five remaining for analysis included two acquired flying in the solar plane on north-south 
flight lines and three perpendicular to the solar plane on an east-west heading.  
The final selection criteria were:   
a) weather,  
b) atmospheric conditions,  
c) time of day at moment of capture,  
d) location, and 
e) pixel size. 
The selection matrix is included as Appendix 4. 
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5.3.3.4 Instrument differences between the two ASDs 
Once back in the laboratory, the spectral characteristics of the two instruments were again 
compared to determine the degree of similarity between the two.  It was concluded that 
due to the different foreoptics used that the variety and quantity of target that fell within 
the fields of view of the two instruments were so spatially different as to render the 
spectral measurements acquired in the field, incomparable. The signals of the two 
instruments were also very different with respect to noise. A direct comparison between 
curves of Spikeycottonballs (Dissocarpus paradoxus) and Gibbers for the two instruments 
revealed a SNR difference between the two instruments with a smoother curve for I1. A 
shift in the absorption features was also noted between the two curves, (refer to Figure 
32). The curve for Gibbers was compared with a USGS standard curve of Hematite, the 
identified dominant iron oxide (Wopfner and Twidale, 2001), and the curve of I1 returned 
a match with 83% confidence. In light of this, combined with the smaller field of view, 
data acquired by I1 was used exclusively. This reduced the number of sample points 
available for ground-truthing from 685 points to 309, a reduction of 55%.   
5.3.3.5 Weather 
The weather encountered during the HyMap® collection was uncharacteristically poor. 
To mitigate against weather-induced issues, imagery was selected for analysis to limit the 
effects of cloud cover. The basis for the decision of which imagery to include in the 
analysis was visible cloud in the imagery and field note comments marking cloud cover as 
an issue at the time of acquisition.  
5.3.3.6 Atmospheric conditions 
Raised dense dust clouds followed the detonation events. One day of collection was lost 
due to conditions adverse to the operation of the ASDs. In addition, the poor atmospheric 
conditions prevented some field spectra from being included in the analysis due to 
excessive noise. Based on the daily collection rate for the other days, it is estimated that 
approximately 25% of the field data collected by I1 was excluded on this basis.  HyMap® 
imagery based on a combination of the METARS data and field notes was also excluded 
due to raised dust. 
5.3.3.7 Time of Day at Moment of Capture 
As pointed out in Chapter 2, the atmosphere selectively absorbs and scatters incoming 
EMR according to the wavelength of the radiation, with the most noticeable effects 
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occurring early or late in the day. Due to the imagery being collected for a number of end-
users and purposes, collection was undertaken across most of the day. Therefore, in line 
with the recommendation by Salisbury (1998), imagery acquired extremely late or early 
in the day was excluded from the final analysis. 
5.3.3.8 Pixel Size 
A review of raw imagery prior to calibration revealed that the calibration panels were 
evident only in the imagery scenes with the highest spatial resolution. This limited the 
ability to calibrate the imagery using the ELC method.  
Okin and Roberts (2004) reported that in arid and semi arid environments, the 
classification of vegetation was extremely difficult due to the sparse nature of the canopy. 
King et al., (2000) reported that “low concentrations” of vegetation were sufficient to 
provide an accurate identification on cropped lands after classifications correctly 
identified harvested crops in the San Luis Valley, near Summitville, Colorado, USA. 
They did not report the exact coverage; however, Lewis (2000) reported that if a given 
target contributes between 20% and 25% of a pixel signal this was sufficient to identify 
the target in the arid land north of Adelaide, South Australia.  
The sparse nature of the vegetation cover at Woomera limited the size of the pixels 
considered suitable for the analysis. It was the reason for a pixel size of 2 m specified in 
the original experiment design. Operational and environmental constraints meant that this 
specification could not be met and a pixel size of 3 m was the minimum collected. The 
above limitations meant that only the imagery with the highest spatial resolution, 3 m, 
was selected for analysis. 
5.4 Summary  
Considerable changes and amendments to the planned experimental design were 
necessary during the campaign:  
a) unexpected weather conditions limited the imagery available;  
b) operational constraints limited the altitude of the aircraft and hence the pixel sizes 
were different to those operationally planned;  
c) unexpected differences in the fields of view (FoV) of the two field spectrometers 
meant the spectra collected by each were incomparable.  
These issues led to modifications of the experiment design.  
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The selection process for the most appropriate imagery for the research work was quite 
intensive. It excluded imagery that was assessed as hampering the fair comparison 
between the classification results. Further study and analysis of the coarser resolution 
imagery excluded from this study may be possible at a future date. Less than a third of the 
expected spectra collected were available for analysis. Mostly, this was due to the spectra 
collected by the two instruments being incomparable, however weather and atmospheric 
conditions also contributed. This would limit the availability of spectra for use in the 
statistical analysis of the imagery. A mitigating strategy was included in the original plan. 
A subsequent field trip to collect additional ground-truth data was planned, as well as the 
use of pan-sharpened multi-spectral imagery to determine the spread of ground-truth data 
points. Subsequent operational requirements for the site prevented this field trip, and the 
pan-sharpened imagery was used for the final assessment of classification accuracy. 
The next chapter, Chapter 6, presents the results of classification maps derived from the 
data collected. Explanations of the classification methods and techniques used in the 
analysis are included in the chapter. 
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Chapter 6.  
IMAGERY PROCESSING AND CLASSIFICATION RESULTS 
Previous chapters have identified a knowledge gap, described the background to the 
problem and the necessary considerations before a campaign is commenced. Chapter 5 
described the sample collection protocols; the normal criteria, and how the normal 
protocols were adapted to meet the conditions encountered at the Woomera Large Scale 
Explosives Test Area. This chapter describes how the collected data was processed and in 
turn, and how the processed data was classified. The chapter also describes the 
considerations required during the classification process. Finally, the results are presented 
as the classification maps. 
6.1 Overview  
Before imagery can be classified using a spectral library, it needs to be calibrated to 
apparent or surface reflectance. It is by this process that the atmospheric artefacts are 
removed (Liang, 2004). As described in Chapter 2, there are several methods by which 
this may be done. Each method relies on different parameters to produce the apparent 
reflectance, and each produces slightly different results. In order to achieve a good 
classification, the imagery calibration must be robust and accurate, removing atmospheric 
artefacts and not introducing others. Harking back to the philosophy expounded by 
Lefsky and Cohen (2003) for the use of imagery: that is, selecting the most appropriate 
for the task at hand, the selection of the most appropriate method of atmosphere removal 
suited to the task of imagery calibration is also a necessity (Tso and Mather, 2001). With 
this in mind, two methods were attempted for this project in order to determine whether 
one produced a better result than the other did. Descriptions of these methods are found 
later in this chapter. 
Once calibrated to account for atmospheric effects, imagery may be classified by 
comparing it to spectral data stored in a spectral library. The library can be built either 
from training pixels from within the imagery or from target spectra collected as part of the 
field data or in the laboratory. Again, there is a variety of methods used for this 
comparison. One of the aims of this research was to describe the utility of hyperspectral 
imagery in classifying arid zone shrubland in Australia (Chapter 1 Section 1.2). To 
accomplish this, the second aim was to test if one of three commonly used classification 
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algorithms produced more accurate vegetation maps than the other methods trialled. The 
particular algorithms chosen were:  
a) Spectral Angle Mapper with Band Max (SAM (BandMax)),  
b) Spectral Feature Fitting (SFF) and  
c) Mixture Tuned Matched Filter (MTMF) 
Each was used with reference to a spectral library. The particular targets used in this 
project were five arid-zone vegetation species and some associated background materials, 
as described in Table 7, Chapter 5. The more detailed information, including the spectral 
library data used for the targets is presented in Appendix 3, along with the identification 
and photograph of each target. One issue acknowledged by several authors to be 
overcome with arid land vegetation is its sparseness (Lewis, 2000) and (Chewings et al., 
1998).  The consequence of the sparseness is that almost every pixel where vegetation is 
present, has a mixed spectral signature. In Chapter 2, the issue of mixed pixels was 
described and a description was given of some methods of classification that have the 
potential to be used to overcome the challenges this issue presents.  
6.2 Pre-processing of Imagery  
6.2.1 Methods selected for use for imagery collected over the 
Woomera Explosives Test (WET) 
The HyMap® imagery was received as raw radiance. Good calibration of the imagery is 
crucial to a satisfactory classification outcome (Mather, 1991; Clark, 2002; and Liang, 
2004). As the literature presented contradictory reports as to the efficacy of the commonly 
used calibration routines, two calibration methods were selected to calibrate the imagery 
on this occasion:  
a) Empirical Line Calibration (ELC) method, and 
b) a combination of ATREM, a radiative transfer model based on the 5S model 
(Center for the Study of Earth from Space (CSES), 2004), to remove the 
atmospheric contribution, and then running the ELC to fine tune the calibration, as 
suggested by Clark et al (2002). 
The two methods were selected on the basis that one utilised spectra acquired from in-
scene calibration panels to determine atmospheric contributions to the signal and then 
remove them, while the other used a model to remove atmospheric effects from the 
imagery, then fine-tuned the result with in-scene calibration panels. Theoretically, the 
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methods were independent of any changes that occurred between the capture of the 
individual scenes.  
6.2.1.1 ELC Method 
The calibration panels used for the ELC for the test site were 15 x 15 m and were laid out 
in open areas clear of vegetation. Indigenous rocks pegged down the panels to minimize 
any introduced signal contamination. Panels of 15 x 15m square were felt to be of 
sufficient size for a pixel size of approximately 2 m, which was the operationally planned 
size of the collected data pixels. This gave an approximate number of pixels for 
calibration as 49 (7 x 7). Clark et al (2002) point out that a larger number of pixels 
improves the noise in the signal, according to the square root of the number of pixels 
averaged, and for the AVIRIS sensor, they recommend at least 25 pixels. Using this 
number as a guide for the HyMap sensor, even losing two pixels in each row and column 
(one from each end), and the minimum number of pixels for a good average was satisfied. 
Unfortunately, the minimum flying altitude (1400 m) resulted in a pixel size of around 3 
m. At best, there could only be a 5 x 5 pixel grid (25 pixels). Contamination from the 
adjacent material on the edge pixels meant losing one pixel from each end of the rows and 
columns (3 x 3 pixels). These factors, combined with the misalignment of the pixels over 
the panel, meant that only one pixel for each panel had a spectral curve suitable for use in 
the calibration. Additionally, as has already been pointed out, the calibration panels were 
too small to be detected on imagery collected at higher altitudes. Distortion of the pixels 
due to aircraft pitch and yaw made them very difficult to detect even in some of the low 
altitude scenes. Once the imagery was geo-rectified, the pixels were evident in a given 
scene; however, in order to preserve the integrity of the data and limit any misalignment 
of pixels the standard procedure is that imagery is classified with a minimum of pre-
processing, including geo-rectification (Research Systems Inc, 2005). 
Although shown not to be ideal, this procedure (ELC) was adopted as one method of 
atmospheric calibration for the imagery associated with this research using the ASD-
acquired library panel reference spectra. This was used to define the apparent reflectance 
according to Equation 2.7, and applied across all pixels in the scene. This is discussed 
further in Chapter 7. 
6.2.1.2 ATREM combined with ELC method (ATREM/ELC Cascade) 
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The radiative transfer model algorithm, ATREM, is based on the 5S code (Center for the 
Study of Earth from Space (CSES), 2004); however, it includes more robust methods for 
determining the water absorption features as well as some of the atmospheric gases. 
Situation-dependent factors are included in the processing via the small routine presented 
in Figure 34. The routine allows the inclusion of location (LINES 4-7), and date/time 
(LINE 3) to be included in the calculations. This is used to calculate solar azimuth and 
zenith. A flat land surface is assumed, and in the instance of Woomera, this was a valid 
assumption. The flying altitude of the aircraft (LINE 2) and land surface elevation (LINE 
16) are used to calculate the atmospheric pressure. The concentration of some of the gases 
of interest is assumed. However, the inclusion of the water vapour absorption bands 
(LINE 10), and the visibility data (LINE 15) allow an atmospheric model, in this case 
continental, mid-latitude summer, to calculate the water and ozone (H2O and O3) content 
of the atmospheric column. The optical thickness of that column is also calculated. 
ATREM calculates the water concentration by ratioing the depth of the water vapour 
absorption bands (Center for the Study of Earth from Space (CSES), 2004), and outputs 
the result as an image (LINE 23). 
LINE 19 indicates the size of the image cube to be analysed and corrected. The output is 
an atmosphere-corrected image (LINE 20); appropriately named and placed in a 
designated directory along with the water vapour image (LINE 23).  
Figure 34 Macro used to run the ATREM atmosphere removal algorithm   
LINE 1 HYMAP 
LINE 2 1.532   
LINE 3 10 07 2002 03 24 07 
LINE 4 31 00 38.8 
LINE 5 S 
LINE 6 136 46 46.8 
LINE 7 E 
LINE 8 0. 
LINE 8 C:\ATREM_WET_ANALYSIS\tape7R2B1400_rad\ATREM_files\wavs_kerryn.txt  
LINE 9 1 
LINE 10 0.865 3 1.030 3 0.940 7 
LINE 11 1.050 3 1.235 3 1.1375 7 
LINE 12 2 
LINE 13 1 1 1 1 1 1 1 
LINE 14 0.34 
LINE 15 1 50 
LINE 16 0.139 
LINE 17 C:\ATREM_WET_ANALYSIS\tape7R2B1400_rad\imagery\tape7R2B140052_rad.bil 
LINE 18 1 
LINE 19 0 256 256 126 2 
LINE 20 C:\ATREM_WET_ANALYSIS\tape7R2B1400_rad\imagery\tape7R2B140052_ref.bil 
LINE 21 0. 
LINE 22 2000. 
LINE 23 C:\ATREM_WET_ANALYSIS\tape7R2B1400_rad\imagery\tape7R2B140052_rad_h2o.img 
LINE 24 C:\ATREM_WET_ANALYSIS\tape7R2B1400_rad\imagery\tape7R2B140052_rad_sub_trans.lib 
  135
The advantage of a radiative transfer model for the correction for atmospheric effects is 
the accommodation of the bidirectional reflectance when applying the atmospheric 
correction to the imagery. Referring back to Chapter 2, Figure 2, the various parameters 
that define the BRDF are illustrated. When preparing to run the ATREM process the short 
routine listed in Figure 34 provides the factors used to define the BRDF parameters. Table 
8 summarises the BRDF parameters and which factors define them. Vermote (1997) 
Table 8 Table summarising the relationship between BRDF parameters and the factors 
required for their definition, as used in the ATREM model 
Parameter Description Defining Factors 
θ0 
Angle between the 
incident radiation and the 
normal to the surface 
• Date 
• Time 
• Location  
θ1 
Angle between the 
reflected radiation and the 
normal to the surface 
• Flying altitude 
• Surface elevation 
• Sensor type 
φ0 
Angle between the solar 
plane and the sun 
• Date 
• Time 
• Location 
• Surface elevation 
φ1 
Angle between the solar 
plane and the sensor 
• Date 
• Time 
• Location 
• Surface elevation  
• Sensor altitude 
• Sensor type 
Incident defuse EMR 
 • Atmospheric model 
selected 
• Aerosols type 
• Visibility  
Surface tangent 
vector 
 • Location  
• Surface elevation 
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points out that the 5S code assumes a Lambertian surface and uses approximations to 
calculate the BRDF, to mitigate the expensive computational load on the less efficient 
computers available when the code was first designed. As ATREM is based on this code, 
it is likely that those approximations remain. Once the ATREM was complete, the ELC 
was applied in cascade as per section 6.2.1.1. 
Once the atmospheric correction of the imagery was complete, a correction for the 
sensitivity of the sensor array, as supplied by HyVista, was applied to the imagery. This 
concluded the pre-processing of the imagery. The atmospheric corrections are further 
discussed in Chapter 7. 
6.3 Imagery Classification Algorithms  
6.3.1 Preliminary Analysis 
The classification of the imagery is the nexus of the project. However, before the imagery 
is classified, it is prudent to determine if the individual spectral library members can be 
discriminated from each other. As noted in Chapter 2, vegetation is essentially composed 
of the same compounds and has similar cell structure and water requirements, so that the 
shape of the spectral curve is very similar between species. This is demonstrated when the 
shapes of the individual curves are statistically compared, which revealed a high 
correlation (R approaching 1) between the curves. A complete statistical data set is 
presented in Appendix 6, Table 1.  
In order to discriminate between species, the shape of individual spectral absorption 
features assumes particular importance, as demonstrated by King et al (2000) in the 
classification of crops in Colorado (refer to Figure 8, Chapter 2). To determine whether 
the spectral curves of the vegetation classes are spectrally unique, the library curves were 
plotted on a single graph for comparison. Figure 35 shows the continuum-removed plots 
of all the library members, and highlights the similarity of the vegetation-based plots. 
However, close inspection reveals that there are distinct differences. Figure 35A presents 
plots of the complete curves, offset for ease of comparison. The location of the absorption 
features associated with the background materials is different to that of the vegetation 
absorption features. Figure 35B shows the spectral region between 500 and 800 nm. The 
feature centred on 660 nm, corresponds to the second dominant chlorophyll absorption 
feature associated with vegetation. However, only CanegrassB and SaltbushC, the two 
“green” plants, have distinctive curves in this region of the spectrum. The absorption 
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feature in this portion of the spectrum of the background materials, (loose soil, gibbers 
and swamp soil) is located approximately 100 nm towards the shorter wavelengths. 
This demonstrates a definite discrimination between the two sets of end-member groups – 
vegetation and mineral. 
In the longer wavelengths, the vegetation species are also distinguishable from the non-
vegetation classes by a shift in the absorption features. The absorption features shown in 
Figure 35C represent the vegetation absorption feature associated with lignin (Lewis et 
al., 2001). There is an obvious difference between the two sets of materials, with the 
mineral spectra centred on 2200nm and the vegetation spectra on 2300nm.  
The spectral absorption features around 660 nm and 2300 nm were then analysed with the 
Spectral Feature Fitting algorithm of the Spectral Analyst (Research Systems Inc, 2005). 
These results also indicate that the two class groups are spectrally distinguishable, with 
correlations of R = 0.000 between mineral and vegetation groups. Between the individual 
vegetation classes, there is a similar discrimination ability, although no single band gives 
an absolute result. For example, across the 660 nm spectral feature, the correlation 
between SaltbushA and CanegrassB is 0.076, although across the 2200 nm band, the 
correlation is 0.860. However, the correlation between SaltbushA and SaltbushB across 
the 660nm feature is 0.953; while across the 2200 nm feature the correlation is 0.920 
(refer to Appendix 6, Table 2 for the complete set of statistical data). This indicates that a 
number of bands of significant difference are required to discriminate between the classes. 
Analysis of the bands of significant difference is presented graphically in Figure 36. The 
majority of the bands fall in the 1200 to 2300nm region of the spectrum, the area 
predominantly controlled by the water content of vegetation (refer to Figure 5), but also 
the region of the spectrum where lignin, cellulose, starch and plant proteins produce 
absorption features. Arid zone plants are normally under some water stress, and probably 
not vigorously photosynthesizing, or at best only weakly so, therefore it is reasonable that 
the shorter wavelengths, controlled by this plant function, do not produce the most 
significant differences between species. Lignin and other plant structural bio-chemicals 
such as cellulose are likely to produce the most dominant absorption features of the plant 
bio-chemicals. The longer wavelengths are the region of the spectrum most likely to 
produce the best discrimination. This is borne out by the analysis of Figures 35 and 36. 
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A 
B C 
Figure 35 Comparison of continuum-removed library spectra of end-members. A. 
complete spectral range; B. across the chlorophyll spectral feature; C. across the 
lignin spectral feature centered on 2300nm. 
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Figure 36 Plot showing comparison of bands of significant difference for the spectral library members.
(Number in brackets is the calculated level of significance if the remaining classes are defined as
background to be excluded from the classification. Decreasing the number of bands increases the level of
significance) 
450 700 950 1200 1450 1700 1950 2200 2450
Wavelength (nm)
Swampsoil 
Loosesoil 
Spikeycottonballs 
SaltbushC 
SaltbushB 
SaltbushA 
CanegrassB 
CanegrassA 
Gibbers 
(0.0181) 
(0.7373)
(0.0181) 
(0.0308)
(0.6458) 
(0.0223)
(0.0297)
(0.0733)
(0.0089)
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Figures 35 and 36, also demonstrate that the spectral curves of the five vegetation species 
tested in this research are spectrally distinguishable from each other using field spectra. 
The vegetation absorption feature depicted in Figure 35C also supports the observation 
that the individual end-members are spectrally distinct, on this occasion using the shapes 
of the spectral curves, as proposed by King et al (2000). By combining the location, depth 
and shape of the spectral features in a statistical analysis of the classes, the individual 
classes could be separated. This demonstrated that at least some arid-zone vegetation 
species have unique spectral signatures. 
Analysis of Figures 35 and 36, combined with the statistical analysis of the curve and 
feature shapes of the ASD-acquired field spectra answers Research Questions 1 and 2: 
The library spectra of the individual vegetation end-members are spectrally distinct from 
one another, and the vegetation spectra can be discriminated from those of the 
background materials. The next stage is to determine if this discrimination is possible 
using imagery spectra. 
6.3.2 Classification Algorithms 
The second aim of the research is to describe the utility of commonly used classification 
algorithms to map accurately vegetation species in areas of sparse Chenopod Shrubland 
and to see which, if any, of the recognized methods of classification was most appropriate 
for use with a spectral library to classify vegetation species in arid Australia. 
The three algorithms chosen were:  
a) Spectral Feature Fitting (SFF),  
b) Spectral Angle Mapper (SAM), and  
c) Mixture Tuned Matched Filtering (MTMF). 
Two of these methods, SFF and MTMF, are described in a variety of literature to be the 
most appropriate for use with hyperspectral imagery (Clark et al., 1995, Dehaan and 
Taylor, 2002, Dalton et al., 2004). Neither SFF nor MTMF is constrained by the need to 
know all the end-members in a given scene. This was an acknowledged limiting 
constraint with classifying imagery where impure pixels comprising a variety of unknown 
end-members (Tso and Mather, 2001). The SAM method was included because other 
researchers, for example Alberotanza et al (1999), report that it was most efficient at 
distinguishing targets where shadow or pixel brightness would normally interfere with 
classification algorithms employed by alternative methods. In arid Australia, intense 
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shadow and bright illumination are inherent features of the landscape, and require some 
accommodation. All methods, including process flow diagrams were reviewed in Section 
2.4.4. 
6.3.3 Soil NDVI  
During the production of the classification images of all methods, the early results were 
disappointing. Random checks on the accuracy of the classifications, revealed errors of 
commission in the non-vegetation classes in that many of the demonstrably “soil” 
surfaces, such as roads, and much of the gibber plains were mis-classified as vegetation. 
Lacar et al (2001b) stated that by building a mask based on an NDVI transform, and 
applying it before applying the classification algorithms, they reduced the 
misclassification of the soil and roads, and focused the classifications on the  
 
 
Figure 37 Threshold mask built for the exclusion of non-vegetation pixels. This 
image is a mosaic of the three individual masks, one for each east-west image. 
The atmospheric calibration was done through the Empirical Line Calibration 
Method. 
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photosynthetic vegetation and vine blocks. In line with this, an NDVI formula was 
designed based on the description provided by Tso and Mather (2001), using bands 15 
and 26.  
A threshold value unique to each image was used to produce a mask of “non-vegetation”: 
those areas known to be heavily trafficked. Figure 37 shows a mosaic of the individual 
masks for the east-west flight lines calibrated using the ELC method. The result excluded 
areas known to have no vegetation, such as roads and areas subject to heavy traffic. The 
result for each image was also output as vectors, merged, and then clipped to a standard 
region of interest. The merged vectors were then overlain on the geo-referenced 
Quickbird® image to check the location of the mask. Although the threshold varied 
between image scenes, the mask produced was very similar on each occasion. The soil 
mask for each image was applied prior to the classification runs, and the remaining pixels 
classified according to the spectral library contents: CanegrassA, CanegrassB, SaltbushA, 
SaltbushB, SaltbushC, Spikeycottonballs, Loosesoil, Gibbers, and Swampsoil.  
The inclusion of the mask in the classification routines did prevent the roads and 
trafficked areas being classified as vegetation. However, the inclusion of a mask prior to 
the Minimum Noise Fraction rotation (MNF) produced numerous errors due to zero and 
negative values, and so the mask was not included until further through the MTMF 
routine, as indicated in the flow diagram in Figure 11. 
6.3.4 Ancillary Imagery Processing  
6.3.4.1 Imagery Registration 
Imagery is rarely, if ever, exactly registered. Reasons for this include terrain, differences 
in the geo-positioning of the imagery, or geo-positioning inaccuracies in the platform.  In 
order that this has minimal impact on the mapping of the vegetation species, the imagery 
used was all geo-referenced and then registered to the pan Quickbird® image. The 
accuracy of registration was RMS < 0.05% as measured in metres. The registration 
parameters were applied to the classification data once the classifications had been 
completed. 
6.3.4.2 Pan sharpening 
Pan sharpening of imagery is undertaken to produce the properties of one image at the 
resolution of another. In essence, it is the fusing of one low-resolution multi spectral 
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image with another high-resolution pan image to increase the resolution of the low-
resolution image. There are several methods by which this may be achieved (Molina et 
al., 2005), and some examples include replacing the Intensity component of an Intensity, 
Hue, Saturation (IHS) transform with the pan image, then applying an inverse transform; 
replacing the first Principal Component (brightness) in a Principal Component transform 
prior to applying the reverse transform. Wavelets-based approaches are also possible 
where some of the transformed bands of the MSI are added to or substituted by the 
transformed pan band (Nunez et al., 1999) to achieve the desired effect. 
The pan sharpening of the Quickbird® MSI was completed using the registered MSI/pan 
images according to the method recommended by Research Systems Inc (2005). This was 
done using the Gram-Schmidt Spectral Sharpening algorithm available in ENVI®. The 
Gram-Schmidt Algorithm is based around histogram matching the pan and a simulated 
pan image from the multi-spectral image to produce a radiometrically correct high-
resolution image. Following this, the first transform band resulting from the Gram-
Schmidt Transform of the low resolution pan and multispectral images is replaced by the 
matched high resolution band, and the inverse Gram-Schmidt transform is applied to the 
resultant band group (Brower and Laben, 1998). This pan-sharpened imagery was 
prepared in order to compare the classification results with the ground surface. 
6.4 Classification Overview  
Five scenes were analysed. Three were captured with east-west flight lines; two were 
captured with north-south flight lines.  
The imagery was calibrated by each of two methods, the first being an empirical line 
calibration (ELC) where spectrally characterized light and dark calibration panels were 
used to calculate a calibration equation (Chapter 2, Equation 2.7). The equation was then 
used to calibrate the imagery from radiance to apparent reflectance. The second method 
used an algorithm known as ATREM (ATmosphere REMoval algorithm) originally 
developed by Gao et al (1993) to remove the atmospheric contribution to the pixel 
spectrum, followed by the ELC. The Jet Propulsion Laboratory (JPL) in their web-based 
notes on hyperspectral imagery processing recommends this two-phase method. The 
method takes into account the solar azimuth and elevation and estimates the atmospheric 
composition over several typical scenes.  
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Once calibrated, three classification methods were employed for nine classes. The classes, 
derived from field-derived spectra of nine targets, comprised:  
a) CanegrassA,  
b) CanegrassB,  
c) Spikeycottonballs;  
d) SaltbushA,  
e) SaltbushB,  
f) SaltbushC,  
g) Gibbers,  
h) Swampsoil, and  
i) Loosesoil.  
Complete detailed descriptions, along with spectra, are listed in Appendix 3. The targets 
were chosen to determine if the three classification methods could discriminate between:  
a) phenologically different targets of the same species (CanegrassA and 
CanegrassB);  
b) targets of the same genera, but different species (SaltbushA, SaltbushB and 
SaltbushC),  
c) plants of a different genus, but of a similar morphological appearance to another 
genus (Spikeycottonballs similar to Saltbush).  
The spectra for the soil background of the swamp areas (Swampsoil), the generally 
trafficked areas (Loosesoil), and main open ground (Gibbers) were also collected. 
The three classification methods tested were  
a) Spectral Feature Fitting (SFF),  
b) Spectral Angle Mapper (SAM), and  
c) Mixture Tuned Matched Filter (MTMF).  
Analysis of the tables, shows that up to 5% of the total number of pixels were classified as 
containing multiple targets, that is, recognized as being mixed pixels. This shows in the 
tables as percentage totals greater than 100% in Table 10, and the varying number of 
image pixels between Table 9, the number of classified pixels, and Table 11, the total 
number of pixels per image.  Of the three classification methods, the SAM produced the 
least number of unclassified pixels. The north-south flight lines, as a group, produced the 
most. This is considered significant as the percentage vegetation cover of the landscape  
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Table 9 Total number of pixels in each class according to flight lines, atmospheric 
calibration method and classification algorithm 
 
 North/South 
ATREM/ELC ELC 
MTMF SFF SAM MTMF SFF SAM 
CanegrassA 16311 35742 16 4890 5383 66
CanegrassB 32618 41165 233216 4790 4027 61009
SaltbushA 34364 58726 92992 5180 5679 86104
SaltbushB 73967 102649 574945 7726 7632 280611
SaltbushC 6373 3740 667 942 1242 341
Spikeycottonballs 121617 92592 80970 6802 5239 145805
Gibbers 111342 113452 527685 12814 6530 468899
Swampsoil 108004 126959 1000198 5665 9811 690115
Loosesoil 3216177 3180286 4557388 111264 108094 4677683
Unclassified 31558753 31342582 28967841 819562 806825 29169559
Totals 35279526 35097893 36035918 979635 960462 35580192
       
 
East/West 
ATREM/ELC ELC 
MTMF SFF SAM MTMF SFF SAM 
CanegrassA 44824 49180 127198 77575 175436 132315
CanegrassB 28056 48549 131621 27442 138460 132315
SaltbushA 90129 37576 59556 106407 200870 52028
SaltbushB 113197 71264 439005 154622 232396 565003
SaltbushC 8060 15877 646 4954 9080 434
Spikeycottonballs 43577 76644 322479 60506 119541 173112
Gibbers 184289 407197 685324 179405 1079303 558959
Swampsoil 190456 114526 1185950 137925 1050230 1008986
Loosesoil 6636643 6501149 11073153 6651142 7595165 9591790
Unclassified 28083605 27824821 22922428 28135390 25831572 23505752
Totals 35422836 35146783 36947360 35535368 36432053 35720694
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Table 10 Class pixels as a percentage of total image area, according to flight lines, 
atmospheric calibration method and classification algorithm. 
 
 North/South 
ATREM/ELC ELC 
MTMF SFF SAM MTMF SFF SAM 
CanegrassA 0.047 0.103 0.000 0.525 0.578 0.000
CanegrassB 0.094 0.118 0.670 0.514 0.432 0.175
SaltbushA 0.099 0.169 0.267 0.556 0.609 0.247
SaltbushB 0.212 0.295 1.651 0.829 0.819 0.806
SaltbushC 0.018 0.011 0.002 0.101 0.133 0.001
Spikeycottonballs 0.349 0.266 0.233 0.730 0.562 0.419
Gibbers 0.320 0.326 1.515 1.375 0.701 1.347
Swampsoil 0.310 0.365 2.873 0.608 1.053 1.982
Loosesoil 9.237 9.134 13.089 11.940 11.600 13.434
Unclassified 90.635 90.014 83.194 87.949 86.582 83.773
Totals 101.321 100.799 103.493 105.127 103.069 102.184
       
 East/West 
ATREM/ELC ELC 
MTMF SFF SAM MTMF SFF SAM 
CanegrassA 0.129 0.141 0.365 0.223 0.504 0.380
CanegrassB 0.081 0.139 0.378 0.079 0.398 0.380
SaltbushA 0.259 0.108 0.171 0.306 0.577 0.149
SaltbushB 0.325 0.205 1.261 0.444 0.667 1.623
SaltbushC 0.023 0.046 0.002 0.014 0.026 0.001
Spikeycottonballs 0.125 0.220 0.926 0.174 0.343 0.497
Gibbers 0.529 1.169 1.968 0.515 3.100 1.605
Swampsoil 0.547 0.329 3.406 0.396 3.016 2.898
Loosesoil 19.060 18.671 31.802 19.102 21.813 27.547
Unclassified 80.655 79.912 65.832 80.803 74.187 67.507
Totals 101.732 100.940 106.111 102.056 104.631 102.588
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Table 11 Percentage area of classification image per class according to flight lines, 
atmospheric calibration method and classification algorithm 
 
 North/South 
ATREM/ELC ELC 
MTMF SFF SAM MTMF SFF SAM 
CanegrassA 0.047 0.103 0.000 0.066 0.007 0.000
CanegrassB 0.070 0.022 0.057 0.014 0.000 0.061
SaltbushA 0.014 0.026 0.057 0.021 0.046 0.015
SaltbushB 0.014 0.162 1.152 0.269 0.219 0.492
SaltbushC 0.014 0.000 0.001 0.014 0.000 0.001
Spikeycottonballs 0.067 0.068 0.205 0.250 0.303 0.312
Gibbers 0.243 0.322 0.863 0.146 0.560 0.847
Swampsoil 0.020 0.209 2.852 0.592 1.050 1.523
Loosesoil 8.876 9.074 11.619 10.679 11.233 12.975
Unclassified 90.635 90.014 83.194 87.949 86.582 83.774
Percentage Total 100.000 100.000 100.000 100.000 100.000 100.000
Total number of 
image pixels 34819609 34819675 34819628 931860 931862 34819346
       
 East/West 
ATREM/ELC ELC 
MTMF SFF SAM MTMF SFF SAM 
CanegrassA 0.016 0.140 0.019 0.223 0.019 0.010
CanegrassB 0.009 0.067 0.050 0.005 0.044 0.077
SaltbushA 0.042 0.031 0.028 0.030 0.028 0.057
SaltbushB 0.074 0.049 0.509 0.042 0.306 1.021
SaltbushC 0.000 0.001 0.000 0.001 0.010 0.001
Spikeycottonballs 0.017 0.035 0.746 0.002 0.000 0.417
Gibbers 0.118 1.136 0.899 0.394 2.447 0.482
Swampsoil 0.087 0.191 3.342 0.006 2.020 2.881
Loosesoil 18.982 18.438 28.575 18.493 20.939 27.547
Unclassified 80.655 79.912 65.832 80.804 74.187 67.507
Percentage Total 100.000 100.000 100.000 100.000 100.000 100.000
Total number of 
image pixels 34819422 34819328 34819583 34819303 34819540 34819725
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was estimated to be between 10 and 20% by pan sharpened Quickbird® imagery, after the 
method for estimating percentage cover in Field Geologists Manual (Berkman and Ryall, 
1976). The larger area of unclassified pixels indicates that even the soil/gibber classes, 
which provided the majority of the land cover, were not successfully identified. 
Appendix 5 presents the confusion matrices in their entirety, although graphical 
summaries are presented in Chapter 7. In general, the matrices show that the classification 
results are very poor; however, there are several possible explanations for the poor results. 
Some are inherent in the classification methods, as explained earlier; some are inherent in 
the data; some are inherent in the assumptions made about the integrity of the data. A 
discussion of the outcomes is presented in Chapter 7. 
 
6.5 Classification Results  
The classifications analysed were: 
a) Classification of ELC and ATREM/ELC calibrated imagery for MTMF, SAM, 
and SFF algorithms for north-south and east-west flight runs, and 
b) Classification of ELC and ATREM/ELC calibrated imagery for MTMF, SAM and 
SFF algorithms, with results merged into four classes: mineral, saltbush (Atriplex), 
canegrass (Eragrostis), and spikeycottonballs (Dissocarpus). East-west and 
north-south flight runs were tested. 
Classification vectors were output from each of the individual material classifications. 
The vectors were assembled and overall maps were compiled for the different methods of 
atmospheric calibration. 
The Figure 38 shows a pan-sharpened MSI overview of the research site: note the bluish 
areas on the image that mark the swampy areas in the landscape; the straight lines 
marking tracks and cable runs; and the small bright white patches that mark buildings. 
The bluish cruciform area in the north-west quadrant is the scar left by the 27 tonne 
detonation event. To the northeast of this area is a dark shadow across the landscape, 
which is the explosive residue coating after the blast. This shadow was not evident on the 
ground. Figures 39 – 50, are the class maps for each of the non-aggregated classifications. 
Tables 9 – 11 are the numerical results and give the class pixel count and the percentage 
coverage as represented by these class maps. Section 6.6 provides the observations noted 
from analysis of the classification maps. 
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Figure 38 Overview of the Woomera Explosive Test (WET) site, as seen by a pan-
sharpened Quickbird® image acquired 24 September 2002. The dark bluish-grey 
areas are swamps and gilgai; straight lines are roads and cable runs; the bright 
point features are buildings. The arrows indicate the sites of the reference spectra, 
as noted in Section 6.4. Near the centre-left of the image the darkened cruciform 
feature is the scarring left after the 27 tonne detonation event. Note the dark shadow 
to the north-east of the area, marking where the explosive residue coats the 
landscape. This shadow interfered with the ground-truth data, which was acquired 
prior to the detonation. The light green dashed lines are the spectra collection 
transects; coloured stars mark the detonation sites.  
CanegrassA 
Swampsoil 
Gibbers 
SaltbushA
SaltbushC
SaltbushB
CanegrassB
Loosesoil
27t detonation site
5t detonation site 
Spikeycottonballs 
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6.6 Observations 
6.6.1 North-South Flight Lines 
6.6.1.1 Atmospheric Calibration: ATREM/Empirical Line Calibration (ELC)  
Classification Algorithm: Mixture Tuned Matched Filter (MTMF) (Figure 39) 
6.6.1.1.1 Comments 
A little over 90% of this area remained unclassified. The majority of the area was 
“classified” by the NDVI mask adopted to focus the algorithm away from those areas 
known to have no vegetation such as tracks, roads, cable runs and highly trafficked areas.  
Analysis of the confusion matrices revealed that the result was very poor, with an overall 
percentage accuracy of 8.65% (Kappa = 0.0305) for the individual classes, and 24.57% 
(Kappa = 0.0702) for the aggregated classes. A comparison of the individual classes 
overlain on the Quickbird® pan-sharpened image suggests that the classification result is 
better than these statistics would indicate:  
a) Swampsoil coincided with the swampy areas,  
b) Gibbers corresponded with gibber pavements,  
c) SaltbushC coincided with the swamp where the plants were known to occur;  
d) SaltbushA coincided with the moist areas of the landscape;  
e) SaltbushB class pixels coincided with areas known to host Atriplex vesicaria;  
f) CanegrassA and CanegrassB generally fell within areas known to be swamps or 
gilgai 
g) Spikeycottonballs pixels were evenly distributed across the plain; and 
h) Loosesoil class formed a low-density form of the “fingerprint pattern” of the 
vegetation/soil geomorphologic feature of the plain. The main road failed to be 
classified 
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Figure 39 Mixture Tuned Matched Filter class map for north-south flight lines and  
ATREM followed by ELC atmospheric calibration method. 
WOOMERA EXPLOSIVES TEST SITE 
Classification: Mixture Tuned Matched Filter (MTMF) 
Flight Lines: North-South 
Atmospheric Calibration: ATREM followed by 
 Empirical Line Calibration method 
Detonation site 
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6.6.1.2 Atmospheric Calibration: ATREM/Empirical Line Calibration (ELC)  
Classification Algorithm: Spectral Feature Fitting (SFF) (Figure 40) 
6.6.1.2.1 Comments 
A little over 90% of the area remained unclassified by the SFF algorithm, and only 
marginally more than the MTMF algorithm. The majority of the area was classified as 
“Loosesoil” by the NDVI mask used to focus the classification routines away from the 
trafficked areas and cable runs. 
Analysis of the confusion matrices revealed that the overall percentage accuracy was 
9.69% (Kappa = 0.0355) for the individual classes, and 26.30% (Kappa = 0.0714) for the 
aggregated classes. A comparison of the individual classes overlain on the pan sharpened 
Quickbird® image indicates that the classification may be better than the statistics 
suggest, although the low percentage coverage of the individual classes suggest a high 
level of errors of omission.  
a) CanegrassA and CanegrassB classes were poorly discriminated between although 
the canegrass did fall in the swamp and gilgai areas of the plain; 
b) Spikeycottonballs was obvious across the plain area; the population was quite 
dense in some areas, which is at odds with the noted population spread, possibly 
indicating that it was over represented in those areas (errors of commission); 
c) SaltbushC coincided with the swamp known to host the plants; 
d) SaltbushA and SaltbushB were spread across the plain and their class pixels often 
coincided 
e) Gibber pixels were concentrated in areas coincident with known gibber 
pavements. 
f) Loosesoil was the largest class with a little over 9% of the total area attributed to 
this class. In addition to the mask pixels, Loosesoil pixels formed an outline of the 
fingerprint pattern of the vegetation/soil feature of the plain. The main road was 
unclassified 
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Figure 40 Spectral Feature Fitting class map for north-south flight lines and ATREM 
followed by ELC atmospheric calibration method 
WOOMERA EXPLOSIVES TEST SITE 
Classification: Spectral Feature Fitting 
Flight Lines: North-South 
Atmospheric Calibration: ATREM followed by 
 Empirical Line Calibration method 
Detonation site 
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6.6.1.3 Atmospheric Calibration: ATREM/Empirical Line Calibration (ELC)  
Classification Algorithm: Spectral Angle Mapper (SAM) (Figure 41) 
6.6.1.3.1 Comments 
A little over 83% of the area remained unclassified, including the sites of the detonations 
and the associated scars. It was noted during the atmospheric calibration that the ATREM 
had significant difficulty in these areas, resulting in negative values of apparent 
reflectance that the ELC could not correct. The overall density of the pixels of the 
individual classes was quite significant. The eastern image was less than the western 
image, although the unpopulated areas correspond to a possible stream course and where 
a different vegetation assemblage, dominated by Rhagodia species, was present. The 
overall percentage accuracy was 10.10% (Kappa = 0.0285) for the individual classes and 
26.30% (Kappa = 0.0714) for the aggregated classes. 
The comparison of the individual classes with the Quickbird® imagery revealed that: 
a) Swampsoil was spread across the landscape, possibly associated with the large 
number of gilgai, although the concentration of Swampsoil in swamps was not 
evident; 
b) Gibber pixels were concentrated in areas of the image recognizable as gibber 
pavements; 
c) SaltbushC pixels coincided with the swamp area known to host Atriplex lindleyi; 
d) SaltbushA pixels coincided with moist areas in the landscape; 
e) SaltbushB pixels coincided with areas known to host A. vesicaria plants; 
f) Spikeycottonballs pixels were spread throughout the landscape with pockets more 
densely populated; 
g) CanegrassA was poorly represented with only 16 out of a possible 34819628 
pixels in the class, while CanegrassB had over 233000 pixels. Both classes were 
evident in areas known to be swampland; 
h) Loosesoil was dominated by the mask, with only a skeletal form of the fingerprint 
pattern evident in the class pixels. The main road was unclassified. 
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Figure 41 Spectral Angle Mapper class map for north-south flight lines with ATREM  
followed by ELC atmospheric calibration method. 
 
Detonation site 
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6.6.1.4 Atmospheric Calibration: Empirical Line Calibration (ELC)  
Classification Algorithm: Mixture Tuned Matched Filter (MTMF) (Figure 42) 
6.6.1.4.1 Comments 
Approximately 88% of the area remained unclassified. A little over 5% of the pixel 
population was identified as mixed and although pixels generally fell where they were 
expected in the landscape, when compared with the Quickbird® image, the density of the 
class pixels was very low suggesting a high level of errors of omission, and perhaps 
commission, with multiple targets within a given pixel. Some classes failed to fall within 
the expected areas of the landscape. 
The overall percentage accuracy for the individual classes was 8.65% (Kappa = 0.0286) 
while for the aggregated classes it was 24.91% (Kappa = 0.0708). Class pixels overlain on 
the Quickbird® image, revealed a relationship as: 
a) CanegrassA and CanegrassB pixels poorly represented, although the 
representatives did fall within the relevant areas; 
b) SaltbushC pixels falling within the swamp area known to host A. lindleyi plants; 
c) SaltbushB pixels were sparsely scattered across the landscape, with none falling 
within the area known to host a high concentration of A. vesicaria 
d) SaltbushA pixels did not fall in any of the areas known to host Atriplex 
macropterocarpa plants 
e) Gibbers pixels were sparsely distributed and many of the gibber pavements failed 
to be recognized; 
f) Swampsoil pixels were sparsely scattered across the landscape, many of these 
possibly associated with gilgai; and 
g) Loosesoil, was dominantly classified by the soil mask with little of the fingerprint 
pattern evident in its pixel arrangement. 
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Figure 42 Mixture Tuned Matched Filter class map for north-south flight lines and 
ELC atmospheric calibration method. 
WOOMERA EXPLOSIVES TEST SITE 
Classification: Mixture Tuned Matched Filter (MTMF
Flight Lines: North-South 
Atmospheric Calibration:  
 Empirical Line Calibration method 
Detonation site 
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6.6.1.5 Atmospheric Calibration: Empirical Line Calibration (ELC)  
Classification Algorithm: Spectral Feature Fitting (SFF) (Figure 43) 
6.6.1.5.1 Comments 
The percentage of pixels remaining unclassified was 86.5%. Analysis of the confusion 
matrices revealed that the overall percentage accuracy was 9.69% (Kappa = 0.0357) for 
the individual classes, and 26.30% (Kappa = 0.0714) for the aggregated classes. A 
comparison of the individual classes overlain on the pan-sharpened Quickbird® image 
indicate that the classification may be better than the statistics suggest, although the low 
percentage coverage of the individual classes suggest a high level of errors of omission.  
a) CanegrassA and CanegrassB classes were poorly discriminated between although 
the canegrass did fall in the swamp and gilgai areas of the plain; 
b) Spikeycottonballs was obvious across the plain area; 
c) SaltbushC coincided with the swamp known to host the plants; 
d) SaltbushA and SaltbushB were spread across the plain and their class pixels often 
coincided which may indicate mixed pixels or poor species discrimination. 
e) Gibbers pixels coincided with areas of known gibber pavements; however, the 
number of gibber pavements was still under-represented (errors of omission). 
f) Loosesoil was the largest class with a little under 12% of the total research area 
attributed to this class. In addition to the mask pixels, Loosesoil pixels formed a 
skeletal outline of the fingerprint pattern of the vegetation/soil feature of the plain. 
The main road was unclassified.  
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Figure 43 Spectral Feature Fitting class map for north-south flight lines with ELC  
atmospheric calibration method. 
 
Detonation site 
WOOMERA EXPLOSIVES TEST SITE 
Classification: Spectral Feature Fitting (SFF) 
Flight Lines: North-South 
Atmospheric Calibration:  
 Empirical Line Calibration method 
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6.6.1.6 Atmospheric Calibration: Empirical Line Calibration (ELC)  
Classification Algorithm: Spectral Angle Mapper (SAM) (Figure 44) 
6.6.1.6.1 Comments 
Nearly 84% of the total test area remained unclassified on this occasion. Analysis of the 
confusion matrices revealed that the overall percentage accuracy for the individual classes 
was 11.50% (Kappa = 0.0358) and 33.91% (Kappa = 0.0956) for the aggregated classes. 
A comparison of the class map with the pan-sharpened Quickbird® imagery reveals a 
good agreement between the Loosesoil and the fingerprint pattern of the soil/vegetation 
land cover. The probable streamline in the southeast of the study area was no longer 
obvious, although it was covered by Swampsoil and Spikeycottonballs, both 
classifications of which are reasonable. Over the whole area, the density of the land cover 
classes was also substantial. In general: 
a) SaltbushC pixels occurred in the swamp known to host the plants of A. lindleyi; 
b) SaltbushB pixels were spread across the landscape and concentrated in the area 
known to host the old A. vesicaria plants; 
c) SaltbushA pixels were also spread throughout the landscape and concentrated in 
moist areas; 
d) Spikeycottonballs pixels were distributed throughout the landscape with 
concentrations in some areas associated with swamps; 
e) Gibbers were distributed across the landscape and concentrated in areas that can 
be identified on the Quickbird® imagery as gibber pavements; 
f) CanegrassA was poorly represented, being almost absent (66 of 34819346 pixels), 
while CanegrassB occurred in areas known to be associated with swamps and 
gilgai; 
g) Loosesoil, apart from the soil mask, was well distributed across the landscape with 
the fingerprint pattern of the soil/vegetation land cover evident across the image. 
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Figure 44 Spectral Angle Mapper class map for north-south flight lines and ELC 
atmospheric calibration method. 
Detonation site 
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6.6.2 East-West Flight Lines 
6.6.2.1 Atmospheric Calibration: ATREM/Empirical Line Calibration (ELC)  
Classification Algorithm: Mixture Tuned Matched Filter (MTMF) (Figure 45) 
6.6.2.1.1 Comments 
A little over 80% of the total area remained unclassified, and although the class map 
indicates very little vegetation was recognized in the classification, analysis of the class 
percentages indicates a doubling in the numbers of pixels assigned to each class when 
compared to the north-south flight lines. Their absence in the class map is due to the 
mixed pixel nature of the map, with other classes masking their presence, generally the 
Loosesoil. The overall percentage accuracy was 10.25% (Kappa = 0.017) for the 
individual classes and 30.40% (Kappa = 0.056) for the aggregated classes. Analysis of the 
Quickbird® image overlain by the class maps reveals that: 
a) CanegrassA and CanegrassB were represented by a relatively small number of 
pixels, with those pixels generally associated with swampland; 
b) SaltbushC was associated with the swamp known to host the A. lindleyi plants; 
however it was difficult to validate the additional pixels in the class, as the few 
plants in the swamp were the only ones known at the site; 
c) SaltbushB was associated with the area to the north of the 5 tonne detonation 
point, although in a very low density; 
d) SaltbushA was associated with areas known to host A. macropterocarpa plants, 
again at a low density; 
e) Spikeycottonballs were scattered throughout the landscape, but at such a low 
density, it was difficult to determine the coincidence of the class pixel and the 
point on the ground; 
f) Gibbers were not represented at a density consistent with the density noted in the 
field; 
g) Swampsoil was spread through the landscape, and although sometimes associated 
with, was not always masked by the Loosesoil pixels; 
h) Loosesoil was well represented by the soil mask, however the fingerprint pattern 
was evident in the pixel distribution of the class map. 
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Figure 45 Mixture Tuned Matched Filter class map for east-west flight lines  
with ATREM followed by ELC atmospheric calibration method 
Saltbushc 
Detonation site 
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6.6.2.2 Atmospheric Calibration: ATREM/Empirical Line Calibration (ELC)  
Classification Algorithm: Spectral Feature Fitting (SFF) (Figure 46) 
6.6.2.2.1 Comments 
Approximately 80% of the total study area remained unclassified, the majority of the 
classified pixels being as Loosesoil (18.67%) and Gibbers (1.17%). There was very little 
difference between the percentage areas of the remaining classes when comparing the 
north-south and east-west flight lines. Analysis of the confusion matrices revealed that 
there was an overall percentage accuracy of 11.36% (Kappa = 0.0341) for the individual 
classes and 30.77% (Kappa = 0.0848) for the aggregated classes. This poor result as 
represented by the confusion matrices may misrepresent the true case as: 
a) CanegrassA and CanegrassB pixels are concentrated in areas known to be 
swampland; 
b) SaltbushA and SaltbushB are concentrated in areas known to host A. 
macropterocarpa and A. vesicaria; 
c) SaltbushC occurs in the swamp known to host plants of A. lindleyi, although it is 
probably over-represented by the number of pixels in this class, as the few plants 
in this swamp were the only ones encountered on the site (errors of commission); 
d) Spikeycottonballs is scattered across the landscape, although it is probably under-
represented (errors of omission); 
e) Gibbers were concentrated in areas identified on the Quickbird® imagery as being 
associated with gibber pavements;  
f) Swampsoil was scattered across the landscape, with no obvious concentrations 
associated with areas known to be associated with swampland;  
g) Loosesoil was predominantly classified through the soil mask, although additional 
pixels continued or completed the distinctive soil/vegetation land cover pattern. 
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Figure 46 Spectral Feature Fitting class map for east-west flight lines with  
ATREM followed by ELC atmospheric calibration method 
 
Detonation site 
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6.6.2.3 Atmospheric Calibration: ATREM/Empirical Line Calibration (ELC)  
Classification algorithm: Spectral Angle Mapper (SAM) (Figure 47) 
6.6.2.3.1 Comments 
Nearly 66% of the total study area remained unclassified following this classification. Of 
the nine other classes, the Loosesoil class dominated with nearly 32% of the area, 
followed by Swampsoil with 3.4% and Gibbers by nearly 2% of the land area. The area 
total was 106%. The total number of pixels included mixed pixels, that is pixels that fell 
into more than one class. These pixels were counted more than once. The percentage of 
pixels counted above the pixels in the scene was 6%, indicating that at least 6% of the 
pixels were mixed. On the classification image, this is most obvious in the class coverage 
of the classification map, where many of the individual class pixels are also masked by 
the Loosesoil class. Analysis of the confusion matrices reveals that the overall percentage 
accuracy was 12.55% (Kappa = 0.0170) for the individual classes and 38.83% (Kappa = 
0.736) for the aggregated classes. 
This was the best of the 12 classifications. By comparing the class results with the 
Quickbird® image, the results seem significantly better than the statistics indicate. This 
analysis reveals: 
a) CanegrassA with a limited distribution, predominately in the northern 
swamplands, and where the library spectra was collected; 
b) CanegrassB with a more general distribution, but still associated with swampland 
and gilgai. The swamp where the library spectrum was collected is also classified. 
c) SaltbushA has a distribution of small clusters (communities) across the landscape, 
similar to, and including, the one where the library spectrum was collected; 
d) SaltbushB class is represented across the landscape, but is concentrated in the area 
to the north of the 5 tonne detonation point, where the library spectra was 
collected; 
e) SaltbushC is represented by a few pixels in the swamp to the south west of the 5 
tonne detonation point. This was the only location where A. lindleyi was observed 
at the research site. 
f) Spikeycottonballs pixels are scattered throughout the landscape, a feature 
observed in the field with the low-growing shrub  
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Figure 47 Spectral Angle Mapper class map for east-west flight lines with  
ATREM followed by ELC atmospheric calibration method 
 
Detonation site 
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g) Gibbers pixels correspond to areas identifiable on the Quickbird® imagery as 
gibber pavements; 
h) Swampsoil pixels are spread throughout the scene, with concentrations in areas 
identifiable as swampland, 
i) Loosesoil pixels dominate the classes, and mask many of the less populous 
classes.  
 
6.6.2.4 Atmospheric Calibration: Empirical Line Calibration (ELC)  
Classification Algorithm: Mixture Tuned Matched Filter (MTMF) (Figure 48) 
6.6.2.4.1 Comments 
The percentage area of the class “unclassified” is 80.8%, and of the remaining classes, 
19.1% is “Loosesoil”. Although at least 2% of the pixels are mixed, the vegetation land-
cover classes were sparse with a percentage land cover of less than 0.5% each. Analysis 
of the confusion matrices reveal that the overall percentage accuracy was 5.12% (Kappa = 
0.0136) for the individual classes and 14.29% (Kappa = 0.0290) for the aggregated 
classes. 
A comparison of the classes with the pan-sharpened Quickbird® image showed:  
a) CanegrassA and CanegrassB were sparse but their locations coincided with the 
swampland; 
b) SaltbushA were sparse but corresponded with areas known to host A. 
macropterocarpa plants; 
c) SaltbushB pixels were located in the area to the north of the 5 tonne detonation 
site, where the reference spectrum was acquired; 
d) SaltbushC pixels were located throughout the landscape and probably over 
populous (errors of commission), although there was one pixel in the swampland 
known to host the A. lindleyi plants; 
e) Spikeycottonballs pixels were spread throughout the landscape 
f) Gibbers pixels were sparsely spread with no apparent concentration in areas 
identifiable as gibber pavements; 
g) Swampsoil was spread throughout the landscape with no obvious concentrations; 
h) Loosesoil occupied a little over 19% of the percentage land cover, however most 
of this was related to the soil mask. 
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Figure 48 Mixture Tuned Matched Filter class map for east-west flight lines with 
ELC atmospheric calibration method. 
 
Detonation site 
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6.6.2.5 Atmospheric Calibration: Empirical Line Calibration (ELC)  
Classification Algorithm: Spectral Feature Fitting (SFF) (Figure 49) 
6.6.2.5.1 Comments 
The percentage of land area remaining unclassified was a little over 74%. Nearly 5% of 
the pixels were identified as mixed. Analysis of the confusion matrix revealed an overall 
percentage accuracy of 4.40% (Kappa = 0.0127) for the individual classes and 12.82 % 
(Kappa = 0.0336) for the aggregated classes. 
When the class maps were compared with the Quickbird® pan sharpened image the 
outcome showed:  
a) most of the gibber pixels coincided with areas identifiable as gibber pavements; 
b) CanegrassA and CanegrassB pixels were concentrated in areas identifiable as 
swampland; 
c) SaltbushA pixels were concentrated in moist areas of the landscape and in 
association with SaltbushB; 
d) SaltbushB pixels were concentrated in areas known to host A. vesicaria plants; 
e) SaltbushC pixels occurred in the swamp known to host the A. lindleyi plants, but 
also scattered throughout the landscape suggesting an over population of the class 
(errors of commission); 
f) Swampsoil was scattered throughout the landscape, and also concentrated in areas 
known to be swampland; 
g) Loosesoil pixels covered nearly 22% of the land area, although much of this was 
due to the inclusion of the soil mask in the class. 
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Figure 49 Spectral Feature Fitting class map for east-west flight lines with  
 ELC atmospheric calibration method. 
 
Detonation site 
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6.6.2.6 Atmospheric Calibration: Empirical Line Calibration (ELC)  
Classification Algorithm: Spectral Angle Mapper (SAM) (Figure 50) 
6.6.2.6.1 Comments 
The percentage of the land area remaining unclassified was 67.5% and only 2.6% 
identified as mixed pixels. Analysis of the confusion matrices revealed an overall 
percentage accuracy of 13.65% (Kappa = 0.0465) for the individual classes and 34.4% 
(Kappa = 0.0794) for the aggregated classes. Overlaying the class maps on the 
Quickbird® pan-sharpened image shows: 
a) CanegrassA and CanegrassB classes coinciding with areas of known swampland; 
b) SaltbushA pixels concentrated in areas identifiable as moist areas;  
c) SaltbushB pixels concentrated in areas known to host A. vesicaria plants; 
d) SaltbushC pixels were concentrated in the swamp known to host A. lindleyi; 
e) Spikeycottonballs were spread throughout the landscape with a distribution similar 
to that observed in the field; 
f) Swampsoil was spread throughout the landscape, although many of the 
swampland areas remained unclassified; 
g) Gibbers were under-represented in the landscape, although pixels were 
concentrated in areas identifiable as gibber pavements; 
h) Loosesoil covered 27.5% of the total land area, with a major contribution to this 
class being from the soil mask. 
6.7 Chapter Summary  
In this chapter, selected arid land vegetation species were shown to have significant 
differences in their spectral signatures, making it possible to discriminate between them 
(Research Question 1) and potentially map the distribution of the vegetation using 
remotely sensed imagery. Similarly, the background soil and gibber end-member spectra 
were distinguishable from each other and the vegetation signatures (Research Question 2). 
Once the individuality of the spectra was determined, the five selected scenes, three with 
east-west flight lines and two with north-south flight lines, were analysed.  
The imagery was calibrated by each of two methods, the first being the Empirical Line 
Calibration (ELC) method. The second method used the ATREM algorithm followed by 
the ELC. 
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      Figure 50 Spectral Angle Mapper class map for east-west flight lines with  
      ELC atmospheric calibration method. 
 
WOOMERA EXPLOSIVES TEST SITE 
Classification: Spectral Angle Mapper 
Flight Lines: East-West 
Atmospheric Calibration:  
 Empirical Line Calibration method 
Detonation site 
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Three classification algorithms were employed for nine classes to classify the calibrated 
imagery. Field-derived spectra of nine targets, once compiled into a spectral library, were 
used as reference spectra for the classes.  
According to the confusion matrices, the accuracy of the classification results was very 
poor; however, all classification methods identified mixed pixels and classified them 
accordingly. The high number of unclassified pixels suggests that the classification 
algorithms failed to identify the spectral signatures of the soil/gibber background 
materials with sufficient accuracy to classify them. 
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Chapter 7.  
Discussion 
7.1 Introduction 
7.1.1 Background 
Arid and semi-arid landscapes are fragile ecosystems (CSIRO Centre for Arid Zone 
Research, 2005b). Their very nature makes them difficult to monitor and manage; 
however, if the vegetation cover is lost, it is likely that sandy soils will remobilise 
(Chapter 3, Section 3.1.1.3), making the re-establishment of the ecosystems extremely 
difficult. As discussed in Chapter 2, remote sensing techniques are already used to assist 
in the management and monitoring of landscapes, and hyperspectral remote sensing has 
been used overseas to monitor and map vegetation. 
As noted in Chapters 2 and 3, several researchers have acknowledged that classification 
of hyperspectral imagery acquired of arid and semi-arid landscapes is extremely 
challenging (Okin et al, 1991; Chewings et al, 1998; Okin et al, 2001; & Lewis 2000). 
The limited canopy cover of the individual species contributes only a small portion of the 
signal that comprises the overall pixel spectrum. Chewings et al (1998) also point out that 
Australia’s arid and semi arid landscapes have little or no co-ordinated monitoring and 
management, while Carnahan (1990) noted that there has been a significant reduction in 
the overall health of these systems noted by the loss of canopy cover between 1780 and 
1980. 
The specific knowledge gap identified in Chapter 2, Section 2.7.2, pointed to the limited 
understanding of the usefulness of hyperspectral image classification to map and monitor 
Australian arid and semi arid zone vegetation. 
Chapter 5 describes the research strategy that was set up to determine if field-derived 
point spectra could be used to successfully classify hyperspectral imagery collected over 
an arid zone landscape north of Woomera, South Australia. Chapter 6 describes the 
imagery calibration and classification processes used and presents the results as 
classification maps with an associated textual description. 
This chapter, Chapter 7, will discuss those results to determine if the research found one 
or other of the classification methods tested performed with sufficient accuracy to be used 
as part of a vegetation monitoring strategy for arid and semi arid landscapes. 
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7.1.2 Specific Tasks for the Classification of the Hyperspectral 
Imagery 
The following major tasks needed to be completed for the successful outcome of the 
classification of the hyperspectral imagery. 
a) Imagery calibration. As pointed out in Chapter 2, Section 2.3, the spectral curve 
comprises several components. Those components associated with atmospheric, 
sensor-target relationship (BRDF) and temporal effects need to be removed before 
imagery can be successfully classified. Chapter 6 elaborated on the two 
atmospheric removal methods chosen for the imagery involved in this research. 
b) Classification of imagery. Chapter 2, Section 2.3.4 and Section 2.4.4, presented a 
discussion of the components of a spectral curve and some methods whereby that 
curve can be used to classify imagery. Chapter 6 presented a more extensive 
discussion of classification methods and those chosen for this research.  
c) Accuracy assessment. For a classification map to be useful, its accuracy must be 
assessed. The common standard for imagery classification routines is a confusion 
matrix accompanied by a Kappa coefficient (Foody, 2002, Lunetta and Lyon, 
2004). This was available in the commercial software chosen for the research.  
 
7.2 Discussion of Tasks 
7.2.1 Imagery Calibration 
There was discussion in Chapter 2, Section 2.3 of the components of the spectral curve, 
and methods for removing some of them, to calibrate an image to apparent reflectance. As 
pointed out in Chapter 5, Section 5.1.4, there were contradictory findings as to which 
method would be the most effective. It was noted in Chapter 5, Section 5.2.2.4, that the 
accurate calibration of imagery is important to allow a valid comparison between images, 
and for use with a spectral library. Two methods of imagery calibration were employed in 
this research: 
a) the Empirical Line Calibration Method as employed by ENVI® and based on the 
method described by Conel et al, (1987);  
b) a cascading calibration using the ATmosphere REMoval algorithm (ATREM) 
combined with an ELC, as suggested by Clark et al., (2002).  
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7.2.1.1 Effect of Empirical Line Calibration (ELC) method on imagery 
calibration 
In order for the ELC to be carried out successfully, 15 x 15 m light and dark calibration 
panels were constructed and laid out. As indicated in Chapter 6 Section 6.2.1.1, this was 
expected to produce a maximum of 49 and a minimum of 25 calibration pixels for the 
light and dark panels given the specified smallest image pixel size of 2 x 2 m as suggested 
by Clark et al (2002). Flying conditions encountered on the day meant that the image 
pixel size was approximately 3 x 3 m. This was not revealed until several months after the 
campaign, when the pre-processed imagery data was received. To mitigate against 
problems with the spectra from the calibration panels, additional calibration spectra were 
collected at the airfield and at the field site. However, poor weather conditions and timing 
of the overflights (the flights were undertaken at solar noon and in bright sunlight, while 
the airfield spectra were taken around midmorning in overcast conditions) meant that the 
airfield spectra were not useful. Clark et al (2002) also recommended that the calibration 
sites should not be too distant from the collection site, although a specific distance was 
not given, and the airfield was approximately 45 km from the research field site. The 
spectrum of a large pale concrete pad was collected at the field site; however, following 
the 27 tonne event, detonation debris covered the surface, making it useless. 
Discussions with the Department of Defence experts about the situation with the 
calibration panels indicated that their use would still be valid. Badly calibrated bands 
could be excluded from the classification routines. Most of these were expected to fall in 
the shorter wavelengths, where atmospheric interference was the greatest (refer to Figure 
3, Chapter 2). As demonstrated in Chapter 6, Section 6.3, there were very few bands of 
significance in this region of the spectral curve, so this advice was accepted. 
The problems associated with the calibration panels were observed during the imagery 
calibration. The ELC did have difficulty with some images such that the spectral 
reflectance curves of some pixels had negative values in some bands. A possible 
explanation was that the calibration panels were not the brightest or the darkest objects in 
the scene, across the entire spectrum. Although heavy shadows could have produced a 
similar result, the affected areas were associated with detonation debris. This being the 
case, it is more likely that spectrally, the dark explosive residue was the darkest object, 
across the entire spectrum, in the scene. Unfortunately, although a spectrum for the 
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residue material was collected, no pure pixels were identified for use as part of the 
calibration. The reflectance of the residue material probably contributed sufficiently to the 
signal to cause the negative reflectance values in the calibration sequence, despite no pure 
pixels being identified. This calibration issue was not observed when the ATREM/ELC 
cascade was used.  
The affected bands were excluded from use in the classifications, as “bad bands”. This 
meant that not all images had the same bands available for comparison with the spectral 
library. Although none of the bad bands fell within the bands of significant difference, 
further testing would be needed to determine if these bands had an effect on the overall 
classification results. 
7.2.1.2 Effect of ATREM/ELC cascade on imagery calibration 
The ATREM/ELC cascade method (refer to Chapter 6 Section 6.2.1) was described by 
Clark et al (2002) to assist with overcoming some of the known shortcomings of the 
ATREM algorithm, and to correct any date and site specific phenomena. They believed 
that it provided the best atmospheric calibration of imagery, minimising acknowledged 
differences relating to temporal changes, BRDF, and localised atmospheric phenomena. 
If the ATREM had difficulty in removing all effects particularly those due to the BRDF, 
the effect would be on the calibration of the imagery to apparent reflectance. This would 
have resulted in observable differences between the North-south and East-west flight line 
classification maps. There was an observable difference in the classifications between the 
North-south flight lines and the East-west flight lines when the ATREM/ELC cascade 
was used. As was noted in Chapter 6, Section 2, the ATREM algorithm is based around 
the 5S code, which makes approximations for several parameters and assumes a flat 
Lambertian surface for the earth’s surface when calculating the BRDF. The 
approximations were incorporated in the algorithm to save on computation time (Vermote 
et al., 1997). The more modern 6S code is more computer intensive as it uses direct 
measurements in the calculations, although these calculations are more robust.  
Differences were observed in the classification maps between two flight line directions. 
These differences are discussed in more detail in Section 7.2.5.2 and are demonstrated by 
the summary graphs of the overall accuracy and Kappa coefficients presented in 
conjunction with this discussion. The differences noted suggest that the limitation 
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identified in the ATREM for the total removal of the effects due to BRDF was real, and 
the imagery classifications from perpendicular flight lines were not directly comparable 
7.2.1.3 Discussion 
There were differences observed between the classification results obtained by the same 
imagery calibrated by the two methods. This suggests that the cascade method did 
calibrate the imagery and remove additional atmospheric contributions to the signal, than 
the ELC method alone.  
If all effects due to the BRDF had been removed, there would have been no significant 
difference between the North-south and East-west flight-line classifications. However, 
there were differences observed between the ELC method for atmospheric removal and 
the cascaded ATREM/ELC method, thus indicating that not all effects due to BRDF were 
removed by either method. It is possible that this is due to the ELC method introducing 
artefacts. There was no imagery calibration using ATREM alone, which would have 
tested this hypothesis. This calibration was not done because the ATREM is 
acknowledged to overestimate the atmospheric effects in the shorter wavelengths, as 
reported by Salisbury (1998) and noted in Chapter 2, Section 2.3.3. The use of a cascade 
was to minimise this effect. The incorporation of a more robust radiative transfer model in 
the atmosphere removal stage may improve this outcome, and limit the differences 
between flight lines. 
7.2.2 Classification Methods 
As pointed out Chapter 2, Section 2.4.3.1 the signal of any given pixel is likely to have 
contributions from a variety of targets (mixed pixels). In order to classify these pixels in a 
hyperspectral image, the signals need to be unmixed. Section 2.4.4.2 in Chapter 2 
describes several methods by which this is usually achieved and three were selected for 
use in this research due to no reports of any clearly superior method. The algorithms 
selected were: 
a) Spectral Feature Fitting (SFF), 
b) Mixture Tuned Matched Filter (MTMF), and 
c) Spectral Angle Mapper with Band Maximum (SAM (with Band MAX)). 
These methods are described in detail in Chapter 2, Section 2.4.4.3, 2.4.4.4 and 2.4.4.5. 
The classification maps are presented in Chapter 6, Figures 30 – 50, and a textual 
description of the maps may be found in Section 6.6. Tables summarising the number of 
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pixels classified and their percentage of the image pixels are presented in Chapter 6, 
Section 6.5.  
Chapter 6, Section 6.3.3 pointed out that during the production, by all methods, of the 
classification images, many pixels that should have been classified as “Loosesoil” (for 
example roads) “Swampsoil” (for example cable runs) or “Gibbers”, were being mis-
classified as vegetation. Lacar et al (2001b) found a similar problem when attempting to 
classify vineyards. They used an NDVI-derived mask to exclude the tracks and roads. To 
assist the classification routines and decrease the number of pixels requiring classification, 
a mask was built from an NDVI transform (refer to Figure 37 and Chapter 6, Section 
6.3.3), after the method developed by Lacar et al (2001b). 
The NDVI soil mask was included in the “Loosesoil” class for the purposes of ground-
truth testing, as those areas excluded were generally the highly trafficked areas and roads. 
The mask also coincidentally included some areas of gibbers. Swamp soils tended to be 
gleyed, non-trafficked, and had a limited vegetation cover; however, on the East-west 
flight line imagery, many of the swamplands were also masked, at least to some degree. 
Those areas coated with the explosive residue were also included in the mask, as the 
residue became the dominant spectra. This is particularly noticeable around the 5 tonne 
detonation site. 
7.2.2.1 Discussion 
7.2.2.1.1 Image Classification 
The tables of the classification results in Chapter 6, Tables 9 – 11, show a mismatch in the 
total number of pixels classified in Table 9 and the total number of image pixels in Table 
11. The larger number of pixels in Table 9 is the sum of all the pixels classified for all 
classes. In an image where there were no mixed pixels, this would be the same as the 
number of image pixels (Table 11). The larger number of pixels demonstrates that some 
pixels were classified more than once, that is, as mixed pixels. It is for this reason that the 
total percentage of pixels classified is also greater than 100 percent, as shown in Table 10.  
7.2.2.1.2 Mask Classification. 
Including the mask in only one class (Loosesoil) was probably an over-generalisation. All 
three mineral classes covered areas of less than 3 x 3 m at the field site. This was 
particularly evident in areas where gilgai, soil surface and small areas of gibber 
pavements occurred in close proximity. Analysis of the class maps also supports this 
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observation. Along the verges of several of the roads excluded by the mask, pixels of the 
Swampsoil, Loosesoil, and Gibbers coincide with one another. The “Swampsoil may be 
present in small “puddles” or gilgai caused by the construction of the road, while the other 
two classes may be on higher areas between the gilgai. Within a 3 x 3 m pixel, potentially 
there would be sufficient space for all classes to be present in sufficient quantity to 
produce an identifiable contribution to the pixel signal if one assumes that at least 30% 
landcover is needed for detection (Okin et al., 2001). 
7.2.3 Accuracy Assessment 
During the planning of the research, the quality of the results was recognised as having 
several components. Included in these components were: 
a) the accuracy of the spectral curves acquired (refer to Chapter 5, Sections 5.2.2 and 
5.3.2) 
b) the accuracy of the geo-positioning of the sample points of the ground-truth data 
(refer to Chapter 5, Sections 5.3.2.3 and 5.3.2.4), 
c) the accuracy of the geo-positioning of the imagery (refer to Chapter 5 Section 
5.3.1.3), and 
d) the use of the most appropriate statistic to test the accuracy of the overall 
classification (refer to chapter 5, Section 5.1.7).  
7.2.3.1 Accuracy assessment of acquired spectral curves of the two ASDs 
As was pointed out in Chapter 5, Section 5.1.6, originally, it was planned that two ASDs 
would be used to collect the point spectra for both the ground truthing and the library 
spectra. For this to be a valid comparison, the original plan required that the two 
instruments should have the same specifications. This included the maintenance timing, 
the calibration procedures, the collection parameters, and the field of view. Once on-site, 
it was discovered that the Department of Defence instrument had arrived with a wider 
field of view (refer to Chapter 5, Section 5.3.2.1). A comparison between the acquired 
spectra of the two instruments, although showing that they were correctly calibrated 
according to the O2 absorption feature at 760nm, showed that the footprints collected very 
different curves (refer to figure 32) for the same target. This also meant that the 
differences could not be calibrated out of the curves. The result was a reduction in the 
number of sample point spectra available for ground truthing of 55% (refer to Section 
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5.3.3.4). In turn, this had the effect of reducing the sample points available for the 
validation analysis. 
The spectra collected on Day 2 of the second fieldtrip (7 October) also had to be excluded 
from the sample point data set due to atmospheric effects, mostly dust raised following 
the detonation and cloud-cover. Although an unknown number of sample points were lost 
for this reason, based on the collection rate of other days, it is estimated that around 25% 
of the total sample points collected by I1 were lost at this time.  
The depleted number of field sample points available for ground-truthing, although 
disheartening was not alarming at this early stage as two mitigation strategies had been set 
in place during the planning phase (refer to Chapter 5, Section 5.1.6). 
7.2.3.2 Accuracy assessment of the geo-location of the sample points of the 
ground-truth data 
As reported in Chapter 5, Section 5.3.3.8, researchers have commented on the difficulties 
in obtaining reliable results in arid and semi-arid areas (Lewis, 2000, and Okin and 
Roberts, 2004). In an agricultural or forest landscape, the individual class coverage in the 
landscape is usually by large numbers of coincident pixels per class. This allows a greater 
margin of error in the geo-location of the ground-truth data, the imagery and the 
classification outcomes so that ±10m may be insignificant. By locating the ground-truth 
points in the centre of a field, or large area of forest, a reasonable classification outcome is 
likely, given the target is classified correctly. Additionally, identifiable features in the 
landscape often make it easier to locate ground-truth pixels on an image.  
In the sparse vegetation cover of the arid landscapes, where a single species may have a 
population density of one or two plants per several square meters of ground, geo-location 
accuracy of ground-truth data is paramount. With little in the way of significant position 
markers in arid and semi-arid landscapes, positioning the ground-truth data is more 
difficult.  
For a valid comparison between the ground truth data and the imagery, it was important 
that the sample points be accurately placed in space. The specified accuracy in the 
planning stage, as stated in Chapter 5, Section 5.1.6, was ±0.2m, which was smaller than 
the estimated size of 0.5m of the prospective class targets. The salt plain had few, if any, 
readily distinguishable features for the later identification of the sample sites on imagery, 
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and so a Global Positioning System (GPS) was selected as the most reliable method for 
obtaining this data.  
7.2.3.2.1 Discussion 
When the statistics of the classification maps were analysed, they presented an extremely 
poor result. The Overall Percentage Accuracies were very low. The Kappa coefficients 
were around zero, thus indicating no relationship between the ground truth points and the 
classifications other than that expected for a random association. The results are 
graphically presented in Figures 51 and 52. The graphs summarising the Kappa 
coefficients are shown in Figure 51 while the overall percentage accuracies are shown in 
Figure 52. The initial results for the raw, individual classes for the north-south and east-
west runs are presented in Row 1. 
According to these tests, in addition to the poor overall percentage accuracies, almost no 
vegetation points were classified correctly. Although canopy cover being below the 
detectable limits of the sensor could potentially explain this, the results for the soil classes 
were similarly poor. The soils and gibbers were a pervasive feature of the landscape, with 
coverage of up to 60% for Loosesoil and 10-15% each for Gibbers and Swampsoil. 
Therefore, this result was considered odd.  
In light of the poor result, the validation data points were imported into the mapping 
software package and their comparative locations reviewed. It was immediately obvious 
that there was an issue with the geographic positioning of the points. During the 
fieldwork, four transects of validation data were collected: one each across the two 
detonation points, as shown in Figure 38 in Chapter 6, and the third and fourth transects 
following an arc around each detonation point. The data points for the arcs, once plotted, 
revealed that half the sample points for the 27 tonne detonation arc were incorrectly 
located up to 300m west of their true position relative to the position of the other transect 
points. Some other sample points also showed a random “dislocation” from their known 
general location, which was tied originally to the surveyed radial grid, as described in 
Chapter 3, Section 3.2.2.7. 
The GPS instruments for the geo-positioning of the sample points were organised by the 
Department of Defence research science staff. When it was pointed out by the author and 
other members of the team that the accuracy of the instruments as presented was too  
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Figure 51 Graphs of Kappas comparing classification type with atmospheric 
calibration. Graphs A-C represent East-West flight lines; Graphs D-F represent North-
South flight lines. Blue bars represent ELC method and maroon bars represent 
ATREM/ELC calibration method. Row 1 is the raw validation points; row 2 is the 
relocated validation points; row 3 is the aggregated classifications 
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Figure 52 Graphs of percentage accuracies comparing the classification method 
with the calibration method. Graphs A-C represent East-West flight lines; Graphs D-
F represent North-South flight lines. Blue bars represent ELC method and maroon 
bars represent ATREM/ELC calibration method. Row 1 is the raw validation points; 
row 2 is the relocated validation points; row 3 is the aggregated classifications 
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coarse to meet the specified requirements, the supervising scientist was unconvinced, and 
the GPS collection strategy remained in place.  
The original research plan included two mitigation strategies, should the collection of 
ground-truth data not be completed during the initial fieldwork, including a re-visit to the 
site to conduct a validation campaign (refer to Chapter 5, Section 5.1.6) and the collection 
of high resolution satellite imagery. In the light of this, it was decided to accept the 
situation as it stood, in the belief that additional data collected at the later date would 
compensate for the shortfall. As stated in Chapter 5, Section 5.3.2 and Section 7.1.3.1, 
this visit had to be cancelled when additional ordnance trials were conducted in the area 
and the field study site was no longer accessible.  
With hindsight, had it been known that the subsequent site visits were not possible more 
accurate geo-location of the ASD sample points at the time of their collection would have 
been insisted upon. 
Without the additional campaign, it was decided to proceed using the data already 
obtained. The GPS positions of the handheld GPS instrumentation attached to the ASD 
instruments provided one step of a multi-step location method for the sample site.  
The GPS equipment had a positional accuracy of ±5 m. In order to compensate for the 
lack of positional accuracy in the ground-truth point location each validation point was 
reviewed and compared to other field data. A hierarchical determination of their positions, 
based on the following, was undertaken: 
a) locate general area based on GPS coordinates and field notes; 
b) distance measured from a known and easily distinguished point on HyMap® 
imagery to confirm general location, (for example, the detonation point); 
c) high resolution satellite imagery compared with handheld imagery and field notes 
to determine more exact location; 
d) location related back to HyMap® imagery by comparison with high resolution 
satellite imagery; and 
e) the vector position recorded. 
This resulted in a further drop in the number of sample points from 309 to 273, the loss of 
almost 12% of the field points due their co-location with other points.  
During the planning stage, the main reason for using the GPS location of the data points 
was the lack of easily identifiable features on the plain, as pointed out in Section 7.1.3.2. 
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To help mitigate against this, handheld photographs were taken at each sample site and in 
panorama, in addition to the overview provided by the high-resolution Quickbird® 
satellite imagery. This imagery set provided the basis for the hierarchical analysis 
described above. When all comparisons were complete, the estimated accuracy of the 
relocated points was less than one pixel of the true locations on the HyMap® imagery. 
Any inaccuracies were mostly due to the difference in pixel sizes between the two 
images: 0.6m for the Quickbird® image versus 3m for the HyMap® imagery. A 
successful outcome of the relocation of the ground-truth data was expected to result in an 
improvement in the classification accuracies and Kappa coefficients. 
The improvement in the statistics was noted, as presented in Row 2 of Figure 51 and 
Figure 52, when the confusion matrices were recalculated using the repositioned ground 
truth points. This row graphically displays a summary of the overall percentage accuracies 
and the corresponding Kappa coefficients for the relocated data. As described in Chapter 
5, Section 5.1.7, a good result was nominally set such that the Overall Percentage 
Accuracies were better than 70%, in accordance with the minimum acceptable standard as 
described by Thomlinson et al (1999) (in (Foody, 2002)) and the Kappa coefficients 
approached one. The calculated accuracies were less than 15% and the Kappa coefficients 
of less than 0.1. This is a disappointing result. However, the observation of an 
improvement in the outcome of the recalculation of the confusion matrices after the 
relocation of the ground-truth sample points supports the hypothesis that more accurate 
geo-location and geo-referencing of the ground-truth data with the imagery may improve 
the overall statistical analysis.   
Skirvin et al (2004) suggest that with the use of historical high-resolution airborne 
imagery, hand-held imagery, or airborne video, it was possible to replace some of the 
additional fieldwork associated with ground-truthing. In their assessment, they used 
broad, land cover classes such as forest, oak woodlands, grassland etc. By adapting their 
method and using the third mitigation strategy for the acquisition of ground truth data as 
listed in Chapter 5, section 5.1.6, i.e. the use of the pan-sharpened QuickBird® MSI, an 
image series similar to that of Figure 53a-k was obtained. By overlaying classification 
maps a-i on image k the series revealed that pixels classified as:  
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Figure 53a Classification map overlay for SALTBUSHC of the SAM 
classification for east-west flight lines and ELC atmospheric calibration.  
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Figure 53b Classification map overlay for SALTBUSHB of the SAM 
classification for east-west flight lines and ELC atmospheric calibration.  
  190
 
 
 
 
Figure 53c Classification map overlay for SALTBUSHA of the SAM 
classification for east-west flight lines and ELC atmospheric calibration.  
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Figure 53d Classification map overlay for CANEGRASSA of the SAM 
classification for east-west flight lines and ELC atmospheric calibration.  
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Figure 53e Classification map overlay for CANEGRASSB of the SAM 
classification for east-west flight lines and ELC atmospheric calibration.  
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Figure 53f Classification map overlay for SPIKEYCOTTONBALLS of the SAM 
classification for east-west flight lines and ELC atmospheric calibration.  
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Figure 53g Classification map overlay for SWAMPSOIL of the SAM 
classification for east-west flight lines and ELC atmospheric calibration.  
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Figure 53h Classification map overlay for GIBBERS of the SAM classification 
for east-west flight lines and ELC atmospheric calibration.  
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Figure 53i Classification map overlay for LOOSESOIL of the SAM classification 
for east-west flight lines and ELC atmospheric calibration.  
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Figure 53j Soils MASK used for the SAM classification for east-west flight lines 
and ELC atmospheric calibration.  
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Figure 53k Pan-sharpened Quickbird® MSI reference image. 
By overlaying the individual classes of the SAM classification for east-west flight 
lines and ELC atmospheric calibration (Figures 53a-i) the relative locations with 
respect to geographic and geomorphologic features are revealed and can be used 
to check the validity of the classification 
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a) soils and gibbers (Figures 53g-i) align closely with those areas on the imagery 
associated with these land cover classes. This is particularly notable in the 
“fingerprint pattern” of vegetation/bare ground land cover. 
b) CanegrassA and CanegrassB (Figures 53d and e) align closely with the gilgai 
and swampland (bluish areas) on the imagery.  
c) SaltbushA and SaltbushB (Figures 53b and c) were spread through the 
landscape, with a dominance of SaltbushB to the north of the detonation site of the 
5 tonne event, and SaltbushA in the damper, non-swampy areas of the landscape.  
d) SaltbushC (Figure 53a) occurred within a small area of swampland known to 
host A. lindleyi plants.  
e) Spikeycottonballs (Figure 53f) was spread evenly throughout the landscape.  
Although the density of the pixels in the classes varied for the different classification 
algorithms, the general location of the classes did not. This suggests that the errors of 
commission were not as large as first indicated. The differences in the densities suggest 
that the errors are probably of omission, and that the classification accuracy was not as 
poor as the statistical results suggest.  
The limitation of the use of this method in this landscape is that, unlike Skirvin et al 
(2004), who were using landcover elements, it was impossible to distinguish the three 
saltbush species and the Spikeycottonballs plants from each other on the satellite imagery. 
This was expected. The four species were selected for their morphological similarity and 
the Atriplex species are predominantly discriminated by their fruiting bracteoles (refer to 
Chapter 5, Paragraph 5.2.2.2.1). However, it was felt that the Eragrostis (Family: Poacea) 
areas should be clearly discernible from the Atriplex (Family: Chenapodiaceae) areas. It 
eventuated that even this was not possible, for although tufts of vegetation were 
discernable in the swampy areas, their identification could not be confirmed. Landcover 
elements (eg swamp, roads, vegetation, buildings etc) were the best that could be 
achieved. So on this occasion, the method proposed by Skirvin et al (2004), did not 
produce the expected outcome, and thereby was probably not appropriate for use in this 
landscape. 
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7.2.3.3 Accuracy assessment of the geo-location of the HyMap® imagery  
Additional inaccuracy induced by the limitations in geo-positioning the HyMap® imagery 
itself was a compounding factor in the accuracy of the ground-truth data. In Chapter 4, 
Section 4.1.2.2 it was noted that the geo-location of the Hymap® imagery was achieved 
by a differential GPS/INS C-MIGITS II® system tightly coupled with a Kalman filter. 
The stated accuracy is ±4.5m, (Kruse et al 2000). Additional accuracy could be achieved 
by including ground control points in the imagery processing.  
Ground control points (GCPs), as described in Chapter 5 Section 5.3.1.3, were laid out in 
preparation for this additional processing.  
7.2.3.3.1 Discussion 
When the imagery, corrected with the supplied geo-positioning data, was reviewed, there 
was some mis-registration between the imagery flight lines. The shift was approximately 
17 m north and 10 m east from the north-south lines to the east-west lines, which is close 
to the expected pre-processed accuracy stated in Chapter 4 in the east-west direction and 
about double that stated in the north-south direction.  Two additional problems arose with 
the geo-location of the GCPs. The first was that the size of the GCP markers was too 
small to make them easily identified on the imagery. The calibration panels, as discussed 
in Chapter 6 Section 6.2.1.1, also suffered from this issue. The second issue was that the 
points were geo-located by the same GPS data as the ground-truth data points (±5m). The 
use of these points would have increased the errors in the imagery geo-location. As a 
result, rather than introduce additional errors, it was decided to use the geo-location data 
supplied with the imagery with no further intervention and matching the sample points as 
described in Section 7.2.3.3.  
The mis-registration of the imagery and the lack of accurate geo-positioning of the ground 
sample sites were two sources of error that could potentially cause a problem with the 
alignment of the validation points with the imagery pixels. Evidence of this hypothesis 
would have been seen as the statistics indicating a poor result, which was certainly 
observed. Foody (2002) also reported that mis-registration of the imagery with the ground 
data was an acknowledged major source of error, and according to him, one not often 
considered seriously, or even ignored. 
It is possible, that the poor classification outcomes reported by other researchers, will not 
be due totally to the inability of the classification algorithms to cope with sparse nature of 
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the vegetation cover or the mixed pixel nature of the scene. The poor outcomes may be 
due to the single pixel nature of the classes combined with the limitations of the co-
registration of the imagery, ground-truth data points and/or the classes. 
7.2.3.4 Assessment of the geo-location methods used.  
In addition to documenting the positional accuracy requirements of the ground sample 
elements for both training and validation data, the appropriate technology to be used to 
record location, should also be specified. Given the mission parameters of this study, 
namely the HyMap® data with a pixel ground sample distance of between 2 and 3 m and 
many image objects of interest only 0.5m in diameter, the recommended positioning 
technology used should be GPS with an accuracy better than 0.2m when locating ground 
truth data points and in the geo-location of the imagery. Currently this would involve 
either 
a) formal surveying techniques combined with GCPs of an appropriate size for use 
with the remote imagery,  
b) the use of a Carrier-Phase Enhancement GPS (CPGPS) coupled with a 
Differential GPS (accuracy between 0.2 and 0.3m), or  
c) Relative Kinematic Positioning (RKP) (accuracy approximately 0.1m, 
(Wikipedia, 2008)).  
Neither of these latter two systems was available at the time of the field campaign. 
7.2.3.5 Accuracy assessment of classification method 
Having shown in Sections 7.2.3.2, 7.2.3.3 and 7.2.3.4 that the poor co-registration of the 
ground truth data makes it very difficult to demonstrate the accuracy of the classifications 
and hence to test if any one provided a better outcome than another, an alternative method 
was investigated to determine if one classifier performed better, or worse, than the others 
did. The classes were aggregated into four larger classes, such that the aggregated classes 
were: 
a) Canegrass (comprising CanegrassA and CanegrassB) 
b) Saltbush (comprising SaltbushA, SaltbushB and SaltbushC) 
c) Spikeycottonballs 
d) Mineral (comprising Loosesoil, Gibbers and Swampsoil) 
It was expected that the aggregation of the phenologically different classes (CanegrassA 
and Canegrass B); the classes from the same genus (Saltbush (=Atriplex)); and major 
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background material classes (Mineral) would show as a marked improvement of the 
overall percentage accuracies and Kappa coefficients if the classification algorithms had 
difficulty in distinguishing between the subclasses. 
Referring to Figure 54, Kappa coefficients, and Figure 55, Overall Percentage Accuracy, 
an exponential improvement is noted between the two data sets representing the 
individual classes and the third data set representing an aggregation of the various classes. 
This indicates that all the classification algorithms had difficulty in discriminating 
between the individual classes. This finding will be discussed further in Section 7.3.2.4. 
7.2.4 Potential hindrances to the successful classification of imagery 
Even though the poor geo-location of the two data sets can explain a significant 
proportion of the disappointing classification results, the improvement in the 
classifications when the classes were aggregated, as described in Section 7.2.3.5, suggests 
that the classifications also had difficulty in discriminating between the classes. In 
Chapter 6, it was shown that there was sufficient difference between the individual 
spectra to enable each to be discriminated from the others with the comparison of 
individual spectra in their continuum removed forms (refer to Figure 29) and in the bands 
of significant difference as demonstrated in Figure 30. Therefore, a possible explanation, 
or explanations for the poor discrimination of the individual classes by the classification 
algorithms, should be explored. 
As described in Chapter 2, there may be a number of contributing factors, any of which 
may contribute to a poor classification result. Some potential contributing factors include: 
a) Percentage cover by the individual class in a given pixel (Chapter 2, Section 2.7.1) 
b) Responses of the vegetation to its environment (Chapter 2, Section 2.5) 
c) Spectral resolution is too coarse to identify individual spectral features (Chapter 2, 
Section 2.4.4.1)  
d) Assumptions made about the data when testing it. (Chapter 5, Section 5.1.7), 
e) Poor atmospheric conditions (Chapter 2, Section 2.3 and Chapter 3, Section 
3.2.2.6). 
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Figure 54 Graphs representing the Kappa coefficient showing the improvements with the modification to the classification 
parameters. First row represents the East-West flight lines; second row represents the North-South flight lines; Raw validation 
points (1); Re-located validation points (2); Aggregated validation points (3); Blue represents ELC calibrated imagery, Maroon 
represents ELC/ATREM calibrated imagery. 
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7.2.4.1 Insufficient groundcover to provide a detectable signal in the pixel 
spectrum  
Harsanyi and Chang (1994) reported that they had achieved reliable classification results 
with percentage contributions to the signal of around 5% (refer to Chapter 6, Section 
6.3.2.3). However, in earlier chapters (Chapter 2, Section 2.7.1; and Chapter 3), it was 
pointed out that some researchers (Lewis et al, 2000 and Okin et al, 2001) suggested that  
a minimum ground cover of between 20% and 30% is required for a reliable classification 
result. Using pan-sharpened Quickbird® imagery as a reference, the sparse vegetative 
ground cover was determined to have a variable groundcover between 0% and 30% 
according to a method of assessment derived from the method for determining percentage 
cover in rock thin sections (Berkman and Ryall, 1976). The average cover, as determined 
from the Quickbird® imagery, was between 3% and 5%. This is well below the 20% 
minimum groundcover criterion determined by most researchers, but close to that found 
by Harsanyi and Chang (1994). If one acknowledges the spread of desert vegetation 
across the landscape is not even, in that it forms small clumps of vegetation, both of these 
conditions may be satisfied. Nonetheless, if each community contains few individuals of a 
given species, the classification results may be due to insufficient signal in the pixel 
spectrum for detection. As indicated earlier, the classifications did, in general co-locate 
the canegrass with the areas known to be swamps and gilgai in the landscape; the 
SaltbushA and SaltbushB with the open plain; and the Spikeycottonballs throughout the 
landscape. This suggests that low canopy cover may not have been a primary factor in the 
poor classification result. More work with much tighter constraints and more focused 
conditions for the ground-truth points, may well result in an apparent improvement in the 
classification result. In turn, this may result in classification and ground-truth methods 
that accommodate less canopy coverage, in line with the signal contribution of a given 
target suggested by Harsanyi and Chang (1994). 
7.2.4.2 Responses of the target to its environment  
7.2.4.2.1 Leaf Drop 
According to the Department of Defence pre-event briefings mentioned in Chapter5, the 
destructive zones from the blasts was expected to be within a radius of 100m from the 
detonation point, consequently, no spectra collection was undertaken within the region. 
As noted in Chapter 5 paragraph 5.2.2.3.2, observations noted after the explosive events, 
  206 
confirmed that the pressure wave had destroyed, or completely defoliated the vegetation 
within 100m of the explosion. However, the damage to the vegetation unexpectedly 
extended much further than 100m. 
Morton (1992) reports Atriplex species use leaf-drop to limit water loss during long 
periods of drought. Atriplex was certainly the dominant vegetation species across the field 
site, although no percentage composition was determined. The indigenous vegetation at 
the site was already water-stressed, and therefore the leaves may have been insecurely 
attached in response to environmental conditions, allowing the explosion pressure wave to 
defoliate more readily, the bushes further from Ground Zero than might otherwise have 
been expected.  
The collection of ground truth data across the extended destruction zone probably made it 
difficult, or even inappropriate, to use them as validation data. Even so, the improvement 
in the statistics between the individual sample-class classification results and the 
aggregated classes, suggests that the pixel data itself did not provide the quality of spectra 
suitable for use with vegetation.  
7.2.4.2.2 Coatings on the leaves  
As described in Chapter 2, hyperspectral imagery detects reflections from the surface of 
materials, thus the resultant spectrum is determined from the target surface. Therefore, 
any coatings will affect the resultant spectrum. Vegetation in close proximity to the 
detonation points was coated with a layer of explosive residue. The imagery evidence of 
this is a dark shadow across a broad area of the landscape downwind of the explosion. 
The residue was not evident across such a broad area during the fieldwork, particularly for 
the 27 tonne detonation event. Where it was noticed, spectra were not acquired. 
Validation spectra that were taken within this zone, as marked on Figure 38 in Chapter 6 
are likely to have been unclassified as there were no matching spectra, or classified as 
soil, this probably being the dominant spectra in each pixel.  
Some of the residue-covered area of the landscape was classified as non-vegetation by the 
NDVI-derived mask, indicating the lack of spectral features identifiable as vegetation. 
This may have contributed to the poor classification outcome. Inadvertently, 
approximately 80% of the ground-truth points fell within the regions included in the 
masked area or the area covered with sooty residue. 
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Additionally, many of the species of the salt plain vegetation excrete the salt acquired 
through uptake of saline water, onto the surface of their leaves as a survival mechanism 
(Dickison, 2000). Atriplex species have bladder hairs on the surfaces of their leaves that 
store the salt they extract from their environment. When the bladders become overfull, 
they burst, coating the surface of the leaf with their saline contents. The salt coating, 
which also provides a barrier to excessive transpiration, washes off after a significant rain 
event. According to the USGS spectral library (Research Systems Inc, 2005), halite 
(sodium chloride) is almost featureless across the 400 – 2500 nm region of the spectrum. 
The presence of halite and similar mineral coatings may limit the discrimination of arid 
and semi-arid zone vegetation using the shorter wavelengths where the chlorophyll and 
other plant pigments, as described in Chapter 3, have spectral features. This may explain 
the predominance of the bands of significance for the plant species being in the longer 
wavelengths of the spectrum. As pointed out in Chapter 2, Section 2.3.4, these longer 
wavelengths correspond to plant bio-chemicals such as lignin, proteins, and cellulose, 
some of which form the branches, hard seed kernels and bark of the vegetation. These are 
not coated by the salt, which settles on the leaves until it is washed into the soil beneath 
the plant. However, without the additional canopy cover offered by the leaves, there may 
have been insufficient signal in a given pixel for an unambiguous classification of that 
pixel. 
7.2.4.3 Spectral resolution too coarse to discern individual spectral features 
The manner in which the spectral resolution affected the shape of the spectral curve was 
described in Chapter 2 Section 2.4.4. Three graphs showing a comparison between a high-
resolution spectral curve; a histogram of the band centres of the band passes after the data 
had been convolved to the HyMap® resolution; and the spectral curve resulting from 
these discrete bands, was presented in Figure 6. Of particular note was the loss of 
definition of the double feature. In Chapter 6, Figure 35 presented a comparison between 
two spectral features of the vegetation and mineral spectral curves, demonstrating that the 
two primary groups were distinguishable from each other. This also demonstrated that the 
loss of resolution when using the HyMap® sensor had no effect on the ability to 
distinguish between the vegetation and non-vegetation class materials at the research site.  
This answered Research Question 2 – Is the spectral signature of vegetation able to be 
differentiated from the spectral signature of non-vegetation matter? 
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The discrimination between the individual vegetation classes was not as clear in the 
graphs of Figure 35. An analysis of the bands of significance was undertaken and the 
results were presented in Figure 36. These results also showed that there was a high level 
of significance when comparing differences between the vegetation and non-vegetation 
classes; however, although there were a number of bands of significant difference 
between the individual vegetation species, the differences were not as significant as those 
between the two class types were, with the exception of SaltbushC. Nonetheless, 
differences were still discernable, and as such, the individual classes could be 
distinguished from each other. This allowed a positive answer to Research Question 1 – 
Does arid land vegetation have a spectral signature unique to each vegetation species? at 
least as assessed for the six classes within the study. A tabulation of the Spectral Analyst 
analysis is presented in Appendix 6, directly comparing a class spectrum with the one 
held in the spectral library. These tables also show measurable differences between the 
individual class spectra. 
However, the improvement in the classification results when the classes were aggregated 
as described in Section 7.2.3.5, suggests that the algorithms did indeed have difficulty 
distinguishing between the classes, although this could be better explained by the poor 
validation data, already discussed in Section 7.2.3. 
7.2.4.4 Assumptions made about the data when testing the result. 
The industry standard test for imagery classifications is the confusion (or error) matrix 
combined with the Kappa coefficient, as described in Chapter 5, Section 5.1.7. One of the 
basic assumptions about statistical tests is the independence of the classes. Earlier in this 
chapter, in Section 7.2.2.4 and observed in Tables 9 and 11, it was noted that some image 
pixels were classified more than once, as was revealed in the larger number of classified 
pixels when compared with the total number of image pixels.  
7.2.4.4.1 Discussion 
As was pointed out in Chapter 6, when the results of the Pixel Purity Index (PPI) were 
discussed, this imagery has few pure pixels. This environment forms a complex 
heterogeneous scene and image pixels do not form discrete and mutually exclusive 
classes. These observations mean that there is no true independence between individual 
classes, as there would be with each pixel being assigned to only one class. By assigning a 
given pixel to more than one class, the second classification is interpreted by the statistic 
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calculation as a misclassification, or error of commission. This will result in a lowering in 
the value of the Kappa coefficient (Mather, 1991).  
Foody (2002) also points to the assessment of the accuracy of the classifications of mixed 
pixel scenes as being problematic. He points out that the assumption of pure pixels is very 
common when testing imagery classifications, and that this assumption is often wrong. Lu 
and Weng (2007), indicate that the “…error matrix approach is only suitable for ‘hard’ 
classification, assuming that the map categories are mutually exclusive…and that each 
location belongs to a single category.” Lu and Weng (2007) also point out that although 
the spectral mixture analysis (or ‘soft’ classification) has improved the accuracy of 
classifications in general, there is no easy method to assess the accuracy of these 
classifications. There is a variety of methods available, but collecting the reference, or 
validation, data is difficult. As has been already discussed, the validation data acquired for 
the Woomera site are geospatially compromised and potentially clustered within a 
degraded area (near the detonation points), and so the best method for validation is 
probably the one demonstrated in Figure 53 and proposed by Foody (2002) for use on rare 
occasions: direct comparison, by eye, with an overview image. 
7.2.4.5 Poor atmospheric conditions 
In Chapter 2, Section 3, it was pointed out that the interaction of the solar radiation and 
the atmosphere play an important part in the quality of the imagery and spectra. In 
Chapter 3, Section 3.2.2.6, it was noted that over the 20 years prior to the explosives trial, 
the atmospheric conditions had been clear, with little cloud and no rain. These were the 
expected conditions during the field trials. 
Conditions experienced during the fieldwork were atypical with heavy cloud on one day, 
and rain during the test period. In addition to this, dust, raised by the explosive events 
decreased the visibility in the area, and on one day caused such interference with the 
EMR and ASD that the entire day’s readings had to be discarded. The HyMap® imagery, 
also had to be selected to minimise the atmospheric effects interfering with the signal. 
This reduced the available imagery to five scenes out of 68 collected scenes. Despite this, 
careful selection process, it is possible that the adverse atmospheric conditions played a 
role in the disappointing classification outcomes. 
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7.2.5 Classification Outcomes  
The classification maps are presented in Chapter 6, Section 6.5, Figures 30 - 50, with 
accompanying observations presented in Section 6.6. The complete Confusion Matrices 
are presented in Appendix 5; however, graphical summaries of the Overall Percentage 
Accuracies and Kappa coefficients are presented in Figures 51, 52, 54 and 55.  
The statistics (Overall Percentage Accuracy and Kappa coefficient) show an improving 
classification accuracy as identified sources of error are reduced or removed. The 
aggregation of the individual classes into larger groups resulted in an exponential 
improvement in the classifications’ accuracies. This suggests that the algorithms in 
general, had difficulty in discriminating between the individual classes. 
As has been discussed previously in this chapter (refer to Section 7.2.3), the co-
registration of the imagery and validation points, was a major source of error in the 
classification outcomes. When the two data sets were brought into closer alignment, the 
outcomes improved, supporting this hypothesis. This major source of error possibly over-
shadows, and thus masks any more subtle differences between the three classification 
algorithms and between the two flight lines. However, by comparing the Producer and 
User Percentage Accuracies of the aggregated classes, it is possible to place the three 
algorithms in an order of merit. 
7.2.5.1 Classification method 
Three classification algorithms were selected to classify the HyMap® imagery. They 
were Spectral Feature Fitting (SFF), Spectral Angle Mapper, with Band Max (SAM) and 
Mixture Tuned Matched Filter (MTMF). Chapter 6 Section 6.5 describes them in detail. 
Two of the algorithms, SFF and MTMF are heavily reliant on the skill of the operator in 
selecting the appropriate pixels from the pixel cloud. This was described in Chapter 6 in 
the flow charts representing the two algorithms (refer to Figures 7 and 11) and is 
demonstrated in Figure 8, where the two colours illustrate how pixels selected from 
different regions of the cloud provide different outcomes. The individual class may be 
over- or under-populated resulting in a large number of errors of commission or omission. 
With an operator with a high level of knowledge of the relevant site and occurrence of 
classes across the site, there may be few errors.  
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The SAM algorithm has fewer points of intervention by the operator, being more reliant 
on mathematical comparisons of the individual spectral features. It possibly provides a 
more accurate outcome.  
7.2.5.1.1 Discussion 
There was a noticeable difference in the density of classified pixels between the three 
classification algorithm results, and between the two flight line directions (refer to Figures 
39 – 50). This would be the observed outcome if too many or too few pixels had been 
classified by any one method. As the SAM has fewer points of subjective intervention, it 
is likely that it provided a more accurate outcome on this occasion, and possibly provides 
the best choice for work in the arid and semi-arid environments. 
This assessment is supported by the overlays of the class maps on the Quickbird® 
imagery. A more complete coverage is seen on the SAM class maps and this is 
particularly obvious in the soils/gibbers class maps (refer to Figure 53) which should 
provide a near complete land cover. A comparison between all the individual 
classification maps, in a similar fashion to the SAM in Figure 53, highlights the density 
differences between the individual algorithms. However, the individual classes are located 
in the same general areas. This suggests that the three algorithms may have produced 
similar results even though the MTMF produced a large number of errors of omission.  
Section 7.2.3.2 discussed how the nine classes for each classification algorithm aligned 
with areas known to host the individual classes, but the statistical analysis was 
disappointing. However, the aggregated data selected to highlight the different types of 
class presented a more encouraging picture. 
When the aggregated data of these classification algorithms is analysed, there are obvious 
differences between the methods. This is not as obvious in the overall percentage 
accuracy; however when the efficiency section of the confusion matrix is analysed, the 
outcome is more apparent. 
Figures 56 and 57 present the efficiency parameters, Producer Accuracy and User 
Accuracy, of the aggregated data in a graphical form. The low density of class pixels 
observed in the MTMF class maps are reflected here as zero Producer Accuracy and User 
Accuracy. As has already been pointed out, the general locations of the classes fall where 
expected in the landscape as seen on the overview imagery. This, combined with the zero 
Producer Accuracy and User Accuracy indicate that it is likely that the MTMF under- 
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selected the number of pixels in a given class (high errors of omission). The SFF class 
maps, which are slightly denser, are probably more reliable than the MTMF class maps. 
Again, this is reflected in Figures 56 and 57, which show that the SFF did classify some 
of the saltbush pixels despite all the challenges discussed earlier. The SAM algorithm 
produced the best results, according to the statistics. It identified mineral classes, saltbush 
classes and spikeycottonballs classes. It still failed to produce any reliable classifications 
for the canegrass classes. A comparison between the SAM classification maps and the 
overview imagery revealed that there was a high degree of agreement between the known 
general locations of the individual classes in the landscape and their mapped locations.  
According to the Producer Accuracy and User Accuracy, the difference of the three 
methods is very small between the two flight line directions, and may be a direct result of 
the use of the NDVI mask and its inclusion in the Loosesoil category prior to the 
calculation of the error matrix. The differences as noted were that the SAM algorithm 
classified the Saltbushes in both the North-south and East-west flight line directions. The 
SFF algorithm classified the saltbush to a lesser degree and the MTMF failed to classify it 
at all. The SAM algorithm classified some Spikeycottonballs plants, while both of the 
other methods did not. Between the ELC and the ATREM/ELC cascade calibration 
methods, the SAM also demonstrated a difference in the saltbush category; however, this 
was the only one. This analysis suggests that the SAM algorithm out-performed the other 
two, although whether the ELC or the ATREM/ELC produced the better outcome is not 
obvious. 
 
7.2.5.2 Difference between the North-south and East-west flight line results  
A review of the confusion matrices and highlighted in the graphs of these results as 
presented in Figures 54 and 55 revealed an apparent improvement in the classifications 
from the north-south runs to the east-west runs suggesting that the bidirectional 
reflectance of the vegetation as well as the non-vegetation materials is important in the 
success, or otherwise, of the classifications. This result was also reported by Asner 
(2004), in his review of spectral signatures of arid and semi arid ecosystems. The 
inconclusive results of the confusion matrices due to the poor positioning of the ground-
truth data increased the problems associated with the comparisons of the flight directions. 
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A comparison of the class maps and their relationship to the land cover classes 
identifiable on the Quickbird® pan sharpened MSI also indicates that there is a noticeable 
difference in the classification results between the two sets of flight lines. When the User 
Accuracy and Producer Accuracy were used for the comparison, the differences were not 
as marked. 
In Chapter 6, it was pointed out that the ATREM atmospheric calibration code was based 
on the 5S code. In particular it was noted that in the calculation of the bidirectional 
reflectance distribution function (BRDF), as well as assuming a Lambertian surface, was 
based around a series of approximations (Vermote et al., 1997). It is likely that these 
approximations and assumptions remained in the ATREM. One aim of using a radiative 
transfer model to remove the atmospheric contribution to the signal was to minimize the 
effect of the sun/sensor angle on the overall result. The differences between the north-
south flight lines and the east-west flight lines indicate that the ATREM had not 
adequately accounted for the BRDF between the two flight lines. Subsequent research 
(Vermote et al., 1997) developed the 6S atmospheric calibration code where more 
substantive calculations of the parameters was undertaken, and more extensive modelling 
incorporated, theoretically improving the overall calibration. This should improve the 
removal of the atmospheric contribution to the signal and hence improve the classification 
of the imagery. As noted in Chapter 6, the shadows and bright areas, which contribute to 
the BRDF, are significant in many arid and semi-arid zones. Therefore, the adequate 
accommodation of the bidirectional reflectance is important in the calibration and 
classification of imagery in the arid and semi-arid zones. Future campaigns may benefit 
from a more modern radiative transfer model when the imagery is calibrated. 
7.3 Research Questions  
The research questions, as presented in Chapter 1 were: 
a) Does arid land vegetation have a spectral signature unique to each vegetation 
species? 
b) Is this spectral signature able to be differentiated from the spectral signature of 
non-vegetation matter?  
c) How does this signature scale-up from the point observations (< 1m) used to 
compile the spectral library, to the sensors on airborne and satellite platforms? 
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d) Can the point observations be used to classify the airborne and satellite sensor 
imagery? 
Does arid land vegetation have a spectral signature unique to each vegetation species?  
The graph of the library species spectral curves, as displayed in Chapter 6, Figure 35 
demonstrates that each species does have a unique spectral signature. Statistical analysis 
of individual spectral features supports the theory that the vegetation curves are spectrally 
distinct, although no single band provided an absolute distinction between the species. 
The graph of the bands of significant difference in Chapter 6, Figure 36, supports this 
conclusion. This information, as pointed out in Chapter 3, has been described by other 
researchers, for example Clark et al (1995), Lewis et al (2000b), and Okin and Roberts 
(2004), on numerous occasions and used to map vegetation in agricultural, forestry, and 
environmental situations. Further analysis of the survival strategies employed by the arid 
zone vegetation, such as excretion of salt onto the leaf surface, suggests that the survival 
strategies may interfere with spectral analysis of the imagery. This survival strategy may 
interfere with the mapping of vegetation in this particular environment, where the 
inappropriate portion of the spectrum of a catalogued library signature is used. Image-
derived signatures or field-derived signatures collected at the time of imaging, may be the 
best alternative for these species and environments.  
Is the spectral signature of vegetation able to be differentiated from the spectral 
signature of non-vegetation matter?  
The graph of the library spectral curves, as displayed in Chapter 6, Figure 35, 
demonstrates that it is possible to discriminate the spectral signature of vegetation from 
the spectral signature of non-vegetative matter. Statistical analysis of the spectral curves 
demonstrated strong discrimination between vegetation and non-vegetation classes. The 
graph of the bands of significant difference in Chapter 6, Figure 36, supports this 
conclusion.  
How does the spectral signature used to compile the spectral library, scale-up from the 
point observations (<0.1 m) to the sensors mounted on airborne and satellite platforms?  
This research question is at the centre of the hypothesis behind this thesis. As described in 
the thesis, the field-derived spectral signatures of the materials and vegetation species of 
interest were compiled into a spectral library.  
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The pure, point observations did not directly correspond to the mixed pixel nature of the 
image data; however, by use of a mixture of atmospheric calibration methods in 
combination with spectral analysis algorithms, it was possible to unmix the pixel spectra 
in order to compare the library and pixel spectra.  
The classification maps also demonstrate that the pixels containing a large percentage of 
non-vegetation matter (soils and gibber pavements) were able to be distinguished from the 
pixels dominated by vegetated areas. The recreation of the “fingerprint pattern” in the 
class maps also supports this observation. The soil/vegetation mixed pixels that were 
poorly classified or remained unclassified were probably due to the sparseness of the 
vegetation canopies. In addition to the sparseness of the canopy, this result may have 
several alternative causes, some of them due to the physical constraints of the 
environment, for example survival strategies of the vegetation, and some due to the test 
statistics and data used to validate the classifications, for example the poor geo-location of 
the ground-truth data and imagery. To determine which, if any, of the alternatives can be 
improved, requires further testing and analysis.  
Can the point observations of the library spectra, be used to classify the airborne and 
satellite sensor imagery?  
This question is linked to the previous research question. It concerns the practical 
application of the hypothesis that library spectra can be used to classify airborne and 
satellite sensor imagery. 
As pointed out in Chapter 3, many other researchers (for example King et al, 2000) have 
already found that point observations, when compiled into a spectral library can be used 
to classify data acquired from satellite and airborne sensors. Their work has usually 
involved working in high canopy-cover vegetation communities. The vegetation canopy 
cover at Woomera was much less than the original research indicated, between 3% and 
5% rather than between 10% and 30% expected. The class maps produced by the three 
classification algorithms did show a visual correlation between the individual classes and 
their position in the landscape, and the geomorphologic and geographic features of the 
site. However, due to the poor ground-truth data and the rescinding of the permission to 
return to the site to complete the ground-truth work, the observations remain unquantified.  
Due to the sparse nature of the canopy cover of the vegetation of the test site, which 
resulted in a very low percentage contribution to the spectral signal of an image pixel, 
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combined with the complex spatial issues encountered during the campaign, this question 
continues to prove difficult to answer. Hymap® as a full range hyperspectral sensor, 
allows the analysis of spectra ranging from around 440 to 2464 nm (refer to Table 6). It 
was assessed as being the best available sensor for the task. The use of other sensors, such 
as CASI (range 400 – 1000 nm), with a more restricted spectral range, would make the 
task more difficult, as it fails to encompass the complete number of bands of significant 
difference as determined in Chapter 6. 
The percentage of coverage, in a given pixel, of a given target, found to be a limiting 
factor by other researchers, (for example, Okin and Roberts (2006)) could not be 
discounted by the work done on this occasion, based on the statistics. Using a pan-
sharpened MSI image as a comparison, the individual classes did fall in the general areas 
expected of them, and as such further work with tighter constraints may reach a more 
conclusive finding. In addition, further work using different test statistics, which 
accommodates the mixed pixel nature of the landscape, may improve the outcome. As 
indicated earlier in this chapter, the sparseness probably contributed to the poor 
classification results achieved on this occasion; however, the visual comparison of the 
class maps with a high resolution MSI image indicate a much better result.  
Low-resolution imagery (between 6 and 30 m GSD), both airborne and satellite mounted, 
was not tested. 
7.4 Summary  
This chapter has identified and discussed the classification results of the project. Among 
the identified reasons for the poor results are: 
a) Inappropriate number and location of ground-truth data points 
b) Ground-truth points concentrated in the areas affected by the detonation 
c) Coatings of assorted substances on leaf surfaces 
d) Insufficient ground cover to provide a detectable signal in the pixel spectrum,  
e) Spectral characteristics, such as BRDF, of the targets adversely affecting the 
analysis of the signal, and 
f) Inappropriate selection of pixels in a given class. 
Three classification algorithms were tested, and of these, the SAM appears to have been 
the most successful for overall accuracy. These results require further quantification. Due 
to the poor geo-location of the ground-truth data and imagery, and the inability of the test 
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statistics to accommodate the mixed pixel nature of the imagery, a statistical analysis was 
unable to be undertaken with any success.  
A spectral library built from a campaign of field collection, and serving for a number of 
years or localities is probably still in the future. Currently, the best suggestion remains the 
use of a spectral library captured at the time of the imagery collection combined with 
fieldwork and training pixels from within the imagery. The issues associated with 
temporal imagery calibration may be partially mitigated by including large area, 
permanent calibration sites whereby imagery may be calibrated on subsequent campaigns 
without the need to provide limited area calibration panels; however, this was not 
investigated in this research effort. 
The answers to the research questions were mixed. The individual species and genera do 
have differences between their respective spectral curves, and the vegetation and non-
vegetation spectra can be discriminated from each other. The classification results on this 
occasion were very poor, and at this time, the research was unable to confirm whether 
hyperspectral imagery is able to classify Australian arid zone shrubland vegetation with 
any degree of success. Whether or not the point data and spectral library can be used 
successfully to classify arid zone vegetation also remains unresolved, although using the 
comparison between the classification maps and the high-resolution satellite imagery 
indicates that there is some promise in this area, and tighter controls on the co-registration 
of imagery and validation points may help resolve the matter. 
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Chapter 8.  
CONCLUSIONS 
8.1 Conclusions 
Having collected, processed, and analysed the data from the WET, the overall assessment 
is that the classification results are promising. The number of potential sources of error 
that could explain, or partially explain, the poor results, as assessed by the statistics, was 
unexpected. Many researchers reported that sparse canopy or ground cover was the 
limiting factor. Chapter 7 identified and discussed these alternative potential sources of 
error. This chapter will present the conclusions derived from the overall analysis. 
Three classification methods were tested, and of these, the SAM produced the best overall 
percentage classification.  
There is very little difference between the two different calibration methods with respect 
to outcome, although on the east-west flight lines for the aggregated data, the 
ATREM/ELC method does appear to perform much better. 
Analysis of the flight-line direction reveals that the east-west flight lines produced better 
classifications, indicating that despite using an atmosphere model to calibrate the imagery, 
the bidirectional reflectance still played a significant part in the successful classification 
of the imagery.  
The methods used during this research were not reliant upon any one region of the 
electromagnetic spectrum, nor the state of health of the vegetation. The results of this 
research suggest that the classification routines were able to discriminate between the 
individual vegetation species at the genus, species and phenological levels. The 
discrimination improved with the aggregation of the classification results into broader 
groups. 
Overall, the statistical analysis of the classifications indicated that results were poor, with 
ground-truth points of most of the vegetation species failing to be classified, and the non-
vegetation end-members achieving a maximum 56% overall classification when the 
results were aggregated.  
There were a number of factors identified as contributing to, or potentially contributing to 
the poor results. Some could be mitigated to some degree, by redesigning the research. 
These mitigation strategies were described in Chapters 5 and 6. Where there was no 
ability to mitigate the issues raised, those issues have been accepted and discussed. Future 
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work recommendations are included at the end of this chapter. Issues contributing to the 
poor statistical outcomes include: 
a) Poor geo-location of the ground-truth data points with respect to the imagery, 
resulting in the ground-truth data failing to be correctly attributed to the 
appropriate imagery pixel. Similarly, the poor geo-location of the imagery itself, 
could have significantly contributed to this outcome. 
b) Inappropriate sampling strategy for the ground-truth data limited the usefulness of 
the data in assessing the successfulness of the classification results. Collected as a 
non-probabilistic data set, across two small highly disturbed portions of the 
landscape, many of the data points fell within the zones affected by the detonation 
events. The lack of pure class pixels within the imagery landscape increased the 
issues associated with the sampling strategy. A more appropriate strategy would 
have been a stratified random sample of the whole landscape, with pure pixels for 
each class. This may have been achieved had the planned revisit to the site, after 
the classification maps had been completed, been able to proceed.  
c) Differences noted in the classification results between the north-south and east-
west flight lines, suggesting that the bidirectional reflectance of the land-cover 
elements of the scene had not been sufficiently neutralised by the imagery 
atmospheric removal calibration. Therefore, it is probable that the bidirectional 
reflectance may have adversely affected the classification result. The inclusion of 
a more sophisticated model of the bidirectional reflectance of the plain may 
improve the overall classification result. This was suggested by the improvement 
in the classification results from the east-west flight lines to the north-south flight 
lines. 
d) Sparse canopy cover affected the contribution made by vegetation species within a 
pixel to the pixel spectrum. This potentially limited the ability of the classification 
algorithms to successfully identify the plant species, and thus correctly classify the 
pixel. 
e) Environmental factors affecting surface coatings on the leaves. The factors include 
the survival strategy of excreting salts, ingested with the saline water, into small 
reservoirs on the surface of the leaves. When the bladders are full, they burst, 
coating the leaf surface with salt.  
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After the detonations, the areas immediately surrounding the detonation points 
showed a dark shadow, indicating that there was a coating of explosives residue, 
which affected the ability of the classification routines to compare successfully the 
library spectral signatures with those of the affected pixels. This resulted in errors 
of omission. 
f) Uncharacteristic weather and atmospheric conditions limited the amount of 
imagery and field data that could be used in the overall analysis. 
With respect to the research questions posed in Chapter 1, the results were mixed. The 
collection of field spectra, which in turn was successfully compiled into a spectral library 
fully answered the first two of the four research questions. The answers to the two 
questions revolving around the hypothesis and practical application of the use of the 
spectral library to classify hyperspectral imagery across the arid and semi arid zones 
remain inconclusive, due to the limiting factors identified and discussed in Chapter 7. 
 
8.2 Future Work  
The independent use of two sets of imagery, one obtained perpendicular to the solar plane 
and one obtained parallel to the solar plane revealed that the exclusion of the 
consideration of the BRDF on the calibration of a scene may result in less than optimal 
classification results. A simple solution is always to acquire scenes parallel to the solar 
plane. This suggestion would need to be tested in a more rigorous fashion to determine if 
the solar azimuth and elevation have additional effects on the acquired scene. 
Alternatively, the inclusion of a more complex Bidirectional Reflectance Distribution 
Function (BRDF) in the atmospheric removal phase of pre-processing may improve the 
classification results. 
The inaccurate geo-location of the imagery itself and the ground-validation data due to the 
limited accuracy of the geo-positioning systems was an important factor in the poor 
statistical result. The use of a differential GPS in future campaigns, where the much 
greater accuracy can be used to mitigate against the sparse nature of the vegetation and 
the featureless nature of the plain could improve the overall outcome. The use of a 
differential GPS with a more reliable accuracy for the geo-location of the validation 
points and the more reliable geo-location of the imagery through more sophisticated in-
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flight equipment may improve the matching of the ground-truth data points with the 
imagery data.  
The limited ground-truth data collection during the fieldwork formed a major impediment 
to the quality of the analysis of the overall results. The collection of data in a more 
random fashion and covering a broader area would provide a more accurate assessment of 
the classification outcomes. 
The test statistics used to assess the accuracy of the classification were those normally 
recommended to test the accuracy of imagery classifications. However, the scenes usually 
have pure pixels available for use as ground-truth data. This site had no, or very few, 
natural pure pixels resulting in no pure pixels being available for the ground-truth data. 
Altering the statistical analysis to take into account the mixed pixel nature of arid zone 
scenes needs to be the subject of future research. These statistical routines need to be 
included in the imagery analysis software and available for general use. 
Future development of this test statistic should be a high priority for ongoing work in arid 
and semi-arid zones. 
8.3 Concluding Remarks 
The field of remote sensing of the environment is a rapidly advancing field of endeavour. 
During the course of this research work, the rapid advances already made, provide 
technologies and techniques that were not available at the commencement of this study. 
Some were included within the study itself, when they could be accommodated. Despite 
these advances, there are still many more, some perhaps already hypothesized and yet, 
untested.  
Six basic conclusions have been listed within this chapter. Derived from the results of 
project, and deficiencies identified within this study, suggestions for directions of future 
research have been made.  
A spectral library built from a campaign of field collection, and serving for a number of 
years or localities is probably still in the future. Currently, the best suggestion remains the 
use of a spectral library captured during fieldwork undertaken at the time of the imagery 
collection combined with training pixels derived from the imagery itself. 
The thesis presented here demonstrates and reinforces the point of view that the remote 
monitoring and classification of arid zone vegetation remains as challenging to 
researchers in the field as the undertaking of the field work in the environment itself. In 
  223 
Australia, the use of remotely sensed hyperspectral data for the detection, discrimination 
and monitoring of arid zone vegetation is still in its infancy. On this occasion, the 
determination of the utility of this technique was inconclusive; however, a number of 
potential areas for improvement have been identified. These have been described 
throughout the thesis, and summarised in this chapter. Although the outcome as 
represented by the statistics was disappointing, the methods are promising and addressing 
the identified issues may resolve the problems, allowing the classifications to be more 
successful in the future. This would then begin to address the knowledge gap identified in 
Chapter 2 – Is hyperspectral imagery suitable for use in the monitoring of Australian arid 
and semi-arid zones? 
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Bi-directional Reflectance Distribution Function: 
ratio of the reflected radiance and the incident 
irradiance. It is normally a function of the directions of 
the incident radiation and the reflected radiation. 
Bi-directional Reflectance: amount of electro-magnetic radiation reflected 
(scattered) from a surface. 
BRDF: Bi-directional Reflectance Distribution Function 
Constellation:  a group of satellites maintaining themselves within their 
own pre-specified paths without collision or changing 
overall coverage of the Earth in a gross sense. The real-
time coordination and autonomous position correction 
with respect to other satellites within the constellation is 
not a part of the arrangement. 
Digital Numbers the scaled integers from quantization (Liang, 2004) 
DN Digital Numbers 
Field stop: The field stop determines the solid angle formed by 
chief rays from off-axis objects.  It limits the field of 
view of an optical instrument.   
Formation Flying:  active real-time closed loop control of multiple 
cooperating satellites in autonomous formation. It 
requires the direct control of one spacecraft relative to 
one or many other spacecraft. 
FOV:  field of view  
GIFOV:  ground instantaneous field of view  
IFOV:  instantaneous field of view  
Monoecious having male and female flowers on the same plant 
mr: milliradians; units of the angle subtended by an arc 
NIR: Near Infra Red 
Optimization:  simultaneous calibration of the multiple detector bundles 
for a continuous curve collection for a given sensor 
QI lamp: 100 W tungsten-halogen lamp, run from a constant-
current DC supply. 
The QI lamp provides a flat field illumination of the 
CCD detector for calibration of small scale detector 
response. 
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Solar Plane: the plane in which there is no deviation between the line 
of the incident radiation and the reflected radiation from 
a given target. The plane of maximum reflected 
radiation. 
SWIR: Short Wave Infra Red.  
SWIR1: Wavelengths between 981nm and 1781 nm for the ASD 
instruments 
SWIR2: Wavelengths between 1782 nm and 2500 nm for the 
ASD instruments 
VISNIR see VNIR 
VNIR: Visible/Near Infra Red 
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CanegrassA – Eragrostis Australasica   3.2 
CanegrassB – Eragrostis Australasica   3.2 
SaltbushA – Atriplex macropterocarpa   3.10 
SaltbushB – Atriplex vesicaria    3.18 
SaltbushC – Atriplex lindleyi    3.30 
Spikeycottonballs – Dissocarpus paradoxus  3.40 
Gibbers       3.48 
Loosesoil       3.53 
Swampsoil       3.58 
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CanegrassA – Eragrostis Australasica 
CanegrassB – Eragrostis Australasica 
 
Common Name: Cane Grass or Bamboo Grass. 
Description 
The Cane Grass at the Woomera LSETA was a tufted perennial grass, growing in 
swampy clay pans. Stands were often pure, with isolated tufts in swamp. Where other 
floral species were present, they formed a continuous ground-cover between and 
through the Cane Grass tufts.  
CanegrassA was a senescent tussock, grey in colour, with no other vegetation within 
the tuft. It was located in a small swamp or large gilgai to the north of the 27t 
detonation point.  
CanegrassB was a greener set of plants, possibly due to the greater area covered by 
the community, and the more extensive nature of the swamp, located to the south-west 
of the 5t detonation point. 
The spectral data, convolved to the Hymap sensor, is presented as normal reflectance 
and as continuum removed data. The graphs are of the normal reflectance curves. 
Family: Poaceae 
Eragrostis australasica (Steud.) C.E.Hubb.  
Hubbard, C.E. (1941) Gramineae Australiensis: III. Bulletin of Miscellaneous 
Information 1941(1): 26  
basionym: Glyceria australasica Steud.  
Lazarides, M. (1997) A revision of Eragrostis (Eragrostideae, Eleusininae, 
Poaceae) in Australia. Australian Systematic Botany 10(1): 98, fig. 7d (map)  
basionym: Glyceria australasica Steud.  
synonym: Poa ramigera F.Muell.  
synonym: Glyceria ramigera (F.Muell.) Benth.  
(Integrated Botanical Information System (IBIS), 2008) 
“Tufted shrubby perennial to 2.4 m high; culms erect or ascending, 
smooth, glabrous, glaucous, branched at lower and upper nodes; base 
swollen, thickened by cataphylls.  
Leaves with sheath loose about culm, smooth, glabrous; ligule a ciliate 
rim with hairs < 0.5 mm long; blade often rolled when dry, to 3 mm wide, 
smooth, glabrous.  
 3-4
Inflorescence open, ovate, 8–15 cm long, to 10 cm wide; rachis smooth, 
glabrous; pedicels 0.5–5 mm long, smooth, glabrous. Spikelets 6–12 mm 
long, to 2.5 mm wide, florets 5–11. Glumes unequal, keeled, smooth, 
glabrous; lower glume 1–3 mm long, subulate to acute, upper 2.5–4 mm 
long, acute. Lemmas 2–3.5 mm long, acute, keeled, smooth, glabrous. 
Palea subequal to lemma, 2-keeled, smooth, glabrous.  
Flowering: in response to rain.” 
(Jacobs and McClay, 2007) 
 
 
Figure 3.1 Canegrass stems 
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Figure 3.2 Overview of Canegrass community in swampland 
 
Figure 3.3 Individual canegrass plants showing bare ground between each 
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Figure 3.4 Canegrass plant community 
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Figure 5 Graph of spectral library curve of Canegrass A & B 
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Table.1 Spectral Library data for CanegrassA & B 
Canegrass A - spectral library data  Canegrass B Spectral Library Data 
Wavelength Reflectance 
Continuum 
Removed 
reflectance 
 Wavelength Reflectance 
Continuum 
Removed 
Reflectance
485.500000 0.072399 1.000000 485.500000 0.061508 1.000000
500.500000 0.075579 0.956818  500.500000 0.067412 0.942889
516.099976 0.079965 0.931505  516.099976 0.075804 0.925762
531.299988 0.085473 0.923795  531.299988 0.086222 0.937162
546.799988 0.092447 0.930665  546.799988 0.099497 0.972379
562.000000 0.098782 0.931787  562.000000 0.112377 0.999401
576.900024 0.102882 0.914010  576.900024 0.122365 1.000000
591.900024 0.106048 0.890021  591.900024 0.130082 0.988916
607.599976 0.108616 0.861683  607.599976 0.136374 0.966202
623.200012 0.110017 0.827783  623.200012 0.139875 0.928251
638.000000 0.111426 0.799275  638.000000 0.144276 0.903197
652.900024 0.111466 0.763695  652.900024 0.145659 0.862633
668.299988 0.110231 0.721767  668.299988 0.140557 0.788429
683.599976 0.112783 0.707342  683.599976 0.144321 0.769167
698.700012 0.127122 0.765420  698.700012 0.169349 0.860208
713.900024 0.151094 0.874585  713.900024 0.199382 0.967086
729.200012 0.172566 0.961458  729.200012 0.215527 1.000000
744.200012 0.186075 1.000000  744.200012 0.223643 1.000000
759.099976 0.191630 1.000000  759.099976 0.227716 0.998835
774.200012 0.195746 1.000000  774.200012 0.232378 1.000000
789.299988 0.198422 1.000000  789.299988 0.236065 1.000000
804.400024 0.200304 0.999657  804.400024 0.239066 0.999890
819.400024 0.201555 0.996268  819.400024 0.241320 0.996781
834.700012 0.203922 0.998214  834.700012 0.244733 0.998231
850.000000 0.206264 1.000000  850.000000 0.248234 0.999997
865.000000 0.208130 1.000000  865.000000 0.251242 1.000000
869.200012 0.208370 0.999477  869.200012 0.251717 0.999279
886.400024 0.209241 0.996809  886.400024 0.253657 0.996358
901.900024 0.209141 0.990244  901.900024 0.254659 0.990875
918.000000 0.209147 0.984029  918.000000 0.255746 0.985463
934.000000 0.207816 0.971680  934.000000 0.255176 0.973889
950.200012 0.206718 0.960489  950.200012 0.254981 0.963841
965.700012 0.206423 0.953403  965.700012 0.255902 0.958551
981.500000 0.208175 0.955691  981.500000 0.259109 0.961679
997.700012 0.211217 0.963694  997.700012 0.263432 0.968628
1013.299988 0.214187 0.971489  1013.299988 0.267460 0.974707
1028.500000 0.217466 0.980732  1028.500000 0.271840 0.982173
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Canegrass A - spectral library data  Canegrass B Spectral Library Data 
Wavelength Reflectance 
Continuum 
Removed 
reflectance 
 Wavelength Reflectance 
Continuum 
Removed 
Reflectance
1044.300049 0.220844 0.990098  1044.300049 0.276485 0.990131
1059.699951 0.223496 0.996261  1059.699951 0.280492 0.995901
1074.699951 0.225561 0.999899  1074.699951 0.283775 0.999247
1089.699951 0.226832 1.000000  1089.699951 0.286331 1.000000
1104.900024 0.226798 1.000000  1104.900024 0.287271 1.000000
1119.900024 0.224536 0.991484  1119.900024 0.285537 0.991332
1134.599976 0.219762 0.971799  1134.599976 0.281051 0.973232
1149.300049 0.212640 0.941663  1149.300049 0.274051 0.946542
1164.099976 0.207219 0.918991  1164.099976 0.268639 0.925444
1178.599976 0.204609 0.908712  1178.599976 0.266652 0.916272
1193.099976 0.202728 0.901643  1193.099976 0.265500 0.910008
1207.599976 0.201915 0.899312  1207.599976 0.265818 0.908803
1222.000000 0.204823 0.913562  1222.000000 0.270074 0.921047
1236.199951 0.210678 0.940996  1236.199951 0.277572 0.944295
1250.699951 0.215617 0.964444  1250.699951 0.284398 0.965094
1265.099976 0.219005 0.980999  1265.099976 0.289517 0.980032
1279.099976 0.221449 0.993323  1279.099976 0.293863 0.992354
1293.099976 0.222627 1.000000  1293.099976 0.296839 1.000000
1307.199951 0.221146 1.000000  1307.199951 0.296245 1.000000
1321.500000 0.216458 0.986286  1321.500000 0.291309 0.991281
1334.900024 0.210408 0.965640  1334.900024 0.284169 0.974355
1438.400024 0.129390 0.628882  1438.400024 0.164870 0.600677
1452.400024 0.128959 0.631835  1452.400024 0.162414 0.596780
1466.500000 0.129734 0.640828  1466.500000 0.162853 0.603581
1480.400024 0.132132 0.657974  1480.400024 0.165495 0.618663
1493.800049 0.135750 0.681330  1493.800049 0.170312 0.642005
1507.199951 0.139810 0.707291  1507.199951 0.176151 0.669628
1520.699951 0.143911 0.733918  1520.699951 0.182154 0.698396
1534.099976 0.147485 0.758227  1534.099976 0.187425 0.724785
1547.300049 0.150534 0.780118  1547.300049 0.191771 0.747926
1560.400024 0.153267 0.800662  1560.400024 0.195716 0.769837
1573.500000 0.155886 0.820936  1573.500000 0.199604 0.791902
1586.199951 0.158655 0.842133  1586.199951 0.203694 0.814944
1599.000000 0.162104 0.867353  1599.000000 0.209034 0.843474
1611.800049 0.165878 0.894743  1611.800049 0.215320 0.876349
1624.699951 0.169428 0.921413  1624.699951 0.221528 0.909538
1637.300049 0.171994 0.942954  1637.300049 0.225900 0.935520
1649.699951 0.173353 0.958048  1649.699951 0.227813 0.951551
1662.199951 0.173314 0.965663  1662.199951 0.227228 0.957404
1674.599976 0.172163 0.967095  1674.599976 0.225326 0.957692
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Canegrass A - spectral library data  Canegrass B Spectral Library Data 
Wavelength Reflectance 
Continuum 
Removed 
reflectance 
 Wavelength Reflectance 
Continuum 
Removed 
Reflectance
1686.699951 0.169949 0.962333  1686.699951 0.222900 0.955535
1698.900024 0.166706 0.951689  1698.900024 0.219423 0.948862
1711.099976 0.162086 0.932939  1711.099976 0.214418 0.935407
1723.199951 0.156328 0.907217  1723.199951 0.208739 0.918680
1735.099976 0.154516 0.904028  1735.099976 0.207309 0.920387
1746.900024 0.157924 0.931516  1746.900024 0.209806 0.939640
1758.800049 0.158231 0.941081  1758.800049 0.209191 0.945244
1770.699951 0.157325 0.943530  1770.699951 0.207556 0.946301
2009.500000 0.111470 0.803614  2009.500000 0.143305 0.797430
2027.699951 0.113997 0.834687  2027.699951 0.145502 0.823489
2045.900024 0.112909 0.839862  2045.900024 0.141519 0.814874
2064.199951 0.110870 0.838081  2064.199951 0.135013 0.791247
2082.600098 0.109685 0.842890  2082.600098 0.131424 0.784251
2100.399902 0.110258 0.861112  2100.399902 0.130541 0.792956
2118.300049 0.111716 0.887061  2118.300049 0.132491 0.819586
2135.600098 0.113783 0.918281  2135.600098 0.136038 0.856746
2152.800049 0.115310 0.946018  2152.800049 0.139217 0.892814
2169.899902 0.115984 0.967478  2169.899902 0.142496 0.930780
2186.699951 0.116431 0.987443  2186.699951 0.145183 0.965914
2205.399902 0.115683 0.999715  2205.399902 0.146488 0.995144
2222.699951 0.113685 1.000000  2222.699951 0.144332 1.000000
2239.399902 0.108598 0.986358  2239.399902 0.136076 0.972640
2256.300049 0.101613 0.954357  2256.300049 0.124283 0.917739
2272.699951 0.095835 0.930878  2272.699951 0.116827 0.891307
2289.899902 0.089979 0.906507  2289.899902 0.112005 0.885326
2306.500000 0.082143 0.858377  2306.500000 0.105455 0.863600
2322.899902 0.081179 0.880702  2322.899902 0.102723 0.872290
2338.800049 0.081893 0.922616  2338.800049 0.102816 0.905506
2354.800049 0.079396 0.930491  2354.800049 0.101625 0.929756
2370.699951 0.079435 0.969744  2370.699951 0.102214 0.972659
2386.600098 0.078377 0.998434  2386.600098 0.099049 0.981941
2402.800049 0.075022 1.000000  2402.800049 0.096401 0.998203
2418.600098 0.068810 0.979646  2418.600098 0.092385 1.000000
2434.199951 0.065396 0.998137  2434.199951 0.086764 1.000000
2449.699951 0.059096 0.971546  2449.699951 0.074224 0.963687
2464.800049 0.056256 1.000000  2464.800049 0.067530 1.000000
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SaltbushA – Atriplex macropterocarpa  (Aellen) H. Eichler, Suppl. J. M. 
Black’s Fl. S. Australia 2nd edn, 113 (1965) 
Common Name:  (none known) 
Description 
A low silvery grey-green shrub 20 – 50 cm in height; probably annual due to the lack 
of older plant material associated with the communities. Growing in small 
communities, almost as pure stands, across the plain, generally where it was moister. 
Bracteoles like little barrels. 
 
Family: Chenopodiaceae 
Atriplex macropterocarpa (Aellen) H.Eichler  
Eichler, Hj. (1965), Supplement to Black's Flora of South Australia 
Edn. 2.: 113  
basionym: Blackiella macropterocarpa Aellen  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 100, 
Fig. 20, Map 115  
nomenclatural synonym: Blackiella macropterocarpa Aellen  
Apc Dist.: WA, SA, Qld, NSW 
Jacobs, S.W.L. in Harden, G.J. (Ed) (1990), Flora of New South Wales 
1: 215  
(Integrated Botanical Information System (IBIS), 2008) 
 
“Annual herb to 30 cm.  
Leaves obovate to orbicular-rhomboid, approx 15-20 mm long, scaly on 
both surfaces, apex rounded, base cuneate and narrowed to a petiole 
approximately half the length of lamina. Margin sinuate-dentate.  
Inflorescence Male flowers glabrous or almost so, in glomerules 
approximately 3 mm diameter, terminal or forming disjunct spikes or 
panicles. Females flowers in scattered axillary glomerules.  
Fruiting bracteoles sessile, united near apex, glabrous, glossy; tube 
turbinate with rounded base, 2 – 4 mm long, spongy, passing upwards 
into a pair of horizontal wing-like entire slightly spongy, auriculate 
appendages 5 – 8 mm wide, the margins of which are decurrent down 
tube; apex of tube rounded, its centre apiculate with the minute narrowly 
triangular terminal lobes. Seed with basal, horizontal radicle.”  
(Wilson, 1984) 
  
Figure 6 SaltbushA sample description 
 
  
 
Figure 7 Sample collection at SaltbushA spectra site 
 
Figure 8 SaltbushA plants 
  
Figure 9 SaltbushA bracteoles attached to plant stem 
 
Figure 10 SaltbushA scaly leaf 
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Figure 11 SaltbushA spectral library curve 
 
Figure 12 SaltbushA bracteoles. Square is 1 cm 
 Table.2 SaltbushA spectral library reflectance data 
 
Wavelength Reflectance
Continuum 
Removed 
Reflectance
485.5 0.078478 1.000000
500.5 0.083628 0.928010
516.1 0.089900 0.879490
531.3 0.097057 0.851298
546.8 0.105836 0.839727
562.0 0.114652 0.831844
576.9 0.122506 0.820051
591.9 0.130379 0.809675
607.6 0.137966 0.796538
623.2 0.142733 0.770241
638.0 0.146788 0.745903
652.9 0.146998 0.705529
668.3 0.143361 0.650754
683.6 0.148499 0.639612
698.7 0.182831 0.749659
713.9 0.232811 0.910564
729.2 0.264073 0.987012
744.2 0.279185 1.000000
759.1 0.287017 1.000000
774.2 0.294573 1.000000
789.3 0.300413 1.000000
804.4 0.305184 1.000000
819.4 0.309219 0.998715
834.7 0.314007 0.999581
850.0 0.318661 1.000000
865.0 0.323075 1.000000
869.2 0.323778 0.999442
886.4 0.326772 0.997539
901.9 0.329218 0.995099
918.0 0.331443 0.991667
934.0 0.331587 0.982205
950.2 0.331802 0.973013
965.7 0.332377 0.965465
981.5 0.337598 0.971252
997.7 0.344207 0.980646
1013.3 0.349239 0.985764
1028.5 0.354121 0.990600
Wavelength Reflectance
Continuum 
Removed 
Reflectance
1044.3 0.359261 0.995716
1059.7 0.363617 0.998819
1074.7 0.367204 1.000000
1089.7 0.369950 1.000000
1104.9 0.371389 1.000000
1119.9 0.370550 0.998598
1134.6 0.364536 0.983219
1149.3 0.352619 0.951876
1164.1 0.342000 0.923997
1178.6 0.336518 0.909943
1193.1 0.333207 0.901740
1207.6 0.333732 0.903913
1222.0 0.340677 0.923490
1236.2 0.350139 0.949914
1250.7 0.357501 0.970697
1265.1 0.362607 0.985380
1279.1 0.366224 0.996013
1293.1 0.367392 1.000000
1307.2 0.364559 1.000000
1321.5 0.356537 0.986365
1334.9 0.346343 0.965911
1438.4 0.185719 0.552444
1452.4 0.183939 0.552123
1466.5 0.184993 0.560417
1480.4 0.189930 0.580664
1493.8 0.196601 0.606433
1507.2 0.203878 0.634553
1520.7 0.211350 0.663842
1534.1 0.218057 0.691202
1547.3 0.223940 0.716334
1560.4 0.229391 0.740483
1573.5 0.234829 0.765035
1586.2 0.240392 0.790228
1599.0 0.246436 0.817538
1611.8 0.252810 0.846460
1624.7 0.258876 0.874947
1637.3 0.263179 0.897759
1649.7 0.265222 0.913083
1662.2 0.264978 0.920814
1674.6 0.262967 0.922425
Wavelength Reflectance
Continuum 
Removed 
Reflectance
1686.7 0.258027 0.913484
1698.9 0.249557 0.891829
1711.1 0.239776 0.865035
1723.2 0.232232 0.845805
1735.1 0.230613 0.847858
1746.9 0.232291 0.862119
1758.8 0.231411 0.867138
1770.7 0.231306 0.875185
2009.5 0.146357 0.688297
2027.7 0.152230 0.729425
2045.9 0.153998 0.752081
2064.2 0.153312 0.763492
2082.6 0.153163 0.778175
2100.4 0.153950 0.797784
2118.3 0.156305 0.826571
2135.6 0.158998 0.857787
2152.8 0.161867 0.891155
2169.9 0.165069 0.927677
2186.7 0.167270 0.959644
2205.4 0.168402 0.989091
2222.7 0.166517 1.000000
2239.4 0.159316 0.984814
2256.3 0.148689 0.947236
2272.7 0.138705 0.910662
2289.9 0.129178 0.876224
2306.5 0.122759 0.860197
2322.9 0.123197 0.892398
2338.8 0.120429 0.901857
2354.8 0.118331 0.917374
2370.7 0.120493 0.968029
2386.6 0.119955 1.000000
2402.8 0.115165 0.999256
2418.6 0.109558 0.990028
2434.2 0.106131 1.000000
2449.7 0.098427 0.974257
2464.8 0.096055 1.000000
 
 
 SaltbushB – Atriplex vesicaria Heward ex Benth., Fl of Austral. 5: 172 
(1870) 
Common Name: Bladder Saltbush 
Description 
Small shrub with gnarled spreading trunks and fine erect stems, growing in a 
community on the higher areas of the plain. Leaves were silvery grey, alternate and up 
to 15 mm long and 3 mm wide. They were prone to drop easily. Tips of the leaves 
tend to be curved back; midvein prominent on the dorsal side; sessile. 
Fruits were cleaved, spongy, bladder-like, with a dense area immediately around the 
seed. It contained a single seed in hardened casing; sessile. 
Beneath the bushes was much leaf litter and the spongy seed casings; quite distinctive. 
 
Family: Chenopodiaceae 
Atriplex vesicaria Heward ex Benth.  
Bentham, G. (1870), Flora Australiensis 5: 172  
Type: "Queensland. In the interior, Mitchell. N.S. Wales. 
Molle's plains, A. Cunningham; Murray and Darling desert, 
Victorian Expedition, F. Mueller. S. Australia. Crystal Brook, 
F. Mueller; Gawler Ranges, Sullivan (with more obovate 
leaves)." 
Aellen, P. (1938) Revision der australischen und neuseelandischen 
Chenopodiaceen I: Theleophyton, Atriplex, Morrisiella, Blackiella, 
Senniella, Pachypharynx. Botanische Jahrbucher fur Systematik 68(5): 
387  
Lectotype: "N.S. Wales: Molle's Plains, 1817, A. 
CUNNINGHAM no. 388 (Kew, ...)"  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 122, 
Fig. 21  
synonym: Pachypharynx neglecta Aellen  
Apc Comment: The subspecies intergrade within single 
populations in SA, and the subspecies are now not usually 
recognised there: the listings here are those of Flora of 
Australia. 
Apc Dist.: WA, NT, SA, Qld, NSW, Vic 
Common Name: Bladder Saltbush 
Jacobs, S.W.L. in Harden, G.J. (Ed) (1990), Flora of New South Wales 
1: 211  
Walsh, N.G. in Walsh, N.G. & Entwisle, T.J. (Ed) (1996), Flora of 
Victoria 3: 141  
Paczkowska, G. & Chapman, A.R. (Ed) (2000), The Western 
Australian Flora, a descriptive catalogue: 201  
59352 , Map CANB collections.,  
Atriplex vesicaria subsp. appendiculata (Benth.) Parr-Sm.  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 123, 
320, Map 160  
basionym: Atriplex paludosa var. appendiculata Benth.  
Apc Dist.: WA, SA 
Paczkowska, G. & Chapman, A.R. (Ed) (2000), The Western 
Australian Flora, a descriptive catalogue: 201  
59354 , Map CANB collections. 
Atriplex vesicaria subsp. calcicola Parr-Sm.  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 123, 
320, Map 162  
Type: T: Koonamore Stn, S.A., 3 May 1982, M. Crisp 429; 
holo: PERTH; iso: CANB. 
Apc Dist.: NT, SA, NSW 
Jacobs, S.W.L. in Harden, G.J. (Ed) (1990), Flora of New South Wales 
1: 211  
59357 , Map CANB collections. 
Atriplex vesicaria subsp. incompta Parr-Sm.  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 124, 
320, Map 164  
Type: "edge of Yarra Yarra Lake, W.A., 17 Sept. 1971, G.A. 
Parr-Smith 1152; holo: CANB." 
Apc Dist.: WA 
Paczkowska, G. & Chapman, A.R. (Ed) (2000), The Western 
Australian Flora, a descriptive catalogue: 201  
59358 , Map CANB collections. 
Atriplex vesicaria subsp. macrocystidia Parr-Sm.  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 124, 
321, Map 165  
Type: "Oak Park, c. 32 km S of Yunta, S.A., 2 Oct. 1971, N.N. 
Donner 3725; holo: AD; iso: PERTH." 
Apc Dist.: NT, SA, Qld, NSW, Vic 
Jacobs, S.W.L. in Harden, G.J. (Ed) (1990), Flora of New South Wales 
1: 211  
59360 , Map CANB collections. 
Atriplex vesicaria subsp. minor (Aellen) Parr-Sm.  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 124, 
321, Map 163  
basionym: Atriplex hymenotheca var. minor Aellen  
Apc Dist.: NSW, Vic 
Jacobs, S.W.L. in Harden, G.J. (Ed) (1990), Flora of New South Wales 
1: 211  
59363 , Map CANB collections. 
Atriplex vesicaria subsp. sphaerocarpa Parr-Sm.  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 124, 
126, 321, Map 166  
Type: "North Lake, Gairdner, Wirramirra–Coodambo netting, 
100 km W of Woomera, S.A., 6 Aug. 1971, B.G. Lay 317; 
holo: AD." 
Apc Dist.: NT, SA, NSW 
Jacobs, S.W.L. in Harden, G.J. (Ed) (1990), Flora of New South Wales 
1: 211  
59366 , Map CANB collections. 
Atriplex vesicaria subsp. variabilis Parr-Sm.  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 123, 
321, Map 161  
Type: "9 miles (c. 14 km) S of White Cliffs on road to 
Wilcannia, N.S.W., 12 July 1971, G.A. Parr-Smith 1117v; 
holo: CANB." 
Apc Dist.: WA, NT, SA, Qld, Vic 
Paczkowska, G. & Chapman, A.R. (Ed) (2000), The Western 
Australian Flora, a descriptive catalogue: 201  
59369 , Map CANB collections. 
Atriplex vesicaria Heward ex Benth. subsp. vesicaria  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 123, 
320, Map 159  
synonym: Atriplex paludosa var. obovata Moq.  
Apc Dist.: NSW 
59371 , Map CANB collections. 
(Integrated Botanical Information System (IBIS), 2008) 
Description:  
Erect or decumbent perennial shrub to 1 m high, predominantly dioecious.  
Leaves elliptic to oblong or obovate, acute, obtuse or rounded, usually 
entire, less commonly sinuate; petiolate, sparsely to densely scaly, 
somewhat green; lamina 5-25 mm long, 3-15 mm wide.  
Inflorescence Male flowers in disjunct or contiguous glomerules arranged 
in a terminal spike or panicle 2-4 cm long. Female flowers 2 to many in 
upper axils.  
Fruiting bracteoles sessile with stipe to 3 mm long; valves free or fused to 
above seed; orbicular to oval-triangular or rhomboid, obtuse, acute or 
mucronate, 4-13 mm long and wide, entire or dentate towards apex, 
cuneate to cordate at base; appendages thin-walled and bladder-like 
attached to base of valves or fused to one another below bracteoles, or to 
the bracteole margin, sometimes absent. 
Highly variable species found in a variety of habitats in southern arid and 
semi-arid Australia. Eight sub-species recognized.  
Derived from (Wilson, 1984) and (Jacobs and McClay, 2007) 
 Figure 13 SaltbushB sample description 
 
  
Figure 14 SaltbushB individual plant 
  
Figure 16 SaltbushB canopy 
 
Figure 15 SaltbushB leaves 
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Figure 18 Graph of SaltbushB library spectral curve 
 
Figure 17 SaltbushB seedlings 
 
  
 
Table.3 SaltbushB library spectra data 
 
Wavelength Reflectance
Continuum 
Removed 
Reflectance
444.8 0.069983 1.000000
455.1 0.073487 0.986904
470.3 0.078390 0.966910
485.5 0.083106 0.947808
500.5 0.087847 0.932502
516.1 0.093031 0.921192
531.3 0.098604 0.916398
546.8 0.105088 0.919084
562.0 0.112000 0.926003
576.9 0.118440 0.929453
591.9 0.124600 0.930175
607.6 0.130791 0.929044
623.2 0.135983 0.921516
638.0 0.140997 0.915557
652.9 0.144708 0.901715
668.3 0.147319 0.881211
683.6 0.152391 0.876663
698.7 0.166693 0.924033
713.9 0.182893 0.977994
729.2 0.193066 0.996924
744.2 0.200184 1.000000
759.1 0.205040 0.999459
774.2 0.210184 1.000000
789.3 0.214428 1.000000
804.4 0.218127 1.000000
819.4 0.221166 0.998980
834.7 0.224723 1.000000
850.0 0.227943 1.000000
865.0 0.230749 1.000000
880.0 0.233211 1.000000
869.2 0.231460 1.000097
886.4 0.234018 1.000000
901.9 0.235526 0.999184
918.0 0.237249 0.999009
934.0 0.237412 0.992364
Wavelength Reflectance
Continuum 
Removed 
Reflectance
950.2 0.238016 0.987552
965.7 0.239497 0.986735
981.5 0.240348 0.983223
997.7 0.241967 0.982700
1013.3 0.244636 0.986682
1028.5 0.247362 0.991015
1044.3 0.250024 0.994772
1059.7 0.252570 0.998194
1074.7 0.254673 1.000000
1089.7 0.256210 1.000000
1104.9 0.257120 0.999396
1119.9 0.256839 0.994236
1134.6 0.255367 0.984608
1149.3 0.252351 0.969127
1164.1 0.250408 0.957844
1178.6 0.249898 0.952192
1193.1 0.249975 0.948807
1207.6 0.251253 0.949992
1222.0 0.254683 0.959296
1236.2 0.259230 0.972772
1250.7 0.263080 0.983468
1265.1 0.266076 0.990926
1279.1 0.268647 0.996854
1293.1 0.270477 1.000000
1307.2 0.270742 1.000000
1321.5 0.268810 0.995478
1334.9 0.264642 0.982463
1395.9 0.226170 0.849193
1410.4 0.208204 0.783854
1424.6 0.199104 0.751590
1438.4 0.194746 0.737046
1452.4 0.193937 0.735925
1466.5 0.194655 0.740614
1480.4 0.196910 0.751170
1493.8 0.201329 0.769983
1507.2 0.206277 0.790920
1520.7 0.211300 0.812269
1534.1 0.215651 0.831118
1547.3 0.219467 0.847970
1560.4 0.222960 0.863637
Wavelength Reflectance
Continuum 
Removed 
Reflectance
1573.5 0.226445 0.879352
1586.2 0.230188 0.896085
1599.0 0.234956 0.916914
1611.8 0.240251 0.939912
1624.7 0.245179 0.961599
1637.3 0.249047 0.979173
1649.7 0.251735 0.992146
1662.2 0.252795 0.998768
1674.6 0.252491 1.000000
1686.7 0.250199 0.995929
1698.9 0.246359 0.985666
1711.1 0.241965 0.973069
1723.2 0.237751 0.961028
1735.1 0.236889 0.962398
1746.9 0.239056 0.976113
1758.8 0.239059 0.981125
1770.7 0.239242 0.986933
1782.4 0.240826 0.998523
1793.9 0.241086 1.004624
1933.8 0.144667 0.642107
1952.2 0.153286 0.686242
1971.7 0.163961 0.740818
1990.8 0.173776 0.792337
2009.5 0.182624 0.840198
2027.7 0.187538 0.870450
2045.9 0.185968 0.870882
2064.2 0.182254 0.861231
2082.6 0.179937 0.858110
2100.4 0.180248 0.867314
2118.3 0.182345 0.885403
2135.6 0.186299 0.912645
2152.8 0.189347 0.935853
2169.9 0.191396 0.954441
2186.7 0.193188 0.971920
2205.4 0.195063 0.991131
2222.7 0.194993 1.000000
2239.4 0.188758 0.990667
2256.3 0.177362 0.953425
2272.7 0.167802 0.923773
2289.9 0.161920 0.914498
Wavelength Reflectance
Continuum 
Removed 
Reflectance
2306.5 0.155723 0.902070
2322.9 0.155838 0.926222
2338.8 0.154715 0.943337
2354.8 0.153736 0.962430
2370.7 0.153794 0.989064
2386.6 0.150359 0.994102
2402.8 0.146927 1.000000
2418.6 0.139799 0.992974
2434.2 0.134727 1.000000
2449.7 0.127351 0.992671
2464.8 0.122021 1.000000
 
 
 
 
 
 
 
 
 
 
 
 
 
 SaltbushC – Atriplex lindleyi Moq. In DC., Prodr. 13(2): 100 (1849) 
based on A. halimoides Lindley 
Common Name: (none known) 
Description 
Erect shrub to 80 cm. Seeds Paler green 
Leaves silvery dark green; diamond shape, very small to no petiole; 10 mm long, 8 
mm wide. 
Bracteoles: Paler to yellow green; 10 mm long, 9 mm wide. Shaped like a capped cup; 
ribbed. 
 
Family: Chenopodiaceae 
Atriplex lindleyi Moq.  
Moquin-Tandon, C.H.B.A. in Candolle A.C.P. de & Candolle, 
A.L.P.P. de (Ed) (1849), Prodromus 13(2): 100  
basionym: Atriplex halimoides Lindl.  
Aellen, P. (1938) Revision der australischen und neuseelandischen 
Chenopodiaceen I: Theleophyton, Atriplex, Morrisiella, Blackiella, 
Senniella, Pachypharynx. Botanische Jahrbucher fur Systematik 68(5): 
425  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 98-100  
nomenclatural synonym: Atriplex halimoides Lindl.  
Jacobs, S.W.L. in Harden, G.J. (Ed) (1990), Flora of New South Wales 
1: 214  
CHAH (2005), Australian Plant Census  
nomenclatural synonym: Atriplex halimoides Lindl.  
nomenclatural synonym: Atriplex halimoides Lindl. var. 
halimoides  
Apc Dist.: WA, NT, SA, Qld, NSW, Vic 
58202 , Map CANB collections. 
Chenopodiaceae 
Atriplex lindleyi subsp. conduplicata (F.Muell.) Paul G.Wilson  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 99, 
323, Fig. 20G, Map 114  
basionym: Atriplex conduplicata F.Muell.  
nomenclatural synonym: Blackiella conduplicata (F.Muell.) 
Aellen  
nomenclatural synonym: Atriplex halimoides var. conduplicata 
F.Muell. & Tate ex J.M.Black  
synonym: Blackiella conduplicata var. phyllocarpa Aellen  
Jacobs, S.W.L. in Harden, G.J. (Ed) (1990), Flora of New South Wales 
1: 216 
synonym of: Atriplex conduplicata F.Muell.  
CHAH (2005), Australian Plant Census  
nomenclatural synonym: Blackiella conduplicata (F.Muell.) 
Aellen  
nomenclatural synonym: Blackiella conduplicata (F.Muell.) 
Aellen var. conduplicata  
nomenclatural synonym: Atriplex conduplicata F.Muell.  
nomenclatural synonym: Atriplex halimoides var. conduplicata 
F.Muell. & Tate ex J.M.Black  
synonym: Blackiella conduplicata var. phyllocarpa Aellen  
synonym: Atriplex halimoides var. conduplicatum F.Muell. & 
Tate ex J.M.Black nom. inval. 
synonym: Atriplex halimoides var. conduplicata F.Muell. & 
Tate nom. inval. 
Apc Comment: Intermediates with subsp. lindleyi are known. In 
NSW recognised at species level, as A. conduplicata. 
Apc Dist.: NT, SA, Qld, NSW, Vic 
58205 , Map CANB collections. 
Chenopodiaceae 
Atriplex lindleyi subsp. inflata (F.Muell.) Paul G.Wilson  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 99, 
323, Fig. 20, Map 113  
basionym: Atriplex inflata F.Muell.  
synonym: Blackiella inflata (F.Muell.) Aellen  
synonym: Atriplex lampifer Buxb.  
CHAH (2005), Australian Plant Census  
nomenclatural synonym: Blackiella inflata (F.Muell.) Aellen  
nomenclatural synonym: Atriplex inflata F.Muell.  
nomenclatural synonym: Atriplex inflatum F.Muell. nom. inval. 
synonym: Atriplex lampifer Buxb.  
Apc Comment: Intermediates with subsp. lindleyi are known. In 
NSW this subspecies is currently not recognised as a taxon 
distinct from a unitary A. lindleyi. 
Apc Dist.: WA, NT, SA, NSW, Vic 
58206 , Map CANB collections.,  
Chenopodiaceae 
Atriplex lindleyi Moq. subsp. lindleyi  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 98, 
323, Fig. 20, Map 111  
Apc Comment: Intermediates with subsp. inflata and subsp. 
conduplicata are known. 
Apc Dist.: SA, Qld, NSW, Vic 
Walsh, N.G. in Walsh, N.G. & Entwisle, T.J. (Ed) (1996), Flora of 
Victoria 3: 135  
58209 , Map CANB collections. 
Chenopodiaceae 
Atriplex lindleyi subsp. quadripartita Paul G.Wilson  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 99, 
324, Map 112  
nomenclatural synonym: Atriplex lindleyi var. quadripartita 
J.M.Black nom. inval. 
Apc Comment: Specimens from NSW are considered to be 
intergrades between A. lindleyi (= A. lindleyi subsp. lindleyi / 
subsp. inflata) and A. conduplicata (= A. lindleyi subsp. 
conduplicata) (fide S.W.L.Jacobs, Fl. NSW 1: 214 (2000). 
Apc Dist.: SA, NSW 
Jacobs, S.W.L. in Harden, G.J. (Ed) (1990), Flora of New South Wales 
1: 214  
58212  
Chenopodiaceae 
Atriplex lindleyi var. quadripartita J.M.Black [ nom. inval. ] 
Black, J.M. (1948), Flora of South Australia Edn. 2, 2: 300  
Type: "Murnpeowie Creek (Flinders Range)." 
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 99, 
324, Map 112 
synonym of: Atriplex lindleyi subsp. quadripartita Paul 
G.Wilson  
58215  
(Integrated Botanical Information System (IBIS), 2008) 
Family Chenopodiaceae 
Atriplex lindleyi Moq. APNI*  
Atriplex lindleyi Moq. 
Synonyms: Atriplex halimoides APNI*  
Atriplex lindleyi subsp. inflata (F.Muell.) Paul G.Wilson APNI*  
Atriplex inflata APNI*  
 
Description:  
Annual or short-lived perennial approximately 30 - 40 cm high; 
monoecious.  
Leaves thin, narrow obovate to rhomboid-orbicular, acute or obtuse to 
rounded, cuneate at base, to approximately 40 mm long; margin coarsely 
sinuate-dentate to entire; petiolate.  
Flowers axillary, solitary or in clusters. Male flowers in small glomerules 
towards the branch apices. Female flowers in scattered axillary clusters.  
Fruiting bracteoles seemingly sessile, united except near apex, strongly 
dorsi-ventrally flattened to spongy turbinate or subglobose, variously 
winged around apex or with opposite erect circular wing-like 
appendages; in all 5-18 mm long and wide, prominently or minutely 
apiculate due to the free triangular bracteole apices, 1-2 mm high. Seed 
circular; radicle basal horizontal. 
This species is extremely variable in the shape of its leaves and of its 
fruiting bracteoles.  
Derived from (Wilson, 1984)and (Jacobs and McClay, 2007) 
 
 
 
 
Figure 19 SaltbushC sample description 
  
 
Figure 21 SaltbushC plant 
Figure 20 SaltbushC bracteoles 
 
 
 
Figure 23 SaltbushC bracteoles and leaves 
SaltbushC - Atriplex lindleyi 
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Figure 22 SaltbushC spectral library curve 
 
 
Table.4 SaltbushC Spectral library reflectance data 
 
Wavelength Reflectance
Continuum 
Removed 
Reflectance
485.50000 0.127586 1.000000
500.50000 0.139004 0.926337
516.09998 0.162838 0.938934
531.29999 0.192448 0.980872
546.79999 0.217515 0.991310
562.00000 0.231992 0.957878
576.90002 0.235998 0.892188
591.90002 0.238869 0.832329
607.59998 0.241334 0.777220
623.20001 0.239485 0.717278
638.00000 0.239125 0.671601
652.90002 0.230249 0.608520
668.29999 0.215716 0.537349
683.59998 0.229095 0.539850
698.70001 0.305186 0.682759
713.90002 0.397418 0.846000
729.20001 0.471129 0.956253
744.20001 0.515155 1.000000
759.09998 0.535357 1.000000
774.20001 0.549132 1.000000
789.29999 0.559325 1.000000
804.40002 0.567513 1.000000
819.40002 0.573499 0.998984
834.70001 0.580428 0.999389
850.00000 0.587483 1.000000
865.00000 0.593404 1.000000
869.20001 0.594189 1.000000
886.40002 0.597253 1.000000
901.90002 0.598160 0.998489
918.00000 0.597875 0.994888
934.00000 0.590144 0.978977
950.20001 0.575171 0.951149
965.70001 0.560829 0.924661
981.50000 0.555403 0.912934
997.70001 0.561669 0.920369
1013.3000 0.575918 0.940906
Wavelength Reflectance
Continuum 
Removed 
Reflectance
1028.5000 0.591033 0.962806
1044.3000 0.605182 0.982896
1059.7000 0.614708 0.995457
1074.7000 0.619267 1.000000
1089.7000 0.618452 1.000000
1104.9000 0.612387 0.999503
1119.9000 0.598876 0.986606
1134.6000 0.567193 0.943068
1149.3000 0.522495 0.876871
1164.1 0.492911 0.835085
1178.6 0.481926 0.824147
1193.1 0.476777 0.823077
1207.6 0.477437 0.832113
1222 0.484771 0.853009
1236.2 0.494952 0.879250
1250.7 0.503559 0.903360
1265.1 0.508399 0.921060
1279.1 0.508942 0.930994
1293.1 0.502334 0.927914
1307.2 0.485378 0.905532
1321.5 0.458513 0.864150
1334.9 0.432590 0.823172
1438.4 0.175679 0.361267
1452.4 0.171746 0.357076
1466.5 0.172816 0.363337
1480.4 0.178723 0.379966
1493.8 0.187532 0.403045
1507.2 0.198202 0.430678
1520.7 0.209964 0.461365
1534.1 0.221522 0.492256
1547.3 0.232453 0.522354
1560.4 0.242693 0.551518
1573.5 0.252395 0.580111
1586.2 0.261490 0.607741
1599 0.270254 0.635272
1611.8 0.278530 0.662278
1624.7 0.286110 0.688304
1637.3 0.291876 0.710337
1649.7 0.295824 0.728276
Wavelength Reflectance
Continuum 
Removed 
Reflectance
1662.2 0.298096 0.742528
1674.6 0.298799 0.753096
1686.7 0.296992 0.757297
1698.9 0.292616 0.755039
1711.1 0.286669 0.748627
1723.2 0.280420 0.741187
1735.1 0.275311 0.736461
1746.9 0.271192 0.734228
1758.8 0.265300 0.727155
1770.7 0.258466 0.717291
2009.5 0.119559 0.443098
2027.7 0.127106 0.483428
2045.9 0.132848 0.518880
2064.2 0.137832 0.553339
2082.6001 0.142340 0.587895
2100.3999 0.147627 0.627207
2118.3 0.153319 0.670728
2135.6001 0.158382 0.713339
2152.8 0.162384 0.753486
2169.8999 0.165083 0.789761
2186.7 0.167012 0.824094
2205.3999 0.167680 0.857373
2222.7 0.165225 0.874133
2239.3999 0.159979 0.875700
2256.3 0.155377 0.881418
2272.7 0.151257 0.889407
2289.8999 0.144842 0.885635
2306.5 0.139086 0.884467
2322.8999 0.135477 0.896974
2338.8 0.131555 0.907203
2354.8 0.128227 0.922846
2370.7 0.125435 0.943685
2386.6001 0.121397 0.956681
2402.8 0.117246 0.970948
2418.6001 0.113266 0.986932
2434.2 0.108853 1.000000
2449.7 0.096827 0.977107
2464.8 0.089589 1.000000
  
Spikeycottonballs – Dissocarpus paradoxus F. Muell., Trans. & Proc. 
Philos. Inst. Victoria 2: 75 (1858) 
Also known as: Bassia paradoxa (R.Br.) F.Muell and Sclerolaena paradoxa (R.Br.)  
Common name: Cottonballs or Cannonball Burr 
Description 
A low, many branched, woody and generally leafless plant, to about 50 cm high, with 
numerous burr-like, cottony seed pods, approximately 10 – 15 mm in diameter, firmly 
attached to the stems. Those leaves that are visible appear furry. The plants are 
probably annual. 
 
Family: Chenopodiaceae 
Dissocarpus paradoxus (R.Br.) Ulbr.  
Mueller, F.J.H. von in Engler, H.G.A. & Prantl, K.A.E. (1934), Die 
Naturlichen Pflanzenfamilien ed. 2 16 c: 533  
basionym: Sclerolaena paradoxa R.Br.  
Ising, E.H. (1964) Transactions and Proceedings of the Royal Society 
of South Australia 88: 73 
synonym of: Bassia paradoxa (R.Br.) F.Muell.  
Scott, A.J. (1978) Feddes Repertorium 89: 118  
synonym: Bassia paradoxa (R.Br.) F.Muell.  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 229, 
Map 326  
nomenclatural synonym: Chenolea paradoxa (R.Br.) F.Muell.  
nomenclatural synonym: Sclerolaena paradoxa R.Br.  
nomenclatural synonym: Bassia paradoxa (R.Br.) F.Muell.  
Common Name: Curious Saltbush 
Walsh, N.G. in Walsh, N.G. & Entwisle, T.J. (Ed) (1996), Flora of 
Victoria 3: 174  
Common Name: Hard-headed Saltbush 
CHAH (2005), Australian Plant Census  
nomenclatural synonym: Chenolea paradoxa (R.Br.) F.Muell.  
nomenclatural synonym: Sclerolaena paradoxa R.Br.  
nomenclatural synonym: Dissocarpus paradoxus (R.Br.) Ulbr. var. 
paradoxus  
nomenclatural synonym: Bassia paradoxa (R.Br.) F.Muell.  
nomenclatural synonym: Bassia paradoxa (R.Br.) F.Muell. var. 
paradoxa  
Apc Dist.: WA, NT, SA, Qld, NSW, Vic 
36615 , Map CANB collections. 
Dissocarpus paradoxus var. latifolius (J.M.Black) Ulbr.  
Ulbrich, E. in Engler, H.G.A. & Prantl, K.A.E. (1934), Die Naturlichen 
Pflanzenfamilien ed. 2 16 c: 533  
basionym: Bassia paradoxa var. latifolia J.M.Black  
Ising, E.H. (1964) Transactions and Proceedings of the Royal Society 
of South Australia 88: 73 
synonym of: Bassia paradoxa var. latifolia J.M.Black  
Scott, A.J. (1978) Feddes Repertorium 89: 118  
nomenclatural synonym: Bassia paradoxa var. latifolia J.M.Black  
Wilson, P.G. in George, A.S. (Ed) (1984), Flora of Australia 4: 229, 
326, Fig. 40, Map 327 
synonym of: Dissocarpus latifolius (J.M.Black) Paul G.Wilson  
36633  
Dissocarpus paradoxus (R.Br.) Ulbr. var. paradoxus  
Ulbrich, E. in Engler, H.G.A. & Prantl, K.A.E. (1934), Die Naturlichen 
Pflanzenfamilien ed. 2 16 c: 533  
CHAH (2005), Australian Plant Census 
synonym of: Dissocarpus paradoxus (R.Br.) Ulbr.  
36645 , Map CANB collections.,  
 
(Integrated Botanical Information System (IBIS), 2008) 
Description:  
An erect annual or short-lived perennial, between 25 – 50 cm high. 
Branches woolly.  
Leaves slender, semiterete, 5 – 15 mm long, woolly. 
Flowers 8 – 15, united into a small woolly ball. Fuiting perianths united 
in lower half into a globular to slightly cylindrical thick-walled woody 
infructescence 6-10mm diameter and falling as a whole, base rounded, 
deeply concave; covered in a woolly or villous indumentum; upper half of 
perianth cylindrical, approximately 2 mm long, including the 5 incurved 
lobes, woody; spines absent or if present arising from and resembling the 
perianth lobes. Infructescence freely shed when mature. 
Widespread in arid and semi-arid regions of NT, SA, Queensland, NSW 
and Victoria. 
 
(Jacobs and McClay, 2007) and (Wilson, 1984) 
 
Figure 24 Spikeycottonballs library spectra site 
  
Figure 25 Spikeycottonballs plant structure 
 
Figure 26 Spikeycottonballs cotton-covered burr 
  
Table 5 Spikeycottonballs spectral library reflectance data 
 
Wavelength Reflectance
Continuum 
Removed 
Reflectance
485.500000 0.114368 1.000000
500.500000 0.121516 0.963864
516.099976 0.129954 0.940029
531.299988 0.139030 0.926225
546.799988 0.150492 0.927828
562.000000 0.163835 0.941263
576.900024 0.177516 0.956009
591.900024 0.190966 0.967461
607.599976 0.204535 0.975651
623.200012 0.216170 0.974568
638.000000 0.226212 0.969374
652.900024 0.234401 0.956796
Spikeycottonballs - Dissocarpus paradoxus 
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Figure 27 Spikeycottonballs library spectral curve 
Wavelength Reflectance
Continuum 
Removed 
Reflectance
668.299988 0.241855 0.941063
683.599976 0.252342 0.938284
698.700012 0.272014 0.968982
713.900024 0.290859 0.994112
729.200012 0.304300 0.999280
744.200012 0.316224 1.000000
759.099976 0.324466 0.998780
774.200012 0.333617 1.000000
789.299988 0.341078 1.000000
804.400024 0.347233 1.000000
819.400024 0.351908 0.996327
834.700012 0.358723 0.998402
850.000000 0.365389 1.000000
865.000000 0.371166 1.000000
869.200012 0.372060 0.999463
886.400024 0.375772 0.997430
901.900024 0.378044 0.992822
918.000000 0.380441 0.988236
934.000000 0.378842 0.973543
950.200012 0.380447 0.967180
965.700012 0.386231 0.971909
981.500000 0.394079 0.981493
997.700012 0.401453 0.989460
1013.29999 0.406846 0.992812
1028.50000 0.411695 0.995031
1044.30005 0.417000 0.997927
1059.69995 0.421877 1.000000
1074.69995 0.425668 1.000000
1089.69995 0.428302 1.000000
1104.90002 0.429046 0.998389
1119.90002 0.424119 0.983679
1134.59998 0.417183 0.964483
1149.30005 0.412677 0.951014
1164.09998 0.411875 0.946116
1178.59998 0.412795 0.945254
1193.09998 0.413249 0.943333
1207.59998 0.415742 0.946066
1222.00000 0.421892 0.957096
Wavelength Reflectance
Continuum 
Removed 
Reflectance
1236.19995 0.429650 0.971739
1250.69995 0.436154 0.983401
1265.09998 0.440694 0.990599
1279.09998 0.444864 0.997007
1293.09998 0.447523 1.000000
1307.19995 0.446339 1.000000
1321.50000 0.440255 0.991376
1334.90002 0.431638 0.976620
1438.40002 0.285865 0.671592
1452.40002 0.287534 0.679036
1466.50000 0.290660 0.690040
1480.40002 0.295665 0.705592
1493.80005 0.305217 0.732081
1507.19995 0.315411 0.760384
1520.69995 0.324638 0.786666
1534.09998 0.331744 0.808022
1547.30005 0.337574 0.826411
1560.40002 0.343399 0.844944
1573.50000 0.349081 0.863313
1586.19995 0.354834 0.881908
1599.00000 0.362037 0.904347
1611.80005 0.370534 0.930260
1624.69995 0.379112 0.956681
1637.30005 0.385464 0.977613
1649.69995 0.388887 0.991209
1662.19995 0.389673 0.998226
1674.59998 0.388410 1.000000
1686.69995 0.384608 0.997169
1698.90002 0.378874 0.989314
1711.09998 0.372988 0.980946
1723.19995 0.367590 0.973689
1735.09998 0.365520 0.975092
1746.90002 0.366080 0.983521
1758.80005 0.365257 0.988391
1770.69995 0.362997 0.989412
2009.50000 0.251109 0.801281
2027.69995 0.260373 0.841795
2045.90002 0.258739 0.847688
Wavelength Reflectance
Continuum 
Removed 
Reflectance
2064.19995 0.253194 0.840814
2082.60010 0.251625 0.847202
2100.39990 0.252435 0.861496
2118.30005 0.255299 0.883357
2135.60010 0.259685 0.910747
2152.80005 0.262772 0.934197
2169.89990 0.266076 0.959006
2186.69995 0.267818 0.978556
2205.39990 0.268119 0.994886
2222.69995 0.265621 1.000000
2239.39990 0.256668 0.987591
2256.30005 0.243057 0.956557
2272.69995 0.233578 0.940064
2289.89990 0.226747 0.934771
2306.50000 0.219521 0.926734
2322.89990 0.216419 0.935865
2338.80005 0.212940 0.943065
2354.80005 0.209836 0.952470
2370.69995 0.209248 0.973911
2386.60010 0.209399 1.000000
2402.80005 0.201277 0.991694
2418.60010 0.196686 1.000000
2434.19995 0.183479 1.000000
2449.69995 0.154895 0.946287
2464.80005 0.144406 1.000000
 
 
 
 
 Gibbers 
Sub-angular to rounded pebbles ranging in size from approximately 3 to 10 cm. Very 
well abraded, and smooth. It is most likely that the surface has been abraded by 
windborne particles. The gibbers are probably metamorphic in origin and are usually 
composed of silicates with an ironstone coating. Spectral analysis indicates that the 
coating is probably hematitic in nature. This, in turn, is in line with the findings of 
Wopfner and Twidale (2001) who described the dominant iron oxide in the arid areas 
as hematite. The gibbers form extensive pavements throughout the Woomera area. 
 
 
 
Figure 28 Extensive gibber pavement at study site 
  
 
 
 
 
Figure 29 Gibber pavement 
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Figure 30 Gibber spectral library curve 
 Table 6 Gibber spectral library reflectance data 
 
Wavelength Reflectance
Continuum 
Removed 
Reflectance
485.5 0.051521 1.000000
500.5 0.054767 0.872118
516.1 0.059494 0.798305
531.3 0.065901 0.766724
546.8 0.076375 0.782492
562.0 0.091459 0.838828
576.9 0.109255 0.908696
591.9 0.126897 0.964925
607.6 0.142817 0.996545
623.2 0.155040 1.000000
638.0 0.163671 1.000000
652.9 0.171101 0.997997
668.3 0.178763 0.996014
683.6 0.186573 0.995263
698.7 0.194774 0.997104
713.9 0.203266 0.999982
729.2 0.211252 1.000000
744.2 0.217445 1.000000
759.1 0.221767 1.000000
774.2 0.224019 0.991697
789.3 0.223641 0.972258
804.4 0.221962 0.947948
819.4 0.220274 0.924547
834.7 0.218274 0.900348
850.0 0.216575 0.878190
865.0 0.215439 0.859298
869.2 0.215425 0.855327
886.4 0.215619 0.840406
901.9 0.217064 0.832296
918.0 0.219347 0.827090
934.0 0.221782 0.822704
950.2 0.225756 0.823914
965.7 0.231045 0.830373
981.5 0.240515 0.851197
997.7 0.250299 0.872153
1013.3 0.256506 0.880697
1028.5 0.262781 0.889552
Wavelength Reflectance
Continuum 
Removed 
Reflectance
1044.3 0.269509 0.899179
1059.7 0.276122 0.908486
1074.7 0.282807 0.918093
1089.7 0.289904 0.928769
1104.9 0.297472 0.940496
1119.9 0.305230 0.952673
1134.6 0.313241 0.965567
1149.3 0.320310 0.975277
1164.1 0.326612 0.982364
1178.6 0.332939 0.989599
1193.1 0.338753 0.995155
1207.6 0.343864 0.998542
1222.0 0.348302 1.000000
1236.2 0.352085 1.000000
1250.7 0.355605 1.000000
1265.1 0.358456 1.000000
1279.1 0.360692 0.999969
1293.1 0.362950 1.000000
1307.2 0.365051 1.000000
1321.5 0.367068 0.999966
1334.9 0.368983 1.000000
1438.4 0.361092 0.965356
1452.4 0.364177 0.971820
1466.5 0.366603 0.976496
1480.4 0.367482 0.977064
1493.8 0.368816 0.978903
1507.2 0.370528 0.981739
1520.7 0.372128 0.984253
1534.1 0.373434 0.985997
1547.3 0.374348 0.986726
1560.4 0.375345 0.987683
1573.5 0.376134 0.988090
1586.2 0.376801 0.988228
1599.0 0.377679 0.988906
1611.8 0.378327 0.988980
1624.7 0.379252 0.989763
1637.3 0.379772 0.989527
1649.7 0.379909 0.988318
1662.2 0.380349 0.987892
1674.6 0.380881 0.987716
Wavelength Reflectance
Continuum 
Removed 
Reflectance
1686.7 0.381227 0.987094
1698.9 0.381612 0.986567
1711.1 0.382096 0.986295
1723.2 0.382440 0.985674
1735.1 0.382588 0.984577
1746.9 0.382548 0.983013
1758.8 0.382548 0.981541
1770.7 0.383538 0.982614
2009.5 0.378791 0.942223
2027.7 0.387921 0.962796
2045.9 0.394368 0.976638
2064.2 0.398871 0.985601
2082.6 0.402351 0.991992
2100.4 0.404851 0.996016
2118.3 0.407347 1.000000
2135.6 0.406520 1.000000
2152.8 0.399426 0.990413
2169.9 0.387599 0.968797
2186.7 0.376382 0.948234
2205.4 0.366613 0.931863
2222.7 0.368195 0.943674
2239.4 0.369703 0.955211
2256.3 0.369709 0.963120
2272.7 0.369506 0.970373
2289.9 0.368323 0.975535
2306.5 0.367304 0.980931
2322.9 0.366209 0.986113
2338.8 0.366805 0.995722
2354.8 0.365378 1.000000
2370.7 0.359889 0.999540
2386.6 0.354730 1.000000
2402.8 0.348344 1.000000
2418.6 0.333716 0.992321
2434.2 0.322012 0.992623
2449.7 0.312588 1.000000
2464.8 0.299813 1.000000
 
 
 Loosesoil 
Description 
Loose sandy soil was the dominant substrate of the region. It was strongly reddish in 
colour, and tended to become more clayey on working. Inspection of thin sections 
made of the loose sample material shows poor sorting with rounded to well-rounded 
quartz grains and well-rounded sand-sized micro-aggregates of a mixture of clay and 
quartz sand within a matrix of finer quartz grains and clay. This description supports 
the theory of their Aeolian origins. The “sand” forms an alkaline red duplex soil 
which exhibits surface cracking. After persistent trafficking, the soil became very 
powder-like, and exhibited surface crusting when it became wet and then dried 
 
 
 
 
Figure 31 Typical loosesoil appearance 
 Table 7 Loosesoil spectral library reflectance data 
 
Wavelength Reflectance 
Continuum 
Removed 
Reflectance
485.5 0.079516 1.000000
500.5 0.086389 0.881360
516.09998 0.095466 0.814142
531.29999 0.106789 0.785168
546.79999 0.124523 0.802724
562.0 0.149757 0.861293
576.90002 0.178893 0.930508
591.90002 0.206460 0.979623
607.59998 0.230120 1.000000
623.20001 0.247374 1.000000
638.0 0.259214 1.000000
652.90002 0.269259 1.000000
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Figure 32 Loosesoil spectral library curve 
Wavelength Reflectance 
Continuum 
Removed 
Reflectance
668.29999 0.279388 1.000000
683.59998 0.289219 1.000000
698.70001 0.298845 1.000000
713.90002 0.308013 1.000000
729.20001 0.316436 1.000000
744.20001 0.323543 1.000000
759.09998 0.328356 1.000000
774.20001 0.331921 1.000000
789.29999 0.333614 0.995404
804.40002 0.334066 0.987227
819.40002 0.333795 0.977152
834.70001 0.333823 0.967948
850.0 0.334013 0.959386
865.0 0.334675 0.952498
869.20001 0.334924 0.950774
886.40002 0.336199 0.944517
901.90002 0.338309 0.941663
918.0 0.341285 0.940916
934.0 0.343641 0.938546
950.20001 0.347584 0.940405
965.70001 0.353259 0.947252
981.5 0.360926 0.959108
997.70001 0.368324 0.969826
1013.3 0.373907 0.975942
1028.5 0.378722 0.980183
1044.3 0.383582 0.984143
1059.7 0.388157 0.987525
1074.7 0.392431 0.990306
1089.7 0.396492 0.992507
1104.9 0.399759 0.992599
1119.9 0.401960 0.990166
1134.6 0.405461 0.991104
1149.3 0.409778 0.994008
1164.1 0.414723 0.998327
1178.6 0.418523 1.000000
1193.1 0.421569 1.000000
1207.6 0.424343 1.000000
1222.0 0.426842 1.000000
1236.2 0.428901 1.000000
Wavelength Reflectance 
Continuum 
Removed 
Reflectance
1250.7 0.430854 1.000000
1265.1 0.432533 1.000000
1279.1 0.433866 1.000000
1293.1 0.434608 0.999722
1307.2 0.434610 0.997734
1321.5 0.434184 0.994744
1334.9 0.433164 0.990533
1438.4 0.394080 0.888203
1452.4 0.406406 0.914206
1466.5 0.413000 0.927226
1480.4 0.419944 0.941007
1493.8 0.426595 0.954145
1507.2 0.431910 0.964252
1520.7 0.436398 0.972466
1534.1 0.439972 0.978629
1547.3 0.442595 0.982686
1560.4 0.444670 0.985525
1573.5 0.446594 0.988022
1586.2 0.448303 0.990088
1599.0 0.450012 0.992134
1611.8 0.451662 0.994044
1624.7 0.453185 0.995654
1637.3 0.454490 0.996820
1649.7 0.455867 0.998167
1662.2 0.457167 0.999327
1674.6 0.458077 0.999646
1686.7 0.458943 0.999909
1698.9 0.459736 1.000000
1711.1 0.460161 1.000000
1723.2 0.460111 1.000000
1735.1 0.459488 0.999401
1746.9 0.459027 0.999150
1758.8 0.458395 0.998530
1770.7 0.456854 0.995929
2009.5 0.407896 0.902957
2027.7 0.422332 0.936019
2045.9 0.431159 0.956712
2064.2 0.438058 0.973175
2082.6001 0.442614 0.984474
Wavelength Reflectance 
Continuum 
Removed 
Reflectance
2100.3999 0.446099 0.993378
2118.3 0.448549 1.000000
2135.6001 0.446561 1.000000
2152.8 0.433358 0.984543
2169.8999 0.414388 0.955253
2186.7 0.393781 0.921022
2205.3999 0.370750 0.881501
2222.7 0.370937 0.895653
2239.3999 0.377947 0.926480
2256.3 0.384857 0.958189
2272.7 0.390047 0.986093
2289.8999 0.387941 0.996896
2306.5 0.382972 1.000000
2322.8999 0.374020 1.000000
2338.8 0.364726 0.998681
2354.8 0.355018 0.996290
2370.7 0.346074 0.995816
2386.6001 0.337176 0.995452
2402.8 0.329738 1.000000
2418.6001 0.315280 1.000000
2434.2 0.300985 0.999971
2449.7 0.284096 0.990578
2464.8 0.272969 1.000000
 
 
 
 
 Swampsoil 
 
Description 
Swamp soil was defined as the soil found in low-lying swampy areas such as swamps 
and small depressions including Gilgai. The soils in these areas tended towards a 
yellowish-grey colour (gleying) and tended to form peds of varying sizes.  
The subsoil also tended to be gleyed, as indicated by its greyish yellow colour, and to 
form peds. Where it had a surface expression such as roads or along trenches it was 
also included in the “swampsoil” class. 
 
 
Figure 33 Powdery Swampsoil 
  
 
 
Figure 34 Swampsoil exhibiting crusting surface 
  
Table 8 Swampsoil spectral library reflectance data 
 
Wavelength Reflectance
Continuum 
Removed 
Reflectance
485.5 0.068058 1.000000
500.5 0.073443 0.927014
516.1 0.080302 0.883987
531.3 0.088431 0.865634
546.8 0.100246 0.881682
562.0 0.115818 0.926426
576.9 0.132535 0.973740
591.9 0.147152 0.999146
607.6 0.158967 1.000000
623.2 0.167570 1.000000
638.0 0.173929 1.000000
652.9 0.179642 0.996427
668.3 0.185403 0.992226
683.6 0.191735 0.991476
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Figure 35 Swampsoil spectral library curve 
Wavelength Reflectance
Continuum 
Removed 
Reflectance
698.7 0.198859 0.995164
713.9 0.206134 0.999149
729.2 0.212837 1.000000
744.2 0.218140 1.000000
759.1 0.222683 1.000000
774.2 0.226354 1.000000
789.3 0.229103 1.000000
804.4 0.231198 0.997324
819.4 0.232913 0.993167
834.7 0.234011 0.986279
850.0 0.235041 0.979264
865.0 0.236500 0.974396
869.2 0.236846 0.972795
886.4 0.238561 0.967547
901.9 0.241228 0.967428
918.0 0.243942 0.967088
934.0 0.246733 0.967119
950.2 0.249540 0.967081
965.7 0.251990 0.966142
981.5 0.255584 0.969361
997.7 0.259677 0.974124
1013.3 0.263202 0.977064
1028.5 0.266381 0.978934
1044.3 0.269697 0.980881
1059.7 0.272936 0.982764
1074.7 0.276170 0.984843
1089.7 0.279577 0.987496
1104.9 0.283320 0.991146
1119.9 0.287839 0.997546
1134.6 0.291191 1.000000
1149.3 0.292534 0.998107
1164.1 0.293471 0.994821
1178.6 0.295093 0.994012
1193.1 0.297207 0.994861
1207.6 0.299343 0.995773
1222.0 0.301584 0.997060
1236.2 0.303741 0.998144
1250.7 0.305896 0.999080
1265.1 0.308037 1.000000
Wavelength Reflectance
Continuum 
Removed 
Reflectance
1279.1 0.309839 1.000000
1293.1 0.311237 1.000000
1307.2 0.312608 1.000000
1321.5 0.313959 1.000000
1334.9 0.314672 1.000000
1438.4 0.276035 0.866250
1452.4 0.281558 0.882093
1466.5 0.284542 0.889926
1480.4 0.288902 0.902054
1493.8 0.292910 0.913100
1507.2 0.296776 0.923666
1520.7 0.300781 0.934618
1534.1 0.304043 0.943244
1547.3 0.306865 0.950499
1560.4 0.309461 0.957046
1573.5 0.312068 0.963606
1586.2 0.314642 0.970091
1599.0 0.317212 0.976531
1611.8 0.319936 0.983426
1624.7 0.322499 0.989795
1637.3 0.324479 0.994392
1649.7 0.326193 0.998184
1662.2 0.327267 1.000000
1674.6 0.327696 1.000000
1686.7 0.327666 1.000000
1698.9 0.327326 1.000000
1711.1 0.326469 0.998472
1723.2 0.325475 0.996512
1735.1 0.325473 0.997567
1746.9 0.325884 0.999886
1758.8 0.325523 0.999846
1770.7 0.325224 1.000000
2009.5 0.265700 0.883069
2027.7 0.275000 0.919648
2045.9 0.279194 0.939503
2064.2 0.280669 0.950431
2082.6 0.282088 0.961343
2100.4 0.284399 0.975249
2118.3 0.287546 0.992251
Wavelength Reflectance
Continuum 
Removed 
Reflectance
2135.6 0.288029 1.000000
2152.8 0.283014 0.998807
2169.9 0.274630 0.985389
2186.7 0.264558 0.965070
2205.4 0.251165 0.933528
2222.7 0.249888 0.945309
2239.4 0.249655 0.960934
2256.3 0.248482 0.973644
2272.7 0.248257 0.990061
2289.9 0.246072 1.000000
2306.5 0.241519 1.000000
2322.9 0.235321 0.997094
2338.8 0.228533 0.990769
2354.8 0.221852 0.984767
2370.7 0.217546 0.989114
2386.6 0.214124 0.997801
2402.8 0.209150 1.000000
2418.6 0.199716 1.000000
2434.2 0.185684 0.979946
2449.7 0.174300 0.972013
2464.8 0.169415 1.000000
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APPENDIX 4 Matrix for the selection of Hymap Imagery for 
analysis 
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 Tape_date, height_run Flight 
time 
Flying 
height 
(m) 
Overall 
GSD (m) 
Atmospheric 
conditions 
Assessment Decision 
tape 1 01_051002, 1400_R1 11:10:53 1565 2.7 weather good no calibration panels 
visible within the image 
boundaries 
Exclude 
 01_051002, 1400_R2 11:14:57 1547 2.9 weather good no calibration panels 
visible within the image 
boundaries 
Exclude 
 01_051002, 1400_R3 11:06:31 1577 3 weather good no calibration panels 
visible within the image 
boundaries 
Exclude 
 01_051002, 1400_R4 10:57:27 1590 3 weather good no calibration panels 
visible within the image 
boundaries 
Exclude 
 01_051002, 1400_R5 11:01:42 1566 3 weather good no calibration panels 
visible within the image 
boundaries 
Exclude 
tape 2 02_061002, 1400_R1 9:29:39 1589 failure in processing macro no image Exclude 
 02_061002, CAL_01 9:13:33 1590 2.6 cloudy weather - overcast Exclude 
 02_061002, CAL_02 9:35:16 1627 3.1 cloudy weather - overcast Exclude 
 02_061002,1400_R2 9:25:33 1560 2.8 cloudy weather - overcast Exclude 
tape 3 03_061002, 1400_B1 10:53:10 1610 3.4 cloudy weather - overcast Exclude 
 03_061002, 1400_B2 10:58:56 1610 3.5 cloudy weather - overcast Exclude 
 03_061002, 1400_B3 11:02:47 1570 3.4 cloudy weather - overcast Exclude 
 03_061002, 1400_B4 10:56:12 1624 3.4 cloudy weather - overcast Exclude 
 03_061002, 1400_R1 10:40:04 1570 3 cloudy weather - overcast Exclude 
 4-4 
 Tape_date, height_run Flight 
time 
Flying 
height 
(m) 
Overall 
GSD (m) 
Atmospheric 
conditions 
Assessment Decision 
 03_061002, 1400_R2 10:48:09 1540 2.9 cloudy weather - overcast Exclude 
 03_061002, 1400_R3 10:44:34 1630 3.1 cloudy weather - overcast Exclude 
 03_061002, 1400_R4 10:28:07 1600 3 cloudy weather - overcast Exclude 
 03_061002, 1400_R5 10:34:23 1625 2.9 cloudy weather - overcast Exclude 
tape 4 04_061002, REF_07LPS 11:32:11 174 no processed file no image Exclude 
 04_061002, REF_14LPS 11:29:44 177 no processed file no image Exclude 
tape 5 05_061002, 1400_B1 15:05:07 1623 4.1 weather good sun angle was too low Exclude 
 05_061002, 1400_B2 15:09:51 1590 3.7 weather good sun angle was too low Exclude 
tape 5 05_061002, 1400_B3 15:02:56 1623 4.4 weather good sun angle was too low Exclude 
 05_061002, 1400_B4 15:07:26 1640 4.1 weather good sun angle was too low Exclude 
 05_061002, 1400_R1 14:58:39 1592 3 weather good sun angle was too low Exclude 
 05_061002, 1400_R2 14:56:06 1622 3.1 weather good sun angle was too low Exclude 
 05_061002, 1400_R3 14:50:24 1595 3 weather good sun angle was too low Exclude 
 05_061002, 1400_R4 14:42:12 1630 3.1 weather good sun angle was too low Exclude 
 05_061002, 1400_R5 14:46:37 1600 3 weather good sun angle was too low Exclude 
 05_061002, 1400_REF_01 14:35:38 1610 3 weather good reference image - not of 
target area 
Exclude 
 05_061002, 1400_REF_02 15:15:20 1510 2.8 weather good reference image - not of 
target area 
Exclude 
tape 6 06_071002, 1400_R1 8:49:09 1555 2.9 poor weather weather; sun angle was 
too low 
Exclude 
 06_071002, 1400_R2 8:44:56 1590 3 poor weather weather; sun angle was 
too low 
Exclude 
 06_071002, 1400_R3 8:39:49 1515 2.8 poor weather weather; sun angle was 
too low 
Exclude 
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 Tape_date, height_run Flight 
time 
Flying 
height 
(m) 
Overall 
GSD (m) 
Atmospheric 
conditions 
Assessment Decision 
 06_071002, 1400_R4 8:31:21 1575 2.9 poor weather weather; sun angle was 
too low 
Exclude 
 06_071002, 1400_R5 8:35:14 1556 2.9 poor weather weather; sun angle was 
too low 
Exclude 
 06_071002, 1400_REF_01 9:11:35 1555 2.9 poor weather reference image - not of 
target area 
Exclude 
 06_071002, 2000_R2 9:01:55 2185 4.2 poor weather weather; sun angle was 
too low 
Exclude 
 06_071002, 2000_R4 8:56:52 2220 4.3 poor weather weather; sun angle was 
too low 
Exclude 
tape 7 07_071002, 1400_B1 12:01:56 1590 4.6 weather good pixel size was too large Exclude 
 07_071002, 1400_B2 11:57:01 1540 3.8 weather good pixel size was too large Exclude 
 07_071002, 1400_B3 11:59:14 1570 3.8 weather good pixel size was too large Exclude 
 07_071002, 1400_B4 12:03:57 1580 4.4 weather good pixel size was too large Exclude 
 07_071002, 1400_R1 11:36:06 1550 2.9 weather good sun close to zenith; small 
pixels; good weather 
conditions 
Include 
 07_071002, 1400_R2 11:46:19 1580 3 cloudy weather - overcast Exclude 
 07_071002, 1400_R2B 11:53:33 1580 3 weather good sun close to zenith; small 
pixels; good weather 
conditions 
Include 
 07_071002, 1400_R3 11:49:42 1540 2.9 weather good sun close to zenith; small 
pixels; good weather 
conditions 
Include 
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 Tape_date, height_run Flight 
time 
Flying 
height 
(m) 
Overall 
GSD (m) 
Atmospheric 
conditions 
Assessment Decision 
tape 7 07_071002, 1400_R4 11:26:07 1585 3 weather good sun close to zenith; small 
pixels; good weather 
conditions 
Include 
 07_071002, 1400_R5 11:30:39 1545 2.9 weather good sun close to zenith; small 
pixels; good weather 
conditions 
Include 
 07_071002, 1400_REF_01 14:11:53 1590 2.9 weather good reference image - not of 
target area 
Exclude 
 07_071002, 2000_R1  12:20:57 2190 4.3 weather good pixel size was too large Exclude 
 07_071002, 2000_R2 12:27:53 2200 4.3 poor weather pixel size was too large Exclude 
 07_071002, 2000_R3 12:23:48 2230 4.4 poor weather pixel size was too large Exclude 
 07_071002, 2000_R4 12:16:40 2195 4.3 weather good pixel size was too large Exclude 
 07_071002, 2000_R5 12:12:46 2228 4.4 weather good pixel size was too large Exclude 
 07_071002, 4000_R1 12:53:59 4242 8.6 dust raised dust limiting 
visibility 
Exclude 
 07_071002, 4000_R2 12:57:13 4230 8.5 dust raised dust limiting 
visibility 
Exclude 
 07_071002, 4000_R3 12:49:04 4235 8.5 dust raised dust limiting 
visibility 
Exclude 
 07_071002, 4000_R4 12:41:09 4250 8.7 dust raised dust limiting 
visibility 
Exclude 
 07_071002, 4000_R5 12:44:44 4240 8.6 dust raised dust limiting 
visibility 
Exclude 
 07_071002, 5000_R1 13:23:55 5270 9.3 dust raised dust limiting 
visibility 
Exclude 
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 Tape_date, height_run Flight 
time 
Flying 
height 
(m) 
Overall 
GSD (m) 
Atmospheric 
conditions 
Assessment Decision 
 07_071002, 5000_R2 13:28:55 5220 10.6 dust raised dust limiting 
visibility 
Exclude 
 07_071002, 5000_R3 13:18:12 5215 10.6 dust raised dust limiting 
visibility 
Exclude 
 07_071002, 5000_R4 13:09:05 5255 10.8 dust raised dust limiting 
visibility 
Exclude 
 07_071002, 5000_R5 13:32:19 5265 10.4 dust raised dust limiting 
visibility 
Exclude 
 07_071002, 6000_R2 13:45:58 6300 10.5 dust raised dust limiting 
visibility 
Exclude 
 07_071002, 6000_R4 13:50:07 6340 12.4 dust raised dust limiting 
visibility 
Exclude 
tape 8 08_071002, 1400_R4 16:13:19 1615 3.1 weather good sun angle was too low Exclude 
 08_071002, 1400_R5 16:09:11 1610 3 weather good sun angle was too low Exclude 
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    pg 
Appendix 5.1 Confusion Matrices  
 EAST-WEST FLIGHT LINES 
  ELC calibrated 
   MTMF Classification 5.3 
   SAM Classification 5.8 
   SFF Classification 5.13 
  ATREM-ELC Calibrated  
   MTMF Classification 5.18 
   SAM Classification 5.23 
   SFF Classification 5.28 
 NORTH-SOUTH FLIGHT LINES  
  ELC Calibrated  
   MTMF Classification 5.33 
   SAM Classification 5.38 
   SFF Classification 5.43 
  ATREM-ELC Calibrated  
   MTMF Classification 5.48 
   SAM Classification 5.53 
   SFF Classification 5.58 
Appendix 5.2 ANOVA Results 
 5.63 
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Comment on Probability and Statistics: 
 
In a senior Mathematics class, on the topic of Probability and Statistics, a teacher sets a 
task to demonstrate the probability of tossing a head or a tail at the flip of a coin.  
Each group of students returns their results, and the statistics are collated on the board.  
The last group to present their results is manned by Outsiders in the classroom. The 
teacher turns to them and asks for their results 
“Twelve heads, five tails and three sides”. 
The class sniggers. The teacher frowns, makes the comment that that was impossible, 
and that the Outsiders group should take the exercise seriously. 
The Outsiders group stands their ground and the spokesperson restates the results. They 
fail the class. 
However, they were correct and the results, though unlikely, are possible. And the 
impossible sometimes happens. 
Statistics don’t lie – their interpretation can. 
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Appendix 5.1 Confusion Matrices 
Table - -1     EAST-WEST FLIGHT LINES. Ground truth analysis using raw GPS-located validation points 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Mixture Tuned Matched Filter (MTMF) 
Number of ground truth points: 309 
Overall Accuracy (percent): 4.2071 Overall Accuracy (pixels): 13/309 
Kappa Coefficient: -0.0007  
Table- -2.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 85.71 87.50 80.73 83.58 81.48 85.00 100.00 78.57 73.21 80.58 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.92 0.00 0.00 0.00 0.00 0.00 1.79 0.65 
Loosesoil 14.29 12.50 18.35 16.42 18.52 15.00 0.00 14.29 23.21 18.12 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Swampsoil 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.79 0.65 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -3.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 6 7 88 56 22 17 1 11 41 249 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 1 0 0 0 0 0 1 2 
Loosesoil 1 1 20 11 5 3 0 2 13 56 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 0 0 0 0 0 0 0 0 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 0 0 0 0 0 0 0 
Swampsoil 0 0 0 0 0 0 0 1 1 2 
Total 7 8 109 67 27 20 1 14 56 309 
Table -4    Efficiency 
Class Commission (Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 50.00 99.08 0.92 50.00 1/2 108/109 1/109 1/2 
Loosesoil 80.36 83.58 16.42 19.64 45/56 56/67 11/67 11/56 
SaltbushA 0.00 100.00 0.00 0.00 0/0 27/27 0/27 0/0 
SaltbushB 0.00 100.00 0.00 0.00 0/0 20/20 0/20 0/0 
SaltbushC 0.00 100.00 0.00 0.00 0/0 1/1 0/1 0/0 
Spikeycottonballs 0.00 100.00 0.00 0.00 0/0 14/14 0/14 0/0 
Swampsoil 50.00 98.21 1.72 50.00 1/2 55/56 1/56 1/2 
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Table - -5     EAST-WEST FLIGHT LINES. Ground truth analysis using re-located validation points 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Mixture Tuned Matched Filtering (MTMF) 
Number of ground truth points: 273 
Overall Accuracy (percent): 5.1282 Overall Accuracy (pixels): 14/273 
Kappa Coefficient: 0.0136 
Table- -6.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 100.00 87.50 80.00 72.88 96.97 86.67 100.00 73.33 79.49 81.68 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Loosesoil 0.00 12.50 18.75 23.73 3.03 13.33 0.00 13.33 20.51 16.48 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Swampsoil 0.00 0.00 1.25 3.39 0.00 0.00 0.00 13.33 0.00 1.83 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -7.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 7 7 64 43 32 26 2 11 31 223 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 0 0 0 0 0 0 0 0 
Loosesoil 0 1 15 14 1 4 0 2 8 45 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 0 0 0 0 0 0 0 0 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 0 0 0 0 0 0 0 
Swampsoil 0 0 1 2 0 0 0 2 0 5 
Total 7 8 96 59 33 30 2 15 39 289 
Table --8    Efficiency 
Class Commission (Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 0.00 100.00 0.00 0.00 0/0 96/96 0/96 0/0 
Loosesoil 68.89 76.27 23.73 31.11 31/45 45/59 14/59 14/45 
SaltbushA 0.00 100.00 0.00 0.00 0/0 33/33 0/33 0/0 
SaltbushB 0.00 100.00 0.00 0.00 0/0 30/30 0/30 0/0 
SaltbushC 0.00 100.00 0.00 0.00 0/0 2/2 0/2 0/0 
Spikeycottonballs 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
Swampsoil 100.00 100.00 0.00 0.00 5/5 39/39 0/39 0/5 
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Table - -9     EAST-WEST FLIGHT LINES. Ground truth analysis using re-located validation points; aggregated data 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Mixture Tuned Matched Filtering (MTMF) 
Number of ground truth points: 273 
Overall Accuracy (percent): 14.2857 Overall Accuracy (pixels): 39/273 
Kappa Coefficient: 0.0290 
Table- -10.      Matrix (Percent) 
 
Ground truth (Percent) Ground truth (Pixels) 
Class Canegrass Mineral Saltbush Spikeycottonballs Total Canegrass Mineral Saltbush Spikeycottonballs Total 
Unclassified 93.33 77.53 92.31 73.33 81.33 14 138 60 11 223 
Canegrass 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Mineral 6.67 21.91 7.69 26.67 17.95 1 39 5 4 49 
Saltbush 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Spikeycottonballs 0.00 0.56 0.00 0.00 0.37 0 1 0 0 1 
Total 100.00 100.00 100.00 100.00 100.00 15 178 65 15 273 
 
Table - -11    Efficiency 
Class Commission (Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
Canegrass 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
Mineral 20.41 78.09 21.91 79.59 10/49 139/178 39/178 39/49 
Saltbush 0.00 100.00 0.00 0.00 0/0 65/65 0/65 0/0 
Spikeycottonballs 100.00 100.00 0.00 0.00 1/1 15/15 0/15 0/1 
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Table - -12     EAST-WEST FLIGHT LINES. Ground truth analysis using raw GPS-located validation points 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Angle Mapper (SAM) 
Number of ground truth points: 308 
Overall Accuracy (percent): 8.4416 Overall Accuracy (pixels): 26/308 
Kappa Coefficient: 0.0045 
Table- -13.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 57.14 65.50 60.55 67.16 40.74 60.00 0 42.86 55.36 58.44 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Loosesoil 14.29 12.50 26.61 25.37 37.04 20.00 0.00 35.71 32.14 27.60 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 14.29 12.50 0.00 0.00 0.00 0.00 15.00 0.00 3.57 2.92 
Swampsoil 14.29 12.50 9.17 7.46 18.52 5.00 0.00 14.29 8.93 9.74 
Total 100.00 100.00 100.00 100.00 100.00 100.00 0 100.00 100.00 100.00 
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Table - 14.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 4 5 66 45 11 12 0 6 31 180 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 0 0 0 0 0 0 0 0 
Loosesoil 1 1 29 17 10 4 0 5 18 85 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 4 0 0 3 0 0 2 9 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 1 1 0 0 1 0 0 1 0 4 
Swampsoil 1 1 10 5 5 1 0 2 5 30 
Total 7 8 109 67 27 20 0 14 56 308 
Table --15    Efficiency 
Class Commission (Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 0.00 100.00 0.00 0.00 0/0 109/109 0/109 0/0 
Loosesoil 80.00 74.63 25.37 20.00 68/85 50/67 17/67 17/85 
SaltbushA 0.00 100.00 0.00 0.00 0/0 27/27 0/27 0/0 
SaltbushB 66.67 85.00 15.00 33.33 6/9 17/20 3/20 3/9 
SaltbushC 0.00 100.00 0.00 0.00 0/0 1/1 0/1 0/0 
Spikeycottonballs 75.00 92.86 7.14 25.00 3/4 13/14 1/14 1/4 
Swampsoil 83.33 91.07 8.93 16.67 25/30 51/56 5/56 5/30 
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Table - -16     EAST-WEST FLIGHT LINES. Ground truth analysis using re-located validation points 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Angle Mapper (SAM) 
Number of ground truth points: 271 
Overall Accuracy (percent): 13.6531 Overall Accuracy (pixels): 37/271 
Kappa Coefficient: 0.0465 
Table- -17.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 42.86 37.50 47.50 47.46 45.45 56.67 0.00 46.67 64.10 50.18 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Loosesoil 14.29 25.00 33.75 50.85 33.33 16.67 0.00 33.33 35.90 35.06 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 42.86 37.50 6.25 0.00 15.15 23.33 0.00 20.00 0.00 9.59 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Swampsoil 0.00 0.00 12.50 1.69 6.06 3.33 0.00 0.00 0.00 5.17 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -18.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 3 3 38 28 15 17 0 7 25 136 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 0 0 0 0 0 0 0 0 
Loosesoil 1 2 27 30 11 5 0 5 14 95 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 3 3 5 0 5 7 0 3 0 26 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 0 0 0 0 0 0 0 
Swampsoil 0 0 10 1 2 1 0 0 0 14 
Total 7 8 80 59 33 30 0 15 39 271 
Table --19    Efficiency 
Class Commission (Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 0.00 100.00 0.00 0.00 0/0 96/96 0/96 0/0 
Loosesoil 68.42 49.15 50.85 31.58 65/95 29/59 30/59 30/95 
SaltbushA 0.00 100.00 0.00 0.00 0/0 33/33 0/33 0/0 
SaltbushB 73.08 76.67 23.33 26.92 19/26 23/30 7/30 7/26 
SaltbushC 0.00 100.00 0.00 0.00 0/0 2/2 0/2 0/0 
Spikeycottonballs 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
Swampsoil 100.00 100.00 0.00 0.00 14/14 39/39 0/39 0/14 
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Table - -20     EAST-WEST FLIGHT LINES. Ground truth analysis using re-located validation points; aggregated data 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Angle Mapper (SAM) 
Number of ground truth points: 273 
Overall Accuracy (percent): 34.4322 Overall Accuracy (pixels): 94/273 
Kappa Coefficient: 0.0794 
Table- -21.      Matrix (Percent) 
 
Ground truth (Percent) Ground truth (Pixels) 
Class Canegrass Mineral Saltbush Spikeycottonballs Total Canegrass Mineral Saltbush Spikeycottonballs Total 
Unclassified 40.00 51.12 49.23 46.67 49.82 6 91 32 7 136 
Canegrass 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Mineral 20.00 46.07 32.31 33.33 40.66 3 82 21 5 111 
Saltbush 40.00 2.81 18.46 20.00 9.52 6 5 12 3 26 
Spikeycottonballs 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Total 100.00 100.00 100.00 100.00 100.00 15 178 65 15 273 
Table - -22    Efficiency 
Class Commission (Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
Canegrass 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
Mineral` 26.13 53.93 46.07 73.87 29/111 96/178 82/178 82/111 
Saltbush 53.85 81.54 18.46 46.15 14/26 53/65 12/65 12/65 
Spikeycottonballs 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
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Table - -23     EAST-WEST FLIGHT LINES. Ground truth analysis using raw GPS-located validation points 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Feature Fitting (SFF) 
Number of ground truth points: 309 
Overall Accuracy (percent): 4.5307 Overall Accuracy (pixels): 14/309 
Kappa Coefficient: -0.0001 
Table- -24.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 85.71 87.50 79.82 82.09 81.09 80.00 100.00 78.57 73.21 79.61 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.29 
Loosesoil 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 18.77 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.32 
Swampsoil 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -25.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 6 8 87 55 22 16 1 11 41 246 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 2 0 0 0 0 0 2 4 
Loosesoil 1 1 20 12 5 3 0 3 13 58 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 0 0 0 0 0 0 0 0 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 0 0 1 0 0 0 1 
Swampsoil 0 0 0 0 0 0 0 0 0 0 
Total 7 8 109 67 27 20 1 14 56 309 
Table --26    Efficiency 
Class Commission (Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 50.00 98.17 1.83 50.00 2/4 107/109 2/109 2/4 
Loosesoil 79.31 82.09 17.91 20.69 46/58 55/67 12/67 12/58 
SaltbushA 0.00 100.00 0.00 0.00 0/0 27/27 0/27 0/0 
SaltbushB 0.00 100.00 0.00 0.00 0/0 20/20 0/20 0/0 
SaltbushC 0.00 100.00 0.00 0.00 0/0 1/1 0/1 0/0 
Spikeycottonballs 0.00 100.00 0.00 0.00 0/0 14/14 0/14 0/1 
Swampsoil 0.00 100.00 0.00 0.00 0/0 56/56 0/56 0/0 
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Table - -27     EAST-WEST FLIGHT LINES. Ground truth analysis using re-located validation points 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Feature Fitting (SFF) 
Number of ground truth points: 273 
Overall Accuracy (percent): 4.3956 Overall Accuracy (pixels): 12/273 
Kappa Coefficient: 0.0127 
Table- -28.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 100.00 87.50 82.50 77.97 96.97 90.00 100.00 93.33 79.49 84.98 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Loosesoil 0.00 12.50 17.50 18.64 3.03 10.00 0.00 6.67 17.95 13.92 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Swampsoil 0.00 0.00 0.00 3.39 0.00 0.00 0.00 0.00 2.56 1.10 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -29.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 7 7 66 46 32 27 2 14 31 232 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 0 0 0 0 0 0 0 0 
Loosesoil 0 1 14 11 1 3 0 1 7 38 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 0 0 0 0 0 0 0 0 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 0 0 0 0 0 0 0 
Swampsoil 0 0 0 2 0 0 0 0 1 3 
Total 7 8 80 59 33 30 2 15 39 273 
Table - -30    Efficiency 
Class Commission (Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 0.00 100.00 0.00 0.00 0/0 96/96 0/96 0/0 
Loosesoil 71.05 81.36 18.64 28.95 27/38 48/49 11/59 11/38 
SaltbushA 0.00 100.00 0.00 0.00 0/0 33/33 0/33 0/0 
SaltbushB 0.00 100.00 0.00 0.00 0/0 30/30 0/30 0/0 
SaltbushC 0.00 100.00 0.00 0.00 0/0 2/2 0/2 0/0 
Spikeycottonballs 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
Swampsoil 66.67 97.44 2.56 33.33 2/3 38/39 1/39 1/3 
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Table - -31     EAST-WEST FLIGHT LINES. Ground truth analysis using re-located validation points; aggregated data 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Feature Fitting (SFF) 
Number of ground truth points: 273 
Overall Accuracy (percent): 12.8205 Overall Accuracy (pixels): 35/273 
Kappa Coefficient: 0.0336 
Table- -32.      Matrix (Percent) 
 
Ground truth (Percent) Ground truth (Pixels) 
Class Canegrass Mineral Saltbush Spikeycottonballs Total Canegrass Mineral Saltbush Spikeycottonballs Total 
Unclassified 93.33 80.34 93.85 93.33 84.98 14 143 61 14 232 
Canegrass 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Mineral 6.67 19.66 6.15 6.67 15.02 1 35 4 1 41 
Saltbush 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Spikeycottonballs 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Total 100.00 100.00 100.00 100.00 100.00 15 178 65 15 273 
Table - -33    Efficiency 
Class Commission (Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
Canegrass 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
Mineral 14.63 80.34 19.66 85.37 6/41 143/178 35/178 35/41 
Saltbush 0.00 100.00 0.00 0.00 0/0 65/65 0/65 0/0 
Spikeycottonballs 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
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Table - -34     EAST-WEST FLIGHT LINES. Ground truth analysis using raw GPS-located validation points 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Mixture Tuned Matched Filtering (MTMF) 
Number of ground truth points: 309 
Overall Accuracy (percent): 4.2071 Overall Accuracy (pixels): 13/309 
Kappa Coefficient: -0.0006 
Table- -35.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 85.71 87.50 78.90 79.10 88.89 85.00 100.00 78.57 75.00 79.94 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Loosesoil 14.29 12.50 19.27 19.40 11.11 15.00 0.00 21.43 25.00 19.09 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Swampsoil 0.00 0.00 1.83 0.00 0.00 0.00 0.00 0.00 0.00 0.65 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -36.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 6 7 86 53 24 17 1 11 42 247 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 1 0 0 0 0 0 1 
Gibbers 0 0 0 0 0 0 0 0 0 0 
Loosesoil 1 1 21 13 3 3 0 3 14 59 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 0 0 0 0 0 0 0 0 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 0 0 0 0 0 0 0 
Swampsoil 0 0 2 0 0 0 0 0 0 2 
Total 7 8 109 67 27 20 1 14 56 309 
Table --37.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 100.00 100.00 0.00 0.00 1/1 8/8 0/8 0/1 
Gibbers 0.00 100.00 0.00 0.00 0/0 109/109 0/109 0/0 
Loosesoil 77.97 80.60 19.40 22.03 46/59 54/67 13/67 13/59 
SaltbushA 0.00 100.00 0.00 0.00 0/0 27/27 0/27 0/0 
SaltbushB 0.00 100.00 0.00 0.00 0/0 20/20 0/20 0/0 
SaltbushC 0.00 100.00 0.00 0.00 0/0 1/1 0/1 0/0 
Spikeycottonballs 0.00 100.00 0.00 0.00 0/0 14/14 0/14 0/0 
Swampsoil 100.00 100.00 0.00 0.00 2/2 56/56 0/56 0/2 
 5-20 
Table - -38     EAST-WEST FLIGHT LINES. Ground truth analysis using re-located validation points 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Mixture Tuned Matched Filtering (MTMF) 
Number of ground truth points: 273 
Overall Accuracy (percent): 10.2564 Overall Accuracy (pixels) 28/273 
Kappa Coefficient: 0.0170 
Table- -39.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 85.71 75.00 60.00 52.54 66.67 66.67 100.00 80.00 41.03 59.71 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Loosesoil 14.29 25.00 40.00 47.46 33.33 33.33 0.00 20.00 58.97 40.29 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Swampsoil 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -40.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 6 6 48 31 22 20 2 12 16 163 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 0 0 0 0 0 0 0 0 
Loosesoil 1 2 32 28 11 10 0 3 23 110 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 0 0 0 0 0 0 0 0 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 0 0 0 0 0 0 0 
Swampsoil 0 0 0 0 0 0 0 0 0 0 
Total 7 8 80 59 33 30 2 15 39 273 
Table --41.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 0.00 100.00 0.00 0.00 0/0 80/80 0/80 0/0 
Loosesoil 74.55 52.54 47.46 25.45 82/110 31/59 28/59 28/110 
SaltbushA 0.00 100.00 0.00 0.00 0/0 33/33 0/33 0/0 
SaltbushB 0.00 100.00 0.00 0.00 0/0 30/30 0/30 0/0 
SaltbushC 0.00 100.00 0.00 0.00 0/0 2/2 0/2 0/0 
Spikeycottonballs 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
Swampsoil 0.00 100.00 0.00 0.00 0/0 39/39 0/39 0/0 
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Table - -42     EAST-WEST FLIGHT LINES. Ground truth analysis using re-located validation points; aggregated data 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Mixture Tuned Matched Filtering (MTMF) 
Number of ground truth points: 273 
Overall Accuracy (percent): 30.4029 Overall Accuracy (pixels): 83/273 
Kappa Coefficient: 0.0560 
Table- -43.      Matrix (Percent) 
 
Ground truth (Percent) Ground truth (Pixels) 
Class Canegrass Mineral Saltbush Spikeycottonballs Total Canegrass Mineral Saltbush Spikeycottonballs Total 
Unclassified 80.00 53.37 67.69 80.00 59.71 12 95 44 12 163 
Canegrass 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Mineral 20.00 46.63 32.31 20.00 40.29 3 83 21 3 110 
Saltbush 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Spikeycottonballs 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Total 100.00 100.00 100.00 100.00 100.00 15 178 65 15 273 
 
Table --44.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer  
Accuracy  
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer  
Accuracy 
 (Pixels) 
User Accuracy 
(Pixels) 
Canegrass 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
Mineral 24.55 53.37 46.63 75.45 27/110 95/178 83/178 83/110 
Saltbush 0.00 100.00 0.00 0.00 0/0 65/65 0/65 0/0 
Spikeycottonballs 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
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Table - -45     EAST-WEST FLIGHT LINES. Ground truth analysis using raw GPS-located validation points 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Angle Mapper SAM 
Number of ground truth points: 308 
Overall Accuracy (percent): 8.1169 Overall Accuracy (pixels): 25/308 
Kappa Coefficient: -0.0044 
Table- -46.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 42.86 50.00 59.63 70.15 59.26 55.00 0 42.86 48.21 58.12 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.92 0.00 0.00 0.00 0.00 0.00 0.00 0.32 
Loosesoil 28.57 25.00 31.19 26.87 25.93 35.00 0.00 42.86 39.29 31.82 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.92 1.49 0.00 0.00 0.00 1.79 0.97 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.92 1.49 7.41 0.00 0.00 0.00 0.00 1.30 
Swampsoil 28.57 25.00 6.42 0.00 7.41 10.00 0.00 14.29 10.71 7.47 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -47.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 3 4 65 47 16 11 0 6 27 179 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 1 0 0 0 0 0 0 1 
Loosesoil 2 2 34 18 7 7 0 6 22 98 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 1 1 0 0 0 0 1 3 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 1 1 2 0 0 0 0 4 
Swampsoil 2 2 7 0 2 2 0 2 6 23 
Total 7 8 109 67 27 20 0 14 56 308 
Table --48.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 0.00 99.08 0.92 100.00 0/1 108/109 1/109 1/1 
Loosesoil 81.63 73.13 26.87 18.37 80/98 49/67 18/67 18/98 
SaltbushA 0.00 100.00 0.00 0.00 0/0 27/27 0/27 0/0 
SaltbushB 100.00 100.00 0.00 0.00 3/3 20/20 0/20 0/3 
SaltbushC 0.00 100.00 0.00 0.00 0/0 1/1 0/1 0/0 
Spikeycottonballs 100.00 100.00 0.00 0.00 4/4 14/14 0/14 0/4 
Swampsoil 73.91 89.29 10.71 26.09 17/23 50/56 6/56 6/23 
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Table - -49     EAST-WEST FLIGHT LINES. Ground truth analysis using re-located validation points 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Angle Mapper (SAM) 
Number of ground truth points: 271 
Overall Accuracy (percent): 12.5461 Overall Accuracy (pixels): 34/271 
Kappa Coefficient: 0.0170 
Table- -50.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 71.43 62.50 40.00 47.46 54.55 36.67 0 46.67 33.33 43.91 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 3.03 0.00 0.00 0.00 0.00 0.37 
Loosesoil 14.29 25.00 45.00 50.85 33.33 33.33 0.00 40.00 61.54 44.28 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 3.33 0.00 0.00 0.00 0.00 0.37 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 2.50 1.69 6.06 6.67 0.00 6.67 0.00 2.95 
Swampsoil 14.29 12.50 12.50 0.00 3.03 13.33 0.00 6.67 5.13 7.38 
Total 100.00 100.00 100.00 100.00 100.00 100.00 0 100.00 100.00 100.00 
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Table - -51.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 5 5 32 28 18 11 0 7 13 119 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 2 0 0 0 0 2 
Gibbers 0 0 0 0 1 0 0 0 0 1 
Loosesoil 1 2 36 30 11 10 0 6 24 120 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 0 0 0 1 0 0 0 1 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 2 1 2 2 0 1 0 8 
Swampsoil 1 1 10 0 1 4 0 1 2 20 
Total 7 8 96 59 33 30 2 15 39 289 
Table --52.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 100.00 100.00 0.00 0.00 1/1 80/80 0/80 0/1 
Loosesoil 75.00 49.15 50.85 25.00 90.120 29/59 30/59 30/120 
SaltbushA 0.00 100.00 0.00 0.00 0/0 33/33 0/33 0/0 
SaltbushB 0.00 96.67 3.33 100.00 0/1 29/30 1/30 1/1 
SaltbushC 0.00 100.00 0.00 0.00 0/0 2/2 0/2 0/0 
Spikeycottonballs 87.50 93.33 6.67 12.50 7/8 14/15 1/15 1/8 
Swampsoil 90.00 94.87 5.13 10.00 18/20 37/39 2/39 2/20 
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Table - -53     EAST-WEST FLIGHT LINES. Ground truth analysis using re-located validation points; aggregated data 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Angle Mapper (SAM) 
Number of ground truth points: 273 
Overall Accuracy (percent): 38.8278 Overall Accuracy (percent): 106/273 
Kappa Coefficient: 0.736 
Table- -54.      Matrix (Percent) 
 
Ground truth (Percent) Ground truth (Pixels) 
Class Canegrass Mineral Saltbush Spikeycottonballs Total Canegrass Mineral Saltbush Spikeycottonballs Total 
Unclassified 66.67 41.01 44.62 46.67 43.59 10 73 29 7 119 
Canegrass 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Mineral 33.33 56.18 41.54 46.67 50.92 5 100 27 7 139 
Saltbush 0.00 1.12 7.69 0.00 2.56 O 2 5 0 7 
Spikeycottonballs 0.00 1.69 6.15 6.67 2.93 0.00 3 4 1 8 
Total 100.00 100.00 100.00 100.00 100.00 15 178 65 15 273 
Table --55.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer  
Accuracy  
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer  
Accuracy 
 (Pixels) 
User Accuracy 
(Pixels) 
Canegrass 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
Mineral 28.06 43.82 56.18 71.94 39/139 78/178 100/178 100/139 
Saltbush 28.57 92.31 7.69 71.43 2/7 60/65 100/178 100/139 
Spikeycottonballs 87.50 93.33 6.67 12.50 7/8 14/15 1/15 1/8 
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Table - -56     EAST-WEST FLIGHT LINES. Ground truth analysis using raw GPS-located validation points 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Feature Fitting (SFF) 
Number of ground truth points: 309 
Overall Accuracy (percent): 5.1780 Overall Accuracy (pixels): 16/309 
Kappa Coefficient: 0.0081 
Table- -57.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 85.71 87.50 80.73 80.60 88.89 90.00 100.00 78.57 73.21 80.91 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 2.75 0.00 0.00 0.00 0.00 0.00 5.36 1.94 
Loosesoil 14.29 12.50 16.51 19.40 11.11 10.00 0.00 21.43 21.43 17.15 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Swampsoil 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -58.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 6 7 88 54 24 18 1 11 41 250 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 3 0 0 0 0 0 3 6 
Loosesoil 1 1 18 13 3 2 0 3 12 53 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 0 0 0 0 0 0 0 0 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 0 0 0 0 0 0 0 
Swampsoil 0 0 0 0 0 0 0 0 0 0 
Total 7 8 109 67 27 20 1 14 56 309 
Table --59.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 50.00 97.25 2.75 50.00 3/6 106/109 3/109 3/6 
Loosesoil 75.47 80.60 19.40 24.53 40/53 54/57 13/67 13/53 
SaltbushA 0.00 100.00 0.00 0.00 0/0 27/27 0/27 0/0 
SaltbushB 0.00 100.00 0.00 0.00 0/0 20/20 0/20 0/0 
SaltbushC 0.00 100.00 0.00 0.00 0/0 1/1 0/1 0/0 
Spikeycottonballs 0.00 100.00 0.00 0.00 0/0 14/14 0/14 0/0 
Swampsoil 0.00 100.00 0.00 0.00 0/0 56/56 0/56 0/0 
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Table - -60     EAST-WEST FLIGHT LINES. Ground truth analysis using re-located validation points 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Feature Fitting (SFF) 
Number of ground truth points: 273 
Overall Accuracy (percent): 11.3553 Overall Accuracy (pixels): 31/273 
Kappa Coefficient: 0.0341 
Table- -61.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 100.00 87.50 60.00 52.54 69.70 73.33 100.00 86.67 41.03 61.17 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 3.75 0.00 0.00 0.00 100.00 0.00 0.00 1.83 
Loosesoil 0.00 12.50 35.00 47.46 21.21 16.67 0.00 13.33 58.97 34.43 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 6.06 0.00 0.00 0.00 0.00 0.73 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 1.25 0.00 0.00 6.67 0.00 0.00 0.00 1.10 
Swampsoil 0.00 0.00 0.00 0.00 3.03 3.33 0.00 0.00 0.00 0.73 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -62.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 7 7 48 31 23 22 0 13 16 167 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 3 0 0 0 2 0 0 5 
Loosesoil 0 1 28 28 7 5 0 2 23 94 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 0 0 2 0 0 0 0 2 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 1 0 2 0 0 0 0 3 
Swampsoil 0 0 0 0 1 1 0 0 0 2 
Total 7 8 80 59 33 30 2 15 39 273 
Table --63.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 40.00 96.25 3.75 60.00 2/5 77/80 3/80 3/5 
Loosesoil 70.21 52.54 47.46 29.79 66/94 31/59 28/59 28/94 
SaltbushA 0.00 100.00 0.00 0.00 0/0 33/33 0/33 0/0 
SaltbushB 100.00 100.00 0.00 0.00 2/2 30/30 0/30 0/2 
SaltbushC 0.00 100.00 0.00 0.00 0/0 2/2 0/2 0/0 
Spikeycottonballs 100.00 100.00 0.00 0.00 3/3 15/15 0/15 0/3 
Swampsoil 100.00 100.00 0.00 0.00 2/2 39/39 0/39 0/2 
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Table - -64     EAST-WEST FLIGHT LINES. Ground truth analysis using re-located validation points; aggregated data 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Feature Fitting (SFF) 
Number of ground truth points: 273 
Overall Accuracy (percent): 30.7692 Overall Accuracy (pixels): 84/273 
Kappa Coefficient: 0.0848 
Table- -65.      Matrix (Percent) 
 
Ground truth (Percent) Ground truth (Pixels) 
Class Canegrass Mineral Saltbush Spikeycottonballs Total Canegrass Mineral Saltbush Spikeycottonballs Total 
Unclassified 93.33 53.37 69.23 86.67 61.17 14 95 45 13 167 
Canegrass 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Mineral 6.67 46.07 24.62 13.33 37.00 1 82 16 2 101 
Saltbush 0.00 0.00 3.08 0.00 0.73 0.00 0.00 2 0.00 2 
Spikeycottonballs 0.00 0.56 3.08 0.00 1.10 0 1 2 0 3 
Total 100.00 100.00 100.00 100.00 100.00 15 178 65 15 273 
 
Table --66.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer  
Accuracy  
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer  
Accuracy 
 (Pixels) 
User Accuracy 
(Pixels) 
Canegrass 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
Mineral 18.81 53.93 46.07 81.19 19/101 96/178 82/178 82/101 
Saltbush 0.00 96.92 3.08 100.00 0/2 63/65 2/65 2/2 
Spikeycottonballs 100.00 100.00 0.00 0.00 3/3 15/15 0/15 0/3 
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Table - -67     NORTH-SOUTH FLIGHT LINES. Ground truth analysis using raw GPS-located validation points 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Mixture Tuned Matched Filtering (MTMF) 
Number of ground truth points: 309 
Overall Accuracy (percent): 9.0615 Overall Accuracy (pixels): 28/309 
Kappa Coefficient: 0.0166 
Table- -68.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 71.43 75.00 66.06 56.72 66.67 70.00 100.00 85.71 62.50 65.05 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Loosesoil 28.57 25.00 33.94 41.79 33.33 30.00 0.00 14.29 37.50 34.63 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 1.49 0.00 0.00 0.00 0.00 0.00 0.32 
Swampsoil 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -69.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 5 6 72 38 18 14 1 12 35 201 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 0 0 0 0 0 0 0 0 
Loosesoil 2 2 37 28 9 6 0 2 21 107 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 0 0 0 0 0 0 0 0 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 0 1 0 0 0 0 1 
Swampsoil 0 0 0 0 0 0 0 0 0 0 
Total 7 8 109 67 27 20 1 14 56 309 
Table --70.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 0.00 100.00 0.00 0.00 0/0 109/109 0/109 0/0 
Loosesoil 73.83 58.21 41.79 26.17 79/107 39/67 28/67 28/107 
SaltbushA 0.00 100.00 0.00 0.00 0/0 27/27 0/27 0/0 
SaltbushB 0.00 100.00 0.00 0.00 0/0 20/20 0/20 0/0 
SaltbushC 0.00 100.00 0.00 0.00 0/0 1/1 0/1 0/0 
Spikeycottonballs 0.00 100.00 0.00 0.00 0/0 14/14 0/14 0/1 
Swampsoil 0.00 100.00 0.00 0.00 0/0 56/56 0/56 0/0 
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Table - -71     NORTH-SOUTH FLIGHT LINES. Ground truth analysis using re-located validation points 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Mixture Tuned Matched Filtering (MTMF) 
Number of ground truth points: 289 
Overall Accuracy (percent): 8.6505 Overall Accuracy (pixels): 25/289 
Kappa Coefficient: 0.0286 
Table- -72.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 100.00 75.00 68.75 52.54 90.91 80.00 100.00 100.00 53.85 69.90 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Loosesoil 0.00 25.00 31.25 42.37 9.09 16.67 0.00 0.00 43.59 28.37 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 2.56 0.35 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 1.69 0.00 3.33 0.00 0.00 0.00 0.69 
Swampsoil 0.00 0.00 0.00 3.39 0.00 0.00 0.00 0.00 0.00 0.69 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -73.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 7 6 66 31 30 24 2 15 21 202 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 0 0 0 0 0 0 0 0 
Loosesoil 0 2 30 25 3 5 0 0 17 82 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 0 0 0 0 0 0 1 1 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 1 0 1 0 0 0 2 
Swampsoil 0 0 0 2 0 0 0 0 0 2 
Total 7 8 96 59 33 30 2 15 39 289 
Table --74.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 0.00 100.00 0.00 0.00 0/0 96/96 0/96 0/0 
Loosesoil 69.51 57.63 42.37 30.49 57/82 34/59 25/59 25/82 
SaltbushA 0.00 100.00 0.00 0.00 0/0 33/33 0/33 0/0 
SaltbushB 100.00 100.00 0.00 0.00 1/1 30/30 0/30 0/1 
SaltbushC 0.00 100.00 0.00 0.00 0/0 2/2 0/2 0/0 
Spikeycottonballs 100.00 100.00 0.00 0.00 2/2 15/15 0/2 0/2 
Swampsoil 0.00 100.00 0.00 0.00 2/2 39/39 0/39 0/2 
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Table - -75     NORTH-SOUTH FLIGHT LINES. Ground truth analysis using re-located validation points; aggregated data 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Mixture Tuned Matched Filtering (MTMF) 
Number of ground truth points: 289 
Overall Accuracy (percent): 24.9135 Overall Accuracy (pixels): 72/289 
Kappa Coefficient: 0.0708 
Table- -76.      Matrix  
 
Ground truth (Percent) Ground truth (Pixels) 
Class Canegrass Mineral Saltbush Spikeycottonballs Total Canegrass Mineral Saltbush Spikeycottonballs Total 
Unclassified 86.67 60.82 86.15 100.00 69.90 13 118 56 15 202 
Canegrass 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Mineral 13.33 37.11 12.31 0.00 28.37 2 72 8 0 82 
Saltbush 0.00 0.52 0.00 0.00 0.35 0 1 0 0 1 
Spikeycottonballs 0.00 1.55 1.54 0.00 1.38 0 3 1 0 4 
Total 100.00 100.00 100.00 100.00 100.00 15 194 65 15 289 
Table --77.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer  
Accuracy  
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer  
Accuracy 
 (Pixels) 
User Accuracy 
(Pixels) 
Canegrass 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
Mineral 12.20 62.89 37.11 87.80 10/82 122/194 72/194 72/82 
Saltbush 100.00 100.00 0.00 0.00 1/1 65/65 0/65 0/1 
Spikeycottonballs 100.00 100.00 0.00 0.00 4/4 15/15 0/15 0/4 
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Table - -78     NORTH-SOUTH FLIGHT LINES. Ground truth analysis using raw GPS-located validation points 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Angle Mapper (SAM) 
Number of ground truth points: 308 
Overall Accuracy (percent): 12.0130 Overall Accuracy (pixels): 37/308 
Kappa Coefficient: 0.0319 
Table- -79.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 75.00 71.43 58.72 50.75 55.56 55.00 100.00 78.57 55.36 57.47 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.92 0.00 3.70 0.00 0.00 0.00 1.79 0.97 
Loosesoil 25.00 28.57 36.70 49.25 37.04 35.00 0.00 21.43 37.50 38.31 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.92 0.00 3.70 5.00 0.00 0.00 1.79 1.30 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Swampsoil 0.00 0.00 2.75 0.00 0.00 5.00 0.00 0.00 3.57 1.95 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -80.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 6 5 64 34 15 11 0 11 31 177 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 1 0 1 0 0 0 1 3 
Loosesoil 2 2 40 33 10 7 0 3 21 118 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 1 0 1 1 0 0 1 4 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 0 0 0 0 0 0 0 
Swampsoil 0 0 3 0 0 1 0 0 2 6 
Total 7 8 109 67 27 20 0 14 56 308 
Table --81.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 66.67 99.08 0.92 33.33 2/3 108/109 1/109 1/3 
Loosesoil 72.03 50.75 49.25 27.97 85/118 34/67 33/67 33/118 
SaltbushA 0.00 100.00 0.00 0.00 0/0 27/27 0/27 0/0 
SaltbushB 75.00 95.00 5.00 25.00 ¾ 19/20 1/20 1/4 
SaltbushC 0.00 100.00 0.00 0.00 0/0 1/1 0/1 0/0 
Spikeycottonballs 0.00 100.00 0.00 0.00 0/0 14/14 0/14 0/0 
Swampsoil 66.67 96.43 3.57 33.33 4/6 54/56 2/56 2/6 
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Table - -82     NORTH-SOUTH FLIGHT LINES. Ground truth analysis using re-located validation points 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Angle Mapper (SAM) 
Number of ground truth points: 287 
Overall Accuracy (percent): 11.4983 Overall Accuracy (pixels): 33/287 
Kappa Coefficient: 0.0358 
Table- -83.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 85.71 62.50 46.88 45.76 75.76 63.33 0 86.67 56.41 56.45 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Loosesoil 0.00 25.00 39.58 50.85 18.18 23.33 0.00 13.33 43.59 35.54 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 14.29 12.50 5.21 0.00 3.03 10.00 0.00 0.00 0.00 3.83 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 1.04 0.00 0.00 3.33 0.00 0.00 0.00 0.70 
Swampsoil 0.00 0.00 7.29 3.39 3.03 0.00 0.00 0.00 3.39 3.48 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -84.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 6 5 45 27 25 19 0 13 22 162 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 0 0 0 0 0 0 0 0 
Loosesoil 0 2 38 30 6 7 0 2 17 102 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 1 1 5 0 1 3 0 0 0 11 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 1 0 0 1 0 0 0 2 
Swampsoil 0 0 7 2 1 0 0 0 0 10 
Total 7 8 96 59 33 30 2 15 39 289 
Table --85.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 0.00 100.00 0.00 0.00 0/0 96/96 0/96 0/0 
Loosesoil 70.59 49.15 50.85 29.41 72/102 29/59 30/59 30/102 
SaltbushA 0.00 100.00 0.00 0.00 0/0 33/33 0/33 0/0 
SaltbushB 72.73 90.00 10.00 27.27 8/11 27/30 3/30 3/11 
SaltbushC 0.00 100.00 0.00 0.00 0/0 2/2 0/2 0/0 
Spikeycottonballs 100.00 100.00 0.00 0.00 2/2 15/15 0/15 0/2 
Swampsoil 100.00 100.00 0.00 0.00 10/10 39/39 0/39 0/10 
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Table - -86     NORTH-SOUTH FLIGHT LINES. Ground truth analysis using re-located validation points; aggregated data 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Angle Mapper (SAM) 
Number of ground truth points: 289 
Overall Accuracy (percent): 33.9100 Overall Accuracy (pixels): 98/289 
Kappa Coefficient: 0.0956 
Table- -87.      Matrix  
 
Ground truth (Percent) Ground truth (Pixels) 
Class Canegrass Mineral Saltbush Spikeycottonballs Total Canegrass Mineral Saltbush Spikeycottonballs Total 
Unclassified 73.33 48.45 69.23 86.67 56.40 11 94 45 13 163 
Canegrass 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Mineral 13.33 48.45 21.54 13.33 38.75 2 94 14 2 112 
Saltbush 13.33 2.58 6.15 0.00 3.81 2 5 4 0 11 
Spikeycottonballs 0.00 0.52 3.08 0.00 1.04 0 1 2 0 3 
Total 100.00 100.00 100.00 100.00 100.00 15 194 65 15 289 
Table --88.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer  
Accuracy  
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer  
Accuracy 
 (Pixels) 
User Accuracy 
(Pixels) 
Canegrass 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
Mineral 16.07 51.55 48.45 83.93 18/112 100/194 94/194 94/112 
Saltbush 63.64 93.85 6.15 36.36 7/11 61/65 4/65 4/11 
Spikeycottonballs 100.00 100.00 0.00 0.00 3/3 15/15 0/15 0/3 
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Table - -89     EAST-WEST FLIGHT LINES. Ground truth analysis using raw GPS-located validation points 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Feature Fitting (SFF) 
Number of ground truth points: 309 
Overall Accuracy (percent): 9.0615 Overall Accuracy (pixels): 28/309 
Kappa Coefficient: 0.0178 
Table- -90.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 71.43 75.00 66.97 41.79 62.96 65.00 0.00 85.71 64.29 65.05 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Loosesoil 28.57 25.00 33.03 41.79 33.33 30.00 0.00 14.29 35.71 33.98 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 0.00 3.70 5.00 100.00 0.00 0.00 0.97 
Swampsoil 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
 
 5-44 
Table - -91.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 5 6 73 39 17 13 0 12 36 201 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 0 0 0 0 0 0 0 0 
Loosesoil 2 2 36 28 9 6 0 2 20 105 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 0 0 0 0 0 0 0 0 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 0 1 1 1 0 0 3 
Swampsoil 0 0 0 0 0 0 0 0 0 0 
Total 7 8 109 67 27 20 1 14 56 309 
Table --92.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 0.00 100.00 0.00 0.00 0/0 109/109 0/109 0/0 
Loosesoil 73.33 58.21 41.79 26.67 77/105 39/67 28/67 28/105 
SaltbushA 0.00 100.00 0.00 0.00 0/0 27/27 0/27 0/0 
SaltbushB 0.00 100.00 0.00 0.00 0/0 20/20 0/20 0/0 
SaltbushC 0.00 100.00 0.00 0.00 0/0 1/1 0/1 0/0 
Spikeycottonballs 100.00 100.00 0.00 0.00 0/0 14/14 0/14 0/0 
Swampsoil 0.00 100.00 0.00 0.00 0/0 56/56 0/56 0/0 
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Table - -93     NORTH-SOUTH FLIGHT LINES. Ground truth analysis using re-located validation points 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Feature Fitting (SFF) 
Number of ground truth points: 289 
Overall Accuracy (percent): 9.6886 Overall Accuracy (pixels) 28/289 
Kappa Coefficient: 0.0337 
Table- -94.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 85.71 62.50 64.58 57.63 90.91 73.33 50.00 86.67 56.41 67.47 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 3.13 0.00 0.00 3.33 0.00 0.00 0.00 1.38 
Loosesoil 0.00 25.00 31.25 42.37 9.09 16.67 50.00 0.00 43.59 28.72 
SaltbushA 0.00 0.00 0.00 0.00 0.00 3.33 0.00 0.00 0.00 0.35 
SaltbushB 14.29 12.50 0.00 0.00 0.00 0.00 0.00 13.33 0.00 1.38 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 1.04 0.00 0.00 3.33 0.00 0.00 0.00 0.69 
Swampsoil 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -95.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 6 5 62 34 30 22 1 13 22 195 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 3 0 0 1 0 0 0 4 
Loosesoil 0 2 30 25 3 5 1 0 17 83 
SaltbushA 0 0 0 0 0 1 0 0 0 1 
SaltbushB 1 1 0 0 0 0 0 2 0 4 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 1 0 0 1 0 0 0 2 
Swampsoil 0 0 0 0 0 0 0 0 0 0 
Total 7 8 96 59 33 30 2 15 39 289 
Table --96.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 25.00 96.88 3.13 75.00 1/4 93/96 3/96 1/4 
Loosesoil 69.88 57.63 42.37 30.12 58/83 34/59 25/59 25/83 
SaltbushA 100.00 100.00 0.00 0.00 1/1 33/33 0/33 0/1 
SaltbushB 100.00 100.00 0.00 0.00 4/4 30/30 0/30 0/4 
SaltbushC 0.00 100.00 0.00 0.00 0/0 2/2 0/2 0/0 
Spikeycottonballs 100.00 100.00 0.00 0.00 2/2 15/15 0/15 0/2 
Swampsoil 0.00 100.00 0.00 0.00 0/0 39/39 0/39 0/0 
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Table - -97     NORTH-SOUTH FLIGHT LINES. Ground truth analysis using re-located validation points; aggregated data 
IMAGERY CALIBRATION:  Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Feature Fitting (SFF) 
Number of ground truth points: 289 
Overall Accuracy (percent): 26.2976 Overall Accuracy (pixels): 76/289 
Kappa Coefficient: 0.0714 
Table- -98.      Matrix  
 
Ground truth (Percent) Ground truth (Pixels) 
Class Canegrass Mineral Saltbush Spikeycottonballs Total Canegrass Mineral Saltbush Spikeycottonballs Total 
Unclassified 73.33 60.82 81.54 86.67 67.47 11 118 53 13 195 
Canegrass 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Mineral 13.33 38.66 15.38 0.00 30.10 2 75 10 0 87 
Saltbush 13.33 0.00 1.54 13.33 1.73 2 0 1 2 5 
Spikeycottonballs 0.00 0.52 1.54 0.00 0.69 0 1 1 0 2 
Total 100.00 100.00 100.00 100.00 100.00 15 194 65 15 289 
Table --99.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer  
Accuracy  
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer  
Accuracy 
 (Pixels) 
User Accuracy 
(Pixels) 
Canegrass 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
Mineral 13.79 61.34 38.66 86.21 12/87 119/194 75/194 75/87 
Saltbush 80.00 98.46 1.54 20.00 4/5 64/65 1/65 1/5 
Spikeycottonballs 100.00 100.00 0.00 0.00 2/2 15/15 0/15 0/2 
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Table - -100     NORTH-SOUTH FLIGHT LINES. Ground truth analysis using raw GPS-located validation points 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Mixture Tuned Matched Filtering (MTMF) 
Number of ground truth points: 309 
Overall Accuracy (percent): 10.0324 Overall Accuracy (pixels): 31/309 
Kappa Coefficient: 0.0210 
Table- -101.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 71.43 75.00 63.30 55.22 59.26 70.00 100.00 85.71 60.71 62.78 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.92 0.00 0.00 0.00 0.00 0.00 1.79 0.65 
Loosesoil 28.57 25.00 33.94 43.28 37.04 30.00 0.00 14.29 35.71 34.95 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Swampsoil 0.00 0.00 1.83 1.49 3.70 0.00 0.00 0.00 1.79 1.62 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -102.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 5 6 69 37 16 14 1 12 34 194 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 0 0 0 0 0 0 0 0 
Loosesoil 2 2 37 29 10 6 0 2 20 108 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 0 0 0 0 0 0 0 0 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 0 0 0 0 0 0 0 
Swampsoil 0 0 0 0 0 0 0 0 0 0 
Total 7 8 109 67 27 20 1 14 56 309 
Table --103.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 50.00 99.08 0.92 50.00 1/2 108/109 1/109 1/2 
Loosesoil 73.15 56.72 43.28 26.85 79/108 38/67 29/67 29/108 
SaltbushA 0.00 100.00 0.00 0.00 0/0 27/27 0/27 0/0 
SaltbushB 0.00 100.00 0.00 0.00 0/0 20/20 0/20 0/0 
SaltbushC 0.00 100.00 0.00 0.00 0/0 1/1 0/1 0/0 
Spikeycottonballs 0.00 100.00 0.00 0.00 0/0 14/14 0/14 0/0 
Swampsoil 80.00 98.21 1.79 20.00 4/5 55/56 1/56 1/5 
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Table - -104     EAST-WEST FLIGHT LINES. Ground truth analysis using re-located validation points 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Mixture Tuned Matched Filtering (MTMF) 
Number of ground truth points: 289 
Overall Accuracy (percent): 8.6505 Overall Accuracy (pixels): 25/289 
Kappa Coefficient: 0.0305 
Table- -105.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 100.00 75.00 68.75 57.63 87.88 80.00 100.00 100.00 56.41 70.93 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Loosesoil 0.00 25.00 30.21 42.37 9.09 16.67 0.00 0.00 43.59 28.03 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 1.04 0.00 3.03 3.33 0.00 0.00 0.00 1.04 
Swampsoil 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -106.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 7 6 66 34 29 24 2 15 22 205 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 0 0 0 0 0 0 0 0 
Loosesoil 0 2 29 25 3 5 0 0 17 81 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 0 0 0 0 0 0 0 0 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 1 0 1 1 0 0 0 3 
Swampsoil 0 0 0 0 0 0 0 0 0 0 
Total 7 8 96 59 33 30 2 15 39 289 
Table --107.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 0.00 100.00 0.00 0.00 0/0 96/96 0/96 0/0 
Loosesoil 69.14 57.63 42.37 30.86 56/81 34/59 25/59 25/81 
SaltbushA 0.00 100.00 0.00 0.00 0/0 33/33 0/33 0/0 
SaltbushB 0.00 100.00 0.00 0.00 0/0 30/30 0/30 0/0 
SaltbushC 0.00 100.00 0.00 0.00 0/0 2/2 0/2 0/0 
Spikeycottonballs 100.00 100.00 0.00 0.00 3/3 15/15 0/15 0/3 
Swampsoil 0.00 100.00 0.00 0.00 0/0 39/39 0/39 0/0 
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Table - -108     NORTH-SOUTH FLIGHT LINES. Ground truth analysis using re-located validation points; aggregated data 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Mixture Tuned Matched Filtering (MTMF) 
Number of ground truth points: 289 
Overall Accuracy (percent): 24.5675 Overall Accuracy (pixels): 71/289 
Kappa Coefficient: 0.0702 
Table- -109.      Matrix  
 
Ground truth (Percent) Ground truth (Pixels) 
Class Canegrass Mineral Saltbush Spikeycottonballs Total Canegrass Mineral Saltbush Spikeycottonballs Total 
Unclassified 86.67 62.89 84.62 100.00 70.93 13 122 55 15 203 
Canegrass 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Mineral 13.33 36.60 12.31 0.00 28.03 2 71 8 0 81 
Saltbush 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Spikeycottonballs 0.00 0.52 3.08 0.00 1.04 0 1 2 0 3 
Total 100.00 100.00 100.00 100.00 100.00 15 194 65 15 289 
Table --110    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer  
Accuracy  
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer  
Accuracy 
 (Pixels) 
User Accuracy 
(Pixels) 
Canegrass 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
Mineral 12.35 63.40 36.60 87.65 10/81 123/194 71/194 71/81 
Saltbush 0.00 100.00 0.00 0.00 0.00 65/65 0/65 0/0 
Spikeycottonballs 100.00 100.00 0.00 0.00 3/3 15/15 0/15 0/3 
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Table - -111     NORTH-SOUTH FLIGHT LINES. Ground truth analysis using raw GPS-located validation points 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Angle Mapper (SAM) 
Number of ground truth points: 308 
Overall Accuracy (percent): 10.7143 Overall Accuracy (percent): 33/308 
Kappa Coefficient: 0.0166 
Table- -112.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 57.14 62.50 56.88 50.75 51.85 55.00 100.00 71.43 55.36 55.52 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 3.70 0.00 0.00 0.00 0.00 0.32 
Loosesoil 28.57 25.00 38.53 44.78 37.04 35.00 0.00 14.29 41.07 38.31 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.92 0.00 0.00 0.00 0.00 0.00 0.00 0.32 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Swampsoil 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -113.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 4 5 62 34 14 11 0 10 31 171 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 0 0 1 0 0 0 0 1 
Loosesoil 2 2 42 30 10 7 0 2 23 118 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 1 0 0 0 0 0 0 1 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 1 1 0 0 1 2 0 1 0 6 
Swampsoil 0 0 4 3 1 0 0 1 2 11 
Total 7 8 109 67 27 20 0 14 56 308 
Table --114.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 100.00 100.00 0.00 0.00 1/1 109/109 0/109 0/1 
Loosesoil 74.58 55.22 44.78 25.42 88/118 37/67 30/67 30/118 
SaltbushA 0.00 100.00 0.00 0.00 0/0 27/27 0/27 0/0 
SaltbushB 100.00 100.00 0.00 0.00 1/1 20/20 0/20 0/1 
SaltbushC 0.00 100.00 0.00 0.00 0/0 1/1 0/1 0/0 
Spikeycottonballs 83.33 92.86 7.14 16.67 5/6 13/14 1/14 1/6 
Swampsoil 81.82 96.43 3.57 18.18 9/11 54/56 2/56 2/11 
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Table - -115     EAST-WEST FLIGHT LINES. Ground truth analysis using re-located validation points 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Angle Mapper (SAM) 
Number of ground truth points: 289 
Overall Accuracy (percent): 10.1045 Overall Accuracy (pixels); 29/287 
Kappa Coefficient: 0.0285 
Table- -116.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 85.71 62.50 58.33 50.85 75.76 66.67 0 86.67 53.85 61.32 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 6.67 0.00 0.35 
Gibbers 0.00 0.00 0.00 0.00 3.03 0.00 0.00 0.00 0.00 0.35 
Loosesoil 0.00 25.00 35.42 47.46 12.12 23.33 0.00 0.00 43.59 32.06 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 0.00 0.00 6.06 3.33 0.00 0.00 0.00 0.35 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 0.00 0.00 3.33 0.00 0.00 0.00 0.35 
Swampsoil 14.29 12.50 6.25 1.69 3.03 6.67 0.00 6.67 2.56 4.88 
Total 100.00 100.00 100.00 100.00 100.00 100.00 0 100.00 100.00 100.00 
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Table - -117.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 6 5 56 30 25 20 0 13 21 176 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 1 0 1 
Gibbers 0 0 0 0 1 0 0 0 0 1 
Loosesoil 0 2 34 28 4 7 0 0 17 92 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 0 0 2 0 0 0 0 2 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 0 0 1 0 0 0 1 
Swampsoil 1 1 6 1 1 2 0 1 1 14 
Total 7 8 96 59 33 30 0 15 39 289 
Table --118.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 100.00 100.00 0.00 0.00 1/1 8/8 0/8 0/1 
Gibbers 100.00 100.00 0.00 0.00 1/1 96/96 0/96 0/1 
Loosesoil 69.57 52.54 47.46 30.43 64/92 31/59 28/59 28/92 
SaltbushA 0.00 100.00 0.00 0.00 0/0 33/33 0/33 0/0 
SaltbushB 100.00 100.00 0.00 0.00 2/2 30/30 0/30 0/2 
SaltbushC 0.00 100.00 0.00 0.00 0/0 2/2 0/2 0/0 
Spikeycottonballs 100.00 100.00 0.00 0.00 1/1 15/15 0/15 0/1 
Swampsoil 92.86 97.44 2.56 7.14 13/14 38/39 1/39 1/14 
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Table - -119     NORTH-SOUTH FLIGHT LINES. Ground truth analysis using re-located validation points; aggregated data 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Angle Mapper (SAM) 
Number of ground truth points: 289 
Overall Accuracy (percent): 26.2976 Overall Accuracy (pixels): 76/289 
Kappa Coefficient: 0.0714 
Table- -120.      Matrix  
 
Ground truth (Percent) Ground truth (Pixels) 
Class Canegrass Mineral Saltbush Spikeycottonballs Total Canegrass Mineral Saltbush Spikeycottonballs Total 
Unclassified 73.33 55.15 69.23 86.67 60.90 11 107 45 13 176 
Canegrass 0.00 0.00 0.00 6.67 0.35 0 0 0 1 1 
Mineral 26.67 44.85 24.62 6.67 37.37 4 87 16 1 108 
Saltbush 0.00 0.00 4.62 0.00 1.04 0 0 3 0 3 
Spikeycottonballs 0.00 0.00 1.54 0.00 0.35 0 0 1 0 1 
Total 100.00 100.00 100.00 100.00 100.00 15 194 65 15 289 
 
Table 121    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer  
Accuracy  
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer  
Accuracy 
 (Pixels) 
User Accuracy 
(Pixels) 
Canegrass 100.00 100.00 0.00 0.00 1/1 15/15 0/15 0/1 
Mineral 19.44 55.15 44.85 80.56 21/108 107/194 87/194 87/108 
Saltbush 0.00 95.38 4.62 100.00 0/3 62/65 3/65 3/3 
Spikeycottonballs 100.00 100.00 0.00 0.00 1/1 15/15 0/15 0/1 
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Table - -122     NORTH-SOUTH FLIGHT LINES. Ground truth analysis using raw GPS-located validation points 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Feature Fitting (SFF) 
Number of ground truth points: 309 
Overall Accuracy (percent): 9.7087 Overall Accuracy (pixels): 30/309 
Kappa Coefficient: 0.0187 
Table- -123.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 71.43 75.00 62.39 55.22 59.26 65.00 0.00 85.71 58.93 61.49 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Loosesoil 28.57 25.00 35.78 44.78 37.04 30.00 0.00 14.29 37.50 36.25 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 1.83 0.00 0.00 0.00 0.00 0.00 3.57 1.29 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 0.00 3.70 5.00 100.00 0.00 0.00 0.97 
Swampsoil 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -124.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 5 6 68 37 16 13 0 12 33 190 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 0 0 0 0 0 0 0 0 
Loosesoil 2 2 39 30 10 6 0 2 21 112 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 2 0 0 0 0 0 2 4 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 0 1 1 1 0 0 3 
Swampsoil 0 0 0 0 0 0 0 0 0 0 
Total 7 8 109 67 27 20 1 14 56 309 
Table --125.    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 0.00 100.00 0.00 0.00 0/0 109/109 0/109 0/0 
Loosesoil` 73.21 55.22 44.78 26.79 82/112 37/67 30/67 30/112 
SaltbushA 0.00 100.00 0.00 0.00 0/0 27/27 0/27 0/0 
SaltbushB 100.00 100.00 0.00 0.00 4/4 20/20 0/20 0/4 
SaltbushC 0.00 100.00 0.00 0.00 0/0 1/1 0/1 0/0 
Spikeycottonballs 100.00 100.00 0.00 0.00 3/3 14/14 0/14 0/3 
Swampsoil 0.00 100.00 0.00 0.00 0/0 56/56 0/56 0/0 
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Table - -126     EAST-WEST FLIGHT LINES. Ground truth analysis using re-located validation points 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Feature Fitting (SFF) 
Number of ground truth points: 289 
Overall Accuracy (percent): 9.6886 Overall Accuracy (pixels): 28/289 
Kappa Coefficient: 0.0355 
Table- -127.      Matrix (Percent) 
 
Ground truth (Percent) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 100.00 75.00 64.58 57.63 87.88 66.67 50.00 93.33 56.41 67.47 
CanegrassA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
CanegrassB 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Gibbers 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Loosesoil 0.00 25.00 34.38 42.37 9.09 20.00 50.00 0.00 43.59 30.10 
SaltbushA 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
SaltbushB 0.00 0.00 1.04 0.00 0.00 10.00 0.00 6.67 0.00 1.73 
SaltbushC 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Spikeycottonballs 0.00 0.00 0.00 0.00 3.03 3.33 0.00 0.00 0.00 0.69 
Swampsoil 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Total 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
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Table - -128.     Matrix (Pixels) 
 
Ground truth (Pixels) 
Class CanegrassA CanegrassB Gibbers Loosesoil SaltbushA SaltbushB SaltbushC Spikeycottonballs Swampsoil Total 
Unclassified 7 6 62 34 29 20 1 14 22 195 
CanegrassA 0 0 0 0 0 0 0 0 0 0 
CanegrassB 0 0 0 0 0 0 0 0 0 0 
Gibbers 0 0 0 0 0 0 0 0 0 0 
Loosesoil 0 2 33 25 3 6 1 0 17 87 
SaltbushA 0 0 0 0 0 0 0 0 0 0 
SaltbushB 0 0 1 0 0 3 0 1 0 5 
SaltbushC 0 0 0 0 0 0 0 0 0 0 
Spikeycottonballs 0 0 0 0 1 1 0 0 0 2 
Swampsoil 0 0 0 0 0 0 0 0 0 0 
Total 7 8 96 59 33 30 2 15 39 289 
Table --129    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer 
Accuracy 
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer 
Accuracy 
(Pixels) 
User Accuracy 
(Pixels) 
CanegrassA 0.00 100.00 0.00 0.00 0/0 7/7 0/7 0/0 
CanegrassB 0.00 100.00 0.00 0.00 0/0 8/8 0/8 0/0 
Gibbers 0.00 100.00 0.00 0.00 0/0 96/96 0/96 0/0 
Loosesoil 71.26 57.63 42.37 28.74 62/87 34/59 25/59 25/87 
SaltbushA 0.00 100.00 0.00 0.00 0/0 33/33 0/33 0/0 
SaltbushB 40.00 90.00 10.00 60.00 2/5 27/30 3/30 3/5 
SaltbushC 0.00 100.00 0.00 0.00 0/0 2/2 0/2 0/0 
Spikeycottonballs 100.00 100.00 0.00 0.00 2/2 15/15 0/15 0/2 
Swampsoil 0.00 100.00 0.00 0.00 0/0 39/39 0/39 0/0 
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Table - -130     NORTH-SOUTH FLIGHT LINES. Ground truth analysis using re-located validation points; aggregated data 
IMAGERY CALIBRATION:  ATmosphere REMoval (ATREM) followed by Empirical Line Calibration Method (ELC) 
IMAGERY CLASSIFICATION: Spectral Feature Fitting (SFF) 
Number of ground truth points: 289 
Overall Accuracy (percent): 26.9896 Overall Accuracy (pixels): 78/289 
Kappa Coefficient: 0.0801 
Table- -131.      Matrix  
 
Ground truth (Percent) Ground truth (Pixels) 
Class Canegrass Mineral Saltbush Spikeycottonballs Total Canegrass Mineral Saltbush Spikeycottonballs Total 
Unclassified 86.67 60.82 76.92 93.33 67.47 13 118 50 14 195 
Canegrass 0.00 0.00 0.00 0.00 0.00 0 0 0 0 0 
Mineral 13.33 38.66 15.38 0.00 30.10 2 75 10 0 87 
Saltbush 0.00 0.52 4.62 6.67 1.73 0 1 3 1 5 
Spikeycottonballs 0.00 0.00 3.08 0.00 0.69 0 0 2 0 2 
Total 100.00 100.00 100.00 100.00 100.00 15 194 65 15 289 
Table 132    Efficiency 
Class Commission 
(Percent) 
Omission 
(Percent) 
Producer  
Accuracy  
(Percent) 
User Accuracy 
(Percent) 
Commission 
(Pixels) 
Omission 
(Pixels) 
Producer  
Accuracy 
 (Pixels) 
User Accuracy 
(Pixels) 
Canegrass 0.00 100.00 0.00 0.00 0/0 15/15 0/15 0/0 
Mineral 13.79 61.34 38.66 86.21 12/87 119/194 75/194 75/87 
Saltbush 80.00 98.46 1.54 20.00 4/5 64/65 1/65 1/5 
Spikeycottonballs 100.00 100.00 0.00 0.00 2/2 15/15 0/15 0/2 
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APPENDIX 5.2  
ANOVA Results for Classification Validation Results 
Table -133 
α=0.05 
Between 
classification 
methods 
Between 
calibration 
methods 
Between 
classification 
methods 
Between 
calibration 
methods 
% accuracy Kappa coefficient 
East West 
runs 
Significant 
Difference 
F=9.268968 
Significant 
Difference 
F=5.468537 
Significant 
Difference 
F=5.409996 
No Significant 
Difference 
F=0.915813 
North South 
runs 
Significant 
Difference 
F=232.2337 
No Significant 
Difference 
F=0.913712 
Significant 
Difference 
F=34.39982 
No significant 
Difference 
F=0.754486 
 
 
Table 134 
α=0.05 
Between 
classification 
methods 
Between 
flight-line 
directions 
Between 
classification 
methods 
Between 
flight-line 
directions 
% accuracy Kappa coefficient 
ELC Significant 
Difference 
F=14.56769 
Significant 
Difference 
F=8.758024 
Significant 
Difference 
F=11.63107 
Significant 
Difference 
F=16.30272 
ATREM/ELC Significant 
Difference 
F=22.46978 
No Significant 
Difference 
F=0.533466 
Significant 
Difference 
F=44.57872 
Significant 
Difference 
F=12.51465 
 
 
Table 135 
α=0.05 
Between 
calibration 
methods 
Between 
flight-line 
directions 
Between 
calibration 
methods 
Between 
flight-line 
directions 
% Accuracy Kappa Coefficient 
Mixture Tuned 
Matched Filter 
(MTMF) 
Significant 
Difference 
F=8.739359 
No Significant 
Difference 
F=1.375045 
Significant 
Difference 
F=17.0222 
Significant 
Difference 
F=21.72684 
Spectral Angle 
Mapper 
(SAM) 
Significant 
Difference 
F=18.28179 
No Significant 
Difference 
F=0.641749 
Significant 
Difference 
F=23.68499 
No Significant 
Difference 
F=4.370342 
Spectral 
Feature Fitting 
(SFF) 
Significant 
Difference 
F=8.808926 
No Significant 
Difference 
F=2.27315 
Significant 
Difference 
F=13.35897 
No Significant 
Difference 
F=5.110111 
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APPENDIX 6 Spectral Analyst Statistics 
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Comparative spectral analysis of individual classes and spectral library members. The 
analysis algorithms used were SAM and SFF, with weightings of 0.4 and 0.6 respectively. 
 
 Class 
Library 
member 
Canegrass A 
Total 
(SAM, SFF) 
CanegrassB 
Total 
(SAM, SFF) 
Saltbush A 
Total 
(SAM, SFF) 
Saltbush B 
Total 
(SAM, SFF) 
Saltbush C 
Total 
(SAM, SFF) 
Canegrass A 1.000 (1.000, 1.000) 
0.749 
( 0.934, 0.626) 
0.788 
(0.908, 0.708) 
0.763 
(0.800, 0.738) 
0.334 
(0.694, 0.094) 
Canegrass B 0.756 (0.934, 0.638 
1.000 
(1.000, 1.000) 
0.642 
(0.917, 0.458) 
0.812 
(0.808, 0.815) 
0.327 
(0.672, 0.097) 
Saltbush A 0.828 (0.908, 0.775) 
0.707 
( 0.917, 0.567) 
1.000 
(1.000, 1.000) 
0.726 
(0.750, 0.710) 
0.433 
(0.730, 0.235) 
Saltbush B 0.692 (0.800, 0.619) 
0.757 
(0.808, 0.723) 
0.573 
( 0.750, 0.456) 
1.000 
(1.000, 1.000) 
0.203 
(0.508. 0.000) 
Saltbush C 0.607 (0.694, 0.549) 
0.590 
( 0.672, 0.535) 
0.597 
(0.730, 0.507) 
0.582 
(0.508, 0.631) 
1.000 
(1.000, 1.000) 
Spikeycottonballs 0.628 (0.859, 0.475) 
0.713 
(0.878, 0.602) 
0.499 
(0.818, 0.286) 
0.832 
(0.913, 0.778) 
0.228 
(0.570, 0.000) 
Gibbers 0.181 (0.452, 0.000) 
0.187 
(0.467, 0.000) 
0.166 
(0.416, 0.000) 
0.289 
(0.644, 0.052) 
0.069 
(0.173, 0.000) 
Loosesoil 0.243 (0.606, 0.000) 
0.248 
(0.619, 0.000) 
0.225 
(0.563, 0.000) 
0.441 
(0.796, 0.205) 
0.130 
(0.324, 0.000) 
Swampsoil 0.266 (0.643, 0.014) 
0.275 
(0.658, 0.020) 
0.239 
(0.598, 0.000) 
0.571 
(0.836, 0.394) 
0.141 
(0.352, 0.000) 
      
 Class 
Library 
member 
Spikeycottonballs 
Total 
(SAM, SFF 
Gibbers 
Total 
(SAM, SFF 
Loosesoil 
Total 
(SAM, SFF 
Swampsoil 
Total 
(SAM, SFF 
Canegrass A 0.684 (0.859, 0.567) 
0.271 
(0.452, 0.150) 
0.432 
(0.606, 0.316) 
0.567 
(0.643, 0.516) 
Canegrass B 0.761 (0.878, 0.683) 
0.271 
(0.467, 0.141) 
0.437 
(0.619, 0.316) 
0.584 
(0.658, 0.535) 
Saltbush A 0.655 (0.818, 0.546) 
0.264 
(0.416, 0.163) 
0.427 
(0.563, 0.336) 
0.558 
(0.598, 0.532) 
Saltbush B 0.806 (0.913, 0.734) 
0.344 
(0.644, 0.144) 
0.520 
(0.796, 0.337) 
0.676 
(0.836, 0.569) 
Saltbush C 0.520 (0.570, 0.487) 
0.149 
(0.173, 0.133) 
0.302 
(0.324, 0.287) 
0.432 
(0.352, 0.485) 
Spikeycottonballs 1.000 (1.000, 1.000) 
0.323 
(0.575, 0.155) 
0.512 
(0.729, 0.368) 
0.663 
(0.768, 0.592) 
Gibbers 0.230 (0.575, 0.000) 
1.000 
(1.000, 1.000) 
0.654 
( 0.828, 0.538) 
0.611 
(0.790, 0.491) 
Loosesoil 0.343 (0.729, 0.093) 
0.631 
(0.828, 0.499) 
1.000 
(1.000, 1.000) 
0.830 
(0.940, 0.757) 
Swampsoil 0.496 (0.768, 0.314) 
0.528 
(0.790, 0.354) 
0.805 
(0.940, 0.715) 
1.000 
(1.000, 1.000) 
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Comparative spectral analysis across two spectral features in spectral library members. The algorithm used was Spectral Feature Fitting. The 
number represents the level of significance of the feature fit between the class and the library member. 
 
Library 
member 
Class 
Spectral Region = 
660 nm CanegrassA CanegrassB Saltbush A Saltbush B Saltbush C Spikeycottonballs Gibbers Loosesoil Swampsoil 
Canegrass A 1.000 0.547 0.588 0.838 0.626 0.588 0.000 0.000 0.115 
Canegrass B 0.362 1.000 0.076 0.716 0.067 0.596 0.000 0.000 0.196 
Saltbush A 0.695 0.542 1.000 0.953 0.328 0.678 0.000 0.000 0.175 
Saltbush B 0.625 0.562 0.852 1.000 0.233 0.709 0.000 0.000 0.202 
Saltbush C 0.751 0.585 0.396 0.779 1.000 0.542 0.000 0.000 0.087 
Spikeycottonballs 0.038 0.371 0.000 0.706 0.000 1.000 0.195 0.230 0.497 
Gibbers 0.000 0.089 0.000 0.433 0.000 0.662 1.000 0.924 0.892 
Loosesoil 0.000 0.085 0.000 0.422 0.000 0.643 0.916 1.000 0.930 
Swampsoil 0.000 0.106 0.000 0.425 0.000 0.641 0.816 0.893 1.000 
          
Spectral Region = 
2200 nm 
         
Canegrass A 1.000 0.841 0.873 0.890 0.965 0.904 0.924 0.769 0.843 
Canegrass B 0.859 1.000 0.860 0.934 0.953 0.932 0.924 0.770 0.845 
Saltbush A 0.884 0.855 1.000 0.920 0.961 0.937 0.924 0.769 0.844 
Saltbush B 0.846 0.986 0.877 1.000 0.950 0.912 0.924 0.769 0.842 
Saltbush C 0.819 0.724 0.780 0.815 1.000 0.836 0.924 0.770 0.844 
Spikeycottonballs 0.853 0.882 0.895 0.904 0.951 1.000 0.924 0.770 0.846 
Gibbers 0.386 0.322 0.335 0.570 0.880 0.604 1.000 0.863 0.899 
Loosesoil 0.345 0.262 0.288 0.534 0.875 0.573 0.959 1.000 0.916 
Swampsoil 0.355 0.276 0.300 0.540 0.873 0.583 0.961 0.909 1.000 
 
 
