Abstract-A wireless sensor network (WSN) is a collection of spatially distributed autonomous sensor nodes that can be used to monitor, among other things, environmental conditions. WSN sensor nodes are constrained by their limited energy supply, communication range and local computational capabilities. Data routing is an area that can be optimized to allow nodes to conserve energy, improving the network's overall lifetime. Though many routing protocols can be used, using a clustering protocol can play an important role in conserving WSN energy. Under this approach, the network is divided into multiple clusters. The leader of each cluster supervises data transmission to the base station (BS), after removing redundant data.
I. INTRODUCTION
A WSN is a group of typically small, lightweight and lowcomputational capacity sensor nodes. WSNs can be deployed in support of a variety of applications such as monitoring environmental phenomena (e.g., the level of air contamination, and climate change). The data gathered from the sensor nodes is forwarded to a base-station for further processing.
Energy conservation is an important criteria for WSN design, as WSNs are typically deployed to remote locations or over large areas. In any case, replacing depleted batteries in a large number of nodes or even in a limited set of hard-to-access nodes is typically not a viable option.
In general, routing protocols used for WSN data aggregation assume that every node will communicate information to a single destination [1] [2] [3] ; however, in many cases, this is not feasible because of inherent node constraints. Clustering nodes is an approach that can be used for energy conservation. Under this approach the WSN is partitioned into multiple clusters and each cluster is assigned a CH. The CH's responsibility is to collect data from member nodes. The CH receives data from the member nodes and removes any redundant or identified-asunneeded data before forwarding it to the BS. Low Energy Adaptive Cluster Hierarchy (LEACH) is one routing protocol that has been previously developed. It implements a clustering approach (as presented in [1, [4] [5] [6] ). It uses a distributed algorithm for selecting the CH randomly among the nodes. LEACH-C is a centralized version of LEACH. It differs from LEACH in selecting the CHs. It utilizes the base station for cluster formation (as discussed in [7] ). The remaining functionality of LEACH-C is substantially similar to LEACH.
The advent of mobile wireless sensor networks (MWSNs) is a result of the convergence between mobile wireless communication technologies and improved sensor technology [8] [9] [10] [11] . MWSN applications include, among other things, remote health monitoring, field surveillance, weather monitoring and land monitoring for farming. Mobile nodes are widely used for data aggregation [8, 12] in MWSNs. These nodes can be configured to acquire and transmit data only when there is a change in surroundings. Mobile nodes can, thus, be configured to transmit data [7] to the base station only when they sense any variation in the environmental phenomenon under observation.
Problematically, mobility may cause rapid topology changes and frequent link failures [2, 9, 10, [12] [13] [14] . This presents a serious problem in routing for MWSNs. Rapidly changing networks may generate a sizable amount of duplicate data which wastes network resources and consumes node energy. This presents a distinct problem for those using MWSNs for managing and processing data. Therefore, the aggregation of data is also important in this context. This paper presents and evaluates a prospective solution for a subset of these problems. A new hybrid algorithm is proposed which incorporates both distributed and centralized algorithms for selection of the CH. The proposed approach is different from existing hybrid clustering schemes in that it selects CHs for the first and second rounds using centralized selection. The first and second round CH selections are based solely on node location. In subsequent rounds, remaining energy levels are also considered. Also new is the division of the network into inner and outer zones. In the inner zone, data is sent from the node to the CH to the BS; however, in the outer zone data is relayed via a MDC. The use of the MDC increases the energy lifetime of the network.
II. BACKGROUND
This section reviews the technical challenges related to potential applications for and previous work surrounding WSNs. In particular, it focuses on prior work on routing and data collection methods for WSNs.
For their network architecture, WSNs typically use multihop routing approaches. These can be categorized into locationbased, flat and hierarchal routing implementations [15] . Under these traditional approaches, the collection of data consumes power due to extensive path-traversal loss when data is relayed from node to node using radio transmission.
A self-configuring network of small sensor nodes is deployed. These nodes communicate among themselves using radio signals. For science, they are deployed in an area to monitor phenomena of interest and aid the investigator's understanding of biology, processes in the physical world and similar. Numerous uses of sensornets beyond scientific purposes also exist, ranging from military to commercial to government and law enforcement uses.
Many sensornets use a flat topology, in which all nodes perform identical tasks and are functionally identical. Information transmission is performed using multi-hop flooding techniques [16] .
Alternately, clusters can be formed in a hierarchical topologically-aware manner. Under this approach, nodes may perform completely different tasks [16] . Clustering produces a hierarchical structure for a WSN that may make more effective utilization of limited node resources, potentially extending the lifetime of the WSN. LEACH is an example of such a clustering protocol. Many approaches that are descendants of LEACH can be found in the literature [17] . Under LEACH, each cluster is assigned a leader and CH. The remaining member nodes (MNs) perform the sensing operations. The sensor nodes with more excess energy act as the CHs and perform the task of data aggregation [18] . Sensor nodes with less available energy perform the task of information sensing.
A. Mobile Element Sensornets
Several WSN architectures based on mobile elements (MEs) have been proposed [8] [9] [10] [11] .
The main elements of WSN-MEs are [5] :
• Sensor nodes are the sources of information
• BSs (also called sinks) are the destination for the information
• Intermediate nodes act as data collectors or mobile gateways M-LEACH is a modified version of LEACH that incorporates a MDC. The MDC itself is an autonomous robotic sensor network node. The MDC physically moves around the CHs to collect data and forwards the collected information to the BS. This, thus, is a three-tier architecture incorporating a multihop, store and forward communications approach [8] . It has been discovered that incorporating mobile nodes into a WSN enhances the network lifetime and mobile node use is suitable for large scale applications [19] .
Another similar approach has been introduced. Under this approach, one or more mobile base stations move throughout the network of senor nodes and collect data from the sensor nodes using short range wireless communications. Current research [8] [9] [10] [11] in this area has been focused on how to route the data to the BS using mobility-enhanced network members, so that cost, latency and energy consumption are reduced.
B. Mobile Element Path Generation
One method for doing this is to predetermine the optimal method for the collection of data; however, this requires that all service requests and locations are known a priori. The label covering problem, based on the well-known travelling salesman problem, has been presented in [20] . In this problem, the tour is completed only when all sensor nodes have been visited. Another algorithm is proposed in [21] which uses a spanning tree approach for the network and a Hamiltonian circuit is generated to control the physical movement of a mobile base station (MBS). A routing tree [22] is created at each sojourn (temporary stop) location where the MBS waits for periods of time. When the MBS moves to other locations, the tree has to be reconstructed for the new position. This results in energy consumption for this purpose. In order to make this viable, the mobile base station must be able to be used at a location for at least T time units, where acceptable values of T can be determined as a function of the cost of tree reconstruction. Using multiple mobile elements presents even more complication. This has been investigated and work on this topic is presented in [15, 23] .
The other method for determining the path of the mobile element is online scheduling. Under this approach, new requests are sent to the mobile element while it is operating. A variety of approaches can be used to determine what order to service queued requests in. Use of the first come first serve (FCFS) approach has been studied in [22] . Alternately, a nearest-job-next strategy and an extended version of the nearest-job-next strategy that combines service requests has also been considered in [24] .
Cluster-based designs have also been identified as an energy efficient way of performing data aggregation [8, 12, 17] . Energy consumption is reduced for mobile sensor nodes by using a distributed clustering algorithm. There are two main steps in this clustering algorithm. The first step is CH election. The second is cluster formation. When using a mobile element, the technique used to select a CH must be mobility aware. An algorithm is proposed in [12] that is responsive to this. It is based on the following principles: 1) Every cluster should have one cluster head.
2) The CHs operate in the same manner across all of the clusters.
3) The cluster size of the generated clusters should be same.
The sensor network is divided into sectors using a SectorChain Based Clustering (SCBC) routing protocol that promotes energy efficiency [25] . This reduces the consumption of energy by constructing a data transmission chain for each cluster with the CH or secondary cluster head (SCH) as the chain leader. A SCH is used when it has a high level of energy remaining and provides a shortest distance path between the transmitting nodes and the BS.
SCBC performance is enhanced due to the consideration of the lengths of rounds and a protocol that ensures that CHs and SCHs will still have sufficient power to operate in the next round. The use of SCBC enhances energy efficiency to prolong the WSN's lifetime. The coordinate points are taken reference with <0, 0> of the entire area of operations. Node locations in real space are translated to become locations relative to this origin point.
III.
NETWORK MODEL This section describes the network model that is used for the proposed technique. This network model is shown in Figure 1 . It consists of member nodes, cluster heads, a base station and a mobile data collector. The network is partitioned into two zones. Each zone consists of clusters having one CH (yellow color) that collects the data from multiple member nodes (blue color). Each sector is assigned a MDC (red color) for data collection from CHs. The inner zone sends the data directly from the CH to the BS. In the outer zone, data is sent from the CH to the BS via an intermediate node.
IV. PROPOSED ALGORITHM
The proposed hybrid algorithm incorporates two phases: the setup phase and the steady phase.
A. Assumptions
Several assumptions are relied upon in the presentation and analysis of the proposed technique, herein. Many of these are configuration parameters that can be arrived at heuristically or optimized using multiple optimization techniques.
First, when n sensor nodes (SNs) are deployed in a particular area, they are divided into inner and outer zones. The inner zone comprises of 30% of the area and the remaining 70% area is the outer zone. The outer zone is further divided into sectors. Each sector contains 25% of the CHs present in the outer zone. The total number of CHs is 20% of n.
The CHs in the inner zone are nearby the BS and directly send data to it without the help of intermediate nodes. The clusters in the outer zone are divided into sectors. Each sector is assigned a MDC for facilitating data transmission to BS.
B. Example
An example of 200 sensor nodes deployed in an area of 100 units x 100 units is now considered. As per the foregoing, the 
Among the 40 CHs (20% of the SNs), it is assumed that 10 are in the inner zone. The remaining 30 CHs in the outer zone are divided into 8 sectors. Each sector is assigned a MDC.
C. Overview of algorithm
This section presents pseudocode to describe the proposed hybrid algorithm. Subsequent sections describe it in more details.
Definitions: E 0 -Default energy of each node node p .eff -energy efficiency of node p
Configuration of Network
Each node broadcasts its location and energy value to the base station 3.
The base station selects 2 cluster heads and broadcasts the selection to the network 4.
For (p = 1 .. n) 5.
If (nodep.id = Broadcasted ID) then 6.
broadcast advertisement message for member nodes 7.
wait for receipt of association request from relevant member nodes 8.
associated cluster formed 9.
End If 10.
End for 11.
Assign a mobile data collector to each outer zone sector 12.
Perform inner zone () 13.
Perform Send node p data to cluster head 6.
Aggregate data at cluster head 7.
Transmit data from cluster head to mobile data collector 8.
Aggregate data at mobile data collector 9.
Transmit data from mobile data collector to base station 10. Else 11.
No data is sent 12.
End 
D. Setup phase
The operation of the algorithm is now described in more detail. It is comprised of 10 steps. The setup phase is depicted in Figure 2 .
Step 1: First, the sensor nodes are deployed in a random fashion, or otherwise.
Step 2: The BS divides the network area into the inner zone and the outer zone [26] .
Step 3: The base station decides the number of cluster groups an divides the outer zone into sectors. Each sector is assigned a MDC.
Step 4: All sensor nodes, which have the same initial energy, send their location coordinates to the BS. The BS divides network into clusters with equal numbers of nodes [27] .
Step 5: The BS selects and broadcasts two cluster heads (primary & secondary) for each cluster. It describes these units to the members using the coordinate points of the sensor node. The cluster head selection is made such that it is projected to optimize (minimize) the energy required to communicate among the cluster members.
Step 6: Each SN checks the information broadcasted by the BS to determine if it is a CH. If the node is a CH it broadcasts an advertisement message (ADVmsg) to other nodes. The Carrier Sense Multiple Access with Collision Detection (CSMA-CD) [28] protocol is used for forming clusters. Each CH forms a cluster group with the (equal) BS-determined number of nodes. The nodes, may receive an ADVmsg from multiple cluster heads. Each node decides which one of the cluster groups to join based on:
• If a node receives an ADVmsg from multiple CHs, it will join the CH with highest signal strength.
• If a node has joined a CH and receives an ADVmsg from another CH with a higher signal strength level, then it will drop the existing connection and joins the new CH with the higher signal strength.
• If a node receives an ADVmsg from multiple CHs with the same signal strength, then it will join the cluster group with the lowest number of nodes.
Step 7: The first two rounds will have the primary and secondary CHs assigned by the BS. The BS deploys the MDC to each sector [8] , to the computed coordinate points. The MDC then calculates the midpoint of the coordinate points and positions itself there for receiving data from CHs.
Step 8: From third round onwards, the round's CHs are selected by the previous CHs and broadcast to all of the other nodes in the cluster.
Step 9: Upon receiving the new CH message, each node checks its identity (ID) and compares it to the received CH ID to determine if it is the new CH.
Step 10: If the node determines that it is the new CH, it then broadcasts an ADVmsg to the nearby sensor nodes and the mobile nodes. The criteria described in step 6 determines what nodes (or whether nodes) join the cluster. 
E. Steady Phase
Once the clusters are formed for each round, the system moves into the steady phase. Each cluster head creates a Time Division Multiple Access (TDMA) schedule for the member nodes for their data transmission. The process of data transmission is shown in Figure 3 .
In the proposed algorithm for data transmission includes three different types of transmission:
• Member nodes to the CH
• CHs to the BS
• CHs to the BS via the mobile (intermediate) node
Data Transmission Between MNs and CH
The cluster members send data to the CH using the TDMA schedule. The total available transmission time is divided into slots. Each member node is given a time slot for data transmission. The main advantage of TDMA is that the sensor node will be in sleep mode most of the time. Each node only needs to be active when it is required to perform sensing and transmission / receiving tasks.
Once data has been collected by the CH from all of the cluster members, it compares the data to eliminate any redundant data. This process conserves energy resources and minimizes the bandwidth required to transmit data. This increases the lifetime of the nodes and network. In some datarich applications, it may also result in more relevant information being transmitted (if sufficient time to transmit all data is not available) via the removal of the duplicate data.
As previously discussed, the network is divided into inner and outer zones. Each operates slightly differently.
Network is divided into zones
Inner zone Outer zone Data is transmitted from member nodes to cluster head using TDMA Data is transmitted from member nodes to cluster head using TDMA Fusion of data takes place in the CH Fusion of data takes place in the CH CH sends the data to the BS using one hop communication CHs send their coordinates to MDC for the calculation of midpoint MDC moves to the midpoint and CH sends data to it MDC sends the data to BS for further processing In the inner zone, data is sent directly to the BS from the CHs without an intermediate node because of the close proximity. Direct transmission to the BS reduces the data delay time making the system more responsive. Only two hops of data communication occur: data is sent from the sensor to the CH to BS for processing.
In the outer zone, data is transmitted to the BS via the MDC, as the CHs are farther from base station. MDCs present at the midpoint of the coordinates collect data from the CHs and send it to BS for further processing.
V. ESTIMATION METRICS FOR SELECTION OF CH
The CH for each cluster is selected by calculating the score of each (prospective CH) sensor node. In the first round of operations, sensor nodes broadcast their scores to the base station. From third round onwards, the scores are sent to previous CH. The relevant scores include residual energy and energy density values, link connection time and signal strength.
Residual energy: The remaining energy after transmission of packet is called residual energy. After each transmission the residual energy decreases drastically, a critical issue in WSNs.
The degree of residual energy (DRE) is calculated:
Energy density: It is the amount of energy stored in the sensor nodes. The degree of energy density (DED) is calculated [29] :
The energy density of the nodes (U) can be calculated:
Where ɛ 0 is a constant (ɛ 0 = 8.8541 x 10 -12 F/m) and E is energy in Joules.
Link connection time: The time taken by the sensor node to communicate with other sensor nodes (i.e., the signal latency).
Signal strength: The signal strength is measured in terms of hardware specific parameters.
VI. CALCULATION OF MIDPOINT
The coordinates of all sector CHs are sent to the MDC. The CH values are provided as X and Y coordinates, as shown in Figure 4 . Generally, the MDC is positioned in the middle of all of the CHs to collect data. The MDC calculates the midpoint using this formula: 
VII. QUALITATIVE ANALYSIS OF PROPOSED TECHNIQUE
This section considers the performance of the proposed method qualitatively. Specifically, this section is designed to aid those considering the use of this approach ascertain whether it may be appropriate to their application through consideration of the identified benefits and drawbacks of the approach.
A. Benefits
WSNs using this approach are comprised of self-organized nodes. This allows network setup to occur in a short period time. It also allows a person to set up a WSN by deploying nodes and simply turning them on. The rest of the organization and configuration will be performed automatically.
Using this adaptive approach, a WSN can easily overcome CH node failures by finding other paths for routing data. This dynamic network topology also means that when a sensor node fails, other nodes can join the failed node's cluster, re-balancing the network.
The proposed approach can also be applied to large-scale networks in numerous fields. It is suitable for battlefield use because of its low setup cost and lack of infrastructure requirements.
WSNs using this approach can also be left unattended, after initial deployment. The WSN largely does the required sensing work on its own. New devices may need to be manually deployed. If a SN fails, a human operator can easily deploy a new unit to replace it which will integrate itself into the applicable cluster and identify its path of communication to the BS.
The approach of dividing the network into clusters conserves the energy stored by the member nodes. Clustering also reduces the number of nodes taking part in long-distance data transmission, reducing the potential for nodes to interfere with nearby nodes. Under the proposed approach, each CH uses a TDMA schedule, so that nodes need to be operating only when they are sensing, or transmitting / receiving data.
From third round onwards, the selection of the CH is performed by the previous CH . This saves energy for all of the member nodes, as it allows this decision making to be performed locally without requiring all of the nodes to communicate (over longer distances) with the BS.
The step of partitioning the network into zones provides the advantage of allowing these two areas to be dealt with differently (and more appropriately to their location). In the inner zone, where the CHs are (comparatively) closer to the BS, data is sent directly to the BS, preventing the delay that would be induced by the store-and-forward process of an intermediate node (as well as the additional power spent on a second local transmission). In the outer zone, the CHs are farther from the BS so MDCs have been used that have greater energy reserves than the CHs (and can be replaced more easily than having to replace numerous nodes).
The CHs also eliminate duplicate data from their area. This reduces overall data transmission needs for the system.
B. Drawbacks
Perhaps the largest problem for WSNs, in general, are the low data rates supported. The rate of transmission of data depends on the frequency used for transmission by the sensor nodes, the type of antenna incorporated and the level of power used. The mobile nature of some components of this approach limits the use of directional antennas which would support higher gain levels and faster transmission (for a given power level and frequency).
The adaptive nature of the proposed network could facilitate the inclusion of an intruder node. Security will need to be considered more fully in future work in this area.
WSNs have higher error rates as compared to wired systems. In some applications, a wired network may be desirable. This approach does not support a fully wired network; however, it may have some application to networks where clusters are locally wired and long-distance transmission is performed by the (selected) CH wirelessly.
The use of a MDC makes the network costlier to build and operate. It also introduces an element of movement into the network which could introduce safety considerations and make the approach unsuitable for many applications.
VIII. CONCLUSION & FUTURE WORK Prolonging network lifetime is very important to maximizing the value that users can obtain from WSNs. In this paper an algorithm that tries to maximize cluster longevity through managing the power consumption of individual nodes and controlling where power is depleted from (facilitating power use on nodes with greater power stores or which are more readily replaceable or rechargeable) has been presented. This algorithm uses a hybrid approach for data transmission and cluster formation. By using a MDC, CH energy consumption is reduced prolonging the lifetime of the network. The advantages of clustering Future work will include additional analysis to determine, mathematically, the tradeoffs between different parameter settings for this algorithm and between this algorithm and nonclustered and non-MDC approaches. Specifically, plans include determining what conditions should be present (or projected) for this type of an approach to be used. Network security also remains an area for additional consideration, in moving from a research system to a system that is suitable for use in the real world.
