We study several variants of Euler sums by using the methods of contour integration and residue theorem. These variants exhibit nice properties such as closed forms, reduction, etc., like classical Euler sums. In addition, we also define a variant of multiple zeta values of level 2, and give some identities on relations between these variants of Euler sums and the variant of multiple zeta values.
Introduction
The classical Euler sums was introduced and studied by Flajolet and Salvy [4] , which are defined by the infinite series In this paper we consider the related quantities
which we call Euler R-sums. Here p := (p 1 , p 2 , . . . , p r ) (r, p i ∈ N, i = 1, 2, . . . , r) with p 1 ≤ p 2 ≤ . . . ≤ p r and q ≥ 2. The quantity w := p 1 + · · · + p r + q is called the weight and the quantity r is called the degree (order). For convenience, repeated summands in partitions are indicated by powers, so that for instance S 1 2 2 3 4,q = S 112224,q = ∞ n=1 H 2 n [H (2) n ] 3 H (4) n n q , R 1 3 2 2 5,q = R 111225,q = ∞ n=0 H 3 n [H (2) n ] 2 H Similarly, we define the alternating harmonic numberH n " in the numerator of the summand, we put a "bar" on the top of p j . In particular, we put a bar on top of q if there is a sign (−1) n−1 appearing in the denominator on the right. For example, (n + 1/2) q (−1) n−1 .
The sums of types above (one of more the p j or q barred) are called the alternating Euler sums and alternating Euler R-sums, respectively. Classical Euler sums may be studied through a profusion of methods: combinatorial, analytic and algebraic. There are many other researches on Euler sums and Euler type sums. Some related results for Euler sums may be seen in the works of [1, 3, 5, 10, 11, 14, 18] and references therein. Clearly, (alternating) Euler sums can be expressed in terms of a Q-linear combination of (alternating) multiple zeta values (explicit formula of (alternating) Euler sums via (alternating) multiple zeta values can be found in [13] ). Flajolet and Salvy [4] also pointed out that every Euler sum is a Q-linear combination of multiple zeta values, but not explicit formula. For non-zero integers k 1 , k 2 , . . . , k r , the (alternating) multiple zeta values (abbr. MZVs) are defined by
where for convergence |k 1 | + · · · + |k j | > j for j = 1, 2, . . . , r, and
Here, we call l(k) := r and w := |k 1 | + |k 2 | + · · · + |k r | the depth and the weight of (alternating) multiple zeta values, respectively. The study of multiple zeta values began in the early 1990s with the works of Hoffman [6] and Zagier [16] . The study of multiple zeta values have attracted a lot of research in the area in the last three decades. For detailed history and applications, please see the book of Zhao [17] . Recently, several variants of multiple zeta values were introduced and studied by Hoffman, Kaneko and Tsumura. Let k 1 > 1, k 2 , . . . , k r be positive integers. Hoffman [7] introduced and studied the multiple t-values (abbr. MtVs)
and Kaneko and Tsumura [9] introduced and studied the multiple T -values (abbr. MTVs)
T (k 1 , k 2 , . . . , k r ) : = 2 r n 1 >n 2 >···>nr >0 n i ≡r−i+1 mod 2 1 n k 1 1 n k 2 2 · · · n kr r = 2 r n 1 >n 2 >···>n k >0 1 (2n 1 − r) k 1 (2n 2 − r + 1) k 2 · · · (2n r − 1) kr .
(1.5)
As their normalized versions, t(k 1 , k 2 , . . . , k r ) := 2 k 1 +···+kr t(k 1 , k 2 , . . . , k r ),
It is clear that these values can be written as a linear combination of alternating multiple zeta values.
In this paper, we define the following variant of the multiple zeta value of level 2,
for non-zero integers k 1 , k 2 , . . . , k r , which we call multiple R-values (abbr. MRVs), if r = 1 and k 1 = k > 0, we let Obviously, MRVs can be written as a linear combination of alternating multiple zeta values. According to the definitions of Euler R-sum and multiple R-value, it is easy to see that every Euler R-sum of weight w and degree r is a Q-linear combination of multiple R-value of weight w and depth at most r + 1.
The purposes of this paper are to establish explicit evaluations of (alternating) Euler Rsums by using the methods of contour integration and residue theorem, which was developed in our pervious paper [12] .
Definitions and Lemmas
We give three definitions, which were defined in [12] .
For convenience, we let A 1 and A 2 to denote the constant sequence {1 k } and alternating sequence {(−1) k }, respectively.
Clearly, if A = A 1 , then the parametric digamma function Ψ (−s; A) becomes the classical digamma function ψ (−s) + γ.
Definition 2.2 Define the cotangent function with sequence A by
It is clear that if letting A = A 1 or A 2 in (2.2), respectively, then it become cot (πs; A 1 ) = cot (πs) , cot (πs; A 2 ) = csc (πs) .
We now provide notations that will be used throughout this paper.
Definition 2.3
For nonnegative integers j ≥ 1 and n, we define
Next, we give four lemmas, these lemmas are basic tools that will be used throughout this paper.
Lemma 2.1 ( [12]) Let p ≥ 1 and n be nonnegative integers, if s ∈ (n − 1, n + 1) \ {n}, then
) Let p and n be positive integers, if s ∈ (−n − 1, −n + 1), then
where σ n is defined by the symbol of n, namely,
We define a kernel function ξ (s) by the two requirements: 1. ξ (s) is meromorphic in the whole complex plane. 2. ξ (s) satisfies ξ (s) = o(s) over an infinite collection of circles |s| = ρ k with ρ k → ∞. Applying these two conditions of kernel function ξ (s), Flajolet and Salvy gave the following residue lemma. 
Main Results
In this section, we study the reduction of (alternating) Euler R-sums by using contour integration. We need the following identities.
These identities can be proved by direct calculations. 
where R (AB) (q) is defined by
Proof. In the context of this paper, the theorem results from applying the kernel function π cot (πs; A)
to the base function r(s) = (s + 1/2) −q . Namely, we need to compute the residue of the function
The only singularities are poles at the integers. At a negative integer −n the pole is simple and the residue is
At a non-negative integer n, the pole has order p + 1 and the residue is
Finally the residue of the pole of order q at −1/2 is found to be
Here we used the formulas (2.3)-(2.5) and (3.1)-(3.2). Summing these three contributions yields the statement of the theorem. Clearly, 
7)
where ζ(0) = ζ(0) := −1/2, ζ(1) := 0 and R(1) := 2 log(2).
Note that the formula (3.4) can also be found in [15] . From (3.5)-(3.7), we can get the following cases.
We see that in (3.4) and (3.5), if p + q is odd, two modified forms of the identities hold, but without any (alternating) linear Euler R-sum occurring. Similarly, in (3.6) and (3.7), if p + q is even, two modified forms of the identities hold, but without any (alternating) linear Euler R-sum occurring. These give back well-known nonlinear relations between (alternating) zeta values and R-values. Next, in a same way, we establish a 'duality' sum formula of Euler type sums. 
Proof. Consider 
Clearly, f 2 (s; A, B) also has a pole of order p + q + m at s = 0. Using (3.2) we find that
Summing these two contributions, we thus immediately deduce (3.8) to complete the proof. Hence, setting A, B ∈ {A 1 , A 2 } in Theorem 3.3 yields many linear relations between (alternating) linear Euler R-sums and polynomials in (alternating) single R-values. For example,
Now, we evaluate the quadratic Euler type sums in the same manner as in the above. Let C := {c k }, −∞ < k < ∞ be a sequence of complex numbers with c k = o k λ (λ < 1) if k → ±∞, and let
Theorem 3.4 Let m, p and q > 1 be positive integers with A, B and C defined above, we have
n−1 (p) (n − 1/2) q a n−1
where Res[f 3 (s; A, B, C), s = −1/2]
are reducible to (alternating) linear R-sums.
Proof. Letting A, B, C ∈ {A 1 , A 2 } in Theorem 3.4 yields the desired description. Note that the evaluation of R mp,q was proved in [15] . Next, we give a general reduction description of Euler R-sums.
Theorem 3.6 For positive integers p 1 , . . . , p r and q > 1, (alternating) Euler R-sum R e 1 e 2 ···er,q (e j ∈ {p j ,p j } reduces to a combination of sums of lower orders whenever the weight p 1 +p 2 +· · ·+ p r +q and the order r are of the same parity. (alternating) Euler R-sum R e 1 e 2 ···er,q (e j ∈ {p j ,p j } reduces to a combination of sums of lower orders whenever the weight p 1 + p 2 + · · · + p r + q and the order r are of the different parity.
Proof. Considering
and using residue computation, we obtain
n−1 (p i ) (n − 1/2) q a n−1 + (sums of degree ≤ r) = 0.
Thus, with direct calculations, we may easily deduce the desired description.
Multiple R-Values
In this section, we establish some explicit evaluations of MRVs. It is well-known ( [2] ) that the generating function of the 'height one' multiple zeta values is given in terms of the gamma function:
We can give the following R-version of this formula. 
1)
where |x| < 1/2, |y| < 1/2 and |x + y| < 1/2.
Proof. According to the definition of MRVs, it is easy to see that
Multiplying both sides by x m y n and summing both sides over m, n gives ∞ m,n=1
Then, we use the relation between Eulerian Beta function and Gamma function
to complete the proof. (2 n − 1)x n + y n − (2 n − 1)(x + y) n n ζ(n) . Hence, an elementary calculation yields
(2 n − 1)x n + y n − (2 n − 1)(x + y) n n ζ(n) . and if s ∈ (−n − 1/2, −n + 3/2) and n > 0, then
5)
where R(1) := 2 log(2) and ζ(1) := 0 wherever it occurs. When p = 1, in which cases one should replace ψ (0) (−s) by ψ(−s) + γ.
Applying Lemma 4.3, we can prove the following theorem. Conjecture 4.6 Let k = (k 1 , . . . , k r ) be an admissible index and assume its depth r and weight k 1 + · · · + k r are of different parity. Then R(k) can be expressed as a Q-linear combination of (alternating) multiple zeta values of lower depths and products of (alternating) multiple zeta values with sum of depths not exceeding r?
