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Deep Learning Architecture for Short-Term
Passenger Flow Forecasting in
Urban Rail Transit
Jinlei Zhang , Feng Chen, Zhiyong Cui , Yinan Guo, and Yadi Zhu
Abstract— Short-term passenger flow forecasting is an essential
component in urban rail transit operation. Emerging deep
learning models provide good insight into improving prediction
precision. Therefore, we propose a deep learning architecture
combining the residual network (ResNet), graph convolutional
network (GCN), and long short-term memory (LSTM) (called
“ResLSTM”) to forecast short-term passenger flow in urban
rail transit on a network scale. First, improved methodologies
of the ResNet, GCN, and attention LSTM models are presented.
Then, the model architecture is proposed, wherein ResNet is used
to capture deep abstract spatial correlations between subway
stations, GCN is applied to extract network topology information,
and attention LSTM is used to extract temporal correlations. The
model architecture includes four branches for inflow, outflow,
graph-network topology, as well as weather conditions and air
quality. To the best of our knowledge, this is the first time that
air-quality indicators have been taken into account, and their
influences on prediction precision quantified. Finally, ResLSTM
is applied to the Beijing subway using three time granularities
(10, 15, and 30 min) to conduct short-term passenger flow
forecasting. A comparison of the prediction performance of
ResLSTM with those of many state-of-the-art models illustrates
the advantages and robustness of ResLSTM. Moreover, a compar-
ison of the prediction precisions obtained for time granularities
of 10, 15, and 30 min indicates that prediction precision increases
with increasing time granularity. This study can provide subway
operators with insight into short-term passenger flow forecasting
by leveraging deep learning models.
Index Terms— Attention long short-term memory, deep
learning, graph convolutional network, residual network,
short-term passenger flow forecasting.
I. INTRODUCTION
SHORT-TERM traffic demand forecasting has attractedsignificant research interest owing to its critical real-world
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applications. In urban rail transit (URT), for example, short-
term passenger flow forecasting (STPFF) can provide real-time
traffic information to help passengers make rational scheduling
decisions and help transit operators control ridership inflow to
avoid congestion, or adjust train timetables to accommodate
more passengers in peak hours. Many researchers have devoted
considerable effort to studying STPFF in URT. Consequently,
STPFF has developed significantly in recent decades.
In the early stage, STPFF development is represented by
conventional mathematical statistics-based methods such as
the historical average, ordinary least squares, logistic regres-
sion, autoregressive integrated moving average (ARIMA),
Kalman filter, and k-nearest neighbor models. Many
researchers have also summarized these models [1]. Because
URT did not initially develop so fast that researchers neglected
to consider the application of STPFF to URT. However,
most of these models are no longer used to analyze road
traffic because they cannot meet “real-time” requirements and
cannot achieve higher precision than current state-of-the-art
models.
With the development of machine learning, some machine-
learning-based models and hybrid prediction models are intro-
duced for STPFF, such as backpropagation neural networks
(BPNNs) [2], random-forest learning [3], and support vector
machine (SVM) [4] models. In this stage, more studies began
to focus on STPFF with the gradual development of URT. For
example, Roos et al. combined dynamic Bayesian networks
with Gaussian mixture models to conduct STPFF in URT [5].
Li et al. [6] built multiscale radial-basis-function networks to
perform STPFF in URT. Some studies combined ARIMA with
wavelet decomposition, SVM and BPNNs to conduct STPFF
in URT [7]–[9]. These hybrid models exhibit significantly
better prediction precision than most mathematical statistics-
based models. However, most of these models cannot consider
spatial correlations in the model formulation. Furthermore,
researchers always take one or several subway stations as
examples to verify their models. For simultaneous forecast in
a network with several hundred subway stations, such models
cannot perform well.
As a branch of machine learning, deep learning models
become prevailing nowadays. Since deep-belief networks were
initially proposed in 2006 [10], deep neural networks (DNNs)
have received enormous attention for applications in com-
puter science. With the rapid expansion of traffic infrastruc-
tures, numerous researchers have applied DNNs to achieve
STPFF in URT and road traffic because of their powerful
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ability to capture spatiotemporal, topological, and much other
information.
The typical deep learning models include long short-term
memory (LSTM) [11] and gated recurrent units (GRUs) [12].
Although Guo et al. [13] proposed a hybrid SVM–LSTM
model to predict short-term abnormal flow in URT, they did
not take spatial correlations between stations into account.
Tang et al. [14] proposed an LSTM model to forecast outflows,
wherein time-cost and spatial-correlation matrices were used
in this study. Li et al. [15] built a dynamic radial basis
function (RBF) neural network to forecast outflows. These two
studies only involved outflow, but inflow is more significant
for URT operation. Furthermore, they did not consider spatial
correlations.
Some models are also prevailing, such as convolu-
tional neural networks (CNNs) [16], convolutional LSTM
(ConvLSTM) [17], and stacked autoencoders (SAEs) [18].
Although Liu et al. [19] built a deep learning architecture
by considering spatiotemporal, environmental, and operational
factors, their model could be applied only to several subway
stations rather than a whole network. Since residual neural
networks (ResNets) have been proposed [20], researchers have
applied them to road-traffic scenarios such as bus [21] and
taxi [22] flow predictions. To the best of our knowledge,
however, there have been fewer such applications of ResNets
to STPFF in URT. Li et al. [23] introduced an innovative deep
belief network to conduct multi-step predictions. The missing
values were estimated during data processing [24]. Overall,
these models did not consider the topological information of
the network.
Although many models have considered spatiotemporal
and topological information [25]–[28], external factors such
as weather conditions and air quality were often neglected.
Since passengers may adjust their trips when encounter-
ing bad weather conditions or heavily polluted atmosphere,
such external factors are also important in traffic prediction.
Li et al. [29] introduced a graph CNN to conduct STPFF in
URT. Similarly, Han et al. [30] built spatiotemporal graph
CNNs to predict short-term ridership in a citywide metro
network. Although these studies extracted spatial correlations
between stations from network topology, they did not consider
external factors, such as weather conditions, events, or air
quality.
In this study, we build a deep learning architecture called
“ResLSTM,” combing ResNet, GCN, and attention LSTM
to conduct STPFF in URT on a network scale. In addition
to the spatiotemporal correlations between subway stations,
the topological relationships between them, as well as weather
conditions and air quality, are also incorporated into ResLSTM
to determine how such factors affect passenger travel. We com-
pare the performance of the proposed ResLSTM model with
that of several prevailing state-of-the-art models. The exper-
imental results show that the proposed ResLSTM model
outperforms those baseline models. The main contributions
of the proposed architecture are as follows.
1) The proposed ResLSTM model considers not only spa-
tiotemporal features but also network topology as well as
weather conditions and air quality. Moreover, the ability
to make real-time predictions with high precision on a
network scale is realized.
2) The proposed ResLSTM architecture is so robust that
there is only a negligible effect on prediction precision
when deleting one of the four branches that constitute
the architecture.
3) The influences of weather conditions and air quality
on prediction accuracy are quantified. The prediction
accuracy is improved in terms of the evaluation metrics.
The remainder of this paper is organized as follows.
In Section II, methodologies of ResNet, GCN, and attention
LSTM are presented. In Section III, the architecture of the
proposed ResLSTM model is described. In Section IV, case
study results are discussed. The main findings and limitations
of the current study and their significance are summarized and
directions for future research are proposed in Section V.
II. METHODOLOGY
The architecture of our model was primarily designed based
on ResNet, GCN, and attention LSTM. Therefore, we briefly
introduce the respective methodologies of these components
in this section.
A. ResNet
Network passenger flows can be treated as preprocessed
images when applying CNN [16]. Previous studies have
shown that deeper models can extract more enriched fea-
tures [31]. However, deeper models are not always better
because of vanishing or exploding gradients [32]. Hence,
in 2015 He et al. [20] proposed ResNet, which contains a
skip connection, as shown in Fig. 1 (a). The purpose of the
ResNet model is to train network output as follows:
Xl+1 = F (Xl) + Xl , (1)
where Xl and Xl+1 represent residual block input and output,
respectively.
In this study, we adopt an improved residual block [33],
as shown in Fig. 1 (b). In the improved residual block, gradi-
ents can be unimpededly passed to any earlier layers through
shortcut connections, thus solving the vanishing or explod-
ing gradient problem. An example of a residual block with
32 filters used in our study is shown in Fig. 2, where
“Conv” indicates a convolutional layer, “BN” denotes a batch-
normalization layer, and “ReLU” represents an activation
layer.
B. GCN
CNN-related models generally treated traffic networks as
grid matrices. However, such processes neglect the influ-
ence of network topology on prediction precision. Therefore,
we applied GCN, as shown in Fig. 3, to capture URT-network
topological dependencies. Take general graph G = (V , E) as
an example, where V is the set of vertices and E is the set of
edges representing the relationships between adjacent nodes,
the GCN functions can then be defined as follows [34]:
H l+1 = f
(
H l, A
)
= σ(Dˆ− 12 AˆDˆ− 12 H lWl ), (2)
H l′ = Dˆ− 12 AˆDˆ− 12 H l, (3)
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Fig. 1. Residual block (a) and comparison of original and improved residual
blocks (b).
Fig. 2. Dimensions of tensors flowing in the residual block.
where Aˆ = A + I , A ∈ Rn×n is the adjacency matrix, I
is the identity matrix, Dˆ is the diagonal node-degree matrix
of Aˆ, W is the weight matrix of the l th layer, H ∈ Rn×m is
the feature matrix, wherein m is the number of features of
each of the n nodes, H ′ ∈ Rn×m is the feature matrix with
topological information, and σ (·) is an activation function.
However, some previous works have shown that stacking
multiple GCN layers not only leads to higher complex-
ity during backpropagation but also to gradient vanishing
[35], [36], thereby degrading the performance of deeper GCNs.
Moreover, oversmoothing, which means multiple features of
the same vertex converge to the same value, is also a common
Fig. 3. Graph convolutional network.
problem that arises with deeper GCNs [37]. Therefore, in this
study, we extend GCN into ResNet GCN to mitigate such
drawbacks. Each input matrix In is treated as a graph signal,
which is then transformed according to
In′ = Dˆ− 12 AˆDˆ− 12 In, (4)
where Dˆ− 12 AˆDˆ− 12 is the symmetric normalized Laplacian,
as shown in (3), In∈Rs×t is the input, where s is the number
of subway stations and t represents historical timesteps for
each station. The transformed In′ has the same shape as In
and contains rich network topological information that was
subsequently used as ResNet input.
C. Attention LSTM
The LSTM attention mechanism has been shown to be
effective in predicting traffic flow. Because the attention
mechanism has been successfully used for machine translation
since its introduction [38], many researchers have applied
it to STPFF [39]–[41]. Therefore, to capture the different
weights of features extracted from former network layers,
we introduced attention LSTM to our model.
Conventional attention LSTM is used to capture the weight
scores of different timesteps, usually by assigning heavier
weight scores to adjacent timesteps and lower ones to those
further apart. However, traffic prediction models, which are
affected by many factors such as weather conditions, pas-
senger enter and exit flows, and network topology, are so
sophisticated that assigning weight scores based on recentness
is insufficient [41]. Therefore, based on previous work by
Wu et al. [41], we use a fully connected network to obtain
weights that can be scored according to the input or LSTM
output. Preliminary test results indicated that the latter was
more effective; therefore, LSTM output weight is automati-
cally scored in the proposed model. Let matrix Out∈Rm×n
be the LSTM output, where m and n represent the timesteps
and number of features of each timestep, respectively. Then,
the attention-based output (Out ′) can be obtained by
A = f (W ◦ Out + b), (5)
Out ′ = A ◦ Out, (6)
where A is a weight matrix whose shape is identical to that of
Out, “◦” denotes the Hadamard product, f represents the fully
connected layer (which can be activated by different activation
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Fig. 4. ResLSTM model architecture.
functions such as sigmoid functions), W is the weight matrix
of f , and b is the bias.
III. MODEL DEVELOPMENT
Herein, we describe the ResLSTM model architecture,
as shown in Fig. 4, which comprises four branches. All input
data are obtained for times t − n to t , and output data are
inflows from time t + 1. Branch 1 uses the inflows to capture
spatiotemporal features. Branch 2 is identical to Branch 1
except it uses the outflows. Branch 3 extracts network topolog-
ical information. Branch 4 represents the impacts of weather
conditions and air quality on prediction precision. Moreover,
attention LSTM is used in the trunk to obtain the output
data. A detailed model architecture description is presented
in subsections A to E.
A. Branch 1: Inflow
Prior knowledge of historical inflow is the most important
for predicting network inflow. Therefore, Branch 1 captures
the inflow. In previous studies, the relationship between inflow
and outflow has always been indicated by a model showing
two channels [22], [29], [30]: one corresponding to inflow
and the other to outflow. However, when three patterns (such
as real-time, daily, and weekly patterns) must be considered,
the model should have three branches, which significantly
increases its complexity. Therefore, we propose the method
of separately considering inflow and outflow. Initially, for a
given station in a subway-station network, inflow and outflow
are only slightly related, which is completely different from
a road-traffic network; a subway station showing large inflow
may show only small outflow. Furthermore, treating inflow
and outflow separately can decrease model complexity without
decreasing prediction precision.
Nowadays, real-time inflow and outflow in a subway station
can be obtained by automatic fare collection (AFC) systems.
Therefore, we considered three inflow patterns: real-time,
daily, and weekly patterns. The inflow time series is given by
X ps,t =


x
p
1,t−n x
p
1,t−n+1 x
p
1,t−n+2 · · · x p1,t
x
p
2,t−n x
p
2,t−n+1 x
p
2,t−n+2 · · · x p2,t
x
p
3,t−n x
p
3,t−n+1 x
p
3,t−n+2 · · · x p3,t
...
...
...
. . .
...
x
p
s,t−n x
p
s,t−n+1 x
p
s,t−n+2 · · · x ps,t


, (7)
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where s is the number of subway stations and t represents the
historical timesteps for each station. Stations are ordered in
columns according to their line number, e.g., line 1, line 2,
etc. In each line, adjacent stations are placed in adjacent rows
according to train direction, where “p” represents different
patterns. If p represents real-time, daily, or weekly patterns,
Xrs,t , Xds,t , and Xws,t represent inflow time series corresponding
to the same day, previous day, or previous week, respectively.
As shown in Branch 1, to predict inflow for time t + 1,
we organize time series from three patterns for times t −4 to t
into a single three-channel “image.” The Branch 1 input is
given by
I1 = (Xrs,t , Xds,t , Xws,t ). (8)
Data are input into two residual blocks, the first showing
32 filters and the second showing 64. Then, the data are
flattened and fully connected with 276 neurons. The Branch 1
output data are then input into the feature-fusion section.
B. Branch 2: Outflow
Outflow processing for Branch 2 is identical to the inflow
processing for Branch 1. Hence, the Branch 2 input is given by
I2 = (X ′rs,t , X ′ds,t , X ′ws,t), (9)
where X ′ represents the outflow.
C. Branch 3: Graph Signal
Traffic-network topology has been proven to be important
for STPFF [29], [30]. To overcome the drawbacks discussed in
Section II-B, we use a ResNet GCN, as shown in Branch 3 in
Fig. 4, to capture the influence of network topology. We only
consider the real-time pattern because the network topology
does not change. According to (4), (7), and (8), the original
input for ResNet GCN is
I3 = Dˆ− 12 AˆDˆ− 12 (Xrs,t ). (10)
Input data are subsequently processed according to the
method described for Branch 1.
D. Branch 4: Weather Conditions and Air Quality
Although a few researchers have considered the impact
of weather conditions on STPFF [19], to the best of our
knowledge, none have considered the impact of air quality
on STPFF. However, weather conditions and air quality are
both essential information for people scheduling their travel
plans. For example, cold weather and heavily polluted air often
impede passengers’ nonemergency, nonessential travels.
The dataset used in this branch, therefore, contained two
subsets: weather conditions showing the real-time tempera-
ture (◦C), dew point temperature (◦C), relative humidity (%),
and wind speed (m/s), all of which were recorded every half-
hour, as shown in Table I; and air quality showing the real-
time air quality index (AQI) and concentrations of atmospheric
particulate matter (PM2.5 and PM10), SO2, NO2, CO, and
O3 (µg/m3), all of which were recorded every hour, as shown
in Table II.
TABLE I
EXAMPLES OF WEATHER-CONDITION DATA
TABLE II
EXAMPLES OF AIR-QUALITY DATA
If we conduct STPFF at time granularity (TG) = 10 min,
the weather-condition data from 05:00 to 05:10 will share the
recorded data from 05:00 to 05:30, as shown in the first row
of Table I. Similarly, the corresponding air-quality data from
05:00 to 05:10 will share the recorded data from 05:00 to
06:00, as shown in the first row of Table II. We obtain the
preprocessed input data for Branch 4 as
I4 = Xw,t =


x1,t−n x1,t−n+1 x1,t−n+2 · · · x1,t
x2,t−n x2,t−n+1 x2,t−n+2 · · · x2,t
x3,t−n x3,t−n+1 x3,t−n+2 · · · x3,t
...
...
...
. . .
...
xw,t−n xw,t−n+1 xw,t−n+2 · · · xw,t


,
(11)
where w represents the 11 indicators used for weather-
condition and air-quality data.
Preprocessed input data are flattened and subsequently
added to the fully connected layer to obtain weighted indi-
cators. Stacked LSTM with 128 and 276 neurons for the first
and second layers, respectively, is then applied. The output
data are then input into the feature-fusion section.
E. Feature Fusion
Because the data output from the four branches is identi-
cal in shape, weighted feature-fusion is easily implemented
according to
Fusion = W1 ◦ O1 + W2 ◦ O2 + W3 ◦ O3 + W4 ◦ O4, (12)
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where O1, O2, O3, and O4 are outputs from the four
branches, W is the corresponding weight vector used to cap-
ture degrees of impact of different features, and “◦” represents
the Hadamard product. The W has the same shape dimensions
with the outputs. The values in the weight vector W are
initialized randomly before training and can be updated during
backpropagation.
Attention LSTM, described in Section II-C, is then applied
after feature fusion [14]. The LSTM output is subsequently
flattened and fully connected with 276 neurons to generate
the final output.
IV. CASE STUDY RESULTS AND DISCUSSION
Herein, we describe the dataset, present the detailed model
configuration, and compare the performances of the different
models evaluated.
A. Dataset Description
The AFC data used in this study were collected from the
Beijing subway between 05:00 and 23:00 for five consecutive
weeks from February 29 to April 3, 2016. There were 17 lines
and 276 subway stations (excluding the airport express line
and the stations on it) in March 2016 in Beijing. Only data
from the 25 workdays in the target period are applied to this
study, constituting 130 million records. Every record contains
the card number, entry-station number, exit-station number,
entry time, exit time, entry-station name, and exit-station
name. Inflow and outflow time series are extracted according
to (7). The TGs used in our study are 10, 15, and 30 min.
Therefore, it is easy to integrate the results predicted for
TG = 10 and 15 min into those predicted for TG = 30 min to
compare prediction performances for different TGs. Examples
of weather-condition and air-quality datasets are provided
in Section III-D.
B. Model Configuration
The model was implemented using TensorFlow and
Keras [42]. We used data from the first four weeks to train the
models and data from the final week to test them. The valida-
tion split rate was set as 0.2 to calibrate the model. To balance
the tradeoff between model training time and prediction preci-
sion, we used the previous five network timesteps to forecast
the next one by trial and error. For Branch 1, the first residual
block has 32 filters; the second has 64. The kernel size is 3∗3.
The fully connected layer consists of 276 neurons. Branches 1,
2, and 3 show the same configuration. For Branch 4, the fully
connected layers consist of 276 neurons and the two LSTM
layers consist of 128 and 276 neurons. For feature fusion,
the attention LSTM and final fully connected layers consist
of 128 and 276 neurons, respectively.
To avoid inappropriate parameter initialization, we trained
the proposed ResLSTM and baseline models for multiple times
before the hyperparameters are determined. During the training
procedure, we used the Model Checkpoint and Early Stopping
technique to save the best model and avoid overfitting [42].
Before Early Stopping, both the training loss and validation
loss are shown in Fig. 5. As is shown, the training loss
Fig. 5. Variation for training loss and validation loss.
and validation loss present a significant vibration for the first
150 epochs. After the 150 epochs, the two losses remain stable
and only suffer from a slight vibration, which shows the strong
robustness of the proposed model.
C. Baseline Models
In this study, we compare the performances of several
models. Note that when using ARIMA to conduct STPFF on
a subway network, we had to build 276 models representing
each of the 276 stations. Except for ARIMA, all the benchmark
models were used to obtain overall results for the 276 stations
by training only a single model, and their optimizers are
Adam with a learning rate of 0.0001. For the five variants
of ResLSTM, the other configurations are the same with
ResLSTM. The specific configurations are as follows.
ARIMA [43]: A representative conventional mathemat-
ical statistics-based model. We used Expert Modeler in
the Statistical-Package-for-the-Social-Sciences (SPSS®) soft-
ware (IBM Corp., USA) to obtain the best ARIMA results
automatically.
BPNN: The BPNN has two hidden layers, each containing
100 neurons.
Support Vector Regression (SVR) [44]: The kernel of
SVR in scikit learn is set as radial-basis function (RBF–SVR).
The regularization parameter C is set as 1.0. The tolerance for
stopping criterion is set as 0.001.
Vanilla RNN, LSTM [11], and GRU: All of them have
two kernel layers, each containing 100 neurons.
CNN and ConvLSTM [16], [45]: Both of them have two
kernel layers with 32 and 64 filters, respectively. The kernel
size is 3∗3.
ResLSTM-GCN: We only adopted Branch 3.
ResLSTM-No graph: We deleted branches 3.
ResLSTM-No W&A: We deleted branches 4.
ResLSTM-No A: We deleted the air quality data.
ResLSTM-TC: We organized the inflow and outflow as two
channels. That is, Branches 1 and 2 are transformed into three
branches, each containing one pattern and two channels for
inflow and outflow.
D. Loss Function and Evaluation Metrics
We adopt end-to-end training to optimize the model. The
mean-squared error (MSE) is used as the loss function.
Authorized licensed use limited to: Beijing Jiaotong University. Downloaded on July 09,2020 at 01:33:34 UTC from IEEE Xplore.  Restrictions apply. 
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
ZHANG et al.: DEEP LEARNING ARCHITECTURE FOR STPFF IN URT 7
TABLE III
COMPARISON OF PREDICTION PERFORMANCES OBTAINED USING DIFFERENT TGS IN DIFFERENT MODELS
The optimizer is “Adam” with a learning rate of 0.001.
We apply three indicators to evaluate model performance: root-
mean-squared error (RMSE), mean-absolute error (MAE), and
weighted-mean-absolute-percentage error (WMAPE). They
are given by:
Loss = MSE = 1
n
∑n
i=1 (yi − yˆi )
2, (13)
RM SE =
√
1
n
∑n
i=1
(
yi − yˆi
)2
, (14)
M AE = 1
n
∑n
i=1
∣∣(yi − yˆi )∣∣ , (15)
W M AP E =
∑n
i=1 (
yi∑n
j=1 y j
∣∣∣∣ yi − yˆiyi
∣∣∣∣), (16)
where yi is the actual value, yˆi is the predicted value, n is
the number of samples, and
∑n
j=1 y j is the sum of the actual
values.
E. Results and Discussion
1) Network-Wide Prediction Performance: The prediction
performances are shown in Table III and Fig. 5. As shown in
Table III, deep learning models considerably outperform math-
ematical statistics-based and machine-learning-based models
in most cases. The RBF–SVR model performs the worst, even
worse than ARIMA. The reason may be that we built 276 mod-
els representing each of the 276 stations when conducting
ARIMA, while the SVR was used to obtain overall results for
the 276 stations by training only a single model. Moreover,
the SVR is unsuitable for the regression of large datasets due
to its higher computation cost. The second-worst model is
ARIMA. Although each subway station has its own individual
model in ARIMA, the prediction performance is poor because
ARIMA cannot capture the comprehensive nonlinear features
of passenger flows.
Among deep learning models, all the convolution-based
models perform better than the recurrence-based models
when only a single model is used for network predictions.
Both LSTM and GRU perform better than Vanilla RNN,
as expected. ConvLSTM performs better than CNN because
ConvLSTM can capture more temporal information. However,
the performance of ConvLSTM worsens with increasing TG.
A decrease in the number of samples may account for such
phenomena.
Among ResLSTM and its five variants, the complete
ResLSTM performs best because many features includ-
ing inflow, outflow, network topology, as well as weather
conditions and air quality are fully taken into account.
It is worth mentioning that the proposed architecture
presents strong robustness; that is, even when one branch is
deleted, prediction results do not change significantly (see
results of ResLSTM-No Graph, ResLSTM-No W&A, and
ResLSTM-No A).
For the topological information, satisfactory results are
obtained using only Branch 3 (see results of ResLSTM-GCN),
which strongly demonstrates the robustness of the proposed
architecture. Although all the models show similar prediction
performances when TG = 10 min, ResLSTM begins to show
its superior prediction performance and the gaps between
the performances of ResLSTM and its variants widen when
TG is increased from 10 to 30 min. Moreover, ResLSTM
always performs best regardless of whether TG = 10, 15,
or 30 min. Comparing the prediction performances of
ResLSTM-No Graph and ResLSTM shows that network topol-
ogy has some influence on prediction precision.
For the weather conditions and air quality, compar-
ing the prediction performances of ResLSTM-No W&A,
ResLSTM-No A, and ResLSTM, we can infer using common
sense that the introduction of weather-condition and air-quality
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Fig. 6. Comparison of prediction performances obtained for different models and TGs.
Fig. 7. Comparison of actual values and predicted values for Tiantongyuan Station.
Fig. 8. Comparison of actual values and predicted values for Xizhimen Station.
Fig. 9. Comparison of actual values and predicted values for Beijing West Railway Station.
datasets increases prediction precision. If the weather is very
cold or air pollution is critically high (e.g., higher PM2.5 and
PM10), people will reduce or eliminate unnecessary travel,
meaning these external factors may affect passenger volume.
Moreover, this influence is quantified, with the RMSE, MAE,
and WMAPE decreasing from 60.13 to 56.96, 34.14 to 32.58,
and 6.43 to 6.13%, respectively, by considering weather and
air quality when TG = 30 min.
Comparing the prediction performances of ResLSTM-TC
and ResLSTM, we can infer that treating passenger flow
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TABLE IV
COMPARISON OF PREDICTION PRECISIONS
OBTAINED USING DIFFERENT TGS
separately will not only save computation cost but will also
retain prediction precision.
2) Prediction Performance of Individual Stations: We chose
three typical stations to analyze the prediction performance
of individual stations. The first one is Tiantongyuan station,
a large community station with millions of people living
around it. The second one is Xizhimen station, a typical
traffic hub with three subway lines interchanging there and
many bus stops nearby. The last one is Beijing West Railway
station, a subway station near the large railway station. The
predicted results for these three typical stations in three time
granularities are shown as follows.
For Tiantongyuan station, as shown in Fig. 7, the predicted
values are always in line with the actual values for all the
three time granularities, no matter in peak periods or non-
peak periods, showing the strong robustness of the ResLSTM.
Because Tiantongyuan station is located around a large resi-
dential community, there are thousands of people commuting
in the morning. Therefore, the morning peak is obvious and
the flow regularity is significant, which contributes to the
performance.
As a large traffic hub, the inflows from Xizhimen
station presents double-peak characteristics. As shown
in Fig. 8, the model also keeps a favorable performance
for all the three time granularities, especially in peak
periods.
Different from the two stations, the inflows from Beijing
West Railway station represent low regularities and suffer a
significant variation. However, as shown in Fig. 9, the model
can still capture the variation trend. Moreover, with the time
granularities increasing from 10 min to 30 min, the fitting
becomes better, indicating that the prediction performance is
improved.
In summary, the proposed model can conduct a precise
prediction not only on a network scale but also on a station
scale.
3) Prediction Performance in Different TGs: To compare
the prediction precisions obtained for different TGs, we aggre-
gated the results obtained when TG = 10 and 15 min into
corresponding results obtained when TG = 30 min and then
computed corresponding evaluation indicators. The results
are shown in Table IV, in which it can be observed that
prediction precision gradually increases with increasing TG.
When TG is 10∗3 min and 30 min, the RMSE, MAE, and
WMAPE all decrease from 61.55 to 56.96, 35.22 to 32.58,
and 6.63 to 6.13%, respectively. From a statistical perspective,
it is because the passenger-flow similarity and regularity
increase when flows are aggregated under larger TGs, thereby
contributing to better overall prediction precision.
In summary, the proposed ResLSTM model presents a
satisfactory ability to conduct STPFF in URT. It also shows
strong robustness that is favorable for practical real-world
applications.
V. CONCLUSION
In this study, we proposed a deep learning architecture
called ResLSTM incorporating ResNet, GCN, and attention
LSTM. To the best of our knowledge, this is the first time
that air-quality indicators such as PM2.5 and PM10 have been
considered in STPFF. Moreover, the influences of weather
conditions and air quality on prediction precision were quanti-
fied. In addition, we combined GCN and ResNet to overcome
the drawbacks of GCN. The main conclusions are summarized
as follows.
1) The ResLSTM model was able to capture not only
the spatiotemporal features of passenger flows but also
network topological information as well as the influences
of weather conditions and air quality on prediction
precision.
2) The ResLSTM model showed strong robustness, which
is essential for real-world applications. Moreover,
the prediction precisions were favorable when conduct-
ing STPFF on a network scale for nearly 300 subway
stations.
3) Weather conditions and air quality were proven to have
considerable influence on prediction precision and the
influence was quantified.
4) The prediction precision increased with increasing TG
because of the higher similarity and regularity when
passenger flows were aggregated under a higher TG.
However, there are several limitations to our study. For
example, we did not consider weekend passenger flows owing
to substantial fluctuations and less regularity. Multistep predic-
tions should also be explored in the future. Moreover, model
interpretability is currently poor because the proposed model
is a “black box”, wherein data are fed to obtain satisfactory
predictions without disclosing the applied process. Future
studies should attempt to compensate for these limitations.
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