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This work investigates whether population vector coding, a distributed computational
paradigm, could be a principle mechanism for performing sensorimotor and frames of
reference transformations. This paper presents a multilayer neural network that can perform
arbitrary three-dimensional rotations and translations. We demonstrate, both formally and
numerically, that the non-linearity of these transformations can be resolved thanks to the
recurrent and concurrent activities of continuous populations of neurons.
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When performing various sensorimotor tasks, including visuomotor and mental
rotations, the brain faces the problem of transferring information across different
frames of reference. For instance, visually guided movements require that visual
information gathered in a retina-based frame of reference (FR) be transferredsee front matter r 2004 Elsevier B.V. All rights reserved.
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Evidence that the brain encodes part of the visual and motor information in these
different frames of reference is corroborated by a number of neurophysiological
experiments [2,4,7]. It is, however, still unclear whether the FR transformations
along the visuo-motor pathway follows such a simple, serial and linear decomposi-
tion.
The idea that sensory and motor information is represented in a distributed
fashion through population of neurons has received considerable attention.
Population vector coding was originally proposed as a plausible way to interpret
the macroscopic effect of the joined activities of large sets of neurons [16]. It was later
shown to be a computational paradigm shared by several areas of the nervous
system, including proprioceptive receptors, such as muscle spindles [11], the motor
cortex [7,16], and parts of the sensorimotor pathway, such as the posterior parietal
cortex [4,15] and the superior temporal sulcus [2]. Population vector coding appears,
thus, to be a common principle of brain organization, through which different neural
populations interact and share information in the purpose of accomplishing tasks, by
integrating multimodal information for distributed control across the whole body.
In this paper, we investigate how population vector coding can be used as a
principle mechanism to accomplish FR transformations. The majority of related
works [3,5,12] model the non-linear multiplicative response of the population by
either assuming that the activation function of the neurons in the population
produces a multiplicative response of the neuron’s input (sigma-pi neurons) or that
the synaptic strength between two neurons could be gated by a third part neuron. In
contrast, following work by Salinas and Abbott [13], we derive the multiplicative
property of the population output from the concurrent activity of a population of
integrative neurons. Keeping the integrative properties of neurons is fundamental to
remain in line with a biological account of the neural response. Prior studies
considering frames of reference transformations using population codes with strictly
additive synaptic inputs [6,10,13] have overlook a major effect. Indeed, the
population vector, resulting from such transformation, exhibits a difference in its
amplitude relative to its original value. To ﬁll this gap, we investigate a method by
which one can constrain this error within strict and acceptable bounds.
This paper is divided as follows: Section 2 describes the population vector coding
paradigm and deﬁnes the notations. Then, the fundamental building block of our
model will be presented. It consists in a two layers attractor network that is capable
to produce a basic non-linear transformation. The next section will then explain how
we applied this mechanism to perform frames of reference transformations, and
ﬁnally, we will report our results on simulations analyzing the properties of the
model.2. Population vector coding
Let O be a continuous population of neurons where each unit participating in the
population is characterized by its preferred direction ~r: For a given population, the
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subspace deﬁned by
GðNÞ ¼ f~r 2 RN jk~rk ¼ 1g (1)
that corresponds to a unitary hypersphere of dimension N. In the rest of this paper,
we will consider populations encoding vectors in either two- (2D) or three-
dimensional (3D) spaces, i.e. N 2 f2; 3g: Moreover, unless it is necessary to specify a
value for N, we will omit it.
Let u~r be the neuron’s membrane potential with preferred direction~r; and f ðu~rÞ its
ﬁring activity, where f is a non-linear function equal to f ðxÞ ¼ ½x
þ: The neuron’s
ﬁring activity is, thus, equal to its membrane potential, if it is positive, or to zero
otherwise. Its dynamics follows the general form of a leaky integrator neuron, that is
t _u~rðtÞ ¼ u~rðtÞ þ x~r; (2)
where t is the neuron time constant and x~r is the synaptic input. The ﬁring activity of
each neuron is modeled by a cosine-tuning curve centered on the neuron’s preferred
direction:
u~rðtÞ ¼ bðtÞð~r ~rpðtÞÞ þ aðtÞ; (3)
where bðtÞX0 is the amplitude of the cosine shape response of the population, ~rpðtÞ
the direction encoded by the population and aðtÞ the baseline potential. The external
synaptic input is deﬁned by
x~rðtÞ ¼~r ~vðtÞ þ hðtÞ ¼ bvðtÞð~r ~rvðtÞÞ þ hðtÞ; (4)
where h is an external homogeneous input, and ~v is the vector encoded by the
population. bv is the norm of ~v and~rv the normalized direction given by ~v: Thus, the
neuron’s activity is maximal when the direction coded in the external input is the
closest to the neuron’s preferred direction. To simplify the notation in the rest of this
paper, we will omit the time variable from our equations.
Rewriting Eq. (2) using (3) and (4), we see that the neuron’s potential u~r converges
toward its synaptic input x~r: The response of the whole population, illustrated in0°
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Fig. 1. (Left) Activity proﬁle of a population with preferred directions distributed along a 2D space, such
that~r ¼ ðcosðyÞ; sinðyÞÞ: (Middle) Same as (left), but using a polar representation. The population vector ~P
encoded by this population is superimposed on this ﬁgure. (Right) Activity proﬁle of a 3D population
represented in spherical coordinates with its population vector.
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~P ¼ 1
kða; bÞ
I
G
f ðu~rÞ~rd~r; where kða;bÞ40; (5)
where kða;bÞ is a normalization factor that allows ~P to converge toward the input ~v
(see Eq. (4)). The values taken by kða;bÞ for N ¼ f2; 3g are summarized in Table 1.
When b4jaj; for a ¼ 0; or a=b ¼ Z; k becomes a constant normalization factor. Z is a
constant value in the interval 
0; 1½: When a ¼ 0; kð0;bÞ ¼ k0 ¼ fp=2; 2p=3g; for
N 2 f2; 3g respectively. Finally, when kða; bÞ ¼ 0; it means that the population vector
cannot be recovered because the baseline a is inhibitory and stronger than the
vectorial input with amplitude b; what produces a constant and zero population
activity proﬁle, i.e. the population is silent.
In order to deal with several populations simultaneously, we add a new index to
our variables, corresponding to the name of the population. For instance, the
potential of a neuron with preferred direction ~r in a population Ov is uv~r :
Let us now consider two populations Ov and Ov0 ; where the former projects its
activity to the latter. Let us set the synaptic weights wv!v
0
~r!~r 0 between neuron u
v
~r in Ov
and neuron uv
0
~r in Ov0 by
wv!v
0
~r!~r 0 ¼
1
k0
ð~r ~r 0Þ: (6)
The synaptic input to uv
0
~r is, then:
xv
0
~r 0 ¼
I
Gv
wv!v
0
~r!~r 0 f ðuv~r Þd~r: (7)
Let us now consider the case when the baseline of the source population is set to
zero, i.e. av ¼ 0: All neurons potential will tend toward uv~r ¼~r ~v: In that case, the
synaptic input is equal to
xv
0
~r 0 ¼~r 0 ~v: (8)
This implies that the source population Ov coding for~v in the space deﬁned by the set
f~rg ¼ Gv of its preferred directions, has projected ~v into the target population space
deﬁned by f~r 0g ¼ Gv0 : For instance, if both sets are equivalents, Eq. (7) becomes the
identity. However, if Gv is a 3D subspace and Gv
0
is 2D, (7) becomes a projection of~vTable 1
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Fig. 2. Result of a projection from a 3D population with preferred direction distributed along Gv (dotted
line) to a 2D one distributed along Gv
0
(ﬁlled line).
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0
; as illustrated on Fig. 2. In the rest of this paper, each time,
a synaptic input of the form described in Eq. (8) is mentioned, we will implicitly
consider that it is the result of a projection from another population, as deﬁned by (7).3. Attractor network model
Let us now consider an attractor network [13,18] made of a fully connected
population of neurons whose dynamics is governed by
t _u~r ¼ u~r þ
I
G
w~r 0!~r f ðu~r 0 Þd~r 0 þ x~r;
w~r 0!~r ¼ gðZÞð~r 0 ~r Þ; ð9Þ
where w~r 0!~r are the lateral weights that exhibit symmetric, rotation invariant, and
center surround excitation inhibition characteristics, x~r is the sum over all external
synaptic inputs, and gðZÞ is a scaling factor depending on the network parameter
Z 2
0; 1½ that controls the inﬂuence of the lateral weights. We will see below how to
deﬁne precisely this factor. Let us replace u~r in Eq. (9) using (3). If we put the left-
hand side of this equation to zero, this gives us
8~r 2 GN ; a% þ h  b%ð~r ~r%p Þð1 gðZÞkða%;b%ÞÞ þ bvð~r ~rvÞ ¼ 0; (10)
where a%; b% and~r%p are the values of each time-dependent variable of the population
after convergence. Since (10) is true 8~r 2 G; we can separate each of these variables
and resolve separately the following three equations:
~rv ¼~r%p ;
0 ¼ a% þ h;
0 ¼ b%ð1 gðZÞkða%;b%ÞÞ þ bv: ð11Þ
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have an analytical solution, we can only approximate the value taken by b%:
Let us ﬁrst consider the case in which the external synaptic input is constant across
the whole network, that is when h40 and bv ¼ 0 in Eq. (4). By setting gðZÞ ¼
kðZ; 1Þ1 for Z 2
0; 1½ in Eq. (11), we obtain
0 ¼ b% 1 kðh; b
%Þ
kðZ; 1Þ
 
: (12)
One solution of this equation is b% ¼ 0: This solution is, however, unstable. It also
has the stable solution kðh;b%Þ ¼ kðZ; 1Þ: Recall that kða;bÞ is constant and equal to
kðZ; 1Þ; when the ratio a=b ¼ Z is constant. Since kðh;b%Þ follows h, after
convergence, we get b% ¼ ð1=ZÞh: As an effect, the population produces a
multiplicative response proportional to h, as illustrated in Fig. 3. The membrane
potential of the neuron has the following stable attractor state:
u%~r ¼
hð1þ 1Z ð~r ~rpÞÞ; h40;
h; hp0;
(
(13)
where~rp is strictly dependent on the initial state of the population. Similarly to [14],
when the network receives a constant excitatory global activation, it will converge to
an active state, in which the amplitude of the population vector is ampliﬁed
proportionally to the external homogeneous activity. Conversely, when the external
activity is inhibitory, the network population coding will be turned off, each neuron
becoming silent. This mechanism is known as gain modulation [13,14].
In the opposite case, when the network receives a vectorial input, that
is when h ¼ 0 and bv~rv ¼ ~va~0 in Eq. (4), we can rewrite (11) under these
considerations. It is straightforward to ﬁnd that the amplitude b% after convergence0
0° 90°-90°
f(u )
h = h0
h = 2 h0
h = 3 h0
h = 4 h0
h = 0r
θ
Fig. 3. Activity proﬁle of a population of neurons, sorted relative to their preferred direction ~rðyÞ (see
Fig. 1), which are under the inﬂuence of an homogeneous input h. By considering the global population
activity, the effect of this modulatory input is a multiplicative response.
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b% ¼ 1
wðZÞ bv; where wðZÞ ¼ 1 gðZÞk0; (14)
what gives for the potential u%~r
u%~r ¼
1
wðZÞ bvð~r ~rvÞ ¼
1
wðZÞ ð~r ~vÞ: (15)
This result means that the network tends to match its vectorial input ~v: In order to
consider now the two types of inputs discussed before, we have assumed a linear
approximation of previous solutions (see Eqs. (13) and (15)) that gives
u%~r  h þ
1
Z
h þ 1
wðZÞ bv
 
ð~r ~rvÞ: (16)
3.1. A two layers neural network
The main contribution of this study lies in the creation of a two layers neural
network that is able to produce a non-linear composition of its inputs. Indeed,
frames of references transformations, described in the next section, will be based on
such building block. As illustrated in Fig. 4, the ﬁrst layer of our system consists of
the attractor network described above. We can see that the approximation of its
activity proﬁle (Eq. (16)) reﬂects both the vectorial and constant inputs, plus a
modulatory term in which we are interested. Thus, in order to strictly keep this
multiplicative term, we build another population Oo (o for output) without lateral
weights. It receives projections from the recurrent population using one to one
synapses, and inhibitory inputs corresponding to the negative of the vectorial and
constant inputs of the recurrent population with appropriate scaling, such that
xo~r ¼ Z f ðu~rÞ  h  f
1
wðZÞ bvð~r ~rvÞ
  
: 
v
h
v
v
h
Ω Ωo
Fig. 4. The two layers neural network producing a non-linear composition of its inputs.
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such that uo~r ¼ xo~r ; we obtain, after a substitution in the previous equation using (16),
that the ﬁring rate is equal to
f ðuo~r Þ ¼ f Z f ðu~rÞ  h  f
1
wðZÞ bvð~r ~rvÞ
   

hð~r ~rvÞ; ~r ~rv40; h40;
0; otherwise:
(
ð17Þ
This result shows that this network is capable to encode independently two separate
quantities, that are the direction~rv and the amplitude h, regardless of the intensity of
the directional input bv: In vectorial terms, this means that given a vector ~v and a
scalar h, the output population vector will tend toward hð~v=k~vkÞ: Therefore, this
model can be used to form a vectorial basis, but also, as will be explained in the next
paragraph, to perform non-linear frames of reference transformations.4. Frames of references transformations
As illustrated in Fig. 5 (left), the projection of a vector ~v from a N-dimensional
referential R to a N-dimensional referential R0 can be decomposed into one
translation from the origin O to the origin O0 and N rotations, performed serially on
ff1; . . . ;fNg: We will show, in the next paragraphs, how to perform these operations
using several populations connected serially.
4.1. Translations
Let ~v be a vector in referential R represented by a population Ov; and ~v
0 its
projection in the referential R0 represented by Ov0 : Assuming that ~T is the vector
across the origins of both referentials, represented by OT; we have ~v
0 ¼ ~v þ ~T : To
perform the translation, we consider that the population Ov0 receives as inputs xv
0
~r ;v
v'
v v
v'T
x'
y'
y'
x'
x
y
x
y
z
z'
x'
y'
 φ3
φ2
φ
φ
φ1
Fig. 5. (Left) 3D frames of reference transformations can be decomposed into three rotations and one
translation at the origin. (Right) Frames of reference transformations between planar referentials with
superposed origins.
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and OT: Using (8), it gives
xv
0
~r ¼
I
Gv
wv!v
0
~r 0!~r f ðuv~r 0 Þd~r 0 þ
I
GT
wT!v
0
~r 0!~r f ðuT~r 0 Þd~r 0
¼ ð~r ~vÞ þ ð~r  ~TÞ
¼~r  ð~v þ ~TÞ
¼~r ~v 0: ð18Þ
By (5), Ov0 represents the vector ~v
0; that is the sum of two other vectors. Indeed, as
illustrated in Fig. 6, translations are by nature a purely linear transformation that
can, in a straightforward manner, be applied into such kind of distributed neural
representation.4.2. Rotations
Let us ﬁrst consider the case of a planar rotation where the vector~v in referential R
is rotated by an angle f to project onto ~v0: ~v and ~v0 are encoded in the populations
Ov and Ov0 ; respectively. f corresponds to the angle between the two planar
referentials R and R0 (see Fig. 5 (right)), with superposed origins O ¼ O 0: The
amount of rotation f is represented in a 2D population Of that code for a vector in
the direction f with an arbitrary strictly positive amplitude bf: Its activity proﬁle is
then described by
u
f
~r ¼ bfð~r ~rfÞ ¼~r ~vf; (19)
where ~rf ¼ ðcosðfÞ; sinðfÞÞ:0°
90°
0
0° 90°-90°
f(u
ur
v
v'
T
 
 v'
 T
f(ur)
r)
θ
Ω
Ωv
Ω
Fig. 6. (Left) Polar representation of the activity of the three populations and their corresponding
population vectors that are involved in the translation such that ~v0 ¼ ~v þ ~T : (Right) Same as (left), but
using a linear representation. Same notation as in Fig. 1 is used.
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order to resolve the non-linearity, we need to deﬁne an intermediary population: the
gain field Og: Its architecture and connectivity are shown in Fig. 7. It consists in an
assembly of building blocks that were deﬁned in Section 3.1. As can be seen, the left
array of neurons is a 2D planar population where each column (shaded areas
surrounded by rectangles) denoted by a preferred direction ~s; is composed of a
recurrent population whose dynamics follows Eq. (9). Each of these neurons projects
through a one-to-one connection to the right array (population Oo) that has the
purpose to rectify their activity (see Eq. (17)). The external inputs incoming from Of
and Ov are separately applied to each dimension of the gain ﬁeld,~r and~s; respectively.
Hence, by (8), the input for each neuron ~r of each layer ~s in Og is deﬁned by
x
g
ð~r;~s Þ ¼
I
Gf
w
f!g
~r 0!~r f ðu
f
~r 0 Þd~r
0 þ
I
Gv
w
v!g
~r 0!~s f ðuv~r 0 Þd~r
0
¼ ð~r ~vfÞ þ ð~s ~vÞ
¼ bfð~r ~rfÞ þ bvð~s ~rvÞ: ð20Þ
If we substitute (20) in Eq. (17), we obtain an output ﬁring activity converging toward
f ðugð~r;~sÞÞ  bvð~r ~rfÞð~s ~rvÞ: (21)
Similarly to [3,12], we encode the result of the rotation into the synaptic projections
from the gain ﬁeld to the population Ov0 :Using an analogy to the complex division, we
express the rotation of a unitary vector~r by ys; the angle given by the orientation of
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to the population Ov0 is then:
w
g!v0
ð~r;~s Þ!~r 0 ¼
1
k20
ð~r 0  ð~r=~sÞÞ: (22)
Using (22), the input xv
0
~r 0 to the destination population Ov0 is
xv
0
~r 0 ¼
I
Gg
w
g!v0
ð~r;~sÞ!~r 0 f ðu
g
ð~r;~sÞÞd~rd~s
 ð~r 0  ð~v=~vfÞÞ: ð23Þ
Finally, using the population vector deﬁned in Eq. (5), we see that Ov0 encodes ~v
0;
which corresponds to ~v rotated by f: This mechanism is illustrated on Fig. 8.Ti
m
e
-90° 0°
0°
90°
-90° 0° 90°
-90° 0° 90°
90°
θ
θ θs
f (ur) f (ur)
0
90°
−90°
0°
θs
θθ
Ωv Pv PφΩφ Ωο Ωv' v'P
Fig. 8. (Top) Evolution over time of the activity proﬁles of the involved populations while performing a
constantly varying rotation. The activity of the output neurons in the gain ﬁeld Oo are shown for several
time steps denoted by the marks on the time axis. On the right-hand side to each activity plot, except for
Oo; the corresponding population vector is shown. (Bottom) Snapshot of the activities of the same
populations at the time step given by the left black arrow on the time axis.
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Fig. 9. (Left) A rotation in 3D space can be decomposed into three sub-transformations (see main text).
(Right) Illustration in spherical coordinates of the populations activities during this transformation.
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lations while performing a constantly varying rotation. We can see that the activity
proﬁle of the gain ﬁeld output is symmetric and that the peak is located at the
intersection of the directions currently encoded by both source populations.
On the bottom of this ﬁgure, we can see a snapshot of the activities at a given
time. It shows that the amplitude of the cosine shape of the populations Ov and
Ov0 are equal, meaning that the amplitude is preserved through the non-linear
transformation.
4.3. Extension to 3D rotations
In order to perform rotations around an axis ~D; k~Dk ¼ 1 in a 3D space, we
decompose the rotation into three sub-transformations, (see Fig. 9). Indeed, a
rotation of vector ~v in 3D space can be seen as a succession of three steps: (1) a
projection of~v on the plane perpendicular to the rotation axis ~D; (2) a rotation of an
angle f around ~D and (3) the restoration of the component parallel to ~D lost
during the projection. This process results in a vector~v0 that corresponds to~v rotated
by an angle f around axis ~D:
As mentioned earlier, a projection on a plane perpendicular to ~D from a 3D
population encoding ~v to a 2D one can be realized using synaptic weights deﬁned by
Eq. (6), if and only if the set of preferred directions f~r 0g are deﬁned on that projection
plane. We can then rewrite Eqs. (20)–(23) by replacing~v by ~p~v; with ~p~v corresponding
to the projection of ~v on the plane perpendicular to ~D: As in Eq. (23), the inputs to
the population Ov0 then becomes
xv
0
~r 0  ð~r 0  ð~p~v=~vfÞÞ: (24)
Up to here, this means that this population encodes the projection of~v rotated by an
angle f: The last step is to recover the component of ~v lost during the projection
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 ~DÞ~D: As in Eq. (18), we add new synaptic links1 from Ov to Ov0 ;
deﬁned as
wv!v
0
~r!~r 0 ¼
1
k0
ð~r 0  ð~r  ~DÞ~DÞ: (25)
Using (24) this gives the total inputs for Ov0 that is
xv
0
~r 0 ¼
I
Gg
w
g!v0
ð~r;~s Þ!~r 0 f ðu
g
ð~r;~s ÞÞd~rd~s þ
I
Gv
wv!v
0
~r!~r0 f ðuv~r Þd~r
 ð~r 0  ð~p~v=~vfÞÞ þ ð~r 0  ð~v  ~DÞ~DÞ
 ð~r 0  ð~v=~vfÞÞ
 ð~r 0 ~v 0Þ: ð26Þ
Again, by (5), the population vector of Ov0 implies that this population encodes ~v
0
that corresponds to ~v rotated by f:5. Simulation results
5.1. Visuomotor transformations for reaching
To illustrate the rotation mechanism, let us consider a simple target reaching task,
where the target ~v is perceived by the visual system and encoded in a population Ov
in head-centered coordinates. We suppose here that the eyes are ﬁxed in their orbit.
This population is encoding both the direction and the distance to the target. Let us
suppose, then, that the angle between the body and the head is encoded in a
population Of receiving proprioceptive information transmitted by the correspond-
ing muscles receptors. In order to plan a movement to reach the target, the target
location ~v in head-centered coordinates must be transferred into a vector ~v0 encoded
in a population Ov0 with respect to a body-centered FR. Fig. 10 shows the ﬁring
activity over time of the three populations during the following three scenarios: In
the ﬁrst scenario, the head rotates to follow closely the motion of a target that moves
from left to right (from 45 to 45). In the second scenario, the head remains ﬁxed
with respect to the body, and only the target moves. Finally, in the last scenario, the
head rotates with respect to the body, while the body and the target remain static.
We can see that ~v is correctly rotated according to f: There is, however, a delay in
the representation of the target in body centered coordinates, which is due to the
time required for the network to propagate its information.
5.2. Uniform distribution of the preferred direction in 3D space
In order to generate an uniform distribution of the preferred directions across
the population in our simulations, we used an iterative algorithm, inspired by the1Not shown in Fig. 7.
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Fig. 10. Results of simulations of the network that realizes a 2D rotation. Each row corresponds to a
different scenario (see the main text for explanations). Each column represents the activity of the
populations Ov; Of and Ov0 over time. On the right-hand side to each activity plot, the corresponding
population vector is drawn.
E.L. Sauser, A.G. Billard / Neurocomputing ] (]]]]) ]]]–]]]14self-organizing map [8]. In contrast to the 2D case, where a regular distribution of
preferred directions is straightforward to generate, it is not possible to build a set of
uniform unitary vector on a sphere, except for a ﬁnite set of number of points, that
correspond to the corners of a regular polyhedra. For a population constituted of
ARTICLE IN PRESS
E.L. Sauser, A.G. Billard / Neurocomputing ] (]]]]) ]]]–]]] 15N neurons, we generate randomly, during the initialization phase, N vectors ~ri;
i 2 f1 . . . Ng on the unit sphere by choosing two random values l1 2 ½0; 2p½ and
l2 2 ½1; 1½ ; such that
~ri ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðl2Þ2
q
cosðl1Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 ðl2Þ2
q
sinðl1Þ
l2
0
BBB@
1
CCCA: (27)
This vector generation method guarantees a statistical uniform distribution on the
unit sphere that does not lead to a concentration of points at the poles [9]. We then
iterate for a ﬁxed number of steps. At each time step, using the same technique as in
Eq. (27), we generate a training random input vector ~p and update each ~ri such that
~riðt þ 1Þ ¼
~riðtÞ þ dðtÞð~p ~riðtÞÞ if i ¼ i%;
~riðtÞ if iai%;
(
(28)
where dðtÞ 2 
0; 1
; a learning rate, decreases exponentially over training time, and i%
corresponds to the index of the closest preferred direction to ~p such that
8i; ~ri% ðtÞ ~pX~riðtÞ ~p:
This mechanism lets the set f~rig of preferred directions converge toward an uniform
distribution of its input space [8], which, by Eq. (27), is uniform over the unit sphere.
To quantify the uniformity of the resulting distribution, we compute the error  ¼
kð1=NÞPNi ~rik: Fig. 11 (left) shows the evolution of  for several trials, while Fig. 11
(right) shows an example of a resulting set of preferred directions.0 100 200 300 400 500 600 700 800 900 1000
0.1
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Fig. 11. Results produced by the iterative algorithm that generates a quasi-uniform distribution of points
on a sphere. (Left) Evolution of the mean (ﬁlled line) and standard error (dotted line) of uniformity error 
along training time for the generation of 100 populations of 100 neurons. (Right) Hundred points
distributed on a sphere using this algorithm.
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In addition to the errors that appear by discretizing continuous equations, the
approximation we made in our mathematical development (see Eq. (16)) are also a
source of systematical errors between the theoretical result vector ~v 0%; computed
with classical rotation equations, and the result ~v 0 produced by our network. To
quantify them, we deﬁne Eb; the error on the amplitude, and Ey; the angular error on
the direction, by
Ebð~v 0;~v 0%Þ ¼
k~v 0k  k~v 0%k
 
k~v 0%k ;
Eyð~v 0;~v 0%Þ ¼ acos
~v 0 ~v 0%
k~v 0k k~v 0%k
 
;
that correspond to the relative difference between their norms, and to the angle they
form, respectively. Fig. 12 (left) plots the error Eb for a planar rotation that uses
populations having an uniform distribution of their preferred directions, and with
different network parameters values. Ey was not represented, because in this case, it
can be neglected. This ﬁgure shows that the bigger Z; the bigger is the error.
Similarly, an increase in the amplitude bf of the population expressing the amount of
rotation, generates an augmentation of the error. This result favors the use of small
values for Z:
In the 3D case, we applied the previously mentioned algorithm to generate several
3D populations of different sizes. We then tested the ability of these populations to
faithfully represent their inputs, by comparing a large number of vectorial inputs
with the resulting population vector, using the error measurements Eb and Ey: The
results of these simulations, summarized in Fig. 13, show that the size of the network
considerably inﬂuences its precision. Moreover, in contrast to the planar rotation
experiment mentioned above, the error decreases for increasing values for the system
parameter Z: This can be explained by looking at Eq. (9) describing the dynamics of
the network. Indeed the factor gðZÞ; that deﬁnes the inﬂuence of the lateral weights
on the network activity decreases as Z grows. Thus, for a small Z; the imperfect
distribution of the preferred directions along the population leads to a larger drift. In
order to illustrate that this drift is mainly caused by the lateral weights, we applied an
homogeneous input h to a population while keeping the vectorial contribution null,
i.e. ~v ¼ 0 (see Eq. (4)). Using (3), we initialized the membrane potential of each
neuron to a random initial direction ~rp: We, then, recorded the evolution of the
direction coded by the population vector until convergence. The trajectories can then
be visualized on a unit sphere (see Fig. 14). This shows that, for a non-uniform
distribution of preferred directions, the lateral weights deﬁne speciﬁc directional
attractors to which, in absence of vectorial inputs, the population vector will
converge. Finally, similarly to the 2D case, we measured the drift resulting from
performing a 3D rotation. The results are shown in Fig. 12 (right). The striking
difference to the 2D case is that the mean error Eb becomes smaller for high values of
parameter Z; and bigger for small values. This interesting property appears to be the
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Fig. 13. Error measurements for different population sizes, expressing the ability of a 3D population with
a quasi-uniform distribution of preferred directions to represent its inputs. (Left) Amplitude error Eb;
(right) angular error Ey:
E.L. Sauser, A.G. Billard / Neurocomputing ] (]]]]) ]]]–]]] 17result of a compromise between the two previously mentioned opposite effects that Z
can have on the network.6. Conclusion
We have shown how a neural mechanism based on population vector coding can
perform vectorial operations, such as translations and rotations. Our network is
based on a two layers architecture that is able to produce a non-linear
transformation of its inputs. It consists in a global modulatory effect of the whole
population activity, as observed in several sensorimotor areas [7,15]. This work
suggests that population coding could be the neural basis of transformations across
frames of reference [12]. Note that the model’s hypothesis that 3D frames of
ARTICLE IN PRESS
Fig. 14. Illustration of the directional attractors generated by an imperfect uniform distribution of
preferred directions, while the population receives only an homogeneous input. Each line terminated by a
dot on the unit sphere corresponds to a trajectory followed by the population vector of the network.
E.L. Sauser, A.G. Billard / Neurocomputing ] (]]]]) ]]]–]]]18reference transformations are performed serially is in line with the gradient
hypothesis for sensorimotor transformations [5].
Moreover, our simulations suggest that the transformation accuracy could be
related to the uniformity of the distribution of the preferred directions along
populations of neurons. Indeed, our results raise the hypothesis that learning to be
precise may consist in recruiting more neurons in a population and in uniformizing
their preferred directions. However, the model’s assumption that a FR is represented
by a population of neurons, having an uniform distribution of preferred direction
and exhibiting a cosine tuning curve that depends on the coding direction, is not
representative of all neurophysiological data [1,17]. But as proposed by Scott et al.
[17], non-uniform distributions do not prevent speciﬁc brain areas to pick up
uniform sub-populations or to ponderate the weights of each neuron in an inversely
proportional manner relative to the distribution of preferred directions.Acknowledgments
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