This paper is concerned with the complete second order equation u"(t)+Bu'(t)+Au(t) = 0 in a Banach space, where both A and B are densely defined closed linear operators. The main result is a theorem of Hill-Yosίda-Phillips type for the Cauchy problem for the equation to be well posed.
DEFINITION 1. We say that an is-valued function u(t) defined in t > 0 is a solution of (1.1) if u(t) is twice continuously differentiate, u{t) e D(A), u r (t) e D{B), Au(t) and Bu'{t) are continuous and (1.1) is satisfied in t > 0. DEFINITION 2. We say that the Cauchy problem for (1.1) is well posed if the following two assumptions are satisfied:
(a) There exist dense subspaces Z>o> A of E suc h that, for any WQ £ A)) u \ GAΪ there exists a solution u(t) of (1.1) with w(0) = UQ, 1^(0) = m.
(b) There exists a nondecreasing, nonnegative function N(t) defined in / > 0 such that (1.2) I
for any solution of (1.1).
Our definition of well posed Cauchy problem corresponds to that of uniformly well posed Cauchy problem in [1] . Thus, in quoting results from [1] , "uniformly well posed" should be substituted by "well posed". See also [2] . DEFINITION 3. Assume that the Cauchy problem for (1.1) is well posed. Define, for t > 0, u e D o , υ e D\,
C(t)u = u(t), S(t)υ = v(t),
where u(t) (resp. v{t)) is the solution of (1.1) with M(0) = u, u'(0) = 0 (resp. v(0) = 0, v'(0) = v). In view of (1.2), C{t) (resp. S{t)) is a bounded operator in DQ (resp. D\). Since DQ (resp. D\) is dense in E we can extend C(t) (resp. S(t)) to a bounded operator on Is, which we denote by the same symbol. We call the operator-valued functions C(t) and S{t) the propagators of (1.1).
If B = 0, (1.1) becomes the incomplete equation
According to [1, 8, 9] 
Moreover, if (iii) is satisfied, we have three kinds of explicit expressions for the propagators: 
uniformly on compact subsets oft>0.
The proof of (2.2) is essentially the same as the one of [11, P. 285, Th. 5a] and we omit it. (2.1) follows immediately from M^{t) = LEMMA 
Letf(t) bean E-valued continuous function with \\f(t)\\ < Ce
The proof is completely the same as the first part in the proof of (Phragmen's representation theorem, see [6] ) and we also omit it. LEMMA 
Let f(t) be an E-valued continuously differentiable function with
Proof By [4, Th. 6.3 .1],
It remains to show that the integral
converges. We can prove this fact using arguments similar to those of [11, P. 68, Th. 7.5] , noting that Riemann-Lebesgue theorem is applicable to vector-valued functions (see [3, P. 401] ) and making use of the estimate ||/(0|| < Ce ωt for t > 0.
Proof of Theorem 1. (i) => (ϋ). By [1, §VΠL3].
(ii) => (i). Let u(t) be a solution of (1.1) with w(0),
Since v{t) e D(A) Π D{B), we have
where (2.3) has a solution. It is easily verified that if v(t) is a solution of (2.3) then u(t) = e λot v(t) is a solution of (1.1). From these observations we deduce that the Cauchy problem for (2.3) is well-posed. Denoting the propagators of (2.3) by Q(0 and 5Ί(0, clearly 5Ί(0 = eλot S(t) for t > 0. Since A\(D(A\)) = E. Assumption 3.1 is then satisfied for equation (2.3) in view of [2, Th. 4.1(b) Making use of the Fubini theorem and the Cauchy formula, we obtain that for μ > ω, k = 0,1,2,..., 
\B I (t -s)S(s)vds\ dt= \-^( k)

This and the obvious fact that S(t)v, fQS{s)vds, B f^S(s)vds and B fQ(t-s)S(s)v ds
Jo
! [\t-s)S(s)v
Jo >ds\\<Ce ωt \\υ\\ 9 ds < Ce ωt \\v
Accordingly, 5(ί), (t > 0) can be extended to all of E as a bounded operator which we denote by the same symbol; recalling that S(0)v = 0 and S(t)υ is continuous in t > 0 for υ € £>(Λ) n .£>(.£?), we can assert that 5(0) = 0 and S(t) is strongly continuous in t > 0. By virtue of the denseness of D(A) n D(B) and the uniform boundedness of λ=n/ί on bounded subsets of t > 0, we deduce that (2.5) is valid for all υ e E. Similarly, (2.6), (2.7) and (2.8) also hold for all υ e E (here, the closedness of B is used); moreover, /J S(s)υ ds, B /J S(s)v ds and B j^{t -s)S(s)υ ds are continuous in t > 0 for υ e E.
Based on the paragraph above, we shall define several operators. First, define, for t > 0, u e D(A) 9 The limits are uniform on compacts of t > 0. Now, let us turn to (2.4) . Define (2.13) u(t; u, v)= LimUn(t; u, v) n-κx) λ=«/ί
= uS{s)Auds. Jo -|(π-iη λ=n/t COMPLETE SECOND ORDER EQUATIONS
Since for u e D(A) Π D(B),
= υ-S(t)Bv -ί S(s)Av ds, Jo λ=n/t n-κx> (fl -
(
= C(t)u + S(t)v, (2.14) υ(t;u,v) = LimV n (t;u,v) = -S(t)Au +K(t)υ,
where the limits are uniform on compacts of t > 0. By the closedness 
= -f(t)Au + Bv-f(t)Bv -B S(s)Av Jo
XIO TIJUN AND LIANG JIN
where the limits are uniform on compacts of t > 0. Accordingly, as n -> oo, (2.4) becomes (2 17) { Tt Define u(0; u, υ) = u, v(0; u, v 
) = v for u e D(A), υ eD(A)n D(B)
; then by (2.13), (2.14), (2.15) and (2.16), u(t;u,υ), v(t\u,v) , Bv(t; u, υ) and Au{t\ w, υ) are continuous in t > 0, and therefore (2.17) holds in t > 0, i.e. u"(ί;u,v) + Bvί{t\u,υ) + Au{t\u,υ) = 0 (ί > 0). We have then proved that the equation (1.1) has a solution for every initial value (w(0), w'(0)) e (Z>(^)nZ) (5)) 2 . It remains to show continuous dependence on initial data, in view of the fact that the statement (ii) implies the statement (i) (as proved before). To this end we observe that, from (2.9) and combining with (2.11), (2.13), (2.14) and (2.17), we obtain
λ=n/t = S'(t)u + S(t)Bu for u e D(A) Π D(B), t > 0. Hence, (2.19) S(t)u= I [C{s)u-S(s)Bu]ds (ueD(A)nD(B), t > 0). ./o
Let now w(t) be an arbitrary solution of (1.1). Set, for t > 0, (n a natural number), φ n {t) = / 0 1/w n(s + \)w'(t + s) ds. It is clear that for t > 0, φ n {t) e D(B), φ n {t) -+ w'{t) and Bφ n {t) -+ Bw'{t) as n ^ oo. Moreover, integrating by parts, we obtain
19) holds for u e w'(t) (t > 0). From this and (2.9), we deduce = -C\t -s)w(s) + C(t -s)w'(s) -S'(t -s)w'(s) + S(t-s)w"(s) = S(t -s)Aw(s) + C(t -s)w\s) -C(t -s)w'(s) + S(t -s)Bw'(s) + S(t -s)[-Bw'(s) -Aw(s)] = 0 (0<s<t).
Consequently w(t) = C{ήw(0) + S(t)w'(Q) (t > 0),
and this ends the proof of the implication (iii) => (i). Finally, we show the explicit expressions (1.4) to (1.9). By virtue of the equivalence of (2.1) and (2.2) in Lemma 1, (1.4) (resp. (1.5)) results from (2.9) (resp. (2.5)). Recalling that for Reλ > ω,
then (1.6) follows from (2.9) and Lemma 2, (1.7) from Lemma 2, (1.8) from (2.9) and Lemma 3, (1.9) from Lemma 3. Thus we have completed the proof of Theorem 1.
Applications of Theorem 1. F. Neubrander [5] has discussed the case D(A) D D(B). He shows well posedness under the assumption that -B is the generator of a strongly continuous semigroup and R(λ,-B)A = AR(λ,-B) on D(A)
for Reλ = ω {ω a constant). As a consequence of Theorem 1, the following theorem generalizes the result. Sufficiency. We assume λo = 0 without the loss of generality. Let now (T(t)) be the semigroup generated by -B. It is well known that there exist C, ω > 0 such that roo (3.1) (λI + B)~ιu= / eχt T(t)udt (ueE,Reλ>ω) , It is thus easy to see, using (3.4) , (3.5) and (3.6) , that
Similarly, we can obtain the other two estimations: According to Theorem 1, the proof is now complete.
On the other hand, we discuss the case where D(A) c D(B). We have shown in the proof of the implication (ii) => (i) in Section 2 that the general case can, in a certain way, be reduced to this one. The case where B e L(E) has been studied in [12] , and the conclusion is that the Cauchy problem for (1.1) is well posed (or equivalently, in view of [2, Th. 4 [7, P. 41, Th. 10.8] 
we can obtain the three estimations in (iii) of Theorem 1 using arguments similar to those in the proof of the sufficiency of Theorem 2. Then, applying Theorem 1, we conclude that (3.7) is strongly well posed and therefore the propagators grow exponentially.
