Abstract. The hyperbolicity of the unsteady, inviscid, gas-dynamic equations implies the existence of a similarity transformation which diagonalizes an arbitrary linear combina- 
• °° < k-< °°. where the eigenvalues X-of P are real and the norms of T and T ' are uniformly bounded in k = (kx, k2, k3)'; i.e., (1.4) tn, iT~H<K.
In Section 2 of this paper, we give explicit formulas for the matrices T and T~l.
These matrices are rather simple in appearance and, by careful normalization of the columns of T, we have found that both TTt and its inverse are sparse (Tf denotes the transpose of T). Consequently, the spectral norms of T and T~l are readily computed and we give explicit formulas for them. In addition, the similarity transformation T~x AjT simultaneously symmetrizes the matrices A; for arbitrary k (Section 3). The importance of symmetrizing the coefficient matrices has been discussed in a recent paper by Türkei [14] .
The relation between the matrices A* of the nonconservation form (1.1) and the Jacobian matrices of the conservation law form is given in Section 4. In fact, these matrices are similar [12, p. 363] and the transformation is given explicitly.
Finally, in the last section, several applications of the transformations are indicated.
2. Bounded Transformation Diagonalizing P. The eigenvalues of P are easily found to be (2.1) where
Although the matrix P has an eigenvalue of multiplicity three, it has a complete set of linearly independent eigenvectors and, consequently, the matrix T is constructed using these eigenvectors as columns. Hence, we find Likewise, the product (T l)*T ' leads to a matrix with the following simple structure:
where R is a matrix whose elements are all zero except for the three corner elements:
The eigenvalues k of (/ + R) are p¿ + c¿ -p¿c Finally, we note that (2.14) um = (detr)iir-,n.
Since the norms of T and T~l are independent of the real parameters k,, they are uniformly bounded in k as required by (1.4).
In a curvilinear coordinate system, the first-order system (1.1) is altered by the addition of a nonhomogeneous term, and the matrices A-are replaced by A/h-where h¡ is a scale factor. The transformations of this section are still valid since the fc-'s are arbitrary real numbers which can be redefined to absorb the scale factors.
3. Symmetrization of the Matrices A,. The matrix T, given by (2.2), was constructed to diagonalize the matrix/' defined by (1.2). In addition, this same transforming matrix T simultaneously symmetrizes the individual matrices A-. This result can be written in partitioned form as follows: In general, a transformation T which diagonalizes P will not symmetrize the individual matrices A*. In fact, the original T, say T0, which we constructed did not symmetrize the Aj's. But when we made the individual calculations Tq1AjT0, the results were nearly symmetric and it was more or less obvious how to renormalize the columns of T0 to achieve the symmetric form (3.1). This same renormalization also led to a sparse form for 7Tf.
A more direct approach would be to first find some particular matrix S that would simultaneously symmetrize the Afs. Then S~lPS would be symmetric and, consequently, this matrix could be diagonalized by an orthogonal matrix U. If we define T = SU, then this matrix would simultaneously diagonalize P and symmetrize the 4 .'s.
However, we are unaware of any systematic procedure of simultaneously symmetrizing a set of noncommuting matrices such as those defined by Eq. 
Applications.
(a) The Cauchy Problem. It is known that if a first-order system (with constant coefficients) is hyperbolic, then the Cauchy problem is well-posed (see, e.g., [7] ). It is of interest to see how the results of Section 2 fit into a more general theory developed by Kreiss [6] . Here Kreiss' theorem has been specialized to the particular case of the system (5.1).
For the (linearized) gas-dynamic equations, a positive definite Hermitian matrix that fulfills conditions (5.2) is the sparse matrix given by (2.10). The constant C is the maximum of the eigenvalues (2.9) and (2.13), and a is zero.
The general theory of well-posedness developed by Kreiss [6] includes Eq. (5.1) with variable coefficients where the matrices v4-= A(x, t) are smooth functions of x and t. In the nonlinear case, A-= Aj(u, x, t) and the Cauchy problem is only wellposed in a sufficiently small interval 0<r<r [7] , [12] . 2) . In this case, G is diagonalized by a similarity transformation where the matrix that accomplishes the similarity is given by (2.2). Since T and T~l are bounded independent of k, the von Neumann condition is sufficient as well as necessary for stability. Examples of twostep, Lax-Wendroff methods where G is a polynomial in P are the algorithms proposed by Rubin and Preiser [13] , [2] and Zwas [15] .
In a recent paper, Türkei [14] gave a similarity transformation that symmetrizes the matrices A¡ (see Eq. (4.2)) for the case of two spatial dimensions. (The same transformation was given earlier by MacCormack [8] .) The extension to three spatial dimensions is given by the similarity transformation (4.6). Türkei used the resulting sparse symmetric forms to simplify the linear stability analysis in situations where it is necessary to compute the spectral radius of G *G to provide a sufficient stability analysis. Johnston and Pal [5] have derived a difference method which makes use of the bicharacteristics of the system. In this technique, one needs the eigenvalues of the matrix P. Appropriate derivatives of these eigenvalues yield the bicharacteristics of the system. The difference scheme then follows by an approximate integration along a bicharacteristic. The resulting difference schemes [5] are such that the amplification matrix is a linear function of P. Hence, the von Neumann condition is necessary and sufficient for stability, as described in the first paragraph of Section 5(b). In order that the above algorithm be uniformly second order in the time and spatial increments Ar, Ax-, the matrix coefficients A¡ must be evaluated within some predictor-corrector sequence and the order in which the operators L1 ,L2,L3, appear must be reversed when the solution is advanced in the next time step, i.e., n + 1 -> n + 2.
We will not go into these details which are discussed elsewhere [11] . 
