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Abstract
For constant r and arbitrary n, it was known that in the graph Knr any independent set of size close to
the maximum is close to some independent set of maximum size. We prove that this statement holds for
arbitrary r and n.
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1. Introduction
The weak product of G and H , denoted by G × H is defined as follows: The vertex set
of G × H is the Cartesian product of the vertex sets of G and H . Two vertices (g1, h1) and
(g2, h2) are adjacent in G × H if g1g2 is an edge of G and h1h2 is an edge of H .
In this paper we consider the product of complete graphs on r > 2 vertices,
G = Knr = ×nj=1Kr.
We identify the vertices of G with the elements of Znr . By the definition of product, two vertices
are adjacent in G iff the corresponding vectors differ in every coordinate.
Let 0 i  r − 1 and 1 j  n be two fixed integers. It is obvious that the set of all vertices
of G which has i in the j th coordinate forms an independent set. In fact, for r > 2, these sets are
the only maximum independent sets of G [11]. A generalization of this result has been shown
in [1] through the following theorem:
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M. Ghandehari, H. Hatami / Journal of Combinatorial Theory, Series B 98 (2008) 164–172 165Theorem A. (See [1].) For every r  3, there exists a constant M = M(r) such that for any
 > 0 the following is true. Let G = Knr and J be an independent set such that |J ||G| = 1r (1 − ).
Then there exists an independent set I with |I ||G| = 1r such that |JI ||G| < Mr .
In Theorem A, “” denotes the symmetric difference. Theorem A asserts that any independent
set which is close to being of maximum size is close to being determined by one coordinate. The
function M(r) that is obtained in [1] depends on r . When r is a constant, for every constant δ > 0
one can choose  to be a sufficiently small constant so that |JI ||G| <
δ
r
. But when r tends to infinity,
to obtain any nontrivial result from Theorem A,  must be less than 1
M(r)
which is not a constant.
The main result of this paper is to show that in Theorem A, M does not need to be a function
of r . We formalize this in the following theorem.
Theorem 1. Let G = Knr , r  20 and  < 10−9. Suppose that J is an independent set of G such
that |J ||G| = 1r (1 − ). Then there exists an independent set I with |I ||G| = 1r such that |JI ||G| < 40r .
Remark 2. Note that for   10−9, we have the trivial bound |JI ||G| 
2×109
r
, where I is an
arbitrary independent set. We also assumed that r  20, for some technical reasons. However
one can use Theorem A when r < 20, as M(r) is a constant for those values of r .
Let I be a maximum independent set of G = Knr , and J be an independent set of G such
that J ⊆ I . Then obviously, |I\J ||G|  (r−1)
n−1
rn
. So we obtain the following as a corollary of Theo-
rem 1.
Corollary 3. Let G = Knr , r  20 and  < c where c = min(10−9, (1 − 1r )n−1)/40. Let J be an
independent set such that |J ||G| = 1r (1 − ). Then there exists an independent set I with |I ||G| = 1r
such that J ⊆ I .
Note that if in Corollary 3, r > c′n for some constant c′, then one can take c to be a constant
that does not depend on n.
The proof of Theorem 1 as well as Theorem A is based on Fourier analysis on the group Znr .
Fourier analysis has been shown to be very useful in the study of Boolean functions. One can refer
to [1–5,7,9,10,12,13,15–17] to see some examples. In order to prove Theorem 1 we show that a
Boolean function which has most of its 2-norm weight concentrated on the first two levels1 of
its Fourier expansion is close to being determined by one coordinate. Thus the following lemma
which formulates this might be of independent interest as a result in the direction of extending
results of [7,10,13] from Zn2 to Znr . Note that the necessary definitions and notations are stated
below in Section 2.
1 Defined formally below.
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and r  20. Then denoting by 1  i0  n the index such that
∑r−1
j=1 |fˆ (jei0)|2 is maximized,
we have∥∥∥∥∥f −
(
fˆ (0) +
r−1∑
j=1
Fjei0
)∥∥∥∥∥
2
2
< 5.
Remark 5. Lemma 4 shows that f is close to a function which depends only on the i0th coor-
dinate. We do not know if the condition ‖f =1‖22  1r is a weakness of our proof or whether it is
essential. The condition  < 1108r is not a major weakness, since for   1108r , we have the trivial
bound of (108 + 1).
Section 2 is devoted to a very brief introduction to Fourier analysis of Znr and introducing
notations and some of the necessary tools. In Section 3 we give the proof of Theorem 1. Section 4
contains some possible directions for future work.
2. Background
We refer the reader to [1] for a nice and brief introduction to Fourier analysis of Znr . In the
following we recall some basic facts and introduce some notations.
Let r > 2 and G = {0,1, . . . , r − 1}n = Znr . For any S ∈ G, let Si denote the ith coordinate
of S. We also think of G as probability space endowed with the uniform (product) measure μ.
For any S ∈ G let uS :G → C be defined by
uS(T ) = exp
(
2πi
∑n
i=1 SiTi
r
)
.
It is well known that the set of all functions uS (S ∈ G) forms an orthonormal basis for the space
of all functions f :G → C with respect to the inner product on L2(G,μ). Therefore any such f
has a unique expansion of the form f =∑ fˆ (S)uS , where
fˆ (S) = 〈f,uS〉 =
∫
f (T ) · uS(T )dμ(T ).
For any function f : G → C, define the p-norm of f as
‖f ‖p =
(∫ ∣∣f (S)∣∣p dμ(T )) 1p .
From orthogonality it can be easily seen that
‖f ‖22 =
∑
S∈G
fˆ (S)2
and
〈f,g〉 =
∑
fˆ (S)gˆ(S).
Notation. We call a function Boolean if its range is the set {0,1}. For every complex number z,
let d(z, {0,1}) = min(|z|, |z − 1|) denote its distance from the nearest element in {0,1}. For any
S ∈ G let |S| = |{i: Si = 0}|. 0 = (0,0, . . . ,0), and for each 1 i  n let ei = (0, . . . ,1, . . . ,0)
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(similarly f<k =∑|S|<k FS ) and f =k =∑|S|=k FS . We occasionally refer to f =k the kth level
of Fourier expansion of f . Note that for any function f , fˆ (0) is the expectation of f , and ‖f1‖22
is the variance of f .
The following version of Bennett’s Inequality which can be easily obtained from the one
stated in [6] will be used in the proof of Lemma 4 below.
Theorem 6 (Bennett’s Inequality). Let X1, . . . ,Xn be independent real-valued random variables
with zero mean, and assume that Xi  c with probability one. Let
σ 2 =
n∑
i=1
Var[Xi].
Then for any t > 0,
Pr
[∑
Xi  t
]
 e−
σ2
c2
h( tc
σ2
)
,
where h(u) = (1 + u) ln(1 + u) − u for u 0.
3. Main results
We prove Lemma 4 in Section 3.1. We now give the proof of Theorem 1, assuming Lemma 4.
First we need a lemma which follows from the proof of Theorem A (Theorem 1.2 in [1]).
Lemma 7. (See [1].) Let J be an independent set of G such that |J ||G| = 1r (1 − ). Let f be the
characteristic function of J . Then∥∥f >1∥∥22 = ∑
|S|>1
∣∣fˆ (S)∣∣2  2
r
.
Now with Lemmas 4 and 7 in hand we can prove Theorem 1.
Proof of Theorem 1. Let f be the characteristic function of J , an independent set of G such
that |J ||G| = 1r (1 − ). By Lemma 7 we have∥∥f >1∥∥22 = ∑
|S|>1
∣∣fˆ (S)∣∣2  2
r
.
Since ∥∥f =1∥∥22  ‖f ‖22 = μ(J ) 1r ,
by Lemma 4, there exists a function g :Znr → C which depends on one coordinate and
‖f − g‖22  10r . By rounding g to the nearest of 0 or 1, we get a Boolean function g1 which
depends on one coordinate, and since f is Boolean
‖f − g1‖22  4‖f − g‖22 
40
r
. 
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The proof of Lemma 4 shares similar ideas with the proof of Theorem 8 in [13]. However
dealing with (complex) Fourier expansions on Znr instead of (real) generalized Walsh expansions
on Zn2 required new ideas.
For 1  i  n, let gi = ∑r−1j=1 Fjei , and define g0 = fˆ (0). For 0  i  n let ai = ‖gi‖2.
Without loss of generality assume that a1  a2  · · · an. To obtain
∥∥f − (g0 + g1)∥∥22 =
n∑
i=2
a2i +
∥∥f >1∥∥22  5,
we will first show that a2 is small (Claim 8). This would allow us to apply a concentration
theorem and conclude that
∑n
i=2 a2i is very small (Claim 9).
First note that
∥∥f =1∥∥22 =
n∑
i=1
a2i 
1
r
,
which implies that a22 
1
2r . Now since ‖g2‖22  12r , for every 0 x2  r − 1,∣∣g2(x2)∣∣√1/2. (1)
Claim 8. a22 < 2000.
Proof. Consider an arbitrary assignment δ1, δ3, . . . , δn to x1, x3, . . . , xn, and let
l = fˆ (0) + g1(δ1) +
n∑
i=3
gi(δi).
Since for every 0 x2  r − 1,
d
(
l, {0,1}) ∣∣g2(x2)∣∣+ d(l + g2(x2), {0,1}),
we have∥∥d(l, {0,1})∥∥22  2(‖g2‖22 + ∥∥d(l + g2, {0,1})∥∥22),
or equivalently∥∥d(l, {0,1})∥∥22  2(a22 + ∥∥d(l + g2, {0,1})∥∥22). (2)
Note that∥∥d(f1, {0,1})∥∥22  2(∥∥d(f, {0,1})∥∥22 + ∥∥f >1∥∥22) 2.
Therefore we can find an assignment δ1, δ3, . . . , δn such that∥∥d(l + g2, {0,1})∥∥22  2. (3)
By (2) for any such assignment, we have d(l, {0,1})2  1
r
+ 4  1/16, which implies either
|l| 14 or |l − 1| 14 .
Define λ = 1−
√
1
2 − 14√
1 + 1
. Now (1) implies that for any 0 x2  r − 1.2 4
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Case 2. If |l − 1| < 14 , then |l + g2(x2)| λ|(l + g2(x2)) − 1|.
Let A = {x2 ∈ Zr : |l + g2(x2)| |l + g2(x2) − 1|} and denote its complement by A. Repre-
senting ‖d(l + g2, {0,1})‖22 as a sum of two integrals over A and A, and using (1), in Cases 1
and 2 one can show that∥∥d(l + g2, {0,1})∥∥22  λ2‖g2‖22 > a221000 ,
provided that a2 = 0. Note that the assumption a22  2000 will imply ‖d(l + g2, {0,1})‖22 > 2
which contradicts (3). Thus a22 < 2000. 
Now that a2 has been bounded, we can use this to bound the whole sum
∑n
i=2 a2i .
Claim 9.
∑n
i=2 a2i  4.
Proof. Let 2m n be the minimum index which satisfies
n∑
i=m
a2i  104. (4)
Note that such an m exists because of Claim 8. Denote I = {m, . . . , n}, and for every y ∈ Zm−1r
let f ∗I [y] be a function of Zn−m+1r (with uniform measure μ′) defined as
f ∗I [y](x) = f1(y ∪ x).
Obviously∫ ∥∥d(f ∗I [y](x), {0,1})∥∥22 dμ′(y) = ∥∥d(f1, {0,1})∥∥22  2.
Hence for some y, ‖d(f ∗I [y](x), {0,1})‖22  2. Let b = fˆ (0) +
∑m−1
i=1 gi(yi). Then
f ∗I [y](x) = b +
n∑
i=m
gi(xi).
Applying Lemma 10 below to f ∗I [y] for ′ = 2 shows that
∑n
i=m a2i  4. This will imply
that m = 2, as a22 < 2000 and m was the minimum index satisfying (4), which completes the
proof. 
Lemma 10. Let f : Znr → C be a function satisfying f >1 ≡ 0. Let ‖d(f, {0,1})‖22  ′, and
suppose that ‖f =1‖22 < 104′ and ′ < 2108r . Then we have∥∥f =1∥∥22 < 2′.
Proof. Suppose that f = b +∑ni=1 gi , where b = fˆ (0) and gi =∑r−1j=1 Fjei . We have∥∥d(b, {0,1})∥∥2  2(∥∥d(f, {0,1})∥∥2 + ‖f − b‖22) 20002′.2 2
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√
20002′ which implies that
Re(b) > 2/3. (5)
We have
‖f − 1‖22 −
∥∥d(f, {0,1})∥∥22 =
∫ (|f − 1|2 − |f |2)ζ dx,
where
ζ(x) =
{
1 Re(f (x)) < 12 ,
0 otherwise.
So
‖f − 1‖22 −
∥∥d(f, {0,1})∥∥22 
∫ (
1 − 2 Re(f ))ζ dx. (6)
The next step is to show that the left-hand side of (6) is less than ′. Note that Re(f ) =
Re(b) +∑ni=1 Re(gi), and ∫ Re(gi) = 0. Moreover∫
Re(gi)2 =
∥∥Re(gi)∥∥22  ‖gi‖22.
So ∥∥Re(gi)∥∥22 ∑‖gi‖22  104′
which follows that for every x,∣∣Re(gi(x))∣∣√104r′ √2 × 10−2 .= c.
Applying Theorem 6 with Xi = −Re(gi), we get
Pr
[∑
Re(gi)−t
]
 e
−104′
c2
h(10−4tc/′)
. (7)
Note that h(u) u ln(u
e
), for u e; which implies that for t  16  104e′/c,
Pr
[∑
Re(gi)−t
]
 e− tc ln(10−4tc/e′). (8)
Now
(6) =
∞∫
t=0
Pr
[
1 − 2 Re(f ) > t]=
∞∫
t=0
Pr
[
Re(b) +
∑
Re(gi) <
1 − t
2
]
.
Substituting (5) we get
(6)
∞∫
t=0
Pr
[∑
Re(gi) <
1 − t
2
− 2
3
]
 2
∞∫
t=1/6
Pr
[∑
Re(gi) < −t
]
.
Now by (8)
(6) 2
∞∫
t=1/6
e
t
c
ln(104e′/tc)  2
∞∫
t=1/6
(
1 − ln(104e′/tc)
c
)
e
t
c
ln(104e′/tc)
= 2e 16c ln(6×104e′/c) < ′, (9)
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4. Future directions
Lemma 4 asserts that when most of the 2-norm weight of the Fourier expansion of a Boolean
function on Znr is concentrated on the first two levels, then the function can be approximated
by a Boolean function that depends on only one coordinate. One possible generalization of this
lemma would be to show that a Boolean function on Znr whose Fourier expansion is concentrated
on the first l levels for some constant l can be approximated by a Boolean function that depends
on k(l) coordinates, for some function k(l). Analogues of this for Zn2 have been proven in [7]
and [13].
Consider a graph G whose vertices are the elements of the symmetric group Sn and two
vertices π and π ′ are adjacent if π(i) = π ′(i) for every 1  i  n. For every 1  i, j  n the
set Sij of the vertices π satisfying π(i) = j forms an independent set of size (n − 1)!. Recently
Cameron and Ku [8] have proved that these sets are the only maximum independent sets of this
graph. Similar results have been proven for generalizations of this graph in [14]. Cameron and
Ku made the following conjecture:
Conjecture B. (See [8].) There is a constant c such that every independent set of size at least
c(n − 1)! is a subset of an independent set of size (n − 1)!.
One might notice the similarity of Conjecture B and Corollary 3 for r = n. Despite this sim-
ilarity we are not aware of any possible way to apply the techniques used in this paper to the
problem. Since Sn is not abelian, the methods of the present paper (and all the papers mentioned
in Section 1) fail to apply directly to this problem. So the search for an answer to Conjecture B
or its analogues for the graphs studied in [14] (which do not even have a group structure) might
lead to new techniques.
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