ABSTRACT Intelligent fault diagnosis has been widely used for mechanical fault diagnosis. Most intelligent diagnostic methods extract fault features from the frequency domain or other domains, instead of from raw data. Given that converting raw data to other domains will cause a partial loss of information, this study is based on feature extraction from raw vibration data. However, there are some difficulties in extracting features from time domain data: 1) raw vibration data lacks regularity compared to the frequency domain data signal, making it difficult to extract features from it; 2) the number of labeled samples is so small that the deep neural networks can easily be over-fitted, making their generalization ability excessively poor; and 3) too many parameters in the neural networks need to be adjusted, such as learning rate, and the convergence speed is slow. To overcome the aforementioned difficulties, this study proposes the following three methods: 1) a sample segmentation method to effectively improve the feature extraction from raw data; 2) a data augmentation method for raw vibration data, which can increase the number of samples; and 3) the use of the scaled conjugate gradient (SCG) algorithm in the networks to quickly learn sample features without other parameters such as learning rate. Bearing and rotor datasets are used to validate the performance of the proposed methods. The results indicate that the methods obtain superior performance for feature learning and classification compared with the existing ones in the field of induction rotating machinery fault diagnosis.
I. INTRODUCTION
With the development of science and technology, mechanical equipment in industrial fields is becoming increasingly complex, intelligent, and integrated, resulting in growing maintenance and support costs; additionally, the probability of failure is also gradually increasing [1] . Therefore, the accurate and effective fault diagnosis of complex equipment systems has become an effective way to improve system safety and reliability and reduce maintenance costs. Fault diagnosis is a multidisciplinary and comprehensive technology that provides important technical support for fault prevention and maintenance of major equipment [2] , [3] . Rolling bearings and rotors are basic components of rotating machinery. Their
The associate editor coordinating the review of this manuscript and approving it for publication was Chuan Li. health status directly affects the working condition and service life of the equipment, and thus, it is necessary to diagnose rotating machinery faults [4] , [5] .
In recent years, deep learning [6] has become an important branch of the machine learning field [7] - [10] . With the improvement of computer hardware and the optimization of algorithms, its powerful automatic feature extraction capability has achieved brilliant results in the fields of image [11] , [12] and speech recognition [13] , [14] . In the field of rotating machinery fault diagnosis, the feature extraction ability of deep learning can also be utilized, and the fault data can be extracted and classified to determine the fault type [15] - [17] .
In general, the application of deep learning for fault diagnosis includes four steps: data acquisition, preprocessing of samples, training of networks for extracting features, and network prediction. To extract features, most of the intelligent fault diagnoses are based not on the raw data but on domain transformation, such as Fourier transform. Jia et al. [18] proposed a deep neural network (DNN) for mining rotating machinery fault characteristics from the frequency domain data. Wang et al. [8] proposed a deep learning method for bearing fault diagnosis based on time-freqiency image. Zhang et al. [19] proposed a convolutional neural network (CNN) structure for bearing fault diagnosis, which can be used to in a complex environment. Guo et al. [20] applied multi-domain statistical features, include time domain, frequency domain, and time-frequency domain features, to represent characteristics of vibration signals. Wang et al. [21] proposed a novel fault recognition method for rotating machinery on the basis of multi-sensor data fusion and bottleneck layer optimized convolutional neural network (MB-CNN). Lei et al. [22] proposed an intelligent fault diagnosis method, which can learn features from the raw data by using the sparse filtering. Li et al. [23] proposed a fault diagnosis method which is based on the deep structure and the sparse least squares support vector machine.
It can be found that numerous studies have been conducted on intelligent fault diagnosis and achieved excellent results [7] , [15] - [18] , [23] , [24] . However, many of these studies suffer from the following three weaknesses:
First, few studies focus on the method for extracting features from raw data, and most of them extracted the features from other domains [7] , [15] , [16] , [18] , such as the frequency domain, which is obtained by fast Fourier transform (FFT) and the discrete cosine transform (DCT) domain.
Second, the number of samples is small. In real cases, the mechanical equipment is in normal working condition, and thus the fault data set is very small. It is necessary to propose a data augmentation method to increase the quantity of data.
Third, neural networks are composed of many weight and bias parameters, and they need to be trained by the back propagation (BP) algorithm [26] in a long training time. In most cases, the neural networks need to set parameters such as learning rate. These settings require significant experience to make judgments.
To overcome the first weakness, this study proposed a new raw data segmentation method, which can effectively improve the feature extraction ability in a simple DNN.
To overcome the second weakness, a new data augmentation method based on raw data was proposed, which divides a single sample into multiple monomers, and then recombine the monomers to increase the number of data samples. This method can greatly increase the number of samples.
To overcome the third weakness, this study applied the scaled conjugate gradient (SCG) algorithm, a supervised learning algorithm based upon a class of optimization techniques well known in numerical analysis such as the conjugate gradient methods [25] . The SCG algorithm yields a speed-up of at least one order of magnitude relative to the standard BP algorithm [26] . This paper is organized as follows. Section II presents a brief introduction to DNNs. Section III presents a introduction to the reasons why it is difficult to extract features from raw data. Section IV introduces the proposed data segmentation and data augmentation methods. In Section V, an experiment is utilized to verify the effectiveness of the proposed methods using bearing and rotor datasets. Conclusions are drawn in Section VI.
II. INTRODUCTION TO DNN
In this section, we first introduce the sparse autoencoder, which are used to extract features from the raw data by the proposed method. Then, the SCG algorithm will be introduced briefly.
A. SPARSE AUTOENCODER (SAE)
The SAE is a symmetrical neural network with a special structure [27] , which is shown in Figure 1 . The basic structure, which consists of an encoder and a decoder, can mine the features in an unsupervised manner from raw vibration data [28] . The autoencoder tries to learn a function h W ,b (x) ≈ x. In other words, it is trying to learn an approximation to the identity function, so as to output anx that is similar to x.
Given a unlabeled fault dataset
, where x m ∈ N ×1 is a sample, M is the number of samples, and N is the number of points of each of the samples. The encoder uses a mapping function f E to calculate the hidden layer h m , where h m has K dimensions.
where W E ∈ K ×N is the weight matrix of the encoder, b i E ∈ K is the bias vector of the encoder, and σ is a nonlinear activation function, which in most instances is a sigmoid function:
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Then, the decoding function maps the vector of the hidden layer back to the reconstructed vector x m . The expression is as follows:
where 
The SAE, as an optimization model of autoencoder, can learn the sparse features from the raw data by adding a sparse penalty term to the autoencoder [27] , [28] . The average activation of h m k isρ
where k = 1, 2, . . . , K . The average activation of each hidden unitρ k is expected to be close to zero, so the sparsity penalty term KL can be used to penalizeρ k if it deviates significantly from ρ. The penalty term is
where KL(·) is the Kullback-Leibler (KL) divergence [29] function used as a sparse penalty term in SAE, which can be written as
The goal of the SAE is to minimize Equation (8) by optimizing the parameters W , b.
where β is the weight of the sparsity penalty term in the SAE objective.
B. THE SCG ALGORITHM
The SCG [25] algorithm is based upon a class of optimization technique well known in numerical analysis as the conjugate gradient methods. Suppose w is the weight vector defined by
where w (l) ij is the weight of the unit number i in layer number l to unit number j in layer number l + 1, N l is the number of units in layer l,and θ (l+1) j is the bias for unit number j in layer number l + 1. The E(w) is the function of a global error. p 1 , p2, . . . , p k is a subset of a conjugate system, is called a k − plane or π k [30] . 
3. Scale s k :
4. If δ k ≤ 0 then make the Hessian matrix positive definite:
5. Calculate step size:
6. Calculate the comparison parameter:
7. If k ≥ 0 then a successful reduction in error can be made:
Else create new conjugate direction:
7b. If k ≥ 0.75 then reduce the scale parameter λ k = 1 2 λ k Else a reduction in error is not possibleλ k = λ k , success = false.
8. If k < 0.25 then increase the scale parameter:
If the steepest descent direction r k = 0 then set k = k + 1 and go to 2. Else terminate and return w k+1 as the desired minimum.
III. DIFFICULTIES BASED ON TIME DOMAIN EXTRACTION FEATURES
As aforementioned, few studies focus on the raw data method for intelligent fault diagnosis of machines via DNNs [31] , [32] . Instead, most of them prefer intelligent diagnosis methods by using the frequency domain obtained by FFT from the raw data [7] , [15] , [16] , [18] . However, this study used an intelligent fault diagnosis method based on raw vibration data.
It is difficult to mine features from raw vibration data, which is the reason why most of the previous studies prefer to use the frequency domain data transformed by FFT. The frequency spectra of rotating machinery show how its constitutive components are distributed with discrete frequencies and may provide clear information on the health conditions of the machinery [18] , [33] . Raw vibration data have some shortcomings for intelligent fault diagnosis. The raw vibration data lack of regularity compared to the frequency domain data signal. The time domain signal of the vibration data is composed of a series of acceleration values, each of which represents the acceleration value at that moment, and a single acceleration value does not effectively reflect the health of the machine operation. However, the frequency domain signal of the vibration data is composed of frequencies, and the amplitude of each frequency represents the specific gravity of the frequency component in the original signal. The higher the frequency amplitude is, the more the frequency accounts for the original signal.
Similarly, the frequency domain analysis has its drawbacks.
First, the Fourier transform lacks the ability to locate time and frequency.
From Equation (27) and Equation (28), the Fourier transform is an overall change, and the signal representation can only be completely in the time domain or completely in the frequency domain. The variables ω and t are mutually exclusive. The Fourier transform, to obtain the spectral component X (ω 0 ) of a certain frequency ω 0 , it must be integrated from the time axis of −∞ − +∞, and thus, we cannot find the moment when a certain frequency appears in the time domain. Similarly, if you want to obtain the amplitude x (t 0 ) at a certain time t 0 from the spectrum, you need to integrate on the entire frequency axis.
Second, Fourier transform has limitations on nonstationary signals. The instantaneous frequency of the signal indicates the position of the peak of the signal in the time-frequency plane and its variation over time. In general, the instantaneous frequency of a stationary signal is constant, whereas the instantaneous frequency of a nonstationary signal is a function of time t. From Equation (27) of Fourier transformation, it is found that X (ω) is a function of univariate ω, which does not change with time. Thus, the Fourier transform only applies to stationary signals, but the actual signal is often non-stationary.
Finally, the Fourier transform has limitations in time and frequency resolution. Resolution is one of the basic concepts of signal processing, including frequency resolution and time resolution. According to the Heisenberg uncertainty principle [34] , the product of time resolution t and frequency resolution f is subject to the following restrictions:
The equation is established only when the Gaussian window function is used. Equation (29) shows that the time resolution and frequency resolution cannot be arbitrarily small at the same time.
IV. THE PROPOSED METHODS
This section details the approach of the proposed methods for rotating machinery fault diagnosis, as shown in Figure 2 . First, the vibration data is divided into samples by a segmentation method. Experiments prove that the proposed segmentation method can improve the fault recognition rate and overcome the problem of difficult time domain extraction of features. Second, a novel method of data augmentation by recombining each sample is proposed for machine fault diagnosis. This proposed data augmentation method can greatly increase the number of samples, thereby solving the problem of network over-fitting due to too few samples.
A. THE PROPOSED DATA SEGMENTATION METHOD
In general, in the experiment we have to divide the vibration data into samples with the same number of points. The question is how many points per sample can be more useful for extracting features. This section will study the sample segmentation method in the time domain feature extraction.
As we know, the vibration data is collected from a rotating machine. The machine's rotational speed is relatively stable during machine operation. Assume that the rotational speed of the rotating machine is Rs revolutions per minute (rpm) and the sampling frequency of the acceleration sensor is Fs Hz. We can calculate the number of sampling points of one rotation of the rotating machine by Equation (30) .
where Rp is the number of sampling points of one rotation. Figure 3 is a schematic diagram of the split sample. Ip is the number of interval points between two samples and Nin is the dimension of the input sample. In general, Ip, Rp, and Nin follow the conditions shown in Equation (31) .
If Ip ≤ Rp, more data can be generated by segmentation and produce more samples. If Rp ≤ Nin, every sample contains more than one rotation of data, which helps improve VOLUME 7, 2019 the ability to extract features. It can be proved by part A in Section V.
The number of each type of samples containing multiple data formats can be calculated according to Equation (32) .
where Nf is the number of each type of samples containing multiple data formats, and it must be integer.
Through the experiments in Section V, we verified that it can be used to extract features and obtain higher accuracy when Nf follows Equation (33) .
B. THE PROPOSED DATA AUGMENTATION METHOD
In the deep learning algorithm, a small amount of training data will cause over-fitting of the neural networks structure, so a large amount of training data is needed to train the networks. Usually, it is difficult to collect large amounts of labeled data. Therefore, we need to augment them with a small amount of labeled data to increase the training data. There are many data augmentation techniques in image processing, such as color jittering, principal component analysis (PCA) jittering, random scale, horizontal/vertical flip, shift, rotation/reflection, noise, and label shuffle. However, some of the above methods are not applicable in the intelligent mechanical fault diagnosis. Here, a new data augmentation method for intelligent fault diagnosis is presented. As shown in Figure 2 , the raw data augmentation method is mainly divided into two steps. First, every sample of each type of raw data should be averagely divided into two parts 'a' and 'b'. Second, the two parts 'a' and 'b' are recombined into a new sample randomly. Calculated by Equation (34), number of samples after recombination can be up to Ns 2 .
Nnew ≤ Ns 2 (34) where Nnew is the number of new samples after recombination and Ns is the number of samples before recombination.
The DNNs feature extraction capability will be degraded when Nf > 2, according to part A in Section IV. Data recombination will increase the number of data format types to square according to Equation (34) , as shown in Equation (35) .
where Nfr is the number of each type of samples containing multiple data formats by recombination. According to Equation (33) and Equation (35) , Equation (36) is available.
Can be calculated by Equation (36) and Nf must be integer.
C. DNN BASED THE PROPOSED METHOD
As shown in Figure 4 , the DNNs structure is designed to test the proposed methods. The network structure consists of 4 layers: an input layer, a first hidden layer, a second hidden layer, and a softmax layer. The input layer and the first hidden layer can be regarded as the first autoencoder. Similarly, the first hidden layer and the second hidden layer can be regarded as the second autoencoder. Softmax regression is often implemented at the final layer for classification. The parameters of the automatic encoder and neural network are presented in Table 1 . (1) Data preprocessing includes data segmentation, data augmentation, and z-score normalization of the data and division of the samples obtained in the above process into training, verification, and test sets.
(2) Network training includes autoencoder pre-training and neural network fine-tuning. Autoencoder pre-training can learn in an unsupervised manner the feature from data and the learned feature will initialize the DNNs parameters. Then, neural network fine-tuning helps adjust the DNNs parameters from the labeled data [18] , [35] using SCG algorithm.
(3) Verification of the performance of the trained DNNs on the test set.
V. EXPERIMENT VERIFICATION
To verify the effectiveness of the proposed methods, two sets of case studies were conducted. The data of the two sets were collected from the Mechanical Fault Simulator (MFS) of Yanshan University (YSU), as shown in Figure 6 . The neural network program is written in Deep Learning Toolbox of MATLAB 2018b. The experimental computer has a Windows 10 operating system, and the hardware includes an Intel i3 4170 CPU, an NVIDIA GTX1060 GPU, and 12 G of RAM. 
A. CASE STUDY 1: FAULT DIAGNOSIS OF BEARING
There are four types of health conditions: (1) under normal conditions (NC), (2) with inner race fault (IF), (3) with outer race fault (OF), (4) with roller fault (RF). The drive motor speed is 1920 rpm, and the accelerometer mounted on the bearing house was used to collect raw data with a sampling frequency of 12800 Hz. Each set of experimental data is divided into three datasets: 70% of the samples are training sets, 15% of the samples are validation sets, and 15% of the samples are test sets. Training data is used to train the networks, so it accounts for a large proportion. The validation set is used to check if the gradient of the training is still decreasing. If the verification gradient rises 10 times in a row, the training stops. The optimal result of the network training is the result before the gradient of verification set continuously 10 rises. This training stop strategy can prevent overfitting. The test set does not participate in training; instead, it is used to measure the performance of the networks.
First, we investigate the selection of the point numbers of the single sample. We randomly select 7000 samples to train, verify, and test the proposed methods. The number of input points per sample is set between 50 and 1000. The neural network settings are listed in Table 2 . The diagnosis results are shown in Figure 7 . In the figure, the accuracy averaged by 20 trials of the test set and the time averaged by 20 trials includes the training time, validating time, and testing time. It can be seen that testing accuracy reaches over 95% when the input dimension is over 350. When the input dimension is less than 350, the accuracy of the experiment fluctuates greatly and is lower. However, as the input dimension increases, the time consumption increases significantly. Considering the test accuracy and time consumption, we choose 400 as the input dimension.
Through Equation (30), we can calculate that Rp is 400, as in Equation (38). Rp = 60Fs/Rs = 60 × 12800/1920 = 400 (38)
It can be seen that when the input dimension Nin ≥ Rp, the accuracy will be higher than in other cases. Thus, it proves Equation (31). Second, we investigate the number of samples. We choose an input dimension of 400, and the network structure is 400-100-20-4. The diagnosis results are shown in Figure 8 . In the figure, the accuracy averaged by 20 trials of the test set, and the time also averaged by 20 trials, includes the training time, validating time, and testing time. It can be seen that as the number of samples increases, the accuracy and time consumption become increasingly higher. When the number of samples is greater than 7000, the standard deviation of the test accuracy is smaller. However, as the number of samples increases, the time consumption increases significantly. Considering the test accuracy and time consumption, the selected number of samples is 7000.
Third, we study the effect of different segmentation methods on the experiment without recombination. We generate each type of data with multiple data formats through different interval points. Table 3 shows the different interval points and the number of formats which can be calculated by Equation (32) . Because Ip must be an integer, Nf cannot be 3, 6, 7, 9, and so on according to Equation (32) . Verified by the experiment in Section V, we choose an input dimension of 400. The network structure is 400-100-20-4 and the number of the samples is 7000, which includes train, validation, and test samples.
The experimental results, including the accuracy with different values of Nf , is shown in Figure 9 . Twenty trials are conducted for each experiment to reduce the influence of randomness. It can be seen that in all cases, the dataset accuracy exceeds 98% and even may even reach 100% when Nf is 1 or 2. However, the dataset accuracy drops significantly when Nf is greater than 2. Especially, when Nf is greater than 2, the data easily fall into a local optimum and the accuracy of all the datasets drops below 40%.
To further demonstrate that the proposed segmentation method can mine the features, t-SNE [36] is utilized to convert the 20-dimension feature vector to a 3-dimension map by using a different Nf , and the results are displayed in Figure 10 . It can be seen that the feature characterizing the health states NC and OF are gathered in the corresponding cluster and the health states IF and RF are gathered in a close cluster when Nf is 1 or 2, as shown in Figure 10(a) and (b) . However, the feature characterizing health states IF, OF, and RF are completely mixed, and even the health state NC is gradually mixed with the other health states as Nf gradually increases, as shown in Figure 10(c), (d) , (e), and (f). It also demonstrates the effectiveness of a small Nf for each type of sample in feature extraction from raw data through the DNNs. Forth, we study the effect of the data augmentation methods on the experiment. The information of the datasets used to verify data augmented experiments is listed in Table 4 . Verified by the experiment in Section V, we choose an input dimension of 400 with 400 interval points, and the network structure is 400-100-20-4. The difference is the number of samples. The dataset 'a' include 2000 samples without data augmentation and the dataset 'b' include 20000 samples with the proposed data augmentation method.
As shown in Figure 11 , the data loss value of the training set is lower than that in the verification and test sets. In dataset 'a', the best validation performance is 0.1095 at epoch 47, as shown in Figure 11 (a). However, in dataset 'b', the best validation performance is 0.0007 at epoch 133, as shown in Figure 11(b) . It can be seen that DNNs can converge better VOLUME 7, 2019 on dataset 'b', which uses the proposed data augmentation method. Owing to the insufficient samples, the DNNs has apparently been fitted to dataset 'a'. Therefore, the proposed data augmentation method can effectively prevent the DNNs from being fitted. Figure 12 is the confusion matrix of the two datasets in the test set. As shown in Figure 12(a) , the accuracy rate in dataset 'a' is only 81.0%; from 300 test samples, only 243 are correctly classified, and 73.68% of the errors are due to misclassification in health conditions IF and RF. As shown in Figure 12(b) , the accuracy rate is up to 99.9% in dataset 'b' and only 3 of the 3000 test samples were misclassified. Thus, the proposed data augmentation method can improve the generalization ability of the networks.
The receiver operation characteristic (ROC) curves [37] can also be used to visualize the performance of the classifier. Figure 13 shows the ROC curves of the two datasets. The best classifier will produce a point in the upper left corner of the ROC space, indicating that there are no false negatives and no false positives. The untrained classifier will implement a gray line in the ROC space to represent the random performance of the classifier [16] . As shown in Figure 13(a) , each health condition in the ROC curve of dataset 'a' is closer to the gray line. However, as shown in Figure 13 (b), the ROC curve almost coincides with the upper right corner in the ROC space. It can be clearly seen that the performance of the classifier trained by dataset 'b' is better than that of the classifier trained by dataset 'a'. This is because dataset 'b' uses the proposed data augmentation methods.
To show the feature extraction capabilities of the DNNs that is trained by the two datasets more clearly, we use t-SNE again as a visualization tool. The data of the second hidden layer of the DNNs is reduced to three dimensions by t-SNE, as shown in Figure 14 . In general, it can been seen that the health conditions NC and RF are easier to distinguish and the health conditions IF and OF are more difficult to distinguish. It is observed that the boundary between IF and OF is ambiguous and most samples are mixed together, as shown in Figure 14 In summary, in the bearing fault diagnosis, the proposed segmentation method can improve the ability of the extracted features of the raw data. The lower the number of data formats in the sample, the stronger the ability of the networks to extract features from the samples. The proposed data augmentation method is also suitable for bearing fault diagnosis.
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The proposed data augmentation method can greatly increase the number of samples to solve the problem of poor network generalization ability caused by few samples.
B. CASE STUDY 2: FAULT DIAGNOSIS OF ROTOR IMBALANCE
The drive motor speed is 1500 rpm, and the accelerometer mounted on the bearing house was used to collect raw data with a sampling frequency of 9000 Hz. Each set of experimental data is divided into three datasets: 70% of the samples are training sets, 15% of the samples are validation sets, and 15% of the samples are test sets. As shown in Figure 15 , the rotor imbalance is achieved by adding the counterweights, which include a screw and two gaskets. As presented in Table 5 , the mass of the screw is 6 g, the mass of gasket 1 is 1.5 g, and the mass of gasket 2 is 2.5 g. As listed in Table 6 , the different health conditions comprise different numbers of screws and gaskets. The dataset Fs = 9000 Hz,Rs = 1500 rpm, it can be calculated that Rp = 360 according to Equation (30) . The network structure of the DNNs is 720-300-100-9. To verify that the proposed methods are suitable for rotor imbalance fault diagnosis, the following four datasets are designed, as presented in Table 7 . It can be seen that dataset 'a' uses neither the proposed segmentation method nor the proposed data augmentation method. Dataset 'b' is generated by the proposed segmentation method. Dataset 'c' is generated by the proposed data augmentation method. Dataset 'd' is generated by the proposed segmentation and data augmentation methods. Figure 16 shows the loss function of the four datasets. Just as in Figure 11 , the data loss value of the training set is lower than that of the verification and test sets. As shown in Figure 16(a) , the best validation performance is 0.0912 at epoch 124 in dataset 'a'. As shown in Figure 16(b) , the best validation performance is 0.0447 at epoch 142 in dataset 'b'. As shown in Figure 16 (c), the best validation performance is 0.0423 at epoch 172 in dataset 'c'. As shown in Figure 16(d) , the accuracy of the test set is increased by 66.5% to 83.1%. Comparing Figure 17 (a) and (c), the accuracy of the test set is increased by 66.5% to 83.7%. By comparing the accuracy of the four test sets, the highest accuracy is in dataset 'd', whose accuracy is up to 99.6%, as shown in Figure 17(d) . It can be seen that the proposed segmentation and data augmentation methods can improve the generalization ability of the networks, especially combining the two proposed methods. Figure 18 is the ROC curves of the four datasets. Comparing Figure 18 From the above results, it can be concluded that DNNs can extract the features more effectively and classify more accurately through the proposed segmentation method from the raw data of rotor imbalance fault. DNNs require a large number of samples for training, and the more samples, the more robust the trained classifiers can be. Therefore, the proposed data augmentation method can greatly increase the number of samples. Experiments show that the proposed data augmentation is suitable for rotor imbalance fault data.
VI. CONCLUSIONS
This study proposes a data segmentation method and a data augmentation method based on raw vibration data. Through the verification of two experimental cases, the proposed methods can be widely applied to the fault diagnosis of rotating machinery.
The segmentation in data preprocessing was studied and a specific segmentation of the raw data is proposed to improve the feature extraction efficiency. The effectiveness of the segmentation method is verified using the data of bearing and rotor. The bearing datasets contain massive samples involving normal condition, an inner race fault, an outer race fault, and a roller fault. The rotor imbalance datasets include normal condition and eight different levels of rotor imbalance data. As shown in the diagnosis results, the proposed segmentation method can extract features more efficiently.
A novel method for data augmentation of vibration data is proposed, which is applicable to the case of small data. By the method, the number of samples can be greatly increased, thereby enhancing the generalization ability of the DNNs. The data augmentation method can be used alone, or by using the data segmentation method proposed above to obtain a small amount of samples, and then using the proposed data augmentation method to increase the number of samples. The effectiveness of the method can be verified by both the bearing and rotor data.
The training method of the DNNs in this study is the SCG algorithm. The SCG algorithm is a network training method that updates weight and bias values according to the scaled conjugate gradient method. The training stops when any of these conditions occurs: (1) the maximum number of epochs (repetitions) is reached. XIAOLIN GUO received the B.S degree in electronic information science and technology from Xizang Minzu University, Xianyang, in 2016. He is currently pursuing the master's degree in engineering with the School of Electrical Engineering, Yanshan University, Qinhuangdao. His research interests include machinery condition monitoring, fault diagnosis, machine learning, and the applications of deep learning in mechanical signals. 
