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Abstract
To each second-order ordinary differential equation σ on a smooth man-
ifold M a G-structure P σ on J1(R,M) is associated and the Chern con-
nection ∇σ attached to σ is proved to be reducible to P σ; in fact, P σ
coincides generically with the holonomy bundle of ∇σ. The cases of uni-
modular and orthogonal holonomy are also dealt with. Two characteri-
zations of the Chern connection are given: The first one in terms of the
corresponding covariant derivative and the second one as the only princi-
pal connection on P σ with prescribed torsion tensor field. The properties
of the curvature tensor field of ∇σ in relationship to the existence of spe-
cial coordinate systems for σ are studied. Moreover, all the odd-degree
characterictic classes on P σ are seen to be exact and the usual charac-
teristic classes induced by ∇σ determine the Chern classes of M . The
maximal group of automorphisms of the projection p : R ×M → R with
respect to which ∇σ has a functorial behaviour, is proved to be the group
of p-vertical automorphisms. The notion of a differential invariant under
such a group is defined and stated that second-order differential invariants
factor through the curvature mapping; a structure is thus established for
KCC theory.
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1 Introduction
S.-S. Chern introduced several connections—currently referred to as ‘Chern
connections’—in different geometric settings; notably, in: i) the theory of second-
order ordinary differential equations [9] in the context of the correspondence
between Cartan and Kosambi (cf. [8], [18]), ii) Finsler geometry (see [12] and
the references therein), iii) 3-web geometry [10], and iv) almost Hermitian man-
ifolds [11] (the second canonical connection, cf. [23]). These connections usually
play a role in modern research on such topics; e.g., see [2], [3], [4], [14], [26],
[27], among others.
Due to their importance, Chern classes have eclipsed in part the rest of the
works of Chern (cf. [29]); in particular, this happens with the connections above.
In this paper, we consider exclusively the Chern connection of item i).
LetM be a connected C∞ manifold with natural projections p : R×M → R
and p′ : R ×M → M . The bundle of r-jets of smooth maps from R into M is
denoted by pr : M r = Jr(R,M)→ R, with natural projections prs : M r → M s
for r > s, and the r-jet prolongation of the curve γ : R → M is denoted by
jrγ : R → M r. Every coordinate system (xi), 1 ≤ i ≤ n = dimM , on M
induces a coordinate system (t, xi;xjk), i, j = 1, . . . , n, 0 ≤ k ≤ r on M
r as
follows:
xjk(j
r
t0γ) =
dk(xj ◦ γ)
dtk
(t0), x
j
0 = x
j .
Below, however, for first and second orders we use the more usual ‘dot’ notation;
namely, x˙j = xj1, and x¨
j = xj2.
A second-order ordinary differential equation
(1) x¨i = F i
(
t, xi, x˙i
)
, F i ∈ C∞(M1), 1 ≤ i ≤ n,
can be better understood as a section σ : M1 →M2 of the map p21 : M2 →M1
by simply setting x¨i ◦ σ = F i. The correspondence σ ↔ (F i)ni=1 is natural and
bijective.
Remark 1.1. The second-order ordinary differential equation considered in the
original paper by Chern [9] (also see [8], [18]) is x¨i+F i(t, xi, x˙i) = 0, 1 ≤ i ≤ n,
instead of (1). Hence, in all the formulas below, F i should be replaced by −F i
in order to compare with the formulas in [9].
Since its introduction in [8, 9, 18], the Chern connection associated to a
SODE on M has been studied by several authors; e.g., see [6, 7, 13, 24].
In the sections 3, 4 below, the Chern connection is presented in a similar way
as the Levi-Civita connection is introduced in Riemannian Geometry; namely,
1. The notion of a linear frame of M1 ‘adapted’ to a SODE σ is defined
(corresponding to the notion of an orthonormal frame in the Riemannian
case).
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2. The structure of the set of such frames, is analysed and proved to be
a G-structure P σ of the linear frames of M1; the first prolongation (cf.
[16, 21, 22]) of the Lie algebra of the Lie group of P σ vanishes and the
adjoint bundle of P σ is described in terms of the geometry of σ. The
Chern connection ∇σ is then proved to be reducible to this G-structure.
3. Two caracterizations of the Chern connection are provided: The first one
characterizes the covariant derivative ∇σ as a derivation law on the tan-
gent bundle of M1 and the second one as a principal connection on P σ
with prescribed torsion tensor field. (Observe also the analogy with the
Riemannian case.)
In the section 5, given a SODE σ on M , the existence of a fibred coordinate
system (t, x1, . . . , xn) for the projection p : M0 → R such that,
x¨i ◦ σ = f i0(t, x
1, . . . , xn) + f ij(t, x
1, . . . , xn)x˙j , 1 ≤ i ≤ n,
is given in terms of the curvature tensor of ∇σ. The particular cases f i0 ≡ 0 and
f i0 ≡ 0, f
i
j ≡ 0 are specially considered.
The odd-degree characteristic classes on P σ—as defined in [1]—are seen to
be exact and the standard characteristic classes induced by ∇σ are shown to
determine the Chern classes of the ground manifold M by means of the natural
isomorphism H•(M1;R) ∼= H•(M ;R).
In the section 7 the functorial character of the Chern connection is studied.
We confine ourselves to consider the group of p-vertical automorphisms of the
submersion p, denoted by Autv(p) (see its precise definition at the beginning of
this section), as this subgroup is the largest group of transformations for which
the functoriality holds. This corresponds to the “problem (B)” in the termi-
nology introduced by Chern in [9]. Chern solves the problem of functoriality
of his connection by simply saying (cf. [9, p. 208]): “Il en re´sulte que la choix
βik =
1
2
∂F i
∂yk
a un caracte`re intrinse`que.”
Finally, the section 8 is devoted to introduce the notion of a differential
invariant for SODEs with respect to the group Autv(p). The main result states
that invariant functions factor through the curvature mapping induced by the
curvature Kσ of the splitting Hσ attached to each SODE σ (see the formulas
(11) and (14) below), which almost coincides with the torsion tensor field of the
Chern connection ∇σ, see the formulas (25), (30). This explains the role of the
Chern connection in KCC theory. We also remark the similarity between the
aforementioned result and the geometric version of the Utiyama theorem (e.g.,
see [5, 10.2]) in gauge theories.
2 Preliminaries
2.1 Dynamical flows
Every SODE σ defines a vector field Xσ ∈ X(M1), called ‘the dynamical flow’
associated to σ (cf. [24]), as follows: (Xσ)ξ = (j
1γ)∗(d/dt)t0 , ∀ξ ∈ (p
1)−1(t0),
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where γi = xi ◦ γ, 1 ≤ i ≤ n, is the only solution to (1) satisfying the initial
conditions γi(t0) = x
i(ξ) and dγi/dt(t0) = x˙
i(ξ). The local expression of the
dynamical flow is Xσ = ∂/∂t+ x˙i∂/∂xi + F i∂/∂x˙i.
2.2 The splitting induced by a SODE
As is known, p10 : M1 →M0 = R×M is an affine bundle modelled over p′∗TM ;
in fact, given v ∈ Tx0M and j
1
t0γ ∈ M
1, with γ(t0) = x0, then v + j
1
t0γ = j
1
t0γ
′
is defined as follows: 1) γ′(t0) = x0, and 2) γ
′
∗(d/dt)t0 = v+ γ∗(d/dt)t0 . Hence,
the following exact sequence of vector bundles over M1 holds:
(2) 0→
(
p′ ◦ p10
)∗
TM
ε
−→ V
(
p10
)
→ TM1
(p10)∗
−−→ (p10)∗TM0 → 0,
where V
(
p10
)
denotes the vector subbundle of p10-vertical vectors and ε is
defined by the directional derivative, namely
(3) ε
(
j1t0γ, v
)
(f) = lim
t→0
f(tv + j1t0γ)− f(j
1
t0γ)
t
, v ∈ Tγ(t0)M, f ∈ C
∞(M1).
In local coordinates ε is determined by ε(∂/∂xi) = ∂/∂x˙i.
Given a SODE σ, the Lie derivative of the fundamental tensor
(4) J = ωi ⊗
∂
∂x˙i
, ωi = dxi − x˙idt
of M1 (e.g., see [24, formula (1.13)]) along Xσ is
LXσJ = −
(
dxi − x˙idt
)
⊗
∂
∂xi
(5)
+
{(
x˙i
∂F j
∂x˙i
− F j
)
dt−
∂F j
∂x˙i
dxi + dx˙j
}
⊗
∂
∂x˙j
,
and it is readily checked that LXσJ is diagonalizable with eigenvalues 0, +1, −1,
and multiplicities 1, n, n, respectively (cf. [6, p. 6620]). If T 0(M1), T+(M1),
T−(M1) are the corresponding vector subbundles of eigenvectors, then
T (M1) = T 0(M1)⊕ T−(M1)⊕ T+(M1),(6)
T 0(M1) = 〈Xσ〉 ,(7)
T−(M1) = 〈Xσi 〉 , X
σ
i =
∂
∂xi
+ 12
∂F j
∂x˙i
∂
∂x˙j
,(8)
T+(M1) = V
(
p10
)
=
〈
∂
∂x˙1
, . . . ,
∂
∂x˙n
〉
.(9)
Hence, the epimorphism (p10)∗ in (2) induces an isomorphism
(10) (p10)∗ : T
0(M1)⊕ T−(M1)
∼=
−→ (p10)∗TM0,
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whose inverse mapping determines a section Hσ : (p10)∗TM0 → TM1 of (p10)∗
given by
(11) Hσ = dt⊗Xσ + ωi ⊗Xσi ,
and consequently, the exact sequence (2) splits; i.e., every tangent vector X in
TM1 can uniquely be written as X = Xv +Xh, where
Xh = Hσ
(
(p10)∗X
)
∈ T 0(M1)⊕ T−(M1), Xv = X −Xh ∈ V (p10).
In coordinates,
(12)
(
∂
∂t
)v
=
(
1
2
x˙i
∂F j
∂x˙i
− F j
)
∂
∂x˙j
,
(
∂
∂t
)h
=
∂
∂t
+
(
F j − 1
2
x˙i
∂F j
∂x˙i
)
∂
∂x˙j
,
(
∂
∂xi
)v
= − 1
2
∂F j
∂x˙i
∂
∂x˙j
,
(
∂
∂xi
)h
= Xσi ,
(
∂
∂x˙i
)v
=
∂
∂x˙i
,
(
∂
∂x˙i
)h
= 0.
Below we need the explicit expression for the curvature form of the splitting
Hσ; i.e.,
(13)
Kσ ∈
∧2
T ∗M1 ⊗ V (p10),
Kσ(X,Y ) =
[
Xh, Y h
]v
, ∀X,Y ∈ X(M1).
Proposition 2.1. The curvature form of the splitting (11) is given as follows:
(14) Kσ = −
(
P hj dt ∧ ω
j +
∑
i<j
T hijω
i ∧ ωj
)
⊗
∂
∂x˙h
,
where the 1-form ωj is introduced in the formula (4) and
T kij =
1
2
(
∂2F k
∂xi∂x˙j
−
∂2F k
∂xj∂x˙i
+ 12
(
∂Fh
∂x˙i
∂2F k
∂x˙h∂x˙j
−
∂Fh
∂x˙j
∂2F k
∂x˙h∂x˙i
))
,(15)
P ij =
1
2X
σ
(
∂F i
∂x˙j
)
−
∂F i
∂xj
− 14
∂F k
∂x˙j
∂F i
∂x˙k
.(16)
Remark 2.2. The formulas (15), (16) coincide with those in [9, formula (17)]
after replacing F i by −F i, as explained in Remark 1.1.
Proof. As a simple computation shows, the following formulas hold:
[
Xσ, Xσj
]
= P ij
∂
∂x˙i
− 12
∂F k
∂x˙j
Xσk ,
[
Xσ,
∂
∂x˙j
]
= −Xσj −
1
2
∂F i
∂x˙j
∂
∂x˙i
,
[
Xσi , X
σ
j
]
= T kij
∂
∂x˙k
,
[
Xσi ,
∂
∂x˙j
]
= − 12
∂2Fh
∂x˙j∂x˙i
∂
∂x˙h
,
and we can conclude by using Table 12.
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3 G-structure attached to a SODE
Definition 3.1. A linear frame (X0, X1, . . . , X2n) ∈ Fξ(M
1), ξ ∈ M1, is said to
be adapted to a SODE σ on M if it satisfies the following three conditions:
(i) X0 = (X
σ)ξ.
(ii) The tangent vector Xn+i is p
10-vertical for 1 ≤ i ≤ n.
(iii) Xi =
(
Hσ ◦ ε−1
)
(Xn+i) for 1 ≤ i ≤ n.
Proposition 3.2. Let G be the image of the Lie-group monomorphism
ι : Gl(n,R)→ Gl(2n+ 1,R),
ι(Λ) =

 1 0 00 Λ 0
0 0 Λ

 , ∀Λ ∈ Gl(n,R).
Let π : F (M1) → M1 be the bundle of linear frames of the manifold M1. The
bundle π : P σ → M1 of all linear frames adapted to a given SODE σ on M is
a G-structure. Moreover, if (U ;xi) is a coordinate open domain in M , then the
linear frame
(17)
s : J1(R, U)→ F (M1),
s(ξ) =
(
(Xσ)ξ , (X
σ
i )ξ ,
(
∂
∂x˙i
)
ξ
)
, 1 ≤ i ≤ n, ξ ∈ J1(R, U),
defines a section of P σ, with dual coframe (dt, ωi, ̟i), 1 ≤ i ≤ n, where
(18) ̟i = dx˙i − F idt− 12
∂F i
∂x˙j
(
dxj − x˙jdt
)
.
Proof. First of all we prove the last part of the statement, i.e., the section s in
the formula (17) takes values in P σ. In Definition 3.1, the items (i) and (ii) are
obvious, and the item (iii) follows directly from the definitions of ε and Hσ in
the formulas (3) and (11), respectively. By again taking the items (i)-(iii) in
Definition 3.1 into account, it follows that every linear frame (Xα)
2n
α=0 ∈ (P
σ)ξ
can be written as X0 = (X
σ)ξ, Xj = λ
i
j(X
σ
i )ξ, Xn+j = λ
i
j
(
∂/∂x˙i
)
ξ
, 1 ≤ j ≤ n,
with Λ = (λij) ∈ Gl(n,R), or equivalently, (X0, X1, . . . , X2n) = s(ξ) · ι(Λ), ι(Λ)
being the matrix defined in the statement, and the result follows.
Remark 3.3. Each G-structure P ⊂ F (M1) determines a vector field XP on
M1 by (XP )ξ = X0 ∈ TξM
1 for every ξ ∈ M1, where u = (X0, X1, . . . , X2n)
is an arbitrary linear frame in P at ξ. The definition makes sense as X0 is
kept invariant under all the elements in G. A G-structure P is the G-structure
associated with a SODE if and only if XP is a dynamical flow, i.e., XP (t) = 1
and iXP (CM1) = 0, where CM1 is the contact differential system on TM
1, locally
spanned by the 1-forms ωi, 1 ≤ i ≤ n, defined in the formula (4).
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Proposition 3.4. The first prolongation of the Lie algebra g = ι∗gl(n,R) of
G in Proposition 3.2, vanishes; namely, g(1) =
(
S2V ∗ ⊗ V
)
∩ (V ∗ ⊗ g) = {0},
where V = R2n+1.
Proof. Let (vα)
2n
α=0 be the standard basis for V with dual basis (v
α)2nα=0. If
t = tγαβv
α ⊗ vβ ⊗ vγ ∈ g
(1), then, once an index 0 ≤ α ≤ 2n is fixed, the
endomorphism tγαβv
β ⊗ vγ belongs to g. Taking the defintion of the subalgebra
g ⊂ gl(2n + 1,R) in Proposition 3.2 into account, we obtain tγαβ = 0, if β = 0
or γ = 0, and
(19) tγαβ = 0, if 1 ≤ β ≤ n, n+ 1 ≤ γ ≤ 2n or n+ 1 ≤ β ≤ 2n, 1 ≤ γ ≤ n,
(20) tγαβ = t
γ+n
α,β+n, β, γ = 1, . . . , n.
For 1 ≤ α ≤ n and β, γ = 1, . . . , n, taking tγαβ = t
γ
βα, (20), and (19) into
account, we obtain
(21) tγαβ
(20)
= tγ+nα,β+n = t
γ+n
β+n,α
(19)
= 0.
For n+1 ≤ α ≤ 2n and β, γ = 1, . . . , n, taking tγαβ = t
γ
βα and (19) into account,
we obtain
(22) tγαβ = t
γ
βα
(19)
= 0.
Finally, from (20), (21), and (22), we conclude
tγ+nα,β+n = t
γ
αβ = 0, for 1 ≤ α ≤ 2n and β, γ = 1, . . . , n.
Remark 3.5. The previous proof is avoidable by simply looking at the table of
Lie algebras with non-trivial first prolongation, e.g., see [22, Tables 1 & 2].
Proposition 3.6. The adjoint bundle of the G-structure π : P σ → M1 corre-
sponding to a SODE σ on M can be identified to the vector subbundle
adP σ ⊆ T ∗(M1)⊗ T (M1)
of all endomorphisms E : T (M1)→ T (M1) such that,
E(T 0(M1)) = {0}, E(T−(M1)) ⊆ T−(M1), E(T+(M1)) ⊆ T+(M1),
and the composition map Hσ ◦ ε−1 conjugates E|T−(M1) and E|T+(M1), i.e.,
E|T−(M1) ◦H
σ ◦ ε−1 = Hσ ◦ ε−1 ◦ E|T+(M1) ,
where ε, T 0(M1), T−(M1), T+(M1), and Hσ are given in the formulas (3),
(7), (8), (9), and (11), respectively.
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Proof. By its very definition, the adjoint bundle of π : P σ → M1 is the bundle
associated to P σ with respect to the adjoint representation of G on its Lie
algebra g, as defined in Propositions 3.2 and 3.4, respectively. The result then
follows readily from the conditions (i)-(iii) in Definition 3.1.
Proposition 3.7. The Chern connection as defined in [9] and [24] is reducible
(cf. [17, p. 81]) to the G-structure P σ.
Proof. As is well known (see [24, Corollary 2.1]), the Chern connection ∇σ
attached to a SODE σ is locally given in the frame (Xα)
2n
α=0 =
(
Xσ, Xσi , ∂/∂x˙
j
)
,
i, j = 1, . . . , n, by the following formulas:
(23)
∇
σ
XσX
σ = 0, ∇σXσX
σ
i = −
1
2
∂F j
∂x˙i
Xσj , ∇
σ
Xσ
∂
∂x˙i
= − 1
2
∂F j
∂x˙i
∂
∂x˙j
,
∇
σ
Xσ
i
Xσ = 0, ∇σXσ
j
Xσi = −
1
2
∂2Fk
∂x˙i∂x˙j
Xσk , ∇
σ
Xσ
i
∂
∂x˙j
= − 1
2
∂2Fk
∂x˙i∂x˙j
∂
∂x˙k
,
∇
σ
∂
∂x˙i
Xσ = 0, ∇σ∂
∂x˙i
Xσj = 0, ∇
σ
∂
∂x˙i
∂
∂x˙j
= 0.
We also set (θα)
2n
α=0 =
(
dt, ωi, ̟i
)
, 1 ≤ i ≤ n, where ωi (resp. ̟i) is defined
in the formula (4) (resp. (18)). Moreover, the equations of the subalgebra g ⊂
gl(2n+ 1,R) (cf. Proposition 3.2) are
aα0 = 0, 0 ≤ α ≤ 2n,
a0α = 0, 1 ≤ α ≤ 2n,
aαβ = 0, if 1 ≤ α ≤ n, n+ 1 ≤ β ≤ 2n or n+ 1 ≤ α ≤ 2n, 1 ≤ β ≤ n,
aαβ = a
n+α
n+β , α, β = 1, . . . , n,
where A = (aαβ)
2n
α,β=0 ∈ gl(2n + 1,R). According to ([15, Proposition 5.4])
Chern’s connection is reducible to P σ if and only if for every X ∈ X(M1), the
following equations hold:
(24)
θ0 (∇σXX0) = dt (∇
σ
XX
σ) = 0,
θi (∇σXX0) = ω
i (∇σXX
σ) = 0,
θn+i (∇σXX0) = ̟
i (∇σXX
σ) = 0,
θ0 (∇σXXi) = dt (∇
σ
XX
σ
i ) = 0,
θ0 (∇σXXn+i) = dt
(
∇σX
∂
∂x˙i
)
= 0,
θn+i (∇σXXj) = ̟
i
(
∇σXX
σ
j
)
= 0,
θi (∇σXXn+j) = ω
i
(
∇σX
∂
∂x˙j
)
= 0,
θj (∇σXXi) = θ
n+j (∇σXXn+i) .
The equations (24) are an easy consequence of the formulas in Table (23). In
fact, the three first conditions are straightforward taking account of the fact
that Xσ is parallel. Furthermore, from the equations in Table (23) we obtain
dt(∇σXX
σ
i ) = 0, ̟
i(∇σXX
σ
j ) = 0 (resp. dt(∇
σ
X∂/∂x˙
i) = 0, ωi(∇σX∂/∂x˙
j) = 0).
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Finally, by setting X = aXσ + aiXσi + b
i∂/∂x˙i, we obtain
θj (∇σXXi) = ω
j (∇σXX
σ
i )
= − 12
(
a
∂F j
∂x˙i
+ ah
∂2F j
∂x˙h∂x˙i
)
,
θn+j (∇σXXn+i) = ̟
j
(
∇σX
∂
∂x˙i
)
= − 12
(
a
∂F j
∂x˙i
+ ah
∂2F j
∂x˙h∂x˙i
)
,
for i, j = 1, . . . , n, and the last equation in (24) follows.
4 Characterizations of the Chern connection
4.1 First characterization
Theorem 4.1. Given a SODE σ on M , there is a unique linear connection ∇σ
on M1 such that,
(1) ∇σXσ = 0.
(2) ∇σLXσJ = 0.
(3) If Eσ : T (M1)→ T (M1) is Eσ = J+Hσ ◦ε−1◦(LXσJ)
v
, then ∇σEσ = 0.
(4) The torsion of ∇σ is the tensor field T σ given by,
(25) T σ = Kσ + dt ∧
(
Hσ ◦ ε−1 ◦ (LXσJ)
v)
,
where Kσ is the curvature form of the splitting Hσ induced by σ as defined
in the formula (13).
This connection coincides with that defined in [9] and [24].
Proof. By expressing the equation ∇σXσ = 0 in the frame (17) we obtain
(26) (∇σ)Xσ X
σ = 0, (∇σ)Xσi
Xσ = 0, (∇σ)∂/∂x˙i X
σ = 0.
From item (2), taking the formula (5) for LXσJ and the conditions (26) into
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account, we obtain
0 = (∇σLXσJ) (X
σ, Xσ) = ∇σXσ ((LXσJ) (X
σ))− (LXσJ) (∇
σ
XσX
σ),
0 = (∇σLXσJ)
(
∂
∂x˙i
, Xσ
)
= ∇σXσ
∂
∂x˙i
− (LXσJ)
(
∇σXσ
∂
∂x˙i
)
,
0 = (∇σLXσJ) (X
σ
i , X
σ) = −∇σXσX
σ
i − (LXσJ) (∇
σ
XσX
σ
i ) ,
0 = (∇σLXσJ)
(
∂
∂x˙i
, Xσj
)
= ∇σXσj
∂
∂x˙i
− (LXσJ)
(
∇σXσj
∂
∂x˙i
)
,
0 = (∇σLXσJ)
(
Xσi , X
σ
j
)
= −∇σXσj X
σ
i − (LXσJ)
(
∇σXσj X
σ
i
)
,
0 = (∇σLXσJ)
(
Xσi ,
∂
∂x˙j
)
= −∇σ∂/∂x˙jX
σ
i − (LXσJ)
(
∇σ∂/∂x˙jX
σ
i
)
,
0 = (∇σLXσJ)
(
∂
∂x˙i
,
∂
∂x˙j
)
= ∇σ∂/∂x˙j
∂
∂x˙i
− (LXσJ)
(
∇σ∂/∂x˙j
∂
∂x˙i
)
.
Recalling that T+(M1) = ker(LXσJ − I) and T
−(M1) = ker(LXσJ + I), from
the previous formulas we deduce ∇σXσ∂/∂x˙
i, ∇σXσj
∂/∂x˙i, ∇σ∂/∂x˙j∂/∂x˙
i (resp.
∇σXσX
σ
i , ∇
σ
Xσj
Xσi , ∇
σ
∂/∂x˙jX
σ
i ) belong to T
+(M1) (resp. T−(M1)) and therefore
(27)
∇
σ
Xσ∂/∂x˙
i = Aki
∂
∂x˙k
, ∇σXσ
j
∂/∂x˙i = Akij∂/∂x˙
k, ∇σ∂/∂x˙j∂/∂x˙
i = Bkij∂/∂x˙
k,
∇
σ
XσX
σ
i = C
k
i X
σ
k , ∇
σ
Xσ
j
Xσi = C
k
ijX
σ
k , ∇
σ
∂/∂x˙jX
σ
i = D
k
ijX
σ
k .
Furthermore, according to the definition of Eσ in the statement, its local ex-
pression is seen to be
(28) Eσ = ωi ⊗
∂
∂x˙i
+̟i ⊗Xσi ,
where ωi, ̟i, and Xσi are given by the formulas (4), (18), and (8), respectively.
Hence, from the item (3) and taking the formulas (27) and (28) into account,
we obtain
0 = (∇σEσ) (Xσ, Xσ) = ∇σXσ (E
σ(Xσ))− Eσ(∇σXσX
σ),
0 = (∇σEσ)
(
∂
∂x˙i
, Xσ
)
=
(
Cki −A
k
i
)
Xσk ,
0 = (∇σEσ) (Xσi , X
σ) =
(
Aki − C
k
i
) ∂
∂x˙k
,
0 = (∇σEσ)
(
∂
∂x˙i
, Xσj
)
=
(
Ckij −A
k
ij
)
Xσk ,
0 = (∇σEσ)
(
Xσi , X
σ
j
)
=
(
Akij − C
k
ij
) ∂
∂x˙k
,
0 = (∇σEσ)
(
Xσi ,
∂
∂x˙j
)
=
(
Bkij −D
k
ij
) ∂
∂x˙k
,
0 = (∇σEσ)
(
∂
∂x˙i
,
∂
∂x˙j
)
=
(
Dkij −B
k
ij
)
Xσk .
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Hence Cki = A
k
i , C
k
ij = A
k
ij , D
k
ij = B
k
ij . Therefore,
(29)
∇σXσ
∂
∂x˙i = A
k
i
∂
∂x˙k
, ∇σXσj
∂
∂x˙i = A
k
ij
∂
∂x˙k
, ∇σ∂/∂x˙j
∂
∂x˙i = B
k
ij
∂
∂x˙k
,
∇σXσX
σ
i = A
k
iX
σ
k , ∇
σ
Xσj
Xσi = A
k
ijX
σ
k , ∇
σ
∂/∂x˙jX
σ
i = B
k
ijX
σ
k .
Let us finally impose the condition (4). Taking the expression forKσ in (14) and
the definitions of Hσ, ε−1 and (LXσJ)
v
in (11), (3) and (5), (12) respectively,
the tensor field T σ defined in (25) is written as:
(30) T σ = −P ijdt ∧ ω
j ⊗
∂
∂x˙i
−
∑
i<j
T kijω
i ∧ ωj ⊗
∂
∂x˙k
+ dt ∧̟i ⊗Xσi .
Taking the equations (30) and (26) into account we have
Xσi = T
σ
(
Xσ,
∂
∂x˙i
)
= ∇σXσ
∂
∂x˙i
−
(
−Xσi −
1
2
∂F j
∂x˙i
∂
∂x˙j
)
.
Hence
(31) ∇σXσ
∂
∂x˙i
= − 12
∂F j
∂x˙i
∂
∂x˙j
.
Finally, taking (29) into account, from T σ
(
Xσi , ∂/∂x˙
j
)
= 0 we have
0 = T σ
(
Xσi ,
∂
∂x˙j
)
= ∇σXσi
∂
∂x˙j
−∇σ∂/∂x˙jX
σ
i +
1
2
∂2F k
∂x˙j∂x˙i
∂
∂x˙k
=
(
Akji +
1
2
∂2F k
∂x˙j∂x˙i
)
∂
∂x˙k
−BkijX
σ
k ,
and therefore
(32) Akji = −
1
2
∂2F k
∂x˙j∂x˙i
, Bkij = 0.
From (31), (29), and (32) we thus obtain
∇σXσ
∂
∂x˙i
= − 12
∂F j
∂x˙i
∂
∂x˙k
, ∇σXσj
∂
∂x˙i
= − 12
∂2F k
∂x˙j∂x˙i
∂
∂x˙k
, ∇σ∂/∂x˙j
∂
∂x˙i
= 0,
∇σXσX
σ
i = −
1
2
∂F j
∂x˙i
Xσk , ∇
σ
Xσj
Xσi = −
1
2
∂2F k
∂x˙j∂x˙i
Xσk , ∇
σ
∂/∂x˙jX
σ
i = 0.
These formulas together with (26) are exactly the same as those in (23).
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Remark 4.2. From the characterization of the adjoint bundle of the G-structure
π : P σ →M1 given in Proposition 3.6 it follows that the first structure tensor of
P σ, i.e., T σmod alt
(
T ∗M1 ⊗ adP σ
)
in
∧2 T ∗M1 ⊗ TM1/alt (T ∗M1 ⊗ adP σ)
(e.g. see [16], [21]) never vanishes and that P σ is not 1-integrable.
Remark 4.3. The item (4) in the theorem can be replaced by the following
weaker conditions: Tor∇σ|T−(M1)×T+(M1) = 0, iXσTor∇
σ|T+(M1) = H
σ ◦ ε−1.
4.2 Second characterization
Theorem 4.4. The Chern connection ∇σ attached to a SODE σ on M is
the only linear connection on M1 reducible to the G-structure π : P σ → M1
introduced in Proposition 3.2 whose torsion tensor field is given in the formula
(25).
Proof. According to Proposition 3.7 the Chern connection is reducible to P σ.
Furthermore, from the formulas in (23) the torsion of ∇σ is readily computed,
namely,
Tor∇σ
(
Xσ, Xσj
)
= −P ij
∂
∂x˙i , Tor∇
σ
(
Xσ, ∂∂x˙i
)
= Xσi ,
Tor∇σ
(
Xσi , X
σ
j
)
= −T kij
∂
∂x˙k , Tor∇
σ
(
Xσi ,
∂
∂x˙j
)
= 0,
Tor∇σ
(
∂
∂x˙i ,
∂
∂x˙j
)
= 0,
where the functions P ij , T
k
ij are defined in the formulas (16), (15), respectively.
Hence, from the above equations and the formula (30), one obtains Tor∇σ = T σ.
If ∇ is the covariant derivative of another linear connection on M1 reducible
to P σ, then (e.g., see [21, Proposition I.1]) a unique section h of the vector
subbundle T ∗(M1) ⊗ adP σ ⊆ T ∗(M1) ⊗ T ∗(M1) ⊗ T (M1) exists such that
∇XY = ∇
σ
XY + h(X,Y ), ∀X,Y ∈ X(M
1). If the torsion tensor field of ∇
coincides with that of ∇σ, then h takes values in
(S2T ∗M1 ⊗ TM1) ∩ (T ∗M1 ⊗ adP σ).
But this vector bundle vanishes by virtue of Proposition 3.4.
5 Curvature of ∇σ and characteristic classes
Lemma 5.1. Let Rσ be the curvature tensor of the Chern connection ∇σ of a
SODE σ on M .
(i) The condition Rσ (Xσ, Y )Z = 0, ∀Y, Z ∈ T−(M1) is equivalent to the
condition Rσ (Xσ, Y )Z = 0, ∀Y ∈ T−(M1), ∀Z ∈ T+(M1).
(ii) The condition Rσ(X,Y )Z = 0, ∀X,Y, Z ∈ T−(M1) is equivalent to the
condition Rσ(X,Y )Z = 0, ∀X,Y ∈ T−(M1), ∀Z ∈ T+(M1).
(iii) The condition Rσ(X,Y )Z = 0, ∀X,Z ∈ T−(M1), ∀Y ∈ T+(M1) is equiv-
alent to the condition Rσ(X,Y )Z = 0, ∀X ∈ T−(M1), ∀Y, Z ∈ T+(M1).
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Proof. The result immediately follows from the following formulas:
(33)
Rσ
(
Xσ, Xσj
)
Xσi = A
h
ijX
σ
h , R
σ
(
Xσ, Xσj
) ∂
∂x˙i
= Ahij
∂
∂x˙h
,
Rσ
(
Xσi , X
σ
j
)
Xσk = B
h
ijkX
σ
h , R
σ
(
Xσi , X
σ
j
) ∂
∂x˙k
= Bhijk
∂
∂x˙h
(i < j),
Rσ
(
Xσi ,
∂
∂x˙j
)
Xσk = R
h
ijkX
σ
h , R
σ
(
Xσi ,
∂
∂x˙j
)
∂
∂x˙k
= Rhijk
∂
∂x˙h
,
where
2Ahkj = T
h
jk −
∂P hk
∂x˙j
−
∂P hj
∂x˙k
,(34)
Bhijk = −
∂T hij
∂x˙k
(i < j),(35)
Rhijk =
1
2
∂3Fh
∂x˙i∂x˙j∂x˙k
,(36)
the functions T hjk, P
h
k being respectively defined in (15), (16), and the rest of
components of the curvature tensor vanishes.
Remark 5.2. The items (i), (ii), and (iii) above are a simple consequence of the
following formula:
Rσ (X,Y )|T−(M1) = H
σ ◦ ε−1 ◦ Rσ (X,Y )|T+(M1) , ∀X,Y ∈ T (M
1),
which is also deduced from (33).
Theorem 5.3. Let Rσ be the curvature tensor of the Chern connection ∇σ of
a SODE σ on M .
(a) If one of the equivalent conditions in items (ii) and (iii) of Lemma 5.1 hold
on a neighbourhood of a point x ∈M , then there exists a fibred coordinate
system (t, x′i) centred at x on M0 such that x¨′i ◦ σ is polynomial of first
degree in x˙′1, . . . , x˙′n for every 1 ≤ i ≤ n.
(b) If one of the equivalent conditions in items (i) and (iii) of Lemma 5.1 hold
on a neighbourhood of a point x ∈M , then there exists a fibred coordinate
system (t, x′i) centred at x on M0 such that x¨′i ◦ σ ∈ C∞(M0) for every
1 ≤ i ≤ n (cf. [8, p. 621], [13, Theorem 7]).
(c) If one of the equivalent conditions in item (iii) of Lemma 5.1 holds and
Kσ vanishes on a neighbourhood of a point x ∈ M , then there exists a
fibred coordinate system (t, x′i) centred at x on M0 such that x¨′i ◦ σ = 0
for every 1 ≤ i ≤ n (cf. [8, p. 621], [13, Theorem 6]).
Proof. According to the formulas (33), the hypothesis in item (a) means Bhijk =
0 and Rhijk = 0. Taking the equations (36) into account, we obtain
(37) Fh = Fhij x˙
ix˙j + Fhi x˙
i + Fh0 , F
h
ij = F
h
ji, F
h
0 , F
h
i , F
h
ij ∈ C
∞(M0).
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Substituting (37) into the expression for Bkijr in (35) and taking the formula
(15) into account, we have
(38) Bkijr =
∂F kjr
∂xi
−
∂F kir
∂xj
+ FhirF
k
hj − F
h
jrF
k
hi.
For every fixed value t ∈ R, a symmetric linear connection ∇t on M can be
defined by imposing that its Christoffel symbols in the coordinate system (xi)ni=1
are Γhij = −F
h
ij , and from the formulas (38) we conclude that all the components
of the curvature tensor of ∇t vanish. Hence there exists a coordinate system
(x′i)ni=1 depending smoothly on t, such that F
′h
ij = 0 and the result follows.
Similarly, the hypothesis in item (b) means Ahij = 0 and R
h
ijk = 0. Hence
the formulas (37) for F 1, . . . , Fn also hold in this case and substituting them
into (34) recalling the expressions (15) and (16), we obtain
2Ahkj = 2B
h
jkax˙
a − 2
∂Fhjk
∂t
+
∂Fhk
∂xj
+ Fhr F
r
jk − F
r
kF
h
rj .
Hence the equations (38) again hold and, in addition, we have
(39) 0 = −2
∂Fhjk
∂t
+
∂Fhj
∂xk
+ Fhr F
r
jk − F
r
kF
h
rj .
By virtue of (a) and making a change of coordinates, we can further assume
Fhij = 0; hence F
h = Fhi x˙
i + Fh0 , and the equations (39) simply mean that the
functions Fhj are independent of the coordinates x
1, . . . , xn, i.e., they depend
on t only. If we look for a fibred coordinate system (x′i)ni=1 centred at x on M
0
such that x¨′i ◦ σ ∈ C∞(M0), for 1 ≤ i ≤ n, then we obtain
x′ixaxb = 0, 2x
′i
txb + F
j
b x
′i
xj = 0.
The first group of equations above is equivalent to saying x′i = uij(t)x˙
j + ui0(t),
and from the second group we obtain u˙ib = −
1
2F
j
b u
i
j , which is a system of
ordinary differential equations on the unknown functions uij , thus proving (b).
Finally, the tensors Kσ vanishes if, and only if, P ij = 0 and T
k
ij = 0, as
follows from the expression of Kσ in (14). From Rhijk = 0 we again deduce the
equations (37) and substituting them into the formulas (15), (16), and letting
T kij = 0, P
i
j = 0, we obtain
0 =
(
∂F kjr
∂xi
−
∂F kir
∂xj
+ FhirF
k
hj − F
h
jrF
k
hi
)
x˙r+ 12
(
∂F kj
∂xi
−
∂F ki
∂xj
+ Fhi F
k
hj − F
h
j F
k
hi
)
,
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0 =
(
∂F ija
∂xb
−
∂F iab
∂xj
− F kjaF
i
kb + F
r
abF
i
jr
)
x˙ax˙b
+
(
∂F iaj
∂t
+ 12
∂F ij
∂xa
−
∂F ia
∂xj
− 12F
i
kF
k
aj −
1
2F
k
j F
i
ak + F
h
a F
i
hj
)
x˙a
+ 12
∂F ij
∂t
−
∂F i0
∂xj
− 14F
k
j F
i
k + F
h
0 F
i
hj .
Hence,
0 =
∂F kjr
∂xi
−
∂F kir
∂xj
+ FhirF
k
hj − F
h
jrF
k
hi,(40)
0 =
∂F iaj
∂t
+ 12
∂F ij
∂xa
−
∂F ia
∂xj
− 12F
i
kF
k
aj −
1
2F
k
j F
i
ak + F
h
a F
i
hj ,(41)
0 = 12
∂F ij
∂t
−
∂F i0
∂xj
− 14F
k
j F
i
k + F
r
0F
i
jr ,(42)
0 =
∂F kj
∂xi
−
∂F ki
∂xj
+ Fhi F
k
hj − F
h
j F
k
hi.(43)
Letting x0 = t, an auxiliary symmetric linear connection ∇ can be defined on
M0 by giving its Christoffel symbols as follows:
Γ000 = Γ
0
0i = Γ
0
ij = 0, Γ
h
00 = −F
h
0 , Γ
h
i0 = −
1
2F
h
i , Γ
h
ij = −F
h
ij ,
and, as a computation shows, we obtain
R00kl = 0, R
0
jkl = 0, R
0
j00 = 0, R
0
j0l = 0,
Ri0kl = −
1
2
∂F il
∂xk
+ 12
∂F ik
∂xl
+ 12F
h
l F
i
hk −
1
2F
h
k F
i
hl =
(43)
0,
Rijkl =
∂F ikj
∂xl
−
∂F ilj
∂xk
+ FhljF
i
kh − F
h
kjF
i
lh =
(40)
0,
Rij00 = −
1
2
∂F ij
∂t
+
∂F i0
∂xl
+ 14F
h
j F
i
h − F
h
0 F
i
hl =
(42)
0,
Rij0l = −
∂F ilj
∂t
+ 12
∂F ij
∂xl
+ 12F
h
ljF
i
h −
1
2F
h
j F
i
hl =
(43)–(41)
0.
Hence∇ is flat. Consequently, there exists a coordinate system (x′0, x′1, . . . , x′n)
on M0 parallelizing ∇. Moreover, we have ∇(dt) = 0 (which is equivalent to
saying Γ000 = Γ
0
0i = Γ
0
ij = 0) and hence for all 0 ≤ i ≤ n, X ∈ X(M
0),
0 = ∇X(dt)
(
∂
∂x′i
)
= X
(
dt
(
∂
∂x′i
))
− dt
(
∇X
∂
∂x′i
)
,
thus proving that the function ∂t/∂x′i is a constant; accordingly we can further
assume x′0 = t, which ends the proof of (c).
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Remark 5.4. There is a natural and bijective correspondence between homoge-
neous quadratic SODE σ (i.e., (∂/∂t)v = 0 in Table 12) independent of t and
symmetric linear connections on M . Actually, given a symmetric linear connec-
tion ∇˜ on M we can define a section σ∇˜ : M
1 → M2 as follows: If ξ = j1t0γ,
then there exists a unique geodesic γ˜ for ∇˜ such that, i) γ˜(t0) = γ(t0), ii)
γ˜∗(d/dt|t0) = γ∗(d/dt|t0). Then σ∇˜(ξ) = j
2
t0 γ˜. On a coordinate system (x
i)
from the equations of geodesics we deduce the equations for σ∇˜, namely,
x¨h ◦ σ∇˜ = −Γ˜
h
ij x˙
ix˙j ,
where Γ˜hij are the Christoffel symbols of ∇˜. Conversely, if x¨
h ◦ σ = Fhij x˙
ix˙j and
(x′i) is another coordinate system overlapping (xi), then
F ′hjk
∂x′j
∂xa
∂x′k
∂xb
=
∂2x′h
∂xa∂xb
+
∂x′h
∂xi
F iab,
and this equation is readily seen to be equivalent to the transformation rule
of Christoffel’s symbols; e.g., see [17, III, Proposition 7.2]. In this case, ∇σ is
completely determined by ∇˜∂/∂xl∂/∂x
j = −Fhij∂/∂x
h, by means of the following
formulas:
(Γσ)ttt = 0, (Γ
σ)txit = 0, (Γ
σ)tx˙it = 0,
(Γσ)x
j
tt = 0, (Γ
σ)x
j
xht = x˙
kF jhk, (Γ
σ)x
j
x˙kt = −δ
j
k,
(Γσ)x˙
k
tt = 0, (Γ
σ)x˙
k
xit = F
k
hrF
h
isx˙
sx˙r, (Γσ)x˙
k
x˙it = −F
k
rix˙
r,
(Γσ)ttxi = 0, (Γ
σ)txjxi = 0, (Γ
σ)tx˙jxi = 0,
(Γσ)x
j
txi = 0, (Γ
σ)x
j
xkxi = −F
j
ik, (Γ
σ)x
j
x˙kxi = 0,
(Γσ)x˙
j
txi = 0, (Γ
σ)x˙
j
xkxi = −
(
∂F jir
∂xk
+ FhikF
j
hr − F
j
khF
h
ir
)
x˙r , (Γσ)x˙
j
x˙kxi = −F
j
ik,
(Γσ)ttx˙i = 0, (Γ
σ)txj x˙i = 0, (Γ
σ)tx˙j x˙i = 0,
(Γσ)x
k
tx˙i = 0, (Γ
σ)x
k
xj x˙i = 0, (Γ
σ)x
k
x˙j x˙i = 0,
(Γσ)x˙
j
tx˙i = 0, (Γ
σ)x˙
j
xkx˙i = −F
j
ik, (Γ
σ)x˙
j
x˙kx˙i = 0,
as follows from the formulas in (23) for this particular case. By using these
formulas and the identification M1 ∼= R × TM , j1t0γ 7→ (t0, γ∗(d/dt)t0), from
[28, II, formulas (7.8)], one realizes that the component of ∇σ in the tangent
bundle coincides with the horizontal lift ∇˜H of ∇˜.
Finally, the components of the torsion and curvature tensor fields of ∇σ
are expressed in terms of the components of the curvature tensor field of the
connection ∇˜ by means of the following formulas: T kij = R˜
k
rjix˙
r , P hj = R˜
h
sjr x˙
rx˙s,
Ahkj = R˜
h
krj x˙
r, Bhijk = R˜
h
kij .
Let V be R2n+1 with basis (vi)
2n+1
i=1 and dual basis (v
i)2n+1i=1 . In [1, 3.4]
a generalized Chern-Weil homomorphism (S(g∗)⊗
∧
V ∗)G → Ω(M) has been
defined for every G-structure on M . In our case, G ∼= Gl(n,R), g ∼= gl(n,R),
and, as calculation shows, (S (g∗)⊗
∧
(V ∗))
G
= S (g∗)
G
⊕ (S (g∗)
G
⊗ v1). In
16
fact, every t ∈ Sa(g∗)⊗
∧b
(V ∗) can be written as,
t =
∑
2≤i2<...<ib≤2n+1
sa,I ⊗ v
1 ∧ vi2 ∧ . . . ∧ vib
+
∑
2≤j1<...<jb≤2n+1
sa,J ⊗ v
j1 ∧ vj2 ∧ . . . ∧ vjb ,
where I = (i2, . . . , ib) ∈ N
b−1, J = (j1, . . . , jb) ∈ N
b, sa,I , sa,J ∈ S
a(g∗).
If A ∈ G = ι(Gl(n,R)) ⊂ Gl(2n + 1,R) is the matrix in Proposition 3.2
corresponding to Λ = λIn, λ ∈ R
∗, i.e., A · v1 = v1, A · vi = λvi, 2 ≤ i ≤ 2n+1,
then the invariance equation A · t− t = 0 is equivalent to saying,
0 =
∑
2≤i2<...<ib≤2n+1
(
λ− λb
)
sa,I ⊗ v
1 ∧ vi2 ∧ . . . ∧ vib
+
∑
2≤j1<...<jb≤2n+1
(
1− λb
)
sa,J ⊗ v
j1 ∧ vj2 ∧ . . . ∧ vjb ,
and the result readily follows.
Accordingly, if θ is the soldering form on F (M1), Ωσ is the curvature form
of the Chern connection attached to σ, and θ′ = θ|Pσ , Ω
′σ = Ωσ|Pσ (cf. [17,
II, Proposition 6.1-(b)]) are their restrictions to P σ respectively, then for every
Weil polynomial f ∈ S(g∗)G we obtain f (Ω′σ) ∧ θ′1 = d (tf(Ω′σ)).
In summary, the Chern connection attached to an arbitrary SODE σ on M
determines the Chern classes on M in the standard Chern-Weil homomorphism
(under the natural isomorphism H•(M1;R) ∼= H•(M ;R)), whereas the char-
acteristic forms of odd degree attached to P σ are all exact. This also shows
that the sufficient condition on the connection ω of being symmetric in [1, 3.4,
Theorem] is not necessary.
6 Holonomy of ∇σ
6.1 General holonomy
Proposition 6.1. Assume M and σ are of class Cω. If the equation
0 = 2Rσ (X,Y ) (U) +Rσ
((
Hσ ◦ ε−1
)
Z, T
)
(U)
+Rσ
((
Hσ ◦ ε−1
)
T, Z
)
(U),
X, Y ∈ T−ξ M
1, Z, T, U ∈ T+ξ M
1, implies X = Y = Z = T = U = 0, then the
holonomy algebra of ∇σ is gl(n,R).
Proof. According to the hypothesis in the statement, the holonomy algebra
can be computed from the infinitesimal holonomy algebra (see [17, II, Theo-
rem10.8]). Moreover, from [17, III, Theorem 9.2] we know that such algebra is
spanned by the endomorphisms(
(∇σ)
k
Rσ
)
(X,Y ;V1; . . . ;Vk) , ∀X,Y, V1, . . . , Vk ∈ TξM
1, ∀k ∈ N.
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For k = 0, from the formulas (33) we obtain
Rσ(Xσi , X
σ
j ) = B
h
ijk
(
ωk ⊗Xσh +̟
k ⊗
∂
∂x˙h
)
, i < j,(44)
Rσ
(
Xσi ,
∂
∂x˙j
)
= Rhijk
(
ωk ⊗Xσh +̟
k ⊗
∂
∂x˙h
)
, i ≤ j.(45)
Hence
Rσ
(
Xσi , X
σ
j
)∣∣
T+(M1)
= Bhijk̟
k ⊗
∂
∂x˙h
, i < j,
Rσ
(
Xσi ,
∂
∂x˙j
)∣∣∣∣
T+(M1)
= Rhijk̟
k ⊗
∂
∂x˙h
i ≤ j.
If the matrices
(
Bhijk(ξ)
)n
h,k=1
, i < j,
(
Rhijk(ξ)
)n
h,k=1
, i ≤ j span gl(n,R),
we can conclude. Moreover, if
Υσ :
2∧
T−(M1)⊕ S2T+(M1)→ EndT+(M1)
is the homomorphism given by,
Υσ (X ∧ Y, Z ⊙ T ) (U) = Rσ (X,Y ) (U)
+ 12
{
Rσ
((
Hσ ◦ ε−1
)
Z, T
)
(U) +Rσ
((
Hσ ◦ ε−1
)
T, Z
)
(U)
}
,
then the condition in the statement is readily seen to be equivalent to saying
Υσ is an isomorphism, as its matrix on the bases(
Xσi ∧X
σ
j ,
∂
∂x˙h
⊙
∂
∂x˙k
)
, i < j, h ≤ k;
(
̟a ⊗
∂
∂x˙b
)
, a, b = 1, . . . , n,
of
∧2
T−(M1)⊕S2T+(M1), EndT+(M1) = T+(M1)∗⊗T+(M1), respectively,
is
((
Baijb
)n
a,b=1
, (Rahkb)
n
a,b=1
)
.
6.2 Special holonomy
Next, we determine the conditions under which the holonomy algebra of ∇σ is
contained in sl(n,R). If M and σ still are of class Cω, then according to ([17,
Lemma 1, p. 152]), the holonomy algebra is spanned by the endomorphisms
(46) ∇σVl · · · ∇
σ
V1 (R
σ (X,Y )) , ∀X,Y, V1, . . . , Vl ∈ X(M
1), ∀l ∈ N.
Lemma 6.2. For every system of vector fields X,Y, V1, . . . , Vl ∈ X(M
1), l ∈ N,
the endomorphism ∇σVl · · · ∇
σ
V1
(Rσ (X,Y )) can locally be written as follows:
Shk
(
ωk ⊗Xσh +̟
k ⊗
∂
∂x˙h
)
, Shk ∈ C
∞(M1).
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Proof. For l = 0 from the formulas (33) we obtain
Rσ(Xσ, Xσi ) = A
h
ki
(
ωk ⊗Xσh +̟
k ⊗
∂
∂x˙h
)
,
which, together with the formulas (44) and (45), prove the statement in this
case. For l ≥ 1 the proof is by induction. If
(∇σ)
σ
Vl−1
· · · ∇σV1 (R
σ(X,Y )) = Shk
(
ωk ⊗Xσh +̟
k ⊗
∂
∂x˙h
)
,
then,
∇σXσ
(
∇σVl−1 · · ·∇
σ
V1 (R
σ(X,Y ))
)
= Sh0,k
(
ωk ⊗Xσh +̟
k ⊗
∂
∂x˙h
)
,
∇σXσj
(
∇σVl−1 · · ·∇
σ
V1 (R
σ(X,Y ))
)
= Shj,k
(
ωk ⊗Xσh +̟
k ⊗
∂
∂x˙h
)
,
∇σ∂
∂x˙j
(
∇σVl−1 · · ·∇
σ
V1 (R
σ(X,Y ))
)
=
∂Shk
∂x˙j
(
ωk ⊗Xσh +̟
k ⊗
∂
∂x˙h
)
,
where
Sh0,k = X
σ
(
Shk
)
+ 12S
h
r
∂F r
∂x˙k
− 12S
r
k
∂Fh
∂x˙r
,
Shj,k = X
σ
j
(
Shk
)
+ 12S
h
r
∂2F r
∂x˙j∂x˙k
− 12S
r
k
∂2Fh
∂x˙j∂x˙r
.
By induction on l the endomorphisms (46) are proved to be traceless if and
only if there exists a function F ∈ C∞(M0) such that,
(47)
n∑
h=1
∂Fh
∂x˙h
=
∂F
∂t
+
∂F
∂xi
x˙i.
For l = 0 taking the formula (36) into account, we obtain
tr
(
Rhijk
)n
h,k=1
=
∂2
∂x˙i∂x˙j
(
n∑
h=1
∂Fh
∂x˙h
)
, 1 ≤ i ≤ j ≤ n.
Hence the matrices (Rhijk)
n
h,k=1 are traceless, if and only if,
n∑
h=1
∂Fh/∂x˙h = F0 + Fix˙
i, F0, Fi ∈ C
∞(M0).
Furthermore, taking the formula above and the identity
2Bhijk = −
∂3Fh
∂xi∂x˙j∂x˙k
− 12
∂F l
∂x˙i
∂3Fh
∂x˙j∂x˙k∂x˙l
+
∂3Fh
∂xj∂x˙i∂x˙k
+ 12
∂F l
∂x˙j
∂3Fh
∂x˙i∂x˙k∂x˙l
+ 12
∂2F r
∂x˙j∂x˙k
∂2Fh
∂x˙i∂x˙r
− 12
∂2F r
∂x˙i∂x˙k
∂2Fh
∂x˙j∂x˙r
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into account, we conclude that the matrices (Bhijk)
n
h,k=1 are traceless if and only
if, ∂Fj/∂x
i = ∂Fi/∂x
j for 1 ≤ i < j ≤ n. Finally, from the identity
2Ahkj = −
∂3Fh
∂t∂x˙k∂x˙j
− x˙r
∂3Fh
∂xr∂x˙k∂x˙j
− F r
∂3Fh
∂x˙r∂x˙k∂x˙j
+
∂2Fh
∂xj∂x˙k
+ 12
∂Fh
∂x˙r
∂2F r
∂x˙k∂x˙j
− 12
∂F r
∂x˙k
∂2Fh
∂x˙r∂x˙j
,
we deduce that the matrices (Ahkj)
n
h,k=1 are traceless for 1 ≤ j ≤ n if and only
if, ∂Fj/∂t = ∂F0/∂x
j .
For l ≥ 1, by applying Lemma 6.2 and the induction hypothesis, we obtain
∇σVl−1 · · · ∇
σ
V1 (R
σ(X,Y )) = Shk
(
ωk ⊗Xσh +̟
k ⊗
∂
∂x˙h
)
, Shh = 0.
Hence, taking the formulas for Sh0,k and S
h
j,k at the end of the proof of Lemma
6.2 into account we obtain
tr
(
Sh0,k
)n
h,k=1
= Xσ
(
tr
(
Shk
)n
h,k=1
)
+ 12
(
Shr
∂F r
∂x˙h
− Srh
∂Fh
∂x˙r
)
= 0,
tr
(
Shj,k
)n
h,k=1
= Xσj
(
tr
(
Shk
)n
h,k=1
)
+ 12
(
Shr
∂2F r
∂x˙j∂x˙h
− Srh
∂2Fh
∂x˙j∂x˙r
)
= 0,
tr
(
∂Shk
∂x˙j
)n
h,k=1
=
∂
∂x˙j
(
tr
(
Shk
)n
h,k=1
)
= 0.
As a calculation shows, the equation (47) means that the volume form
exp(−F )dt ∧ ω1 ∧ . . . ∧ ωn ∧̟1 ∧ . . . ∧̟n
is parallel with respect to ∇σ.
6.3 Orthogonal holonomy
Proposition 6.3. The holonomy group of ∇σ is contained in SO(n) if and only
if for every ξ ∈ M1 there exist a coordinate neighbourhood (N0; t, xi) of p10(ξ)
in M0 and a positive definite symmetric matrix U = (uij)
n
i,j=1, u
i
j ∈ C
∞(N0),
such that the following equation holds:
(48)
∂U
∂t
+ x˙i
∂U
∂xi
+ UW + (UW )t = 0,
where W = (wij), w
i
j =
1
2
∂F i
∂x˙j
.
Proof. The holonomy group of ∇σ is contained in SO(n) if and only if there
exists a Riemannian metric g1 on M1 such that,
(i) g1 is parallel with respect to ∇σ.
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(ii) For every ξ ∈M1 there exist an open neighbourhood N1 and a section of
P σ defined overN1, (Xσ, X¯σj = Λ
i
jX
σ
i , X¯j = Λ
i
j∂/∂x˙
i)nj=1, Λ
i
j ∈ C
∞(N1),
which is an orthonormal linear frame with respect to g1; e.g., see [17, II,
§7, Lemma 2; III, Proposition 1.5; IV, Proposition 2.1].
We impose the condition ∇σg1 = 0, by using the basis (Xσ, Xσi , ∂/∂x˙
i)ni=1.
From the identities
(49)
g1 (Xσ, Xσk ) = g
1
(
Xσ,
(
Λ−1
)a
k
ΛraX
σ
r
)
=
(
Λ−1
)a
k
g1
(
Xσ, X¯σa
)
= 0,
g1
(
Xσ, ∂/∂x˙k
)
=
(
Λ−1
)a
k
g1 (Xσ,Λra∂/∂x˙
r) =
(
Λ−1
)a
k
g1
(
Xσ, X¯a
)
= 0,
g1 (Xσh , X
σ
k ) =
(
Λ−1
)b
h
g1
(
X¯σb , X¯
σ
a
) (
Λ−1
)a
k
=
(
Λ−1
)b
h
δba
(
Λ−1
)a
k
,
g1
(
Xσh , ∂/∂x˙
k
)
=
(
Λ−1
)h
b
g1
(
X¯σb , X¯a
) (
Λ−1
)a
k
= 0,
g1
(
∂/∂x˙h, ∂/∂x˙k
)
=
(
Λ−1
)h
b
g1
(
X¯b, X¯a
) (
Λ−1
)a
k
=
(
Λ−1
)b
h
δba
(
Λ−1
)a
k
,
and the formulas in (23), we conclude the following equations hold identically:
Xσ
(
g1(Xσ, Xσ)
)
= g1 (∇σXσX
σ, Xσ) + g1 (Xσ,∇σXσX
σ) ,
Xσ
(
g1(Xσ, Xσi )
)
= g1 (∇σXσX
σ, Xσi ) + g
1 (Xσ,∇σXσX
σ
i ) ,
Xσ
(
g1
(
Xσ, ∂/∂x˙j
))
= g1
(
∇σXσX
σ, ∂/∂x˙j
)
+ g1
(
Xσ,∇σXσ∂/∂x˙
j
)
,
Xσ
(
g1
(
Xσi , ∂/∂x˙
j
))
= g1
(
∇σXσX
σ
i , ∂/∂x˙
j
)
+ g1
(
Xσi ,∇
σ
Xσ∂/∂x˙
j
)
,
Xσk
(
g1(Xσ, Xσ)
)
= g1
(
∇σXσ
k
Xσ, Xσ
)
+ g1
(
Xσ,∇σXσ
k
Xσ
)
,
Xσk
(
g1(Xσ, Xσi )
)
= g1
(
∇σXσ
k
Xσ, Xσi
)
+ g1
(
Xσ,∇σXσ
k
Xσi
)
,
Xσk
(
g1
(
Xσ, ∂/∂x˙j
))
= g1
(
∇σXσ
k
Xσ, ∂/∂x˙j
)
+ g1
(
Xσ,∇σXσ
k
∂/∂x˙j
)
,
Xσk
(
g1
(
Xσi , ∂/∂x˙
j
))
= g1
(
∇σXσ
k
Xσi , ∂/∂x˙
j
)
+ g1
(
Xσi ,∇
σ
Xσ
k
∂/∂x˙j
)
,
∂
∂x˙k
(
g1(Xσ, Xσ)
)
= g1
(
∇σ∂/∂x˙kX
σ, Xσ
)
+ g1
(
Xσ,∇σ∂/∂x˙kX
σ
)
,
∂
∂x˙k
(
g1(Xσ, Xσi )
)
= g1
(
∇σ∂/∂x˙kX
σ, Xσi
)
+ g1
(
Xσ,∇σ∂/∂x˙kX
σ
i
)
,
∂
∂x˙k
(
g1
(
Xσ, ∂/∂x˙j
))
= g1
(
∇σ∂/∂x˙kX
σ, ∂/∂x˙j
)
+ g1
(
Xσ,∇σ∂/∂x˙k∂/∂x˙
j
)
,
∂
∂x˙k
(
g1
(
Xσi , ∂/∂x˙
j
))
= g1
(
∇σ∂/∂x˙kX
σ
i , ∂/∂x˙
j
)
+ g1
(
Xσi ,∇
σ
∂/∂x˙k∂/∂x˙
j
)
,
and the rest of conditions for ∇σg1 = 0 leads us to the following equations for
i, j, k = 1, . . . , n:
Xσ
(
g1(Xσi , X
σ
j )
)
= − 12
(
g1
(
Xσj , X
σ
k
) ∂F k
∂x˙i
+ g1 (Xσi , X
σ
k )
∂F k
∂x˙j
)
,
Xσk
(
g1(Xσi , X
σ
j )
)
= − 12
(
g1
(
Xσj , X
σ
h
) ∂2Fh
∂x˙i∂x˙k
+ g1 (Xσi , X
σ
h )
∂2Fh
∂x˙j∂x˙k
)
,
∂
∂x˙k
(
g1(Xσi , X
σ
j )
)
= 0,
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Xσ
(
g1
(
∂
∂x˙i
,
∂
∂x˙j
))
= − 12
(
g1
(
∂
∂x˙j
,
∂
∂x˙k
)
∂F k
∂x˙i
+ g1
(
∂
∂x˙i
,
∂
∂x˙k
)
∂F k
∂x˙j
)
,
Xσk
(
g1
(
∂
∂x˙i
,
∂
∂x˙j
))
= − 12
(
g1
(
∂
∂x˙j
,
∂
∂x˙h
)
∂2Fh
∂x˙i∂x˙k
+ g1
(
∂
∂x˙i
,
∂
∂x˙h
)
∂2Fh
∂x˙j∂x˙k
)
,
∂
∂x˙k
(
g1
(
∂
∂x˙i
,
∂
∂x˙j
))
= 0.
As the first group of three equations above is equivalent to the second group,
taking (49) into account, these six equations reduce to the following:
0 = δba
{
2Xσ
((
Λ−1
)b
i
(
Λ−1
)a
j
)
+
((
Λ−1
)b
j
∂F k
∂x˙i
+
(
Λ−1
)b
i
∂F k
∂x˙j
)(
Λ−1
)a
k
}
,
0 = δba
{
2Xσk
((
Λ−1
)b
i
(
Λ−1
)a
j
)
+
((
Λ−1
)b
j
∂2Fh
∂x˙i∂x˙k
+
(
Λ−1
)b
i
∂2Fh
∂x˙j∂x˙k
)(
Λ−1
)a
h
}
,
δba
∂
∂x˙k
((
Λ−1
)b
i
(Λ−1)
a
j
)
= 0.
For a 6= b all these equations vanish identically and for a = b, by writing
U = (Λt)
−1
Λ−1, such equations are
Xσ(U) + UW + (UW )t = 0,(50)
Xσk (U) + UVk + (UVk)
t = 0,(51)
where Vk = (v
h
ik), v
h
ik =
1
2
∂2Fh
∂x˙i∂x˙k
, together with the following:
(52)
∂U
∂x˙k
= 0.
The equations (52) are equivalent to saying the entries uij of U belong to
C∞(M0). Hence, the equations (50), (51) can also be rewritten respectively
as
∂U
∂t
+ x˙i
∂U
∂xi
+ UW + (UW )t = 0,
∂U
∂xk
+ UVk + (UVk)
t = 0.
Finally, we claim that the second equation is a consequence of the first one
and (52), as follows taking derivatives with respect to x˙k in the first equation
above.
Remark 6.4. As a simple—but rather long—computations shows, the integra-
bility conditions for the system (50), (51), and (52) are
(53)
0 = URij + (Rij)
t
U, 1 ≤ i ≤ j ≤ n,
0 = UBij + (Bij)
t U, 1 ≤ i < j ≤ n,
0 = UAj + (Aj)
t
U, 1 ≤ j ≤ n,
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where the square matrices Aj , Bij , Rij are given by Aj = (A
h
kj), Bij = (B
h
ijk),
Rij = (R
h
ijk), and the functions A
h
kj , B
h
ijk, R
h
ijk are defined by the formulas
(34), (35), (36), respectively. If U is a positive definite symmetric matrix, then
gU =
{
X ∈ gl(n,R) : UX +XtU = 0
}
is a Lie subalgebra of dimension 12n(n−1). Hence, if a matrix U exists satisfying
(53), then the dimension of the subalgebra in gl(n,R) generated by the n(n+1)
matrices {Ah}
n
h=1, {Bij}1≤i<j≤n, {Rkl}1≤k≤l≤n must be ≤
1
2n(n− 1).
Remark 6.5. The matrix U depends only on the symmetric part of the polar
decomposition of Λ; namely, if Λ = SR, where R ∈ SO(n) and S is a positive
definite symmetric matrix, then U = S−2.
Example 6.6. According to Remark 5.4, the Levi-Civita connection of a pseudo-
Riemannian metric g = gijdx
i ⊗ dxj on M induces a homogeneous quadratic
SODE σ independent of t, given by Fh = Fhij x˙
ix˙j , where
Fhij = −
1
2g
hk
(
∂gki
∂xj
+
∂gjk
∂xi
−
∂gji
∂xk
)
.
As in Remark 5.4 the component of the Chern connection in the tangent bundle
TM coincides with the horizontal lift ∇H of the Levi-Civita connection ∇ of
g, which is known to be a metric connection with respect to the metric gII
on TM defined in [28, p. 137]; in the present case, gII takes the form gII =
gij(ω
i ⊗̟j +̟i ⊗ ωj) + gij x˙
i(dt⊗̟j +̟j ⊗ dt). Using this fact, it is readily
seen that ∇σ parallelizes the metric h1 = dt⊗ dt+ gII on M
1.
Moreover, the equations (48) hold identically for U = (gij)
n
i,j=1, and using
Remark 6.5 without lost of generality we can assume Λ = U−
1
2 . From the
results of Proposition 6.3 we thus conclude that ∇σ parallelizes also the metric
g1 = dt ⊗ dt + gijω
i ⊗ ωj + gij̟
i ⊗ ̟j . If g is a Riemannian metric, then
g1 is also Riemannian but h1 is maximally hyperbolic; in fact, its signature is
(n+ 1, n).
7 Naturality of the Chern connection
A diffeomorphism Φ: M0 →M0 is said to be a p-vertical automorphism of the
submersion p : M0 → R if it takes the form Φ(t, x) = (t, φ(t, x)), ∀(t, x) ∈ M0,
φ ∈ C∞(M0,M). The set of such transformations is a group with respect to
composition of maps, denoted by Autv(p). For each r ≥ 0, every Φ ∈ Autv(p)
induces a diffeomorphism Φ(r) : M r →M r by setting
(54) Φ(r) (jrt γ) = j
r
t
(
Φ ◦ j0γ
)
, ∀γ ∈ C∞(R,M).
If f : N → N is a diffeomorphism and X ∈ X(N), then f ·X ∈ X(N) is defined
by (f ·X)X = f∗(Xf−1(x)), ∀x ∈ N .
The connection ∇σ enjoys the important property of being functorial with
respect to the p-vertical automorphisms; more precisely,
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Theorem 7.1. For every SODE σ on M and every Φ ∈ Autv(p), let Φ · ∇σ be
the linear connection defined by,
(Φ · ∇σ)X Y = Φ
(1) ·
(
(∇σ)(Φ(1))−1·X
(
(Φ(1))−1 · Y
))
, ∀X,Y ∈ X(M1),
and let Φ · σ be the SODE defined as follows:
Φ · σ = Φ(2) ◦ σ ◦ (Φ(1))−1,
M1
σ
−→ M2
(Φ(1))−1 ↑ ↓ Φ(2)
M1
Φ·σ
−→ M2
Then,
Φ · ∇σ = ∇Φ·σ.
Proof. The definition of Φ · σ makes sense, as it is readily seen that the map
Φ · σ : M1 →M2 is a section of p21.
By applying the chain rule twice, we obtain
x˙h ◦ Φ(1) = φht + φ
h
i x˙
i,(55)
x¨h ◦ Φ(2) = φhtt + 2φ
h
tix˙
i + φhij x˙
ix˙j + φhi x¨
i,(56)
where φh = xh ◦ Φ, φht =
∂φh
∂t , φ
h
i =
∂φh
∂xi , φ
h
ti =
∂2φh
∂t∂xi , φ
h
ij =
∂2φh
∂xi∂xj , etc. Hence
Φ(1) ·
∂
∂t
=
∂
∂t
+
(
φht ◦ Φ
−1
) ∂
∂xh
+
(
φhtt + φ
h
tix˙
i
)
◦ (Φ(1))−1
∂
∂x˙h
,(57)
Φ(1) ·
∂
∂xi
=
(
φhi ◦ Φ
−1
) ∂
∂xh
+
(
φhti + φ
h
ij x˙
j
)
◦ (Φ(1))−1
∂
∂x˙h
,(58)
Φ(1) ·
∂
∂x˙i
=
(
φhi ◦ Φ
−1
) ∂
∂x˙h
.(59)
We first prove that for every Φ ∈ Autv(p) the following formula holds:
(60) Φ(1) ·Xσ = XΦ·σ.
If Fh(Φ · σ) = x¨h ◦ (Φ · σ), then from the formula (56) we obtain
(61) Fh (Φ · σ) ◦ Φ(1) = φhtt + 2φ
h
tix˙
i + φhij x˙
ix˙j + φhi F
i(σ),
and by using the formulas (55), (57), (58), and (59) we deduce
Φ(1) ·Xσ =
∂
∂t
+
(
φht ◦ Φ
−1
) ∂
∂xh
+
(
φhtt + φ
h
tix˙
i
)
◦ (Φ(1))−1
∂
∂x˙h
+
(
x˙i ◦
(
Φ(1)
)
−1){(
φhi ◦ Φ
−1
) ∂
∂xh
+
(
φhti + φ
h
ij x˙
j
)
◦
(
Φ(1)
)
−1 ∂
∂x˙h
}
+
(
F i(σ) ◦
(
Φ(1)
)
−1)(
φhi ◦ Φ
−1
) ∂
∂x˙h
= XΦ·σ .
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Similarly, we obtain
Φ(1) ·Xσi =
(
φhi ◦Φ
−1
)
XΦ·σh ,(62)
Φ(1) ·
∂
∂x˙i
=
(
φhi ◦Φ
−1
) ∂
∂x˙h
.(63)
According to (23) we know the connection ∇Φ·σ is given by,
(64)
∇Φ·σ
XΦ·σ
XΦ·σ=0, ∇Φ·σ
XΦ·σ
XΦ·σi =−
1
2
∂Fj(Φ·σ)
∂x˙i
XΦ·σj , ∇
Φ·σ
XΦ·σ
∂
∂x˙i
=− 12
∂Fj(Φ·σ)
∂x˙i
∂
∂x˙j
,
∇Φ·σ
XΦ·σ
i
XΦ·σ=0, ∇Φ·σ
XΦ·σ
j
XΦ·σi =−
1
2
∂2Fk(Φ·σ)
∂x˙i∂x˙j
XΦ·σk , ∇
Φ·σ
XΦ·σ
i
∂
∂x˙j
=− 12
∂2Fk(Φ·σ)
∂x˙i∂x˙j
∂
∂x˙k
,
∇Φ·σ∂
∂x˙i
XΦ·σ=0, ∇Φ·σ∂
∂x˙i
XΦ·σj =0, ∇
Φ·σ
∂
∂x˙i
∂
∂x˙j
=0.
Hence, we need only to prove that the formulas in (64) also hold when ∇Φ·σ
is replaced by Φ · ∇σ. We have
(Φ · ∇σ)Y X
Φ·σ = Φ(1) ·
(
(∇σ)(Φ(1))−1·Y
(
(Φ(1))−1 ·XΦ·σ
))
(60)
= Φ(1) ·
(
∇σ(Φ(1))−1·YX
σ
)
= 0,
for every Y ∈ X(M1). As Φ is a diffeomorphism, the matrix (φhi )h,i=1,...,n is
non-singular; we set Ψ = (ψhi ) = (φ
h
i )
−1. By replacing Φ (resp. σ) by Φ−1 (resp.
Φ · σ) in (62) we obtain (Φ(1))−1 ·XΦ·σi = ψ
h
i X
σ
h . Hence
(Φ · ∇σ)XΦ·σ X
Φ·σ
i = Φ
(1) ·
(
(∇σ)(Φ(1))−1·XΦ·σ
(
(Φ(1))−1 ·XΦ·σi
))
= Φ(1) ·
(
∇σXσ (ψ
h
i X
σ
h )
)
= Φ(1) ·
{(
Xσ(ψhi )−
1
2ψ
j
i
∂Fh(σ)
∂x˙j
)
Xσh
}
= −Φ(1) ·
{(
ψhrX
σ(φrj) +
1
2
∂Fh(σ)
∂x˙j
)
ψjiX
σ
h
}
= −
{(
ψhrX
σ(φrj) +
1
2
∂Fh(σ)
∂x˙j
)
ψji
}
◦ (Φ(1))−1
(
Φ(1) ·Xσh
)
by virtue of (62) = −
(
Xσ(φaj )ψ
j
i
)
◦
(
Φ(1)
)−1
XΦ·σa
− 12
(
φah ◦ Φ
−1
) (∂Fh(σ)
∂x˙j ψ
j
i
)
◦
(
Φ(1)
)−1
XΦ·σa
= − 12
∂Fa(Φ·σ)
∂x˙i X
Φ·σ
a ,
as
(65)
∂Fh(Φ · σ)
∂x˙i
= 2
(
Xσ(φhb )ψ
b
i
)
◦ Φ−1 +
(
φha
∂F a(σ)
∂x˙b
ψbi
)
◦ (Φ(1))−1,
which follows taking derivatives with respect to x˙i in the formula (61) and taking
(55) into account. Similarly,
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(Φ · ∇σ)XΦ·σj
XΦ·σi = Φ
(1) ·
(
(∇σ)(Φ(1))
−1
·XΦ·σj
(
(Φ(1))−1 ·XΦ·σi
))
= Φ(1) ·
(
∇σ
ψkjX
σ
k
(ψhi X
σ
h )
)
= Φ(1) ·
{
ψkj
(
Xσk (ψ
h
i )−
1
2ψ
a
i
∂2Fh(σ)
∂x˙a∂x˙k
)
Xσh
}
= Φ(1) ·
{
ψkj
(
−ψhrX
σ
k (φ
r
a)−
1
2
∂2Fh(σ)
∂x˙a∂x˙k
)
ψaiX
σ
h
}
= −
{
ψkj
(
ψhrX
σ
k (φ
r
a) +
1
2
∂2Fh(σ)
∂x˙a∂x˙k
)
ψai
}
◦(Φ(1))−1
(
Φ(1) ·Xσh
)
= −
{
ψkj
(
1
2ψ
h
r φ
r
ak +
1
2
∂2Fh(σ)
∂x˙a∂x˙k
)
ψai
}
◦(Φ(1))−1
(
φsh◦Φ
−1
)
XΦ·σs
= − 12
{
φsakψ
k
j ψ
a
i +
∂2Fh(σ)
∂x˙a∂x˙k ψ
k
j ψ
a
i φ
s
h
}
◦ (Φ(1))−1XΦ·σs
= − 12
∂2Fk(Φ·σ)
∂x˙i∂x˙j X
Φ·σ
k ,
as
(66)
∂2Fh(Φ · σ)
∂x˙i∂x˙j
=
(
φhabψ
a
i ψ
b
j + φ
h
a
∂2F a(σ)
∂x˙b∂x˙c
ψcjψ
b
i
)
◦ (Φ(1))−1,
and also
(Φ · ∇σ) ∂
∂x˙i
XΦ·σj = Φ
(1) ·
(
(∇σ)(Φ(1))−1· ∂
∂x˙i
(
(Φ(1))−1 ·XΦ·σj
))
= Φ(1) ·
(
∇σ
ψki
∂
∂x˙k
(ψhjX
σ
h )
)
= Φ(1) ·
(
ψki ψ
h
j∇
σ
∂
∂x˙k
Xσh
)
= 0.
Taking (65) into account, we obtain
(Φ · ∇σ)XΦ·σ
∂
∂x˙i = Φ
(1) ·
(
(∇σ)(Φ(1))−1·XΦ·σ
(
(Φ(1))−1 · ∂∂x˙i
))
= Φ(1) ·
(
∇σXσ
(
ψhi
∂
∂x˙h
))
= Φ(1) ·
{(
Xσ
(
ψhi
)
− 12ψ
j
i
∂Fh(σ)
∂x˙j
)
∂
∂x˙h
}
= −Φ(1) ·
{(
ψhrX
σ
(
φrj
)
+ 12
∂Fh(σ)
∂x˙j
)
ψji
∂
∂x˙h
}
= −
{(
ψhrX
σ
(
φrj
)
+ 12
∂Fh(σ)
∂x˙j
)
ψji
}
◦ (Φ(1))−1
(
Φ(1) · ∂
∂x˙h
)
by virtue of (63) = −
{(
Xσ
(
φaj
)
ψji
)
◦ (Φ(1))−1
}
∂
∂x˙a
− 12
{(
φahψ
j
i
∂Fh(σ)
∂x˙j
)
◦ (Φ(1))−1
}
∂
∂x˙a
= − 12
∂Fa(Φ·σ)
∂x˙i
∂
∂x˙a .
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Similarly, taking (66) into account, we obtain
(Φ · ∇σ)XΦ·σj
∂
∂x˙i = Φ
(1) ·
(
(∇σ)(Φ(1))−1·XΦ·σj
(
(Φ(1))−1 · ∂∂x˙i
))
= Φ(1) ·
(
∇σ
ψkjX
σ
k
(
ψhi
∂
∂x˙h
))
= Φ(1) ·
{
ψkj
(
∂ψhi
∂x˙k
− 12ψ
a
i
∂2Fh(σ)
∂x˙a∂x˙k
)
∂
∂x˙h
}
= Φ(1) ·
{
ψkj
(
−ψhr
∂φra
∂x˙k
− 12
∂2Fh(σ)
∂x˙a∂x˙k
)
ψai
∂
∂x˙h
}
= −
{
ψkj
(
ψhr
∂φra
∂x˙k +
1
2
∂2Fh(σ)
∂x˙a∂x˙k
)
ψai
}
◦ (Φ(1))−1
(
Φ(1) · ∂∂x˙h
)
= − 12
∂2Fk(Φ·σ)
∂x˙i∂x˙j
∂
∂x˙k .
Finally,
(Φ · ∇σ) ∂
∂x˙i
∂
∂x˙j
= Φ(1) ·
(
∇σ
ψki
∂
∂x˙k
(
ψhj
∂
∂x˙h
))
= Φ(1) ·
(
ψki ψ
h
j∇
σ
∂
∂x˙k
∂
∂x˙h
)
= 0.
Corollary 7.2. If Φ ∈ Autv(p) and X,Y, Z ∈ X(M1) are vector fields Φ(1)-
related to X ′, Y ′, Z ′ ∈ X(M1) respectively, then T σ(X,Y ) (resp. Rσ(X,Y )Z) is
Φ(1)-related to TΦ·σ(X ′, Y ′) (resp. RΦ·σ(X ′, Y ′)Z ′).
Proof. It follows from [17, VI, Proposition 1.2, (2), (3)].
8 Differential invariants
Let (p21)r : Jr(p21)→M1 be the r-jet bundle of the submersion p21 : M2 →M1.
According to (54), every Φ ∈ Autv(p) induces in particular diffeomorphisms
Φ(r) : M r → M r, r = 1, 2, such that p21 ◦ Φ(2) = Φ(1) ◦ p21. Hence, for every
r ≥ 0, the pair Φ(2),Φ(1) induces a transformation (Φ(2))(r) : Jr(p21)→ Jr(p21)
given by (Φ(2))(r)(jrξσ) = j
r
Φ(1)(ξ)
(Φ(2) ◦ σ ◦ (Φ(1))−1). Let U ⊆ Jr(p21) be
an open subset invariant under all these transformations. A smooth function
I : U → R is said to be a differential invariant of order r with respect to the
group Autv(p) if I◦(Φ(2))(r) = I for all Φ ∈ Autv(p). If we set I(σ, ξ) = I(jrξσ),
ξ ∈ M1, for a given SODE σ on M , then the invariance condition above reads
as follows: I
(
Φ · σ,Φ(1)(ξ)
)
= I(σ, ξ), ∀ξ ∈ M1, ∀Φ ∈ Autv(p), thus leading
one to the naive definition of an invariant, as being a function depending on the
components of σ and its partial derivatives up to a certain order, which remains
unchanged under arbitrary changes of coordinates.
If Φt ∈ Aut
v(p) is the flow of a p-vertical vector field X ∈ X(M0), then
Φ
(2)
t is the flow of a p
2-vertical vector field X(2) ∈ X(M2) and (Φ
(2)
t )
(r) is the
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flow of a vector field (X(2))(r) on Jr(p21). Every differential invariant of order
r is a first integral of the distribution D(r) on Jr(p21) spanned by all the jet
prolongations (X(2))(r) of p-vertical vector fields.
We claim that the only first integrals of the distributions D(0) and D(1) are
(p2)∗C∞(R) and ((p21)1)∗(p1)∗C∞(R), respectively. In fact, from the general
formulas of jet prolongation of vector fields (e.g., see [20], [25]), we obtain
X = ui
∂
∂xi
, ui ∈ C∞(M0),
X(2) = ui
∂
∂xi
+ vi
∂
∂x˙i
+ wi
∂
∂x¨i
,
vi =
∂ui
∂t
+
∂ui
∂xh
x˙h,(67)
wi =
∂2ui
∂t2
+ 2
∂2ui
∂t∂xh
x˙h +
∂2ui
∂xh∂xk
x˙hx˙k +
∂ui
∂xh
x¨h.(68)
As the values of ui, ∂ui/∂t, ∂ui/∂xh, and ∂2ui/∂t2 can arbitrarily be taken at a
given point j2t γ ∈M
2, we conclude that the distribution onM2 generated by all
the vector fields X(2) span the subbundle of p2-vertical tangent vectors. Hence,
the only differential invariants of order 0 are the functions in (p2)∗C∞(R).
By again computing the jet prolongation, we obtain
(X(2))(1) = ui ∂∂xi + v
i ∂
∂x˙i + w
i ∂
∂x¨i + w
i
t
∂
∂x¨it
+ wia
∂
∂x¨ia
+ wia˙
∂
∂x¨ia˙
,
wit =
∂3ui
∂t3 + 2
∂3ui
∂t2∂xh x˙
h + ∂
3ui
∂t∂xh∂xk x˙
hx˙k + ∂
2ui
∂t∂xh x¨
h
+ ∂u
i
∂xh
x¨ht −
∂ua
∂t x¨
i
a −
∂2ua
∂t2 x¨
i
a˙ −
∂2ua
∂t∂xh
x˙hx¨ia˙,
wia =
∂3ui
∂t2∂xa + 2
∂3ui
∂t∂xa∂xh x˙
h + ∂
3ui
∂xa∂xh∂xk x˙
hx˙k + ∂
2ui
∂xa∂xh x¨
h(69)
+ ∂u
i
∂xh
x¨ha −
∂ub
∂xa x¨
i
b −
∂2ub
∂t∂xa x¨
i
b˙
− ∂
2ub
∂xa∂xh
x˙hx¨i
b˙
,
wia˙ = 2
∂2ui
∂t∂xa + 2
∂2ui
∂xa∂xh
x˙h + ∂u
i
∂xh
x¨ha˙ −
∂ur
∂xa x¨
i
r˙ .(70)
By collecting the derivatives of the functions ui in the expression above for
(X(2))(1) we conclude
(X(2))(1) = urχr00 +
∂ur
∂t χ
r
t +
∂ur
∂xaχ
r
a +
∂2ur
∂t2 χ
r
tt +
∂2ur
∂t∂xaχ
r
ta +
∑
a≤b
∂2ur
∂xa∂xb
χra≤b
+ ∂
3ur
∂t3 χ
r
ttt +
∂3ur
∂t2∂xaχ
r
tta +
∑
a≤b
∂3ur
∂t∂xa∂xbχ
r
t,a≤b +
∑
a≤b≤c
∂3ur
∂xa∂xb∂xcχ
r
a≤b≤c,
where
χr00 =
∂
∂xr ,
χrt =
∂
∂x˙r − x¨
i
r
∂
∂x¨it
,
χra = x˙
a ∂
∂x˙r + x¨
a ∂
∂x¨r + x¨
a
t
∂
∂x¨rt
+ x¨ah
∂
∂x¨r
h
− x¨ir
∂
∂x¨ia
− x¨ir˙
∂
∂x¨i
a˙
+ x¨a
b˙
∂
∂x¨r
b˙
,
χrtt =
∂
∂x¨r − x¨
i
r˙
∂
∂x¨it
,
χrta = x˙
a
(
2 ∂∂x¨r − x¨
i
r˙
∂
∂x¨it
)
+ x¨a ∂∂x¨rt
− x¨ir˙
∂
∂x¨ia
+ 2 ∂∂x¨r
a˙
,
28
χra≤b =
1
1+δab
{
2x˙ax˙b ∂∂x¨r + x¨
b ∂
∂x¨ra
+ x¨a ∂∂x¨r
b
x˙bx¨ir˙
∂
∂x¨ia
− x˙ax¨ir˙
∂
∂x¨i
b
+2x˙b ∂∂x¨ra˙
+ 2x˙a ∂∂x¨r
b˙
}
,
χrttt =
∂
∂x¨rt
,
χrtta = 2x˙
a ∂
∂x¨rt
+ ∂∂x¨ra
,
χrt,a≤b =
2
1+δab
{
x˙ax˙b ∂∂x¨rt
+ x˙b ∂∂x¨ra
+ x˙a ∂∂x¨r
b
}
,
χra≤b≤c =
2
(1+δab+δbc)!
{
x˙bx˙c ∂∂x¨ra
+ x˙ax˙c ∂∂x¨r
b
+ x˙ax˙b ∂∂x¨rc
}
,
and (t, xi, x˙i, x¨i, x¨it, x¨
i
a, x¨
i
a˙) is the induced coordinate system on J
1(p21), namely
x¨it
(
j1ξσ
)
=
∂F i
∂t
(ξ), x¨ia
(
j1ξσ
)
=
∂F i
∂xa
(ξ), x¨ia˙
(
j1ξσ
)
=
∂F i
∂x˙a
(ξ).
Accordingly, χr00, χ
r
t , χ
r
a, χ
r
tt, χ
r
ta, χ
r
a≤b, χ
r
ttt, χ
r
tta, χ
r
ta≤b, χ
r
a≤b≤c constitute a
system of generators for the distribution D(1). From the expressions above for
χr00, χ
r
ttt, χ
r
t , χ
r
tt, χ
r
tta, χ
r
ta we obtain
∂
∂xr = χ
r
00,
∂
∂x˙r = χ
r
t + x¨
i
rχ
i
ttt,
∂
∂x¨rt
= χrttt,
∂
∂x¨r = χ
r
tt + x¨
i
r˙χ
i
ttt,
∂
∂x¨ra
= χrtta − 2x˙
aχrttt,
2 ∂∂x¨ra˙
= χrta − 2x˙
aχrtt − 3x˙
ax¨ir˙χ
i
ttt − x¨
aχrttt + x¨
i
r˙χ
i
tta.
As in the previous case, the first-order differential invariants are none other than
the functions in ((p21)1)∗(p1)∗C∞(R).
Lemma 8.1. The rank of D(2) is 11 if dimM = 1 and 12n(3n
2 + 11n+ 10) if
dimM = n > 1.
Proof. By computing the second jet prolongation, the following formulas are
obtained:
(X(2))(2) = ui ∂∂xi + v
i ∂
∂x˙i + w
i ∂
∂x¨i + w
i
t
∂
∂x¨it
+ wia
∂
∂x¨ia
+ wia˙
∂
∂x¨ia˙
+ witt
∂
∂x¨itt
+ wita
∂
∂x¨ita
+ wita˙
∂
∂x¨i
ta˙
+ wia≤b
∂
∂x¨i
a≤b
+ wi
ab˙
∂
∂x¨i
ab˙
+ wi
a˙≤b˙
∂
∂x¨i
a˙≤b˙
,
witt =
∂4ui
∂t4 + 2
∂4ui
∂t3∂xh x˙
h + ∂
4ui
∂t2∂xh∂xk x˙
hx˙k − ∂
3ur
∂t3 x¨
i
r˙ +
∂3ui
∂t2∂xh x¨
h − ∂
3ur
∂t2∂xh x˙
hx¨ir˙
− ∂
2ur
∂t2 x¨
i
r − 2
∂2ur
∂t2 x¨
i
tr˙ + 2
∂2ui
∂t∂xh
x¨ht − 2
∂2ur
∂t∂xh
x˙hx¨itr˙ − 2
∂ur
∂t x¨
i
tr +
∂ui
∂xh
x¨htt,
wita =
∂4ui
∂t3∂xa + 2
∂4ui
∂t2∂xa∂xh x˙
h + ∂
4ui
∂t∂xh∂xk∂xa x˙
hx˙k − ∂
3ur
∂t2∂xa x¨
i
r˙ +
∂3ui
∂t∂xa∂xh x¨
h
− ∂
3ur
∂t∂xh∂xa
x˙hx¨ir˙ −
∂2ur
∂t2 x¨
i
ar˙ −
∂2ur
∂t∂xa x¨
i
r +
∂2ui
∂t∂xh
x¨ha −
∂2ur
∂t∂xa x¨
i
tr˙
− ∂
2ur
∂t∂xh x˙
hx¨iar˙ +
∂2ui
∂xh∂xa x¨
h
t −
∂2ur
∂xa∂xh x˙
hx¨itr˙ −
∂ur
∂t x¨
i
ar −
∂ur
∂xa x¨
i
tr +
∂ui
∂xh x¨
h
ta,
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wita˙ = 2
∂3ui
∂t2∂xa + 2
∂3ui
∂t∂xa∂xh
x˙h − ∂
2ur
∂t2 x¨
i
a˙r˙ +
∂2ui
∂t∂xh
x¨ha˙ −
∂2ur
∂t∂xa x¨
i
r˙(71)
− ∂
2ur
∂t∂xh
x˙hx¨ia˙r˙ −
∂ur
∂t x¨
i
a˙r +
∂ui
∂xh
x¨hta˙ −
∂ur
∂xa x¨
i
tr˙,
wia≤b =
∂4ui
∂t2∂xa∂xb
+ 2 ∂
4ui
∂t∂xa∂xh∂xb
x˙h + ∂
4ui
∂xa∂xb∂xh∂xk
x˙hx˙k ∂
3ur
∂t∂xa∂xb
x¨ir˙
+ ∂
3ui
∂xa∂xb∂xh
x¨h − ∂
3ur
∂xa∂xb∂xh
x˙hx¨ir˙ −
∂2ur
∂t∂xa x¨
i
r˙b −
∂2ur
∂t∂xb
x¨iar˙
+ ∂
2ui
∂xh∂xb
x¨ha +
∂2ui
∂xa∂xh
x¨hb −
∂2ur
∂xa∂xb
x¨ir −
∂2ur
∂xa∂xh
x˙hx¨ir˙b
− ∂
2ur
∂xb∂xh
x˙hx¨iar˙ −
∂ur
∂xb
x¨iar −
∂ur
∂xa x¨
i
rb +
∂ui
∂xh
x¨ha≤b,
wi
ab˙
= 2 ∂
3ui
∂t∂xa∂xb
+ 2 ∂
3ui
∂xa∂xb∂xk
x˙k − ∂
2ur
∂t∂xa x¨
i
r˙b˙
− ∂
2ur
∂xa∂xb
x¨ir˙ +
∂2ui
∂xa∂xh
x¨h
b˙
(72)
− ∂
2ur
∂xa∂xh
x˙hx¨i
r˙b˙
+ ∂u
i
∂xh
x¨h
ab˙
− ∂u
r
∂xa x¨
i
rb˙
− ∂u
r
∂xb
x¨iar˙,
(73) wi
a˙≤b˙
= 2 ∂
2ui
∂xa∂xb
+ ∂u
i
∂xh
x¨h
a˙≤b˙
− ∂u
r
∂xa x¨
i
b˙r˙
− ∂u
r
∂xb
x¨ia˙r˙,
where we assume x¨iba = x¨
i
a≤b for a ≤ b and (t, x
i, x˙i, x¨i, x¨it, x¨
i
a, x¨
i
a˙, x¨
i
tt, x¨
i
ta,
x¨ita˙, x¨
i
a≤b, x¨
i
ab˙
, x¨i
a˙≤b˙
) is the induced coordinate system on J2(p21). Hence
(X(2))(2) = urκr00 +
∂ur
∂t κ
r
t +
∂ur
∂xaκ
r
a +
∂2ur
∂t2 κ
r
tt +
∂2ur
∂t∂xaκ
r
ta +
∑
a≤b
∂2ur
∂xa∂xb
κ
r
a≤b
+ ∂
3ur
∂t3 κ
r
ttt +
∂3ur
∂t2∂xaκ
r
tta +
∑
a≤b
∂3ur
∂t∂xa∂xbκ
r
t,a≤b
+
∑
a≤b≤c
∂3ur
∂xa∂xb∂xc
κ
r
a≤b≤c +
∂4ur
∂t4 κ
r
tttt +
∂4ur
∂t3∂xaκ
r
ttta +
∑
a≤b
∂4ur
∂t2∂xa∂xb
κ
r
tt,a≤b
+
∑
a≤b≤c
∂4ur
∂t∂xa∂xb∂xc
κ
r
t,a≤b≤c +
∑
a≤b≤c≤d
∂4ur
∂xa∂xb∂xc∂xd
κ
r
a≤b≤c≤d,
where
κ
r
00 =
∂
∂xr ,
κ
r
t =
∂
∂x˙r − x¨
i
r
∂
∂x¨it
− 2x¨itr
∂
∂x¨itt
− x¨iar
∂
∂x¨ita
− x¨ira˙
∂
∂x¨i
ta˙
,
κ
r
a = x˙
a ∂
∂x˙r + x¨
a ∂
∂x¨r + x¨
a
t
∂
∂x¨rt
+ x¨ab
∂
∂x¨r
b
+ x¨a
b˙
∂
∂x¨r
b˙
− x¨ir
∂
∂x¨ia
− x¨ir˙
∂
∂x¨i
a˙
+ x¨att
∂
∂x¨rtt
− x¨itr
∂
∂x¨ita
+ x¨atb
∂
∂x¨r
tb
+ x¨a
tb˙
∂
∂x¨r
tb˙
− x¨itr˙
∂
∂x¨ita˙
−
∑
c≤a
x¨icr
∂
∂x¨i
c≤a
−
∑
a≤b
x¨irb
∂
∂x¨i
a≤b
+
∑
c≤b
x¨acb
∂
∂x¨r
c≤b
+ x¨a
cb˙
∂
∂x¨r
cb˙
− x¨i
rb˙
∂
∂x¨i
ab˙
− x¨icr˙
∂
∂x¨ica˙
+
∑
c≤b
x¨a
c˙≤b˙
∂
∂x¨r
c˙≤b˙
−
∑
a≤b
x¨i
b˙r˙
∂
∂x¨i
a˙≤b˙
−
∑
b≤a
x¨i
b˙r˙
∂
∂x¨i
b˙≤a˙
,
κ
r
tt =
∂
∂x¨r − x¨
i
r˙
∂
∂x¨it
− x¨ir
∂
∂x¨itt
− 2x¨itr˙
∂
∂x¨itt
− x¨iar˙
∂
∂x¨ita
− x¨ir˙a˙
∂
∂x¨i
ta˙
,
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κ
r
ta = x˙
a
(
2 ∂∂x¨r − x¨
i
r˙
∂
∂x¨it
)
+ x¨a ∂∂x¨rt
− x¨ir˙
∂
∂x¨ia
+ 2 ∂∂x¨r
a˙
+ 2x¨at
∂
∂x¨rtt
− 2x˙ax¨itr˙
∂
∂x¨itt
− x¨ir
∂
∂x¨ita
+ x¨ab
∂
∂x¨r
tb
− x¨itr˙
∂
∂x¨ita
− x˙ax¨ibr˙
∂
∂x¨i
tb
+ x¨a
b˙
∂
∂x¨r
tb˙
− x¨ir˙
∂
∂x¨ita˙
− x˙ax¨i
r˙b˙
∂
∂x¨i
tb˙
− x¨ir˙b
∂
∂x¨i
a≤b
− x¨ibr˙
∂
∂x¨i
b≤a
− x¨i
r˙b˙
∂
∂x¨i
ab˙
,
κ
r
a≤b =
1
1+δab
{
2x˙ax˙b ∂∂x¨r + x¨
b ∂
∂x¨ra
+ x¨a ∂∂x¨r
b
− x˙bx¨kr˙
∂
∂x¨ka
− x˙ax¨kr˙
∂
∂x¨k
b
+ 2x˙b ∂∂x¨r
a˙
+ 2x˙a ∂∂x¨r
b˙
+ x¨bt
∂
∂x¨rta
+ x¨at
∂
∂x¨r
tb
− x˙bx¨itr˙
∂
∂x¨ita
− x˙ax¨itr˙
∂
∂x¨i
tb
+ x¨ac
∂
∂x¨r
c≤b
+ x¨bc
∂
∂x¨r
c≤a
+ x¨bc
∂
∂x¨r
a≤c
+ x¨ac
∂
∂x¨r
b≤c
− x˙bx¨ir˙c
∂
∂x¨i
a≤c
− x˙ax¨ir˙c
∂
∂x¨i
b≤c
− x˙ax¨icr˙
∂
∂x¨i
c≤b
− x˙bx¨icr˙
∂
∂x¨i
c≤a
− x¨ir˙
∂
∂x¨i
ab˙
− x¨ir˙
∂
∂x¨i
ba˙
+ x¨bc˙
∂
∂x¨rac˙
+x¨ac˙
∂
∂x¨r
bc˙
− x˙bx¨ir˙c˙
∂
∂x¨i
ac˙
− x˙ax¨ir˙c˙
∂
∂x¨i
bc˙
}
− x¨ir
∂
∂x¨i
a≤b
+ 2 ∂∂x¨r
a˙≤b˙
,
κ
r
ttt =
∂
∂x¨rt
− x¨ir˙
∂
∂x¨itt
,
κ
r
tta = 2x˙
a ∂
∂x¨rt
+ ∂∂x¨ra
+ x¨a ∂∂x¨rtt
− x˙ax¨ir˙
∂
∂x¨itt
− x¨ir˙
∂
∂x¨ita
+ 2 ∂∂x¨rta˙
,
κ
r
t,a≤b =
1
1+δab
{
2x˙ax˙b ∂∂x¨rt
+ 2x˙b ∂∂x¨ra
+ 2x˙a ∂∂x¨r
b
+ x¨b ∂∂x¨rta
+ x¨a ∂∂x¨r
tb
− x˙bx¨ir˙
∂
∂x¨ita
−x˙ax¨ir˙
∂
∂x¨i
tb
+ 2x˙b ∂∂x¨rta˙
+ 2x˙a ∂∂x¨r
tb˙
+ 2 ∂∂x¨r
ab˙
+ 2 ∂∂x¨r
ba˙
}
−
∑
a≤b
x¨ir˙
∂
∂x¨i
a≤b
,
κ
r
tttt =
∂
∂x¨rtt
,
κ
r
ttta = 2x˙
a ∂
∂x¨rtt
+ ∂∂x¨rta
,
κ
r
tt,a≤b =
1
1+δab
(
2x˙ax˙b ∂∂x¨rtt
+ 2x˙b ∂∂x¨rta
+ 2x˙a ∂∂x¨r
tb
)
+ ∂∂x¨r
a≤b
,
∑
a≤b≤c
∂3ur
∂xa∂xb∂xcκ
r
a≤b≤c =
∑
a≤b
∂3ur
∂xa∂xb∂xh
(
x¨h ∂∂x¨r
a≤b
− x˙hx¨ir˙
∂
∂x¨i
a≤b
)
+ ∂
3ur
∂xa∂xb∂xc
(
x˙bx˙c ∂∂x¨ra
+ 2x˙c ∂∂x¨r
ab˙
)
,
∑
a≤b≤c
∂4ur
∂t∂xa∂xb∂xcκ
r
t,a≤b≤c =
∂4ur
∂t∂xa∂xb∂xc x˙
cx˙b ∂∂x¨rta
+ 2
∑
a≤b
∂4ur
∂t∂xa∂xb∂xc x˙
c ∂
∂x¨r
a≤b
,
∑
a≤b≤c≤d
∂4ur
∂xa∂xb∂xc∂xdκ
r
a≤b≤c≤d =
∑
a≤b
∂4ur
∂xa∂xb∂xc∂xd x˙
cx˙d ∂∂x¨r
a≤b
.
From the expressions for κrtttt, κ
r
ttta, κ
r
tt,a≤b above we deduce
∂
∂x¨rta
= κrttta − 2x˙
a
κ
r
tttt,
∂
∂x¨r
a≤b
= κrtt,a≤b −
2
1+δab
(
x˙bκrttta + x˙
a
κ
r
tttb − 3x˙
ax˙bκrtttt
)
.
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Hence the vector fields κrt,a≤b≤c and κ
r
a≤b≤c≤d can be written as linear combi-
nations of κrtttt, κ
r
ttta, and κ
r
tt,a≤b; namely,
κ
r
t,a≤b≤c ≡ 0 mod
〈
κ
r
tttt,κ
r
ttta,κ
r
tttb,κ
r
tttc,κ
r
tt,a≤b,κ
r
tt,a≤c,κ
r
tt,b≤c
〉
,
κ
r
a≤b≤c≤d equiv0 mod
〈
κ
r
tttt,κ
r
ttta,κ
r
tttb,κ
r
tttc,κ
r
tttd,κ
r
tt,a≤b,κ
r
tt,a≤c,κ
r
tt,a≤d,
κ
r
tt,b≤c,κ
r
tt,b≤d,κ
r
tt,c≤d
〉
,
and, as a computation shows, the vector fields κra≤b≤c can be written as linear
combinations of κrtta, κ
r
t,a≤b, κ
r
tttt, κ
r
ttta, and κ
r
tt,a≤b; namely,
κ
r
a≤b≤c ≡ 0 mod
〈
κ
r
ttt,κ
r
tta,κ
r
ttb,κ
r
ttc,κ
r
t,a≤b,κ
r
t,a≤c,κ
r
t,b≤c,κ
i
tttt,κ
i
ttta,κ
i
tttb,
κ
i
tttc,κ
i
tt,a≤b,κ
i
tt,a≤c,κ
i
tt,b≤c
〉
.
Moreover, from the previous formulas, we obtain
κ
r
t =
∂
∂x˙r −x¨
i
ra˙
∂
∂x¨i
ta˙
−x¨ir(κ
i
ttt+x¨
k
i˙
κ
k
tttt)−2x¨
i
trκ
i
tttt−x¨
i
ar
(
κ
i
ttta−2x˙
a
κ
i
tttt
)
,
κ
r
tt=
∂
∂x¨r −x¨
i
r˙b˙
∂
∂x¨i
tb˙
−x¨ir˙(κ
i
ttt+x¨
k
i˙
κ
k
tttt)−
(
x¨ir+2x¨
i
tr˙
)
κ
i
tttt−x¨
i
br˙
(
κ
i
tttb−2x˙
b
κ
i
tttt
)
,
κ
r
a= x˙
a ∂
∂x˙r+x¨
a ∂
∂x¨r + x¨
a
b
∂
∂x¨r
b
+ x¨a
b˙
∂
∂x¨r
b˙
+ x¨a
tb˙
∂
∂x¨r
tb˙
+ x¨a
cb˙
∂
∂x¨r
cb˙
+
∑
c≤b
x¨a
c˙≤b˙
∂
∂x¨r
c˙≤b˙
−x¨ir
∂
∂x¨ia
− x¨ir˙
∂
∂x¨ia˙
− x¨itr˙
∂
∂x¨ita˙
− x¨i
rb˙
∂
∂x¨i
ab˙
− x¨icr˙
∂
∂x¨ica˙
−
∑
a≤b
x¨i
b˙r˙
∂
∂x¨i
a˙≤b˙
−
∑
b≤a
x¨i
b˙r˙
∂
∂x¨i
b˙≤a˙
+
∑
c≤b
x¨acb
(
κ
r
tt,c≤b−
2
1+δcb
(
x˙bκrtttc+x˙
c
κ
r
tttb−3x˙
cx˙bκrtttt
))
−
∑
c≤a
x¨icr
(
κ
i
tt,c≤a−
2
1+δca
(
x˙aκitttc+x˙
c
κ
i
ttta−3x˙
cx˙aκitttt
))
−
∑
a≤b
x¨irb
(
κ
i
tt,a≤b−
2
1+δab
(
x˙aκitttb+x˙
b
κ
i
ttta−3x˙
bx˙aκitttt
))
+x¨at
(
κ
r
ttt+x¨
k
r˙κ
k
tttt
)
+x¨attκ
r
tttt−x¨
i
tr
(
κ
i
ttta−2x˙
a
κ
i
tttt
)
+x¨atb
(
κ
r
tttb−2x˙
b
κ
r
tttt
)
,
κ
r
ta= x˙
a
(
κ
r
tt+x¨
i
rκ
i
tttt
)
+x¨a
(
κ
r
ttt+x¨
i
r˙κ
i
tttt
)
+2x¨atκ
r
tttt−x¨
i
r
(
κ
i
ttta−2x˙
a
κ
i
tttt
)
+x¨ab
(
κ
r
tttb−2x˙
b
κ
r
tttt
)
+x˙a ∂∂x¨r −x¨
i
r˙
∂
∂x¨ia
+2 ∂∂x¨ra˙
−x¨ir˙c˙
∂
∂x¨i
ac˙
−x¨ir˙
∂
∂x¨i
ta˙
+x¨a
b˙
∂
∂x¨r
tb˙
−x¨itr˙
(
κ
i
ttta−2x˙
a
κ
i
tttt
)
−x¨ir˙c
(
κ
i
tt,a≤c−
2
1+δac
(
dotxcκittta+x˙
a
κ
i
tttc−3x˙
ax˙cκitttt
))
−x¨icr˙
(
κ
i
tt,c≤a−
2
1+δac
(
x˙cκittta+x˙
a
κ
i
tttc−3x˙
ax˙cκitttt
))
,
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κ
r
a≤b=
1
1+δab
[
x¨b ∂∂x¨ra
+x¨a ∂∂x¨r
b
+x¨ir˙
(
x˙b ∂
∂x¨i
ta˙
+x˙a ∂
∂x¨i
tb˙
− ∂
∂x¨i
ab˙
− ∂
∂x¨i
ba˙
)
+ x¨ac˙
(
∂
∂x¨r
bc˙
−x˙b ∂∂x¨rtc˙
)
+x¨bc˙
(
∂
∂x¨rac˙
−x˙a ∂∂x¨rtc˙
)
−x˙b
{
x˙a
(
κ
r
tt+x¨
i
rκ
i
tttt
)
+x¨a
(
κ
r
ttt+x¨
i
r˙κ
i
tttt
)
+2x¨atκ
r
tttt−x¨
i
r
(
κ
i
ttta−2x˙
a
κ
i
tttt
)}
+ x¨ac (κ
r
tttc−2x˙
c
κ
r
tttt)+x˙
b
κ
r
ta+x˙
a
κ
r
tb
− x˙a
{
x˙b
(
κ
r
tt+x¨
i
rκ
i
tttt
)
+x¨b
(
κ
r
ttt+x¨
i
r˙κ
i
tttt
)
+2x¨btκ
r
tttt
−x¨ir
(
κ
i
tttb−2x˙
b
κ
i
tttt
)
+x¨bc (κ
r
tttc−2x˙
c
κ
r
tttt)
}
+ x¨bt (κ
r
ttta−2x˙
a
κ
r
tttt)+x¨
a
t
(
κ
r
tttb−2x˙
b
κ
r
tttt
)
+ x¨ac
(
κ
r
tt,c≤b−
2
1+δcb
(
x˙bκrtttc+x˙
c
κ
r
tttb−3x˙
cx˙bκrtttt
))
+ x¨bc
(
κ
r
tt,c≤a −
2
1+δca
(x˙aκrtttc + x˙
c
κ
r
ttta − 3x˙
cx˙aκrtttt)
)
+ x¨bc
(
κ
r
tt,a≤c −
2
1+δca
(x˙aκrtttc + x˙
c
κ
r
ttta − 3x˙
cx˙aκrtttt)
)
+x¨ac
(
κ
r
tt,b≤c−
2
1+δcb
(
x˙bκrtttc+x˙
c
κ
r
tttb−3x˙
cx˙bκrtttt
))]
− x¨ir
(
κ
i
tt,a≤b−
1
1+δab
(
2x˙bκittta+2x˙
a
κ
i
tttb−6x˙
ax˙bκitttt
))
+2 ∂∂x¨r
a˙≤b˙
,
κ
r
ttt =
∂
∂x¨rt
− x¨ir˙κ
i
tttt,
κ
r
tta = 2x˙
a
κ
r
ttt + x¨
a
κ
r
tttt + 3x˙
ax¨ir˙κ
i
tttt − x¨
i
r˙κ
i
ttta +
∂
∂x¨ra
+ 2 ∂∂x¨r
ta˙
,
κ
r
t,a≤b =
1
1+δab
{
x˙b (κrtta − x˙
a
κ
r
ttt − x¨
a
κ
r
tttt) + x˙
a
(
κ
r
ttb − x˙
b
κ
r
ttt − x¨
b
κ
r
tttt
)
+ x¨b (κrttta − 2x˙
a
κ
r
tttt) + x¨
a
(
κ
r
tttb − 2x˙
b
κ
r
tttt
)
+ x˙b ∂∂x¨ra
+ x˙a ∂∂x¨r
b
+2 ∂∂x¨r
ab˙
+ 2 ∂∂x¨r
ba˙
}
−
∑
a≤b
x¨ir˙
(
κ
i
tt,a≤b −
2
1+δab
(
x˙bκittta + x˙
a
κ
i
tttb − 3x˙
ax˙bκitttt
))
,
κ
r
tttt =
∂
∂x¨rtt
,
κ
r
ttta = 2x˙
a
κ
r
tttt +
∂
∂x¨rta
,
κ
r
tt,a≤b =
2
1+δab
(
x˙bκrttta + x˙
a
κ
r
tttb − 3x˙
b
κ
r
tttt
)
+ ∂∂x¨r
a≤b
.
Hence for n ≥ 2,
D(2) =
〈
κ
r
00,κ
r
t ,κ
r
a,κ
r
tt,κ
r
ta,κ
r
a≤b,κ
r
ttt,κ
r
tta,κ
r
t,a≤b,κ
r
tttt,κ
r
ttta,κ
r
tt,a≤b
〉
and for n = 1, D(2) = 〈κ00,κt,κtt,κt1,κ11,κttt,κtt1,κt,11,κtttt,κttt1,κtt,11〉.
According to the formulas (14), (15), (16) the tensor field Kσ takes values
in the vector bundle (p10)∗
∧2
T ∗M0 ⊗ V (p10) and we can define the curvature
mapping K : J2(p21)→ (p10)∗
∧2
T ∗M0 ⊗ V (p10) by setting K(j2ξσ) = (K
σ)ξ.
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Theorem 8.2. Every second-order differential invariant I : J2(p21) → R with
respect to Autv(p) factors uniquely through the curvature mapping as follows:
I = I¯ ◦ K, where I¯ : (p10)∗
∧2
T ∗M0 ⊗ V (p10) → R is an invariant smooth
function under the natural action of Autv(p), namely,
(74) Φ · η =
(
2∧
((Φ(1))−1)∗ ⊗ (Φ(1))∗
)
(η), ∀η ∈ (p10)∗
2∧
T ∗M0 ⊗ V (p10).
Proof. The statement is an immediate consequence of the following properties:
1. The curvature mapping is a surjective submersion.
2. The fibre K−1(η) for every η ∈
∧2
T ∗(t0,x0)M
0 ⊗ Vξ(p
10) is an affine sub-
bundle over J1(p21); in particular, the fibres of J2(p21) are connected.
3. If we define
D˜
(2)
j2
ξ
σ
=


{
(X(2))
(2)
j2
ξ
σ
∈ D
(2)
j2
ξ
σ
: j1
j0t0γ
X = 0
}
, if n = dimM ≥ 2{
(X(2))
(2)
j2
ξ
σ
∈ D
(2)
j2
ξ
σ
: X
(1)
ξ = 0
}
, if n = dimM = 1
then ker(K∗)j2
ξ
σ = D˜
(2)
j2
ξ
σ
, ξ = j1t0γ.
4. The curvature mapping is Autv(p)-equivariant with respect to the natural
actions, i.e., Φ · K(j2ξσ) = K(Φ · j
2
ξσ), where the action on the left-hand
side is defined in (74) and that on the right-hand side is given as in the
beginning of this section, i.e., Φ · j2ξσ = j
2
Φ(1)(ξ)
(Φ(2) ◦ σ ◦ (Φ(1))−1).
Coordinates are introduced in (p10)∗
∧2 T ∗M0 ⊗ V (p10) by setting
η =
{
yji (η)
(
dt ∧ ωi
)
(t0,x0)
+
∑
h<i
yjhi(η)
(
ωh ∧ ωi
)
(t0,x0)
}
⊗
(
∂
∂x˙j
)
ξ
,
for every η ∈
∧2
T ∗(t0,x0)M
0 ⊗ Vξ(p
10). The first and second properties directly
follow from the equations of the curvature mapping, i.e.,
t ◦ K = t, xi ◦ K = xi, x˙i ◦ K = x˙i,
yia ◦ K = −
1
2 x¨
i
ta˙ −
1
2 x˙
hx¨iha˙ −
1
2 x¨
hx¨i
h˙a˙
+ x¨ia +
1
4 x¨
k
a˙x¨
i
k˙
,
ykab ◦ K = −
1
2 x¨
k
ab˙
+ 12 x¨
k
ba˙ −
1
4 x¨
h
a˙x¨
k
h˙b˙
+ 14 x¨
h
b˙
x¨k
h˙a˙
, a < b.
Moreover, from the formulas (67)–(73) we deduce
(X(2))(2)
(
yij ◦ K
)
=
∂ui
∂xr
(
yrj ◦ K
)
−
∂ur
∂xj
(
yir ◦ K
)
,
(X(2))(2)
(
ykij ◦ K
)
=
∂ur
∂xi
(
ykrj ◦ K
)
+
∂uk
∂xr
(
yrji ◦ K
)
+
∂ur
∂xj
(
ykir ◦ K
)
.
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By evaluating these two formulas at j2ξσ, we conclude D˜
(2)
j2
ξ
σ
⊆ ker(K∗)j2
ξ
σ and
from the Lemma 8.1 and the first item above we have
dimker(K∗)j2
ξ
σ = dim J
2(p21)− dim
(
(p10)∗
2∧
T ∗M0 ⊗ V (p10)
)
= 32n(n+ 2)(n+ 1)
= dim D˜
(2)
j2
ξ
σ
.
Finally, the fourth item above follows by using the formulas (55)–(63) and the
fact that TΦ·σ(Φ(1) ·X,Φ(1) · Y ) = Φ(1) · T σ(X,Y ), ∀X,Y ∈ X(M1), as follows
from Corollary 7.2.
Remark 8.3. As the distribution D(2) is involutive, the number of functionally
independent second-order differential invariants is 12n
2(n− 1) + 1 if n ≥ 2, and
2 if n = 1. By passing to the quotient, the isomorphism (10) induces another
isomorphism
ι1 : T
−(M1)
∼=
−→ (p10)∗TM0
/
(p10)∗T
0(M1),
ι1 (X
σ
i ) =
∂
∂xi
mod(p10)∗T
0(M1).
Moreover, as M0 = R ×M , there is a natural embedding (p′)∗TM →֒ TM0
and pulling it back via p10 we obtain another embedding (p′ ◦ p10)∗TM →֒
(p10)∗TM0. By composing this latter embedding and the quotient map
(p10)∗TM0 → (p10)∗TM0
/
(p10)∗T
0(M1),
an isomorphism ι2 : (p
′ ◦ p10)∗TM
∼=
−→ (p10)∗TM0
/
(p10)∗T
0(M1) is deduced.
From the formula (14) it follows iXσK
σ = −P hj ω
j ⊗ ∂/∂x˙h, and we define an
endomorphism K˜σ : (p′ ◦ p10)∗TM → (p′ ◦ p10)∗TM by setting
K˜σ = ε−1 ◦ iXσK
σ|T−(M1) ◦ (ι1)
−1 ◦ ι2,
K˜σ
(
∂
∂xj
)
= −P hj
∂
∂xh
.
The coefficients of the characterestic polynomial of K˜σ determine n second-
order invariants. This fact was remarked for the first time in [19]. If n = 1
or n = 2 then these invariants together with the function t exhaust a basis of
second-order invariants, but this is no longer true for n ≥ 3.
Finally, we should also like to remark that K(j2ξσ) depends only on j
1
ξ (K˜
σ),
as follows from the following identities among the components of the torsion
tensor field of the Chern connection:
3T ikj =
∂P ij
∂x˙k
−
∂P ik
∂x˙j
.
Therefore, the Kosambi tensor field K˜σ encodes all the relevant information for
KCC theory.
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