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Abstract. Weeonstruet Hermite interpolation sets for bivariate spline
spaees of arbitrary degree and smoothness one on non-reet angular do-
mains with uniform type triangulations. This is done by applying a
general method for eonstrueting Lagrange interpolation sets for bi-
variate spline spaees of arbitrary degree and smoothness. It is shown
that Hermite interpolation yields (nearly) optimal approximation or-
der. Applieations to data fitting problems and numerieal examples are
given.
31 Introduction
Tensor products of univariate splines are used for interpolation on rectan-
gular domains. We investigate interpolation on non-rectangular domains
and use bivariate spline functions. We consider spaces S~(~J,t), J-L = 1,2, of
bivariate splines of degree q and smoothness r on uniform type partitions
(see 32). (For simplicity, the splines are defined on rectangular domains
but the results in this paper analogously hold for simply connected non-
rectangular domains as in Figure 6.)
In [11] (see also [10]), we developed algorithms for constructing point
sets which admit unique Lagrange interpolation from S~(~J,t), J-L = 1,2.
By using these methods, we will construct Hermite interpolation sets for
S~(ßJ,t), J-L = 1,2. It is shown that Hermite interpolation yields (nearly)
optimal approximation order for S~(ßl), q 2 4, and S~(ß2), q 2 2. By
using Bernstein-Bezier techniques, (nearly) optimal approximation order
of interpolation was proved for the following spaces: Sha [14] and Chui &
He [3] for SH~2), Sha [15] for Sl(~l); and Jeeawock-Zedek [6] for Sl(ß2)
(approximation order two).
In practice we use Lagrange configurations which are "elose" to Her-
mite configurations. The interpolating splines can be computed by passing
from one tri angle to the next, where only small systems have to be solved.
Gur methods can also be applied to data fitting problems.
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32 Dimension, basis and interpolation by S~
We consider bivariate spline spaces of the following type. First, the space
of bivariate polynomials 0/ total degree q is denoted by ITq = span {xiyj :
i ~0, j ~0, i + j :::;q}. Let a rectangle T = [a, b] x [c, d] and points
a = Xo < Xl < ... < xnl = b, c = Yo < Y1 < < Ynz = d such that
Xi -Xi-1 = h1, i = 1, ... , n1; Yj -Yj-1 = h2, j = 1, ,n2, be given. We set
h = max{h1, h2}. By defining Ri,j = (Xi-I, Xi) X (Yj-1, Yj), i = 1, ... , n1;
j = 1, ... , n2, we obtain a partition of T into subrectangles Ri,j. If the
diagonal from (Xi-I, Yj-1) to (Xi, Yj) is added to each subrectangle Ri,j,
then we denote the resulting partition by ~ 1. If we add both diagonals to
each subrectangle, then the resulting partition is denoted by ~ 2.
The spline spaces are defined as follows. Let integers rand q with
o :::; r < q be given. For fJ, = 1,2, the space S~(LlJ.t) of all functions
/ ~ er (T) such that the restriction to each subset of the partition LlJ.t is
in IIq is called space of bivariate splines 0/ degree q and smoothness r with
respect to the partition LlJ.t.We sometimes denote these spaces simply by
S~.
The dimension of spline spaces for uniform partitions was determined
by Chui & Wang [4] and Schumaker [13]. We begin with a result on the
basis of such spaces which is due to Chui & Wang [4] and Dahmen &
Micchelli [5].
Theorem 1. A basis oES~ is given by the Eollowing Eunctions:
(i) The polynomials xiyj, i+ j :::;q.
(ii) The truncated power Eunctions (aJ.t+bJ.tx+cJ.ty)~+lxiyj, i+j :::;q-r-1,
where aJ.t+ bJ.tx+ cJ.tY= 0 are the interior grid lines oE the partition.
(iii) Certain cone splines, easily defined by univariate B-splines (see below).
Roughly speaking, the cone splines in (iii) are defined as follows. Let an
interior grid point Z (say Z = (0,0)) of the partition be given and denote by
e the cone formed by the three respectively four lines of the partition with
vertex z. A cone spline is a spline in S~ which vanishes on the complement
of e. We choose a line l which crosses e. For n = q, q - 1, ... , let B be a
univariate B-spline on l in S~ (if it exists) and extend B continuously to
be (up to a constant) a univariate truncated power function t+ on each ray
in e. All bivariate splines obtained in this way are exactly the cone spline
in (iii). (For details see [8].)
We now investigate interpolation by S~. In contrast to the univariate
case, it is a non-trivial problem to construct any set at which interpolation
by S~ is possible. Therefore, we formulate the following problem: Deter-
mine a set {Zl,"', ZN} in T, where N = dimS~, such that for each function
/ E e(T), the Lagrange interpolation problem S(Zi) = /(Zi), i = 1, ... ,N,
has a unique solution s E S~. Such a set {ZI, ... , ZN} is called Lagrange
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interpolation set for S~. If we consider not only the function values of I
but also partial derivatives of I, then we speak of a Hermite interpolation
problem for the space S~, and the corresponding sets are called Hermite
interpolation sets for S~.
Given a point Z = (x, y) E T, we set Di I(z) = (lxi (z), Ixi-1y(Z), ... ,
Ixyi-l (z), Iyi (z)). The uniform norm of I is defined by I1II1 = maxzET I/(z) I
and for the derivatives, we set IIDi I11 = max{ll/x<>yß11: a ~ 0, ß ~ 0, a +
ß = i}.
In the next sections, we construct Lagrange interpolation sets for
S~(ßJL), J-L = 1,2, and then obtain Hermite interpolation sets by "tak-
ing limits". The construction of Lagrange interpolation sets is a special
case of the algorithms for S~(ßJL), J-L = 1,2, developed by Nürnberger &
Riessinger [11] (see Adam [1] for arbitrary cross-cut partitions). There, the
basic principle is to reduce the bivariate spline interpolation problem to
aseries of univariate problems and to apply simultaneously a principle of
degree red uction.
In the following, we briefly describe the method for S~ = S~(ßI) by
means of Figure 1. In the description, we will not be very precise but
try to show the basic ideas. We construct points Zl,' .. , ZN E T, where
N = dimS~, and show that S(Zi) = 0, i = 1,... ,N, implies s = 0 on T
for all s E S~. In the first step, we choose q + 1 lines h, ,lq+l through
Tl and choose dimS~+I_jlljnTl points on lj nTl, j = 1, , q + 1. It is
weIl known that s = 0 on Tl if s vanishes on the chosen points. Then we
choose q - r lines, again denoted by h, ... ,lq-r, through T2 and choose
dim{ s E S~+l_j : S = 0 on Tdlljn(T1UT2) points on lj nT2, j = 1, ... , q - r.
Then it follows (see [11]) that s = 0 on Tl UT2 if s vanishes on the chosen
points. By repeating the last step, it follows that s = 0 on U:=l Ti if s
vanishes on the chosen points. FinaIly, we choose "diagonal" lines, again
denoted by h, l2,." through T4, T5, T6, T7 and choose dim{s E S~+l_j : s =
o on U:=l Tdllj points on ljn(T6UT7), satisfying the Schoenberg-Whitney
condition, j = 1,2, ... (until the above dimension is zero). By choosing
"diagonal" lines, we do not get the grid points as interpolation points.
Therefore, as in Figure 1, we choose "broken lines" through T6 U T7 and
leave the chosen point constellation unchanged. Then it follows (see [11])
that s = 0 on UJ=1 Ti if s vanishes on the chosen points. We continue this
method until we get s = 0 on T. Therefore, the constructed set {Zl,"" ZN}
is an interpolation set. In particular, the dimension of S~ is the sum of the
dimension of univariate spline spaces.
33 Interpolation by S~ and approximation order
We first construct Lagrange interpolation sets for S~(ßI), q ~ 4, by ap-
plying the algorithms of Nürnberger & Riessinger [11]. By "taking limits",
::-=-==~-~--_.-=-=---~ ._-~--~
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we then obtain Hermite interpolation sets and show that interpolation at
these sets yields (nearly) optimal approximation order.
For constructing Lagrange interpolation sets for S~(ß1), q 2:: 4, we
only have to describe four basic steps. For an arbitrary subtriangle V of
the partition ß1, one of the following steps will be applied to V.
Step A. (Starting step) Choose q + 1 disjoint line segments al, ... , aq+l in
V. For i = 1, ... , q + 1, choose q + 2 - i distinct points on ai.
Step B. Choose q - 1 disjoint line segments bl, ... , bq-1 in V. For i
1, ... , q - 1, choose q - i distinct points on bio
Step C. Choose q - 2 disjoint line segments Cl, ... , Cq-2 in V. For i
1, ... , q - 2, choose q - i distinct points on Ci.
Step D. Choose q - 3 disjoint line segments dl, ... , dq-3 in V. For i
1, ... , q - 3, choose q - i - 2 distinct points on di.
Given a partition ß1, we apply the above steps to the subtriangles
of ß1 as indicated in Figure 2, where we choose horizontal, vertical and
diagonal line segments as indicated in Figure 1.
Figure 1. Figure 2.
The following construction of Hermite interpolation sets for S~ (ß1),
q 2::4, and Theorem 2 is given in Nürnberger [9].
Let a sufficiently differentiable function f E C(T) be given. For defin-
ing Hermite interpolation conditions for a spline s E S~(ß1), q 2::4, we
only have to describe four basic conditions. Let V be an arbitrary subtri-
angle of the partition ß1. We impose one of the following conditions on
the polynomial p = slv E ITq, where z is a vertex respectively amidpoint
of an edge as indicated in Figure 2.
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Condition A. (Starting condition) Any set of conditions which admits
unique Hermite interpolation by ITq (e.g., P(ZI) = j(ZI),
pxi (Z2) = jxi (Z2), i = 0, ... , q - 1, Dip(Z3) = Di j(Z3),
i= 0, ... , q - 1, see Figure 2).
Condition B. Dip(z) = Di j(z), i= 0, , q - 2.
Condition C. Dip(z) = Di j(z), i= 0, ,q-2, except Pyq-2 (z) = jYQ-2 (z).
Condition D. Dip(z) = Di j(z), i = 0, , q - 4.
Given a partition ~ I, the distribution of the Hermite interpolation
conditions to the subtriangles is the same as for Lagrange interpolation
and is indicated in Figure 2.
In Theorem 2, the norm denotes the maximum of the uniform norm
over all subtriangles of the partition (w.r.t. the polynomial pieces).
Theorem 2. For each function j E Cq+l (T), there exists a constant K >
o such that for the unique spline s E S~(~l) wh ich satisnes the above
Hermite interpolation conditions, the following statements hold: For all
i E {O,... , p - I}, IIDi(J - 8)11 ~ Khp-i, where p = 4 if q = 4, and
p = q + 1 if q ~ 5. (The constant K > 0 depends on IIDq+1 jll and is
independent of h.)
In the following, we construct Lagrange interpolation sets for S~(~2),
q ~ 2, by applying the algorithm of Nürnberger & Riessinger [11]. By
"taking limits" , we then obtain Hermite interpolation sets and show that
interpolation at these sets yields (nearly) optimal approximation order.
For constructing Lagrange interpolation sets for S~(~2), q ~ 2, we
only have to describe four basic steps. For an arbitrary subtriangle V of
the partition ~ 2, one of the following steps will be applied to V.
Step A. (Starting step) Choose q + 1 disjoint line segments al, ... , aq+l in
V. For i= 1, ... , q + 1, choose q + 2 - i distinct points on ai.
Step B. Choose q - 1 disjoint line segments bl, ... ,bq-l in V. For i
1, ... , q - 1, choose q - i distinct points on bio
Step C. Choose q - 3 disjoint line segments Cl,'." Cq-3 in V. For i
1, ... , q -3, choose q - 2 - i distinct points on Ci.
Step D. Choose q - 2 disjoint line segments dl, ... , dq-2 in V. For i
1, ... , q - 2, choose q - i distinct points on di.
Given a partition ~ 2, we apply the above steps to the subtriangles
of ~ 2 as indicated in Figure 4, where we choose horizontal, vertical and
diagonal line segments as indicated in Figure 3.
The following construction of Hermite interpolation sets for S~(~2),
q ~ 2, and Theorem 3 will be given in Nürnberger & Walz [12].
Let a sufliciently differentiable function j E C(T) be given. For defin-
ing Hermite interpolation conditions for a spline 8 E S~(~2), q ~ 2, we only
..
6
Figure 3.
G. Nürnberger
Figure 4.
have to describe four basic steps. Let V be an arbitrary subtriangle of the
partition ~ 2• We impose one of the following conditions on the polynomial
P = slv E ITq, where z is a vertex respectively amidpoint of an edge as
indicated in Figure 5.
Figure 5. Figure 6.
Condition A. (Starting condition) Any set of conditions which admits
unique Hermite interpolation by ITq (e.g., P(ZI) = !(Zl),
Pyi (Z2) = !yi (Z2), i = 0, ... , q - 1, Dip(Z3) = Di !(Z3),
i= 0, ... , q - 1, see Figure 5).
Condition B. Dip(z) = Di !(z), i = 0, ,q - 2.
Condition C. Dip(z) = Di !(z), i = 0, , q - 4.
Condition D. Prirj (z) = !rirj (z), i 2: 0, j 2: 0, i+j ~ q-2, j =I=- q-2 (where
. T = (Tl, T2) is the unit vector in direction of the diagonal of
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the partition ßl and f = (-rl,r2)).
Given a partition ß 2, we assign the above conditions to the subtri-
angles of ß2 as indicated in Figure 5. The distribution of the Hermite
conditions is different from the distribution of the Lagrange conditions (cf.
Figure 4). To see this, let two adjacent subtriangles in the upper half of a
subrectangle with the Lagrange conditions D and C be given. Then by "tak-
ing limits" , we get the Hermite condition D for both triangles. This follows
from the fa~t that for ~l i E {O, I} and j E {O, ... , q}, Prij'j (z) = Prij'j (z),
where P E IIq and pE IIq are the two adjacent polynomial pieces.
Theorem 3. For each function 1E Cq+1(T), there exists a constant K >
o such that for the unique spline s E S~(ß2) which satisnes the above
Hermite interpolation conditions, the following statements hold: For all
i E {O,... , p - I}, IIDi(J - sf )11 ::; Khp-i, where p = q if q E {2,3}, and
p = q + 1 if q 2 4. (The constant K > 0 depends on IIDq+llll and is
independent of h).
By using Bernstein- Bezier techniques, similar results on interpolation
by Si(ß2) were proved by Sha [14]and Chui & He [3]. Moreover, Jeeawock-
Zedek [6] proved approximation order 2 for interpolation by Sj(ß2) by
using the same Hermite interpolation conditions as above for this space.
We briefly discuss the application of our spline interpolation methods
to data fitting. Let a non-rectangular domain T as in Figure 6, points
Wi E T and corresponding data Ji be given which we want to approximate
by S~(ßIL).
In the first step, we interpolate the data Ji by a piecewise polynomial
8 of degree q such that 111 - 811= O(hq+l) if Ji = l(wi) and 1 E Cq+l(T).
In general, piecewise polynomial interpolation is a simpler problem than
spline interpolation and in any case, this is always possible if the data
are regularly distributed over T (cf. Chui [2]). In the second step, we
interpolate the resulting function 8 (which may not even be continuous) by
a differentiable spline s E S~ as described in this paper. As in Theorems 2
and 3, it can be shown that 11i - s(wi)1 = O(hq) or O(hq+1) (see [9]
and [12]).
Finally, we give a numerical example. As a test, we interpolate
• (9x-2)2+(9y-2)2 (9x+1)2 9y+1
Franke's test functlOn l(x, y) = ~ e- 4 + ~e--4-9 -- 10 +
1 (9x_7)2+(9y_3)2 1 ( )2 ()2 .."2e- 4 -5"e-9x-4 -9y-7 bysplmesmSl(ß1)onT=[0,1]x
[0, 1] and approximate regularly distributed data which come from 1 (as
described above). By using 1731 interpolation points, we obtain the errors
4.02. 10-4 for interpolation and 2.41 . 10-4 for data fitting.
Most of the methods and results in this paper (except Theorem 1)
analogously hold when the partitions ßl or ß2 are non-uniform (see [9]
and [12]).
8 G. Nürnberger
•
•
References
1. Adam, M., Bivariate spline interpolation on convex sets with cross-cut
partitions, preprint.
2. Chui, C. K., Multivariate Splines, CBMS-SIAM, Philadelphia, 1988.
3. Chui, C. K. and T. X. He, On location of sampIe points in Cl quadratic
bivariate spline interpolation, in Numerieal Methods oEApproximation
Theory, L. Collatz, G. Meinardus, and G. Nürnberger (eds.), ISNM 81,
Birkhäuser, Basel, 1987, 30-43.
4. Chui, C. K. and R. H. Wang, Multivariate spline spaces, J. Math.
Anal. Appl. 94 (1983), 197-221.
5. Dahmen, W. and C. A. Micchelli, Recent progress in multivariate
splines, in Approximation Theory IV, C. K. Chui, L. L. Schumaker,
and J. D. Ward (eds.), Academic Press, New York, 1983, 27-121.
6. Jeeawock-Zedek, F., Interpolation scheme by Cl cubic splines on a non
uniform type-2 triangulation of a rectangular domain, C. R. Aead. Sei.
Paris Sero I Math. 314 (1992), 413-418.
7. Nürnberger, G., Approximation by Spline Funetions, Springer, Berlin,
1989.
8. Nürnberger, G., Approximation by univariate and bivariate splines, in
Seeond International Colloquium on Numerieal Analysis, D. Bainov
and V. Covachev (eds.), VSP Publisher, The Netherlands, 1994, 143-
153.
9. Nürnberger, G., Approximation order of bivariate spline interpolation,
preprint.
10. Nürnberger, G. and Th. Riessinger, Lagrange and Hermite interpo-
lation by bivariate splines, Numer. Funct. Anal. Optim. 13 (1992),
75-96.
11. Nürnberger, G. and Th. Riessinger, Bivariate spline interpolation at
grid points, Numer. Math., 1995, to appear.
12. Nürnberger, G. and G. Walz, in preparation.
13. Schumaker, L. L., Bounds on the dimension of spaces of multivariate
piecewise polynomials, Roeky Mountain J. Math. 14 (1984), 251-264.
14. Sha, Z., On interpolation by Si(ß~ n), Approx. Theory Appl. 1 (1985),,
71-82.
15. Sha, Z., On interpolation by Sj(ß~ n)' Approx. Theory Appl. 1 (1985),,
1-18.
Günther Nürnberger
Fakultät für Mathematik und Informatik
Universität Mannheim
68131 Mannheim
Germany
nuern@rummelplatz.uni-mannheim.de
