Introduction
For a seismically active region, it is impossible to know for certain in advance the parameters of an earthquake regarding time, location, magnitude, severity, etc. However, statistical studies in the fields of geophysical, geological, and earthquake engineering show that the parameters of possible earthquakes can only be estimated probabilistically, called a seismic hazard.
Early attempts in constructing seismic hazard maps provided estimates of the severity of ground shaking or damage from known or likely earthquakes. Modern seismic hazard assessment began in the late 1960s, with the publication of a series of papers describing and applying the probabilistic seismic hazard assessment method (Lee et al., 2003) . Since earthquakes demonstrate randomness according to parameters and there are various uncertainties (such as some deficiencies in the earthquake records), seismic hazard estimation with probabilistic methods is seen as the most appropriate method. The first models used for estimating seismic hazard were based on the assumption that earthquakes are independent from the times and places that they occur. The Poisson model (Yücemen and Akkaya, 1995; Kasap and Gürlen, 2003; Çobanoğlu et al., 2006) is the most common of such models. Afterwards, attempts to estimate seismic hazard were made using methods such as Gumbel extreme value distributions (Yücemen and Akkaya, 1995; Çobanoğlu et al., 2006) , exponential distributions (Kasap and Gürlen, 2003; Çobanoğlu et al., 2006) , and cluster analysis based on separating earthquakes into groups in time and Weibull distributions, a special form of the same model. In subsequent studies, the Markov model (Pınar et al., 1989; Yücemen and Akkaya, 1995; Ulutaş and Özer, 2000; Nava et al., 2005; Ünal and Çelebioğlu, 2011) , based on the assumption that earthquakes indicate a dependence on the time dimension in connection with elastic rebound theory, and the semi-Markov model (Altınok, 1988; Altınok, 1991; Altınok and Kolçak, 1999) , based on the assumption that earthquakes are dependent on the space dimension, have been used.
Turkey is located on the Alpine-Himalayan (Mediterranean) seismic belt, one of the most important seismic belts of the world. For this reason, the seismicity of this belt has been the subject of many studies and has attracted the attention of geologists. Nowadays, since increasing amounts of earthquake data are available in Turkey, the estimation of seismic hazard has gained greater importance (Bağcı, 1996) .
Compared with a previous study (Ünal and Çelebioğlu, 2011) , we have used a different approach for zoning to estimate seismic hazard in Turkey with Markov chains and the Poisson model. We think that the new approach will illuminate the interaction between the degrees of earthquake zonings regarding occurrence of earthquakes, whereas the previous study examined the interaction between the geographical zones from the same perspective.
Methods
In this section, we will summarize the methodology used for estimating the seismic hazard.
Markov chain
The Markov chain is an important class of stochastic processes concerning the sequence of random variables that correspond to the states of a certain system. In this system, the state at one time epoch depends only that in the previous time epoch (Çınlar, 1975) , and hence the observed information in the last time epoch eliminates the need for the information in the preceding time epochs.
Let us consider a stochastic process X = {X n :n = 0,1,2,...} having a finite or countable infinite state space S. When X n = i, we say that the process is in state i at time n. The probability that the process is in state j in the next time, provided that its present state is i, is denoted by P ij and is called the (1-step) transition probability from state i to state j (Çınlar, 1975) . Definition 1. Suppose that there is a fixed probability P ij being independent of time such that where i 0 , i 1 ,..., i n-1 , i,j ∈ S. Then X = {X n :n = 0,1,2,...} is called a Markov chain (Çınlar, 1975) .
By this definition, a Markov chain is a sequence of random variables such that for any n, the next state of process X n+1 is independent of the past states X 0 ,X 1 ,..., X n-1 , that is, the strong Markov property is to hold at randomly chosen times (Çınlar, 1975) .
In the literature on Markov chains, it is customary to arrange the transition probabilities in a matrix form and call the resulting matrix the transition matrix. The elements of a transition matrix hold the following conditions: a) for any 2 states i, j ∈, S, P ij ≥ 0; and b) for all i ∈ S, Σ j P ij = 1.
As seen in the next theorem and corollary, the joint distribution of X 0 , X 1 ,... X m can be completely specified for every m once the initial distribution and the transition matrix P are given (Çınlar, 1975) . Theorem 1. Let X = {X n , : n ∈ N} be a Markov chain. For any m, n ∈ N; m ≥ 1 and i 0, , i 1 ,..., i m ∈ S, Corollary 1. For the Markov chain, let the initial probability distribution π 0 be given on the state space S; i.e. let P{X 0 = i} = π 0 (i) for all i ∈ S. Then for m ∈ N and i 0, , i 1 ,..., i m ∈ S,
In some cases, it may be necessary to calculate the probabilities of the transitions between distant times for the Markov chain. The following definition can then be given.
Definition 2. For any m ∈ N, n-step transition probability from state i to state j is given by where P ij (n) is the (i, j) th element of the nth power of transition probability matrix P.
The following theorem reflects how to calculate the steady state probabilities for the process (Ching and Ng, 2006) . are satisfied, where π is a column vector.
Entropy 2.2.1. Brief information on entropy
Entropy measures the uncertainty of a collection of events, while probability measures uncertainty about the occurrence of a single event (Karlin and Taylor, 1975) . In other words, entropy is a measure of the uncertainty level for a system. According to studies on entropy, entropy is only useful in cases that include an uncertainty. Accordingly, the occurrence of events having a higher probability does not provide further information, whereas the occurrence of events having a lower probability does provide more information (Özkul, 2001; Karmeshu and Pal, 2003) . For the discrete random variables, entropy is defined as follows:
Definition 3. Let X be a random variable having the values {x 1 , x 2 , ..., x n } with the corresponding probabilities:
The entropy of X is given by:
where c is an arbitrary positive constant and is taken as c = 1 when the logarithm base is 2. In addition, it is assumed that log0 = 0 in calculations (Karmeshu and Pal, 2003) .
Maximum entropy principle of Jaynes
According to Jaynes, if a distribution is chosen such that its entropy is less than maximum entropy, this reduction in entropy might have come from some additional information used consciously or unconsciously. However, in the case in which such information is not given, it would not be right to use the distribution having less entropy. Thus, only the distribution having the maximum entropy should be used (Jaynes, 1957; Karmeshu and Pal, 2003) .
Entropy and Markov chains
Let i, j ∈ S be the states of Markov chain, p i be the probability of i, and p i (j) = p ij be the conditional probability of j given i. For the Markov chains, the entropy H(S) is defined as
Poisson model 2.3.1. Magnitude-frequency relation
The basic magnitude-frequency relation suggested by Gutenberg and Richter (1954) is of great importance, since it is directly related to earthquake occurrence. The relationship between magnitude and frequency is expressed as: LogN = a -bM, where N is the cumulative earthquake number, M is magnitude, and a and b are the coefficients.
In the Gutenberg-Richter function, a large value of coefficient a points to numerous small earthquakes, whereas a small value of coefficient b indicates the predominance of big earthquakes (Çobanoğlu et al., 2006) .
Determination of seismic hazard by Poisson model
One of the commonly used models in estimating earthquake occurrence is the Poisson model. According to this model, the distribution of waiting time for another earthquake is not affected by the time after the occurrence of the previous earthquake (Öztemir et al., 2000; Çobanoğlu et al., 2006) . The statistical data also show that the Poisson model is valid, especially for big earthquakes (Çobanoğlu et al., 2006) .
In the equation LogN = a -bM, the coefficients a and b can be computed by the least squares method. According to this method, normal equations are as follows (Sayıl and Osmanşahin, 2005) :
Annual average earthquake occurrence number N(M) calculated according to the coefficients and earthquake magnitude is expressed as:
where T stands for the investigated time periods and, accordingly, seismic hazard values R(M) can be determined by the following equation:
where T* shows the future time portion to be used in calculating seismic hazard. The recurrence period is determined as years by using the equation: (Çobanoğlu et al., 2006) .
Analysis of the earthquake data
In this section, our aim is to estimate the seismic hazard of Turkey by using Markov chains and the Poisson model. Similar studies were done for Japan by Nava et al. (2005) and for Turkey by Ünal and Çelebioğlu (2011) . In this study, with a new approach to the zoning and an additional analysis to the previous one, we obtain some new results.
For this study, we have used the earthquake data of Turkey having magnitude M ≥ 4 between 36°N and 42°N and 26°E and 45°E. The data belonging to the years 1901-2006 were obtained from Boğaziçi University's Kandilli Observatory Earthquake Research Institute, National Earthquake Monitoring Center. We considered the seismic zones map of Turkey in Figure 1 published by the Ministry of Public Works and Settlement in 1996, which is also approved by the Council of Ministers, and used geographic information system analysis to divide Turkey into 4 regions as follows. On the seismic zones map of Turkey, First-degree seismic zone is taken as region 1, Second-degree seismic zone is taken as region 2, Third-degree seismic zone is taken as region 3, Fourth-degree and fifth-degree seismic zones are taken as region 4.
Here, the reason for combining the fourth-degree and fifth-degree seismic zones is to avoid a shortage of data and hence to reduce the number of zero probabilities in the transition matrix for the analysis.
Markov chain approach
Given a seismic catalog, the state of each rth region s r can have one of 2 values during each time interval: 0 or 1, corresponding to the absence or presence of the earthquakes with magnitude M ≥ 4 in each region, respectively. In this study, there are 4 regions and hence 2 4 =16 states. Therefore, the set of all possible states is S = {0,1,2...,15} .
For a given interval Δt, if there are no earthquakes in any region, we write 0000 for the state 0; if there is earthquake(s) only in region 1, we write 1000 for state 1; if there is earthquake(s) only in region 2, we write 0100 for state 2, and so on; and if there is earthquake(s) in all regions, we write 1111 for state 15. The regions and corresponding states are shown in Table 1 .
For the different values of the time interval Δt, transition matrices were obtained, and according to the maximum entropy principle and some conditions (Nava et al., 2005 (Nava et al., , pp. 1349 (Nava et al., -1350 it was found that the most suitable transition matrix corresponds to Δt = 0.07 years. From the data, the matrix of transition frequencies and the transition matrix obtained from this matrix are estimated as follows.
The matrix of transition frequencies: The transition matrix:
Each value in the transition matrix indicates the transition probabilities between the states. For example, using 1901 as the beginning year, it can be seen that in the case in which earthquakes only in region 1 having magnitude M ≥ 4 occur(s) in any period (with length Δt = 0.07 years), the probability of earthquake occurrences only in region 2 having magnitude M ≥ 4 in the next period (with length Δt = 0.07 years) is about 7.4%. From states 0 through 11, earthquakes either occur only in region 1, or they do not occur with the highest probability. Especially in region 1, a period having earthquake(s) follows a second period having earthquake(s) with the highest probability.
Chi-square analysis
Chi-square analysis is conducted to test whether or not the estimated transition matrix fits the data by simulation study. In the simulation study we have the same total frequency with observed frequencies, and the expected frequencies are obtained as follows:
Expected frequencies

Observed frequencies
In the goodness-of-fit test for the transition matrix, we will be interested in testing:
H 0 : Estimated transition matrix fits the data, versus H 1 : Estimated transition matrix does not fit the data. We have the results for the test as follows. The calculated value of the test statistics is and under the significance level of 0.05, the critical value is . Since , the null hypothesis cannot be rejected.
Moreover, by comparison of the observed and expected frequencies, we conclude that we have an 85.21% aftcast (forecast of data already used to evaluate the hazard) success rate in the average for the entire catalog. In Ünal and Çelebioğlu's study (2011), the aftcast success rate was 81.1%.
Regional transition probabilities
From the transition matrix, it can be found that the conditional probabilities of an earthquake occurrence in region L (L = 1,2,3,4), given that the system is in state i (i = 0,1,…,15), (Nava et al., 2005 (Nava et al., , pp. 1355 (Nava et al., -1359 are as follows:
From the above matrix, for example, looking at line 1, it can be seen that in the case in which no earthquakes having magnitude M ≥ 4 occur in any period (with length Δt = 0.07 years), the probabilities of earthquake occurrences in each region for the next period are low. Furthermore, the aftcasts of regional activity have a 92.61% success rate on average; the highest aftcast has about a 95.72% success rate.
Limit distribution
The limit distribution of the Markov chain is found as follows:
The WinQSB software package states that the system can reach its steady state after 16 periods (a period in excess of approximately 1 year, 16×0.07 = 1.12 years) on the average. This limit distribution can be interpreted as follows: in the long run, there will be no earthquakes in all the regions 43.9% of the times, there will be earthquake(s) only in region 1 at 27.0% of the time, only in region 2 at 6.7% of the time, only in region 3 at 1.9% of the time, only in region 4 at 0.9% of the time, only in regions 1 and 2 at 10.2% of the times…, and there will be earthquake(s) in all the regions 0.4% of the time.
The ratio π(k)/π(j)obtained from the limit distribution can be interpreted as the expected number of transitions to k between 2 transitions to j for the Markov chains (Çınlar, 1975) . Under this interpretation, we can give the following matrix:
For example, the element in the fourth row and ninth column of this matrix can be interpreted as follows: between the 2 earthquakes that occurred only in region 4, it is expected that approximately 11 earthquakes occurred only in regions 1 and 2, simultaneously.
Estimated distributions of earthquakes in Turkey for the future
In this section, using 2006 as the beginning year, we have tried to predict the earthquakes in Turkey in the future years.
Let n be the number of periods after the year 2006, such that 2006 + 0.07 year × n The distribution of earthquakes in period n, πʹ n , is thus given by:
where πʹ 0 is the initial distribution, and it can be taken as follows:
The estimated distributions of earthquakes in Turkey for the next 5 periods from the beginning of 2006 are given in Table 2 .
According to the estimation of the first period, between 1 January 2006 and 26 January 2006 (Δt = 0.07 years, about 26 days), the probability that there are no earthquakes having magnitude M ≥ 4 in any region is 28%, earthquake(s) only in region 1 is 22.1%…and earthquake(s) in all regions is 0.2%. As the number of periods increases, the single region-specific probabilities, except for region 2, increase; the probabilities for double and triple combinations of regions decrease and the probability for all regions increases for the first period and then decreases; and all of these probabilities become rapidly stationary; i.e. approximate to the steady-state distribution.
Poisson model 3.2.1. Evaluation of the magnitude-frequency relation
The magnitude distributions of earthquakes that occurred in each region are given in Tables 3-6. The scatterplots and mathematical models of the magnitude-frequency relations obtained from the distributions for each region are given in Figures 2-5 .
From the figures it is easily seen that the highest determination coefficient emerges in region 1 (98.8%) and the lowest emerges in region 3 (95.2%). In all of the regions, the changes in frequencies of earthquakes are explained by the changes in their magnitudes and only a portion of less than 5% remain unexplained. The orders of determination coefficients of the regions are consistent with the complexity of their seismic structures; that is, region 1 is connected to almost every side of the country and regions 3 and 2 are within the interior of the country. Statements similar to those for region 1 can be used to describe region 4. At the same time, in the 3 models (other than that for the first region), the frequencies of extreme magnitudes, i.e. the small and large magnitudes, are underestimated a bit and the frequencies in the middle are overestimated a bit, while the model for the first region estimates the frequencies almost on the regression line.
Determination of seismic hazard and recurrence periods by Poisson models
Calculated seismic hazard values and recurrence periods for each region are shown in Tables 7-10. For example, to interpret Table 7 , in the first region, the occurrence probability of an earthquake having a magnitude of 5.0 in 10 years is 100.00%. Moreover, the recurrence period for an earthquake having a magnitude of 5.0 was found to be 0.58 years. This can be interpreted such that there are approximately 2 earthquakes of magnitude 5.0 per year in the first region. As expected, in all regions as the magnitude increases, the recurrence period also increases. The recurrence period attains its maximum in the region 3 for the magnitude 7.5, for example.
When the tables are compared to each other regarding recurrence periods, the recurrence periods in region 2 are 4 to 5.4 times longer than those in region 1. Similarly, the recurrence periods in region 3 are 13.5 to 17.4 times longer, and the recurrence periods in region 4 are 6.2 to 26.2 times longer than those in region 1. The recurrence periods in region 3 are 3.4 to 5.4 times longer than those in region 2. For magnitudes 4.0-5.0, the recurrence periods in region 3 are at most 1.9 times shorter, and for magnitudes 5.5-7.5, are at most 2.8 times longer than those in region 4.
Conclusions
In the Erzincan earthquake (26 December 1939), one of the largest earthquakes of the 20th century, and in the Marmara earthquake (17 August 1999), thousands of people died and tens of thousands were wounded; additionally, hundreds of thousands of buildings collapsed. These experiences indicate that we may face these types of destructive earthquakes in the future. For this reason, with some statistical analysis and predictions done in this study, we tried to show that the casualties and damage that occurred in the results of those earthquakes in Turkey, an earthquake zone, could have been prevented to some extent. Furthermore, in the Van earthquake (23 October 2013), great destruction and casualties demonstrated once again the importance of such studies.
Compared with the previous study (Ünal and Çelebioğlu, 2011) , in this study a different approach to zoning made it easier to see that the earthquakes occurring in Turkey can be modeled more successfully by a Markov chain model (an 85.21% aftcast success rate on average for the new model against a 81.1% aftcast success rate for the entire catalog for the former model). In addition to this result, the recurrence periods of earthquakes of different magnitudes in each region were estimated by the Poisson model, which is particularly valid for big earthquakes. Thus, the recurrence periods of earthquakes, especially the big ones, can be known with great accuracy and necessary precautions can be taken. As was also emphasized by Özmen (2012) , in Turkey, there are overexpected losses of earthquakes whose most important role are played by the seismic zoning maps, the determining rules of construction for each zone, and nonconforming constructions in accordance with regulations for ground surveys. Therefore, we think that seismic hazard assessments can be much improved by the information based on newly developed seismic zoning maps. We look forward to these maps.
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