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Abstract
In this work we discuss the natural appearance of the Generalized Brackets in systems with
non-involutive (equivalent to second class) constraints in the Hamilton-Jacobi formalism. We show
how a consistent geometric interpretation of the integrability conditions leads to the reduction of
degrees of freedom of these systems and, as consequence, naturally defines a dynamics in a reduced
phase space.
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1 Introduction
Constraints in Lagrangian systems appear when the Hessian matrix built from the Lagrangian function
is singular. Since the Hessian is the Jacobian of the Legendre transformation that takes velocities to
conjugate momenta, the non existence of an inverse transformation leads to a phase space that is
not isomorphic to the tangent bundle of the configuration space. In this phase space the symplectic
structure is degenerate and a unique Hamiltonian cannot be defined, leading to problems in the usual
construction of the Hamiltonian formalism. This problem was first treated by Dirac’s [1, 2, 3] canonical
approach, in which the constraints are added to the canonical Hamiltonian function with Lagrange
multipliers. The so called Dirac’s algorithm is based on consistency conditions, that imposes the
constraints as invariants over time evolution.
Other alternative approaches have been formulated since, including the Hamilton-Jacobi (HJ) ap-
proach, first developed in [4] and improved later in [5, 6, 7], based on Carathe´odory’s equivalent
Lagrangian method [8]. The Carathe´odory’s approach to HJ formalism has a very profound geomet-
rical meaning: the necessary and sufficient condition for an Action to be minimized in a region of the
configuration space is the existence of a family of surfaces everywhere orthogonal to a congruence of
curves in this space. The family is a solution, in the case of regular systems, of a single HJ partial
differential equation (HJPDE). If the system is singular with k constraints we will not have one, but
a set of k + 1 HJPDE. The solution of the characteristics equations related to the HJPDE is the
congruence of curves, called simply the characteristics, which forms a dynamical system with several
independent variables. This geometrical interpretation is called in the literature [8] “the complete
figure” of variational calculus.
The integrability conditions are in the central role of the HJ formalism for singular systems. They
should guarantee, supposing linear independence of the independent variables, the existence of a com-
plete set of HJPDE and, by consequence, the integrability of the characteristics equations. The Frobe-
nius’ integrability condition sets up that the constraints must form a complete system in involution
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with the Poisson Brackets (PB). However, there are systems that do not obey this condition, presenting
non-involutive constraints. To circumvent this problem some authors elaborate alternative methods
[9, 10], out of the scope of the HJ formalism.
We will show that imposing the Frobenius’ conditions in the form d{φ} = 0, in which {φ} represents
the set of all constraints, we can deal with non-involutive constraints in a very natural way, allowing
linear dependence of the former independent variables. The integrability conditions in this form also
leads naturally to a non degenerate symplectic structure in a reduced phase space, represented by some
Generalized Brackets (GB). The appearance of GB in the HJ formalism was already noticed in first
order Lagrangians [11], but in this work we intend to make a more general formulation, to be valid for
general, not only first order systems.
2 The Complete Figure
Let it be a Lagrangian function L(y, y˙, x, x˙, t), with n degrees of freedom, whose Hessian matrix is
singular of rank m. This means that there are k = n − m constraints φz ≡ πz − ∂L/∂x˙z = 0 and
the system has its configuration space separated in two sub-spaces, namely the space of m variables y,
relate to the invertible part of the Hessian, and the space of k variables x, related to the non invertible
part. The equation
π0 + pay˙
a + πzx˙
z − L = 0 ,
where π0 ≡ ∂tS, pa = ∂aS and πz = ∂zS and the indexes are given by {a} = {1, . . . ,m}, {z} =
{1, . . . , k} and {i} = {1, . . . , n}, is the sufficient condition for an extremum of the action ∫ Ldt.
Wherever the constraints are valid this equation becomes a HJPDE with the canonical Hamiltonian
defined by
H0 ≡ pay˙a + πzx˙z − L , (1)
which does not depend on the undetermined velocities x˙. Hence, the system must obey the set of k+1
HJPDE
φα ≡ Xα(S) = πα +Hα = 0 , {α} = {0, 1, . . . , k} , (2)
in which Xα = χ
i
α∂i is a set of vector fields, χ
z
α = δ
z
α and χ
a
α = ∂φα/∂pa. In our notation x
0 is related
to the time parameter and Hz ≡ −∂L/∂x˙z .
The characteristic equations are given by
dya = χaαdx
α = {ya, φα} dxα , (3)
dpa = {pa, φα} dxα , (4)
dS = pady
a −Hαdxα , (5)
where we used Poisson brackets. With equation (5) we are able, if desirable, to build an explicit
solution for the HJPDE, which gives the family of surfaces orthogonal to the characteristic curves.
3 Integrability
The vector fields Xα form a basis of vectors in the tangent space of the family of surfaces, as it can
easily be seen by the HJPDE Xα(S) = χ
i
α∂iS = χ
i
αpi = 0. For integrability we need that these vectors
form a complete set of linear independent (LI) Hamiltonian vector fields. The necessary and sufficient
condition is given by the Frobenius’ integrability condition: the Lie derivative of a member of the base
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with respect to the Hamiltonian flow generated by other member must be a vector in this tangent
space. In other words, they must close a Lie algebra:
[Xα,Xβ ] = C
γ
αβ Xγ . (6)
Since the constraints are the generators of the flows, this condition is reflected on the system of HJPDE
which must form a system in involution:
{φα, φβ} = C γαβ φγ . (7)
However, systems in physics do not, in general, respect this condition only with the constraints
extracted from the Lagrangian. The problem rests in two situations: it may happen that the set of
HJPDE is not complete. In this case the integrability conditions should provide new constraints to
complete the system. This scenario is actually well supported by the conditions in the form (7). Of
course, if the final complete set of constraints closes a Lie algebra the system is completely integrable.
The other situation, which is not covered by condition (7), is the case in which the vectors in
the tangent space of the family are not really LI. To deal with this case we will use as integrability
conditions the equations
dφα = C
γ
αβ φγ = 0 , (8)
with use of the constraints equations. However, it must be noticed that (7) is covered, since dφα =
{φα, φβ} dxβ. This is important since the Frobenius’ condition is a theorem and must be satisfied for
every integrable system.
The conditions (8) can lead to three situations. It can result in expressions of the type f(y, x, p, π) =
0 and these expressions are the ones we are interested in first place, because they must be considered
as constraints in equality to the former set. They must obey the integrability conditions as well and
we should be aware of the appearance of other constraints. When all possible constraints are found
they must be inserted in the formalism.
However, there will be no independent variables related to the constraints that come from the
imposition of integrability. We will deal with this problem by expanding the space of independent
variables, relating arbitrary parameters to each new constraint. The set of all constraints, φz in which
the index z now cover all the expanded parameter space, is supposed to be complete and the new
characteristic equations can be derived from the fundamental differential
dF = {F, φα} dxα , (9)
when, now, xα is the set of all independent variables, including the ones related to the new constraints.
At this stage we must use the differential (9) to test the integrability of all constraints again. It
can happen that a subset, if not all the constraints, identically satisfies the conditions. This is the
second situation that will happen when this set is actually in involution, obeying the condition (7). If
all HJPDE are in this case the system becomes completely integrable. If only a subset is in involution,
the system is only partially integrable.
4 The Generalized Brackets
The first two possible results of the integrability conditions (8), related above, are in agreement with
the conditions (7). There is, however, a third possibility not predicted by the latter. It may happen
that the final set of constraints turns out to be not in involution with the PB.
One way to deal with this problem, using (7), is expanding the space of constraints finding new
vector fields that closes, finally, a system in involution [9]. However, the formalism itself cannot give a
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consistent way to find these constraints: any system that leaves the final set in involution is a good one.
Other way [10] is performing a canonical transformation that takes pairs of non-involutive constraints
into conjugate variables.
The conditions (8) provides a more natural way to deal with non-involutive constraints. It permits
linear dependence (LD) of the tangent vector fields Xα.
Let us suppose that all constraints are found and form a complete set of HJPDE, φα = 0, which are
related to a set of independent variables xα. Separating the time variable from the other parameters
the integrability conditions (8) reads
dφα = {φα, φ0} dt+ {φα, φz} dxz = 0 .
First, we analyze the conditions for φx:
{φx, φ0} dt+ {φx, φz} dxz = 0 .
Let us define an antisymmetric matrix from the PB between the constraints φz, Mxz ≡ {φx, φz}.
Then we can write
Mxzdx
z = −{φx, φ0} dt . (10)
If the complete system of HJPDE is not in involution, we deal with a regular M matrix. In this case
it becomes clear that all vectors Xα are LD from the total differential equations
dxz = −(M−1)zx {φx, φ0} dt . (11)
Notice that the fundamental differential (9) becomes
dF = {F, φα} dxα = {F, φ0} dt+ {F, φz} dxz
=
[{F, φ0} − {F, φz} (M−1)zx {φx, φ0}] dt .
Therefore, we redefine the dynamics by eliminating all the independent variables with exception of
t. It allows us to define the Generalized Brackets
{F,G}∗ ≡ {F,G} − {F, φz} (M−1)zx {φx, G} , (12)
which have all the properties of the PB: it is a bilinear antisymmetric operator that obeys the Jacobi
identity and the Leibniz rule. With the GB the dynamics is given by
dF = {F, φ0}∗ dt . (13)
Besides, all the constraints are in involution with the GB, {φα, φβ}∗ = 0. There is no need to test the
integrability of φ0, we can easily see that it is identically satisfied with the GB.
Let us suppose the case in which the M matrix is singular of rank r ≤ k. In this case there will be
a set of r non-involutive constraints. The equations (10) can be written by
Mxa¯dx
a¯ +Mxz¯dx
z¯ = −{φx, φ0} dt ,
where {a¯} = {1, . . . , r} and {z¯} = {r + 1, . . . , k}. There are two sets of equations:
Mb¯a¯dx
a¯ +Mb¯z¯dx
z¯ = −{φb¯, φ0} dt (14)
Mx¯a¯dx
a¯ +Mx¯z¯dx
z¯ = −{φx¯, φ0} dt . (15)
The first set gives
Mb¯a¯dx
a¯ = −{φb¯, φ0} dt− {φb¯, φz¯} dxz¯ = −{φb¯, φα¯} dxα¯ ,
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making {α¯} = {0, r + 1, . . . , k}. Since the rank of Mxz is r, Mb¯a¯ is regular and we can write
dxa¯ = −(M−1)a¯b¯ {φb¯, φα¯} dxα¯ . (16)
Hence, we can eliminate r independent variables. The fundamental differential becomes
dF = {F, φa¯} dxa¯ + {F, φα¯} dxα¯
= {F, φα¯} dxα¯ − {F, φa¯} (M−1)a¯b¯ {φb¯, φα¯} dxα¯
= {F, φα¯}∗ dxα¯ , (17)
in which we have the GB
{F,G}∗ ≡ {F,G} − {F, φa¯} (M−1)a¯b¯ {φb¯, G} . (18)
The set of equations (15) gives {φx¯, φα¯}∗ dxα¯ = 0. If Mxz has rank r, the structure of the GB gives
{φx¯, φz¯} = 0 and {φx¯, φa¯} = 0, which left us with the conditions
{φx¯, φ0}∗ = 0 . (19)
In the beginning of this analysis we made the supposition that all the constraints that could come
from integrability conditions are computed in φα. In this case the above conditions are just 0 = 0,
identically satisfied. But we could define the GB for any set of non-involutive constraints. If there is
any new constraint yet to be found it will appear in conditions (19).
5 Free particle on a surface
In this example we will apply the described procedure in detail in order to clarify the main aspects of
the HJ formalism. Let us consider a free particle in an Euclidian space Rn restricted in am dimensional
surface Mm. The surface is defined by the set of equations ψz(x) = 0, in which {z} = {1, . . . , k} and
k +m = n. We will work in the following notation: x represents a dot in Rn whose coordinates are
given by the set (x1, x2, . . . , xn). All vectorial quantities are represented in the same way.
The Lagrangian can be written as
L(x,v) =
1
2
mv2 + uzψz(x) , (20)
in which v = x˙ is the velocity of the particle and uz are Lagrange multipliers. The momenta are given
by
p =
∂L
∂v
= mv , πz =
∂L
∂u˙z
= 0 .
We have by these relations n velocities and k conditions over the momenta. The canonical Hamil-
tonian function of this system is given by
H0 = p · v + πzu˙z − L = p
2
2m
− uzψz . (21)
Therefore, we have the following set of constraints:
φ0 ≡ π0 +H0 = 0 , (22)
φz;1 ≡ πz = 0 . (23)
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We should analyze the integrability of this set. The evolution of any dynamical function F (x,p, uz , πz)
is given by
dF = {F, φ0} dt+ {F, φz;1} duz .
Because {φz;1, φx;1} = 0, the condition for φz;1,
dφz;1 = {φz;1, φ0}dt+ {φz;1, φx;1}dux = 0 ,
gives a secondary set of constraints
φz;2 ≡ ψz = 0 ,
which are expected since those are the equations of the surface. These constraints must also obey
integrability. Hence, we apply
dφz;2 = {φz;2, φ0}dt+ {φz;2, φx;1}dux = 0 ,
which gives a tertiary set:
φz;3 ≡ p · ∇ψz = 0 .
These constraints tells us that the momentum p is tangent to the surface. And, from these,
dφz;3 = {φz;3, φ0}dt+ {φz;3, φx;1}dux = 0 ,
a quaternary set arise:
φz;4 ≡ mux∆xz + p · ∇ (p · ∇ψz) = 0 ,
in which we define the matrix ∆xz ≡ ∇ψx · ∇ψz.
Notice that {φz;4, φ0} 6= 0 and {φz;4, φx;1} 6= 0, so that the integrability of φz;4 will not give any new
constraint, but a total differential equation relating the independent variables. We suppose, therefore,
that all constraints are found and the complete set is given by
φ0 = p0 +H0 ,
φz;1 = πz ,
φz;2 = ψz ,
φz;3 = p · ∇ψz ,
φz;4 = m∆zxu
x + p · ∇ (p · ∇ψz) .
To consider this set in the theory we must build a differential that contains these constraints as
generators of the dynamics. However, we do not have independent variables related to all constraints in
the system. Therefore, we will expand the parameter space with new arbitrary independent variables
(ωz, τ z, θz). Then we define the dynamics of the system by the new fundamental differential
dF = {F, φ0} dt+ {F, φz;1} duz + {F, φz;2} dωz + {F, φz;3} dτ z + {F, φz;4} dθz ,
as prescribed in section 3.
The above set of HJPDE is not in involution, as we can see with the PB
{φx;1, φy;2} = 0 {φx;1, φy;3} = 0
{φx;1, φy;4} = −m∆xy {φx;2, φy;3} = ∆xy
{φx;2, φy;4} = p · ∇ (∆xy) {φx;3, φy;4} = Γxy
where
Γxy ≡ −muz∇ (∆yz) · ∇ψx + p · ∇ [p · ∇ (∆xy)]− 3 (∇ψx) · [p · ∇ [p · ∇ (∇ψy)]] .
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We expect, therefore, that all independent variables can be eliminated in function of t. Let us reorganize
the constraints so that their order in the M matrix becomes (φz;1, φz;4, φz;2, φz;3). The matrix is given
by (IxJy = {1, 4, 2, 3})
MIxJy =


0 −m∆xy 0 0
m∆xy 0 −p · ∇ (∆xy) −Γxy
0 p · ∇ (∆xy) 0 ∆xy
0 Γxy −∆xy 0

 . (24)
Let us suppose that the surface is smooth, of class C∞. This condition guarantees the existence of
the inverse
(M−1)IxJy =


0 1/m (∆−1)xy Γ¯xy Σxy
−1/m (∆−1)xy 0 0 0
−Γ¯xy 0 0 −(∆−1)xy
−Σxy 0 (∆−1)xy 0

 , (25)
where
Γ¯xy ≡ (∆−1)xzΓzw(∆−1)wy
and
Σxy ≡ p · ∇(∆−1)xy .
This inverse is unique. Since the matrix is regular all independent variables are indeed dependent of
the parameter t, as learned with equation (11). We are able to define, then, the GB of the system:
{F,G}∗ ≡ {F,G} − {F, φIx} (M−1)IxJy
{
φJy , G
}
. (26)
The only non zero fundamental GB are given by
{x,p}∗ = I−∇ψx(∆−1)xy∇ψy ≡ P .
All others are zero, including {u, π}∗, which is expected since uz are degenerate variables in the theory.
Here we define the projector operator P, whose job is to take vectors in Rn into vectors on the surface.
It is a singular operator, whose base of the null space are the vectors ∇ψz. This is expected since
normal vectors are projected into null vectors on the surface.
Let us go for the characteristic equations of the reduced system:
dx = {x, φ0}∗dt = 1
m
P · p dt
p¯ = P · p , (27)
dp = {p, φ0}∗dt = P · uz∇ψzdt = 0
a¯ = P · a = 0 . (28)
The first equation gives the projection of the momentum vector over the surface, it is a geometric
relation. The second equation is the dynamical equation: it tells us that the acceleration induced on
the surface is zero. Of course, we cannot invert the projector, since it is singular, so the equations of
motion are still degenerate. Since p˙ = 0, the derivative of (27) over time is given by
x¨ =
dP
dt
· x˙ . (29)
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Let us suppose the case in which n = 3 and the surface is just S2 with equation ψ = x2 − r2 = 0.
We have ∇ψ = 2x and ∆ = 4x2. In this case ∆−1 = 1/4r2 and
P ≡ I− x⊗ x
r2
,
where ⊗ represents a dyadic product. Using the fact that φz;3 = 0 implies x · x˙ = 0, equation (29)
gives
x¨+ ω2x = 0 , (30)
in which ω = v/r and v = |v|. The case in which r = 1 and m = 1 is an analogous to the linear
quantum mechanical σ-model treated in [10].
6 The multi-dimensional rotator
Let us work with the Lagrangian [10]
L =
1
2
v2 + ux · v , (31)
where v = x˙. This system constitutes a more general case than the previous example. The conjugate
momenta are given by
p = v+ ux ,
π = 0 .
The canonical Hamiltonian gives
H0 =
1
2
[p− ux]2 = 1
2
p¯2 , (32)
in which we define p¯ ≡ p− ux. Therefore, the system has the constraints
φ0 = p0 +H0 , (33)
φ1 = π . (34)
The fundamental differential is, in this case,
dF = {F, φ0}dt+ {F, φ1}du .
The integrability condition for φ1 gives
dφ1 = {φ1, φ0}dt+ {φ1, φ1}du = p¯ · xdt ,
which results in a new constraint
φ2 = p¯ · x = p · x− ux2 = 0 . (35)
The integrability of φ2 gives no new constraint. The system is not in involution, giving a regular M
matrix and its inverse
M =
(
0 x2
−x2 0
)
, M−1 =
(
0 −1/x2
1/x2 0
)
.
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The GB of this problem, that will eliminate the independent variables in function of t, is given by
{F,G}∗ = {F,G} − {F, φ1} (M−1)12 {φ2, G} − {F, φ2} (M−1)21 {φ1, G} ,
which gives the following GB:
{x, p¯}∗ = I− x⊗ x
x2
≡ P ,
{x, u}∗ = x
x2
, {u, p¯}∗ = p¯
x2
.
The characteristics equations are given by
dx = {x, φ0}∗dt = P · p¯ dt ,
dp¯ = {p¯, φ0}∗dt = 0 ,
du = {u, φ0}∗dt = p¯
2
x2
dt .
Hence, we have the equations
v = P · p¯ , (36)
˙¯p = 0 . (37)
Derivation of the first equation over time and the use of the second equation gives
x¨ = P˙ · p¯ = −v · p¯
x2
x ,
where we used the constraint p¯ · x = 0, which also implies, from (36), v = p¯. We have, therefore, the
nonlinear second order ODE
x¨ · x+ x˙2 = 0 . (38)
This equation can also be written by
d2x2
dt2
= 0 .
Notice that the equation of motion (38) is obeyed by any system in which x · x˙ is a constant. The
most simple particular solution is given by |x| = √αt+ β. However, considering a system in which
x2 = r2 is fixed and |v| is constant, we can build a solution
x = a sinω(t) + b cosω(t)
where a and b are constant vectors and
ω(t) =
1
r
(|v|t+ β) ,
where β is a parameter. This solution is of the same class of the one found in [10] for the n dimensional
case.
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7 Landau model
Consider the Lagrangian [10]
L =
1
2
(mvivi +Bǫijxivj − kxixi) {i} = {1, 2} ,
which represents a charged particle in a plane with a transversal magnetic field B and a harmonic
potential. In the limit m = 0 this system is described by
L =
1
2
(Bǫijxivj − kxixi) . (39)
The conjugate momenta give the relations
pi =
1
2
Bǫijxj .
Let us write the canonical Hamiltonian:
H0 =
1
2
kxixi , (40)
that gives us the system of HJPDE
φ0 = p0 +H0 = 0 , (41)
φi = pi +
1
2
Bǫijxj = 0 . (42)
This problem is completely constrained and all x variables are parameters in the theory. The
fundamental differential is
dF = {F, φ0}dt+ {F, φi}dxi .
Since {φi, φj} = Bǫij, the constraints are not involutive and the integrability conditions for φi will not
give any constraint, but a total differential equation relating the variables x and t. We have the M
matrix and the inverse
Mij = Bǫij M
−1
ij = −
1
B
ǫij .
The GB are defined by
{F,G}∗ ≡ {F,G} + 1
B
{F, φi}ǫij{φj , G} . (43)
Therefore,
{xi, xj}∗ = − 1
B
ǫij , {xi, pj}∗ = 1
2
δij , {pi, pj}∗ = −1
4
Bǫij .
The equations of motion are given by
dxi = {xi, φ0}∗dt = − 1
B
kǫijxjdt ,
dpi = {pi, φ0}∗dt = −1
2
kxidt .
The result is
x¨i +
k2
B2
xi = 0 , (44)
in full agreement with [10].
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8 The Gu¨ler’s example
Consider the following Lagrangian function [9]
L =
1
2
q˙21 −
1
4
(q˙2 − q˙3)2 + bq˙2 − c , (45)
in which b and c are functions of q1, q2, q3 and t. The momenta are given by
p1 = q˙1 , p2 = −1
2
(q˙2 − q˙3) + b , p3 = 1
2
(q˙2 − q˙3) .
Therefore, there is a constraint relating the momenta p2 and p3:
p2 + p3 − b = 0 .
We will choose to write the Hamiltonian in terms of p1 and p2, which implies to choose q1 and q2 as
dependent variables, while q3 ant t are the independent ones. We have, then,
H0 =
1
2
p21 − (b− p2)2 + c , (46)
which gives us the set
φ0 ≡ p0 +H0 , (47)
φ1 ≡ p2 + p3 − b = 0 . (48)
The fundamental differential is given by
dF = {F, φ0}dt+ {F, φ1}dq3 .
With this differential we test the integrability of φ1, which gives a new constraint
2 (b− p2) ∂b
∂q3
− ∂b
∂t
− p1 ∂b
∂q1
− ∂c
∂q2
− ∂c
∂q3
= 0 .
With b = q1 + q3 and c = q1 + q2 + q
2
3 this constraint can be written as
φ2 ≡ 2p2 + p1 − 2q1 + 1 = 0 . (49)
We have {φ2, φ1} = 1 and no new constraints. The M matrix and its inverse follows:
M =
(
0 −1
1 0
)
, M−1 =
(
0 1
−1 0
)
.
The GB are defined by
{F,G}∗ ≡ {F,G} − {F, φ1}{φ2, G}+ {F, φ2}{φ1, G} (50)
and gives the following non zero fundamental GB:
{q1, q2}∗ = {q1, q3}∗ = {q1, p3}∗ = −1
{q2, q3}∗ = {q2, p3}∗ = {p1, p3}∗ = −2
{q2, p2}∗ = {q3, p3}∗ = 1
{q3, p1}∗ = 2 .
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Those give us the equations
dq1 = {q1, φ0}∗dt = (2q1 − 2p2 − 1) dt
dq2 = {q2, φ0}∗dt = (4q1 − 4p2 + 1) dt
dq3 = {q3, φ0}∗dt = (2p1 + 2p2 − 2q1 − 2q3 + 3) dt
dp1 = {p1, φ0}∗dt = (4q1 + 2q3 − 4p2) dt
dp2 = {p2, φ0}∗dt = −1dt
dp3 = {p3, φ0}∗dt = (2p1 − 2q3 + 3) dt ,
which can be written, using the constraints, by
q¨1 = 2 (q˙1 + 1) , q¨2 = 4 (q˙1 + 1) , q¨3 = 4
(
q3 − 1
2
)
. (51)
As we can see, the solutions in [9] satisfies these equations.
9 Final Comments
The appearance of non-involutive constraints violates the Frobenius’ integrability condition, by which
the constraints related to a set of LI Hamiltonian vector fields must close a Lie algebra with the
Poisson brackets. In this work we have shown that the imposition of the integrability conditions
dφα = 0 provides a self consistent way to treat non-involutive (second class) constrained systems.
It must be stressed, however, that the procedure do not change the Frobenius’ theorem: if a system
is in agreement with (8) it is also in agreement with (7). We saw that the imposition of (8) can reveal
new constraints or show that the system, or part of it, is integrable, cases that are covered by (7),
but it can also reveal linear dependence in the vector fields tangent to the surfaces, which implies
elimination of independent variables related to non-involutive constraints.
The process of elimination shows that it is always possible to redefine the dynamics with the
introduction of Generalized brackets. The GB actually defines a symplectic structure in a reduced
phase space. Systems that presents only non-involutive constraints (M regular case) are completely
reduced and the evolution of any observable is generated by the canonical Hamiltonian with the GB,
as shows equation (13). Therefore, non-involutive constraints are not dynamical generators in the
reduced phase space. This is reflex of the fact that the constraints that were not in involution with
the PB are in involution with the GB now.
However, if the system presents secondary constraints a previous step is needed. Since there
are no independent variables related to constraints that come from the integrability conditions, we
may expand the parameter space to include new parameters, one for each of those constraints. The
secondary constraints are, then, assumed to be generators of infinitesimal transformations4 in the phase
space, in equality with the primary constraints, as shown in the evolution equation (9).
If the system has only a subset of non-involutive constraints we have the case in whichM is singular.
This subset of r constraints is computed in the GB of the system. However, integrability conditions for
the other k− r constraints are given by equations (19), which can only result in new relations between
the variables (in this case new constraints), or in identical 0 = 0 relations. The primary case requires
4This statement can always be made, but we stress that secondary constraints may not be dynamical generators in
the reduced phase space. This is actually the case with non-involutive constraints. For involutive set of constraint the
validity and consequences of this statement are still under investigation.
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the insertion of these new constraints in the system. However, this case will not occur if all secondary
constraints are already previously found. The second case implies that the remaining constraints must
be in involution with the GB and the system whose evolution differential is given by (17) is already
completely integrable.
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