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Исследовалась эффективность применения нейросетей при диагностике 
технического состояния системы на примере станции водоочистки. В качестве 
исходных данных использовались семь показателей функционирования систе-
мы (физико-химические параметры водоисточника и дозы реагентов для очист-
ки) и состояние системы: система исправна, если показатели качества очищен-
ной (питьевой) воды лежат в допустимых пределах. Задача состоит в разработ-
ке нейронной сети, предсказывающей состояние системы по семи заданным 
показателям функционирования, подбором параметров сети и оценкой эффек-
тивности ее прогнозов с использованием метода кросс-валидации. 
Сформулированная задача является задачей бинарной классификации, и 
для ее решения удобно использовать нейронную сеть, настраиваемую функци-
ей patternnet из пакета MATLAB [1]. В качестве алгоритма обучения нейронной 
сети был использован метод сопряженных градиентов, отличающийся о высо-
кой сходимостью и малыми затратами памяти [2,3]. 
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Выбор количества слоев для нейронной сети можно обосновать эвристи-
ческим правилом, гласящим, что количество связей в ней не должно превышать 
10% от размера выборки. Если из всех вариантов деления исходной выборки 
выбрать вариант с самой малой обучающей выборкой (45% от всех данных), и 
учитывать только ее размер, то с помощью несложных подсчетов можно полу-
чить, что количество связей в нейронной сети не должно превышать 15. Такому 
количеству связей удовлетворяет однослойная нейронная сеть с 10 нейронами в 
слое. 
Для функции активации нейрона в сети с данным алгоритмом обучения 
важны следующие свойства: непрерывность, дифференцируемость на всей оси 
абсцисс и монотонным возрастанием. Такими свойствами обладает гиперболи-
ческая тангенциальная функция, помимо этих свойств она также — принимает 
значения от -1 до 1, усиливает слабые сигналы и насыщается от сильных, а 
также имеет простую для нахождения производную [2]. 
Поскольку при подготовке входных и выходных данных для функции 
patternnet пакетом MATLAB используется функция mapminmax, которая нор-
мализует входящие данные и приводит их к значениям от -1 до 1, в последнем 
слое нейронной сети использовалась тангенциальная функция [4,5]. 
Так как техническое состояние системы характеризуется бинарной дис-
кретной величиной, принимающей значения - 1 (исправное) или 0 (неисправ-
ное), а получаемое на выходе из нейросети значение непрерывное, для преобра-
зования этого значения была использована функция Хевисайда. Эта функция не 
использована как функция активации в нейронной сети и лишь обрабатывает 
выведенное нейронной сетью значение. 
Оценка качества обучения нейронной сети производилась с помощью ме-
тода кросс-валидации. Исходная выборка делилась на 10 подвыборок. В рамках 
исследования исходная выборка разбивалась на обучающую, валидационную и 
тестовую подвыборку с различными соотношениями исходных данных в них. 
При этом тестовая выборка в каждом варианте деления исходных данных со-
ставляла 10% от всего объема данных, изменялось лишь соотношение обучаю-
щей и валидационной выборок. Из-за отсутствия общего правила насчет деле-
ния данных для обучения нейронной сети, были опробованы несколько вариан-
тов деления исходных данных. Для изучения влияния соотношения объемов 
выборок на качество обучения нейросети были выбраны следующие варианты 
деления на обучающую, валидационную и тестовую выборки: 90:0:10, 70:20:10, 
60:30:10, 45:45:10 и 20:70:10. 
Настроенная описанным образом нейронная сеть выдает показатели эф-
фективности (в качестве критерия используется средняя ошибка кросс-
валидации), отраженные в таблице 1. Как видно из этой таблицы, при разных 
способах деления выборки средняя ошибка прогнозов нейронной сети получа-
ется примерно одинаковой. 
В ходе исследования исходная выборка разбивалась несколькими спосо-
бами, каждый из которых показал свое значение средней ошибки, причем каж-
дый раз он лежал в пределах 21.81-23.30%. Процент ошибок достаточно высок, 
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что обуславливается небольшим размером исходной выборки. Также вполне 
ожидаемо, что чем меньше данных использовалось для обучения, тем хуже 
справлялась нейронная сеть с задачей классификации. 
Если сравнивать среднюю ошибку при использовании нейросетевого ме-
тода классификации со средней ошибкой при использовании метода опорных 
векторов, полученной на том же примере в [6] (средняя ошибка равна 0.238), то 
нейронная сеть лучше справляется с задачей. Однако она проигрывает класси-
фикации с агрегированием по нескольким методам бинарной классификации (в 
случае агрегирования средняя ошибка составляет 0.196). В исследовании [7-8] 
результаты кросс-валидации имеют близкие значения (20.13% для метода 
опорных векторов и 23.96% для дискриминантного анализа). 
 
Таблица 1. Средние ошибки при разных соотношениях объемов 




Соотношения обучающей, валидационной  
и тестовой выборок, % 
90:0:10 70:20:10 60:30:10 45:45:10 20:70:10 
1 25.71% 25.71% 25.71% 25.71% 20.00% 
2 28.57% 22.86% 22.86% 17.14% 22.86% 
3 26.47% 11.76% 14.71% 20.59% 23.53% 
4 31.43% 28.57% 28.57% 28.57% 22.86% 
5 20.00% 17.14% 17.14% 17.14% 17.14% 
6 14.29% 22.86% 17.14% 14.29% 14.29% 
7 17.14% 25.71% 25.71% 25.71% 28.57% 
8 23.53% 20.59% 26.47% 23.53% 29.41% 
9 14.29% 17.14% 20.00% 20.00% 22.86% 
10 17.14% 25.71% 25.71% 31.43% 31.43% 
Среднее значение 
ошибки: 
21.86% 21.81% 22.40% 22.41% 23.30% 
 
Проведенное исследование показало, что качество классификации состо-
яния системы не слишком существенно зависит от способа разбиения исходных 
данных, однако демонстрирует, что обучающая выборка не должна быть слиш-
ком малой, что может быть недостаточно для обучения нейросети. 
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При обработке статистического материала часто приходится решать во-
прос о том, как подобрать для данного статистического ряда теоретическую 
кривую распределения, выражающую лишь существенные черты статистиче-
ского материала [1]. Эта задача относится к классу задач аппроксимации. 
Существует множество способов аппроксимации, одним из которых яв-
ляется использование нейронных сетей в качестве универсального аппроксима-
тора. Это следует из теоремы Хета-Нильсена о представимости любой много-
мерной функции нескольких переменных с помощью нейронной сети фиксиро-
ванной размерности [3]. Таким образом, любую сложную функцию можно за-
менить более простой нейросетевой аппроксимацией, причём требуется только 
нелинейность функции активации нейрона.  
В качестве обучающей последовательности может использоваться файл 
со сгенерированной случайной последовательностью. На основании этого фай-
ла будет построена гистограмма. Выделив на этой гистограмме M крайних ле-
