Context. One of the most important features in active galactic nuclei (AGN) is the variability of their emission. Variability has been discovered at X-ray, UV, and radio frequencies on time scales from hours to years. Among the AGN family and according to theoretical studies, Low-Ionization Nuclear Emission Line Region (LINER) nuclei would be variable objects on long time scales. Aims. Our purpose is to investigate spectral X-ray variability in LINERs and to understand the nature of these kinds of objects, as well as their accretion mechanism. Methods. Chandra and XMM-Newton public archives were used to compile X-ray spectra of seven LINER nuclei at different epochs with time scales of years. To search for variability we fit all the spectra from the same object with a set of models, in order to identify the parameters responsible for the variability pattern. We also analyzed the light curves in order to search for short time scale (from hours to days) variability. Whenever possible, UV variability was also studied. Results. We found spectral variability in four objects (namely NGC 1052, NGC 3226, NGC 4278, and NGC 4552), with variations mostly related to hard energies (2-10 keV). These variations are due to changes in the soft excess, and/or changes in the absorber, and/or intrinsic variations of the source. These variations were within years, the shorter time scale being found for NGC 4278 (two months). Another two galaxies (NGC 4261 and NGC 5846) seem not to vary. Short time scale variations during individual observations were not found. Our analysis confirms the previously reported anticorrelation between the X-ray spectral index, Γ, and the Eddington ratio, L bol /L Edd , and also the correlation between the X-ray to UV flux ratio, α ox , and the Eddington ratio, L bol /L Edd . These results support an Advection Dominated Accretion Flow (ADAF) as the accretion mechanism in LINERs. Conclusions.
Introduction
The plethora of phenomena present in an active galactic nucleus (AGN) shows the existence of energetic processes in the nuclei of galaxies that cannot be attributed to stars (Peterson 1997 ). The unified model for AGN (Urry & Padovani 1995; Antonucci 1993) represents a scenario where the central, supermassive black hole (SMBH) is surrounded by a dusty torus; and depending on the line of sight of the observer, the AGN appears as type 1 (pole-on view) or type 2 (edge on view). However, even if, broadly speaking, the unified model is a good representation of AGN, there are a number of objects that still cannot be fitted under this scheme. This is the case of Low Ionisation Nuclear Emission Line Regions (LINERs), which are the main purpose of this research.
First defined by Heckman (1980) , the characterization of LINERs was made in the optical, where their spectra show strong low-ionization lines such as [OI] λ 6300Å and [SII] λλ 6717, 6731Å (Veilleux & Osterbrock 1987) . Different options have been proposed to explain the ionization mechanism in LINERs, such as shock-heated gas (Dopita & Sutherland 1995) , photoionization by hot stars (Terlevich & Melnick 1985) , by post main sequence stars (Cid-Fernandes et al 2011) , or a low luminosity active galactic nuclei (Ho et al. 1993) . Today, the most accepted option is that they harbour AGN (see Ho 2008; Márquez 2012 ).
X-ray data for LLAGN offer the most reliable probe of the high-energy spectrum, providing many AGN signatures (D'Onofrio et al. 2012) . In LINERs it can be assessed that an AGN is present when a point-like source is detected at hard X-ray energies (Satyapal et al. 2004 Dudik et al. 2005; Ho 2008 ). The most extensive work has been carried out by González-Martín et al. (2009b) , who analyzed 82 LINERs with Chandra and/or XMM-Newton data for single period observations. They found that 60% of the sample showed a compact nuclear source in the 4.5-8 keV band; a multiwavelenght analysis resulted in about 80% of the sample showing evidence of AGNrelated properties, which is a lower limit since Compton-thick objects were not taken into account.
It is tempting to view LINERs as a scaled-down version of Seyfert galaxies, but in fact they are qualitatively different from their neighbouring class (Ho 2008) . LINERs have lower luminosities (L 2−10keV ≈ 10 39 − 10 42 erg s −1 ), lower Eddington ratios (L bol /L Edd ≈ 10 −4 ) and more massive black holes (M BH ≈ 10 8 M⊙ Eracleous et al. 2010a; Masegosa et al. 2011) .
Variability is one of the main properties that characterizes AGN, most of these being at least mildly variable. When quasars were first discovered in the 1960s (Schmidt 1963) , one of their key defining properties was their variability. These objects are variable over the entire wavelength range, many of them varying 0.3-0.5 magnitudes over time scales of a few months, and others varying significantly on time scales as short as a few days (Peterson 1997) . Variability properties seem to correlate with AGN power; in quasars, variations likely result from both accretion disk instability and microlensing, while in Seyfert galaxies the brightness of the nucleus is thought to vary, the broadline region (BLR) responding to these changes a few weeks later (D'Onofrio et al. 2012) .
At X-ray frequencies many studies have been made to understand variability in Seyfert galaxies. Risaliti et al. (2000) studied the highly variable Seyfert 1.8 galaxy NGC 1365, which was observed for many years with different instruments; they also found variability in the Seyfert galaxy UGC 4203 using Chandra data (Risaliti et al. 2010) . They suggested a scenario in which the variability is produced by clouds intersecting the line of sight to the observer. Evans et al. (2005) found that the 2-10 keV luminosity for NGC 6251 varied a factor of ≈ 5 from 1991 to 2003. More recently, a study made by Caballero-Garcia et al. (2012) showed that the five Seyfert galaxies studied with Swift/BAT showed flux variability on time-scales of 1-2 days. NarrowLine Seyfert 1 galaxies (NLSy1) also show variability in X-rays (Panessa et al. 2011; Risaliti et al. 2011) .
As stated by Ptak et al. (1998) , "LINERs tend to show little or no significant short-term variability (i.e., with timescales less than a day)" (see also Krolik 1999) . The first clear evidence of variability in LINERs was reported by Maoz et al. (2005) at UV frequencies, where all but three objects in their sample of 17 type 1 and 2 LINERs appeared variable. The works by Pian et al. (2010) and Younes et al. (2011) at X-ray energies for type 1 LINERs agrees with the consideration of variability being a common property of LINERs. González-Martín et al. (2011a) studied a Suzaku observation of 80 ks of the Compton-thick LINER NGC 4102, who found two absorbers from the soft Xrays and the optical spectrum. They found variations of the softexcess flux within ≈ 7 years comparing whith Chandra data. This variation was described by a decrease in the normalisation of the power-law component and the thermal component by a factor of ≈7. Thus it is important to characterize the phenomenon fully, both the scale and magnitude of the variability. Taking the predictions by McHardy et al. (2006) of the time-scale variations scaling with black hole masses, M BH , and bolometric luminosities, L bol , González-Martín & Vaughan (2012) estimate time scales larger than tens of days in LINERs.
This paper is organized as follows: in Section 2 we present the sample and the data. The reduction of the data is explained in Section 3. Our methodolody is described in Section 4, where individual and simultaneous spectral fittings, comparisons when different appertures were used, flux variability in X-rays and UV frequencies, and short term variability subsections are explained. The results from this analysis are given in Section 5, and a discussion in Section 6. Finally our main results are summarized in Section 7.
The sample and the data
From the sample of 82 type 1 and 2 LINERs of González-Martín et al. (2009b) we searched in the current literature for hints of variability by means of differences in luminosity when different observations are considered. We used the HEASARC 1 archive to search for different observations 1 http://heasarc.gsfc.nasa.gov/ with Chandra and XMM-Newton, with public available data until October 2012. This analysis provided us with 16 candidate variable sources. The four ULIRGs in this primary selection (NGC 3690, NGC 6240, IRAS 17208-0014, and UGC 08696) were discarded since our aim is to deal with typical pure LINERs (see Ho 2008) , not contaminated by strong star formation where other ionization sources could be at work. NGC 4636 was also discarded because its X-ray emission is dominated by the cluster emission. We also rejected from the present analysis all the observations affected by pile-up larger than 10% (Chandra data observations for objects namely NGC 4579, NGC 3998, NGC 4594, and NGC 6251 and three Chandra observations of NGC 4278). Finally, to guarantee a proper spectral fitting we kept only observations with a minimum of 400 number counts. An exception was made with obsID 11269 for NGC 4278, which met this criterion, but visual inspection revealed a very low count number in the hard band. The final sample of LINERs contains seven objects. Table 1 shows the general properties of the target galaxies for this study and Table 2 the log of the observations. Number of counts and hardness ratios, defined as HR = (H-S)/(H+S), where H is the number of counts in the hard (2-10 keV) band and S is the number of counts in the soft (0.5-2 keV) band, are also presented. For five sources, NGC 1052, NGC 3226, NGC 4261, NGC 4278, and NGC 5846, observations at different epochs were taken with the same instrument, providing us with good examples for variability studies. In the other two sources, NGC 3627, and NGC 4552, we can estimate variability only by comparing XMM-Newton with Chandra data. These results should be viewed with caution due to the different apertures used by both instruments. A detailed study of the extended emission is made in these two objects (see Section 4).
Data reduction
Data reduction was performed following the procedure described by González-Martín et al. (2009b) . We review the methodology here.
Chandra data
Chandra observations were obtained with the ACIS instrument (Garmire et al. 2003) . The data reduction and analysis were carried out in a systematic, uniform way using CXC Chandra Interactive Analysis of Observations (CIAO 2 ), version 4.3. Level 2 event data were extracted by using the task acis-processevents. We first cleaned the data from background flares (i.e. periods of high background) that could affect our analysis. These "flares" are due to low energy photons that interact with the detector. To clean them we use the task lc clean.sl 3 , that removes periods of anomalously low (or high) count rates from lightcurves, from source-free background regions of the CCD. This routine calculates a mean rate from which it deduces a minimum and maximum valid count rate, and creates a file with those periods which are considered by the algorithm to be good.
Nuclear spectra were extracted from a circular region centered at the positions given by NED 4 . We chose circular radii, trying to get all the possible photons, but not including other sources or background effects. The radii are in the range between 3-8 ′′ (or 6-16 pixels, see Tab. 2). The background se-lection was made taking regions free of sources, in the same chip as the target, and close to the source (5 ′′ for NGC 3627, NGC 4278, NGC 4261, and NGC 4552 and 7 ′′ for NGC 5846 and NGC 3627), to minimize effects related to the spatial variations of the CCD response.
We used the dmextract task to extract the spectra of the source and the background regions. The response matrix file (RMF) and ancillary reference file (ARF) were generated for each source region using the mkacisrmf and mkwarf tasks, respectively. Before the background subtraction, the spectra were binned to have a minimum of 20 counts per spectral bin, to be able to use the χ 2 -statistics. This was done by using the grppha task included in ftools.
XMM-Newton data
All of the XMM-Newton observations were obtained from the EPIC pn camera 5 . The data were reduced in a systematic, uniform way using the Science Analysis Software (SAS 6 ), version 11.0.0. Before the extraction of the spectra, good-timing periods were selected (i.e. "flares" were excluded). The method used for this purpose maximizes the S/N ratio of the net source spectrum by applying a different constant count rate threshold on the single-events, E > 10 keV field-of-view background light curve. The nuclear positions were taken from NED, while the extraction region was determined through circles of 25 ′′ radius and the background was determined by using an algorithm that selects the best circular region around the source, free of other sources and as close as possible to the nucleus. This automatic selection was checked manually to ensure the best selection for the backgrounds.
The extraction of the source and the background regions were done by using the evselect task. Response matrix files (RMF) were generated using the rmfgen task, and the ancillary response files (ARF) were generated using the arfgen task. We then grouped the spectra to get at least 20 counts per spectral bin using the grppha task, as is required to use the χ 2 -statistics.
Light curves
Light curves in the 0.5-10 keV band for the source and background were extracted using the dmextract task for XMMNewton and evselect task for Chandra with a 1000 s bin. The light curve from the source was manually screened for high background and flaring activity. This means that when the background light curve showed flare-like events and/or prominent decreasing/increasing trends, we did not use those intervals. After rejection of the respective time intervals, the total useful time for each observation was usually less than the original exposure time (see Table 2 ). The light curves are shown in Figs. C.1-C.7, where the solid line represents the mean value of the count-rate and the dashed lines represent 1σ standard deviation.
Methodology
The spectral fitting process comprises two steps: (1) individual analysis of each observation to determine the best fit for each spectrum, and (2) simultaneous fitting of the set of spectra of the same object at different epochs. The spectral fitting was done using XSPEC 7 version 12.7.0.
Individual spectral analysis
We have performed an individual study of the best fit model for each observation. For this, we follow the method used by González-Martín et al. (2009b) , where five different models were used:
1. ME: A pure thermal model (MEKAL in XSPEC). The thermal emission is responsible for the bulk of the X-ray energy distribution. The free parameters in this model are the column density, N H , the temperature, kT , and the normalization, Norm. 2. PL: A single power law model, which corresponds to a nonthermal source representing an AGN. The column density, N H , is added as a free parameter, to take the absorption by matter along our line of sight to the target into account. The free parameters in this model are the column density, N H , the slope of the power law, Γ, and the normalization, Norm. 3. 2PL: A model containing two power laws with the same slope, Γ. Here the bulk of the hard X-rays is due to a primary continuum described by a power law, and the soft X-rays come from a scattering component described by the other power law. The free parameters in this model are the column densities, N H1 and N H2 , the slope of the power-law, Γ, and the normalizations, Norm 1 and Norm 2 . 4. MEPL: A composite of a thermal plus a single power law model. The AGN dominates the hard X-rays, but the soft X-rays require an additional thermal contribution. The free parameters in this model are the column densities, N H1 and N H2 , the temperature, kT , the slope of the power law, Γ, and the normalizations, Norm 1 and Norm 2 . 5. ME2PL: A composite of a thermal plus two power laws model. This model is like MEPL but including the contribution of the thermal emission at soft X-rays. This is the Compton-thin Seyfert 2 baseline model used by Guainazzi et al. (2005) . The free parameters in this model are the column densities, N H1 and N H2 , the temperature, kT , the slope of the power law, Γ, and the normalizations, Norm 1 and Norm 2 .
For models 2PL, MEPL, and ME2PL we used two absorbers, N H1 and N H2 . These absorbers are included in the models as abs(N H1 )*PL + abs(N H2 )*PL, abs(N H1 )*Mekal + abs(N H2 )*PL, and abs(N H1 )*(PL) + Mekal + abs(N H2 )*PL. The Galactic absoption was included in each model and was fixed to the predicted value (Col. 7 in Table 1) using the nh tool within ftools (Dickey & Lockman 1990; Kalberla et al. 2005) . We searched for the presence of the neutral iron fluorescence emission line, FeKα, adding a narrow Gaussian with centroid energy fixed at the observed energy corresponding to a rest frame at 6.4 keV. Two Gaussians were also included to model recombination lines, FeXXV at 6.7 keV and FeXXVI at 6.95 keV.
We impose the following conditions to the resulting best-fit parameters to ensure a physical meaning to the best-fit solutions: Γ > 0.5, N H1 > N Gal and N H2 > N H1 .
We select as the best fit the spectral fitting with χ 2 /d.o. f closer to unity and the F-test probability less than 10 −5 when comparing with a simpler model (Box 1953) . Thus, the best fit model is the simplest model which represents the data.
Simultaneous spectral analysis
The aim of this analysis is to detect variability and study the physical parameters governing its pattern for these sources. For that we simultaneously fitted the spectra for each object to the same model. The baseline model for this simultaneous fit was the best fit obtained for the individual fitting of the observations. When the best fit for individual sources did not match for all the observations, we used the most complex one. For each galaxy, the initial values for the parameters were set to those obtained for the spectrum with the largest number of counts.
The simultaneous fit was made in three steps. First, every spectrum was fitted with the same model and all the parameters linked to the same value (hereinafter SMF0). If this model was able to fit all the spectra, then the source is not variable. SMF0 was used as the baseline model for the next step otherwise. Secondly, we let the parameters: N H1 , N H2 , Γ, Norm1, Norm2, and kT vary individually (hereinafter SMF1). Among these we chose the best fit as that with χ 2 r = χ 2 /d.o. f closest to the unity and that improved the SMF0 fit (using the F-test). The result of SMF1 was used as the baseline model for the next step. Finally, we also included the possibility that two parameters could vary together to explain the variability pattern of the sources. For that purpose we fitted each set of data, letting the parameter found as the best fit in SMF1 vary together with any of the other parameters of the fit (hereinafter SMF2). Again the χ 2 r and F-test were used to determine whether this further complexity of the spectral fitting results in a significant improvement of the final fit.
The final best fit could be (1) SMF0: the best simultaneous fit with each parameters tied together for all the observations (i.e. non variable source); (2) SMF1: in the best simultaneous fit only one parameter was allowed to vary among the observations, and (3) SMF2: the best simultaneous fit was that with two parameters allowed to vary during the observations.
Further complexity of the spectral fitting (e.g. three parameters allowed to vary) were not required for our set of data (see Section 5).
Different appertures
When data from Chandra and XMM-Newton were used together, an additional analysis was performed to ensure that the extranuclear emission is not producing the observed variability.
Firstly, we extracted a spectrum from Chandra data with an aperture radius of 25 ′′ . Secondly, a spectrum of an annular region was extracted from Chandra data, whith R ext = 25 ′′ and R int = R Chandra (Col. 4 in Table 2 ). When the contamination by the annular region to the 25 ′′ Chandra data emission was higher than 50% in the 0.5-10.0 keV energy band (see Section 5), we did not consider the joint analysis since the accuracy of the derived parameters could be seriously affected. For lower contamination levels, we considered that Chandra data could be used to estimate the contribution of the annular region to the XMMNewton spectrum. We extracted the Chandra spectrum in that ring (from R int to R ext ) and fitted the five models explained in Section 4.1. Then we included the resulting model, with its corresponding parameters frozen, in the fit of the XMM-Newton nuclear spectrum (the circular region with R ext ), and extracted the parameters for the nuclear emission. Appendix B.1 shows the images corresponding to the data used for this analysis, where the different apertures are shown. This analysis was made for all the seven objects with Chandra and XMM-Newton spectra taken in similar dates.
Flux variability
We computed X-ray luminosities for the individual and simultaneous fits. UV luminosities were also obtained when possible (see below).
X-ray luminosities
We computed the X-ray luminosities and sigma errors for the soft and hard bands using XSPEC. Note that distances of the sources were taken from NED. We assumed a given object as variable if the luminosity variation was larger than 3σ and as non-variable when its variations were below 1σ.
UV luminosities
Simultaneous XMM-Newton Optical Monitor (OM) 8 data were used to compute the UV luminosities. This monitor has three different filters in the UV range, UVW2 centred at 1894Å (1805-2454) Å, UVM2 centred at 2205Å (1970-2675) Å, and UVW1 at 2675Å (2410-3565) Å. We used these three filters whenever possible.
We used the OM observation FITS source lists 9 to get the photometry. We checked that the photometry using IRAF and the Vega magnitude system and calculating the luminosities by using SAS to estimate the count rate gave similar results. When OM data were not available we searched for UV information in the literature (see Appendix A).
When simultaneous observations from X-rays and UV with XMM-Newton were available, we computed the X-ray to UV flux ratio defined as:
where L UV were computed from UVM2 and UVW1 filters and Lx was computed using the integral:
leading to:
Short time scale variability
We analyzed the light curves for each observation to check for variability on short time scales in the sample. Assuming a constant count rate for the whole observation, we calculated the χ 2 /d.o.f test as a first approximation to the variations. We considered the source to be variable if the count rate differed from the average above 3σ (or 99.7% probability).
To check the variability amplitude of the light curves, we calculated the normalized excess variance, σ 2 NXS . We followed prescriptions given by Vaughan et al. (2003) to estimate σ 2 NXS and its error, err(σ 2 NXS ) (see also González-Martín et al. (2011b) ):
where x, σ err and N are the count rate, its error and the number of points in the light curve, respectively, and S 2 is the variance of the light curve:
Results

Individual objects
Here we present the results of the variability of the seven sources individually. General results are given in Section 5.2. Each subsection describes the following: the observations used in the analysis (Table 2) , variations of the hardness ratio (from Col. 8 in Table 2 ), individual and simultaneous best fit and the parameters varying in the model (see Tables 3, 4 , 5 and Figure 1 ), X-ray flux variations (see Table 6 and Figure 2 ), the analysis of the annular region when data of Chandra and XMM-Newton were used together (Table 7 and Appendix B.1), and the simultaneous fittings of these observations (Table 8) , short term variability from the analysis of the light curves (see Table 9 and Appendix C.1-C.7), and UV luminosities when simultaneous data from the OM monitor was available (Table 10, Figure 2 ). Moreover, a summary of the variability is given in Table 11 . Notes and comparisons with previous works for individual objects are included in Appendix A.
NGC 1052
We used one Chandra and four XMM-Newton observations. These four XMM-Newton observations were taken from August 2001 to August 2009, and the Chandra observation was taken in August 2000 (see Table 2 ).
Variations of 33% (10%) in HR were obtained between the first and the last XMM-Newton (Chandra) observations (see Column 8 in Table 2 ).
The individual fits gave ME2PL as the best fit. In this case SMF2 was used, being the best representation of the observed differences (see Fig. 1 ) when varying Norm 2 and N H2 (see Tables  3, 4 and 5). Variations were 49% (Norm 2 ) and 31% (N H2 ) between the first and the last observations.
In Fig. 2 , variations of the soft and hard intrinsic luminosities of the simultaneous fitting are presented. At soft energies we found variations at 8.3σ (20%), and at hard energies at 7.5σ (20%), in a period of 8 years. The largest variation for Norm 2 was found between the second and the third observations (see Table 5 ), with an interval of 3 years, where both soft and hard luminosities varied 12% and 29% respectively (see Table 6 ). The strongest variation for N H2 was obtained between the first and the second observations (see Table 5 ), with a 32% change in 4 years.
We compared the Chandra observation from 2000 with the XMM-Newton observation from 2001 (see Figure B .1), following the prescriptions given in Sect. 4.2.1. The spectral analysis of Chandra data was included in Tables 5 and 6 , which gave ME2PL as the best fit. The annular region represented a 10% of the 25
′′ Chandra aperture luminosity in the 0.5-10 keV band. The Chandra data for the 25 ′′ radius circular region provided intrinsic luminosities representing 22% (75%) for the soft (hard) energy of the emission from XMM-Newton data (see Table 6 ). After taking into account the contribution from the annular region, the analysis indicated no changes in one year period (see Tables 7 and 8 ) in the nuclear emission.
According to the values of χ 2 r and σ 2 showed in Table 9 , the analysis from the light curves did not show short time scale variations (see Figure C .1), neither XMM-Newton nor in Chandra data, since variations were below 3σ.
In Fig. 2 UV luminosities (Table 10) are represented for the UVW2 and UVM2 filters. Variations at 7.3σ (or 16-25 %) and 2σ (or 2-23%) were obtained, respectively.
NGC 3226
We used two XMM-Newton observations in November 2000 and December 2006 and one Chandra observation from December 1999.
Variations in the HR of 100% were obtained both in Chandra and in XMM-Newton data (see Column 8 in Table 2 ). However, ObsID 0400270101 from XMM-Newton was not used for further discussion (see below).
The observation from 2000 gave as best fit the 2PL model, while that from 2006 was best fitted with a PL. The simultaneous spectral fitting was better represented by a 2PL model varying N H2 (i.e. SMF1, Figure 1 ), with a 74% amplitude variation. The resulting parameters (see Tables 5 and 6) indicate that X-ray soft and hard intrinsic luminosity variations were below 1σ over a period of 6 years.
We compared the Chandra observation from 1999 with the XMM-Newton observation from 2000. The spectral analysis of Chandra data was included in Tables 5 and 6 . The contribution from the annular region to the 25 ′′ aperture Chandra data was 20% in the 0.5-10.0 keV band. The Chandra spectrum extracted with 25
′′ aperture represented 62% (70%) of the XMM-Newton soft (hard) emission (Table 7) . When the contribution from the annular region was taken into account, the simultaneous fit resulted in variations of N H2 (93%) and Norm 2 (57%), with 37% (81%) variations in the soft (hard) energies in one year period (Table 8) .
We analyzed short time scale variability from individual light curves, by calculating χ 2 and σ 2 (see Table 9 and Figure C .2 (up)). Data from 2006 showed χ 2 r = 4.7 and a normalized excess variance σ NXS =1.8 ± 0.1 ×10 −2 indicating variability (see Figure C .2, upper-right). However, NGC 3227 is a strong variable Seyfert 1 located 2 ′ from NGC 3226. Thus, we analyzed the possibility that NGC 3226 was contaminated by its emission. We extracted a light curve from NGC 3227 and from a circular region between both galaxies close to NGC 3226 (background), and the same pattern of variability was found. In Figure  C .2 we present the light curves for the background (middleleft) and NGC 3227 (middle-right), and the XMM-Newton image (down). The normalized excess variance for the background light curve was σ NXS =1.5 ± 0.5 ×10 −2 . Therefore, we conclude that NGC 3226 might be contaminated by emission from NGC 3227, so its short time scale variability cannot be assessed. Only UVW1 observations are available from OM (see Table 10 and Figure 2) , with a 10-12 % variation (7.4σ).
NGC 3627
We used one XMM-Newton observation in May 2001 and another Chandra observation in March 2008 (see Table 2 ). We re-call that different apertures (8 ′′ for Chandra and 25 ′′ for XMMNewton) were used for the extraction of the nuclear spectrum.
Since observations were obtained with different instruments, comparisons of HR were avoided.
According to χ 2 r , both spectra were individually best-fitted with a MEPL model. The best simultaneous fit implied variations in N H2 (Figure 1) , from no absorption to N H2 = 1.28 × 10 22 cm −2 in a 7 year period (i.e. SMF1, Table 5 ). Even if observed fluxes vary, when computing intrinsic luminosities (see Table 6 ) for this model we get variations below 1σ in the soft and the hard energies, indicating no variations in 7 years ( Figure  2) .
To compare Chandra and XMM-Newton data, we carried out the analysis explained in Sect. 4.2.1. The contribution of the annular region to the 25 ′′ aperture Chandra spectrum is ∼92% in the 0.5-10 keV band (see Table 7 ). Thus we assumed that XMMNewton data were strongly contaminated by emission surrounding the nucleus, which avoided the joint use of Chandra and XMM-Newton data for this object (see Section 4.2.1).
The analysis of the light curves did not show short time scale variability (see Table 9 and Figure C. 3), since all measures were below 2σ from the average.
NGC 4261
We used two Chandra (May 2000 and February 2008) and two XMM-Newton observations (December 2001 and December 2007) for this object. Given the different resolutions in both sets of observations we firstly performed the analysis separately (see Table 2 ).
Variations of 19% and 0% in HR were obtained for Chandra and XMM-Newton, respectively (from Column 8 in Table 2 ).
The best fit for the Chandra spectra is a ME2PL model from the individual analysis. The simultaneous fit without allowing to vary any parameter (i.e. SMF0) resulted in a good fit (χ 2 /d.o. f = 1.27). Varying one parameter did not give an improvement in the final fit. Therefore, the source seemed to be non-variable (see Table 5 and Figure 1 ). X-ray luminosity variations were below 1σ for the soft and the hard bands over a period of 8 years (Table  6 and Figure 2) .
The individual analysis of the two observations with XMMNewton again gave as a best fit the ME2PL model, and variations in the parameters did not improve the fit (i.e. the best fit was SMF0). Thus, we obtained a non-variable source (Table 5 and Figure 1 ). X-ray luminosity variations were below 1σ in a 6 year period in this case (Table 6 and Figure 2) .
To compare data from Chandra and XMM-Newton, the procedure explained in section 4.2.1 was applied to this object. We compared obsID 9569 from Chandra and obsID 0502120101 from XMM-Newton data ( Figure B .1) since they are the closest in time. The contribution of the emission from the annular region was 37% in the 0.5-10 keV band emission in the 25 ′′ aperture Chandra data. Intrinsic luminosities of the 25 ′′ aperture Chandra spectrum represented 37% (66%) of the soft (hard) emission from XMM-Newton data. The simultaneous fit between these data taking into account the annular contribution resulted in a non-variable object (Table 8) .
To check for short time scale variability we analyzed the light curves for each observation (see Table 9 and Figure C.4) . No short time variability was detected for this object, since all measurements were below 2σ from the average.
Considering the UV range (Table 10) , the variations amounted to 9-11 % (10.3σ) in the UVW1 filter and 28-39 % (9.3σ) in the UVM2 filter (see Figure 2) .
NGC 4278
We only used three of the nine observations taken by Chandra, in March 2006 , February 2007 and April 2007 , and the XMMNewton observation in May 2004 (Table 2) .
HR variations amounted to 4% for the runs with useful spectroscopic Chandra data. Taking into account all the observations from Chandra, 40% HR variations were found between 2000 and 2010 (from Column 8 in Table 2 ).
Our best fit for Chandra data was a MEPL model with Norm 2 varying (i.e. SMF1, see Figure 1 ). This parameter varied 30% between the first and the last observation (≈ 1 year apart) (Table 5 ). X-ray intrinsic luminosity variations (Table 6) were within 11.2σ (9.6σ) for the soft (hard) energies. This corresponded to variation amplitudes of 26% (29%, see Figure 2 ). It is remarkable that flux variations were 11% (13%) between the second and the third observations (two months apart), with a 13% variation in Norm 2 for the same period (Tables 5 and 6) .
We compared the XMM-Newton observation in 2004 with the Chandra observation in 2006, which is the closest in time (see Figue B.1). We applied the procedure explained in section 4.2.1. The spectral analysis of XMM-Newton spectrum, included in Tables 5 and 6 , gave a PL as the best fit model. The contribution of the annular region is 38% in the 0.5-10.0 keV band to the emission in the 25 ′′ aperture Chandra data. The Chandra spectrum extracted with 25 ′′ aperture represented 25% (20%) of the soft (hard) XMM-Newton emission. When the contribution of the annular region was taken into account, the resulting Γ was in agreement with that from XMM-Newton data (see Table 7 ). The simultaneous fit shows 15% of variations in the normalization of the PL along two years (Table 8) .
The analysis of the light curves (see Table 9 and Figure C .5) did not show short time scale variability, either in Chandra or in XMM-Newton data.
NGC 4552
We used a Chandra observation taken in April 2001 and a XMMNewton observation taken in July 2003. We recall that different apertures were used (3 ′′ for Chandra and 25 ′′ for XMM-Newton data).
Both observations needed MEPL for the individual best fit. When varying parameters, the best fit was obtained when Norm 1 and Norm 2 varied (i.e. SMF2, χ 2 r =1.21, see also Figure 1 ), with 93% and 78% amplitude variations (see Table 5 ). We found intrinsic luminosity variations at 21.5σ (14.1σ) in the soft (hard) energies, i.e., 87% (79%) amplitude variations in a period of two years (Table 6 ).
The Chandra image of this object revealed many X-ray sources surrounding the nucleus (see Figure B .1). The contribution of the annular region to the 0.5-10.0 keV band emission in the 25 ′′ aperture Chandra data was 23%. Extraction from Chandra data with 25
′′ aperture resulted in a 72% (60%) emission of the soft (hard) XMM-Newton data. The simultaneous fit resulted in a variable object, where Norm 1 (21%) and Norm 2 (37%) varied, with 29% (37%) flux variations in the soft (hard) energies (see Figure 2 and Table 8 ).
Short time scale variations were not found (see Table 9 and Figure C.6).
NGC 5846
We used two observations from XMM-Newton (January and August 2001) and other two observations from Chandra (May 2000 and June 2007). The analysis was firstly made separately due to different apertures (see Table 2 ).
HR Variations of 1% and 6% were obtained for XMMNewton and Chandradata, respectively (from Column 8 in Table  2 ).
In the case of Chandra observations, we only made the analysis up to 3 keV, due to low count-rate at hard energies. In this case SMF0 was used, resulting in a non-variable source when fitting a MEPL model (Table 5 and Figure 1 ) with flux variations below 1σ in a period of 7 years (Table 6 and Figure 2) . The XMM-Newton data did not show variability (the best fit model is MEPL, see Table 5 and Figure 1) , and flux variations below 1σ on the soft and hard energies for a period of 7 months (Table 6 ).
The contribution to the 0.5-10.0 keV band emission from the 25 ′′ aperture Chandra data was 73% from the annular region, what avoided the joint use of Chandra and XMM-Newton data for this object. No short time scale variability was found for this object (see Table 9 and Figure C.7) . The availability of UV data for a single epoch precludes any attempt to get information on its variability.
Spectral variability
A rough description of the spectral shape is provided by HR. Consequently, a first approximation of the spectral variations can be obtained from the variation of HR. The use of HR allows the inclusion of observations for which the number of counts are not enough for a proper spectral fitting. Note that, since the calculation of HR is based on number counts, we only used data coming from the same instrument for comparisons. We considered that variations greater than 20% (2σ error) in HR may correspond to variable objects (NGC 1052, NGC 3226, and NGC 4278) . Note that variations in HR smaller than 20% can be found in variable objects, since the variations in soft and hard energies may have different signs and somewhat compensate in the final calculation of HR.
The individual fitting of each observation revealed that composite models (2PL, MEPL or ME2PL) were needed in all cases. A thermal component was used in six objects, all of them with kT≈0.60 keV.
We fitted all available data, for the same object and model, varying different parameters to get information on the variability pattern. Fig. 1 shows the best fit (top panel) with the residuals of the individual observations (bottom panels). In order to analyze the data from Chandra and XMM-Newton data jointly, we estimated the influence of extra-nuclear emission on the results (see Section 4.2.1). For two objects (NGC 3627 and NGC 5846) the contamination by emission surrounding the nucleus in XMM-Newton data was so high (up to 50%) that we avoided the comparisons in these cases. For the remaining five sources (NGC 1052, NGC 3226, NGC 4261, NGC 4278, and NGC 4552) , the joint analysis was attempted.
Two objects are compatible with being non-variable sources, namely NGC 4261 and NGC 5846. For these two objects the same conclusion is reached if we isolate the analysis of Chandra and XMM-Newton data, both with similar spectral parameters (see Table 5 ). Moreover, NGC 3627 was not longer used for further discussion, since contamination prevents of any variability analysis. Four objects are variable, namely NGC 1052, NGC 3226, NGC 4278, and NGC 4552. NGC 1052 and NGC 3226 showed variations in N H2 (31% and 93%) and Norm 2 (49% and 57%) (in eight and one years), while NGC 4278 showed changes in Norm 2 (30%) (in three years). NGC 4552 showed variations in Norm 1 (21%) and Norm 2 (37%) in a two years period. All the variations occur at hard energies, and these variations are related to the absorber and/or to the nuclear power. Even if the small number of sources precludes any statistical characterization, there does not seem to exist any clear relation with either the LINER type (1 or 2) or to the Eddington ratios (see Table 11 ). A larger sample of LINERs is needed to search for any variability pattern to be eventually more frequently observed than others.
Flux variability
X-ray soft and hard luminosities (see Table 6 ) are shown in Figure 2 . Two objects are compatible with no variations of the central engine (NGC 4261, and NGC 5846) . Four sources are compatible with being variable, NGC 1052 with 20% variations in both bands, NGC 3226 with 37% (81%) variations in the soft (hard) band, NGC 4278 with 26% (29%) variations in the soft (hard), and NGC 4552 with 29% (37%) variations in the soft (hard) band. Sources showing flux variability in the soft and hard bands also showed spectral variability (see Sec. 5.2).
We also studied the UV variability for the sources, by studying UV and X-ray data obtained simultaneously with XMMNewton (available for three galaxies). All of them are variable at UV frequencies (see Table 10 and Fig. 2) . XMM-OM provided UV fluxes at three epochs for NGC 1052; ∼ 20% variations were obtained with the filters UVW2 and UVM2. NGC 3226 was observed with the filter UVW1, showing 11% variation. NGC 4261 was observed with the filters UVW1 and UVM2, with 10% and 33% variations, respectively. Two objects, namely NGC 1052 and NGC 3226, showed UV and spectral variability, while another one, NGC 4261, showed UV variability but not spectral variability. Table 9 provides the values for χ 2 r (and the probability of variability) and the σ 2 NXS . Objects are considered to be variable when the count rates are different 3σ from the average. No short term variability (from hours to days) was found in our sample 10 .
Light curves
Discussion
We have performed an X-ray spectral analysis to search for variability in seven LINER nuclei, three type 1.9 (NGC 1052, NGC 3226, and NGC 4278) and four type 2 (NGC 3627, NGC 4261, NGC 4552, and NGC 5846). We used data from Chandra and XMM-Newton satellites with observations at different epochs. Whenever possible, we made the analysis separately for each instrument to avoid corrections due to different apertures. The results obtained for the long term variability of NGC 3627 will not be used for further discussion (see Section 5.1.3).
Our main results are:
-Short term variability: No variations were found on time scales from hours to days.
10 Note that we do not take into account obsID 0400270101 from NGC 3226 (see Section 5.1.2).
-Long term variability: 
Short and long time scale variability
In our sample of LINERs we analyzed variability from hours to days (short term) from the analysis of the light curves for each observation (see Col. 6 in Table 2 ), and from months to years (long term) from the simultaneous fitting of the different observations (see Col. 10 in Table 11 ). (2012), did not show short-term variability except for two objects (3C218 and NGC 3031). All these studies suggest that about 20% of LINERs show short time-scale variability. This percentage goes to zero in our own study, since none of our seven sources showed short time scale variability, according to the χ 2 r and the normalised excess variance, σ 2 NXS , (see Table 9 ). Younes et al. (2010) found variability in ∼ 1.5 hours for NGC 4278 on the XMM-Newton observation, where the flux increased 10%. Using the same observation we found a 3% flux increase in the same period, and a null probability of being a variable source. The difference is most probably due to the different appertures used in the analysis. Adding up all the studied LINERs from this and previous papers, the percentage of variable LINERs at short time-scales is 16%.
Long term spectral variability is clearly found for four objects in our sample. NGC 1052 needed variations in N H2 (49%) and Norm 2 (31%) in a period of eight years, NGC 3226 also varied N H2 (93%) and Norm 2 (57%) in a period of one year, NGC 4278 varied Norm 2 (30%) in a period of one year, and NGC 4552 varied Norm 1 (21%) and Norm 2 (37%) in two years.
Long term variability is common among LINERs. Younes et al. (2011) studied a sample of type 1 LINERs, where seven out of nine sources showed long term variability (i.e. months and/or years). Two of their objects are in common with our sample, namely NGC 3226 and NGC 4278. We found similar spectral characteristics and the same parameters varying for both objects. In the case of NGC 3226, they found that the N H varied 72% and Norm varied 48% when fitting a simple power law. This is similar to our results, although we used two absorbers instead of one. They found flux variations of 49% (46%) in the soft (hard) band between the Chandra and XMM-Newton observations, while we found 37% (81%), the differences most probably due to the different models used. In the case of NGC 4278 they used seven public observations from the archive, while we only used three. Despite this, the same spectral variation was found (Norm 2 ). Younes et al. (2010) found for NGC 4278 a 31% (20%) variation at soft (hard) energies, where we found 26% (29%) variation for the same observations. Pian et al. (2010) found long term variability in two of their four type 1 LINERs using Swift data. Therefore, long term variability if found in ∼65% of the LINERs, significantly larger than that of LINERs at short time scales.
Three kinds of long term X-ray variability patterns have been found in our sample: (1) variations in the soft excess (NGC 4552); (2) variations of the obscuring matter (NGC 1052 and NGC 3226); and (3) variations of the intrinsic source (NGC 1052, NGC 3226, NGC 4278, and NGC 4552). As in the case of NGC 4552, variations at soft energies has already been reported in the literature for the type 2 LINER NGC 4102 (González-Martín et al. 2011a ). This behaviour is seen in type 1 Seyferts, where absorption variations are related to a partially ionized, optically thin material along the line of sight to the central source, the so called warm absorber (Reynolds 1997; Petrucci et al. 2013 ). The variations due to the N H of the X-ray absorbing gas that we see in two sources are well established for many famous type 2 Seyferts. These variations are thought to be related to the motion of clouds perpendicular to the line of sight of the observer to the AGN. These clouds produce partial eclipses of the AGN over time. In some cases, the fast movement of the clouds places them at the distance of the BLR, although in other cases the clouds seem to be located at further distances (few parsecs) from the AGN (e.g. NGC1365 Risaliti 2002 Risaliti et al. 2007 Risaliti et al. , 2010 Braito et al. 2013 ). The time scale of the N H variations in our sample are consistent with this latter scenario. The most common pattern of variability among the LINERs in our sample (four cases) is the change on the intrinsic continuum of the source. McHardy et al. (2006) found that the time scale of the intrinsic variability increases for larger masses of the black hole and/or lower bolometric luminosities for objects where variability is related to the nuclear power 11 . According to the revised relation between the BH mass, bolometric luminosities and time scales of variations, González-Martín & Vaughan (2012) predicted that LINERs (with M BH ∼ 10 8−9 M ⊙ ) do not vary in time scales lower than tens of days. Applying their formula to our four objects, predicted values for NGC 1052, NGC 3226, NGC 4278, and NGC 4552 were 13.3, 28.2, 118.0 and 449.9 days (see Table 11 for the values of M BH and L bol ), that is, time scales of days, months and years were expected for these objects. This is in agreement with our results for NGC 4278 and NGC 4552. Unfortunately, we do not have observations within days for NGC 1052 and NGC 3226, we were only able to search for variations on time scales from months to years. Moreover, in the cases of NGC 1052, NGC 3226, and NGC 4552 coupled variations 12 were obtained. A study of a larger sample of LINERs will be required to constrain the time scale of the intrinsic variability for these sources and be able to understand whether LINERs match in the same scenario than more powerful AGN.
A first approximation of the variations can be obtained by the analysis of the hardness ratios. We have considered differences in HR larger than 20% as a measure of spectral variation. For NGC 1052, HR varied 33% between the first and last XMMNewton observations and no variation is found for HR over the 5 year period observed by Chandra. These results are compatible with flux variations obtained when analyzing XMM-Newton data. NGC 3226 presents HR differences over 100% in Chandra 11 Although the dependence on the bolometric luminosity does not seem to be so strong according to González-Martín & Vaughan (2012) 12 Variations are needed for more than one parameter in the spectral fitting data. For NGC 4278 total HR variations amount to 40% when using all the Chandra available data, although the results from the Chandra data used for spectral analysis appear to be compatible with no variations. NGC 4261 and NGC 5846 are compatible with being non-variable objects, both with XMM-Newton and Chandra data, and with both analyses, spectroscopic and HR. NGC 4261 shows HR differences of 19%, which seem to be compatible with the flux variations obtained through the individual analysis of the source.
Variability among LINERs is not restricted to X-rays. The work done by Maoz et al. (2005) was the first to show variability at UV frequencies in LINER galaxies, where all but three objects in their sample of 17 LINERs 1 and 2 were variable. From the literature, we found different studies for the LINERs in our sample using HST data (see Appendix A for details). Cappellari et al. (1999) studied FOC data for NGC 4552, and found a factor 4.5 brightening between 1991 and 1993 (filter F342W), followed by a factor ∼2 dimming between 1993 and 1996 (filters F175W, F275W and F342W). Maoz et al. (2005) studied both NGC 1052 and NGC 4552, concluding that both of them were variable on time scales of years. NGC 4278 was studied by Cardullo et al. (2008) , who found a luminosity increase of a factor 1.6 over 6 months. UV data were not available for the remaining two objects in our sample (NGC 3627 and NGC 5846). Thus, from the seven LINERs in our sample five seem to be variable at UV frequencies. Simultaneous X-rays and UV data were obtained from XMM-Newton data for three objects (NGC 1052, NGC 3226, and NGC 4261), all showing variability, whereas intrinsic variations in X-rays are not found for NGC 4261. A possible explanation for this source to the non-simultaneous X-ray and UV variation could be the existence of time lags in both frequencies. Time lag explanations has already been reported for the NLSy1 galaxy NGC 4051 by Alston et al. (2013) . Repeated, simultaneous observations at X-rays and UV frequencies would be required for verifying this model.
Accretion mechanism
It has been suggested in the literature that the accretion mechanism in low luminosity active galactic nuclei (LLAGN) is different from that in more powerful AGN (e.g. Seyferts), and more similar to that in X-Ray Binaries (XRB) in their low/hard state (Yamaoka et al. 2005; Yuan et al. 2007; Gu & Cao 2009; Younes et al. 2011; Xu 2011) . The X-ray emission is supposed to originate from the Comptonization process in advection dominated accretion flow (ADAF), where accretion is inneficient for L bol /L Edd < 10 −3 . At low accretion rates, the infalling material may never cool sufficiently to collapse into a thin disk (as is the case for efficient radiation), and an advection-dominated flow from the outermost radius down to the black hole could be formed (Narayan & Yi 1994) . In powerful AGN a positive correlation between the hard X-ray photon index, Γ, and the Eddington ratio, L bol /L Edd was found by Shemmer et al. (2006) , who argued that the hard X-ray photon index depends primarily on the accretion rate. On the contrary, according to the results provided by Mahadevan (1997) , the lower the accretion rate, the less efficient is the cooling by comptonization and the X-ray region of the spectrum becomes softer and reaches lower luminosities. In this case a negative correlation between these magnitudes has been found for LLAGN (Gu & Cao 2009; Younes et al. 2011) , and also for XRB. We present these parameters for each individual observation in our sample of LINERs in Figure 3 , where the negative correlation is shown. Log(L bol /L Edd ) were calculated following the formulation given in Eracleous et al. (2010b) , using L bol = 33L 2−10keV . We corrected the equation given by Younes et al. (2011) by this factor (they used L bol = 16L 2−10keV ) and plotted it as a solid line. Our results are consistent with the correlation given by Younes et al. (2011) for their sample of type 1 LINERs. Emmanoulopoulos et al. (2012) found for the first time a 'harder when brighter' (i.e. higher luminosities for harder spectra) X-ray behaviour for the LLAGN NGC 7213, where they found variations in Γ. However, we did not find this behaviour for any of the sources in our sample, Figure 3 showing the consistency of our simultaneous fittings with no variations in Γ.
We also computed the X-ray to UV flux ratio, α ox (see Section 4.3.2). We calculated these values for all sources with simultaneous observations at X-ray and UV (see Table 10 ), obtaining values of α ox between [-0.81, -1.66] , in good agreement with previous studies (Maoz 2007; Younes et al. 2012) . Despite being similar to the α ox given for powerful AGN, these values were slightly lower (Maoz 2007) . This may indicate the lack or absence of the 'big blue bump'.
In the cases where α ox could be calculated more than once (NGC 1052 and NGC 4261) no variations were found within the errors.
Another indication of a different emission process between powerful AGN and LINERs could be the positive correlation found by Younes et al. (2012) between α ox and log(L bol /L Edd ), in contrast with the anticorrelation found for powerful AGN. In order to compare the results from Younes et al. (2012) and ours, we recalculated log(L bol /L Edd ) for the sample in Younes et al. (2012) following the relation given by Eracleous et al. (2010b) and using the data from Younes et al. (2011) . In Fig. 4 we plot this relation (see Table 10 ), where the symbols used for the sources from Younes et al. (2012) are stars. The results are in good agreement, indicating a correlation between α ox and log(L bol /L Edd ). Younes et al. (2012) suggested that this behaviour can be understood within the framework of radiatively inefficient accretion flow models, such as ADAF.
Conclusions
A spectral variability analysis of seven LINER nuclei was performed using public data from Chandra and XMM-Newton. The main conclusions of this paper can be summarized as follows:
1. Variations greater than 20% in the hardness ratio always correspond to objects showing spectral variability. 2. Individual fits of each observation provided composite models as the best fit (2PL, MEPL, and ME2PL). 3. No short time scale variability was found, in agreement with predictions. 4. Spectral X-ray variability was found in four out of six objects. In all of them variations occurred at hard energies due to the absorber and/or the nuclear source, and variations in the soft energy were found only in NG 4552. These variations occur on time scales of months and/or years. The shortest time scale was found for NGC 4278, with variations of two months. 5. We found an anticorrelation between the X-ray spectral index, Γ, and the Eddington ratio, L bol /L Edd . We have also found a correlation between the X-ray to UV flux ratio, α ox , and the Eddington ratio, L bol /L Edd . Both relations are compatible with inefficient flows being the origin of the accretion mechanism in these sources. Fig. 1 . For each object, all X-ray spectra are plotted together in the first row. Best fits and their residuals are also shown, one row per observation from second row on. The legends contain the date (in the format yyyymmdd) and the obsID. Details given in Table  2 . Fig. 1 . Cont. Fig. 2 . Left: Intrinsic luminosities calculated for the soft (0.5-2.0 keV) and hard (2.0-10.0 keV) energies in the simultaneous fitting. Right: UV luminosities obtained from the data with the OM camera onboard XMM-Newton, when available. Table 3 . F-test and χ 2 /d.o. f applied to the SMF0. When no variation in one parameter is needed, we mark it as "-". Name (Col. 1), instrument (Col. 2), best fit model (Col. 3), statistical test (Col. 4), parameter varying in respect to SMF0 (Col. 5, 6, 7, 8, 9 and 10) and the parameter that varies in SMF1 (Col. 11). Table 4 . F-test and χ 2 /d.o. f applied to the SMF1. When no variation in one parameter is needed, we mark it as "-". Name (Col. 1), instrument (Col. 2), the parameter varying in SMF1 (Col. 3), statistical test (Col. 4), parameter varying in respect to SMF1 (Col. 5, 6, 7, 8, 9 and 10) Table 6 . Soft (0.5-2 keV) and hard (2-10 keV) intrinsic luminosities for individual (Col. 3 and 5) and simultaneous (Col. 4 and 6) fitting. Table 9 . Statistics for the light curves. Name (Col. 1), obsID (Col. 2), χ 2 /d.o. f and the probability of being variable (Col. 3 and 4) and normalized excess variance with errors (Col. 5 and 6). Table 11 . Summary. Name, and the instrument in parenthesis (Col. 1), type (Col. 2), logarithm of the soft (0.5-2 keV) and hard (2-10 keV) X-ray luminosities, where the mean was calculated or Chandra luminosity was given when both instruments were used, and percentages in flux variations (Col. 3 and 4), black hole mass in logarithmical scale, from González-Martín et al. (2009a Fig. 3 . Anticorrelation between the spectral index, Γ from individual fits, vs. the Eddington ratio, log(L bol /L Edd ), for our sample galaxies. The solid line represents the relation given by Younes et al. (2011) , while the dashed line represents that by (Gu & Cao 2009) , both shifted to the same bolometric correction (see text). 
