Über die Beurteilung des Gütegrades von Mischungen bei beliebigen Verteilungsgesetzen für die Korngewichte der einzelnen Mischungskomponenten by Stange, Kurt
Über die Beurteilung des Gütegrades von 
Mischungen bei beliebigen 




Abhandlungen der Braunschweigischen 
Wissenschaftlichen Gesellschaft Band 5, 1953,  
S. 164-186
Friedr. Vieweg & Sohn, Braunschweig
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00046497
Über die Beurteilung des Gütegrades von Mischungen 
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Von Kurt Stange 
Mit 13 Abbildungen 
Vorgele/2.t von Herrn H. Schlichting 
Summary: Two granular materials (P) and (Q) are mixed. Thp dil>tribution 
lunetions vi parlicle weight are supposed to be known lor both components ( l') und (Q). 
1'0 iudge the ejjiciency oj the mixing process a statistical theory is dpvelo],ed to calculale 
the variations 01 the mixture' s eomposition when sampies al'e tal.·en at randvm jrom the 
container. 1t is important to distinguish the nations of "vvlume Irequpncy", "weight 
frequency", and "particle jrequency" 01 the different components u'ithin tlte mixture. 
Single particles are supposed to obey statistical laws. The results which are stnctly 
valid only lor sampies with equal numbers 01 partie/es are shown to bp approximat~ly 
valid for sampies 01 equal weight (ar volume), too. - - Tlte tlteory is generalised jor II!~X­
tures consisting 01 tltree or more components. 
1. Einführung 
In der chemischen Technik tritt an verschiedenen Stellen die Erage auf, 
wie man eine Mischung von zwei oder mehr "körnigen" Stoffen (P), (Q), .. , 
hinsichtlich ihrer Gleichmäßigkeit beurteilen soll. Diese Frage spielt u. a. eine 
Rolle, wenn es sich darum handelt, die 'Wirkungsweise von Mischvorrichtungen 
oder den Einfluß der Mischdauer auf die Gleichmäßigkeit einer 1lischung zu 
untersuchen. Oder man stellt die Frage, wie weit man die Mischungskompo-
IHmten 7.erkleinern muß, damit bei "guter Mischung" die Proben bestimmter 
(;I"<,13e (innerhalb ganz bestimmter festgelegter zulässiger Abweichungen) als 
homogen betrachtet werden können. 
Zur Beurteilung wählt man eine oder mehrere Proben aus, bestimmt die 
relativen Gewichts- oder Volumenanteile X, Y, ... der einzelnen Kompo-
nenten (P), (Q), ... in der Probe und vergleicht sie mit den bekannten So11-
\\'f'l"ten P, (2, ... für die Gesamtmischung. Um nun beurteilen zu können, ob 
die L"nterschicde IX - PI, I Y - QI, ... zwischen den Prohewerten X, Y 
lind den Sollwerten P, Q, . .. "zufälliger" oder "wesentlicher" Art sind, 
bedarf es der Festlegung von "Zufallsbereichen" für die genannten Ab-
weiehungen. Mit dieser Frage beschäftigen sich eine Reihe von Arbeiten, in 
denen aber - soweit dem Verfasser bekannt ist - stets von der Hypothese 
gleicher Teilchengröße für alle Komponenten Gebrauch gemacht wird1). 
Eine erste Vemllgemeinerung ist dadurch möglich, daß man zwar für die 
Korngrößen Ap und AQ oder für die Korngewichte yp und YQ der Teilchen ver-
schiedener Komponenten (P) und (Q) unterschiedliche \Verte zuläßt, aber die 
1) Einen davon abweichenden Ansatz spezieller Art findet man bei Baule [1], 
S. 452. Weiteres Schrifttum ist am Schluß der Arbeit zusammengestellt. 
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Voraussetzung beibehält, ~aß z. B. das mittlere Gewicht y der Teilchen jeder 
Komponente groß gegen dIe entsprechende Standardabweichuna Cf der Einzel-
gewichte y ist.. In dem Falle steigen sowohl die Summenlinien fü; die Gewichts-
anteile r als ,tuch für die relativen Teilchenzahlen F in einer verhiiltnismüßig 













Abb. 1. Summenfunktionen, bei welchen die Streuung (l' der Teilchengewichte i' vernachlässigt werden darf. 





f - + 
ot~~~--~~~~~~~~ 
20 30 _ A 10 
korngr6fJe [1O-J mm] 
Abb. 2. Summenfunktion r (l) (für die Gewichtsprozente mit der Korvgröße ~ 2], bei welcher die Strc\J1IIJ_~ 0' 
der Teilchengewichte l' bzw. der ]{orngröße ;, berücksichtigt werden muß 
wert 0 auf den Endwert 1 an, wie es Abb. 1 zeigt. Jede MischungskolllJlonente 
läßt sich dann unter Vernachlässigung der Standardab\\-eichung Cf allein durch 
das mittlere Teilchengewicht )' (oder das entsprechende mittlere Teilchen-
volumen c) kennzeichnen [4]. Nun gibt es aber Verteilungen, bei denen die 
Forderung y ~ Cf auch nicht angenähert zutrifft. Das wird immer da-Im ein-
treten, wenn die Teilchengröße in weitem Bereich scll\mnkt, wie es bei Staub, 
Mehl, Pulver und ähnlichen fein zerkleinerten Stoffen der Fa 11 ist. Abh. 2 
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zeigt als Beispiel eine solche Summenlinie für Gewichtsprozent r über der 
Teilchengröße A. Die Verteilungsdichte (die Ableitung der Summenlinie) ist in 
grober Näherung konstant über einen weiten Bereich, der sich nahczu von 10 
bis 30 . 10-3 mm erstreckt. In solchen Fällen ist die Vernachlässigung von (J 
nicht mehr erlaubt. Die früheren Betrachtungen [4] sollen deshalb so yerall-
gemeinert werden, daß sie für beliebige Gestalt der Verteilungsfunktionen 
brauchbar werden. Darüber hinaus erlauben die jetzt gefundenen Ergebnisse, 
den Gültigkeitsbereich der früheren Näherung (J ~ y abzuschätzen. 
2. Die Entstehung der Zufallsmischung 
Für jeden Bestandteil (P), (Q), . " der Mischung sei die Summenfunk-
tion F (y) der relativen Teilchenzahl über dem Teilchengc\\icht y bekannt. 
Der Funktionswert F (Yo) = 0,2 bedeutet, daß 102 F (Yo) = 20 % aller Teilchen 
ein "Elementargewicht" y;;;; Yo besitzen. Für diese Verteilung,.,funktionen 
berechnen wir die Mittelwerte 
00 1 





Ahl), :'" Znf EHt~tl"h\lng einer Zufallslllhchullg 
und die Streuungen 
00 
(J2 = f [y -y]2dF(y) 
r=O 
1 f [y(F) -y]2dF. (2.2) 
F=O 
Die für die verschiedenen Kom-
ponenten (P), (Q), ... geltenden 
Werte unterscheiden nil' durch den 
entsprechenden Index, also YP, ai> 
usw. 
Die Entstehung einer Zufallsmi-
schung von zwei Stoffen (P) und (Q) 
denken wir uns nach Abb. 3 folgen-
dermaßen: Je ein Behälter ist mit 
Teilchen (P) und (Q) gefüllt, und 
zwar sind die einzelnen Elementar-
gewichte YP bzw. YQ gerade so häufig 
darin vertreten, wie es den zugeord-
neten Verteilungsfunktionen F p (y p) 
bzw. FQ (YQ) entspricht. Ein dritter 
Behälter, in dem die Mischung ent-
stehen soll, ist leer. Jetzt lassen \\ir 
einen Zufallsvorgang (Würfelspiel, 
Roulette oder dgl.) ablaufen, bei dem 
zwei Ereignisse (P) und (Q) mit den 
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Wahrscheinlichkeiten p und q sich einstellen. Jedesmal, wenn das ErgcL-
nis (P) eintritt, legen wir ein Teilchen YP in das dritte Gefäß; entsprechend \'er-
fahren wir mit YQ, wenn der Zufallsvorgang das Ergebnis (Q) liefert. 
Auf diese 'Veise entsteht in dem dritten Gefäß eine "Zufallsmischung" 
der Stoffe (P) und (Q) mit den "Teilchenhäufigkeiten" p und q. 
3. Die relativen Gewichtsanteile P und Q in der Mischung 
oder die "Gewichtshäufigkeiten" (P; Q) 
8ei der praktischen Yerwendung einer solchen Mischung ist weniger die 
Anzahl N der in ihr enthaltenen Teilchen von Belang, als vielmehr die relati,-en 
Gewichtsanteile P und Q der Bestandteile. Bezeichnen wir mit U das Gesamt-
gewicht, mit G p und GQ die Gewichte der Anteile (P) und (Q) in der Mischung, 
so ist 
P = Up 
G' 
Q = GQ und 
G 
P--;-'-Q=l. (3.1) 
1st der Zufallsvorg<Lng N-mal aLgelaufcn, wobei wir uns unter N eine "sehr 
groBc" Ztbhl vorstellen, so besteht die Mischung <LUS N Teilchen, von denen 
"im I dea.lfallc" 
Np = Np zu (P) und NQ = Nq zu (Q) (3.2) 
gehörcn. Die Np Teilchen (P) verteilen sich bei großer Versuchszahl "im Ideal-
falle" nach der Funktion F p (yp) auf die einzelnen Elementarge\\ichte)'p und 
besitzen deshalb das Gesamtgewicht 
~ 
Gp = J NpypdF(yp) = Np/p. 
o 
Für die N Q Teilchen (Q) gilt entsprechend 
00 
(3.3) 
GQ = J NQyQdF(YQ) = NQYQ· (:l.-!) 
o 
Infolgedessen wird der Gewichtsanteil P der Komponente (P) den "Sollwert" 
Np?,p 
P = Npyp +lVQYQ 
besitzen. Bei Einführung der vorhin gena.nnten Teilchenhäufigkeiten (p: q) 
und des mittleren Elementargewichts y der Mischung durch 
N +N 
'J- PYP QYQ=pvp+qYQ 
I - X . 
(3.5) 
erhält man schließlich 
P = yr p und 
)' 
Q = YQ q. 
Y 
(3.6) 
Durch diese Gleichungen werden die Gewi?hts~nte.i.le oder die "Cewichts-
hüufigkeiten" (P; Q) mit den "TeilchenhäufIgkelten (p: q) verknüpft. 
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Will man umgekehrt eine Mischung mit den Gewichtsanteilen (P; Q) her-
stellen, so hat man die Teilchenhäufigkeiten 
PI?'p Q!YQ 
und q-
P = Plyp+ Q/YQ - PIYP + q·'YQ 








4. Probrn S (11) mit 11 Teilchrn. Die Schwankung ihfrf Zusammensetzung 
Die durch (3. 6) gegebenen Ausdrücke P und Q sind die bei sehr großen \'er-
suchszahlen N zu erwartenden Mittelwerte oder "Erwartungswerte" für die 
Gewichtsanteile der Gesamtmischung. 
Entnimmt man jedoch der so entstandenen Mischung nur eine ~tich­
probe S (n), die aus n Teilchen besteht, wobei n erheblich kleiner als N sei.n 
soll, so werden in dieser Probe weder die Teilchenzahlen n x und n" noch dIe 
Mittelwerte Yx und yy der Elementargewichte mit ihren jeweiligen Enmr-
tungswerten np und nq bzw. yP und ),Q aus der Grundgesamtheit überei~­
stimmen, sondern innerhalb gewisser Orenzen davon abweichen. Berechnen wir 
also die Ge"ichtsanteile der Probe durch 
X = __ nryx__ und Y = nyyv (4.1) 
nxYx + nVYJI nxYx + nyyy' 
so werden X und Y Zufallsschwankungen unterliegen, die wesentlich von der 
Teilchenzahl n der Probe und von den Ausgangsyerteilungen F p (yp) und 
FQ (YQ) der Elementargewichte YP und YQ abhängen. Diese Schwankungen 
sollen im folgenden berechnet werden. 
Die dabei zu lösende Aufgabe der mathematischen Statistik lautet folgen-
dermaßen: Bekannt ist bei festem n die Verteilungsfunktion für die Teilchen-
zahlen (nx ; n ll ), nämlich die Binomialverteilung. Mit den Ausgangsverteilungen 
Fr (yp) bzw. F Q (YQ) ist a·uch die Verteilung der Mittelwerte Yx bzw. Yu für 
Teilproben gegeben, die aus n x bzw. n y Teilchen (P) bzw. (Q) bestehen. Gesucht 
werden die Verteilungsfunktionen für die Gewichtsa.nteile X und Y der 
Uleichung (4. I). 
Diese :\ufgabc in voller Allgemeinheit zu lösen ist zwar nicht unmöolich -
die mathematische Statistik st'ellt alle erforderlichen Hilfsmittel bereit "- aber 
die Lösung wiire so unhandlich und undurchsichtig, daß sie wohl praktiseh 
kaum verwendbar wäre. Für die uns praktisch interessierenden Fragen 
bnwchen wir die eben skizzenhaft angedeutete strenge Rechnung aber gar 
nicht durchzuführen, wenn wir uns damit begnügen, die Verteilung "kleiner 
Schwankungen" LI X und LI Y zu untersuchen. 'Vir setzen also voraus, daß 
auch die Teilchenzahl n der Probe noch "genügend groß" ist und leiten unter 
dieser einschränkenden Bedingung eine "Näherung erster Ordnung·' her. 
Der eben genannten Bedingung geben wir vorliiufig die Forlll 
n x ~ np > 102 und nil ~ nq > 102 : (-1-.2) 
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dann ist wegen p + q = 1 auch noch 
ynpq> 7. (~. 3) 
Es stellt sich bei der praktischen Verwendung der Formeln hl'n.u". daß wir 
diese Bedingungen noch weit besser einhalten, so daß sie gar keine Einschrün-
kung bedeuten. 
5. Die ~äh('rung erster Ordnung 
Die 'Wahrscheinlichkeit d W (n.c : n), daß von n Teilchen .!!:enuu /1.1 die 
Eigenschaft (P) haben, ist 
d TI,' n! rr (nx in) = I I pn x qn)f . (:). I) 
n.~. n y . 
Betrachten wir an Stelle der Teilchenzahl nx die mit Hilfe der Standard-
abweichung vnpq der Binomialverteilung dimen:-;ionslos gemachtl' Yer-
änderliche 
~ = nI-np = x-p 
Vnpq VPf (5.2) 
so ist ~ für genügend große Wiederholungszahlen n (nahezu) normal verteilt 
mit dem Mittelwert m2 =0 0 und der Streuung a! = 1. Entsprechend besitzt 
auch die Veränderliche . 
Ij = n1!~nq = y"-.-q 
Vnpq Vp: (5.3) 
den Mittelwert m~ = 0 und die Streuung a~ = 1. Stets ist we,Qen 11;. + n!l =. n 
und p + q = 1 auch 
~ + 1] = O. (5. ~) 
Die Veränderlichen ~ und 'YJ sind also nicht unahhängig voncinander. 
Greifen wir nun alls der Menge aller mii,g1ichen StichprobeIl diejpni!!:en lllit 
der festen Teilchenzahl n = konst für beidc Anteile (P) und (Q) herauf'. AllS 
dieser Menge von Proben S (n) sondern wir weiter diejenigen all, dip hin-
sichtlich des ersten Bestandteils (P) die feste Teilchenzahl n r = konst he-
sitzen. Dann gewinnen wir die bedingte 'Vahrscheinlichkeit d Jl' (y.t. n J ) fiir 
das Auftreten des M'ittehvertesyx, wenn aus der Grundgesamtheit (P). niimlieh 
dem Behälter 1, gerade nx Teilchen entnommen werden folgendermnßell. Fiir 
diese Proben S (n.r I n) sind die Mittelwerte y.c (nahezu) normal verteilt mit dem 
Mittelwert yp und der Streuung a2 (yx) = a}/n x . Infolgedessen upniigt die 
dimensionslose Veränderliche 
y~ - yr (5.;')) 
u·= I 
ap/Y nx 
(nahezu) einer Xortlmlverteilung mit dem Mittelwert 1n1l =, 0 und dpr ~tre\l\lllg 
a~ = 1. Sofern 1l.c > 102 ist, spielt dabpi die Form Fr (Yr) der :\lISUHll!!:"-
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verteilunO' nur noch eine untergeordnete Rolle. Es kommt im wesentlichen 
allein auf ihre beiden statistischen Maßzahlen yr und G'P an. Das gleiche gilt 
für die Veränderliche 
(5.6) 
mit mv = 0 und G~ = l. 
In den letzten beiden Gleichungen wollen wir uns nun eine weitere Ver. 
einfachung erlauben. Strenggenommen sind die Streuungen für die ~Iittel­
werte Yx bzw. yy von den Teilchenzahlen n x bzw. n y abhängig. Da ,viI' aber 
nur geringe Abweichungen LI nx bzw. LI ny von den Sollwerten np hzw. nq 
zulassen wollen, die ein paar Prozent nicht überschreiten, so dürfen wir die 
strenggenommenen mit n x bzw. n y veränderlichen Streuungen durch die festen 
"mittleren "\Yerte" ersetzen, also 
q" i') 
Gi> Gi> GQ GQ 
- ~ - und R:::::. 
nx np ny nq 
(5.7) 
Damit werden die Streuungen des zweiten Schrittes bei der Herstellung 
unserer Zufallsmischung unabhängig vom Ergebnis (n x ; n y) des ersten, dem 
Zufallsprozeß, und unabhängig voneinander. Wir vernachlässigen also die 
geringe, zwischen den Ergebnissen des ersten und zweiten Schritte,; und 
ebenso die zwischen den Streuungen des zweiten Schrittes allein bestehende 
Korrelation. Der damit verbundene Fehler fällt gegenüber den Unsicherheiten 
gar nicht ins Gewicht, mit denen die Grundwerte Gj, und GQ behaftet sind, 
wenn man sie etwa durch Auswertung einer Sieb- oder Sedimentanalyse 
bestimmt. 
Gestalten wir schließlich X I Paus (4-. I) mit Hilfe der im vorausgehenden 
erkHirten dimensionslosen Veränderlichen (~; 'Yj) und (u; v) um, so kommt 
zunüchst ohne jede Vernachlässigung 
X 
P 
y r I + q Y ~; q] r 1 + yq ;; V~Up qj 
pyp r 1 + q yn~pqH 1+ jq~; vI:p~] -;.~ .. (5.8) 
Durch die Punkte ... im Nenner wird ein zweiter Summand angedeutet, 
der aus dem ersten hervorgeht, wenn man P, p, ~, u durch Q, q, 'Yj, versetzt. 
1\US der letzten Gleichung findet man (bis auf Größen erster Ordnung richtig) 
für die dimensionslose Kennzahl E der Schwankung 
X-P 
P 
I q YQ l . G P GQ 1 
._.- - -- q ~ - pr, + v' q u - y p v. 
ynpq y )'P YQ 
(5.9) 
Die normierten Veränderlichen ~: 'Yj; u und v mit dem Mittelwert 0 und der 
Streuung 1 sind mit rund 95 % Wahrscheinlichkeit alle dem Betrage nach 
kleiner als 2. :\clan übersieht in (5. 8) also leicht, für welche Teilchenzahlen n 
die ::\'iiherung erster Ordnung unzulässig wird. Es müssen die in den Klam-
mern [l nehen 1 stehcnden Ausdrücke alle klein gegen 1 bleiben, so daß man 
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ihre Quadrate und Produkte vernachlässigen kann. Das läßt sich durch 
genügend große Teilchenzahlen n der Probe stets erreichen. 
'Yegen (3.4) wird die Klammer [] der letzten Gleichung (5.9) zu 
( a
p ) ( a' []= ~+ Vq u- j/p Q)v. 
}'p )JQ (5,10) 
~a die, normierte~ Verän.derlichen.~. u und v unabhünpjg Y()Jleinnnder je 
elIl~r ).;ormalverteilung mIt delll J\htteh\'elt 0 und der ~treuung 1 genügen, 
so 1st der Klamlllerausdruck als lineare Funktion \on ~, 11 und v cbenfalb 
normal verteilt mit der Streuung 
2 (ap )2 (ao) 2 a[ 1 = 1 + q YP + P YQ . (5.11) 
Die Streuung der z- Werte wird damit schließlich 
af = Str [X -; P) = ~ ! (~Qrll+q(~;r +]iG~n. (5.12) 
Für H = (Y -- Q)/Q findet Illan auf gleiche ,reise 
aJ~ = Str r Y ~ Q I = ~ ~ (Y; r f1 + q (~; r + P (:~ n . (5.13) 
Beidc Streuungen hiingen von den Teilchenhäufigkeiten (p, q) in der Mischung 
und den statistischen Kennzahlen (ap!yp) und (aQ/YQ) für die Ausgangs-
verteilungen F p (yp) und F Q (YQ) der Elementargewichte yp und YQ ab. Mit 
wachsender Anzahl n der Teilchen in der Stichprobe gehen die Streuungen 
wie Ijn gegen O. 
Sind insbesondere beide Standardabweichungen ap und aQ ,.klcin" im 
Vergleich zu den zugeordneten Mittelwerten YP und YQ, so vereinflwht sich 
die []-Klammer in (5. 12) und (5. 13) zu 1. SOll1llge etwa 
ap 1 
< YP 4 
und aQ 1 < YQ 4 
(5.1+) 
bleibt, übersteigt der :Fehler bei der Berechnung der Standardabweichungen aö: 
und all kaum 3 o~, wenn man von der in der Einführung angedeuteten Ver-
einfachung (fp ~ 0 und aQ ~ 0 Gebrauch macht und die Mischungskol11po-
nenten (P) und (Q) ohne Rücksicht auf die Streuung der Teilchcngewichte )' 
einfach durch die Mittelwerteyp und)'Q kennzeichnet. Dieser Fehler überträgt 
sich zwar auf die (im folgenden näher erläuterten) Konfidenzbereiche, ist aber 
für die praktische Verwendung der Ergebnisse völlig belangloK. Die früher 
hergeleitete vereinfachte Theorie gilt demnach in einem beachtenswert weitl'lI 
Bereich. Sind nämlich die Teilehengewichte y jeder einzelnen KOlJlflOllCnte 
nahezu normal um den zugehörigen Mittelwert )' verteilt, so wird du.s zu-
lässige Verhältnis y ,Iy 'des kleinsten zum grüßten Teilchen!!c\\'ieht" \'()ll IlJlll / Inax -< "-
der Größenordnung (y - 3 a)!(y + 3 a) ;::::; 1: 7. 
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6. Der statistische Test 
Da nach (3.7) die Teilchenhäufigkeiten (p: q) durch die Gewichtshäufig-
keiten (P; Q) und die mittleren Elementargewichte YP und YQ bestimmt sind, 
so kann die "Prüfung einer Mischung auf Gleichllliißigkeit·· gmndsätzlich 
folgendermaßen vor sich gehen: .Man berechnet aus den bei der Herstellung 
der Mischung eingehaltenen relativen Gewichtsanteilen (P: Q) und den be-
kannten statistischen Maßzahlen (yP; ap) und (YQ; ao) der Verteilungen aus 
(5.12) und (5. 13) die Standardabweichungen as und G[{ für (X - P)IP und 
(Y - Q)/Q. 
Legt man für Annahme oder Ablehnung der zu testenden statistischen 




"fi1 für 5(g,) Tei1chenzahl n der Probe 
Abb.4. Der Zufallsbereich für die relative Schwankung S = ,X - PIIP der "Gewi('htshii\lfi~keit" X hei 
gegebener Irrtumswahrscheinlichkeit J 
zugrunde, so sind damit die Bereiche für Sund H nach Abb. '* festgelegt. 
Für die bei technischen Fragestellungen oft ausreichende Irrtumswahrschein-
lichl,cit J = 0,05 ist der Bereich angenähert durch 2 G gegeben. Allgemein muß 
IX-PI 
P /' e(J)az und IY-QI . Q < e(J)aH (6.1) 
sein, wobei sich der Faktor e (J) mit Hilfe geeigneter Zahlentafeln für die 
NO["/llulvertcilung 11 llS der Gleichung 
/' 
~ dt= 1- J = W (6.2) 
bestimmt. Liegt der Stichprobenpunkt S für die Teilchenzahl )LI ~ .• 1/1 bei SI' 
so lautet das Urteil "gut", liegt S bei SI, so lautet das Urteil "schlecht ge-
mischt". 
Für praktische Zwecke wird man natürlich in beiden Achsenrichtungen 
logarithmische Maßstäbe nach Ahb.5 verwenden. Außerdem wird man die 
Gebiete. für "~m~ahme und Ablehnung der statistischen Hypothese nicht so 
unvermittelt memander übergehen lassen . .vlan trennt sie zweckmäßig durch 
einen Streifen, in dem keine Rntscheidllnggefällt, sondern eine weitere Probe 
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entnommen wird. Die Grenzlinien für diesen Streifen kann man etwa für die 
lrrtumslnl~lrscheinlichkeiten J 1 = 0,05 und .Tz = 0,001 durch Cl 1,!){} 
und (}2 = 3,:29 festlegen. 
Zur ~rüf\lng entnimmt man der .\lischung an verschiedenen Stellcu 
Pr?hen '''I (nd, 8 2 (nz), ... , 8" (n,,), ... und bestilllmt für jedc Probe die 
Tc~lchenzahl n" und die GewichtsHllteilc X" und Y" bzw. die relativen Ah-
~\elChungen lXv - Pli P und! Yl' - QljQ. Liegen alle Stichprobenpunl,((' 
mnerhalb der Zufallsbereiche 
i 
i 1ÖJ+O~-4~-h~--+-~~4-~4-~-+--~~ 
10 2 10 3 10' 105 10 6 
Teilchenzahl n = JL 
7 
Abb.5. Wie AiJb. -1. Die ganze ::-ttichpl'o})rne}Il'IH' '\-virll in drei Hrrl'iche au(ut:trilt. in dCllen die zu tt'strIldt' 
stati~tischc Hypot.hese "E'S ist gut gemischt" clltweüpr <lngcnUllllliell, nicht l'utschir!l{'1l odpr verworfpIl wird. 
(Für die Zeichnung wurde der au; (5.12) hervorgehende Faktor [ J = Yq/P(1' all') V I +q(opFip )' C P (o:rio )' 
gleich 1 gesetzt) 
so wird die Hypothese "es ist gut gemischt" angellCmlJllPll, andol'llfnlls wird 
entweder keine Entscheidung gefüllt, oder sie wird "cn\"Orfen. 
Das eben beschriebene Yerfahren ist. nun im Hinbliek auf praktische \'er-
wendbarkeit nicht empfehlenswert, da die Auszählung der Teilchen z\\'ar ilJ 
manchen Sonderfällen möglich, i11l allgemeinen aber zu lllühc\'oll ist. 
7. Praktische Forlll des Prüfvedahrens 
'Vir umgehen die Schwierigkeit des Auszählens auf folgende Weise. Es sei 
9 das Gcwicht der Probe. Der Sollwert ist bei n Teilchen 
9 =ny. (7.1) 
Wir berechnen nun die Streuung aJ der Stichprobengewicbtc 9 bei f('"tpr 
Teilchenzahl n = konst. Da die Rechnung ganz ähnlich wie illl o·\bschllitt.) 
verläuft wollen wir sie nicht in aller Ausführlichkeit \\'iederhnlell, "OIHkl'll 
nur das 'Ergebnis nennen. Man findet in erster Niiherung, daß die (;ewich((' U 
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normal um den Erwartungswert (J = n (' lllii der Standardal)\\ei('hun~ ay 
verteilt sind, wobei aZ durch 
15/ = n [pq (yr - YQ)' + pap [- qaQJ (i.2) 
gegeben ist. 
Bemerkenswert ist wieder der Sonderfall ap ~ 0 und aQ ~ O. Bei gleichen 
}Iittelwel'ten yr = YQ verschwindet die Ge'.vichtsstreuung \',oIls~ändig, was 
auch anschaulich unmittelbar einleuchtend 1st. Denn unnhhangll! yon dem 
Ergebnis (P) oder (Q) unseres ZufaIIsvorga,ngs werden für yp = Y1' = YQ = YQ 
bei jedem Einzelschritt Teilchen gleichen Gewichts in die }lischung eingebaut, 




obere Grenze g; , 
fczul.Bereich 
g2 I für g(n2) 
! ~II"'~· ig2 untere Grenze 
bC-/_/_/~/_/_' J1-1 r"_Z_ufollbereiches 
n', i'i, n; n2 Teilchenzohl n 
~ der Probe 
Sollwert 
Bereich für die 
Teilchenzahl n(g,) 
Ahh. 6. lkr ZllfallRlwrPich für dit' ~el1wankUIig des Gewichts u (·ill(\I' Probe , ..... ' (/1) fH18 /1 Tt·ildWll. EhlPr 
Pr()I){~:i (,1/) VOIll llf'knlllltril Gt~\\'icht U t'lltsprkht I'hlt' TdlchC'llzald n lllit 11' ~ I1 ...::::;}(" 
Mit Hilfe von (i. 2) können wir bei vorgeschriebener Irrtums\Yahrschein-
liehkeit J über der Tei1chenzahl n zu der Geraden g = ny der Erwartungs-
\\'(~r(e noch die den Zilfallsbereich begrenzenden Linien 
(J'~ (/ ± e(J) Gv = ny ± V;' (! (J) . konst (i.3) 
einzeichnen, wie es in Abb. 6 geschehen ist. Das Gewicht g einer Stichproue 
mllß bpi "gutcr Mischung" für gegebene Teilchcnzahl n mit der zugrunde 
gclegtl'n\\'ahrscheinlichkeit W = 1 - J jedenfalls in dem nb,g('grenztcn 
hllfallsstl'eifcn liep:en. Haben wir umgekehrt eine Probe S (g) entnommen 
lind bestimmen ihr Gewicht g, so liegt bei "guter Mischung" ihre Teilchenzahl n 
zwischen den Grenzwerten n' und n", wobei n' der oberen und n" d('!' unteren 
Konfidenzgrenzlinic entspricht. Die Probe enthält also mindest('ns n und 
höchstcns n" Teilchen. ~Wir ordnen ihr die "mittlere" Teilchenzahl Il zu. 
DalJlit haben wir das mühe\'olle Allszühlen der Teilchen umg,wgen. Yon jetzt 
ab buH das Yerfahren gen au so weiter, wie es \'orhin beschrjehe~ II'urde. i\la,n 
bc,-;timmt die (;ewichte (/x und gy der Komponenten in der Prohe, berechnet 
daraus X ~~ rJx/g und Y = gll/(J bz\\'. IX - PIIP und I Y - Ql;Q und prüft, 
()II die Abweichungcn der "Annahlllebedingung" genügen. 
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Mit einem Einwand müssen wir uns noch kurz auseinandel'sctzt'lJ. /)1\ß Ilir 
der Probe S (g) vom Gewicht g einfach die Teilchenzahl n = 11 zuordnen, i~t 
strenggenommen unzulässig. Die Frage ist, ob dieser Fehler zu f<llsrlH'n Ent-
scheidungen führen kann. Betrachten wir dazu .~bb. 7, die einen AlIsC'clInit t 
aus .-\bb.4 darstellt. Die wahre, nicht bekannte Teilchenzahl d!'r .ProiJe ~!'i 
n**; der Stichprobenpunkt für die beobachtete Sehlmnkung 3 ~ I X--PI/p 3 1 
liegt "in der Höhe" EI' vYürden wir der Probe 8 (gI) nach .~bl). (i eine Teil-
chenzahl n zuordnen, welche in Abb. 7 im Bereich 11'1 < n < 1/* liegt, so 
fällt der Meßpunkt EI auf die Glltseiie und die .Entschcidung lautet .,gut ge-




.. .-\hb. 7. Zur .Ft'hlrrbf-'trH('ht11l1~! des .\h~('Il.llitts :-; 
nicht. Wir kämen in der Tat damit zu zwei sich widersprechendeIl l·rteilpn. 
Der geschilderte Fall kann aber in dieser kmssen Form pmktiseh nidIt ('in-
treten. Das übersieht man Julgendermn.ßen. Da sich der Konfidt'nz"t l'l,jfPll in 
Abb.6 mit wachsendem n yerhiiltnisgleich ZlI l/n wrbreitcrt, so \\"('i"j Iliall 
leicht nach daß die mö,,]jchen l-ntersclIjpde Ll n' bz\\'. 11 n" zlli"clIen d('1l 
äußersten Teilchenzahlen "n' bz\\'. n" lind der mittleren "\Ilzahl 11 in ers!pr 
Käherung ebenfalls mit in anwachsen. Es ist also (abge:,;ehcn yon !\onstan(pll, 
auf die es in diesem Zusammenhang nicht ankollllllt) 
Der Zufallsbereich für 3 der Abb. 7 yerengt sich Lei wachsender Tc'ilehPll-
zahl mit 1/ V~. ZU einer Änderung L1 n ,......, in gehört also eine Anderung Ll 3, 
die wegen 
1 1 LlE,......, 3 Lln,......, 
n '2 n 
verhältnisgleich zu 1jn und damit vernachlässigbar ~lcin i"t. In \n~k~i('hkpit 
ist also die Änderung in der Breite des ZufaIlsbererchs der Abh. , 1I1 delll 
schmalen, pntktisch allein in Betracht kommcnden Bereich n' ~ 11 - eIn 
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< n < 11 + C Vn = n" ";0 gering, daß die Einbuße an Tesbchiirfe bz\\'. an 
Erkenntnis, die mit der "unbestimmten" nur geschätzten Tcilchenzahl not-
\\'endig verbunden ist, gar nicht ins Gewicht fällt. 
9. Die Ermittlung der Vertcilullgsfunktion F (y) aus Yer;;lleIH'lI 
Um den (;ütegrad einer Mischung beurteilen zu können, muß man nach 
den vorstehenden Ergebnissen den Verlauf der kennzeichnenden Yerteilungs-
kurven Fp(yp) und FQ(YQ) für die Teilchengewichte yp und YQ odcr wenigstens 
die 'Mittelwerte ),p, YQ und die Streuungen ap, aQ dieser Verteilungcn kenne? 
Einc Bestimmung dieser statistischen Maßzahlen ist bei körnigen (nicht zu fem 
zerkleinerten) Stoffen unmittelbar durch Auszählen einer genügend großen 
Teilchenzahl N möglich, die man nach dem Gewicht y ordnet. Liegt die 
-\ 
Amin A7 Korngröfle A Amax 
--,--- ._-------
Tm". TI Teilchengew.;r Tmax 
AbI.. H. Z\I]' Bp,t.illIlUllll~ UPS Illittleren Tcilchcngc",ichts y (beziigl. der Teilchenzahl) und der \'erteiJun~s­
flillktion F (y) ;tU, einer Sichallalysc r (.<). [~Ian hat sich auf der waagerechten Achse entweder bei }, eine 
glddulliilJil.!{' 'l't'iltmg UIlU hei y eine Vunktiollsteilullg, oder umgrkehrt hpi y eine gleichmäßige und lJei J. eine 
FlInktionstcilunJ.( yorztlst"llcn] 
SlIlIllllcnlinie F(y) für die Verteilung der Gewichte y gezcichnet vor, so be-
rechnet llIan das mittlere Teilchengewicht y und die Streuung a2 für jede Kom-
ponente zweckmäßig durch die (Stieltjes-) Integrale (2.1) und (2.2). 
~bll YCl'llleidet so das zur Ableitung dcr Häufigkeitskurve !(y) = dFjdy 
notwendige numerische oder zeichnerische Differenzieren. 
Ist die unmittelbare Auszählung der Teilchen nicht mö()'lieh so IlIIlß man 
auf die Ergebnisse einer Sieb- oder Sedimentationsanal~se ~uriickgreifen. 
Diese Verfahren geben normalerweise zunächst die Summenlinien r().) für 
die relativen Gewichtsanteile r = GjG* über der "Korngröße" ;.. Die für 
unscre Erörterungen notwendige Summenlinie F (y) der rclativen Teilchenzahl 
ii her dem Teilchengewicht y findet man daraus auf folgende Weise. Bezeichnet b 
das spezifische Gewicht und f1 einen gegebenenfalls von Je abhängigen "Form-
faktor", so i8t das Teilchengewicht Y = b,ll().)Je3. Die Summenlinie r(Je) läßt 
sich damit leicht auf die Form r(y) Ilmrechnen oder umzeichnen, Abb.8. Im 
Bereich d)' liegen dN Teilchen vom Einzelgewicht y mit dem Gesamtgewicht 
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dG = ydJl.' = G*d r. Ist die Gesamtzahl der Teilchen N* und ihr Gesamt-
gewicht G* = N*y, so wird dF(y) = dN/N* = (y/y)d r oder 
i' l' 




Y r!oy(r)dr. (9.2) 
Das mittlere Teilchengewicht y bezüglich der Teilchenzahl (d. h. das 
arithmetische Mittel y = G* / Jl.r*) ist demnach gleich dem harmonischen Mittel-
wert des Teilchengewichts y bezüglich der Gewichtsprozente r = G/G*. 
Für die Streuung a2 findet man aus (2.2) und (9.1) leicht 
oder mit (9.2) 
1'=1 
a2 =y J y(!')dr- y2. (9.3) 
1'=11 
10. Mischung aus drei Stoffen 
Es macht keine Mühe, die Untersuchungen der yorausgehenden Ab-
schnitte auf den Fall auszudehnen, daß die Mischung aus drei oder mehr 
Komponenten (P), (Q), (R), ... besteht. Für eine Dreistoffmischung wollen 
wir die Ergebnisse noch ausführlich angeben. Die Gewichtsanteile seien P, Q, R 
und diE' Teilehenhäufigkeiten p, q, r mit 
P + Q + R = 1 und p + q + r = 1. 
Das mittlere Teilchengewicht wird jetzt entsprechend zu (3. 5) 
Y = pyp + qYQ + rYR· 
(10. I) 
(10.2) 
Die Berechnung der Schwankungsbereiche bei fester Teilchenzahl n der 
Stichproben S(n) führt mit den im Abschnitt 5 eingeführten Vernachlüssi-
gunaen in erster Näherung zu den nachstehend genannten Formeln. Man Imt dab~i nur zu berücksichtigen, daß die zur Streuung 1 normierten Unterschied!:' 
der "Teilehenzahlen" der Probe, nämlich die Ausdrücke 
~ = ~x ~ np = _ x -: p. , "l = "', ~ = .. " (10.3) 
ynp(l- p) VJlQ~ß) 
welche den früher mit (5.2) und (5.3) eingeführten Veränderlichen ent· 
sprechen, nicht unabhängig voneinander sind. \Vegen 
yp (1 ~ p) ~ + yq(l-= q) y} + -V~(l- r) ~ = 0 
12 Wissenschaft!. A hhand!. V, 1 !);,3 
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sind sie durch die Streumatrix 
r 1_ 
1/ pq 
V (1 - p) (1 - q) 
1/ pr ) 
V (l-p)(l-r) 
1 1/ qr - I (1 - q) (l - r) 
1 J 
(10.4) 1 
-V (1- q~rl=p) n 
--- -1/ rq 
V (1 - r) (1 - q) 
korrelativ miteinander verknüpf tl ). 
Um z. B. die Schwankung der Probengewichte fJ zu berechnen, st:hreiben 
wir ähnlich wie in (5.9) Ll g = g - f} in erster Näherung als lineare Funktion 
der durch (10. 3), (5.5), (5.6) und (10.5) erklärten Veränderlichen ~, 'I, ~ und 
u, v, w. Dabei ist 
Man findet leicht 
Ll f} = V n [ V p (l - p) Y p ~ + V q (1 - q) YQ 11 + V r (1 - r) i' II ~ 
+ Vpapu + VqaQ v + VraR w]. 
(10.5) 
Daraus folgt mit Rücksicht auf die korrelative Verkniipfung der ~, Yj, ; die 
Streuung der Probengewichte f} zu 
Die Streuung der Gewichtsanteile f}x, f}y, f}z wird 
(10.7) 
11. Die Streumatrix <5 
Bei der :P'estlegung der ZufaJlsbereiche, etwa für die Abweichungen Ll X, 
Ll Y, LlZ der Gewichtsnnteile X, Y, Z von den Sollwerten P, Q, R brauchen wir 




l VI - p Il 1 ap j P}' p 1 +- ~ 1 + , / u np Vnp?'P 
-- - (11. 1) 
l VI - P j f 1 ap j PYP 1 + . -~ 1 + - u -;- ... -;- ... np VnpYP 
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fole,rt in erster Näherung für genügend große Teilchenzahlen n der Probe 
1 
L1 X = ,j 1(1 - P) [yp (l - p)yp~ -j- ypap u] 
Vny 
-P [yq(l-q)YQ1/+haQ v] 
Entsprechend gilt für L1 Y 
1 
L1 Y = yn.y \(1- Q) [yq (1- q)YQ rJ + yqaQ v] 
- Q [yr (1 - r)YR C + yr aR w] 
- Q [yp(l- p)yP ~ + ypap uJ). 
(ll.2) 
(11. 3) 
Da nun alle hier eingehenden Veränderlichen ~, rJ, C und u, t', U' normal ver-
teilt sind, gilt das gleiche auch für L1 X und L1 Y. Bei der Berechnung der Kom-
ponenten ai/c der zugeordneten Streumatrix \5 haben wir die nach (10.4) 
zwischen ~, rJ, C bestehende Korrelation zu berücksichtigen. Dann finden wir 
nach längerer Rechnung schließlich 
1 
Str {L1 X} = aLl X LlX = an 
n 
p2 {(qVQ + r YR)2 2 2 2 2 ') .) I 




aLl X JY = n al2 
-Q 2 2 2 2 2 fp(yP + ap) + q (YQ + aQ) + r(YJI + aR)) 
PQ, 2 2 
=) (ap ) (aQ ) j' . n y2 l - y y p 1 + )' J, - ?' )'Q 1 + Y 2 (11.,)) 
Die übrigen Komponenten gehen daraus durch zyklische Vertauschung hervor. 
Für die weitere Rechnung führen wir abkürzend die Ausdrücke 
A = y; [1 + (~:) l 
B = ~ [1 + (~:)l (11.6) 
C = ~ [1 + (~:rl 
und 
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ein. Dann läßt sich die Streu matrix 
(11.8) 
In der Gestalt 
f P2l T-(A+A)+ ~1 PQ [T-(A+B)] PR [T-(A+C)] 
~ = ~ QP[T-(B+A)] Q2[ T-(B+B)+ gj QR [T-(B+C)] (11.9) 
RP[T-(C+A)] RQ[T-(C+B)] R2l T-(Cl-C)+ ~1 J 
schreiben. Wir halten fest, daß sämtliche Streuungskomponenten O"JX LlX.·· 
verhältnisgleich zu Ijn sind, und daß alle Komponenten (Ju, von n unab-
hängig werden. Für die weitere Rechnung setzen wir vorübergehend einfach 
n=l. 
Wir bezeichnen die Determinante der Streumatrix (abgesehen V()ll dom 
Faktor Iln) mit S, 
P(T-2A)+A 
S = PQ R Q (T - B - A) 
R(T-C-A) 
P(T-A - B) 
Q(T-2B) + B 
R(T-C- B) 
P(T-A-C) 
Q(T-B-C) . (11.10) 
R(T-2C)+C 
Da die streuenden Veränderlichen LI X, LI Y, LI Z wegen X --r- Y + Z = 1 der 
Beziehung LI X + LI Y + LI Z = 0 genügen, also stets einer Ebene angehören, 
so muß die Determinante S verschwinden. Daß S = 0 ist, übersieht man 
sofort, wenn man zu den Elementen der ersten Zeile die der zweiten und dritten 
Zeile addiert. Dann lauten in der umgeformten Determinante alle Elemente 
der ersten Zeile wegen P + Q + R = 1 übereinstimmend 
T - (PA + Q B + RC). 
Nach (11. 7) verschwindet dieser Ausdruck, so daß damit in der Tat auch 
S = 0 ist. 
12. Der Zufallsbereich E (n; 6; J) 
Zur Festlegung der Zufallsbereiche haben wir die der Streumatrix zu-
geordneten Hauptstreuungen 0"0' 0"1 und 0"2 zu bestimmen. Diese Haupt-
streuungen stehen aufeinander senkrecht und sind voneinander unabhängig. 
'Yir finden sie durch Lösung der in Ä kubischen Hauptachsengleichung 
0"11 - Ä (J12 0"13 
0"21 0"22 - Je 0"23 =0. (12.1) 
(J3l 0"32 0"33 - Je 
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Da die Determinante S der Streumatrix verschwindet, so ist A = Ao = 0 eine 
Lösung. Die a.ndern zwei AI, ~ genügen der in A quadratischen Gleichung 
~2_')Aral1+a22+a331 +[" + \' + \' ] -0 (12.2) 
. - l 2 1 ~ 11 - 22 - 330 - , 
wobei };ii die den Elementen aii in der Determinante S zugeordneten Ad-
junkten darstellen. Für die Faktoren [h und [Jo findet man nach lüngcrer 
Rechnung die Ausdrücke 
y2[ Jl = P (y~ + a~) (r/1 - P) 
mit 
+ q(Y6 + ag) (r/1 - Q) + r(y~ + a~) (r/1 - R) 
r/1 = 1 - (PQ + Q R + RP) 
(12.3) 
und 
rlo=:~PQRYP~~)'Il{P(l+ ;~)(1+ ;;)+q()()+r()()}. (12.4) 
Durch Umrechnung der Streumatrix (11. 9) auf die Hauptstreuungen 





an. Die ihr dann zugeordnete Haupt-
achsengleichung lautet 




die H a.u ptstreuungen dnrstellen. 
Den Werten 0'1 und 0'2 wollen wir 
nach Abb. 9 in der Stichprobenebene 
X+Y+Z=l 
oder LlX +Ll Y +LlZ = 0 (12.8) 




X+Y+Z = 1 
/\~ 
:/ {2 /fY0.~ )\ \ 
. \,/j -) 
,~f.1!P,Q,R) / 
/ \ . 
/ //Q7""0I 
I""" 
Ahh. H, Dip ~tichpr()h('lIl'lWIH' X r· Z 1 Init 
delll f'lli}Jtis.f'hPJI Z,nfalblwrd('h }J' (11. 6 .. ,) Hili dt'll 
~littl'lpllJlkt .11 (I', Q. RJ 
Die Richtungswerte (ot1; ß1; 1'1) und (ot2; ß2; y~) dieser Vektoren lassen 
sich bei bekannten Werten AI,~ mit den Hilfsmitteln der analytisch rn 
Geometrie 1) leicht bestimmen. \\'aS hier nicht näher ausgeführt werden 
soll. Für das :Folgende setzen wir Cl und C2 ebenfalls als heka.nnt voraus. 
1) Man vgl. z. B. Salmon-Fiedler (neu herausgpgeben von K. Kommereli), 
Analytische Geometrie des RalllDPs T. Leipzig und Berlin ]922, S. ]33. 
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Geben wir weiter die Trrtumswahrscheinlichkeit J vor, so läßt sich auti 
1 (j1 
J = 1 ~ lV = e 2- (12. !l) 
der Parameter (J zu 
(J (J) = 1/ - 21n J (12.10) 
bestimmen. Der Zufalls bereich in der Stichprobenebene für die Gmdchts-
anteile (X, Y, Z) wird schließlich eine Ellipse E. Diese hat den l\1ittelpunkt 
M (P, Q, R) und die naeh den Einheitsvektoren el und ez orientierten Halb-
achsen 
und (l~.ll) 
1m Innern dieser Ellipse E liegen bei der zugrunde gelegten j rrtul11,;wahr-
scheinlichkeit J bei "guter Durchmischung" der Stoffe Ir· 102(~;)) aller 
Stichprobenpunkte (X, Y, Z). 
Der so festgelegte elliptische Zufallsbel'eich wird dmch eine Linie kon-
stanter 'Vahrscheinlichkeitsdichte begrenzt und ist für die benutzte I rrturns-
wahrscheinlichkeit J = konst der kleinste mögliche Bercich. Er UlIlfaBi alle 
Stichprobenpunkte (X, Y, Z), denen die größte Wahr,;cheinlichkeitsdichtc zu-
geordnet ist. Alle Punkte der Stichprobenebene außerhalb Ehesitzen kleinere 
Wahrscheinlichkeitsdichte. 
Durch die Gleichung (1~. 11) sind die Halbachsen (al' az) des Zufalls-
bereichs E durch drei Faktoren ausgedrückt. Der erste I/Vn ist nur von der 
Teilchenzahl n, also im wesentlichen von der Größe der Probe alJhängig. Der 
zweite Faktor hängt allein von der Streumatrix e; ab, d. h. im wesentlichen 
von den Sollwerten P, Q, R und den kennzeichnenden Parametern yp!y, ... 
und (Jp/yl' , ... der Ausgangsverteilungen F (y). Er bleibt bei zyklischer "er-
tauschung der Komponenten (P), (Q), (R) unverändert, da auch die Lö-
sungen AI. ~ der quadratischen Gleichung (12. 2) dabei fest bleiben. Der dritte 
Faktor e wird allein durch die benutzte Irrtumswahrscheinlichkeit J bestimmt. 
Zweckmäßig teilt man alle Abmessungen in der Stichprobenebene noch 
durch /2. Dann gelangt man zu der bekannten Darstellung der Gewichtsanteile 
X, Y, Z in einem Dreiecksnetz, wie es bei der Analyse von Dreistoffgemischen 
alIu:emein benutzt wird. Dann ist die Seitenlänge des Dreiecks zum "\Vert 1 








Es wird eine ::\Iü;chung aus "körnigen" Stoffen mit den Komponenten 
(P), (Q), ... betrachtet. Bei ihrer Entstehung dürfen die Elementargewichte 
YP, YQ, ... der einzelnen Teilchen von (P), (Q), ... ganz beliebigen Verteilungs-
funktionen F (y) genügen. Die Untersuchungen scheinen deshalb im Hinblick 
auf die Mikroanalyse solcher Gemische von Bedeutung zu sein, die aus staub-, 
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mehl- oder pulverartig zerkleinerten Stoffen bestehen, bei denen die \'oraus-
setZlIng einer einheitlichen Korngröße der einzelnen Komponenten au('h nicht 
angenähert zutrifft. Zur Beurteilung der ..\fiscllO'üte entnimmt llIall der ~~isdlUng Sticü.proben Sen) ans n Teilchen, deren Gewichtsanteile X. Y, ... 
sICh zulallslllaß1g yon den Sollwerten P, Q, ... in der Ges<l,mtmischllll!!: unter-
scheiden. Die Zufallsbereiche werden für den Eall yon zwei bzw. drei Emu-
ponenten in der Mischung ausführlich berechnet, und zwar unter der verein-
~achenden Yoraussetzung, daß die Teilehenzahlll der Probe "geniigend groß" 
11:;t .. ,(ieniigend groß" heißt in diesem Falle. dnß die in die Redlllullff eill-
gehenden Verteilungen der Teilchenzahlen und der .\littel\\'erte Inieht cl ~~a die 
Ausgangsverteilungen P (y) der Teilchengewichte sdbst ( !)] dlll'('h normale 
Verteilungen ersetzt werden diirfen. 
Es zeigt "ieb, daß die Zufallsbereiche abhängig sind 1. nJll der TeilehC'll-
zahl n der Probe, 2. \'on der zugrunde gelegten lrrtumswahrseheinlichkeit J 
für die statistische Entscheidung und 3. von den kennzeichnenden Pa.rametern 
der Ausglmgsn>rlpilungen P(y), nämlich von den Yariationszahlen ap ;'1', ... 
lind den Verhältnissen ;'1'/i' = pil ), ... zwischen den Gewichlshäufigkeiten 
P. (2, ... und den Teilclwnhäufigkeiten p, q, ... in der Gesamtmischung. 
nie Thco"ip gibt (>ine obere Urenze für die Güte einer Mischung, wie sie 
,.zllfallstniißig" erreichbar ist. Höhere Gleichmäßigkeit ist nur durch zusiitz-
lidwn Auf\\'aml erreichbar, etwa durch das Ordnen der Teilchen in Form eines 
sehneh brett artigen M Ilsters oder dergleichen. In solchen Fällen \\'ird Illan aber 
nicht mehl' von einer "Zufnilsmischung" sprechen. 
Die Theorie beantwortet gleichzeitig die Frage, wie groß das Gewicht der 
"kleinsten" innerhalb vorgeschriebener Grenzen noch als homogen anzu-
sehenden Stichprobe sein muß. Man hat dann nur die Fragestellung umzu-
kehren, d. h. man muß zu gegebenen zulässigen Toleranz werten ,1 P, Ll Q, Ll R 
(für die Sollwerte der Gewichtshäufigkeiten) die notwendige Teilchenzahl n 
und daraus das Gewicht (J = ny der Probe bestimmen. Die Lösung findet Jllan 
leicht, wenn man beachtet, daß sich die linearen Abmessungen aller Zufa.lls-
bereiche mit wachsender Teilchenzahl n wie 1;' V n verengen. 
Zur Prüfung der Theorie wurde eine Mischung aus zwei SLoffen hergestcllt, 
welche den in Abb.lO dargestellten Hiiufigkeitsfunktioncn !(y)v;eniigen. 
(Da es sich um zwei diskrete Verteilungen handelt, sind die l\litteh\'crte 
yP = 4,4--l--! und ('Q = 1,667 und die Standa.rdl1h\\'cich~mgcn ap . = l.H:~ und 
aQ = O,!H nur nls Reehengrößen aufzufassen.) Als (.~ewlcht~Hnt,e~Ie der ~(O~ll­
ponenten wurden P = 0,728 und Q = 0,272 gewahlt; dle 1.ellchenh.auf~u:­
keiten sind dann1 ) einfach p "'" q "'" 1,/2 , Als ZufalIs\'organg dlen~en dle I~r­
gebnisse des Roulettespiels der Spielbank in Baden-Baden2 ). Dle Gesnmt-
mischuna umfaßte N = 2 . 104 Teilchen. Aus ihr wurden zunächst 66 Proben 
zu je n ,: 300 Teilchen O'ezouen und hinsichtlich ihres Gewichtes (J und ihrer 
Zusammensetzung (X; Y) u;tersucht. Auf Grund der Theorie sollten sich die 
1) G 0 ~014 und q - 04986 wie es dpn 2· 104 Einzelergehnissf'Jl enauer war p = ,u . , , 
dPR Roulettespiels entsprach. " . I .. 
2) Die Bank stellte die (monatlich herausgegebenen) ,,:ermanenzen mIt, ( en :'\11I('1-
ergebnissen zur Verfügung, mit deren Hilfe die Zufallsmlsch1lng hergestellt \\'111'<1 ... 
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Gewichte g und die relativen Gewichtsanteile X, Y bzw. die Hilfsgräßen 
E = (X - P)/P und H = (Y - Q)/Q der Proben nach Geraden verteilen, 
wenn man sie in einem \Vahrscheinlichkeitsnetz aufzeichnet. Die Ergebnisse 
sind für die Gewichte g in Abb. 11 und für die Abweichungen LI X = X - P 
bzw. E in Abb. 12 enthalten. In beiden Fällen ist die Übereinstimmung 
zwischen Rechnung und Versuch in Anbetracht der kleinen Teilchenzahl 
o 10 
o 6 8 10 
Abb.10. Die Hällftgkeit;verteilungell für ,Ue Teilchellgewichte (p ulld (Q der ~lischllllgskul"p()lIelltell (1') 
lind (Q) für dir in Abh. J 1 bis 13 dargcstPllt!'n Vl'rsudlSl'fgebnisse 
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Abh. 11. Dic Verteilull!,! der I'robellgcwic'hte y für öl; I'ro!lcnlllit je 11 _ 300 Teilchcllnach Rechnung (R) und 
Versuch (I'). Es ist (U)R= \\17,\\ gegl'll (Y)v- \\lR,O und (ag)R ~ :34,0 gegen (Oy)V ~ :35,1 
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n = 300 in der Probe und der geringen Anzahl von nur 66 Proben dun'haus 
befriedigend. 
In einer zweiten Versuchsreihe wurden schließlich 66 Proben gleichen 
Gewichts g = 840 gezogen, um nachzuprüfen, ob ihre Teilchenzahlen n 
99,8 
~ o 98 
S ~ 90 
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X Gewichtsprozent der Komponente (P) in der 
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.-\.bb.12. Die Verteilung der (;ewic!lt~»rozentwerte X für 66 ProbeIl mit. j(' 11 -- ~1I1I Tt'ilel!('11 Badl ]{,'('l!. 
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z\vischen n' = 254 und n" = 297 liegen, wie es die Theorie fordert. ~.\llch hier 
ist die Übereinstimmung zwischen Versuch und l{echnung völlig zufrieden-
stellend, wie aus Ahb. 13 hervorgeht. "Wie die "von rechts her" gezeichnete 
Summenlinie der Teilchenzahlen zeigt, lag von den 66 Probe,,"erten nl: ... , n66 
nur einer außerhalb des geforderten Bereichs bei n = 300. 
Die gute Übereinstimmung zwischen Rechnung und Versuch, die aus diesen 
Ergebnissen hervorgeht, ist zunächst nur ein Beweis dafür, daß die Theorie 
in ~olchen :Fällen anwendbar ist, in denen die innere Struktur der }Iischung 
dem zugrunde gelegten mathematischen Modell entspricht. Die "tberein-
stimmung beweist nicht, daß das benutzte mathematische }Iodell die wesent-
lichen Züge einer Mischung auch dann noch richtig beschreibt, \,"enn die 
Mischung auf ganz andere Art zustande gekommen ist. Es ist durchaus denk-
bar, daß Mischungen, die auf ganz andere Weise, etwa durch ein }Iischgerät, 
erzeugt worden sind, eine von unserer ModelImischung abweichende innere 
Struktur besitzen. Da diese Frage nur durch Versuche entschieden werden 
kann, wäre es zweckmäßig, an die bereits im .Jahre 192R von Haule [lJ 
(damals wohl absichtlich nur behelfsmäßig) durchgeführten Versnchc anzu-
knüpfen und sie mit geeigneten Hilfsmitteln und größerem Aufwand wicder 
aufzunehmen. 
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