Abstract. A class of functions involving the divided differences of the psi function and the polygamma functions and originating from Kershaw's double inequality are proved to be completely monotonic. As applications of these results, the monotonicity and convexity of a function involving ratio of two gamma functions and originating from establishment of the best upper and lower bounds in Kershaw's double inequality are derived, two sharp double inequalities involving ratios of double factorials are recovered, the probability integral or error function is estimated, a double inequality for ratio of the volumes of the unit balls in R n−1 and R n respectively is deduced, and a symmetrical upper and lower bounds for the gamma function in terms of the psi function is generalized.
Introduction
Recall [29, Chapter XIII] and [57, Chapter IV] that a function f is said to be completely monotonic on an interval I if f has derivatives of all orders on I and
for x ∈ I and n ≥ 0. The famous Bernstein's Theorem in [57, p. 160, Theorem 12a] states that a function f is completely monotonic on [0, ∞) if and only if
where µ is a nonnegative measure on [0, ∞) such that the integral (2) converges for all x > 0. This expresses that a completely monotonic function f on [0, ∞) is a Laplace transform of the measure µ.
Recall also [5, 46, 49] that a positive function f is called logarithmically completely monotonic on an interval I if f has derivatives of all orders on I and its logarithm ln f satisfies (−1)
for all k ∈ N on I. It was proved explicitly in [10, 42, 45, 46, 53] by different approaches that any logarithmically completely monotonic function must be completely monotonic, but not conversely. It was pointed out in [10, Theorem 1.1] and [24, 50] that the logarithmically completely monotonic functions on [0, ∞) are those completely monotonic functions on [0, ∞) for which the representing measure µ in (2) is infinitely divisible in the convolution sense: For each n ∈ N there exists a positive measure ν on [0, ∞) with n-th convolution power equal to µ.
It is well-known that the classical Euler gamma function
for x > 0, its logarithmic derivative, denoted by ψ(x) =
Γ(x) , and the polygamma functions ψ (i) (x) for i ∈ N are several of the most important special functions and have much extensive applications in many branches such as statistics, probability, number theory, theory of 0-1 matrices, graph theory, combinatorics, physics, engineering, and other mathematical sciences.
The ratio
Γ(x+q) for x+p > 0 and x+q > 0 of two gamma functions, called Wallis function or ratio in the literature, has been investigated since 1948 in [56] at least. Now there exist a lot of conclusions on Wallis ratio, its variants, generalizations and applications, for example, [2, 11, 21, 23, 24, 28, 30, 31, 32, 33, 34, 35, 40, 41, 44, 47, 48] and related references therein.
In [26] , D. Kershaw proved a double inequality
for 0 < s < 1 and x ≥ 1. It is clear that the inequality (5) can be rearranged as
This suggests us to introduce a function
on x ∈ (−α, ∞) for real numbers s and t and α = min{s, t}. In [13, 22, 34, 35, 36, 39, 51, 52] , the monotonic and convex properties of z s,t (x) were established by using Laplace transform and other complicated techniques. Their basic calculation is as follows:
This further suggests us to consider the following two functions:
and
on x ∈ (−α, ∞) for real numbers s and t and α = min{s, t}. 
on (0, ∞) was verified. In [4, 8, 9] , this inequality was applied to provide some symmetrical upper and lower bounds for Γ(x) in terms of ψ(x) as follows:
where x * = 1.4616 · · · denotes the only positive zero of ψ(x), and α and β are real constants.
The first aim of this paper is to present the completely monotonic property of the functions ∆ s,t (x) and Θ s,t (x) on (−α, ∞), which implies the positivity of the function ∆ 0,0 (x) defined by (13) . Theorem 1. The functions ∆ s,t (x) for |t − s| < 1 and −∆ s,t (x) for |t − s| > 1 are completely monotonic on x ∈ (−α, ∞). So are the functions Θ s,t (x) for |t − s| < 1 and −Θ s,t (x) for |t − s| > 1 on x ∈ (−α, ∞).
The second aim of this paper is, by making use of Theorem 1, to provide an alternative proof for the monotonicity and convexity of the function z s,t (x), which is quoted as follows.
Theorem 2 ( [13, 22, 36, 39, 51, 52] ). The function z s,t (x) in (−α, ∞) is either convex and decreasing for |t − s| < 1 or concave and increasing for |t − s| > 1.
It is well-known [55] that Wallis cosine or sine formula is
where n!! denotes the double factorial. It has been estimated by many mathematicians and a lot of inequalities were established in, for example, [12, 14, 15, 16, 17, 18, 19, 20, 25, 27, 43, 54, 58] and related references therein. The third aim of this paper is, by utilizing Theorem 2, to prove two sharp double inequalities relating to Wallis cosine or sine formula (15) and to bound the probability integral or error function as follows.
In particular, taking n → ∞ in (18) leads to
The constants Let
be the volume of the unit ball on R n . The fourth aim of this paper is, by employing Theorem 2, to recover a double inequality for ratio of the volumes of the unit balls in R n−1 and R n respectively as follows.
Theorem 4 ([2, Theorem 2]).
For n ∈ N, the inequality
holds if and only if A ≤ 1 2 and B ≥ π 2 − 1. The final aim of this paper is, by using Theorem 1, to generalize the inequality (14) to a monotonic property as follows.
Theorem 5. For real numbers s and t, α = min{s, t} and c ∈ (−α, ∞), let
on x ∈ (−α, ∞) is decreasing for |s − t| < 1 and increasing for |s − t| > 1. 
where
Lemmas
In order to prove our theorems, the following lemmas are necessary. Proof. By induction, for any x ∈ I, we have
The proof of Lemma 1 is complete.
Lemma 2 ([1]
). For any positive integer n ∈ N and x > 0,
As x → ∞,
Lemma 4 ([57]).
A product of finite completely monotonic functions is also completely monotonic.
Proofs of theorems
Now we are in a position to prove our theorems.
Proof of Theorem 1. Direct computation and utilization of (28) gives
2 (x + s)(x + s + 1)(x + t)(x + t + 1) .
Since lim x→∞ Λ (i)
s,t (x) = 0 for any nonnegative integer i by (26) and (27) and the function Λ s,t (x) − Λ s,t (x + 1) 1 − (s − t) 2 is completely monotonic by Lemma 4, that is, 
is completely monotonic on (−α, ∞) by considering (32) and Lemma 4, which is equivalent to
s,t (x) = 0 for nonnegative integer k, which can be deduced by utilizing (26) and (27) , and Lemma 1, it is concluded
s,t (x) 0 if and only if |t − s| ≶ 1. Therefore, the functions Θ s,t (x) for |t − s| < 1 and −Θ s,t (x) for |t − s| > 1 are completely monotonic on (−α, ∞).
Since Θ s,t (x) = (t − s) 2 ∆ s,t (x), the function ∆ s,t (x) has the same monotonicity property as Θ s,t (x) on (−α, ∞). The proof of Theorem 1 is complete. (9) and (10) 
Proof of Theorem 2. It is clear from
for t = s. By Theorem 1, it is easy to see that Θ s,t (x) 0 and ∆ s,t (x) 0 in (−α, ∞) if and only if |t − s| ≶ 1. Then z ′′ s,t (x) 0 for |t − s| ≶ 1 follows from formula (33) . The convexity and concavity of the function z s,t (x) is proved.
The inequality (31) is equivalent to
> min e ψ(s) , e ψ(r)
for any positive numbers s > 0 and t > 0. This implies
if assuming t > s > 0 without loss of generality, where ξ ∈ (s, t). By the inequality (29), we obtain 
Hence, lim
Combining (38) with (34) and (35) leads to
0 on x ∈ (−α, ∞) for |t − s| ≶ 1, then the function z ′ s,t (x) is increasing/decreasing on x ∈ (−α, ∞) for |t − s| ≶ 1. Thus, it follows that z ′ s,t (x) ⋚ 0 and z s,t (x) is decreasing/increasing in x ∈ (−α, ∞) for |t − s| ≶ 1. The monotonicity of the function z s,t (x) is proved.
The second proof of convexity of z s,t (x). It is sufficient to show the function
on (−α, ∞) is increasing for |t − s| < 1 and decreasing for |t − s| > 1. Straightforward calculation yields
In virtue of Theorem 1, it is concluded that
The second proof of convexity of z s,t (x) is complete.
Remark 2. In [6, 7, 8, 9, 22] , the inequalities
and (13) were proved and used to construct many inequalities for bounding the gamma function Γ(x), the psi function ψ and the trigamma function ψ ′ (x) such as (14) .
In [22] , as a corollary of Theorem 2, the following inequality was deduced:
holds for 0 < |t − s| < 1 and with reversed sign if |t − s| > 1.
The second proof of convexity of z s,t (x) implies that inequalities (13), (40) and (41) are equivalent to each other.
Remark 3. It is conjectured that the function Φ s,t (x) for |t − s| > 1 and its reciprocal for |t − s| < 1 are logarithmically completely monotonic on x ∈ (−α, ∞), which modified an open problem posed in [51, 52] .
Proof of Theorem 3. Let the sequence θ 1 (n) be defined by
for n ∈ N. In order to obtain the inequality (16) , it is sufficient to show 1
for all n ∈ N. Indeed, formula (15) and Theorem 2 implies
is convex and decreasing in − Let the sequence θ 2 (n) be defined by
for n ∈ N. In order to obtain the inequality (17) , it is sufficient to show
is convex and decreasing in (−1, ∞), and then the sharp double inequality (46) can be deduced by observing that θ 2 (1) = Proof of Theorem 4. The inequality (21) can be rearranged as
for n ∈ N. Since z 1,1/2 (x) is decreasing in − 
It is clear that g s,t (c) = g 
