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Abstract
This work describes an upper body pose tracker that finds a 3D pose estimate using video
sequences obtained from a monocular camera, with applications in human-robot interaction
in mind. A novel mixture of Ornstein-Uhlenbeck processes model, trained in a reduced di-
mensional subspace and designed for analytical tractability, is introduced. This model acts
as a collection of mean-reverting random walks that pull towards more commonly observed
poses. Pose tracking using this model can be Rao-Blackwellised, allowing for computational
efficiency while still incorporating bio-mechanical properties of the upper body. The model
is used within a recursive Bayesian framework to provide reliable estimates of upper body
pose when only a subset of body joints can be detected. Model training data can be extended
through a retargeting process, and better pose coverage obtained through the use of Poisson
disk sampling in the model training stage. Results on a number of test datasets show that the
proposed approach provides pose estimation accuracy comparable with the state of the art in
real time (30 fps) and can be extended to the multiple user case.
As a motivating example, this work also introduces a pantomimic gesture recognition in-
terface. Traditional approaches to gesture recognition for robot control make use of predefined
codebooks of gestures, which are mapped directly to the robot behaviours they are intended to
elicit. These gesture codewords are typically recognised using algorithms trained on multiple
recordings of people performing the predefined gestures. Obtaining these recordings can be
expensive and time consuming, and the codebook of gestures may not be particularly intuitive.
This thesis presents arguments that pantomimic gestures, which mimic the intended robot be-
haviours directly, are potentially more intuitive, and proposes a transfer learning approach to
recognition, where human hand gestures are mapped to recordings of robot behaviour by ex-
tracting temporal and spatial features that are inherently present in both pantomimed actions
and robot behaviours. A Bayesian bias compensation scheme is introduced to compensate for
potential classification bias in features. Results from a quadrotor behaviour selection problem
show that good classification accuracy can be obtained when human hand gestures are recog-
nised using behaviour recordings, and that classification using these behaviour recordings is
more robust than using human hand recordings when users are allowed complete freedom
over their choice of input gestures.
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Introduction 1
An increased demand for service robots used by the general public has led to an emphasis on
the design of simple and intuitive user interfaces, allowing for improved human-robot inter-
action. While traditional controllers such as joysticks, game-pads and other haptic interfaces
are still abundant, the importance of speech and gesture in inter-human communication has
led to a significant amount of work on human-robot interaction using these communication
mechanisms.
Before gesture recognition systems can be realised, it is of fundamental importance that key
aspects of a gesture be extracted using an appropriate sensing mechanism. Robotic platforms
can be equipped with a vast combination of sensors that could be used to accomplish this,
including electronic tethers, light detection and ranging (LIDAR) or machine vision. Electronic
tethering is particularly effective, but requires that humans wear a tracking device, which is
far from ideal, particularly in a multi-user case. Light detection and ranging (LIDAR) provides
accurate depth measurements, but it can be difficult to disambiguate targets and extract useful
information from this data. In contrast, machine vision provides a rich source of information
at relatively high frame rates.
Although many action recognition and gesture interfaces operate directly on camera data,
a number of approaches require upper body pose estimates. 2D information typically suffices
if only static gestures are to be recognised, but 3D information is required for most temporal
gesture recognition solutions (Wu and Huang, 1999). Multiple camera motion capture systems
can provide 3D measurements with a high level of accuracy, but often require that users wear
markers that aid in detection. Stereo camera vision allows for relatively accurate 3D spatial
information to be obtained and as a result is commonly used for temporal gesture recogni-
tion. This is evidenced by the gesture recognition schemes of Triesch and Von Der Malsburg
(1998), Lee (2006) and Nickel and Stiefelhagen (2007), which all use stereo vision systems to ob-
serve gestures. 3D information can also be obtained using structured light systems such as the
Kinect or PrimeSense depth sensor. The Xbox Kinect skeleton tracker of Shotton et al. (2011) is
extremely effective, and provides useful skeleton-like measurements of the human body.
Unfortunately, many robotic platforms have payload limitations, which restrict the types
Introduction
of sensors that can be used. This is particularly true of small flying platforms, where large
payloads introduce stability issues, cause motor wear and reduce flight time. As a result, a
sensing mechanism relying only on single camera measurements would be particularly useful.
Gesture recognition problems impose hard real-time constraints, which place limits on the
computational complexity of any approaches adopted. While excellent classification results are
often obtained by applyingmore andmore complex and intricate machine learning techniques,
many of these are infeasible under time constraints. Algorithms of this type are particularly
ubiquitous in computer vision, where the focus is often on improving accuracy at all cost.
This is particularly true in human pose estimation work, where processing times are typically
measured in seconds per frame and algorithms often targeted at post processing applications.
Table 1.1 highlights this by providing reported processing times for a selection of human pose
estimation algorithms operating on single camera colour images. Assuming a typical use case,
where images are streamed at roughly 30 frames per second (fps) using an inexpensive web-
cam, the fastest algorithms listed would only be able to process every third frame.
This thesis introduces a fast upper body pose estimation algorithm that operates on monoc-
ular RGB image sequences, which is suitable for use in a human-robot interaction scenario.
This is accomplished through the introduction of a mixture of Ornstein-Uhlenbeck process
model (mean-reverting randomwalks) of humanmotion, wheremixtures pull towards various
commonly observed human poses. This process model is easily and quickly trained (3-5 min-
utes) using recordings of human motion, with expectation maximisation used to learn modes
from static poses, and maximum likelihood used to determine transition parameters from se-
quential pose data. Training the model using recordings of humanmotion allows for both pose
constraints and information regarding more frequently observed poses to be included.
The motion model is designed with analytical tractability in mind and pose tracking us-
ing it can be Rao-Blackwellised, allowing for computational efficiency while still incorporating
bio-mechanical properties of the upper body. The model shows a remarkable ability to disam-
biguate pose, albeit in the predominantly front-on upper body tracking scenario required for
human-robot interaction, providing good estimates of shoulder and elbow position when only
simple 2D measurements of head, neck and hands are available. Figure 1.1 shows a pipeline of
the pose estimation process introduced in this work, when only face detection and extremely
rough hand observations are used to estimate pose.
- 2 -
Input image
Foreground extraction
Face detection
Back projection
Measurement proposals Posterior update
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Figure 1.1: The figure provides a graphical illustration of the proposed pose estimation pipeline. 3D pose
sequences extracted using this pipeline can be used for human-robot interaction.
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Table 1.1: A selection of reported processing times for single camera pose estimation
Authors Frame rate (fps) Image size
Pfister et al. (2014) 10 224x224
Jáuregui et al. (2010) 10 160x120
Toshev and Szegedy (2014) 10 220x220
Micilotta et al. (2006) 8 640x480
Charles et al. (2013) 1.9 320x202
Yang and Ramanan (2011) 1 -
Charles et al. (2014) 0.6 320x202
Yu et al. (2013) 0.3 -
Hara and Chellappa (2013) 0.26 640x480
Eichner et al. (2012) 0.2 720x405
Zhang and Fan (2010) 0.03 -
Buehler et al. (2008) 0.01 320x202
Hua et al. (2005) 0.006 -
Lee and Cohen (2004) 0.003 -
Initially, face detection is used to find humans in an input image. Detected faces are used to
train a model of skin colour, which is back-projected to provide a skin colour likelihood map.
A rough foreground extraction scheme is applied to remove skin coloured image areas that are
unlikely to prove useful, and hand measurements are proposed for use with the motion model
by taking prior pose measurements into account. A posterior estimate of upper body pose is
then obtained by updating motion model predictions using these measurements. Finally, a 3D
pose estimate is obtained by reprojecting 2D pose estimates to 3D using image scale estimates
provided by the tracker.
The ability of the proposed upper body model to provide a reliable 3D upper body pose
estimate using such simple measurements allows the burden of joint detection to be shifted to
one of inference, and is the primary reason for the real-time processing rate obtained. How-
ever, results show that relying on simple joint measurements does limit the achievable joint
- 4 -
1.1 Thesis outline
localisation accuracy, and improved front-end joint detection is required for greater accuracy.
Fortunately, the proposed model easily allows for the incorporation of additional measure-
ments, simply by changing the measurement proposal density in Figure 1.1. This provides a
useful mechanism for existing 2D pose estimation algorithms to be extended to 3D estimation
approaches.
1.1 Thesis outline
This thesis is organised as follows. Initially, the requirement for a 3D upper body pose esti-
mate for human-robot interaction scenarios is motivated through the introduction of a partic-
ular type of gesture recognition scheme, which relies on pantomimic gestures to select robot
behaviours. Broadly speaking, gestures can be classified as symbolic, deictic, iconic or pan-
tomimic (Rime and Schiaratura, 1991). Symbolic gestures typically only have meaning within
a cultural context, while iconic gestures are those with predefined meanings, such as sign lan-
guage. Deictic gestures refer to a class of pointing gestures used to direct attention. These
gestures are frequently used in human-robot interaction to specify object interaction (Nickel
and Stiefelhagen, 2007). Pantomimic gestures differ somewhat, as they attempt to mimic an
object or action, and at present are rarely used in human-robot interaction.
Traditional approaches to gesture-based robot control have involved the use of pre-defined
codebooks or dictionaries of iconic gestures, mapped directly to desired robot behaviours
(Sigalas et al., 2010; Yang et al., 2007). These approaches typically require a significant amount
of training on specific users, who also need to be aware of the set of commands used to select
robot behaviour. Unfortunately, this prerequisite knowledge lowers the usability of gesture-
based robot interfaces.
Logically, it would seem that pantomimic gestures, which attempt to mimic an object or
action, would allow for the most intuitive interaction with a service robot. Rather than learn a
predefined codebook of commands, a user informed that robot behaviour is selected by mim-
icking the desired action would be able to operate the robot with ease. Of course, difficulties
in interpreting the wide variety of potential pantomimic gestures that could be used by an
operator make the use of pantomimic gestures for human-robot interaction particularly chal-
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lenging. The design of a comprehensive database of all possible pantomimic gestures for each
potential robot behaviour is obviously infeasible, and as a result most traditional gesture clas-
sification strategies are of little use here. However, the definition of a pantomimic gesture
implies that the gesture inherently contains spatial and temporal information corresponding
to that of the desired action or behaviour. If a mapping between gesture and robot behaviour
could be found, with a suitable measure of correlation, this information could be used to select
a likely behaviour.
To date, most gesture recognition strategies for human-robot interaction have relied on the
ability to detect a fixed dictionary of iconic gestures. These approaches may not be the most
intuitive though, as they require that users learn and emulate the gesture set quite closely for
successful classification. This work suggests an alternative approach, relying on pantomimic
gestures, and arguing that these gestures are more intuitive as they inherently emulate a de-
sired behaviour. To the best of available knowledge, this thesis presents the first use of pan-
tomimic gestures for human-robot interaction.
At its core, pantomimic gesture recognition is simply an extremely difficult time series clas-
sification problem, requiring robust classification algorithms to deal with differences in scale,
rate of occurrence and differing motion constraints. Chapter 2 discusses time series classifi-
cation in more detail, with a focus on the applicability of matrix factorisation approaches to
feature extraction, a frequently overlooked approach to time series classification. This chapter
shows thatmany standardmatrix factorisation techniques can provide equivalent classification
performance to state of the art time series classification approaches, and introduces a matrix
stacking order that appears particularly suited to feature extraction from time series exhibiting
spatial differences.
A sample pantomimic gesture recognition problem is introduced in Chapter 3, with quadro-
tor behaviour recordings used to recognise human hand gestures obtained using an Xbox
Kinect. Results presented here show that a pantomimic gesture recognition strategy trained
using behaviour recordings can be more robust than one trained directly using hand gestures.
The chapter shows how hand gestures can be isolated by applying a maximum information
criterion, with features extracted by applying principal component analysis using the matrix
stacking proposed in Chapter 2 and compared using a nearest neighbour classifier. These fea-
tures are biased in that they are better suited to classifying certain behaviours. Chapter 3 also
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shows how a Bayesian update step accounting for the geometry of training features compen-
sates for this, resulting in fairer classification results, and introduces a weighted voting system
to aid in sequence labelling.
The pantomimic gesture recognition approach introduced requires that the 3D position of
upper body joints be obtained for comparison with 3D behaviour trajectories. While this infor-
mation could be provided by the Xbox Kinect, this is not feasible in many robotic applications
where payloads are limited, and a method of obtaining 3D pose estimates from monocular
images is required instead. Unfortunately, most existing approaches to upper pose estimation
using monocular vision are simply too slow to be of practical use in real-time applications.
Chapter 4 introduces a novel motion model of upper body pose that allows pose estimation at
30 fps on 640x480 pixel images. Unlike typical tracking approaches, this model constrains pose
estimates to remain in a useful operating area through the use of mean-reversion to commonly
observed poses, which prevents loss of track due to drift. The proposed model comprises a
mixture of discrete Ornstein-Uhlenbeck processes suitable for use with 2D image measure-
ments, where states behave as random walks, but drift towards a set of typically observed
poses. The suggested model is designed with analytical tractability in mind and can be Rao-
Blackwellised using the mixture Kalman filter, allowing for upper body pose tracking in real
time.
The mixture model can be trained using previously obtained recordings of human motion,
but these can be expensive to obtain. Chapter 5 shows how additional training data can be
obtained by retargeting a smaller set of motion recordings. Training themotionmodel with this
additional data can be time consuming, and Chapter 5 also shows how the proposed model
of human motion allows for training and tracking in a lower dimensional space, which can
actually improve resultant pose estimates.
Chapter 6 discusses the process of obtaining measurements for use with the proposed mo-
tion model, and evaluates various approaches to data association, before providing results on
a third party dataset and a comparison with a part-based pose estimation approach. Finally,
Chapter 7 provides conclusions and recommendations for future work.
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Assuming human joint positions are tracked, gesture recognition can be viewed as a time series
classification problem. Time series classification is a frequently required task, encountered
in a wide variety of domains. Recently, a great deal of work has centred around designing
classifiers using more and more complex feature extraction and machine learning schemes.
This chapter argues that complex learners and domain specific feature extraction schemes of
this type are not necessarily needed for time series classification, as excellent classification
results can be obtained by simply applying a number of existing matrix factorisation or linear
projection techniques.
Classification using matrix or multilinear function factorisation typically groups training
sequences into a single matrix and finds some decomposition, assuming various constraints.
A projection matrix resulting from this decomposition is then used to linearly transform the
training data into a common space. This projection results in a set of class features, which
can usually be expressed in fewer dimensions than the original data. A candidate time series
trajectory can then be classified by projecting it into this space, and assigning it the class with
the most similar features.
This chapter investigates a number of matrix decomposition techniques to extract appropri-
ate features or attributes from four different high dimensional multivariate time series datasets.
These results are compared with those obtained using an extension to Fischer’s linear discrim-
inant, canonical variates (CV), which can be viewed as a supervised matrix factorisation tech-
nique designed to maximise the separability of class features. Results show that the matrix
stacking order used for the decomposition influences the feature set discriminability and are
used to provide recommendations on appropriate stacking orders for different data types.
2.1 Test data description
This chapter aims to evaluate the applicability of matrix decomposition for feature extraction
in the context of time series classification. A comparison of this type is potentially challenging,
as it is difficult to compare classifiers using only accuracy measures, since the classification test
Multi-dimensional time series classification
mechanisms may be biased, and often do not provide any information about the applicability
of the techniques to untested data or datasets with different properties (Salzberg, 1997). At-
tempts are made to remedy the latter problem by testing the performance of the algorithm on
four distinct sets of time series with different properties, three of which are taken from the UCI
machine learning repository (Frank and Asuncion, 2010).
The first, Auslan (Kadous, 2002), is a high dimensional dataset of sign language comprising
95 gestures with 27 instances of each sign. Individual signs in the Auslan dataset are described
by a 22 dimensional time series matrix, consisting of the signer’s hand positions, orientations
and finger motions. The start location of these sign language gestures can be highly variable
and so similar gestures may initially appear quite different.
The second dataset consists of 2858 character trajectory samples, with 20 possible charac-
ters, obtained by recording the x, y position of a pen writing on a tablet, together with the
pen tip force. Here, respective character samples are likely to appear quite similar, and the
measured attributes are normalised, yet may be of varying importance, since pen tip force and
position are unlikely to convey similar amounts of information.
These two datasets are similar in that they both involve recordings of spatial information.
The third test set selected (Kudo et al., 1999) breaks this trend as it requires speaker recognition,
using processed recordings of spoken Japanese vowels. The dataset consists of 640 discrete-
time series of 12 linear predictive coding cepstrum coefficients, obtained after recording nine
male speakers uttering two Japanese vowels /ae/ successively.
The final dataset was created in-house, consisting of five synthetically generated quadrotor
behaviour classes, and is useful for explanatory purposes. Trajectories are represented by three
dimensional time series and the goal is to correctly label flight trajectories as take-off, land,
hover, summon or circle. Classification in this dataset is potentially challenging, as behaviours
from the same class may appear radically different.
2.2 Related work
A brief description of existing work in time series classification is provided here, including dis-
cussions on commonly used similarity measures, hidden Markov models and common feature
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extraction approaches.
2.2.1 Similarity searches
An obvious approach to time series classification is to simply search through a training set and
assign a candidate trajectory the class label corresponding to the most similar time series in the
set, using an appropriate similarity or distance metric. While standard distance metrics, such
as the average Euclidean or Mahalanobis distances between trajectories could be used, these
metrics fail to account for trajectories sampled at different rates, or of different length, or cases
where one trajectory occurs faster than another. The Dynamic time warping (DTW) (Sakoe,
1978) distance is a popular similarity measure developed to overcome these challenges.
Dynamic time warping aligns two time series so as to minimise some distance measure.
This calculation is rather computationally expensive, and a number of modifications have been
suggested to improve performance. A significant speed increase can be obtained by pruning
the search space for possible matches (Sakurai et al., 2005). Other techniques include constrain-
ing the search area (Sakoe, 1978), (Itakura, 1975) and shortening the lengths of time series using
dimension reduction techniques or data abstraction (Keogh et al., 2001). In fact, the sheer num-
ber of modified dynamic time warping algorithms has even led to Ratanamahatana and Keogh
(2005) suggesting that there is no point in optimising for further speed.
A similarity measure related to the dynamic time warping distance is the longest common
subsequence (Vlachos et al., 2002). The longest common subsequence is calculated by search-
ing for the longest sequences in two time series, which fall within a certain distance of one
another. This allows for the comparison of time series where only some parts fail to match due
to noise or measurement errors.
Alternative approaches have attempted to leverage existing work in word indexing to clas-
sify time series. This has been demonstrated by Yang et al. (2011), who broke trajectories into
basic segments or building blocks, and titled these with an alphabetical label. Trajectories were
then indexed using these alphabet sequences, and a new trajectory was classified by matching
sequences or words.
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2.2.2 Hidden Markov models
Classification techniques based on hidden Markov models (HMM) are a popular alternative
to similarity search algorithms. A hidden Markov model can be considered a state machine
where states cannot be observed directly, but only through state dependent outputs. HMMs
are not deterministic, and the transition between states is represented in the form of transition
probabilities (Kadous and Sammut, 2005).
The Viterbi algorithm (Forney Jr., 1973) can be used to determine the probability of a se-
quence or time series being produced by a hidden Markov model. Given a set of behaviour
models, a candidate time series can be classified by evaluating the likelihood of a sequence
being produced by each of these models and selecting the model with the greatest likelihood.
Yang et al. (1997) apply HMMs to recognise gesture sequences described by sequences of dis-
crete states.
While the HMM approach is useful, it requires that states and transitions be determined
for each behaviour, a time consuming process, which is especially undesirable in larger data
mining applications.
2.2.3 Feature extraction
Many machine learning classifiers ignore the temporal nature of time series and require that
domain or problem dependent attributes or features be extracted first. A number of feature
extraction techniques that allow the use of existing machine learning classifiers have been in-
vestigated in the literature. Temporal abstraction is used by Verduijn et al. (2007), with a num-
ber of statistical meta-features such as the mean and variance over set time intervals within
the time series extracted and used for classification. This is similar to the approach described
by Kadous and Sammut (2005), which used a set of meta-features that represent important
events observed in each time series. Discrete Fourier transform coefficients could be used as
attributes, but this only applies to periodic time series. Wavelet transforms are not limited in
this manner, and have been used for time series classification by Zhang et al. (2005), but ideally
need to be specially crafted for individual time series, which can be time consuming.
Principal component analysis (PCA) has been applied to individual time series for feature
selection by Yang and Shahabi (2004) and Li et al. (2006), but the decomposition was not used
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on a grouping of all training data in a single, large, ordered matrix and so produced very
different features to those of interest here. Dimension reduction techniques relying on matrix
factorisation are rarely used for feature extraction inmultidimensional time series classification
algorithms. In fact, a recent survey on sequence classification (Xing et al., 2010) makes no men-
tion of matrix factorisation or decomposition techniques, listing only wavelets, shapelets and
word indexing approaches to feature selection. This work attempts to remedy this oversight,
by highlighting the suitability of matrix decomposition to feature selection in high dimensional
time series classification problems.
2.3 Matrix decomposition for feature extraction
PCA is briefly introduced here, using singular value decomposition, before an alternative de-
composition scheme using canonical variates is described, and a discussion on non-negative
matrix factorisation (NMF) provided.
2.3.1 Singular value decomposition
Singular value decomposition (SVD) is a factorisation of a matrixX into the form
X = UΣV*, (2.1)
whereU is a unitary matrix,V* the conjugate transpose ofV, also a unitary matrix, and Σ
is a diagonal matrix containing the singular values of X, all positive and listed in decreasing
order (Stewart, 1993).
The magnitude of the singular values can be viewed as a measure of a mode’s (columns of
U) contribution to the matrix X. A low rank approximation of the matrix X can be obtained
by discarding the modes and basis functions (rows of V) of X, which correspond to singular
values of smaller magnitude.
2.3.2 Principal component analysis
PCA is a technique where data is transformed onto a new orthogonal coordinate system so
that the greatest variance of any projection of the data lies on the first coordinate (the principal
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component), the second largest variance along the second coordinate, and so on (Jolliffe, 2002).
PCA is often used for dimension reduction, and closely related to singular value decomposi-
tion, which is typically used in its calculation. The principal component scores, or projections
of points along the principal components are calculated by centring each column of a matrix
X, then performing singular value decomposition on the shifted matrix (Wall et al., 2003). The
scores,P, are given by theUΣ portion of the singular value decomposition, while the loadings
or coefficients are the columns ofV.
Centring occurs by shifting each column of the matrix by its mean, and is required to ensure
that the first principal component lies in the direction of maximum variance. If mean centring
does not occur, the maximum variance of the data could potentially lie along the mean of the
data, which may not be desirable.
2.3.3 Canonical variates (Multi-class linear discriminant analysis)
Dimension reduction using principal component analysis may not result in a projection that
best facilitates classification, as class features selected using this technique may not be easily
discriminable, despite representing the data compactly. If time series examples are normally
distributed, canonical variates (CV) can be used to find a closed-form solution for the linear
projection of data matrixX,
Y =WTX (2.2)
that maximises the objective
F (W) =
trace(WTAW)
trace(WTBW)
. (2.3)
Here, A denotes the between-class covariance, a measure of separation between classes, and
B the within-class covariance, a measure of the similarity between class samples. It is clear
that a projection which maximises this objective function would push same-class examples to-
gether, while spreading different classes, hence maximising feature discriminability. Canonical
variates is a multi-class extension to Fischer’s linear discriminant, and described in detail by
Barber (2012).
- 14 -
2.4 Matrix stacking
2.3.4 Non-negative matrix factorisation
Non-negative matrix factorisation (Lee and Seung, 1999) is an alternative approach to matrix
decomposition, which has recently gained much attention. NMF decomposes a non-negative
matrixX as
X ≈WH, (2.4)
such that non-negative matricesW andH best approximateX, or that the distance
D =
1
2
(‖X−WH‖F)2 (2.5)
is minimised. The decomposition is an optimisation problem which may converge to different
solutions, depending on the start location. These non-unique decompositions are potentially
problematic, as decomposed modes from two sources may not contain the same information.
Non-negative matrix factorisation is particularly attractive however, as it is an additive decom-
position and can be useful in decomposing signals into meaningful, additive parts. Unfortu-
nately, more complex mixtures of signals, often associated with time series, do not decompose
into particularly meaningful components, and NMF is generally not suited to these problems.
2.4 Matrix stacking
This section introduces two stacking orders for the matrix factorisation approaches evaluated
here. For each technique, time series samples are grouped into a single large matrix, with
trajectories stacked alongside one another. Although this stacking can be viewed as a form
of tensor factorisation for automatic feature selection, where trajectories are unfolded to form
a single matrix of all behaviours, it must be stressed that a number of matrix decomposition
techniques operating directly on a tensor of the available data could also be applied.
Let X be a matrix of dimension l × nd, formed by concatenating the sample trajectory ma-
trices for all behaviour samples used for training. Here, l denotes the length of the trajectories,
with d the number of dimensions in the time series, and n the number of samples. Centring
the columns of this matrix and applying singular value decomposition then provides a set of
l× l (U), l× nd (Σ) and nd× nd (V)matrices as illustrated in Figure 2.1a using the quadrotor
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dataset. This decomposition is similar to that used directly on images by Yang et al. (2004) for
PCA-based face recognition, although singular value decomposition is used to calculate it.
It is important to highlight the differences between this stacking and that traditionally used
for feature selection using PCA or canonical variates (Figure 2.1b). Here, trajectories are re-
shaped into vectors prior to decomposition, which results in a radically different projection,
despite the seemingly subtle stacking differences. When the traditional, vectorised trajectory
stacking is used, a new, vectorised candidate trajectory xˆ (a vector of length ld, with l the tra-
jectory length and d the selected dimensionality) is projected into the feature space as
yˆ = UˆT1:mxˆ, (2.6)
where Uˆ1:m is a low rank approximation of Uˆ, obtained by retaining m modes. m could be
selected by retaining only those modes accounting for a specified portion of the variance in
the training data, but this may not be ideal, as modes best describing data may not necessarily
allow discrimination between classes. The traditional approach treats each measurement, in
every dimension, and at every time-point, as a separate feature of the time series, and then
extracts themost important sub features from this set. Bundling all the dimensions into a single
vector in this manner means that temporal and spatial information (the relationship between
different dimensions of the time series) is potentially discarded when features are extracted.
In contrast, the nd × nd loading matrix V obtained using the proposed stacking retains
a spatial interpretation. Projecting a new trajectory x (an l × d dimensional matrix) into the
loading space when the proposed stacking is used requires the calculation
y = UT1:mx, (2.7)
whereU1:m is a low rank approximation ofU, obtained by retainingmmodes or columns. This
results in an m × d loading matrix, with each row representing the projection into the loading
space for a particular mode. Using this, each dimension of the multi-dimensional time series
is treated as an independent trajectory and the resultant l dimensional PCA basis functions
contain elements common to all these trajectory samples, regardless of dimension. This is
important for spatial time series, as it allows for associations to be made between different
dimensions in the original time series space. By allowing this association to be made, spatial
differences in the original time series are exposed in the loadings (see Figure 2.1a). Information
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=X U Σ V
∗p1 p2xyzTake-off Land Summon Hover Circle
x
y
z
l × ll × nd
nd× nd
l × nd
(a) Proposed stacking: trajectories are stacked alongside one another to form a single large matrix
X. A set of m, d dimensional representations (features) of the trajectories can be obtained by
multiplying each trajectory by the transpose of the m-th mode or column of U.
=Xˆ Uˆ Σˆ Vˆ
∗
x
y
z
dl × dldl × n
n× n
dl × n
(b) Traditional stacking: trajectories are reshaped into a vector and stacked alongside one another prior
to decomposition. A reduced m dimensional form of the trajectories can be obtained by multiplying
trajectories by the transpose of the first m modes or columns of Uˆ.
Figure 2.1: The intensity images in the figure (normalised key: ) show the quadrotor tra-
jectories as they undergo PCA using the SVD for both the traditional and proposed stackings
(Only a few modes are shown for visual clarity, although the matrix dimensions correspond to
the full set of modes). Visual inspection of the loadings in V for the proposed stacking show
that these have retained spatial information present in the original data (eg. Column 1 of V
shows visible correlation with X). In contrast, no such connection can be observed between
the loadings of Vˆ and the original data when the traditional stacking is used for feature ex-
traction because spatial differences in the original time series are discarded, which results in
potentially less separable features.
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for each time series sample can be recombined by grouping the loadings corresponding to each
dimension in the original class example.
In short, PCA using the proposed stacking finds a set of projections that aligns all the input
trajectories as best as possible. Projections (the PCA loadings) for a particular class of tra-
jectories are likely to be similar, since their time series probably tended to cluster together in
Cartesian space. Further, since there were likely to be spatial differences across classes in the
original space, the loadings for each dimension in the time series are also likely to differ across
classes, resulting in more separable features.
Although potential stacking orders have been highlighted in the context of PCA or SVD,
the same stacking orders can be used for non-negative matrix factorisation, and the projection
into feature space is similar, although preprocessing may be required to obtain positive data.
It should be noted that all these decomposition techniques require fixed, equal length time
series. This is typically not problematic though, as time series can be easily interpolated to
obtain sequences of fixed length.
Figure 2.2 shows the features obtained for each quadrotor behaviour in Section 2.1, pro-
jected into three dimensions, using both the traditional and proposed trajectory stacking orders
for a number of different matrix decompositions. Here, three modes are used for the traditional
stacking (3 vectors of length n), while features for the proposed stacking are obtained by re-
shaping only a single mode (a vector of length 3n). Interestingly, the NMF and SVD approaches
produce similar features (Figures 2.2a, 2.2b, 2.2e and 2.2f) in this case, regardless of the stack-
ing order, but the features are not easily separable. Similarly, the standard, unsupervised PCA
decomposition (Figure 2.2c) has resulted in a projection with poorly separated class features,
presumably because the associated matrix stacking lacks physical or spatial meaning. The
canonical variates assumption of normally distributed time series is incorrect for this dataset,
and so the canonical variates fails to separate class features at this dimensionality (Figure 2.2g).
In contrast, the nd × nd loading matrix V obtained using the proposed stacking has a spa-
tial interpretation and can be thought of as the combination of x, y and z positions used to
project each trajectory into the principal component space. Figure 2.2d shows that PCA load-
ing combinations for a particular class of trajectories are likely to be similar, and tend to cluster
together in Cartesian space.
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(a) SVD traditional stacking (b) SVD proposed stacking (c) PCA traditional stacking
(d) PCA proposed stacking (e) NMF traditional stacking (f) NMF proposed stacking
Taking off
Landing
Summoning
Hovering
Circling
(g) CV traditional stacking
Figure 2.2: A number of dimension reduction techniques could be used for feature selection, but it ap-
pears that the separation between quadrotor behaviour classes is greatest for the principal
component loadings associated with the proposed matrix stacking order, when features are
projected into three dimensions.
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2.5 Separability results
As noted earlier, the comparison of classifiers can be somewhat subjective, as performance
varies across datasets. However, as the primary interest is feature selection, measures indicat-
ing the quality of extracted features can be used. Many attribute-based learners operate using
some form of spatial or geometric segmentation, using boundaries to discriminate between
classes. Intuitively then, class features that cluster together and are easily distinguished would
be suited to classification using these boundary-oriented methods. A measure of the amount
of overlap or interaction between features of different classes should then provide a reason-
able indicator as to the quality of the features. This has been argued by Thornton (1997), who
proposed that the ratio of nearest neighbours in a dataset sharing the same class to the total
number of samples in the set be used as a measure of geometric separability.
This measure can be viewed as a single nearest neighbour classifier, which will fail more
frequently if class features are similar. Figure 2.3 shows the geometric separability of features
obtained using singular value decomposition, principal component analysis, canonical variates
and non-negative matrix factorisation, when the techniques are applied to each of the four test
datasets. The nearest neighbour was determined by selecting the neighbouring sample with
the minimum Euclidean distance between feature vectors. Ideally, the separability of features
should be as high as possible, with feature dimensionality low.
In most cases, canonical variates provides the best trade-off between separability and di-
mensionality. This is to be expected, as the projection is designed to separate classes with
normally distributed samples. The performance on the projected quadrotor data, which has
classes containing non-normal examples, is not nearly as good though, and SVD or PCA tech-
niques produced better results here. It should also be noted that the CV projection calculation
can become quite computationally intensive, as it requires that a number of covariance matri-
ces be calculated.
In general, the SVD and PCA approaches performed well across datasets, with the pro-
posed stackings exhibiting better separability on the datasets containing spatial information.
The only difference between the SVD and PCA approaches is an initial mean shift, but the
effects of this mean shift can be quite large, as evidenced by the poor performance of PCA
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(d) Quadrotor behaviours
Figure 2.3: Geometric separability of the features obtained when a number of matrix factorisation algo-
rithms are applied to four test datasets. A larger separability value indicates that features
are more suitable for use with boundary-based classification schemes, and tends to correlate
with classification accuracy. The dashed line in Figure 2.3d indicates the point at which the
example features of Figure 2.2 were obtained.
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using the proposed stacking on the Japanese vowels data. Here, the offset of sample coeffi-
cients, which is removed through mean shifting, clearly contains discriminating information
that should not have been discarded. In contrast, mean shifting enhanced the separability of
features on the Auslan data.
The non-negative matrix factorisation performed poorly on the spatial data, presumably
because the data is difficult to construct using additive components. However, its performance
improved for the multi-modal data, which is more easily separated into parts. For example, the
character trajectories can be separated into pen tip force and pen tip position components. In
general it seems therefore that one should exercise caution in usingNMF for the decomposition
of time series, as these often cannot be broken into meaningful additive components, which
results in somewhat variable separability.
Despite the variation across datasets, almost all the decomposition algorithms produced
features with enough separability to obtain good classification accuracy, and so seem well
suited to feature extraction from temporal data. The decompositions are simple to use and
usually computed quickly.
2.6 Comparison with existing techniques
It is clear that the decomposition techniques investigated produce features with a high degree
of separability. This section provides additional evidence for this, with a comparison of the
classification performance of various back-end learners applied to extracted features and a
number of recently reported results in the literature. In the interests of brevity, only a subset
of results are shown, and the treatment of decomposition techniques is restricted to PCA and
canonical variates, which generally produced features with the greatest separability.
Three back-end classifiers were applied to the extracted features, a decision tree (DT), a
k-nearest neighbour (KNN) classifier and a linear discriminant analysis (LDA) classifier, which
fits Gaussian mixture models to features in order to find classification boundaries. In the tables
below, k denotes the number of nearest neighbours used, and d the effective dimensionality. In
general, the validation scheme most commonly associated with respective datasets was used,
in order to allow comparison with results reported in the literature.
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Table 2.1: Auslan classification rates – 5-fold, repeated 10 times
Decomposition Back-end learner Accuracy
CV KNN (k = 1, d = 30) 92.2± 1.2%
LDA (d = 40) 97.4± 0.7%
DT (d = 36) 73.7± 2.4%
Proposed PCA KNN (k = 4, d = 66) 95.1± 0.8%
LDA (d = 66) 95.1± 1.0%
DT (d = 66) 80.9± 1.9%
Traditional PCA KNN (k = 4,m = 14) 52.8± 2.3%
LDA (d = 14) 61.9± 2.4%
DT (d = 14) 70.7± 1.8%
DTW 73.7± 1.7%
HMM (Kadous and Sammut, 2005) 87.1± 0.6%
Meta-features with voting
(Kadous and Sammut, 2005) 97.9± 0.2%
2.6.1 Accuracy
Table 2.1 shows the classification accuracy on the Auslan dataset when 5-fold cross valida-
tion was used. Excellent classification results have been reported previously by Kadous and
Sammut (2005), when the results of a number of classifiers trained on meta-features were ag-
gregated, but comparable results are obtained using the proposed stacking, PCA, and a single
back-end classifier.
Similarly, in tests on the character trajectory dataset (Table 2.2), matrix factorisation ap-
proaches performed just as well as dynamic timewarping and a recent time series classification
approach utilising sparse coding and multilayer perceptrons (MLP) (Mayoue et al., 2012).
Table 2.3 shows the performance obtained on the Japanese vowels dataset when the hold-
out1 method of validation suggested by Kudo et al. (1999) was used. Unfortunately, here, the
1The dataset is divided in two, producing independent test and training sets, and the classification accuracy ob-
tained using the test set reported. The technique is used instead of k-fold cross validation in order to facilitate com-
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Table 2.2: Character classification rates – 2-fold, repeated 10 times
Decomposition Back-end learner Accuracy
CV KNN (k = 1, d = 24) 98.4± 0.3%
LDA (d = 24) 98.7± 0.4%
DT (d = 24) 92.4± 0.8%
Proposed PCA KNN (k = 10, d = 24) 93.5± 1.0%
LDA (d = 24) 94.0± 0.7%
DT (d = 24) 90.0± 1.0%
Traditional PCA KNN (k = 10, d = 17) 95.9± 0.5%
LDA (d = 17) 96.3± 0.6%
DT (d = 17) 86.9± 1.2%
DTW 97.1± 0.3%
HMM (Perina et al., 2009) 92.9%
Sparse coding+MLP (Mayoue et al., 2012) 97.1%
classifiers failed to provide the same level of accuracy reported by Chatzis and Demiris (2011),
although it must be emphasised that the matrix decomposition and LDA classifier combination
is significantly less intricate, but still performs well.
Finally, Table 2.4 shows that thematrix factorisation approaches continued the trend of high
performance, with the proposed stacking and LDA combination outperforming dynamic time
warping on the quadrotor behaviour classification task. The comparison with dynamic time
warping is important, as this technique is commonly used in data mining applications.
2.6.2 Computational complexity
In addition to obtaining excellent classification results, classifying the reduced feature set ob-
tained after matrix factorisation is significantly less computationally demanding than the dy-
namic time warping search as noted in Table 2.5. Here, n denotes the number of samples in the
training set, d the effective dimensionality used for the classifier and l the length of each tra-
parison with results reported in the literature.
- 24 -
2.6 Comparison with existing techniques
Table 2.3: Japanese vowel classification rates – hold-out
Decomposition Back-end learner Accuracy
CV KNN (k = 4, d = 8) 95.9%
LDA (d = 33) 96.5%
DT (d = 71) 87.6%
Proposed PCA KNN (k = 17, d = 86) 55.4%
LDA (d = 86) 79.5%
DT (d = 86) 48.6%
Traditional PCA KNN (k = 6, d = 86) 94.6%
LDA (d = 86) 95.9%
DT (d = 86) 74.9%
DTW 95.7%
HMM (Kudo et al., 1999) 96.2%
Echo state Gaussian processes
(Chatzis and Demiris, 2011) 99.0%
Table 2.4: Quadrotor behaviour classification rates – 5-fold, repeated 10 times
Decomposition Classifier Accuracy
CV KNN (k = 1, d = 6) 73.8± 4.4%
LDA (d = 6) 98.0± 1.5%
DT (d = 6) 70.5± 3.8%
Proposed PCA KNN (k = 9, d = 6) 97.1± 1.2%
LDA (d = 6) 99.8± 0.3%
DT (d = 6) 95.8± 1.6%
Traditional PCA KNN (k = 3, d = 5) 69.4± 2.6%
LDA (d = 5) 78.7± 4.0%
DT (d = 5) 67.4± 4.4%
DTW 94.2± 1.5%
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Table 2.5: Comparison of time series classification computational complexities
Algorithm Complexity
Dynamic time warping O(ndlw)
Euclidean distance O(ndl)
KNN on extracted features O(ld+ n(d+ log n))
jectory. The window used to constrain the dynamic time warping search is represented by w.
While the matrix factorisation may be more memory intensive during the initial, limited train-
ing phase, it is still tractable, if economical decomposition techniques are applied. In addition,
online learning is possible for PCA or SVD approaches if incremental update techniques are
leveraged.
2.7 Conclusions
This chapter has shown that matrix decomposition or factorisation approaches are well suited
to feature extraction for multi-dimensional time series classification and should definitely be
considered when approaching time series classification problems. Four case studies have been
conducted, highlighting the good feature separability achievable when matrix factorisation is
applied for feature extraction. Results have also shown that the classification accuracy obtained
using these features compares well with that reported in related literature, and using standard
techniques.
It is important to note the simplicity of the suggested approaches, together with their low
computational burdens. The initial matrix decomposition can be viewed as a necessary train-
ing stage, which may not be ideal, but this training is insignificant when compared to the
laborious training associated with hidden Markov models, which requires that states and state
transitions be specified or learned.
Results have shown that the stacking order and pre-processing used for the matrix decom-
position can affect the geometric separability of features greatly and care needs to be taken
when selecting a stacking order. Of the two stacking orders suggested here, it appears that
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PCA on a concatenated set of time series (proposed stacking) provides better results for purely
spatial data, while PCA on vectorised trajectories (traditional) performs well on multi-modal
datasets. In general though, canonical variates outperforms other techniques when data is nor-
mally distributed. Unfortunately, canonical variates requires additional training time, which
limits applications requiring online learning.
The comparisons presented here provide little information regarding the applicability of the
classifiers to new, previously unseen data. This is particularly important in the context of pan-
tomimic gesture recognition, which aims to map human gestures to robot behaviours. Here,
gestures could potentially be quite different to behaviour training data, and so an extremely
robust classifier is needed. The following chapter addresses this problem in more detail.
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This chapter focuses on the classification of human gestures using training data generated
from recordings of available robot behaviours, in an attempt to determine the feasibility of
a pantomimic gesture interface and motivate the need for upper body pose estimates in real
time. This type of classification is particularly challenging since the training and gesture data
may differ in scale, rate of occurrence and be subject to different motion constraints.
Initially, an overview of gesture recognition for the purpose of human-robot interaction is
provided. The importance of gesture in communication is discussed, motivating its use as a
user interface. This is followed by a description of the state of the art in gesture recognition
and a motivation for a pantomimic gesture interface.
The previous chapter showed that matrix factorisation can be used to extract appropriate
features or attributes from multidimensional time series. These approaches grouped training
sequences into a singlematrix and linearly transformed these into a common space. When PCA
was used, the parameters used to transform the data were the principal component loadings.
A candidate trajectory could be classified by projecting it into this space, and selecting the class
with the most similar principal component loadings.
This chapter shows that the PCA feature selection technique can be applied to a pantomimic
gesture recognition problem, where human gestures are classified using robot behaviour de-
scriptions. The use of robot behaviours to classify human hand gestures can be viewed as a
form of transductive transfer learning (Pan and Yang, 2010), where knowledge of a source do-
main is used to transfer the ability to perform a task to a different, but related, target domain.
Here, knowledge of the association between behaviour labels and quadrotor position record-
ings is used to find associations between human body gestures and behaviour labels. Transfer
learning is increasingly being used to avoid expensive labelling and data capture.
Initially, a linear projection is found using robot behaviour data. Appropriate 3D human
gesture tracks are then selected using a maximum information criterion, and projected to ob-
tain features. A candidate gesture is classified by projecting it into this space, and selecting the
class with themost similar principal component loadings, after incorporating evidence relating
to potential feature bias. Bayesian filtering is applied, and a Hanning window voting strategy
Pantomimic gesture recognition
used as a final decision rule.
3.1 Related work
As mentioned previously, an increasing demand for service robots operating in domestic envi-
ronments requires that simple and intuitive interfaces be developed. This is noted byWaldherr
et al. (2000), who highlight the fundamental importance of finding “natural” and easy-to-use
interfaces, given that these robots are intended to interact directly with humans. Ideally, these
interfaces should require little or no training and limited skills to operate.
Although relatively intuitive, users of traditional robot control interfaces such as joysticks,
game-pads and other haptic devices still require a limited amount of training. With this in
mind, it is only natural that researchers in the field of human-robot interaction look to inter-
human communication mechanisms such as speech and gesture when designing intuitive user
interfaces.
A number of human-robot interfaces relying on speech recognition have been developed.
Unfortunately, the use of speech recognition is somewhat prohibitive, as it requires relatively
controlled and quiet environments to isolate spoken commands, and restricts users to specific
languages. As a result, a great deal of interest has been shown in the use of gesture for human-
robot interaction.
Gesture plays a significant role in inter-human communication, sometimes acting as a pri-
mary communication language (as in the case of sign language) and often providing subsidiary
and complementary information to speech. It is observed across cultures and ages, and even
in individuals blind from birth (Goldin-Meadow, 1999).
A taxonomy of gesture is provided by Rime and Schiaratura (1991), which categorises ges-
tures into four groups; symbolic, deictic, iconic and pantomimic. Symbolic gestures are those
with specific cultural meaning (e.g. thumbs up), and as a result have limited use in human-
robot interaction. Deictic gestures are pointing gestures used to indicate objects or to convey
spatial information by drawing attention to specific areas. Pointing gestures have been used
previously to indicate target objects and positions to robots, and Nickel and Stiefelhagen (2007)
have shown that a combination of head and arm pose can be used to reliably influence robot
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behaviour.
Iconic gestures are predefined symbols with specific meaning and most commonly used in
human-robot interaction. Here, a developer will define a dictionary or codebook of gestures,
each of which is mapped to a specific behaviour. This approach has been applied by Triesch
and Von Der Malsburg (1998), who used hand symbols to request various object grasping ar-
rangements.
Pantomimic gestures are those which mimic a desired action or behaviour. A recent study
on pantomimic gestures by Grandhi et al. (2011) indicates that communicating with a system
through gestures may be easier if an embodied approach is adopted when designing gesture
vocabularies. Embodied interaction is based on the idea that human experience is formed by
engaged participation in the world and that we convey meaning through this participation
(Dourish, 2001). Intuitively then, it seems that pantomimic gestures that are an embodiment
of robot actions are of most use for human-robot interaction where behaviours need to be
selected, but they are rarely used, presumably due to complexity in detection and classification.
As pantomimic gestures typically include more complex gesture arrangements, variability in
gesturing among individuals creates greater difficulties in gesture classification.
A distinction also needs to be made between static and temporal gestures. Static gestures
are typically iconic symbols held stationary for a brief period, while temporal gestures can
be broken down into three phases, termed preparation, stroke and retraction, with Wu and
Huang (1999) noting that most salient information about a gesture is contained in the stroke
phase. As a result, if temporal gestures are to be recognised and adequately classified, key
features present in the stroke phase need to be determined.
Gestures are typically described by a large amount of multidimensional data. Reliable ges-
ture recognition requires that salient aspects or features be extracted from this data. Two meth-
ods of dimension reduction are typically applied when selecting these salient features. The
first extracts features termed most expressive, which best describe the gesture data. The sec-
ond finds features termed most discriminating, or features unique to individual gestures. The
latter is typically more useful when classifying gestures (Cui et al., 1995), although liable to
overfitting. Before gestures can be classified, however, they need to be observed and detected
using some sensing mechanism, which usually takes the form of a vision-based pose estimator.
A wide variety of sensing mechanisms have been used to observe and detect gestures. Ac-
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curate estimates of body rotation can be obtained by attaching inertial measurement units to a
user. This is far from ideal, however, and passive sensors such as those used for machine vi-
sion are preferable, providing similar performance at the expense of more processing. This has
been demonstrated by Nickel et al. (2004), who showed that similar deictic gesture recognition
performance was obtained using visual head pose measurements, when compared to motions
observed using a magnetic compass. Unfortunately, single camera measurements typically re-
strict data capture to 2D information, but 3D information is required for spatial invariance in
features (Wu and Huang, 1999).
Should visual sensing be selected to observe and capture gestures, additional processing is
required to discriminate between users and unnecessary background information. Early ap-
proaches to gesture recognition required that users wear easily located coloured markers. This
approach was used by Kubota (2004) to track hand motion for gesture recognition. Improved
detection approaches, such as that of Nickel and Stiefelhagen (2007), Sigalas et al. (2010) and
Correa et al. (2010) make use of skin colour segmentation to detect hands and heads.
Once user position has been located and relevant information extracted the gesture needs
to be classified. If only static gestures are to be recognised, semantic features can be used to
classify gestures. Triesch and Von Der Malsburg (1998) recognised 6 static hand gestures using
elastic graph matching. Here, hand gestures are described by labelled connected graphs with
associated local image descriptors used for matching.
One approach to comparing human hand gestures is to search through a number of ges-
tures in a training set and simply select the class most similar to the hand gesture, using an
appropriate distance metric. Unfortunately, standard distance measures may fail to match tra-
jectories sampled at different rates, or cases where one trajectory occurs faster than another.
Most temporal gesture recognition strategies remedy this by modelling the dynamics of a
gesture (Wu and Huang, 1999). A number of approaches have been used to model the dynam-
ics of gestures, applying Kalman filtering, particle filters or dynamic time warping. Dynamic
time warping (DTW) is a popular similarity measure, which uses dynamic programming to
align two time series so as to minimise some distance measure, a computationally expensive
operation (Sakoe, 1978). An alternative similarity measure is the longest common subsequence
(Vlachos et al., 2002), found by searching for the longest subsequences in a time series that fall
within a certain distance of one another. This allows for the comparison of time series where
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some parts fail to match due to noise or measurement errors.
Black and Jepsony (1998) developed a probabilistic extension to dynamic time warping,
applying the Condensation (Conditional Density Propagation) algorithm (a particle filter), for
use in temporal gesture recognition. Brethes et al. (2004) applied this algorithm to recognise
and track a set of four distinct hand postures in a video sequence.
A number of techniques used for speech recognition have been applied to model the se-
mantics of gesture. Finite state machines such as hiddenMarkovmodels (HMM) are frequently
used to classify gestures. Using this approach, gestures are modelled as sequences of templates
ormodel components, with varying transition probabilities. An inputmodel is classified by de-
termining the most likely sequence of states, given a set of observations. The Viterbi algorithm,
described in detail by Forney Jr. (1973), is often used to do this. A number of gesture recogni-
tion strategies relying on HMMs have been proposed, with Lee (2006), Nickel and Stiefelhagen
(2007) and Yang et al. (2007) all developing HMM classifiers for human-robot interaction. In
fact, HMMs have become so ubiquitous in gesture recognition that Guyon et al. (2013) note that
themajority of top performing algorithms in the recent ChaLearn gesture recognition challenge
used these.
Dimension reduction techniques have also been used for gesture recognition. Forbes and
Fiume (2005) project human motions into a weighted principal component space, then deter-
mine a characteristic point for the motions. Candidate time series are classified by finding
motions with similar characteristic points, and using dynamic time warping to align these se-
quences. Lui (2012) apply higher order singular value decomposition to perform action recog-
nition on video sequences. Principal component analysis (PCA) has been applied to motion
maps extracted from video sequences by Escalante et al. (2013), allowing gesture recognition
from a single training example. PCA was also used by Martin and Crowley (1997) to classify
static hand postures in images, then combined with a finite state machine to recognise dynamic
gestures.
This work relies heavily on PCA for gesture recognition, although it is applied to 3D tra-
jectories instead of operating on image or video data directly, in order to facilitate comparison
with robot behaviour trajectories.
As discussed earlier, iconic gestures typically used for human-robot interaction may not be
as intuitive as pantomimic gestures, which actually emulate the desired action or behaviour.
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Pantomimic gestures must contain spatial and temporal information corresponding to that of
the desired action or behaviour. If a mapping between gesture and robot behaviour could be
found, with a suitable measure of correlation, this information could be used in an intuitive
and robust user interface for human-robot interaction.
In an attempt to address some of these challenges, a sample human-robot interaction prob-
lem using an inexpensive quadrotor has been developed. Here, users are required to con-
trol a quadrotor by supplying pantomimic gestures corresponding to one of five different be-
haviours. Gestures are recorded using a static camera and it is assumed that users have only
limited knowledge of the quadrotor’s capabilities.
Each of the quadrotor behaviours in the example problem can be described by a group of
three dimensional time series, as visualised in Figure 3.1. These behaviour trajectories, which
were first introduced in Chapter 2, are described by the x, y and z positions of a quadrotor
in Cartesian space, as they change over time. 200 samples of each behaviour were generated
using a quadrotor motion model. The length of these sequences varied as they are dependent
on the time taken to complete a behaviour, so each behaviour was re-sampled using linear in-
terpolation to comprise 250 state measurements over the behaviour duration, corresponding to
the longest sequence length in the training data. The behaviour descriptions are concatenated
to form the training set for the classification problem. The goal of this chapter is to classify
human hand gestures, using these behaviours as training data.
Take-off behaviours typically start at a random position on a ground plane and move up-
wards, while landing behaviours are the opposite, moving downwards from a random hov-
ering position (variable height) before coming to a rest at ground level. Hover behaviours
are effectively random noise, since the quadrotor drifts slowly about a random fixed position
above ground, while summoning behaviours involve the straight linemotion between two ran-
dom points, at roughly the same height. Circling behaviours start at random positions above
ground and move along a circular path, with a radius fixed for the duration of the behaviour,
but which varies between different circling occurrences.
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(a) Taking off (b) Landing (c) Hovering
(d) Summoning (e) Circling
Figure 3.1: Synthetic quadrotor behaviour trajectories are generated (3.1a to 3.1e), and combined to form
a single set of labelled training data. The pantomimic gesture recognition problem addressed
here requires that this training data be used to assign a human gesture to one of the five
behaviour classes. For visual clarity, summoning and circling behaviours have been centred
on the vertical axis. Note that the passage of time is not shown here, but this information is
available as behaviour trajectories are ordered.
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3.2 Isolating body part sequences
Recall that the goal is to classify gestures imitating quadrotor behaviours, using the quadrotor
training data described in Figure 3.1. The Microsoft Xbox 360 Kinect skeleton tracker (Shotton
et al., 2011) is used to record gestures. The Kinect provides 3D positional data in real time, but
individual gesture sequences still need to be isolated from these positions if they are to be clas-
sified. This occurs by simply buffering the positional information over an empirically selected
time period. Here, this time period is chosen to be about 0.5 seconds, roughly equivalent to
about 15 data samples. Experimentation showed that this sequence length was long enough
to contain sufficient gesture information for classification, but short enough to allow online
classification, in that the delay between gesture and recognition is not noticeable.
Selecting which human body joint to use for behaviour selection is potentially challenging,
as users may decide to mimic quadrotor behaviours with left or right hands, or sometimes
even their entire bodies. This is remedied by isolating gesture tracks for each tracked joint, and
selecting the joint with the track conveying the greatest amount of information.
Let xij be the i-th sample of the 3D position of the j-th joint. The maximum information is
provided by the track with the highest approximate entropy (Moddemeijer, 1989), that is,
j = argmax
j
(
−
l∑
i=1
p
(
xij − µj
)
log2p
(
xij − µj
))
,
where p
(
xij − µj
)
is the probability approximation obtained from a histogram of quantised,
mean shifted positions in the track, and l the trajectory length. µj is the mean position of each
track. Human hands typically have far greater reach than other body parts, resulting in more
disorder when they move, and so tend to be selected most often using this measure. Joint
selection can be restricted to only use the hands by simply maximising the entropy measure
over a limited joint set. In this case the measure allows for gestures from both left and right
handed users.
Direct comparison with the quadrotor training data is difficult since this is captured at a
different scale to arm movements. This can be solved by scaling the x, y, z hand positions
appropriately.
xs =
rmax
la
x, ys =
rmax
la
y, zs =
hmax
la
z.
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Here, la is the average arm length calculated from the Kinect skeleton tracker, hmax the maxi-
mum height the quadrotor operates at, and rmax the maximum radius the quadrotor operates
within.
3.3 Gesture classification
Once gesture sequences are isolated they can be interpolated to a fixed length (250 samples
here, in line with the quadrotor behaviour lengths) and projected into the quadrotor feature
space by using the 2D PCA decomposition introduced in Chapter 2. This results in an m × d
loadingmatrix; with each row representing the d-dimensional projection into the loading space
for a particular modem, that can be used for classification. Here, a vote for the corresponding
class is obtained by determining the k-nearest neighbours in standardised Euclidean space, as
illustrated in Figure 3.2. An improved approach could use a generative model to classify ob-
servations, but the geometry of the feature distributions encountered here is difficult to model
(the concentric circle feature layouts for summoning and circling behaviours for example). In
addition, nearest neighbour classifiers have strong consistency results (Cover and Hart, 1967)
and are typically good indicators of the performance of more intricate classification schemes.
In applications where training and testing data varies significantly, modes of less impor-
tance may not be similar and so intuitively should carry less weight in a classification scheme.
As a result it is preferable to average the contributions of each mode after weighting these by
the singular values corresponding to each mode, to allow for greater emphasis on more de-
scriptive behaviour modes, rather than performing a singlemd dimensional nearest neighbour
search.
The distance measure used for the nearest neighbour class voting should also be chosen
carefully. In Chapter 2, Figure 2.2d showed that classes occupy different regions in the principal
component loading space. As a result, the distance summation is unlikely to correctly classify
classes if the training data is spread fairly widely in some dimensions, but clustered in others.
This can be remedied through the use of a standardised Euclidean distance measure. Here, the
difference between each coordinate in the candidate class point and the training data is scaled
by the standard deviation along the relevant dimension in the training data, and the Euclidean
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Figure 3.2: The fraction of k-nearest neighbours belonging to class i provides a class distribution for each
principal component mode. These distributions are normalised, and combined by summation,
with optional singular value weighting. The candidate trajectory is then assigned to the class
with the greatest score in the final distribution.
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Figure 3.3: The figure shows the geometric separability for each behaviour, as a function of the effective
dimensionality of the 2D PCA decomposition. Features extracted from the hover behaviour
are harder to separate as dimensionality increases because the hover behaviour is basically
random noise, and as a result easily confused with the noise components in other behaviours,
which are more likely to be present in higher dimensions.
distance of these scaled differences used.
Figure 3.3 shows the geometric separability1 (Thornton, 1997) of features obtained when
the 2D PCA decomposition is applied to the quadrotor behaviours. Ideally, the separability
of features should be as high as possible, with feature dimensionality low for faster compu-
tation. The figure suggests that the features are most separable when four modes are used,
corresponding to an effective dimensionality of twelve, due to the posterior reshaping in the
decomposition. However, this typically only holds when the expected feature distributions in
the test set are distributed similarly to those used for training. For this transfer learning case,
where quadrotor behaviours are used to recognise human hand gestures, this is unlikely to be
true for all modes, and it is only reasonable to expect similar feature distributions in dominant
1The ratio of the number of points in a dataset with a nearest neighbour sharing the same class to the total number
of points in the set. In this case the nearest neighbour was determined by selecting the neighbouring sample with the
minimum standardised Euclidean distance between feature vectors.
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modes corresponding to general information describing a behaviour. Indeed, experimental
results in Section 3.6 seem to confirm this, with only a single mode proving useful for classifi-
cation.
Note that the suggested PCA decomposition struggles to separate circling and summoning
behaviours when only a single mode is used, but the separation obtained is still greater than
that of the various other decompositions that have been attempted. This can be attributed to
the fact that the quadrotor dataset is quite comprehensive, containing a wide variety of be-
haviour examples, each of which is thus likely to have a number of neighbours undergoing
similar transformations in the PCA projection. The principal component analysis breaks down
the stacked trajectories into a set of orthogonal basis functions, which best describe elements
common to all behaviours. The loadings or coefficients retain information unique to the be-
haviours. Similar behaviours result in a similar warping of the underlying basis functions, and
thus exhibit similar coefficients. As a result, a new trajectory can be classified by finding classes
with the most similar coefficients. It is important to note that the passage of time is an element
common to all behaviours and forms part of the basis functions. This means that each time
series is condensed to a reduced set of attributes during the decomposition.
3.4 Bayesian feature bias compensation
The features selected using the PCA projection may be better for classifying certain behaviours
than others, because of the geometry of the feature space. This can be observed in Figure 3.4,
which shows an intensity map of the standardised Euclidean distances between the features
of each trajectory in the quadrotor behaviour training set for the first mode. Here, a hover
behaviour is more easily distinguished using these features than a circle behaviour. In an ideal
case, with all behaviours classified fairly, the intensity map should contain five dark blocks on
the diagonal, and light squares elsewhere.
This bias can be compensated for using a Bayesian update framework. Let fm be ameasured
feature vector extracted from a gesture (obtained fromY after posterior reshaping) and Bi the
i-th quadrotor behaviour, selected using training data D. The distribution obtained from the
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Take-off Landing Summon Hover Circle
Take-off
Landing
Summon
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Figure 3.4: A distance matrix showing the distance between features in the quadrotor behaviour training
for the PCA features (mode 1). Ideally, features should be as close to one another as possible
(dark) for a single behaviour, but farther away from other behaviours (light).
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classifier can be written as
P (Bi|fm,D) = Ni
k
,
whereNi refers to the number of neighbours belonging to the i-th class and k the total number
of neighbours used.
Using Bayes’ rule, and given the independence between the training data and observed
feature, p(fm|D) = p(fm) and p(fm|D, Bi) = p(fm|Bi), this distribution can be written as
P (Bi|fm,D) = P (fm,D|Bi)P (Bi)
P (fm,D)
=
P (fm|Bi)P (Bi)
P (fm)
P (D|Bi)
P (D)
= P (Bi|fm)P (Bi|D)
P (Bi)
.
Solving for the posterior probability, P (Bi|fm), provides
P (Bi|fm) = P (Bi|fm,D)P (Bi)
P (Bi|D) .
Assuming that all behaviours are equally likely to be selected, the prior, P (Bi), is just a constant
scaling factor. The evidence term, P (Bi|D), compensates for any bias incurred due to the
geometry of features in the training set. This is estimated by classifying each feature in the
dataset, using leave-one-out analysis, and determining the frequency with which each class is
selected:
P (Bi|D) ≈ N
c
i
N
,
where N ci refers to the number of times the i-th class was selected and N the total number
of features in the training set. Classification decisions made using the posterior probability,
P (Bi|fm), which incorporates this evidence, compensate for potential behaviour bias.
3.5 Sequential behaviour selection and decision weighting
Thus far, the sequential nature of the gesture recognition task has been largely ignored. In
practice, the gesture recognition process would operate online using a sliding window and
be repeated with each new observation, so it makes sense to incorporate previous posterior
densities into the decision process. Assuming gestures are Markovian, let P (Bit |Bjt−1) be the
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probability of transitioning between behaviours j and i over time step t. The target density,
P (Bit |fm1:t), is the probability of a specific behaviour occurring at time t given a history of
feature measurements fm1:t .
This is easily determined using recursive Bayesian estimation,
P (Bit |fm1:t−1) =
Nb∑
j=1
P (Bit |Bjt−1)P (Bjt−1 |fm1:t−1)
P (Bit |fm1:t) = ηP (Bit |fmt)P (Bit |fm1:t−1),
where η is a normalising constant (here the fact that P (Bit) is the same for all behaviours
and P (fmt) remains constant over i has been used and these terms folded into the normali-
sation constant) and Nb the number of behaviours. Finally, given this target distribution, the
behaviour with the largest probability is selected,
Bt = argmax
it
P (Bit |fm1:t).
It should be noted that the projected features do contain sequential information and are
already likely to be temporally correlated, but the discrete Bayes filter adds additional smooth-
ing, forcing greater temporal consistency in behaviours. This filtering affects all behaviours
equally and does not introduce any bias to classification decisions.
Unfortunately, performing gesture recognition online is particularly challenging, due to
misclassification seen during the preparation and retraction phases of a gesture. For example,
a landing gesture inherently contains a take-off gesture as preparation, and a take-off gesture
in retraction looks like a landing gesture. As a result, it is particularly important that the
start and end phases of a gesture be determined, a process known as gesture spotting. DTW
has been extended to isolate patterns from continuous real world data (Oka, 1998), while the
crossing points of behaviour probability distributions were used for spotting by Song and Kim
(2006) and Yang et al. (2009), with the latter using conditional random fields to discriminate
between vocabulary gestures and non-sign patterns prior to gesture recognition. Rudimentary
techniques accomplishing spotting using gesture speed and the distance to a standing state
can also be found in the work of Wilson et al. (1996) and Bryll et al. (2001), but an in depth
treatment of this problem is beyond the scope of this work. Henceforth, we assume that the
start and end points of a gesture sequence are known, and focus on classifying sequences as a
whole, in order to facilitate comparisons.
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B1 B2 B3
stroke
preparation retraction
B3 B2 B1 B1 B1 B2 B2
t = 1 . . . N
Figure 3.5: The classification decisions obtained when sliding the window along the input gesture se-
quence are weighted by a Hanning window, then combined to vote for the most likely be-
haviour describing the entire gesture sequence. As an example, consider the summoning
gesture depicted in the figure. As the sliding window moves along the sequence, a sequence
of take-off classifications would be made in the preparation phase, followed by summoning
decisions during the gesture stroke, before finally concluding with a set of landing decisions in
retraction. The hanning window weighting adds emphasis to the stroke phase of the gesture
when the final classification decision is made.
Given this information, and a sequence of classification decisions, a most likely gesture
behaviour can be voted for. A direct majority vote was used by Song and Kim (2006), but
this may not be ideal. Recall that gestures can typically be divided into preparation, stroke and
retraction phases. Intuitively then, classification decisions made during the middle of a gesture
should correspond to the stroke phase and carry more importance than decisions made at the
beginning and end of gestures.
This intuition can be applied by voting for a gesture class by weighting each classification
decision using a Hanning window,
B = argmax
i
(∑
t
g(i, Bt)h(t)
)
, where
h(t) = 0.5
(
1− cos
(
2pi
t
N
))
, 0 ≤ t ≤ N, and
g(i, Bt) =
1 if i = Bt,0 otherwise.
This process is illustrated more clearly in Figure 3.5.
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LandingTake-off Hover Circle Summon
(a) Mean-shifted quadrotor recordings (training data)
(b) Mean-shifted input gestures (test data)
Figure 3.6: The aligned test data used for experiments is shown in Figure 3.6b. Differences between
the test set and the quadrotor training data (Figure 3.6a) primarily result from preparation
and retraction stages of gesture sequences in the human gestures, the effects of which are
limited through the use of hanning window weighting when performing classification.
3.6 Results
This section provides experimental results for the pantomimic gesture recognition problem.
Results were obtained by determining the classification accuracy using a dataset of 237 gesture
sequences, performed by 5 different participants. Data was obtained by requesting that each
participant perform 50 gestures, each corresponding to one of the 5 quadrotor behaviours, with
these chosen at random. Kinect tracking failures were removed, reducing the dataset from 250
to 237 gestures, and the start and end points of gestures were manually labelled. No informa-
tion other than requested behaviours was provided, so that the participants would perform
gestures that they found most intuitive and felt best represented the requested behaviour, in
line with the goal of examining the feasibility of pantomimic gesture recognition. Figure 3.6
shows the aligned test and training data.
Study participants were shown a photo of the quadrotor that the gestures they were per-
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forming was intended to control, and told that the quadrotor could take-off and land like a
helicopter, hover in one place, fly towards a person (summon) and fly in circles around a per-
son. Participants were told that their task was to perform an appropriate gesture to request
one of these actions when instructed to do so by testing software. The testing software showed
users a stick representation of themselves along with randomly generated behaviour requests,
allowing 30 seconds for each gesture to be completed. The participants did not see examples of
the quadrotor performing these actions, and were left with complete freedom to interpret the
verbal descriptions of the behaviours in their ownmanner. As a result, a diverse and varied set
of gestures were obtained. For example, one participant chose to represent a hover behaviour
by performing small flapping motions with outstretched arms, another held arms outstretched
in a gliding motion, while others simply held out stationary hands in a stopping motion.
3.6.1 Body part selection
Figure 3.7 shows the rates at which upper body joints were selected using the maximum in-
formation criterion for the various quadrotor behaviours in the sample problem. The majority
of test subjects were right-handed, which explains the frequent selection of the right hand and
elbow as the primary joint. When performing take-off and landing gestures, participants had
a tendency to use their entire bodies to mimic these behaviours, starting with rapid head and
shoulder movements, which led into an arm gesture. As a result, the head is selected as the
preferred joint with relatively high frequency. Circling behaviours tended to be performed
using both hands outstretched, and so a larger set of joints are selected for this behaviour. A
similar pattern is seen for hovering behaviours, although this can probably be attributed to
the fact that hover gestures tended to contain little motion, resulting in less of a difference in
entropy measures for the various joints.
3.6.2 Classification results
Table 3.1 shows the results of the gesture sequence recognition using the suggested PCA clas-
sifier, dynamic time warping and a nearest neighbour canonical variates classifier. Additional
dataset information is provided in Appendix A, along with precision, recall and confusion
matrices. Note that no confidence intervals are provided, as there is no cross validation or
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Figure 3.7: The figure shows the rates at which body joints were selected using the entropy joint selection
measure for each quadrotor behaviour.
averaging of results here, the training and test datasets are completely independent.
The PCA-based classifier is compared to one operating on canonical variate features, a near-
est neighbour DTW classifier searching through mean-shifted training data and a maximum
likelihood classifier using HMMs. The hidden Markov models were trained using the Baum-
Welch algorithm (Rabiner, 1989) for each class using 12 hidden states, operating on data binned
into 8 states, with states selected by performing k-means clustering on mean-shifted training
data. Data was mean-shifted to allow fair comparison and prevent failures due to offset time
series, since classification on the original data is extremely difficult as it exhibits a great deal of
variability across training samples.
Results obtained by training the classifiers using human hand gestures as training data
(User) are also provided for comparison. Here, each participant’s gestures were classified by
using recordings of the other participants in the test dataset as training data, a more traditional
gesture recognition approach. Notation +B refers to the use of the proposed Bayes’ evidence
term.
It is clear that the pantomimic approaches using the quadrotor behaviour recordings as
training information (Quad) provided superior performance when compared to gesture recog-
nition schemes trained using human hand gestures. This is attributed to the fact that the
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Table 3.1: Pantomimic gesture classification accuracies (%) for various behaviours
Method Take-off Land Summon Hover Circle Overall
Quad PCA+B 71.05 61.70 64.18 91.11 70.00 70.89
Quad PCA 71.05 61.70 65.67 91.11 62.50 70.04
Quad CV+B 71.05 63.83 38.81 91.11 20.00 55.70
Quad CV 71.05 63.83 38.81 91.11 17.50 55.27
Quad DTW 68.42 63.83 68.66 71.11 2.50 56.96
Quad HMM 0.00 0.00 88.06 55.56 2.50 35.86
User PCA 65.79 46.81 19.40 31.11 82.50 45.15
User CV 76.32 61.70 5.97 64.44 22.50 42.19
User DTW 65.79 59.57 0.00 82.22 0.00 37.97
User HMM 5.26 65.96 5.97 0.00 60.00 25.74
quadrotor behaviours contain information more likely to be present in user specific gestures,
while user specific gestures are so variable that it is difficult to find similarities between par-
ticipants when attempting to classify using this data. At first glance, the fact that one person’s
gestures are more similar to quadrotor behaviour recordings than they are to those of another
participant may seem counter-intuitive, but readers should bear in mind that the users are
attempting to mimic the quadrotor behaviours, and not the gesturing styles of one another.
Results obtained when using human gestures as training data could potentially be improved
through the inclusion of additional training data, but this is difficult to collect, while quadrotor
training data is easily generated.
The classification accuracies for individual behaviours are useful to compare the effects of
the Bayesian evidence term. As expected, the inclusion of the Bayesian evidence term boosted
the circling classification rates, providing a fairer classifier. The PCA features appear best
suited to classification across all behaviours. Dynamic time warping performed well for most
gestures, but was unable to detect circling motions adequately and proved computationally
expensive.
The poor performance of the hidden Markov model used here is to be expected, due to the
large amount of variability in the summoning and circling behaviours. In attempting to model
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this variability, the HMMs trained using this data are able to explain additional behaviours,
resulting in a large number of misclassifications. This could be avoided by clustering the be-
haviours in these classes and training multiple models for each class, but this is hardly ideal,
and may require additional training data.
Referring back to Figure 3.4, it seems that the take-off and landing behaviours should be
relatively easily classified using the pantomimic data, but results obtained do not seem to cor-
roborate this, with lower than expected classification accuracies here. This can be explained by
the mechanics of the human arm. A quadrotor take-off or landing consists of almost entirely
vertical motion, but a human hand mimicking this moves in a circular arc, pivoting about the
shoulder, and as a result contains a larger lateral motion component, which shifts the projected
feature away from the training features. This effect occurs across all behaviours, but is most
noticeable here. Despite this, the results obtained here are promising, given the variations
observed across participants for various behaviours.
Figure 3.8 shows the classification accuracy obtainedwith the PCA decomposition obtained
from quadrotor data, as a function of the effective dimensionality. In contrast to the separability
curves of Figure 3.3, which suggest that four modes should be used for classification, it is
clear that the best performance is obtained when only a single mode is used. As expected, it
appears that only the features of the most dominant PCA mode, which corresponds to general
information describing a quadrotor behaviour, follow similar distributions to those features
selected when applying this decomposition to human gestures.
Figure 3.9 shows the classification accuracy obtained with the PCA decomposition using
user gesture recordings, as a function of the effective dimensionality. In general, poor perfor-
mance is exhibited across all modes, and it is clear that PCA does not produce particularly
separable behaviours when performed on human gesture recordings.
Ideally, features from the human gestures that are both descriptive and discriminative are
required. The latter is required to aid in classification, while the former implies that the fea-
tures should be observed across participants consistently. The human gesture data obtained,
although limited, simply appears too variable to select both consistent and discriminative fea-
tures with the methods attempted. In contrast, the use of quadrotor training data, which is
cleaner, cheap and easy to generate, allows prior knowledge about the general structure of
these gestures to be leveraged, because they are pantomimic. Selecting PCA modes describing
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(a) Accuracy of participants: quadrotor data
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(b) Accuracy of behaviours: quadrotor data
Figure 3.8: The accuracy obtained for various participants and behaviours decreases with the effective
dimensionality of the PCA decomposition on quadrotor training data. The hover behaviour,
effectively random noise, acts as a catch all behaviour as others fail to be recognised.
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(a) Accuracy of participants: user data
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(b) Accuracy of behaviours: user data
Figure 3.9: Poor results are obtained across participants and behaviours regardless of the effective di-
mensionality of the PCA decomposition when it is applied to user training data.
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Table 3.2: Overall accuracy as a function of joint subset (Quad PCA+B)
Right hand Left hand Both hands Head + hands
74.68% 46.84% 73.00% 72.15%
Head + arms Full body
72.57% 70.89%
a large portion of the variance maintains this underlying information, and (fortunately) the
decomposition also results in fairly separable classes.
While the accuracies provided above are not yet good enough for practical application, the
results obtained still show the promise of using robot behaviours to train gesture recognition
systems. Table 3.2 shows that an immediate increase in accuracy can be obtained by simply
constraining the subset of joints used by the maximum information joint selection process. Ad-
ditional increases in accuracy could be obtained by requiring that users only perform gestures
using their hands, which would simplify the classification task greatly.
3.6.3 Computational complexity
Table 3.3 shows the computational complexity of the k-nearest-neighbour classifiers for com-
parison with dynamic timewarping and the forward algorithm used to determine HMM likeli-
hoods. Here, n denotes the number of samples in the training set, d the number of dimensions
describing each trajectory and l the length of each trajectory. The region used to constrain
the dynamic time warping search is represented by w. The numbers of modes and nearest
neighbours used by the PCA classifier using the suggested stacking are denoted by m and k
respectively, while p refers to the number of dimensions used in the canonical variate projec-
tion. T refers to the number of states in the HMM. The canonical variates and PCA classifiers
require far less computation as they operate on a substantially reduced feature set. Average
run-times for each iteration of the pantomimic gesture recognition using quadrotor training
data are also provided.
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Table 3.3: Pantomimic gesture computational complexities and runtimes
Complexity Runtime
Dynamic time warping O(ndlw) 1.759 s
PCA KNN O(mdl + n(md+ log n)) 0.001 s
Canonical variates KNN O(lp+ n(p+ log n)) 0.001 s
HMM O(T 2l) 0.040 s
3.7 Conclusions
This chapter has applied an extremely fast, yet simple, classificationmethod based on principal
component loadings. The approach relies on a decomposition that preserves spatial orientation
aspects of multidimensional time series and results in a set of features with apparent class
separability. A Bayesian update framework that compensates for potential classification bias
has been introduced.
This update incorporates evidence to improve the classification performance of hard to
recognise classes by sacrificing classification accuracy in overlapping classes that are easily
recognised, which should result in a fairer classifier. A voting windowwas applied to improve
decisions when an entire gesture sequence is available, but this is of limited use in an online
case, where gestures need to be recognised as they are occurring. A clearer idea of the algo-
rithm’s online performance can be obtained by viewing the video accompanying this chapter
(see Appendix D.1), which highlights issues resulting from misclassification during the tran-
sition phases of gestures. The addition of gesture spotting is required to differentiate between
stroke and transition phases if this is to be remedied.
Comparison with dynamic time warping, the most commonly used technique in large time
series data mining applications requiring little or no training has been emphasised. The hidden
Markov model used for comparison was unable to deal with highly variable, multi-modal
training examples, as only a single model was learned per class. In contrast, the proposed
feature-based approach covers the entire distribution of possible gestures in a class, assuming
sufficient training data is available. PCA operates directly on raw data with no user specified
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feature selection or state space model required (only a sequence length parameter is required),
and singular value decomposition is rapid onmoderately sizedmatrices. PCA obtained greater
accuracy than a canonical variates classifier, although admittedly onmulti-modally distributed
time series. Canonical variate classification is expected to outperform the proposed approach
in cases where time series examples are normally distributed.
Finally, the applicability of the technique to a pantomimic gesture recognition problem has
been discussed. Here, quadrotor behaviour descriptions have been used to train the PCA load-
ing classifier, and Kinect body tracking to record gesture sequences. This classification problem
is extremely difficult, as gestures and behaviour recordingsmay appear quite different. The use
of a maximum entropy measure to select the joint conveying the most information has been
proposed, allowing for both left and right-handed users. Results showed that the technique
can be used to determine desired behaviours when users intuitively mimic these behaviours
using their bodies. This chapter has argued that a pantomimic gesture recognition system is
potentially more intuitive than one using iconic gestures as users have free choice over their
gestures, and provided a mechanism by which human hand gestures can be mapped to robot
trajectories.
It is difficult to compare pantomimic and iconic gestures directly, as they correspond to
different use cases. Pantomimic gestures would be useful in cases where no domain knowledge
is available, for example in assistant robots deployed in public areas, while iconic gestures are
certain to be more suitable when only a limited set of pre-determined gestures need to be
recognised, if only because they are easier to detect. A comprehensive study on the utility of
iconic and pantomimic gestures is left for future work.
Encouraging results showed that the use of quadrotor behaviour training data provided
more robustness to a larger variety of gesture types than a gesture recognition scheme trained
using human hand gestures. The latter should provide better classification results if used for
specific individuals and gestures, but is clearly unsuited to less constrained problems. The
results provided are promising, as the classification task addressed here is quite challenging,
since participants were allowed complete freedom over their choice of gestures, which tended
to be extremely varied. Future work will involve isolating start and end points of gestures on-
line, and attempting to reduce the number of misclassifications seen during gesture transitions.
The pantomimic gesture recognition approach introduced here requires 3D gesture trajecto-
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ries for comparison with robot behaviours. Although the Kinect skeleton tracker has been used
to test the feasibility of such an interface here, this may not be feasible in practice, particularly
when the payload limitations of robotic platforms are taken into account. As a result, it is par-
ticularly important that a fast upper body pose estimate be obtained from a single RGB camera
if pantomimic gesture recognition strategies are to be deployed practically. The remainder of
this thesis addresses this problem.
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The previous chapter showed how a pantomimic gesture recognition system could be realised,
using principal component analysis to extract dominant information likely to be present in both
human gestures and quadrotor behaviour recordings, but paid little attention to the human
pose estimation process by which gesture trajectories are obtained.
Reliable human pose estimation is a frequently encountered computer vision task, often
required for successful vision-based gesture or action recognition systems. Specifically, the
goal of this work is to facilitate gesture-based human-robot interaction, which requires that
the 3D positions of human upper bodies to be tracked. Unfortunately, this is a particularly
challenging problem, especially in cluttered environments with potentially moving cameras.
2D information typically suffices if only static gestures are to be recognised, but 3D infor-
mation is required for most temporal gesture recognition solutions (Wu and Huang, 1999).
Multiple camera motion capture systems can provide 3D measurements with a high level of
accuracy, but often require that users wear markers that aid in detection. Stereo camera vision
allows for relatively accurate 3D spatial information to be obtained and as a result is commonly
used for temporal gesture recognition. This is evidenced by the gesture recognition schemes
of Triesch and Von Der Malsburg (1998), Lee (2006) and Nickel and Stiefelhagen (2007), which
all use stereo vision systems to observe gestures. 3D information can also be obtained using
structured light systems such as the Kinect or PrimeSense depth sensor. Unfortunately, while
the Xbox Kinect skeleton tracker of Shotton et al. (2011) (used to obtain behaviour recordings
for the previous chapter’s experiments) is extremely effective, in many applications, where
payloads are limited, this is infeasible, and a body tracking solution relying only on monocular
vision would be preferred.
This chapter describes an approach that finds a 3D upper body pose estimate using im-
ages obtained by only a single camera. A novel upper body model is proposed, trained us-
ing Kinect pose priors and designed with analytical tractability in mind. The chapter shows
that pose tracking using this model can be Rao-Blackwellised, allowing for computational ef-
ficiency while still incorporating bio-mechanical properties of the upper body. The model is
used within a recursive Bayesian framework to provide reliable estimates of user head, neck,
Single camera upper body tracking
shoulder, elbow and hand locations when only a subset of body joints can be detected.
4.1 Related work
Effective human pose estimation is required for successful vision-based gesture recognition
systems to be deployed. This section describes various approaches to human pose estimation,
within the context of gesture recognition.
A vast amount of work has been conducted in the field of human pose estimation using
monocular vision. Two approaches to pose estimation from static images have emerged, the
first relying on tracking and generative models, and the second on morphological recognition.
Morphological recognition techniques can be top-down, where entire bodies are recognised,
or bottom-up, where bodies are recognised by locating various body parts or components.
Gavrila and Davis (1996) use a top-down, search-based technique to locate poses by matching
contours or edges formed using a generative body model with those in an input image.
Many top-down approaches rely on matching extracted silhouettes to a known database.
This technique is applied by Germann et al. (2011) who refine matched pose estimates using
a set of 3D body part constraints. This approach relies on multiple cameras though, and the
extraction of silhouettes, which can be challenging. Further, the authors note that additional
information is required to estimate poses where the arms are close to the body, as silhouettes
do not contain sufficient information to do so.
The dominant approach to pose estimation is bottom-up (Yang and Ramanan, 2011), using a
pictorial structure of body parts with geometric constraints modelling component interactions.
Yang and Ramanan (2011) use a family of affinely warped templates and a mixture model
capturing contextual relations and produce good pose estimation results at approximately 1
frame a second. A pictorial structure model is also used by Eichner et al. (2012), who detect
bodies using a part-based model, segment these bodies using Grabcut (Rother et al., 2004) and
then fit appearancemodels trained previously using labelled data. This approach also provides
good performance, but can be slow, and only works on near frontal and rear viewpoints.
A number of pose estimation techniques use segmentation to locate and extract human
bodies. In their work on pose estimation for sign-language videos, Charles et al. (2013) leverage
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the layering of signers on video to extract bodies using co-segmentation, before estimating joint
locations using a selection of random forests trained on a number of previously segmented
bodies (labelled using the work of Buehler et al. (2008)). Unfortunately, accurate segmentation
is slow on general video sequences and not usually feasible for real time applications.
Bottom-up approaches to pose estimation are also used in tracking-based pose estimation
approaches. Lee and Cohen (2004) used a 21 degree-of-freedom generative model of human
kinematics, shape and clothing in a data-driven Markov chain Monte Carlo search. Here, vi-
sual cues of the face, head and shoulder contours, skin blobs and arm ridges were used to aid
importance sampling and drive a Monte Carlo search to feasible 3D pose candidates. Unfor-
tunately, estimating 3D pose from static 2D images results in a number of pose ambiguities as
different body configurations can appear similar when viewed from different points.
Many pose estimation techniques rely on Monte Carlo simulation or particle filtering. Par-
ticle filters represent the posterior belief in a state, conditioned on a set of measurements, by a
set of random state samples drawn from this distribution. While the particle filter is able to ap-
proximate non-Gaussian noise distributions extremely well, it is computationally intensive as
motion and observation models need to operate on multiple particles. Moreover, the memory
requirements of particle filter algorithms can be excessive, as the performance of the algorithm
is dependent on the number of particles used.
In high dimensional state spaces, the effective number of particles required to approximate
the posterior belief can become extremely large and the particle filter tends to operate as a
traditional optimisation problem when a feasible number of particles is used. In these cases,
additional information is often required to constrain the search space and produce good parti-
cle estimates.
Sminchisescu and Triggs (2001) note that many particle filtering algorithms for 3D pose
estimation often require the addition of extra noise to assist in the search for minima. They
attempt to resolve this by using a complex body model and through careful design of the
observation likelihood function, incorporating priors on the anthropometric data of internal
proportions, parameter stabilisers, joint limits, and body part penetration avoidance. They
also apply covariance scaled sampling to direct the search, which involves combining assumed
dynamics with the posterior distribution and growing the prior covariances to sample more
broadly. This search can be sped up through the addition of kinematic reasoning to assist in
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the sampling, reducing the number of possible solutions to a pose if the lengths of limbs are
known (Sminchisescu and Triggs, 2003).
Jáuregui et al. (2010) also apply kinematic reasoning to aid in pose estimation, but use a
silhouette-based observationmodel. Here, silhouettes are extracted using background subtrac-
tion, faces detected and a skin colour model learned. A clothing colour model is also learned,
using an image patch directly below the face. These colours are then used when projecting a
generative 3D body model, which is compared to the thresholded body.
Deutscher et al. (2000) have proposed the use of simulated annealing to solve the high
dimensional search problem associated with 3D pose estimation. Here, a set of weighting
functions are used to drive the particle filter search to possible solutions. Davison et al. (2001)
perform 3D tracking using multiple cameras and a simulated annealing search. In this case,
generative body models are used to create edge and foreground templates, which are com-
pared to those observed using a sum of squared distances metric.
The difficulties in 3D pose estimation from 2D images have led some researchers to focus on
2D pose estimation in images, a slightly better posed problem. Hua et al. (2005) apply Markov
chain Monte Carlo estimation to fit a set of 2D quadrangles to humans in images, using an
observation model combining colour measurements of the head and hands (learned after face
detection), and line segments extracted from the torso.
Applying Monte Carlo search techniques to pose estimation has the benefit of allowing a
number of constraints and priors to be incorporated. However, the large number of constraints
and complex models required to direct the high dimensional search is hardly ideal, and some-
what inelegant, resulting in large processing burdens. The incorporation of these constraints
through priors obtained directly from training data is proposed here, in an attempt to simplify
the sampling stages.
The process of learning constraints from training data has been advocated by Yu et al.
(2013), who clustered 3D body positions according to various action categories, then used ac-
tion recognition and 2D body parts detected using a deformable part model to predict 3D pose
with a random forest. The use of action recognition restricts the possible pose search space,
allowing for faster and more accurate pose estimation.
Howe et al. (1999) used 3D motion capture data to train a Gaussian mixture model prior,
which when combined with a Gaussian error model of 2D tracked body parts allows a 3D pose
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estimate to be computed using expectation maximisation. The proposed approach is similar to
this as it also uses a Gaussianmixture prior to incorporate body constraints, but differs through
the inclusion of a novel motion model that allows temporal motion tracking using recursive
Bayesian estimation, when only a subset of body parts are detected. This model behaves as a
mixture of mean-reverting random walks that pull towards more commonly observed poses.
This behaviour restricts the search space for possible pose estimates and prevents track losses
that could occur if pose was allowed to drift freely. A description of the proposed pose estima-
tion method follows.
4.2 Recursive Bayesian estimation
Assuming the human body can be modelled as an unobserved Markov process with a set of
joint states xt at time t, recursive Bayesian estimation allows states to be updated as measure-
ments zt are made
p (xt|z1:t−1) =
∫
p (xt|xt−1) p (xt−1|z1:t−1)dxt−1, (4.1)
p (xt|z1:t) = ηp (zt|xt) p (xt|z1:t−1) . (4.2)
Here, η is a normalising constant and the nomenclature x1:t refers to the collection of states
from time step 1 to t. This process allows for continual state estimation that includes temporal
information, using a transition model to predict state changes and an observation model to
introduce measurement information.
For human body tracking, the state vector xt could comprise the 3D positions (or angles)
of all joints of interest, camera position and orientation, but this causes a number of estimation
difficulties when only 2D image measurements obtained from a single camera are available. In
this case, imagemeasurements are a non-linear function of the camera position and orientation,
which complicates the tracking problem significantly.
This complication can be avoided by performing all filtering in the image plane and only
returning to 3D coordinates when a state estimate is obtained. Let u/λ and v/λ be image
coordinates of a body joint, [X,Y, Z], observed by a camera with 6 degree-of-freedom pose
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Here,K denotes an intrinsic camera calibration matrix,
K =

fx 0 cx
0 fy cy
0 0 1
 , (4.4)
with fx and fy focal distances and cx, cy coordinates of the camera’s principal point.
Selecting a state vector comprising the scale parameter λ, image plane coordinates u/λ, v/λ
and camera pose allows us tomake direct comparisons between state andmeasurements. Once
a state estimate is made, returning to 3D coordinates is trivial, with
X
Y
Z
 = [p¯1 p¯2 p¯3]−1


u
v
λ
− p¯4
 , (4.5)
and p¯j denoting the j-th column vector of the projection matrix in (4.3).
Recursive Bayesian estimation requires that two densities be specified, a probabilistic tran-
sition model, p (xt|xt−1), and an observation model, p (zt|xt).
4.3 A mixture of Ornstein-Uhlenbeck process model
A mixture of Ornstein-Uhlenbeck processes is used to model the transition between states
describing upper body pose. Ornstein-Uhlenbeck processes (Doob, 1942) behave as random
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walks that drift towards long term means over time. In the following section a model that
provides this behaviour is described. First, assume that a Gaussian mixture model is fit to
a number of pose samples using expectation maximisation, and that the probability of poses
being observed by the prior is described by
p (xt) =
N∑
i=1
piiN (xt|µi,Σi) . (4.6)
This distribution can be partitioned if an indicator variable i is introduced, which refers to
the i-th mixture component in the distribution. Then the prior probability over states can be
denoted as
p (xt) =
N∑
i=1
p (i) p (xt|i) (4.7)
with
p (i) = pii, (4.8)
p (xt|i) = N (xt|µi,Σi) . (4.9)
Assuming upper body poses should tend towards the means learned by expectation maximi-
sation, a mean-reverting random walk can be described for each mixture component as
xt = µi + Fi (xt−1 − µi) + q, (4.10)
with q ∼ N (0,Qi). The relationship between this mean-reverting random walk and the tra-
ditional definition of an Ornstein-Uhlenbeck process is described in more detail in Appendix
C. This mean-reverting behaviour is valuable in the context of human pose estimation as it
allows rapid exploration of the set of possible poses, while forcing estimates to remain near
commonly observed poses. Incorporating priors in this way also prevents upper body pose
tracking failures, which would occur if the prior was only used for initialisation, since a ran-
dom walk motion model without mean-reversion would inevitably drift away from the set of
feasible pose estimates over time.
Given that the upper body pose distribution is likely to be stationary, the relationship
p (xt| i) =
∫
p (xt|xt−1, i) p (xt−1| i)dxt−1 (4.11)
N (xt|µi,Σi) =
∫
N (xt|µi + Fi (xt−1 − µi) ,Qi)N (xt−1|µi,Σi)dxt−1 (4.12)
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can be formed. Equating covariances in (4.12) provides the constraints,
Σi = FiΣiF
T
i +Qi. (4.13)
Imposing a diagonal structure, Fi = γiI, on the transition-type matrix provides a solution for
the transition covariance,
Qi =
(
1− γ2i
)
Σi. (4.14)
This provides the final transition density,
p (xt|xt−1, i) = N
(
xt|µi + γi (xt−1 − µi) ,
(
1− γ2i
)
Σi
)
, (4.15)
when considering individual mixture components. Here, γi is used to control the speed at
which processes revert towards means and is learned directly from sequential training data, as
explained in Section 4.3.2.
4.3.1 Learning Gaussian mixture models from Kinect pose priors
The proposed transition model is useful as it allows a prior distribution covering the probabil-
ity of a human pose occurring to be used to incorporate likely human poses into the motion
model. This distribution is obtained offline, by fitting a Gaussian mixture model (GMM) to a
large dataset of recorded human body poses. The positions of upper body joints of interest are
tracked and recorded using a Kinect sensor (Shotton et al., 2011). 3D joint positions are then
sampled from this training set and projected into 2D, assuming a pinhole camera with a known
camera calibration matrix, K, and randomly drawn camera viewpoints sampled from within
a set of constraints (|λ|, |β| and |α| ≤ 30◦; |tx|, |ty| and |tz| translation ≤ 0.5 m). This provides
a much larger set of recorded 2D joint positions. Figure 4.1 shows the original 3D recorded
pose data, and the corresponding 2D pose data generated through the synthetic viewpoints is
shown in Figure 4.2.
This large dataset is infeasible to work with, and so the Gaussian mixture model of this
distribution is a useful form of dimension reduction. A more detailed description of GMMs
and their training is provided in Appendix B.
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Figure 4.1: 3D upper body joint distributions are captured by recording a human upper body as it under-
goes common motions. (Head - red, shoulders - green, elbows - yellow, hands - blue)
(a) Head distribution (b) Shoulder distributions (c) Elbow distributions (d) Hand distributions
Figure 4.2: Upper body joint distributions are projected into 2D over a range of viewpoints to generate
2D joint position distributions (a limited range of viewpoints are used for illustration to allow
for greater clarity). Lighter colours indicate more likely positions.
Selecting the number of clusters
Unfortunately, learning the GMM can be computationally intensive and a large number of
mixture components or clusters may be required to adequately describe the underlying pose
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distribution. This is remedied somewhat by assuming independent left and right arms, and
training two mixture models instead, but a method for selecting the required number of clus-
ters for each model is still required.
Bowden (2000) proposed that the appropriate number of mixture components in a mixture
model be selected by performing k-means clustering with an increasing k, and selecting the
knee of the curve showing the average distance between k-mean centroids, thereby providing a
compromise between the number of clusters selected and data fit. Unfortunately, this measure
fails to account for the underlying fit to the data when a Gaussian mixture model is used, and
a better (although significantly more computationally expensive) approach makes use of the
Bayesian information criterion (Schwarz, 1978),
BIC = −2 ln Lˆ+ k ln(n), (4.16)
where Lˆ is the maximised likelihood of the model, k the number of free parameters in the
model, and n the number of observations used to train the model.
The Bayesian information criterion (BIC) combines a penalty prior on the number of param-
eters in a model together with the marginal likelihood of the observed data for a given model
to provide a single parameter that provides a cluster number/ goodness of fit trade-off. Figure
4.3 shows the BIC curve when a Gaussian mixture model is fit to the upper body pose data de-
scribed earlier. The BIC is expensive to compute, as it requires that mixture models be fit to the
data for increasing numbers of mixture components. To avoid training multiple models on the
full upper body pose corpus, multiple BIC curves were obtained by training on smaller subsets
of data, and averaged instead. The shaded trace in the figure shows the standard deviation of
these averaged BIC curves.
Poisson disk sampling
The GMM prior learned from the training data inherently contains kinematic constraints, as
well as information on more commonly observed poses. It is also extremely compact and
simple. However, the quality of the pose set used to train the model impacts greatly on the
pose estimation process. For example, a poor quality training set that consists of a test subject
primarily standing in a single pose will prioritise this pose over less commonly observed posi-
tions. This problem is likely to be exacerbated if only a subset of points is uniformly sampled
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Figure 4.3: An appropriate number of mixture components can be selected by finding the minimum value
of the Bayesian information criterion (denoted by the dashed red line).
from the training set in an attempt to reduce the GMM training time.
This pose bias can be avoided by including an additional Poisson disk sampling (Bridson,
2007) stage before randomly projecting the 3D training poses into the image plane. Here, a list
of previously used pose samples is maintained and new pose only added to the list if it falls
outside a sphere of radius r surrounding each point in the list. This sampling process allows a
more even spread over possible poses to be obtained, as illustrated in Figure 4.4, where poses
drawn using Poisson sampling show far better coverage when compared to an equal number
of poses drawn using uniform sampling.
4.3.2 Maximum likelihood transition parameter estimation
The previous sections showed how the GMM prior component of the proposed transition
model is obtained. This section shows how it is possible to estimate γi, the parameter on
the diagonal of the transition matrix Fi, from sequential training data using a maximum likeli-
hood approach. Recall that the mixture of Ornstein-Uhlenbeck motion model, conditioned on
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Figure 4.4: Better pose coverage is obtained by using Poisson disk sampling to draw poses from the
training set. (Head - orange, neck - yellow, shoulders - green, elbows - cyan, hands - blue)
mixture component i, can be written as
p (xt|xt−1, i) = N
(
xt|µi + γi (xt−1 − µi) ,
(
1− γ2i
)
Σi
)
, (4.17)
where means µi and covariances Σi have been learned using Gaussian mixture modelling.
In the following derivation only a single mixture component is considered so the subscript i
is discarded for notational convenience. Collating a pair of sequential state vectors, the joint
distribution can be formed by means of an affine transformation (Schön and Lindsten, 2011),
p
 xt
xt−1
 ∣∣∣∣∣i
 = N
 xt
xt−1
 ∣∣∣∣
µ
µ
 ,
 Σ γΣ
γΣ Σ
 . (4.18)
Then, let
m =
 xt
xt−1
−
µ
µ
 , and
C =
 Σ γΣ
γΣ Σ
 =
1 γ
γ 1
⊗Σ, (4.19)
where⊗ denotes the Kronecker product. State pairs are obtained by storing sequential 3D pose
pairs during the Poisson sampling process, and projecting the first of these into a 2D image
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plane by applying a randomly sampled camera position and orientation, then perturbing the
camera attitude with a small amount of zero-mean Gaussian noise (≈ 15 cm translation, 5◦
rotation) before projecting the second sample into the image plane. This allows for a small
amount of camera motion (in line with the human-robot interaction scenario of interest in this
work), but retains the sequential state information in the original training set. When a number
of i.i.d. sequential state vector pairs, mk, have been generated, the likelihood of these pairs
conditioned on the transition parameter γ is
p (M|γ) =
K∏
k=1
1
(2pi)
d/2 |C|1/2
exp
(
−1
2
mTkC
−1mk
)
, (4.20)
whereM denotes the set of K vector pairs and k ∈ [1 . . .K] represents the k-th pair. d is the
dimensionality ofmk, twice the dimensionality of xt. The log likelihood distribution is
ln p (M|γ) = −Kd
2
ln 2pi − K
2
ln |C| − 1
2
K∑
k=1
mTkC
−1mk. (4.21)
Using inverse properties of the Kronecker product (Petersen and Pedersen, 2012) and the fact
that Σ is invertible, the inverse of the covariance matrix can be written as
C−1 =
1 γ
γ 1
−1 ⊗Σ−1,
=
1
1− γ2
 1 −γ
−γ 1
⊗Σ−1. (4.22)
Similarly, the determinant of the covariancematrix can be shown (Petersen and Pedersen, 2012)
to be
|C| =
∣∣∣∣∣∣
1 γ
γ 1
∣∣∣∣∣∣
d/2
|Σ|2
=
1
(1− γ2)d/2
|Σ|2 , (4.23)
and the log likelihood can be written as
ln p (M|γ) = −Kd
2
ln 2pi +
Kd
4
ln
(
1− γ2)−K ln |Σ| − 1
2
K∑
k=1
mTk
1
1− γ2
 1 −γ
−γ 1
⊗Σ−1mk.
(4.24)
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Differentiating with respect to γ provides
∂
∂γ
ln p (M|γ) = Kd
2
γ
γ2 − 1 −
1
2
K∑
k=1
mTk
 2γ(γ2−1)2 − (γ2+1)(γ2−1)2
−
(
γ2+1
)
(γ2−1)2
2γ
(γ2−1)2
⊗Σ−1mk. (4.25)
Setting the derivative equal to zero provides the expression
Kd =
K∑
k=1
mTk
− 2γ2−1 (γ2+1)γ(γ2−1)(
γ2+1
)
γ(γ2−1) − 2γ2−1
⊗Σ−1mk. (4.26)
Denoting
a = − 2
γ2 − 1 , (4.27)
b =
(
γ2 + 1
)
γ (γ2 − 1) , (4.28)
mk =
m1k
m2k
 , (4.29)
and multiplying out after substituting in (4.26) provides
Kd = a
K∑
k=1
(
mT1kΣ
−1m1k +mT2kΣ
−1m2k
)
+ b
K∑
k=1
(
mT1kΣ
−1m2k +mT2kΣ
−1m1k
)
. (4.30)
Finally, setting
u =
K∑
k=1
(
mT1kΣ
−1m1k +mT2kΣ
−1m2k
)
, (4.31)
v =
K∑
k=1
(
mT1kΣ
−1m2k +mT2kΣ
−1m1k
)
(4.32)
(4.33)
and substituting back into in (4.30), replacing (4.27) and (4.28), provides the expression
Kd = − 2
γ2 − 1u+
(
γ2 + 1
)
γ (γ2 − 1)v,
Kd =
−2γu+ (γ2 + 1) v
γ (γ2 − 1) , (4.34)
which forms a cubic function of γ,
Kdγ3 − vγ2 + (2u−Kd) γ − v = 0, (4.35)
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the roots of which can be used to find maximum likelihood estimates of γ, subject to {γ ∈
R | 0 ≤ γ ≤ 1}.
Experimental results show that γ typically falls in the range 0.8 to 0.99. A larger γ results
in more temporal consistency, while smaller values of γ allow larger random walk steps and
faster mean-reversion.
4.4 Observation model
An observation model is obtained by assuming that observations, zt = Hxt, can be observed
in the presence of zero-mean Gaussian measurement noise with covarianceR,
p (zt|xt) = N (zt|Hxt,R) . (4.36)
Here, H is used to select only a subset of states that can be observed, since not all joints and
image parameters can be detected.
4.5 Particle filter approximation
When tracking, the goal is to calculate the posterior distribution, p (xt|z1:t), given a sequence of
measurements, but this is difficult to compute analytically for the transition model introduced
above. The particle filter, which approximates probability distributions using a number of
weighted point estimates, is useful when dealing with complex probability distributions that
cannot be analytically integrated. AssumingNs particles are used to approximate the posterior,
let
p (xt|z1:t) ≈
Ns∑
k=1
wkt δ
(
xt − xkt
)
, (4.37)
where the convenient abuse of Dirac delta notation denotes a point estimate from the distribu-
tion that is located at xkt and weights wkt are chosen using sequential importance sampling.
Importance sampling (see Geweke (1989) for a more rigorous treatment) uses the law of
large numbers to estimate integrals by means of an expectation over a known density, g(y),
I =
∫
y
h(y)f(y)dy =
∫
y
h(y)
f(y)
g(y)
g(y)dy = Eg
[
h(Y )f(Y )
g(Y )
]
. (4.38)
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Approximating the expectation Eg by a number of i.i.d samples Y1 . . . YNs drawn from g, pro-
vides an estimator for the integration,
Iˆ =
1
Ns
Ns∑
i=1
h(Yi)f(Yi)
g(Yi)
. (4.39)
Particle filters use this property in a sequential manner to approximate distributions. Con-
sider the full posterior distribution over all states and measurements, with initial estimate x1,
p (x1:t|z1:t) = p (z1:t|x1:t) p (x1:t)
p (z1:t)
=
p (zt|x1:t, z1:t−1) p (z1:t−1|x1:t) p (x1:t)
p (zt|z1:t−1) p (z1:t−1)
=
p (zt|x1:t, z1:t−1) p (x1:t|z1:t−1)
p (zt|z1:t−1)
∝ p (zt|x1:t, z1:t−1) p (x1:t|z1:t−1) . (4.40)
For a Markov process, the current measurement is only dependent on the current state and
the current state is only dependent on the previous state, so
p (zt|x1:t, z1:t−1) p (x1:t|z1:t−1) = p (zt|xt) p (xt|x1:t−1, z1:t−1) p (x1:t−1|z1:t−1) ,
= p (zt|xt) p (xt|xt−1) p (x1:t−1|z1:t−1) . (4.41)
Constructing an importance density q (x1:t|z1:t) from which state samples xk1:t are easily sam-
pled provides importance weights
wkt ∝
p
(
zt|xkt
)
p
(
xkt |xkt−1
)
p
(
xk1:t−1|z1:t−1
)
q
(
xk1:t|z1:t
) , (4.42)
which can be written recursively as
wkt ∝ wkt−1
p
(
zt|xkt
)
p
(
xkt |xkt−1
)
q
(
xkt |xk1:t−1, z1:t
) . (4.43)
Since only the state at time t is of interest, and an approximation to the density p (xt|z1:t) is
desired, the state history can be discarded and the weight update equation becomes
wkt ∝ wkt−1
p
(
zt|xkt
)
p
(
xkt |xkt−1
)
q
(
xkt |xkt−1, zt
) . (4.44)
Unfortunately, sequential importance sampling often suffers from degeneracy (Doucet et al.,
2000), where the weights of most particles become negligible after a few iterations. This is
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remedied by re-sampling, which generates a new set of particles by sampling with replace-
ment according to the importance weights. This typically eliminates particles that have small
weights and adds emphasis to those with larger importance. Special care needs to be taken
as to the selection of the proposal density q
(
xkt |xkt−1, zt
)
. Ideally this should be as close to the
target density as possible, as this minimises the variance of the importance sampling estimate.
The sampling importance re-sampling (SIR) or bootstrap filter, discussed in detail by Ristic
et al. (2004), is frequently used for recursive Bayesian filtering. Here, the importance density is
usually chosen to be equal to the transition density,
q (xt|xt−1, zt) = p (xt|xt−1) . (4.45)
This reduces the importance weight calculation to
wkt ∝ wkt−1p
(
zt|xkt
)
. (4.46)
By applying re-sampling at each time step, theweights become uniform, and theweight update
simplifies to
wkt ∝ p
(
zt|xkt
)
. (4.47)
The SIR filtering procedure is described in more detail in Algorithm 1.
Algorithm 1 Sampling importance re-sampling particle filter
loop
for k = 1 to Ns do
Draw xkt ∼ p (xt|xt−1)
wk = p
(
zt|xkt
)
end for
Normalise weights w = [w1 . . . wNs ]
Re-sample xt according to w
end loop
Re-sampling may be computationally expensive, so in practice it is not desirable to re-
sample on each iteration. Instead, re-sampling need only occur when the effective or number
of useful particles is below a certain threshold, and the particle filter is close to degeneracy. An
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estimate of the effective number of particles used by a particle filter (Kong et al., 1994) is
Nˆeff =
1∑Ns
k=1
(
wkt
)2 . (4.48)
Unfortunately, drawing samples from the proposed transitionmodel is rather computation-
ally intensive as it requiresNs draws from a uniform distribution to select amixture component
according to the model’s mixture weights, and a further Ns draws from different Gaussians to
select particles.
4.6 Rao-Blackwellised particle filtering
Fortunately, the use of a Gaussian mixture model in the transition density and a conjugate
Gaussian observation model allows the particle filter to be Rao-Blackwellised by performing
integrations optimally using a number of Kalman filters to track mixture components. This
approach, termed the mixture Kalman filter, has been applied to a number of conditionally
linear dynamic models by Chen and Liu (2000) and Doucet et al. (2000).
Equations (4.15) and (4.36) are of the form required for optimal Bayesian filtering using the
Kalman filter (Kalman, 1960). The Kalman filter marginalises out historical states and provides
the posterior distribution of a state for a given trajectory of indicator variables, p
(
xt|z1:t,λjt
)
,
conditioned on a mixture component. Here, the boldface λjt =
[
λj1, λ
j
2, . . . , λ
j
t = i
]
, with i ∈
[1, N ] is used to denote the j-th trajectory of mixture components (j ∈ [1,M ]), from time steps
1 to t. First, xˆt(λ
j
t ), a prediction of the state mean conditioned on a particular sequence of
indicator variables up to time t is made using the transition model of (4.15),
xˆt(λ
j
t ) = µλjt
+ Fλjt
(
x˜t−1(λ
j
t−1)− µλjt
)
, (4.49)
assuming no process noise. The notationˆ denotes predicted means and covariances while˜
is used to represent updated estimates. The existing uncertainty in the mixture component
is propagated through the linear process model, and uncertainty in the model included, to
provide the predicted mixture covariance,
Pˆt(λ
j
t ) = Fλjt
P˜t−1(λ
j
t−1)F
T
λjt
+Qλjt
. (4.50)
- 74 -
4.6 Rao-Blackwellised particle filtering
When observations are made, the measurement (yt) and covariance (St) residuals are calcu-
lated using
yt = zt −Hxˆt(λjt ) (4.51)
and
St = HPˆt(λ
j
t )H
T +R. (4.52)
Here, the superscript j has been removed from yt and St for notational simplicity. These resid-
uals are then used to provide the updated mean and covariance estimates
x˜t(λ
j
t ) = xˆt(λ
j
t ) +Ktyt, (4.53)
P˜t(λ
j
t ) = (I−KtH) Pˆt(λjt ), (4.54)
whereKt = Pˆt(λ
j
t )H
TS−1t is the optimal Kalman gain for a linear system. Finally, the posterior
density for the state conditioned on a trajectory of mixture components can then be described
by a Gaussian,
p
(
xt|z1:t,λjt
)
= N
(
xt|x˜t(λjt ), P˜t(λjt )
)
. (4.55)
Using this information, the probability of an indicator variable trajectory conditioned on
the sequence of measurements, p
(
λjt |z1:t
)
, can be used to obtain the target distribution
p (xt|z1:t) =
M∑
j=1
p
(
xt|z1:t,λjt
)
p
(
λjt |z1:t
)
. (4.56)
Here,M denotes the number of indicator variable trajectories. The conditional indicator prob-
ability is obtained by marginalising the joint state indicator distribution,
p
(
λjt |z1:t
)
=
∫
p
(
xt,λ
j
t |z1:t
)
dxt
=
∫ p(z1:t|xt,λjt) p(xt,λjt)
p (z1:t)
dxt
=
∫ p (zt|xt) p(z1:t−1|xt,λjt) p(xt,λjt)
p (z1:t)
dxt
=
∫ p (zt|xt) p(xt,λjt |z1:t−1)
p (zt|z1:t−1) dxt
=
∫ p (zt|xt) p(xt|λjt , z1:t−1) p(λjt |z1:t−1)
p (zt|z1:t−1) dxt
∝ p
(
λjt
)
p
(
λjt−1|z1:t−1
)∫
p (zt|xt) p
(
xt|λjt , z1:t−1
)
dxt, (4.57)
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where λjt is assumed to be independent of λ
j
t−1, due to the potentially rapidly changing nature
of upper body pose. The contents of the integral in (4.57) are known, with p (zt|xt) the normal
measurement model of (4.36) and p
(
xt|λjt , z1:t−1
)
the result of the Kalman filter prediction
step, also Gaussian, which is denoted as N
(
xt|xˆt(λjt ), Pˆt(λjt )
)
. As a result, (4.57) reduces to
an iterative form
p
(
λjt |z1:t
)
= ηN
(
zt
∣∣∣∣Hxˆt(λjt ),HPˆt(λjt )HT +R) p(λjt) p(λjt−1|z1:t−1) , (4.58)
with η a normalising constant.
4.6.1 Importance sampling
Unfortunately the sums in (4.56) are hard to compute, as the number of trajectories grows
exponentially with each filtering iteration, so in practice (4.56) is approximated as a weighted
sum of trajectories of interest,
p (xt|z1:t) ≈
M∑
j=1
wjtp
(
xt|z1:t,λjt
)
. (4.59)
with weights selected using importance sampling,
wjt ∝
p
(
λjt |z1:t
)
q
(
λjt |z1:t
) = p
(
λjt
)
N
(
zt
∣∣∣∣Hxˆt(λjt ),HPˆt(λjt )HT +R)
q
(
λjt |z1:t
) wjt−1, (4.60)
when indicator variables λjt are sampled from the proposal density, q (λt|z1:t). Ideally, the
proposal density should be as close as possible to the target density in order to obtain better
estimates. In this case every quantity in (4.57) can be evaluated tomake an ideal proposal, since
there are only a fixed number of mixture components to evaluate on each tracking iteration.
Assume that there are N particles, and the predicted means and covariances required by
each of the M mixture components in (4.60) have been evaluated, thereby obtaining a set of
R = MN particle descendants that should be condensed to N particles. A number of sam-
pling schemes accomplishing this (Alspach and Sorenson, 1972; Salmond, 1990; Blom, 1984)
have been proposed previously, but many of these can be computationally expensive. For ex-
ample, trajectories could be selected by ordering trajectory weights and discarding those with
low indicator weights. This approach is termed the split-track filter (Smith and Winter, 1978)
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or detection estimation algorithm (Tugnait, 1981). As an alternative, Akashi and Kumamoto
(1977) proposed a random sampling scheme where exactly one descendant of each particle is
retained, and assigned a weight equal to the sum of the weights of all the particles descending
from the selected particle’s parent.
The mixture Kalman filter (Chen and Liu, 2000), designed for use with mixture model den-
sities, adds an additional multinomial re-sampling stage to the Akashi and Kumamoto (1977)
random sampling scheme, which occurs if the coefficient of variation of the selected particle
weights is too large. Finally, Fearnhead and Clifford (2003) have provided a sampling scheme
that calculates an unbiased optimal stochastic approximation to the weights by selecting a
subset of particles, minimising the sum of the squared error between the original weights and
those assigned to retained particles.
Unfortunately, evaluating R = MN particle descendants is expensive, particularly given
the real time constraints of pose estimation (30 fps). When applying these sampling schemes,
the number of particles that can be used is limited by the amount of computation that is re-
quired to perform the R Kalman filter predictions, and a better trade-off may be to reduce
the required computation and propose more particles from an inferior proposal density, as
a greater number of particles could mean a better approximation to the target density is ob-
tained. In this case, trajectory indicators could be proposed using the mixture model weights
p (λt) and the weight update equation
wjt ∝ p
(
zt
∣∣∣∣Hxˆt(λjt ),HPˆt(λjt )HT +R)wjt−1 (4.61)
used instead. In practice, many of the weights, wjt , can become negligible after a few itera-
tions, with only a few Gaussians contributing to the final pose estimate. This is remedied by
re-sampling with replacement whenever the effective number of particles falls too low.
Finally, using the sampled indicator variables and these weights, a minimum mean square
error (MMSE) estimate for the upper body pose can be obtained through a weighted combina-
tion of updated mixture means,
x¯t ≈
M∑
j=1
x˜t(λ
j
t )w
j
t , (4.62)
and a 3D human body pose is obtained by evaluating (4.5) at the estimated state.
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4.6.2 A model weighted approach
The previous section showed how a mixture of Ornstein-Uhlenbeck processes can be used
to model upper body pose transitions within a particle filtering framework. As an alternative
approach to pose estimation, the tracking problem can be viewed as amodel selection one, with
the complex set of body poses that can occur divided into modes obtained from the Gaussian
mixture model, and by assuming that the pose near each mode can be described by a single
Ornstein-Uhlenbeck process. The differences between the two proposed models are subtle, but
the graphical models in Figure 4.5 show these more clearly.
In the deterministic model selection approach,M independent Kalman filters (one for each
possible transition model) are run and marginal likelihoods used to combine the results. This
is equivalent to retaining trajectories where λjt = λ
j
t−1 and λ
j
1 = j, which forces continuity
between indicator variables and guarantees that every mixture component or mode is fairly
represented in the posterior distribution, in effect giving more weight to the prior distribution
on human poses. Here, the final pose density is calculated by averaging the contributions of
each independent Kalman filter using the likelihood of the model,
p (xt|z1:t) =
M∑
j=1
p
(
xt|z1:t,λjt
)
p
(
λjt |z1:t
)
, (4.63)
with themarginal likelihood p
(
λjt |z1:t
)
given by (4.57). Asmentioned previously, themarginal
likelihood p
(
λjt |z1:t
)
can tend to zero for a givenmixture component. Re-sampling in this case
is not ideal, as it could become impossible for this mixture to contribute towards the pose esti-
mate regardless of future measurements. This is undesirable as it effectively removes Kalman
filters from the bank of possible models. This is remedied by adding a small uniform prior,
 > 0, to the marginal likelihoods on each iteration. The size of  controls the speed at which
the process model is able to transition between switching to the different mixture means in the
pose prior.
4.7 Results
In the previous sections, a motion model suitable for upper body tracking using recursive
Bayesian estimation was introduced and a selection of tracking schemes that perform this dis-
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(b) Modified process model (fixed tracks)
Figure 4.5: Graphical models of human body tracking when deterministically selected (Figure 4.5b) and
sampling-based (Figure 4.5a) indicator trajectories are used. The braces in Figure 4.5a are
used to denote that indicator variables cover the entire set of possible indicators ∀j.
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cussed. The first, a Rao-Blackwellised particle filter, pairs state estimates with Kalman filter
models proposed using GMM prior weights and uses the particle weight update equation of
(4.61) to combine posterior estimates, with an additional re-sampling step to prevent degen-
eracy. The second tracker evaluates all possible Kalman filter state estimate pairs and uses
the optimal re-sampling scheme proposed by Fearnhead and Clifford (2003). The final tracker
evaluated, which was described in Section 4.6.2, uses a deterministic model and averages a set
of independent Kalman filter trackers using the marginal likelihood of the model.
Each of these models was trained by fitting a Gaussian mixture model to a short 3 minute
upper bodymotion sequence that was projected into 2D from a variety of camera positions and
orientations. Camera angle variations were uniformly drawn within a 30◦ range, while trans-
lations of up to a metre were allowed. This extends the possible set of viewpoints the model
can cope with greatly. Almost all transition parameters required by the model are learned au-
tomatically, using a maximum likelihood approach, but the appropriate number of particles
used by the filters was chosen by selecting the maximum number of samples that could be
used while still obtaining an average processing rate of 30 fps.
Results obtained after applying these three tracking schemes to amanually annotated video
sequence containing a single person (1025 frames) are provided here. The manually annotated
measurements used by the trackers consisted of the 2D locations of the participant’s head, neck
and hands and resulting 3D pose estimates are compared to those obtained using the Kinect
motion tracker after aligning the ground truth and pose estimates using fixed scale Procrustes
analysis (Schönemann, 1966). For these experiments, the same subject was used to test the
trackers and train the motion model, but the test and training data are independent.
Figure 4.6 shows a selection of 2D pose estimates obtained when the various trackers are
applied to the test video sequence. Although these static pose estimates show little difference
between tracking approaches, qualitative video results (see Appendix D.2) show that the tran-
sitions between poses appear more rigid when the fixed trajectory tracker is used as the model
switches between Kalman filters, while the optimal re-sampling and Rao-Blackwellised track-
ers exhibit more jitter, presumably due to the limited number of particles used. It should be
noted that the elbows and shoulders are localised remarkably well in the 2D video sequences,
particularly when considering that no direct measurement of these joints is made.
A commonly used metric that assesses the performance of 2D pose estimation algorithms
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(a) Fixed trajectories (b) Rao-Blackwellised (c) Optimal re-sampling
(d) Fixed trajectories (e) Rao-Blackwellised (f) Optimal re-sampling
(g) Fixed trajectories (h) Rao-Blackwellised (i) Optimal re-sampling
(j) Fixed trajectories (k) Rao-Blackwellised (l) Optimal re-sampling
Figure 4.6: A random selection of 2D pose estimates shows that shoulder and elbow positions are in-
ferred remarkably well, considering no direct measurement of these joints is made.
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Figure 4.7: The figure shows probability of correct pose curves for fixed trajectory tracking, Rao-
Blackwellised sampling and optimal sampling based particle filters.
is the probability of correct pose (PCP) (Yang and Ramanan, 2011), which shows the fraction of
correctly localised body parts, where a body part is deemed to be correctly localised if its end
points fall within some fraction of the ground truth body part length. Figure 4.7 shows PCP
curves for a fixed trajectory tracker and particle filters using Rao-Blackwellised sampling and
the optimal sampling scheme of Fearnhead and Clifford (2003) respectively. These curves are
formed by plotting the proportion of estimated 3D positions of limb end-points that fall within
some fraction of the limb length away from the ground truth positions of these end-points
for the test dataset. While developed in the context of 2D pose estimation, the PCP is still an
effective 3D measure as it normalises the localisation error with regard to test participant size.
As recommended by the Bayesian information criterion evaluation, 27 mixture components
were used to train the upper body model. Figure 4.7 shows that the best performance on
this dataset is obtained by using the Rao-Blackwellised particle filter (100 particles), but that
there is not much difference between tracking approaches. The optimal sampling technique,
while theoretically more accurate, did not perform as well as the Rao-Blackwellised sampling
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Figure 4.8: The area under the PCP curves shows that the performance differences between the three
tracking algorithms become larger as the number of mixture components increases.
because it is computationally more expensive, and so fewer particles (60) could be used given
the real-time constraints that have been imposed on the problem. While 100 particles may seem
low, it should be stressed that each particle is a Gaussian and not merely a point estimate, and
so far fewer particles are used than would traditionally be required by a bootstrap particle
filter.
Figure 4.8 shows the area under the probability of correct pose curves for the three track-
ers as a function of the number of mixture components used by the transition model. The
dashed black line shows the number of mixture components recommended by the Bayesian
information criterion described in Section 4.3.1.
Although there is very little difference between the tracking schemes when fewer numbers
of mixture components are used, performance differences between the three tracking algo-
rithms become larger as the number of mixture components increases. As expected, the figure
shows that the need for more particles becomes greater as the motion model complexity in-
creases when the optimal re-sampling scheme is used. Errors also increase as more mixture
components are added to the model when the fixed trajectory tracker is used. This can be
attributed to the inclusion of the small uniform prior that ensures that all possible models con-
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tribute to the final pose in this tracking scheme. As the number of mixture components used is
increased, less frequently observed poses are likely to be included in the model, and these may
result in additional errors when pose estimates are averaged. The Rao-Blackwellised tracker
does not suffer from this problem, as outlier pose models are only selected when the pose
estimate is near these, and ignored elsewhere.
4.8 Conclusions
This chapter has introduced a novel model of upper body motion, trained using Kinect pose
priors and designed with analytical tractability in mind. A number of 3D recordings of upper
body pose, selected using Poisson disk sampling to ensure even coverage of the task space, are
projected into 2D by assuming random camera positions and orientations, and used to train
a Gaussian mixture model covering the frequency of pose occurrences. The chapter has also
shown how maximum likelihood transition parameters used by the model are obtained from
the projected training data.
Pose tracking using the proposed model can be Rao-Blackwellised, allowing for computa-
tional efficiency while still incorporating bio-mechanical properties of the upper body. Results
have shown that the motion model can provide reliable estimates of user head, neck, shoulder,
elbow and hand locations when only a subset of body joints can be detected. Three tracking
variations using this upper body model have been suggested and results indicate that there
is little difference between approaches when the complexity of the model is kept low, but that
Rao-Blackwellised tracking provides the best trade-off between computational complexity and
pose error when a larger number of mixture components are used by the model.
The optimal re-sampling scheme of Fearnhead and Clifford (2003) was shown to be infea-
sible given the real-time constraints of the pose estimation problem addressed here, and the
fixed trajectory motion model, by far the least computationally expensive approach, proved
to be a relatively effective approximation, particularly if the task space for upper body pose
remains relatively constrained.
It should be noted that the proposed model decouples joint measurement from tracking
and only considers point-based joint training information. A complimentary computer vision
- 84 -
4.8 Conclusions
approach, such as that discussed in Chapter 6, is still required to provide joint measurements.
More complex models of human motion, such as those proposed by Sminchisescu and Triggs
(2003), Gall et al. (2009) and Sigal et al. (2010), incorporate body shape priors and generative
clothing or surface models directly into the tracking process. While coupling image measure-
ment and motion models may be more desirable and is almost certainly more accurate, models
performing this require far more computation, and are not yet feasible for real-time applica-
tions, with processing times generally measured in seconds per frame instead of frames per
second. In contrast, the proposed model is trained using 100000 projections of 3D poses drawn
from a 3 minute Kinect tracking sequence, a process that takes under 5 minutes on a single 3
GHz CPU, and the tracking runs at 30 fps.
The experiments conducted thus far have only considered a single user and a relatively
constrained set of viewpoints. In Chapter 5, skeleton retargeting is applied to the single person
training set in order to incorporate additional body shapes and sizes to the training set. The in-
creased size of this retargeted dataset makes model training time consuming, and so a reduced
dimensionality tracker that operates in a PCA subspace is also introduced.
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generalised body tracking 5
In the previous chapter, a particle filtering approach to 3D upper body pose estimation using a
limited number of 2D joint measurements was introduced. Experimental results showed that
relatively reliable pose estimates could be obtained in real-time for a single participant using
a model trained using data captured from the same participant. This chapter considers the
multiple user case, and shows how additional training data covering a larger subset of body
shapes and sizes can be generated by retargeting an existing, single-user training set.
Unfortunately, generating a larger dataset to cover multiple poses, a large variety of view-
points and body sizes requires additional training samples andmakes model training consume
a large amount of time and memory. In order to remedy this, this chapter also introduces a re-
duced dimensionality tracker that operates in subspaces selected using PCA.
5.1 Retargeting for improved body tracking
The proposed approach to human pose estimation requires good training data if it is to be effec-
tive. Unfortunately, obtaining recordings of human motion is a time consuming and relatively
expensive task, particularly when the possible variation in human body sizes is considered.
Many approaches to human pose-estimation remedy this by generating synthetic training data.
Both Zhang and Fan (2010), and Shotton et al. (2011) retarget motion-capture data onto
a variety of base character models using AutoDesk Motion Builder, while Pishchulin et al.
(2012) use an optimisation process to align both body shape and skeletons. Baak et al. (2013)
avoid retargeting training data, and suggest scaling the input data (Time-of-flight depth maps)
instead, assuming limited deviation between training actors and test subjects. The following
section describes how data captured from a single person can be used to generate additional
training data for the simple skeleton-only case considered in this work.
5.1.1 Proposing pose samples using training data
Figure 5.1 shows a stick-man representation of an upper body, with Xi denoting the 3D posi-
tion of the i-th joint or end effector on the body. A scaled version of this body can be generated
Skeleton retargeting for generalised body tracking
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Figure 5.1: A stick-man representation of the upper body, with Xi denoting the 3D position of the i-th
joint on the body.
by stretching the vectors drawn between incremental joint pairs (limbs), starting from the root
joint Xˆ1 = X1,
Xˆi = αiv¯i,i−1 + Xˆi−1, (5.1)
where v¯i,i−1 denotes the vector linking joints Xi−1 and Xi, and αi is an appropriate scaling
factor.
Let the scaling factor be formed by two components, a global scale factor (β) that scales
the entire body to retain proportionality, and a smaller contribution (δi) that allows for the
variation in limb length seen across humans,
αi = β + δi. (5.2)
Here, β is drawn from a uniform distribution that expects humans to vary between 75% and
125% of the original subject’s size,
β ∼ U (0.75, 1.25) , (5.3)
and δi from a zero-mean normal distribution with standard deviation selected as 10% of the
length of the i-th limb (li),
δi ∼ N (0, 0.1li) . (5.4)
The same δi is used for corresponding limbs (left forearm, right forearm, etc.), so as to en-
force symmetry. The distribution limits provided here were empirically selected to cover the
expected range of human body sizes that should be recognised. A uniform distribution was
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selected for β so that the trained algorithm would not bias one size over any other, and would
cover both children and adults. Training data is generated by randomly sampling from the
original training set (in sequential pairs, so that transition model parameters can be selected
as in Section 4.3.2) and applying the randomly generated body scaling. This training data is
then viewed from various camera angles and positions, and the projected data used to fit a
Gaussian mixture model.
5.1.2 Joint collision avoidance
Unfortunately, scaling limbs in the proposed manner could potentially result in infeasible
poses, with possible limb collisions and intersections. The stick-man model of human pose
proposed provides no information about the shape of limbs or their appearances, and a test for
limb collisions requires a generative model of limb shape. In the absence of a complex shape
model, a simple test that models limbs as ellipses and determines the relative overlap between
ellipses is proposed to determine the likelihood of a limb collision.
An ellipsoid approximation to a limb can be obtained by constructing a multivariate Gaus-
sian distribution that is centred at the limb centre, with standard deviation selected such that
approximately three standard deviations cover the length of the limb. The width is set as a
third of the limb length. The Bhattacharyya coefficient (Bhattacharyya, 1943) can then be used
to determine the amount of overlap, or likelihood of a collision between any two limbs mod-
elled in this way.
For any two probability densities p(x) and q(x), the Bhattacharyya coefficient is a number
between 0 and 1 that measures the amount of overlap between these distributions,
BC (p, q) =
∫ √
p (x) q (x)dx. (5.5)
Equation 5.5 has a closed form solution for Gaussian densities,
BC (N (µ1,Σ1) ,N (µ2,Σ2)) = exp
(
−1
8
(µ1 − µ2)TΣ (µ1 − µ2)−
1
2
ln
|Σ|√|Σ1| |Σ2|
)
, (5.6)
with
Σ =
Σ1 +Σ2
2
. (5.7)
Using this metric, limb collisions that are highly likely can be detected by evaluating this co-
efficient and the infeasible poses that result in these collisions discarded from the training set.
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Figure 5.2: The Bhattacharyya coefficient collision grid associated with the infeasible pose shown in the
figure indicates that there is significant overlap between the left and right forearms (Lf and Rf
respectively).
Figure 5.2 shows an example of an infeasible pose detection, illustrating a collision between
left and right forearms.
5.2 Reduced dimensionality tracking and training
The introduction of retargeted training data potentially allows for the pose of a number of body
shapes and sizes to be estimated. Unfortunately, the expansion of the training set requires that
significantly more samples be generated for model training. The following section discusses
the computational requirements of the proposed upper body motion model and provides a
motivation for the introduction of a reduced dimensionality tracker.
5.2.1 Computational complexity of tracking and training
Let d denote the dimensionality of the state vector being tracked, m the number of measure-
ments available,Np the number of the particles used for filtering andK the number of clusters
in the proposed motion model.
The Rao-Blackwellised body tracker of Chapter 4 requires two re-sampling steps of O(Np),
- 90 -
5.2 Reduced dimensionality tracking and training
Np Kalman filter steps, a number of matrix multiplications, O(d2), and a matrix inversion and
weight update using Cholesky decomposition, O(m3). It is clear that in terms of time com-
plexity, the tracker is dominated by the number of measurements and a reduction in state
dimensionality is not particularly helpful. Memory-wise, at least dNp floats are required for
particles, and d2Np floats for covariances, but this is an almost negligible storage requirement
as the state dimensionality is only 21 (5 joints consisting of image row and columns, image
projection scale, and a 6 degree-of-freedom camera position and attitude.).
However, when model training is considered, the state dimensionality has a far greater im-
pact on training time and memory requirements. Let N be the number of training samples
used to fit the Gaussian mixture model. The expectation maximisation process used to train
the GMM is O(kd2N) per iteration (Moerland, 1999) and so the computational time is heav-
ily dependent on the state dimensionality, particularly when a larger number of samples is
required to introduce retargeted pose information to the model. In terms of memory require-
ments, training requires two sets (independent left and right arm models are trained) of dN
floats of training data, kdN floats storing posterior estimates, dk floats storing cluster means
and kd2 floats for cluster covariances. Assuming a million training samples are used to train
two models using 27 mixture components each, this amounts to over 9 GB of storage, which
may require careful memory management.
Halving the state dimensionality provides a 3 factor speed-up in training time and also
halves the memory requirements. As a result, by reducing the state dimensionality, both mem-
ory requirements and training time can be dramatically reduced for GMM fitting, so there is
significant value in reduced dimensionality domain training and tracking.
5.2.2 Using PCA to learn tracking subspaces
Principal component analysis provides an obvious method for reducing the dimensionality of
the problem space. It is relatively fast to perform and has the added benefit of pre-processing
the training data, which may contain variables of differing scale. For example, projected joints
are measured in pixels, camera rotations in radians and translations in metres. Whitening the
data using PCA helps to avoid ill-conditioned matrices that may arise otherwise, and fitting
models in PCA spaces can even speed up the mixture modelling process as it provides con-
straints on the expected structure of covariance matrices (Moerland, 1999).
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Let X denote the N × d training set, with N rows of d-dimensional training samples, and
m¯ the mean taken along rows ofX. IfW is a linear, d× dˆ projection learned by applying PCA
to this training set and retaining dˆ basis functions, a full dimensional state sample, x, can be
projected into a low dimensional subspace to give xp via
xp =WT (x− m¯) . (5.8)
Fitting a Gaussian mixture model to a corpus of samples in this space provides a lower
dimensional process model of exactly the same form as (4.15) and the only change required by
the upper body pose tracking algorithm is the replacement of the measurement matrix H in
Section 4.6 with
Hˆ = HW (5.9)
and the residual calculation in (4.51) with
yt = zt −
(
Hˆxˆpt (λ
j
t ) +Hm¯
)
, (5.10)
which allows comparison with image plane measurements. Finally, state estimates that are
obtained by tracking in reduced dimensions can be returned to the original d-dimensional task
space by reversing (5.8). Although this process involves some information loss, returning a
least squares estimate of the original state, the lost information does not affect the final pose
estimate significantly as it typically consists of noise when dˆ is chosen sensibly.
5.2.3 Dimensionality selection
Care needs to be taken when selecting the dimensionality of the reduced space, dˆ. Figure 5.3
shows a graph of the variance within the training set that is explained as additional PCA basis
vectors are included. The figure indicates that over 95% of the variance in the training data is
explained by only 4 dimensions, and that the training data compresses extremely well.
However, on closer analysis, it appears that using the variance explained may not be the
best approach to selecting dˆ, as it turns out that more dimensions are required to adequately
represent the original data. This is apparent if 3D joint positions are reconstructed using sub-
sets of PCA basis functions and the 3D to 2D projection process used in training is reversed.
Figure 5.4 shows the 3D joints calculated from randomly generated camera viewpoints and 2D
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Figure 5.3: The training data appears to compress quite well, as only a few dimensions are required to
explain a large portion of the variance in the data. As is to be expected, a larger number of
components are needed to explain the retargeted data.
image locations. This dataset differs from that of Figure 4.1 because the 3D poses have been
viewed from a variety of random camera positions and orientations.
Figure 5.5 shows the 3D joints as they are reconstructed with an increasing number of di-
mensions, which indicates that at least 8 dimensions are required before the reconstructed data
starts to resemble that originally captured, corresponding to about 99.9% of the variance in the
training set. The seemingly minor 0.1% of variance change visible when moving from 7 to 8
dimensions seems to have dramatically altered the reconstruction. This can be explained by
considering the importance of reconstructing the camera pose components of the state correctly
when using PCA basis functions. Small errors in camera position and attitude will undoubt-
edly affect the move from 2D to 3D joint coordinates more than errors in 2D joint positions.
While there are some maximum likelihood and Bayesian approaches combining both dimen-
sionality selection and mixture of expert training (Tipping and Bishop, 1999; Bishop, 1999),
these are likely to suffer similar problems, so visual inspection of the reconstructed training
data is used when selecting dˆ instead.
5.3 Model selection for upper body pose tracking
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Figure 5.4: The figure shows the uncompressed 3D joint positions used for training.
The introduction of re-targeted training data should allow a wider variety of upper body con-
figurations to be recognised, but in practice may result in a reduction in pose estimation ac-
curacy. This occurs because the inclusion of additional training data increases the potential
ambiguity in pose estimation. While re-targeted training data may assist in pose estimation for
outliers (extremely large or small people), for the most part a reduction in performance will be
observed, as test subjects are typically closer in size to the original model than to the full set
of possible body sizes. An attempt to remedy this could be made by training multiple pose
models, say for small, medium and large skeletons, and performing both body tracking and
model selection at the same time.
Unfortunately, the process of training separate models for various sizes can be time con-
suming and requires sufficient particles to explain a full set of body motions for each class in
the model, which can quickly become excessive. Instead, a simpler approach to incorporating
size differentiation is simply to augment the state vector used to train the mixture model with
the global scale factor of Section 5.1.1, to form a new state vector yt = [xt, β]T. In this case, the
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Figure 5.5: A visual analysis of the reconstructed 3D training samples shows that the compressed data
resembles the original (Figure 5.4) after about 8 dimensions. (Only a subset of reconstructed
points is shown for visual clarity.)
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transition model is trained directly (as in Section 4.3.1), providing
p(yt|yt−1, i) = p(xt, βt|xt−1, βt−1, i), (5.11)
which can be used within the original tracking framework, with only a single particle filter
required. The original Rao-Blackwellised particle filter should reject mixture components cor-
responding to bodies of an infeasible size when tracking a person, and the size of the person
can be determined quite simply, by marginalising out unwanted states in the posterior approx-
imation.
The addition of a single parameter to the state space, which is already quite large, should
not affect the complexity of the tracking process significantly, particularly if PCA is used to
reduce the state dimensionality before model training and tracking takes place.
5.4 Results
Experimental results for reduced dimensionality tracking using retargeted training data are
presented here, using a video dataset consisting of 5 different participants. The dataset contains
over five and a half thousand frames, and participants were selected to provide a wide variety
of limb lengths for testing. Figure 5.6 shows the median limb lengths of each participant in the
experiment, calculated using the results of the Kinect skeleton tracker. The standard deviation
error-bars show that the Kinect tracker itself is not perfect, but the figure still provides a good
idea of the limb-length diversity in the test set.
Figure 5.7 shows a dense grid of the area under the probability of pose curves for all poses in
the dataset, as PCA dimensions and mixture components or clusters are increased. This graph
is useful as it provides an idea of the effect of mixture components and state dimensionality on
the pose estimation accuracy. A higher area under the PCP curve indicates better tracking per-
formance. Results are provided for the fixed trajectory PCA tracker and the Rao-Blackwellised
particle filter, applying models trained using both the original and retargeted training sets.
Models were trained using pose data captured independently using participant 3. The
recommended number of clusters used for model training, obtained using the Bayesian infor-
mation criterion, are denoted by blue + marks in the figure, but it appears that these do not
correlate with classification accuracy. This is most likely due to the fact that the motion model
- 96 -
5.4 Results
0.15 0.2 0.25 0.3 0.35 0.4
Left forearm
Left upper arm
Left shoulder-neck
Neck-head
Right shoulder-neck
Right upper arm
Right forearm
Median limb length (m)
Participant 1
Participant 2
Participant 3
Participant 4
Participant 5
Figure 5.6: The median limb lengths of participants in the dataset shows the spread of body shapes and
sizes that were used for testing.
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Figure 5.7: An intensity image showing the area under the probability of correct pose curves for a number
of tracking methods and training schemes shows that the best dimensionality for tracking is
between 8 and 12, while the number of mixture components in the model seem less impor-
tant. + markers denote the number of components recommended for use by the Bayesian
information criterion.
- 98 -
5.4 Results
is trained for a larger variety of possible poses and camera viewpoints than those present in
the test set.
It is clear that the best operating range for pose estimation occurs between dimensions
8 and 10, but tracking in 4 dimensions seems to provide good results as well. This can be
explained using the reconstruction in Figure 5.5d. The test set used here primarily consists of
human motions captured in a front-on configuration, while a much larger set of viewpoints
were trained for. Tracking in 4 dimensions constrains the resultant 3D pose estimates to a more
limited range of camera views, effectively removing potential pose ambiguities, which in turn
provides better pose estimation results on average, but more errors in outlier poses. If a wider
range of motions are required, pose tracking needs to occur in 8 or more dimensions.
Figure 5.8 shows the best tracking results obtained over the tested range of dimensions
and clusters. When retargeted training data is used, the best performance is obtained through
Rao-Blackwellised particle filtering, presumably because the sampling approach discards un-
necessary pose components, while the fixed trajectory model retains all possible components.
Unfortunately, augmenting the tracked state vector with a scale parameter provides almost no
change in pose estimation accuracy, and the scale estimate remains spread across most pos-
sible body sizes. Clearly, the limited number of measurements used for pose estimation are
insufficient to adequately resolve the ambiguities introduced by training using additional limb
lengths, and the introduction of the scale parameter appears of little use as a result.
Figures 5.9 and 5.10 show the results obtained when the experiments of Chapter 4.7 are
repeated using only participant 3, who provided the original training data. As expected, the
introduction of retargeted training data reduces the pose estimation performance here, but it
is clear that tracking in reduced subspaces using the original training data provides equiva-
lent performance to that obtained using full-dimensional tracking. The provided PCP results
were obtained using a cluster number recommended by the Bayesian information criterion,
which is denoted by the red and blue dashed vertical lines for original and retargeted training
respectively in Figure 5.10.
The drop in pose estimation accuracy observed in the single user case when retargeted
training data is used comes at the expense of being able to obtain better pose estimates for a
much wider range of participants, and may be tolerable for certain applications. Interestingly,
tracking in reduced dimensions using fixed trajectories provided a large improvement in pose
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Figure 5.8: The figure shows the probability of correct pose curves for the best performing tracking
schemes and training approaches.
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Figure 5.9: When PCP curves obtained using reduced dimensionality tracking are compared to full di-
mensionality tracking results from Chapter 4 it is clear that similar performance can be ob-
tained by training and tracking in reduced dimensions, along with large improvements in
computational complexity.
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estimation accuracy when compared to tracking in full dimensional space.
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Figure 5.10: Area under the PCP curve results as a function of the number of mixture components used
for the transition model highlight the reduced performance that is obtained when retargeted
training data is used, compared to training data obtained directly from the test subject. Here,
dashed red and blue lines denote the number of mixture components recommended by the
BIC for the orginal and retargeted training data respectively.
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5.5 Conclusions
This chapter has introduced a mechanism for retargeting pose data to generate a larger train-
ing corpus that covers a wider range of body shapes and sizes. The introduction of this addi-
tional training data adds to the computational burden when training the proposed mixture of
Ornstein-Uhlenbeck process model, and a reduced dimensionality tracker has been introduced
to remedy this.
The reduced dimensionality tracker learns transition models in a PCA subspace and then
performs tracking in this space, reverting to the original pose space only when full state es-
timates are required. Tracking in PCA subspaces provides equivalent or better performance
than that obtained by tracking in the original pose space.
It should be noted that the use of PCA domain tracking means that learning an entire upper
bodymodel at once (d = 30) is feasible in the PCA subspace, since it compresses quite well (dˆ ≈
12). However, doing so provides poorer tracking results, as it effectively halves the number of
training examples and task space that that can be covered by treating arms independently, so
in practice it is better to train independent arm models.
The introduction of retargeted training data allowed improved pose estimation for a wider
range of participants, but does result in a performance reduction when compared to the single-
user single-training set case. This is to be expected, and is a necessary compromise if a variety
of people are to be tracked. Unfortunately, attempts to use scale-based model selection to im-
prove pose estimation proved unhelpful, as the current set of measurements used for testing
(head, neck and hands) proved insufficient to reduce pose ambiguities. The use of additional
measurements may aid in resolving these ambiguities, but these measurements are extremely
difficult to obtain, as will be explained in Chapter 6.
Thus far, measurements obtained by re-projecting Kinect ground truth results have been
used for testing. This allowed the decoupling of measurement and model error when eval-
uating the proposed pose tracking approaches. In Chapter 6, image-based head and hand
detection is used to obtain measurements and data association problems encountered when
matching measurements to arm models are considered.
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In previous chapters, annotated images were used to compare pose estimation schemes. The
process of detecting joint positions and incorporating these into the filtering framework is de-
scribed here.
A number of pose estimation approaches have attempted to extract joint positions directly
from images. Mittal et al. (2011) introduced a hand detector that used a discriminatory model
to classify image regions as hands based on the outputs of a sliding window context-based
hand detector, a sliding window hand-shape detector and a skin detector. The hand-shape de-
tector made use of a deformable part model based on Histogram-of-Gradient (HOG) features
(Dalal and Triggs, 2005), which was introduced by Felzenszwalb et al. (2010) to classify generic
objects in images. This model has been applied to articulated human pose estimation, but a
flexible mixture-of-parts model (Yang and Ramanan, 2011), also using oriented gradient fea-
tures, has been shown outperform this. Gavrila (2000) attempt to recognise entire body shapes
using contour models, while Ren et al. (2005) detect poses by assembling connected bodies
using parallel line segments in images. Hua et al. (2005) apply Markov chain Monte Carlo
estimation to fit a set of 2D quadrangles to humans in images, using an observation model
combining colour measurements of the head and hands (learned after face detection), and line
segments extracted from the torso.
Unfortunately, automatically extracting joint locations from images is extremely difficult to
do rapidly and reliably enough for video processing, due to the wide variety of possible ap-
pearances. Joints vary not only in shape, size and configuration, but also texture and appear-
ance, as almost any clothing could be worn. In an attempt to avoid the difficulties associated
with this problem, the proposed pose estimation framework re-frames the problem of joint or
end-effector detection as one of joint inference in a tracking problem using a limited number
of measurements obtained from more easily detected joints.
This chapter shows how existing face detection algorithms can be used to obtain head,
neck and hand measurements suitable for use within the proposed pose tracking framework.
Initially, as in the work of Hua et al. (2005), detected faces are used to train a model of skin
colour, which provides potential hand locations. Unfortunately, this introduces a difficult data-
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association problem, as it is not always clear to which arm model (left or right) measurements
should be assigned. In an attempt to remedy this, an edge-based error correction heuristic and
a probabilistic data association approach are introduced, and experiments comparing the ef-
ficacy of these provided. Results show that a probabilistic data association scheme that uses
prior pose estimates to constrain the search area for new pose measurements outperforms ap-
proaches which track hand position independently. Finally, in light of these results, the re-
sults of extensive experiments on the full pose estimation pipeline (face detection and the best
performing probabilistic hand association approach combined with upper body pose track-
ing using retargeted training data) are provided and benchmarked against a part-based model
approach to pose estimation (Eichner et al., 2012).
6.1 Face detection
The easiest body part to detect in images is undoubtedly the head, particularly if it is front-
facing. Automatic face detection is frequently required by computer vision systems and a
large number of extremely effective algorithms are available to accomplish this. In this work,
an OpenCV (OpenCV, 2012) implementation of the well known Viola and Jones (2001) face
detector is applied. This detector classifies faces using a cascade of boosted classifiers, trained
using the responses to Haar-like features.
The face detector is trained over a wide selection of faces, but only frontal faces are used
as positive training examples, in line with our end application of human-robot interaction. In
these applications, a robot should only attempt to engage with a person who is looking directly
at it, in the same way humans make eye contact when conversing.
The face detection is augmented through the addition of face tracking using a Kalman filter
(Kalman, 1960) and constant velocity motion model, applying a modified version of the simple
object tracker described by Burke (2010). This tracking provides a degree of robustness to
false negatives (faces present, but not detected), and can be used to reject false positives (faces
detected, but not present) as these tend to be detected sporadically and fail to provide lasting
tracks.
With each input image, detected faces are compared to tracked faces using a Euclidean dis-
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tance measure, including the position and size (height and width) of the faces. If this measure
falls below a certain threshold, the update stage of the Kalman filter is applied to the corre-
sponding tracked face. If this is not the case, a new track is started. When faces have not been
observed for a certain number of time steps, they are removed from the list of tracked faces.
Similarly, tracked faces are only used if the track has lasted for a predefined length of time.
It should be noted that both the head and neck positions are found by tracking faces because
the full head shape is detected. Detecting the positions of both the head and neck is important,
as it provides a mechanism for scale selection in otherwise ambiguous 2D images.
6.2 Decoupled hand detection and pose tracking
Once detected, faces contain important information, which can assist in the detection of other
body parts. This section shows how the detected face can be used to determine the tracked
person’s skin colour, and how this is used to segment hands.
6.2.1 Likelihood model
First, a histogram of the colours (Lab colour space) present in a square image patch bound-
ing the detected face is back-projected to provide a likelihood map of image areas resembling
skin. Here, back-projection refers to the process of evaluating the probability of an image pixel
being skin coloured, with the likelihood approximated by a histogram of the detected pixel
values in a training image patch. The image patch used to train the likelihood is scaled down
to two thirds of the size of the detected face, to avoid hair and background colours corrupting
the histogram. An exponentially weighted moving average filter favouring historical measure-
ments is applied to the normalised histogram to limit the effects of spurious lighting depen-
dent observations. The choice of colour space is somewhat arbitrary, as Phung et al. (2005) have
shown that it contributes little to skin colour segmentation performance, but in practice fewer
histogram bins are required to model the channels in Lab space, so this conversion reduces
computation.
In order to assist in the recognition of hands, areas of high likelihood are only labelled as left
or right hands when placed within an initialisation area, consisting of the left and right halves
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of the input image. This serves as the hand detection process. The hand likelihood image
can contain unwanted static artefacts, due to skin coloured objects or shadows in the image.
These artefacts can be removed by applying a background segmentation algorithm (Zivkovic,
2004), which classifies pixels as foreground or background objects using an adaptive per pixel
Gaussian mixture model. This segmentation process labels static objects as background by
maintaining a history of pixel values over frames, so assumes a static camera. As a result,
this stage may not be ideal for applications in mobile robotics where excessive camera motion
occurs.
6.2.2 Mean-shift correction
Immediately after initialisation, a mean-shift tracker (Bradski, 1998) is used to track the de-
tected hands. Mean-shift locates the maxima of a likelihood function, in this case the re-
projection likelihood obtained using the detected face, using discrete samples from the distri-
bution. On each iteration, the original hand position is adjusted based on the mean-shift max-
ima. As hands typically form larger blobs than wrists, the mean-shift tracker tends to remain
centred on hands, and does not typically move along skin coloured forearms. When combined
with the initialisation process, this allows for relatively robust hand tracking. If hands are lost
(the average likelihood in the tracked hand area drops below a predefined threshold), the user
simply re-initialises the hand tracker by returning their hands to the original initialisation area.
6.2.3 Kalman filter tracking
The mean-shift tracker is unable to track rapidly moving objects particularly well, so is aug-
mented through the use of a constant jerk Kalman filter tracker similar to that used for face
tracking, which provides a predicted region of interest in which to search for a hand and im-
proves the mean-shift tracking.
Here, the goal is to track the horizontal and vertical position, velocity and acceleration of a
- 106 -
6.2 Decoupled hand detection and pose tracking
potential hand, x = [u, v, u˙, v˙, u¨, v¨]T, assuming a linear transition model,N (xt|Fxt−1,Q), with
F =

1 0 ∆t 0 ∆
2
t 0
0 1 0 ∆t 0 ∆
2
t
0 0 1 0 ∆t 0
0 0 0 1 0 ∆t
0 0 0 0 1 0
0 0 0 0 0 1

(6.1)
and process noise covariance
Q =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 σ2j 0
0 0 0 0 0 σ2j

, (6.2)
where ∆t denotes the sampling period of the video sequence, and σ2j the variance of the ran-
dom jerk noise. This is accomplished by applying Kalman filter recursions (Chapter 4.6) to
measurements, z = [u, v]T, which are obtained by performing a mean-shift correction to the
skin colour likelihood, using the Kalman filter prediction as a starting point.
Note that the predicted region could have been obtained by using the predicted body posi-
tion in the pose filtering framework, but it turns out that the mixture of random walk motion
model is not a very good predictor of hand positions, since it contains no velocity information
and is often multimodal. Figure 6.1 illustrates the detection and tracking process when hand
and body tracking are decoupled.
6.2.4 Masking
Unfortunately, the use of skin colour to detect hands leads to difficulties in discriminating
between hands. This is alleviated somewhat by masking the image area predicted to contain
the left handwhen tracking the right hand, and vice versa with the left, but problems still occur
when hands merge, or for clapping motions, where a constant jerk prediction can cause hands
to swap. Examples of these failures are shown in Figure 6.2.
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(a) Likelihood map (b) 2D Pose estimate (c) 3D Pose estimate
Figure 6.1: An image patch (green square) centred in the detected face (white square) is used to build
a likelihood map of skin coloured areas in the image (Figure 6.1a). Detected hands are
shown using yellow ellipses, with cyan ellipses showing the predicted hand locations. Once
detected, the head and hand estimates are used to update the Rao-Blackwelised particle
filter and provide 2D (Figure 6.1b) and 3D (Figure 6.1c) pose estimates.
6.3 Edge-based data association correction
Errors resulting from incorrect hand association could be avoided by taking the orientation
of the arms into account in the hand detection process. Unfortunately, it is quite difficult to
detect arms, which can have highly variable appearances in images. However, once hands
have been detected, the validity of a pose estimate can be assessed using additional image
features and hand association errors potentially corrected. The tracked pose estimate contains
the 2D position of each joint, and can be used to form a stick model similar to that drawn in
Figure 6.2, with limbs described by a set of oriented edges. Looking at these images, it is clear
that a natural measure of a pose estimate’s likelihood is one that uses orientation information
from edges detected in the image.
Initially, an edge-based image representation is obtained using the Canny edge detector
(Canny, 1986). The probabilistic Hough line detector (Matas et al., 2000) is then used to detect
linear edge segments. The number of edge segments providing support for a pose estimate
or limb position is then used to decide if the correct hand association has been made, or if the
pose estimate is in error. A Gaussian kernel is used to determine edge support, with edges
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 6.2: Similarities in hand appearance occasionally result in merging hands and tracking failures.
Figures 6.2a to 6.2f show a failure due to merging hands, while Figures 6.2g to 6.2i highlight
a failure to track a clapping motion. A better hand detector or knowledge of forearm position
could be used to remedy this.
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considered as evidence for a given limb if the likelihood
N (xedge|xpose,Σ) > τ (6.3)
is greater than some threshold τ . Here, xedge is a vector of the edge orientation and the x, y
image position of a detected edge midpoint, while xpose contains the position and orientation
of the estimated limb. Σ is a diagonal covariance matrix, with variances selected empirically
to allow feasible position and angle offsets. Figure 6.3 illustrates the voting process for a given
pose estimate.
(a) Correct pose estimate (b) Incorrect pose estimate
Figure 6.3: Detected image edges are used to determine the validity of a pose estimate. Edges providing
no evidence are blue, while supporting edges are drawn in the same colour as the supported
limb. In the case of valid pose estimates (Figure 6.3a), a number of edges with similar position
and orientation to the estimated limb position tend to be observed. This typically fails to occur
when a hand association error has occurred or if a pose estimate is incorrect (Figure 6.3b).
The proposed heuristic allows for data association errors in hand measurement to be cor-
rected relatively quickly, but does not prevent these errors from occurring in the first place.
Direct measurement of limb positions should eliminate hand association errors of this type
completely.
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6.4 Probabalistic data association
Thus far, the proposed approach to data association has assumed that left and right hands
first appear on the left and right sides of an image respectively and relied on a constant jerk
motion model and Kalman filtering to track hands, with mean-shift used to associate new
detections to tracks. This can be viewed as a form of nearest neighbour data association, but
errors can still occur within this framework. An edge-based heuristic could be used to correct
hand association errors, but this may not be particularly effective, as it can be affected by
textured clothing. Further, image clutter can result in spurious measurements and cause the
hand tracking to fail.
A better approach to data association would be more circumspect, assigning potential mea-
surements to tracks probabilistically, as in the joint probabilistic data association filter (Fort-
mann et al., 1983). The particle filtering approach used here allows us to assign different mea-
surements to different mixture components, as suggested by Chen and Liu (2000), simply by
adding a latent data association variable.
Approximating the observation model for each arm by a mixture of Gaussians centred at
each measurementmjt ,
p (zt|xt, A) =
Nh∑
k=1
p
(
mkt |A
)N (xt|mkt , Σˆ) , (6.4)
allows for a soft association of measurements to arm models. Note that the measurement
model is conditioned on A, which will be used to denote a specific arm model (left or right)
henceforth.
Assuming thatNh potential handmeasurements have been made, an appropriate measure-
ment can be proposed for each Kalman filter update in the Rao-Blackwellised particle filter
by sampling from a suitable data association distribution, and a Gaussian posterior density
conditioned on both a trajectory of mixture components λjt and a trajectory of measurements
mj1:t = [m
j
1 . . .m
j
t ] obtained,
p
(
xt|z1:t,λjt ,mj1:t, A
)
= N
(
xt|x˜t(mj1:t,λjt ), P˜t(mj1:t,λjt )
)
, (6.5)
where notation is the same as that of Section 4.6. As in (4.59), these latent trajectories can be
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marginalised out using importance sampling to provide an approximate target distribution
p (xt|z1:t, A) ≈
M∑
j=1
wjtp
(
xt|z1:t,mj1:t,λjt , A
)
, (6.6)
with weights obtained using
wjt ∝
p
(
λjt ,m
j
t |A
)
p
(
λjt−1,m
j
1:t−1|z1:t−1, A
) ∫
p
(
zt|xt,mjt , A
)
p
(
xt|λjt ,mj1:t−1, z1:t−1, A
)
dxt
q(λjt ,m
j
1:t|z1:t, A)
.
(6.7)
As before, a good choice of proposal density, given the real-time requirements of the pose
estimation problem, is
q(λjt ,m
j
t |z1:t, A) = p (λt|A) p (mt|A) , (6.8)
which results in the recursive weight update equation
wjt ∝ wjt−1
∫
p
(
zt|xt,mjt , A
)
p
(
xt|λjt ,mj1:t−1, z1:t−1, A
)
dxt. (6.9)
This weight update equation allowsmultiplemeasurements to be used by themodel, which
limits the chances of discarding potentially correct measurements in favour of clutter, while re-
sampling theweights discards unlikelymeasurements. However, it is not immediately obvious
how to weight the measurements in the observation mixture model, or how the distribution
p
(
mjt |A
)
should be constructed. The following sections present a few possible approaches.
6.4.1 Leveraging the motion model
Micilotta and Bowden (2004) have proposed the use of a GMM trained using prior pose esti-
mates to disambiguate left and right hands, and, given that the mixture of Ornstein-Uhlenbeck
transition model already contains a GMMprior on pose, it makes sense to do the same, and use
the tracking model for hand association. Since measurements are equally likely to have arisen
from the left and right hands, data association proposals could be made from an equiproba-
ble Bernoulli distribution, and the burden of hand association and clutter rejection left to the
model, but this fails to take into account the fact that hand associations in image regions are
likely to exhibit temporal smoothness. Further, if multiple hand measurements are assumed to
be proposed directly from a skin-colour likelihood map, it is likely that hand associations will
exhibit strong local spatial similarity. An improved data association distribution accounting
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for this can be made directly using previous measurements and the image likelihood. This is
now illustrated for the case where measurements need to be assigned to the left arm model.
Assume Nh measurements have been made, corresponding to either the left hand, right
hand, or image clutter. First, find NT measurements associated with mixture components at
time step t − 1 (after resampling) that are closest to the k-th measurement, mkt . Then, by
assuming Markovian data association transitions, data associations to an arm model can be
drawn from the density
p(mkt |A) =
∫
p(mkt |mkt−1, A)p(mkt−1|A)dmkt−1
p(mkt |A) ≈ 0.95
NA
NT
+ 0.05
NT −NA
NT
. (6.10)
Here, A denotes the event that an association is made to the left or right arm models (or clut-
ter). NA refers to the number of measurements out of the NT closest measurements that were
previously assigned to the model A. The density p(mkt |mkt−1, A) (empirically selected values)
allows the incorporation of temporal smoothness in hand or clutter associations, and the near-
est neighbour terms include information about spatial connectivity. Note that (6.10) allows for
the inclusion of a clutter model, with any measurements not assigned to arm models tracked
as clutter.
The measurementsmkt used to evaluate data association probabilities could be obtained in
a number of ways. Skin coloured hand-like blobs could be extracted from the likelihood map
and used directly as in Section 6.2.2, or tracked using the Kalman filter approach described in
Section 6.2.3 in order to reject clutter more effectively. Alternatively, measurements could be
sampled directly from the skin colour likelihood,
mkt ∼ p(mt|S). (6.11)
Unfortunately, evaluating the data association probability using samples taken directly from
the skin colour likelihood can be expensive due to the nearest neighbour search in (6.10), while
a large portion of the image could be skin coloured, resulting in a number of wasted particles
when performing pose tracking. A far better approach could make use of an upper body pose
prediction by the mixture model to restrict the likelihood search space.
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6.4.2 Combining the skin colour likelihood and the motion model
Let p (mt|A) denote a prior on the position of hands mt in the image, obtained by marginal-
ising out all other joints and end-effectors from the upper body motion model prediction
p
(
xt|λjt ,mj1:t−1, z1:t−1, A
)
, leaving only the predicted hand distribution over image coordi-
nates. As before, A corresponds to a left arm, right arm or clutter model. A uniform distri-
bution can be used for the clutter (C)model, p (mt|A = C). Assuming independence between
skin colour and arm/clutter models, measurement associations corresponding to skin colour
can be drawn from the distribution
p (mt|A,S) = p (A,S|mt) p (mt)
p (A,S)
=
p (A|mt) p (S|mt) p (mt)
p (A) p (S)
=
p (mt|A) p (S|mt)
p (S)
=
p (mt|A) p (mt|S)
p (mt)
=
p (mt|A) p (mt|S)∑
A p (mt|A) p (A)
(6.12)
instead. This distribution could be evaluated at all image pixel locations, but this is typically
too expensive to be feasible. Instead, importance sampling can be used to obtain the measure-
ments associated with each model, with these drawn using
mjt ∼
p
(
mkt |S
)∑
A p
(
mkt |A
)
p (A)
, (6.13)
when potential measurement areas of interestmkt are proposed using p (mt|A). Unfortunately,
evaluating the normalising constant of (6.13) is extremely expensive when this prior is obtained
from the proposed mixture model, as it requiresM Gaussian probability evaluations for each
association proposal, one for each track prediction in themixturemodel, each of which requires
a Kalman filter prediction stage.
In order to relieve this computational burden, the predicted hand location can be approx-
imated using a single Gaussian centred at the previous MMSE hand estimate m¯ (see (4.62)),
with diagonal elements of covariance ΣF set to half the size of the detected head,
p (mt|A) ≈ N (m¯,ΣF ) , (6.14)
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a sensible choice that scales with the target distance to the camera. This empirically selected
covariance is used instead of moment matching using the posterior from a previous time step,
which requires an infeasibly large number of particles for initial convergence. Sampling from
the random walk motion model in image coordinate space is fast and constrains the likelihood
search significantly, allowing for faster convergence.
6.5 Hand association results
This chapter has described a simple approach to obtaining head and hand measurements, and
suggested ways of associating these measurements with left and right arm models. Results
provided here compare the various hand association approaches discussed using a particu-
larly challenging sign language dataset and a gaming dataset containing multiple, interacting
participants. This is followed by experimental results of the entire pose estimation pipeline,
using the best performing hand association approach, and a comparison with the part-based
pictorial appearance model proposed by Eichner et al. (2012).
All of the results presented here were obtained using the Rao-Blackwellised particle filter
described in Section 4.6, tracking in 10 PCA dimensions using transition models trained on
retargeted pose data.
6.5.1 Measurement association for a single user
The first set of experiments described here aims to evaluate the performance of various hand
association schemes and measurement combinations on the RWTH-Phoenix-Weather database
of German sign language (Forster et al., 2012). This database contains almost 40 000 annotated
head and hand positions for a number of different German signers and is particularly chal-
lenging as the signs included involve a large amount of hand interaction, and there are many
skin-coloured regions within images that can easily be confused with hands.
Figure 6.4 shows the hand association results for a number of measurement and data-
association combinations. The figure shows the proportion of measurements that were cor-
rectly assigned to models as a decision threshold in pixels was increased. Measurements are
deemed to be correctly assigned if the corresponding 2D pose estimate falls less than a decision
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threshold away from the annotated ground truth.
The figure shows that the worst results were obtained by making probabilistic measure-
ment proposals directly from a skin colour likelihood map. This is most likely due to the
nearest neighbour term in the proposal density of (6.10), which will only work well for rela-
tively slow moving hands. If the signer moves their hands too quickly, this term becomes less
useful as there will be very few relevant neighbours. This problem is exacerbated by the extra
computation required to search through a large number of pixel positions, which results in a
number of dropped frames. Kalman filter blob tracking and edge-based error correction did
not perform particularly well either. This is due to the large amount of hand interaction and
image clutter present in this dataset, which results in a number of confused hand tracks that
aren’t corrected rapidly enough by the edge-based heuristic.
An attempt to remedy this, which groups pixels as blobs and makes proposals from a set
of detected blobs, proved more effective, but better results were obtained when these blobs
were tracked using the Kalman filter and Mean-shift and associated with arm models using
the probabilistic proposal method described in Section 6.4. This reduces computational ex-
pense and the number of errors resulting from fast moving hands, as blob position predic-
tions are improved. However, the best results were obtained when measurement associations
were drawn using importance sampling and incorporating the measurement prior (6.13). This
approach elegantly combines skin colour detection, hand association and clutter rejection by
closing the loop on the upper body pose estimation approach and coupling the measurement
and tracking process.
Figure 6.5 shows a selection of static images sampled from the test set, which show the
detection region corresponding to the black dashed line of Figure 6.4. According to the results,
a little over 65% of left and right hands are estimated to fall no farther than the circular regions
marked in red away from their correct positions. Although this may not seem that convincing,
it should be noted that the video sequences in this dataset are extremely challenging, and
that test results include complete tracking failures that occurred when faces were not detected
properly in the video sequences.
In cleaner image sequences with less clutter, the Kalman filter hand tracking and edge
heuristic combination performs better than the probabilistic data association approach when
arms cross, as there is velocity information in the hand prediction. This can be observed in the
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Figure 6.4: Hand association rates for a number of measurement and data association approaches are
shown here. The dashed black line indicates the point corresponding to the circular regions
in Figure 6.5, while the results of randomly guessing are provided for comparison.
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(a) (b) (c) (d)
Figure 6.5: The figure shows a selection of signer pose estimates from the RWTH-Phoenix database,
along with the decision region corresponding to the dashed black line in Figure 6.4.
video sequences accompanying this chapter (see Appendix D.3).
6.5.2 Measurement association for multiple users
Barring computational complexity, there is nothing limiting the data association schemes of
Section 6.4 to allocating measurements to only the left and right armmodels of a single person,
as the data association schemes discussed in this chapter can also extend to the multiple user
case, where measurements need to be assigned to arm models for more than one subject.
The table tennis video sequences of the G3Di dataset (Bloom et al., 2014) are used to test
the performance of the data association scheme in (6.10) on the multiple user case. This dataset
consists of six image sequences (approximately 18000 images) of two players playing a table
tennis game using an XBox Kinect. Players frequently interact with and occlude one another,
so this provides a challenging hand association scenario.
Figure 6.6 shows the proportion of measurements that were correctly assigned to models
as a decision threshold in pixels was increased. For these experiments, reprojected ground
truth Kinect hand positions were used as measurements, as reliable face tracking could not
be performed with the amount of motion and number of occlusions present in the dataset.
Experiments were repeated a number of times, and shaded error traces are used to denote the
standard deviation in classification rates.
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Figure 6.6: Hand association results show that the model is able to corrrectly associate hand measure-
ments relatively well. The dashed black line indicates the point corresponding to the circular
regions in Figure 6.7.
Results are provided for left and right hands for each player in the image respectively, and
players are labelled so that player 1 is always on the left and player 2 on the right. Player 1’s
left hand frequently interacts with player 2’s right hand in the dataset, so these hands exhibit
the worst data association results.
Figure 6.7 shows a selection of static images sampled from the test set, which show the
detection region corresponding to the black dashed line of Figure 6.6. Here, over 70% of hands
are estimated to fall no farther than the circular regions marked in red away from their correct
positions, for the worst case (Player 2, right hand).
6.6 Evaluating the full pose estimation pipeline
It is clear that the probabilistic data association schemes of Section 6.4 provides a relatively
reliable means of assigning measurements to models. Results showed that simple skin colour
pixel measurements, selected using importance sampling and a prior pose estimate, outper-
formed other approaches considered. This section attempts to benchmark the proposed pose
estimation approach, when upper body tracking is paired with this association scheme, against
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(a) (b) (c)
(d) (e) (f)
Figure 6.7: The figure shows a selection of table tennis players from the G3Di database, along with
pose estimates and the decision region corresponding to the dashed black line in Figure 6.6.
Examples of failures are shown in the second row of figures.
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a representative part-based pose estimation approach on an extremely large test dataset (Es-
calera et al., 2013). The use of this dataset for validation is motivated, and results obtained
for the full pose estimation pipeline, requiring face detection and tracking, hand detection and
tracking, probabilistic hand association and reduced dimensionality pose estimation using a
Rao-Blackwellised particle filter trained by retargeting training data are also presented.
6.6.1 Summary of approaches compared
For the purposes of comparison, the 2D upper body pose estimation approach of Eichner et al.
(2012) is used. This approach is frequently used to benchmark pose estimation algorithms
(Yu et al., 2013; Yang and Ramanan, 2013; Alahari et al., 2013; Hara and Chellappa, 2013; Lim
et al., 2013; Chen and Yuille, 2014), and an implementation is freely available. The Eichner
et al. (2012) approach typifies bottom up pose estimation using part-based appearance mod-
els. Using this approach, upper bodies are detected in the image using the part-based model
described in Felzenszwalb et al. (2008), aided by face detection (Viola and Jones, 2001). These
detections initialise a GrabCut (Rother et al., 2004) segmentation, which removes background
clutter and constrains the search space for possible poses. Part specific segmentation priors
(trained using images with annotated parts) over typical part locations are used to estimate
histogram appearance models from the image, which in turn assists in part specific segmenta-
tion. Finally, an articulated pose is estimated by combining the part-based appearance models
and generic edge-based appearance models. The focus on appearance and part segmentation
by Eichner et al. (2012) comes at the expense of computational complexity, with their Matlab
implementation operating at approximately 7 seconds a frame.
In contrast, this work has treated pose estimation as a tracking problem to reduce compu-
tational complexity (the proposed approach operates at just under 30 frames per second on
640x480 images, with face detection the primary bottle neck), and reformulated the problem
of joint detection as one of inference. Figure 6.8 summarises the proposed pose estimation
pipeline, when the measurements are associated with hands using importance sampling.
Initially, faces are detected in an input image and a rough foreground extraction applied
(Zivkovic, 2004). The detected face provides head and neck position and a histogram approxi-
mation to skin probability. This histogram is back-projected on foreground pixels in the origi-
nal image to obtain a skin colour image likelihood.
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Input image
Foreground extraction
Face detection
Back projection
Measurement proposals Posterior update
2D pose estimate 3D pose estimate
Prediction
Histogram
(6.11)
Head and neck
measurements
(6.12)
(4.62)
(4.5)
(6.14)
Transitions
(4.61)
Resample
Figure 6.8: The figure provides a graphical illustration of the full pose estimation pipeline, when mea-
surement associations are drawn using importance sampling.
- 122 -
6.6 Evaluating the full pose estimation pipeline
A 2D MMSE estimate of hand position from the previous time step is used to propose po-
tential measurement locations using (6.14), and the skin colour likelihood is evaluated at these
positions (6.11), which are marked using light green and light magenta pixels for right and left
hands respectively. This data association distribution is then used to propose measurements
for use with a left or right arm model (6.12), now marked as darker green or magenta pixels.
Transition components for use in the motion model are proposed (4.61) and used to make a
prediction of upper body pose at the current time step. The proposed hand, head and neck
measurements are used to update the tracker and provide a posterior over the upper body
position. Finally, after resampling, a MMSE estimate of upper body pose is obtained (4.62).
The update distribution depicted in Figure 6.8 was created by projecting the posterior in
PCA space back into image coordinates and evaluating marginalised joint and end effector
probability densities at all possible image pixels. Head, neck and hand distributions are shown
in the blue channel, elbows in the green channel and hands in the red channel of a standard
RGB image. It is clear that there is more uncertainty in elbow positions, as these are not mea-
sured directly. Further, the density depiction highlights the fact that multimodal distributions
(left arm) can still be formed using the proposed model, despite the normal approximation
used to propose measurements.
6.6.2 Experimental dataset
Although a vast number ofmonocular image-based pose estimation approaches have been pro-
posed, it can be hard to obtain implementations of these for comparison, and existing datasets
and experimental protocols are not always suitable. For example, the HumanEva database of
synchronised video and motion capture (Sigal et al., 2010) is often used for evaluating 3D ar-
ticulated pose estimation from multiple views, but typically considers different motions (full
body walking, jogging and balancing) to those of interest here (frontal, upper body motions).
Ferrari et al. (2008) evaluate 2D human pose estimation algorithms using a number of static
frames from the TV series Buffy the vampire slayer, but this is only suitable for one-shot single
frame pose estimation, as frames are not sequential. More recently, Yu et al. (2013) introduced
the action-pose-estimation (APE) dataset for action recognition and 3D pose estimation, but
this only consists of a few actions and is aimed at evaluating full body pose.
The ChaLearn dataset (Escalera et al., 2013) contains a selection of video sequences and
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Kinect ground truth comprising 27 different participants performing 20 common Italian ges-
tures. Participant motion primarily involves the upper body, with participants facing the cam-
era, so the dataset is particularly suited to evaluating the performance of the proposed pose
estimation approach. A selection of images sampled diversely from this dataset has previously
been used to evaluate 2D pose estimation by Charles et al. (2014). The data is divided into three
sections, training, validation and testing, but experimental results here are restricted to testing
using the validation set. The validation data comprises 287 video sequences, 3, 362 gestures
and a total of 438, 579 frames. As both the Eichner et al. (2012) and proposed approaches rely
on face detections as initial pose estimation stages, all frames in which faces could not be found
were discarded, along with those for which no ground truth was available, reducing the size
of the dataset to 360, 903 test frames. Kinect ground truth is used to evaluate 3D pose errors.
6.6.3 2D results
Figures 6.9, 6.10 and 6.11 show the probability of correct pose curves1 comparing the 2D pose
estimation accuracy for each of the three validation sets in the ChaLearn database. In general,
tracking using the mixture of Ornstein-Uhlenbeck process model (trained by retargeting the
ChaLearn training set and fitting 35 mixture components to the data in 10 dimensions) shows
improvement in detection rates for greater detection thresholds, but is outperformed by Eich-
ner et al. (2012) over smaller thresholds.
Note that the proposed motion model allows for the inclusion of measurements from any
source, and results obtained when measurements are proposed from the 2D posterior obtained
by Eichner et al. (2012) are included in the figures. It is clear that the proposed model smooths
and improves the Eichner et al. (2012) pose estimates, and provides a useful mechanism by
which existing 2D pose estimation schemes can be extended to 3D.
Pose estimation using the mixture model with skin colour likelihood measurements has
three main causes of failure (errors directly attributable to the motion model are rare, and typ-
ically involve poses not present in the training set). The first, which is responsible for a large
amount of the pose error obtained for the left forearm, occurs when the foreground extraction
1A curve showing the proportion of correct limb localisation as a fraction of limb-length threshold is varied, where
localisation is considered correct if both limb endpoints fall within some fraction of the limb-length away from their
ground truth positions.
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Figure 6.9: Probability of correct pose results for validation set 1 show that comparitively similar perfor-
mance to Eichner et al. (2012) can be obtained under appropriate conditions.
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Figure 6.10: PCP results for validation set 2 were not as good as those obtained for set 1 because of
pose ambiguities introduced by excess skin measurements.
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Figure 6.11: Validation set 3 included a number of participants who stood relatively far from the camera,
limiting the efficacy of the skin colour model and negatively impacting results.
- 127 -
Obtaining measurements for upper body pose tracking
process fails, and the hand is mistakenly labelled as background. This typically occurs when
hands are held stationary for an extended period of time. In this case, the hand position es-
timate moves to the closest area of non-zero likelihood, usually the opposite hand. This was
observed across all validation sets for the left forearm (as most participants appear to be right
handed), resulting in pose estimates that are less accurate than those obtained for the right
forearm. Errors of this type can be avoided by relaxing the foreground extraction parameters,
but this then increases the rate of occurrence of the second failure mode, which results from
excess clutter in the likelihood image.
A cluttered likelihood image typically results from changes in lighting, but can also occur
due to an incorrect histogram update. This can take place when face tracking does not align
exactly with skin coloured face regions or when the tracked subject moves further away from
the camera and fewer face pixels are visible. The latter occurred frequently over the third
validation set (Figure 6.11), where participants typically stood relatively far from the camera.
However, the largest cause of error relates to pose ambiguities due to excess skin, which
typically occur when subjects wear short sleeves. This was noticeable across all datasets, and
is responsible for the lower detection rate at smaller PCP thresholds. Here, the model is often
unable to resolve the exact pose, and the minimum mean square error estimate falls between
modes, usually somewhere in the middle of the arm. This behaviour results in worse detection
rates at lower error thresholds, and limits the achievable accuracy. Additional measurements
or image features are required if these errors are to be avoided. Figure 6.12 shows a sample
error sequence and frame that illustrates this error. This sequence shows how the proposed
tracker exhibits fewer large errors than the Eichner et al. (2012) approach, but is unable to ob-
tain extremely accurate joint localisation when skin colour proposals are used. This behaviour
results in qualitatively better pose estimation, which can be observed in the sample videos
accompanying this chapter (see Appendix D.3).
6.6.4 3D results
It should be noted that the Eichner et al. (2012) approach is at a disadvantage here as it does not
incorporate temporal information, but it does perform far more processing. To put the com-
putational differences into perspective, it took over 3 weeks of constant processing to obtain
the pose estimation results on the ChaLearn database for the Eichner et al. (2012) approach.
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(b) Sample error sequence
Figure 6.12: A sample error sequence shows how joint localisation accuracy is limited by pose ambigui-
ties induced by excess skin.
- 129 -
Obtaining measurements for upper body pose tracking
In contrast, the proposed approach was able to process the full dataset within a single night.
Moreover, the part-based approach does not provide 3D pose estimates. Figure 6.13 shows
probability of correct pose curves, grouped across all validation sets, for 3D pose estimates
obtained for each limb. Here, poses were aligned prior to comparison by finding the fixed
scale Procrustes transform between ground truth and estimated pose. The figure shows that
over 95% of limbs are located within one limb-length of the kinect ground truth for the worst
performing joints.
The alignment of pose for comparison is required as the Kinect and proposed approach
produce pose estimates in different coordinate frames. This alignment does spread the error in
pose across joints, resulting in larger errors in neck pose estimates, and smaller errors in elbow
position than those that would typically expected.
6.7 Conclusions
This chapter has shown how simple face detection driven measurements of head, neck and
hands can be used in conjunction with the Rao-Blackwellised upper body pose tracking ap-
proach discussed in earlier chapters. As hands are typically very similar in appearance, dif-
ferentiating between left and right hands can be difficult, and result in a number of tracking
failures if measurements are incorrectly assigned.
A number of data association schemes attempting to remedy this have been introduced.
The first relies on an edge-based heuristic to correct pose estimation failures, but this is unreli-
able if textured clothing is worn and only corrects errors after they have occurred. A more cir-
cumspect approach relying on probabilistic data association by introducing a Gaussianmixture
observation model proved more effective and was easily included in the Rao-Blackwellised
tracking framework.
Two methods of proposing measurements for tracking were introduced, with the first re-
lying on a proposal density incorporating spatial connectivity and temporal smoothness and
the second leveraging a prior on upper body pose and a skin colour likelihood to assign mea-
surements to arm models. The latter proved most effective when tests were conducted on the
RWTH dataset of German sign language.
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Figure 6.13: The figure shows probability of correct pose curves for 3D pose estimates together with the
average localisation error for each joint or end effector.
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Probabilistic data association allows for the extension to tracking multiple users, and en-
couraging hand association results were obtained on the G3Di interacting gamer dataset. Fi-
nally, the full pose estimation pipeline, including face detection, foreground extraction, back
projection, measurement proposals and tracking was tested on the ChaLearn dataset. Results
obtained here showed that on average similar pose estimation performance can be obtained
when compared to a part-based appearance model approach to pose estimation (Eichner et al.,
2012), which is frequently used to benchmark pose estimation algorithms.
Although worse hand localisation was obtained at lower detection thresholds, tracking
pose using the mixture of random walk motion model showed fewer dramatic failures. In
addition, it must be stressed that the proposed approach operates at 30 fps and provides a 3D
pose estimate, which the Eichner et al. (2012) approach (0.2 fps) is unable to obtain.
Only simple head and hand measurements were considered here, in consideration of the
time constraints real time video processing imposes, but additional measurements are required
if pose ambiguities are to be resolved and improved accuracy obtained. Fortunately, this chap-
ter has provided a mechanism for incorporating measurements into the tracking process, and
there is nothing preventing measurement proposals being made from more complex appear-
ance models. Measurements could even be drawn from the posterior over pose obtained
by Eichner et al. (2012) if time constraints are relaxed sufficiently. In fact, the proposed mo-
tion model and tracker provides a useful mechanism with which existing 2D pose estimation
schemes can be temporally smoothed and converted to 3D pose estimates. The proposed ap-
proach to pose estimation provides a reliable posterior distribution over pose, which can be
valuable in determining confidence intervals and rejecting potentially incorrect measurements.
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This work has focussed on the estimation of upper body pose from monocular RGB image se-
quences, with gesture-based human-robot interaction in mind. Existing monocular image pose
estimation algorithms rarely operate in real time, typically due to the inclusion of a number of
complex and time-consuming bottom-up joint detection schemes. This thesis has attempted
to alleviate the burden of joint detection, by reformulating it as a problem of inference, with
Chapter 4 introducing a model of human motion that allows relatively reliable pose estimation
using only a subset of easily detected joints and end effectors.
This model consists of a mixture of mean-reverting random walks, and tracking using it
can be Rao-Blackwellised for fast upper body pose estimation. The model is trained using
3D recordings of upper body joints, but capturing this data is not ideal and can be expensive.
Chapter 5 showed how a smaller subset of training data can be extended through a retarget-
ing process. This chapter also showed that tracking and training using the proposed mixture
model of human motion could be performed in a lower dimensional space, allowing for faster
training and improved tracking results.
Good pose estimation results were obtained using the proposed model, albeit on the re-
stricted set of views of interest for human-robot interaction. Estimating pose over a wider
range of viewpoints is likely to introduce additional pose ambiguities and reduce joint local-
isation performance. Training multiple models over a variety of viewpoints and augmenting
the model of human motion with a latent view selection parameter could alleviate this, but is
left as future work.
Chapter 6 introduced a number of mechanisms for incorporating 2D joint measurements
into the motion model. Results on the RWTH database of German sign language showed that
the model of human motion can be used to disambiguate left and right hands, which allows a
3D pose estimate to be obtained when only the face and potential hand areas are detected in
images. The ability to disambiguate hands is not just of use in the single user case, but allows
for extensions to tracking multiple people, and Chapter 6 showed promising results when this
was attempted on the G3di database of interacting gamers.
When combined with simple head and hand measurements, results comparable with state
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of the art 2D pose estimation approaches were obtained on RGB images taken from the 2013
ChaLearn multi-modal gesture recognition dataset.
The proposed data association approaches are not just of use for head and hand measure-
ments, but can also be used in conjunction with any 2D pose estimation approach, providing a
useful means of converting 2D upper body pose estimation approaches to 3D estimates. This
does occur at the expense of processing time though, and future work on faster and more ac-
curate 2D joint localisation is required for even better real time pose estimation.
As a motivating example highlighting the need for 3D upper body joint measurements, this
work has introduced the concept of a pantomimic gesture recognition interface for human-
robot interaction, framing this as a transfer learning problem where human hand gestures are
recognised using recordings of robot behaviours. This is a particularly challenging task, re-
quiring extremely robust time series classification.
A sample human-robot interaction problem, where one of five quadrotor behaviours needs
to be selected using human arm gestures, was introduced in Chapter 3 to examine the feasi-
bility of a pantomimic gesture recognition interface. Encouraging results showed that a much
wider variety of human hand gestures could be recognised using classifiers trained by quadro-
tor behaviour recordings instead of human hand recordings, especially when study partici-
pants were given complete freedom over their choice of input gesture.
Chapter 2 provided a set of case studies which showed that a number of standard matrix
factorisation techniques, which have been somewhat ignored in the context of time series clas-
sification, can provide time series classification accuracies equivalent to state of the art learners
and classifiers when paired with simple back-end classifiers. The chapter also showed that the
order in which data is stacked for decomposition affects the features obtained, and introduced
a 2D stacking order that exposes spatial differences in time series when principal component
analysis is applied.
The proposed gesture recognition scheme required that 3D joint positions be obtained in
real time from single camera images to facilitate comparisons with 3D robot trajectories. Al-
though the scheme was tested using joint position data captured by a Kinect sensor, the pose
estimation algorithms introduced in this thesis could easily replace this and are suited to a
human-robot interaction scenario, particularly when payload limitations are present. In addi-
tion, the proposed approach allows for a small amount of camera motion, as this is incorpo-
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rated into the upper body motion model introduced in this thesis.
7.1 Future work
This work has introduced a fast and reliable tracker that provides 3D pose estimates when
only simple 2D measurements of a subset of upper body joints are available. Only simple
head and hand measurements were used here, but improved accuracy would be obtained with
the addition of more complex limb detectors. Hugely popular convolutional neural networks
are proving useful in 2D pose estimation applications (Pfister et al., 2014; Toshev and Szegedy,
2014) at comparatively high speeds (≈ 10 fps) andmay prove suitable for usewith the proposed
tracker.
It should be noted that the proposed motion model is not limited to problems in human
pose estimation, but can also be extended to animals, vehicles or any object formed by a set
of correlated points. Future work on the applicability of the proposed model to other problem
domains is envisaged, particularly in unconventional motion capture scenarios.
The thesis showed how training data could be retargeted and trained in a reduced subspace.
Unfortunately, retargeting can only extend an existing training set to cover differently sized
people, but does not generate new, previously unseen, poses for training. This means that
pose tracking is limited to poses present in the initial training sequence. Future work could
involve the use of generative body models like those in MakeHumanTM to boost the training
set.
Although this work has focussed on the estimation of upper body pose from monocu-
lar video sequences, the introduction of a pantomimic gesture recognition scheme that uses
recordings of robot behaviours to classify human hand gestures provides a particularly inter-
esting avenue for further investigation. Results in Chapter 3 showed that applying princi-
pal component analysis to a 2D matrix stacking of time series recordings produced features
likely to be present in both quadrotor and gesture trajectories, indicating that descriptive de-
compositions are potentially useful for transfer learning, particularly in cases where a direct
transformation between features in the source and target domains cannot be learned. Future
work, where a small training set of hand gestures is used to determine a warping function
- 135 -
Conclusions and future work
that matches gesture and quadrotor features more closely, will improve the classification accu-
racy obtained and is required if pantomimic gesture recognition schemes are to be deployed
practically.
Although promising results were obtained, the pantomimic gesture recognition case study
involved only a few participants and robot behaviours. Future work evaluating the scalability
of the proposed approach and including additional participants, together with improvements
in gesture spotting is required.
In conclusion, this thesis has investigated fast upper body human pose estimation in 3D
from 2D monocular images. A pantomimic gesture recognition for human-robot interaction,
which maps 3D recordings of robot behaviours to 3D joint positions, was introduced to mo-
tivate the need for 3D body position measurements in real time. Promising results on the
feasibility of such an approach have been obtained, and potential solutions to a number of
challenges an interface of this type introduces provided. Contributions included potential
solutions to extremely difficult time series classification problems, the application of matrix
decompositions to transfer learning problems, and fast upper body pose tracking in 3D using
simple 2D measurements.
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results A
This appendix provides detailed classification results for all of the methods used in the pan-
tomimic gesture recognition feasibility study (Chapter 3), along with results for each of the
individuals involved in the study. Quad refers to methods trained using quadrotor behaviour
recordings, while User refers to methods trained using recordings of other users as training
data. As before, notation +B denotes the inclusion of the Bayes evidence term. Confusion
matrices show counts of the measured classes along the columns of the matrix, with the rows
indicating the actual class.
Table A.1: Pantomimic gesture classification results for all participants
Confusion matrix
Method Accuracy (%) Precision Recall Take-off Landing Summon Hover Circle
Quad PCA+B 70.89 0.96 0.71 27 1 6 4 0
0.66 0.62 1 29 11 6 0
0.61 0.64 0 13 43 11 0
0.62 0.91 0 1 3 41 0
1 0.7 0 0 8 4 28
Quad PCA 70.04 0.96 0.71 27 1 6 4 0
0.67 0.62 1 29 11 6 0
0.59 0.66 0 12 44 11 0
0.62 0.91 0 1 3 41 0
1 0.63 0 0 11 4 25
Quad CV+B 55.7 0.82 0.71 27 1 7 3 0
0.67 0.64 3 30 6 7 1
0.38 0.39 3 10 26 19 9
0.56 0.91 0 2 2 41 0
0.44 0.2 0 2 27 3 8
Quad CV 55.27 0.84 0.71 27 1 7 3 0
0.68 0.64 3 30 6 7 1
0.37 0.39 2 10 26 19 10
0.56 0.91 0 2 2 41 0
0.39 0.18 0 1 29 3 7
Quad DTW 56.96 0.9 0.68 26 3 7 2 0
0.67 0.64 2 30 13 2 0
0.41 0.69 0 10 46 11 0
0.65 0.71 1 2 10 32 0
1 0.03 0 0 37 2 1
Quad HMM 35.86 0 0 0 32 3 3
0 0 0 33 12 2
0.32 0.88 0 0 59 7 1
0.53 0.56 0 0 20 25 0
0.14 0.03 0 0 39 0 1
User PCA 45.15 0.96 0.66 25 2 7 2 2
0.38 0.47 1 22 20 3 1
0.18 0.19 0 32 13 6 16
0.5 0.31 0 1 30 14 0
0.63 0.83 0 1 3 3 33
User CV 42.19 0.74 0.76 29 0 3 5 1
0.48 0.62 2 29 7 2 7
0.13 0.06 5 26 4 13 19
0.45 0.64 1 2 8 29 5
0.22 0.23 2 3 10 16 9
User DTW 37.97 0.52 0.66 25 4 1 8 0
0.54 0.6 4 28 3 12 0
0 0 11 18 0 38 0
0.28 0.82 6 1 1 37 0
0 2 1 0 37 0
User HMM 25.74 0.1 0.05 2 32 0 0 4
0.24 0.66 10 31 2 0 4
Detailed gesture recognition results
Confusion matrix
Method Accuracy (%) Precision Recall Take-off Landing Summon Hover Circle
0.67 0.06 5 41 4 0 17
0 0 1 12 0 0 32
0.3 0.6 2 12 0 2 24
Table A.2: Pantomimic gesture classification results for individual participants
Confusion matrix
Method Accuracy (%) Precision Recall Take-off Landing Summon Hover Circle
Person 1 70 1 0.63 5 1 0 2 0
Quad PCA+B 0.5 0.8 0 8 0 2 0
0.83 0.36 0 7 5 2 0
0.6 1 0 0 0 9 0
1 0.89 0 0 1 0 8
Person 1 66 1 0.63 5 1 0 2 0
Quad PCA 0.5 0.8 0 8 0 2 0
0.63 0.36 0 7 5 2 0
0.6 1 0 0 0 9 0
1 0.67 0 0 3 0 6
Person 1 48 1 0.5 4 1 2 0 1
User PCA 0.32 0.6 0 6 3 1 0
0.17 0.14 0 11 2 1 0
0.67 0.44 0 0 5 4 0
0.89 0.89 0 1 0 0 8
Person 1 52 0.67 0.5 4 1 1 2 0
Quad CV+B 0.55 0.6 1 6 2 1 0
0.37 0.5 1 4 7 2 0
0.64 1 0 0 0 9 0
0 0 0 9 0 0
Person 1 52 0.67 0.5 4 1 1 2 0
Quad CV 0.55 0.6 1 6 2 1 0
0.37 0.5 1 4 7 2 0
0.64 1 0 0 0 9 0
0 0 0 9 0 0
Person 1 40 0.83 0.63 5 0 1 2 0
User CV 0.44 0.7 1 7 1 0 1
0.25 0.29 0 9 4 0 1
0.4 0.44 0 0 5 4 0
0 0 0 0 5 4 0
Person 1 48 0.83 0.63 5 2 0 1 0
Quad DTW 0.5 0.8 1 8 1 0 0
0.3 0.43 0 6 6 2 0
0.63 0.56 0 0 4 5 0
0 0 0 9 0 0
Person 1 42 0.36 0.63 5 0 1 2 0
User DTW 0.7 0.7 1 7 0 2 0
0 0 8 3 0 3 0
0.36 1 0 0 0 9 0
0 0 0 0 9 0
Person 1 32 0 0 0 6 2 0
Quad HMM 0 0 0 4 5 1
0.34 0.93 0 0 13 1 0
0.27 0.33 0 0 6 3 0
0 0 0 0 9 0 0
Person 1 38 0 0 6 0 0 2
User HMM 0.33 1 0 10 0 0 0
0 0 14 0 0 0
0 0 0 0 0 9
0.45 1 0 0 0 0 9
Person 2 53.19 0.86 0.67 6 0 1 2 0
Quad PCA+B 0.33 0.2 1 2 4 3 0
0.43 0.5 0 3 6 3 0
0.44 0.7 0 1 2 7 0
1 0.67 0 0 1 1 4
Person 2 55.32 0.86 0.67 6 0 1 2 0
Quad PCA 0.4 0.2 1 2 4 3 0
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Method Accuracy (%) Precision Recall Take-off Landing Summon Hover Circle
0.47 0.58 0 2 7 3 0
0.44 0.7 0 1 2 7 0
1 0.67 0 0 1 1 4
Person 2 36.17 0.86 0.67 6 0 3 0 0
User PCA 0.17 0.2 1 2 6 1 0
0.11 0.17 0 9 2 1 0
0.4 0.2 0 1 7 2 0
1 0.83 0 0 0 1 5
Person 2 51.06 0.75 0.67 6 0 2 1 0
Quad CV+B 0.38 0.3 2 3 1 4 0
0.5 0.5 0 2 6 3 1
0.47 0.8 0 2 0 8 0
0.5 0.17 0 1 3 1 1
Person 2 48.94 0.75 0.67 6 0 2 1 0
Quad CV 0.38 0.3 2 3 1 4 0
0.46 0.5 0 2 6 3 1
0.47 0.8 0 2 0 8 0
0 0 0 1 4 1 0
Person 2 25.53 0.63 0.56 5 0 1 2 1
User CV 0.17 0.2 1 2 1 2 4
0 0 1 8 0 2 1
0.25 0.3 1 1 2 3 3
0.18 0.33 0 1 0 3 2
Person 2 44.68 0.86 0.67 6 0 2 1 0
Quad DTW 0.4 0.2 1 2 5 2 0
0.32 0.58 0 2 7 3 0
0.46 0.6 0 1 3 6 0
0 0 0 5 1 0
Person 2 31.91 0.45 0.56 5 1 0 3 0
User DTW 0.27 0.3 1 3 0 6 0
0 0 3 6 0 3 0
0.29 0.7 1 1 1 7 0
0 1 0 0 5 0
Person 2 36.17 0 0 0 8 0 1
Quad HMM 0 0 0 5 4 1
0.33 1 0 0 12 0 0
0.56 0.5 0 0 5 5 0
0 0 0 0 6 0 0
Person 2 14.89 0 0 0 7 0 0 2
User HMM 0.14 0.3 3 3 0 0 4
0 3 6 0 0 3
0 1 3 0 0 6
0.21 0.67 0 2 0 0 4
Person 3 62 1 0.88 7 0 1 0 0
Quad PCA+B 0.25 0.11 0 1 7 1 0
0.48 0.8 0 3 12 0 0
0.75 1 0 0 0 9 0
1 0.22 0 0 5 2 2
Person 3 62 1 0.88 7 0 1 0 0
Quad PCA 0.25 0.11 0 1 7 1 0
0.48 0.8 0 3 12 0 0
0.75 1 0 0 0 9 0
1 0.22 0 0 5 2 2
Person 3 36 1 0.75 6 1 1 0 0
User PCA 0.23 0.33 0 3 5 0 1
0.11 0.13 0 9 2 1 3
0.33 0.11 0 0 8 1 0
0.6 0.67 0 0 2 1 6
Person 3 64 0.88 0.88 7 0 1 0 0
Quad CV+B 0.57 0.44 0 4 3 1 1
0.55 0.73 1 2 11 1 0
0.69 1 0 0 0 9 0
0.5 0.11 0 1 5 2 1
Person 3 64 1 0.88 7 0 1 0 0
Quad CV 0.67 0.44 0 4 3 1 1
0.52 0.73 0 2 11 1 1
0.69 1 0 0 0 9 0
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Confusion matrix
Method Accuracy (%) Precision Recall Take-off Landing Summon Hover Circle
0.33 0.11 0 0 6 2 1
Person 3 38 0.64 0.88 7 0 1 0 0
User CV 0.27 0.33 0 3 4 0 2
0 0 4 7 0 1 3
0.5 0.78 0 0 1 7 1
0.25 0.22 0 1 0 6 2
Person 3 58 1 0.88 7 1 0 0 0
Quad DTW 0.33 0.22 0 2 7 0 0
0.45 0.87 0 2 13 0 0
0.88 0.78 0 1 1 7 0
0 0 0 8 1 0
Person 3 40 1 0.75 6 0 0 2 0
User DTW 0.36 0.56 0 5 0 4 0
0 0 9 0 6 0
0.3 1 0 0 0 9 0
0 0 0 0 9 0
Person 3 36 0 0 0 5 1 2
Quad HMM 0 0 0 7 2 0
0.36 1 0 0 15 0 0
0.5 0.33 0 0 6 3 0
0 0 0 0 9 0 0
Person 3 24 0 0 8 0 0 0
User HMM 0.23 1 0 9 0 0 0
0 0 15 0 0 0
0 0 2 0 0 7
0.3 0.33 0 6 0 0 3
Person 4 73.17 1 0.33 2 0 4 0 0
Quad PCA+B 1 1 0 8 0 0 0
0.55 0.5 0 0 6 6 0
0.54 0.88 0 0 1 7 0
1 1 0 0 0 0 7
Person 4 73.17 1 0.33 2 0 4 0 0
Quad PCA 1 1 0 8 0 0 0
0.55 0.5 0 0 6 6 0
0.54 0.88 0 0 1 7 0
1 1 0 0 0 0 7
Person 4 48.78 1 0.33 2 0 1 2 1
User PCA 0.67 0.75 0 6 2 0 0
0.31 0.42 0 3 5 3 1
0 0 0 0 8 0 0
0.78 1 0 0 0 0 7
Person 4 51.22 0.75 0.5 3 0 3 0 0
Quad CV+B 0.8 1 0 8 0 0 0
0 0 1 2 0 6 3
0.5 0.75 0 0 2 6 0
0.57 0.57 0 0 3 0 4
Person 4 51.22 0.75 0.5 3 0 3 0 0
Quad CV 0.8 1 0 8 0 0 0
0 0 1 2 0 6 3
0.5 0.75 0 0 2 6 0
0.57 0.57 0 0 3 0 4
Person 4 53.66 0.71 0.83 5 0 0 1 0
User CV 0.67 1 0 8 0 0 0
0 0 0 2 0 8 2
0.4 0.75 0 1 0 6 1
0.5 0.43 2 1 1 0 3
Person 4 51.22 0.5 0.17 1 0 5 0 0
Quad DTW 1 1 0 8 0 0 0
0.32 0.5 0 0 6 6 0
0.45 0.63 1 0 2 5 0
1 0.14 0 0 6 0 1
Person 4 19.51 0.2 0.33 2 3 0 1 0
User DTW 0.43 0.38 2 3 3 0 0
0 0 0 0 0 12 0
0.14 0.38 5 0 0 3 0
0 1 1 0 5 0
Person 4 29.27 0 0 0 6 0 0
- 140 -
Confusion matrix
Method Accuracy (%) Precision Recall Take-off Landing Summon Hover Circle
Quad HMM 0 0 0 8 0 0
0.21 0.5 0 0 6 5 1
0.5 0.63 0 0 3 5 0
0.5 0.14 0 0 6 0 1
Person 4 24.39 0 0 0 6 0 0 0
User HMM 0.29 1 0 8 0 0 0
0 2 3 0 0 7
0 0 7 0 0 1
0.2 0.29 1 4 0 0 2
Person 5 95.92 1 1 7 0 0 0 0
Quad PCA+B 1 1 0 10 0 0 0
0.93 1 0 0 14 0 0
0.9 1 0 0 0 9 0
1 0.78 0 0 1 1 7
Person 5 93.88 1 1 7 0 0 0 0
Quad PCA 1 1 0 10 0 0 0
0.88 1 0 0 14 0 0
0.9 1 0 0 0 9 0
1 0.67 0 0 2 1 6
Person 5 57.14 1 1 7 0 0 0 0
User PCA 1 0.5 0 5 4 1 0
0.22 0.14 0 0 2 0 12
0.78 0.78 0 0 2 7 0
0.37 0.78 0 0 1 1 7
Person 5 59.18 1 1 7 0 0 0 0
Quad CV+B 1 0.9 0 9 0 1 0
0.22 0.14 0 0 2 7 5
0.53 1 0 0 0 9 0
0.29 0.22 0 0 7 0 2
Person 5 59.18 1 1 7 0 0 0 0
Quad CV 1 0.9 0 9 0 1 0
0.22 0.14 0 0 2 7 5
0.53 1 0 0 0 9 0
0.29 0.22 0 0 7 0 2
Person 5 55.1 1 1 7 0 0 0 0
User CV 1 0.9 0 9 1 0 0
0 0 0 0 0 2 12
0.64 1 0 0 0 9 0
0.14 0.22 0 0 4 3 2
Person 5 81.63 1 1 7 0 0 0 0
Quad DTW 1 1 0 10 0 0 0
0.61 1 0 0 14 0 0
1 1 0 0 0 9 0
0 0 0 9 0 0
Person 5 53.06 1 1 7 0 0 0 0
User DTW 1 1 0 10 0 0 0
0 0 0 0 14 0
0.28 1 0 0 0 9 0
0 0 0 0 9 0
Person 5 44.9 0 0 0 7 0 0
Quad HMM 0 0 0 9 1 0
0.34 0.93 0 0 13 1 0
0.82 1 0 0 0 9 0
0 0 0 9 0 0
Person 5 26.53 0.2 0.29 2 5 0 0 0
User HMM 0.11 0.1 7 1 2 0 0
0.67 0.29 0 3 4 0 7
0 0 0 0 0 0 9
0.27 0.67 1 0 0 2 6
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Many tracking applications require a suitable probabilistic model of prior and likelihood dis-
tributions. Gaussian mixture models (GMMs) are a popular choice of model for probability
distributions due to their ability to approximate a wide variety of complex distributions with
a limited number of parameters. Only a brief overview of GMMs is provided here, but readers
are referred to Bishop (2006) for additional information. These models are particularly use-
ful in acquiring an analytical approximation to a probability distribution when only discrete
samples from the distribution are available. Formally, a Gaussian mixture model is defined as
p (xt) =
Nd∑
k=1
pikpk (xt) , (B.1)
where
pk (xt) =
1
(2pi)
d/2 |Σk|1/2
exp
(
−1
2
(xt − µk)TΣ−1k (xt − µk)
)
, (B.2)
withNd parameters µk,Σk and pik. d denotes the length of the state vector xt. Σk is symmetric
and positive definite.
Training a GMM using discrete data can be accomplished through expectation maximisa-
tion. Expectation maximisation is an iterative two step process obtaining the maximum like-
lihood estimation of parameters in a model. Assuming N observations, start with an initial,
random estimate of the model parameters and calculate the responsibility that the k-th Gaus-
sian takes for explaining an observation xi,
γik =
pikpk (xi)∑Nd
j=1 pijpj (xi)
. (B.3)
This is termed the expectation step. The maximisation stage occurs by applying analytic esti-
mators to maximise the likelihood of the data. Parameter µk is calculated as
µk =
1
Nk
N∑
i=1
γikxi; (B.4)
and Σk as
Σk =
1
Nk
N∑
i=1
γik (xi − µk) (xi − µk)T . (B.5)
The effective number of points assigned to the k-th Gaussian in the mixture model is calculated
as
Nk =
N∑
i=1
γik. (B.6)
Gaussian mixture models
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An Ornstein-Uhlenbeck process xt is a stationary, Gaussian and Markovian process that satis-
fies the stochastic differential equation
x˙(t) = θ (µˆ− x(t)) +Wt, (C.1)
where θ > 0 andWt denotes the Wiener process (Doob, 1942). Discretising this process using a
simple first order Euler approximation provides
xk − xk−1
∆t
= θ (µˆ− xk) +Wk, (C.2)
which can be reformulated as
xk =
θ∆tµˆ
1 + θ∆t
+ Wˆk +
xk−1
1 + θ∆t
, (C.3)
where Wˆk denotes a discretised Wiener process. (C.3) can then be written as
xk = µ(1− Fi) + Fixk−1 + q, (C.4)
where Fi = 1/(1+θ∆t), µ = µˆ and q is white Gaussian noise. (C.4) is an autoregressive model
of order one, and a multidimensional form of this is used in Chapter 4 to model the motion of
upper body pose.
Ornstein-Uhlenbeck process
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List of accompanying videos D
This appendix provides a list of the videos accompanying various chapters in this dissertation,
together with a brief description of their contents.
D.1 Pantomimic gesture recognition (Chapter 3)
pantomimic_gesture_recognition.avi This video shows the results of a PCA feature classifier
with Bayesian evidence update, when it is applied to a pantomimic gesture recognition
problem in real-time. The video highlights challenges in online sequential classification,
where sequences are frequently misclassified during preparation and retraction phases
of gestures.
D.2 Single camera upper body pose estimation (Chapter 4)
model_tracking_comparison.avi This video shows a qualitative comparison of upper body
pose estimation using fixed trajectory tracking, Rao-Blackwellised and optimal sampling-
based particle filters, when manually annotated image sequences are used. Although
relatively few differences between models are apparent, the particle filter approaches do
exhibit additional jitter and the Rao-Blackwellised sampling appears to snap to correct
poses more frequently.
D.3 Obtaining measurements for upper body pose tracking (Chapter 6)
edge_heuristic_tracking.mp4 This video shows an upper body pose tracking sequence when
hands are tracked using Kalman filters and an edge-based error correction heuristic used
to detect hand association errors. This approach can provide good tracking when few
false skin colour detections are made, but fails frequently in less suitable lighting or back-
ground conditions, where the skin colour likelihood contains additional clutter.
measurement_proposal_tracking.mp4 This video shows a pose tracking sequencewhen hand
proposals are made using a proposal density combining the previous 2D pose estimate
and a skin colour likelihood. This approach provides more robust tracking in the pres-
ence of clutter, but can appear less smooth than the edge-based approachwhere hands are
tracked independently using Kalman filters, and frequently fails when arms are crossed.
The introduction of velocity information to the hand prediction stage of the proposal
could potentially remedy this.
eichner_chalearn_comparison.avi This video shows a selection of pose estimation results on
videos in the ChaLearn database. Results are provided for both the Eichner et al. (2012)
List of accompanying videos
part-based pose estimation and tracking using the proposed mixture model. The video
shows that the tracking results appear qualitatively better, as tracking using the mixture
model exhibits fewer large errors.
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