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Abstract
We propose new symplectic networks (SympNets) for identifying Hamiltonian systems from data based on a composition of lin-
ear, activation and gradient modules. In particular, we define two classes of SympNets: the LA-SympNets composed of linear
and activation modules, and the G-SympNets composed of gradient modules. Correspondingly, we prove two new universal ap-
proximation theorems that demonstrate that SympNets can approximate arbitrary symplectic maps based on appropriate activation
functions. We then perform several experiments including the pendulum, double pendulum and three-body problems to investigate
the expressivity and the generalization ability of SympNets. The simulation results show that even very small size SympNets can
generalize well, and are able to handle separable and non-separable Hamiltonian systems with sparse data points of long time steps.
In all the test cases, SympNets outperform the baseline models, and are much faster in training and prediction. We also develop an
extended version of SympNets to learn the dynamics from irregularly sampled data. This extended SympNets can be thought of as
a universal model representing the solution to an arbitrary Hamiltonian system.
Keywords: deep learning, physics-informed, dynamical systems, Hamiltonian system, symplectic maps, symplectic integrators
1. Introduction
It is well known that neural networks can approximate con-
tinuous maps (Cybenko, 1989; Hornik et al., 1989). However,
the universal approximation theorems only guarantee a small
approximation error for a sufficiently large network, but do not
consider the optimization and generalization errors. In order to
obtain satisfactory results for a given task, big data is required
that we may not be able to afford if this task is regarded as a
pure approximation problem (Jin et al., 2019a). For this reason,
when applying deep learning to physical systems, the cost of
data acquisition is prohibitive, and we are inevitably faced with
the challenge of drawing conclusions and making decisions un-
der partial information. Fortunately for physical systems, there
exists a vast amount of prior knowledge that is not always uti-
lized in machine learning practices. Encoding such structured
information into a learning algorithm results in amplifying sub-
stantially the information content of the data that the algorithm
sees, enabling it to quickly steer itself towards the right solution
and generalize well even when only a few training examples
are available (Lagaris et al., 1998; Raissi et al., 2019). There
have been many research works focusing on how to employ
prior knowledge to construct the targeted machine learning al-
gorithms for specific problems, where the approximated maps
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usually have special structures or properties, which we naturally
expect the trained networks to possess, such as image classifi-
cation (Krizhevsky et al., 2012), natural language processing
(Maas et al., 2013), game playing (Silver et al., 2016), as well
as the recent work (Lu et al., 2019) providing a special network
structure based on the universal approximation theorem for ap-
proximating nonlinear operators (Chen and Chen, 1995).
In this work, we aim to study how to impose the prior infor-
mation on the neural networks for identifying Hamiltonian sys-
tems. Specifically, we focus on endowing the neural networks
with the symplectic structure.
First, we provide some relevant background material. Denote
the d-by-d identity matrix by Id, and let
J :=
(
0 Id
−Id 0
)
,
which is an orthogonal, skew-symmetric real matrix, so that
J−1 = JT = −J.
Definition 1. A matrix H ∈ R2d×2d is called symplectic if
HT JH = J.
With the concept of symplectic matrix, the definition of sym-
plectic map can be given.
Definition 2. A differentiable map Φ : U → R2d (where U ⊂
R2d is an open set) is called symplectic if the Jacobian matrix
∂Φ
∂x is everywhere symplectic, i.e.,(
∂Φ
∂x
)T
J
(
∂Φ
∂x
)
= J.
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We consider the Hamiltonian system y˙ = J−1∇H(y)y(t0) = y0 , (1)
where y(t) ∈ R2d, and H is the Hamiltonian typically represent-
ing the energy of the system (1). Let φt(y0) be the phase flow of
system (1). In 1899, Poincare pointed out that the phase flow of
a Hamiltonian system is a symplectic map (Hairer et al., 2006,
p. 184, Theorem 2.4), i.e.,(
∂φt
∂y0
)T
J
(
∂φt
∂y0
)
= J. (2)
The behavior of dynamical systems at long time is a notori-
ously difficult problem in mathematics, particularly for discrete
dynamical systems. One may encounter situations where the
dynamics explodes, converges to stationary states or exhibits
chaotic behavior. Fortunately, for Hamiltonian systems, these
problems can be alleviated by imposing the symplectic struc-
ture on the numerical methods due to (2). There are some
well-developed works on symplectic integration, see for exam-
ples (Feng, 1984; Hairer et al., 2006; Lubich, 2008). As the
symplectic numerical integrators yield transformative results
across diverse applications based on the Hamiltonian systems
(Omelyan et al., 2003; Faou et al., 2009; Zhang et al., 2014;
Qin et al., 2015), we aim to consider the construction of the
networks possessing symplecticity and explore how it impacts
the numerical methods for the Hamiltonian systems.
To the end, many deep learning-based models have been pro-
posed to identify the Hamiltonian systems from data (Berta-
lan et al., 2019; Greydanus et al., 2019; Rezende et al., 2019;
Sanchez-Gonzalez et al., 2019; Chen et al., 2020; Toth et al.,
2020; Zhong et al., 2020). These learning models are mostly
constructed by exploiting the structure of standard numerical
time-stepping methods (Gonzlez-Garca et al., 1998; Chen et al.,
2018; Raissi et al., 2018). The most fundamental learning
model specific to Hamitonian systems is proposed in Greydanus
et al. (2019) named Hamiltonian neural networks (HNNs),
which uses a standard neural network H˜ to approximate the
Hamiltonian H instead of the total vector field J−1∇H. The
input to HNNs are the phase points as well as their derivatives.
If only time-dependent discrete phase points are available, a
numerical integrator has to be applied to the data to construct
the loss. A subsequent work in Chen et al. (2020) provided
the recurrent version of HNNs, namely the symplectic recur-
rent neural networks (SRNNs). In addition, it experimentally
justified that the numerical integrator applied by HNN is pre-
ferred to be a symplectic one. Regarding this issue, Zhu et al.
(2020) theoretically proved the necessity of symplectic integra-
tion for HNN according to the theory of the inverse modified
equation. Both HNNs and SRNNs are, in fact, the indirect
methods to identify the flow of the system, by recovering the
Hamiltonian H first, then performing prediction using a numer-
ical integrator (better be symplectic) again to solve the learned
system. Hence, the HNN-based models are inefficient in the
prediction process as well as in the training process, due to the
need to compute the gradient of H˜. Another strategy is to learn
the phase flow of the Hamiltonian system directly, based on
the prior knowledge of the symplecticity of the Hamiltonian
flow as aforementioned. Chang et al. (2018) used the two-layer
Hamiltonian network constructed by the Verlet method (Hairer
et al., 2006) to achieve reversibility and symplecticity. Bon-
desan and Lamacraft (2019) designed the architecture using
the proposed symplectic additive coupling layer as its activa-
tion layer, and the preIwasawa decomposed symplectic matrix
(De Gosson, 2006) as its symplectic linear layer. Moreover,
Li et al. (2020) provided a symplectic transformation by em-
ploying the real NVP (Dinh et al., 2017). In recent work in
Tong et al. (2020) the authors constructed symmetric networks
in Taylor expansion form to learn the gradient of the Hamilto-
nian, then combined them together by a fourth-order symplectic
integrator to constitute a symplectic map.
All of the aforementioned symplectic-structured networks
lack the theoretical guarantees for their representability, and es-
pecially some of them are indeed unable to approximate arbi-
trary symplectic maps. Additionally, most of them require the
learned system to be a separable Hamiltonian system, defined
as follows:
Definition 3. The Hamiltonian system (1) is separable if
H(p, q) = T (p) + U(q), p, q ∈ Rd.
In this work, we develop symplectic networks (SympNets)
to learn the symplectic flow of the Hamiltonian system. In fact,
SympNets are able to approximate arbitrary symplectic maps
within the set of symplectic maps itself. To the best of our
knowledge, this is the first work which can achieve this result
with theoretical guarantees. Prior knowledge is incorporated
in the sense that the searching space of the neural network is
greatly reduced, and the optimization can be performed more
effectively. We list below several key advantages of SympNets
that will be documented in detail later:
• SympNets are able to approximate arbitrary symplectic
maps in the Cr norm given appropriate activation func-
tions, such as the sigmoid, hence, they are able to learn
the phase flow of arbitrary Hamiltonian systems.
• SympNets do not require the learned Hamiltonian systems
to be separable.
• SympNets can learn the continuous time evolution of dy-
namics in extended version as stated in Section 5.2.3.
• SympNets can handle the sparse data points of long time
steps.
• SympNets are highly efficient in training and prediction,
as they behave like a standard neural network without
the need of extra computation of the gradient during both
training and prediction processes or the need of perform-
ing numerical integration in the prediction stage as HNN-
based models do.
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• SympNets show great generalization power with an in-
credibly small network size, as shown in the experiments
of the pendulum example, reflecting the expressivity of
SympNets.
• SympNets are reversible so that the values at the forward
passing stage need not be stored.
• SympNets can be extended to recurrent version without
any modification, compared to SRNNs.
The rest of this paper is organized as follows. Section 2
briefly summarizes the main problem we aim to solve. The de-
tailed process of constructing the SympNets is shown in Section
3. In Section 4, we present the theoretical results for SympNets.
Section 5 presents the simulation results for several Hamilto-
nian systems. A summary is provided in the last section.
2. Problem setup
We apply a neural network model to learn the phase flow of
the Hamiltonian system from data. Similar to what numerical
integrators do, the trained network is used to compute the phase
point after time step h of the start point y0, i.e., the input is phase
point y0 while the output is the phase point y1 = φh(y0).
Assume that the phase flows of (1) are constrained in a com-
pact space W. We first choose some phase points from W,
denoted by {xi}N1 , and then obtain the value of time-h flow{yi = φh(xi)}N1 by a high-order symplectic integrator (Hairer
et al., 2006). Naturally,
T = {(xi, yi)}N1
is viewed as the training set for learning, where yi = φh(xi).
The neural network Φh as numerical integrator can be learned
by minimizing the mean-squared-error loss
MS E =
1
N
N∑
i=1
‖Φh(xi) − yi‖2.
If no prior is placed on Φh, it may not possess the symplecticity
as an integrator, which means that the Hamiltonian may not be
conserved in a long-time integration. In other words, we should
carefully design Φh to make sure it is intrinsically symplectic,
if we want to make accurate long term prediction based on the
learned model. The architecture of Φh will be shown in the next
section.
3. Architecture
Our architecture design philosophy is based on the fact that
the composition of symplectic transformations is again sym-
plectic. In order to construct the destination symplectic map,
we make an effort to search for simple linear/nonlinear sym-
plectic maps as the building blocks of the network. We note
that the building blocks should be easily parameterized so that
they can be efficiently trained. An illustration of the proposed
architecture is presented in Fig. 1.
For convenience, we employ notations used often for matri-
ces and matrix-like maps. In this paper, (·) denotes a matrix,
such as (
A1 A2
A3 A4
)
∈ R2d×2d,
representing the 2 × 2-blocked matrix with A1, A2, A3, A4 ∈
Rd×d, while [·] denotes a matrix-like map, such as[
f1 f2
f3 f4
]
: R2d → R2d,
[
f1 f2
f3 f4
] (
p
q
)
:=
(
f1(p) + f2(q)
f3(p) + f4(q)
)
,
representing the 2 × 2-blocked matrix-like map with fi : Rd →
Rd. Sometimes by an abuse of notation, we also represent by
the matrix A ∈ Rd×d the linear map p→ Ap for p ∈ Rd. Hence,
the identity matrix and the zero matrix I, 0 may represent the
identity map and the zero map, respectively, when they are used
in [·].
3.1. Linear modules
In reference to the linear modules, let
`up
(
p
q
)
=
(
I S
0 I
) (
p
q
)
+ b, `low
(
p
q
)
=
(
I 0
S I
) (
p
q
)
+ b,
b ∈ R2d, p, q ∈ Rd,
(3)
where S ∈ Rd×d is symmetric. Obviously, `up and `low are lin-
ear and symplectic, however, they are too simple to express a
general linear symplectic map. In order to strengthen the ex-
pressivity of a linear layer, we compound several `up and `low
alternately as
Lupn
(
p
q
)
=
(
I 0/S n
S n/0 I
)
· · ·
(
I 0
S 2 I
) (
I S 1
0 I
) (
p
q
)
+ b,
Llown
(
p
q
)
=
(
I S n/0
0/S n I
)
· · ·
(
I S 2
0 I
) (
I 0
S 1 I
) (
p
q
)
+ b.
Lupn and Llown are referred to as the linear modules in the sym-
plectic network. We would like the linear modules to play a
similar role as the linear layers do in a fully-connected neu-
ral network. Now a problem is raised naturally, that is, are
maps like Ln powerful enough to represent any linear symplec-
tic map? The answer is yes, and we will present details in Sec-
tion 4. It is noteworthy that during the prediction process, one
may merge the triangular blocks into one matrix in advance for
Ln to make predictions faster. In the following, we will denote
the set of the linear modules as:
ML = {ψ|ψ is a linear module}.
Another issue worth mentioning is parameterization. Since
most optimization methods in deep learning focus on uncon-
strained problems, it is necessary to find a representation for
these modules which can be freely parameterized. In fact, the
unit triangular symplectic matrices(
I S
0 I
)
,
(
I 0
S I
)
(S T = S )
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Figure 1: Architecture of the SympNets. The SympNets can be seen as a neural network with the unit triangular connection pattern, which guarantees symplecticity.
Here, Ti can be chosen as S , σ˜ or σˆ (defined in Section 3), depending on which type of module it belongs to. Two main types of SympNets, namely LA-SympNets
and G-SympNets, are considered in this paper. For LA-SympNets, Ti are chosen to be S or σ˜ following a specific order, while for G-SympNets all the Ti are chosen
to be σˆ.
can be parameterized as(
I A + AT
0 I
)
,
(
I 0
A + AT I
)
where A is a square matrix without any constraint.
3.2. Activation modules
Nevertheless, it is unclear how to search for a concise non-
linear expression, which satisfies symplecticity condition and
can be computed efficiently. Below is a theorem providing a
method to construct symplectic maps (Hairer et al., 2006, Chap-
ter VI.5).
Theorem 1. For any smooth function S (P, q) : U × V →
R (U,V ⊂ Rd),
Q =
∂S
∂P
(P, q), p =
∂S
∂q
(P, q)
locally define a symplectic map Φ : (p, q) → (P,Q) if ∂2S
∂P∂q is
invertible.
Proof. The proof can be found in (Hairer et al., 2006, p. 196)
Now, we are able to generate symplectic maps by Theorem
1. Consider a smooth activation function σ : R → R, such as
sigmoid, a vector a = (a1, · · · , ad)T ∈ Rd, then let
S (P, q) =
d∑
i=1
ai(
∫
σ)(Pi) + qT P,
where
∫
σ is the antiderivative ofσ and Pi is the i-th component
of P. We subsequently derive that(
P
Q
)
= Φ
(
p
q
)
=
(
p
diag(a)σ(p) + q
)
is a symplectic map, where σ(p) = (σ(p1), · · · , σ(pd))T by a
slight abuse of notation. For convenience, we denote this map
by
N
(
p
q
)
=
[
I 0
σ˜a I
] (
p
q
)
:=
(
p
diag(a)σ(p) + q
)
.
Similar to (3), we specifically define
Nup
(
p
q
)
=
[
I σ˜a
0 I
] (
p
q
)
, Nlow
(
p
q
)
=
[
I 0
σ˜a I
] (
p
q
)
.
Nup and Nlow are referred to as the activation modules of a
symplectic network. This layer plays the same role as activa-
tion layer in a standard fully-connected neural network. The
universal approximation theorem of neural networks states that
any continuous function can be approximated by the composi-
tion of linear units and activation units under certain constraints.
Similarly, it will be shown in section 4 that any symplectic map
can be approximated by a composition of linear modules and
activation modules. In the following, we will denote the set of
the activation modules as:
MA = {ψ|ψ is an activation module}.
3.3. Gradient modules
In addition to the modules provided in section 3.1 and 3.2,
we offer an alternative choice, called the gradient module. This
module will not change the approximation properties of the net-
work, however, it offers an option, which may result in lower
testing error in some cases.
Let us define a symplectic map given an activation function
σ in the following way:
G
(
p
q
)
=
[
I 0
σˆK,a,b I
] (
p
q
)
:=
(
p
KT diag(a)σ(K p + b) + q
)
,
where b ∈ Rn, K ∈ Rn×d, a ∈ Rn, and n is a positive integer
regarded as the width of the module. To see that G is indeed
4
symplectic, one only needs to check it with Definition 2, details
are omitted here. Now we define
Gup
(
p
q
)
=
[
I σˆK,a,b
0 I
] (
p
q
)
, Glow
(
p
q
)
=
[
I 0
σˆK,a,b I
] (
p
q
)
.
Gup and Glow are referred to as the gradient modules of the
symplectic network. These modules are inspired by the two-
layer Hamiltonian network in Chang et al. (2018), the symmet-
ric layer in Ruthotto and Haber (2018) and the symplectic ad-
ditive coupling layer in Bondesan and Lamacraft (2019). In the
following, we will denote the set of the gradient modules as:
MG = {ψ|ψ is a gradient module}.
3.4. SympNets
The symplectic networks (SympNets) can be informally de-
fined as the composition of linear, activation and gradient mod-
ules. More formally, we have the following definition:
Definition 4. Consider {vi}k1 ⊂ ML∪MA∪MG, whereML,MA
andMG are the set of linear, activation and gradient modules
respectively. Let
ψ = vk ◦ vk−1 ◦ · · · ◦ v1,
where ψ is called symplectic network (SympNet). Furthermore,
we define the collection of SympNets as
Ψ = {ψ|ψ is a S ympNet}.
Theoretically, the SympNets enjoy great algebraic and ap-
proximation properties, which will be discussed in the next sec-
tion. Practically, the SympNet is highly flexible in the sense
that different modules can be assembled in many different ways.
The users could apply a neural architecture search (NAS) algo-
rithm to find out the best way to ensemble these modules. Here,
we introduce two easily realizable ways of formulating a sym-
plectic network, for the purpose of both proving theorems and
doing numerical simulations.
Definition 5. Consider {vi}k+11 ⊂ ML, {wi}k1 ⊂ MA. Let
ψ = vk+1 ◦ wk ◦ vk ◦ · · · ◦ w1 ◦ v1,
where ψ is called the LA-SympNet. We define the collection of
LA-SympNets as
ΨLA = {ψ|ψ is a LA-S ympNet}.
Definition 6. Consider {ui}k1 ⊂ MG. Let
ψ = uk ◦ uk−1 ◦ · · · ◦ u1,
where ψ is called the G-SympNet. We define the collection of
G-SympNets as
ΨG = {ψ|ψ is a G-S ympNet}.
Note that both ΨLA,ΨG ⊂ Ψ. ΨLA can be considered as the
alternated composition of linear and activation modules while
ΨG can be thought of as the simple combination of gradient
modules. We will show that both ΨLA and ΨG are dense in the
set of all the symplectic maps given an appropriate activation
function in section 4.
4. Theory of SympNets
4.1. Algebraic properties
Theorem 2 (Algebraic structure). The collection of all the
SympNets Ψ is a group in the sense of map composition.
Proof. We know that the identity map I ∈ ML ⊂ Ψ is the iden-
tity element of Ψ. Moreover, the associative law and the closure
obviously hold by the definition of Ψ. What we need to confirm
is that there exists an inverse element for any ψ, i.e., ψ−1 ∈ Ψ.
Observe that[
I f
0 I
]−1
=
[
I − f
0 I
]
,
[
I 0
f I
]−1
=
[
I 0
− f I
]
,
where f : Rd → Rd. By substituting f = S , σ˜a and σˆK,a,b
respectively, we derive that for any L ∈ ML, N ∈ MA, G ∈
MG, it holds that
L−1 ∈ ML ⊂ Ψ, N−1 ∈ MA ⊂ Ψ, G−1 ∈ MG ⊂ Ψ.
Now we consider an arbitrary SympNet ψ = vk ◦vk−1 ◦ · · · ◦v1 ∈
Ψ, it can be seen that
ψ−1 = v−11 ◦ · · · ◦ v−1k−1 ◦ v−1k ∈ Ψ.
We therefore conclude that Ψ is a group.
Being a group endows Ψ with many practically useful prop-
erties. One direct implication of theorem 2 is the following:
Corollary 1. Any SympNet ψ ∈ Ψ is reversible.
Reversibility means that there is an analytic inverse and the
value of the neural network at each layer can be computed from
the output of the entire network, i.e., once ψ(x) is known, we
can obtain the value of vi ◦ · · · v1(x) for each 1 ≤ i ≤ k. This
implies that these values are unnecessary to be stored at the for-
ward passing stage, since they can be computed directly at the
backward propagation stage, which enables a memory-efficient
way of implementing the neural network. This type of neu-
ral network has applications in image classification and gen-
erative modeling (Dinh et al., 2015, 2017; Chang et al., 2018;
Behrmann et al., 2019). Ideas in this direction can be further
explored in the future.
Example 1. Here is an example for the reverse SympNet. If(
P
Q
)
=ψ
(
p
q
)
=
(
I S 3
0 I
) [
I diag(a)σ
0 I
] (
I 0
S 2 I
) (
I S 1
0 I
) (
p
q
)
,
then(
p
q
)
=ψ−1
(
P
Q
)
=
(
I −S 1
0 I
) (
I 0
−S 2 I
) [
I −diag(a)σ
0 I
] (
I −S 3
0 I
) (
P
Q
)
.
Theorem 3. The collection of LA(G)-SympNets ΨLA(ΨG) is a
group.
Proof. It is similar as the proof of Theorem 2.
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4.2. Approximation properties
In this section, we wil present three main theorems regarding
approximation properties of the SympNets. We start by intro-
ducing a few notations, which will be used later. Denote the set
of symplectic matrices as
S P = {H ∈ R2d×2d |HT JH = J}.
Similarly, we denote the set of Cr smooth symplectic map on
an open set U ⊂ R2d as
SPr(U) =
Φ ∈ Cr(U;R2d)
∣∣∣∣∣∣
(
∂Φ
∂x
)T
J
(
∂Φ
∂x
)
= J
 , r ≥ 1.
Also, denote
Ln =
{ (
I 0/S n
S n/0 I
)
· · ·
(
I 0
S 2 I
) (
I S 1
0 I
) ∣∣∣∣∣∣
S i ∈ Rd×d, S Ti = S i, i = 1, 2, · · · , n
}
where the unit upper triangular symplectic matrices and the unit
lower triangular symplectic matrices appear alternately. It is
clear that Lm ⊂ Ln ⊂ S P for all integers 1 ≤ m ≤ n.
Theorem 4. S P = L9. Thus, ML consists of all the linear
symplectic maps.
Proof. It is known from our previous work (Jin et al., 2019b)
that S P = L9.
The above theorem indicates that the linear modules can pa-
rameterize any linear symplectic map. Moreover, the depth
of each linear module need not be larger than 9. In Jin et al.
(2019b), we systematically present several existing modern fac-
torizations of the matrix symplecic group, and propose the unit
triangular factorization described as Theorem 4. This factor-
ization induces the unconstrained parametrization of the matrix
symplectic group by replacing the S i with Ai + ATi . It enables
us to make use of the symplectic matrix as a module in a deep
neural network, just like what we are doing here.
Restrictions on activation functions have to be made before
any type of approximation theorem of neural networks can be
given. Here, we introduce some necessary notations first. Let
Dα be the differential operator, where α = (α1, · · · , αm) with
non-negative integers αi is the differential indexes. As an ex-
ample, for f ∈ C∞(Rm), we have
Dα f =
∂|α| f
∂x1α1 · · · ∂xmαm , |α| = α1 + · · · + αm.
Furthermore, we apply the norm on Cr(W;Rn) as
‖ f ‖Cr(W;Rn) =
∑
|α|≤r
max
1≤i≤n
sup
x∈W
|Dα fi(x)|,
f = ( f1, · · · , fn)T ∈ Cr(W;Rn),
for a compact set W ⊂ Rm.
Definition 7. Let r ∈ {0}∪N∗ be given. σ is r-finite ifσ ∈ Cr(R)
and 0 <
∫ |Dr(σ)|dλ < ∞, where λ is the Lebesgue measure on
R.
One of the most commonly used activation functions, the sig-
moid function, satisfies this condition for any r ∈ N∗. We will
formalize and show this result in lemma 1.
Definition 8. Let m, n ∈ N∗, r ∈ {0}∪N∗ be given, U ⊂ Rm is an
open set, S 1 ⊂ Cr(U;Rn), then we say S 2 is r-uniformly dense
on compacta in S 1 if S 2 ⊂ S 1 and for any f ∈ S 1, compact W ⊂
U and any  > 0, there exists g ∈ S 2 such that ‖ f − g‖Cr(W;Rn) <
.
With the above concepts, next we present the universal ap-
proximation theorems for SympNets, and provide their proofs
in Appendix A.
Theorem 5 (Approximation theorem for LA-SympNets). If the
activation function σ is r-finite, then the set of LA-SympNets
ΨLA is r-uniformly dense on compacta inSPr(U) for any r ∈ N∗
and open U ⊂ R2d.
Theorem 6 (Approximation theorem for G-SympNets). If the
activation function σ is r-finite, then the set of G-SympNets ΨG
is r-uniformly dense on compacta in SPr(U) for any r ∈ N∗
and open U ⊂ R2d.
Following Theorems 5 and 6, Ψ is also r-uniformly dense
on compacta in SPr(U). Moreover, since Ψ and SPr(R2d) are
groups, Ψ ⊂ SPr(R2d), we have that Ψ is a dense subgroup of
SPr(R2d).
Theorems 5 and 6 give the general criterion for a SympNet to
possess the universal approximation property. It is worth men-
tioning that the sigmoid function satisfies the condition.
Lemma 1. The sigmoid activation, σ(x) = 11+e−x , is r-finite for
any r ∈ N∗.
Proof. σ′(x) = e
−x
(1+e−x)2 > 0, so
∫ |σ′(x)|dλ = ∫ σ′(x)dλ = 1.
By mathematical induction, one can show that when n ≥ 2,
σ(n)(x) = σ′(x)P(n−1)(σ(x)),
where P(n−1)(·) is an (n − 1)-th order polynomial, then
0 <
∫
|σ(r)(x)|dλ ≤
∫
|σ′(x)|dλ · (sup
x∈R
|P(r−1)(σ(x))|)
= sup
y∈[0,1]
|P(r−1)(y)|
<∞.
Therefore σ is r-finite for any r ∈ N∗.
Corollary 2. The set of sigmoid-activated LA(G)-SympNets is
r-uniformly dense on compacta in SPr(U) for any r ∈ N∗ and
open U ⊂ R2d.
Therefore, we will use the sigmoid activation function for all
of our simulation experiments presented below.
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Regular flow data with h = 0.1 Regular flow data with h = 3 Irregular data with 0.2 h 0.5
Figure 2: Illustrations for datasets of pendulum. Three types of datasets are used in the experiments of pendulum. A dash line connects a blue dot representing
the initial state and a red dot representing the next state after a time step h.
5. Simulation results
Besides their universal approximation power, SympNets,
specifically LA/G-SympNets, possess many other desirable
properties in the sense that: first, they are able to generalize us-
ing limited amount of data with a small parameter space. Sec-
ond, they can handle long time step prediction based models.
Third, they can handle irregularly sampled data. Fourth, they
can deal with non-separable Hamiltonian. Last but not least,
they scale well in high dimensions. We illustrate these proper-
ties of SympNets by solving three different numerical predic-
tion tasks, namely the pendulum, double pendulum and three-
body problems.
The benchmark method used for comparison in this section
is HNN (Greydanus et al., 2019). The main objective to be
minimized in HNN is ∥∥∥∥∥dydt − J−1∇H˜(y)
∥∥∥∥∥ ,
where y ∈ R2d, H˜ is a standard neural network. In many appli-
cation scenarios, the derivative of vector fields dydt is unknown,
so it should be approximated using numerical discretization in-
tegrators. In fact, symplectic integrators should be applied, as
is numerically justified in Chen et al. (2020) and theoretically
proved in Zhu et al. (2020). In all of our experiments, we use
the midpoint rule, a symplectic integrator of order 2, to approx-
imate the objective:∥∥∥∥∥ xi+1 − xih − J−1∇H˜( xi + xi+12 )
∥∥∥∥∥ .
Once H˜ has been learned, we perform prediction using a 4th
order symplectic integrator with finer time step to ensure the
correctness of the predictions of HNNs, which indeed costs
much more time compared to SympNets that make predictions
directly. Since symplectic methods are applied in both training
and testing procedures, we will refer to the enhanced baseline
model as S-HNNs, where S stands for symplectic. In this paper,
we do not require the Hamiltonians to be separable a priori for
any of the test cases, so multistep or recurrent training in Chen
et al. (2020) will not be considered for S-HNNs, especially for
the case of the double pendulum that is indeed non-separable.
5.1. Hyper-parameters
Table 1 shows the architecture of the models we used for
each problem. We see that LA-SympNets require a signifi-
cantly smaller parameter space, especially in the case of the
pendulum with h = 0.1, where it takes only 14 parameters to
achieve the best performance. The activation function is cho-
sen to be sigmoid for SympNets and hyperbolic tangent (tanh)
for S-HNNs. We use the normal distribution N(0, 0.01) to ini-
tialize each entry of the weight matrices in SympNets, while
for S-HNNs, principal orthogonal initialization is applied. The
training parameters are presented in Table 2.
5.2. The Pendulum problem
5.2.1. Datasets and evaluation metric
Consider the pendulum system with the Hamiltonian
H(p, q) =
1
2
p2 − cos(q).
In particular, we use three different datasets: (i) flow data with
h = 0.1, (ii) flow data with h = 3, (iii) irregular data, to il-
lustrate the first of three properties of SympNets described at
the beginning of this section. The detailed definitions of these
datasets are shown below and also in Fig. 2.
Flow data. The training dataset consists of n = 40 data points
on a single trajectory starting from x0 = (0, 1) with shared time
step h. These data points are grouped in pairs before being
fed into the neural network, denoted as T = {(xi−1, xi)}n1, where
xi = φh(xi−1), i = 1, 2, · · · , n. The test dataset is given by the k =
100 data points following the last point in the training dataset,
denoted by X = (xn+1, · · · , xn+k). After training on T , we use
the trained network Φh to compute the flow starting at xn for
100 steps, denoted by X˜ = (x˜n+1, · · · , x˜n+k). The mean squared
error between X and X˜ is taken as the test MSE.
Irregular data. The training dataset consists of n = 40 grouped
pairs of points randomly sampled from [−√2, √2]× [− 12pi, 12pi]
with time steps {hi}n1 randomly chosen in [0.2, 0.5], denoted asT = {([xi, hi], yi)}n1, where yi = φhi (xi), i = 1, 2, · · · , n. The
test dataset is generated by k = 100 data points on a single
trajectory following x0 = (0, 1) with shared time step h = 0.1,
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Problem Type Depth Sublayers Width Parameters
S-HNN 4 N/A 30 2K
Pendulum: flow data LA-SympNet 3 2 N/A 14
G-SympNet 5 N/A 30 0.5K
S-HNN 4 N/A 30 2K
Pendulum: irregular data LA-SympNet 5 4 N/A 34
G-SympNet 5 N/A 30 0.5K
S-HNN 4 N/A 50 5K
Double pendulum LA-SympNet 8 5 N/A 0.2K
G-SympNet 8 N/A 50 2K
S-HNN 6 N/A 50 11K
Three-body LA-SympNet 20 4 N/A 3K
G-SympNet 20 N/A 50 8K
Table 1: Model architecture. S-HNN uses fully-connnected neural network (FNN) as its approximator to the Hamiltonian. Depth represents the number of linear
layers (linear modules) used in S-HNN (LA-SympNet), while for G-SympNet it is equal to the number of gradient modules. The number of sublayers for LA-
SympNet is the number of `up or `low used to constitute each linear module. The width for G-SympNet is n, the row dimension of K in the definition of gradient
module.
Problem Type Learning rate Epochs
S-HNN 0.001 100000
Pendulum: flow data LA-SympNet 0.001 100000
G-SympNet 0.001 100000
S-HNN 0.001 100000
Pendulum: irregular data LA-SympNet 0.01 100000
G-SympNet 0.01 100000
S-HNN 0.001 300000
Double pendulum LA-SympNet 0.001 300000
G-SympNet 0.001 300000
S-HNN 0.001 300000
Three-body LA-SympNet 0.001 300000
G-SympNet 0.001 300000
Table 2: Training parameters. The optimizer is set to be Adam (Kingma and Ba, 2015) for all the cases. The double pendulum and three-body problems require
more epochs to converge than the pendulum problem since those problems are in higher dimensions.
Type LA-SympNet G-SympNet S-HNN
h = 0.1 Test MSE (log10) −7.3 ± 0.1 −3.0 ± 0.2 −1.6 ± 0.6VPT (log10) 3.5 ± 0.3 1.2 ± 0.1 0.3 ± 0.3
h = 3 Test MSE (log10) −6.7 ± 0.4 −5.2 ± 0.5 N/AVPT (log10) 4.5 ± 0.4 3.7 ± 0.2 N/A
Irregular Test MSE (log10) −4.4 ± 0.4 −4.1 ± 0.5 −3.2 ± 0.2VPT (log10) 2.1 ± 0.6 1.8 ± 0.4 1.2 ± 0.1
Table 3: Quantitative results for the pendulum. The test MSE and the VPT are recorded in the form of mean ± standard deviation in log scale based on 10
independent experiments. SympNets outperform S-HNNs in all test cases.
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Figure 3: Inferences of the outer trajectories starting at (p,q) = (0, 1.5), (0, 2), (0, 2.5) for h = 0.1. This figure examines the extrapolation power of three different
models given training data on a single trajectory starting at (p, q) = (0, 1).
denoted by X = (x1, · · · , xk). The same as in flow data, we
generate X˜ = (x˜1, · · · , x˜k) by the trained network and compute
the mean squared error between X and X˜ as the test MSE. Note
that we will explain how to apply the data with additional input
h to SympNets later.
We compute the valid prediction time T following a similar
definition as in Vlachas et al. (2020) in order to evaluate the pre-
dictive performance of different models. Suppose we are given
the ground truth dataset x and prediction x˜. Let the normalized
root mean square error be
E(x˜) =
√
〈 (x − x˜)
2
s2
〉,
where s ∈ R2d is the standard deviation in time of each state
component of x, and < · > represents spatial average. The valid
prediction time of the model is given by
T = arg max
t f
{t f |E(x˜(t)) ≤ ,∀t ≤ t f }.
In other words, T characterizes the longest prediction window
that the model remains valid. In this section,  is set to 0.1.
5.2.2. Learning flows with fixed time steps
This problem is more difficult than the pendulum prediction
problem in Greydanus et al. (2019) in the sense that the training
data points do not cover an entire period of the trajectory, as can
be seen from Fig. 2. Indeed, the problem is ill-posed because
there might be more than one Hamilton’s equations whose so-
lution could match these data points. Therefore, the learned
models are expected to possess enough generalization power to
learn the correct system with appropriate physical meanings.
The performance and the quantitative results of the test MSE
and the VPT are shown in Fig. 4 and Table 3, respectively. Note
that it does not make sense to compare their training loss, since
the definitions of the loss functions for SympNets and S-HNNs
are quite different. Here, 10 independent experiments are sim-
ulated for each case to obtain the means and the standard de-
viations. We plot the results for the best models out of 10 in
the first row of Fig. 4. LA-SympNets, with the smallest number
of parameters, achieve the lowest prediction MSE and energy
fluctuation.
Fig. 3 shows that LA-SympNets generalize better than G-
SympNets and S-HNNs on other trajectories. Given data on a
single trajectory starting from (0, 1), LA-SympNets can learn
the correct phase flow starting from (0, 1.5), (0, 2), (0, 2.5). It
is worth mentioning that the prediction will deviate from the
ground truth if the test trajectory goes farther away from the
training data.
SympNets will be much easier to train when the training data
is coarse-grained, or with large time steps. As mentioned be-
fore, since we do not assume the Hamiltonians are separable,
one can only integrate H˜ by implicit symplectic schemes, which
means that only one-step methods can be used to train the S-
HNNs. In general, high-order implicit symplectic schemes are
not compatible with the HNN-type models and could take a
much longer time to train. To make the comparison fair, we
still use a one-step midpoint rule here as the integrator, but one
can postulate, as the time step h becomes larger, that the dis-
cretization error in S-HNNs would dominate and result in larger
testing loss.
Here, we showcase a scenario when h = 3, which is roughly
half of the period of the pendulum in our example. As shown
in Table 3, S-HNNs fail to learn the correct dynamics of the
system while SympNets continue to give the correct prediction
for a long time period, according to the second row of Fig. 4.
5.2.3. Learning irregularly sampled data
Here we make an extension of SympNets to learn the data
with variable time steps. As aforementioned, a symplectic mod-
ule can be written like
v(x) =
[
I f
0 I
]
(x) + b,
where f could be S , σ˜ or σˆ, depending on which type of module
it belongs to, and with the bias b being zero in the cases of
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Figure 4: Results of LA-SympNets, G-SympNets and S-HNNs on the three datasets for the pendulum system. (Left column) The predicted positions q for the
three datasets. The time windows are chosen so that the differences among the predictions made by the three methods appear. (Middle column) The global errors
for the three datasets. It is observed that ErrorLA < ErrorG < ErrorH on all the datasets. (Right column) The total energies for the three datasets. The y-axes
of the three subplots are of the same length scale so that the energy fluctuation levels can be clearly seen. The energy of S-HNN for h = 3 is not shown since it
explodes. (Total figure) LA-SympNets and G-SympNets outperform S-HNNs in all cases. In fact, LA-SympNets always have the lowest global error. S-HNNs fail
to learn the data with large time step due to the time discretization. LA, G and S-HNNs can all preserve the energy correctly except for S-HNN when h = 3.
10
𝑙1
𝑙2
𝑞1
𝑞2
𝑝1
𝑝2
𝑝3
|𝑞1 − 𝑞2|
|𝑞1 − 𝑞3|
|𝑞2 − 𝑞3|
Double pendulum Three-body
𝑚1
𝑚2
𝑚2
𝑚1
𝑚3
Figure 5: Illustrations for the double pendulum and the three-body. (Left) The double pendulum system consists of a pendulum attached directly to another
one. The i-th pendulum is made of a ball of mass mi connected to a massless rigid rod of length li. (Right) The three-body system consists of three planets of mass
mi, the motion of which is governed purely by gravitational force.
activation module and gradient module. We can insert a time
step h into the module as
v(x, h) =
[
I h · f
0 I
]
(x) + h · b.
Hence by extending each module in the constructed SympNets
to the above form, we are able to feed the phase points x with
the time steps h together as data into the extended SympNets
ψ(x, h) for training and testing. The results are shown in the
third row of Fig. 4 and Table 3. LA, G and S-HNNs can all
successfully learn the irregular data and give correct conserved
energy. Specifically, we observe that SympNets perform better
than S-HNNs, while LA-SympNets are slightly better than G-
SympNets.
If the data used in HNN paper (Greydanus et al., 2019),
which includes time derivatives information are given, i.e.,
T = {(xi, x˙i)}N1 , then the extended SympNet ψ(x, h) can also
learn the fully-informed data T by optimizing the loss
MS E =
1
N
N∑
i=1
∥∥∥∥∥∂ψ∂h (xi, 0) − x˙i
∥∥∥∥∥ .
This point could be further explored in the future. The capa-
bility of the extended SympNets on dealing with irregular data
and fully-informed data indicates that SympNets can handle all
the tasks that S-HNNs can handle, including learning the con-
tinuous time evolution of dynamics. It is certainly reasonable
because the symplecticity of the phase flow encodes all the in-
formation of the dynamical system as a Hamiltonian system.
Roughly speaking, ψ(x, h) can be treated as a universal model
representing the solution to an arbitrary Hamiltonian system.
5.3. The Double Pendulum problem
SympNets can readily handle the non-separable Hamiltonian
systems, while S-HNNs should carefully choose the integrator
if the Hamiltonian is non-separable. Here we consider a double
pendulum system with the Hamiltonian
H(p1, p2, q1, q2)
=
m2l22 p
2
1 + (m1 + m2)l
2
1 p
2
2 − 2m2l1l2 p1 p2 cos(q1 − q2)
2m2l21l
2
2(m1 + m2 sin
2(q1 − q2))
− (m1 + m2)gl1 cos q1 − m2gl2 cos q2.
The double pendulum system consists of a pendulum attached
directly to another one. The i-th pendulum is made of a ball
of mass mi connected to a massless rigid rod of length li, as is
shown in Fig. 5. The motion of the system is driven by the local
gravitational field g; qi represents the angle of the i-th pendulum
and pi represents its corresponding canonical momentum:
p1 = (m1 + m2)l21q˙1 + m2l1l2q˙2 cos(q1 − q2),
p2 = m2l22q˙2 + m2l1l2q˙1 cos(q1 − q2).
For simplicity we set m1 = m2 = l1 = l2 = g = 1.
Similar to the pendulum example, the training dataset is
made of n = 200 data points on a single trajectory starting from
x0 = (0, 0, 3pi7 ,
3pi
8 ) with time step h = 0.75. The test dataset is
given by the k = 100 data points following the last point in the
training dataset, denoted by X = (xn+1, · · · , xn+k). The predic-
tions made by SympNets are denoted by X˜ = (x˜n+1, · · · , x˜n+k).
The mean squared error between X and X˜ is taken as the test
loss.
As shown in Fig. 6 and Table 4, LA-SympNets outperform
G-SympNets in the double pendulum prediction. The total
energy of the trajectories predicted by SympNets matches the
ground truth within a reasonable range. It is worth mentioning
that S-HNNs completely fail in this task, because the time step
h = 0.75 is so large that the discretization error in the numerical
integrator dominates. This further demonstrates the advantage
of SympNets when only sparsely sampled data is available. In
contrast to the single pendulum case with h = 3, where one can
remedy the S-HNN by making the educated assumption that the
Hamiltonian to be learned is separable, and discretize this sys-
tem with high-order symplectic schemes, here the problem is
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Figure 6: Results for the double pendulum system. (Top-left) Six consecutive points in the training dataset. The arrow represents the direction of motion.
(Top-middle and Top-right) Predicted position q for the two pendulums, respectively. The time window is chosen so that the difference between predictions made
by LA/G-SympNets appear. (Bottom-left) The global error versus time. LA-SympNets generalize better than G-SympNets in the long term. (Bottom-middle) The
total energies for the predicted trajectories. (Bottom-right) The training MSE versus the depth. The training MSE is obtained by taking the mean of 5 independent
experiments, while the shaded region represents one standard deviation.
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more devastating since workable high-order symplectic meth-
ods for non-separable HNNs are in general more difficult to de-
rive, and could result in intolerable computational expense.
According to the proofs of theorems 5 and 6, the approxima-
tion power of SympNets is determined by their depth and width
(for G-SympNets). Indeed the bottom-right figure of Fig. 6
shows that the training MSE in this experiment decreases as the
network grows deeper. Lower training errors are obtained for
G-SympNets of width 50 compared to that of width 5, when the
depth ranges from 1 to 8. However, the difference disappears
when the depth becomes sufficiently large, which indicates the
fact that depth plays a more important role than width for G-
SympNets. Still, a wider network is preferred since the training
process could become further stabilized. Among all the three
models, the standard deviation of LA-SympNets is the lowest,
demonstrating that LA-SympNets are more stable compared to
G-SympNets.
5.4. The Three-Body problem
To illustrate the fact that SympNets scale well to higher di-
mensions, we perform an experiment on the renowned three-
body problem with a total number of 12 degrees of freedom.
The Hamiltonian for this system is given by
H(p1,p2,p3,q1,q2,q3)
=
p12
2m1
+
p22
2m2
+
p32
2m3
− Gm1m2|q1 − q2| −
Gm2m3
|q2 − q3| −
Gm1m3
|q1 − q3| ,
where qi = (qi1, qi2) represents the planar coordinates of the i-
th body, while pi = (pi1, pi2) and mi are the corresponding mo-
menta and mass, respectively; G is the gravitational constant.
For simplicity, we assume G = m1 = m2 = m3 = 1.
Due to the chaotic nature of the system, it is almost impossi-
ble for a neural network model to make correct long-term pre-
dictions as in the pendulum case. So for both training and test-
ing, we select k = 10 data points with time step h = 0.5 on
each trajectory. In total, 5000 trajectories starting at random
positions are simulated, among which 4000 are used as train-
ing data while the rest serve as test data, denoted by {X(i)}1000i=1 ,
where X(i) = (x(i)1 , x
(i)
2 , · · · , x(i)10). Similarly, the predictions are
denoted by {X˜(i)}1000i=1 . The average MSE between X(i) and X˜(i)
for all 1 ≤ i ≤ 1000 is taken as the test loss.
As can be seen from Table 4, SympNets clearly outper-
form S-HNNs in terms of the test loss, while G-SympNets
are slightly better that LA-SympNets in this task. Still, LA-
SympNets are more memory-efficient in terms of their rela-
tively smaller parameter size. The second row of Fig. 7 shows
that the two SympNet models are indeed comparable in their
performances, while predictions made by S-HNNs completely
fall off the trajectory, which is consistent with the results in
Greydanus et al. (2019). All three methods are able to conserve
the total energy of the Hamiltonian system.
6. Summary
The main contribution of this work is to provide a unified
framework to infer dynamics from an arbitrary Hamiltonian
system by utilizing the symplecticity of its phase flow. Just like
any symplectic matrix that can be factorized into unit triangu-
lar matrices, in this paper we showed that any symplectic map,
which might be nonlinear, can be approximately factorized into
unit triangular matrix-like maps in a simple form, i.e. Symp-
Nets. Furthermore, the SympNets are inherently reversible,
and in fact form a group. This algebraic structure indicates
the possibility of building normalizing flow models from the
existing architecture. Besides its intriguing theoretical proper-
ties, SympNets also exhibit superior properties over competing
baseline models, i.e., HNNs through the great performance in
three numerical experiments including the pendulum, double
pendulum and three-body problems. A new theoretical contri-
bution is the universal approximation theorems (Theorem 5 and
6) that we proved for SympNets.
By constructing the SympNets, we wish our work could lead
to more researches that focus on utilizing the underlying geo-
metric structures such as the symplecticity in the data. In the
future, we would like to derive generative models and control
algorithms based on the SympNets. Another interesting direc-
tion will be to construct networks which could handle a larger
class of systems including dissipative systems and systems with
time-dependent Hamiltonians.
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Appendix A. Proofs for universal approximation theorems
Some lemmas will be developed to prove these theorems.
Let Σm[σ] denote the set of neural networks f : Rm → R
with one hidden layer:
Σm[σ] = { f (x) = aTσ(Kx + b) : Rm → R|
a, b ∈ Rn,K ∈ Rn×m, n ∈ N∗},
where σ is the activation function.
Lemma 2. Σm[σ] is r-uniformly dense on compacta in Cr(Rm)
for m ∈ N∗ if σ is r-finite.
Proof. The proof can be found in Hornik et al. (1990).
Lemma 2 indicates that neural networks with one hidden
layer can approximate a function and its derivatives simulta-
neously, if the function satisfies certain regularity criteria.
Lemma 3. Suppose σ is r-finite, V ∈ Cr+1(Rd), denote
f
(
p
q
)
=
[
I ∇V
0 I
] (
p
q
)
, p, q ∈ Rd,
then for any compact W ⊂ R2d and  > 0, there exists g ∈ MG
such that ‖ f − g‖Cr(W;R2d) < .
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Problem LA-SympNet G-SympNet S-HNN
Double Pendulum −3.4 ± 0.2 −2.3 ± 0.4 N/A
Three-body −2.2 ± 0.4 −2.9 ± 0.2 −1.8 ± 0.4
Table 4: The test loss for double pendulum and three-body. The test loss is recorded in the form of mean ± standard deviation in log scale based on 10 independent
experiments.
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Figure 7: Results for the three-body system. (Top-left) One trajectory from the training dataset. The three position vectors q1, q2 and q3 are plotted while the
momentum vectors p1, p2 and p3 are omitted for illustration purpose. (Top-middle) The global error versus time. The errors are calculated on one representative
trajectory out of 1000. SympNets predict more accurately than S-HNNs on this and most of the other trajectories. (Top-right) The total energies for the predictions
on the representative trajectory. (Bottom) Predicted position q on the representative trajectory. SympNets can make predictions which stay on the true trajectory
after a relatively longer time period.
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Proof. Let Wq = {q ∈ Rd |(p, q) ∈ W}. According to Lemma
2, there exists φ(x) = aT (
∫
σ)(Kx + b) ∈ Σd[
∫
σ], such that
‖V − φ‖Cr+1(Wq;R) < , where
∫
σ is (r + 1)-finite. It can be seen
that
‖∇V − ∇φ‖Cr(Wq;Rd) ≤ C ‖V − φ‖Cr+1(Wq;R) < C
for a positive constant C, which further implies∥∥∥∥∥∥
[
I ∇V
0 I
]
−
[
I ∇φ
0 I
]∥∥∥∥∥∥
Cr(W;R2d)
= ‖∇V − ∇φ‖Cr(Wq;Rd) < C.
(A.1)
Note that ∇φ(q) = KT diag(a)σ(Kq + b) and let
g
(
p
q
)
=
[
I ∇φ
0 I
] (
p
q
)
=
(
p + KT diag(a)σ(Kq + b)
q
)
,
which is a gradient module in MG, then by (A.1),
‖ f − g‖Cr(W;R2d) < C.
By symmetry, f ∗
(
p
q
)
=
[
I 0
∇V I
] (
p
q
)
can also be approxi-
mated by elements in MG in the same way as in Lemma 3.
According to Turaev (2002), composition of Henon-like maps
can approximate arbitrary symplectic maps. Thus, the problem
reduces to approximate Henon-like maps by appropriate com-
bination of f and f ∗.
Definition 9. The symplectic maps of the following form
H[V]
(
p
q
)
=
[
0 I
−I ∇V
] (
p
q
)
=
(
q
−p + ∇V(q)
)
for V ∈ C1(Rd) are called Henon-like maps.
Lemma 4. Let U ⊂ R2d be an open set, then for any F ∈
SPr(U), compact W ⊂ U,  > 0, there exists a sequence of
V1,V2, · · · ,Vn ∈ Cr+1(Rd), such that
‖F −H[Vn] ◦ · · · ◦ H[V1]‖Cr(W;R2d) < 
Proof. The proof can be found in Turaev (2002).
Proof of Theorem 6. Let W ⊂ U be a compact set,  > 0.
For V ∈ Cr+1(Rd), we have[
0 I
−I ∇V
]
=
[
I 0
∇V I
] [
I I
0 I
] [
I 0
−I I
] [
I I
0 I
]
,
which shows each r-th smooth Henon-like map can be repre-
sented as the composition of elements in
FG =
{[
I ∇V
0 I
] ∣∣∣∣∣∣V ∈ Cr+1(Rd)
}
∪
{[
I 0
∇V I
] ∣∣∣∣∣∣V ∈ Cr+1(Rd)
}
.
According to Lemma 4 and the above fact, any F ∈ SPr(U)
can be approximated by a sequence of f1, · · · , fn ∈ FG as
‖F − fn ◦ · · · ◦ f1‖Cr(W;R2d) < .
Now we only need to prove the proposition: there exists
g1, · · · , gn ∈ MG such that
‖ fn ◦ · · · ◦ f1 − gn ◦ · · · ◦ g1‖Cr(W;R2d) < .
Denote
W1 = W, Wi = T [ fi−1(Wi−1)], i = 2, 3, · · · , n,
where the operator T is defined as
T [A] = {x ∈ R2d |∃ y ∈ A s.t. ‖x − y‖∞ ≤ 1}
for compact A ⊂ R2d. It is easy to verify that Wi is compact
for i = 1, 2, 3, · · · , n. Let W˜ = W1 ∪ W2 ∪ · · · ∪ Wn. For
1, · · · , n > 0, there exists g1, · · · , gn ∈ MG such that
‖ fi − gi‖Cr(W˜;R2d) < min(i, 1), i = 1, 2, · · · , n,
according to Lemma 3. With the definition of gi, we know
‖gi(x) − fi(x)‖∞
≤ sup
x∈W˜
‖gi(x) − fi(x)‖∞ ≤ ‖ fi − gi‖Cr(W˜;R2d) < 1, ∀x ∈ Wi,
which derives that gi(Wi) ⊂ Wi+1, hence we have
fi ◦ · · · ◦ f1(W) ⊂ Wi ⊂ W˜,
gi ◦ · · · ◦ g1(W) ⊂ Wi ⊂ W˜, i = 1, · · · , n.
Let fi = ( f
(1)
i , · · · , f (2d)i )T . Notice that
Dα( f (k)n ◦ fn−1 ◦· · ·◦ f1)(x) = Pα,n,k([Dβ f ( j)i ( fi−1 ◦· · ·◦ f1(x))]β,i, j)
which means Dα( f (k)n ◦ fn−1 ◦ · · · ◦ f1)(x) can be represented as a
polynomial depending on α, n, k with respect to the parameters
Dβ f ( j)i ( fi−1 ◦ · · · ◦ f1(x)) for |β| ≤ r, 1 ≤ i ≤ n, 1 ≤ j ≤ 2d.
As fi ∈ Cr(R2d;R2d) ⊂ C1(R2d;R2d), there holds Lipschitz
condition on W˜ for each f j◦· · ·◦ fi+1◦ fi with a shared coefficient
L: ∥∥∥ f j ◦ · · · ◦ fi+1 ◦ fi(x) − f j ◦ · · · ◦ fi+1 ◦ fi(y)∥∥∥∞
≤L ‖x − y‖∞ , ∀x, y ∈ W˜, ∀1 ≤ i ≤ j ≤ n.
Then for any x ∈ W,
‖ fi ◦ · · · ◦ f1(x) − gi ◦ · · · ◦ g1(x)‖∞
≤
i∑
k=1
‖ fi ◦ · · · fk+1 ◦ fk ◦ gk−1 ◦ · · · ◦ g1(x)
− fi ◦ · · · fk+1 ◦ gk ◦ gk−1 ◦ · · · ◦ g1(x)‖∞
≤L ·
 i−1∑
k=1
‖ fk ◦ gk−1 ◦ · · · ◦ g1(x) − gk ◦ gk−1 ◦ · · · ◦ g1(x)‖∞

+ ‖ fi ◦ gi−1 ◦ · · · ◦ g1(x) − gi ◦ gi−1 ◦ · · · ◦ g1(x)‖∞
≤max(L, 1) ·
 i∑
k=1
‖ fk − gk‖Cr(W˜;R2d)

≤max(L, 1)(
i∑
k=1
k) ≤ max(L, 1)(
n∑
k=1
k).
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Since Dβ f ( j)i are uniformly continuous on W˜,
lim
1,··· ,n→0
sup
x∈W
|Dβ f ( j)i ( fi−1 ◦ · · · ◦ f1(x))
− Dβ f ( j)i (gi−1 ◦ · · · ◦ g1(x))| = 0,
consequently
lim
1,··· ,n→0
sup
x∈W
|Dβ f ( j)i ( fi−1 ◦ · · · ◦ f1(x))
− Dβg( j)i (gi−1 ◦ · · · ◦ g1(x))| = 0,
due to
|Dβ f ( j)i ( fi−1 ◦ · · · ◦ f1(x)) − Dβg( j)i (gi−1 ◦ · · · ◦ g1(x))|
≤|Dβ f ( j)i ( fi−1 ◦ · · · ◦ f1(x)) − Dβ f ( j)i (gi−1 ◦ · · · ◦ g1(x))|
+ ‖ fi − gi‖Cr(W˜;R2d)
<|Dβ f ( j)i ( fi−1 ◦ · · · ◦ f1(x)) − Dβ f ( j)i (gi−1 ◦ · · · ◦ g1(x))|
+ i.
Therefore,
lim
1,··· ,n→0
‖ fn ◦ · · · ◦ f1 − gn ◦ · · · ◦ g1‖Cr(W;R2d)
= lim
1,··· ,n→0
∑
|α|≤r
max
1≤k≤n
sup
x∈W
|Dα( f (k)n ◦ fn−1 ◦ · · · ◦ f1)(x)
− Dα(g(k)n ◦ gn−1 ◦ · · · ◦ g1)(x)|
=
∑
|α|≤r
max
1≤k≤n
lim
1,··· ,n→0
sup
x∈W
|Pα,n,k([Dβ f ( j)i ( fi−1 ◦ · · · ◦ f1(x))]β,i, j)
− Pα,n,k([Dβg( j)i (gi−1 ◦ · · · ◦ g1(x))]β,i, j)|
=0,
where the last equal holds since Dβ f ( j)i ( fi−1 ◦ · · · ◦ f1(W)) and
Dβg( j)i (gi−1◦· · ·◦g1(W)) are uniformly bounded in a larger com-
pact set for all β, i, j as {i} → 0, as well as Pα,n,k is uniformly
continuous on that bounded compact set. Hence, the proposi-
tion has been completed.
Proof of Theorem 5. Recall that
MG =
{ [
I σˆK,a,b
0 I
] ∣∣∣∣∣∣K ∈ Rn×d, a, b ∈ Rnd, n ∈ N∗
}
∪
{ [
I 0
σˆK,a,b I
] ∣∣∣∣∣∣K ∈ Rn×d, a, b ∈ Rnd, n ∈ N∗
}
,
Here we rewriteMG in a slightly different form as
MG =
{ [
I σˆK,a,b
0 I
] ∣∣∣∣∣∣K ∈ Rnd×d, a, b ∈ Rnd, n ∈ N∗
}
∪
{ [
I 0
σˆK,a,b I
] ∣∣∣∣∣∣K ∈ Rnd×d, a, b ∈ Rnd, n ∈ N∗
}
,
by extending K, a, b with some zero rows to meet the require-
ment of width being multiple of d. Furthermore, denote
Kn
={K ∈ Rnd×d |K = (KT1 , · · · ,KTn )T ,Ki ∈ Rd×d, det(Ki) , 0},
M˜G =
{ [
I σˆK,a,b
0 I
] ∣∣∣∣∣∣K ∈ Kn, a, b ∈ Rnd, n ∈ N∗
}
∪
{ [
I 0
σˆK,a,b I
] ∣∣∣∣∣∣K ∈ Kn, a, b ∈ Rnd, n ∈ N∗
}
,
and
Ψ˜G = {ψ = uk ◦ · · · ◦ u1|ui ∈ M˜G, k ∈ N∗} ⊂ ΨG.
Given any compact set W ⊂ U and ψ{Ki,ai,bi} = uKk ,ak ,bk ◦ · · · ◦
uK1,a1,b1 ∈ ΨG, we can easily verify that
lim
{K˜i}→{Ki}
∥∥∥ψ{Ki,ai,bi} − ψ{K˜i,ai,bi}∥∥∥Cr(W;R2d) = 0, ψ{K˜i,ai,bi} ∈ Ψ˜G,
since Kn is dense in Rnd×d and
f ({K˜i}) =
∥∥∥ψ{Ki,ai,bi} − ψ{K˜i,ai,bi}∥∥∥Cr(W;R2d)
is continuous with respect to {K˜i}. Therefore Ψ˜G is r-uniformly
dense on compacta in ΨG, furthermore, is r-uniformly dense on
compacta in SPr(U) by Theorem 6.
On the other hand, given
φ
(
p
q
)
=
(
p
KT diag(a)σ(K p + b) + q
)
∈ M˜G,
K = (KT1 , · · · ,KTn )T ∈ Kn,
a = (aT1 , · · · , aTn )T , ai ∈ Rd,
b = (bT1 , · · · , bTn )T , bi ∈ Rd,
define
vi
(
p
q
)
=
(
K−1i 0
0 KTi
) [
I 0
diag(ai)σ I
]
((
Ki 0
0 K−Ti
) (
p
q
)
+
(
bi
0
))
−
(
K−1i bi
0
)
for i = 1, · · · , n. Theorem 4 points out that vi ∈ ΨLA, and one
may readily check that φ = vn ◦ · · · ◦ v1. Subsequently, we
know Ψ˜G ⊂ ΨLA, thus ΨLA is r-uniformly dense on compacta in
SPr(U).
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