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Point Estimation 
When sampling is from a population described by a density or mass 
function j(xje), knowledge of e yields knowledge of the entire population. 
Hence, it is natural to seek a method of finding a good estimator of the point 
e, that is, a good point estimator. 
In many cases, there will be an obvious or natural candidate for a point 
estimator of a particular parameter. For example, the sample mean is a 
natural candidate for a point estimator of the population mean. However, 
when we leave a simple case like this, intuition may desert us so it is useful to 
have some techniques that will at least give us some reasonable candidates 
for consideration. Those that have stood the test of time include: 
1. The Method of Moments 
The method of moments (MOM) is, perhaps, the oldest method of 
finding point estimators, dating back at least to Karl Pearson in the 
late 1800s. One of the strengths of MOM estimators is that they are 
usually simple to use and almost always yields some sort of estimate. 
In many cases, unfortunately, this method yields estimators that may 
be improved upon. 
Let X1, ... , Xn be a sample from a population with density or mass 
function j(xjeb ... , ek)· MOM estimators are found by equating the 
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first k sample moments to the corresponding k population moments. 
That is, we define the sample moments by mj = :Ef=1 xf and the 
population moments by J.Li(OI, ... , ek) = EXi for j = 1, ... , k. We 
then set mi = J.Lj(BI, ... , Ok) and solve for 81, ... , ek. This solution is 
the MOM estimator of 81. ... , ek. 
2. Maximum Likelihood Estimators 
For a sample X1. ... , Xn from f(xjel, ... , Ok), the likelihood function 
is defined by 
L(Ojx) = L(el, ... 'ek,Xl, ... ,xn) = II7=/(xil81, ... 'ek)· 
The values of ei that maximize this function are those parameter val-
ues for which the observed sample is most likely, and are called the 
maximum likelihood estimators (MLE). If the likelihood function is 
differentiable (in Oi), the MLEs can often be found by solving 
0~i log L(Ojx) = 0, i = 1, ... , k. 
where the vector with coordinates 8~i logL(Ojx) is called the sc,ore 
function (see Schervish 1995, Section 2.3). 
Example If X1, ... ,Xn are iid Bernoulli(p), the likelihood function is 
n 
L(pjx) = ITPxi(1- p)l-xi 
i=l 
and differentiating log L(pjx) and setting the result equal to zero gives 
the MLE p = :Ei xifn. This is also the Method of Moments estimator. 
If we instead have samples X1, ... ,Xn from a binomial(k,p) popula-
tion where p is known and k is unknown, the likelihood function is 
and the MLE must be found by numerical maximization. The method 
of moments will give the closed form solution 
-2 k = X 
x- (1/n) :E(xi- x)2 
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which can take on negative values. This illustrates a shortcoming of 
the method of moments, one not shared by the MLE. Another, perhaps 
more serious shortcoming of the MOM estimator is that it may not 
be based on a sufficient statistic, which means it could be inefficient 
in not using all of the available information in a sample. In contrast, 
both MLEs and Bayes estimators are based on sufficient statistics. 
3. Bayes Estimators 
In the Bayesian paradigm a random sample X1, ... , Xn is drawn from 
a population indexed by (} and, where () is considered to be a quantity 
whose variation can be described by a probability distribution (called 
the prior distribution). A sample is then taken from a population 
indexed by (} and the prior distribution is updated with this sample 
information. The updated prior is called the posterior distribution. 
If we denote the prior distribution by 1r(e), and the sampling dis-
tribution by f(xi()), then the posterior distribution, the conditional 
distribution of () given the sample, x, is 
1r( (}lx) = f(xl())7r( (}) /m(x) 
where m(x) = J f(xi())7r(())d() is the marginal distribution of x. 
Example Let X1, ... ,Xn be iid Bernoulli(p). Then Y = l:Xi is 
binomial(n,p). The posterior distribution of p given y, is 
f(PIY) = f(y,p) = r(n +a+ ,B) py+a-1(1- p)n-y+,B-1 
J(y) r(y + a)r(n- y +,B) ' 
which is a beta distribution with parameters y +a and n- y +,B. The 
mean, a Bayes estimator of p, is. 
A y+a 
PB = a+,B+n' 
There are many other methods of deriving point estimators (robust 
methods, least squares, estimating equations, invariance) but the three men-
tioned above are among the most popular. No matter what method is used 
to derive a point estimator, it is important to evaluate the estimation using 
some performance criterion. 
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We can loosely group evaluation criteria into large sample or asymptotic 
methods, and small sample methods. In large samples, MLEs typically per-
form very well, being asymptotically normal and efficient, that is, attaining 
the smallest possible variance. Other types of estimators that are derived 
in a similar manner (for example M-estimators) also share good asymptotic 
properties. For a detailed discussion see Lehmann (1999) or Lehmann and 
Casella (1998, Chapter 6). 
In small samples, estimators can be evaluated using mean squared error 
(MSE). The MSE of an estimator W of a parameter 8 is the function of 8 
defined by Eo(W - 8) 2 . It has the interpretation 
E9(W- 8) 2 = Varo W + (EoW- 8) 2 = Varo W + (Biaso W)2 , 
where the bias of an estimator W is EoW- 8. 
Example Under normality, the MLE of the variance cr2 is &2 = ~ L:i=l (Xi-
X) 2 = n~l S2 , where 8 2 = n~l l:i=1 (Xi - X) 2 is the usual unbiased esti-
mate. Straightforward calculation gives 
showing that &2 has smaller MSE than 8 2 . This is an example of a vari-
ance/bias trade off, as the biased &2 has a smaller variance, resulting in a 
smaller MSE. 
Interval Estimation 
Reporting a point estimator of a parameter 8 only provides part of the 
story. The story becomes more complete if an assessment of the error of es-
timation is also reported. Informally, this can be accomplished by giving an 
estimated standard error of the estimator and, more formally, this becomes 
the reporting of an interval estimate. If X = x is observed, an interval esti-
mate of a parameter 8 is a pair of functions, L(x) and U(x) for which the 
inference 8 E [L(x), U(x)] is made. The coverage probability of the random 
interval [L(X), U(X)] is the probability that [L(X), U(X)] covers the true 
parameter, 8, and is denoted by Po(O E [L(X), U(X)]). 
By definition, the coverage probability depends on the unknown 8, so 
cannot be reported. What is typically reported is the confidence coefficient, 
the infimum of the coverage probabilities, info Po(O E [L(X), U(X)]). 
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If X1, ... ,Xn are iid with mean J.L and variance u2, a common interval 
estimator for p, is 
(1) 
where x is the sample mean and s is the sample standard deviation. The 
validity of this interval can be justified from the Central Limit Theorem, 
since 
X- J.L 
Sl.,fii -+ N(O, 1), 
the standard normal distribution. We then see that the coverage probability 
(and confidence coefficient) of (1) is approximately 95%. 
The above interval is a "large sample" interval since its justification is 
based on an asymptotic argument. There are many methods for constructing 
interval estimators that are valid in small samples, of which the following 
are a sample: 
1. Inverting a Test Statistic 
There is a correspondence between acceptance regions of tests and 
confidence sets, summarized in the following theorem. 
Theorem 1 For each Oo E 8, let A(Oo) be the acceptance region of a 
level a test of Ho: e = Oo. For each x E X, define a set C(x) in the 
parameter space by 
C(x) = {Oo; x E A(Bo)}. 
Then the random set C(X) is a 1- a confidence set. Conversely, let 
C(X) be a 1- a confidence set. For any Oo E 8, define 
A(Oo) = {x: Oo E C(x)}. 
Then A(Oo) is the acceptance region of a level a test of Ho: e = Oo. 
Example If X 1 , ... , Xn are iid n(p,, u2) , with u2 known, the test of 
Ho: J.L = J.Lo versus H1: J.L =/= J.Lo will accept the null hypothesis at level 
a if 
u u 
X - Zaj2 ..(ii 0 J.Lo 0 X + Zaj2 ..(ii. 
The interval of J.L values, [x - za;2u I .,fii, x + za;2u I vnJ, for which 
the null hypothesis will be accepted at level a, is a 1 - a confidence 
interval for p,. 
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2. Pivotal Inference 
Perhaps one of the most elegant methods of constructing set estimators 
is the use of pivotal quantities ( Barnard 1949). A random variable 
Q(X, 0) = Q(X1, ... , Xn, 0), is a pivotal quantity (or pivot) if the dis-
tribution of Q(X, 0) is independent of all parameters. If we find a set 
C such that P(Q(X,O) E C)= 1- a, then the set {0: Q(X,O) E C} 
has coverage probability 1 - a. 
In location and scale cases, once we calculate the sample mean X 
and the sample standard deviationS, we can construct the following 
pivots: 
Form of pdf Type of pdf Pivotal quantity 
f(x -J.t) location X- J.t 
~~(~) scale X 
_u 
~!C7J.) location-scale X-f!: s 
In general, differences are pivotal for location problems, while ratios 
(or products) are pivotal for scale problems. 
Example Suppose that X1, ... , Xn are iid exponential(>.). Then T = 
l:Xi is a sufficient statistic for>. and T"' gamma(n, >.). In the gamma 
pdf t and >. appear together as t I>. and, in fact the gamma( n, >.) pdf 
(r(n)>.n)-1tn-le-tf.X is a scale family. Thus, if Q(T, >.) = 2TI>., then 
Q(T, >.) "' gamma( n, >.(21 >.)) = gamma( n, 2), 
which does not depend on >.. The quantity Q(T, >.) = 2T I>. is a pivot 
with a gamma(n, 2), or X~n' distribution, and a 1- a pivotal interval 
is 2T 2T 
2 D>.D 2 ' 
X2n,a/2 X2n,l-a/2 
where P(x~n > X~n a) = a. , 
3. Bayesian Intervals 
If 1r(O!x) is the posterior distribution of 0 given X = x, then for any 
set A c 8 the posterior probability of A is 
P(O E Ajx) = L 1r(Ojx) dO, 
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and A is called a credible set for 0. If 1r( Olx) is a pmf, we replace 
integrals with sums in the above expressions. 
The interpretation of the Bayes interval estimator is different from the 
classical intervals. In the classical approach, to assert 95% coverage 
is to assert that in 95% of repeated experiments, the realized inter-
vals will cover the true parameter. In the Bayesian approach, a 95% 
coverage means that the probability is 95% that the parameter is in 
the realized interval. In the classical approach the randomness comes 
from the repetition of experiments, while in the Bayesian approach the 
randomness comes from the prior distribution. · 
Example Let X1, ... , Xn be iid Poisson(>.) and assume that ). has 
a gamma prior pdf, >. rv gamma( a, b), where a is an integer. The 
posterior pdf of >. is 
1r(>.IL:X = L:x) =gamma( a+ L:x, [n + (1/b)]-1 ). 
Thus the posteri~r ~istribution of 2[n+ (1/b)]>. is X~(a+'Ex), and a 1-a 
Bayes credible interval for >. is 
{ ).. X~(a+L:x),l-a/2 D ). D X~(a+L:x),a/2} 
· 2[n + (1/b)] 2[n + (1/b)J · 
We can also form a Bayes set by taking the highest posterior density 
(HPD) region of the parameter space, by choosing c so that 
1- a= f 1r(>.IL:x) d>.. 
} {>..:11'(.AI'Ex)2:c} 
Such a construction is optimal in the sense of giving the shortest in-
terval for a given 1 - a (although if the posterior is multimodal the 
set may not be an interval). 
For more details on constructing and evaluating.intervals see Casella anq 
Berger (1990). 
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