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Abstract
We study a moment problem for rational matrix-valued functions. In particular, we will characterize the case
that there is a unique solution. A second main theme is to handle some inverse problems for rational matrix-valued
functions. Hereby, we will essentially use several representation formulas for reproducing kernels of the underlying
Hilbert modules of rational matrix-valued functions.
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0. Introduction
This paper continues the authors’investigations in [16–21]were several steps of constructing of a theory
of orthogonal rational matrix-valued functions on the unit circle have been done. Hereby we are guided by
the work of Bultheel, González-Vera, Hendriksen, and Nja˚stad who created in the 1990s a comprehensive
theory of scalar orthogonal rational functions on the unit circle. In a series of research papers (see [2–4,6])
they worked out basic steps of a concept generalizing essential parts of the classical theory of orthogonal
polynomials on the unit circle which goes back mainly to Szegö [28] and Geronimus [22–24]. These
investigations culminated in the monograph [5] which brings together the single pieces of the puzzle
to the full picture. Concerning the history of the development of a Szegö theory of orthogonal rational
functions on the unit circle it has to be mentioned that the ﬁrst rational version of Szegö polynomials was
given byDjrbashian [9–12] in the 1960s.However, themain streambegan onlywhenBultheel et al., started
their collaboration at the end of the 1980s. Motivated by problems from different ﬁelds ranging from
multipoint Padé approximation, moment problems, continued fractions, quadrature formulas, rational
approximation, orthogonal Laurent polynomials, and Schur’s algorithm to Nevanlinna–Pick interpolation
they produced a large collection of results that formed a systematic generalization of Szegö polynomials
to their rational counterparts.
Our investigations in [16–21] were aimed at generalizing essential features of the theory of orthogonal
rational functions to the matrix case. Starting from a sequence of complex numbers which are not located
at the unit circle T, we built corresponding modules of rational matrix-valued functions with prescribed
poles. With the aid of a nonnegative Hermitian matrix-valued Borel measure on T we introduced simul-
taneously left and right matrix-valued inner product structures on the modules. Similarly as in [5] by
Bultheel et al. for the scalar case of rational functions and in [7,8] by Delsarte, Genin, and Kamp for the
case of matrix polynomials we have mostly concentrated on particular modules and on those matrix mea-
sures which produce nondegenerate left and right matrix-valued inner product structures in the modules
in question.
In this paper wewill continue the treatment of themoment problem for rational matrix-valued functions
which was studied in [17]. In particular, we will characterize the case that this moment problem has a
unique solution. Furthermore, we will turn our attention to the nondegenerate case. Hereby, we will
mainly use various representation formulas for the reproducing kernels of the Hilbert modules under
consideration. Moreover, we will derive several identities for these reproducing kernels.
A second main theme of this paper is to handle some inverse problems for rational matrix-valued
functions which are generalizations of an inverse problem for positive Hermitian block Toeplitz matrices
studied in [15]. The investigation of these inverse problems was initiated by a closer look at the intrinsic
structure of the above-mentioned reproducing kernels.
In the ﬁnal Section 5 we inspect a little the connection between reproducing kernels in question and
pairs of orthonormal rational systems corresponding to a possibly different matrix measure.
1. Notation and basic facts on rational matrix-valued functions
Throughout this paper, let p and q belong to the set N of all positive integers. Let us use C,Z, and N0
to denote the sets of all complex numbers, of all integers, and of all nonnegative integers, respectively.
If m ∈ Z and if n ∈ Z or n = +∞, then we will write Nm,n for the set of all integers k which satisfy
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mkn. If X is a nonempty set, then let Xp×q be the set of p× q matrices each entry of which belongs
to X. The notation 0p×q stands for the null matrix that belongs to the set Cp×q of all p × q complex
matrices, and the identity matrix which belongs to Cq×q will be denoted by Iq . If the size of a null matrix
or an identity matrix is obvious, we will omit the indexes. If A ∈ Cq×q , then rankA and det A indicate
the rank of A and the determinant of A, respectively. For all A ∈ Cq×q , let ReA be the real part of
A : ReA := 12 (A+A∗). If A is a complex p× q matrix, then A+ designates the Moore–Penrose inverse
of A. The symbol T stands for the unit circle, D for its interior, and E for its exterior with respect to the
extended complex plane C0 := C ∪ {∞}, i.e., T := {z ∈ C : |z| = 1}, D := {z ∈ C : |z|< 1}, and
E := C0\(D ∪ T). We will use the notationT1 to designate the set of all sequences (j )∞j=1 of complex
numbers which satisfy jk = 1 for all positive integers j and k. If (j )∞j=1 ∈ T1, then j /∈T for all
j ∈ N. For technical reasons, throughout this paper, we set
0 := 0.
Let B1 be the -algebra of all Borel subsets of C and let BT := B1 ∩ T. The linear Lebesgue measure
on (T,BT) is designated by . If f is a matrix-valued function deﬁned on a subsetM of C0 with T ⊆M,
then we will write f for the restriction of f onto T. If G is a nonempty subset of C0 and if f is a p × q
matrix-valued function deﬁned on G, then f ∗(z) is short for (f (z))∗, z ∈ G, and f̂ : Ĝ → Cq×p is
deﬁned by Ĝ := {w ∈ C0 : 1w ∈ G} and f̂ (w) := f ∗( 1w).
If  ∈ C\(T ∪ {0}), then we will use the notation b to designate the function b : C0\{1 } → C given
by
b(w) :=


||
− w
1− w for w ∈ C
∖{
1

}
1
|| for w =∞.
(1)
Further, let b0 : C → C be deﬁned by b0(w) := w. Clearly, if  ∈ D, then the function b is exactly
the elementary Blaschke factor corresponding to . Now we turn our attention to modules of rational
matrix-valued functions with prescribed pole structure. Let  ∈ N or let  = +∞, and let (j )j=1 be a
sequence of complex numbers. Let ,0 : C0 → C be the constant function with value 1 and let R,0
denote the set of all constant complex-valued functions deﬁned on C0. For n ∈ N1,, let the polynomial
,n : C→ C be deﬁned by
,n(w) :=
n∏
j=1
(1− jw) (2)
and let R,n designate the set of all complex-valued functions f which are rational and which admit a
representation f = 1,n P with some complex polynomial P of degree not greater than n. Let 10 := ∞, let
1
∞ := 0, and let
⋃0
j=1{ 1j } := ∅. Further, for each n ∈ N0,, let
P,n :=
n⋃
j=1
{
1
j
}
and Z,n :=
n⋃
j=1
{j }.
For n ∈ N0,, every function which belongs toR,n is holomorphic in C0\P,n. Moreover, one can easily
see that in the case j = 0 for all j ∈ N1,n the classR,n coincides with the setPn of all complex-valued
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polynomials of degree not greater than n. If n1 and n2 are integers with 0n1n2, thenR,n1 ⊆ R,n2 .
If a sequence (j )∞j=1 of complex numbers is given, then let
R,∞ :=
∞⋃
n=0
R,n.
Every function f ∈ R,∞ is holomorphic in C0\
(⋃∞
j=1
{
1
j
})
.
For each n ∈ N0, the class Rp×q,n can be considered as a right Cq×q-submodule of the right Cq×q-
module Rp×q,∞ . On the other hand, for each n ∈ N0, the class Rp×q,n is also a left Cp×p-submodule of the
left Cp×p-module Rp×q,∞ .
For each k ∈ N0,, let Ek,q be the q × q matrix polynomial which is given by
Ek,q(w) := wkIq, w ∈ C. (3)
For each n ∈ N0,, the system 1,n E0,q , 1,n E1,q , . . . , 1,n En,q is both a basis of the right Cq×q-module
R
q×q
,n and a basis of the left Cq×q-module Rq×q,n . For each n ∈ N0,, let
e
(q)
n := (E0,q , E1,q , . . . , En,q) and d(q)n :=

E0,q
E1,q
...
En,q
 . (4)
Now let (j )∞j=1 ∈ T1. In this particular case, we will work with a further (simultaneous left and right)
basis ofRq×q,n . Let B(q),0 : C0 → Cq×q be the constant matrix-valued function with value Iq and, for each
n ∈ N, let B(q),n : C0\P,n → Cq×q be deﬁned by
B
(q)
,n(w) :=
 n∏
j=1
bj (w)
 Iq . (5)
If  ∈ N0 or =+∞, then B(q),0 , B(q),1 , . . . , B(q), is also both a basis of the right Cq×q-moduleRq×q, and a
basis of the left Cq×q-module Rq×q, . (For a more detailed discussion of these modules we refer to [18].)
In particular, if n ∈ N0 and if X ∈ Rq×q,n , then there are unique matrices A0,A1, . . . ,An ∈ Cq×q such
that X =∑nj=0AjB(q),j and the reciprocal rational (matrix-valued) function X[,n] of X with respect to
(j )
∞
j=1 and n is given by X[,n] :=
∑n
j=0A∗n−jB
(q)
,j where (j )
∞
j=1 is deﬁned by k := n+1−k for each
k ∈ N1,n and j := j for each integer j with jn + 1. If n ∈ N0 and if j = 0 for each j ∈ N1,n,
then every X ∈ Rq×q,n is a q × q matrix polynomial of degree not greater than n and X[,n] is exactly the
reciprocal matrix polynomial X˜[n] of X with respect to the unit circle T and the formal degree n (cf. [7]
or also [13, Section 1.2]).
A mapping F whose domain is the -algebra BT of all Borel subsets of T and whose values are
nonnegative Hermitian complex q × q matrices is called nonnegative Hermitian q × q Borel measure on
T if it is countably additive, i.e., if F(
⋃∞
k=1Ak) =
∑∞
k=1 F(Ak) for every inﬁnite sequence (Ak)∞k=1 of
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pairwise disjoint sets which belong to BT. We will useMq (T,BT) to denote the set of all nonnegative
Hermitian q × q Borel measures on T. Let F ∈ Mq (T,BT). For each j ∈ N1,q and each k ∈ N1,q ,
the entry function Fjk of F in the jth row and kth column is a complex-valued Borel measure on T.
One can easily see that F is absolutely continuous with respect to the trace measure F := ∑qj=1 Fjj
of F. The trace derivative F ′ = (dFjkdF )qj,k=1 built from the Radon–Nikodym derivatives dFjkdF of Fjk with
respect to F satisﬁes 0F ′I, F -almost everywhere on T. An ordered pair [,] consisting of Borel
measurable matrix-valued functions : T → Cp×q and  : T → Cp×q is called left-integrable with
respect to F if each entry of the matrix-valued function F ′∗ is integrable with respect to F and the
corresponding integral is deﬁned by∫
T
 dF∗ :=
∫
T
F ′∗ dF. (6)
We will also write
∫
T
(z)F (dz)∗(z) for the integral given in (6). An ordered pair [,] consisting
of Borel measurable matrix-valued functions  : T → Cq×p and  : T → Cq×p is said to be right-
integrable with respect to F if [∗,∗] is left-integrable with respect to F. The set p× q-L2l (T,BT, F )
(respectively, q × p − L2r (T,BT, F )) of all matrix-valued functions  : T → Cp×q (respectively,
 : T→ Cq×p) for which [,] is left-integrable (respectively, right-integrable) with respect to F is a
left (respectively, right) Cp×p-semi Hilbert module, where the Gramian structure is given by
(,)F,l :=
∫
T
 dF∗
(
respectively, (,)F,r :=
∫
T
∗ dF
)
. (7)
For more details on the integration theory with respect to nonnegative Hermitian q × q measures, we
refer to Rosenberg [25–27].
Now let a sequence (j )∞j=1 of numbers which belong toC\T and a nonnegative Hermitian q×q Borel
measure F on T be given. Then one can immediately see that {X : X ∈ Rp×q,∞ } ⊆ p×q−L2l (T,BT, F )
and {X : X ∈ Rq×p,∞ } ⊆ q × p −L2r (T,BT, F ) hold. If X and Y belong to Rp×q,∞ (respectively, Rq×p,∞ ),
then (X, Y )F,l (respectively, (X, Y )F,r ) is short for (X, Y )F,l (respectively, (X, Y )F,r ). For each n ∈ N0,
it is readily checked that Rq×q,n is both a left Cq×q-semi Hilbert submodule of q × q −L2l (T,BT, F )
and a right Cq×q-semi Hilbert submodule of q × q −L2r (T,BT, F ). Under a certain assumption on the
measure F the space Rq×q,n is a Cq×q-Hilbert module. This is based on a nondegeneracy concept which
is studied in [18, Section 5]. If n ∈ N0, then a nonnegative Hermitian q × q Borel measure F on T is
called nondegenerate of order n if the block Toeplitz matrix T(F )n := ((F )j−k)nj,k=0 is nonsingular where
(F )j :=
∫
T
z−jF (dz), j ∈ Z,
are the Fourier coefﬁcients of F. For each n ∈ N0, we will useMq,n (T,BT) to denote the set of all F ∈
M
q
 (T,BT)which are nondegenerate of order n. One can easily see thatM
q,n+1
 (T,BT) ⊆Mq,n (T,BT)
holds for all n ∈ N0. A nonnegative Hermitian q × q Borel measure F on T is said to be nondegenerate
of order∞ or completely nondegenerate if F belongs to
M
q,∞
 (T,BT) :=
∞⋂
n=0
M
q,n
 (T,BT).
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Observe that in [18, Section 5] several characterizations of the setMq,n (T,BT) are given. If n ∈ N0 and
ifF ∈Mq,n (T,BT), in view of [18, Theorem 5.8] one can easily check then thatRq×q,n (with the Gramian
structure given in (7)) is both a left and a right Cq×q-Hilbert module. If F belongs toMq,∞ (T,BT), the
space Rq×q,∞ turns out to be both a left and a right Cq×q-pre-Hilbert module.
2. On a rational moment problem and some related questions
Now let (j )∞j=1 be a sequence of numbers which belong toC\T, let n ∈ N0, and let F ∈Mq (T,BT).
If (Xk)nk=0 is a sequence of matrix-valued functions which belong to the right (respectively, left) Cq×q-
module Rq×q,n , we associate then the (nonnegative Hermitian) matrices
G(F )X,n :=
(∫
T
Xj
∗ dFXk
)n
j,k=0
and H(F )X,n :=
(∫
T
Xj dFXk∗
)n
j,k=0
.
For the particular basis 1,n E0,q ,
1
,n
E1,q , . . . ,
1
,n
En,q of Rq×q,n which is given by (2) and (3) we will
use the notations
G˜(,F )n :=
∫
T
(
1
,n
e
(q)
n
)∗
dF
(
1
,n
e
(q)
n
)
and
H˜(,F )n :=
∫
T
(
1
,n
d
(q)
n
)
dF
(
1
,n
d
(q)
n
)∗
,
where e(q)n and d(q)n are deﬁned as in (4). If (j )∞j=1 ∈ T1, for the special basis B(q),0 , B(q),1 , . . . , B(q),n of
R
q×q
,n which is given by (5) we will write
G(,F )n :=
(∫
T
(B
(q)
,j )
∗ dFB(q),k
)n
j,k=0
and H(,F )n :=
(∫
T
B
(q)
,j dF(B
(q)
,k )
∗
)n
j,k=0
.
Observe that, if (	j )∞j=1 ∈T1 with 	j = 0 for j ∈ N1,n, for each k ∈ N0,n then
T(F )k = G˜(	,F )k =G(	,F )k (8)
holds. In particular, the following moment problem for rational matrix-valued functions, which was
studied in [17], is a generalization of the truncated trigonometric matrix moment problem.
Problem R. Let n ∈ N, let (j )nj=1 be a sequence of numbers which belong to C\T, let G be a complex
(n+1)q× (n+1)q matrix, and letX0, X1, . . . , Xn be a basis of the right Cq×q-moduleRq×q,n .Describe
the setM[(j )nj=1,G; (Xk)nk=0] of all F ∈Mq (T,BT) for which G(F )X,n =G holds.
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The caseM[(j )nj=1,G; (Xk)nk=0] = ∅ is characterized in [17, Proposition 5]. Nowwe give a necessary
and sufﬁcient condition for the case that Problem R has a unique solution. Note that, if F ∈Mq (T,BT),
if (j )∞j=1 is a sequence of numbers belonging to C\T, and if n ∈ N0, then F (,n) : BT → Cq×q given by
F (,n)(B) :=
∫
B
(
1
,n(z)
Iq
)∗
F(dz)
(
1
,n(z)
Iq
)
(9)
is a well-deﬁned nonnegative Hermitian measure which belongs toMq (T,BT).
Theorem1. Let (j )∞j=1 be a sequence of numbers belonging toC\T, letn ∈ N, and letF ∈Mq (T,BT).
Further, let X0, X1, . . . , Xn be a basis of the right Cq×q-module Rq×q,n and let Y0, Y1, . . . , Yn−1
be a basis of the right Cq×q-module Rq×q,n−1. ThenM[(j )nj=1,G(F )X,n; (Xk)nk=0] = {F } if and only if
rankG(F )X,n = rankG(F )Y,n−1.
Proof. On the one hand, from [17, Remark 4 and part (b) of Proposition 5] we see that the condition
M[(j )nj=1,G(F )X,n; (Xk)nk=0] = {F }
is satisﬁed if and only if
(i) M[(0)nj=1,T(F
(,n))
n ; (Ek,q)nk=0] = {F (,n)}.
and, on the other hand, from [18, Theorem 4.4 and Remark 4.7] and (8) we know that the identity
rankG(F )X,n = rankG(F )Y,n−1 is valid, if and only if
(ii) rankT(F (,n))n = rankT(F
(,n))
n−1 .
It remains to prove the equivalence of (i) and (ii). First suppose (i). A well-known result on the trigono-
metric moment problem (see, e.g., [14, Part I, Theorem 4]), there is a unique complex q× q matrix Cn+1
such that the block Toeplitz matrix (Cj−k)n+1j,k=0 with Cl = (F
(,n))
l for each l ∈ N0,n is nonnegative
Hermitian, namely Cn+1 = (F (,n))n+1 . Therefore we infer from [14, Part I, Theorem 1 and Remark 2] that
(ii) is satisﬁed.
Conversely, now we assume that (ii) is fulﬁlled. Because of (ii) and [14, Part I, Remark 2] we get
(F
(,n))
0 = Zn(T(F
(,n))
n−1 )
+Z∗n and, hence, from [14, Part I, Lemma 6] it follows
(F
(,n))
0 = Zm(T(F
(,n))
m−1 )
+Z∗m
for each integer mn, where Zm := ((F (,n))m ,(F
(,n))
m−1 , . . . ,
(F (,n))
1 ). Thus, [14, Part I, Theorem 1] and
[7, Theorem 1] imply that (i) is fulﬁlled. 
Remark 2. Let (j )∞j=1 be a sequence of numbers belonging to C\T, let n ∈ N, letX0, X1, . . . , Xn be a
basis of the right Cq×q-moduleRq×q,n , and let F ∈Mq (T,BT) be such thatM[(j )nj=1,G(F )X,n; (Xk)nk=0]
is a singleton. Then, similar as in the proof of Theorem 1 (i.e., use [18, Theorem 4.4 and Remark 4.7]
and [14, Part I, Theorems 4 and 1, Remark 2, and Lemma 6]), one can see that for each m ∈ Nn,∞ and
each basis Z0, Z1, . . . , Zm of the right Cq×q-module Rq×q,m the identity rankG(F )Z,m = rankT(F )n−1 holds.
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Corollary 3. Let n ∈ N and let F ∈Mq (T,BT). Then the following statements are equivalent:
(i) M[(0)nj=1,T(F )n ; (Ek,q)nk=0] = {F }.
(ii) There exist a sequence (j )∞j=1of numbers belonging toC\T and a basisX0, X1, . . . , Xn of the right
Cq×q-module Rq×q,n such that the equalityM[(j )nj=1,G(F )X,n; (Xk)nk=0] = {F } holds.
(iii) For all sequences (j )∞j=1 of numbers which belong to C\T, all integersm ∈ Nn,∞, and every basis
Z0, Z1, . . . , Zm of the right Cq×q-module Rq×q,m , the equality M[(j )mj=1,G(F )Z,m; (Zk)mk=0] = {F }
holds.
Proof. The assumption follows from Theorem 1 in connection with (8), [18, Theorem 4.4], and
Remark 2. 
Note that in [17] a corresponding moment problem in the left Cq×q-module Rq×q,n was also handled.
Hereby the considerations brought up that we can always restrict the investigations without loss of
generality to the case of the right Cq×q-module Rq×q,n (see, e.g., [17, Remark 3]).
In the following, we consider now the nondegenerate situation. First it should be mentioned that if
G is a nonsingular complex matrix for which the setM[(j )nj=1,G; (Xk)nk=0] is nonempty (which we
will always assume in the sequel), then a particular solution of the moment problem is constructed in
[17, Theorem 31]. In a forthcoming work, we want to give further explicit solutions. In this sense, the
investigations below can be considered as a preparation.
In order to discuss Problem R under the additional condition that the given matrix G is nonsingular,
in [17] we worked with particular representation formulas for the reproducing kernels in the Cq×q-
Hilbert module Rq×q,n . Let (j )∞j=1 be a sequence of numbers which belong to C\T. Let n ∈ N0 and let
F ∈Mq,n (T,BT). Then the mapping K(,F )n;r : (C0\P,n)× (C0\P,n)→ Cq×q given by
K
(,F )
n;r (v, w) :=
[
1
,n
e
(q)
n
]
(v)(G˜(,F )n )−1
([
1
,n
e
(q)
n
]
(w)
)∗
(10)
(respectively, K(,F )
n;l : (C0\P,n)× (C0\P,n)→ Cq×q given by
K
(,F )
n;l (v, w) :=
([
1
,n
d
(q)
n
]
(v)
)∗
(H˜(,F )n )
−1
[
1
,n
d
(q)
n
]
(w)
)
(11)
is the reproducing kernel of the right Cq×q-Hilbert module (Rq×q,n , (., .)F,r ) (respectively, of the left
Cq×q-Hilbert module (Rq×q,n , (., .)F,l)), compare [17, Theorem 10]. In particular, for all v ∈ C0\P,n,
the matrix-valued functions A(,F )n,v : C0\P,n → Cq×q and C(,F )n,v : C0\P,n → Cq×q deﬁned by
A(,F )n,v (w) := K(,F )n;r (w, v) and C(,F )n,v (w) := K(,F )n;l (v, w) (12)
turn out to be solutions of extremal problems in the space Rq×q,n (see [1] and [17, Section 4]). Note that
F T also belongs toMq,n (T,BT) and that
K
(,F )
n;l (v, w)= (K(,F
T)
n;r (w, v))
T (13)
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for every choice of v and w in C0\P,n (see [17, Remark 8]). Thus we can mainly turn our attention to
the kernel K(,F )
n;r .
The kernel K(,F )
n;r (respectively, K(,F )n;l ) can be represented in terms of an arbitrary basis of the right
(respectively, left) Cq×q-module Rq×q,n : Let X0, X1, . . . , Xn be a basis of the right Cq×q-module Rq×q,n .
For every choice of v and w in C0\P,n, we have
K
(,F )
n;r (v, w)= (X0(v),X1(v), . . . , Xn(v))(G(F )X,n)−1

X∗0(w)
X∗1(w)
...
X∗n(w)
 (14)
(see [17, Remark 12]). These representations of the kernelK(,F )
n;r are in particular useful to study Problem
R and, moreover, the following problem, which already played a certain role in the proof of a Favard-type
theorem according to [21, Section 4].
Problem K. Let (j )∞j=1 be a sequence of numbers which belong to C\T, let n ∈ N0, letX ∈ Rq×q,n , and
let w ∈ C0\(P,n ∪ T). Describe the setM,n(X,w) of all F ∈Mq,n (T,BT) such that A(,F )n,w =X.
In this paper, we characterize the case M,n(X,w) = ∅. In a forthcoming work, we want to give
a one-to-one correspondence between the sets of solutions of the Problems K and R (similar to [21,
Lemma 4.3] and Corollary 33 below concerning the special cases (j )∞j=1 ∈T1 with w= 0 and w= n,
respectively).
There is a further topic where the kernels K(,F )
n;r and K
(,F )
n;l play an essential role. As a matricial
extension of the case of complex-valued rational functions, these kernels can be used to construct matrix-
valued orthonormal systems in Rq×q,∞ (see the classical work on this topic due to Djrbashian [9–12], and
the subsequent systematical study by Bultheel et al. [2–6], whereas the matrix case was treated in [20,
Section 4]). In particular, these considerations show that the evident connection between the Problem R
and orthonormal systems in Rq×q,∞ can be more speciﬁed (see [21, Corollary 4.13]). In fact, it seems to
be possible to extend the classical approach to solve the trigonometric moment problem using Szegö’s
orthogonal polynomials which was initiated by Geronimus [22–24].
Let (j )∞j=1 ∈ T1 and let F ∈ Mq (T,BT). Further, let  ∈ N0 or  = +∞. A sequence (Xk)k=0 of
matrix-valued functions which belong to Rq×q,∞ is called a left (respectively, right) orthonormal system
corresponding to (j )∞j=1 and F if the following two conditions are satisﬁed:
(i) For each k ∈ N0,, the function Xk belongs to Rq×q,k .
(ii) For each j ∈ N0, and each k ∈ N0,,
(Xj ,Xk)F,l = 
jkI (respectively, (Xj ,Xk)F,r = 
jkI),
where 
jk := 1 if j = k and 
jk := 0 if j = k.
Moreover, we call a pair [(Xk)k=0, (Yk)k=0] consisting of a left orthonormal system (Xk)k=0 correspond-
ing to (j )∞j=1 and F and a right orthonormal system (Yk)k=0 corresponding to (j )∞j=1 and F a pair of
orthonormal systems corresponding to (j )∞j=1 and F. In [20, Corollary 4.4] it is veriﬁed that if (j )∞j=1 ∈
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T1, if  ∈ N0 or =+∞, and ifF ∈Mq (T,BT), then there exists a pair [(Xk)k=0, (Yk)k=0] of orthonor-
mal systems corresponding to (j )∞j=1 and F if and only if F is nondegenerate of order . The kernels
K
(,F )
n;r and K
(,F )
n;l can be used to represent an arbitrary pair of orthonormal systems [(Xk)nk=0, (Yk)nk=0]
corresponding to given (j )∞j=1 ∈ T1 and F ∈ Mq,n (T,BT)(see [20, Theorem 4.5]). In Section 5, we
will give further representations of pairs of orthonormal systems expressed by the mentioned kernels.
3. Some basic facts on the reproducing kernels
In this section, we will explain some fundamental properties of the reproducing kernels K(,F )
n;r and
K
(,F )
n;l , i.e., of the rational functionsA
(,F )
n,w andC(,F )n,w deﬁned by (10)–(12). In particular, we are interested
in further interrelations between K(,F )
n;r and K
(,F )
n;l (as in (13)), in a localization of the zeros of the
determinants of these rational functions, and in some matrix inequalities for these kernels. At ﬁrst, we
remind of a technical statement in view of the construction given in (9) and a criterion for nondegeneracy
of nonnegative Hermitian q × q Borel measures on T.
Remark 4. Let F ∈ Mq (T,BT). Let  ∈ N0 or let  = +∞. In view of (9) and [18, Lemma 3.1 and
Remark 5.9], it is then readily checked that the following statements are equivalent:
(i) F belongs toMq, (T,BT).
(ii) There are a nonnegative integer n and a sequence (j )∞j=1 of numbers belonging to C\T such that
F (,n) belongs toMq, (T,BT).
(iii) For eachn ∈ N0 and each sequence (j )∞j=1 of numbers belonging toC\T the nonnegative Hermitian
measure F (,n) belongs toMq, (T,BT).
The following result gives a further impression about the interplay between the reproducing kernels
of the corresponding left and right Hilbert modules in question (see also (13)). This relation can be
considered as a matricial version of a functional equation due to Djrbashian [10, Theorem 1] (see also
[5, Theorem 2.2.3 (1.)]).
Lemma 5. Let (j )∞j=1 be a sequence of numbers which belong to C\T, let n ∈ N0, and let F ∈
M
q,n
 (T,BT). For every choice of v and w in C0\(P,n ∪ Z,n),
K
(,F )
n;l (v, w)= (B(q),n(v))∗K(,F )n;r
(
1
v
,
1
w
)
B
(q)
,n(w). (15)
Proof. The case n= 0 is trivial. Assume that n1. For each j ∈ N, let 	j := 0. Using [18, Remark 3.9
and part (a) of Lemma 3.14] one can easily see that the identity
K
(	,F )
n;l (v, w)= vnwnK(	,F )n;r
(
1
v
,
1
w
)
(16)
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holds for every choice of v and w in C\{0}. If the numbers v and w belong to C\(P,n ∪Z,n ∪ {0}), then
we have
vn,n
(
1
v
)
wn,n
(
1
w
)
=
 n∏
j=1
(v − j )
 n∏
j=1
(w − j )

and therefore
vn,n
( 1
v
)
wn,n
( 1
w
)
,n(v),n(w)
Iq = (B(q),n(v))∗B(q),n(w). (17)
From [17, Remark 29] and [18, Remark 3.9], for every choice of v and w in C\P,n, we obtain
K
(,F )
n;r (v, w)=
1
,n(v),n(w)
K
(	,F (,n))
n;r (v, w) (18)
and, in view of (13),
K
(,F )
n;l (v, w)=
1
,n(v),n(w)
K
(	,F (,n))
n;l (v, w). (19)
From (19), (16), (18), and (17) it follows (15) for all numbers v andwwhich belong toC\(P,n∪Z,n∪{0}).
Applying a continuity argument the proof is complete. 
Remark 6. Let (j )∞j=1 be a sequence of numbers belonging to C\T, let n ∈ N0, and let F ∈
M
q,n
 (T,BT). For every choice of w in C\P,n, from (12) and (18) one can see that 1,n(w) A
(	,F (,n))
n,w is
the unique matrix polynomial P which realizes the representation
A(,F )n,w =
1
,n
P ,
where F (,n) is deﬁned by (9) and where 	j := 0 for each j ∈ N.
Now we consider the case w = ∞. Clearly, from (10) and (12) we see that A(,F )0,∞ is the constant
matrix-valued function with value (F (T))−1. Moreover, we obtain the following.
Lemma 7. Let (j )∞j=1 be a sequence of numbers which belong to C\T, let n ∈ N, and let F ∈
M
q,n
 (T,BT). If j = 0 for all j ∈ N1,n, then the unique matrix polynomial P which realizes the
representation
A(,F )n,∞ =
1
,n
P (20)
is given by P := (∏nj=1(− 1j ))Q˜[n], where Q is the matrix polynomial satisfying
C
(,F )
n,0 =
1
,n
Q. (21)
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Proof. Observe that∞ ∈ C0\P,n. From (12), Lemma 2, (13), (5), and (1) we obtain
A(,F )n,∞ (v)=K(,F )n;r (v,∞)= B(q),n(v)K(,F )n;l
(
1
v
, 0
)
(B
(q)
,n(∞))∗
=
 n∏
j=1
bj (v)
|j |
(C(,F )n,0 (1v
))∗
for each v ∈ C0\(P,n ∪ Z,n).Applying a continuity argument we get
A(,F )n,∞ =
 n∏
j=1
bj
|j |
̂C(,F )n,0 . (22)
For each v ∈ C\{0}, we have Q˜[n](v)= vnQ̂(v) and ˜[n],n(v)= vn̂,n(v). Hence, (21) implies
̂
C
(,F )
n,0 =
1
˜[n],n
Q˜[n]. (23)
Furthermore,
n∏
j=1
bj =
 n∏
j=1
(
− j|j |
) ˜[n],n
,n
.
Therefore (20) is ﬁnally an immediate consequence of (22) and (23). 
Let us give now a further interrelation between the matrix-valued functions A(,F )n,w and C(,F )n,w .
Lemma 8. Let (j )∞j=1 ∈ T1, let n ∈ N0, and let F ∈ Mq,n (T,BT). For every choice of v and w in
C0\P,n,
(C(,F )n,v )
[,n](w)= (A(,F )n,w )[,n](v).
Proof. Let v andw belong toC0\P,n. In view of [20, Remarks 2.4 and 4.2], application of [17, Theorem
10] implies
(C(,F )n,v )
[,n](w)=
∫
T
(A(,F )n,w )
∗ dF(C(,F )n,v )[,n]
=
∫
T
(A(,F )n,w )
[,n] dF(C(,F )n,v )∗ = (A(,F )n,w )[,n](v). 
Note that in view of [20, Lemma 2.2], Lemma 8 can also be derived from the identity given in Lemma
2. The following theorem is a slight generalization of [20, Theorem 7.9].
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Theorem 9. Let (j )∞j=1 be a sequence of numbers belonging to C\T, let n ∈ N0, and let F ∈
M
q,n
 (T,BT).
(a) For every choice of v and w in C0\P,n,
det K(,F )
n;l (v, w)= det K(,F )n;r (w, v). (24)
(b) For all v ∈ D\P,n and all w ∈ D\P,n, the matrix K(,F )n;r (v, w) is nonsingular.
(c) For all v ∈ E\P,n and all w ∈ E\P,n, the matrix K(,F )n;r (v, w) is nonsingular.
(d) For all v ∈ C0\(T ∪ P,n) and all z ∈ T, the matrices K(,F )n;r (z, v) and K(,F )n;r (v, z) are both
nonsingular.
Proof. In the case n=0 the assertion is trivial.Assume that n1. For j ∈ N, let 	j := 0. For each v ∈ C
and each w ∈ C, from [20, Theorem 7.9] we get
det K(	,F )
n;l (v, w)= det K(	,F )n;r (w, v). (25)
Furthermore, [20, Theorem 7.9] shows that
det K(	,F )
n;l (v, w) = 0 (26)
holds if either v and w both belong to D or if v and w both belong to E\{∞}. In view of (25) and (26),
identities (18) and (19) yield that Eq. (24) holds for all v ∈ C\P,n and allw ∈ C\P,n and that statement
(b) is true. Since K(,F )
n;r and K
(,F )
n;l are rational matrix-valued functions, the complex-valued functions
det K(,F )
n;r and det K
(,F )
n;l are rational. Hence we see that statement (a) is valid. Moreover, (18), (25),
and (26) provide us that K(,F )
n;r (v, w) is nonsingular for every choice of v and w in E\(P,n ∪ {∞}).
Theorem 25 in [17] shows that the matrices K(,F )
n;r (z, v) and K
(,F )
n;r (v, z) are both nonsingular if v
belongs to C\(T ∪ P,n) and if z belongs to T. If∞ /∈P,n, then 0 ∈ C0\(P,n ∪ Z,n). In view of T ⊆
C0\(P,n ∪ Z,n), application of (24) and Lemma 5 implies then that K(,F )n;r (z,∞) and K(,F )n;r (∞, z)
are both nonsingular for each z ∈ T. Hence (d) is proved. It remains to prove part (c) in the case
that v =∞ or w =∞. From [17, Corollary 19] we know that K(,F )
n;r (∞,∞) is nonsingular. Now let
w ∈ E\(P,n ∪ {∞}). Then 1w ∈ D. Because of Remark 4, (24), and part (b) the matrix C(	,F
(,n))
n,0 (
1
w
) is
nonsingular. Hence, from [13, Lemma 1.2.3], (19), and Lemma 7 it follows det A(,F )n,∞ (w) = 0. In view
of(12) and K(,F )
n;r (∞, w)= (K(,F )n;r (w,∞))∗, the proof is complete. 
Corollary 10. Let (j )∞j=1 be a sequence of numbers which belong to C\T. Furthermore, let n ∈ N0, let
F ∈ Mq,n (T,BT), and let w ∈ D\P,n (respectively, w ∈ E\P,n). Let P be the matrix polynomial for
which the representation
A(,F )n,w =
1
,n
P
is satisﬁed. Then det P (respectively, det P˜ [n]) vanishes nowhere in D ∪ T.
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Proof. From part (d) of Theorem 9 one can see that det A(,F )n,w does not vanish on T. In view of [13,
Lemma 1.2.3], we get then det P(z) = 0 (respectively, det P˜ [n](z) = 0) for all z ∈ T. From Remark 6
we obtain
P = 1
,n(w)
A(	,F
(,n))
n,w , (27)
where 	j := 0 for all j ∈ N. If w ∈ D\P,n, then applying part (b) of Theorem 9 and using P	,n = {∞}
we get det A(	,F
(,n))
n,w (v) = 0 and consequently det P(v) = 0 for all v ∈ D. Using Lemma 7 and (13), the
case w =∞ can be applied easily from the already proved case w = 0. Now let w ∈ C\(D ∪ T ∪ P,n).
From (27) and [13, Lemma 1.2.2] we can conclude
P˜ [n](v)= v
n
,n(w)
(
A(	,F
(,n))
n,w
(
1
v
))∗
for all v ∈ D\{0}. Because of P	,n = {∞} from part (c) of Theorem 9 it follows then det P˜ [n](v) = 0
for all v ∈ D\{0}. Hence, it remains to verify that det P˜ [n](0) = 0. By virtue of (27), Lemma 8, and [13,
Lemma 1.2.2] we have
P˜ [n](0)= w
n
,n(w)
(
C
(	,F (,n))
n,0
(
1
w
))∗
.
Consequently, det P˜ [n](0) = 0 follows from 1
w
∈ D, (24), and part (b) of Theorem 9. 
Proposition 11. Let (j )∞j=1 be a sequence of numbers which belong to C\T, let n ∈ N0, and let
F ∈Mq,n (T,BT). For each m ∈ N0 and each sequence (vk)mk=0 of pairwise different points belonging
toC0\P,n, the matrices (K(,F )n;r (vj , vk))mj,k=0 and (K(,F )n;l (vj , vk))mj,k=0 are nonnegative Hermitian with
rank(K(,F )
n;r (vj , vk))
m
j,k=0 = rank(K(,F )n;l (vj , vk))mj,k=0
=
{
(m+ 1)q if mn
(n+ 1)q if mn+ 1.
Proof. Let m ∈ N0 and let (vk)mk=0 be a sequence of pairwise different points which belong to C0\P,n.
Remark 13 in [17] shows that the matrix
Km := (K(,F )n;r (vj , vk))mj,k=0 (28)
is nonnegative Hermitian. From [17, Remark 14] we see that the equation rankKm = (m+ 1)q holds if
and only if mn. Now we consider the case mn + 1. Obviously, rankKmrankKn = (n + 1)q. On
the other hand, from (10) we obtain rankKmrank(G˜(,F )n )−1 = (n + 1)q. In view of (13) the proof is
ﬁnished. 
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Corollary 12. Let (j )∞j=1 be a sequence of numbers which belong to C\T. Furthermore, let n ∈ N0, let
F ∈Mq,n (T,BT), let (vk)nk=0 be a sequence of pairwise different points which belong to C0\P,n, and
let v ∈ C0\P,n. Then
A(,F )n,v = (A(,F )n,v0 , A(,F )n,v1 , . . . , A(,F )n,vn )((K(,F )n;r (vj , vk))nj,k=0)−1

(A
(,F )
n,v0 (v))
∗
(A
(,F )
n,v1 (v))
∗
...
(A
(,F )
n,vn (v))
∗
 .
Proof. According to Proposition 11, the matrix Kn given by (28) is positive Hermitian. Let vn+1 := v.
The matrix Kn+1 is nonnegative Hermitian and admits the block representation
Kn+1 =
(
Kn z∗n
zn K
(,F )
n;r (v, v)
)
where zn := (K(,F )n;r (v, v0),K(,F )n;r (v, v1), . . . , K(,F )n;r (v, vn)). Hence from [13, Lemma 1.1.7] we obtain
rankKn+1 = rankKn + rankL,
where L := K(,F )
n;r (v, v)− znK−1n z∗n. If v /∈ {v0, v1, . . . , vn}, then using Proposition 11 we can conclude
(n + 1)q = (n + 1)q + rankL, i.e., L = 0. If vn+1 ∈ {v0, v1, . . . , vn}, then the last q × (n + 2)q
block row of the matrix Kn+1 coincides with another q × (n + 2)q block row of Kn+1 and therefore
rankKn+1 = rankKn, i.e., L= 0. Thus, in each case, we have
K
(,F )
n;r (v, v)= znK−1n z∗n.
Consequently, from [17, Remark 13] we get∫
T
(A(,F )n,v )
∗ dFA(,F )n,v =K(,F )n;r (v, v)= znK−1n z∗n.
Application of [17, Theorem 22] completes the proof. 
Now we present a second type of matrix inequalities for the reproducing kernels K(,F )
n;r and K
(,F )
n;l .
These inequalities are similar to inequalities for Schwarz–Pick–Potapov blockmatrices for certain classes
of matrix-valued holomorphic functions (see, e.g., [16,19]).
Proposition 13. Let (j )∞j=1 ∈ T1, let n ∈ N0, and let F ∈ Mq,n (T,BT). Let s ∈ N0 and let t ∈ N.
For every sequence (vj )sj=0 of pairwise different points which belong to C0\P,n and every sequence
(vk)
s+t
k=s+1 of pairwise different points which belong to C0\P,n such that
{v0, v1, . . . , vs} ∩
{
1
vs+1
,
1
vs+2
, . . . ,
1
vs+t
}
= ∅,
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the matrix
K˜s,t :=

(
K
(,F )
n;r (vj , vk)
)s
j,k=0
((
A
(,F )
n,vj
)[,n]
(vk)
)
j=0,...,s
k=s+1,...,s+t(((
A
(,F )
n,vj
)[,n]
(vk)
)
j=0,...,s
k=s+1,...,s+t
)∗ (
K
(,F )
n;l (vj , vk)
)s+t
j,k=s+1

is nonnegative Hermitian with
rank K˜s,t =
{
(s + t + 1)q if s + tn
(n+ 1)q if s + tn+ 1.
Proof. For j ∈ N0,s let wj := vj and for k ∈ Ns+1,s+t let wk := 1vk . First we suppose that the elements
of (vk)s+tk=s+1 do not belong to Z,n. From Proposition 11 we know that Ks+t := (K(,F )n;r (wj ,wk))s+tj,k=0
is nonnegative Hermitian and satisﬁes
rankKs+t =
{
(s + t + 1)q if s + tn
(n+ 1)q if s + tn+ 1. (29)
The block diagonal matrix
D := diag(I(s+1)q, B(q),n(vs+1), B(q),n(vn+2), . . . , B(q),n(vs+t ))
is nonsingular. For each j ∈ N0,s and each k ∈ Ns+1,s+t , from (5), (10), (12), and [20, Lemma 2.2] we
infer
K
(,F )
n;r
(
vj ,
1
vk
)
B
(q)
,n(vk)= B(q),n(vk)
(
K
(,F )
n;r
(
1
vk
, vj
))∗
=B(q),n(vk)
(
A(,F )n,vj
(
1
vk
))∗
= (A(,F )n,vj )[,n](vk).
Using this equation and Lemma 5, we obtain K˜s,t =D∗Ks+tD. In view of (29), the assumption is proved
for every sequence (vj )sj=0 of pairwise different points which belong to C0\P,n and every sequence
(vk)
s+t
k=s+1 of pairwise different points which belong to C0\(P,n ∪ Z,n) and, in particular, in the case of
the given sequence (	j )j∈N with 	j := 0 for j ∈ N, for every sequence (v˜j )sj=0 of pairwise different
points which belong to C and every sequence (v˜k)s+tk=s+1 of pairwise different points which belong to
C\{0}. Hence, in view of identities (18) and (19) (see also Remark 6) and [20, Proposition 2.13], for the
general case (j )∞j=1 ∈ T1 one can see that the assertion is also true, if any of the pairwise different
points of the sequence (vk)s+tk=s+1 belong to Z,n. 
Applying an analogous method as in the proof of Corollary 12 (i.e., use [17, Theorems 10 and 22] and
[20, Remarks 2.4 and 4.2]), from Proposition 13 (with s := n and t := 1) one can obtain the following
statement, where we omit the details of the proof.
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Corollary 14. Let (j )∞j=1 ∈ T1, let n ∈ N0, let F ∈ Mq,n (T,BT), let (vk)nk=0 be a sequence of
pairwise different points which belong to C0\P,n, and let v ∈ C0\P,n. Then
C[,n]n,v = (A(,F )n,v0 , A(,F )n,v1 , . . . , A(,F )n,vn )((K(,F )n;r (vj , vk))nj,k=0)−1

(A
(,F )
n,v0 )
[,n](v)
(A
(,F )
n,v1 )
[,n](v)
...
(A
(,F )
n,vn )
[,n](v)
 .
Note that Corollaries 12 and 14 can also be derived from [17, Remark 13], (14), and Lemma 8.
At the end of this section, we give a further interrelation between thematrix-valued functionsA(,F )n,w and
C
(,F )
n,w (see (13), Lemmas 5 and 8, and Corollary 14). This result will give additional insights concerning
the construction of nonnegative Hermitian q × q Borel measures on T via Sections 4 and 5 (see, e.g.,
Theorems 20 and 32). First we recall a well-known result on strictly contractive matrices.
Remark 15. Let S be a complex p×q matrix such that the matrix I−S∗S is positive Hermitian. In view
of [13, Lemma 1.1.12] one can also easily see that the matrix I− SS∗ is positive Hermitian and that, for
each X ∈ Cp×q ,
(X− S)(I− S∗S)−1(I− S∗X)= (I− XS∗)(I− SS∗)−1(X− S).
Lemma 16. Let (j )∞j=1 ∈T1, let n ∈ N0, let z ∈ T, and let w ∈ C0\P,n with (1− |w|)(1− |n|)> 0.
Further, letF ∈Mq,n (T,BT)and let [(Xk)nk=0, (Yk)nk=0]be apair of orthonormal systems corresponding
to (j )∞j=1 and F. If we set
S := bn(w)Xn(w)(Y [,n]n (w))−1 and X := bn(z)Xn(z)(Y [,n]n (z))−1,
then
1− |n|2
|z− n|2 A
(,F )
n,w (z)(A
(,F )
n,w (w))
−1(A(,F )n,w (z))∗
= 1− |w|
2
|z− w|2 Yn(z)(X− S)
∗(I− SS∗)−1(X− S)Y ∗n (z)
and
1− |n|2
|z− n|2 (C
(,F )
n,w (z))
∗(C(,F )n,w (w))−1C(,F )n,w (z)
= 1− |w|
2
|z− w|2 X
∗
n(z)(X− S)(I− S∗S)−1(X− S)∗Xn(z).
Proof. Observe that, from Proposition 11 we know that the matrices A(,F )n,w (w) and C(,F )n,w (w) are both
nonsingular. In view of (1) and [20, part (d) of Remark 2.6, Corollary 4.7, Remark 6.2, Theorems 6.7
and 6.9, Lemma 7.2] we obtain that the matrices Y [,n]n (w), Y [,n]n (z), X[,n]n (w), X[,n]n (z), I− SS∗, and
I− S∗S are all nonsingular and that X is a unitary matrix. Moreover, using [20, Remark 7.6] we see that
S= bn(w)(X[,n]n (w))−1Yn(w) and X= bn(z)(X[,n]n (z))−1Yn(z).
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Thus, we can ﬁnally conclude the assertions from [20, part (a) of Remark 2.5] and the equalities
1− |n|2
|z− n|2 A
(,F )
n,w (z)(A
(,F )
n,w (w))
−1(A(,F )n,w (z))∗
= 1− |w|
2
|z− w|2 X
[,n]
n (z)(I− XS∗)(I− SS∗)−1(I− XS∗)∗(X[,n]n (z))∗
and
1− |n|2
|z− n|2 (C
(,F )
n,w (z))
∗(C(,F )n,w (w))−1C(,F )n,w (z)
= 1− |w|
2
|z− w|2 (Y
[,n]
n (z))
∗(I− S∗X)∗(I− S∗S)−1(I− S∗X)Y [,n]n (z),
which follow by a straightforward calculation from the Christoffel–Darboux formulas for pairs of or-
thonormal rational systems (use [20, identity (2.4), Lemma 5.1, Remark 5.3, and Corollary 5.5]). 
Theorem 17. Let (j )∞j=1 be a sequence of numbers which belong to C\T, let n ∈ N0, and let F ∈
M
q,n
 (T,BT). For all v ∈ C0\P,n and all z ∈ T,
A(,F )n,v (z)(A
(,F )
n,v (v))
−1(A(,F )n,v (z))∗ = (C(,F )n,v (z))∗(C(,F )n,v (v))−1C(,F )n,v (z).
Proof. The case n = 0 is trivial. Assume that n1. For each j ∈ N, let 	j := 0. Observe that, from
Proposition 11 we know that, for each v ∈ C, the matrices A(	,F )n,v (v) and C(	,F )n,v (v) are both nonsingular.
Let z ∈ T. First we suppose v ∈ T. In view of (12), (5),
(B
(q)
,n(z))
∗(B(q),n(z))= I, and (B(q),n(v))∗(B(q),n(v))= I,
Lemma 5then implies
A(	,F )n,v (z)(A
(	,F )
n,v (v))
−1(A(	,F )n,v (z))∗ = (C(	,F )n,v (z))∗(C(	,F )n,v (v))−1C(	,F )n,v (z). (30)
Now suppose v ∈ D. Due to F ∈Mq,n (T,BT) and [20, Corollary 4.4] there is a pair [(Xk)nk=0, (Yk)nk=0]
of orthonormal systems corresponding to (	j )∞j=1 and F. If we set S := b	n(v)Xn(v)(Y [	,n]n (v))−1 and
X := b	n(z)Xn(z)(Y [	,n]n (z))−1, then Lemma 16, Remark 15, and [20, Remarks 6.2 and 2.5, Lemma 7.2]
provide us
1− |	n|2
|z− 	n|2
A(	,F )n,v (z)(A
(	,F )
n,v (v))
−1(A(	,F )n,v (z))∗
= 1− |v|
2
|z− v|2 b	n(z)X
∗
n(z)(I− XS∗)(I− SS∗)−1(X− S)Y [	,n]n (z)
= 1− |v|
2
|z− v|2 b	n(z)X
∗
n(z)(X− S)(I− S∗S)−1(I− S∗X)Y [	,n]n (z)
= 1− |	n|
2
|z− 	n|2
(C(	,F )n,v (z))
∗(C(	,F )n,v (v))−1C(	,F )n,v (z).
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Hence, identity (30) follows. From this case, using Lemma 5 one can immediately get that (30) is also
valid for each z ∈ T and each v ∈ E. Consequently, equality (30) holds for each z ∈ T and each v ∈ C.
By virtue of Remark 4, (18), and (19) (see also Remark 6 and (13)), for the case z ∈ T and v ∈ C\P,n,
the assertion follows. Finally, we suppose j = 0 for all j ∈ N1,n and v =∞. Applying Lemma 7 we
see that
A(,F )n,∞ =
1
,n
 n∏
j=1
(
− 1
j
) Q˜[n],
where Q is the matrix polynomial satisfying C(,F )n,0 = 1,nQ. For every choice of w in C\(P,n ∪ {0}),
from [13, Lemma 1.2.2] we can conclude
̂
A
(,F )
n,∞ (w)=
(
A(,F )n,∞
(
1
w
))∗
= w
n
wn,n
( 1
w
)
 n∏
j=1
(
− 1
j
)(Q˜[n] ( 1
w
))∗
= 1
˜[n],n(w)
 n∏
j=1
(
− 1
j
)Q(w).
In particular, using a continuity argument and ˜[n],n(0)=
∏n
j=1(−j ) we obtain
A(,F )n,∞ (∞)=̂A(,F )n,∞ (0)=
1
˜[n],n(0)
 n∏
j=1
(
− 1
j
)Q(0)= 1∏n
j=1|j |2
Q(0)
and therefore
C
(,F )
n,0 (0)=Q(0)=
 n∏
j=1
|j |2
A(,F )n,∞ (∞).
In view of (13), similarly, we have
C(,F )n,∞ =
1
,n
 n∏
j=1
(
− 1
j
) P˜ [n],
where P is the matrix polynomial satisfying A(,F )n,0 = 1,n P , and
A
(,F )
n,0 (0)=
 n∏
j=1
|j |2
C(,F )n,∞ (∞).
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Thus from the already handled case v = 0 and [13, Lemma 1.2.2] we can see
A(,F )n,∞ (z)(A(,F )n,∞ (∞))−1(A(,F )n,∞ (z))∗
=
(
1
,n(z)
Q˜[n](z)
)
(C
(,F )
n,0 (0))
−1
(
1
,n(z)
Q˜[n](z)
)∗
= (C(,F )n,0 (z))∗(C(,F )n,0 (0))−1C(,F )n,0 (z)= A(,F )n,0 (z)(A(,F )n,0 (0))−1(A(,F )n,0 (z))∗
=
(
1
,n(z)
P˜ [n](z)
)∗
(A
(,F )
n,0 (0))
−1
(
1
,n(z)
P˜ [n](z)
)
= (C(,F )n,∞ (z))∗(C(,F )n,∞ (∞))−1C(,F )n,∞ (z). 
Corollary 18. Let (j )∞j=1 ∈ T1, let n ∈ N0, and let F ∈ Mq,n (T,BT). For all v ∈ C0\P,n and all
w ∈ C0\P,n,
A(,F )n,v (w)(A
(,F )
n,v (v))
−1(A(,F )n,v )[,n](w)= (C(,F )n,v )[,n](w)(C(,F )n,v (v))−1C(,F )n,v (w).
Proof. Let v ∈ C0\P,n. Because of [20, part (a) of Remark 2.5] and (5), from Theorem 17 we obtain
A(,F )n,v (z)(A
(,F )
n,v (v))
−1(A(,F )n,v )[,n](z)= (C(,F )n,v )[,n](z)(C(,F )n,v (v))−1C(,F )n,v (z)
for each z ∈ T. Therefore, in view of the identity theorem for holomorphic functions, the assertion
follows. 
4. Inverse problems for the reproducing kernels
In this section, we are going to study some inverse problems concerning the reproducing kernels
K
(,F )
n;r and K
(,F )
n;l . In view of (13), here we restrict again the considerations mostly to the right kernel
K
(,F )
n;r . First we come back to the Problem K and give a necessary and sufﬁcient condition for the case
M,n(X,w) = ∅.
Remark 19. Let (j )∞j=1 be a sequence of numbers belonging to C\T, let n ∈ N0, letX ∈ Rq×q,n , and let
w ∈ D\P,n (respectively, w ∈ E\P,n) such thatM,n(X,w) = ∅. From Proposition 11 and Corollary
10 one can see that the following statements hold:
(i) The matrix X(w) is positive Hermitian.
(ii) If P is the matrix polynomial such that X = 1,n P , then det P (respectively, det P˜ [n]) vanishes
nowhere in D ∪ T.
The following result shows not only that conditions (i) and (ii) prove to be sufﬁcient forM,n(X,w) =
∅, it presents moreover a distinguished element ofM,n(X,w).
Theorem 20. Let (j )∞j=1 be a sequence of numbers which belong to C\T, let n ∈ N0, and let w ∈
D\P,n (respectively, w ∈ C\(D ∪ T ∪ P,n)). Let X ∈ Rq×q,n and let P be the matrix polynomial such
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thatX= 1,n P . Suppose that thematrixX(w) is positive Hermitian and that det P (respectively, det P˜ [n])
vanishes nowhere in D ∪ T. Then F : BT → Cq×q given by
F(B) := 1
2
∫
B
fw d,
where fw : T→ Cq×q is deﬁned by
fw(z) := |1− |w|
2|
|z− w|2 (X(z))
−∗X(w)(X(z))−1
belongs toM,n(X,w).Moreover, F belongs toMq,∞ (T,BT).
Proof. The matrix-valued function fw is continuous on T. For all z ∈ T, the matrix fw(z) is positive
Hermitian. From [18, Example 5.4] we know that F belongs toMq,∞ (T,BT). First we consider the case
w ∈ D\P,n. Obviously,
fw(z)= 1− |w|
2
|z− w|2 |,n(z)|
2(P (z))−∗X(w)(P (z))−1 (31)
holds for all z ∈ T. The mapping G : BT → Cq×q given by
G(B) := 1
2
∫
B
1− |w|2
|z− w|2 (P (z))
−∗X(w)(P (z))−1(dz) (32)
also belongs toMq,∞ (T,BT). Since P is a q× q matrix polynomial which satisﬁes det P(v) = 0 for all
v ∈ D∪T, there is a real number > 1 such that det P(v) = 0 for all v ∈K(0; ) := { ∈ C : ||< }.
Hence the function  :K(0; )→ Cq×q deﬁned by
(v) := (X(w)) 12 (P (v))−1
is holomorphic inK(0; ). The matrix R := ((w))−∗ satisﬁes
R∗R = P(w)(X(w))−1P ∗(w)= ,n(w)P (w)= |,n(w)|2X(w). (33)
Using the Poisson integral representation of the function Y for every Y which belongs to the set Pq×qn
of all q × q matrix polynomials of degree not greater than n, we infer
1
2
∫
T
1− |w|2
|z− w|2 R
∗(z)Y (z)(dz)= R∗(w)Y (w)= Y (w)
for each Y ∈ Pq×qn . Thus, from (32) and (33) it follows∫
T
Y ∗ dGY − 2Re Y (w)+ |,n(w)|2X(w)
= 1
2
∫
T
1− |w|2
|z− w|2 Y
∗(z)∗(z)(z)Y (z)(dz)+ Y (w)− Y ∗(w)+ R∗R
= 1
2
∫
T
1− |w|2
|z− w|2 (R − (z)Y (z))
∗(R − (z)Y (z))(dz) (34)
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for all Y ∈ Pq×qn . For every choice of z in T, we have
R − (z),n(w)P (z)= ((w))−∗ − ,n(w)(X(w)) 12
= (X(w))− 12 (P ∗(w)− (,n(w)X(w))∗)= 0.
Consequently, using (34) in the particular case of the q × q matrix polynomial Y = ,n(w)P and
Re(,n(w)P (w))= |,n(w)|2X(w) (35)
we get∫
T
(,n(w)P )
∗ dG(,n(w)P )= |,n(w)|2X(w). (36)
Since the right-hand side of (34) is obviously a nonnegative Hermitian matrix, from (35) and (36) we see
that ∫
T
Y ∗ dGY − 2Re Y (w)
∫
T
(,n(w)P )
∗ dG(,n(w)P )− 2Re(,n(w)P (w))
is valid for all Y ∈ Pq×qn . For each j ∈ N, let 	j := 0. Then R	,n = Pn and, in view of [17, Theorem
18], it follows ,n(w)P = A(	,G)n,w . For all v ∈ C\P,n, we then have
X(v)= 1
,n(v)
P (v)= 1
,n(v),n(w)
A(	,G)n,w (v). (37)
From (31), (32), and (9) we see that G = F (,n). Thus (37) and Remark 6 imply X = A(,F )n,w . In other
words, F belongs toM,n(X,w).
Now we consider the case w ∈ C\(D ∪ T ∪ P,n). For each z ∈ T, we have
|1− |w|2|
|z− w|2 =
1− 1|w|2
|z− 1
w
|2
and, in view of [13, Lemma 1.2.2], we get
fw(z)=
1− 1|w|2
|z− 1
w
|2 |,n(z)|
2(P˜ [n](z))−1X(w)(P˜ [n](z))−∗. (38)
From [18, Example 5.4] we know that H : BT → Cq×q deﬁned for B ∈ BT by
H(B) := 1
2
∫
B
1− 1|w|2
|z− 1
w
|2 (P˜
[n](z))−1X(w)(P˜ [n](z))−∗(dz) (39)
belongs toMq,∞ (T,BT). There is a real number > 1 such that  :K(0; )→ Cq×q given by
(v) := (P˜ [n](v))−1(X(w)) 12
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is holomorphic inK(0; ). Setting Q := (( 1
w
))−∗ we get
QQ∗ =
(
P˜ [n]
(
1
w
))∗
(X(w))−1P˜ [n]
(
1
w
)
= |,n(w)|
2
|w|2n X(w).
For each Y ∈ Pq×qn , application of the Poisson integral formula provides us
1
2
∫
T
1− 1|w|2
|z− 1
w
|2 Y (z)(z)Q
∗(dz)= Y
(
1
w
)

(
1
w
)
Q∗ = Y
(
1
w
)
and consequently∫
T
Y dHY ∗ − 2Re Y
(
1
w
)
+ |,n(w)|
2
|w|2n X(w)
= 1
2
∫
T
1− 1|w|2
|z− 1
w
|2 (Q− Y (z)(z))(Q− Y (z)(z))
∗(dz). (40)
Choosing Y = Y0 with Y0 := ,n(w)wn P˜ [n], using the identity
Q− Y0(z)(z)=
(

(
1
w
))−∗
− ,n(w)
wn
(X(w))
1
2
=
((
P˜ [n]
(
1
w
))∗
− ,n(w)
wn
X(w)
)
(X(w))−
1
2 = 0,
which holds for all z ∈ T, and applying
Re Y0
(
1
w
)
= Re
(
,n(w)
|w|2n P
∗(w)
)
= |,n(w)|
2
|w|2n X(w)
we can conclude then∫
T
Y0 dHY0∗ = |,n(w)|
2
|w|2n X(w).
Since the right-hand side of (40) is nonnegative Hermitian we obtain∫
T
Y dHY ∗ − 2Re Y
(
1
w
)

∫
T
Y0 dHY0∗ − 2Re Y0
(
1
w
)
for all Y ∈ Pq×qn and therefore∫
T
Z∗ dHTZ − 2ReZ
(
1
w
)

∫
T
(Y0
T)∗ dHTY0T − 2Re
(
Y0
(
1
w
))T
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for all Z ∈ Pq×qn . In view of R	,n =Pn, [17, Theorem 18], and (13), we infer
Y T0 = A(	,H
T)
n, 1
w
=
(
C
(	,H)
n, 1
w
)T
.
Using Lemma 8, for all v ∈ C, it follows
,n(w)
(w)n
P (v)= Y˜ [n]0 (v)= (A(	,H)n,v )[	,n]
(
1
w
)
= 1
wn
(A(	,H)n,v (w))
∗ = 1
wn
A(	,H)n,w (v)
and consequently ,n(w)P = A(	,H)n,w . Thus, for each v ∈ C\P,n,
X(v)= 1
,n(v),n(w)
A(	,H)n,w (v)
holds. From (38), (39), and (9) we seeH =F (,n). Hence Remark 6 shows thatX=A(,F )n,w , i.e., F belongs
toM,n(X,w). 
Corollary 21. Let (j )∞j=1 be a sequence of numbers which belong to C\T, let n ∈ N0, and suppose
j = 0 for all j ∈ N1,n. Let X ∈ Rq×q,n and let P be the matrix polynomial such that X = 1,n P .
Suppose that the matrix X(∞) is positive Hermitian and that det P˜ [n] vanishes nowhere in D∪T. Then
F : BT → Cq×q given by
F(B) := 1
2
∫
B
(X(z))−∗X(∞)(X(z))−1(dz)
belongs toM,n(X,∞). Moreover, F belongs toMq,∞ (T,BT).
Proof. Obviously the function Y :=
∏n
j=1(−j )
,n
P˜ [n] belongs to Rq×q,n . For all w ∈ C\(P,n ∪ {0}), from
[13, Lemma 1.2.2] we can conclude
X̂(w)=X∗
(
1
w
)
= 1
wn,n
( 1
w
) wnP ∗ ( 1
w
)
= 1
˜[n],n(w)
P˜ [n](w).
By continuity, then
X(∞)= X̂(0)= 1
˜[n],n(0)
P˜ [n](0)= 1∏n
j=1(−j )
P˜ [n](0)
follows. In view of ,n(0)= 1, we see then that the equality
Y (0)=
∏n
j=1(−j )
,n(0)
P˜ [n](0)=
 n∏
j=1
|j |2
X(∞)
holds. Hence using [13, Lemma 1.2.2], for each B ∈ BT we get
F(B)= 1
2
∫
B
(Y (z))−1Y (0)(Y (z))−∗(dz),
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i.e., F T(B)= 12
∫
B
(Y T)−∗(Y (0))T(Y T)−1 d. Thus, application of Theorem 20 and (13) implies that F
and F T belong toMq,∞ (T,BT) and that
Y T = A(,FT)n,0 = (C(,F )n,0 )T
holds. In view of Lemma 7 and the choice of Y, the proof is complete. 
Summing up, we get the following characterization forM,n(X,w) = ∅.
Theorem 22. Let (j )∞j=1 be a sequence of numbers belonging to C0\T, let n ∈ N0, let X ∈ Rq×q,n , and
let w ∈ D\P,n (respectively, w ∈ E\P,n). ThenM,n(X,w) is nonempty if and only if the following
conditions are satisﬁed:
(i) The matrix X(w) is positive Hermitian.
(ii) If P is the matrix polynomial such that X = 1,n P , then det P (respectively, det P˜ [n]) vanishes
nowhere in D ∪ T.
Proof. Apply Remark 19, Theorem 20, and Corollary 21. 
Corollary 23. Let n ∈ N0, let (Xk)nk=0 be a sequence of complex q × q matrices, let P be the q × q
matrix polynomial given by
P(v) :=
n∑
k=0
Xkvk, v ∈ C, (41)
and let w ∈ D (respectively, w ∈ C\(D ∪ T)). Then the following statements are equivalent:
(i) ThematrixP(w) is positive Hermitian and det P (respectively, det P˜ [n]) vanishes nowhere inD∪T.
(ii) There is a positive Hermitian block Toeplitz matrix Tn = (Cj−k)nj,k=0 with q × q blocks Cj−k such
that
Tn

X0
X1
...
Xn
=

w0Iq
w1Iq
...
wnIq
 .
(iii) There is a positive Hermitian block Toeplitz matrix Tn = (Cj−k)nj,k=0 with q × q blocks Cj−k such
that
(Xn,Xn−1, . . . ,X0)Tn = (wnIq, wn−1Iq, . . . , w0Iq).
Proof. If k = 0 for all k ∈ N1,n, then Ek,q = B(q),k for all k ∈ N1,n. Thus, because of [13, Theorem
3.4.2], (8), [18, Lemma 3.14], and (10)–(13), the assertion is an easy consequence of Theorem 22. 
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Corollary 24. Let (j )∞j=1 be a sequence of numbers belonging to C0\T, let n ∈ N0, let (Xk)nk=0 be a
sequence of complex q × q matrices, let P be the q × q matrix polynomial given by (41), and let X be the
rational q × q matrix-valued function deﬁned by
X(v) :=
n∑
k=0
Xk
[
1
,n
Ek,q
]
(v), v ∈ C\P,n.
Then the following statements are equivalent:
(i) X(0) is positive Hermitian and det P vanishes nowhere in D ∪ T.
(ii) There exists an F ∈ Mq,n (T,BT) such that (XT0 ,XT1 , . . . ,XTn)T is the ﬁrst (n + 1)q × q block
column of the matrix (G˜(,F )n )−1.
(iii) There exists an F ∈Mq,n (T,BT) such that (X0,X1, . . . ,Xn) is the ﬁrst q × (n+ 1)q block row of
the matrix (H˜(,F )n )−1.
Proof. In view of (12), (10), and [ 1,n e
(q)
n ](0) = (Iq, 0q×q, . . . , 0q×q), the equivalence of (i) and (ii)
follows immediately from Theorem 22 (by the choice w = 0). By virtue of (13), similarly we obtain the
equivalence of (i) and (iii) from (12), (11), ([ 1,n d
(q)
n ](0))∗= (Iq, 0q×q, . . . , 0q×q), and Theorem 22. 
Corollary 25. Let (j )∞j=1 ∈ T1, let n ∈ N0, let (Xk)nk=0 be a sequence of complex q × q matrices, let
X be the rational matrix function given by
X(v) :=
n∑
k=0
XkB(q),k (v), v ∈ C0\P,n, (42)
and let P be the q×q matrix polynomial such thatX= 1,n P .Then the following statements are equivalent:
(i) The matrix X(1) is positive Hermitian and if |1|< 1 then det P (respectively, if |1|> 1 then
det P˜ [n]) vanishes nowhere in D ∪ T.
(ii) There exists an F ∈ Mq,n (T,BT) such that (XT0 ,XT1 , . . . ,XTn)T is the ﬁrst (n + 1)q × q block
column of the matrix (G(,F )n )−1.
(iii) There exists an F ∈Mq,n (T,BT) such that (X0,X1, . . . ,Xn) is the ﬁrst q × (n+ 1)q block row of
the matrix (H(,F )n )−1.
Proof. For each j ∈ N1,n we have B(q),j (1) = 0. Thus, in view of (14) with X0 := B(q),0 , X1 :=
B
(q)
,1 , . . . , Xn := B(q),n and (12), the equivalence of (i) and (ii) follows immediately from Theorem 22 (by
the choice w= 1). By virtue of (13) and [18, Remark 3.12], similarly we can infer the equivalence of (i)
and (iii) from (14), (12), and Theorem 22. 
In the case w ∈ D, the measure F constructed via Theorem 20 has the following extremal property
(see also [17, Corollaries 19 and 21]). Here we will use some technical results which are already proved
in [17]. The unfavourable situation is that there is a misprint in the statement [17, Lemma 27]. In fact,
the proof there shows that the following result holds:
B. Fritzsche et al. / Journal of Computational and Applied Mathematics 179 (2005) 215–248 241
Lemma 26. Let (j )j∈N be a sequence of numbers which belong to C\T, let n ∈ N0, let w ∈ D\P,n,
and let F ∈ Mq (T,BT). Further, let Fa denote the absolutely continuous part of F in the Lebesgue
decomposition with respect to 12. Moreover, suppose that there are a real number  with > 1 and a
complex q × q matrix-valued function deﬁned onK(0; ) such that the following three conditions are
satisﬁed:
(i) 1,n is holomorphic inK(0; ).
(ii) The matrix (w) is nonsingular.
(iii) For each B ∈ BT,
Fa(B)= 12
∫
B
1− |w|2
|z− w|2 
∗(z)(z)(dz).
If we put X := ((w))−∗ then, for each Y ∈ Rq×q,n ,∫
T
Y ∗ dFY − 2Re Y (w)
∫
T
Y ∗ dFaY − 2Re Y (w) − X∗X.
Theorem 27. Let n,m ∈ N0 with mn, let (j )∞j=1 be a sequence of numbers belonging to C\T such
that j ∈ D for each j ∈ Nn+1,m, and letw ∈ D\P,n. LetX ∈ Rq×q,n and let P be the matrix polynomial
such thatX= 1,n P . Suppose that the matrixX(w) is positive Hermitian and that det P vanishes nowhere
in D ∪ T. Then F : BT → Cq×q given by
F(B) := 1
2
∫
B
1− |w|2
|z− w|2 (X(z))
−∗X(w)(X(z))−1(dz)
belongs toMq,∞ (T,BT) and for each k ∈ Nn,m the equalities
A
(,F )
k,w = A(,F )n,w and C(,F )k,w = C(,F )n,w
hold. In particular, for each k ∈ Nn,m the measure F belongs toM,k(X,w).
Proof. Let k ∈ Nn,m and let Y ∈ Rq×q,k . In view of the choice of F, the assumption j ∈ D for each
j ∈ Nn+1,m, and (33), from Lemma 26 we obtain∫
T
Y ∗ dFY − 2Re Y (w) −X(w).
Because of Theorem 20 and [17, Theorem 18] we have
−X(w)=−A(,F )n,w (w)=
∫
T
A(,F )n,w
∗ dFA(,F )n,w − 2ReA(,F )n,w (w)
and hence∫
T
Y ∗ dFY − 2Re Y (w)
∫
T
A(,F )n,w
∗ dFA(,F )n,w − 2ReA(,F )n,w (w).
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Since Rq×q,n ⊆ Rq×q,k holds, the matrix-valued function A(,F )n,w belongs to Rq×q,k and, ﬁnally, from [17,
Theorem 18] we can conclude that A(,F )k,w = A(,F )n,w . Using again Theorem 20 we see that F belongs to
M
q,∞
 (T,BT) ∩M,k(X,w) and, therefore, application of Theorem 17 shows
F T(B)= 1
2
∫
B
1− |w|2
|z− w|2 ((C
(,F )
n,w )
T
)−∗(C(,F )n,w (w))T((C(,F )n,w )
T
)−1 d.
Thus, by virtue of (13) in connection with Lemma 26 and [17, Theorem 18] we see similar as above that
C
(,F )
k,w = C(,F )n,w . 
Corollary 28. Let n ∈ N0, let (Xk)nk=0 be a sequence of complex q × q matrices, let P be the q × q
matrix polynomial given by (41), and letw ∈ D. Suppose that the matrix P(w) is positive Hermitian and
that det P vanishes nowhere in D ∪ T. Then F : BT → Cq×q given by
F(B) := 1
2
∫
B
1− |w|2
|z− w|2 (P (z))
−∗P(w)(P (z))−1(dz)
belongs toMq,∞ (T,BT) and for each m ∈ Nn,∞ the identity
T(F )m

X0
X1
...
Xm
=

w0Iq
w1Iq
...
wmIq

holds, where Xk := 0 if k ∈ Nn+1,m.
Proof. Use Theorem 27, (8), (10), and (12). 
Corollary 29. Let n ∈ N0, let (Xk)nk=0 be a sequence of complex q × q matrices, and let P be the q × q
matrix polynomial given by (41). Suppose that the matrix P(0) is positive Hermitian and that det P
vanishes nowhere in D ∪ T. Then F : BT → Cq×q given by
F(B) := 1
2
∫
B
(P (z))−∗P(0)(P (z))−1(dz)
belongs toMq,∞ (T,BT) and, for each m ∈ Nn,∞, the ﬁrst (m + 1)q × q block column of (T(F )m )−1 is
given by (XT0 ,XT1 , . . . ,XTm)
T with Xk := 0 if k ∈ Nn+1,m.
Proof. Apply Corollary 28 with w := 0. 
Corollary 30. Let n,m ∈ N0 withmn and let (j )∞j=1 be a sequence of numbers belonging toT1 such
that 1 ∈ D and j ∈ D for each j ∈ Nn+1,m. Let (Xk)nk=0 be a sequence of complex q × q matrices, let
B. Fritzsche et al. / Journal of Computational and Applied Mathematics 179 (2005) 215–248 243
X be the rational q × q matrix-valued function given by (42), and let P be the matrix polynomial such
thatX= 1,n P . Suppose that the matrixX(1) is positive Hermitian and that det P vanishes nowhere in
D ∪ T. Then F : BT → Cq×q given by
F(B) := 1
2
∫
B
1− |1|2
|z− 1|2 (X(z))
−∗X(1)(X(z))−1(dz)
belongs toMq,∞ (T,BT) and the ﬁrst (m+ 1)q × q block column of the matrix (G(,F )m )−1 is given by
(XT0 ,X
T
1 , . . . ,X
T
m)
T with Xk := 0 if k ∈ Nn+1,m.
Proof. For each j ∈ N1,n we have B(q),j (1) = 0. Thus, in view of (14) with X0 := B(q),0 , X1 :=
B
(q)
,1 , . . . , Xn := B(q),n and (12), the assertion follows immediately from Theorem 27 (by the choice
w = 1). 
Note that (in view of Theorem 27) the proofs of Corollaries 28, 29, and 30 use the “right” identity
A
(,F )
k,w = A(,F )n,w , k ∈ Nn,m. Obviously, one can also obtain similar results concerning block rows using
the “left” identity C(,F )k,w = C(,F )n,w , k ∈ Nn,m.
5. Some interrelations between reproducing kernels and pairs of orthonormal systems associated
with other matrix measures
Now we inspect a little the connection between the reproducing kernelsK(,F )
n;r andK
(,F )
n;l and pairs of
orthonormal systems corresponding to a sequence (j )∞j=1 ∈T1 and another measureH ∈Mq (T,BT).
First of all, one can see that the considerations in [20] and [21] imply the following (cf. Theorem 22).
Proposition 31. Let (j )∞j=1 ∈ T1, let n ∈ N0, let X ∈ Rq×q,n , and let P be the matrix polynomial such
that X = 1,n P . The following statements are equivalent:
(i) If |n|< 1 (respectively, |n|> 1), then det P˜ [n] (respectively, det P ) vanishes nowhere in D ∪ T.
(ii) There exist a measure H ∈ Mq (T,BT) and a left orthonormal system (Xk)nk=0 corresponding to
(j )
∞
j=1 and H such that Xn =X.
(iii) There exist a measure H˜ ∈Mq (T,BT) and a right orthonormal system (Yk)nk=0 corresponding to
(j )
∞
j=1 and H˜ such that Yn =X.
Proof. Because of [21, Lemmas 4.1 and 4.2] from (i) it follows (ii) and (iii). Conversely, from [20,
Corollary 4.4 and Remark 6.2] in connection with [21, Remark 3.3, Lemmas 3.11 and 3.12] we see that
(i) is also necessary for (ii) and (iii), respectively. 
In view of Theorem 22, (13), Proposition 31, and [20, Proposition 2.13] it is not hard to see that if
(j )
∞
j=1 ∈ T1, if F ∈ Mq,n (T,BT), and if w ∈ C0\P,n with (1 − |w|)(1 − |n|)> 0 are given, then
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there exist a measure H ∈ Mq (T,BT) and a left (respectively, right) orthonormal system (Xk)∞k=0
corresponding to (j )∞j=1 and H such that
Xn = (A(,F )n,w )[,n] (respectively, Xn = (C(,F )n,w )[,n]).
The following investigations are aimed to improve this result which means that we construct an explicit
measure H and, in addition, we study a normalized situation of the reproducing kernels such that it is
possible to consider simultaneously the left and right versions concerning this measureH. In other words,
we will obtain the following result which extends, in some sense, the statements of [20, Proposition 4.3
and Theorem 4.5] to points w which belong to C0\P,n and which satisfy (1− |w|)(1− |n|)> 0.
Theorem 32. Let (j )∞j=1 ∈ T1, let n ∈ N0, let F ∈ Mq,n (T,BT), and let w ∈ C0\P,n be such that
(1− |w|)(1− |n|)> 0. Then H : BT → Cq×q given by
H(B) := 1
2
∫
B
|1− |n|2|
|z− n|2 (A
(,F )
n,w (z))
−∗A(,F )n,w (w)(A(,F )n,w (z))−1(dz) (43)
belongs toMq,∞ (T,BT) and there is a pair [(Xk)∞k=0, (Yk)∞k=0] of orthonormal systems corresponding
to (j )∞j=1 and H such that
Xn = (A(,F )n,w (w))−
1
2 (A(,F )n,w )
[,n] and Yn = (C(,F )n,w )[,n](C(,F )n,w (w))−
1
2 .
Proof. Let
X := (A(,F )n,w (w))−
1
2 (A(,F )n,w )
[,n] and Y := (C(,F )n,w )[,n](C(,F )n,w (w))−
1
2 .
By virtue of Proposition 11, Corollary 10, (13), and [20, Remarks 2.4 and 2.8, Proposition 2.13], we see
that X and Y are functions belonging to Rq×q,n and that the following statement holds where P and Q are
the q×q matrix polynomials such thatX= 1,n P and Y = 1,nQ. If |n|< 1 (respectively, |n|> 1), then
det P˜ [n] and det Q˜[n] (respectively, det P and det Q) vanish nowhere in D ∪ T. Moreover, from (43),
Theorem 17, and [20, Remark 2.5] we see that
H(B)= 1
2
∫
B
|1− |n|2|
|z− n|2 (X(z))
−1(X(z))−∗(dz)
and
H(B)= 1
2
∫
B
|1− |n|2|
|z− n|2 (Y (z))
−∗(Y (z))−1(dz)
for each B ∈ BT. Therefore, the assertion is ﬁnally an easy consequence of [21, Lemmas 4.1
and 4.2]. 
As a conclusion of Theorem 32, we get the following correspondence between the Problems R and K
(cf. [21, Lemma 4.3]).
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Corollary 33. Let (j )∞j=1 ∈T1 and let n ∈ N0. Further, let F and E belong toMq,n (T,BT). Then thefollowing statements are equivalent:
(i) For every choice of v and w in C0\P,n,K(,F )n;r (v, w)=K(,E)n;r (v, w).
(ii) For every choice of v and w in C0\P,n,K(,F )n;l (v, w)=K(,E)n;l (v, w).
(iii) For all z ∈ T, A(,F )n,n (z)= A(,E)n,n (z).
(iv) For all z ∈ T, C(,F )n,n (z)= C(,E)n,n (z).
(v) G(,F )n =G(,E)n .
(vi) H(,F )n =H(,E)n .
Proof. From [21, Lemma 4.3] we already know that the statements (i), (ii), (v), and (vi) are equivalent.
(i)⇒ (iii), (ii)⇒ (iv): In view of (12), these implications are trivial.
(iii)⇒ (v): Let H : BT → Cq×q be given by
H(B) := 1
2
∫
B
|1− |n|2|
|z− n|2 (A
(,F )
n,n (z))
−∗A(,F )n,n (n)(A
(,F )
n,n (z))
−1(dz).
Because of (iii), we have obviously for each v ∈ C0\P,n the identityA(,F )n,n (v)=A(,E)n,n (v)which implies
H(B)= 1
2
∫
B
|1− |n|2|
|z− n|2 (A
(,E)
n,n (z))
−∗A(,E)n,n (n)(A
(,E)
n,n (z))
−1(dz)
for each B ∈ BT. According to Theorem 32, (14), [20, Proposition 4.3], and [21, Corollary 4.13] we see
that
G(,F )n =G(,H)n =G(,E)n .
(iv)⇒ (vi): Suppose that (iv) holds.
Since the implication “(iii)⇒ (v)” is already proved, from (13) we get G(,FT)n =G(,E
T)
n . Hence [18,
Remark 3.12] implies
H(,F )n = (G(,F
T)
n )
T = (G(,ET)n )T =H(,E)n . 
Note that, the statements (iii) and (iv) of Corollary 33 are already fulﬁlled if only with n+ 1 pairwise
different points v0, v1, . . . , vn belonging to C0\P,n the equality A(,F )n,n (vk) = A(,E)n,n (vk) (respectively,
C
(,F )
n,n (vk) = C(,E)n,n (vk)) holds for each k ∈ N0,n, since all the functions A(,F )n,n , A(,E)n,n , C(,F )n,n , and
C
(,E)
n,n belong to R
q×q
,n .
In view of Problem R and the construction of a nonnegative Hermitian measure H starting from an
F ∈ Mq,n (T,BT) via Theorem 32, we obtain the following interaction between the moment matrices
G(,H)n and G(,F )n .
Corollary 34. Let (j )∞j=1 ∈ T1, let n ∈ N0, let F ∈ Mq,n (T,BT), let w ∈ C0\P,n such that the
condition (1 − |w|)(1 − |n|)> 0 is satisﬁed, and let H : BT → Cq×q be given by (43). If n = 0 or
w = n, then G(,H)n =G(,F )n . Otherwise G(,H)n = G(,F )n .
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Proof. If n= 0, then in view of (43), (12), and (10) we have
H(T)= 1
2
∫
T
|1− |0|2|
|z− 0|2 (A
(,F )
0,w (z))
−∗A(,F )0,w (w)(A
(,F )
0,w (z))
−1(dz)
= 1
2
∫
T
F(T) d= F(T)
and hence G(,H)0 =G(,F )0 .
If w = n, then using Theorem 32 in connection with [20, Proposition 4.3] and [21, Corollary 4.13]
we see that G(,H)n =G(,F )n .
Now, let n1 and w = n. Assume that the identity G(,H)n =G(,F )n holds. Because of Corollary 33
it follows A(,H)n,n = A(,F )n,n . Then, in view of Theorem 32, (14), and [20, Theorem 4.5, Remarks 2.4 and
2.8], we ﬁnd a q × q matrix C such that A(,F )n,w = A(,F )n,n C. Thus [17, Corollary 11] implies w = n.
This is a contradiction to the choice w = n. Therefore the assumption G(,H)n = G(,F )n is false, i.e.,
G(,H)n = G(,F )n . 
Corollary 35. Let (j )∞j=1 ∈T1, let n ∈ N0, and let F ∈Mq,n (T,BT). For every choice of v and w in
E\P,n (respectively, D\P,n), the matrices
(C(,F )n,w (v))
∗(C(,F )n,w (w))−1C(,F )n,w (v)− ((A(,F )n,w )[,n](v))∗(A(,F )n,w (w))−1(A(,F )n,w )[,n](v)
and
A(,F )n,w (v)(A
(,F )
n,w (w))
−1(A(,F )n,w (v))∗ − (C(,F )n,w )[,n](v)(C(,F )n,w (w))−1((C(,F )n,w )[,n](v))∗
are both nonnegative Hermitian. In fact, if n = 0 then these matrices are equal to 0, and if n1 then
these matrices are positive Hermitian.
Proof. If (1 − |w|)(1 − |n|)> 0 (which also implies (1 − |v|)(1 − |n|)> 0), the assertion is an easy
consequence of Theorem 32 and the Christoffel–Darboux formulas for pairs of orthonormal rational
systems (see [20, Remark 5.3 and Theorem 5.4]). From this, in the case (1 − |w|)(1 − |n|)< 0 the
assertion follows using Lemma 5 and [20, Lemma 2.2]. 
Let G ∈ {D, E}. A matrix-valued function S : G→ Cq×q is said to be a q × q Schur function in G if
S is holomorphic in G and if for all w ∈ G the matrix I − S∗(w)S(w) is nonnegative Hermitian. Every
q × q Schur function S in D (respectively, in E) has radial boundary values -almost everywhere on T,
i.e., there exist a Borel subset B0 of the unit circle T with (B0) = 0 and a Borel measurable function
T : T→ Cq×q such that
lim
r→1−0 S(rz)= T (z)
(
respectively, lim
r→1+0 S(rz)= T (z)
)
holds for all z ∈ T\B0. A q × q Schur function S in G is called an inner q × q Schur function in G if S
has unitary radial boundary values -almost everywhere on T.
Corollary 36. Let (j )∞j=1 ∈T1, let n ∈ N0, letF ∈Mq,n (T,BT), and letw ∈ C0\P,n.Then the ratio-
nal q × q matrix-valued function Sn given by Sn := (A(,F )n,w (w))− 12 (A(,F )n,w )[,n](C(,F )n,w )−1(C(,F )n,w (w)) 12
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can be represented via Sn= (A(,F )n,w (w)) 12 (A(,F )n,w )−1(C(,F )n,w )[,n](C(,F )n,w (w))− 12 and the following state-
ments hold:
(a) If |w|< 1, then the restriction ofSn onto D\P,n has a holomorphic extension to D which is an inner
q × q Schur function in D.
(b) If |w|> 1, then the restriction of Sn onto E\P,n has a holomorphic extension to E which is an inner
q × q Schur function in E.
Proof. Apply Theorem 9, Corollary 18, [20, Remarks 2.5 and 2.6], and Corollary 35. 
Observe that Corollary 36 can be regarded as a matricial extension of [5, Corollary 3.2.2 (1.)] (with
a completely different proof). On the other hand, Corollary 36 can be considered in connection to [20,
Section 7].
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