We develop a simple and computationally efficient significance test for the features of a machine learning model. Our forward-selection approach applies to any model specification, learning task and variable type. The test is non-asymptotic, straightforward to implement, and does not require model refitting. It identifies the statistically significant features as well as feature interactions of any order in a hierarchical manner, and generates a model-free notion of feature importance. Numerical results illustrate its performance.
Introduction
Machine learning models are notoriously hard to interpret. This is problematic in many application domains including finance, economics, or health care where superior predictive performance is not enough. Explainability of predictions is required so that users can diagnose their model behavior. In this paper, we develop a computationally efficient method to assess the statistical significance and importance of features of machine learning models.
Main contributions. Our statistical significance test is based on a novel application of a forwardselection approach. It does not require model refitting and can be directly applied on a trained model allowing it to be computationally efficient and easy to implement. Given a trained model and one of its features, it compares the predictive performance of the model that uses only the intercept with the model that uses both the intercept and the feature. The performance difference captures the intrinsic contribution of the feature in isolation which leads to an informative notion of feature importance. We call this test procedure SFIT as Single Feature Introduction Test. This approach has the advantage of being robust to correlation among features. Additionally, we introduce an auxiliary type-I error control parameter which prevents false discoveries due to a model's susceptibility to non-informative features. Other advantages of our method include: (1) it does not assume any assumptions on the distribution of the data nor assumptions on the specification of the model; (2) it can be applied to both regression and classification tasks and both continuous and categorical types of features; (3) in addition to assessing the contribution of individual features, it can also identify higher order interactions among features in a hierarchical manner. For the specific case of a neural-network, we propose a strategy to reduce the search space for testing significant higher-order interactions by leveraging links among the network parameters.
Related works. Most of the previous works that aim to explain model predictions assess the relative contribution of features, as in [14] , [1] , [7] , [19] , [8] , [16] 1 with an extensive review in [10] . Our work also offers a measure of feature importance, but additionally allows one to test for the significance of the features in a statistically grounded way.
Although several statistical procedures have previously been developed to perform significance tests, most of them can be computationally expensive or are only valid asymptotically. For instance, the likelihood ratio test can be used to draw asymptotic inference [23] . It is computationally demanding because one needs to fit a model for each individual test. Moreover, in case of model misspecification, its asymptotic distribution is challenging to compute especially in high-dimensional settings. Other general non-parametric testing methods include goodness-of-fit tests, conditional moment tests (see Section 6.3 of [11] for a review) or derivative based tests [18] , [12] . To perform these tests, the null distribution of the test statistic is either estimated via bootstrap or is derived asymptotically under a specific choice of non-parametric model. In contrast, our method provides statistical guarantees that hold in finite-sample regimes without having to specify a specific model or use a bootstrap procedure. Furthermore, because our method does not require model refitting like these aforementioned ones, it is more practical under circumstances of long training time such as neural networks.
More recently, another finite-sample approach has been developed in the framework of "knockoffs" [2] , [6] , [3] . This feature selection procedure provides false discovery rate control and is partially model-free in the sense that it does not make any assumptions on the distribution of the outcome conditional on the inputs. However, it requires to either specify the distribution of the features or to approximate it. Besides, their method works by including "knockoff features" in addition to the features during training which can alter the predictive performance of the model. Similar works in [22] and [5] also require to be able to sample from the distribution of the feature to test, conditional on the remaining variables. Unlike this line of work, our method does not require to alter the training procedure of the model since it can be directly applied to any fitted one, it does not make any assumption on the distribution of the input data and does not need to sample from a specific distribution.
Our current work is inspired by [15] that describes the Leave-One-Covariate-Out (LOCO) method. They present a general novel statistical framework that can be used to draw finite sample model-free inference easily. Their approach is similar to the likelihood ratio one since it also works by removing the feature to test from the set of all features and evaluate the impact on predictive performance. They apply their method to regression settings only and it suffers from the same computational heaviness as the likelihood ratio test. Another limitation of this leave-one-out approach is that it can lead to wrong inference in case of correlations between variables. To illustrate this correlation issue, let's consider the following toy regression setting: Y = 2 + X 1 + X 2 + , where (X 1 , X 2 ) ∼ N ((0, 0) T , Σ), Σ is a covariance matrix with off-diagonal elements equal to 0.85 and ∼ N (0, 10). Because the two variables are very correlated, the model can be approximated by Y ≈ 2 + 2X 1 + ≈ 2 + 2X 2 + which means that removing one or the other variable is unlikely to impact significantly the predictive performance of the resulting models. Empirical tests show that the LOCO method considers each variable as non significant half of the time (0.503 and 0.498) 2 . This is a relevant issue because in most of recent machine learning applications, one typically deals with high dimensional datasets with a lot of redundancy and correlations among inputs. However, by keeping all the experiments parameters equal, we find that our proposed method SFIT considers both variable as significant for all simulations meaning a perfect power of the test and justifying the preference of a add-one-in approach over a leave-one-out.
We present our method along with its statistical implementation in Section 2 and illustrate its performance through simulations in Section 3.
2 Single Feature Introduction Test (SFIT) procedure
Overall method description
Formally, consider i.i.d. data Z 1 , ..., Z n ∼ P with Z i = (X i , Y i ). X i is a random vector of size (p + 1) that contains the p features plus an intercept at the first coordinate. The features can be a mix of continuous and categorical variable with the latter assumed to be binary variables through one-hot encoding. Y i can be either a real number in the case of a regression or the index of a class {1, 2, ..., C} where C represents the total number of classes in a classification setting. We randomly split {1, ..., n} into two subsets I 1 and I 2 and denote the two corresponding split of the data as
We are given a predictive modelμ that has been trained on D 1 . This model will typically estimate the conditional mean µ(X) = E(Y |X = x) in the case of regression or the vector of the conditional probability distribution over the C classes, i.e. {µ(x)} c = P(Y = c|X = x). In order to evaluate the contribution of the individual feature j removed from the potential interaction that it could have with the remaining features, we define the transformed input vector X (1,j) i which is obtained from X i where all entries except for the j th coordinate and the intercept are replaced with 0.
is the transformed input vector where all entries except for the intercept are set to zero. This transformed input prevents us from having to refit a new model for each input. We then need to choose a loss function L(Y, µ(X)). For example, this loss function can be chosen as the absolute deviation L(Y, µ(X)) = |Y − µ(X)| for a regression application, and the cross entropy L(Y, µ(X)) = − log({µ(X)} Y ) for a classification task. Let's define
the difference between (1 − β)% of the prediction loss from the model using the intercept term only and the loss from the model using the intercept plus the feature j. (1 − β) times the baseline loss and not the loss value itself is considered to make this test more robust to non-informative variables and control its type-I error. We will further justify the role of this parameter and describe its impact in the next sub-section. Let's now definem j , the metric that is used to assess the significance of feature j:
for 2 ≤ j ≤ p + 1.m j is defined as the median over the inference set D 2 of the differences of predictive performance. Intuitively,m j represents the predictive power of variable j compared to a baseline model that only has an intercept term, the bigger it is, the more predictive power the variable contains.
There are two fundamental differences between the SFIT metric and other related significance metrics such as the likelihood ratio or the LOCO metric. (1) Rather than removing one feature at a time to assess its effect compared to the remaining ones, we prefer to add one at a time to evaluate its impact compared with the intercept term only. This leads to two advantages. First, it defines a more intuitive notion of variable importance by measuring the effect on the outcome of the feature of interest isolated from the remaining features. A large value of the SFIT metric means that if the model only had access to this variable then it could still predict the outcome much better than relying on no variables. As illustrated in the introduction, The second advantage is robustness to correlation among features. If two variables are highly correlated but important, our method will select both. (2) We are applying the fitted model on the masked vector X (1,j) i rather than having to refit a new modelμ (1,j) on the intercept and the j th variable. This idea also presents many advantages. The first most obvious one is computational, we do not have to refit a new model for each feature to test which speeds up the procedure, especially for models that can take a long time to train such as neural networks. This further allows us to conduct inference directly on the model of interest and not on a newly trained one. Finally, by zeroing out all the other variables, we are guaranteed to capture the sole effect of a given variables where the effect of all the remaining ones has been removed.
Statistical inference
We describe in this section how the metricm j can be used to draw finite sample inference on significance and importance of feature j. We assume that the distribution of ∆ j (X, Y ) conditional on the training set D 1 is continuous and consider its median,
Our goal is to obtain finite sample confidence interval for m j and perform the following one-sided hypothesis test of significance:
using the statisticm j . Following the procedure of LOCO [15] , we perform a standard sign test [9] by counting the number of times n + j , the difference ∆ i j > 0 for i ∈ I 2 , then under the null hypothesis, n + j follows a binomial distribution with parameters n 2 and 1/2 where n 2 is the number of samples in D 2 . Hence this null hypothesis can be tested using a one-sided (greater) binomial test. Confidence intervals for m j can be obtained by inverting the sign test and use the order statistics ∆ (i) j . This leads to a sequence of nested intervals [∆
] will have an exact coverage equals to 1 − 2P(B ≤ k) where B ∼ B(n 2 , 1/2). These confidence intervals have exact finite sample coverage but the coverage level α cannot be chosen exactly but has to be chosen among the values α k = 2P(B ≤ k). An alternative is to consider asymptotically valid confidence interval with coverage approximately equals to 1 − α (due to ceiling and flooring) given by [∆ n 2 +1 2
] where q α is the α-quantile of a standard normal variable.
We now describe the obtained method to determine the significant variables along with their confidence intervals in Algorithm 1.
Algorithm 1: First-order SFIT
Input: Modelμ, dataset D2 = {Xi, Yi}i∈I 2 , significance level α, β, function BINOMTEST(#successes, #trials, hypothesized probability of success, alternative hypothesis) that outputs the p-value of a binomial test Output: Set of first order significant variables S1 and their related confidence intervals C1 S1 = ∅, C1 = ∅, generate the masked dataset {X
Generate the masked dataset {X
for all i ∈ I2 ;
The only parameters one has to choose to perform the test is the significance level α, the parameter β and eventually the relative sizes of the training set D 1 and test set D 2 if the model has not been trained yet. The significance level α can be set at a fixed value chosen by the user such as 0.05 or 0.01 or can be determined adaptively to control false discoveries of significant features. Indeed, in a high dimensional setting where a lot of tests would be performed, false discoveries are more likely to happen. Because of the dependency of our tests, we suggest using the FDR control method under dependency described in [4] . The size of the test set D 2 should be of at least a couple of thousands to be able to detect features or interactions that have small predictive effect as demonstrated in [9] .
The parameter β is crucial for testing: it makes the test more robust to false discoveries due to potential model over-fitting. For instance, recent works [26] , [24] have shown that despite having good generalization properties, deep neural networks often tend to be over-parametrized and can overfit the training set. In practice, over-parametrization implies that the model can over-utilized non-informative features. Increasing the amount of regularization of the model itself could mitigate this issue. However, since we consider the model as given, we cannot control the regularization during training. Therefore, instead of regularization the model, we decided to regularize the testing procedure through this β parameter. Increasing β will reduce the number of non-informative features selected. However, after a certain point, it will fail to select the informative ones by being too stringent. Hence, β can control the trade-off between false discoveries and false rejections. We will show in the next section through simulations that without β, the test would suffer from high type-I errors, i.e. considering many non-informative features as significant. The user can decide on a (typically small) value for β by determining its tolerance for false discoveries over false rejections.
We now describe a more informed data-driven way to choose the β parameter. This optional add-on to our test procedure is well-suited for cases where the user can retrain the model at reasonable computing cost. The idea is to purposely add some noise features to the input data and choose the smallest value of β that will reject them. More precisely, a couple of noise variables (sampled as i.i.d. standard normals for instance) are added to the dataset that is now split into three parts, a training set D 1 , a validation set D v used to determine β and a test set D 2 . The model is trained on both regular and noise features on D 1 . The test is then performed on D v and β is chosen as the smallest value that make all noise variable tested as non-significant. The previous steps can be repeated multiple times to take the training variance into account (random starting point and randomness of gradient descent algorithm) and the largest β value across the multiple training is finally kept. Given thisβ parameter, the tests can now be performed on the test set D 2 . The only difference with what was presented before is that inference is now done on the median of the distribution of ∆ j conditioned on both D 1 and D v .
Higher order effects
The SFIT method allows one to obtain a hierarchical representation of feature importance. Indeed, Algorithm 1 described in the previous section selects the variables that are significant by themselves but can fail to select the variables that interact with other variables. As an illustrative example, let's consider the following modelμ(x 1 , x 2 , x 3 ) = 1 + x 1 x 2 + 2x 3 . Only the third feature would be considered as significant here because setting one of the first two inputs to zero annihilates the effect of the other. This means that a variable considered as non-significant by a first-order SFIT method might still have predictive power through a second or higher order interaction.
Given the set of features selected by a first-order SFIT, we can first check that there are some significant higher-order interactions that potentially need to be uncovered. Similar to the previous procedure, one can look at the prediction error difference between two models: (1) the model that includes only first-order significant variables and (2) the model that includes all variables, and test whether this difference is significantly greater than zero.
If this test highlights the predictive power of higher-order effects, then we can start looking for variables that would impact the outcome through second-order interactions. To do so, we would go over all the variables considered as non significant by the first-oder SFIT, pair them with every other variable one at a time and test for the significance of the resulting interaction. A distinction has to made whether the variable to be tested is paired with a first order significant variable selected by Algorithm 1 or with an other non-significant variable. In the former case, if we denote by j the variable to be tested and by k the significant variable it is paired with, then the metric ∆ i j has to be updated as
. In the latter case where variable j is paired with k that is also non-significant, the metric ∆ j is simply
. The implementation of this procedure is described in Algorithm 2.
Since we expect the set of non-significant variables obtained from the first-order SFIT to be smaller than p, the number of pairs to consider for second-order SFIT should stay smaller than p 2 . However the worst case scenario could still be of the order p 2 , which can be computationally prohibitive in high-dimensional settings. To overcome this issue, we propose the following speed-up strategy for neural networks specifically. By looking at the parameters matrix W h,p+1 corresponding to the linear map that goes from the input layer of size (p + 1) to the first hidden layer of size h, we can flag the pairs of variables that are likely to interact with each other. Indeed, if the weights of the edges coming from feature j and feature k to hidden note h have large values, then it is likely that inputs j and k will interact. A quantitative way to measure this potential interaction is by computing the empirical covariance of the absolute parameters matrix |W |, |W | T |W | where | · | represents the entry-wise absolute value operator. Computing this covariance matrix still takes hp 2 operations, but in most of programming languages this operation can be done using BLAS functions that would take only a couple of seconds even for p and h of the order of thousands in a regular laptop. |W | T |W | j,k can be used to measure the potential of interaction between features j and k. Then, for each feature j, we can look at the sorted j th row of |W | T |W | and restrict the pairs to consider to the l th largest values. l would be a parameter chosen by the user as a function of the dimension of the problem and the computational power available. In a common case where l << p, finding all the second-order significant features is done in a computing time linear in the number of features.
Overall, the SFIT method give us a hierarchical ranking of the importance of the features. The first-order SFIT identifies all the variables that have a first order effect on the outcome. Then the second-order SFIT selects the variables having a significant second-order interaction with another variable but that does not have a first-order effect. At each step, a global significance test of the currently identified features can be done to decide whether or not a higher-order SFIT should be run on the model. The method was only described until the second-order in Algorithms 1 and 2, but can be naturally extended to higher-order interactions.
Algorithm 2: Second-order SFIT Input: Modelμ, dataset D2 = {Xi, Yi}i∈I 2 , significance level α, β, function BINOMTEST that outputs the p-value of a binomial test, set of significant inputs S1 obtained by first-order SFIT, set of ordered expected interactions for each feature j: {Pj} j∈{1,...,p} Output: Set of second-order significant variables S2 along with their associated pairs and confidence intervals C2 S2 = ∅, C2 = ∅, U1 = {1, ..., p} \ S1 ; First check that there are some significant higher-order effects;
] ; end end end
Simulation
This section provides numerical results that illustrate the properties of our proposed significance test. From a random vector of seven independent features X = (X 1 , . . . , X 7 ) ∼ N (0, I 7 ), we consider the following data generating process:
2 ) and σ = 0.01. Both variables X 1 and X 3 are first-order significant while X 2 , X 4 and X 5 are second-order significant. Variables X 6 and X 7 have no influence on Y and hence are nonsignificant. As explained in sub-section 2.2, we add three noise variables (X 8 , X 9 , X 10 ) ∼ N (0, I 3 ) in order to estimate β. We generate a training, validation and testing sets of 100000, 20000 and 10000 independent samples respectively.
A deep fully-connected neural network with two hidden layers and ReLU activation function is fitted to the training set using the Adam stochastic optimization method with step size 0.001 and exponential decay rates for the moment estimates of 0.9 and 0.999. We use a batch size of 32, a maximum number of 50 epochs and an early stopping criterion that stops the training when the validation error has not decreased by more than 10 −2 for at least 5 epochs. The number of nodes in both hidden layers is chosen so as to minimize the validation loss. A network configuration of 150 nodes in the first layer and 50 in the second is found to perform best.
Given this choice of network architecture, we determine the optimal β parameter by re-training the model ten times with different initialization and find the smallest value of β that makes the test always consider as non-significant the added noise variables X 8 , X 9 and X 10 . A value of β = 10 −3 is obtained. We then apply first-order SFIT with α = 0.05 and β = 10 −3 . Only features X 1 and X 3 are returned as first-order significant as expected and the values of their test statistics and confidence intervals can be found in Table 1 . In order to determine if it is necessary to look for second-order interactions, we test for the presence of any significant second-order effects as described in Algorithm 2 and find that there are. We then apply second-order SFIT with α = 0.05 and β = 10 −3 and find that interactions (1, 2) and (4, 5) are significant. The values of the corresponding test statistics and confidence intervals can be found in Table 1 . This means that features X 2 , X 4 and X 5 are second-order significant. We finally test for the presence of any significant third-order effects and find that there is none meaning that we can stop the procedure.
As justified in section 2.3, we suggest to look at the network parameters that connect the input layer to the first hidden layer in order to speed-up the search for significant interactions of features. A large entry at the position (i, j) in this matrix indicates a likely significant interaction between features i and j. As confirmed in Figure 1 , the largest entry of the second row (X 2 's row) is indeed at the first column, pointing out interaction (1, 2) as the most significant one. The same is observed for the interaction between features X 4 and X 5 by looking at their corresponding rows. This confirms that information from the parameters of the network can indeed speed-up the search for interactions among features.
We now compare SFIT performance with the LOCO method. The output of LOCO tests can be found in Table 2 . The first disadvantage of the LOCO method is its computation time. Indeed, it takes 179 seconds to compute it when first-order and second-order SFIT only takes 6 and 33 seconds respectively. Besides, even though the LOCO feature importance metric of non-informative features is smaller than the predictive ones, the LOCO method still fails to filter-out the two non-significant features. This confirms the importance of "regularizing" the test procedure and the introduction of the β parameter that we propose to better control type-I errors.
In order to better understand how the power and size of our proposed test procedure vary as a function of the parameters α, β and n 2 , we repeat the testing procedure 100 times over 100 different training and testing sets. We record the fraction of time, each first order and second order features are considered as significant. In Figure 2 , we show how it varies with different choice of α and β. As we can see, β seems to have a stronger effect on the power and size of the test than α. The signals associated with first-order effects are strong so they can be well discriminated from noise using a value of β as large as 0.01. However, because second-order effects have smaller signals, they are uncovered with a smaller value of β ∼ 0.001. As a general guidance, we would recommend to use smaller values for the β parameter when testing for higher-order effects. In Figure 3 , we show the sensitivity of the test with respect to the test size n 2 . The smaller the size of the inference set is, the smaller is the power of the corresponding test. We recommend to use a size of at least a couple thousands, larger number of test samples do not seem to improve further the accuracy of the test.
We illustrated through these simulations the accuracy of our test procedure. In the chosen regression setting, SFIT successfully discriminated the significant features and interactions from the noninformative ones. We highlighted its computational efficiency over the LOCO method and superior robustness to noise. Finally, we gave more insights into the effect of the method's parameters on its performance. 
