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中文摘要
我們利用 Huffer and Lin (2001) 的演算法
來計算虛無假設下循環相關係數檢定統計
量的分配.
關鍵詞: 循環相關係數, 留間隔.
Abstract
A computing algorithm developed by Huf-
fer and Lin (2001) is employed to evaluate
the null distribution of the circular correla-
tion coefficient detection statistic discussed in
Pakula and Kay (1986).
Keywords: Circular correlation coefficient;
Spacings.
1 Introduction
The serial correlation coefficient and circular
correlation coefficient are statistics for detect-
ing the presence of a signal in noise. The
goal of this project is to compute the null
distribution of the circular correlation coeffi-
cient detection statistic (see Pakula and Kay,
1986). Let X1, X2, . . . , Xn, Y1, Y2, . . . , Yn be
the i.i.d. N(0, 1) random variables. De-
fine Wt = Xt + jYt for t = 1, . . . , n where
j =
√−1. Then W1,W2, . . . ,Wn is the com-
plex white Gaussian noise. (This represents
“noise” at time t = 1, 2, . . . , n.) Moreover,
the circular correlation coefficient is defined
as
Rc =
∑n
t=1W
∗
t Wt+1∑n
t=1 |Wt|2
where Wn+1 ≡ W1 (this makes it “circular”),
W ∗t is the complex conjugate, and |Wt|2 is
1
the squared length. Therefore, the detection
problem can be addressed: A signal is de-
tected if |Rc|2 > z, where z is chosen so that
P (|Rc|2 > z) = .05 under the null hypothesis
of “white noise”. Hence, our computational
goal is to find P (|Rc|2 > z) = .05 for arbi-
trary z under the null hypothesis.
2 Connection with Spac-
ings
Our approach to this problem is mainly based
on the connection with spacings via a her-
mitian form in complex normal random vari-
ables. Let W = (W1,W2, . . . ,Wn)
′. Then
Rc =
∑n
t=1W
∗
t Wt+1∑n
t=1 |Wt|2
=
(W ∗)′HW∑n
t=1 |Wt|2
d
=
∑n
t=1 e
j2pit/n|Wt|2∑n
t=1 |Wt|2
d
=
∑n
t=1 e
j2pit/nZt∑n
t=1 Zt
d
=
n∑
t=1
ej2pit/nS
(n−1)
t , (1)
where j =
√−1, S(n) = (S1, S2, . . . , Sn+1)′,
and Z1, . . . , Zn are i.i.d. exponential ran-
dom variables. Define T =
∑n
i=1 Zi and
Z = (Z1, Z2, . . . , Zn. Thus, (1) can be ob-
tained by applying the fact that
Z/T
d
= S(n).
One can separate Rc into its real and imagi-
nary parts to have Rc = (U, V )
′. The result
Rc
d
=
n∑
t=1
ej2pit/nS
(n−1)
t
then becomes(
U
V
)
d
= AS(n−1),
where ck = cos(k · 2pi/n), sk = sin(k · 2pi/n)
for k = 1, . . . , n, and A is the matrix(
c1 c2 . . . cn
s1 s2 . . . sn
)
.
Hence, the problem in which we are interested
can be further rephrased as to compute the
probability P (|AS(n−1)|2 > z).
The current problem differs in several ways
from the ones tackled by the earlier other al-
gorithms proposed by Huffer and Lin (1997b,
1999, 2001):
• The entries of A are irrational (except in
some special cases).
• The region of interest is circular instead
of being rectangular.
• The problem possesses rotational sym-
metry because
|AS(n−1)|2 = |ΓAS(n−1)|2
for any 2× 2 orthogonal matrix Γ.
3 The Basic Recursion
For r ≥ 1, let A be an r × (n + 1) real ma-
trix. Suppose c = (c1, c2, . . . , cn+1)
′ satisfies∑n+1
i=1 ci = 1. Let Ai be the r× (n+1) matrix
obtained by replacing the i-th column of A
by Ac. Then
P (AS(n) ∈ B) =
n+1∑
i=1
ci P (AiS
(n) ∈ B) (2)
2
for any measurable set B ⊂ Rr.
Based on the basic recursion, our algorithm
reduces the distribution of |Rc|2 down to sim-
pler distributions, each involving only two
spacings. Define (with j =
√−1)
Tk,n(z) = P (|S(n−1)1 + ej2pik/nS(n−1)2 |2 ≤ z).
This can be expressed as a one-dimensional
integral and computed numerically.
For brevity and write Tk,n(z) ≡ T (k), sup-
pressing the dependence on n and z.
The last page gives expressions for the cu-
mulative distribution function of |Rc|2 for sig-
nals of lengths n = 9 and n = 15. These are
MAPLE expressions which can be read di-
rectly into MAPLE.
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