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Abstract
We present a new method to study the zeros of an entire function f (x) =∑n0 Anxn by associating a certain holomorphic
function of two variables. When An = 0 for all n, we show that each zero appears formally as the inverse of a series, whose terms
are rational expressions of the An. With a majorant method we prove the main result: let ρo be the positive root of
∑∞
k=1 ρk
2 = 1/2,
then if supn1 |An−1An+1/A2n| < ρ2o = 0.2078 . . . these series converge and determine exactly the zeros. When f (x) is real, the
inequality supn1 |An−1An+1/A2n| ρ2o gives a sufficient criterion so that all zeros are real. The majorant ρ2o is conjectured to be
the best possible.
The main result required that we extend the composition G ◦ H of two formal power series to some cases, not previously
displayed, where H is a formal series of two variables with both positive and negative powers.
© 2010 Elsevier Masson SAS. All rights reserved.
Résumé
On présente une nouvelle méthode pour étudier les zéros d’une fonction entière f (x) =∑n0 Anxn en associant à f (x) une
certaine fonction holomorphe de 2 variables. Si An = 0 pour tout n, on montre que chaque zéro de f (x) se présente formellement
comme l’inverse d’une série dont les termes sont des expressions rationnelles des An. Par une méthode de majorante, on prouve
le résultat principal : soit ρo la racine positive de
∑∞
k=1 ρk
2 = 1/2, alors si supn1 |An−1An+1/A2n|< ρ2o = 0,2078 . . . ces séries
convergent et déterminent exactement tous les zéros. Lorsque f (x) est réelle, l’inégalité supn1 |An−1An+1/A2n| ρ2o donne un
critère suffisant pour que tous les zéros soient réels. On conjecture que le majorant ρ2o est le meilleur possible.
Le résultat principal a nécessité que nous étendions la composition G◦H de deux séries formelles à des cas, non mis en évidence
auparavant, où H est une série formelle de deux indeterminées contenant à la fois des puissances positives et négatives.
© 2010 Elsevier Masson SAS. All rights reserved.
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The study of the zeros of entire functions is an old subject with a long literature (see for example [1,2]). In particular
there is a method due to Hadamard to determine the zeros of an entire function from the coefficients of its Taylor
expansion at zero. This method is a direct application of Hadamard’s thesis [3] on the study of singularities of a
function analytic at zero, in terms of its Taylor expansion at zero. It has since been systematically exploited with the
introduction of algorithms, simplifying calculus (see [4] §7.5 and §7.6).
We have found a theoretical method, original as far as we know, which also allows to determine the zeros of
an entire function from the coefficients of its Taylor expansion at zero, but founded on principles and resulting in
formula, both completely different from those of Hadamard’s method. This method consists in associating to an entire
function:
f (x)=
∞∑
n=0
Anx
n,
the power series of two variables x and y:
Q(x,y)=
∞∑
n=0
Anx
ny
n(n+1)
2 .
In this article, which is an introduction to our method, we present the particular case comparatively easy, where the
series
∑
n0 Anx
n is without lacuna (i.e. if two coefficients are not nil, then all the coefficients of intermediate index
are not nil). Here are the plan and the main results of this article. In Section 2 we prove (Theorem 1) that, as a formal
power series (fps in abbreviated form) of the two variables X and Y on a field K, Q(X,Y ) factorizes in the product:
Q(X,Y ) =A0
∏
p1
(
1 + αp(Y )X
)
, (1)
the product is finite if f (X) is a polynomial and infinite convergent if not, the convergence being in the meaning of
the valuation topology in the ring KX,Y . The αp(Y ) are fps in Y with order p:
αp(Y )=
∞∑
q=p
up(q)Y
q. (2)
In Section 3 taking K = C, we display a sufficient condition (hypothesis A of Definition 1) turning on the up(q) in
order that the product (1), regarded as a function of two complex variables, converges on a non-empty domain of C2.
If this domain encloses C × [0,1], we deduce, taking into account Q(x,1)= f (x), that the zeros of f (x) are exactly
the −(αp(1))−1 for the value of p such that αp(1) = 0 (Corollary 4). Our method (that we’ve just roughly described)
can be put together with a well-known process employed to sum a complex series
∑∞
n=0 an, in associating the power
series φ(x) =∑∞n=0 anxn (φ(x) is the generating function of the sequence (an)n0). Indeed Abel’s theorem shows
that with some convergence conditions (see for example Theorem 2.2e of [4]):
∞∑
n=0
an = φ(1).
With Abel it moves from zero to one variable, whereas with our method it moves from one to two variables.
Furthermore the aims are different in the two cases, but the idea remains that in adding one variable we improve
the possibilities to investigate the studied object.
The implicit calculus of up(q) by identification, done in Section 2, is not sufficient to prove hypothesis A in
practice. It is necessary to make a long enough algebraic diversion to compute in another way these up(q), it is the
object of Section 4 and Section 5. In Section 4 we show (Theorem 5) that the usual composition G ◦ H of two fps
on a field K can be extended to some cases, apparently not explicitly displayed before, where H is a formal series
of two variables with both positive and negative powers. In Section 5 we apply this to express αp(Y ) (Theorem 15)
according to this extended composition of specific fps connected to Q(X,Y ), by the fps G(Z)= Log(1+Z). We then
deduce an explicit expression of up(q) (formulas (57) and (58)) which leads with a majorant series process developed
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the coefficients An, to calculate the zeros of entire function by the previous formula −(αp(1))−1. Corollary 18 gives
a new sufficient criterion, easy to express, to prove the reality of zeros for an entire real function.
Note that we put aside in this article, the undoubted connections of our method with the algebraic/analytic ge-
ometry. These connections might lead to some applications of the method to this field of mathematics or conversely,
and then their development would be justified. In other respects, the study of the general method (i.e. with lacuna)
which is more technical but based on the same principles as the case without lacuna, will be the subject of subsequent
publications, as well as other developments related to our method.
2. Formal factorization of Q(X,Y)
K being a field, let for all integers p  1, the arbitrary fps:
αp(Y )=
∞∑
q=0
up(q)Y
q ∈ KY .
If we consider the infinite formal product:
∞∏
p=1
[
1 + αp(Y )X
]
,
the fps theory (see for example [5]) shows that a necessary and sufficient condition to have the convergence of this
product in the meaning of the valuation topology of KX,Y , is that limp−→+∞ val(αp(Y ))= +∞. The easiest means
for that is to put down up(q)= 0 if q < p. We get then, in expanding the product:
∞∏
p=1
[
1 + αp(Y )X
]= 1 + ∑
n1
l n(n+1)2
an,lX
nY l, (3)
with:
an,l =
∑
1p1<p2<···<pn
p1q1,...,pnqn
q1+q2+···+qn=l
up1(q1)up2(q2) · · ·upn(qn). (4)
Conversely, it’s possible to determine up(q) by associating with f (X) a series of KX,Y  in the following way.
Theorem 1. Let K be a field and f (X) ∈ KX given by:
f (X)=A0 +A1X + · · · +AnXn + · · · . (5)
Let us associate to f (X) the fps of KX,Y :
Q(X,Y ) =A0 +A1XY +A2X2Y 3 +A3X3Y 6 + · · · +AnXnY n(n+1)2 + · · · . (6)
If all the coefficients An are different from zero, there is one and only one double triangular sequence up(q)
(i.e. up(q)= 0 if q < p) of elements of K such that formally we have:
Q(X,Y ) =A0
∞∏
p=1
[
1 + αp(Y )X
]
=A0
∞∏[
1 +
( ∞∑
q=p
up(q)Y
q
)
X
]
. (7)p=1
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Z by the canonical morphism from Q to K. In particular we have:
uq(q)= Aq
Aq−1
for all q  1. (8)
Proof. With (3) and (6) we must have by identification of each coefficients in the equality (7), the infinite system of
equations:
n= 1 to ∞
⎧⎪⎨⎪⎩
an,l = 0 if l > n(n+ 1)2 ,
an,n(n+1)/2 = An
A0
.
(9)
We give below the expression of an,l deduced from (4) for the first powers XnY l .
X0 X1 X2 X3 X4
Y 0 1 0 0 0 0
Y 1 0 u1(1) 0 0 0
Y 2 0 u1(2)+ u2(2) 0 0 0
Y 3 0 u1(3)+ u2(3)+ u3(3) u1(1)u2(2) 0 0
Y 4 0 u1(4)+ u2(4)+ u3(4)+ u4(4) u1(1)(u2(3)+ u3(3))+ u1(2)u2(2) 0 0
Y 5 0 0 0
Y 6 0 u1(1)u2(2)u3(3) 0
Let us call S1 Eq. (9) for X1Y 1:
S1
{
u1(1)= A1
A0
.
Let us call S2 the system composed of Eqs. (9) for X1Y 2, X2Y 3:
S2
{
u1(2)+ u2(2)= 0,
u1(1)u2(2)= A2
A0
.
S2 allows with S1 to calculate:
u2(2)= A2
A1
, u1(2)= −A2
A1
.
Let us call S3 the system composed of Eqs. (9) for X1Y 3, X2Y 4, X3Y 6:
S3
⎧⎪⎨⎪⎩
u1(3)+ u2(3)+ u3(3)= 0,
u1(1)
(
u2(3)+ u3(3)
)= −u1(2)u2(2),
u1(1)u2(2)u3(3)= A3
A0
.
We then divide the second equation of S3 by u1(1) and the third by u1(1)u2(2). Then with the values of u1(1), u2(2)
found above, we can write S3 in the following form:
S3
⎧⎪⎪⎪⎨⎪⎪⎪⎩
u1(3)+ u2(3)+ u3(3)= 0,
u2(3)+ u3(3)= −A0
A1
(
u1(2)u2(2)
)
,
u3(3)= A3 .
A2
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u1(2), u2(2) found above to express u1(3), u2(3), u3(3) in terms of the coefficients An in a unique manner. Following
on, we sweep all Eqs. (9) in an equivalent sequence of system Sq , q  1 where Sq is the system composed of Eq. (9)
for:
X1Yq,X2Yq+1,X3Yq+3, . . . ,XpY q+
p(p−1)
2 , . . . ,Xq−1Yq+
(q−1)(q−2)
2 ,XqY q+
q(q−1)
2 .
Let us reason by induction on q: suppose that we have obtained all the
ui(j) for i, j  q − 1, (10)
in a unique way by resolving successively S1, S2, . . . , Sq − 1. And suppose also that the elements of (10) are polyno-
mial in the (Ai/Aj )1i,jq−1 whose coefficients belong to the image Ẑ of Z, by the canonical morphism from Q to
K. Suppose finally that we have obtained in particular uj (j)=Aj/Aj−1 for 1 j  q − 1. For q  2 if we move to
the right-hand side in each equations of Sq , all the products of (4) containing only terms (10), we then obtain Sq in
the form:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u1(q)+ u2(q)+ · · · + uq−1(q)= 0
u1(1)
[
u2(q)+ u3(q)+ · · · + uq−1(q)+ uq(q)
]= − ∑
1i1<i2q−1
i1j1q−1
i2j2q−1
j1+j2=q+1
ui1(j1)ui2(j2)
...
u1(1)u2(2) · · ·up−1(p − 1)
[
up(q)+ · · · + uq(q)
]= − ∑
1i1<i2<···<ipq−1
i1j1q−1···
ipjpq−1
j1+j2+···+jp=q+ (p−1)p2
ui1(j1)ui2(j2) · · ·uip (jp)
...
u1(1)u2(2) · · ·uq−2(q − 2)
[
uq−1(q)+ uq(q)
]= − ∑
1i1<···<iq−1q−1
i1j1q−1···
iq−1jq−1q−1
j1+···+jq−1=q+ (q−2)(q−1)2
ui1(j1) · · ·uiq−1(jq−1)
u1(1)u2(2) · · ·uq−1(q − 1)uq(q)= Aq
Aq−1
;
(the form of the left side of the equations above is easily obtained in analyzing the conditions of summation in (4)).
Dividing then by u1(1) the 2nd equation of this system, by u1(1)u2(2) the 3rd equation, etc., the qth equation by
u1(1) . . . uq−1(q − 1), we obtain for q  1 Sq under the equivalent form (11):⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u1(q)+ u2(q)+ u3(q)+ · · · + up(q)+ · · · + uq(q)= v1(q)
u2(q)+ u3(q)+ · · · + up(q)+ · · · + uq(q)= v2(q)
...
up(q)+ · · · + uq(q)= vp(q)
...
uq−1(q)+ uq(q)= vq−1(q)
u (q)= v (q),
(11)q q
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v1(q)= 0
(
except if q = 1 in which case it is A1
A0
)
v2(q)= −A0
A1
∑
1i1<i2q−1
i1j1q−1
i2j2q−1
j1+j2=q+1
ui1(j1)ui2(j2)
...
vp(q)= − A0
Ap−1
∑
1i1<i2<···<ipq−1
i1j1q−1···
ipjpq−1
j1+j2+···+jp=q+ (p−1)p2
ui1(j1)ui2(j2) · · ·uip (jp)
...
vq−1(q)= − A0
Aq−2
∑
1i1<···<iq−1q−1
i1j1q−1···
iq−1jq−1q−1
j1+j2+···+jq−1=q+ (q−2)(q−1)2
ui1(j1) · · ·uiq−1(jq−1)
vq(q)= Aq
Aq−1
.
(12)
For q  2 (11) is a system of q equations, linear in the q unknowns u1(q), u2(q), . . . , uq(q) with determinant not nil
and the right-hand sides equal to v1(q), v2(q), . . . , vq(q). And (12) shows that v1(q), v2(q), . . . , vq(q) are determined
in a unique way from the elements of (10). Then u1(q), u2(q), . . . , uq(q) exist and are determined in a unique way.
Furthermore the hypothesis of recurrence says that the elements of (10) are polynomial in the (Ai/Aj )1i,jq−1 with
coefficients in Ẑ, then (12) clearly shows that v1(q), v2(q), . . . , vq(q) are polynomial in (Ai/Aj )1i,jq with also
coefficients in Ẑ. And since the determinant of (11) is 1, we deduce that u1(q), u2(q), . . . , uq(q) are also polynomial
in the (Ai/Aj )1i,jq with coefficients in Ẑ. Finally the last equation of (11) and (12) shows that we effectively have:
uq(q)= vq(q)= Aq
Aq−1
.
The hypothesis of recurrence being obviously true for q = 1 (and also q = 2) is then true for all q  1 and Theorem 1
is proved. 
Lets us consider now the double sequence vp(q) defined for all q  1, by the system (12) for 1 p  q , and by
vp(q)= 0 for p > q . It is easy to see from (11) that we have:
up(q)= vp(q)− vp+1(q) for all p  1, q  1. (13)
Remark. We can still obtain a factorization for the formal power Q(X,Y ) associated to:
f (X)=AνXν +Aν+1Xν+1 + · · · +AnXn + · · ·
with ν > 0 and An = 0 for n ν. It suffices to apply Theorem 1 at the fps f (X)/Xν and to multiply the decomposition
obtained by Xν . Later on, we will often imply this possibility without specifying it.
Case of a polynomial. It’s possible to apply Theorem 1 in the case of a polynomial of degree n  2,
f (X)=A0 +A1X + · · · +AnXn ∈ K[X] so long as Ai = 0 for i  n, in convening up(q) = 0 if p > n. The up(q)
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deduced from Sq in cancelling up(q) for q > n. The formula (7) becomes:
A0 +A1XY + · · · +AnXnY n(n+1)2 =A0
n∏
p=1
[
1 +
( ∞∑
q=p
up(q)Y
q
)
X
]
,
(13) is still valid with (12) in putting vp(q)= 0 for p > n.
Series without lacuna. Grouping the above mentioned remark with the case of a polynomial, we see that we can
obtain a formal factorization of Q(X,Y ) for each series f (X) finite or infinite, without lacuna. We mean by “without
lacuna” a series
∑
AnX
n which verifies for all indices n1 < n< n2 the implication:
An1 = 0, An2 = 0 ⇒ An = 0.
Remark. The first assertion of Theorem 1 can be proved much quicker than above, in using a theorem of ultramet-
ric analysis (Proposition 4.6.2 of [6]), with K((Y )) as ultrametric field equipped with the absolute value definite by
|R| = exp[−val(R(Y ))] for each R(Y ) ∈ K((Y )). We’ll come back to this in a complementary publication.
3. Convergence of the infinite product for K=C
The goal is to find sufficient conditions turning on the up(q) in order that for each p  1, the power series,
αp(y)=
+∞∑
q=p
up(q)y
q,
has a radius of convergence Rp > 0, and that the product,
A0
∏
p1
[
1 + αp(y)x
]
,
converges in C, for x and y in a non-empty domain of C2.
We will use the following general result:
Proposition 2. Let for p  1, a sequence of power series on C:
hp(y)=
∞∑
q=0
up,qy
q,
with radius of convergence Rp et let R be a real > 0. We have an equivalence between the two following conditions:
i) infp1 Rp R > 0 and for each real r , verifying 0 r < R,
∑
p1 hp(y) converges normally on the closed disk
D(0, r);
ii) ∑p1, q0 |up,q |rq <+∞ for all real r verifying 0 r < R.
Proof. ii) ⇒ i) Let r < R, for each p  1 ∑p1 |up,q |rq converges as an extracted series of ∑p1, q0 |up,q |rq ,
hence the radius of convergence of hp verifies Rp  R and thus infp1 Rp  R > 0. Furthermore for all y ∈ C
verifying |y| r < R, we have: ∑
p1
∣∣hp(y)∣∣ ∑
p1, q0
|up,q |rq <+∞,
which proves the normal convergence on D(0, r).
i) ⇒ ii) Let ro be a real verifying 0 < r < ro < R  infp1 Rp . Since hp is analytic on D(0,R), the inequality of
Cauchy gives, putting Mp = sup|y|=ro |hp(y)|,
|up,q | Mpq ⇒ |up,q |rq Mp
(
r
)q
,
ro ro
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p1 Mp converges from the hypothesis of normally convergence on D(0, ro) and
∑
q1(
r
ro
)q converges as a
geometric series with a common ratio <1. Then the double series,∑
p1, q0
Mp
(
r
ro
)q
=
∑
p1
Mp
∑
q0
(
r
ro
)q
,
converges and hence, so does the double series: ∑
p1, q0
|up,q |rq . 
We now apply this proposition in taking hp(y)= αp(y) and up,q = up(q) to give the following definition:
Definition 1. Let be a fps without lacuna f (X)=∑n0 AnXn ∈ CX.
* If the sequences αp(y) or up(q) definite by Theorem 1, verify one of the equivalent conditions of Proposition 2
for a real R > 0, we say that f (X) verifies the hypothesis A(R). We then put down:
R∗ = Sup{R / A(R) is true}.
It is clear that f (X) verifies also A(R∗), hence we also have: R∗ = Max{R / A(R) is true}.
* If not, we put down R∗ = 0.
We have R∗ ∈ [0,+∞]. R∗ will be called radius of convergence of the product A0∏p1(1+αp(y)x), designation
that the following theorem explains:
Theorem 3. Let a formal power series without lacuna f (X) =∑n0 AnXn ∈ CX be such that R∗ > 0. Then for
all fixed yo ∈ C, |yo|<R∗, fyo(x)=Q(x,yo) is an entire function of genus 0, equal to:
fyo(x)= A0
∏
p1
[
1 + αp(yo)x
]
,
the product being finite if f (X) is a polynomial, and an infinite product normally convergent with respect to x on each
compact set of C, if not. The zeros of fyo(x) are exactly the set of values xp = −(αp(yo))−1 for all the integers p  1
such that αp(yo) = 0.
Proof. Suppose that |yo|<R∗ then if K is a compact set of C, we have for x ∈K :∣∣αp(yo)x∣∣ (sup
x∈K
|x|
)∣∣αp(yo)∣∣
and, since
∑
p1 |αp(y)| converges normally on D(0, |yo|) from the definition of R∗, we have for x ∈K ,∑
p1
∣∣αp(yo)x∣∣ ( sup
x∈K
|x|
)∑
p1
∣∣αp(yo)∣∣<+∞,
K being any compact set, we deduce that the product
∏
p1(1 + αp(yo)x) converges normally on all compact sets
of C. We then apply a classical theorem on infinite product of holomorphic functions normally converging on all
compact sets of an open set of C (see for example Theorem 1, p. 161 of [7]) to deduce that:
* The product finite or infinite P(x)=A0∏p1(1+αp(yo)x) defines an entire function of genus 0, towards which
the analytic function A0
∏p
k=0(1 + αk(yo)x) converges uniformly on each compact set of C when p −→ +∞.
* The zeros of P(x) are exactly the set of values −(αp(yo))−1 for all the p  1 such that αp(yo) = 0, the multi-
plicity of a zero of P(x) being the number of integers p (necessarily finite), for which these values are equal.
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that for all x ∈ C. Thus we deduce that the family (1 +∑+∞q=p up(q)yqo x)p1 is multipliable and we have:
∏
p1
[
1 +
( +∞∑
q=p
up(q)y
q
o
)
x
]
= 1 +
∞∑
n=1
∑
1p1<p2<···<pn
p1q1,p2q2,...,pnqn
up1(q1)up2(q2) · · ·upn(qn)xnyq1+q2+···+qno ,
the family on the right-hand side being summable. Hence we can rearrange it and we obtain:
∏
p1
[
1 +
( +∞∑
q=p
up(q)y
q
o
)
x
]
= 1 +
∞∑
n=1
∑
l n(n+1)2
xnylo
∑
1p1<p2<···<pn
p1q1,...,pnqn
q1+···+qn=l
up1(q1) . . . upn(qn). (14)
We can see that the coefficient of xnylo on the right-hand side of (14) is the an,l obtained at Section 2 formula (4), and
we deduce with the system (9) that
A0
∏
p1
[
1 + αp(yo)x
]=A0 +A1xyo + · · · +Anxny n(n+1)2o + · · · =Q(x,yo). 
Corollary 4. Let f (X) ∈ CX without lacuna and such that R∗ > 1. Then f (x) is an entire function of genus 0, each
series
∑+∞
q=p up(q) is absolutely convergent for all p  1 and the zeros of f (x) are exactly given by:
xp = −
( +∞∑
q=p
up(q)
)−1
,
for all the p  1 such that ∑+∞q=p up(q) = 0. If we assume in addition that the coefficients of f (X) are real, then all
the zeros of f (x) are real.
Proof. The first part of the corollary follows immediately from Theorem 3 in taking yo = 1. For the second part,
we know from the second assertion of Theorem 1 that up(q) are polynomial expressions of the (Ai/Aj )0i, jq
with coefficients in Z. Hence up(q) are real if the An are real, and we deduce the reality of the sum
∑+∞
q=p up(q)
and xp . 
4. Extended composition of formal series
4.1. Reminder on the composition of formal power series
Let be K a field, X1,X2, . . . ,Xp,Z, p + 1 variables, H(X1,X2, . . . ,Xp) ∈ KX1,X2, . . . ,Xp and:
G(Z)=
∞∑
r=0
brZ
r ∈ KZ.
It is well known ([5] or [7]) that we can substitute H for Z in G provided that H has no constant term, the composition
G ◦H being definite as the sum:
∞∑
r=0
brH
r,
where the convergence of this sum must be understood in the meaning of the valuation topology of the ring
KX1,X2, . . . ,Xp. This applies in particular for one variable X1 = X. Let us remind in this case some classical
properties of this composition (see for example [4] Chap. 1, and [5]) which will be used later:
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G ◦ S =
∞∑
r=0
brS
r ∈ KX and (G ◦ S)′ = (G′ ◦ S)S′. (15)
* Taking G(Z)= Log(1 +Z)= Z − Z22 + Z
3
3 . . . and K with characteristic nil, we have:(
Log(1 + S))′ = (1 + S)−1S′, Log[(1 + S)−1]= −Log(1 + S). (16)
* If S1, S2 ∈ KX with val(S1), val(S2) > 0 then (1 + S1)(1 + S2)= 1 + S with S ∈ KX, val(S) > 0, and:
Log(1 + S)= Log(1 + S1)+ Log(1 + S2). (17)
In the same way, for two variables X1 =X, X2 = Y , the above composition G◦H will exist if H(X,Y ) ∈ KX,Y 
has a valuation superior to 0. We are going now to extend the possibilities of composition in this case of two
variables X, Y .
4.2. Notations and definitions
Let
S(X)=
∑
n∈Z
anX
n ∈ KX,X−1,
and put CXn[S] = an
the valuation val(S(X)) of S(X) = 0 is:
∗ min{n ∈ Z/an = 0} if this set is minorized,
∗ −∞ if not;
the degree d◦(S(X)) of S(X) = 0 is:
∗ max{n ∈ Z/an = 0} if this set is majorized,
∗ +∞ if not;
and we put val(0)= +∞ and d◦(0)= −∞.
Let be E = KX,X−1, Y,Y−1, an element of E is written:
H(X,Y )=
∑
(n,l)∈Z2
an,lX
nY l =
∑
l∈Z
Sl(X)Y
l =
∑
n∈Z
Rn(Y )X
n,
let us put down for H ∈E,
CYl [H ] = Sl(X)=
∑
n∈Z
an,lX
n,
CXn[H ] =Rn(Y )=
∑
l∈Z
an,lY
l,
CXnY l [H ] = an,l,
and for H = 0, valX(H)= min{n ∈ Z / Rn = 0}, valY (H)= min{l ∈ Z / Sl = 0}.
Definition 2. A series
∑∞
k=0 Hk of elements of E will be said formally convergent on E, if putting:
Hk =
∑
(n,l)∈Z2
a
(k)
n,l X
nY l,
Card{k / a(k)n,l = 0} is finite for all couple (n, l) ∈ Z2. We then put H =
∑∞
k=0 Hk with:
H(X,Y )=
∑
(n,l)∈Z2
an,lX
nY l and ∀(n; l) ∈ Z2 an,l =
∑
k∈Z
a
(k)
n,l
this last sum being thus finite.
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r  2 and if the series
∑∞
r=0 brHr is formally convergent on E (in the meaning of Definition 2), his sum is called
composition (or more precisely formal composition on E) of G and H and still written G ◦H .
4.3. Two cases in which the formal composition on E exists
When H(X,Y ) has only positive or nil powers, i.e. H ∈ KX,Y , Definition 3 is equivalent to the classical
composition reminded in Section 4.1. But we are going to display cases where H(X,Y ) has both positive and negative
powers, for which we can affirm the existence of the formal composition on E according to Definition 3.
Theorem 5. Let G(Z)=∑∞r=0 brZr ∈KZ, if we assume:
H(X,Y )=
∞∑
l=0
Sl(X)Y
l ∈ K((X))Y  ⊂E,
i.e. that for each l ∈ N, Sl(X) ∈ K((X)). Then G ◦H exists as a formal composition on E and belongs to K((X))Y 
in the two following cases:
i) S0(X)= 0,
ii) val(S0(X)) > 0.
Proof of i). Let us consider the field KX = K((X)), then H ∈ KXY  with valY (H) > 0, therefore G ◦ H exists in
the meaning of the valuation topology (reminded in Section 4.1) on the field KX because G(Z) ∈ KZ ⊂ KXZ. It
suffices now to show that convergence of a series of KXY  with this topology involves the formal convergence on E:
let generally (Hk)k0 be a sequence of elements of K((X))Y  and suppose that ∑∞k=0 Hk converges in the meaning
of the valuation topology on KXY . If (no, lo) ∈ Z×N, then ko ∈ N exists such as for k  ko, we have valY (Hk) > lo
from this hypothesis. Then the coefficient CXnoY lo [Hk] is zero for k  ko, which proves that there is only a finite
number of integers k (inferior to ko) such as CXnoY lo [Hk] = 0. 
The proof of ii) depends on:
Lemma 6. Let (Hk)k0 be a sequence of elements of E. A sufficient condition for
∑∞
k=0 Hk to converge formally on
E is:
∀l ∈ Z lim
k−→+∞ val
(
CYl [Hk]
)= +∞.
In addition, if
∀k ∈ N Hk ∈ K((X))Y ,
then the sum
∑∞
k=0 Hk ∈ K((X))Y .
Proof of Lemma 6. Let (no, lo) ∈ Z2, from the hypothesis of the lemma we have limk−→+∞ val(CY lo [Hk]) = +∞.
Then there is an integer ko such that
k  ko ⇒ val
(
CYlo [Hk]
)
> no,
the number of coefficients CXnoY lo [Hk] different from zero is then finite since inferior to ko, which proves the formal
convergence on E of
∑∞
k=0 Hk . If we assume in addition Hk ∈ K((X))Y  for each k ∈ N, that is to say:
Hk =
∞∑
l=o
S
(k)
l (X)Y
l with S(k)l (X)=
∞∑
n=valS(k)l
a
(k)
n,l X
n,
we will have for lo ∈ N:
n < min
(
valS(0), valS(1), . . . , valS(k0−1), no
) ⇒ ∀k ∈ N a(k) = 0,lo lo lo n,lo
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H =
∞∑
l=0
Sl(X)Y
l =
∑
(n,l)∈Z×N
an,lX
nY l,
we will have for n < min(valS(0)lo , valS
(1)
lo
, . . . , valS(k0−1)lo , no):
an,lo =
∑
k∈N
a
(k)
n,lo
= 0,
which proves Slo(X) ∈ K((X)) and thus, this being true for all lo ∈ N, that H ∈ K((X))Y . 
Proof of ii). By hypothesis:
H(X,Y )=
∞∑
l=0
Sl(X)Y
l with νl = val
(
Sl(X)
) ∈ Z and ν0 > 0.
For r  0 Hr is a well definite element of the ring K((X))Y , put:
Hr =
∞∑
l=0
S
(r)
l (X)Y
l.
Let lo be a fixed element of N; for r  1S(r)lo is given by the coefficient of Y
lo in the r-th power of the following
truncated series:
lo∑
l=0
Sl(X)Y
l = S0(X)+H1,lo ,
with
H1,lo =
lo∑
l=1
Sl(X)Y
l,
indeed, since r  1, the missing terms corresponding to l > lo will necessarily give monomials of partial degree in Y ,
superior to lo. Now
(S0 +H1,lo )r =
r∑
k=0
(̂
r
k
)
Hk1,loS
r−k
0 , (18)
where
(̂
r
k
)
is the image, by the canonical morphism from Q to K, of the binomial coefficient
(
r
k
) (image that we admit
to note henceforth without circumflex accent). We have:
valY (H1,lo ) 1 ⇒ valY
(
(H1,lo )
k
)
 k,
put down
valX(H1,lo )=m(lo)= min(ν1, ν2, . . . , νlo ),
this integer depending only of lo. We have:
valX
(
(H1,lo )
k
)= km(lo) and val((S0)r−k)= (r − k)val(S0) r − k,
then
valX
[
(H1,lo )
k(S0)
r−k] km(lo)+ r − k = r + k(m(lo)− 1).
In addition the coefficient of Y lo in the r-th power (18) is necessarily given for r  lo by the one of the partial sum:
lo∑(r
k
)
Hk1,loS
r−k
0 ,k=0
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m(lo)−
∣∣m(lo)∣∣ ⇒ m(lo)− 1−∣∣m(lo)∣∣− 1 = −(∣∣m(lo)∣∣+ 1),
hence for: 0 k  lo, we have: k(m(lo)− 1)−k(|m(lo)| + 1)−lo(|m(lo)| + 1). And then:
valX
[
(H1,lo )
k(S0)
r−k] r + k(∣∣m(lo)∣∣− 1) r − lo(∣∣m(lo)∣∣+ 1).
Finally we get for r  lo:
valX
[
CYlo
[
brH
r
]]
 min
0klo
{
valX
[
(H1,lo )
k(S0)
r−k]}
 r − lo
(∣∣m(lo)∣∣+ 1), (19)
and this last expression undoubtedly tends to infinite, keeping fixed lo, when r −→ +∞. That proves in applying
Lemma 6 to
∑∞
r=0 brHr , lo being any natural integer, that the formal composition on E, G ◦H exists and belongs to
K((X))Y . 
Remark. i) can be seen as a particular case of ii) since if S0(X)= 0, val(S0)= +∞> 0.
4.4. Partial derivative of formal composition on E
Theorem 7. In the 2 cases of Theorem 5, the formal composition G′ ◦H exists on E and verifies:
∂(G ◦H)
∂Y
= (G′ ◦H )∂H
∂Y
. (20)
Proof of Theorem 7 for the case i) of Theorem 5. It suffices to consider G and H as formal power series of KXY .
Indeed since valY (H) > 0, we are in the case of classical composition in this ring and from the reminder of Section 4.1
we get (G ◦H)′ = (G′ ◦H)H ′. And we remark that the partial derivative with regard to Y in K((X))Y  is equal to
the simple derivative in KXY . 
The proof of Theorem 7 for the case ii) of Theorem 5 will use the three following easy lemmas.
Lemma 8. Let H ∈ K((X))Y , then we have the equivalence:
H(X,Y )= 0 ⇐⇒ ∀l ∈ N, ∀no ∈ N valX
(
CYl [H ]
)
> no.
Proof. Putting H(X,Y )=∑l∈N Sl(X)Y l , we have:
H(X,Y )= 0 ⇐⇒ l ∈ N CY l [H ] = Sl(X)= 0
⇐⇒ ∀l ∈ N valX
(
Sl(X)
)= +∞,
which gives the result since the fact of being superior to all integer characterizes +∞. 
Lemma 9. Let H ∈ K((X))Y  with valX(CY 0 [H ]) > 0, then the application:
ψ :KZ −→ K((X))Y ,
G −→G ◦H,
is a linear application of K-vector space, which extends the substitution morphism:
K[Z] −→ K((X))Y ,
G −→G(H).
Proof. Let be G=∑Rr=0 brZr ∈ K[Z], Definition 3 shows that the formal composition on E, G ◦H is the finite sum∑R
r=0 brHr which is really G(H). The linearity follows from the linearity of the summation in Definition 2. 
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∂(G ◦H)
∂Y
= (G′ ◦H )∂H
∂Y
.
Proof. If G = Zr , the question is to know if ∂Hr
∂Y
= rHr−1 ∂H
∂Y
. It is true since it results from the derivation formula
of a product in K((X))Y . Next for G=∑Rr=0 brZr ∈ K[Z] we have with the linearity of the derivation:
∂(G ◦H)
∂Y
= ∂
∑R
r=0 brHr
∂Y
=
R∑
r=0
br
∂Hr
∂Y
=
R∑
r=0
rbrH
r−1 ∂H
∂Y
= (G′ ◦H )∂H
∂Y
. 
Proof of Theorem 7 in the case ii) of Theorem 5. Let us take again the hypothesis and notation of the proof of
Theorem 5 and let lo ∈ N, R ∈ N. Putting
G(Z)=
∑
0rR
brZ
r
︸ ︷︷ ︸
GR(Z)
+
∑
r>R
brZ
r
︸ ︷︷ ︸
TR(Z)
,
we have from Lemma 9: G ◦H =GR ◦H + TR ◦H , then
∂(G ◦H)
∂Y
= ∂(GR ◦H)
∂Y
+ ∂(TR ◦H)
∂Y
,
and:
G′ =G′R + T ′R ⇒ G′ ◦H =G′R ◦H + T ′R ◦H
⇒ (G′ ◦H )∂H
∂Y
= (G′R ◦H )∂H∂Y + (T ′R ◦H )∂H∂Y ,
and with Lemma 10
∂(GR ◦H)
∂Y
= (G′R ◦H )∂H∂Y ,
thus
∂(G ◦H)
∂Y
− (G′ ◦H )∂H
∂Y
= ∂(TR ◦H)
∂Y
− (T ′R ◦H )∂H∂Y . (21)
Putting TR ◦H =∑∞l=0 Pl(X)Y l with Pl(X) ∈ K((X)), we get:
∂(TR ◦H)
∂Y
=
∞∑
l=1
lPl(X)Y
l−1 =
∞∑
l=0
(l + 1)Pl+1(X)Y l,
then
CYlo
[
∂(TR ◦H)
∂Y
]
= (lo + 1)CY lo+1[TR ◦H ],
hence
val
[
CYlo
[
∂(TR ◦H)
∂Y
]]
= val[CYlo+1[TR ◦H ]]= val[CYlo+1[∑
r>R
brH
r
]]
.
If R  lo then for r > R, we have r  lo+1 and using inequality (19) established in the proof of Theorem 5, we obtain:
val
[
CYlo
[
∂(TR ◦H)]]R + 1 − (lo + 1)(∣∣m(lo + 1)∣∣+ 1). (22)∂Y
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∑∞
r=R rbrZr−1 =
∑∞
r=R−1(r + 1)br+1Zr , then still using (19), we get:
val
[
CYl
[
T ′RoH
]]
R − 1 − l(∣∣m(l)∣∣+ 1),
provided that R − 1 lo  l  0. Put
M(lo)= max
(∣∣m(0)∣∣, ∣∣m(1)∣∣, . . . , ∣∣m(lo)∣∣),
this integer depending only on lo. We have:
0 l  lo ⇒ −l
(∣∣m(l)∣∣+ 1)−lo(M(lo)+ 1)
⇒ val[CYl (T ′R ◦H )]R − 1 − lo(M(lo)+ 1),
which gives with
CYlo
[(
T ′R ◦H
)∂H
∂Y
]
=
lo∑
l=0
CYl
[
T ′R ◦H
]×CYlo−l[∂H
∂Y
]
,
the inequality
val
[
CYlo
[(
T ′R ◦H
)∂H
∂Y
]]
 min
lol0
{
val
[
CYl
[
T ′R ◦H
]]}+ min
lol0
{
val
[
CYl
[
∂H
∂Y
]]}
,
and since
val
[
CYl
[
∂H
∂Y
]]
= val[(l + 1)CY l+1 [H ]]= val[CYl+1[H ]]= νl+1 m(lo + 1),
we still have:
val
[
CYlo
[(
T ′R ◦H
)∂H
∂Y
]]
R − 1 − lo
(
M(lo)+ 1
)+m(lo + 1). (23)
Finally, grouping (21), (22), (23), we get for R  lo + 1,
valX
[
CYlo
[
∂(G ◦H)
∂Y
− (G′ ◦H )∂H
∂Y
]]
min
{
R + 1 − (lo + 1)
(∣∣m(lo + 1)∣∣+ 1),R − 1 − lo(M(lo)+ 1)+m(lo + 1)},
lo being fixed, it is clear that choosing R big enough, this minimum can be done bigger than any integer no. Using
Lemma 8, that proves equality (20), because we can take any natural integer for lo. 
4.5. Transposition to K((X−1))Y 
The application,
ϕ :K((X))−→ K((X−1)),
S(X) −→ ϕ(S)(X)= S(X−1),
is an isomorphism of field which verifies d◦(ϕ(S)) = −val(S). ϕ induces an isomorphism from the K-algebra
K((X))Y  on the K-algebra K((X−1))Y  which allows to transpose all what we’ve seen with K((X))Y  to
K((X−1))Y . Thus we have:
Theorem 5 bis. With the hypothesis of Definition 3, if we assume:
H(X,Y )=
∞∑
l=0
Sl(X)Y
l ∈ K((X−1))Y ,
i.e. that for each l ∈ N, Sl(X) ∈ K((X−1)). Then G ◦ H exists as a formal composition on E and belongs to
K((X−1))Y , in the two following cases:
V. Brugidou / J. Math. Pures Appl. 94 (2010) 244–276 259i) S0(X)= 0,
ii) deg(S0(X)) < 0.
Theorem 7 bis. In the 2 cases of Theorem 5 bis, the formal composition G′oH exists on E and verifies:
∂(G ◦H)
∂Y
=(G′ ◦H )∂H
∂Y
. (20 bis)
4.6. Recapitulation of formal compositions on E
With G(Z)=∑∞r=0 brZr ∈ KZ, we’ve seen 4 possible types of formal composition G ◦H on E, corresponding
to 4 types of series H =∑∞l=0 Sl(X)Y l ∈E:
* type 1: Sl(X) ∈ K((X)) for l  0 and S0(X)= 0 ⇒G ◦H ∈ K((X))Y ;
* type 2: Sl(X) ∈ K((X−1)) for l  0 and S0(X)= 0 ⇒G ◦H ∈ K((X−1))Y ;
* type 3: Sl(X) ∈ K((X)) for l  0 and val(S0(X)) > 0 ⇒G ◦H ∈ K((X))Y ;
* type 4: Sl(X) ∈ K((X−1)) for l  0 and d◦(S0(X)) < 0 ⇒G ◦H ∈ K((X−1))Y .
The type will designate just as well the form of H , as the way from which the composition G ◦H is obtained. Let
us remark that the various types are mutually exclusive, except for the types 1 and 2; a series of both types 1 and 2
will be written:
H =
∞∑
l=0
Sl(X)Y
l with ∀l ∈ N, Sl(X) ∈ K((X))∩ K
((
X−1
))=	(X) and S0(X)= 0,
which is equivalent to H ∈	(X)Y  = K((X))Y  ∩ K((X−1))Y  with valY (H) > 0. Note that 	(X) and 	(X)Y 
are K-algebra as intersection of K-algebra.
4.7. K with characteristic zero and G(Z)= Log(1 +Z)= Z − Z22 + · · ·
* Applying Theorem 7 (resp. Theorem 7 bis) for H of type 1 or 3 (resp. H of type 2 or 4), we get:
∂Log(1 +H)
∂Y
= (1 +H)−1 × ∂H
∂Y
, (24)
where (1 + H)−1 designates the formal composition on E of the series (Log(1 + Z))′ = 1 − Z + Z2 − · · · with the
series H .
* Let H1 and H2 be of one of the 4 types described in Section 4.6, can we write:
(1 +H1)(1 +H2)= 1 +H, (25)
with H of one of the 4 types of Section 4.6? And do we have we then:
Log(1 +H1)+ Log(1 +H2)= Log(1 +H)? (26)
The answer is given now.
Proposition 11.
* If H1 and H2 are of type 1, then H is of type 1;
* If H1 and H2 are of type 2, then H is of type 2;
* If H1 is of type 1, H2 of type 3 or conversely, then H is of type 3;
* If H1 is of type 2, H2 of type 4 or conversely, then H is of type 4;
* If H1 and H2 are of type 3, then H is of type 1 or 3;
* If H1 and H2 are of type 4, then H is of type 2 or 4;
260 V. Brugidou / J. Math. Pures Appl. 94 (2010) 244–276For these six cases, the 3 compositions of (26) are well definite and (26) is true.
Proof. We do it for types 1 and 3, the proof for types 2 and 4 is deduced by transposition as we’ve seen in Section 4.5.
Let H1 =∑∞l=0 S1,l(X)Y l , H2 =∑∞l=0 S2,l(X)Y l , H =∑∞l=0 Sl(X)Y l , we easily get:
S0 = S1,0 + S2,0 + S1,0S2,0. (27)
If H1 and H2 are of type 1, S1,0 = S2,0 = 0 and we get from (27) S0 = 0 thus H is of type 1. If H1 is of type 1 and H2
of type 3, then from (27) we get:
S0 = S2,0 ⇒ valS0 = valS2,0 > 0,
thus H is of type 3. If H1 and H2 are of type 3, then either S0 = 0 and H is of type 1, or S0 = 0, and
valS0 min(valS1,0, valS2,0, valS1,0 + valS2,0) > 0,
thus H is of type 3. In each of those cases, all the terms of (26) are well definite. Now deriving the right-hand side of
(26) and using (24) and (25), we get:
∂(Log(1 +H))
∂Y
= (1 +H)−1 ∂H
∂Y
= (1 +H1)−1(1 +H2)−1
(
∂H1
∂Y
(1 +H2)+ ∂H2
∂Y
(1 +H1)
)
= (1 +H1)−1 ∂H1
∂Y
+ (1 +H2)−1 ∂H2
∂Y
,
but this is nothing else than the derivative of the left-hand side of (26). Hence the two sides of (26) are equal except
for the coefficients of Y 0. To calculate these coefficients we write that for r  1,
Hr =
(
S0 +
∞∑
l=1
SlY
l
)r
= Sr0 +
r∑
k=1
(
r
k
)( ∞∑
l=1
SlY
l
)k
Sr−k0 .
We see that the second term of the right-hand side of this equality has a valuation in Y necessarily superior or equal
to 1. Thus we obtain:
CY 0
[
Log(1 +H)]= CY 0
[ ∞∑
r=1
(−1)r−1
r
Hr
]
=
∞∑
r=1
(−1)r−1
r
CY 0
[
Hr
]
= Log(1 + S0),
and in the same way CY 0 [Log(1 +H1)] = Log(1 + S1,0), CY 0 [Log(1 +H2)] = Log(1 + S2,0).
Since from (27) we have (1 + S0) = (1 + S1,0)(1 + S2,0), we just now have to apply the relation (17) to the series
S0, S1,0, S2,0 ∈ KX which have valuation > 0, to prove that the coefficients of Y 0 are equal in each side of (26). 
Proposition 12. Let H be of type 1, respectively 2, 3, 4, then
(1 +H)−1 = 1 + F, (28)
with F of type 1, respectively 2, 3, 4 and we have:
Log(1 + F)= −(Log(1 +H)). (29)
Proof. (We do it for types 1 and 3, the one for types 2 and 4 is deduced by transposition as we’ve seen in Section 4.5.)
We have:
H =
∞∑
Sl(X)Y
l ∈ K((X))Y  ⇒ 1 +H = 1 + S0(X)+
∞∑
Sl(X)Y
l.l=0 l=1
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results from the theory of formal power series with one variable (see Section 4.1) that 1 + H possesses an inverse
1 + F ∈ KXY . Furthermore we have CY 0 [1 + F ] = (1 + S0)−1 where the inverse is taken in K((X)), i.e.
CY 0 [F ] = CY 0
[
(1 + S0)−1
]− 1 = −S0 + S20 − S30 + · · · .
Hence:
– If H is of type 1 ⇒ S0 = 0 ⇒ CY 0 [F ] = 0 and thus F is of type 1.
– If H is of type 3 ⇒ valS0 > 0, then for r > 1,
val
(
Sr0
)
> r(valS0) > valS0 ⇒ val
(
CY 0[F ]
)= valS0 > 0,
and thus F is of type 3, which proves the first part of Proposition 12. The equality (29) results then in applying
Proposition 11 with the equality (1 +H)(1 + F)= 1. 
4.8. Remark
When H(X,Y ) ∈	(X)Y , we also have 1+H(X,Y ) ∈	(X)Y  and a priori 1+H can have 2 distinct inverses,
one in K((X))Y , the other in K((X−1))Y . We have:
Proposition 13. Suppose H ∈ 	(X)Y , then 1 + H has two distinct inverses if H is of type 3 or 4 and only one
inverse if H is of type 1 and 2.
Hence if H is of type 3 or 4, it is advisable to precise which inverse (1 + H)−1 we discuss. For example, in the
equalities (24) and (28), (1+H)−1 designates the inverse in K((X))Y  (resp. K((X−1))Y ) if H is of type 3 (resp. 4).
Proof. We have by hypothesis:
1 +H = 1 + S0(X)+
∞∑
l=1
Sl(X)Y
l,
with Sl(X) ∈	(X). In the ring K((X))Y , (resp. K((X−1))Y ) the inverse is calculated by,
(1 +H)−1 = (1 + S0(X))−1[1 + ∞∑
l=1
Sl(X)
(
1 + S0(X)
)−1
Y l
]−1
,
where (1 + S0(X))−1 is the inverse in K((X)) (resp. in K((X−1))) of the element 1 + S0(X) ∈ 	(X), and where
the inverse of the bracket is the composition of type 1 (resp. of type 2) of ∑∞l=1 Sl(X)(1 + S0(X))−1Y l by
G(Z)= 1 −Z +Z2 −Z3 + · · · .
A sufficient condition for the existence of inverse for 1 +H is thus 1 + S0 = 0 and that condition is clearly true for
the types 1, 2, 3 and 4. And we have then,
CY 0
[
(1 +H)−1]= (1 + S0)−1.
It results that a necessary condition for the 2 inverses of 1+H to be identical, is that the 2 inverses of 1+S0 in K((X))
and K((X−1)) are equal. This necessary condition is obviously sufficient. Now, in order that the element 1 + S0 of
	(X) has its 2 inverses equal, a necessary and sufficient condition is that this element is a monomial. That’s the case
if H is of type 1 and 2 (S0 = 0) and that’s not the case if H is of type 3 (S0 = 0 with val(S0) > 0) or if H is of type 4
(S0 = 0 with deg(S0) < 0). 
4.9. Convergence when K = C of the composition on E for the topology of C
Theorem 14. We take the same hypothesis of Theorem 5 ii) with K = C. We assume that H(x,y) is convergent on
a poly-annulus in the form R1 = 0 < |x| < R2  +∞, |y| < R3  +∞, the sum of which is H˜ (x, y) on this poly-
annulus. We assume also that G(z) is convergent on a disk |z|  R4  +∞, the sum of which is G˜(z) on the disk.
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sum of which is:
G˜ ◦H(x,y)= G˜(H˜ (x, y)),
furthermore it is possible to impose: 0 =R1  α < β R2, γ R3.
Proof. Let
H(X,Y )=
∞∑
l=0
Sl(X)Y
l and Sl(X)=
∑
nνl
an,lX
n,
with νl = val(Sl) ∈ Z and ν0 > 0. And putting, for r  0,
Hr =
∞∑
l=0
S
(r)
l (X)Y
l ∈ C((X))Y ,
with
S
(r)
l (X)=
∑
n
a
(r)
n,lX
n,
and
G ◦H(X,Y )=
∑
l0,n∈Z
cn,lX
nY l,
with
cn,l =
∑
r0
bra
(r)
n,l ,
this last sum being actually finite, according to Theorem 5. Our goal is to show that the multiple series G ◦ H(x,y)
converges on a poly-annulus of center (0,0) and that G˜ ◦H(x,y) = G˜(H˜ (x, y)) in this poly-annulus. It suffices to
prove that the multiple series, ∑
r0
∞∑
l=0
∑
n
|br |
∣∣a(r)n,l ∣∣|x|n|y|l <∞, (30)
converges in this poly-annulus. Indeed we will then have the convergence and equality in this poly-annulus of the
series, ∑
r0
br
∑
n,l
a
(r)
n,l x
nyl =
∑
n,l
(∑
r0
bra
(r)
n,l
)
xnyl.
It is clear that a(r)n,l is a polynomial with positive coefficients of a finite number of ai,j , then we are going to use a
majorant method. Putting
H(X,Y )=
∑
l0,nνl
|an,l |XnY l and (H)r(X,Y )=
∑
l0,n∈Z
a
(r)
n,lX
nY l,
we have clearly: ∣∣a(r)n,l ∣∣ a(r)n,l .
The series H(x,y) converges on the same poly-annulus (0 < |x|<R2)× (|y|<R3), therefore the series,
(H)r
(|x|, |y|)= (H (|x|, |y|))r = ∑ a(r)n,l |x|n|y|l ,l0, n∈Z
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l0,nνl
∣∣a(r)n,l ∣∣|x|n|y|l  (H (|x|, |y|))r .
In order to have the convergence of
∑
r0
∑∞
l=0
∑
n |br ||a(r)n,l ||x|n|y|l , it thus suffices to have the convergence of∑
r0 |br |(H(|x|, |y|))r and for that it suffices that H(|x|, |y|) ∈D(0,R4). We have:
H
(|x|, |y|)= ∑
nν0>0
|an,0||x|n +
∑
l1,nνl
|an,l ||x|n|y|l . (31)
The power series S0(x) =∑nν0>0 |an,0|xn converges for |x| < R2 as an extracted series of H(x,y). Thus S0(x)
is analytic on the disk D(0,R2), then continuous on this disk. Since S0(0) = 0 we deduce that a real β exits with
R2 > β > 0 such that |x| β implies |S0(x)|<R4/2 and then also
S0
(|x|)= ∑
nν0>0
|an,0||x|n < R42 . (32)
The multiple series, ∑
l1,nνl
|an,l |xnyl =H(x,y)− S0(x),
converges on (0 < |x| < R2) × (|y| < R3) as an extracted series of H(x,y). Hence its sum is a continu-
ous function, then bounded, on each compact included in this poly-annulus and in particular on the compact
(α  |x|  β) × (|y| r3) where α, r3 are real verifying 0 < α < β , 0 < r3 < R3. Let M > 0 be a bound of that
series on this compact. We have in particular for α  |x| β ,∑
l1,nνl
|an,l ||x|nrl3 M,
then for α  |x| β and |y| r3,∑
l1,nνl
|an,l ||x|n|y|l =
∑
l1, nνl
|an,l ||x|n
∣∣∣∣ yr3
∣∣∣∣lr l3  |y|r3 M,
hence we will have for |y| γ = min(r3, r3M R42 ) (note that γ < R3),∑
l1,nνl
|an,l ||x|n|y|l  R42 . (33)
Finally grouping (31), (32), (33) we deduce H(|x|, |y|) ∈ D(0,R4) for (α  |x|  β) × (|y|  γ ). This proves the
convergence of (30) and thus Theorem 14 with the required condition 0 α < β R2, 0 < γ R3. 
We also get by transposition (see §4.5):
Theorem 14 bis. We take the same hypothesis of Theorem 5 bis ii) with K = C. We assume that H(x,y) is convergent
on a poly-annulus in the form |x| > R2  0, |y| < R3  +∞, the sum of which is H˜ (x, y) on this poly-annulus.
We assume also that G(z) is convergent on a disk |z|  R4  +∞, the sum of which is G˜(z) on this disk. Then the
composition of type 4, G◦H(x,y) is convergent on a poly-annulus in the form α > |x|> β , |y|< γ , the sum of which
is:
G˜ ◦H(x,y)= G˜(H˜ (x, y)),
furthermore it is possible to impose α > β R2, γ R3.
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5.1. Formal power series Qp(X,Y )
We take up again hypothesis of Theorem 1. We put:
Q1(X,Y )= Q(X,Y )
A0
= 1 + A1
A0
XY + A2
A0
X2Y 3 + · · · + An
A0
XnY
n(n+1)
2 + · · · (34)
and for p  2,
Qp(X,Y )= Ap−2
Ap−1X
Qp−1
(
X
Y
,Y
)
, (34 bis)
hence for p  1:
Qp(X,Y )= A0
Ap−1
Y
(p−2)(p−1)
2
Xp−1
+ A1
Ap−1
Y
(p−2)(p−3)
2
Xp−2
+ · · · + Ap−3
Ap−1
Y
X2
+ Ap−2
Ap−1
1
X
+ 1 + Ap
Ap−1
XY + · · · + An
Ap−1
Xn−(p−1)Y
(n−(p−2))(n−(p−1))
2 + · · ·
or for p  1
Qp = 1 +Hp, (35)
with
Hp(X,Y )=
∑
n0
n=p−1
An
Ap−1
Xn−(p−1)Y
(n−(p−2))(n−(p−1))
2 . (36)
We clearly have:
* H1 ∈K[X]Y  ⊂	(X)Y  with CY 0 [H1] = 0 then H1 of type 1 and 2;
* and for p  2, Hp ∈	(X)Y  with d◦(CY 0 [Hp])= d◦[Ap−2Ap−1 1X ]< 0, then Hp of type 4.
We have also for p  1, using successively (34 bis):
Qp(X,Y )= Ap−2
Ap−1
Y 0
X
[
Ap−3
Ap−2
Y 1
X
[
. . .
[
A0
A1
Yp−2
X
Q1
(
X
Yp−1
,X
)]
. . .
]]
,
thus
Qp(X,Y )= A0
Ap−1
Y
(p−2)(p−1)
2
Xp−1
Q1
(
X
Yp−1
, Y
)
. (37)
* Otherwise we have for each p  1, substituting X/Y for X in (35) and (36),
Qp
(
X
Y
,Y
)
= 1 + Fp(X,Y ), (38)
where
Fp =
∑
n0
n=p−1
An
Ap−1
Xn−(p−1)Y
(n−(p−1))(n−p)
2 , (39)
thus for p  1, Fp ∈	(X)Y  with val(CY 0[Fp])= val[ Ap X]> 0, then Fp of type 3.Ap−1
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Theorem 15. Let K be a field of characteristic zero. With the hypothesis and notations of Theorem 1 and Qp(X,Y )
given by (35) and (36) we have for all integer p  1
αp(Y )
Yp
= CX1
[
Log(Qp(X,Y ))
Y
− Log(Qp+1(X,Y ))]. (40)
Furthermore, with the following definition of βp(Y ) for all p  1,
βp(Y )=
∞∑
q=0
vp(q)Y
q, (41)
(40) is equivalent to
αp(Y )= βp(Y )− βp+1(Y ), (42)
with
βp(Y )= CX1
[
Yp−1Log
(
Qp(X,Y )
)]
. (43)
Proof. It is unfolded out in two steps:
First step. Starting from (34 bis), we write for p  1:
Qp+1(X,Y )= Ap−1
ApX
Qp
(
X
Y
,Y
)
= Ap−1
ApX
[(
1 + αp(Y )
Yp
X
)(
1 + αp(Y )
Yp
X
)−1]
Qp
(
X
Y
,Y
)
. (44)
Taking (2) and (8) into account, we have:
1 + αp(Y )
Yp
X = 1 + Ap
Ap−1
X + up(p + 1)YX + up(p + 2)Y 2X + · · ·
= 1 +R3(X,Y ),
with R3 ∈ 	(X)Y  and val(CY 0 [R3]) = val[ ApAp−1 X] > 0. Therefore R3 is of type 3 and we deduce from the remark
of Section 4.8 that there are 2 distinct inverses represented by (1 + αp(Y )
Yp
X)−1. We choose the one of K((X))Y .
We know in this case from Proposition 12 that(
1 + αp(Y )
Yp
X
)−1
= 1 +R4 with R4 of type 3 and CY 0[1 +R4] =
(
1 + Ap
Ap−1
X
)−1
, (45)
where the latter inverse must be taken in K((X)). We have in other respects:
Ap−1
ApX
∈	(X)Y ,
and from Section 5.1 Qp(X/Y,Y ) ∈	(X)Y . Since 	(X)Y  ⊂ K((X))Y  the right-hand side of (44) is a product
of 4 elements of the ring K((X))Y , which we can rewrite, taking in account the associativity of the multiplication in
this ring:
Qp+1(X,Y )=
[
Ap−1
ApX
(
1 + αp(Y )
Yp
X
)][(
1 + αp(Y )
Yp
X
)−1
Qp
(
X
Y
,Y
)]
. (46)
* The first bracket of (46) is written:
Ap−1
ApX
(
1 + αp(Y )
Yp
X
)
= Ap−1
Ap
αp(Y )
Yp
(
1 + Y
p
αp(Y )X
)
,
with at first
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Ap
αp(Y )
Yp
= 1 + Ap−1
Ap
up(p + 1)Y + Ap−1
Ap
up(p + 2)Y 2 + · · ·
= 1 +R1(Y ),
where R1 ∈ KY  ⊂	(X)Y  and CY 0[R1] = 0 thus R1 is of type 1 and 2. Next
Yp
αp(Y )
=
(
Ap
Ap−1
+ up(p + 1)Y + up(p + 2)Y 2 + · · ·
)−1
= Ap−1
Ap
+wp,1Y +wp,2Y 2 + · · · ∈ KY ,
then
1 + Y
p
αp(Y )X
= 1 +R2(X,Y ),
with R2 ∈ 	(X)Y  and d◦[CY 0 [R2]] = d◦[Ap−1ApX ] < 0, hence R2 is of type 4. We therefore deduce from
Proposition 11,
Ap−1
ApX
(
1 + αp(Y )
Yp
X
)
= (1 +R1)(1 +R2)= 1 +W1, (47)
with W1 of type 4 and
Log(1 +W1)= Log(1 +R1)+ Log(1 +R2). (48)
* With formulas (38), (39) and (45) above, the second bracket of (46) is written,(
1 + αp(Y )
Yp
X
)−1
Qp
(
X
Y
,Y
)
= (1 +R4)(1 + Fp), (49)
with R4 and Fp of type 3, therefore we have from Propositions 11 and 12
(1 +R4)(1 + Fp)= 1 +W2 with W2 of type 1 or 3, (50)
and
Log(1 +W2)= Log(1 +R4)+ Log(1 + Fp)= −Log(1 +R3)+ Log(1 + Fp). (51)
Let us show that actually W2 is of type 1. We have:
CY 0 [1 +W2] = CY 0[1 +R4]CY 0 [1 + Fp]
=
(
1 + Ap
Ap−1
X
)−1(
1 + Ap
Ap−1
X
)
= 1,
and so we have CY 0 [W2] = 0, hence W2 is necessarily of type 1. Let us show furthermore that W2 ∈ 	(X)Y ,
we have with (37) and (7):
Qp
(
X
Y
,Y
)
= A0
Ap−1
Y
(p)(p−1)
2
Xp−1
Q1
(
X
Yp
,Y
)
= A0
Ap−1
Y
p(p−1)
2
Xp−1
∞∏
k=1
(
1 + αk(Y )
Yp
X
)
hence
1 +W2 = A0
Ap−1
Y
p(p−1)
2
Xp−1
p−1∏(
1 + αk(Y )
Yp
X
) ∞∏ (
1 + αk(Y )
Yp
X
)
. (52)k=1 k=p+1
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Y
p(p−1)
2
p−1∏
k=1
(
1 + αk(Y )
Yp
X
)
=
p−1∏
k=1
Yp−k
(
1 + αk(Y )
Yp
X
)
,
because
p−1∑
k=1
(p − k)=
p−1∑
i=1
i = p(p − 1)
2
.
And because for p − 1 k  1, each of the factors
Yp−k
(
1 + αk(Y )
Yp
X
)
=
(
Yp−k + αk(Y )
Y k
X
)
,
belongs to K[X]Y  (since val[αk(Y )] = k), then so does their product. That is to say:
Y
p(p−1)
2
p−1∏
k=1
(
1 + αk(Y )
Y k
X
)
∈ K[X]Y .
On the other hand and for the same reason we have for k  p + 1, αk(Y )
Yp
X ∈K[X]Y , with
lim
k−→+∞ valY
[
αk(Y )
Yp
X
]
= lim
k−→+∞(k − p)= +∞,
which proves, from the formal power series theory (see [5]), that in the ring K[X]Y  the infinite product∏∞
k=p+1(1 + αk(Y )Yp X) converges for the valuation topology and then belongs to K[X]Y .
Lastly
A0
Ap−1
1
Xp−1
∈	(X)Y .
Since K[X]Y  ⊂	(X)Y , we can now affirm that 1 +W2 belongs to 	(X)Y  as the product of the three previous
factors of the right-hand side of (52):
A0
Ap−1
1
Xp−1
, Y
p(p−1)
2
p−1∏
k=1
(
1 + αk(Y )
Y k
X
)
,
∞∏
k=p+1
(
1 + αk(Y )
Yp
X
)
,
we’ve just seen they belong to this ring.
* W1 is of type 4, and W2 is of type 2 since W2 ∈ 	(X)Y  and is of type 1. Therefore we can apply Proposition 11,
which gives:
Log
[
(1 +W1)(1 +W2)
]= Log(1 +W1)+ Log(1 +W2). (53)
Grouping (46), (47), (48), (49), (50), (51), and (53) we finally have:
LogQp+1(X,Y )= Log(1 +R1)+ Log(1 +R2)− Log(1 +R3)+ LogQp
(
X
Y
,Y
)
. (54)
Second step. From
Log(1 +Z)=
∞∑
r=1
(−1)r−1 Z
r
r
, (55)
we have clearly:
R1 ∈KY  ⇒ Log(1 +R1) ∈KY  ⇒ CX1
[
Log(1 +R1)
]= 0.
Substituting now R2 = 1 (Ap−1 +wp,1Y +wp,2Y 2 + · · ·) and R3 = αp(Y )p X in (55), we get:X Ap Y
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∞∑
r=1
(−1)r−1 1
r
1
Xr
(
Ap−1
Ap
+wp,1Y +wp,2Y 2 + · · ·
)r
⇒ CX1
[
Log(1 +R2)
]= 0,
and
Log(1 +R3) =
∞∑
r=1
(−1)r−1 X
r
r
(
αp(Y )
Yp
)r
⇒ CX1
[
Log(1 +R3)
]= αp(Y )
Yp
,
hence, equalizing the coefficient of X1 in each side of (54), we get:
αp(Y )
Yp
= CX1
[
Log
(
Qp
(
X
Y
,Y
))
− Log(Qp+1(X,Y ))].
In other respects, we verify that for all elements H(X,Y ) of E, we have the relation:
∀k ∈ Z CXk
[
H(X,Y )
]= CXk[Y kH(X
Y
,Y
)]
,
which immediately implies
CXk
[
H
(
X
Y
,Y
)]
= CXk
[
Y−kH(X,Y )
]
,
and we deduce thus the relation (40). Furthermore, from definition (41), the first line of (12), and (13), we get
β1(Y )= A1A0 Y and αp(Y )= βp(Y )− βp+1(Y ). Now, since
Y 0Log
[
Q1(X,Y )
]= Log(1 + A1
A0
XY + A2
A0
X2Y 3 + · · · + An
A0
XnY
n(n+1)
2 + · · ·
)
,
we obtain, using as previously (55),
CX1
[
Y 0Log
[
Q1(X,Y )
]]= A1
A0
Y.
The formula (43) is thus true for p = 1 and step by step, it’s true for all p  1. 
Case of a polynomial. The relations of Theorem 15 are valid when f (X) is a polynomial (without lacuna) with
the same conventions we had put in Section 2.
5.3. Explicit expression of vp(q)
From (41) and (43) it follows by identification of the coefficients, that for p  1, q  0,
vp(q)= CX1,Y q
[
Yp−1LogQp(X,Y )
]
or with (35)
vp(q)= CX1,Y q−(p−1)
[
Log
(
1 +Hp(X,Y )
)]
. (56)
With the Definition 3 of formal composition on E and the relation (36), we have:
Log
(
1 +Hp(X,Y )
)= ∞∑
r=1
(−1)r−1
r
[ ∑
n0
n=p−1
An
Ap−1
Xn−(p−1)Y
(n−(p−2))(n−(p−1))
2
]r
.
By expansion of the bracket’s r-th power, we obtain:
Log
(
1 +Hp(X,Y )
)= ∞∑ (−1)r−1
r
∑
Ξ
r!∏
n=p−1(rn!)
∏
X(n−(p−1))rnY
(n−(p−2))(n−(p−1))rn
2
(
An
Ap−1
)rn
,r=1 n=p−1
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to zero (i.e. rn = 0 except for a finite number of index), such that ∑n=p−1 rn = r . Arranging terms of the right-hand
side according to the power of the variables, we get:
Log
(
1 +Hp(X,Y )
)=∑
k∈Z
∞∑
l=p−1
XkY l−(p−1)
∑
∇k,l
[
(−1)r−1
r
r!∏
n=p−1(rn!)
∏
n=p−1
(
An
Ap−1
)rn]
,
∇k,l means that the summation turns out on the set of natural integer sequences (rn)n∈N,n=p−1, the rn being almost
all equal to zero, such that they hold the 4 conditions:
∇k,l
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(a)
∑
n=p−1
(
n− (p − 1))rn = k,
(b)
∑
n=p−1
(n− (p − 2))(n− (p − 1))
2
rn = l − (p − 1),
(c)
∑
n=p−1
rn = r,
(d) r ∈ N∗.
From (56) it then follows,
vp(q)=
∑
∇1,q
[
(−1)r−1 (r − 1)!∏
n=p−1(rn!)
∏
n=p−1
(
An
Ap−1
)rn]
,
with the conditions:
∇1,q
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(a)
∑
n=p−1
(
n− (p − 1))rn = 1,
(b)
∑
n=p−1
(n− (p − 2))(n− (p − 1))
2
rn = q − (p − 1),
(c)
∑
n=p−1
rn = r,
(d) r ∈ N∗.
In the above brace, all the integers rn are superior or equal to zero, then we have necessarily r ∈ N. Now it’s
impossible to have
∑
n=p−1 rn = r = 0 with condition (a). Therefore condition (d) is redundant and can be omitted.
As for condition (c), we take it into account in replacing directly in the summation, r by
∑
n=p−1 rn. Finally we
obtain the wanted following expression:
vp(q)=
∑
∇
(−1)(
∑
n=p−1 rn−1)
[
(
∑
n=p−1rn − 1)!∏
n=p−1(rn!)
∏
n=p−1
(
An
Ap−1
)rn]
. (57)
∇ meaning that the summation turns on natural integer sequences (rn)n∈N,n=p−1, rn being almost all equal to zero,
such that we have the 2 conditions:
∇
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(a)
∑
n=p−1
(
n− (p − 1))rn = 1,
(b)
∑
n=p−1
(n− (p − 2))(n− (p − 1))
2
rn = q − (p − 1).
(58)
It follows from Section 4 that this set of sequences is finite and incidentally, we can verify it directly.
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We have proved some properties of the sum (57) that we keep for subsequent publications. Here we just express the
terms of (57) in a particular form which will be used later. Let us consider for one of the integer sequence (rn)n=p−1
verifying ∇ , the product ∏n=p−1( AnAp−1 )rn contained in the sum (57). And put for n 1,
Ωn = An−1An+1
A2n
, (59)
Ωn is defined by (59) for all natural integer n if the formal series f (X)=∑n0 AnXn is infinite (without lacuna). If
f (X) is a polynomial (without lacuna), definition (59) is valid up to n= d◦(f (X)) and for n > d◦(f (X)) we will put
Ωn = 0.
It is easy to show that for n > p − 1 and p  2,
An
Ap−1
=Ωn−1Ω2n−2 · · ·Ωn−pp Ωn−p+1p−1
(
Ap−1
Ap−2
)n−p+1
,
and for p − 1 > n 0 and p  2
An
Ap−1
=Ωn+1Ω2n+2 · · ·Ωp−n−3p−3 Ωp−n−2p−2
(
Ap−1
Ap−2
)n−p+1
,
therefore writing N the highest index of non-zero terms of the sequence (rn)n=p−1, we obtain for p  2∏
n=p−1
(
An
Ap−1
)rn
=ΩrNN−1ΩrN−1+2rNN−2 · · ·Ω
rp+2rp+1+···+(N−(p−1))rN
p−1 Ω
r0
1 Ω
r1+2r0
2 · · ·Ω
rp−3+2rp−4+···+(p−2)r0
p−2
(
Ap−1
Ap−2
)ℵ
,
with
ℵ =
∑
n=p−1
(
n− (p − 1))rn,
which is equal to 1 according to the condition (a) of (58). Thus we have for p  2,∏
n=p−1
(
An
Ap−1
)rn
=ΩrNN−1ΩrN−1+2rNN−2 · · ·Ω
rp+···+(N−(p−1))rN
p−1 Ω
r0
1 Ω
r1+2r0
2 · · ·Ω
rp−3+···+(p−2)r0
p−2
Ap−1
Ap−2
, (60)
then the vp(q) are expressed as the product of a polynomial of the “variables” Ωn with coefficients independent of
f (X), by the factor Ap−1/Ap−2. Now it is easy to see that for p  2, we have:
Ap−1
Ap−2
=Ωp−2Ωp−3 · · ·Ω2Ω1 A1
A0
. (61)
We deduce from (60) and (61) that for p  2 and q  p the double sequence (vp(q)), and then also (up(q)), are only
dependent on the sequence (Ωn)n1 except for the factor A1/A0. And from (12) this is still true for p  1 and q  p
since v1(q) = 0 except if q = 0 in which case it is A1/A0. This property implies in particular that the realization of
hypothesis A(R) (see Definition 1) will only depend on (Ωn)n1.
6. Realization of hypothesis A(R)
Theorem 16. Let f (X) = ∑n0 AnXn be a formal power series without lacuna and coefficients in C. If the
Ωn =An−1An+1/A2n are bounded, a real number R > 0 exists such that the hypothesis A(R) is true. More precisely,
if Ω = supn1 |Ωn|, then R∗  ρ2oΩ−1, where ρo is the unique positive root of the equation:
∞∑
k=1
ρk
2 = 1/2.
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convergence of fy(x)= A0∏p1[1 + αp(y)x] with regard to x, on each compact of C.
Proof. Let us remark at first that with the equality (13) and owing to the fact that v1(q)= 0 except for q = 1 (see the
first line of (12)), a sufficient condition to have A(R), is∑
p2, qp
∣∣vp(q)∣∣rq <∞ for all r < R,
we are going to use a majorant method to prove this point.
* Let Qp = 1 + Hp , we have seen that we can formally compose on E, Log(1 + Z) andHp(X,Y ), which gives the
formula (56):
vp(q)= CX1,Y q−(p−1)
[
Log
(
1 +Hp(X,Y )
)]
.
It is clear for the same reason that we can formally compose on E the following fps
−Log(1 −Z)= Z + Z
2
2
+ Z
3
3
+ · · · (62)
with Hp(X,Y ), which will give the double sequence:
v′p(q)= CX1,Y q−(p−1)
[−Log(1 −Hp(X,Y ))].
A calculus quite similar to the one made to obtain (57), will then give:
v′p(q)=
∑
∇
[
(
∑
n=p−1 rn − 1)!∏
n=p−1(rn!)
∏
n=p−1
(
An
Ap−1
)rn]
,
the conditions of summation ∇ are exactly those given by (58). In particular, taking for the formal power series
f ∗(X)= 1 +X +X2 + · · · +Xn + · · · ,
this clearly implies that (the notation v∗p(q) and v′∗p (q) for f ∗(X) correspond respectively to vp(q) and v′p(q) above):∣∣v∗p(q)∣∣ v′∗p (q)=∑
∇
[
(
∑
n=p−1 rn − 1)!∏
n=p−1(rn!)
]
.
More generally, for each formal complex power series without lacuna f (X) = ∑∞n=0 AnXn verifying
Ω = supn1 |Ωn|<+∞, we deduce taking into consideration the expression (60) that∣∣vp(q)∣∣∑
∇
[
(
∑
n=p−1 rn − 1)!∏
n=p−1(rn!)
Ω
∣∣∣∣Ap−1Ap−2
∣∣∣∣],
with
= rN + (rN−1 + 2rN)+ · · · +
(
rp + 2rp+1 + · · · +
(
N − (p − 1))rN )+ r0 + (r1 + 2r0)
+ (r2 + 2r1 + 3r0)+ · · · +
(
rp−3 + 2rp−4 + · · · + (p − 2)r0
)
,
or else:
= (1 + 2 + · · · + (N − (p − 1)))rN + (1 + 2 + · · · + (N − p))rN−1 + · · ·
+ (1 + 2)rp+1 + rp + rp−3 + (1 + 2)rp−4 + · · · +
(
1 + 2 + · · · + (p − 2))r0.
But this is nothing else than:
=
∑ (n− (p − 2))(n− (p − 1))
2
rn,n=p−1
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∣∣∣∣. (63)
* We are going now to majorize v′∗p (q). With the same notations of Section 5.1 for the series f ∗(x), we have:
Q∗1(x, y)= 1 +H ∗1 (x, y)= 1 + xy + x2y3 + · · · + xny
n(n+1)
2 + · · · .
Putting an = xny n(n+1)2 , we have |an+1/an| = |x||y|n+1 which converges, when n−→ +∞, towards:
– zero for |y|< 1 and that for all x ∈ C,
– infinite for |y|> 1 and that for all x ∈ C∗.
Therefore d’Alembert’s rule shows that the convergence domain of H ∗1 (x, y) is exactly C × D(0,1). For p  2, we
have:
H ∗p(x, y)=
y
(p−2)(p−1)
2
xp−1
+ · · · + y
x2
+ 1
x
+ xy + x2y3 + · · · + xny n(n+1)2 + · · · , (64)
then for p  2, the convergence domain of H ∗p is exactly the poly-annulus Λ = (0 < |x|) × (|y| < 1). The power
series (62) has a radius of convergence R4 = 1. Then we know, according to Theorem 14 bis with R2 = 0, R3 = 1,
R4 = 1 that there is for each p  1 a poly-annulus (depending a priori on p) in which converges the series of the
2 variables x and y, −Log(1 − H ∗p(x, y)). Let us show now that we can find a common poly-annulus in which−Log(1 −H ∗p(x, y)) converge for all p  1, and so are holomorphic function in x and y. It suffices, according to the
proof of Theorem 14, to show that in this poly-annulus we have ∀p  1 H ∗p(|x|, |y|) ∈ D(0,1). But H ∗p = H ∗p and
thus it suffices to show H ∗p(|x|, |y|) < 1.
From (64), we have for all p  1, putting s = |x|, t = |y|:
H ∗p(s, t) σ(s, t),
with
σ(s, t)=
[
1
s
+ t
s2
+ t
3
s3
+ · · · + t
n(n−1)
2
sn
+ · · ·
]
+ [st + s2t3 + s3t6 + · · · + snt n(n+1)2 + · · ·]. (65)
Using d’Alembert’s rule, it is easy to show the uniform convergence of the series (65) on each compact of R2 included
in U = R∗+ × [0,1[. Thus in this subset U of R2, σ(s, t) is a continuous function with regard to the two variables.
Furthermore (65) obviously shows that in U , σ(s, t) strictly increases in relation to t .
Let us consider the series:
g(ρ)= 2
∞∑
k=1
ρk
2
.
For ρ ∈ [0,1[, the series defining g(ρ) is obviously convergent and then g(ρ) is continuous and strictly increasing.
Furthermore we have g(0)= 0 and limρ→1− g(ρ)= +∞, thus there is one and only one positive real number ρo such
that g(ρo) = 1. Let us note that this number ρo has been previously considered in an interesting work about Pade
approximants [8]. And from this latter publication we know that ρo = 0.4559 . . . .
In defining to = ρ2o = 0.2078 . . . and so = ρ−1o = 2.1934 . . . , we have (so, to) ∈U . Then from (65) we can write:
σ(so, to)= t
1/2
o
(s2o to)
1/2 +
t
4/2
o
(s2o to)
2/2 + · · · +
t
k2/2
o
(s2o to)
k/2 + · · ·
+ (s2o to)1/2t1/2o + (s2o to)2/2t4/2o + · · · + (s2o to)k/2tk2/2o + · · ·
and since s2o to = 1, we have σ(so, to)= g(ρo)= 1.
Note incidentally that if
t = exp(2iπτ), s = exp(2iπz) and ρ = exp(iπτ), (66)
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functions (see for example [9]). In view of these facts, the above equality σ(so, to) = g(ρo) is nothing else than the
application of the known connection [9]:
ϑ1,0(z, τ )= exp(iπτ/4 + iπz)ϑ0,0(z+ 1/2τ, τ ),
because s2o to = 1 gives zo + 1/2τo = 0 where τo and zo correspond respectively by (66) to to and so.
The definition of the subset U shows that every couple (so, t) belongs to U for to > t  0. Let t1 be a fixed real
number verifying to > t1 > 0. Since σ strictly increases with t , we have σ(so, t1) < 1. Note that actually (so, t1)
belongs to the interior U◦ of U . Thus we deduce from the continuity of σ in this open subset U◦ of R2 that we can
find three positive numbers γ , δ and η verifying γ < so < δ, σ(so, t1) < η < 1 and such that we have:
γ  s  δ and 0 t  t1 ⇒ (s, t) ∈U and σ(s, t) η < 1.
Hence in the poly-annulus (γ < |x|< δ)× (0 |y|< t1), it holds for all p  1:
H ∗p
(|x|, |y|) σ(s, t) η < 1,
and each series −Log(1 − H ∗p(x, y)) will converge and yields holomorphic functions, which answers to the above
affirmation. Furthermore if Γ is the poly-circle (|x| = s) × (|y| = t) where s and t are fixed real numbers verifying
γ < s < δ,0 < t < t1, Cauchy’s inequality with 2 variables applied to the holomorphic function −Log(1 −H ∗p(x, y))
gives: ∣∣v′∗p (q)∣∣= ∣∣CX1,Y q−(p−1)[−Log(1 −H ∗p(X,Y ))]∣∣ Mp(s, t)
stq−(p−1)
,
where
Mp(s, t)= sup
|x|=s,|y|=t
∣∣−Log(1 −H ∗p(x, y))∣∣= sup|x|=s, |y|=t∣∣Log(1 −H ∗p(x, y))∣∣.
Let us remark that, since |H ∗p(x, y)|H ∗p(|x|, |y|) η < 1,Log(1−H ∗p(x, y)) is the principal value of the logarithm,
that is to say:
Log
(
1 −H ∗p(x, y)
)= ln∣∣1 −H ∗p(x, y)∣∣+ iθ with θ ∈ ] − π,+π[,
hence ∣∣Log(1 −H ∗p(x, y))∣∣=√(ln∣∣1 −H ∗p(x, y)∣∣)2 + θ2,
and since
ln(1 − η) ln∣∣1 −H ∗p(x, y)∣∣< ln(1 + η),
it follows Mp M <+∞ where M is independent of s, t , p for γ < s < δ, 0 < t < t1, p  2, and thus∣∣v′∗p (q)∣∣ M
stq−(p−1)
,
which majorizes |v′∗p (q)| as promised. Then, for each formal power series (without lacuna) satisfying
Ω = supp1 Ωp <+∞, we get with (63):∣∣vp(q)∣∣ M
stq−(p−1)
Ωq−(p−1)
∣∣∣∣Ap−1Ap−2
∣∣∣∣,
hence for |y|< tΩ−1 ∑
p2
qp
∣∣vp(q)∣∣|y|q  M
s
∞∑
p=2
|y|p−1
∣∣∣∣Ap−1Ap−2
∣∣∣∣∑
qp
Ωq−(p−1)
tq−(p−1)
|y|q−(p−1),
with ∑Ωq−(p−1)
tq−(p−1)
|y|q−(p−1) =
∞∑[ |y|
tΩ−1
]l
,qp l=1
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p2
qp
∣∣vp(q)∣∣|y|q  ML
s
∞∑
p=2
∣∣∣∣Ap−1Ap−2
∣∣∣∣|y|p−1. (67)
Putting bp = |Ap−1/Ap−2||y|p−1, we see that
bp
bp−1
= |y||Ωp−1|< tΩ−1Ω = t < t1 < to < 1,
and d’Alembert’s rule shows that the series on the right-hand side of (67) converges, which gives the expected
result. Since it is true for all t < t1 and all t1 < to, then it is true for all |y| < toΩ−1 and thus we really have
R∗  ρ2o ×Ω−1. 
Corollary 17. Let f (X)=∑n0 AnXn ∈ CX be without lacuna and such that
Ω = sup
n1
∣∣An−1An+1/A2n∣∣< ρ2o = 0.2078 . . . .
Then f (x) is an entire function equal to:
f (x)=A0
∏
p1
[
1 + αp(1)x
]
,
with αp(1) =∑∞q=p up(q) absolutely convergent for all p  1, the product being finite if f (X) is a polynomial or if
not, infinite and normally convergent on each compact of C. The zeros of f (x) are exactly the xp = −(αp(1))−1 for
all values of p  1 such that αp(1) = 0. They are thus, all real if all the coefficients An are real.
Proof. From Theorem 16 and hypothesis Ω < to we have R∗  toΩ−1 > 1. It then suffices to apply Corollary 4. 
Concerning the reality of the zeros, we have the following stronger result:
Corollary 18. Let f (X)=∑n0 AnXn ∈ RX be without lacuna and such that
Ω = sup
n1
∣∣∣∣An−1An+1A2n
∣∣∣∣ ρ2o = 0.2078 . . . .
Then f (x) is an entire function of which all zeros are real.
The proof will use the following lemma:
Lemma 19. Let f (x) =∑n0 Anxn be a power series with An ∈ C and a radius of convergence Rx > 0. Then for
each fixed y ∈D(0,1), the power series in x,
fy(x)=Q(x,y)=
∑
n0
Anx
ny
n(n+1)
2 ,
has a radius of convergence superior or equal to Rx and we have: limy−→1,|y|1 fy(x) = f (x) uniformly on each
compact of the open disk D(0,Rx).
Proof of Lemma 19. For n  0, |y|  1, we have |Anyn(n+1)/2|  |An|, then by comparison, the radius of conver-
gence of the power series defining fy(x) is superior or equal to Rx . Furthermore for |x| r < Rx , |y| 1 we have:∣∣Anxny n(n+1)2 ∣∣ |An|rn for each n 0 and ∑ |An|rn <+∞.n0
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∑
n0 Anx
nyn(n+1)/2 converges normally in K × D(0,1) for
each compact subset K of D(0,Rx). Q(x,y) is thus continuous on D(0,Rx)×D(0,1). Let ε be any positive number
and K be any compact subset of D(0,Rx). In the compact subset K ×D(0,1) of C2, Q(x,y) is continuous, then also
uniformly continuous. We deduce that a positive number η exists such that
∀(x, x′) ∈K2, ∀(y, y′) ∈D(0,1) ∣∣x − x′∣∣< η and ∣∣y − y′∣∣< η ⇒ ∣∣Q(x,y)−Q(x′, y′)∣∣< ε,
then a fortiori:
∀x ∈K, ∀y ∈D(0,1) |y − 1|< η ⇒ ∣∣Q(x,y)−Q(x,1)∣∣< ε,
that is to say
∀x ∈K, ∀y ∈D(0,1) |y − 1|< η ⇒ ∣∣fy(x)− f (x)∣∣< ε,
which proves the lemma. 
Proof of Corollary 18. From (61) and the hypothesis we have for each n 1:∣∣∣∣An+1An
∣∣∣∣= |ΩnΩn−1 · · ·Ω1|∣∣∣∣A1A0
∣∣∣∣ tno ∣∣∣∣A1A0
∣∣∣∣,
and since to = 0.2078 . . . < 1, d’Alembert’s rule shows that f (x) is an entire function. Furthermore if we consider
any fixed real number yo ∈ [1/2,1[, we can write:
fyo(x)=
∑
n0
A(o)n x
n with for each n 0 A(o)n =Any
n(n+1)
2
o .
For each n 1 we have:
Ω(o)n =
A
(o)
n−1A
(o)
n+1
(A
(o)
n )
2
= yoΩn.
Then supn1 |Ω(o)n | = |yo| supn1 |Ωn|  |yo|to < ρ2o and Corollary 17 applied to the fps without lacuna fyo(X)
proves that fyo(x) is a real entire function of which all zeros are real. From Lemma 19 applied to f (x) with Rx = +∞,
we know that limy−→1,y∈[1/2,1[ fy(x) = f (x) uniformly on each compact subset of C. It follows with Hurwitz’s
theorem that each zero of f (x) is a limit of zeros of fy(x), y ∈ [1/2,1[ and then is a real number. 
Remark. Note that although we do not prove it, some arguments (and one of these originates in Theorem 2 of [8])
lead us to believe that in Theorem 16, Corollaries 17 and 18, the constant to = ρ2o is the best possible in the following
sense. Let ts be the supremum of the elements t ∈ [to,∞] for which Theorem 16 or Corollaries 17 and 18 would be
true in substituting t for to, then we conjecture that ts = to. For Corollary 18, we can give the following more concrete
forms of this conjecture:
Conjecture 20. For each real number t > ρ2o = 0.2078 . . . , there is an entire real function f (x) =
∑
n0 Anx
n
,
without lacuna, verifying,
Ω = sup
n1
∣∣An−1An+1/A2n∣∣< t,
and such that, at least one zero of f (x) is not real.
Let us show that in any case, we surely have ts ∈ [to,1/4]. Indeed Theorem 17 applies to a polynomial without
lacuna of degree n, with in this case Ω = sup1kn−1 |Ωk| because Ωk = 0 for k  n. Let us take in particular the
polynomial 1 + tX + t3X2with t > 0. The roots of this polynomial are not real if t > 1/4, because in this case the
discriminant t2(1 − 4t) is negative. Since Ω =A0A2/A2 = t , that proves ts  1/4.1
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