The foeus of the paper is on the application of an experimental design methodolo~to a semi-conductor manufacturing simulation model. A complex wholeline simulation model of a semiconductor fab is built.
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Seventeen input
factors are set for investigation through a 2-stage group-screening experimental design. A multiple response regression metamodel is built to define the relationships between the significant input factors and the four response variables of interest. The combination of simulation modeling methods with experimental design and regression analysis techniques allows the development of a flexible tool for capacity analysis of a semiconductor manufacturing facility.
INTRODUCTION
As semiconductor companies look for ways to increase their competitiveness, many are turning to simulation modeling to help them control their facilities.
One of the major manufacturers of Application Specific Integrated Circuits (ASIC), has formed an operations research team whose main task is to create simulation models and to assist the company's management in making its fhture business decisions.
At present, simulation is the only tool that is capable of modeling the complex, often random nature of the semiconductor manufacturing environment. Simulation modeling, however, has certain drawbacks, such as the lack of optimization capability. Also, the simulation model is often referred to as a "black box", because the explicit relationships between its input and output parameters are typically unknown. That is why simulation modeling beeomes most effective in wmbination with other anatysis methods, such as experimental design and regression anatysis. Experimental design allows examination of the input factor effects on the system response variables.
In cases where the effects of less than 11 input factors are studied, Biles (1984) recommends the application of fractional factorial designs for the simulation experiments. Research presented by Hood and Welch (1990, 1993) shows the application of fractional factorial Resolution III and IV designs in modeling the logistics of semiconductor manufacturing lines. In cases where more than 11 input factors are studied, the recommended type of design is a group-screening design. A 2-stage group-screening procedure was introduced by Watson (1961) and fhrt.her developed for multiple-stage designs by Patel (1962) and Li (1962) .
Significant contribution to the group-screening design method has been made by Mauro and Smith with their numerous papers on the robustness and effectiveness of the method (Mauro and Smith 1982 , 1984 , and Mauro 1984 .
Based on the experimental design results, regression analysis equations are built to define the relationships between the input factors and the measures of performance. The regression metamodel concepts were introduced to simulation by Kleijnen (197'9) . A longterm advocate for the implementation of multiple response regression metamodels to simulation output analysis is Friedman (1984 Friedman ( , 1987 Friedman ( , 1989 Queue size analysis showed that implanters, steppers and etchers are the three most critical production facility groups. The comparatively large queue sizes at these workstations, which form even in the case of stable WIP output time-series, remind of the danger that the workstations could easily become a fab "bottleneck at certain conditions. Therefore, there was a need for fiwther study to identifj the factors which are significant for the performance of these three workstations and for the averall factory performance. To obtain a Resolution IV experimental design and to minimize the number of simulation runs, a PlackettBurman design with 24 runs was performed at this stage. Each run was replicated 5 times. A total of 120 simulation runs were performed, equivalent to almost 120 hours of computer run time. As in Stage I of the experiment, the global F-test for the model adequaey indicated that all four models are significant (see Table 4 ). Table 5 displays the regression coefficients for all input factors, where the signiilcant input factor coet%cients are shaded. As shown in Table 5 , the MTBF at etchers, the Lot Dispatch Rule at implanters and etchers, the number of machines at steppers and implanters, and the Lot Release Rule have sigtilcant positive effects on the two cycle time variables, (i.e. cycle times decrease when these factors are set at their high levels -see Table 1 ). The "hot lots" percentage does not have a significant effect on the average cycle time for the products, which could be expected.
Although the "hot lots" cycle time decreases, the cycle time for the "regular" lots increases, therefore, the average product cycle time does not change. Note that the decrease in the percentage of "hot lots" from 10% to 5% has a significant positive influence on the throughput of Product 2. The only factor which has no siguiiicance on any of the four response variables is the MTBF on steppers. The Lot Release Rule, on the other hand, has a significant influence on all four responses. A conclusion could be made that the higher the number of response variables, the harder it becomes to identify factors that are totally insigniticaut for all response variables.
CONCLUSIONS
A whole-line simulation model of an ASIC wafer fab was built and validated. This model is a flexible tool for capacity analysis of the semiconductor manufacturing facility. Additionally, a 2-stage groupscreening experiment was designed to study the interactions between the input factors and the multiple measures of performance.
The experience with performing group-screening design on a simulation model with multiple responses leads us to believe that although group-screening design is efficient in cases with a large number of input factors and one response variable, it is not as efficient when multiple response variables are involved.
At the end of stage I, only two out of the seven group-factors were declared insignMcant which brings us back to the stilI considerable number of eleven individual factors at the second stage. Therefore, it could be concluded that the greater the number of response variables, the less efficient the group-screening design method becomes. 
