Abstract | This contribution to the ongoing discussion of division algorithms for residue number systems (RNS) is based on Newton iteration for computing the reciprocal. An extended RNS with twice the number of moduli provides the range required for multiplication and scaling. Separation of the algorithm description from its RNS implementation achieves a high level of modularity, and makes the complexity analysis more transparent. The number of iterations needed is logarithmic in the size of the quotient for a xed start value. With preconditioning it becomes the logarithm of the input bit size. An implementation of the conversion to mixed radix representation is outlined in the appendix.
I. Introduction
Already Szabo and Tanaka 9] devised two algorithms for general division in residue number systems (RNS). But only after 1980 the number of papers dedicated to RNS division started to increase. Chren 3] summarizes some of the previous e orts, and discusses an improved version of Banerji's et al. algorithm 2] . Most RNS division algorithms use some form of binary expansion for the quotient or the reciprocal. They are usually closely tied to their respective hardware implementation, making the complexity analysis di cult. An exception in this category is the work of Davida and Litow 4] . They give the complete analysis for an almost uniform logdepth division circuit. Another more recent result by Lu and Chiang 8] is based on comparison and binary search.
In our approach, we use an extended RNS which provides roughly the square of a normal RNS range for intermediate results. We try to avoid the term \redundant", because the additional residues are signi cant for several computational steps. We compute the (integer) reciprocal of the divisor with respect to the original range of the RNS, and, after multiplication by the dividend, use scaling to get the quotient (and remainder). The algorithm for the reciprocal is in the spirit of Aho, Hopcroft and Ullman 1]. Also Gamberger 5] uses an extended RNS. His division algorithm tries to nd common divisors of the nominator and denominator, removing them iteratively by scaling. Davida We only discuss implementation for unsigned RNS numbers. Adaption to symmetric RNS is not di cult, but destroys some of the clarity in the descriptions.
II. Definitions
Let m 0 1 ; : : :; m 0 2n 2 Z ; pairwise relatively prime, such that 1 < m 0 1 < m 0 2 < < m 0 2n?1 < m 0 2n ; where n 2 Z; n 1. We group these 2n moduli into two vectors of size n: We call the RNS de ned by those moduli an extended RNS, the RNS de ned by the rst n moduli base RNS, and the RNS de ned by the moduli with indices n + 1 to 2n extension RNS. The respective range for the base and the extension RNS is:
where the range for the entire extended RNS is MM.
An integer X; 0 X < MM with residues x 1 = X mod m 1 ; : : :; x 2n = X mod m 2n will be represented in the extended RNS by: x 1 ; : : : ; x n ; x n+1 ; : : : ; x 2n ]:
The representation in the associated mixed radix system (MRS) will be denoted by: We note the following properties: 1. M and M are relatively prime and M < M, thus the mutliplicative inverse M ?1 mod M exists. Furthermore the base part (left of the`;') of an extended RNS number represents the remainder modulo M. 2. For su ciently large n and moduli of similar magnitude, the di erence between M and M will be small. Otherwise the selection of the m i from the m 0 i can be adapted in order to balance the relative size without changing the rst property. 3. Multiplication of two base RNS numbers (in the range M) performed in the extended RNS will never over ow because M 2 < MM. The result can then be reduced to the base range using scaling by M.
III. The Division Algorithm
In this section we give a high level description of our division algorithm; in the next section we shall explain how to use basic RNS operations to implement it. \DIVREM" takes two integers X ; 0 X < M and Y ; 1 X < M, as input and returns the quotient bX=Y c, and the remainder X mod Y . In \RECIP" we use Newton iteration to compute the reciprocal bM=Y c . This algorithm is similar to the one in Aho, Hopcroft and Ullman 1]. But their divide and conquer approach, where the number of valid bits doubles in each recursive step, is not suitable for RNS, because here all residues change simultaneously. Still, the advantage of quadratic convergence is preserved in our algorithm. Applying the Newton iteration scheme
In RNS we have only integer division, so the nal version becomes:
The 
Proof: (1) follows from the basic inequalities for the ceiling operator (X dXe < X + 1) :
The same argument is applied to prove the left side of (1). Also the inductive proof for inequality (2) 
Now let i such that . Using the right side of (1) 
IV. RNS Implementation
Here, we show how to implement DIVREM and RECIP using RNS operations. However, it is not the scope of this paper to discuss hardware realizations. Various models of computation were used so far to derive the complexity of basic RNS operations. More recently, a thorough analysis for NC 1 circuits was carried out by Davida and Litow 4].
Unfortunately conversions were left out. We will show in the Appendix that conversion from RNS to mixed radix representation can be implemented in depth O(log n) using O(n 2 ) RNS processor elements; by \RNS processor element" we mean a circuit for arithmetic or boolean operations, such as addition, multiplication or test for equality, modulo any of the m i .
For the following, we assume that all numbers are already in extended RNS format. Otherwise, we have to do \base extension" from base RNS to extended RNS. for every modulus m j with n + 1 j 2n . The constants P i?1 mod m j can be kept in a lookup table, while the products v i P i?1 are computed in parallel on n n RNS processor elements. Finally the summation mod m j is done in binary trees with O(logn) depth.
Test for \=" and \6 ="
In RECIP, the halting condition for the Newton iteration is \Z 2 = Z 1 ". Two integers X and Y in RNS representation are equal if and only if they agree in each component: x i = y i . The overall result can be obtained from the individual tests by performing AND operations on a single bit in a binary tree with depth O(log n). If necessary, the result can be propagated back to the processor elements using the tree in the inverse direction. In the test for \not equal", AND is replaced by OR. ; q n+1 ; : : :; q 2n ] base extension q 1 ; : : :; q n ; q n+1 ; : : :; q 2n ] Although U is greater than M, the range of the extension RNS is su cient because the result Q will always be smaller than M.
An alternate method works directly in MRS, avoiding the subtraction and multiplication in the extension RNS. However, because the mixed radix conversion uses O(n 2 ) processor elements, the hardware requirement increases almost by a factor of 4, when 2n residues have to be converted instead of n. Let U have the extended mixed radix representation: hv 1 ; : : : ; v n ; v n+1 ; : : : ; v 2n i ; U = By de nition, the products P i with n i < 2n are multiples of M: P i = MS i ; where S n = 1 ; and S i = m n+1 m i for n < i < 2n . We now split the sum into
where R = U mod M and Q = bU=Mc. Q is the desired result for the quotient, and has to be converted back to extended RNS by evaluating the sum for each modulus m j ; (1 j 2n), in the same way as described for base extension.
Comparison
For the correction step at the end of both algorithms, one comparison is necessary. Davida ) . Here, we want to show that some of the functional units for division by M can also be used for comparison (and over ow detection).
First we note that the numbers we want to compare are strictly smaller than M. If we subtract two such (nonnegative) integers X and Y the result Z will \under ow" whenever Z = Y ? X < 0 (X > Y ), which is equivalent to Z > M in extended RNS representation. After performing a base extension from base RNS to extension RNS, we test the result for equality with the residues z n+1 ; : : :; z 2n . If all components agree, we return \X Y ", otherwise \X > Y ".
While using the second method for division by M, we convert Z to (extended) mixed radix representation, and test wether every component v i = 0 for n < i 2n.
From Lemma 4, Lemma 5, and the discussion of this section we conclude that:
Theorem 1: The division algorithm can be implemented in depth O(log n log(M=Y )) with O(n 2 ) RNS processor elements.
Speed up
Replacing z 1 = 2 in RECIP by a start value which is \closer" to the result, the number of iterations can be reduced to O(loglog(M=Y )). In order to achieve this, we choose the nearest power of two by comparing Y in parallel One of the frequently cited results for conversion from RNS to mixed radix representation is Huang 6]. Unfortunately, with the kind of carry-pipelining outlined there, it is not possible to reach the claimed depth of O(logn) in terms of RNS processor elements. In this section we show that, with an additional carry lookahead correction step in the mixed radix system (MRS), this complexity can actually be achieved. Also, we show how to incorporate multipliers instead of lookup tables (which will be rather huge for large moduli). We restrict ourselves here to conversion from either base or extension RNS to the corresponding MRS. We will discuss the necessary adjustments for extended RNS at the end of the section. Given X in the base RNS (or extension RNS respectively) by its residues x 1 ; : : : ; Finally we have to evaluate the whole sum in MRS. First we look at the MRS representation of the constants M i . It can be easily veri ed that all MRS coe cients with index j < i are zero because M i is a product of moduli. We denote the nonzero coe cients for i j n by i;j . Therefore the MRS representations become: Each of the 2i?2 additions can result in a carry of at most 1. It can easily be veri ed that m i+1 is always greater than 2i ? 2 (in the \worst" case, we have: m 1 = 2 and m 2 = 3 > 2 1?2 = 0). Therefore, the accumulated carry from each adder tree is always smaller than the modulus of the next column, so we need only one carry-lookahead MRS addition to get the result: j C 2 C 3 : : : C n?1 j C n + S 2 j S 3 S 4 : : : S n j S n+1 v 2 j v 3 v 4 : : : v n j carry S n+1 is the sum of carries from the nth column. v 1 was already computed in the multiplication step, and v 2 is actually equal to S 2 . Carry-lookahead addition in MRS uses the same method as in the binary system. We follow the notation of Leighton 7] . Addition in MRS spans over i = 3; : : :; n (indicated by the`j' delimiters). For the last column it is normal integer addition corrected by the carry from the MRS addition. Parallel pre x applied to the s, p and g values gives us the correction for each component, as well as the carry forwarded to the last column. C i?1 +S i and the correction value (0 or 1) are added together modulo m i . The parallel pre x operation has depth O(logn). Conversion from extended RNS to its associated MRS needs special attention. Because the smallest modulus m n+1 of the extension RNS is in general smaller than the largest modulus m n of the base RNS, the requirement m i > 2i ? 1 (in particular m n+1 > 2n + 1 , : : :, m 2n > 4n ? 1) is more restrictive. If some of the moduli are too small to satisfy all inequalities, the summation of the products and the carries modulo m i , with n + 1 i 2n, can be done separately, requiring additional carry-lookahead correction step(s) at the end.
