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SPONTANEOUS EXCITABILITY IN THE MORRIS–LECAR MODEL
WITH ION CHANNEL NOISE∗
JAY M. NEWBY†
Abstract. Noise induced excitability is studied in type I and II Morris–Lecar neurons subject
to constant sub threshold input, where fluctuations arise from sodium and potassium ion channels.
Ion channels open and close randomly, creating current fluctuations that can induce spontaneous
firing of action potentials. Both noise sources are assumed to be weak so that spontaneous action
potentials occur on a longer timescale than ion channel fluctuations. Asymptotic approximations
of the stationary density function and most probable paths are developed to understand the role of
channel noise in spontaneous excitability. Even though the deterministic dynamical behavior of type
I and II action potentials differ, results show that a single mechanism explains how ion channel noise
generates spontaneous action potentials.
1. Introduction. The Morris–Lecar (ML) equations were originally developed
as a model of calcium dynamics in muscle fibers of the barnacle Balanus nubilus [19].
The ML equations can also be interpreted as simplified version of the Hodgkin–Huxley
equations, a well known model of single neuron transmembrane voltage dynamics. The
most widely used simplified version of the Hodgkin–Huxley equations is the so-called
FitzHugh–Nagumo equations. Unlike the simpler FitzHugh–Nagumo equations, ML
displays a richer set of dynamics, in particular, several different types of excitability.
The ML equations are given by,
Cm
dv
dt
= x∞(v)fNa(v) + wfK(v) + fleak(v) + Iapp (1.1)
dw
dt
=
w∞(v)− w
τw(v)
,
where v is the transmembrane voltage and w represents the fraction of open K+ chan-
nels. The functions fi(v) = gi(vi − v) determine the ionic currents. The fraction of
open Na+ channels is assumed to be an instantaneous function of v with
x∞(v) = (1 + tanh(2(γNav + κNa)))/2. (1.2)
The steady state fraction and time scale for w are given by
w∞(v) = (1 + tanh(2(γKv + κK)))/2, τw(v) = 2βK cosh(γKv + κK), (1.3)
respectively. (See Appendix F for parameter values.)
The deterministic ML model should be viewed as a mean field limit of a stochastic
model that includes the random opening and closings of ion channels. Single channel
opening and closing statistics can be measured experimentally. The channel variables
that modify the ionic conductances represent the fraction of open channels. The
fraction of open channels is a continuous, deterministic quantity if (i) the number of
ion channels is taken to be infinite while the conductance of an single channel vanishes
or (ii) channels open and close infinitely fast so that the fraction of open channels is
an instantaneous function of the voltage. For the ML model, the potassium channel
variable w is obtained by the former while the sodium channel variable x∞(v) is
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determined by the latter. Note that w is a dynamic variable with its own governing
equation while x∞ can be viewed as the quasi-steady-state fraction of open sodium
channels.
The deterministic ML model can display several different types of excitable be-
havior. In every case, there is a single stable fixed point representing the resting
voltage and we assume that the applied current Iapp is below threshold so that the
deterministic system does not exhibit repetitive firing. Below threshold, only current
fluctuations from stochastic ion channels can induce an excitable event. If current
fluctuations push the system over a voltage threshold to the excited state, the voltage
undergoes a transient spike called an action potential before returning to the resting
voltage. We consider two situations. A type I neuron has three fixed points: a stable
fixed point corresponding to the resting state, an unstable saddle, and an unstable
fixed point corresponding to the excited state. A type II neuron has one fixed point
corresponding to the stable resting state. Deterministic repetitive firing can occur in
type I and II neurons when the input current is increased above threshold [12].
In most physically relevant cases, the system is close to the deterministic limit
so that the ion channel fluctuations are weak compared to the deterministic forces.
In other words, a deterministic trajectory and a stochastic trajectory that share the
same initial conditions are likely to remain close over sufficiently small time scales.
This situation is commonly referred to as weak noise. Under weak noise conditions,
a rare sequence of fluctuations can cause metastable dynamical behavior that the
deterministic model cannot describe. Metastable behavior occurs on long timescales.
A spontaneous excitable event can naturally be separated into two phases: the
initiation phase and the excitation phase. The initiation phase is driven by ion channel
fluctuations and is therefore a metastable transition. The excitation phase begins
once fluctuations increase the voltage to a threshold. Then, the system undergoes
a transient increase in voltage before returning to the stable fixed point. Unlike the
initiation phase, the excitation phase is not metastable, instead being driven primarily
by deterministic forces. If we can derive a description of the metastable initiation
phase then it can be combined with the deterministic description of the excitation
phase to obtain a complete picture of the spontaneous excitable event.
In the weak noise limit, the probability that the process takes a particular path
from point A to point B is sharply peaked along a most probable path (MPP). A
MPP is a statistic, similar to the mode, of a probability distribution functional over
the function space of continuous paths. Although they describe a stochastic process,
MPPs themselves are not stochastic. One can show using large deviations theory
[8, 7] that the likelihood of deviating from the MPP is an exponentially decreasing
function of the magnitude of the deviation. In other words, stochastic trajectories
are highly likely to closely follow the MPP. In general, there are two kinds of MPPs.
Any deterministic trajectory connecting point A to point B is a MPP. If there is no
deterministic path that connects the two points and the transition is noise induced
metastable transition, MPPs build action and become more improbable as the path
gets longer. The action is a measure of how improbable the MPP is. By themselves,
MPPs provide a good qualitative description of how different metastable transitions
occur; they can be thought of as describing noise induced dynamical behavior.
MPPs can also be used to approximate other important properties of the stochas-
tic process. One can show that there is a nontrivial connection between MPPs that
start at the stable fixed point and the stationary probability density function, which
describes the relative fraction of time the system spends in different dynamical regimes
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and determines how rare excitable events are. Since stochastic trajectories leading
from the stable resting voltage to the threshold of an excitable event are described
by MPPs, it is no surprise that MPPs determine the asymptotics of the average
metastable transition time, also called the mean first passage time (MFPT) or mean
exit time.
Several groups have studied stochastic conductance based single neuron models
using large deviation theory [1, 15, 5]. Until recently, it has only been possible to
examine conductance models perturbed by a continuous Markov process. Channel
noise can be approximated by a continuous Markov process, however it is well known
that this can generate significant errors for metastable dynamics [22, 20]. Recently,
the authors have studied type II excitability in the stochastic ML model with channel
noise, deriving MPPs using the WKB method [14, 21]. While the results showed
excellent agrement with Monte Carlo simulations, a systematic connection between
large deviation theory and the WKB method was not established.
The WKB method is a practical tool used extensively to study metastability in
continuous Markov processes and birth-death processes [17, 6, 18, 25, 27]. The connec-
tion between WKB and large deviation theory is well studied for continuous Markov
process [17] and for birth-death processes [10, 24]. Establishing such a connection for
the stochastic ML model is complicated by the presence of fast and slow variables in
a stochastic process that has both continuous and discrete elements. However, due
to recent advances in this area [3, 16], a systematic analysis is now possible. From a
practical perspective, establishing a link between large deviation theory and the WKB
method facilitates the development of numerical algorithms. MPPs are computed us-
ing the geometric minimum action method (GMAM) [11]. We also develop an ordered
upwind method (OUM) to compute the asymptotic approximation of the stationary
density function, based on a similar algorithm for continuous Markov processes [4].
The goal of this paper is to develop theory to describe the metastable behav-
ior leading to different types of spontaneous excitation in the stochastic ML model.
In particular, we develop asymptotic approximations of the MPP for a metastable
excitable event and the stationary probability density function.
The paper is organized as follows. In Section 2 we introduce the stochastic ML
model. Then, in Section 3 we formulate an approximation of most probable paths,
and show how they are connected to the stationary density function. We show how
all relevant quantities can be calculated using the WKB method in Section 3.1. Re-
sults for type I excitability are presented in Section 4.1, including spontaneous action
potentials and spontaneous bursting. In Section 4.2, we present results for the ML
model showing type II excitability.
2. Stochastic model of Morris–Lecar with ion channel noise. The stochas-
tic version of the ML model considered here, using simple two-state ion channels, was
originally developed in [14, 21]. The voltage equation with n = 0, 1, · · · , N open
Na+ channels and m = 0, 1, · · · ,M open K+ channels is
dV
dt
= Iion(v,m, n) ≡ n
N
fNa(v) +
m
M
fK(v) + fleak(v) + Iapp. (2.1)
We assume that each channel is either open or closed and switches between each state
according to
C
βiai(v)
−→←−
βibi(v)
O, i = Na, K, (2.2)
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where the transition rates are aNa(v) = e
4(γNav+κNa), bNa = 1, aK(v) = e
γKv+κK , and
bK(v) = e
−γKv−κK . We assume that the Na+ channels open and close rapidly, so that
1/βNa  τm, where τm = Cm/gL is the membrane time constant. Taking m and n in
(2.1) to be stochastic birth/death processes, we obtain a stochastic hybrid process.
We formulate the process in terms of its probability density function, which satisfies
the differential Chapman–Kolmogorov (CK) equation [9],
∂
∂t
p(v,m, n, t) = − ∂
∂v
(Iion(v,m, n)p) + βKLKp + βNaLNap. (2.3)
The jump operators,
LNa = (E+n − 1)Ω−Na(n|v) + (E−n − 1)Ω+Na(n|v), (2.4)
and
LK = (E+m − 1)Ω−K (m|v) + (E−m − 1)Ω+K (m|v), (2.5)
govern opening/closing of Na+ and K+ channels, respectively, with the jump operator
defined by
E±s f(s) = f(s± 1). (2.6)
The transition rates are
Ω−Na(n|v) = n, Ω+Na(n|v) = (N − n)aNa(v), (2.7)
Ω−K (m|v) = mbK(v), Ω+K (m|v) = (M −m)aK(v). (2.8)
The deterministic system (1.1) is recovered in the limit βNa → ∞, M → ∞,
and we assume that the limit is taken with ϕ = βNa/M fixed. After setting x =
n/N and w = m/M , the limit yields x∞(v) = aNa(v)/(1 + aNa(v)) and w∞(v) =
aK(v)/(bK(v) + aK(v)), which is consistent with (1.1) [14]. The parameter βK deter-
mines how rapidly the K+ channels fluctuate. Here, we assume that v and w change
on the same timescale, with τmβK = O(1).
The model has two large parameters, and in order to obtain a single small pa-
rameter to carry out a systematic perturbation expansion, we define  1 such that
β−1Na = ϕ˜ and M
−1 = ϕ, with ϕ˜/τm = O(1) and ϕ/τm = O(1). (We set ϕ˜ = 1.) Of
course, N could also be a large parameter, but taking the limit N → ∞, M → ∞
yields a different deterministic limit than (1.1) (requiring an additional equation for
the Na+ conductance). We emphasize that our choice of scaling means that the
approximation is valid for any choice of N > 0.
3. Most probable paths. In this section, we develop theory for calculating
asymptotic approximations of MPPs and the stationary density. We assume that the
system is close to deterministic, with a single small parameter 0 <   1 such that
in the limit  → 0, the deterministic system is reached. First we develop a path
description of the process that allows us to define a most probable path. We also
obtain a large deviation principle that established the connection between MPPs and
the stationary density function.
The approximations introduced in the section are based on the idea of formulat-
ing Laplace’s method (a special case of the method of steepest decent) specifically for
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probability theory [8]. We introduce the notation “a
ln' b” to represent a logarithmi-
cally asymptotic relation, e.g.,
f(x; )
ln' eR(x)/ ⇒  log(f(x; )) = R(x) +O().
Recall that Laplace’s method is used to approximate certain integrals. For example,
suppose we have a positive function F (x) for which there is a single minimum at
xm such that F
′(xm) = 0 with limx→±∞ F (x) = ∞. Laplace’s method yields the
approximation ∫ ∞
−∞
e−F (x)/dx
ln' e−F (xm)/.
The idea is that the integral takes its largest contribution at the point xm where F (x)
is at its minimum because the integrand is exponentially decreasing away from xm.
To see how this works in the context of probability theory, consider the random
variable X. We want to approximate the distribution with
Pr[X ∈ (x, x+ dx)] ln' dx e−L(x)/, (3.1)
for some function L(x) defined as follows. Let p ∈ R. Using (3.1) we notice that
E exp
[
pX

]
ln'
∫ ∞
−∞
exp
[
px− L(x)

]
dx,
where E denotes the expectation or mean. Laplace’s method is based on the idea that
the above integral obtains its largest contribution at H(p) ≡ supx∈R{xp − L(x)} so
that E exp{pX/} ln' exp{H(p)/}. Hence, we can rewrite H(p) as
H(p) = lim
→0
 logE exp
[
pX

]
. (3.2)
Assume that h is continuous and convex for all p ∈ R with H(0) = 0. Then, the
desired function L(x) is related to H(p) through the so called Legendre transform:
L(x) = sup
p∈R
{xp−H(p)}, H(p) = sup
x∈R
{xp− L(x)}. (3.3)
After differentiating L with respect to x and H with respect to p, we observe that the
maximizers are given implicitly by
x = H ′(p), p = L′(x).
The above is well defined if L(x) and H(p) are convex functions. Hence, the procedure
for Laplace’s method is to first compute H using (3.2). If the limit exists then the
probability density function can be approximated by (3.1), where L(x) is given by
(3.3). This procedure can be generalized to apply Laplace’s method to functional
integrals.
For notational convenience, we define x = (v, w), treating w = m/M as a contin-
uous variable. Discretize time with tj = t0+j∆t, j = 0, · · · , J+1. Let {nj} and {xj}
be a discretized path where nj = n(tj) and xj = x(tj). Assume that the end points
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(j = 0 and j = J + 1) of the path are fixed with nJ+1 = n and xJ+1 = x. The prob-
ability density function satisfying (2.3) can be written in terms of the compounded
CK equation, which is a slightly different version of the standard integral form of the
Chapman–Kolmogorov (CK) equation. If the path consists of a single interior point
(i.e., J = 1) then we have the standard CK equation,
p(n,x, t|n0,x0, t0) =
N∑
n1=0
∫ ∞
−∞
dx1p(n,x, t|n1,x1, t1)p(n1,x1, t1|n0,x0, t0). (3.4)
Compounding over multiple interior points along a path, we have
p(n,x, t|n0,x0, t0) =
∑
n1,··· ,nJ
∫ ∞
−∞
dx1 · · ·
∫ ∞
−∞
dxJP[{nj}, {xj}], (3.5)
where P is the joint distribution over the path. Using the Markov property, the path
distribution can be written as the product
P[{nj}, {xj}] =
J+1∏
j=1
p(nj ,xj , tj |nj−1,xj−1, tj−1). (3.6)
The goal is to find a useful approximation for the path distribution (3.6) that can
be used to calculate MPPs. Formally, we take a continuum limit J →∞ with ∆t→ 0
so that n(tj) → n(t) and x(tj) → x(t). For   1, the marginal path distribution
(after summing over the {nj}) can be approximated (see Appendix C) by
P[x(t)] ln' exp
[
−1

∫ t
t0
L[x(s),x′(s)]ds
]
, (3.7)
where x′(t) = dxdt . The Lagrangian and the Hamiltonian are related by the Legendre
Transform:
L[x,x′] = sup
p∈R2
{p · x′ −H(x,p)} , H(x,p) = sup
x′∈R2
{p · x′ − L[x,x′]}. (3.8)
where p = (pv, pw) is called the conjugate momentum which plays an important role as
explained below. For (3.8) to be well defined, L must be a convex function of x′ and H
must be a convex function of p. Given the convexity requirements, it follows that the
derivatives ∇x′L[x,x′] and ∇pH(x,p) are monotonic functions, and the maximizers
are given by
x′ = ∇pH(x,p), p = ∇x′L[x,x′]. (3.9)
There is a generalization of (3.2) that can be used to compute H, but it is more useful
in practice to use the WKB method, as shown below in Section 3.1. Two general and
essential properties of H (which are established concretely in Section 3.1) that we use
repeatedly throughout the paper involve its behavior at p = 0, namely
H(x, 0) = 0, ∇xH(x, 0) = d
dt
xdet, (3.10)
where ddtxdet is the deterministic dynamics that satisfies the ML equations (1.1).
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Define the action (sometimes called the rate function) as
S(t) ≡
∫ t
t0
L[x(s),x′(s)]ds. (3.11)
It follows from the definition (3.8) and (3.10) that S(t) is a nondecreasing function,
and that S′ = 0 in the limit x→ xA. This shows that the action is a measure of how
likely a given trajectory is. As the action increases, the likelihood of observing the
trajectory decreases.
In functional integral notation, the marginal density function (after summing over
n and n0) can be written as
p(x, t|x0, t) ln'
∫
Cxx0
D[x(t)] exp
[
−1

S(t)
]
. (3.12)
where Cxx0 is the set of all continuous paths such that x(t0) = x0 and x(t) = x.
Fortunately, we never have to explicitly evaluate (3.12), instead we use Laplace’s
method to obtain a useful approximation. A most probable path is defined as the
largest contribution to (3.12),
xMP(t) ≡ arg inf
x(t)∈Cxx0
∫ t
t0
L[x(s),x′(s)]ds. (3.13)
One can show using the calculus of variations that the MPP defined by (3.13) is a
solution to the Euler–Lagrange equation,
d
dt
∇x′L[x,x′] = ∇xL[x,x′]. (3.14)
The above can be equivalently written as
d
dt
(x′ · ∇x′L[x,x′]− L[x,x′]) = 0. (3.15)
Using (3.8) and (3.9), we have the first integral,
x′ · p− L[x,x′] = H(x,p) = Const. (3.16)
Hence, H is constant along a MPP. Using Hamilton’s principle, MPPs satisfy Hamil-
ton’s equations,
x′ = ∇pH(x,p), p′ = −∇xH(x,p). (3.17)
The first equation simply follows from (3.9). The second equation is derived as follows.
Using the second equation in (3.9) and (3.14), we have
p′(t) ≡ d
dt
p =
d
dt
∇x′L[x,x′] = ∇xL[x,x′]. (3.18)
We therefore need to show that ∇x′L[x,x′] = −∇xH(x,p) on MPPs. Using (3.8)
and writing the maximizer p(x) (i.e., the implicit solution of ∇xH(x,p) = x′) as a
function of x yields
∇xL[x,x′] = ∂p
∂x
· x′ − ∂p
∂x
· ∇pH(x,p(x))−∇xH(x,p(x)). (3.19)
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Then, it follows from the first equation in (3.9) that ∇xL[x,x′] = −∇xH(x,p(x)).
The relationship between the Hamiltonian and Lagrangian in (3.8) provides the
connection between MPPs and the stationary density. If we want to move the starting
point to the stable fixed point, we must take the limit t0 → −∞ as x0 → xA, because
xA is an unstable saddle point of (3.17) (even though it is a stable fixed point of the
deterministic system (1.1)). We also have that p → 0 as x0 → xA. Recall that the
deterministic system (1.1) is recovered from (3.17) by setting p = 0, which means that
deterministic flows exist on the stable manifold of the higher dimensional system. For
any time autonomous stochastic process, the stationary density can be written as
p∞(n,x) = lim
t0→−∞
p(n,x, t|n0,xA, t0). (3.20)
Since H is constant along a MPP and H(x, 0) = 0, we have that H(x,p) = 0 along
every MPP that starts at xA. With this in mind, we can approximate the stationary
density by taking the limit t0 → −∞ and x0 → xA in (3.12) to get
p∞(n,x)
ln' exp
[
−1

∫ t
−∞
p(s) · x′MP(s)ds
]
≡ exp
[
−1

W (x)
]
. (3.21)
Hence, the conjugate momentum p has the alternative definition, p = ∇xW , where
W is called the quasipotential. It follows from (3.12) and (3.21) that the action
determines the quasipotential with W (x(t)) = S(t) along the H = 0 MPPs. Notice
that if MPPs are deterministic trajectories (with p = 0) the quasipotential is flat.
This the case at deterministic fixed points.
An alternative way to derive (3.17) is to apply the method of characteristics [23]
to the static Hamilton–Jacobi equation,
H(x,∇W ) = 0. (3.22)
As shown in the next section, the above equation arises as the leading order problem
in the WKB expansion. The curves (x(t),p(t)) are called characteristics, and the
lower dimensional curves x(t) are called characteristic projections.
Given initial data parameterized by θ, namely x(0) = x0(θ) and p(0) = p0(θ),
the set of characteristics parameterizes the solution surface W to (3.22). As with any
nonlinear scalar PDE, the method of characteristics can break down if characteristic
projections cross. This corresponds to the solution surface folding over on itself, and
some additional constraint is necessary to obtain a unique solution. For example, if
two different characteristic projections, x1(t),x2(t) cross at some time T > t0 so that
x1(T ) = x2(T ) = x and S1(T ) < S2(T ), then there are two possible values that the
quasipotential can take: W (x) = S1(T ) or W (x) = S2(T ). One of the key results of
the large deviation principle is the additional contraint to resolve a unique solution.
Recall that a MPP becomes less likely as the action increases. At a given point x
where two or more characteristic projections cross at time T , we designate the MPP
to be the characteristic with the smallest corresponding action S(T ) defined by (3.11).
This is known as the least action principle. A caustic is a curve along which each point
is the terminus of two or more MPPs that have equal action. For the above example,
we would set W (x) = S1(T ) since S1(T ) < S2(T ). If instead we have S1(T ) = S2(T )
then the point x is on a caustic. Even though x1(T ) = x2(T ) and S1(T ) = S2(T ) at
a point on a caustic, it does not necessarily follow that p1(T ) = p2(T ), which means
that the gradient of the quasipotential is discontinuous across the caustic.
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The large deviation formulation is not just useful for establishing the connection
between the WKB approximation of the stationary density and MPPs. The varia-
tional aspect of the theory can be used to develop numerical methods. We use two
numerical methods to compute MPPs and the quasipotential. MPPs are computed
using the geometric minimum action method (GMAM) [11], which yields a numerical
approximation of x(t),p(t), S(t) between two given points. (Note that the approxi-
mation is discretized by arclength in (v, w) and not by time).
It is often desirable to have a more global view of the quasipotential. Instead of
approximating solutions to (3.17) like the GMAM, a numerical finite diference scheme
can be used to approximate the solution to the static Hamilton–Jacobi equation (3.22).
To compute the quasipotential at points on a discrete grid in the x plane, we have
developed an ordered upwind method (OUM), the details of which can be found in
Appendix A. One of the key advantages of the OUM is that it naturally resolves
caustics by updating grid points in order of increasing quasipotential.
3.1. WKB approximation. The WKB method is a well known means of ap-
proximating the stationary density. It is also a practical way to calculate the Hamil-
tonian H. By conditioning on the number of open Na+ channels n, we can decompose
the stationary density with ps(n,x) = r(n|x)u(x), where u(x) ≡
∑N
n=0 ps(n,x) is the
marginal density function and r(n|x) is the steady-state conditional distribution for
n given x.
Motivated by (3.21), we assume the stationary solution to (2.3) has the form
ps(n,x) ∼ N [r0(n|x) + r1(n|x)] k(x) exp
[
−1

W (x)
]
, (3.23)
where N is a normalization constant, W (x) is the quasipotential, and k(x) is called
the pre exponential factor. It follows that
r(n|x) ∼ r0(n|x) + r1(n|x), u(x) ∼ Nk(x) exp
[
−1

W (x)
]
. (3.24)
At leading order, the WKB expansion determines r0 and H, which determines the
quasipotential W . The pre exponential factor is determined at higher order (see
Appendix E).
Substituting (3.23) into (2.3) and collecting leading order terms yields[
1
ϕ˜
LNa + pv diag Iion(x, n) + h(x, pw)I
]
r0(n|x) = 0, (3.25)
where
h(x, pw) =
βK
ϕ
∑
j=±
(e−jϕpw − 1)Ω±K (Mw|v)/M. (3.26)
Hence, r0 is the appropriately normalized nullvector of the discrete operator,
M(p) ≡ 1
ϕ˜
LNa + pv diag Iion(x, n) + h(x, pw)I, (3.27)
which can be rewritten as a matrix. In order for the WKB solution to be non negative,
the nullvector must also be non negative. Using the Perron–Frobenius Theorem, one
can show (see Lemma D.1 in Appendix D) that M has a unique positive eigenvector
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corresponding to a real, simple eigenvalue that is greater than the real part of all other
eigenvalues. One can also show that the Perron eigenvalue (see Appendix C) is the
Hamiltonian H that defines the Lagrangian in (3.8), which means that characteristics
are MPPs. Hence, we rewrite (3.25) as the eigenvalue problem,
[M(p)−H(x,p)I] q(n,p) = 0, (3.28)
with q(n,p) > 0 for all n and p. Equation (3.28) is equivalent to (3.25) whenH(x,p) =
0, which is the Hamilton–Jacobi equation (3.22) derived in the previous section! Given
p(x) such that H(x,p(x)) = 0, we have that r0(n|x) = q(n,p(x)).
To calculate H we use the anzatz,
q(n) = An/(n!(N − n)!), (3.29)
where A is an unknown that must be determine self consistently. Substituting (3.29)
into (3.28) yields[
−A2 −A
(
1− a− ϕ˜pv
N
fNa
)
+ aNa
]
n
+
A
N
[
A− aNa + ϕ˜
N
(pvg + h−H)
]
= 0. (3.30)
Setting
A = aNa(v)− ϕ˜
N
(pvg(x) + h(pw)−H(x,p)), (3.31)
eliminates the n independent term. The remaining n dependent term becomes
(h−H)2 +
[
(2g + fNa)pv − N
ϕ˜(1− x∞)
]
(h−H)
+ (fNa + g)gp
2
v −
N(x∞fNa + g)
ϕ˜(1− x∞) pv = 0, (3.32)
where we use x∞ = aNa/(1 + aNa). Hence, the solvability condition (3.30) is satisfied
by setting
H(x,p) = h(x, pw) + 1
2
[
N
ϕ˜(1− x∞) − (2g + fNa)pv
]
+
1
2
z(pv)
1
2 , (3.33)
where
h(v, w, pw) =
βK
ϕ
∑
j=±
(e−jϕpw − 1)Ω±K (Mw|v)/M, (3.34)
and
z(pv) ≡
[
(2g + fNa)pv − N
ϕ˜(1− x∞)
]2
− 4
[
(fNa + g)gp
2
v −
N(x∞fNa + g)
ϕ˜(1− x∞) pv
]
.
(3.35)
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It is worth pausing here to mention that for general stochastic hybrid weak noise
problems, it is not always possible to solve the characteristic equation to obtain the
Hamiltonian. In Ref. [21], a different Hamiltonian was derived and used to generate
MPPs by setting H = 0 in the characteristic equation (3.32). An alternative to
defining the Hamiltonian as the Perron eigenvalue is to define it as the determinant
of the matrix obtained from the WKB method (e.g., (3.27)). Call the alternative
Hamiltonian Ĥ. While it immediately follows that this alternative formulation defines
the same gradient p of the quasipotential W , it is not obvious that the resulting
characteristic projections are MPPs. However, one can show that the characteristics
from Ĥ(x,p) = 0 trace the same path in x,p and differ from the characteristics of
H(x,p) = 0 by a time scale. We leave the details to Appendix D. The problem with
using Ĥ is that it is not a convex function of p, which is a essential property for the
GMAM and OUM numerical algorithms. In the context of stochastic hybrid systems
(such as the stochastic ML model), the WKB method by itself does not uniquely
define a Hamiltonian, but this can be resolved using a large deviation principle as
shown in Appendix C. Now that we have identified how to formulate the Hamiltonian
using the WKB approximation, it can be used as a stand-alone method.
Given the solution to (3.22), the conditional distribution r0 is given by
r0(n|x) =
(
N
n
)
Λ(x)n(1− Λ(x))N−n, (3.36)
where
Λ(x) =
A(x)
1 +A(x)
, A(x) = aNa(v)− ϕ˜
N
(pv(x)g(x) + h(x, pw(x))). (3.37)
3.1.1. Gaussian approximation near a stable fixed point. Near a stable
fixed point, a weak noise stochastic process behaves like a continuous Markov process.
Approximating a stochastic process by a simpler continuous Markov process is called
a diffusion approximation. Two widely used methods for obtaining these approxima-
tions are the system-size expansion [13] and a stochastic quasi-steady-state reduction
[14]. It is easy to verify by applying the WKB method to the Fokker–Plank equation
that the Hamiltonian for continuous Markov process must be a quadratic function
of p. Unfortunately, the diffusion approximation breaks down for metastable events
like spontaneous excitability. However, the approximation plays an important role in
numerical algorithms (see Appendix A). Moreover, since p = 0 at fixed points, the
linear behavior of Hamilton’s equations (3.17) near a fixed point is identical to the
diffusion approximation.
At the stable fixed point xA, the stationary probability density function is sharply
peaked and is approximately Gaussian. To see this, Taylor expand the quasipotential
near xA (with W (xA) = 0) to get
W (x) ∼ 1
2
(x− xA)TZ(xA)(x− xA) + · · · , (3.38)
where Z is the Hessian matrix,
Zs,s′ ≡ ∂
2W
∂s∂s′
. (3.39)
On characteristics Z satisfies the Ricatti equation [17, 18]
d
dt
Z = −ZDZ − ZC − CTZ −G, (3.40)
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where
Ds,s′(x,p) =
∂2H
∂ps∂ps′
, Cs,s′(x,p) =
∂2H
∂ps∂s′
, Gs,s′(x,p) =
∂2H
∂s∂s′
. (3.41)
Characteristics converge to stable (unstable) fixed points in the limit t → −∞ (t →
∞). Therefore, at these points we have that Z ′ = 0. Furthermore, we know that
p = 0 at fixed points and that H(x, 0) = 0. Hence, at the fixed point (3.40) becomes
ZDZ + ZC + CTZ = 0, (3.42)
which is called the algebraic Ricatti equation. The solution to this equation yields
a Gaussian approximation of the local stationary probability density, which suggests
that the process behaves like a continuous Markov process near the stable fixed point.
To see the connection between the stochastic ML model and a diffusion approxi-
mation we first expand H near the stable fixed point. Because p = 0 at fixed points,
(3.42) can be simplified by expanding H around p = 0 and x = xA. Expanding to
second order in p and x− xA yields
H˜(x,p) ≡
∑
s=v,w
ps
∑
s′=v,w
(s′ − s′A)Cs,s′(xA, 0) +
1
2
∑
s=v,w
p2sDs,s(xA, 0). (3.43)
Note that many terms vanish at the fixed point, namely, H(xA, 0) = 0, ∇xH(xA, 0) =
∇pH(xA, 0) = 0, and Gs,s′(xA, 0) = 0. The above is consistent with the Hamiltonian
of a continuous Markov process corresponding to the Fokker–Plank equation,
∂
∂t
p˜(x, t) = −
∑
s=v,w
∂
∂s
 ∑
s′=v,w
(s′ − s′A)Cs,s′(xA, 0)p˜(x, t)

+

2
∑
s=v,w
∂2
∂s2
[Ds,s(xA, 0)p˜(x, t)] . (3.44)
It is a useful exercise to show that a WKB expansion of (3.44) results in the Hamil-
tonian (3.43).
4. Results.
4.1. Type I excitability.
4.1.1. Spontaneous action potentials. Consider the parameter regime where
the deterministic system has three fixed points: one stable, one saddle, and one
unstable. (Parameter values are listed in Appendix F.1.) A phase plane diagram of
the deterministic dynamics is shown in Fig. 4.1(a). The stable manifold of the saddle
defines a threshold for excitation. A deterministic trajectory starting to the left of
the threshold quickly converges to the stable fixed point. On the other hand, when
starting to the right of the threshold, the trajectory exhibits a transient increase in
voltage as it travels around the unstable fixed point before reaching the stable fixed
point. Hence, a noise induced action potential can be broken into two phases: a slower
initiation phase and a faster transient spike in voltage followed by a return to the stable
fixed point. The initiation phase is a fluctuation-induced spontaneous transition from
the stable fixed point to the threshold. Once the threshold is reached, the return
to the stable fixed point is dominated by the deterministic forces rather than ion
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Fig. 4.1. (a) Deterministic phase plane for type I excitability. Streamlines of the deterministic
vector field are shown as thin grey curves. A representative stochastic trajectory of an excitable
event is shown in blue. Also labeled in the figure are the v-nullcline (VN), w-nullcline (WN), stable
manifold of the saddle (SM), and unstable manifold of the saddle (UM). (b) Representative time
dependent stochastic trajectory of an excitable event.
channel fluctuations. The most likely path taken during the return phase is along one
of the two branches of the unstable manifold (see the green curve Fig. 4.1(a)). The
right branch leads to an excitable event and the left branch leads directly back to the
stable fixed point. Fig. 4.1(b) shows a representative stochastic trajectory obtained
by simulation (see Appendix B).
Fig. 4.2 shows a several MPPs (orange curves, computed using the GMAM) that
start at the stable fixed point. MPPs can only directly lead to the threshold (dashed
line) below the saddle, where they cross from left to right. Above the saddle, MPPs
first travel through the saddle and then cross the threshold from right to left. Hence,
MPPs that cross the threshold above the saddle are most likely to be returning action
potential trajectories. That is, action potential trajectories at the end of the excitation
phase that are returning to the stable resting potential. Spontaneous action potentials
are most likely initiated below the saddle.
Above the stable fixed point many characteristic projections overlap. Uniqueness
of the solution is recovered using the minimum action principle (see Section 3). At
14 PREPRINT
C
WN
VNUM
* stable fixed point
saddle
unstable fixed
point
+
*
+
Fig. 4.2. Type I excitability, showing MPPs that start at the stable fixed point and end at the
threshold (dashed curve). This red line shows the MPEP that connects the stable fixed point to the
saddle. Multiple orange curves show MPPs that reach other points on the threshold. Also shown
are the caustics (C) where characteristic projections (not shown) collide.
+*
* stable fixed point
saddle
unstable fixed
point
caustic
+
Fig. 4.3. Type I excitability, showing the quasipotential W (v, w) computed using the OUM on
a 500× 500 grid. Yellow curve shows the caustic. Orange streamlines show the behavior of MPPs.
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any given point x through which two or more characteristics cross, the value of W (x)
is given by the characteristic that has the smallest action. A caustic is a curve along
which each point is the terminus of two ore more MPPs and the gradient of the
quasipotential is discontinuous. Fig. 4.2 shows two branches (yellow curves) of the
caustic. To the left of the threshold, transient excursions from the attractor reach the
caustic from below, while returning action potentials reach the caustic from above.
The upper branch of the caustic crosses the separatrix above the saddle, separating
excitation-phase MPPs into those that travel around the unstable fixed point and
those that do not.
The quasipotential, computed using the OUM, is shown in Fig. 4.3. As there are
two phases to an excitable event, there are two regions of the quasipotential, separated
by the threshold. Around the stable fixed point is a potential well from which the
trajectory must escape during the initiation phase. Around the unstable fixed point,
to the right of the threshold, the quasipotential forms a horseshoe-canyon-like shape
(see Fig. 4.4), the bottom of which lies flat along the unstable manifold (see green
curve in Fig. 4.2). Hence, the most probable MPP for the excitation phase is the
Fig. 4.4. A close up of the quasipotential from Fig. 4.3 around the unstable fixed point.
deterministic unstable manifold.
While the unstable manifold wraps around the unstable fixed point only once, a
stochastic trajectory can rotate around the unstable fixed point during the excitation
phase, prolonging the action potential. The situation can be more pronounced if
there is a stable limit cycle surrounding the unstable fixed point as shown in the next
section.
4.1.2. Spontaneous bursting. By slightly changing parameters, a stable limit
cycle can emerge around the unstable fixed point corresponding to the excited state.
(Parameter values are listed in Appendix F.2.) The phase plane is shown in Fig. 4.5(a).
The unstable manifold (green curve) converges to a stable limit cycle surrounding the
unstable fixed point. Also shown is a representative stochastic trajectory, Fig. 4.5(b).
With a stable limit cycle surrounding the unstable fixed point, the excited state
is no longer transient, and escape back to the resting state is also a spontaneous
event. Hence, a single excitable event is characterized by two spontaneous events
occurring in sequence: spontaneous initiation and escape from the excited state back
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Fig. 4.5. Type I excitability with bursting, showing (a) the deterministic phase plane. Stream-
lines of the deterministic vector field are shown as thin grey curves. A representative stochastic
trajectory of an excitable event is shown in blue. (b) Representative time dependent stochastic
trajectory of an excitable event.
to the resting state. If the average duration of an excited state is much less than
average time for spontaneous initiation, a single excitable event can be described as
spontaneous bursting. In contrast to deterministic bursting where the number of
bursts is fixed, the duration of the burst is also random.
Fig. 4.6 shows MPPs from the stable fixed point to the saddle (red) and from the
stable limit cycle to the saddle (blue). In this case, we have that µ > 1, where µ is
the eigenvalue ratio at the saddle. Hence the MPEP is not tangent to the threshold
as in the previous example. Like the previous example, MPPs that start at the stable
fixed points reach the threshold below the saddle only, while MPPs that start from
the limit cycle (light blue) cross the threshold above the saddle only. Notice that
there is an effective reflecting barrier near the saddle along w = 0 so that all of the
MPPs that reach the threshold from the stable fixed point are very close. We can
expect that the exit behavior of the initiation event is nearly one dimensional as w is
approximately fixed along the red curve.
The quasipotential is shown in Fig. 4.7. The front view (Fig. 4.7(inset)) shows
that the quasipotential has the profile of a double well potential, with a local mini-
mum of the left potential well at the stable fixed point and a local maximum at the
saddle. However, the profile appears flat at the bottom of the right potential well,
corresponding to the excited state, because of the stable limit cycle. Notice that the
left well is very thin (with respect to w), confirming that w is approximately constant
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Fig. 4.6. Type I excitability with bursting, showing MPPs that start at the stable fixed point
and reach the threshold (dashed curve). This red line shows the MPP that connects the stable fixed
point to the saddle. Note that MPPs from the stable fixed point do not cross the saparatrix above
the saddle. The blue line shows the MPP that connects the stable limit cycle (green) with the saddle
(S). Light blue curves show MPPs from the stable limit cycle that cross the saparatrix above the
saddle.
* +
* stable fixed point
saddle
unstable fixed
point
+
Fig. 4.7. Type I excitability with bursting, showing the quasipotential W (v, w) computed using
the OUM on a 500× 500 grid.
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during the initiation phase.
The right well takes a shape similar to the bottom of a wine bottle (see Fig. 4.8).
Along the deterministic limit cycle xc(t), the quasipotential is constant withW (xc(t)) ≡
Fig. 4.8. A close up of the quasipotential from Fig. 4.7 around the unstable fixed point.
Wc. For x in a neighborhood of xc, the quasipotential is increasing so that Wc ≤
W (x). On the interior of the limit cycle, W has a local maximum at the unstable
fixed point.
4.2. Type II excitability. Excitability is also possible with a single stable fixed
point and no unstable fixed points. (Parameter values are listed in Appendix F.3.)
Fig. 4.9 shows the deterministic phase plane for a type II excitable system. Also
shown is a representative stochastic trajectory that starts at the stable fixed point
and later undergoes an excitable event. Similar to type I spontaneous excitability, the
stochastic trajectory spends a long period of time near the stable fixed point until a
it undergoes an initiation event. After initiation, it follows close to a deterministic
trajectory until it returns to the stable fixed point.
In contrast to the previous examples, it is difficult to define a threshold without
an unstable saddle point which defines a separatrix. For the deterministic limit, a
threshold can be defined in certain limits [15], but there is no general structural
definition and often ad-hoc excitation thresholds are defined. However, a stochastic
analysis of MPPs shows that the excitable system with one fixed point shares many
features in common with the system with three fixed points.
MPPs that lead to spontaneous action potentials are shown in Fig. 4.10. The blue
region, which corresponds to a region where W is relatively flat, contains the most
likely observable action potential trajectories during the excitation phase. A threshold
(dashed black line TH in Fig. 4.10) is defined as the level curve of W passing through
the caustic formation point. All of the MLTs that eventually cover the blue region
start out very close together during the initiation phase and cross the threshold very
close to a single point called the bottleneck (see Fig. 4.10 inset). In other words, the
most observable spontaneous action potential trajectories follow a single path (red
dashed curve) during initiation. We expect to see this in a type I system because of
the saddle, and it is interesting that this behavior is preserved in a type II system.
The bottleneck acts like a saddle even though the Type II system has no saddle.
If MPPs asymptotically approach deterministic trajectories, it must be in the
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Fig. 4.9. (a) Deterministic phase plane for type II excitability. Streamlines of the deterministic
vector field are shown as thin grey curves. A representative stochastic trajectory of an excitable event
is shown in blue. (b) Representative time dependent stochastic trajectory of an excitable event.
limit t → ∞. In a type I excitable system, this happens at the end of the initiation
phase as the MPEP approaches the stable manifold of the saddle. On the other
hand, for a type II excitable system there is no saddle, and asymptotic convergence
to a deterministic trajectory does not occur until the end of the return phase when it
reaches the stable fixed point. However, as is shown in Fig. 4.10, after MPPs leave the
potential well region, they become very close to deterministic trajectories. This can
be quantified by observing that ‖p‖ is small (but not zero) after leaving the potential
well region. Unlike the type I example, a stochastic trajectory, once it reaches the
boundary of the potential well, is not equally likely to continue to become an action
potential or return directly to the stable fixed point. However, since ‖p‖ is small, the
probability of returning directly to the stable fixed point is slightly higher than to
generate an action potential. Hence, the mean time to exit the potential well region
can be viewed as a lower bound on the mean time to initiate an action potential, the
former being less than half the value of the latter.
The quasipotential, computed numerically, is shown in Fig. 4.11. The orange
streamlines represent segments of MPPs that start at the stable fixed point. As
shown in Fig. 4.11, there is a caustic formation point where MPPs begin to overlap.
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Fig. 4.10. Type II excitability, showing MPPs (orange curves) during initiation. The dashed
black curve (TH) shows a level curve of W that reaches the caustic formation point (CP). The blue
region contains the most observable action potential trajectories during the excitation phase. The
black stream lines show the deterministic dynamics. During the initiation phase, MPPs follow a
single path (dashed red line) and cross through a bottleneck (BN) before reaching the excitation phase
(blue region).
*
* stable fixed point
caustic
Fig. 4.11. Type II excitability, showing the quasipotential W (v, w) computed using the OUM on
a 500× 500 grid. Yellow curve shows the caustic. Orange streamlines show the behavior of MPPs.
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To the right of this point, there is a region where MPPs get very close to deterministic
trajectories during the excitation phase. That is, during the excitation phase, MPPs
are very similar to deterministic action potentials. This matches the intuition that
noise must push the system away from the stable fixed point into the region where
deterministic trajectories undergo an excitable event. In the deterministic system
(1.1) the fixed point is stable. In the higher dimensional Hamiltonian dynamical
system (3.17), the fixed point is a saddle, with a stable manifold tangent to p = 0
(recall that setting p = 0 recovers the deterministic limit). Hence, there is a subset
of MPPs that form closed trajectories that are heteroclinic connections between the
unstable and stable manifold. As these MPPs return toward the fixed point, they
collide with unstable MPPs leading away from the fixed point along a caustic. The
caustic wraps around the potential well region, marking the edge of a flat shelf-like
region corresponding to the excited state.
Finally, to check the accuracy of the result, we use Monte Carlo simulations to
confirm that the behavior of the process during the initiation phase is consistent
with the MPPs shown in Fig. 4.10. Motivated by Ref. [6], we perform Monte-Carlo
simulations (for details about the algorithm, see Appendix B) to obtain trajectories
that start at the stable fixed point and eventually reach the line v = 0.6. Several
simulation trajectories are shown in Fig. 4.12 along with the MPP (dashed red curve)
that corresponds to the dashed red curve shown in Fig. 4.10. From the ensamble of
these trajectories, we determine the statistics of the position as a function of time
preceding arrival at the threshold. We then set the time at which each trajectory
ends (i.e., the time at which they reach v = 0.6) to t = 0 and look backward in
time in order to observe the behavior of the process during the initiation phase of a
spontaneous action potential.
Trajectories are sampled to obtain histograms of the path history defined as prob-
ability density Q(x, t|xf , tf ; xA, t0), for t0 < t < tf . We can express the path history
as
Q(x, t) =
p(xf , tf |x, t)p(x, t|xA, t0)
p(xf , tf |xA, t0) , (4.1)
where vf = 0.6, tf = 0 and (effectively) t0 = −∞ (trajectories take a long time
to reach vf ). Each pane in Fig. 4.13 represents a discrete approximation from 10
3
simulation trials of Q at a different point in time. The most probable path (dashed
red curve) coincides with the peak of the histogram as a function of time.
5. Discussion. A spontaneous excitable event has two phases: the initiation
phase and the excitation phase. During the initiation phase, ion channel fluctuations
push the voltage and K+ channel population to a threshold. The MPP taken during
the initiation phase is most likely to follow the most probable exit path (MPEP),
which is very different from any deterministic trajectory. The excitation phase takes
the system from the threshold through a transient spike in voltage and ultimately
back to the stable fixed point. The MPP taken during the excitation phase follows
(at least in part) closely to a deterministic trajectory.
For the basic type I system, there is a single MPP that characterizes the sponta-
neous action potential. During the initiation phase, the MPP moves from the stable
fixed point to the saddle along the MPEP (red curve Fig. 4.2). During the excita-
tion phase, the MPP follows the deterministic unstable manifold around the unstable
fixed point back toward the stable fixed point (green curve Fig. 4.2). The initiation
phase for the type I system with bursting is similar (red curve Fig. 4.7(a)). Unlike the
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Fig. 4.12. The most probable path (corresponding to the dashed red curve in Fig. 4.10) during
initiation as a function of time along with several simulation trajectories (grey curves) for the Type
II system.
t=−0.0t=−3.0t=−6.0
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Fig. 4.13. The path history Q during the initiation phase of a Type II spontaneous action
potential, computed from 103 simulation trajectories. The dashed red curve is the MPP (the same
curve as shown in Fig. 4.12) up to time t. The stable fixed point is shown as a white circle.
previous case, the excitation phase has multiple parts. The excitation phase starts
with the right branch of the unstable manifold until reaching the stable limit cycle
(green curve Fig. 4.5(a)). The number of oscillations around the unstable fixed point,
and therefore the length of the burst, is not described by a MPP, but after fluctua-
tions push the trajectory far enough away from the limit cycle, an MPP describes its
approach back to the saddle (blue curve Fig. 4.6). After returning to the saddle, the
trajectory is most likely to return to the stable fixed point along the left branch of
the unstable manifold (green curve Fig. 4.5(a)).
The analysis of the type II system is less tractable due to the lack of a saddle.
However, the presence of a caustic provides an effective energy barrier for initiation.
Even without the saddle, MPPs follow closely along a single path (dashed red curve
Fig. 4.11(a)) as they approach the energy barrier. Hence, a single MPP characterizes
the initiation phase similar to the type I case described above. However, during the
excitation phase, the amplitude of the spontaneous action potential is not described by
a single MPP because there are many MPPs that have approximately equal likelihood
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(blue region in Fig. 4.11(a)).
The biggest difference between type I and type II spontaneous action potentials is
the behavior during the excitation phase. Type I action potentials can exhibit voltage
oscillations, especially when there is a stable limit cycle surrounding the unstable fixed
point. Type II action potentials on the other hand do not show this behavior.
Interestingly, the behavior of type I and type II spontaneous action potentials are
similar during the initiation phase. There are two ion channel species that contribute
to spontaneous initiation. The number of open channels determines the net current
Iion(v,m, n), and if the net current is increased for enough time, the voltage rises
above threshold, generating an action potential. There are two ways to increase the
net current: by opening Na+ channels or by closing K+ channels.
Clearly, the maximum increase in the net current from closing K+ channels occurs
when all of the K+ channels are closed. If we fix m = 0 to be constant, removing
K+ channel fluctuations and dynamics, the deterministic system becomes
v′ = Iion(v, 0, Nx∞(v)).
The function Iion(v, 0, Nx∞(v)) has cubic-like shape. For Iapp < I∗, there are three
fixed points where v′ = Iion(v, 0, Nx∞(v)) = 0: two stable separated by one unstable.
Only the third fixed point is above the threshold. To generate an action potential,
Na+ channel fluctuations are required to increase the voltage from the first fixed point
past the second. At Iapp = I∗, the first two fixed points vanish. For Iapp > I∗, only
the third fixed point remains, which means that K+ channels alone are capable of
initiating an action potential. That is, once all of the K+ channels close, the voltage
can deterministically increase above threshold. Fig. 4.1 shows the Iapp < I∗ case while
Fig. 4.9 shows the Iapp > I∗ case.
Recall that the parameter ϕ = 1/(M) controls the relative strength of Na+ and
K+ channel fluctuation. As ϕ decreases (equivalently M increases with  fixed) the
K+ channel fluctuations become less significant than Na+ channel fluctuations. For
ϕ small enough, Na+ channels provide the dominant contribution to spontaneous
initiation. It is natural to conclude then that for ϕ large enough, K+ channels provide
the dominant contribution to spontaneous initiation. Indeed, this is the case when
Iapp > I∗. Notice that MPPs leading to action potentials drop below the v-nullcline
in Fig. 4.10. If instead we have Iapp < I∗ then K+ channels alone cannot induce an
action potential, regardless of how large ϕ is.
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Appendix A. Ordered upwind method. The ordered upwind method (OUM)
is a finite difference method that approximates the quasipotential at a set of discrete
grid points. That is, it approximates the solution to the static Hamilton–Jacobi
equation,
H(x,∇W ) = 0, (A.1)
where H is given by (3.35). The method is well known for solving static Hamilton-
Jacobi equations [26] and has been recently adapted for use in the stochastic setting
for continuous Markov processes [4]. This adaptation takes advantage of a geometric
minimum action formulation of the path integral [11]. However, the algorithm pre-
sented in Ref. [4] works only for continuous Markov processes and must be modified
as follows.
The method exploits two facts about the Hamiltonian dynamical system: (i) the
action S(t) is an increasing function of t and satisfies a least action principle; and (ii)
the quasipotential is related to the action on the H = 0 MPPs by W (x(t)) = S(t)
(see Section 3). The solution surface is initially defined on the interior of a level curve
of the quasipotential W surrounding a stable fixed point.
For grid points in a small region containing the stable fixed point, the solution is
known before hand. The initially computed region is the interior of a level curve of W ,
the function we seek to compute. That is, a curve x(s) such that W (x(s) = Const.
The method can be described as sequentially computing the solution at grid points
closest to those points previously computed As it grows outward, the outer boundary
between computed and uncomputed grid points is approximately a level curve of W .
To organize the computation, grid points are categorized as follows. The grid
points within the computed region nearest to the boundary are labeled accepted front;
all other points in the computed region are labeled accepted. All grid points exterior
to this region must be computed one at a time.
Any uncomputed grid point that is adjacent to an accepted front point is labeled a
considered point. At each step, a tentative value of W is computed for each considered
point using a finite diference approximation described below. All of the uncomputed
grid points that are not considered points (those not close to the accepted front)
are labeled unconsidered. The finite difference formula, detailed below, requires two
accepted front points, adjacent to each other, to update a considered point. For a
given considered point, the finite difference is computed from each adjacent pair of
accepted front points within a pre specified range, and the pair that results in the
smallest value of W is chosen as a tentative value.
The pre specified range, call it γ, is necessary in order for information to prop-
agate along characteristics. If the Hamiltonian is very simple (quadratic in p and
from a system satisfying detailed balance) then the update will always come from
an adjacent pair because characteristics follow the gradient of W . This is not so for
nonequilibrium steady states. The characteristic leading to the considered point might
not pass between two of the closest accepted points, it might pass between a pair of
accepted front points that are farther away. This happens when the angle between
the characteristic and the level curve is small. In particular, we know that this angle
is small when characteristics are close to deterministic trajectories and ‖p‖  1.
At the beginning of each iteration of the method, the considered point with the
smallest tentative value of W is chosen and becomes a new accepted front point. Any
of the previous accepted front points that are now on the interior become accepted
points. Unconsidered points that are adjacent to the new accepted front point become
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considered points, and tentative values of W are computed for each new considered
point. Additionally, considered points that are within the pre specified range γ of the
new accepted front point have their tentative values recomputed. Once all tentative
values have been computed as necessary, the process repeats by choosing the consid-
ered point with the smallest tentative value. The method stops when there are no
more considered or unconsidered points (or when a specified maximal value of W is
reached).
We summarize the algorithm as follows
Step 1. Find the considered point with the smallest value of W (a good choice to
keep a sorted list is the heap sort algorithm)
Step 2. Relabel the chosen considered point as accepted front
Step 3. Relabel any nearby accepted front point that has no adjacent considered point
as accepted
Step 4. Relabel nearby unconsidered points adjacent to the new accepted front point
as considered
Step 5. Compute a tentative value of W for each considered points with in the range
γ of the new accepted front point as described above
Step 6. Repeat until all grid points have been computed or a prespecified value of W
has been reached.
The Gaussian approximation detailed in Section 3.1.1 can be used to initialize the
method. The solution to the algebraic Ricatti equation (3.42) allows us to generate
a small elliptical boundary around the stable fixed point on which we specify initial
data for the characteristics. The solution to (3.42) at xA can be computed by setting
S = Z−1 and multiplying both sides of (3.42) by Z−1 to obtain the linear problem
D + CS + SCT = 0. (A.2)
Let δ  1 be the value of W on the initial level curve. The initial region is the set of
grid points {xn : W (xn) ≤ δ} on the interior of the initial level curve, where
W (xn) =
1
2
(xn − xA)TZ(xA)(xn − xA), (A.3)
and
∇W (xn) = Z(xA)(xn − xA). (A.4)
Characteristics converge to MPPs that start at the stable fixed point after taking the
limit δ → 0. For numerical solutions, we take δ  1 large enough to obtain a stable
solution but small enough that quasipotential is accurate. Initial data can also be
specified near a stable limit cycle; we leave the details to Appendix A.2.
A.1. Variational finite difference. Assume that the Hamiltonian is a convex
function of p. Compute the finite difference approximation at a point x using the
adjacent pair of accepted front points, x1 and x2, with corresponding p1 and p2
previously computed. Define
xθ = θx1 + (1− θ)x2, 0 < θ < 1. (A.5)
Likewise, let pθ = θp1+(1−θ)p2 and Wθ = θW (x1,p1)+(1−θ)W (x2,p2). Differen-
tiating W (x(t)) with respect to time yields the differential relationship dW = dx · p.
Hence, given θ and p, a finite difference formula is given by
W (x) ≈Wθ + dxθ · p. (A.6)
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To specify θ and p, we use a variational finite difference formula [11], given by
W (x) ≈ inf
θ∈(0,1)
Wθ + supp∈R2
H(p)=0
(dxθ · p−H(p))
 . (A.7)
The outer minimization follows from the least action principle and can be numeri-
cally computed using standard minimization routines. The inner maximization is the
Legendre transform of the Hamiltonian, with the added constraint that H(p) = 0.
Since the Legendre transform of the Hamiltonian is the Lagrangian, this constrains θ
so that dxθ is ’upwind’ of x in the direction of the MPP passing through x. In other
words, the finite differences move information along characteristics.
A numerical method to compute the maximizer, p(dxθ), is as follows. Using a
Lagrange multiplier µ we want to compute
sup
p∈R2
[
dxθ · p− µ2H(xθ,p)
]
, H(xθ,p) = 0. (A.8)
It follows that the maximizer satisfies
H(xθ,p) = 0, dxθ − µ2∇pH(xθ,p) = 0. (A.9)
Rewrite the second equation as
∇pH(xθ,p) = λ dxθ‖dxθ‖ , (A.10)
where λ = ‖dxθ‖/µ2. Recall that ∇pH(p) = x′ along characteristics. Hence, the
Lagrange multiplier λ has the interpretation λ = dsdt , where s is arclength along a
characteristic.
If we replace H by its diffusion approximation by expanding H around p = 0
to second order in p, the exact solution to the variational problem (A.9) can be
calculated. This idea can be used to derive an iterative numerical procedure, which
is equivalent to Newton’s method, by successively computing the solution to a locally
valid approximation given by expanding H around p = pn to second order. Given xθ,
dxθ, and an initial guess p0, the numerical approximation pn+1, λn+1 satisfies
pn+1 = pn +H−1pp
[
λn
dxθ
‖dxθ‖ −Hp
]
, (A.11)
where
Hp = ∇pH(xθ,pn), {Hpp}ij = ∂
2
∂pi∂pj
[H(xθ,pn)]. (A.12)
The Lagrange multiplier is given by
λn =
{
‖dxθ‖
√
α, α ≥ 0
0 α < 0
, α =
HTpH−1ppHp − 2H(xθ,pn)
dxTθH−1ppdxθ
. (A.13)
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A.2. Initial data for stable limit cycles. Suppose the deterministic system
has a stable limit cycle xc(t). Introduce the orthogonal coordinate system (s, r) with
0 ≤ s ≤ L an arclength parameterization of the limit cycle and r the signed distance
from the limit cycle with respect to the direction outward normal to the limit cycle.
The deterministic dynamics,
x′ = ∇pH(x, 0) ≡ F(s, r), (A.14)
can be expanded around the limit cycle with
F(xc(s) + rηˆ) ∼ B(s)τˆ + a0(s)rηˆ, (A.15)
where τˆ and ηˆ are the unit tangent and normal vectors, respectively, and
B(s)τˆ = F(xc), a0(s) = lim
r→0
∂
∂r
ηˆ · F(xc + rηˆ) = ηˆ ·
(
∂F(xc)
∂(v, w)
· ηˆ
)
. (A.16)
The vector tangent to the limit cycle is τ ≡ F(xc), and we define the unit tangent
vector so that τˆ = ∇s. The normalization factor, ‖τ (s)‖ = B(s), is the speed of the
deterministic trajectory along the limit cycle. The unit outward normal vector is then
given by ηˆ = (−τˆ2, τˆ1) = ∇r.
We want to approximate the quasipotential in a neighborhood of the limit cycle.
Expanding around r = 0 yields
W (s, r) ∼ r
2
2
∂2W
∂r2
. (A.17)
Let φ(s) = ∂
2
∂r2W (s, 0). In order to get initial data for characteristics originating from
a stable limit cycle, one need only compute φ(s). Substituting (A.17) and (A.15) into
H˜(x, p) = 0, where H˜ is given by (3.43), and taking the limit r → 0 yields
1
2
B(s)φ′ + a0(s)φ+Dc(s)φ2 = 0, φ(0) = φ(L), (A.18)
where
Dc(s) ≡
∑
i,j
Dij(s)
∂r
∂xi
∂r
∂xj
, Dij(s) ≡ ∂
2
∂pi∂pj
H(xc(s), 0). (A.19)
A Gaussian approximation near the limit cycle means that Dij is the diffusion tensor.
The above equation (A.18) was derived in Ref. [25] in the context of an exit over a
characteristic boundary, i.e., when the separatrix is a limit cycle.
Initial data is specified along the curve (s, r0(s)) where W (s, 0) = δ is constant
(i.e., a level curve of the quasipotential). It follows that r0(s) = ±
√
2δ
φ(s) , and given a
periodic solution to (A.18), the initial data is given by
x0(s) = xc(s) + r0(s)ηˆ(s), p0(s) ∼ r0(s)φ(s)ηˆ(s) +O(r20). (A.20)
Equation (A.19) can be converted to a linear equation by setting φ(s) = 1/α(s) to
get
1
2
B(s)α′ − a0(s)α = Dc(s), α(0) = α(L). (A.21)
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The solution is
α(s) = eψ(s)
[
R(s) +
eψ(L)
1− eψ(L)R(L)
]
, (A.22)
where
ψ(s) ≡ 2
∫ s
0
a0(u)
B(u)
du, R(s) ≡ 2
∫ s
0
e−ψ(u)
D(u)
B(u)
du. (A.23)
Hence,
φ(s) = e−ψ(s)
[
R(s) +
eψ(L)
1− eψ(L)R(L)
]−1
. (A.24)
Often the limit cycle must be computed numerically. In this case, it is more stable
and efficient to solve (A.18) numerically using an implicit finite difference scheme than
to evaluate (A.24) with numerical quadrature.
Appendix B. Monte Carlo simulation algorithm. Monte-Carlo simulations
are generated using an extension of the algorithm presented in [14]. Instead of using
the Gillespie algorithm as in [14], we use the next reaction method along the lines of
[2]. The algorithm is exact in the sense that the transition times can be approximated
to any desired precision. The simulations were coded in C (using the GNU Scientific
Library for random number generators) and carried out in Python, using the Scipy
package. In between each jump in the number of open channels, the voltage is evolved
according to the deterministic dynamics
dv
dt
=
n
N
fNa(v) +
m
M
fK(v) + fleak(v) + Iapp, (B.1)
The solution provides the relationship between voltage and time,
v(t) =
(
v(t0)− c2
c1
)
e−c1(t−t0) +
c2
c1
, (B.2)
where
c1 =
n
N
gNa +
m
M
gK + gleak, (B.3)
c2 =
n
N
gNavNa +
m
M
gKvK + gleakvleak + Iapp. (B.4)
To compute the next jump time, we compute four random jump times for each of
the four possible transitions: n → n ± 1 and m → m ± 1. Each transition time is
distributed according to
W−Na(t) = 1− e−βNan(t−t0), W+Na(t) = 1− exp
[
−βNa
∫ t
t0
Ω+Na(v(τ))dτ
]
, (B.5)
W±K (t) = 1− exp
[
−βK
∫ t
t0
Ω±K (v(τ))dτ
]
. (B.6)
After integrating the voltage dependent transition rates we obtain for (i = +, j = Na)
and (i = ±, j = K),∫ t
t0
Ωij(v(τ))dτ =
1
c1
Ωij(
c2
c1
)(Ei(z
i
je
−c1(t−t0))− Ei(zij)), (B.7)
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where
z+Na = 4γNa
(
v(t0)− c2
c1
)
, z±K = ±γK
(
v(t0)− c2
c1
)
, (B.8)
and Ei is the exponential integral function defined as the Cauchy principal value
integral,
Ei(x) =
∫ x
−∞
t−1etdt, x 6= 0. (B.9)
Denote the jump times by tij , i = ± and j = Na,K, and let U be a uniform random
variable. The jump times are given by the solution to W ij (t
i
j) = U . There is one
voltage independent jump time,
t−Na = −
log(U)
nβNa
. (B.10)
Because three of the transition rates depend on voltage, and therefore time, the distri-
butions for the jump times are not explicitly invertible. Hence, the next jump times
are given implicitly by
1
c1
Ω+Na(
c2
c1
)(Ei(z
+
Nae
−c1(t+Na−t0))− Ei(z+Na)) = −
log(U)
βNa
,
1
c1
Ω±K (
c2
c1
)(Ei(z
±
K e
−c1(t±K−t0))− Ei(z±K )) = −
log(U)
βK
. (B.11)
To generate the voltage dependent jump times, a root finding algorithm is applied to
(B.11) with a tolerance of 10−8. Once all four transition times have been computed,
the next transition time is ti∗j∗ = mini=±,j=Na,K{tij}. The global time is updated with
t← t+ ti∗j∗ . The state is updated with v ← v(ti∗j∗) (where v(t) is given by (B.2) with
t0 the time of the previous jump), n← n+ i∗ if j∗ = Na, and m← m+ i∗ if j∗ = K.
Appendix C. Large deviation principle. The derivation of the large de-
viation principle is based on the idea of large deviations from an averaged system
(see Refs. [8, 16]). The large deviation principle has been rigorously established for
the case where the slow process is deterministic, which corresponds to the M → ∞
limit where the K+ channel conductance is deterministic. However, with slight mod-
ifications, their result can be applied to the stochastic ML model. Let the random
process N(t/) represent the number of open Na+ channels. For fixed x it is a fi-
nite Markov chain with transition rate matrix LNa (the infinitesimal generator is the
adjoint matrix). The generalization of (3.2) to the path distribution is∫ t
t0
H(x(s),p(s))ds = lim
→0
 logE exp
[
1

∫ t
0
H(N(s/),x(s),p(s))ds
]
, (C.1)
where
H(N(s/),x(s),p(s)) ≡ pv(s)Iion(x(s), N(s/)) + h(x(s), pw(s)). (C.2)
The function h is given by (3.26) and limits to h→ pw(w∞(v)−w)/τw(v) as M →∞.
We assume that (C.1) implies a large deviation principle and the approximation (3.7).
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A simpler formula for H than (C.1) is obtained using the separation of timescales.
Change variables to the fast timescale T = t/ to get

∫ T
0
H(x(t),p(t))dT ′ ∼  logE exp
[∫ T
0
H(N(T ′),x(t),p(t))dT ′
]
,
For fixed t we have that T → ∞ as  → 0. Divide through by T , set x(t) = x and
p(t) = p, and take the limit → 0 with t fixed to get
H(x,p) = lim
T→∞
1
T
logE exp
[∫ T
0
H(N(T ′),x,p)dT ′
]
.
The above mean assumes that x is fixed constant so that
H(x,p) = lim
T→∞
1
t
log(
∑
s′
Us,s′(t)), (C.3)
where U(t) = exp{tMT } and M = LNa + diagH(n,x,p). One can show [8, 16] using
the properties of positive semigroups that (C.3) converges to λ, uniquely defined as
the principal eigenvalue of M; it is real and simple, it is greater than the real part
of the remaining eigenvalues, and its eigenvector r is strictly positive. The Perron–
Frobenius Theorem (see Lemma D.1) guarantees that the principal eigenvalue exists
with r > 0 for all p.
Appendix D. Establishing path equivalence. Consider the (n+ 1)× (n+ 1)
matrix M(p) = A+D(p), where D is a diagonal matrix whose elements are C∞(R) in
p, with D(0) = 0 and D(p) 6= 0 for p 6= 0. Assume that the elements of A and D are
bounded continuously differentiable functions of x, mapping D ⊂ R2 → R2. Assume
that A is an irreducible transition rate matrix. That is, the diagonal elements are
negative, the off diagonal elements of A are nonnegative, and
∑n
i=1Aij = 0.
Lemma D.1. For fixed p, the following statements hold regarding the matrix
M = A+D(p)
(i) There is exactly one positive eigenvector q
(ii) The eigenvalue H corresponding to q is real and simple
(iii) H is greater than the real part of the remaining eigenvalues
Proof. By assumption on A and since D is diagonal, there exists a scalar κ such
that the matrix U = A + D(p) + κI is nonnegative with positive diagonal entries.
Note that U is irreducible if A is irreducible. It follows from the Perron–Frobeneous
Theorem that U has exactly one positive eigenvector q with a real, simple eigenvalue
µ that is greater than the real part of all the remaining eigenvalues. Let µj , qj be an
eigenpair of U , with µj 6= µ. Setting µj = κ+ λj we have that
[A+D(p)]qj + κqj = κqj + λjqj .
It follows that λj , qj is an eigenpair of A+D(p), which establishes (i) and (ii). More-
over, we have that
µ > <(µj)⇒ κ+H > <(κ+ λj)⇒ H > <(λj),
which proves (iii). Define the Hamiltonian H(p) as the Perron–Frobeneous eigen-
value of M . The problem with this definition is that H is only implicitly defined as
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a root of a characteristic polynomial. Therefore, an explicit formula for the Hamilto-
nian is only possible in special cases. For practical problems we need a general way
to write the Hamiltonian with an explicit formula. Consider the alternative definition
of the Hamiltonian
Ĥ(p) = 1
τ
det(A+D(p)), (D.1)
where τ 6= 0 is a timescale independent of p. It immediately follows that if H(p) = 0
then Ĥ(p) = 0. If one is interested only in an approximation of the stationary density
or mean first exit times, using Ĥ is completely equivalent to using H. However,
the connection to the Lagrangian from the path integral formulation and therefore to
MPPs is less clear because Ĥ is generally not a convex function of p, which complicates
the Legendre transform.
The explicit Hamiltonian (D.1) can be used to compute the stationary density
and mean exit times, but it does not necessarily yield the same characteristics as H.
The four dimensional solution surface is parameterized with (x(t, θ),p(t, θ)), where
θ parameterizes the initial data. Curves of constant θ are characteristics. Both
Hamiltonians define the same solution surface given the same initial data, but the
parameterization with respect to t need not be the same.
One can show that characteristics of Ĥ generate the same curves of constant θ in
(x,p) as those of H, and that the two differ only by a timescale. That is, curves of
contant t may differ. In other words, the characteristic projections generated by Ĥ
are the same as those generated by H, with different time parameterizations.
Theorem D.2. Given H and Ĥ as defined above, define the two dynamical
systems
dx
dt
= ∇pH(x,p), dp
dt
= −∇xH(x,p), (D.2)
and
dxˆ
ds
= ∇pĤ(xˆ, pˆ), dpˆ
ds
= −∇xĤ(xˆ, pˆ), (D.3)
with initial conditions x(0) = xˆ(0) = x0, p(0) = pˆ(0) = p0, chosen so that H(x0,p0) =
Ĥ(x0,p0) = 0. Assume that each system has a unique bounded and continuous solu-
tion for t ∈ (0, T ). There exists a continuous one to one mapping ζ : (0, Tˆ )→ (0, T )
such that
(xˆ(s), pˆ(s)) = (x(ζ(s)),p(ζ(s))). (D.4)
Proof. Write the eigenvalues of M as λi, i = 1, · · · , n and set λ1 = H. Write the
characteristic equation as
Ω(λ) ≡ anλn + an−1λn−1 + · · ·+ a1λ+ a0 = 0, (D.5)
where a0 = det(A + D(p)) = τĤ. By assumption on the elements of A and D, the
coefficients are continuously differentiable functions of p and x. Substituting λ = H
into (D.5) and differentiating yields
Ω′(H)∇pH = −
n∑
j=0
Hj∇paj , Ω′(H)∇xH = −
n∑
j=0
Hj∇xaj , (D.6)
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where
Ω′(H) =
n∑
j=1
jajHj−1. (D.7)
By assumption, H(x(t),p(t)) = 0. Notice that
Ω′(0) = a1(p) =
n∏
j=2
λj(p). (D.8)
Furthermore, since H is a simple eigenvalue and H > <(λi), for i = 2, · · · , n, the
remaining eigenvalues must be nonzero, and it follows that Ω′(0) 6= 0.
Substituting H = 0 into (D.6) and yields
a1
τ
∂H
∂pi
= −∂Ĥ
∂pi
,
a1
τ
∂H
∂xi
= −∂Ĥ
∂xi
, (D.9)
We are free to choose τ so that a1(x,p)/τ is bounded, continuous and positive for all
x ∈ D. Setting ζ ′(s) = a1/τ with ζ(0) = 0, we have that ζ(s), s ≥ 0, is an increasing
one-to-one function. Hence, if x(t),p(t) is a solution to (D.2) then x(ζ(s)),p(ζ(s)) is
a solution to (D.3).
Appendix E. The pre exponential factor calculation. Collecting second
order terms in the WKB expansion and applying a solvability condition yields the
prefactor equation,
∂k
∂v
∑
n
Iion(x, n)l(n|x)r(n|x) + ∂k
∂w
∂h
∂pw
+
1
2
k
∂2W
∂w2
∂2h
∂p2w
+ k
∑
n
l(n|x)
[
∂
∂v
(Iion(x, n)r(n|x)) + ∂
∂w
(
∂h
∂pw
r(n|x)
)]
= 0, (E.1)
where the left eigenvector satisfies[
1
ϕ˜
L∗Na + pv(x)Iion(x, n) + h(x, pw(x))
]
l(n|x) = 0. (E.2)
Along characteristics, one can show that
dv
dt
=
∑
n
Iion(x, n)l(n|x)r(n|x), dw
dt
=
∂h
∂pw
. (E.3)
It follows from (E.1) that along characteristics, the pre exponential factor satisfies
dk
dt
= k
[∑
n
l(n|x) ∂
∂v
(Iion(x, n)r(n|x))
+
∂h
∂pw
∑
n
l(n|x) ∂r
∂w
(n|x) + ∂
2h
∂pw∂w
+
1
2
∂2W
∂w2
∂2h
∂p2w
]
.
(E.4)
Note that (E.4) requires the Hessian matrix (3.39), which satisfies (3.40) on charac-
teristics.
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Finally to calculate the left eigenvector, we use the anzatz l(n|x) = Cn for some
yet to be determined constant C. After substituting the anzatz into (E.2) we obtain
n
[
−C2aNa + C
(
ϕ˜pv
N
fNaaNa − 1
)
+ 1
]
+NC
[
aNaC +
ϕ˜
N
(pvg + h)− aNa
]
= 0.
(E.5)
Setting the n independent term to zero reveals C = AaNa . The remaining n dependent
term in (E.5) is zero since H(x,p) = 0. Normalizing l(n|x) so that
N
N∑
n=0
l(n|x)r(n|x) = N
N∑
n=0
(
N
n
)
Λn(1− Λ)N−n
(
A
aNa
)n
= 1 (E.6)
yields
l(n|x) =
(
1 +A
1 +A2/aNa
)N (
A
aNa
)n
. (E.7)
A lengthy but straightforward calculation, using (3.36) and (E.7), shows that
N∑
n=0
l(n|x) ∂r
∂w
(n|x) = N
∂A
∂w (A− aNa)
(1 +A)(A2 + aNa)
, (E.8)
and
N∑
n=0
l(n|x) ∂
∂v
(Iion(x, n)r(n|x))
= N
∂A
∂v
[
A (g − ΛfNa)
A2 + aNa
+
fNaA(A
2 + aNaN )
(A2 + aNa)2
− (1− Λ)g
]
+
∂g
∂v
+
f ′NaA
2
A2 + aNa
.
Using (3.37) we have that
∂A
∂w
= − 1
N
[
pv
∂g
∂w
+
∂2W
∂v∂w
g +
∂h
∂w
+
∂2W
∂w2
∂h
∂pw
]
, (E.9)
and
∂A
∂v
= a′Na −
1
N
[
pv
∂g
∂v
+
∂2W
∂v2
g +
∂h
∂v
+
∂2W
∂w∂v
∂h
∂pw
]
. (E.10)
Appendix F. Parameter values.
F.1. Type I. vNa = 1, gNa = 1, vK = −0.7, gK = 2, vleak = −0.5, gleak = 0.5,
βK = 0.17, Iapp = 0, γNa = 2.5, κNa = 0.025, γK = −3.45, κK = 0.76, M = 200, N = 1.
F.2. Type I with bursting. vNa = 1.15, gNa = 1, vK = −0.55, gK = 2,
vleak = −0.35, gleak = 0.5, βK = 0.25, Iapp = 0.01, γNa = 2.27, κNa = −0.32,
γK = −10, κK = 1.78, M = 200, N = 3.
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F.3. Type II. vNa = 3.7, gNa = 0.22, vK = −0.9, gK = 0.4, vleak = −0.36,
gleak = 0.1, βK = 0.04, Iapp = 0.06, γNa = 1.22, κNa = −1.188, γK = −0.8, κK = 0.8,
M = 40, N = 40.
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