Abstract. We investigate a system of nonlocal transport equations in one spatial dimension. The system can be regarded as a model for the 3D Euler equations in the hyperbolic flow scenario. We construct blowup solutions with control up to the blowup time.
Introduction
In fluid mechanics, one-dimensional model problems that capture various aspects of the three-dimensional Euler equations have a long-standing history. Recently, various onedimensional equations [11, 1, 2] have been proposed that are models for 3D Euler axisymmetric flow and are connected to the hyperbolic flow scenario proposed by T. Hou and G. Luo in [10] .
In this paper, we study the following two regularized version of one-dimensional system proposed in [11] : the equations are given by ω t`u ω x " ρ x , ρ t`u ρ x " 0.
(
The velocity field is given by upx, tq "´x ż 8
x ωpy, tq y dy.
Our model (1) is posed on the half-line R`and can be regarded as a simpler version of the equations proposed in [2] . We will always consider smooth initial data ω 0 , ρ 0 that with compact suport in p0, 8q. Smooth solutions exist for short times, but may blow up in finite time.
To show finite-time blowup is not hard, and we do not consider this to be the main problem. Instead, we are motivated by a much deeper and more important question:
What is the intrinsic blowup mechanism and how does finite time blowup happen? In particular, how does the vorticity profile behave close to the blowup time? Due to the nonlocal nature of the velocity field, this is a challenging question. Similar questions were asked for an equation proposed by Córdoba-Córdoba-Fontelos [7] in [16] , where it was conjectured that generically cusps form in the solution.
In this paper, we develop a systematic approach to constructing blowup solutions with control over the vorticity up to the time of blowup. Moreover, we make statements about the asymptotic behavior of the vorticity close to the blowup time. The significance of system (1) is that it allows us to explore the essential issues in a more manageable context.
As a basic observation note that (1) has a family of explicit singular solutions on p0, 8q:
ωpx, tq " kx´1 2 , ρpx, tq " k with k ą 0. This is seen by computing the velocity field using (2), yielding upx, tq "´kx 1 2 . It is straightforward to verify that (3) solves (1) on p0, 8q. The starting point for our work comes from the following natural question: What happens if we start with initial data ω 0 that looks qualitatively like in Figure 1 ? One can imagine modifying the stationary singular profile x´1 {2 in a suitable way as to make it compactly supported in p0, 8q, making a "cutoff" for small A 0 ą 0 and for large x. ρ 0 will also be adjusted in a suitable way so that ρ 0 has compact support in p0, 8q.
Our main results show that all such initial vorticity configurations ω 0 lead to finite-time blowup. The precise conditions on ω 0 , ρ 0 are given below. Moreover, if ρ 0 is appropriately chosen, we will obtain bounds that indicate the asymptotic behavior ω " x´1 {2 at the blowup time.
We close the introduction by remarking that the exponent in the singular profile (3) is model-dependent. In [11] , a 1D model of the 3D axisymmetric Euler equations was proposed:
where the velocity is given by u x " Hω, H being the Hilbert transform. The analogue of (3) for (4) is
where c 1 , c 2 ą 0 are suitable constants. We plan to explore the connection between (5) and finite-time singularities in future work.
Main results
We first make a few general remarks about our problem setup. Definition 1. Let pω 0 , ρ 0 q P C 1 0 p0, 8qˆC 1 0 p0, 8q be given functions. A pair of functions pω, ρq satisfying
is solution of (1)+(2) if (1) holds in the classical sense on r0, T sˆp0, 8q.
Theorem 1. Let initial data pω 0 , ρ 0 q P C 1 0 p0, 8qˆC 1 0 p0, 8q be given. Then there exists a T ą 0 and a unique pair of functions pω, ρq solving (8)+(9) with ωp¨, 0q " ω 0 p¨q, ρp¨, 0q " ρ 0 p¨q. Moreover, for nonnegative initial data, the following holds: If there exists a δ ą 0 such that
then the solution can be continued past t " T .
The proof of Theorem 1 uses the standard particle-trajectory method for local existence and is very similar to results in [9] , hence the proof will be omitted.
For the following controlled blowup Theorem, we consider a more general system than (1):
with velocity field given by upx, tq "´x ż 8
The parameter β is an arbritrary, positive number β ą 0.
Theorem 2.
There exist constants A 0 ą 0 and positive p, q, φ, ψ with
and the following properties: There exists a nonempty class of initial data, called suitably prepared initial data in the sense of Definition 2 and characterized by A 0 , p, q, φ, ψ such that for any such initial data ω 0 , ρ 0 P C 1 0 p0, 8q the smooth solution pω, ρq of (1)+(2) is defined on r0, T s q for some finite T s ą 0 and cannot be continued as a smooth solution past T s . Moreover,
holds. For these solutions, we have the following controls on the vorticity:
φx´p ď ωpx, tq ď ψx´q pt P r0, T s(12) for all x such that Aptq ď x ď 1. Additionally, there exists a time T 1 ą 0 determined by the initial data such that if the solution stays smooth on r0, T 1 q,
holds. Here, Aptq is the particle trajectory with Ap0q " A 0 , 9 Aptq " upAptq, tq.
Remark 1.
A 0 is represented in Figure 1 . Suitably prepared initial data in the sense of Definition 2 essentially requires that ω lies above a function of the form φx´p and below the function ψx´q for x P rA 0 , 1s, where A 0 has to be chosen sufficiently small.
The following theorem gives bounds for the vorticity that are precise in the exponent. For simplicity, the following Theorem is stated for solutions of (1) with velocity field (2), but a similar version exists for (8).
Theorem 3. There exists a choice of parameters such that the set of suitably prepared initial data in the sense of Definition 5 is not empty. For all such initial data, the lifetime T s of the corresponding solutions is finite and (11) holds. The estimate
holds for some positive φ, ψ, λ 0 and for all x P pAptq, λ 0 s. Additionally, there exists a time T 1 ą 0 such that if the solution stays smooth on r0, T 1 q, we have
Remark 2.
(a) Theorem 3 shows that there exists a class of initial data that blows up in finite time in such a way that ωpx, tq has the same asymptotic behavior as the stationary singular profile of the type given in (3) as t Ñ T s , with the correct exponent´1 2 . Given any initial profile of the general shape in Figure (1) , there are two possibilities: either the solution blows up before the particle Aptq reaches zero, or at the moment when Aptq reaches zero. In the second case, we will have the estimate
for all x P p0, λ 0 s. (b) In order to obtain Theorem 3, we have to make more stringent assumptions on the class of initial compared to Theorem 2. In Theorem 2, we can also allow variations in ρ 0 pxq, whereas in 3, we assume that ρ 0 pxq " 1 identically on an interval.
The plan of the paper is as follows: In Section 3 we show controlled blowup for the slightly more general model (8) with (9), proving bounds for the vorticity that involve inverse power functions with differing exponents. In 4, we improve the exponents to get the values predicted by the stationary singular profile.
Controlled blowup for smooth solutions
In this section, we consider smooth solutions for (8) . We write upx, tq "´xQpx, tq where
Definition 2. Given parameters p, q, φ, ψ, δ, m, A 0 , ε ą 0 with
we say that the initial data pω 0 , ρ 0 q is suitably prepared if the following hold
An important preliminary observation is as follows: Since ω 0 , ρ 0 are nonnegative, ωp¨, tq, ρp¨, tq remain nonnegative for all times and as a consequence, upx, tq ď 0 for all x ě 0 and t P r0, T s q, where T s is the lifetime of the solution. In other words, all particles move to the left. The specific conditions on ω 0 , ρ 0 is are written down in a way that is convenient for us. In the same way, we can treat essentially all initial data with compact support in p0, 8q that has the same general qualitative behavior.
Definition 3. Given the positive numbers A 0 , φ, ψ, p, q satisfying (18), we say that a smooth solution pω, ρq of (1)+ (9) is controlled on r0, T q if ωp¨, 0q, ρp¨, 0q are suitably prepared with the same parameter values and if ωpx, tq ă ψx´q px P rAptq, 1sq, ωpx, tq ă ψ px P r1, 3sq, φx´p ă ωpx, tq px P rAptq, 1sq, φ ă ωpx, tq px P r1, 2sq (20)
hold for all t P r0, T q. Here, Aptq is the particle trajectory that satisfies Ap0q " A 0 .
Note that ωpx, tq " 0 for x ě 4 and all t P r0, T s q. Another consequence of (19) and the fact that all particles are moving to the left is that ωpx, tq ď ψ px P r3, 4sq.
This follows because ρpx, tq " 0 for all x ě 3. The following Lemma gives an important estimate on Q, provided ω is controlled.
Here, b 0 , b 1 are given by
Moreover, we have the estimate
for all x ě 1.
Proof. First we look at the lower bound. For x P rAptq, 1s, we use the third and fourth line of (20) to compute
In going from the third to the fourth line of the calculation, we have used that x p P r0, 1s so that the bracket is a convex combination of the numbers 1 and p log 2. This shows the lower bound for Q. The upper bound is found by a similar calculation, by integrating the first inequality of (20) and using in addition (21). The estimate (24) follows by integrating ωpx, tq ď ψ for x P r1, 4s.
Next we fix φ, ψ, p, q, A 0 as in the following Lemma:
Lemma 2. Given m ě 1, there exist φ, ψ, p, q, A 0 , δ such that the following hold true:
The set of all initial data pω 0 , ρ 0 q such that (19) holds is nonempty.
Proof. We choose a small p ą 0. Define q by q " β´p and as a consequence, q converges to β as p Ñ 0. Note that b 0 Ñ log 2 as p Ñ 0 and that b 1 has a finite limit as p Ñ 0. We hence see that m b 0 q ă 1 mb 1 p for sufficiently small p ą 0. Now choose a c P r m b 0 q , 1 mb 1 p s and define φ " cψ´1. It is clear that by choosing ψ large and δ small, the set of ω 0 satisfying (19) is non-empty. At this point, we regard the values of p, q, φ, ψ to be fixed. Finally, the third, fourth and fifth condition of (25) hold if A 0 is sufficiently small.
The following Lemma gives an upper bound on the lifetime of a controlled solution:
Lemma 3. Suppose the smooth solution pω, ρq is controlled on r0, T q. Then T ă T˚, where
Proof. From Lemma 1, we obtain the estimaté upAptq, tq ě φb 0 Aptq 1´p .
The conclusion follows by integrating the inequality´9 A ě φb 0 Aptq 1´p .
The following Lemma plays a key role. It allows us to propagate the control condition.
Lemma 4 (Trapping lemma).
Assume that ω is controlled on r0, T q for some positive T ą 0, T ă T s . Consider particle trajectories Xptq such that A 0 ď Xp0q. Let t˚ď t be some time such that Xpt˚q ď 1 and such that φXpt˚q´q ă ωpXpt˚q, t˚q ă ψXpt˚q´q (28)
holds. Assume that (25) holds and that m´1 ď ρpXptq, tq ď m. Then φXpT q´p ă ωpXpT q, T q ă ψXpT q´q.
Proof. We integrate along Xptq to obtain for all t ď T : 
where we have used Lemma 1, used the relation p`q " β and have written η " Xptq p Xpt˚q´p. Now note that η P r0, 1s, so in order for φXptq´p ă ωpXptq, tq to hold, the following two conditions are sufficient:
The first of those holds by assumption and the second condition holds because of (25). The upper bound on ωpXpT q, T q is obtained in a similar way.
Theorem 4. Let the parameters p, q, φ, ψ, A 0 , δ be chosen as in the conclusion of Lemma 2, and let the initial data pω 0 , ρ 0 q be suitably prepared with parameter values satisfying (25). Let pω, ρq be the unique smooth solution with initial data pω 0 , ρ 0 q defined on its maximal existence interval r0, T s q characterized by the property that lim tÑTs }ω} L 8 pR`q " 8. Then pω, ρq is controlled on r0, T s q. As a consequence, T s ă 8.
Proof. Because (19) holds, there exists a time τ ą 0 such that the solution is controlled on the time interval r0, τ q. So assume that the solution is controlled up to a time T c ą 0 and that at t " T c , one of the strict inequalities in (20) is violated. This means that there is a particle trajectory Xptq such that at time t " T c , we have equality in one the bounds in (20). First we consider the case that one of the lower bounds is violated. Case 1 : XpT c q P r1, 2s. Note that Xp0q ě 1. Consider the following subcases, the first one being Xp0q P r1, 3s. Because ρ 0 ě 0, it follows by integrating (8) along the trajectory that ωpXpT c q, T c q ě ωpXp0qq ą φ because of ωpXp0q, 0q " ω 0 pXp0qq ą φ. (see (19)). We now show that Xp0q ě 3 cannot occur. From the assumption that the solution was controlled up to the time T c and Lemma 1, we obtain the estimate´9 Xptq ď ψ logp4qXptq and hence Xptq ě Xp0qe´ψ logp4qt .
Noting that t ď T˚by Lemma 3 and using the explicit form of T˚, we obtain, by the third condition of (25) the bound XpT c q ą 2, provided Xp0q ě 3. This means that the particles with Xp0q ě 3 did not have enough time to reach positions inside r1, 2s. Case 2 : XpT c q P rApT c q, 1s. Here we distinguish the again the two subcases Xp0q P rA 0 , 1s and Xp0q P r1, 3s. Xp0q ě 3 cannot occur, as shown above. Consider first the case that Xp0q P r1, 3s. We then know that m´1 ď ρpXptq, tq ď m, so we can apply Lemma 4 where t˚is the time such that Xpt˚q " 1 to see that
holds. In the case Xp0q P rA 0 , 1s, we take t˚" 0 and again apply Lemma 4. In summary, the lower bounds in (20) do not fail.
For the upper bounds, we also distinguish the two cases: Case 1 : XpT c q P r1, 3s. The third condition in (25) ensures that Xp0q ă 4. Since Xpsq ě 1 for s ď T c , we have the estimate ωpXpT c q, T c q ď ω 0 pXp0qq`mT c .
Inserting the fourth condition of (25), using ω 0 pXp0qq ă ψ´δ and T c ď T˚(from Lemma 3) shows that ωpXpT c q, T c q ă ψ´δ`mTẘ hich is less than ψ because of the fifth inequality in (25). Case 2 : XpT c q P rApT c q, 1s. This case is similar to case 2 above for the lower bound, using the trapping Lemma (4) .
From all the preceding it follows that the solution remains controlled on its whole existence interval r0, T s q.
It remains to show that the lifetime T s of the solution is finite. From the fact that the solution is controlled on the whole interval r0, T s q and Lemma (1), it follows that Aptq ě b 0 Aptq 1´p , and since 1´p ă 1, this implies that Aptq reaches zero in finite time.
Asymptotic estimates for the vorticity
In this section we show Theorem 3. The central idea consists of iterating the previous barrier construction on smaller and smaller scales. The exponents p, q are replaced by sequences p n , q n and the quality of the barriers will improve as the scales get smaller. For convenience, we do the construction for β " 1.
We therefore introduce a number of sequences satisfying certain conditions. Let λ n be a strictly decreasing sequence such that 1 ą λ´2 ą λ´1 ą λ 0 ą λ n Ñ 0 pn Ñ 8q.
Let
I n " rλ n , λ n´1 s.
φ n , ψ n , q n , p n , m n , M n are sequences with the following properties:
For the sequences the following conditions shall hold:
The conditions (40) and (41) are called relay conditions, (42) is called trapping condition.
Note that φ n x´p n ă ψ n x´q n px P I n q.
Again, the class of initial data for which our statements in Theorem 3 holds is contained in the following Definition.
Definition 4. The initial data pω 0 , ρ 0 q is called suitably prepared if for some 0 ă A 0 ă λ 0 and some δ ą 0, ω 0 and ρ 0 satisfy ω 0 pxq ě 0, ρ 0 pxq ě 0 px P R`q supp ω 0 , supp ρ 0 Ă rε, λ´2`δs for some 0 ă ε ă A 0 φ n x´p n ă ω 0 pxq ă ψ n x´q n px P I n , x ě A 0 , n " 1, 2, 3, . . .q ω 0 pxq ă ψ 1 λ´q 1 0´δ px P rλ 0 , λ´2`δsq ω 0 pxq ą φ 1 λ´q 0 px P rλ 0 , λ´1sq ρ 0 pxq " 1 px P rA 0 , λ´2sq holds. Definition 5. Let pω, ρq be a smooth solution. We say that the solution is controlled on r0, T q, if for all t P r0, T q the following conditions hold: φ n x´p n ă ωpx, tq ă ψ n x´q n px P I n , x ě Aptq, n " 1, 2, 3, . . .q ωpx, tq ă ψ 1 λ´q
ωpx, tq ą φ 1 λ´q 0 px P rλ 0 , λ´1sq
Here, Aptq is a particle trajectory such that Ap0q " A 0 , 0 ă A 0 ă λ 0 , where A 0 is fixed.
Theorem 3 is implied by the following:
Theorem 5. There exists a choice of parameters such that the set suitably prepared initial data in the sense of Definition is not empty. For all such initial data, the lifetime T s of the corresponding solutions is finite and for all particle trajectories Xptq with A 0 ď Xp0q ď λ 0 , the estimate
holds for some φ 8 , ψ 8 ą 0 with φ 8 ψ 8 " 1. Moreover, there exists a positive time T˚ă 8 such that if the solution pωp¨, tq, ρp¨, tqq remains smooth on the time interval r0, T˚q, then
A crucial role is played by the following Lemma, which is used to control the velocity.
Lemma 5. Let ω satisfy the control conditions (44) on r0, T s. Define
Then for all n ě 1
where m n " 1´µ n , M n " 1`µ n with
and C ą 0 is a universal constant.
Proof. We start with the upper bound. Set f n pyq " ř n j"1 1 I j pyqψ j y´q j . As a preparation, we will estimate
for n ě 2. Setting y " λ n´1 z,
For the integral in the last line we have the following estimate.
In the last step we have used the condition (37). Hence
using (37) again and C is a universal constant. From the control conditions (44), we obtain for x P I n , x ě Aptq Qpx, tq ď ψ n q n px´q
Writing κ " x qn λ´q n n´1 and noting that κ P r0, 1s, we see that the square bracket is convex combination of 1 and the numbeŕ
which is less than´1`F
This yields the desired upper bound for Q in the case n ě 2. The computation for n " 1 is very similar. Now we turn to the lower bound. Set g n pyq " ř n j"1 1 I j pyqφ j y´p j . Then setting y " λ n´1 z
or x P I n , x ě Aptq and n ě 2,
Writing again κ " x qn λ´q n n´1 and noting that κ P r0, 1s, we see that the square bracket is convex combination of 1 and the number
which has the lower bound
This implies the desired lower bound on Q for n ě 2.
Lemma 6. Let 0 ă λ´2 ă 1 and numbers φ 1 , ψ 1 with φ 1 ψ 1 " 1 be given. The numbers λ 0 , λ´1 and the the sequences p n , q n , φ n , ψ n , λ n can be chosen in such a way such that (31) to (42) hold and such that moreover lim nÑ8 φ n ą 0.
As a consequence, the set of initial suitably prepared initial data is not empty for all 0 ă A 0 ă λ 0 .
Proof. Recall that in Lemma 5, m n and M n were defined and were written as m n " 1μ n , M n " 1`µ n . We make the following ansatz (n ě 1):
with a positive, montonotically decreasing sequence ε n such that ε n Ñ 0 as n Ñ 8.
First we pick a small ε 1 ą 0 and set ε n " ε 1 e´p n´1q and λ n " λ 0 e´L n 2 for n ě 1 and L ą 0 to be fixed later. λ 0 and λ´1 will also be fixed later. (35) and (36) are satisfied. For n ě 2, we define the sequences φ n , ψ n by
In this way, (34) and (40) as well as (41) hold. Inserting (66) into (37) reduces (37) to q n ď q n´1 , which holds since q n is monotone decreasing. (38) is verified in the same way. We note that as a consequence of our choice of ε n , λ n , lim nÑ8 φ n is positive, since
After using (65) and m n " 1´µ n , M n " 1`µ n , we see that a sufficient condition for the two inequalities in (42) is
In case n " 1, µ 1 " logpλ´2{λ 0 q and (67) can be satisfied by choosing λ 0 to be sufficiently close to λ´2. Observe now that F from Lemma 5 can be bounded in terms of the parameters ε 1 , λ 0 , uniformly in the parameter L ě 1. From the definition of µ n for n ě 2, it follows that µ n ď CF e´L p4n´3q`C logpλ´2{λ 0 qλ´ε 1 0 e´1 2 Ln 2 so that (67) holds if L is chosen sufficiently large (dependent on ε 1 ). It is obvious that the set of suitably prepared initial data is nonempty for all 0 ă A 0 ă λ 0 , since we have φ n x´p n ă ψ n x´q n for all x P I n , n ě 1.
Again, the following trapping Lemma plays a key role.
Lemma 7 (Trapping lemma).
Assume that ω is controlled on r0, T q for some positive T ą 0, T ă T s . Let n ě 1 and consider particle trajectories Xptq such that Aptq ď Xptq ď λ n´1 . Suppose t˚ď t is some time such that Xpt˚q ď λ n´1 and such that φ n Xpt˚q´p n ă ωpXpt˚q, t˚q ă ψ n Xpt˚q´q n (68)
holds. Assume that (42) holds and that ρpXptq, tq " 1. Then φ n XpT q´p ă ωpXpT q, T q ă ψ n XpT q´q
The proof is very similar to the proof of Lemma 4 and uses (42).
Theorem 6. Let the numbers 0 ă λ´2 ă 1, φ 1 , ψ 1 with φ 1 ψ 1 " 1 be given and let the sequences φ n , ψ n , λ n be chosen as in Lemma 6. Suppose A 0 ą 0 is sufficiently small. Then any smooth solution with suitably prepared initial data stays controlled on the time interval r0, T s q and T s ă 8.
Proof. As in the proof of Theorem 4, A 0 can be chosen a-priori so small that by the time the solution blows up, the second and third inequalities of (44) still hold. We therefore focus on the persistence of the bounds φ n x´p n ă ωpx, tq ă ψ n x´q n px P I n for some n ě 1, x ě Aptqq.
Since the initial data is suitably prepared in the sense of Definition 5, there exists a small time interval r0, τ q on which the smooth solution is controlled. Let 0 ă T c ď T s be the maximal time on which the solution is controlled. If T c ă T s , then there is a particle trajectory such that for some n ě 1, XpT c q P I n and either φ n XpT c q´p n " ωpXpT c q, T c q or ψ n XpT c q´q n " ωpXpT c q, T c q.
If Xp0q P I n , we let t˚" 0, otherwise we let t˚be such that Xpt˚q " λ n´1 and apply the trapping Lemma 7 and conclude that (71) does not occur. To show that T s ă 8 works as in the proof of Lemma 4.
Now we can finish the proof of Theorem 3. Let all parameters be chosen as in the previous Theorem. We hence have ωpx, tq ě φ n x´p n ě φ n x´p n`1{2 x´1
{2
for all x P rAptq, λ 0 s, where n is such that x P I n . Suppose now that T˚is such that ApT˚q " 0. Note that x´p n`1{2 ě λ´p n`1{2 n Ñ 1 as n Ñ 8. This follows from the explicit construction of the sequences λ n , p n in Lemma 6. From the same Lemma we also know lim nÑ8 φ n ą 0. Hence we have the estimate ωpx, tq ě φx´1
with some suitable φ ą 0. The upper bound ωpx, tq ď ψx´1 {2 follows from similar considerations.
