Brigham Young University

BYU ScholarsArchive
Theses and Dissertations
2006-11-17

MIMO Communication Capacity: Antenna Coupling and Precoding
for Incoherent Detection
Nicolas W. Bikhazi
Brigham Young University - Provo

Follow this and additional works at: https://scholarsarchive.byu.edu/etd
Part of the Electrical and Computer Engineering Commons

BYU ScholarsArchive Citation
Bikhazi, Nicolas W., "MIMO Communication Capacity: Antenna Coupling and Precoding for Incoherent
Detection" (2006). Theses and Dissertations. 823.
https://scholarsarchive.byu.edu/etd/823

This Dissertation is brought to you for free and open access by BYU ScholarsArchive. It has been accepted for
inclusion in Theses and Dissertations by an authorized administrator of BYU ScholarsArchive. For more
information, please contact scholarsarchive@byu.edu, ellen_amatangelo@byu.edu.

MIMO COMMUNICATION CAPACITY: ANTENNA COUPLING AND
PRECODING FOR INCOHERENT DETECTION

by
Nicolas W. Bikhazi

A dissertation submitted to the faculty of
Brigham Young University
in partial fulfillment of the requirements for the degree of

Doctor of Philosophy

Department of Electrical and Computer Engineering
Brigham Young University
December 2006

c 2006 Nicolas W. Bikhazi
Copyright °
All Rights Reserved

BRIGHAM YOUNG UNIVERSITY

GRADUATE COMMITTEE APPROVAL

of a dissertation submitted by

Nicolas W. Bikhazi

This dissertation has been read by each member of the following graduate committee
and by majority vote has been found to be satisfactory.

Date

Michael A. Jensen, Chair

Date

Brian D. Jeffs

Date

Richard H. Selfridge

Date

A. Lee Swindlehurst

Date

Karl F. Warnick

BRIGHAM YOUNG UNIVERSITY

As chair of the candidate’s graduate committee, I have read the dissertation of Nicolas
W. Bikhazi in its final form and have found that (1) its format, citations, and bibliographical style are consistent and acceptable and fulfill university and department
style requirements; (2) its illustrative materials including figures, tables, and charts
are in place; and (3) the final manuscript is satisfactory to the graduate committee
and is ready for submission to the university library.

Date

Michael A. Jensen
Chair, Graduate Committee

Accepted for the Department

Michael J. Wirthlin
Graduate Coordinator

Accepted for the College

Alan R. Parkinson
Dean, Ira A. Fulton College of
Engineering and Technology

ABSTRACT

MIMO COMMUNICATION CAPACITY: ANTENNA COUPLING AND
PRECODING FOR INCOHERENT DETECTION

Nicolas W. Bikhazi
Department of Electrical and Computer Engineering
Doctor of Philosophy

While the capacity of multiple-input multiple-output (MIMO) systems has
been explored in considerable detail, virtually all literature on this topic ignores electromagnetic considerations. This dissertation explores electromagnetic effects on the
capacity performance of these multi-antenna architectures. Specifically, it examines
the impact of superdirectivity for compact antenna arrays, the effect of antenna mutual coupling, and MIMO performance of multi-mode optical fiber with non-linear
detection.
Superdirectivity can lead to abnormally large capacity bounds in a MIMO
communication system, especially when the antennas are placed close together. Because superdirective behavior is difficult to achieve in practice, this work formulates
an approach for limiting the impact of superdirectivity by introducing finite ohmic
loss into the capacity expressions. Results show that even a small amount of ohmic
loss significantly affects the achievable system capacity and suppresses superdirective

solutions. This formulation allows a more detailed examination of the capacity of
MIMO systems for compact arrays.
For channels which do not vary in time, placing antennas closer together generally reduces the system capacity. However, recent work has demonstrated that for
a MIMO system operating in a fast fading environment where the transmitter and
receiver know the channel covariance information, the capacity increases as antennas
are placed near each other due to an increase in spatial correlation. Analysis of this
behavior illustrates that when these capacity gains (due to closely spaced antennas)
are observed the radiated power is also increased. Constraining the radiated power
leads to superdirective solutions in which the ohmic loss constraint developed must
be used to properly determine the capacity behavior of this system. Application of
this constraint then leads to an optimum antenna spacing in contrast to the findings
of previous research which indicate that antennas should be as close together as possible. Additionally, this section provides an analysis regarding the number of spatial
modes that can be used for various system configurations.
Recent research has shown that it is possible for MIMO communication techniques to be used with multimode optical fibers to increase the available distancebandwidth. However, implementation of traditional MIMO schemes requires the use
of coherent optical detection which can lead to high system complexity and cost. This
dissertation proposes a multimode fiber MIMO system architecture which allows simultaneous transmission of unique streams to different users on the same fiber while
using incoherent detection with amplitude and phase modulation at the transmitter.
The resulting capacity scales nearly linearly with the number of transmitters and
receivers. Because the architecture requires channel state information at the transmitter, a training scheme appropriate for use with optical intensity detection is also
discussed.
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Chapter 1
Introduction
One of the strongest developments of information theory is the notion of maximum bit rate or capacity for a system. If the capacity can be found, then the goal of
the system design is to engineer an architecture which achieves that capacity. However, one problem which persists in this system design approach is that as design
parameters and their associated electromagnetic effects are changed, the capacity
also changes, (a perfect example of this is changing the signal-to-noise ratio (SNR)
of a communication system). Therefore, if the impact of electromagnetic effects on
the system capacity is not understood, it can be difficult to use capacity to govern
system design.
One such problem considered in this dissertation is the impact of electromagnetic effects on the performance of a multiple-input multiple-output (MIMO) system
with closely spaced antennas. The electromagnetic effects of placing antennas together is not a new topic, nor is MIMO system capacity. However, incorporating
their effects together has not been fully studied. This dissertation addresses this
problem and provide a capacity solution for such a system operating in a constant
channel expounding upon its results.
Another application of the relationship between electromagnetics and information theory is the fast fading channel. A recent result has shown that placing
antennas close together under fast fading channel conditions increases system capacity [1]. However this work was conducted completely in the information theoretical
regime, without considering antenna coupling. Because placing antennas close together deals with the realm of electromagnetics, incorporating these effects into a

1

fast fading capacity formulation is essential. Thus, a capacity framework with these
concerns is established and the repercussions antenna coupling is further explored.
Finally, this work explores the potential capacity enabled by a multi-mode
electromagnetic propagation environment with non-linear detection. The specific embodiment considered is a multi-mode optical fiber. In such a system, capacities are
so large and dispersion (and other electromagnetic effects) so daunting that systems
are often designed to overcome these effects rather than attempt to achieve capacity.
Yet, information theory can be advantageous when considering MIMO communication
in multi-mode fiber (MMF). It has recently been shown that MIMO communication
(which has enormous capacity potential) can be performed upon MMFs [2]. However,
to accomplish this feat coherent detection must be employed. This work presents a
method to overcome the need for coherent detection and, through information theory,
illustrates that this new method still has great capacity gain. This allows detailed
exploration of the capacity achievable by this electromagnetic propagation environment. Though this capacity gain may not be realized in the near future, it shows the
great potential for doing MIMO communication upon MMF even without coherent
detection.
1.1

Contributions
Illustrated below are the scholarly contributions provided by this work.

1.1.1

Antenna Placement
Chapter 3 incorporates antenna loss into MIMO capacity solutions. This loss,

which exists naturally in practical antennas, represses undesirable superdirective capacity solutions allowing capacity to be used as a metric for governing antenna placement decisions for maximizing system performance.
1.1.2

Fast Fading Channel
Chapter 4 analyzes closely spaced antennas and system capacity under a well

known fast fading model. In contrast to the findings of previous work which suggests
2

optimal performance is obtained when antennas are closely spaced, this work which
incorporates the electromagnetic effects into the model shows that there is an optimal
antenna spacing for maximizing capacity. It is also shown that this capacity increase
is only due to beamforming gain, instead of a multiplexing gain typical of MIMO
channels. The discussion also provides an analysis of the number of parallel channels
that can be used simultaneously for a given covariance structure. This information
and understanding can help govern antenna design for fast fading environments.
1.1.3

MIMO Optical Communication
Chapter 5 illustrates a method allowing the use of MIMO communication in

a multi-mode waveguide without requiring coherent detection. The method requires
a transmitter capable of full amplitude and phase modulation capabilities. Capacity
results are presented as a function of a variety of system and propagation parameters.
Training without coherent detection is somewhat difficult and, therefore, is explored.
It is shown that effective training can occur without coherent detection and without
fully sweepable amplitude and phase transmissions.

3

4

Chapter 2
Background
The purpose of this chapter is to provide sufficient background in recent research to enable the reader to appreciate the work detailed in this dissertation. It
is assumed that the reader has a graduate level background in probability theory,
signal processing, and electromagnetics. Those with an insufficient background in
these areas or who desire more understanding of the problems presented may look to
the tutorial references in this chapter.
Common notation that will be used throughout this work will be to designate
matrices and vectors as boldface upper and lower case letters. The expectation and
trace operators will be represented respectively as E{·} and Tr[·] respectively. The
matrix operators transpose, conjugate, and conjugate transpose will be represented by
{·}T , {·}∗ , and {·}† . Furthermore, a narrowband channel is assumed for all the communications channels considered. Therefore, many quantities are specified as phasors
with an ejωt time dependence assumed and suppressed. Note that the basic concepts
presented throughout this work could be extended to wideband analysis where the
equations presented would be frequency dependent over the signal bandwidth.
2.1

MIMO Communication
Communication between a transmitter with Nt antennas and a receiver with

Nr antennas can be described as
y = Hx + n,

5

(2.1)

where y represents the vector of open circuit voltages upon the receive antennas, x
is the vector of currents driving the transmit antennas, H is a Nr × Nt matrix whose
elements are the complex transfer functions between the transmitters and receivers,
and n is the noise seen at the receiver. A common assumption used to describe the
channel and the receiver noise is that the elements of H and n are comprised of
independent and identically distributed (i.i.d.) zero mean complex normal random
variables. These assumptions, while mathematically convenient, are often insufficient
to describe the interactions of typical MIMO wireless environments.
2.1.1

Channel Construction
The most rigorous method for computing the channel matrix is to use the

Green’s function for the scattering environment in which the system operates. Consider the complex transfer function between one transmitter and one receiver in a
MIMO system, where antennas are linked through a multipath propagation environment. With all other antennas terminated in an open circuit, the nth transmit
and mth receive elements have far-field vector radiation patterns (for unit current
excitations) of etn (Ωt ) and erm (Ωr ) respectively, where Ωt and Ωr represent solid angle coordinates referenced to the transmit and receive coordinate origins, respectively,
and the pattern vector elements represent the possible pattern polarizations. Because
the patterns are computed with other elements open circuited, the radiation pattern
at any instant is the superposition of these patterns weighted by the current on each
element. Using this notation, the channel between each transmitting and receiving
antenna can be described as [3]
Z
Hmn =

Z
dΩr

dΩt eTrm (Ωr )G(Ωr , Ωt )etn (Ωt ),

(2.2)

where the integrals are over a full 4π steradians and G(Ωr , Ωt ) is a dyadic Green’s
function characterizing the multipath propagation between the transmit and receive
array far-fields, where the dyad element Gij relates the received field in the ith receive
polarization to the transmitted field in the jth polarization.

6

It is very difficult to compute an exact Green’s function for a specific environment because of the complexity in common channels. For this reason statistically
based methods have been shown to generate good approximations to real scattering environments (see [4, 5]). However, the common approach of simply modeling
a channel’s elements as i.i.d. complex normal random variables ignores the impact
of electromagnetic considerations such as antenna placement and coupling. Thus,
including the key features of (2.2) with a good statistical model provides a practical
channel representation that can be used for analyzing the behavior of typical MIMO
systems.
2.1.2

Statistical Channel Models
The purpose of a statistical model is to describe the stochastic nature of the

dyadic Green’s function. For example Jakes’ model is often used, which assumes a
specularly uniform distribution of energy arriving at the receiver [6, 7]. It is also
common for this model to be used at the transmitter assuming that power in any
particular direction has equal chance of arriving at the receiver. Naturally, these assumptions hold when considering an ensemble of possible channels and environments,
yet it would be difficult to find an exact channel which demonstrates this behavior. However, Jakes’ model will be used in this dissertation as a pedagogical tool to
describe very rich multipath environments (see Section 4.3.1).
Spencer et al. developed a model which has been well received in the community to describe indoor multipath environments. This model describes plane waves
which depart from the transmitter and arrive at the receiver in power decaying and
temporally shifted clusters [4]. In an effort to observe the behavior of realistic channels
this model will be used throughout this work.
2.1.3

Noise Construction
If noise in a system is dominated by noisy amplifiers or other components

in the receiver front-end, it is very reasonable to model n as a vector of i.i.d. complex normal random variables. However, given the current interest in using MIMO
7

technology in ad-hoc networks, the noise in many MIMO links will be dominated
by interference instead of thermal noise. Such interference is impacted by the electromagnetic characteristics of the receiving array, and therefore it is important to
formulate the problem to incorporate these physics into the noise model.
Assume that an external vector interference field (using the same polarization
description as used for the radiation patterns) denoted by ψ(Ωr ) impinges on the
receive array. This field is modeled as a zero mean complex Gaussian random vector,
with the field arriving at angle Ωr uncorrelated with that arriving at angle Ω0r 6= Ωr
and with field in one polarization uncorrelated with that in another. Mathematically,
this is expressed as
©
ª
E ψ(Ωr )ψ † (Ω0r ) = σi2 pi (Ωr )δ(Ωr − Ω0r )I,

(2.3)

where I is the identity matrix and δ(·) is the Dirac delta function. The function
σi2 pi (Ωr ) represents the interference angular power spectrum, where σi2 specifies the
interference power level and pi (Ωr ) has unit area. Constructing the matrix Er (Ωr )
with mth column erm (Ωr ), the vector of received interference voltages becomes
Z
dΩr ETr (Ωr )ψ(Ωt ),

vi =

(2.4)

whose covariance can be constructed using (2.3) as
n
Ki = E

vi v†i

Z

o
=

σi2

dΩr ETr (Ωr )E∗r (Ωr )pi (Ωr ).

(2.5)

This interference model will be used frequently throughout this dissertation.
2.2

Capacity
The system capacity, or the maximum rate of information transfer between

a transmitter and receiver is the primary measure of quality for the MIMO communication links considered in this dissertation. This maximum rate is determined
by maximizing the mutual information between two random variables. This section
8

will briefly develop capacity and provide essential capacity formulations which will
be used throughout this work. For further reference see [8, 9, 10].
2.2.1

Mutual Information and MIMO Capacity
Mutual information between two continuous random variables X and Y can

be defined as
Z

Z

I(Y ; X) =

p(x, y) log
SX

SY

p(x, y)
dxdy,
p(x)p(y)

(2.6)

where p(x, y), p(x), and p(y) are the joint and marginal probability density functions (pdf) of X and Y and SA is the region of support for the random variable A.
This mutual information is a measure of the amount of information between random
variables. The capacity is defined as the maximum achievable value of the mutual
information for the system1 .
For continuous random variables, power constraints are often used to limit the
capacity of a channel. The traditional constraint used for a MIMO channel is
E{Tr[xx† ]} ≤ P

(2.7)

Tr[Kx ] ≤ P,

(2.8)

or

where P is a given power level and Kx = E{xx† } is the covariance of the transmit
signal. This constraint limits the sum of squared magnitude of the transmit antenna
currents.
When the MIMO channel matrix H is known to the transmitter and receiver
and assuming the noise is an i.i.d. complex normal random vector, the maximization
1

To be completely thorough, maximization of (2.6) is actually called information capacity. A
value can be called capacity if a coding scheme is found that can obtain the information capacity.
For the purposes of this work information capacity is synonymous with capacity because coding
schemes (though somewhat impractical) have been found for the random variables in question [9].
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of (2.6) occurs if the transmit vector x also consists of symbols drawn from a continuous Gaussian alphabet. The capacity under the constraint (2.7) can be written
as
CT R

¯
¯
¯
†¯
e
S
QS
¯
¯
= log ¯I +
¯
¯
σn2 ¯

(2.9)

and
e = V† Kx V,
Q

(2.10)

where |·| represents a determinant, I is the identity matrix, USV† is the singular value
e is a diagonal matrix
decomposition of H, σn2 is the noise power at each receiver, and Q
whose diagonal element values are determined through a waterfilling procedure. (The
waterfilling method has been well studied. For an explanation of this procedure
see [11, 12, 13].)
The fundamental quantity in this capacity solution is the covariance Kx , whose
structure is of key importance. From (2.10), the eigenvectors of Kx are determined by
the right singular vectors of H and, as stated above, the eigenvalues are determined
through waterfilling. The channel modes created by signaling on these eigenvectors
will be designated as the eigenbeams of the channel. The capacity formulation (2.9)
indicates that independent data streams are transfered over these channel’s eigenbeams. The waterfilling solution allocates the transmit power to these eigenbeams,
with modes characterized by high gain (large singular value of H) getting more power
than those with low gain. In fact, certain eigenbeams will not receive any transmit
power. In other words, when the channel is known to the transmitter the capacity
solution may not excite all dimensions of the channel.
While the system rate can be maximized only if the transmitter is aware of the
channel, in many scenarios this is not a practical assumption. It is therefore useful
to formulate a capacity under the assumption that the channel is unknown to the
transmitter, but known to the receiver. The capacity under this system is obtained

10

by transmitting power equally upon each antenna. Incorporating (2.8) results in a
transmit covariance of
Kx = P/Nt I.

(2.11)

This is equivalent to sending independent streams of equal power over the channel
e = V† Kx V = P/Nt I. The resulting capacity is
eigenmodes, since Q
¯
¯
¯
P HH† ¯¯
¯
.
CR = log ¯I +
Nt σn2 ¯

(2.12)

Notice, that power is allocated to eigenmodes even if their gain to the receiver is
zero. Therefore, some power may be transmitted in directions that will never reach
the receiver, resulting in a significant capacity degradation relative to that obtained
when the transmitter knows the channel.
2.2.2

The Blahut-Arimoto Algorithm
The capacity formulations above are for very precise operating conditions.

Specifically, the assumptions are that: the channel must be known perfectly to the
transmitter or receiver, the noise is i.i.d. Gaussian, the channel is coherent and in
the form of (2.1), and (perhaps the most restricting assumption) the channel must
be constant over time. If any one of these assumptions is violated the capacity
formulations above are invalid. At best they are approximations to the real capacity
while at worst they are incorrect. This work will be investigating channels that are
non-linear and channels which vary with time, for which the capacity is unknown in
both cases. Fortunately, a method exists to find the capacity for any discrete system.
Therefore, if a communication model can be discretized a possible solution can be
found. The method for obtaining the capacity for a discrete system is known as the
Blahut-Arimoto algorithm2 [14].
2

As a historical note, Blahut and Arimoto independently developed similar capacity finding
algorithms. Hence, credit is given to both.
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Using the notation in [14] the Blahut-Arimoto algorithm maximizes the equation
I(p, Q) =

XX
j

pj Qk,j log P

k

Qk,j
,
j pj Qk,j

(2.13)

the jth element pj of the vector p is the probability that symbol j is transmitted and
Qk,j is the probability that the kth symbol is received given that the jth symbol is
transmitted. Equation (2.13) is the mutual information between two discrete random
variables and can be derived from (2.6) by discretizing the pdf’s and using Bayes rule.
The Blahut-Arimoto algorithm can be used simply to find the vector p, which yields
the maximum mutual information. An important addition to maximizing (2.13) is
incorporating a constraint on the transmitted symbols.
The constraint that will be used in this work is
X

ej pj = Pd ,

(2.14)

j

where Pd is a given power level and ej is the cost for transmitting symbol j. Thus,
with this constraint (2.13) can be maximized by iterating over i in the fashion
(
cj = exp

X
k

Ã
Qk,j log

Qk,j
P i−1
j pj Qk,j

!

)
− sej

(2.15)

and
cj
,
j pj cj

P
pij = pi−1
j

(2.16)

where s is a scalar constant. The iterative algorithm ceases with convergence in either
c or p, after which the system capacity can be found through (2.13).
Notice in (2.16) that s is unknown and must be found. The magnitude of s
determines how much weight is given to the power constraints in e. Thus, there is a
capacity region over all possible values of s. Fortunately, only one s exists in which
the algorithm’s solution satisfies the power constraint (2.14).
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One possible method to find the desired capacity is to search over the capacity
space (governed by s) by using a simplex search (or other searching algorithm) to find
the capacity which will satisfy the power constraint. Convergence is guaranteed because of the convexity of cj with s. However, this can be computationally expensive.
The method used in this work for implementing the constrained Blahut-Arimoto algorithm is to begin with a good initial guess of s and p and then, upon the completion
of each iteration in the algorithm, update s with
si = si−1 + νl,
¯
¯
¯
¯
X
¯
¯
pj bj exp{−χ}¯ ,
l = arg min ¯Pd −
¯
¯
χ

(2.17)
(2.18)

j

and
(
bj = exp

X

Ã
Qk,j log

k

Qk,j
P i
j pj Qk,j

!

)
− si−1 ej

,

(2.19)

where ν < 1 to ensure convergence. (Notice that bj is simply cj using the new pij , but
with the old s. Thus, the scalar l is simply the adjustment on s which ensures the
power constraint is satisfied upon the next iteration. If the initial value of s and/or
p is too far from their final value, this procedure may not converge but instead
will exhibit oscillating behavior.) Therefore, the constant ν is included to allow a
dampening effect upon s to aid in convergence. The experience obtained in this
work is that when a high accuracy is required in the Blahut-Arimoto algorithm, this
method is computationally faster than running the algorithm repetitively for multiple
values of s.
2.3

Superdirectivity
The term superdirectivity generally refers to the ability to create a highly

directive beam using closely spaced antennas. In MIMO communication systems,
where eigenbeams are used to communicate, superdirectivity was shown to exist by
Morris [3], although in this context superdirectivity refers to the ability to precisely
13

control the beam shape rather than simply provide high spatial directivity. This
section will discuss how superdirectivity is introduced in MIMO systems and will
illustrate its characteristics.
2.3.1

Radiated Power and the Traditional Constraint
From a system design standpoint it is crucial to know how much power is

radiated from a given array. In traditional analyses of MIMO systems, the average
sum of the squares of the excitation current magnitudes is constrained in the capacity
formulation through (2.7). Because this constraint does not incorporate the antenna
element interactions it may not correspond to a constraint on the amount of power
radiated.
With the ability to incorporate the impact of the antenna upon a MIMO
system through (2.2), studies can be conducted from observing the amount of radiated
power generated by a transmit signal constructed from the capacity solution. For a
transmit array with a reciprocal impedance matrix Zt , the average power radiated by
the array for a vector x of transmit currents is given by [3]
Prad =

ª
1 © †
E x Re [Zt ] x = Tr [Kx Rt ] ,
2

(2.20)

where Re [·] is the real part. The matrix Rt = Re [Zt ] /2 represents an effective
radiation resistance for the array (scaled by a factor of 1/2) which can be computed
either using an impedance computation or from the integral
1
Rt =
2Z0

Z
dΩt E†t (Ωt )Et (Ωt ),

(2.21)

where Z0 is the free-space intrinsic impedance and Et (Ωt ) is the matrix with nth
column eT n (Ωt ).
To observe the effect that antenna spacing has upon capacity and the amount
of power radiated, a simulation was conducted. Using a 2-D simulation, multipath
rays were found using a realistic indoor propagation model [15]. Channels were found
for a 16 element uniform circular array (UCA) of dipoles in a two-dimensional ray
14

model using

Hm,n =

NR
X

©
ª
r
βi exp j2π(xtn cos(θit ) + ynt sin(θit ) + xrm cos(θir ) + ym
sin(θir )) , (2.22)

i=1

where NR is the number of rays for a given channel realization, βi is the complex
envelope for the ith ray, θit and θir are the angles of departure and arrival for each ray,
and xtk , ykt , xrj , and yjr are the positions of the nth transmit and mth receive antennas
in units of wavelengths. For infinitesimal dipoles the impedance matrix can be found
from
³ q
´
Rti,j = zo J0 2π (xti − xtj )2 + (yit − yjt )2 ,

(2.23)

where zo is the radiation resistance for one dipole antenna computed from 2.21 and
J0 (·) is the zeroth order Bessel function.
Figure 2.1 plots the average power radiated and capacity found for the traditional constraint (2.7) with the SNR P/σ 2 = 10. The antennas at the transmitter
and receiver are uniform circular arrays (UCA) of 8 infinitesimal dipoles. In this
figure the radiated power is normalized by zo and the results represent an average
over 1000 stochastic channel realizations. When the elements of the transmit array
have reasonable inter-element spacings (diameter is larger than 2λ, where λ is the
free space wavelength) the traditional constraint effectively constrains the radiated
power. However, for closely spaced elements, the transmit signal obtained from the
capacity solution leads to large levels of radiated power.
2.3.2

Radiated Power Constraint
To be able to compare systems with close antenna spacing it is desirable to

constrain the amount of power that is radiated in a MIMO system. If the radiated
power is restricted such that Prad ≤ Pt , where Pt is a set threshold, then the mutual
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Figure 2.1: The capacity and power radiated for both the traditional and radiated
power constraint upon a UCA of dipole antennas.

information of the MIMO system described by (2.1) is given by
³
´
eK
e xH
e† + I ,
I(y; x) ≤ log2 det H
e = K−1/2 HR−1/2
H
,
t
i

(2.24)
(2.25)

and
1/2
e x = R1/2
K
t Kx Rt ,

(2.26)

with the constraint
n o
e x ≤ Pt .
Tr K
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(2.27)

e x can be determined from the waterfilling solution to construct the
The covariance K
capacity bound similar to (2.9).
Figure 2.1 also plots the power radiated and capacity using the radiated power
constraint. For these simulations the noise covariance was set to Ki = σ 2 I. As
the antenna spacing is reduced, the radiated power remains constant in this case.
However, it is surprising that this system results in a reduced radiated power, but
higher capacity compared to the system using the traditional power constraint.
The increase in capacity under the radiated power constraint is due to small
eigenvalues in the matrix Rt . These small eigenvalues in the impedance matrix create
high channel gain without requiring large amounts of radiated power, leading to the
high capacity levels seen. At the transmitter, this phenomenon can be related to
array superdirectivity by first defining At = Rt /Rt,11 so that the superdirectivity
Q-factor (which relates to the achievable system bandwidth) is
Qt =

x† x
.
x† At x

(2.28)

If x is aligned with an eigenvector of At associated with a small eigenvalue, then the
excitation will lead to a large value of Qt which is indicative of array superdirectivity.
A similar analysis at the receiver shows that small eigenvalues of Ki , which can occur
for close antenna spacing and spatially colored noise, are associated with receive array
superdirectivity [3, 16].
2.3.3

Superdirectivity: Eigenbeams
It is interesting to evaluate the properties of a radiation pattern characterized

by array superdirectivity within the content of a MIMO system. Consider one of
the 1000 simulated channels described above. Graphed in Figure 2.2 are some of
the characteristics of a MIMO superdirective beam for a UCA with a λ/2 diameter.
Figure 2.2(a) contains a normalized plot of the dominant eigenbeam pattern. Notice
that, in contrast to traditional applications where superdirectivity is used to form a
single highly directive beam [17]-[21], in this system the superdirectivity is used to
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Figure 2.2: Various characteristics of a superdirective MIMO eigenbeam. (a) The
beam pattern for the dominant eigenbeam (b) Angles of departure for this simulated
channel (c) Q-factor for each eigenbeam (d) Power allocated by a waterfilling solution
into each eigenbeam for this channel.

precisely control the variation in the beam pattern. To further describe this particular
simulated channel the magnitudes of the rays generated from the multipath model are
graphed according to their angles of departure in Figure 2.2(b). There seems to be a
general alignment of the dominant eigenbeam with the power profile of the departing
rays, but this relationship is only motivational. Eigenbeams are constructed to obtain
capacity and can be whatever is optimum. Therefore, the important result remains
that typically there is not one main (pencil) beam in eigenbeams of superdirective
MIMO systems.
Though this beam is not particularly directive there are many traits a MIMO
superdirective beam has that are similar to a traditional superdirective beam. Fig-
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ure 2.2(c) plots the Q-factor given by (2.28) for each eigenbeam. The Q-factor of
the dominant beam is around 109 . For a center frequency of 2.4GHz this would yield
less than 2-3Hz of bandwidth for this eigenchannel! This reduction in the amount of
usable bandwidth is also typical of traditional superdirective beams [22].
The excitation current magnitudes for a MIMO system using superdirectivity
are also similar to those for traditional superdirective beams. Consider Figure 2.2(d)
which graphs the eigenvalues of Kx found by a waterfilling solution. As described
in this figure, large eigenvalues (and, therefore, currents) are placed in the highly
superdirective beams by the capacity formulation. The large currents are needed to
achieve the specified amount of radiated power.
The accuracy required to obtain superdirective patterns can also be examined.
The dominant eigenvector current weights were perturbed by a zero-mean complex
Gaussian vector with a variance was 10−4 less than the largest antenna weight. Plotted
in Figure 2.2(a) is the modified beam pattern for this dominant eigenbeam. The
resulting pattern is hardly recognizable as the dominant eigenbeam. These traits,
that the current weights need to be large and accurate, are typical of a traditional
superdirective system [22].
Finally, Table 2.1 displays the normalized current weights for the dominant
eigenbeam of the system in question. The current weights on adjacent antennas (numbered counterclockwise in the array) are characterized by nearly opposite phase [22].
Obtaining such current weights on closely spaced antennas is difficult to accomplish.
2.4

Fast-Fading Channels
When the channel is known to the transmitter and receiver the capacity is

given by (2.9). However, in typical MIMO systems the channel will inevitably change.
Either the transmitter or receiver will move within a scattering environment or the
environment itself will change. If the channel variation is adequately slow the transmitter can send a known sequence periodically to the receiver from which the channel
state can be determined. The receiver can then feed this information back to the
transmitter. Therefore, for the time between periodic training blocks, maximum sys19

Table 2.1: Normalized current weights for the dominant eigenbeam in question.

Antenna # Real Weight
1
-1.0000
2
1.0118
3
-1.0242
4
1.0335
5
-1.0373
6
1.0357
7
-1.0311
8
1.0256
9
-1.0196
10
1.0140
11
-1.0101
12
1.0072
13
-1.0032
14
0.9975
15
-0.9927
16
0.9930

Imaginary Weight
+ 0.0000
- 0.0338
+ 0.0624
- 0.0806
+ 0.0855
- 0.0776
+ 0.0604
- 0.0380
+ 0.0124
+ 0.0151
- 0.0421
+ 0.0644
- 0.0768
+ 0.0750
- 0.0593
+ 0.0329

tem performance can be approximated by (2.9). It can be conceived, however, that
a channel could vary fast enough that reversing communication to relate the channel state information to the transmitter may not be practical. Under this condition
a system’s data rate can be governed by the uninformed transmit capacity expression (2.12). An extreme in studying channel variation is that a channel changes so
fast that neither the transmitter nor the receiver can obtain sufficient knowledge of
the channel so capacity can be described by (2.9) or (2.12). This capacity solution
has been studied and will be discussed in Chapter 4. However, as an introduction
into fast-fading channels this section will consider the use of covariance information
in signaling strategies.
2.4.1

Covariance Information
A common assumption made in fast-fading channels is that correlation in-

formation will remain valid longer than channel state information [1][23]-[26]. When
channel state information is not known at the transmitter, but covariance information
is known, capacity is achieved when beams are formed using the covariance informa20
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Figure 2.3: An example of the difference between eigenbeams and eigenmodes.

tion [25, 26]. If the channel state is unknown at the receiver covariance beams can
also be derived to achieve capacity at the receiver [1]. A discussion of the construction
of these beams will be deferred to Chapter 4. However it is a fundamental concept
to understand the difference between these covariance beams and eigenbeams. This
work will denote these covariance beams as eigenmodes.
2.4.2

Contrast: Eigenbeams, Eigenmodes
Eigenbeams represent transmit or receive antenna array patterns formed from

the instantaneous channel state information. Eigenmodes, in contrast, are patterns
constructed from the channel spatial covariance information. Conceptually, eigenmodes direct power in good average directions for the channel, while eigenbeams
direct power in good instantaneous directions.
Figure 2.3 is a fictitious example of a scattering environment. In this figure
it is assumed that unless otherwise labeled everything is in motion. Because the
three existing eigenmodes are based upon covariance information, some power may
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be lost by transmitting in instantaneously unfavorable directions. In this example,
power transmitted on the line-of-sight eigenmode is obstructed by a mobile object.
However, the other two eigenmodes closely coincide with the eigenbeams (which are
beams based upon the actual channel coefficients). Therefore, eigenbeams typically
allow the SNR at the receiver to be larger if eigenmodes were used as beamformers.
One important aspect not depicted in Figure 2.3 is the phase difference between
eigenbeams and eigenmodes. Obviously, the phase of the beams is crucial for system
performance and, therefore, eigenbeams excite channels with much more efficiency
than eigenmodes.
2.5

Waveguide Communication
The various modes in a radio frequency (RF) waveguide can be used for com-

munication because of the orthogonality that exists between them, a concept which
has been known for over half a century [27]. The difficulty of using modes independently is the difficulty in placing power selectively into one mode of a multi-mode
waveguide without exciting additional modes .
MIMO techniques provide a method for using all of the modes in a multi-mode
waveguide for communication. By placing transmit and receive antennas across two
ends of a waveguide a multipath channel is created where the multiple propagation
paths are the modes of the waveguide in relation to the antenna placement. Eigenbeam communication can then be used to utilize all of the spatial bandwidth present
in the waveguide [29, 30] for an example).
Consider a relatively small optical MMF which is used for local networking.
For a step index fiber the number of modes present is approximately [31]
NM

µ
¶2
q
πd
,
≈ n21 − n22 √
2λ

(2.29)

where n1 and n2 are the index of refraction for the core and cladding of the fiber, d
is the core diameter, and λ is the wavelength. For a MMF with n1 = 1.47, n2 = 1.44,
d = 50µm, and λ = 1.55µm about 450 modes exist! Considering the large data rates
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typical of single mode optical channels ([32] for example), being able to use so many
modes presents enormous potential for a point-to-point data rate.
Typically in optical communication non-coherent detectors are used. While
in RF communication, antennas (which have phase coherence), are used. Therefore,
a phase coherent optical system would need to be designed to obtain the full modal
potential in MMF. Such systems are difficult to develop, and currently it is extremely
rare for coherent detection to be found in a commercial system. However, to prove
the possibility of MIMO on an optical fiber Shah et al. demonstrated VBLAST (a
well known MIMO technique) on MMF using a coherent detection system [33].
2.6

Chapter Importance
This chapter has developed background models and assumptions that will be

used throughout this work. Motivation has been provided regarding superdirectivity, antenna placement, spatial correlation of fast-fading channels, and multi-mode
waveguide communication. This fundamental basis is a springboard for which electromagnetic effects will be incorporated into capacity formulations throughout the
following chapters.
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Chapter 3
The Relationship between Antenna Loss and Superdirectivity
in MIMO Systems
Section 2.3 illustrates that when constraining the radiated power superdirective solutions can be introduced into capacity formulations. These solutions predict
an abnormally high capacity, (see Figure 2.1 and [3, 16]). Similarly, when the external
interference at the receiver is spatially colored, additional capacity gains appear due
to the emergence of receiver superdirectivity solutions. While such gains are theoretically possible, achieving them is impractical. As shown in Section 2.3, large precise
currents (where closely spaced neighboring antennas have opposite phase) are needed
and even when such currents are produced the resulting system has a reduced bandwidth due to the high Q-factor induced [18, 22]. Therefore, it is useful to formulate
the capacity when the radiated power and the superdirectivity are constrained.
A prior analysis of this scenario has limited the impact of superdirectivity by
constraining the transmit currents and receive beamformer weights [3, 16]. Specifically, these vector quantities are forced to lie in subspaces whose maximum superdirectivity Q factor [19, 20, 21] is limited to lie below a predetermined level. However,
as presented below, this approach is not guaranteed to produce optimal capacity
solutions and is somewhat difficult to tie to practical antenna parameters.
This chapter will address the issue of limiting superdirectivity behavior in
MIMO arrays by properly modeling antenna ohmic loss. At the transmitter this loss
creates considerable gain reduction for superdirective currents characterized by large
magnitudes. At the receiver, ohmic loss leads to spatially white thermal noise which
removes receiver superdirectivity. Unlike the formulation which constrains the maximum array Q factor, this approach leads to optimal capacity solutions (under the
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stated assumptions) and is easily related to practical antenna properties. Representative computational examples illustrate the dramatic impact that even a small amount
of loss can have on the system capacity.
3.1

Beamforming with Low Q-Factor Weights
It has been recently demonstrated that superdirectivity can be limited by pass-

ing the transmit current and received voltage vectors through beamformers restricting
the excitations to a non-superdirective space [3, 16]. The non-superdirective space
is formed from the eigenvectors of At (or a receiver equivalent) whose eigenvalues
ensure that the Q factor of the array will be below a specified level. However, this
solution is not optimal.
It is possible to form currents from a linear combination of the vectors from the
superdirective and non-superdirective spaces which achieve an overall Q factor that is
below the given threshold. Stated another way, the beamformer limits the excitation
currents or receive weights to lie in a subspace, while the actual constraint should
limit these vectors to an ellipsoid in the multi-dimensional space. Unfortunately,
there does not appear to be an obvious way to achieve the optimal solution using the
beamforming approach combined with the capacity solution.
3.2

Antenna Ohmic Loss
Given the limitations of the beamforming approach for determining system

capacity when superdirectivity is constrained, it is desirable to limit superdirectivity
in another way. One potential method is to incorporate loss, which naturally exists in
practical antennas, into the capacity formulation. Because transmit superdirectivity
solutions are characterized by high current magnitudes, the loss introduced by even a
small antenna resistance could potentially make superdirective excitations inefficient
and unfavorable relative to non-superdirective ones. At the receiver, ohmic loss leads
to spatially white thermal noise that could potentially remove receive superdirective
solutions. Because of the difference in the effects at the transmitter and receiver, this
work will develop the impact of antenna loss at each end of the link separately.
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3.2.1

Transmitter
Incorporating transmit antenna loss as part of the channel implies that the

capacity formulation power constraint must limit the power delivered to the transmit
array rather than the power radiated, since some of the power will be consumed
by antenna loss. This section will formulate the capacity under a delivered power
constraint and an approach for compensating for the reduction in radiated power will
be discussed in Section 3.2.3. To implement the power constraint the average power
delivered to the antenna array can be constructed using
n
o
©
ª
bt .
Pin = E x† (Rt + Lt ) x = Tr Kx R

(3.1)

The nth element of the diagonal matrix Lt represents one-half of the antenna ohmic
loss resistance for the nth antenna. Note that this is the physical antenna resistance, which can be obtained from radiation efficiency measurements for practical
scenarios [34].

For arrays constructed of identical elements, this matrix will be

Lt = (RT,loss /2)I, where RT,loss is the loss resistance of each element.
b t will
If the delivered power is constrained in the capacity formulation, then R
b t will
replace Rt in (2.26) and (2.26). The addition of the diagonal matrix Lt in R
eliminate the very small eigenvalues associated with superdirectivity and therefore
b −1/2 even when the antenna loss is modest. This is
regularize the matrix inverse R
t
a mathematical indication of the fact that superdirective solutions will exhibit high
loss and become unfavorable relative to more traditional excitations.
For the example computations that follow, all array elements will be assumed
b t can be rearranged as
identical so that ZT,nn will be the same for all n. Therefore, R
·
¸
Lt
b
Rt = RT,11 At +
I = RT,11 [At + (1/ka − 1) I] ,
RT,11

(3.2)

where ka = RT,11 /(RT,11 + Lt ) is the single element efficiency [34]. This will allow
demonstration of the impact of loss on superdirectivity as a function of this practical
efficiency parameter.
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3.2.2

Receiver
At the receiver, ohmic loss does not explicitly change the possibility of ob-

serving receive superdirectivity in the capacity solution since the loss will operate
identically on the signal and the external interference. However, in this case the resistance adds a thermal noise component to the received signal that must be modeled
correctly. Specifically, if the receive array is characterized by a diagonal ohmic loss
resistance matrix Lr , then an open-circuit noise voltage vector η will be introduced
so that the received signal becomes
y0 = Hx + vi + η.

(3.3)

Because the noise on each antenna is assumed independent of the noise on all other
antennas, the a covariance of this noise will be [35]
©
ª
Kη = E ηη † = 4kB T Lr ,

(3.4)

where kB is the Boltzmann constant and T is the temperature. Note that this expression does not contain the commonly used system power bandwidth because in this
narrowband phasor analysis all covariances represent power spectral densities which
are normalized by the bandwidth.
Given this spatially white thermal noise contribution, which is assumed independent of the external interference, the total interference plus noise has a covariance
b η = Ki + Kη .
K

(3.5)

The addition of the diagonal matrix Kη provides the regularization required to avoid
receive superdirectivity. Once again, for the computations shown in this paper, all
array elements will be assumed identical so that Ki,mm will be the same for all m and
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Lr = Lr I. Therefore, (3.5) becomes
·
b η = Ki,11
K

¸
·
¸
Kη,11
1
Br +
I = Ki,11 Br +
I ,
Ki,11
INR

(3.6)

where Br = Ki /Ki,11 and INR is the interference-to-noise ratio.
3.2.3

Capacity
With the antenna ohmic loss now properly included, the mutual information

for the model in (3.3) becomes
³
´
bK
b xH
b† + I ,
I(y0 ; x) ≤ log2 det H
b = K
b −1/2 HR
b −1/2 ,
H
η
t

(3.7)
(3.8)

and
bx = R
b 1/2 Kx R
b 1/2 ,
K
t
t

(3.9)

n o
b x ≤ Pt . The covariance K
b x can now be determined
with the constraint Tr K
from the waterfilling solution. Because the antenna loss will result in reduced radiated power, Kx can be computed from (3.9) and then scaled as Kx = αKx so that
©
ª
Prad = Tr Kx Rt = Pt . Using Kx in place of Kx when evaluating (3.7) then provides the capacity bound under the delivered power constraint (to suppress transmit
superdirectivity), but with the impact of the reduced radiated power removed. If the
transmitter has no knowledge of the propagation channel represented by H, then the
uninformed transmitter capacity can be computed by repeating this procedure with
b x = (Pt /Nt )I.
K
It is possible to interpret this revised mutual information expression in terms
of the equivalent communication system shown in Fig. 3.1. Specifically, the effective
b −1/2 x
b is fed into a beamforming network so that x = R
b. This vector is
input vector x
t
sent over the channel and is augmented by the additive interference and the thermal
noise created by the receive antenna loss to create y0 . Finally, the rearrangement of
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Figure 3.1: Equivalent model for the system whose capacity is described by (3.7).

the noise covariance within the mutual information expression of (3.7) is equivalent
−1/2

b
b=K
to creating a noise pre-whitening beamformer so that y
η
3.3

y0 .

Simulation Examples
Computational examples serve to demonstrate the application of the approach

considered here to real scenarios as well as to illustrate that even very small amounts
of ohmic loss can significantly remove the impact of superdirectivity on capacity.
3.3.1

Simulation Assumptions
Unless otherwise noted, the transmitting and receiving antennas are uniform

circular arrays (UCAs) of 16 infinitesimal dipole elements [34] with a circle diameter
of D specified in free-space wavelengths (λ). Also, the external interference is confined
to the horizontal plane with a uniform angular power spectrum, or
pi (Ωr ) =

1
δ(θr − π/2),
2π

(3.10)

where θr represents the receive elevation angle. Under these conditions, Ki and Rt
are computed from (2.5) and (2.21), respectively.
The narrowband propagation channel is represented using a path-based statistical model where the departures and arrivals are clustered in angle. Here again,
signal propagation is confined to the horizontal plane. The discussion in [36] provides
a description of the model, including the parameters used here which are representative of an indoor environment. For all computations, 500 random realizations of this
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propagation model and the corresponding channel transfer function H0 are generated,
and each matrix is normalized according to
√
H=

Nr Nt
H0 ,
kH0 kF

(3.11)

where k·kF is the Frobenius matrix norm. This normalization ensures that all channel
realizations achieve the same average signal-to-interference ratio (SIR), and therefore
removes the impact of channel path loss or shadowing on the results. Then, for single
isolated transmit and receive dipoles, the scalar values of Ki and Rt are computed
from (2.5) and (2.21), respectively. Under these conditions, the single-input singleoutput (SISO) SIR can be defined as
SIR =

Pt
,
Rt K i

(3.12)

For all computations that follow, the SISO SIR is set to 20 dB.
3.3.2

Capacity
Fig. 3.2 shows the waterfilling and uninformed transmit capacity as a function

of the radiation efficiency (ka in (3.2)) of the transmit elements in isolation for an
interference-to-noise ratio (INR) of 10 dB and UCA diameter D = λ/2. Most apparent is the fact that the optimal waterfilling capacity is somewhat larger than the
corresponding value obtained using the suboptimal uninformed transmitter solution.
Otherwise, the curves show similar trends implying that the same physical phenomena
apply to both capacity solutions. These curves reveal that as the antenna efficiency is
increased, the capacity increases. The most dramatic impact occurs around 99% efficiency where superdirective excitations dominate the solution. It is noteworthy that
the 99% threshold efficiency is very difficult to achieve in practice, suggesting that
true transmit superdirective behavior would not be observed in a practical system.
Fig. 3.3 shows the waterfilling capacity as a function of the INR for an isolated
transmit element efficiency of 95% and four different UCA diameters (antenna spacing reduces with diameter). The horizontal axis is actually expressed as 1/INR to
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Figure 3.2: Waterfilling and uninformed transmit capacity versus transmit isolated
element efficiency for INR = 10 dB and 16-element UCAs with diameter D = 0.5λ.

emphasize the dramatic change in capacity as the thermal noise goes to zero (antenna
becomes lossless). For small arrays, the close element spacing enables superdirectivity
which accounts for the sharp capacity increase for small antenna loss. The performance of the large array, on the other hand, is dominated by the thermal noise level
because the increased element spacing does not allow superdirective solutions.
The computational simplicity afforded by the assumption of infinitesimal dipole antennas allows very efficient analysis of the impact of antenna ohmic loss on
array superdirective behavior. However, for these antennas the radiation pattern of
the driven element with all other elements open-circuited (as specified in Section 2.1)
is the same as the pattern for the element in isolation. For practical antennas, this
open-circuit radiation pattern differs from the isolated element radiation pattern,
which could potentially alter the array superdirective behavior.
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Figure 3.3: Waterfilling capacity versus INR for a transmit element efficiency of 95%
and four different radii for the 16-element UCAs.

To study this effect, the computation considered in Fig. 3.2 is repeated using
half-wave dipoles in place of the infinitesimal dipoles. The open-circuit radiation
patterns and impedance matrix are computed for each array configuration using the
freely-available Numerical Electromagnetics Code (NEC) [37] assuming a dipole wire
radius of 0.005λ. Fig. 3.4 shows the outcome of this computation. The key difference
between these results for practical dipoles and those provided in Fig. 3.2 for ideal
(infinitesimal) elements is the absolute capacity level. Otherwise, the strong similarity
between these two sets of results suggests that superdirective behavior remains a
possibility despite the pattern distortion created by the coupling.
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Figure 3.4: Waterfilling and uninformed transmit capacity versus transmit isolated
element efficiency for INR = 10 dB and 16-element UCAs with diameter D = 0.5λ and
half-wave dipole elements.

3.3.3

Quantification of Superdirectivity
It is useful to examine the level of superdirectivity in the capacity solutions.

Unfortunately, measuring superdirectivity using quantities such as the array Q factor
in (2.28) requires evaluating the properties of specific transmit excitations, while
the capacity only specifies the excitation covariance. However, since the waterfilling
solution constructs the transmit covariance using the basis of the right singular vectors
of the channel matrix, examination of (3.7) and (3.9) reveals that in this case, the
b −1/2 V,
b (where V
b represents the right singular vectors of H),
b
columns of the matrix R
t
form the basis for the transmit covariance Kx . Therefore, each such column can be
interpreted in turn as the vector x in (2.28) to obtain a Q factor for each channel
eigenmode. Fig. 3.5 provides the value of this Q factor averaged over the 500 channel
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realizations for the 16-element UCA of diameter D = 0.5λ with 100% tranmit element
efficiency and an INR of 10 dB. As can be seen, the Q factors of the dominant modes
are very large. This implies that even if a simple beamforming solution is used (rather
than the optimal solution) where only the dominant channel eigenmode is exploited
for communication, transmit superdirectivity will play a role in determining system
performance.
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Figure 3.5: Q factor for each of the channel eigenmodes for a transmit element efficiency of 100%, INR = 10 dB, and a 16-element UCA with diameter D = 0.5λ.

To obtain a more inclusive measure of the array superdirectivity obtained from
the capacity formulation, an effective Q-factor can be defined for the communication.
At the transmitter, the expectation of the numerator and the denominator of (2.28)
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is taken individually, or
©
ª
E x† x
Tr {Kx }
Qt =
=
.
E {x† At x}
Tr {Kx At }

(3.13)

Since the capacity solution provides a value of Kx , this expression can be computed
for each channel realization.
At the receiver, the discussion in Section 3.2.3 along with the equivalent system
model in Fig. 3.1 suggest that the vector given by
−1/2

b
b
s=K
η

Hx = Hr x

(3.14)

represents the (noiseless) signal at the output of the noise pre-whitening beamformer
and has covariance
b s = Hr Kx H† .
K
r

(3.15)

To define an effective Q factor for this receiver reciprocity is used, assuming the
receive beamformer is reciprocal. Then bs is considered as a transmit vector that is to
be passed back through the receive beamformer, yielding an effective transmit signal
−1/2

b
at the antenna terminals of s = K
η

bs with covariance

b −1/2 K
b sK
b −1/2 .
Ks = K
η
η

(3.16)

The effective receive Q factor is given by
Qr =

Tr {Ks }
,
Tr {Ks Ar }

(3.17)

where Ar is the receive array counterpart to At .
In the computations, the value of the effective Q factor is averaged over the
500 channel realizations. Fig. 3.7 plots the effective transmit Q factor as a function
of transmit element efficiency for the same conditions as considered in Fig. 3.2. It can
be seen in Fig. 3.7 that as the antenna efficiency goes to 100% this average Q factor
achieves very high values indicative of superdirectivity behavior. Fig. 3.6 plots the
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Figure 3.6: Effective receive Q factor versus INR for a transmit element efficiency of
95% and two different radii for the 16-element UCAs. Results are for the waterfilling
capacity solution.

effective receive Q factor as a function of INR for the same conditions as considered
in Fig. 3.3 for two array sizes. Once again, these results confirm that for the small
array spacing, the increase in capacity with increasing INR is a result of signals with
high Q factors indicative of receive superdirectivity.
3.4

Chapter Conclusions
This chapter has discussed the mutual information for a MIMO system under

the conditions where the power input to the transmit array is constrained, the receiver is subject to external interference, and antenna ohmic loss is properly modeled.
The results show that as the antenna loss is reduced to zero, superdirective solutions
to the capacity formulation emerge. However, introduction of antenna ohmic loss
can dramatically reduce the impact of superdirectivity on the capacity results. Com37
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Figure 3.7: Effective transmit Q factor versus transmit isolated element efficiency for
INR = 10 dB and 16-element UCAs with diameter D = 0.5λ. Results for waterfilling
and uninformed transmit capacity solutions are provided.

putational examples illustrate the application of the method and reveal that this
superdirectivity is virtually eliminated when only a small amount of ohmic loss is
present.
While this formulation has chosen to use antenna ohmic loss as a practical
parameter to include in the model, other imperfections such as loss in feeding lines
and matching networks or spatially white noise introduced in front-end amplifiers
will similarly remove superdirective solutions provided that these impairments are
included in the channel model. Therefore, this approach, coupled with expanded network and noise analysis techniques, provides a comprehensive framework for modeling
the capacity behavior of closely spaced antenna elements.
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Chapter 4
Impact of Coupling on MIMO Capacity in Correlated FastFading Environments
The capacity of the rapidly varying MIMO wireless channel is a topic of considerable importance, as it indicates the potential efficiency of MIMO technology for
highly mobile communication nodes [10, 38, 39]. Recent analysis has shown that for
an i.i.d. Gaussian channel which remains constant over a block of T symbols and
the transmitter and receiver have no knowledge of the channel state information the
capacity versus the number of transmit antennas achieves a maximum for T antennas [40]. This analysis has led to the development of useful space-time codes for fast
fading environments [41, 42].
More recent work has used this block-fading model to analyze the capacity
when the channel exhibits spatial correlation which is known at the transmitter and
receiver [1]. For separable (or Kronecker) correlation structure, this study has shown
that (1) optimal signaling involves unitary communications along the principal eigenvectors of the transmit covariance, and (2) for rapidly fading channels (T = 1) increased transmit spatial correlation leads to improved capacity.
This chapter incorporates electromagnetic considerations into the study of
fast-fading correlated MIMO channels. Specifically, the increased performance observed with increased channel correlation will be shown to result either from simple
beamforming gains associated with preferred channel propagation directions or from
increased power radiated by the transmit array when the antenna spacing is reduced.
When the capacity formulation is altered to explicitly constrain the radiated power,
array supergain solutions appear which again lead to a capacity increase with reduced
element spacing [3]. Since these solutions are impractical [18, 22], the formulation is
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further modified to limit the impact of supergain by incorporating antenna ohmic loss
into the model. The resulting capacity is shown to decrease with reduced antenna
spacing for most channels when even a small amount of antenna loss is included.
Furthermore, this chapter expands on the recent observation that for T = 1 only a
single channel eigenmode should be used for communication [1], showing that there
are other cases where the same conclusion is true. This discussion suggests that
the observations made in this chapter are relevant for a broader range of channel
conditions.
4.1

Background of Block Constant Channel Model
This section contains previous work done in with the block constant model

developed by Marzetta and Hochwald [40]. It is important to note that there is a
notational difference between this chapter and the rest of this dissertation. In this
chapter simultaneously transmitted symbols placed upon an antenna array are placed
in row vectors rather than in column vectors. This is done to maintain compliance
with previous work.
4.1.1

Block Fading Results
Consider the communications model used in [40]. The channel is assumed

constant for a block of T symbols, but is statistically independent from the channel
in any other block where the elements are i.i.d. zero mean complex normal. During
a block the complex baseband communication can be written as
r
X=

ρ
SH + W,
Nt

(4.1)

where X is a T × Nr matrix of received symbols, S is a T × Nt matrix of transmitted
symbols, H is the Nt × Nr channel transfer matrix, W is a T × Nr noise matrix whose
elements are zero mean, unit-variance i.i.d. complex Gaussian random variables, and
ρ/Nt represents the SISO SNR. Notice, the mathematical notation uses left multiplication of the transmitted symbols in (4.1) as compared to (2.1). Also, The traditional
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power constraint (2.7) can be written as [1, 40]
© £
¤ª
1
E Tr SS† ≤ 1.
Nt T

(4.2)

Notice that the difference between this constraint and (2.7) is that the power level is
controlled outside of the constraint through ρ instead of through P . This is simply a
notational difference which has been used in previous work. Effectively, this constraint
still limits the sum of the squares of the currents (or voltages) applied to the transmit
antennas.
The mutual information for (4.1) is given by [40]
Z
I(X; S) =

(

Z
dS p(S)

dX p(X|S) log

p(X|S)
R
b p(S)p(X|
b
b
dS
S)

)
,

(4.3)

where the probability of the received signal conditioned on the transmitted signal is
n
h
io
exp −Tr (I + Nρt SS† )−1 XX†
h
i
.
p(X|S) =
ρ
†
T
N
r
π
det I + Nt SS

(4.4)

To determine a capacity for this system Marzetta and Hochwald used the traditional
constraint in (4.2).
Using this power constraint it was shown that the capacity can be obtained
when
S = ΦDC,

(4.5)

where Φ is a T × T matrix which is isotropically distributed (which is a particular
distribution of unitary matrices), the T × Nt matrix D has only non-zero values Dii
for all 1 ≤ i ≤ min(T, Nt ), and where C is any fixed Nt × Nt unitary matrix. The
diagonal non-zero values of D are random variables which come from an unknown,
but non-negative distribution. The benefit of describing the capacity achieving S in
this way is that the only thing needed to obtain the capacity is the distribution of
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the min(T, Nt ) non-zero values in D. Thus, equation (4.5) reduces the number of
unknown variables from 2Nt T to min(Nt , T ) [40].
This model has allowed determination of a variety of useful results, with one
of the most cited results being the development of unitary space-time modulation
and its derivatives which are directly formulated from this model [41, 42]. In addition
to modulation schemes, with this model it has been proven that the capacity when
Nt > T is the same as when Nt = T [40]. Also, using a lower bound on capacity,
specifically obtained when D = I, the maximum number of antennas needed to
achieve this lower bound is Nt = min(Nr , bT /2c). Finally, with this capacity lower
bound it has been shown that when the SNR is low, a SISO system achieves the
capacity lower bound [43, 44]. Many other papers have used this model to describe
MIMO communication. It would be unreasonable to list all of the findings here. The
results presented above were chosen for their relevance upon work to be presented
and their impact upon the community.
Considering that the non-zero values in D may follow any distribution, the
assumption that D = I is similar to choosing Kx = P/Nt I in connection with the
uninformed transmitter capacity solution given in (2.12). In other words, this assumption excites the entire space spanned by the right singular vectors of H. It
should be noted that unitary space-time codes are based upon this assumption [41].
4.1.2

Correlated Block Fading
When the channel changes very rapidly, it is not reasonable to assume that

even the receiver can maintain an accurate estimate of the channel. Under these
circumstances, it is reasonable to assume that the channel covariance information,
which depends on the multipath spatial structure, will be valid longer than current
channel estimates and therefore can be found and shared between the transmitter
and receiver. This covariance information has been shown to be beneficial under a
variety of scenarios [45].
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The full covariance for a MIMO channel can be described with a Nt Nr × Nt Nr
matrix as
RH = E{vec {H} vec {H}† },

(4.6)

where vec {·} stacks the elements of a matrix column-wise into a vector. In this
notation, channels from this distribution can be constructed
vec {H} = RH vec {Hw } ,

(4.7)

where Hw is a spatially white matrix with elements that are i.i.d. zero mean unit
variance complex normal. This full covariance information is mathematically difficult
to use.
It has been proposed that a Kronecker approximation to the full covariance can
capture a significant amount of the covariance information [46, 47]. As such, it has
become a fairly common practice to approximate this covariance using the Kronecker
product. With a Kronecker approximation the full covariance can be described by3
1/2

1/2

RH = (RR )T ⊗ RT ,

(4.8)

where ⊗ is the Kronecker product, and RT and RR are the transmit and receive
covariance matrices. These Kronecker matrices can be found by evaluating
ª
1 ©
E HH†
Nr

(4.9)

1 © † Tª
E (H H) .
Nt

(4.10)

RT =
and
RR =
3

Obviously, this Kronecker form cannot capture all of the covariance information for a varying
channel. In fact, this form has been shown to have some deficiencies [48]. Therefore, it is used as
an approximation.
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The primary benefit of this Kronecker structure is that random channels can be
realized by [1, 49]
1/2

1/2

H = RT Hw (RR )T ,

(4.11)

which is of a simpler form than that in (4.7).
Due to the simpler form of the Kronecker structure, Jafar and Goldsmith [1]
were able to incorporate channel correlation into (4.1). With correlation, the mutual
information is still governed by (4.3), but the pdf describing the channel becomes

p(X|S) =

n
h
exp −Tr (I +

⊗ SRT S† )−1 vec {X} vec {X}†
h
i
π T Nr det I + Nρt RTR ⊗ SRT S†
ρ
RT
Nt R

io
.

(4.12)

This relationship assumes that the transmitter knows RT and the receiver knows
RR [1].
With the mutual information expression (4.3) and power constraint (4.2), the
distribution for S which achieves capacity is [1]
S = ΦVU†t ,

(4.13)

where Φ is a T × T isotropically distributed matrix and Ut is the Nt × Nt unitary
matrix of eigenvectors of RT . The T × Nt matrix V has non-zero entries only on
the main diagonal. As with D, the distribution of these diagonal values is unknown
and must be found (or approximated) to evaluate capacity through (4.3). To find
capacities in this chapter an implementation of the Blahut-Arimoto algorithm [14],
as detailed in the Appendix A, is used.
Using (4.12),(4.13), and (4.3) Jafar and Goldsmith proved that, under extremely fast-fading (T = 1), transmit beamforming with the dominant eigenvector of
RT achieves capacity. Furthermore, increasing the number of antennas or increasing
the correlation between the antennas increases the capacity. This is in contrast to
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the prior observation that when T = 1 the maximum capacity was obtained when
Nt = 1 [40].
4.1.3

Channel Normalization
In the following analysis, it is important to properly normalize the channels

to ensure fair comparison among different results. Assuming that the Hw in (4.11)
has zero-mean, unit-variance entries, then the normalizations
Tr [RT ] = Nt

(4.14)

Tr [RR ] = Nr

(4.15)

and

maintain a unit average SISO channel gain.
4.1.4

Radiated Power Constraint
For widely-spaced antennas, the constraint in (4.2) effectively limits the power

radiated by the array. However, for closely-spaced (electromagnetically coupled) antennas, the coherent addition of the fields radiated by the elements can result in large
radiated power when (4.2) is used in the capacity formulation. In this case, it is more
appropriate to explicitly constrain the radiated power using [3]
© £
¤ª
1
E Tr SAS† ≤ 1
Nt T

(4.16)

A = Rt + (1/µ − 1)I,

(4.17)

and

where I is the identity matrix, µ is the antenna radiation efficiency which accounts
for ohmic loss in the transmitting array, and Rt is the real part of the transmit
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array impedance matrix normalized to have unity along the diagonal (for identical
elements). With this normalization, A → I as the antenna spacing increases (for
µ = 1), revealing that (4.16) represents a generalization of (2.7).
While using (4.16) in the capacity computation provides a practical mechanism
for limiting the radiated power, it has been shown that the resulting capacity solution
is characterized by array supergain for µ = 1 [3]. Such supergain is impractical for
a variety of reasons [22, 18], and therefore the resulting capacity will be difficult if
not impossible to achieve. Setting µ < 1 in the formulation, which accounts for finite
antenna loss, will serve to remove supergain solutions which are characterized by
high current magnitudes for a given radiated power. It is important to emphasize,
however, that in this case (4.16) constrains the power delivered to the transmit array,
which is approximately equal to the radiated power for small loss.
To simplify the discussion of capacity computation, it is convenient to manipulate the mutual information expression for the case of a radiated power constraint.
e = SA1/2 in (4.12) and (4.16) leads respectively to
Using the substitution S
n
h
io
eR
e tS
e † )−1 xx†
exp −Tr (I + Nρt RTr ⊗ S
e =
h
i
p(X|S)
†
ρ
T
T
N
e
e
e
r
π
det I + Nt Rr ⊗ SRt S

(4.18)

and
n h † io
1
eS
e
E Tr S
≤ 1,
Nt T

(4.19)

e t = A−1/2 Rt A−1/2 .
R

(4.20)

where

This substitution therefore transforms this problem into a form identical to that for
the traditional power constraint. In the remainder of this chapter, the notation of
Section 4.1.1 will be used, understanding that the computational approach applies to
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the capacity computation under the radiated power constraint using the appropriate
variable substitutions.
It is important to emphasize that incorporating the radiated power using the
mutual resistance through (4.16) and (4.17) does not incorporate the effects of a nonideal source network (meaning that it is assumed that exact desirable currents can
be placed on an antenna). Furthermore, this analysis does not consider the impact of
coupling at the receiver. Prior analysis of the impact of mutual coupling on MIMO
system capacity 1) reveals that an ideal impedance matching network can perfectly
compensate for any mismatch losses and 2) provides a framework for assessing the
impact of non-ideal impedance matching on the system performance [50]-[53]. Therefore, this chapter will focus on the radiated power implications of electromagnetic
coupling within the context of rapidly fading channels.
4.2

Channel Eigenmodes
It has been previously shown that for T = 1, transmit beamforming using

the dominant eigenvector of RT (i.e. using a single channel eigenmode) will achieve
capacity [1]. The convenient consequence of this fact is that the capacity is directly
related to the dominant eigenvalue of RT , which facilitates studies of the capacity
behavior. However, this observation only applies to this specific case, and questions
remain regarding the relationship between the eigenvalues of RT and the capacity for
T > 1.
Consider the number of channel eigenmodes that should be used to achieve
capacity. Prior work on uncorrelated channels has shown that the number of transmit
antennas required to achieve capacity is Nt = min(Nr , bT /2c) [43, 44]. To extend this
result to the case of channels with correlation, consider a model environment where
RR has LR non-zero and equal eigenvalues. Communication will assume that the
transmitter uses the optimal strategy of signaling on the eigenvectors of RT [1] and
that the receiver applies a beamformer using the eigenvectors of RR . The effective
channel matrix describing the transfer of signals on these eigenmodes is spatially
white. Under this assumption and if all eigenvalues of RT are equal, it can be conclude
47

that the number of transmit eigenmodes that should be used to achieve capacity is
LT = min(LR , bT /2c).

(4.21)

To explore this conclusion in more detail, consider a system with T = 2,
Nt = 4, and Nr = 1 (so that LR = 1) and where the power is constrained according
to (2.7). Fig. 4.1 plots the capacity-achieving distribution of the two elements of V.
Based on the analysis above, only one transmit eigenmode should be used to achieve
capacity. It is therefore interesting to observe from this plot that both modes are used
to obtain capacity, but never at the same time. This result confirms the observation
of [44] that only a single mode can be used for communication at any given time,
but it also reveals that the system will make use of the two modes in an alternating
fashion to maximize the mutual information.
It is important to mention that the SISO SNR was set to 40dB for this simulation. Such a high SNR is not required to observe the behavior shown in Fig. 4.1,
and in fact experiments show this same behavior for practical SNR levels. The key
point is that when the SNR is large, the system will tend to use capabilities in the
channel that it may not try to exploit when the SNR is low (water-filling for capacity
computation is an excellent example of such a concept). Therefore, the fact that
Fig. 4.1 does not reveal any attempt to use both eigenmodes at the same time for
this high SNR provides some indication that this is a general result and not specific
to these operating conditions.
The observations drawn above are not limited to the case where the non-zero
eigenvalues of RT are equal. Fig. 4.2 plots the capacity of this modeled system with
T = 1 and T = 2 while the relative values of the two eigenvalues of RT , denoted as
λ1 and λ2 , are swept. The normalization of (4.14) is maintained for each point in
the sweep. The capacity for both cases increases monotonically with the dominant
eigenvalue. Investigation of the distribution on the elements of V reveals that V11 is
more likely to be used than V22 as λ1 increases. The key observation to be made from
this analysis is that the capacity is directly related to the dominant eigenvalue of RT
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Figure 4.1: The results of the Blahut-Arimoto algorithm selecting the capacity distribution of V for a T = 2 channel.

as long as only a single mode is used for communication at any given time. This is
an extension of the concept discussed above for channels with T = 1.
Computing the capacity for larger values of T becomes computationally difficult. When min(LR , bT /2c) > 1, the system can potentially exploit diversity in
the channel to increase capacity, with the number of modes used depending on the
relative magnitudes of the channel eigenvalues as well as SNR [43, 44]. For example,
for low SNR it remains entirely possible that all of the power should be allocated to
a single channel eigenmode to maximize capacity, so that the observations made in
connection with Fig. 4.1 apply. For higher SNR, the capacity will
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be maximized when the non-zero eigenvalues of RT are equal. As this is difficult to
achieve in practice, the goal would typically be to design a system that increases the
magnitudes of the used eigenvalues at the expense of the unused eigenvalues [40, 41].
Since these eigenvalues depend on both the propagation environment and the array
topology, array design to manipulate the relative magnitudes of multiple eigenvalues
is a complex issue and will not be considered in the analysis that follows.
4.3

Antenna Placement
Explicit constraint of the radiated power in the capacity formulation enables

an investigation of the impact of antenna array configuration, specifically the element
spacing, on the capacity of fast-fading MIMO channels. The focus of this analysis will
be on situations where only a single eigenmode is used for communication, as it then
becomes possible to evaluate the impact of array topology on the dominant eigenvalue
e T . When possible, the readily-computed eigenvalue rather than the capacity will
of R
be observed. Recall from [1] that as correlation is increased, the dominant eigenvalue
and therefore the capacity are also increased.
All of the computations shown in this section assume a scenario where propagation is confined to the horizontal plane. The antenna is a uniform linear array
(ULA) of elements, where xm represents the position of the mth element along the x
axis.
4.3.1

Single Cluster Model
Both the spatial characteristics of the electromagnetic propagation as well as

the array configuration impact the channel spatial correlation. To study the impact
of each contribution, an environment in which the multipath angles of departure
are uniformly distributed over a sector (in the horizontal plane) will be considered.
A total angle spread of ∆φ is assumed. The probability density function for the
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departure angle can be written as

 1/∆ , −∆ /2 < φ − φ < ∆ /2
φ
φ
T
0
φ
pφ (φT ) =
,
 0,
otherwise

(4.22)

where φT is the angle of departure from the transmitter, φ0 is the center of the
cluster, and φT = 0 is taken along the x-axis (array axis). For these ULA, the
transmit covariance has elements
Z

2π

RT,mp =

ejk(xm −xp ) cos φT pφ (φT ) dφT ,

(4.23)

0

where k is the free-space wavenumber and xm is the position of the mth element.
e T will be plotted, the configuration at the
Because only the dominant eigenvalue of R
receiver does not need to be specified. For all of the following computations, Nt = 4.
Infinitesimal dipole antenna elements will be used for this study. These elements offer the convenience that when the driven antenna is placed in proximity to
other identical elements terminated in an open-circuit, the resulting radiation pattern
is identical to the pattern for a single element in isolation. However, the mutual impedance matrix for these elements is difficult to construct from an impedance analysis.
Therefore, the matrix Rt used in (4.17) can be computed from the integral
Z
Rtmp =

etm (ΩT )e∗tp (ΩT ) dΩT ,

(4.24)

where etm (ΩT ) is the far-field radiation pattern of the mth transmit antenna (with all
other elements terminated in an open-circuit) and ΩT is the solid angle coordinate.
While typically the integration is performed over the entire sphere, the focus here
on the impact of array spacing and channel spatial structure for multipath arrivals
confined to the horizontal plane motivates performing the integration only over this
horizontal plane [54]. The resulting normalized mutual resistance matrix can be
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written as
Rtmp = J0 (k|xm − xp |),

(4.25)

where J0 (·) is the Bessel function of order zero.
e T as a function of transmit element
Fig. 4.3 plots the dominant eigenvalue of R
spacing for several different transmit antenna efficiencies with ∆φ = π/4 and φ0 = 0
(endfire). This plot clearly indicates that for lossless transmit arrays, the capacity
monotonically increases with decreasing element spacing for spacings below about
0.5 wavelengths. However, when even a small amount of loss is introduced, this
monotonic increase is no longer present, and an optimal antenna spacing emerges.
This suggests that the non-intuitive capacity behavior for the lossless case results
from array supergain which is suppressed by the antenna loss. As the efficiency is
reduced, the level of allowable supergain decreases, resulting in an increase in the
optimal array spacing since the array must rely on conventional beamforming rather
than supergain to achieve high signal strength at the receiver. However, it appears
that the optimal antenna spacing is approximately 0.3 wavelengths for this endfire
cluster. These results also show that when the efficiency decreases down to ka = 0.90,
the antenna resistance dissipates a significant fraction of the transmit power, resulting
in a noticeable drop in overall performance even for larger element spacings.
e T as a function of transmit element
Fig. 4.4 plots the dominant eigenvalue of R
spacing for an efficiency of ka = 0.99, φ0 = π/2 (broadside), and three different values
of ∆φ . For ∆φ = 2π (Jakes model [7]), the curve for the lossless case (ka = 1) is indistinguishable from the curve provided. Most notable about this case is that under
full angle spread and no antenna loss, element spacing has no impact on performance
e T = I. This observation is intuitive, since the lack of preferred
since A = RT so that R
propagation directions when the channel is characterized by full angle spread means
that supergain cannot be exploited to improve performance. When a small antenna
loss is introduced, therefore, it does not have a dramatic impact on the performance
since it is only accounting for a small system loss rather than suppressing supergain
effects. When the angle spread is reduced, however, the increased performance shown
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Figure 4.3: The dominant eigenvalue of R
∆φ = π/4 and various transmit antenna efficiencies.

in the curves confirms the intuitive conclusion that environments with preferred propagation directions enable improved performance through transmit beamforming. For
∆φ = π/4, the optimal spacing is approximately 0.7 wavelengths.
The optimal array element spacings observed in Fig. 4.3 for an endfire cluster
and Fig. 4.4 for a broadside cluster can be understood by resorting to a discussion
of the enabled radiation pattern. Consider the pattern of a 4-element uniformly excited ULA with a progressive phase shift to steer the beam in the direction of the
cluster center. In each case, the optimal spacing is approximately the maximum
spacing, which gives the narrowest beamwidth, before significant side lobes start to
appear. Narrow spacing is important as this implies maximum flexibility for optimal
transmit beamforming. Side lobes, however, are undesirable as they waste power by
radiating it into directions that do not provide a propagation path to the receiver.
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While this analysis is somewhat simplistic since the optimal beamformer will be more
sophisticated than the uniform excitation used here, it at least suggests that the optimal spacings observed in the eigenvalue plots are reasonable. More importantly, this
study indicates that capacity gains with increased correlation under fast-fading environments are a result of increased channel gain obtained from transmit beamforming.
4.3.2

Multiple Cluster Model
The single cluster model allows evaluation of the impact of different propa-

gation characteristics on performance. However, multiple cluster models provide a
more realistic representation of typical propagation environments. For this work, a
well-established path-based stochastic model [4] will be used to generate a random
realization of a propagation channel. Also, half-wave dipoles for the antenna elements
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are used along with the closed-form expressions for the coupled element impedance
matrix to compute Rt in (4.17) [34]. However, when forming the channel, a common approximation is used in which the pattern of a single element radiating in the
presence of the other open-circuited elements is approximately the same as that of a
single element in isolation [55, 56].
The full covariance matrix for this scenario can be constructed from
©
ª X
∗
|β` |2 ejkdt,mp cos φt,` ejkdr,nq cos φr,` ,
Rmn,pq = E Hmn Hpq
=

(4.26)

`

where β` , φt,` , φr,` represent the complex gain, departure angle, and arrival angle
respectively of the `th multipath, dt,mp is the distance between the mth and pth
transmit antennas, dr,nq is the distance between the nth and qth receive antennas,
and the expectation is taken by moving the arrays along the x axis. A Kronecker
approximation to this covariance can then be generated using (4.9) and (4.10) to
obtain
Nr
1 X
=
Rin,jn
Nr n=1

(4.27)

Nt
1 X
=
Rmi,mj .
Nt m=1

(4.28)

Rt,ij
and
Rr,ij

Consider a single realization of the stochastic propagation model for a system
with T = 1, Nt = 4, and Nr = 1. Fig. 4.5 plots the capacity for this system as a
function of the transmit ULA element spacing for both power constraints. For the
radiated power constraint, antenna efficiencies of ka = 1 and ka = 0.99 are consid©
ª
ered. A plot of the average radiated power, computed from (1/T ) E Tr[SAS† ] with
ka = 1, is also included. The conclusions drawn above regarding the relationship between between supergain and performance are confirmed in this result. In fact, since
the channel consists of a collection of plane waves rather than a continuous angular field distribution, the supergain effect for the lossless case results in a very steep
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rise in performance as the spacing gets small. Addition of only a small amount of
antenna loss reverses this performance trend while only modestly impacting the radiated power. For the traditional power constraint, the plot reveals that the capacity
increase with decreasing element spacing is a result of the increased power radiated
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Figure 4.5: The capacity and power radiated effects of using traditional and radiated
power constraints with various efficiencies.

While exploring the performance in a single channel is instructive, it is perhaps
more practical to consider the average behavior over an ensemble of such channels.
For each of 100 random realizations of the model, the transmit covariance for a system
with Nt = 4 and Nr = 1 was constructed using (4.26) and (4.27), and subsequently
the capacity was computed using the traditional and radiated power constraints.

57

Fig. 4.6 plots the average capacity resulting from these simulations. Essentially, these
results confirm the findings already discussed, with an optimal antenna spacing of
approximately 0.3 wavelengths when the radiated power with small loss is considered.
Comparison with the results in Fig. 4.3 suggests that additional loss will shift this
peak to a larger spacing.
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Figure 4.6: The average capacity for 100 random indoor channel covariance realizations with T = 1.

4.4

Chapter Conclusions
This chapter has included electromagnetic considerations in the analysis of

correlated block-fading MIMO channels with covariance information. Specifically,
the results show the increased performance observed for reduced antenna spacing
under fast-fading (T = 1) environments results from increased power radiated into
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the channel. A power constraint for this channel which explicitly limits the radiated
power and further discourages supergain solutions to the capacity formulation was
developed. Analysis with this new constraint shows compact array spacing does not
improve performance. The discussion also uses prior studies to show that a single
transmit mode should be used for all cases where min(LR , bT /2c) = 1 or where the
SNR is low. This suggests that the analysis included here is of broader applicability
than simply for T = 1. Finally, when T and the SNR do not limit the number of
eigenmodes needed to achieve capacity antenna placement and design should be used
to maximize the LT eigenvalues of RT as dictated by (4.21).
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Chapter 5
Optical MIMO Without Coherent Detection
Multimode optical fiber links generally offer low-cost, high-speed solutions
to accommodate the needs of local and wide area networks (LAN/WAN). However,
while MMF inherently provides a huge potential information capacity, it is difficult to fully exploit this resource due to the modal dispersion that limits the useful
fiber bandwidth-distance product. Several approaches have been proposed for increasing the MMF bandwidth-distance product, with many of them focusing on the
advantageous exploitation of the spatial (i.e. modal) properties of the optical fields.
However, while techniques such as engineering the excitation to selectively generate
modes [57, 58] or compensating for dispersion using spatially-resolved equalization at
the receiver [59]-[61] have been demonstrated, the resulting performance gains have
been modest.
More recently, increased bandwidth-distance products have been demonstrated
through the use of MIMO technology based on RF-over-fiber [62, 63]. However, this
requires the RF transmitter/receiver pairs and reasonable performance is obtained
only for long propagation distances which provide the necessary optical delay spread.
Coherent optical detection has also been used to implement true optical MIMO over
the MMF channel [33, 64], resulting in dramatic capacity gains at the expense of
requiring coherent optical detection. Both of these techniques can lead to high cost
due to the special-purpose hardware required for implementation. Furthermore, if the
goal of the communication is simply to maintain high bandwidth-distance product
for a point-to-point link, it may be more cost effective to simply resort to traditional
single-mode fiber transmission.
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Motivated by these observations, a multi-user architecture which employs the
MMF to simultaneously deliver independent data streams to different users on the
same fiber channel is proposed. The technique is able to provide this capability without requiring the use of coherent optical detection. As in many MIMO techniques, the
system requires the availability of channel state information at the transmitter, and
therefore a channel estimation scheme appropriate for use with incoherent detection
is presented and analyzed. Representative results obtained with a MMF propagation
model are used to show the potential performance bounds for this technology as well
as the impact of different fiber channel characteristics on the system behavior.
5.1

MMF MIMO System
Development of an MMF MIMO system using incoherent detection requires

the formulation of a communication model and analysis of the implications of system
characteristics on the signaling scheme. In this analysis, group delay and inter-symbol
interference created by group delay dispersion are neglected. Furthermore, a vector
field quantity (where the vector notation is used to indicate polarization information)
will be denoted with an overbar (i.e. f ).
5.1.1

System Description
Consider the optical communication system shown in Fig. 5.1 where an array

of Nt transmitting sources, each modulated with a different data stream, excites the
core of a MMF. It is assumed that this input coupling occurs such that each source
generates a unique weighting of the MMF modes, which could be realized either with
a MMF coupler (where differences in device fabrication lead to the unique mode
coupling weights) or by launching each input signal at a unique angle or on a unique
location on the MMF core. For simplicity, this last approach will be assumed in
this paper, with the overlap integral approach [65] used to compute the excitation
weighting of each MMF mode for each incident beam (which is characterized by a
Gaussian waist).
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Figure 5.1: Example configuration for an optical MIMO system.

After propagating through the MMF, the optical field is split into Nr equalpower portions using a 1 × Nr power splitter. In general, the Nr output waveguides
are also MMF, although SMFs will be explored in Section 5.1.2. Asymmetries and
non-idealities associated with this power division will result in a unique weighting of
the modes in each output branch.
Here it is assumed that the main MMF supports Q propagating modes and
that the mth output fiber, 1 ≤ m ≤ Nr , supports Pm modes. The complex coupling
coefficient between the nth input stream and qth mode in the main MMF is denoted
as Bqn (1 ≤ q ≤ Q, 1 ≤ n ≤ Nt ). Similarly, Γkq (1 ≤ k, q ≤ Q) relates the kth mode
at the output to the qth mode at the input of the main MMF so that the overall
(m)

matrix Γ includes the effects of both propagation and mode coupling. Finally, Apk

(1 ≤ p ≤ Pm , 1 ≤ k ≤ Q) represents the complex coupling coefficient between the
kth mode in the main MMF and the pth mode in the mth output MMF. Propagation
and mode coupling within each output MMF will be neglected, although this could
easily be modeled using an additional matrix for each output fiber.
Using this representation, the modal transfer matrix for the mth fiber output
can be defined as
H(m) = A(m) ΓB.
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(5.1)

With an ejωt time variation assumed and suppressed (ω is the optical carrier frequency), the vector field at the output of the mth fiber as a function of the crosssectional coordinates x and y becomes

rm (x, y) =

Nt X
Pm
X

(m)

(m)
f p (x, y)Hpn
sn ,

(5.2)

n=1 p=1
(m)

where sn is the complex weight of the nth input stream (input symbol) and f p (x, y)
is the cross-sectional vector field profile of the pth mode on the m output fiber.
Finally, a photodetector is used to sense the optical intensity at each fiber
output. The terminal current for the mth photodetector can be written as
Z
i m = Rm

|rm (x, y)|2 dx dy + ηm ,

(5.3)

where Rm is the photodetector responsivity, ηm is noise current, and the integration
is over the output fiber cross-section. Note that the noise can be generated from a variety of phenomena, and therefore its statistical distribution can be complicated. For
simplicity, this work assumes that the noise obeys a zero-mean Gaussian distribution.
Substitution of (5.2) into (5.3) leads to
¯2
Z ¯¯X
Nt X
Pm
¯
(m)
¯
(m) ¯
im = Rm ¯
f p (x, y)Hpn
sn ¯ dx dy + ηm .
¯
¯

(5.4)

n=1 p=1

5.1.2

Multi-User MIMO Signaling
Analysis of (5.4) reveals the non-linear relationship between the input symbols

sn and the output currents im which complicates if not precludes the application of
typical space-time coding strategies to this channel. One method for overcoming
this difficulty is to use coherent optical MIMO detection [33], although this naturally
brings additional levels of complexity and cost to the hardware implementation. For a
point-to-point link, this additional complexity is unwarranted since SMF technology
provides an excellent solution. However, for multi-user signaling, the use of MIMO is
more intriguing.
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For example, consider the situation where it is desired to simultaneously transmit unique symbols to each of the Nr receivers (users) such that these symbols do
not mutually interfere. Mathematically, let the Nr × 1 symbol vector ŝ contain the
desired set of real, non-negative symbols. Here it is assumed that a Nt × Nr matrix
G can be found whose mth column gm lies in the range space of H(m) , but in the null
space of H(k) , k 6= m. If the transmit symbol vector is formed as s = Gŝ1/2 , where
the square root is taken elementwise, then channel matrices can be written as
.
H(m) s = H(m) Gŝ1/2 = H(m) gm ŝ1/2
| {z } m

(5.5)

b(m)

The output current at the mth detector is
im = ξm ŝm + ηm

(5.6)

and
¯2
Z ¯¯X
Pm
¯
(m)
¯
¯
ξm = Rm ¯
f p (x, y)b(m)
p ¯ dx dy.
¯
¯

(5.7)

p=1

Eq. (5.6) reveals that under these circumstances, the current on the mth photodetector properly represents a scaled version of the symbol intended for the mth receiver.
While this multi-user signaling strategy works in principle, it suffers from
practical difficulties when the output fibers support multiple modes. Specifically,
unless the number of transmitters Nt is similar to the number of modes Pm in the
mth output fiber, it is unlikely that the matrix H(m) will have an appreciable null
space. To exacerbate this problem, formation of the signaling matrix G requires the
identification of a set of vectors, each of which lies in the range space of one channel
matrix and the null space of all others, a task which has low likelihood of success even
if a relatively large number of transmitters is used. For further illustration regarding
the difficulty of communication in this fashion see Appendix B.
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The system can be simplified to mitigate the difficulties associated with the
channel matrix null spaces by assuming that each output fiber is a SMF (fused to
the MMF core) so that Pm = 1 for all m. One of the two degenerate modes within
a circular-core SMF can be removed from the output field using a polarizer. Thus, a
Nr × Nt composite channel matrix H can be formed whose mth row is given by the
1 × Nt row vector H(m) provided that
Z ¯
¯2
¯ (m)
¯
Rm ¯f 1 (x, y)¯ dx dy = 1.

(5.8)

Throughout this work, the channel matrix will be normalized such that
kHkF =

p

N r Nt ,

(5.9)

where k · kF is the Frobenius norm.
The Nr × 1 received current vector can now be written as
i = |Hs|2 + η,

(5.10)

where | · |2 applied to a matrix or vector is the magnitude squared operator applied
elementwise. Finally, assuming that H is sufficiently conditioned, linear precoding of
the transmit symbols can be performed using
s = H−1 ŝ1/2 ,

(5.11)

which is a technique known as channel inversion. This precoding leads to an output
current on the mth detector of
im = ŝm + ηm .

(5.12)

With this strategy, each output represents a noisy replica of the intended input symbol
without requiring the use of coherent detection.
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5.1.3

Signaling Implications
The multi-user signaling scheme introduced above, while removing the require-

ment of coherent optical detection, adds two complexities to the system implementation. First, the linear transmit precoding requires that the transmitter know the
entire channel matrix H, necessitating the incorporation of a training phase where
the receivers learn the channel coefficients within H as well as a feedback mechanism
for getting these coefficients back to the transmitter. Section 5.2 provides a detailed
discussion of training for this non-linear system. Second, the transmitter must be
able to modulate the optical carrier in both amplitude and phase, whereas only amplitude modulation is typically employed. The assumption here is that providing this
full modulation requires less complexity than would be required to provide coherent
detection.
5.2

Training
Proper implementation of the linear transmit precoding requires that the

transmitter know the complex transfer matrix H. Because conventional training
schemes make use of coherent detection, a new training method should be developed
for the communication architecture described here. Implicit in this development is
the assumption that the channel remains relatively constant over both the training
period as well as a block for communicating data symbols.
Consider a sequence of NS transmitted vectors stacked into a Nt × NS matrix
¤
S = s(1) , s(2) , . . . , s(NS ) . Using a similar stacking for the received currents and noise
£

produces the block communication equation
Y = |HS|2 + N,

(5.13)

where Y is the Nr × NS matrix of received currents and the Nr × NS noise matrix
N consists of i.i.d. zero-mean Gaussian random variables. Specific implementations
of this general equation will be used to separately estimate the channel coefficient
magnitudes and phases.
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5.2.1

Magnitude
The magnitude of the elements in H can be estimated by exciting each trans-

mitter individually, or S = α1/2 I, where I is the identity matrix and α is the laser
intensity. More generally, NB identity transmissions can be sent using the representation S = α1/2 [I, I, . . . , I]. Under this excitation, (5.13) becomes
b
[Y1 , Y2 , . . . , YNB ] = α |[H, H, . . . , H]|2 + N,

(5.14)

b = [N1 , N2 , . . . , NN ]. The maximum likelihood (ML) estimate for the coefwhere N
B
ficient |Hmn |2 becomes
NB
1 X
|Hmn | =
Y`,mn .
αNB `=1
2

(5.15)

Good communication performance with channel inversion precoding typically
requires precision in the estimate of the channel matrix H. It is therefore important
to discuss the accuracy of the estimate in (5.15). The Cramer-Rao bound (CRB),
which represents the minimum achievable variance in the estimate error, is given by
ση2 /αNB , where ση2 is the noise variance in each element of N [66] (assuming the
normalizations in (5.8) and (5.9)). Furthermore, the ML estimate in (5.15) achieves
this bound. These observations indicate that the estimate accuracy can be increased
by increasing either NB or the SNR.
5.2.2

Phase
Before developing a training technique for estimating channel phase, it is im-

portant to first determine the required phase information that must be inferred. Let
D represent a diagonal matrix with Dmm = ejφm , where φm is an arbitrary phase
value. If (5.11) is applied with the matrix DH in place of H,
¯
¯2
¯
¯2
i = ¯H[DH]−1 ŝ1/2 ¯ + η = ¯D∗ ŝ1/2 ¯ + η = ŝ + η

68

(5.16)

0

Average Phase Error (radians)

10

A(0,π)
U(0,π/4)
A(0,π/4)
A(0,π/2)
U(0,2π)

−1

10

−2

10

−3

10

−4

10

0

5

10
15
20
2
SNR: α/σn (dB)

25

30

Figure 5.2: Average phase estimate error versus SNR for different mechanisms for
selecting the transmitted phase.

is obtained, where {·}∗ is an elementwise conjugation. This result indicates that only
the relative phase along each row of H must be known for successful precoding.
The required phase between the elements of H can be obtained by simultaneously exciting two sources with a controlled phase between them. Once again,
NB training blocks will be assumed, leading to a mathematical expression S =
α1/2 [D1 , D2 , . . . DNB ] where
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Figure 5.3: Average phase estimate error versus NB for different mechanisms for
selecting the transmitted phase.

The phase difference between Hm1 and Hmn can then be computed by solving
θmn

NB
X
¯
¯2
1
= arg min
Y`,mn − ¯|Hm1 | + |Hmn |ej(θd +φ` ) ¯ .
α
θd
`=1

(5.18)

Error analysis of the phase estimation through the CRB is difficult due to
the nonlinearity in (5.10). Therefore, this work will resort to an empirical accuracy
assessment. For each numerical trial, a true relative phase value θ0 drawn from a
uniform distribution on [0, 2π) was used to compute the elements in (5.13) (using
noise generated as a realization of a zero-mean Gaussian random variable) relevant
for estimating a single phase value. Eq. (5.18) was subsequently applied to estimate
this phase. This procedure was applied to 1000 random realizations of the noise for
each of 200 equally spaced values of θ0 on the interval [0, 2π).
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Fig. 5.2 plots the expectation of the error |θmn −θ0 | with NB = 20 versus SNR.
The designation U (a, b) indicates that φ` assumes NB equally spaced values on [a, b)
while A(a, b) indicates that φ` alternates between the two values a and b. Fig. 5.3
shows a graph of the same error metric with an SNR or 20 dB as a function of NB .
Both plots indicate that for the A(0, π) case, the estimation error remains large.
This occurs because for each value of φ` there are two angles of high probability for
θmn : θ0 and θ0 − ϕ` where


ϕ` =

−2d(θ0 , φ` ), d(θ0 , φ` ) < d(θ0 , φ` + π)

 2d(θ , φ + π), d(θ , φ ) > d(θ , φ + π)
0
`
0
`
0
`

,

(5.19)

and where d(a, b) is the absolute distance between angles a and b on the range [0, π].
Since ϕ` varies with each value of φ` , over the NB blocks the estimator will tend
to choose θ0 as the correct phase because the angle θ0 − ϕ` is different for each φ` .
However, for any two φ` separated by π the probability of obtaining the incorrect
angle θ0 − ϕ` is still high. In the case of A(0, π), the estimator is essentially choosing
the incorrect phase θ0 − ϕ` 50% of the time.
It is important to point out that had a curve for U (0, π) been included, it
would be identical to that for U (0, 2π) except at the point NB = 2 in Fig. 5.3. At this
isolated point, the φ` values for U (0, 2π) are separated by π, resulting in increased
error due to the ambiguity issue discussed above. In contrast, the φ` values for U (0, π)
would only be separated by π/2, resulting in reduced error.
The key observation from this analysis is that a separation of π/2 between
values of φ` for each training block provides good phase estimation performance.
This means that good training can be performed if the transmitter has the ability
simply to turn each source on or off and modulate the optical phase in increments
of π/2. Studying the MMF channel therefore requires only a modest transmission
capability, although performing proper communication using the techniques in this
paper naturally requires the ability for continuous tuning in both amplitude and
phase.
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5.3

Capacity
The capacity of the MMF MIMO system provides an upper bound on the

amount of information that can be sent over the channel. Naturally, because this
system uses non-coherent detection, the capacity will be lower than that obtainable
for receivers using phase information. Furthermore, the system assumes that the receivers cannot cooperate for detection, and therefore a broadcast scenario for capacity
computations [10] will be used. Note that even if the architecture allowed for receivers
to cooperate in the detection process, the lack of phase information at the receiver
would preclude the implementation of standard approaches, and the development of
non-linear detection techniques would likely be necessary.
In contrast to some broadcast channel capacity formulations where the data
to the different receivers can be correlated in order to maximize capacity [10], the use
of non-cooperative detectors and channel inversion precoding requires that the data
© ª
b = E ŝŝT being a diagonal real matrix, where E {·}
be uncorrelated, resulting in R
is the expectation and {·}T represents a matrix transpose. It is noteworthy that this
strategy applies power across the entire channel eigenspace, whereas communication
could be performed on a subspace of H if the receivers could implement cooperative
detection. Because some of the information may be communicated on eigenchannels
with very low power gain (square of the singular values of H), the approach will
tend to achieve lower performance than a technique that directs the transmit power
through an optimal subspace.
The capacity formulation must constrain the transmitted power using
©
ª
b (−1)† ] = PT ,
E Tr[ss† ] = Tr[H−1 RH

(5.20)

where PT is a desired transmit power level. Using the normalization in (5.9), this
leads to a single-input single-output (SISO) SNR averaged over all outputs of PT /ση2 .
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The capacity is then found by maximizing

C = max

Nr
X

b R
bmm )
C(

(5.21)

m=1

b
subject to the power constraint (5.20), where C(γ)
is the capacity for a non-coherent
SISO optical channel with average transmit power γ. For all computations in this
work, this non-coherent capacity is computed using the Blahut-Arimoto algorithm [14]
b
for the power range −20 dB < γ < 30 dB, with extrapolation used to obtain C(γ)
outside of this range. A Lagrange multiplier is then used to perform the maximization
in (5.21).
5.4

Computational Results
Computational results can be used to study the impact of different MMF

channel parameters on the capacity behavior. In the following, a SISO SNR of 20 dB
is assumed.
5.4.1

Modeling Details
While a typical MMF is characterized by a graded-index profile, a step-index

is assumed here to simplify computation of the fiber modes. Because the step-index
modes will be similar to those obtained in a graded-index fiber and because the overall
behavior is more dependent on the mode superposition than the actual cross-sectional
mode power distribution, the results obtained with this simplistic model will provide
the proper behavioral trends. A polarization maintaining fiber (PMF) is used for
each output to allow for simple separation of the even and odd modes. The system
parameters used in the model are provided in Table 5.1.
The input to the MMF is excited using Nt Gaussian beams each with a 9µm
waist. The center of each input beam is randomly located (using a two-dimensional
uniform distribution) within a square centered at the MMF center with a side length
that is 70% of the core diameter. The magnitude of the input coupling coefficient
Bqn is then computed using an overlap integral [65, 67, 31] for the nth input beam
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and the qth MMF mode. Similarly, the magnitude of the output coupling coefficient
(m)

A1k is constructed from an overlap integral for the kth MMF mode and the odd
PMF mode, where the PMF center is randomly positioned at the output using an
identical procedure to that used to select the input beam positions. The phase of
each coupling coefficient is a random variable drawn from a uniform distribution on
[0, 2π). The mode field distributions and propagation constants are obtained from
closed-form analysis for the MMF [68] and a numerical finite-difference method for
the PMF [69].
Propagation within the MMF consists of both phase accumulation and mode
coupling. Phase accumulation is modeled using a diagonal matrix F with Fqq =
exp{jβq L}, where L is the MMF fiber length and βq is the propagation constant of
the qth MMF mode. Mode coupling between the qth mode at the MMF input to the
kth mode at the MMF output is given by
Ekq = Wkq exp{−ζ|k − q|/2},

(5.22)

where Wkq is a random variable drawn from a zero-mean Gaussian distribution with
unity variance and ζ controls the amount of mode coupling. The modes are ordered
by their propagation constants such that modes with more similar propagation characteristics are more likely to couple. To ensure that this coupling does not introduce
system gain, each column of E is normalized to have unit Frobenius norm. When
mode coupling is neglected, ζ → ∞ so that E = I. These assumptions lead to the
simple representation Γ = EF.
5.4.2

Number of Users
As a first representative study, it is interesting to explore the impact of the

number of transmitters and receivers on the system performance. Using more transmitters provides excitation flexibility and can therefore improve the ability to signal
over the channel. In contrast, as the number of receivers gets large relative to the
number of spatial degrees of freedom supported by the multi-mode channel coupled
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Table 5.1: Fiber parameters used for simulations.

Optical Wavelength
1.55 µm
MMF Length
106 λ†
MMF Core Diameter
50 µm
MMF Core Refractive Index
1.47
MMF Cladding Refractive Index 1.44
PMF Core Major Axis
8 µm
PMF Core Minor Axis
4 µm
PMF Core Refractive Index
1.47
PMF Cladding Refractive Index 1.44
†
λ = 1.55 µm is the optical wavelength

with the excitation, performance will decrease due to channel ill-conditioning as discussed in Section 5.3.
Fig. 5.4 plots the capacity averaged over 100 random channel realizations as
the number of transmitters and receivers is swept with Nr = Nt and Nr = Nt /2. Mode
coupling is neglected in this simulation (E = I). With Nt < 20, the capacity grows
nearly linearly with the number of transmitters for both scenarios. Furthermore, the
capacity for Nr = Nt is larger than that for Nt = Nt /2 for small Nt . However, as
the number of transmitters increases, the excitation coupled with the channel starts
to lose its ability to provide enough spatial degrees of freedom to support as many
receivers as transmitters, and therefore the curve for Nr = Nt /2 dominates in terms
of overall throughput performance. Despite these limitations, it is clear that the
MMF channel provides significant capacity potential. It is noteworthy that even for
Nr = Nt /2, the slope of the curve will continue to decrease as Nt approaches the
number of supported MMF modes.
5.4.3

Mode Coupling
While the coupling of the input modes as well of the coupling into the output

fibers leads to the optical diversity required for MIMO implementation, cross-coupling
of modes within the MMF can also impact performance by changing the condition
of the channel matrix H. To explore this behavior more fully consider a system with
Nr = Nt = 2. For each of 1000 random instantiations, a channel matrix was computed
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Figure 5.4: The capacity lower bound for various numbers of transmitters and receivers averaged over 100 random channel realizations.

without (E = I) and with mode coupling (ζ = 0.05). Fig. 5.5 shows a scatter plot
of the difference between the capacity without coupling and that with coupling as
a function of the capacity obtained without coupling. These results indicate that
coupling can significantly alter the achievable capacity, although the impact can be
beneficial or detrimental. For cases where the excitation and output coupling achieve
relatively weak spatial diversity (low non-coupling capacity), the mode coupling tends
to improve the performance by increasing the overall channel diversity (improved
conditioning of H). However, when the excitation and output coupling achieve high
performance, scattering can only be detrimental through diversity reduction. It is also
interesting to observe the strong localization of the impact of scattering evidenced
by the abrupt edges of the scatter plot. This suggests that, at least for the coupling
model used, the impact of mode coupling on performance is limited. Overall, however,
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Figure 5.5: The increase/decrease of capacity due to mode coupling for a 2×2 system.

the key implication of Fig. 5.5 is that it is better to properly design the input and
output coupling networks than to rely on mode coupling to achieve system diversity.
5.5

Bit-Error Rate Performance
Some excellent work based upon dirty-paper coding has been conducted re-

cently to improve upon channel inversion as a method of precoding for MIMO channels [70]. Because of its usefulness in improving the Bit-Error Rate (BER) performance for linear MIMO channels, its adaptation for this optical channel has great
potential. This section will explore the current problems for applying dirty-paper
coding to the non-linear channel.
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5.5.1

Motivation: Transmit Power Reduced
When precoding with H−1 , in the coherent MIMO channel represented by

(2.1), small singular values can create problems for the communication by allocating
the majority of the power to eigenmodes with weak channel gains. This is especially
true when Nt = Nr , and therefore, regularizing the channel has been shown to be of
great benefit for this case [71]. Clearly, channel regularization has the potential to
improve BER performance in the non-coherent channel as well. However, the goal
of this section is to focus on using dirty-paper coding, which has perhaps even more
potential for improving the communication performance [72].
To motivate dirty-paper coding consider a real SISO channel with interference,
i, described by
y = s + i + n.

(5.23)

If the interference is known exactly to the transmitter it could remove the interference
by transmitting
x = sd − i,

(5.24)

resulting in y = sd + n where sd is some desired transmitted signal. One problem
with transmitting with (5.24) is that the total transmitted power is
Pinter = E{(sd )2 } + E{i2 },

(5.25)

which represents the sum of the powers in sd and i (assuming zero mean independent
random variables). Therefore, when the transmitter is power constrained this method
reduces the amount of power (on average) that can be placed into the desired signal
sd .
Dirty-paper coding involves using a non-linear function at the receiver to increase the amount of power that can be placed in sd . To illustrate this benefit consider
a model problem where communication uses symbols drawn from an alphabet of two
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real values {−1, 1}. The non-linear function applied to the received signal is
yde =

mod (y + τ, 2 ∗ τ ) − τ,

(5.26)

where yde is the symbol upon which maximum likelihood (ML) decoding is performed
and τ = 1. Detection becomes a simple minimum distance decision operation. An
analogous method of applying this non-linear function and ML decoder is to make
a decision for the received signal based upon the bin in which it falls, as shown in
Figure 5.6.
Consider some representative scenarios. If sd = 1.0 and i = 1.5, obviously
transmitting with (5.24) is desirable because s = 1.0 − 1.5 = −0.5 which has less
power than sd . In contrast, consider transmitting with (5.24) when sd = −1.0 and
i = 1.5. The transmitted signal, s, would need to be −2.5 to compensate for the
interference. However, with the non-linear function with s = 2.0 (which uses less
power than −2.5) the received signal would be y = 3.0 + n which could be decoded
correctly as −1.0 (see Figure 5.6). Therefore, the interference can be used to benefit
the transmission in some cases, resulting in an increase in the average power assigned
to sd .

…

Region -1
-5

Region 1
-3

Region -1

Region 1

-1

1

Region -1

Region 1

3

…

5

Figure 5.6: The addition of new decoding regions due to the non-linear modulo
function applied to the received signal.

In the next section this method will be applied to the non-coherent case.
Therefore, it is significant to note that in the case of the coherent channel the real
and imaginary parts are linearly separable at the receiver and this non-linear function
can be applied to the real and imaginary parts independently.
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In a MIMO communication scheme it is essential to understand where the
interference is generated when precoding with the channel inverse. The interference
can be seen by rewriting (2.1) as
y = xd + (H − I)xd + n,
| {z }

(5.27)

i

where xd is a vector of transmitted symbols and i is the interference. For this channel
the interference is dependent upon xd . However, since both H and xd are known at
the transmitter, the interference can be removed in fashion similar to that in (5.24).
Therefore, using a non-linear function at the receiver can reduce the amount of transmit power required.
As shown in [72], BER performance for channel inversion can be improved
by carefully choosing a vector of complex integers k, applying the non-linear function (5.26) elementwise upon the real and imaginary received signals, and precoding
with
s = H−1 (sd + τ k),

(5.28)

where sd is a vector of desired symbols and τ is a constant dependent upon the
constellation used [72]. Note that if k is the zero vector, (5.28) represents channel
inversion. However, as demonstrated by the model problems above, for a particular
H, k can be chosen to move the discrete points of sd so that transmitter power is
conserved, ultimately resulting in better BER performance for a constrained transmit
power [70].
One primary advantage of this method is that the elements of the vector k
assume complex values where the real and imaginary parts are integers. The optimal vectors of complex integers can be constructed using a sphere encoder, which is
relatively fast [70, 72].
For an illustration of the great benefit this method has over simple inversion,
consider Figure 5.7 which plots the BER performance for a 16 quadrature amplitude
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modulation (QAM) constellation when both (5.28) and channel inversion are used.
The plot is an average of 105 random i.i.d. complex normal channels with 12 transmitters and receivers. In the graph, SNR is defined as E{x† x}/E{n† n}. As shown
in the graph, precoding with (5.28) greatly reduces the BER as the SNR is increased.
For more specific details about this method, see [70].
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Figure 5.7: Bit-error rates for various methods using 105 random instantiations for
12 transmitters and receivers.

5.5.2

Dirty-Paper Coding for a Non-Coherent Channel
Consider the non-coherent SISO channel
y r = |x + ic |2 + n,
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(5.29)

where y r is the received signal which is real and ic is complex interference. Unlike
the coherent case, the real and imaginary parts of this transmitted signal must be
analyzed together. However, the application of a non-linear modulo function upon y
could yield decode regions similar to Figure 5.6. Therefore, consider the application
of
r
yde
=




0 ,y < 0



mod (y, τ̇ ) , y ≥ 0

(5.30)

,

r
where τ̇ is a real scalar and yde
can be decoded to be the nearest constellation point.

Using a receive constellation of (0, 1) and with τ̇ = 1.5 would yield the decode regions
shown in Figure 5.8.

Region 0
0
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1

Region 0
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3

Region 0

Region 1

4
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…

Figure 5.8: Application of a modulo function being applied upon the non-linear channel for a 3 element PAM constellation.

Using the receive constellation (0, 1) and τ̇ = 1.5, consider a model problem
where transmit signals are constructed with
x=

√

xd − ic + k c ,

(5.31)

where xd is the desired transmit signal which is taken from the receive constellation
and k c is a perturbation used to lower the average power transmitted. Next consider
√
√
the complex interference i = 1.3 + j 1.3. This interference vector is graphed in
Figure 5.9 in the transmit space. Also, graphed in Figure 5.9 are the center points
of the decode regions of y r superimposed onto the transmit space. These center
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points (in the received space) are circles with a constant radius in the transmitter
space because of the channel non-linearity. In the figure, label (a,b) represents the
values that can be transmitted which would result in receiving y r = a being decoded
√
(without noise) as the symbol b. For example, the circle (3,1) has a radius of 3 in
the transmit space and would be decoded as the symbol 1 through (5.30).
As indicated from the graph, if xd = 0 the transmit symbol (x) can point to
any location upon a circle which will be decoded as a zero. Obviously, to minimize
√
√
√
the transmit power, k c = 2ejπ/4 + 1.3 + j 1.3, which will land x + i at the center
of the y = 2 zero decode region. Note that in this case, k c = 0 will result in increased
transmit power.
Constructing the optimal k c in the SISO case is relatively simple because k c
should be aligned with ic to minimize the transmit power. Recall that in MIMO
communication the transmitted signal is the source of the interference. Therefore,
for the non-coherent MIMO case, finding the optimal k c requires a search over the
countable infinite set of decode regions and over the phase of each transmitting signal. Currently, it appears that a fast algorithm for this search has not been found.
However, a quick algorithm similar to the sphere encoder may exist because of the
similarities between these two problems. The derivation of such an algorithm is left
as an open problem.
For completeness, the transmitted signal could be constructed as
√
x = H −1 ( xd + kc ),

(5.32)

where kc is a vector used to minimize the amount of transmit power used and xd is a
real vector of desired receive symbols. Therefore, applying (5.30) upon each received
symbol, kc could be constructed using
√
kc = arg min |H −1 ( xd + k)|2
k
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(5.33)

i

(0,0)

(1,1)
(2,0)
(3,1)
(4,0)

Figure 5.9: An interferer and the decode regions of applying (5.30) to a (0,1) receive
constellation. The graph is in the complex transmit vector space.

with the constraint that
xd =

√
mod (| xd + kc |2 , τ̇ ).

(5.34)

For an equally spaced receive constellation a good choice for τ̇ would be τ̇ = cmax +
dc /2 where cmax is the largest constellation value and dc is the distance between
constellation points. A BER simulation for this case was not performed due to the
complexity of this search. However, based upon the benefit of dirty-paper coding for
the coherent case, some gain is to be expected for this precoding method.

84

5.6

Chapter Conclusions
This chapter proposes a multi-user communication scheme for which MIMO

techniques can be used over a MMF. The signaling strategy as well as a channel
estimation scheme are presented and analyzed. These methods need only incoherent
detection at the receiver. However, full amplitude and phase modulation at the
transmitter is required for communication. Representative results obtained with a
MMF channel model show that the capacity grows nearly linearly with the number
of transmitters and receivers. The results further show that modal coupling within
the fiber can alter performance, although the change can be either an improvement
or a deterioration. More detailed work on this topic is warranted to evaluate the
practical implementation issues and achievable performance gains. One such area
of improvement is building upon previous work for non-linear precoding. Such a
method should increase the BER for a rank-deficient channel. The sphere-encoder
for this non-linear system is left as an open problem.
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Chapter 6
Conclusions
This dissertation has emphasized the application of electromagnetic principles
to the analysis and characterization of MIMO systems communicating over multipath
wireless and MMF channels. The goal of this concluding chapter is to summarized
the significant results and key findings that have resulted from this work as well as
to identify potential directions for further research related to the work described in
the dissertation.
6.1

Array Superdirectivity in MIMO Systems
Chapter 3 shows that if the radiated power (as opposed to the transmitter cur-

rent) is constrained in a MIMO capacity formulation array superdirectivity generally
appears in the solution. Similarly, superdirectivity at the receiver can be observed
when the noise is spatially colored. While this superdirectivity leads to high performance, its applicability is limited due to its impracticality. As a result, it is desirable
to be able to quantify the capacity of a system when both the radiated power and
the superdirectivity are limited in the formulation.
A practical method for constraining the level of allowable superdirectivity
is to incorporate antenna ohmic loss, which exists in all practical antennas, into
the formulation. At the transmitter, this loss discourages the use of superdirective
excitations characterized by high currents and therefore high power dissipation. At
the receiver, the loss introduces spatially white thermal noise. The result is that
with the addition of only a small amount of antenna ohmic resistance the level of
superdirectivity is dramatically reduced.
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This work not only provides a new framework for properly analyzing MIMO
systems with closely-spaced elements, but also provides the tools necessary to gain an
understanding of phenomena explored in the literature. For example, recent work on
the capacity bounds of multipath channels [73] must incorporate radiated power and
superdirective considerations to be legitimate. Furthermore, as outlined in Chapter 4,
non-intuitive gains observed in certain studies for closely-spaced elements can be
understood by considering the power radiated by the MIMO system. This shows that
the work accomplished here has applicability beyond the model problems considered
in this dissertation.
6.2

Fast Fading Channels
A key application of the findings presented in Chapter 3 is the analysis of fast-

fading channels for which the transmitter knows only the channel covariance information. Specifically, Chapter 4 highlights work indicating that under these conditions,
MIMO performance is improved by placing transmit antennas as close together as possible, a concept which is troubling from an electromagnetic perspective. The analysis
shows, however, that the performance increase comes from an increase in radiated
power. Therefore, the analysis constrains the radiated power and superdirectivity,
a consideration which dramatically changes the conclusions. Specifically, instead of
finding that the performance continues to increase with decreasing element spacing,
this work reveals that in most channels an optimal array spacing exists. Furthermore, this array spacing is consistent with spacing obtained from conventional array
theory to give an array with a narrow beam, but without significant side lobes. The
analysis also suggests that a single transmit mode should be used for all cases where
min(Lr , bT /2c) = 1 or where the SNR is low. For channels where min(Lr , bT /2c) = K
antenna array design can increase capacity by increasing the dominant K eigenvalues
in Rt .
Application of these results can apply to any fast fading channel or an environment where there is insufficient time for the channel state to be sufficiently known,
such as in ad-hoc networks with several nodes. It is known that as the number of
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users in ad-hoc networks increases the aggregate capacity decreases [74]. Therefore,
using time to train channels may be difficult and covariance information may be all
that is available. Thus, these capacity results may be extended to this scenario to aid
in the analysis of potential system performance.
6.3

Non-Coherent Optical MIMO
Chapter 5 presents a new method for MIMO signaling over a MMF. The key

finding of this work is that transmit precoding can be used to remove the need for
coherent optical detection, thereby allowing the use of standard non-linear detection
for system implementation. Capacity results shown for this channel demonstrate
linear growth with the number of transmitters and receivers. It is also shown that
full amplitude and phase transmission (which is needed to communicate using this
proposed method) is not required for system training. Rather, effective training
requires a transmitter capable only of turning on and off and switching between two
phases. Therefore, optical MMF channels can be studied with a simple configuration.
The chapter also discusses the potential of non-linear (dirty-paper) precoding for
improving the BER performance of a system operating in this channel.
The work presented represents a new paradigm for optical MMF systems, and
applies to multi-user optical networks. Possible extensions to this work could lead to
its efficient implementation, enabling increased bandwidth-distance products of MMF
systems.
6.4

Future Work
There are many avenues of research that can be extended from this work. Fu-

ture work based upon this dissertation can be divided into two categories wireless
MIMO and optical MIMO systems. Because optical MIMO communication is practically a new field of research there is an enormous potential for further work in this
area.
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6.4.1

Avenues of Research: Wireless
In the wireless regime one focus of this dissertation is removing superdirective

effects for closely spaced antennas. Many problems which involve placing antennas
near each other can be investigated within this framework. One such area would be
to investigate closely spaced antennas in a traditional beamforming or null canceling environment. Traditional supergain techniques try to utilize superdirectivity to
increase performance, but including antennas with realistic loss could provide more
accurate analysis of these systems.
Determining the intrinsic capacity of a given space is another area where these
results have implications. Intrinsic capacity, defined here, is the maximum capacity
that can be obtained by placing antennas in a fixed region of space. When attempting
to achieve some capacity with such a spatial constraint superdirectivity can be present.
Thus, including loss as proposed may better define these intrinsic capacities.
Another main application covered in this dissertation is fast-fading channels.
These channels are peculiar from traditional MIMO signaling strategies in that moving the antennas closer together actually can increase capacity. Further research can
also be conducted in this area as well. One research need is to determine if covariance beamformers are actually the best beamformers for these fast-fading MIMO
channels. Undoubtedly covariance information will likely hold true over longer periods of time than precise channel state information, but it takes longer to obtain
covariance information than channel state information. Also, channels rarely follow
Gaussian statistics (as is so often assumed). Therefore, the benefit of covariance signaling should be weighted by considering the amount of training time needed and
how accurate the second moment can describe practical MIMO channels.
Additionally, another area where these fast-fading channels can exist is in
highly mobile ad-hoc networks. Proper application of the work presented here can
lead to more accurate capacity results for these networks, for example see [75].
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6.4.2

Avenues of Research: Optics
Currently, there only a handful of papers regarding MIMO communication

upon a MMF. Therefore, there are many unanswered questions. To start off, the
MMF channel (as being used in a MIMO setting) has seen very little attention.
Using the proposed training method this channel can easily be studied. Questions
that need to be answered regarding the channel are4 :
• How do the channel statistics behave for various types of MMF? (Note, some
preliminary work in this area has begun [2].) In this question statistics can
mean temporal variability of the channel in various environments (underground,
in buildings with temperature changes, etc.) as well as defining a way to model
such systems stochastically.
• Can MMF design help improve capacity performance?
• How can the design of coupling devices into and out of the MMF effect capacity/channel performance?
• How do losses and other practical channel effects MIMO performance? To what
effect can MIMO help mitigate these losses?
• When fiber non-linear effects exist how do they effect the MMF channel (from
a MIMO point-of-view)?
Beyond channel studies this dissertation illustrates a couple of areas where
work is needed. First, the noise assumed for this work was Gaussian. If all of the
noise in the system is generated from a noise amplifier at the receiver such a noise
model may hold true. However, other noise models may prove to be more beneficial.
Second, as this work has hinted (Section 5.5), doing dirty-paper coding may decrease
the BER of these non-linear systems. For such a coding scheme to become practical
adaptation of a sphere-encoder (or other fast algorithm) is needed.
Finally, research can be conducted to clarify experimental results. Particularly,
a 2 × 2 experiment with coherent detection has shown that MIMO can be conducted
4

More questions could be produced. If desired the author will offer more upon request.
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on MMF; however, a question remains regarding the number of modes that can be
applied to the detectors of a coherent optical system. Application of Section 5.1.2
and Appendix B indicates that even for coherent detectors only one mode should be
used per coherent detector. This point could be better defined through future work.
Also, though this dissertation gives ample mathematical proof to the validity that
MIMO communication can occur without coherent detection future work could involve
developing an actual system to demonstrate these principals. Such a demonstration
would help further solidify the work presented here and perhaps illustrate more areas
of research.
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Appendix A
Blahut-Arimoto for Higher Dimensions
Applying the Blahut-Arimoto algorithm to maximize the mutual information
requires discretization of (4.3). A simple discretization assumes the form

I(x; v) =

·

NX X
NΦ X
NV
X

p̃k|ij
p̃k|ij p(Vj ) log
p(Xk )
j=1

k=1 i=1

¸
(A.1)

and
p(Xk ) =

NΦ X
NV
X

p̃k|mn p(Vn ),

(A.2)

m=1 n=1

where NX , NV , and NΦ are the number of samples of X, V, and Φ respectively,
p̃k|ij = p̃(Xk |Φi , Vj ) is a sampled version of p(X|S) scaled to ensure that a summation
over k for any Φi or Vj yields unity, and p(Vj ) is the input probability whose solution
is sought. For T = 1, this form is acceptable because Φ is a complex scale factor that
does not influence p(X|S). Therefore, the Blahut-Arimoto algorithm [14] can be run
on this discrete equation to obtain the unknown function p(Vj ).
When T > 1, Φ is a T × T matrix, and the memory required to store a reasonable number of samples of p̃k|ij can be excessive. However, the memory requirements
can be reduced by slightly altering the algorithm implementation. Consider the first
step in the Blahut-Arimoto algorithm [14], which in the notation of this paper is
represented by the equation

cj = exp

(N N
X X
Φ
X
k=1 i=1

)
¸
p̃k|ij
p̃k|ij log
− s ej ,
p(Xk )
·
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(A.3)

where s and ej are terms involved in the implementation of the power constraint in
the algorithm (see [14]). The algorithm in this form indicates that NΦ NX NV values
(which can become large) should be stored in memory to run the Blahut-Arimoto
algorithm efficiently. A smaller memory requirement can be obtained by rewriting
the equation as

cj = exp

(N
X
X

)
fk,j − gk,j log p(Xk ) − s ej

,

(A.4)

k=1

where
fk,j =

NΦ
X

p̃k|ij log p̃k|ij ,

(A.5)

i=1

and
gk,j =

NΦ
X

p̃k|ij ,

(A.6)

i=1

which requires storage of only 2NX NV values of fk,j and gk,j . The cost of this memory
savings is the requirement of an extra evaluation of p(X|S) at each sample point,
resulting in roughly twice the computation time.
Because of the memory and computational requirements of this algorithm, the
number of receive antennas N was set to unity for all capacity computations. All
computations used NV = 100 and NΦ = 1500 (for T = 2 only), with evenly spaced
samples in the grid. NX was set to 105 and 106 for T = 1 and 2, respectively. While
the value of NV may be considered small for the T = 2 case, Fig. 4.1 shows that only
the boundaries of the space need to be sampled.
The extent of the sampled spaces was selected to ensure adequate coverage
without excess storage. Intelligent choices were facilitated using the input-output
relationship in (4.1). For example, the sample space of X is entirely dependent on
the SNR and the maximum value of V, and therefore the maximum sampled value
of V was carefully chosen to ensure that the essential space of V and X was included
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in the sample space. We point out that the system parameters M and T impact this
choice.
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Appendix B
Coding with Multiple Modes
Section 5.1.2 discusses the difficulty to perform MIMO communication when
multiple modes are exciting an optical detector. One method to see the limitations
of attempting communication when Pm > 1 is by observing the feasibility of finding
a vector gm which will excite one receiver and none of the others. Recall from Section 5.1.2, to communication with full MIMO capabilities a full matrix G would need
to be found for true MIMO communication. However, this appendix will consider
only finding the size of the vector space to communicate to one receiver.
Consider attempting to communicate to the first receiver with a channel matrix: H(1) . The vector space for which signals could be sent to the first receiver
would need to lie in the range space of (H(1) )† , but in the null space of H(m) , for all
m 6= 1. To illustrate the probability of finding such a space given random channels,
simulations were conducted by modeling a communication system described by (5.1).
For these simulations input coupling and propagation matrices, A(m) and Γ, and
the MMF modal profiles were calculated as described in Section 5.4.1. The output
coupling matrix was generated with i.i.d. complex normal realizations with columns
normalized to have a unit sum, thus power was neither gained or lost through coupling from the trunk to output MMFs. Also, 500 transmitters were used, but only
100 modes (taken at random from the full modal set) were used for the trunk MMF.
This was done to decrease computational latency.
The probability of finding a vector space from the range of (H(1) )† which was
perfectly orthogonal to all the other transmit spaces was rarely found. Therefore,
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Figure B.1: The probability of obtaining one vector gm from random channels which
satisfies (B.1).

studied was the probability of obtaining a g1 which satisfied
H(m) g1
≤ 0.2
H(1) g1

(B.1)

for all m 6= 1. Graphed in Figure B.1 is the probability of finding a g1 which satisfies (B.1) as the number of receivers was swept and Pm was changed for each of the
receivers. The somewhat non-smoothness of this graph is due to the fact that only
100 random sets of H(m) were found. However, the trend is clear that as Pm or the
number of receivers is increased so is the probability of obtaining a transmit vector
which satisfies (B.1). Clearly, using Pm 6= 1, which allows for a single channel matrix
to govern communication, it would be difficult to increase the number of receivers to
large levels (as well as find all of the gm needed to do true MIMO communication).
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Therefore, the solution presented in Chapter 5, to use Pm = 1 presents a more viable
communication strategy.
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[48] H. Özcelik, M. Herdin, W. Weichselberger, J. Wallace, and E. Bonek, “Deficiencies of ‘Kronecker’ MIMO radio channel model,” Electronics Letters, vol. 39, pp.
1209–1210, Aug. 7 2003. 43
[49] K. Yu, M. Bengtsson, B. Ottersten, D. McNamara, P. Karlsson, and M. Beach,
“Second order statistics of NLOS indoor MIMO channels based on 5.2 GHz measurements,” in Proc. 2001 IEEE Global Telecomm. Conf., vol. 1, San Antonio,
TX, Nov. 25-29, 2001, pp. 156–160. 44
[50] T. Svantesson and A. Ranheim, “Mutual coupling effects on the capacity of multielement antenna systems,” in Proc. 2001 IEEE Intl. Conf. Acoustics, Speech,
and Signal Processing, vol. 4, Salt Lake City, UT, May 7-11, 2001, pp. 2485–2488.
47
104

[51] C. Waldschmidt, S. Schulteis, and W. Wiesbeck, “Complete RF system model
for analysis of compact MIMO arrays,” IEEE Trans. Veh. Technol., vol. 53, pp.
579–586, May 2004.
[52] J. W. Wallace and M. A. Jensen, “Mutual coupling in MIMO wireless systems:
A rigorous network theory analysis,” IEEE Trans. Wireless Commun., vol. 3,
pp. 1317–1325, Jul. 2004.
[53] M. L. Morris and M. A. Jensen, “Network model for MIMO systems with coupled
antennas and noisy amplifiers,” IEEE Trans. Antennas Propag., vol. 53, pp. 545–
552, Jan. 2005. 47
[54] R. G. Vaughan and J. B. Andersen, “Antenna diversity in mobile communications,” IEEE Trans. Veh. Technol., vol. VT-36, pp. 147–172, Nov. 1987. 52
[55] I. Gupta and A. A. Ksienski, “Effect of mutual coupling on the performance
of adaptive arrays,” IEEE Trans. Antennas Propag., vol. 31, pp. 785–791, Sep.
1983. 56
[56] K. Warnick and M. Jensen, “Effects of mutual coupling on interference mitigation
with a focal plane array,” IEEE Trans. Antennas Propag., vol. 53, pp. 2490 –
2498, Aug. 2005. 56
[57] M. Webster, L. Raddatz, I. H. White, and D. G. Cunningham, “A statistical
analysis of conditioned launch for gigabit Ethernet links using multimode fiber,”
IEEE J. Lightwave Tech., vol. 17, pp. 1532–1541, Sep. 1999. 61
[58] M. Wegmuller, S. Golowich, G. Giaretta, and M. Nuss, “Evolution of the beam
diameter in a multimode fiber link through offset connectors,” IEEE Phot. Tech.
Lett., vol. 13, pp. 574–576, Jun. 2001. 61
[59] K. M. Patel and S. E. Ralph, “Enhanced multimode fiber link performance using
a spatially resolved receiver,” IEEE Phot. Tech. Lett., vol. 14, pp. 393–395, Mar.
2002. 61
[60] C. Argon, K. M. Patel, S. W. McLaughlin, and S. E. Ralph, “Spatially resolved
equalization and forward error correction for multimode fiber links,” in Proc.
IEEE Intl. Conf. Commun., vol. 3, New York, NY, Apr. 28-May 2 2002, pp.
1726–1730.
[61] K. Patel and S. E. Ralph, “Spatially resolved detection for enhancement of
multimode-fiber-link performance,” in Proc. 14th Annual Meeting of the IEEE
Lasers and Electro-Optics Society, vol. 2, San Diego, CA, Nov. 12-13 2001, pp.
483–484. 61
[62] H. R. Stuart, “Dispersive multiplexing in multimode fiber,” in Proc. IEEE Optical Fiber Communication Conf., vol. 3, Baltimore, MD, Mar. 3-10 2000, pp.
305–307. 61
105

[63] ——, “Dispersive multiplexing in multimode optical fiber,” Science, vol. 289, pp.
281–283, Jul. 2000. 61
[64] R. Hsu, A. Tarighat, A. Shah, A. Sayed, and B. Jalali, “Capacity enhancement
in coherent optical MIMO (COMIMO) multimode fiber links,” IEEE Communications Letters, vol. 10, pp. 195–197, Mar. 2006. 61
[65] D. Marcuse, “Tilt, offset, and end-separation loss of lowest-order slab waveguide
mode,” IEEE J. Lightwave Tech., vol. LT-4, pp. 1647–1650, Nov. 1986. 62, 73
[66] T. K. Moon and W. C. Stirling, Mathematical Methods and Algorithms for Signal
Processing. Prentice-Hall, 2000. 68
[67] D. H. Staelin, A. W. Morgenthaler, and J. A. Kong, Electromagnetic Waves.
Prentice-Hall, 1994. 73
[68] P. Diament, Wave Transmission and Fiber Optics. Macmillan, 1990. 74
[69] J. W. Wallace, “Modeling electromagnetic wave propagation in electrically large
structures,” Ph.D. dissertation, Brigham Young University, 2002. 74
[70] C. B. Peel, “Studies in multiple-antenna wireless communications,” Ph.D. dissertation, Brigham Young University, 2004. 77, 80, 81
[71] C. B. Peel, B. M. Hochwald, and A. L. Swindlehurst, “A vector-perturbation
technique for near-capacity multiantenna multiuser communication-part i: channel inversion and regularization,” IEEE Trans. Commun., vol. 53, pp. 195–202,
Jan. 2005. 78
[72] B. M. Hochwald, C. B. Peel, and A. L. Swindlehurst, “A vector-perturbation
technique for near-capacity multiantenna multiuser communication-part ii: perturbation,” IEEE Trans. Commun., vol. 53, pp. 537 – 544, Mar. 2005. 78, 80
[73] D. A. Miller, “Communicating with waves between volumes: evaluating orthogonal spatial channels and limits on coupling strengths,” Applied Optics, vol. 39,
pp. 1681–1699, Apr. 2000. 88
[74] P. Gupta and P. R. Kuma, “The capacity of wireless networks,” IEEE Trans.
Inf. Theory, pp. 388–404, Aug. 2000. 89
[75] S. Jafar, “Too much mobility limits the capacity of wireless ad hoc networks,”
IEEE Trans. Inf. Theory, vol. 51, pp. 3954 – 3965, Nov. 2005. 90

106

