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Abstract
Spell check is a useful application which
involves processing noisy human-generated
text. Compared to other languages like En-
glish, it is more challenging to detect and
correct spelling errors in Chinese because
it has more (up to 100k) characters. For
Chinese spell check, using confusion sets
narrows the search space and makes find-
ing corrections easier. However, most, if
not all, confusion sets used to date are fixed
and thus do not include new, evolving error
patterns. We propose a scalable approach
to adapt confusion sets by exploiting hier-
archical character embeddings to (1) obvi-
ate the need to handcraft confusion sets, and
(2) resolve sparsity issues related to seldom-
occurring errors. Our approach establishes
new SOTA results in spelling error correc-
tion on the 2014 and 2015 Chinese Spelling
Correction Bake-off datasets.
1 Introduction
Spell check is a common task in processing writ-
ten languages, as spell checkers are an integral
component in text editors and search engines. A
spell checker must be able to identify erroneous
words/characters and suggest candidates for cor-
rection; see Figure 1. Despite its utility, spell
check is an unsolved problem in Chinese because
of its peculiarities. The large number of charac-
ters (up to 100k) in Chinese makes error correc-
tion challenging since there are more candidates
to consider for an erroneous character.
1.1 Background
Many work in Chinese spell check (CSC) em-
ploy confusion sets (Wu et al., 2010; Liu et al.,
2011). The confusion set of a character com-
prises of other characters that are phonologically
or morphologically similar to the given character.
For example, a possible confusion set of 無 is
Figure 1: Spell check in Chinese (a) Error detection
(b) Error correction by suggesting correction candi-
dates
{吾,嫵,舞}. 無 can be mistaken for any character
in its confusion set, as 無 is phonetically similar
to 吾 while logographically similar to 嫵 and 舞.
As confusion sets define characters that are likely
substitution errors of one another, confusion sets
can be used to filter out unlikely correction candi-
dates for a particular character.
While confusion sets are a useful resource for
CSC, constructing confusion sets that cover di-
verse error patterns is nontrivial. For example,
there are different types of spelling errors depend-
ing on whether the text under consideration is writ-
ten or typed. For the latter, the kind of spelling er-
rors also depends on which input method (IME)
was used. On phonetic-based IMEs like So-
gou Pinyin IME, entering a character requires en-
tering the pronunciation of the character. On
morphology-based IMEs like Wubi IME, entering
a character requires entering a sequence of sub-
character units that make up the character. Thus,
using phonetic-based IMEs often results in mis-
taking characters that have similar pronunciation
while using morphology-based IMEs often results
in mistaking characters that have similar morphol-
ogy. Not only is constructing confusion sets that
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cover diverse error sources challenging, keeping
them up-to-date is also nontrivial. Confusion sets
with poor coverage could affect recall of a spell
checker since it rules out many plausible correc-
tion candidates. There is much work attempting
to expand or construct confusion sets to increase
coverage (Chen et al., 2013; Wang et al., 2013;
Chu and Lin, 2014; Xie et al., 2015). However,
these methods involve human experts handcraft-
ing the function that measures similarity between
characters (Chen et al., 2013; Xie et al., 2015)
or handcrafting how similar characters are gath-
ered (Wang et al., 2013; Chu and Lin, 2014). Since
human experts are involved, it is difficult to scale
these methods to capture evolving error patterns.
The lack of large scale corpora with labeled
spelling errors makes filtering an important step in
CSC since many errors caught by filtering are not
in the training data. Furthermore, it also makes
training accurate CSC models solely using super-
vised learning difficult. Thus, even though CSC
can still be improved, it would likely be from
transfer learning or better filtering.
1.2 Proposed Solution
We propose a model for CSC that uses adaptable
filter instead of fixed confusion sets for filtering.
The adaptable filter is constructed automatically
using a similarity function learned from data using
hierarchical character embeddings (Nguyen et al.,
2019). Since the hierarchical character embed-
dings are trained using substitution errors in the
training data, our model is more attuned to new
patterns of errors. We use hierarchical charac-
ter embeddings as they capture phonological and
logographic similarity between characters which
are factors causing substitution errors (Liu et al.,
2011). Using hierarchical embeddings also leads
to better filtering for seldom-occurring errors.
To account for the lack of training data, the pro-
posed model also leverages a pre-trained masked
language model (LM) (Devlin et al., 2019), which
has shown many recent successes in transfer learn-
ing (Ramachandran et al., 2017; Peters et al.,
2018; Radford et al., 2018; Howard and Ruder,
2018; Devlin et al., 2019). Experimental results
show that the proposed model with adaptive filter-
ing is more accurate than baseline models. In par-
ticular, our approach establishes new SOTA results
on the 2014 and 2015 Chinese Spelling Correction
Bake-off datasets.
2 Related Work
Many previous studies in CSC focused on spelling
error detection and correction. N-gram language
modeling (LM) has been widely used to detect er-
rors (Chang, 1995; Yeh et al., 2013; Huang et al.,
2014) because of its simplicity. Word segmenta-
tion is another approach to detect errors using var-
ious methods such as CRF (Wang and Liao, 2014;
Gu et al., 2014), graph-based algorithm (Jia et al.,
2013; Jia and Zhao, 2014; Xin et al., 2014; Zhao
et al., 2017), or Hidden Markov Model (Xiong
et al., 2014). Error detection has also been framed
as a sequence tagging problem (Duan et al., 2019;
Xie et al., 2019).
Although, there are also multiple different ap-
proaches to error correction (Chiu et al., 2013; Yu
et al., 2013; Li et al., 2018; Wang et al., 2019),
they usually share two common points. First, most
of the approaches use confusion sets (Hsieh et al.,
2013; Yu and Li, 2014) for filtering. Confusion
sets are often constructed once using hand-crafted
similarity functions (Zhang et al., 2015) and stay
fixed thereafter. Second, most of the approaches
involve data augmentation (Liu et al., 2013; Wang
et al., 2018) or transfer learning (Hong et al., 2019;
Xie et al., 2019; Cheng et al., 2020) to compensate
for the limited size of CSC training sets.
Our work is most similar to that of Xie et al.
(2019), Hong et al. (2019), and Cheng et al. (2020)
since we also leveraged transfer learning to boost
CSC performance. However, our filtering step
is different. While Xie et al. (2019)’s approach
used fixed confusion sets for filtering, Hong et al.
(2019) filtering can be manually fine-tuned to bet-
ter adapt to different data. Cheng et al. (2020)’s
filtering is based on character similarity learned by
a graph convolutional network. Our work uses an
adaptable filter that is learned from training data
to estimate the similarity between characters au-
tomatically. Our adaptable filter leverages hierar-
chical embeddings to exploit structural similarity
in characters to capture more error patterns. Thus,
our approach can generalize better to new errors
and can scale better as it does not require manual
tuning.
3 Approach
The proposed framework is shown in Figure 2,
consisting of two components: a pre-trained
masked LM (BERT) and an Hierarchical Em-
bedding ADaptable filter model (HeadFilt). We
leverage on the pre-trained contextual embeddings
from BERT (Devlin et al., 2019) to circumvent the
lack of training data.
Figure 2: Proposed framework (a) Masked LM train-
ing (Hierarchical Embedding Adaptable Filter (Head-
Filt) training is described in Section 3.2) (b) Inference.
The masked LM made a wrong prediction which is cor-
rected in the filtering step. Red square: spelling error,
Green square: correction.
The masked LM model is trained to predict the
correct characters at all positions (Figure 2a). Let
Xi, Y˜i, and Z˜i be the input character, the pre-
dicted distribution over characters by the masked
LM, and the predicted correction at position i re-
spectively. Without filtering:
Z˜i = argmax
k
Y˜ik (1)
However, to improve the correction accuracy
and precision, the LM’s predictions are filtered
during inference (Figure 2b). The filtering model
is described in the following sections.
3.1 Adaptable Filter using Hierarchical
Embeddings
Filtering out unlikely candidates using confu-
sion sets can significantly boost prediction accu-
racy (Hsieh et al., 2013; Yu and Li, 2014; Zhang
et al., 2015). A confusion set is a set of charac-
ters sharing a similar morphology or a similar pro-
nunciation, so they can be easily mistaken for one
another. However, quality of the confusion sets at
play has a large impact on system performance.
Outdated confusion sets could miss new error pat-
terns, thus negatively affecting performance.
We propose a filter model (HeadFilt), which
can be fine-tuned using error pairs observed in the
new training data. The filter model uses hierar-
chical character embeddings, capturing phonolog-
ical and logographical similarity between charac-
ters (Nguyen et al., 2019). The hierarchical em-
bedding of a character is obtained by applying
TreeLSTM (Tai et al., 2015; Zhu et al., 2015) on
the tree structure of the character. Figure 3 shows
the tree structure of a character and its hierarchical
embedding (h7).
Figure 3: Hierarchical embedding (a) Character as a
tree with sub-character components as leaves. The in-
ternal nodes denotes relative positions of components
(i.e. how components are arranged spatially). (b) Hi-
erarchical embedding (h7) constructed from tree
The confusion set of a character can be rep-
resented as a binary similarity vector (S in Fig-
ure 4a) with a 1 for each character in the set. In
contrast, the similarity vector (Ŝ in Figure 4c) pro-
duced by the HeadFilt has real-valued scores esti-
mated using characters’ structure. Combining all
the confusion sets (i.e. concatenating all the binary
vectors) results in a similarity matrix (Figure 4b).
Figure 4: (a) Similarity vector constructed from con-
fusion set of the character無 (b) All confusion sets (c)
Similarity vector from Hierarchical Embedding Adapt-
able Filter (HeadFilt)
Let the hierarchical embeddings of character a
and b be ha and hb. The HeadFilt similarity be-
tween a and b, Ŝ(a, b), is estimated using Equa-
tion 3. The constants β and m in Equation 3 are
the scaling factor and the margin respectively. In-
tuitively, Ŝ(a, b) in is close to 1 if the L2 dis-
tance (dab) between the two embedding vectors is
smaller than the margin m and is close to 0 oth-
erwise. Let Ŝi be the HeadFilt similarity vector of
the characterXi. The vector Ŝi is the concatenated
similarity scores of Xi and all other N characters
(Equation 4).
dab =
∥∥∥ha/‖ha‖−hb/‖hb‖∥∥∥ (2)
Ŝ(a, b) =
1
1 + exp(β × (dab −m)) (3)
Ŝi = [Ŝ(Xi, c1), . . . Ŝ(Xi, cN )] (4)
In addition, let Si be the confusion set similarity
vector of Xi. The filtered distribution is:
Z˜filti = argmax
k
Y˜filtik (5)
Y˜filti = Y˜i  Si (using confusion set) (6)
Y˜filti = Y˜i  Ŝi (using HeadFilt) (7)
3.2 Adaptable Filter Training
This section shows how the hierarchical character
embedding model is trained to produce accurate
estimate of the similarity vectors. Let S(a, b) be
the observed similarity of two characters a and b.
The filter is trained by minimizing the con-
trastive loss (Hadsell et al., 2006) in Equation 8.
Minimizing this contrastive loss forces the L2 dis-
tances between similar characters to be within the
margin m and the L2 distances between dissimilar
characters to be greater than the margin m.
Lc = S(a, b)×max(0, dab −m)
+ [1− S(a, b)]×max(0,m− dab) (8)
There are two different sources of examples for
training the filter: i.e. the positive and negative ex-
amples from the confusion sets and the positive
examples observed in training data.
• S(a, b) = 1 if a and b are similar (positive
example)
• S(a, b) = 0 if a and b are dissimilar (negative
example)
Thus, S(a, b) = 1 for all pair (a, b) in the same
confusion set, and S(a, b) = 0 otherwise. In ad-
dition, S(a, b) = 1 also holds for all error pairs
(a, b) in the training data where a is mistaken for b
or vice-versa. Since there are two different sources
of examples, the filter is trained in two steps. First,
it is trained to mimick the behavior of filtering us-
ing the given confusion sets, with characters in
the same confusion sets as positive examples and
characters not in the same confusion sets as neg-
ative examples. Second, error pairs observed in
training data are further added as positive exam-
ples and the filter is trained further using this big-
ger set of examples. The two-step training is done
so as to estimate the effect of adaptation using ad-
ditional errors observed in the training data (Sec-
tion 4.6).
In order to calculate Ŝ(a, b) (Equation 3), we
need the values of m and β. In our experiments,
we set m = 0.4. Besides, we need to set β so that,
when a and b are dissimilar, the probability of pre-
dicting b as the correction for a or vice-versa is
very small (less than chance) as shown in Equa-
tion 9.
1
1 + exp(β × (dab −m)) ≤
1
N
,
∀a, b s.t. S(a, b) = 0 (9)
β ≥ ln (N − 1)
d∗ −m (10)
d∗ =
∑
a,b(1− S(a, b)) ∗ dab∑
a,b(1− S(a, b))
(11)
However, solving Equation 9 for all pairs (a, b)
is intractable. Thus, we approximate Equation 9
by Equation 10 using positive and negative exam-
ples in training data. Setting β according to Equa-
tion 10 ensure that on average, when a and b are
dissimilar then it is very unlikely to predict b as the
correction for a.
4 Experiments
4.1 Data
We used datasets from the 2013 (Wu et al., 2013),
2014 (Yu et al., 2014), and 2015 (Tseng et al.,
2015) Chinese Spell Check Bake-offs. For each
of the datasets, we only used the training set of
the same year for fine-tuning. This setup is dif-
ferent from some other work whereby training set
of previous year Bake-offs were also used as ad-
ditional training data. In addition, we did not use
augmented data for training and all text was left
in the original Traditional Chinese scripts. Table 1
shows the statistics of the three datasets. Note that
unlike the subsequent years, for 2013, there are
two different test sets: one for error detection and
one for error correction.
We used the confusion sets provided by the
2013 Bake-off (Wu et al., 2010; Liu et al., 2011)
for filtering in our baseline model and for train-
ing the HeadFilt model. As the confusion sets
were created in 2011, it may not cover newer error
Dataset With Error Length
2013 Train 350 / 700 41.8
2013 Test (Detection) 300 / 1000 68.7
2013 Test (Correction) 996 / 1000 74.3
2014 Train 3432 / 3435 49.6
2014 Test 529 / 1062 50.0
2015 Train 2339 / 2339 31.3
2015 Test 550 / 1100 30.6
Table 1: The amount of training data (sentences) of
the three datasets.
patterns. Table 2 shows the number of errors in
the training data that are included in the confusion
set. Although the coverage is above 90% for 2013,
the coverage drops close to 20% absolute for 2014
and 2015. The drop in coverage could be conceiv-
ably due to the different data collection methods.
While the 2013 dataset was collected from written
essays by native Chinese students, the 2014 and
2015 datasets were collected from typed essays by
second language learners of Chinese. As the cov-
erage is not very high, the HeadFilt model is ex-
pected to perform better than FixedFilt by adapt-
ing to new error patterns in the training sets.
Training set Errors covered by confusion sets
2013 252/269 (93.68%)
2014 1641/2197 (74.69%)
2015 1177/1568 (75.06%)
Table 2: The number of unique errors in the training
sets that are covered by the confusion sets.
4.2 Baselines
The proposed approach has two stages in which
the masked LM prediction in the first stage is fil-
tered by the HeadFilt model in the second stage.
We compared the proposed filtering approach
(HeadFilt) against two baselines: (1) BERT: This
baseline uses only the masked LM without any fil-
tering. (2) FixFilt: The second baseline uses the
provided confusion sets for filtering. We also in-
cluded in Table 3 and 4 results of the winning
teams of the Bake-offs: (Chiu et al., 2013) (SMT),
(Yeh et al., 2013) (n-gram LM), (Zhang et al.,
2015) (HanSpeller), as well as more recent re-
sults reported by (Xie et al., 2019) (DPL-Corr)
and (Hong et al., 2019) (FASpell).
Note that Wang et al. (2019); Cheng et al.
(2020) used different training and test sets, differ-
ent evaluation tools, and simplified Chinese char-
acters instead of the original Traditional Chinese.
Therefore their results are not directly compara-
ble to the previously mentioned studies. For com-
pleteness, we include our best attempt to compare
with Wang et al. (2019); Cheng et al. (2020) in
Section 4.5.
4.3 Experimental Setup
We adopted the evaluation tools provided by
the Chinese Spelling Correction Bake-offs (Tseng
et al., 2015), which compute accuracy, precision,
recall, and F1 score. Metrics are calculated at
the sentence level, i.e. a prediction is correct if
all errors in the sentence are predicted correctly.
For error detection, we also include false-alarm
rate (FAR), which is the number of false posi-
tives divided by the number of sentences with-
out errors (negative samples). Besides accuracy,
a spell checker needs to have low FAR to be use-
ful and many past CSC systems suffered from high
FAR (Wu et al., 2010).
The models are implemented using Py-
Torch (Paszke et al., 2019). The pre-trained
Chinese BERT model is from Google and the
code to load the library is from HuggingFace
transformers library. The BERT model is trained
using cross-entropy loss for 20 epochs using
the learning rate of 3e−5 and batches of size 16
using AdamW (Loshchilov and Hutter, 2018).
We repeated this training 5 times using 5 random
seeds and reported the average.
The HeadFilt model is trained using the con-
trastive loss (Hadsell et al., 2006) with the learn-
ing rate of 3e−3. The hierarchical embeddings’
dimension is 512. HeadFilt is trained in two steps
(see Section 3.2). First, HeadFilt is trained with
characters in the same confusion sets as positive
examples and characters not in the same confu-
sion sets as negative examples for 150k steps. Sec-
ond, HeadFilt is further trained using the addi-
tional error pairs observed in the training data for
50k steps. For each step, a batch of 500 characters
are randomly sampled for training. The HeadFilt
models are trained using Adam (Kingma and Ba,
2014).
4.4 Results in Traditional Chinese
For error detection (Table 3), we can see that both
filtering approaches (FixFilt and HeadFilt) lead to
higher precision and lower recall when compared
Prediction FAR Acc. Pre. Rec. F1
2013 Bake-off
SMT 0.051 0.861 0.845 0.656 0.739
n-gram LM 0.092 0.825 0.745 0.633 0.684
FASpell — 0.631 0.762 0.632 0.691
BERT 0.072 0.905 0.835 0.851 0.842
FixFilt 0.045 0.910 0.884 0.804 0.842
HeadFilt 0.043 0.914 0.891 0.813 0.850
2014 Bake-off
KUAS 0.045 0.719 0.914 0.484 0.633
FASpell — 0.700 0.610 0.535 0.570
BERT 0.163 0.708 0.780 0.580 0.665
FixFilt 0.107 0.709 0.831 0.526 0.644
HeadFilt 0.120 0.719 0.823 0.559 0.666
2015 Bake-off
HanSpeller 0.130 0.700 0.802 0.532 0.640
DPL-Corr 0.181 0.709 0.767 0.600 0.673
FASpell — 0.742 0.676 0.600 0.635
BERT 0.114 0.763 0.849 0.641 0.730
FixFilt 0.065 0.757 0.900 0.580 0.705
HeadFilt 0.073 0.773 0.894 0.619 0.731
Table 3: Error prediction result in Traditional Chi-
nese. Reported figures are average of 5 runs with differ-
ent random seeds. See Section 4.2 for list of baselines.
KUAS: National Kaohsiung University of Applied Sci-
ences, FAR: False-alarm rate Acc: Accuracy, Pre: Pre-
cision, Rec: Recall
to the non-filtering prediction (BERT). HeadFilt is
consistently better than FixFilt and HeadFilt con-
sistently improves both the accuracy and F1 score
of the BERT prediction for all 3 datasets. The pro-
posed HeadFilt model also achieves state-of-the-
art results for error prediction F1 score for all 3
datasets.
For error correction (Table 4), HeadFilt is con-
sistently better than FixFilt which is consistently
better than BERT for all 3 datasets both in term of
accuracy and F1 score. Whereas filtering lowers
recall in error prediction, it actually leads to bet-
ter (higher) recall in error correction. The Head-
Filt model achieved consistently higher recall than
the FixFilt baseline. Our proposed model is better
than the state-of-the-art result for F1 score in 2014
and 2015.
4.5 Results in Simplified Chinese
Due to multiple differences in experimental se-
tups, results from Wang et al. (2019) and Cheng
et al. (2020) are not strictly comparable to results
Correction Acc. Pre. Rec. F1
2013 Bake-off
SMT 0.443 0.699 — —
n-gram LM 0.625 0.703 — —
FASpell 0.605 0.731 — —
BERT 0.489 0.597 — —
FixFilt 0.575 0.737 — —
HeadFilt 0.591 0.754 — —
2014 Bake-off
KUAS 0.708 0.910 0.461 0.612
FASpell 0.693 0.594 0.520 0.554
BERT 0.650 0.740 0.464 0.570
FixFilt 0.684 0.816 0.475 0.601
HeadFilt 0.698 0.811 0.517 0.631
2015 Bake-off
HanSpeller 0.691 0.797 0.514 0.625
DPL-Corr 0.695 0.759 0.572 0.652
FASpell 0.737 0.666 0.591 0.626
BERT 0.689 0.812 0.492 0.613
FixFilt 0.729 0.890 0.523 0.658
HeadFilt 0.746 0.885 0.565 0.690
Table 4: Error correction result in Traditional Chi-
nese. Reported figures are average of 5 runs with differ-
ent random seeds. See Section 4.2 for list of baselines.
KUAS: National Kaohsiung University of Applied Sci-
ences, Acc: Accuracy, Pre: Precision, Rec: Recall
from prior studies such as (Xie et al., 2019; Hong
et al., 2019).
First, data sets were converted from Traditional
to Simplified Chinese in (Wang et al., 2019; Cheng
et al., 2020). A character may be correct in Sim-
plified Chinese but erroneous in Traditional Chi-
nese (Hong et al., 2019). For example, the char-
acter 周 in 周末 (“weekend”) is correct in Sim-
plified Chinese. However, it is an error in Tradi-
tional Chinese (the correct character is 週). This
is because different Traditional Chinese charac-
ters may be merged into the same character in
Simplified Chinese. Thus, converting the test
sets from Traditional Chinese to Simplified Chi-
nese could potentially change the results. Sec-
ond, Wang et al. (2019) evaluated on only sen-
tences with errors from the original test sets using
character level metrics instead of evaluating all all
the test set sentences using sentence level metrics
as it was done at the Bake-offs. Since we used sen-
tence level metrics, it is difficult to compare fairly
against Wang et al. (2019)’s result.
Nevertheless, it is possible to compare
Acc. Pre. Rec. F1
2013 Bake-off
SpellGCN — 0.801 0.744 0.772
BERT 0.742 1.000 0.742 0.852
FixFilt 0.732 1.000 0.732 0.845
HeadFilt 0.749 1.000 0.749 0.857
2014 Bake-off
SpellGCN — 0.651 0.695 0.672
BERT 0.733 0.800 0.621 0.699
FixFilt 0.712 0.815 0.550 0.657
HeadFilt 0.742 0.825 0.616 0.705
2015 Bake-off
SpellGCN — 0.748 0.807 0.777
BERT 0.785 0.827 0.721 0.770
FixFilt 0.766 0.844 0.653 0.736
HeadFilt 0.793 0.845 0.718 0.776
Table 5: Error prediction result in Simplified Chinese.
Reported figures are average of 5 runs with different
random seeds. Acc: Accuracy, Pre: Precision, Rec:
Recall
against Cheng et al. (2020)’s result since they
evaluated using both character level and sen-
tence level metrics. We attempted to compare
against (Cheng et al., 2020)’s method (SpellGCN)
by training our model using their training and
evaluate on test data which are in Simplified
Chinese.
Table 5 and 6 show the results for evaluation at
the sentence level. Our proposed model (Head-
Filt) is better than the SpellGCN in all three years.
It is interesting to note that the FixFilt baseline
is worse than the baseline without filtering (i.e.
BERT). The confusion sets used in the FixFilt
baseline are obtained by converting the original
confusion sets into Simplified script. The drop
in performance of the FixFilt model could be be-
cause the confusion sets in Simplified scripts do
not capture the errors well. In this setup using
Simplified characters, only 60% of the errors in
the training set are covered by the confusion sets
as compared to more than 75% in the setup using
Traditional characters (Table 2). In contrasts, with
adaptation, our model can overcome this lack of
coverage of the confusion sets and can still per-
form well. Comparing Table 3 and 4 with Table 5
and 6 shows that the models’ performance are very
Acc. Pre. Rec. F1
2013 Bake-off
SpellGCN — 0.783 0.727 0.754
BERT 0.722 1.000 0.722 0.839
FixFilt 0.709 1.000 0.709 0.829
HeadFilt 0.741 1.000 0.741 0.851
2014 Bake-off
SpellGCN — 0.631 0.672 0.653
BERT 0.721 0.794 0.597 0.681
FixFilt 0.699 0.807 0.524 0.635
HeadFilt 0.735 0.821 0.602 0.694
2015 Bake-off
SpellGCN — 0.721 0.777 0.759
BERT 0.770 0.821 0.691 0.751
FixFilt 0.745 0.835 0.610 0.705
HeadFilt 0.785 0.842 0.702 0.765
Table 6: Error correction result in Simplified Chinese.
Reported figures are average of 5 runs with different
random seeds. Acc: Accuracy, Pre: Precision, Rec:
Recall
different across different experimental setups.
4.6 Ablation Study
We perform ablation study to understand the con-
tribution of components to the HeadFilt model’s
performance. We compared against the full Head-
Filt model against the HeadFilt model without the
adaptation training using positive examples in the
training data in Section 4.6.1. This is denoted as
“- Ad” in Table 7 and 8. We further replaced the
hierarchical embedding model with a standard em-
bedding model to see the contribution from the hi-
erarchical embeddings in Section 4.6.2. This is de-
noted as “- Ad - HE”.
4.6.1 Adaptation Analysis
Adaptation contributed little to HeadFilt perfor-
mance in 2013 since removing this step resulted
in the same accuracy and F1 score for both er-
ror prediction and correction. This is not surpris-
ing considering that 93.68% of the errors in the
training data is already covered by the confusion
sets (shown in Table 2), therefore, adaptation only
add 17 new pairs of positive examples. For 2014
and 2015 datasets, adaptation has more tangible
contribution, especially in term of error correc-
tion. Again, this result is aligned with the statis-
Prediction FAR Acc. Pre. Rec. F1
2013 Bake-off
HeadFilt 0.043 0.914 0.891 0.813 0.850
- Ad 0.041 0.915 0.894 0.813 0.851
- Ad - HE 0.035 0.911 0.906 0.787 0.842
FixFilt 0.045 0.910 0.884 0.804 0.842
2014 Bake-off
HeadFilt 0.120 0.719 0.823 0.559 0.666
- Ad 0.115 0.717 0.827 0.548 0.659
- Ad - HE 0.114 0.714 0.826 0.542 0.654
FixFilt 0.107 0.709 0.831 0.526 0.644
2015 Bake-off
HeadFilt 0.073 0.773 0.894 0.619 0.731
- Ad 0.066 0.773 0.903 0.611 0.729
- Ad - HE 0.061 0.765 0.906 0.592 0.716
FixFilt 0.065 0.757 0.900 0.580 0.705
Table 7: Ablation result for error prediction in Tradi-
tional Chinese. Reported figures are average of 5 runs
with different random seeds. Ad: Adaptation, HE: hi-
erarchical embedding, FAR: False-alarm rate Acc: Ac-
curacy, Pre: Precision, Rec: Recall
tics in Table 2, which shows that the confusion
sets do not capture the errors in the 2014 and 2015
training data as well as they do in the 2013 train-
ing data. The lower coverage could be explained
by the differences in data collection. For 2013,
the data were collected from written essays of na-
tive students, whereas for 2014 and 2015, the data
were collected from typed essays of foreign lan-
guage learners. Thus, the patterns of errors in
these datasets might be different due to the differ-
ence in input method (written vs typed) as well as
in language ability of the cohorts.
4.6.2 Hierarchical Embedding Analysis
Besides the adaptation stage, the use of the hierar-
chical embedding also contributed to the proposed
model performance since replacing it with the
standard embedding leads to worse performance
for both error prediction and correction. This trend
is observed in all 3 datasets. Besides, the proposed
approach without adaptation (“-Ad”) also consis-
tently beat the FixFilt baseline demonstrating the
benefit of using hierarchical embedding. The hier-
archical embedding imposes additional constraints
on the embedding space of characters as charac-
ters that share similar morphology are more likely
to have similar character embeddings. These addi-
tional constraints (inductive bias) could help learn-
ing sets of characters that are mistaken more one
Correction Acc. Pre. Rec. F1
2013 Bake-off
HeadFilt 0.591 0.754 — —
- Ad 0.590 0.753 — —
- Ad - HE 0.577 0.755 — —
FixFilt 0.575 0.737 — —
2014 Bake-off
HeadFilt 0.698 0.811 0.517 0.631
- Ad 0.692 0.813 0.498 0.617
- Ad - HE 0.691 0.813 0.496 0.616
FixFilt 0.684 0.816 0.475 0.601
2015 Bake-off
HeadFilt 0.746 0.885 0.565 0.690
- Ad 0.743 0.894 0.552 0.683
- Ad - HE 0.742 0.899 0.546 0.679
FixFilt 0.729 0.890 0.523 0.658
Table 8: Ablation result for error correction in Tradi-
tional Chinese. Reported figures are average of 5 runs
with different random seeds. Ad: Adaptation, HE: hi-
erarchical embedding, Acc: Accuracy, Pre: Precision,
Rec: Recall
another more effectively. This is discussed further
in Section 5.3.
5 Discussion
5.1 The Advantage of Adaptable Filtering
Many CSC systems use fixed confusion sets to
filter out correction candidates. However, con-
fusion sets that do not cover sufficient characters
and substitution candidates may affect recall per-
formance. Liu et al. (2011) showed that the con-
fusion sets must have at least 100 candidates to
be able to detect most of the substitution errors.
Chang (1995)’s system, one of the first spell er-
ror corrector, used confusion sets for 2,480 char-
acters with majority of the sets having only one
or two candidates. Liu et al. (2009) constructed
confusion sets for 5,401 high frequency characters
with multiple candidates per set. There are more
recent attempts to construct confusion sets auto-
matically (Chen, 2009; Chiu et al., 2014; Wang
et al., 2018) using optical character recognition,
automated speech recognition, or IME keystroke
sequence matching (Liu et al., 2011).
Confusion sets are domain specific so confusion
sets may work well for one setting but not for an-
other. For example, technical papers would use
different vocabulary than students’ essays, leading
to different types of spelling errors. In addition,
confusion sets constructed using one IME would
not work well on another IME, as two different
IMEs may represent the same character using dif-
ferent keystroke sequences. Changes in word us-
age in the same domain could also make confusion
sets obsolete since what might have been spelling
errors before are now widely used and accepted
and thus no longer considered a spelling error. For
example, in English, “covfefe” was a spelling er-
ror but is arguably a word now.
Since confusion sets need to be large to be use-
ful but may only be applicable in narrow domains,
maintaining high-quality confusion sets are costly.
Section 4.5 shows that confusion sets that lack
sufficient coverage can actually hurt performance.
Unlike fixed confusion sets, our approach does not
limit a fixed number of characters per confusion
set. It can also adapt to fit the training data and
to cover as many characters as necessary, so our
approach coverage is only limited by the amount
of training data available. Besides, our approach
can learn the patterns of errors directly from data
so it is a more scalable approach. In addition, our
approach can also be personalized to individuals
since different people may make different spelling
mistakes.
5.2 HeadFilt Achieves Better Recall than
FixFilt
Results in Section 4.4 and 4.6 show that filtering
using the HeadFilt filtering has higher error cor-
rection recall than filtering using the given con-
fusion sets (FixFilt). This could be explained by
how the hierarchical embeddings are used and op-
timized. Figure 5 illustrates this this effect.
Figure 5: Learning similarity score without observa-
tion. Arrows indicate magnitude of change in value
of similarity score. Optimizing for the similarity score
between 吾 and 無 indirectly increases the similarity
score between吾 and舞
Since the 吾 is the substitution error of 無, the
optimization will drive the similarity score for this
pairs up to be close to 1. Since the hierarchical
embeddings are constructed using the hierarchical
structures of characters, the embeddings of無 and
舞 would likely be close in the embedding space
since they have very similar structures. Thus, driv-
ing up the similarity score of 吾 and 無 would
indirectly increase the similarity of 吾 and 無 as
well. Thus even though 吾 and 無 are not ob-
served as substitution errors in the training set, by
leveraging the morphology similarity, the model
can still infer that they could likely be mistaken
for one another. Since not all errors are observed
during training, this effect is beneficial for increas-
ing the coverage of the HeadFilt model.
5.3 Using Hierarchical Embeddings Enables
Automated Adaptation of Filter
Accurately estimating the similarity between two
characters is important for determining how likely
a character is a substitution candidate of an-
other. For English, the Levenshtein edit dis-
tance between spellings is often used (Manning
et al., 1999; Jurafsky and Martin, 2009). In
contrast, algorithmically estimating similarity be-
tween two Chinese characters is harder because
Chinese characters are not sequences of sub-
character units; they have hierarchical structures.
Previous work estimated similarity between
characters using handcrafted formulas based on
Levenshtein edit distance (Chen et al., 2013; Hong
et al., 2019), Dice coefficients (Liu et al., 2011),
or overlap in constituent structure (Chang et al.,
2013). Since they are handcrafted, the parame-
ters of these approach need to be fine-tuned to
work well. On the other hand, using hierarchi-
cal embeddings allow us to learn the similarity
from the training data and requires less manual
tuning. Hence, the hierarchical embeddings can be
readily applied to new settings In addition, Leven-
shtein edit distance was originally formulated for
sequences while Dice coefficient was originally
formulated for sets, they may not capture the hi-
erarchical nature of Chinese characters very well.
The hierarchical embeddings, as the name sug-
gests, leverage the hierarchical structures of the
characters so they are more suitable to characterize
the similarity between Chinese characters.
5.4 Improving Chinese Spell Check by
Transfer Learning using BERT
Spell check requires analyzing the syntactic plau-
sibility of sentences. In Chinese, a common
spelling mistake is confusing the pairs 的 and
地 (Chu and Lin, 2015). Both has the same pro-
nunciation (“de”). However, while the former is a
possessive marker, the latter is used to indicate that
the preceeding adjective is used as adverb. Thus,
the part-of-speech (POS) tag of the character could
be useful in predicting the correct character. POS
tagging has been used in many CSC systems (Liu
et al., 2014; Wang and Liao, 2014). Tenney et al.
(2019) showed that the pre-trained BERT model
learns to do POS tagging. Thus the pre-trained
model contains information that is useful for this
task so fine-tuning it would conceivably lead to
good performance.
BERT is trained by masking out tokens and then
predicting these masked tokens using the other to-
kens in a sentence. The loss is calculated for pre-
dicting these masked tokens. Hong et al. (2019);
Xie et al. (2019) applied this masked LM train-
ing objective when fine-tuning the BERT model
for CSC task. Fine-tuning BERT this way encour-
ages the model to predict the masked character
using the rest of the characters in the sentence.
Thus, during inference, the model might not use
the erroneous character itself to predict what the
correct character could be. This strategy might be
sub-optimal because the erroneous character does
contain clue about the correct character. Thus, in-
stead of fine-tuning BERT as a masked LM we use
BERT like a Seq2Seq model where the whole in-
put sentence is used to predict the correct sentence
(Figure 2). The loss is calculated for predicting all
the tokens in the sentence. Using BERT directly as
a Seq2Seq model is possible because we only con-
sider character substitution errors, thus the input
and output sentences have the same length. Fine-
tuning the model in this way would encourage the
model to predict the correct character conditioned
on the spelling mistake.
6 Conclusion
We presented a model for spell check in Chinese
that leverages two components. The first com-
ponent is a pre-trained masked language model
that is trained as a Seq2Seq model. The sec-
ond component is a adaptable filtering model us-
ing hierarchical character embeddings (HeadFilt)
that can adapt to error patterns in the training
data. The proposed system achieved SOTA results
in error detection on three spell check datasets.
Future work includes expanding the model mis-
takes beyond character substitution errors, includ-
ing character insertion/deletion or string substitu-
tion (Zhang et al., 2000).
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