The curves y = £,(?) are called the interfaces or free boundaries, and there exist numbers t* > 0, the so-called waiting-times, such that £, e C°°(R+\t*) and u{y,t)< (-= 0 if 0 < t < t* >0 if / > t*.
It turns out that the differentiability of C/ at t = t* depends on the initial function mq. For more precise and more general results we refer to the review papers by Aronson [1, 2] , which also contain many references to the literature. Several methods were proposed to give a numerical approximation of the solution u of Problem (I) and its two interfaces Ci-In some earlier papers, by Baklanovskaya [5] , Berger, Brezis, and Rogers [6] , Socolovsky [22] , Graveleau and Jamet [13] , and Rose [18, 19, 20] only the approximation of u itself was considered.
In more recent papers also the numerical construction of £, has been studied. We can distinguish two different approaches. The first one is to solve a discretized version of the free boundary problem for u(y, t) and £,(/). Here £i(0 < y < C2(0 and the interface conditions are given by u(Ci(t),t) = 0 and yyj C/(0 = "-This approach was chosen by Mimura, Nakaki, and Tomoeda [16] (see also [17] ) and by DiBenedetto and Hoff [12] (see also [15] ).
The second possibility is to find a transformation such that Problem (I) can be rewritten as an initial-boundary value problem, i.e., the free boundaries are replaced by fixed ones. Both Berryman [7] and Gurtin, MacCamy, and Socolovsky [14] propose methods based on such a transformation.
In the present paper we reconsider Berryman's transformation, which is based on an idea by Rosen [21] . Defining /y rb u(s,t)ds, L= Uo(s)ds, (
-00 J a a straightforward calculation yields that u(x, t) = u(y, t) satisfies the equation u, = u2(um)xx 0 < x < L, t > 0.
Let Cm = and define v(x,t) = Cmum(y,t), v0{x) = Cmu%{y).
(1. 4) Then we arrive at the initial-boundary value problem
where a = 1 + -, i.e., 1 < a < 2.
(1-6) m At this point Berryman proposes a method to solve Problem (II) numerically and he claims that the desired approximations of the interfaces can be obtained from the inverse transformation /' Jo y(x,t) =y(x,0) -Cm' / vx{x,s)ds, (1.7) applied to x = 0, and x = L, respectively. In the above argument it is assumed that the solution v(x,t) of Problem (II) is unique. However, as has been shown by Dal Passo and Luckhaus [11] in the case a = 1, Problem (II) possesses infinitely many solutions, and this nonuniqueness phenomenon carries over at once to the case q > 1 (for a general discussion of the nonuniqueness we refer to [8] ; see also [23] ). Observe that the nonuniqueness is due to the fact that, if a > 1, the degeneracy of Eq. (1.5) is stronger than, for example, in the case of the porous media equation. Because of this we call Eq. (1.5) superdegenerate.
It is the purpose of this paper to overcome this difficulty. In Sec. 2 we shall show that, if Vo > 0 in (0,L), Problem (II) has at most one solution v which satisfies v(x, t) > 0 if 0 < x < L, t > 0.
From the transformation which we described above, it is clear that this is the solution which we try to approximate.
In Sec. 3 we describe a linearly implicit finite difference scheme to construct approximate solutions of Problem (II), which we denote by vh(x, t). The same type of scheme has also been used by Hoff in the case of the porous media equation. We shall prove that vh -* v uniformly as h -* 0, where v is the unique positive solution of Problem (II).
We use (1.7) to construct the approximate interfaces £f(0-In Sees. 4 and 5 we shall show that Cf -> Ci uniformly on bounded intervals as h -> 0 and ('Cf)' -1• C'i uniformly on compact subsets of R+V*.
In addition we prove a discretized version of the estimate C-0' {cr + (7^T)7c;} -0 inSr'(R+) O-8) for Cf and we obtain (1.8) itself in the limit h -► 0. Estimate (1.8) was proved by Caffarelli and Friedman [10] and Vazquez [24] and has played a crucial role in the study of regularity properties of £,■ [2] . The idea of our proof is different and can be used to prove similar estimates for more general equations (see [9] ). Finally, in Sec. 6, we discuss some computational results. Proof. It follows as in [23] that Problem (II) has a maximal solution, which we denote by v(x,t), i.e., any other solution w(x,t) satisfies w < v in [0,L] x R+ (the construction of v is straightforward: it is defined as the limit of a decreasing sequence of classical solutions vn(x, t) of Eq. and we define the vector h -(Ax, At). We shall always assume that Ax -► 0 as
At -> 0.
We consider the discretized problem Problem (IIh) is a linearly implicit finite difference scheme. A similar scheme was used by Hoff [15] to discretize the porous media equation. First we collect some basic results about Problem (IIh). The proofs are similar to the ones given by Hoff [15] . In particular (i) and (ii)
follow easily from an induction argument. Here we shall only give the proof of (iii).
vk =vk~ vZ -yp--3 i4(xk -x0)2 + c(t" -*"")}. We claim that Vkn < 0 if «o < n < ri\ and \xk -x^\ < p.
For n = no, (3.3) follows at once. Assume that (3.3) holds for some n, and choose k such that Vk+l is maximal with respect to k. If |xj.±i -x^| < p, we obtain from (3.2) that Vkn+I < 0. If \xk+l -xj > p or \xk_x -xko\> p, then \xk -xK\ > p -Ax > \p and hence yn +1 < vn+1 _ vn+\ _ yp + yn+1 _ yno _ H < Q.
Thus V£+l < 0 if \xk -x^| < p and (3.3) follows.
We derive from (3.3) that He <yp + -^{tn, -t"0) if no <n<ni.
The same inequality can be proved for -v"o. Hence, maximizing over n, we find that
Choosing p\ + 2Ax < p < p\ + 3Ax, where
we conclude that
which completes the proof. An important estimate is the following discretized version of the estimate vh(x,t) = v£ + {x-xk)w£ if xk < x < xk+u tn< t < tn+l.
Observe that, since \w£\ < y, the spatial derivative v% belongs to L°°((0, L) x (0, T)). 
If 0 < e < < xkl < L -e and t > e, we find that for some C(e) which does not depend on h i \AvkU^k +A*k+i) <27 + C(e). Finally, the second part of Theorem 3.3 follows easily from the continuity of vx and the fact that, by (3.6) and (3.7), Av" is uniformly bounded from below on compact subsets of (0, L) x (0, T).
4. Problem (I): the interface curves. The main purpose of this paper is to give a numerical construction of the interfaces £i(0 and C2(0> using the transformation of Problem (I) into Problem (II) as we explained in the introduction. In view of formula (1. Before we discuss the convergence of £f to £, as h -► 0, we pay some attention to the construction of Vo(x). In (4.2) we have assumed that, at the time t = 0, the transformation from y to x is explicitly known from (1. In the rest of the paper we shall always suppress this dependence on h. In particular we shall always assume that h -► 0 as h -* 0. Mathematically this procedure is justified by the fact all the estimates which we have given in the previous section, and the ones which will follow below, hold uniformly with respect to h. The proofs are chosen in such a way that this can be easily checked by the interested reader. Finally we observe that, from a computational point of view, it is quite natural to assume that the error in the approximation of Uo(y) is much smaller than the error which we make if we replace v(x, t) by vh(x, t).
To prove the convergence of Cf to £, , we need an additional condition on the initial function.
A2 On the other hand, by Lemma 3.2,
If we combine this with (4.5) and (4.7) we obtain that vx(0, t) -♦ vx(0, t) as h -► 0, uniformly on compact subsets of R+\/*, and thus the same holds for the convergence of (Cf)'(0 to CiW-Remarks, (i) Observe that (4.8) is the discretized version of the estimate which was given by Caffarelli and Friedman [10] and Vazquez [24] , (ii) Studying the proofs above more carefully, it turns out that we have given a constructive existence proof of a solution u(y, t) of Problem (I) and of its interfaces Ci(t). We mention that the existence of a finite time t* and the strict monotonicity of C,(0 for t > t* could also be proved directly from the above construction. Only at one point did we really need the existing literature about porous media equations; namely, to prove the last statement of Theorem 4.2, we used the fact that £, e Cl(t*,oo). It is therefore not surprising that we shall need similar ingredients below with v replaced by vh. The first one is dealt with in the following Lemma.
Everywhere in this section we shall assume that T > 0 and 1 < a < 2, that vq satisfies Hl-2, that the mesh conditions (3.4) and (4.3) are satisfied, and that (or vh(x, t)) is the solution of Problem (IIh). Proof. We use induction with respect to n, and assume that for some n = 0 1 -vk < 0 for all k.
Let u"k+x -vk+l be maximal with respect to k. Then £{/(■**)}' c>Axk < f V1 a(x)dx. Using that -w£+x < 2y, we obtain from Lemma 5.1 and the mesh condition .7), and the proof is complete.
6. Numerical simulations. In this section we discuss some computational results. All computations were made on a VAX 750.
First we test the scheme using the fact that Problem (I) has an explicit solution, the so-called Barenblatt-Pattle solution. If m = 2, it is given by (cM'-fe)1}ifwsc<"
. 0 if \y\ > C(t)
where the interfaces y = ±C(t) are defined by C(0 = {12(Z+ 1)}1/3 for / > 0.
In Fig. 1 we compare the exact and numerical interfaces. As a second example we consider Problem (I), still with m -2, with initial function "ow = ( l(1"9)sin2,,+i('sinV (6.i)
I 0 otherwise where we choose 6 respectively equal to 0, j, and 1. In this case the waiting-time t*, which we defined in the introduction, is strictly positive and it follows from results Observe that the results are in correspondence with the properties described above. In addition the numerical interfaces are very close to the ones computed by Mimura, Nakaki, and Tomoeda [16] . A clear advantage of our scheme is its simple structure with the consequence that the computing time is always very short. Nevertheless it gives us accurate results; also this scheme does not contain an artificial viscosity term. We have observed from numerical experiments that, for the fast convergence of the scheme, mesh conditions like (3.4) and (4.3) are crucial.
The simplicity of the scheme is of course due to the fact that the quantity fZ u{y, t)dy = L does not depend on t, which reduces the free-boundary problem for u{y,t) to a problem for v(x,t) with fixed boundaries. We lose this property if we want to solve, for example, equations of the type U, = (Um)yy + f (u) with /(0) = 0, which could be treated by means of a splitting strategy (see [13, 16] ), but in that case we have to use the inverse transformation to compute L(t") = fZ0u(y,tn)dy.
