In order to solve Navier-Stokes equations on a moving domain or with simple schemes, non body fitted meshes are chosen. The goal of this work is to introduce difficulties encountered with such a choice and to show a way to overcome them. The first part is devoted to the presentation of a modified boundary condition to take into account the fact that physical walls are approached by the mesh. A second part deals with the algorithm to solve bifluid Navier-Stokes equations. Then, bifluid flows with surface tension are considered and some applications follow. As we are concerned with computational cost, we show how fast, a mesh generation and a Poisson multigrid solver (AGMG) are.
Introduction
The goal of this paper is to introduce the strategy used to solve incompressible bifluid flows with surface tension on domains which could change along time. When solving Navier-Stokes equations with finite element or with finite volume methods, a mesh has to be generated to define the spatial domain on which the equations are given. If the domain is moving along time so that mesh deformation is not sufficient to follow the domain, we can choose to construct a mesh including the domain to limit meshing. This mesh can cover a small neighborhood of the domain if it is not costly to construct it. For this reason, an unstructured Cartesian mesh can be chosen. Considering meshes which do not fit to the domain, this last is generally defined thanks to a Level Set function, more precisely a signed distance function to the boundary of the domain is known on each point of the mesh. Such meshes have to be excluded if we are concerned with fine boundary layers, we then focus on applications whose domain can be complex and moving but, for example, with moderate Reynolds numbers. Blood flows enters into this category. On Figure 1 , a complex blood vessel is constructed and an unstructured Cartesian mesh is generated to solve a fluid mechanic problem [1] . If basic techniques are used, such as domain penalization, a poor description of boundaries leads to perturbations of the solution. In this context, immersed boundary method [6] have first TOPICAL PROBLEMS OF FLUID MECHANICS 51 _______________________________________________________________________ DOI: http://dx.doi.org/10.14311/TPFM.2016.008 been developed to reduce these perturbations. The litterature is abundant in this domain, see for example [3] . In the different approaches, these corrections are defined on the numerical scheme near the interface. We decide here to introduce the correction on the continuous model. A domain is approached by an other one fitting with the mesh. We are interested in defining a modified boundary condition on the approached domain. This modified boundary condition was first proposed in [2] but was solved by an iterative process as a inhomogeneous Dirichlet type boundary condition. Here, the modified boundary condition closes the system and a theoretical error estimate can be produced between the two solutions of these continuous problems. Results are presented in the next section.
The third section is devoted to the bifluid model based on Level Set representation. A projection method is proposed and space discretization is evoked by using Cartesian cells and the modified boundary condition. The key points are the treatment of the density jump and the singular surface tension term. An application follows. The forth section deals with the most costly part of the algorithm: solving a Poisson problem. An algebraic multigrid solver is used and time computation is briefly presented.
Modified boundary conditions

Theoretical results
Let us consider a smooth domain Ω defined by a signed distance function ϕ < 0 to the boundary ∂Ω,
We are concerned in this section with the following Stokes model
With the incompressibility condition
and no slip condition u |∂Ω = 0.
Let us introduce an approached domain Ω ε ⊂ Ω on which (1) and (2) are solved for an approached solution (u ε , p ε ) with a modified boundary condition,
This choice of boundary condition is motivated by a linear approximation of the solution, along the normal to ∂Ω, close to the boundary, which verify a no-slip condition on ∂Ω (ϕ = 0). Assume that Ω ε fits with a mesh, the problem (4) (5) is suitable for a precise numerical approximation. We are then concerned with the difference between solutions to (1) (2) (3) and (4) (5) on Ω ε ⊂ Ω, with respect to ε = sup x∈∂Ωε |ϕ(x)| as ε goes to zero. Even if the boundary condition (5) is the one used in the following numerical experiments, numerical analysis is performed on a regularized problem, (5) is replaced with
where d > 0 is chosen independent of ε and ∆ S means the surface laplacian. For technical reasons, we introduce the following assumption (H) on the perturbed domain. It allows strong differences between the normals to domains Ω and Ω ε with, nevertheless, some limitations. Let us denote n the normal to ∂Ω ε and let τ be the tangent to ∂Ω ε so that n = α∇ϕ + βτ with α = (4) (6) close to the unique solution u of (1) (2) (3), furthermore, there exists c independent of ε such that
where Q is the orthogonal projection from ∂Ω ε onto ∂Ω.
Note that the normal derivative of the velocity is simply accurately approached by uε ϕ . The proof of this theorem is based on energy estimates of the elliptic problem (4) (6) where the boundary condition, with d = 0 can be seen as a Robin boundary condition with an additional drift term controlled by virtue of the assumption (H). The regularizing term, for d > 0, is added because of the incompressibility constraint and the permeability boundary condition on ∂Ω ε . As a matter of fact, in order to control the term ∫ ∂Ωε p ε u ε .ndγ, the additional dissipative term is necessary.
Numerical results
Let us define Ω ε as the bigger Cartesian mesh included into Ω, where ε is the grid size (maximal length in the Cartesian cell). We consider a centered finite-difference scheme on nodes inside Ω ε to approach (4) (5), which is known to be an order 2 scheme for body fitted meshes. This leads to ε 2 error with L 2 norm and then ε error with H 1 norm. The discrete approximation induces an error whose size is similar to the one between u ε and u given in the previous theorem. It is then not necessary to consider finer approximations. We then want to construct a discrete order 2 approximation (with L 2 norm) of the approached model (4) (5) which is an order 2 approximation of (1) (2) (3). Then, the boundary condition has to be approached with the same error with respect to ε, order 2, that is why a decentered (inside Ω ε ) approximation of the gradient is sufficient on boundary nodes, since, in relation (6) the gradient of velocity (approached with order 1) is multiplied by ϕ which is lower than ε. The underlying system couples only nodes of Ω ε and the matrix is strictly diagonally dominant. Nevertheless, because of the modified boundary condition, the matrix is not symmetric. With such a discrete approximation, applied to a Couette flow in a rotating cylinder, or a Poiseuille flow in a cylinder, the error between the discrete solution and the analytical solution is of order 2 with L ∞ norm (and thus with L 2 norm) and of order 1 for normal derivative with the evaluation of uε ϕ , with L ∞ norm of the boundary (and thus with L 2 norm), as expected in the above theorem. This validation is introduced in the following table, on the left of table, for the Poiseuille flow. Note that with a no-slip condition on the boundary ∂Ω ε , the decentered finite-difference approximation to compute ∇u ε · ∇ϕ is inaccurate whatever the grid size, as shown on the right of the table. This is the reason why improvements have to be done on non body fitted meshes. 
with the incompressibility condition
where the field u = (u, v, w) is the velocity, p the pressure, ρ the density, µ the viscosity, F any body force detailed hereafter and Du = (∇u + ∇ T u)/2. As detailed in the previous section, the domain Ω is defined thanks to a signed distance function ϕ, nonnegative inside Ω. The model will be pertubed as above to be defined on Ω ε ⊂ Ω. The Level Set approach of the domain is also used to identify fluid 1 and fluid 2 across a signed distance function ψ negative in fluid 1 and positive in fluid 2. The two fluids are transported by the flow,
The force F includes gravity and surface tension forces,
where δ means the Dirac measure supported by the interface {ψ = 0} and κ = ∇ · ∇ψ |∇ψ| the mean curvature of the interface. The unified bifluid model has been introduced in [8] and can be written as
The heavy-side function H is regularized when considering discrete model. When solving the nonconservative formulation (12), we have to pay attention to the surface tension term which is a measure and the division of this measure with the discontinuous density has no mathematical meaning. However, a velocity prediction has to be done in a time discrete approximation of (12). Then, before dividing by density in Navier-Stokes equations, we introduce the following modification of the surface tension term, up to a function change in the pressure variable
where P ⊥ is the orthogonal projection on free divergence fields. The key point is detailed in the following proposition, which will not be justified here:
Proposition 3.1 Assume that mean curvature is smooth, then P ⊥ (κ∇H(ψ)) is uniformly bounded in L ∞ (Ω ε ) with respect to the regularizing parameter of the function H.
We then can replace the first equation of (12) with
This last equation is suitable for a velocity prediction assuming that pressure is known and a classical algorithm based on prediction-correction (projection method [4] ) can follow. In the correction step, an anisotropic Poisson problem has to be solved, the pressure correctionp solves,
54 Prague, February 10-12, 2016 _______________________________________________________________________ with Neuman boundary condition, whereũ is the predicted velocity of the projection method. Furthermore, the term 1 ρ(ψ) ∇p affects the velocity in (12) and the space discretization of (12) and (13) have to be compatible. The Navier-Stokes equations are solved on the Cartesian mesh covering Ω ε with a classical MAC scheme on a staggered grid [5] . The mesh of Ω ε corresponds to the pressure mesh and normal velocities are on the faces of the pressure cell. In order to solve (13) with a finite volume scheme ensuring flux continuity, the density ρ(ψ) has to be defined on a control volume surrounding each face exactly as each component of the velocity. Finally, each component of 1 ρ(ψ) ∇p is accurately defined on each face of pressure mesh, as the velocity components. However, the MAC scheme is not able to be accurate on the viscous term where the viscosity is discontinuous.
Application
The bifluid model developed above is used to simulate a spherical inclusion in a confined medium excited by a vibration. Experimental data exists and will be compare to the numerical experiments. The domain is a closed cylinder with size 3 mm, the other data are expressed in the international system of units: the tension surface coefficicient is σ = 2.89 10 −5 , the density of the inclusion is ρ = 44.39 and the one of the medium is 18.46, Viscosity are respectively µ = 4.75 10 −6 and 1.98 10 −6 . There is no gravity and the cylinder is excited with a vibration with frequency 38Hz and amplitude 1. 
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As the prediction-correction method is used to solve Navier-Stokes equations, we have to solve a Poisson problem for the pressure correction step [4] . For sufficiently large Reynolds number, the prediction step of the method is not costly compare to the correction step. That is why we focus on the CPU time to solve a Poisson problem on unstructured Cartesian meshes. Simulations shown in the previous section are done with a conjugate gradient method to solve systems, with a Jacobi preconditioner. This is known to be costly compare to multigrid methods. We then investigate the use of a parallel algebraic multigrid solver, AGMG [7] , in the context of uniform cells of an unstructured Cartesian mesh. This tool is parallelized with MPI (Message Passing Interface). Each part of the matrix has to be given on each process, with a classical sparse representation (compress row storage). Data depending on others processes have to respect an ordering and the matrix is assumed to have a symmetric structure. Details can be found in [7] and references therein.
The geometry is constructed from the bathymetry data of the "Rade de Toulon", an analytic expression of the distance function to the bottom and to the water surface can be easily expressed from bathymetry data. Only cells immersed in the sea, for latitude and longitude of the "rade de Toulon", are taken into account for the mesh. This leads to an unstructured Cartesian mesh, see Figure 3 . The 3D domain is constructed from 2D data and produces a nontrivial geometry. The interest of such non body fitted meshes comes from the fast construction of these meshes and the fast construction of matrix associated to discretization of partial differential equations. The unstructured Cartesian mesh is constructed in short time as well as the construction of the matrix discretizing (13) as it can be seen hereafter. The cell numbering is essential to optimize parallel solver and Morton ordering is chosen. This Morton ordering ensures that whatever the contiguous list of cell indexes, the corresponding submesh has a reduced number of faces on the boundary of the submesh, compare to the size of the list. The geometry is constructed for two fine grids, The CPU time for the construction of the geometry and the matrix are given as well as the time to solve the system, approaching the Poisson problem, with AGMG [7] . This fast construction on a single process or few MPI process is hopefull. The CPU time for mesh construction remains small compare to the CPU time for AGMG solver. This last is nonetheless small compare to more classical solver as the conjugate gradient. The following results are obtained on a 2 CPU Intel Xeon X5660 machine (Hyper Threading) with 6 cores (2.66 GHz) on each CPU. 
Conclusion
As shown in the last section, the construction of an unstructured Cartesian mesh is fast for large size problems. This is due to the choice of uniform grid cells and Cartesian orientation of cells. For the same reasons and the simplicity to discretize partial differential equations on such uniform meshes, the underlying system is fast to build. Furthermore, the algebraic multigrid solver [7] looks promising and scalability should be tested with the paid version of this software. This solver has not been yet tested for the full fluid mechanic problems. Some MPI developments are missing in some part of the code. The fluid mechanics code is fully developed in a version with OpenMP parallelization and shows order 2 approximations even when the mesh is not body fitted, thanks to the modified boundary conditions, as shown in section 2. Note also that the modified boundary condition introduced in section 2 can be applied for general mesh when it does not fit to the geometry, for example with octree meshes, whatever the discretization method is. With such a uniform meshing strategy, associated to fast solvers, the developed code has to be extended with a fast mesh refresh (instead of a new mesh generation) in order to simulate strongly moving domains. This could be, for some applications, an alternative to octree techniques. Namely, tracking interface with Level Set techniques on moving unstructured Cartesian meshes surrounding interfaces will be investigated.
