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Abstract

The Flex Representation Method (FRM) leverages unique computational advantages of splines to
address limitations in the process of building CAE simulation models from CAD geometric models.
Central to the approach is the envelope CAD domain that encapsulates a CAD model. An envelope
CAD domain can be of arbitrary topological and geometric complexity. Envelope domains are
constructed from spline representations, like U-splines, that are analysis-suitable. The envelope
CAD domain can be used to approximate none, some, or all of the features in a CAD model. This
yields additional simulation modeling options that simplify the model-building process while
leveraging the properties of splines to control the accuracy and robustness of computed solutions.
Modern integration techniques are adapted to envelope domains to maintain accurate solutions
regardless of the CAD envelope chosen. The potential of the method is illustrated through several
carefully selected benchmark problems.

Keywords: Isogeometric Analysis(IGA), Finite Element Analysis(FEA), Cut Isogeometric Methods,
Unfitted Finite Element Methods, Numerical Integration, U-splines
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1.1

Introduction

Introduction

The main objective of this dissertation is to introduce a new method for simulation called the Flex
Representation Method (FRM) and validate this method through a series of numerial benchmarks.
This method has similarities to both Isogeometric Analysis (IGA) and the Finite Cell Method (FCM).
The FRM uses recent advancements in U-splines, a volumetric unstructured spline technology, to
provide greater flexibility in choosing the model that will be discretized and analyzed. This allows
an analyst to selectively choose parts of the model they wish to mesh directly or simply immerse
inside a simplified region extended beyond the geometry.
The main contributions of this dissertation can be summarized as follows:
• Introduce the concept of the envelope domain and flex modeling. The benefits of flex
modeling are shown in a number of examples that demonstrate how it can alleviate many of
the challenges found in modern meshing workflows.
• Provide geometry processing algorithms for envelope partitioning, envelope inverse mapping,
and specializations for certain types of envelope domains.
• Introduce a numerical integration technique called folded quadrature. This method based
on work originally done by [2] is adapted to the FRM providing greatly improved accuracy
and performance. This method is also extended to the application of boundary conditions
providing an automatic representation of geometric boundaries ideally suited for boundary
integrals. Several results are shared comparing these new folded integration techniques with
those traditionally used by similar immersed methods.
• Outline a nonlinear elastostatic formulation starting from an energy potential. This formulation
includes the derivation of the associated strong form. A regularization factor is applied to
envelope integration to improve conditioning. An augmented Lagrange approach is derived
for the weak imposition of boundary constraints.
• Demonstrate the accuracy of the FRM through a series of academic and industry benchmarks.
Several linear elastic benchmarks are shared, with analytic convergence shown for a classic
infinite plate with circular hole problem. Modal analysis is performed on a glass block and
automotive frame ladder with convergence of frequency values demonstrated. A nonlinear
example is shared based on a challenge problem from Sandia National Labs. Flex modeling
is reviewed in more detail with comparisons of different envelope domains for a C-frame
geometry. Finally, a demonstrative optimization workflow is shown.
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Summary

Simulations are a ubiquitous and necessary part of modern design and manufacturing. Simulations
produce information that predicts the expected performance of a natural or engineered part or
system. For example, simulations in the automotive industry may predict failure of welded
connections, forces felt by an occupant during a vehicle crash, or noise levels experienced by an
occupant during normal operation of a vehicle.
Simulations are important because they provide predictions of system performance that can be
used to enable engineers, analysts, and business decision-makers to improve the quality, cost, and
efficiency of a natural or engineered system or part. Simulations are used, for instance, to predict
and determine the necessary strength of structural parts in myriad diverse applications such as
buildings, bridges, automobiles, aircraft, bicycles, and countless others.
Prevailing computer aided design (CAD) representations, such as boundary representations,
i.e., BREPs, must first be modified to admit a valid mesh and then meshed before a finite element
simulation, also called finite element analysis or FEA, can be performed. These CAD preparation
steps account for the majority of time spent in the overall simulation pipeline.
This is because BREP CAD models composed of multiple trimmed surfaces suffer from a very
serious mathematical limitation: they are rarely watertight due to the mathematical properties
of the surface intersection problem. Exact representation of intersection curves, when possible,
requires unreasonably high degree polynomials and is limited by floating point implementations.
Instead, low degree approximate intersection curves are used, resulting in BREPs that appear
watertight, but upon closer inspection, suffer from gaps, overlaps, and sliver surfaces. These
artifacts of the trimming process are often called dirty geometry, since they negatively impact
all downstream applications of the BREP geometry. In a traditional simulation pipeline, dirty
geometry must be repaired and meshed before the simulation is executed.
The Flex Representation Method (FRM), introduced in this work, leverages the unique computational advantages of smooth splines to address these existing limitations and bottlenecks in the
process of building CAE simulation models from CAD geometric models. In particular, the process
of fixing the CAD representation and building a suitable mesh that closely represents the CAD
geometry is overcome in a fundamental way. A particular benefit of this work is simplifying the
process of building simulation models from solid CAD parts, although the approach can also be
applied equally well to surfaces. While several approaches to this problem have been proposed,
the FRM approach, as described herein, is novel and unique in the unprecedented and improved
control over the properties of the simulation model that are available to the analyst. In summary,
presented herein is a method capable of shortening the development cycle of a simulation model and
produces simulation results that are accurate and tailored to the particular engineering application
at hand.

1.3

Previous Work

Most modern CAD software represent the shape of parts, and assemblies of parts, using BREPs.
Many CAD objects are comprised of simple shapes that are amenable to current manufacturing
techniques. These simple or analytical shapes include planar, conical, spherical, and toroidal
surfaces and straight, arc, and elliptical curves. However, in many, if not most geometries of
practical interest there are some surfaces and curves that cannot be described by analytic geometry.
In these cases, splines, typically B-splines and NURBS (non-uniform rational B-splines) are used.
Examples of CAD geometry that include spline entities are shown in Fig. 1.1. Fig. 1.1a is
composed of analytic surfaces, analytic curves, and spline curves. Fig. 1.1b is composed of analytic
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surfaces, analytic curves, spline surfaces, and spline curves. To form complex shapes like those
shown in Fig. 1.1, multiple disconnected surfaces are trimmed and sewn together along curves of
intersection.

(a) CAD geometry with analytic surfaces,
analytic curves, and spline curves.
(b) CAD geometry with analytic surfaces,
analytic curves, spline surfaces, and spline
curves.

Figure 1.1: CAD geometry that includes spline geometry.

The trimming process results in gaps and overlaps in the BREP model that must be repaired
before it can be used in many downstream applications. Since the gaps and overlaps in a BREP
result from rigid theoretical deficiencies in the representation, the entire BREP model is usually
replaced with a mesh, which represents a faceted approximation to the original BREP geometry
that can then be used during simulation. The process of generating a mesh from a BREP geometry
is very often tedious, manual, time-consuming, expensive, and error-prone.
The mesh generation process also suffers from its own set of challenges that prevent automation,
accuracy, and robustness in downstream processes like simulation. Because smooth splines, and
in particular U-splines [21] a technology developed by the authors to enable the FRM, require
predominantly quadrilateral or hexahedral mesh layouts, we will focus on describing the challenges
associated with hexahedral mesh generation.
There is no known algorithm that can produce a high-quality hexahedral mesh to fill any
conceivable BREP input. This is demonstrated in Fig. 1.2 where each BREP surface has been meshed
with a valid, but arbitrary, quadrilateral mesh. It is not possible to produce a quality hexahedral
mesh on the interior of the BREP from the specified quadrilateral surface meshes.
Seemingly innocuous design features in a CAD model often complicate the meshing process, as
shown on the quarter piston geometry in Fig. 1.3a and Fig. 1.3b. In this example, a standard fillet
feature on the piston pin boss creates complex spline surfaces, as shown in Fig. 1.4a. Such trimmed
splines often are geometrically imprecise, as shown in Fig. 1.4b, and have boundaries that are not
conducive to decomposition, as shown in Fig. 1.4c. When decomposed into simpler subdomains
that can be hex meshed, these geometries may result in fragile meshes. By fragile it is meant that the
subdomain admits a coarse hexahedral mesh, as shown in Fig. 1.3b, that degrades in quality as it is
refined, as shown in Fig. 1.4d and Fig. 1.5. As a result, when used in a computation, these poorly
shaped segments negatively impact the convergence characteristics of the solver by increasing the
time to convergence or impeding convergence altogether.
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Figure 1.2: Producing a high-quality hexahdral mesh on the interior of this BREP solid given the bounding quadrilateral
surface mesh remains an unsolved problem.

(a) The pin boss feature complicates the
meshing process.

(b) A coarse conforming hexahedral mesh
of a piston BREP geometry.

Figure 1.3: This seemingly simple example required twelve hours for an experienced FEA analyst to mesh.

Another less appreciated challenge is that the application of simulation attributes to the BREP
in traditional simulation workflows, like constraints or loads, must be respected by the layout of the
hexahedral mesh. This means that if those attributes change, an entirely new hexahedral mesh
must often be produced, typically requiring substantial additional time and/or cost. An example
of this is shown in Fig. 1.6. In Fig. 1.6a, Fig. 1.6c, Fig. 1.6e, and Fig. 1.6g, the circular surface over
which a boundary condition will be applied gradually grows in size. The resulting decompositions
grow in complexity, as seen in figures Fig. 1.6b, Fig. 1.6d, Fig. 1.6f, Fig. 1.6h which correspond to
Fig. 1.6a, Fig. 1.6c, Fig. 1.6e, Fig. 1.6g, respectively.
Many solutions have been proposed to overcome the bottleneck of building analysis models
from the original geometric CAD model. One prominent field of study, called Isogeometric Analysis
(IGA) [9], attempts to unify the analysis model with the original geometric model by using the
CAD blending functions for analysis. This work pioneered much of the modern vision behind
advancements in finite element technology with simulation on the original CAD geometry being
the holy grail for simulation.
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(b) Sliver surface from the BREP topology,
which is valid but can lead to meshing issues.
(a) Non-analytic (i.e., spline) curves and surfaces.

(c) Complex fillets, which make accurate
decomposition difficult, resulting in extraneous mesh topology.

(d) A region that is
fragile under mesh refinement (see more details in Fig. 1.5 ).

Figure 1.4: Common challenges that must be overcome to produce high-quality hexahedral meshes. Each of these
images is a close-up of sections of the model in Fig. 1.3.

However, methods that directly apply IGA to BREP models often struggle due to inexact
trimming operations on the NURBS surfaces and a lack of a parameterization in the interior of
solid models. Despite these challenges, there have been efforts to use BREP surfaces directly for
shell modeling. In this case, a trimmed BREP open surface model (e.g., a sheet metal part with
well-defined boundaries for automotive application) is used [4, 10, 12].
Another approach is to immerse the CAD in a background mesh or grid that is simple to create.
The literature on immersed finite element methods is vast. However, common to all approaches is
the use of background grids that are created through simple affine mappings with rigid modeling
limitations. In most cases, the background grid is a cube-like shape. Consequently, the salient
geometric features of the underlying CAD model are lost and, while these approaches may simplify
the simulation model building process, steep accuracy and robustness limitations are incurred.
The finite cell method (FCM) [7, 13] is an immersed technique that uses higher order polynomials
(usually called 𝑝-elements) set in a rectilinear grid with adaptive hierarchical quadrature to resolve
quantities of interest. This approach has been extended to use B-splines [16, 18] where it was shown
that the smooth spline basis can lead to robust and accurate simulation results. A comprehensive
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(b) Volume from Fig. 1.5a, meshed with
a single, well-behaved element.

(a) Section of volume shown in
Fig. 1.4d.

(c) One refinement. The mesh qualify
of the the upper right element is starting to degrade.

(d) Two refinements.

(e) After several refinements, there are
now inverted elements.

Figure 1.5: Illustration of the region in Fig. 1.4d that is fragile under mesh refinement. The colorbars are the scaled
Jacobians of the elements.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 1.6: Applying simulation attributes, like boundary conditions, often changes the underlying BREP requiring an
entirely new mesh.
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overview of current advancements in FCM can be found in [17]. Unfortunately, the FCM
approach still uses cube-like background grids and the hierarchical quadrature approach requires
an enormous amount of quadrature points for even moderate levels of accuracy. Recently, more
accurate quadrature schemes have been proposed to attempt to reduce the number of quadrature
points required in an immersed simulation [2]. Common to immersed techniques is the weak
imposition of boundary condition through the use of penalties, Lagrange multipliers, or Nitsche’s
method [5, 6, 8, 14].
Of particular importance is that all these immersed approaches prescribe exactly one way to
build the background grid. Very little modeling flexibility is available in these approaches, making
it impossible to tailor the background grid to the problem at hand. This all or nothing approach
has severely hampered the industrial adoption of immersed techniques for challenging industrial
problems and applications where quantities of interest, like stress, must be accurate in prescribed
areas of the model and convergence of nonlinear phenomena must be robust and reliable. Without
these core attributes, an immersed finite element model is not reliable as a tool for engineering
decision making.

1.4

Current Work and Key Contributions

Central to the FRM is the notion of an envelope CAD domain that encapsulates a CAD part. An
envelope CAD domain can be of arbitrary topological and geometric complexity. Envelope domains
are constructed from spline representations that are mathematically formulated to be used as the
basis for design and simulation. The envelope domain is in direct contrast to the use of simple, cubelike background grids in traditional immersed finite element methods. In particular, U-splines are
used as an exemplary envelope CAD technology as it has the prerequisite mathematical properties
to ensure accurate and robust computed solutions in one-, two-, and three-dimensions and can be
deployed over envelope CAD domains of arbitrary geometric and topological complexity.
The practical advantage of the envelope CAD domain is that it can be used to approximate none,
some, or all of the features in the original CAD domain. This gives the analyst additional options
that relax the geometric fit of the envelope domain to the CAD thus simplifying the process of
producing a simulation model. In each case, the smooth, adaptive, higher-order U-spline basis
recovers accurate simulation results. This continuum of simulation modeling possibilities is called
the flex spectrum and the underlying modeling paradigm is called flex modeling or flex simulation.
Key contributions of the FRM include the following:
• The introduction of an analysis-suitable CAD representation, called the envelope domain,
that is based on spline technology. U-spline technology is used to build the CAD envelope
domain although this is not a requirement of the method.
• A simple geometric modeling procedure, called flex modeling, for building complex envelope
CAD domains that is based entirely on traditional CAD design paradigms and finite element
meshing technology. As a consequence, the FRM approach should be familiar to users of finite
element technology. Of particular importance is the introduction of virtual CAD topology as
a means to guide the spline creation process, resulting in high-fidelity spline models that
both fit the selected features of the underlying CAD to high precision and are suitable for the
simulation at hand.
• To build the envelope CAD domain, a generic spline to CAD fitting procedure is presented
that is based on Bézier projection, is iterative, and is equally applicable to curves, surfaces,
and volumes.
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• The designer or analyst can leverage the flex modeling spectrum to tailor the envelope
CAD domain to capture only geometric features of interest, thus greatly simplifying the
simulation model preparation process. By building an envelope domain that captures only
the macroscopic features of a CAD model, it is shown that much more accurate simulation
results can be achieved than is possible with both traditional immersed and finite element
approaches, while still dramatically reducing both model preparation time and degree of
freedom count.
• Central to the FRM is the use of highly nonlinear spline-based geometric mappings to define
the CAD envelope domain. Since quantities like tractions and boundary conditions are
applied directly to the immersed CAD model, to accommodate them in the FRM simulation
framework requires that these geometric mappings be inverted frequently and efficiently. To
accomplish this, a robust and performant point inversion algorithm for unstructured spline
representations like U-splines is described.
• Although the focus is on volumetric envelope domains, the FRM approach can also be applied
to constructing surface envelope domains as well.

2
2.1

Overview of the Flex Representation Method

U-splines

The present work is primarily based on the use of a U-spline basis, a volumetric unstructured spline
representation. However, any volumetric spline in extracted form could be used. For a more in
depth treatment of U-spline basis construction, we refer the reader to [21].

2.1.1 Manifolds
We associate a closed subset of R𝑛 , called a 𝑘-manifold m 𝑘 or m, for short, to every 𝑘-cell c in
a U-spline mesh U. A 𝑘-dimensional manifold is constructed through an invertible mapping
m[Ω̂c ] : Ω̂c → m[c]. The 𝑘-dimensional manifold corresponding to U is denoted by m[U] and is
defined as
Ø
m[U] =
m[c]
(2.1)
=

c∈U
Ø

m[Ω̂c ].

(2.2)

c∈U

Each geometric mapping m[Ω̂c ] is defined as
m[Ω̂c ](𝒔 c ) =

Õ

𝑿 [U]𝐴 𝑁𝐴 (𝒔 c ),

𝒔 c ∈ Ω̂c

(2.3)

𝑁𝐴 ∈UF(c)

where UF(c) is the set of U-spline basis functions that are non-zero over Ω̂c and 𝑿 [U]𝐴 is an
𝑛-dimensional manifold coefficient.
We use the following common geometric terms for 𝑘-manifolds, 𝑘 ≤ 𝑑 ≤ 𝑛:
We also use, for notational simplicity, Ω̂ and Γ̂ to indicate 𝑑- and 𝑑 − 1-dimensional parametric
domains, respectively. We call a point 𝒙 ∈ R𝑛 a spatial point.
We call an arbitrary subdomain 𝜖 ⊆ m a segment or, if more specificity is required, we use 𝜖 m . A
set of segments is denoted by 𝑬. The parametric domain of a segment is denoted by Ω̂[𝜖]. A set
consisting of all segments generated by some generic partitioning of a manifold m is given by △(m).
A bounding volume of 𝜖 m is a superset of 𝜖 m and is denoted by bv(𝜖 m ) while a set of bounding
Table 2.1: The geometric terms used for manifolds of different dimensions.

𝑑-manifold
(𝑑 − 1)-manifold
(𝑑 − 2)-manifold

𝑑=1
Curve c
Point p
-

𝑑=2
Surface s
Curve c
Point p

10

𝑑=3
Volume v
Surface s
Curve c
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volumes associated with a given manifold m is denoted by BV(m). The power set of an arbitrary set
S, denoted by P(S), is defined as the collection of all the subsets of S including the empty set and
the set S itself.

2.1.2 Bézier Projection
A U-spline manifold can be constructed by specifying the manifold coefficients directly or, more
commonly, by computing the manifold coefficients through a geometric projection procedure. We
use Bézier projection [20]. In the case of Bézier projection, a Bézier manifold representation of a
given geometry is first computed, followed by a smoothing step to determine the final U-spline
manifold representation.

Figure 2.1: Bézier projection is used to determine the U-spline control points for the second cell of a cubic B-spline with
𝒞 2 continuity.

We first create a Bézier manifold m[B] by constructing a Bézier mesh B from the cell topology in
some partition △ and then projecting a given geometry into the Bernstein space assigned to each
cell in B. This projection, denoted by Π[c] : m[⊛] → ℬ c , is computed for each cell c ∈ B as
X[cB ] = Π[c](⊛ △[Ω̂△ ]).

(2.4)

This local projection operation over each cell results in a piecewise discontinuous approximation to
m[⊛] in Bernstein form. In other words, the map m[Ω̂B ] : Ω̂B → m is generated such that
m[B](𝒔 ) = m[Ω̂B ](𝒔 )

=

Õ

(2.5)

𝒙[B]i 𝐵i (𝒔 ) ∀𝒔 ∈ Ω̂

B

(2.6)

i ∈ID(B)

where 𝒙[B]i ∈ R𝑛 is the Bernstein control point associated with the ith Bernstein basis function.
The local projector Π[c] can be chosen from a variety of options such as a least-squares projection
or a local polynomial interpolation problem. The Newton-Bernstein interpolation scheme [1] is
particularly efficient and robust.
To determine m̃[U] we apply Bézier projection to m[B]. This projection operation, denoted by
Π[U] : ℬ B → 𝒰 U , can be written as
X[U] = Π[U](m[Ω̂B ]).

(2.7)

First, additional modifications may be made to B to produce the U-spline mesh U. The U-spline
basis UF(U) is constructed over U in extracted form. Now, for a given cell extraction operator,
defined over U, the corresponding cell reconstruction operator is defined as
𝑹 c = (𝑪 c )−1 .

(2.8)
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Using the cell reconstruction operator we can compute U-spline control points from Bernstein
control points for a given cell as
𝑿 [cU ] = (𝑹 c )𝑇 𝑿 [cB ].
(2.9)
Note that in most cases m[B] will be less smooth than the U-spline basis. This means the
computed U-spline control points may differ from cell to cell. In this case, the global set of U-spline
control points, denoted by X[U], may be calculated from the cell-level U-spline control points X[cU ]
using a weighted averaging scheme as described in [20]. Importantly, Bézier projection never solves
a global linear system to determine the U-spline control points.
In Fig. 2.1, Bézier projection is used to determine the U-spline control points for the second
cell of a cubic B-spline with 𝒞 2 continuity. The cell-local U-spline control points (center) are
calculated as a linear combination of the Bernstein control points (right) through the application
of the reconstruction operator 𝑹 c . Cell-local spline control points are then mapped to the global
U-spline control points (left) through an appropriate cell-to-global index map.

2.2

Flex Modeling

The FRM approach overcomes the bottlenecks associated with building simulation models by
leveraging the beneficial properties of U-splines to create a more general mesh generation and
simulation modeling approach ideally suited to splines. This approach minimizes the time required
to produce a hexahedral mesh and associated U-spline for a particular problem, while maximizing
the accuracy and robustness in computed solutions made possible by a smooth spline basis. Note
that we only discuss flex modeling in the context of U-spline solids but remind the reader the
techniques described here can also be applied to curves and surfaces.
As shown in Fig. 2.2, the primary geometric ingredients to this approach are:
¯
• A CAD manifold (usually a BREP) that represents the physical domain, denoted by m[⊛],
¯ ⊆ ★v,
• A U-spline manifold that represents the envelope domain, denoted by ★v, where m[⊛]
• Immersed U-spline boundary manifolds, denoted for simplicity by s, where s ⊆ ★v.

2.2.1 Envelope CAD Fitting
We present a dimension-agnostic approach to fitting a 𝑑-dimensional U-spline manifold to a
𝑑-dimensional envelope CAD manifold m[⊛]. Given an appropriate U-spline mesh U, the core
procedure consists of a local projection operation onto the corresponding Bézier mesh B followed
by the creation of a set of U-spline manifold control points through Bézier projection. The fitting
operation is progressive, meaning the fitting workflow applies a manifold fitting sequentially for
volumes, surfaces, curves, and points, overwriting manifold control point values from previous
steps. The 𝑑-manifold is first fit to m[⊛], and submanifolds are defined over submeshes K ⊂ B of
dimension 𝑑 − 𝑛 and fit to m[⊛] for each of the subsequent steps. These submeshes must be chosen
such that the U-spline basis is linearly independent over the submesh. To accomplish this, the
U-spline 𝑑-manifold m[U] or m for short is designed through the following process:
¯ is created.
• Step 1: A CAD model of the desired envelope shape, denoted by m[⊛],
¯ to create m[⊛]. The CAD
• Step 2: CAD modification is performed as needed on m[⊛]
¯ and to produce a
modification process is used both to eliminate dirty geometry in m[⊛]
topological layout that guides the mesh generation algorithm toward an optimal mesh for the
U-spline basis construction and CAD fitting steps.
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Figure 2.2: Geometric modeling concepts for U-spline flex modeling. In particular, we illustrate the geometric mappings
★v[★Ω̂] : ★Ω̂ → ★v and s[Γ̂] : Γ̂ → s for the U-spline envelope domain and immersed boundaries, respectively.

• Step 3: A mesh generation algorithm is used to create a piecewise 𝑑-linear approximation
to m[⊛], denoted by m[△], where △ denotes the underlying mesh. The mesh provides the
topology and a parametric domain for the construction of the U-spline basis and initial
approximate CAD mapping m[Ω̂△ ] : Ω̂△ → m. Numerous techniques are available for
constructing m[△]. We focus on leveraging techniques widely available in mesh generation
software, with a particular focus on Coreform Cubit.
• Step 4: We assume that m[⊛] is sufficiently well-defined that a closest point mapping can
be constructed efficiently. This closest point mapping, denoted by 𝜿 ⊛ : R𝑛 → m[⊛], maps a
given spatial point in R𝑛 to the closest point in m[⊛]. Given the mesh and the closest point
mapping, we can define the following map
⊛ △[Ω̂△ ](𝒔 ) = 𝜿 ⊛ ◦ m[Ω̂△ ](𝒔 ),

𝒔 ∈ Ω̂△ .

(2.10)

This map provides an initial approximation to m[⊛] and a parameterization for U-spline
fitting.
• Step 5: A Bézier mesh B is created from the mesh topology in m[△]. Cell domains, parameterizations, degrees, continuities, and Bernstein-like spaces are assigned to B.
• Step 6: The Bézier mesh B is modified to create an admissible U-spline mesh U and ensure
that the resulting space 𝒰 is appropriate for the problem at hand.
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• Step 7: A U-spline manifold m[U] is created by fitting to the envelope CAD m[⊛] ⊂ R𝑛 . A
set of U-spline manifold coefficients (also called control points) X[U] is determined such
that the resulting U-spline manifold mapping m[Ω̂U ] : Ω̂U → m closely approximates m[⊛],
i.e., m[U] ≈ m[⊛]. The overall U-spline to CAD fitting workflow is dimension agnostic and
includes a progressive approach, with sequential volume, surface, curve, and point fitting.
We demonstrate the effectiveness of the U-spline to CAD fitting process on several surface and
volume examples. Fig. 2.3 shows a U-spline that captures the sharp corners in a CAD surface
geometry. Fig. 2.4
shows a U-spline fit to a planar surface that includes circular features. To resolve the circular
features, a curve fitting is applied to the manifold edges of the circular features after the surface
projection is applied. Fig. 2.5a, 11b, 12a, and 12b illustrate the behavior of the U-spline to CAD
fitting algorithm for U-spline volumes.
As expected, high-quality approximations to the original CAD models is achieved in both cases.

(a) The original U-spline mesh.

(b) Addmissible U-spline surface.

Figure 2.3: Fitting a quadratic U-spline to a gasket cover.

2.2.2 Embedding
¯ is embedded into the
To overcome the issues associated with BREPs, the physical domain m[⊛]
envelope domain ★v, as shown in Fig. 2.2.
¯ is embedded into
The envelope manifold is a watertight U-spline, i.e., ★v = m[Ω̂U ]. Once m[⊛]
★v we can replace the BREP, in the simplest setting, by an implicit indicator function
(
¯
1 if 𝒙 ∈ m[⊛],
𝜒(𝒙) =
(2.11)
0 otherwise,
possibly complemented by some level of spline approximation of the original BREP surfaces, as
described in section 3.3.1. Since the envelope geometry is watertight and the implicit indicator
function is robust against defects in the underlying BREP, we have successfully sidestepped the
issues associated with dirty geometry that complicate the simulation model preparation process.
¯ represented by an implicit indicator function. We often
For generality, we will focus on a m[⊛]
integrate quantities over s that are defined over ★Ω̂. To accomplish this, we construct inverse
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(a) The original U-spline mesh.

(b) The quadratic spline fit with surface and curve fitting.
Figure 2.4: Applying surface and curve fitting to a planar surface with circular features.

(a) The original U-spline mesh.

(b) Admissible U-spline volume.

Figure 2.5: Fitting a quadratic U-spline volume to a spinal implant model.
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(a) The original mesh.

(b) Admissible U-spline volume.

Figure 2.6: Fitting a quadratic U-spline volume to a knuckle geometry.



manifold mappings of the form s[★Ω̂]

 −1

: s → ★Ω̂ as described in section 3.2. The U-spline

manifold mapping associated with s is given by s[Γ̂] and is illustrated in Fig. 2.2.
In contrast to prevailing immersed methods, geometry representation in the flex modeling
approach provides the flexibility to create an envelope geometry that selectively captures important
¯ Geometric features may include fillets, sharp creases, small holes,
geometric features of m[⊛].
highly curved surfaces, etc. The process of removing or changing the geometric features of a CAD
model is often called defeaturing. For example, consider the geometry in Fig. 2.2.
Since the stress near the curved surface may be of interest, the boundary of the envelope
manifold is fitted to this surface, as shown in Fig. 2.2 —whereas other geometric features are
embedded in ★v to simplify the modeling process.
¯ then this method behaves like a traditional
Note that if ★v is chosen such that ★v ≈ m[⊛]
¯ and ★v[★Ω̂] is an affine
isoparametric finite element method. If ★v is a bounding box of m[⊛]
mapping, this method behaves like existing immersed methods that use rectilinear envelope
domains.
Even though the shape of ★v can be arbitrary, it should simplify the construction of the U-spline
¯ as dictated by the needs of the
while maintaining the critical geometric characteristics of m[⊛]
problem. In this way we overcome the most critical issues associated with hexahedral mesh
generation for BREP models while still achieving accurate solutions.

2.2.3 The Flex Spectrum
U-spline flex modeling allows the analyst to choose the optimal level of effort to generate a mesh for
a given problem. In all cases, the approximation power of the higher-order, smooth, locally-adaptive
U-spline basis will continue to produce accurate solutions. We call the set of all potential flex
←
→
modeling approaches for a given problem the flex spectrum and denote it by ℱ and refer to a
unique instance within the spectrum as ℱ𝑖 . By convention, we use ℱ0¯ to represent the fully-featured,
body-fitted approach (shown in Fig. 2.7a ), ℱ0 to represent the partially defeatured, body-fitted
approach (shown in Fig. 2.7b ), and ℱ∞ to represent a traditional fully-immersed approach where
all geometric features are retained but immersed in a background mesh. These symbols represent
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←
→
the extrema of ℱ . Positive integers are then used to communicate the ordering of instances or
←
→
indexing along the interior of ℱ , with larger indices suggesting higher levels of immersion. A
←
→
single flex model in the interior of ℱ will simply be denoted by ℱ .
An Illustrative Example In the example shown in Fig. 2.7, 14, 15, and 16, an experienced analyst
←
→
has devised five potential simulations within ℱ . In Fig. 2.7, the features that the analyst has
selected for defeaturing (light highlight), immersion (medium highlight), or body-fitting (dark
highlight) are shown. Note that in none of these examples is the model both defeatured (thus
modifying the physical domain) and immersed. This combination is possible within the flex
spectrum, but omitted here for simplicity.
• ℱ0¯ : In ℱ0¯ , shown in Fig. 2.7a, 14a, and 15a, no surfaces have been selected for defeaturing
or immersion. In other words, the envelope domain, shown in Fig. 2.8a, is equivalent to the
¯ For an experienced analyst, producing the mesh for ℱ0¯ , shown in
physical domain m[⊛].
Fig. 2.9a, requires approximately twelve labor hours. This estimate includes significant time
spent correcting inconspicuous geometry errors in the native CAD definition that nevertheless
complicate or even prevent the successful generation of a mesh.
• ℱ0 : A more sensible approach is taken in ℱ0 , shown in Fig. 2.7b, 14b, and 15b, where the
analyst recognizes that the CAD features shown in Fig. 2.7b will complicate the meshing
process and can be safely removed, resulting in the defeatured CAD model m[⊛] shown in
Fig. 2.8b. The mesh generation process is much simpler for ℱ0 than for ℱ0¯ , requiring only a
few minutes of analyst time to produce, as shown in Fig. 2.9b.
• ℱ1 : Wishing to retain the computational efficiency of ℱ0 , but hoping to avoid potential errors
caused by CAD defeaturing, the analyst instead immerses the complex CAD features, as
shown in Fig. 2.7c, 14c, and 15c. The resulting envelope domain, shown in Fig. 2.8c, is similar
to ℱ0 , shown in Fig. 2.8b, and can be meshed using a similar strategy, as shown in Fig. 2.9c,
although this will not generally be the case. In fact, the envelope domain mesh generation
process should become more simple as the spectrum index increases and more of the model
is immersed.
• ℱ2 : In ℱ2 , the analyst seeks to eliminate the meshing problem entirely by immersing all but
the outermost features, as shown in Fig. 2.7d, 14d, and 15d. As a result, the analyst produces
the envelope domain shown in Fig. 2.8d. In this case, no decomposition step is required
to produce the envelope mesh shown in Fig. 2.9d. By fitting the envelope domain to major
features of the physical domain, significant accuracy gains are realized in comparison to ℱ∞ .
• ℱ∞ : In ℱ∞ , all features of the CAD geometry, shown in Fig. 2.7e, 14e, and 15e, are immersed
within the rectilinear envelope domain, shown in Fig. 2.8e. As shown in Fig. 2.9e, this
rectilinear envelope domain is trivial to mesh. In this case, the analyst has in fact eliminated
all manual labor associated with mesh generation. While all the previous approaches can
utilize adaptivity to boost accuracy, ℱ∞ will in most cases require local adaptivity to produce
useful results.
The U-spline envelope domains associated with each flex model are shown in Fig. 2.10a, 16b,
16c, 16d, and 16e. We again note that both ℱ0¯ and ℱ0 have envelope domains that are equivalent
to their respective physical domains, while ℱ>0 have at least part of the physical domain immersed
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within the envelope domain. As expected, ℱ0¯ the highest element count of the alternatives shown,
due to the requirement that the mesh both fit all small features in the CAD model and be a
conforming hexahedral mesh. A closeup of a partially-immersed CAD feature is shown in Fig. 2.11.

(a) Fully-featured, body-fitted hexahedral mesh.

(b) Traditional (defeatured), bodyfitted hexahedral mesh.

(c) Mostly-body-fitted hexahedral
mesh, with a difficult-to-mesh region
immersed.

(d) Mostly-immersed hexahedral
mesh, with general features bodyfitted.

(e) Traditional (fully-immersed) immersed method.

Figure 2.7: An example flex spectrum. The CAD surfaces that will be defeatured (light highlight), immersed (medium
highlight), and body-fitted (dark highlight) are highlighted.
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(a) Fully-featured, body-fitted hexahedral mesh.

(c) Mostly-body-fitted hexahedral
mesh, with difficult to mesh region
immersed.
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(b) Traditional (defeatured), bodyfitted hexahedral mesh.

(d) ℱ2 Mostly-immersed hexahedral
mesh, with general features bodyfitted.

(e) Traditional (fully-immersed) immersed method.

Figure 2.8: The CAD envelope domains for each approach.
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(a) Fully-featured, body-fitted hexahedral mesh.

(c) Mostly-body-fitted hexahedral
mesh, with difficult to mesh region
immersed.
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(b) Traditional (defeatured), bodyfitted hexahedral mesh.

(d) Mostly-immersed hexahedral
mesh, with general features bodyfitted.

(e) Traditional (fully-immersed) immersed method.

Figure 2.9: A comparison of the decompositions and resulting hexahedral meshes for each approach.
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(a) Fully-featured, body-fitted hexahedral mesh.

(c) Mostly-body-fitted hexahedral
mesh, with difficult to mesh region
immersed.
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(b) Traditional (defeatured), bodyfitted hexahedral mesh.

(d) Mostly-immersed hexahedral
mesh, with general features bodyfitted.

(e) Traditional (fully-immersed) immersed method.

Figure 2.10: The U-spline envelope domains for each approach. The associated physical domain, when different than the
envelope domain, is also shown.
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Figure 2.11: Detail of the immersed region for the ℱ1 approach.
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3

Geometry Processing

3.1

Envelope Segment Partitioning

The segments in the envelope domain partition △(★v) are further partitioned into three sets that
¯
indicate each segment’s proximity to the boundary s[⊛]:
¯
• A set containing envelope segments that intersect an approximate boundary partition △(s[⊛])
of the physical domain, denoted by
¯
¯
¯
𝑬 ⊚ = {𝜖★v : bv(𝜖★v ) ∩ bv(𝜖 s[⊛]
) ≠ ∅, ∀𝜖★v ∈ △(★v), ∀𝜖 s[⊛]
∈ △(s[⊛])}.

(3.1)

• A set containing all remaining envelope segments that are inside the physical domain, denoted
by
¯ 𝜖★v ∉ 𝑬⊚ }.
𝑬 • = {𝜖★v : 𝜖★v ⊂ m[⊛],

(3.2)

• A set containing all remaining envelope segments that are outside the physical domain,
denoted by
¯ 𝜖★v ∉ 𝑬⊚ }.
𝑬 ◦ = {𝜖★v : 𝜖★v ⊂ ★v \ m[⊛],

(3.3)

An example of this segment partitioning is shown in Fig. 3.1. Segments in 𝑬◦ and 𝑬• lie
¯ respectively, and 𝑬 ⊚ are the remaining segments that intersect
completely outside or inside of s[⊛],
¯
s[⊛].
¯ def
An efficient and simple implementation of the algorithm for determining 𝑬 ⊚ sets △(s[⊛])
=
𝑇
𝑇
¯
¯
△ (s[⊛]) where △ (s[⊛]) is a boundary tessellation that can be robustly computed in nearly every
¯
¯ is organized into a bounding volume hierarchy
available CAD package. Each bv(𝜖 s[⊛]
) ∈ △𝑇 (s[⊛])
¯ to efficiently compute intersections. Although the bounding volumes of a boundary
BVH(s[⊛])
tessellation are generally sufficient to detect intersections with envelope segments, it is important
to note that if chosen to be too coarse it is possible for the boundary tessellation to miss features
with sharp edges or large curvature. Choosing a tessellation scheme that adapts to the curvature
in geometry can guarantee that intersections are properly detected. Additional details on the
construction of bounding volumes and the bounding volume hierarchy can be found in section 3.2.

3.2

Envelope Inverse Mapping

FRM requires advanced inverse mapping algorithms to map physical points onto the parametric
envelope domain as seen in Fig. 2.2. These algorithms are used to construct quadrature rules,
boundary conditions, contact detection, tied interfaces, and output. For example, consider the
geometry boundary embedded in a grid of elements in Fig. 3.2.
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Figure 3.1: Segment partitioning shown for the example envelope domain from Fig. 2.2.

Figure 3.2: A simple boundary embedded in a grid of elements and its deformation to the current configuration.

For output, we wish to know how the boundary deforms under the simple deformation 𝝋. For
this, we need to invert the reference configuration geometric map. If we could guarantee that the
points we wish to invert always lay within the range of the geometric map, it would be a simple
matter to invert. However, under real world circumstances, the embedded geometry can leave the
envelope. Similarly, contact surfaces will not exactly match each other. As such, we preform point
inversion with a closest-point projection algorithm. Defining a distance cost function to minimize,

𝑑 (𝒑, 𝒒) =

def

1
(𝑝 𝑖 − 𝑞 𝑖 ) (𝑝 𝑖 − 𝑞 𝑖 ) ,
2

(3.4)

the general inverse mapping problem is defined by the following minimization problem
min

𝑑 (m (𝒔 ) , 𝒑) ,

𝒔 ∈Ω̂[m]

where 𝒑 is the point we are inverting and m is the manifold onto which we are inverting.

(3.5)
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3.2.1 Bounding Volume Hierarchy
In practice, geometries are partitioned into elements, requiring us to search through the elements
for the one that contains the closest point. Bounding volume hierarchies (BVH) allow us to eliminate
most of the elements as candidates for the element containing the closest point.
Given a partition △(m) of a manifold m, a BVH tree is constructed using a bottom-up approach
through the following steps:
• Step 1: Each element in m is first wrapped into a basic bounding volume.
• Step 2: Every two bounding volumes are grouped into a larger bounding volume.
• Step 3: Step 2 proceeds in a recursive manner, eventually resulting in a binary tree structure
with a single bounding volume at the top.
Fig. 3.3a and 20b illustrate a BVH tree built on a nine element domain for the envelope geometry
given in Fig. 2.2.

(b) BVH tree built from segments in Fig. 3.3a.
(a) Envelope manifold partitioned into nine
Bézier segments.

Figure 3.3: A BVH tree built from a partition of the envelope geometry into nine Bézier segments as shown in Fig. 2.2.
Note that the bounding volume type has not yet been specified.

The choice of bounding volume type plays an important role in the efficiency of the search
algorithm provided by the BVH tree structure. Generally, the bounding volume should have a
simple shape so that less storage is required for the BVH tree structure and calculating upper and
lower bounds on the distance between a point and an element is simple and fast. Additionally, the
bounding volumes are expected to fit the elements tightly so that we search through fewer bounding
volumes. Various bounding volume types are used for collision detection in the animation industry
and for ray tracing in computational geometry, including spheres, axis aligned bounding boxes
(AABB), oriented bounding boxes (OBB), 𝑘-direction discrete oriented polytopes (KDOP), and
convex hulls. Among these, AABB is the most widely used bounding volume type as it is easy to
construct, requires little memory, and intersection or containment tests are easy to implement and
extremely fast. In this work, we use AABB as our bounding volume type. However, we note that
the proposed point inversion algorithm is general and independent of the bounding volume type.
An AABB in R𝑛 can be represented by two vectors 𝒄 𝑙 , 𝒄 𝑢 ∈ R𝑛 such that 𝑐 𝑖𝑙 ≤ 𝑐 𝑖𝑢 as seen in Fig. 3.4.
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Figure 3.4: The representation of a simple AABB.

Searching for the Cells Nearest a Point In order to find the set of cells that contains the nearest
point, it is insufficient to only find the set of cells whose bounding volumes contain the point. For
example consider Fig. 3.5. The bounding volume of the line segment on the right contains the point,
but the closest point is actually found on the line segment on the left even though the corresponding
bounding volume does not contain the point.

Figure 3.5: A simple example where the point lies outside of the bounding volume of the nearest cell, while lying within
the bounding volume of another cell.

By constructing an upper bound on the distance to the nearest point, we can overcome this
issue. As such, we define the upper and lower bounds of the distance from a point 𝒑 to any point in
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a set of points E, respectively, as
𝐵𝑢 (𝒑, E) = sup ∥𝒑 − 𝒒∥
def

(3.6)

𝒒∈E

𝐵 𝑙 (𝒑, E) = inf ∥𝒑 − 𝒒∥ .
def

(3.7)

𝒒∈E

Thus the distance to the nearest point is 𝐵 𝑙 (𝒑, m). For an AABB, these bounds are simply
𝐵𝑢 (𝒑, AABB(E)) =

sÕ


max

𝑝 𝑖 − 𝑐 𝑖𝑙

2

, 𝑝 𝑖 − 𝑐 𝑖𝑢

2

(3.8)

𝑖
𝑙

𝐵 (𝒑, AABB(E)) =

sÕ

min max 𝑝 𝑖 , 𝑐 𝑖𝑙 , 𝑐 𝑖𝑢 − 𝑝 𝑖 ,





2

(3.9)

𝑖

where 𝒄 𝑙 and 𝒄 𝑢 are the two vectors representing the AABB around the set E. For generality, in the
following we will consider bounding volumes rather than just the special case of AABBs. Given an
upper bound 𝑈 on the distance, the set of the nearest cells is defined as
C (𝒑, 𝑈) =

def



𝜖 m : 𝜖 m ∈ △(m), 𝐵 𝑙 (𝒑, bv(𝜖m )) ≤ min (𝑈 , 𝜀gap )

(3.10)

where 𝜀gap > 0 is the gap tolerance. The gap tolerance is used in contact to filter out the cells that
are too far away to be in contact.
We consider two different upper bounds, both of which can be represented in the same form.
Let G denote a set of geometries such that ∀g ∈ G, ∃𝒒 ∈ g such that 𝒒 ∈ m. The nearest geometry to
𝒑 from this set is defined as
𝑐 (𝒑, G) = g s.t.
def

g minimizes 𝐵𝑢 (𝒑, g) over G.

(3.11)

Thus, a valid upper bound on 𝐵 𝑙 (𝒑, m)
𝑈 = 𝐵𝑢 (𝒑, 𝑐 (𝒑, G)) .

(3.12)

The different upper bounds come from using different sets in place of G.
A simple option to use for G is a set of points P such that ∀𝒒 ∈ P, 𝒒 ∈ m. Eq. (3.12) simplifies to
𝑈 point (𝒑) = 𝐵𝑢 (𝒑, 𝑐 (𝒑, P))
= min ∥𝒑 − 𝒒∥ .

(3.13)
(3.14)

𝒒∈P

P might come from the vertices of the cells, a tessellation, or some other source. Returning to the
example in Fig. 3.5, Fig. 3.6 shows an example of this upper bound. Note that P just consists of the
end points of the line segments in this example.

Another option for G is
L = {bv(𝜖 m ) : 𝜖 m ∈ △(m)} .
def

(3.15)
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Figure 3.6: A simple example of the upper bound 𝑈 point .

Rather than having to construct a set P, this uses the BVH directly as L is just the set of leaf nodes in
the BVH. Eq. (3.12) becomes
𝑈 BV (𝒑) = 𝐵𝑢 (𝒑, 𝑐 (𝒑, L))
𝑢

(3.16)

= min 𝐵 (𝒑, bv(𝜖 )) .
m

(3.17)

𝜖 m ∈△(m)

This bound can be understood as finding the radius of a ball such that only one of the bounding
volumes is completely contained within it. Again returning to the example in Fig. 3.5, Fig. 3.7 shows
an example of this upper bound.
This bound is more conservative than 𝑈 point as reflected in the larger ball in Fig. 3.7 when
compared to Fig. 3.6. Note that if ∀𝜖 m ∈ △(m), ∃𝒒 ∈ P such that 𝒒 ∈ 𝜖 m , then 𝑈 point ≤ 𝑈 BV . It is
only under rare circumstances that they are equal. Thus 𝑈 point will produce fewer cells to check.
However, 𝑈 BV was constructed directly from the BVH without requiring a set of points P.
Additionally, we sort the cells first by their lower bounds 𝐵 𝑙 (𝒑, bv(𝜖 m )) and then by their upper
bounds 𝐵𝑢 (𝒑, bv(𝜖m )). This has the effect that regardless of which upper bound we use, not only
will we will find the nearest point quickly, but we will also search the same cells in the same order.
This mitigates the fact that 𝑈 BV produces more cells than 𝑈 point .
Searching for the Cells Nearest a Cell FRM also requires the set of cells in △(m) near another
cell. Similar to finding the cells near a point, it is insufficient to only find the cells whose bounding
volumes overlap the bounding volume of the cell. For example, consider the line segment in Fig. 3.8.
The bounding box of the line segment is completely contained within the bounding box of the right
line segment. However, the nearest point to the left endpoint is on the left line segment.
In order to overcome this issue we use the following
 𝑛 theorem (proven in section 3.2.1.2.1):
Given any polytope whose set of vertices is 𝒑 𝑖 𝑖=1 and a point 𝒎 ∈ m the set of points in m
Ð 
closest to the polytope is contained in 𝑛𝑖=1 𝒒 : 𝒑 𝑖 − 𝒒 ≤ 𝒑 𝑖 − 𝒎 .
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Figure 3.7: A simple example of the upper bound 𝑈 BV .

Figure 3.8: A simple example where the bounding box of a cell does not overlap the bounding box of all the nearest cells.
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From this result, we can build the following algorithm to find the cells in △(m) near a cell:
𝑛

• Step 1: Given a cell, find the vertices of its control net, denoted by 𝒑 𝑖 𝑖=1 . We assume that
the set of basis functions corresponding to the control net is positive and forms a partition of
unity. Thus, a subset of the vertices form the convex hull of the cell.



• Step 2: Find a point near the cell, preferably within its convex hull. Taking the mean of the
vertices is a simple option:
𝒑𝑚 =

𝑛
1Õ
𝒑𝑖
𝑛

(3.18)

𝑖=1

• Step 3: Find 𝑐 𝒑 𝑚 , G as seen in Fig. 3.9.



(a) When G = P.

(b) When G = L.

Figure 3.9: The nearest geometry in G to 𝒑 𝑚 .

• Step 4: Use the theorem proven in section 3.2.1.2.1 to construct balls about each vertex of the
control net such that their union contains
the set of closest points on
 m as seen in Fig. 3.10. This
Ð 
set is concretely defined as 𝑛𝑖=1 𝒒 : 𝒑 𝑖 − 𝒒 ≤ 𝐵𝑢 𝒑 𝑖 , 𝑐 𝒑 𝑚 , G . Note that the theorem

does not directly apply when G = L. However, since ∃𝒎 ∈ 𝑐 𝒑 𝑚 , G such that 𝒎 ∈ m, this is
not an issue. It produces a more conservative result than if 𝒎 was known and used. Similar
to the previous section, G = L also produces a more conservative result than G = P.
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(a) When G = P.
(b) When G = L.
Figure 3.10: The balls constructed about each vertex of the control net.

• Step 5: Construct an AABB about all of the balls. The components of the vectors that represent
the AABB are
𝑐 𝑖𝑙 = min 𝑝 𝑖𝑗 − min 𝐵𝑢 𝒑 𝑖 , 𝑐 𝒑 𝑚 , G



𝑗

𝑐 𝑖𝑢 = max 𝑝 𝑖𝑗 + min 𝐵𝑢 𝒑 𝑖 , 𝑐 𝒑 𝑚 , G
𝑗



, 𝜀gap



, 𝜀gap



(3.19)
.

(3.20)

Note that the gap tolerance was used to shrink the AABB. The gap tolerance is often small
enough that it will always dominate the sizing of the AABB. In such cases it is simpler and
faster to just skip Steps 2 - 4 and use the gap tolerance on its own when constructing the
AABB.
• Step 6: Finally, use the BVH to find all cells in △(m) whose bounding volumes overlap the
AABB.
Proof of Cells Nearest a Cell Theorem To prove the result used to develop the algorithm
described in section 3.2.1.2, first consider the simple polytope of a line segment whose end points
are the points 𝒑1 and 𝒑2 . The line segment is then



(1 − 𝜉) 𝒑1 + 𝜉𝒑2 : 0 ≤ 𝜉 ≤ 1 .

(3.21)

Since 𝒎 ∈ m, the point (1 − 𝜉) 𝒑1 + 𝜉𝒑2 satisfies
𝐵 𝑙 (1 − 𝜉) 𝒑1 + 𝜉𝒑2 , m ≤ (1 − 𝜉) 𝒑1 + 𝜉𝒑2 − 𝒎 .



(3.22)

Letting 𝒒 be any point such that
(1 − 𝜉) 𝒑1 + 𝜉𝒑2 − 𝒒 ≤ (1 − 𝜉) 𝒑1 + 𝜉𝒑2 − 𝒎 ,

(3.23)
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including the closest point, then
(1 − 𝜉) 𝒑1 + 𝜉𝒑2 − 𝒒 · (1 − 𝜉) 𝒑1 + 𝜉𝒑2 − 𝒒 ≤ (1 − 𝜉) 𝒑1 + 𝜉𝒑2 − 𝒎 · (1 − 𝜉) 𝒑1 + 𝜉𝒑2 − 𝒎 .
(3.24)









Rearranging leads to
𝒒 · 𝒒 − 2𝒑1 · (𝒒 − 𝒎) − 𝒎 · 𝒎 ≤ 2𝜉 𝒑2 − 𝒑1 · (𝒒 − 𝒎) .



(3.25)

If 𝒑2 − 𝒑1 · (𝒒 − 𝒎) ≤ 0, then 𝜉 𝒑2 − 𝒑1 · (𝒒 − 𝒎) ≤ 0 and





0 ≥ 𝒒 · 𝒒 − 2𝒑1 · (𝒒 − 𝒎) − 𝒎 · 𝒎 = 𝒑1 − 𝒒 · 𝒑1 − 𝒒 − 𝒑1 − 𝒎 · 𝒑1 − 𝒎 .









(3.26)



Thus 𝒑1 − 𝒒 ≤ 𝒑1 − 𝒎 . Similarly, if 𝒑2 − 𝒑1 · (𝒒 − 𝒎) ≥ 0, then 𝒑2 − 𝒒 ≤ 𝒑2 − 𝒎 . Thus the

Ð
𝒒 : 𝒑2 − 𝒒 ≤ 𝒑2 − 𝒎
closest point to (1 − 𝜉) 𝒑1 +𝜉𝒑2 is contained in 𝒒 : 𝒑1 − 𝒒 ≤ 𝒑1 − 𝒎
and the result is proved for the simple case of a line segment.
The result can be proved for a convex polytope with induction by repeated application of the
line segment result. Let c be a convex polytope and 𝜕c denote its boundary. Note that the boundary,
interior, and exterior are defined by the subspace topology of the minimal affine space containing
the polytope. Let us assume that the result holds over the boundary 𝜕c, i.e. let us assume that
{𝒓 : ∥𝒃 − 𝒓 ∥ ≤ ∥𝒃 − 𝒎 ∥ } ⊂

𝑛
Ø


𝒒 : 𝒑𝑖 − 𝒒 ≤ 𝒑𝑖 − 𝒎

,

∀𝒃 ∈ 𝜕c.

(3.27)

𝑖=1

Given a point 𝒊 on the interior of c, there exists an infinite number of pairs of points 𝒃1 , 𝒃2 ∈ 𝜕c
such that 𝒊 ∈ {(1 − 𝜉) 𝒃1 + 𝜉𝒃2 : 0 ≤ 𝜉 ≤ 1}. Thus, by the line segment result,
{𝒓 : ∥𝒊 − 𝒓 ∥ ≤ ∥𝒊 − 𝒎∥ } ⊂ {𝒒 : ∥𝒃1 − 1∥ ≤ ∥𝒃 1 − 𝒎∥ }

Ø

{𝒒 : ∥𝒃 2 − 1∥ ≤ ∥𝒃2 − 𝒎∥ }

(3.28)

and by Eq. (3.27),
{𝒓 : ∥𝒊 − 𝒓 ∥ ≤ ∥𝒊 − 𝒎∥ } ⊂

𝑛
Ø


𝒒 : 𝒑𝑖 − 𝒒 ≤ 𝒑𝑖 − 𝒎

.

(3.29)

𝑖=1

Thus the result holds on the interior of the c. This can be repeated again and again by recognizing
that the boundary of a convex polytope is just the finite union of lower dimensional convex polytopes.
The base case consists of the edges of the polytope. In this case, the assumption in Eq. (3.27) is
trivially true as the boundaries of the edges are just the vertices themselves. Thus the result is
proved for a convex polytope.
Finally, the result can be proved for a general polytope by recognizing that a subset of the
vertices will create a convex polytope enveloping the entire polytope. The rest of the vertices are
just interior points of this convex polytope. Thus the result is proved for a general polytope.

3.2.2 Point Inversion
After finding the nearest cells using section 3.2.1.1, we can find the nearest point on a cell using
min
𝒔 ∈Ω̂[𝜖m ]

𝑑 (m (𝜖m , 𝒔 ) , 𝒑) .

(3.30)
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In the following, 𝜖 m is often omitted from the inputs to the manifold m except when clarity is
required. Note that since 𝒔 must stay on the cell, it is subject to linear inequality constraints:
0 ≤ 𝑠 𝛼 ≤ 1.

(3.31)

For simplicity, both inequality constraints on 𝑠 𝛼 are combined into the single inquality constraint
𝐶 𝛼 = 𝑠 𝛼 (𝑠 𝛼 − 1) ≤ 0

no sum over 𝛼.

(3.32)

Thus, the solution will be a stationary point of the following Lagrangian:



ℒ(𝒔 , 𝝀, 𝝈) = 𝑑 (m (𝒔 ) , 𝒑) − 𝜆 𝛼 𝐶 𝛼 + 𝜎𝛼2


(3.33)

where 𝜎𝛼 is a slack variable on the inequality constraint 𝐶 𝛼 . A stationary point satisfies the following
equations also known as the KKT conditions:
𝜕𝑑 (m (𝒔 ) , 𝒑)
m𝐼,𝛼 − 𝜆𝛽 𝐶𝛽,𝛼
𝜕m 𝐼
= (m𝐼 − 𝑝 𝐼 ) m𝐼,𝛼 − 𝜆𝛽 𝐶𝛽,𝛼

𝛿𝑠 𝛼 : 0 =

𝛿𝜆 𝛼 : 0 = 𝐶 𝛼 +

𝜎𝛼2

𝛿𝜎𝛼 : 0 = 𝜆 𝛼 𝜎𝛼

(3.34)
(3.35)
(3.36)

no sum over 𝛼.

(3.37)

We solve this system of equations with a simple active constraint method. This eliminates the need
to solve for the slack variables. Additionally, due to the simple structure of the constraints, i.e.
𝐶 𝛼,𝛽 = 0 when 𝛼 ≠ 𝛽, the indices of the components of 𝒔 decouple into sets of active indices and
inactive indices. Over the active indices, we need to satisfy the residual
0 = (m𝐼 − 𝑝 𝐼 ) m𝐼,𝛼

(3.38)

while over the inactive indices, the Lagrange multipliers are given by
𝜆𝛼 =

(m𝐼 − 𝑝 𝐼 ) m𝐼,𝛼
2𝑠 𝛼 − 1

no sum over 𝛼.

(3.39)

We can solve this system using a Newton-Raphson loop, for which the tangent is
𝑇𝛼𝛽 = m𝐼,𝛼 m𝐼,𝛽 + (m𝐼 − 𝑝 𝐼 ) m𝐼,𝛼𝛽 .

(3.40)

Note that the indices are only over the active indices. Due to the second term, this tangent is not
necessarily positive definite, meaning that the resulting search direction might not be a descent
direction. If this is the case, we fall back to the gradient descent method.
Point inversion can be solved with Algorithm 3.1 which calls Algorithm 3.2 on many different
cells. The sorting of the set of cells in Algorithm 3.1 is important as it eliminates many calls to
Algorithm 3.2 as opposed to blindly searching through the set of cells.
Optimizations In the previous sections, we greatly sped up the algorithm by sorting the cells
from the BVH as we can truncate the search once they were too far away from the point. In this
section we make three additional optimizations to this algorithm and show numerical results for
how these optimizations greatly speed up the inverse map. The first occurs when the gradient of
the mapping is square, the second occurs when the mapping is an affine mapping, and the last
occurs when a mapping is comprised of a mixture affine and nonlinear regions. We call a mapping
comprised of a mixture of regions a composite mapping.
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Algorithm 3.1 Pseudocode for the nonlinear inverse mapping algorithm.
1: procedure invertPoint( 𝒑)
2:

𝑈 = 𝐵𝑢 (𝒑, 𝑐 (𝒑, G))

⊲ Get an upper bound on distance to nearest point

4:

cells = C (𝒑, 𝑈)
𝑑 = 𝜀gap

5:

𝜖m

6:

𝒔 = NULL

7:

for each 𝜖m
𝑐 in cells do
if 𝑑 ≤ 𝐵 𝑙 (𝒑, bv(𝜖m
𝑐 )) then

3:

8:
9:

⊲ Get the sorted set of cells nearest to 𝒑 using a BVH
⊲ Initialize the distance to the gap tolerance
⊲ Leave the solution cell unitialized

= NULL

⊲ Leave the solution parametric location unitialized

⊲ Truncate the search as there is no better solution in the rest of the cells

break loop

10:

end if

11:

𝒔 𝑐 = nearestPointOnCell(𝒑, 𝜖m
𝑐 )

12:

𝑑 𝑐 = ∥𝒑 − m (𝜖m
𝑐 , 𝒔 𝑐 )∥
if 𝑑𝑐 < 𝑑 then

13:
14:

𝑑 = 𝑑𝑐

15:

𝜖m = 𝜖m
𝑐
𝒔 = 𝒔𝑐

16:

18:

end if
end for each

19:

return [𝜖m , 𝒔 ]

20:

end procedure

17:

⊲ Search the cell for the nearest point
⊲ Compute the distance to the candidate point
⊲ Check if the candidate solution is a better solution
⊲ Update the distance with the candidate distance
⊲ Update the solution cell with the candidate cell
⊲ Update the solution parametric location with the candidate parametric location

⊲ If the current 𝜖m and 𝒔 are still uninitialized, there is no solution closer than the gap tolerance

Square Gradient Given that m is assumed to be a smooth injective map, if m𝐼,𝛼 is square, then
it is an invertible matrix. The gradient is square when the dimensions of the domain and range of
m match and there are no active indices. The simplified residual is
0 = m𝐼 − 𝑝 𝐼

(3.41)

resulting from m𝐼,𝛼 being invertible. The tangent in this case is
𝑇𝐼𝛼 = m𝐼,𝛼

(3.42)

which always results in a descent direction as seen in the following:






𝜕𝑑 (m (𝒔 ) , 𝒑)  
− (∇ m)−1 𝛼𝐼 (m𝐼 − 𝑝 𝐼 ) = − m𝐽 − 𝑝 𝐽 m𝐽,𝛼 (∇ m)−1 𝛼𝐼 (m𝐼 − 𝑝 𝐼 )
𝜕𝑠 𝛼
= − (m𝐼 − 𝑝 𝐼 ) (m𝐼 − 𝑝 𝐼 )
≤ 0.

(3.43)
(3.44)
(3.45)

It is zero if and only if m𝐼 = 𝑝 𝐼 .
If a constraint activates, we switch over to the previous method, but if all the constraints
deactivate we switch back to this method. We can take advantage of this by switching between
different sets of residual and increment functions in Algorithm 3.2.
The efficiency gains come in two forms. First, if this method is active at convergence, we know
there is no better solution as m is assumed to be injective. In this case, we can truncate the search
without searching the rest of the cells even if their lower bound is zero. Second, we avoid many
evaluations such as second order derivatives or checking that the search direction is actually a
descent direction.
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Algorithm 3.2 Pseudocode for finding the nearest point on a cell algorithm
1: procedure nearestPointOnCell( 𝒑, 𝜖 m )
2:

𝒔 = {0.5, 0.5, ..., 0.5}

3:

𝒊𝑎

5:

= {1, 2, ..., 𝑛}
𝒊 𝑖 = {}
𝑹 = residual(𝒑, 𝜖 m , 𝒔 )

6:

if ∥𝑹∥ 2 < tol then

4:

7:
8:
9:

⊲ Initialize the result to the middle of the cell
⊲ Initialize the active indices to all index values where 𝑛 is the dimension of the domain of m
⊲ Initialize the inactive indices as empty
⊲ Compute the initial residual
⊲ Terminate if it is converged at the initial point

return 𝒔

end if
loop

10:

Δ𝒔 = getIncrement(𝒑, 𝜖 m , 𝒔 , 𝒊 𝑎 )

11:

𝒔 𝑐 = 𝒔 + Δ𝒔

12:

𝑆=1

⊲ Compute a candidate solution
⊲ Initialize the scale factor to 1

13:

𝑐 = −1

14:

for each 𝛼 ∈ 𝒊 𝑎 do

⊲ Initialize the new constraint index to -1
min(max(𝑠 𝛼𝑐 ,0),1)
Δ𝑠 𝛼

15:

𝑆𝑐 =

16:

if 𝑆𝑐 < 𝑆 then

17:

𝑆 = 𝑆𝑐
𝑐=𝛼

18:

21:

end if
end for each
if 𝑐 < 0 then

22:

𝒔 = 𝒔𝑐

19:
20:

23:

⊲ Update the constraint index with the corresponding index

⊲ Update the solution when there are no new constraints

else
𝒔 = 𝒔 + 𝑆Δ𝒔

25:

remove 𝑐 from 𝒊 𝑎
add 𝑐 to

26:

⊲ Update the solution when there is a new constraint

𝒊𝑖

end if

28:

𝑹 = residual(𝒑, 𝜖m , 𝒔 )
∥𝑹 [𝒊 𝑎 ]∥ 2

29:

𝑟=

30:

if 𝑟 < tol then

32:
33:

converged = true

34:

for each [𝜆, 𝑐] ∈ 𝐿 do



remove 𝑐 from 𝒊 𝑖
𝒊𝑎

36:

add 𝑐 to

37:

𝑟 = 𝑟 + 𝜆2

38:

if 𝑟 ≥ tol then

39:

converged = false

40:

break loop

41:

end if
end for each
if converged then

43:
44:
45:
46:
47:
48:

return 𝒔

end if
end if
end loop
end procedure

⊲ Update the residual
⊲ Compute the norm squared of the active portion of the residual

𝐿 = [𝜆 𝛼 , 𝛼] : 𝛼 ∈ 𝒊 𝑖 , 𝜆 𝛼 > 0
sort 𝐿 by the Lagrange multipliers

42:

⊲ Remove the new constraint from the active indices
⊲ Add the new constraint to the inactive indices

27:

35:

⊲ Find a candidate scale factor
⊲ Update the scale factor if the candidate is smaller

24:

31:

⊲ Compute the increment to the solution

⊲ Find the Lagrange multipliers

⊲ Remove the constraint from the inactive indices
⊲ Add the constraint to the active indices
⊲ Update the norm squared of the active portion of the residual
⊲ Continue the search for the closest point

⊲ Loop converged, return the solution
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Affine Mapping An affine mapping is defined by a translation vector and a linear operator.
Given an origin point m𝐼𝑜 , an affine map can be defined with
m𝐼 = m𝐼𝑜 + m𝐼,𝛼 𝑠 𝛼

(3.46)

where m𝐼,𝛼 is constant everywhere. Two examples of an affine mapping are given in Fig. 3.2. The
residual is
0 = m𝐼𝑜 − 𝑝 𝐼 m𝐼,𝛼 + 𝑇𝛼𝛽 𝑠 𝛽



(3.47)

𝑇𝛼𝛽 = m𝐼,𝛼 m𝐼,𝛽

(3.48)

where

is the tangent, which is constant over the entire geometry.
The optimization comes in two forms. First, each cell only differs by a translation, allowing us
to check all of the cells as one large block. Second, it eliminates the Newton-Raphson iterations
in the general theory above as the tangent is just a constant operator. However, the correct set of
constraints is still unknown. By generalizing Algorithm 3.2 to take an entire affine region instead of
just a single cell, we can solve for the correct set of constraints. Every step in the algorithm will
step to the best point under the current set of constraints and then either terminate or update the
constraints.
A further optimization occurs when the affine mapping is orthogonal. An affine mapping is
orthogonal when 𝑇𝛼𝛽 = 0 whenever 𝛼 ≠ 𝛽. This decouples all of the components of 𝒔 as seen in
the residual, Eq. (3.47). This means that everything decouples including the constraints and the
Lagrange multipliers. The result of this is that we can invert the point one component at a time
without worrying about constraints on the other components.
Composite Mapping A composite map consists of affine and nonlinear regions allowing us to
switch between algorithms on the different regions. Algorithm 3.3 does this such that we avoid
calling Algorithm 3.2 as much as possible.
For a composite map there is a nesting of partitions and segments. Let △(m) be the partition on
the manifold m into affine and nonlinear regions. Thus 𝜖 m then denotes one of these regions. A
m
further partition on each region, denoted by △(𝜖 m ), separates the cells. A cell is then 𝜖 𝜖 .
On line 26 we mention that we only “sufficiently” sort the set of regions when adding the
nonlinear cells as new subdivisions to search. As there can many cells to add, keeping it fully sorted
added noticeable overhead when compared to the general nonlinear algorithm in section 3.2.2. As
such we sort the set of regions only enough so that the next region to consider is always the best
region to consider next.

3.3

Envelope Integration

A challenging aspect of FRM is computing accurate integrals near where the CAD geometry cuts
through the envelope domain. On a high level, any numerical integration scheme for FRM must
define sets of parametric points and weights as
¯ c ∈ U},
Q• = {(𝒔 c , 𝑤 c ) : 𝑤 c ∈ R+ , ★v[★Ω̂](𝒔 c ) ∈ m[⊛],

(3.49)

¯ c ∈ U}
Q◦ = {(𝒔 c , 𝑤 c ) : 𝑤 c ∈ R+ , ★v[★Ω̂](𝒔 c ) ∈ ★v \ m[⊛],

(3.50)
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Algorithm 3.3 Pseudocode for the composite inverse mapping algorithm.
1: procedure invertPointCompositeMap( 𝒑)
2:

𝑈 = 𝐵𝑢 (𝒑, 𝑐 (𝒑, G))

3:

subdivisions = C△(m) (𝒑, 𝑈)

4:

𝑑 = 𝜀gap

5:

𝜖m = NULL

6:

𝜖 𝜖 = NULL

⊲ Get an upper bound on distance to nearest point
⊲ Get the sorted set of regions nearest to 𝒑 using a BVH
⊲ Initialize the distance to the gap tolerance
⊲ Leave the solution region unitialized

m

⊲ Leave the solution cell unitialized
⊲ Leave the solution parametric location unitialized

7:

𝒔 = NULL

8:

for each subdivision in subdivisions do

9:
10:

𝑙 = 𝐵 𝑙 (𝒑, bv(subdivision))

if 𝑑 ≤ 𝑙 then

13:

⊲ Truncate the search as there are no better solution in the rest of the regions.

break loop

11:
12:

end if
if subdivision is an affine region then
𝜖h m
𝑐 = subdivision
i

14:

m
𝜖 𝜖𝑐 , 𝒔 𝑐

15:



m
𝜖m , 𝜖 𝜖 , 𝒔

𝑑𝑐 = 𝒑 − m

17:

if 𝑑𝑐 ≤ 𝑑 then

18:

𝑑 = 𝑑𝑐

19:

𝜖m = 𝜖m
𝑐
𝜖 𝜖 = 𝜖 𝜖𝑐
𝒔 = 𝒔𝑐
m

20:
21:

23:

⊲ Convert subdivision to a region

𝜖m )

= nearestPointOnAffineRegion(𝒑, 𝑐

16:

22:

𝑐

𝑐

⊲ Update the solution region with the candidate region
⊲ Update the solution cell with the candidate cell
⊲ Update the solution parametric location with the candidate parametric location

end if
else if region is a nonlinear region then

25:

cells = C△(𝜖m𝑐 ) (𝒑, 𝑈)

elseh

𝜖
𝜖m
𝑐 , 𝜖𝑐

m

i

𝜖
𝒔 𝑐 = nearestPointOnCell(𝒑,

 𝜖𝑐 )

𝑑𝑐 = 𝒑 − m

30:

m
𝜖m , 𝜖 𝜖 , 𝒔

𝑐

𝑐

31:

if 𝑑𝑐 ≤ 𝑑 then

32:

𝑑 = 𝑑𝑐

33:
34:

𝜖m = 𝜖m
𝑐
m
m
𝜖 𝜖 = 𝜖 𝜖𝑐

35:

𝒔 = 𝒔𝑐

38:

end if
end if
end for each

39:

return 𝜖m , 𝜖 𝜖 , 𝒔

40:

⊲ Convert subdivision to a region and cell

= subdivision
m

29:

36:

⊲ Convert subdivision to a region
⊲ Get the sorted set of cells nearest to 𝒑 on the region using a BVH

add cells to subdivisions ⊲ Add the nonlinear cells to the set of regions to search, keeping it “sufficiently” sorted

26:

37:

⊲ Search the affine region for the nearest point
⊲ Compute the distance to the candidate point

m

𝜖m
𝑐 = subdivision

28:

𝑐



⊲ Check if the candidate solution is a better solution

24:

27:

⊲ Get the lower bound on the distance to the subdivision



end procedure

m



⊲ Search the nonlinear cell for the nearest point
⊲ Compute the distance to the candidate point

𝑐

⊲ Check if the candidate solution is a better solution
⊲ Update the solution region with the candidate region
⊲ Update the solution cell with the candidate cell
⊲ Update the solution parametric location with the candidate parametric location

⊲ If the current 𝜖 m , 𝜖 𝜖 , and 𝒔 are still uninitialized, there is no solution closer than the gap tolerance
m
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which satisfy
•

∫

𝑁𝐴 d v ≈

v

∫
★v

𝑁𝐴 d v ≈

|Q |
Õ

𝑁𝐴 (𝒔 c𝑖 )𝑤 c𝑖 , 𝑁𝐴 ∈ UF(U),

(3.51)

𝑖

" | Q• |
Õ
𝑖

◦

𝑁𝐴 (𝒔 𝑖 )𝑤 𝑖 +
c

c

|Q |
Õ

#
𝑁𝐴 (𝒔 𝑖 )𝑤 𝑖 , 𝑁𝐴 ∈ UF(U).
c

c

(3.52)

𝑖

3.3.1 Numerical Integration of Hybrid Segments
While any numerical integration scheme for hybrid segments can be used in the FRM, our
integration scheme will be based on generalizations of a recently proposed approach called folded
quadrature [2]. Folded quadrature can be used on complex CAD parts and is robust in the presence
of dirty CAD geometry. The steps of the approach for any hybrid segment are:
1. The boundary of the hybrid segment is intersected with the CAD BREP creating a hybrid
BREP,
2. The surfaces of the hybrid BREP are decomposed into hybrid surface elements that can
accommodate Gauss-Legendre quadrature rules,
3. The interior of the hybrid BREP is decomposed into hybrid interior elements that can
accommodate Gauss-Legendre quadrature rules,
4. The final quadrature rule for the hybrid BREP is a composition of the quadrature rules defined
over each interior element.
Processing all hybrid segments in this manner creates Eq. (3.51) and Eq. (3.52).
For complex CAD geometry, this process may produce folds, which are elements characterized
by negative Jacobian determinants. However, these folds are subsumed by a larger element with a
positive Jacobian determinant that cancels out the effect of the fold. Processing folds in this way
leads to optimally accurate approximations of arbitrary integrands, as shown in [2].
Creating Hybrid Surface Elements We illustrate the process of decomposing a hybrid BREP
surface into surface splines in Fig. 3.11. For each set of connected boundary curves, a starting vertex
p0 is chosen. Surfaces with four or less boundary curves, that start and end at p0 , are created by
iterating through connected boundary curves of s and creating a new curve c𝑝 that closes the loop
with the same orientation. The orientation of c𝑝 is then reversed and used as the first curve of
the next surface. This process is repeated until all the boundary curves of s have been processed.
Typically, surfaces with four boundary curves are preferred as this produces fewer integration
points.
Note that the decomposition process described in Fig. 3.11 use manifold surfaces, curves and
points. In practice, the iterative decomposition occurs in the parametric domain of the BREP surface
and the manifolds are created through a CAD fitting step. Since each hybrid BREP surface can be
processed independently, non-watertight BREP geometry can be accommodated easily.
Remark: This process creates an approximation of all the surfaces of the original BREP geometry
that intersect hybrid segments. Because these hybrid surface elements are each related to a single
envelope spline segment they are ideal for computing boundary integrals. Traditionally a boundary
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Figure 3.11: Creating hybrid surface elements. The original surface s is decomposed into three surface spline elements
s1 , s2 and s3 . We create s1 by starting at point p0 and stepping through c1 , c2 , and c3 and then creating a new curve c𝑝
that connects to p0 . The orientation of c𝑝 is then reversed and used as the beginning curve for s2 . This process recurses
until the hybrid BREP surface is fully decomposed. Regions shown in green have a positive Jacobian determinant while
those in red have a negative Jacobian determinant.

tessellation or some other discretization must be constructed separately to compute boundary
integrals. We avoid the need to construct a separate U-spline manifold for surfaces and store these
hybrid surface elements and use them for the application of tractions and constraints later on.
Creating Hybrid Interior Elements To create the hybrid interior elements a seed point p𝑠 is
chosen. A prism or tetrahedron is then created from the seed point and each hybrid surface element.
A sufficienctly accurate Gauss-Legendre quadrature rule is then assigned to each interior element.
Fig. 3.12 shows this process for a single hybrid BREP surface shown in Fig. 3.12a. First the
hybrid BREP surface is decomposed into two hybrid surface elements shown in Fig. 3.12b. Finally a
volumetric prism and tet for which standard integration rules are applicable can be constructed
using the seed point shown in Fig. 3.12c. This process can repeated for each hybrid BREP surface
and interior volumes can be composed to construct an appropriate integration rule for the original
hybrid segment.
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(a) Hybrid BREP surface.

(b) Hybrid surface elements.

(c) Hybrid interior elements.
Figure 3.12: A demonstration of the interior folded quadrature algorithm for a single hybrid BREP surface shown in
Fig. 3.12a. First the hybrid BREP surface is decomposed into two hybrid surface elements shown in Fig. 3.12b. Finally a
volumetric prism and tet for which standard integration rules are applicable can be constructed using the seed point
Fig. 3.12c. This process can repeated for each hybrid BREP surface and interior volumes can be composed to construct an
appropriate integration rule for the original hybrid segment.

4
4.1

Nonlinear Elastostatics

Envelope Kinematics

In the flex representation method, the kinematic description is written in terms of the reference and
current envelope manifolds. Consider a reference envelope manifold ★V ⊆ R𝑛 with a right-handed
orthogonal coordinate system 𝑿 ★V ∈ ★V and a motion or deformation of the reference envelope
manifold defined by the mapping ★v[★V] : ★V → ★v ⊆ R𝑛 where the mapped envelope manifold
★v is called the current or deformed envelope manifold. We can measure the change in position of
each coordinate 𝑿 ★V ∈ ★V under the mapping ★v[★V] through a displacement field 𝑼 : ★V → R𝑛
where
𝑼 (𝑿 ★V ) = ★v[★V](𝑿 ★V ) − 𝑿 ★V

(4.1)

The motion can also be written in terms of the displacement field as
★v[★V](𝑿 ★V ) = 𝑿 ★V + 𝑼 (𝑿 ★V ).

(4.2)

The deformation gradient 𝑭 : V → v is a linear operator defined as
𝑭 = ∇★V[★Ω̂]★v[★V]

(4.3)

= 𝑰 + ∇★V[★Ω̂]𝑼

(4.4)

def

def

where ∇★V[★Ω̂] 𝒇 =

def

𝜕𝒇
𝜕★V[★Ω̂]

and 𝑰 is the identity mapping on ★V. The nonlinear Green-Lagrange

strain operator, denoted by 𝑬 : ★V → ★v, is defined as


1 2
𝑬 =
𝑭 −𝑰 .
2
def

4.2

(4.5)

Energy Statement

For simplicity, we assume a hyperelastic material and that the applied boundary conditions and
loads are independent of the motion ★v[★V]. A naive approach would be to use a standard potential
energy functional Π• : 𝒰(★V) → R, 𝒰(★V) ⊆ ℋ 1 (★V), posed over V such that
•

∫

∫
Ψ (𝑭 (𝑼 )) d V −

Π (𝑼 ) =

∫
𝑩 ·𝑼 dV −

V

V

Sℎ

𝑯 ·𝑼 dS

(4.6)

where Ψ : ★V → R is the strain energy density, 𝑩 : ★V → R𝑛 is the body force, and 𝑯 : S ℎ → R𝑛
is the traction force. Notice that in this case we are integrating over V not ★V. The solution 𝑼 to this
problem can then be found by minimizing Eq. (4.6), i.e.,
min

Π• (𝑼 ) .

𝑼 ∈𝒰(★V)

41

(4.7)
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4.2.1 Regularized Envelope Energy
If V ⊂ ★V, the discrete version of Eq. (4.6) will result in poorly conditioned linear systems and the
imposition of boundary conditions is not accounted for. To overcome these issues, we combine
Eq. (4.6) with another convex potential energy functional, Π◦ , that extends Ψ and 𝑩 into the
envelope domain ★V in a smooth manner. We have that
∫
∫
Π◦ (𝑼 ) =
Ψ(𝑭(𝑼 )) d V −
𝑩 · 𝑼 d V.
(4.8)
★V\V

★V\V

Combining Eq. (4.6), Eq. (4.8) yields the following two equivalent constrained minimization
problems
Π◦ (𝑼 )

min

min

𝑼 ∈𝒰(★V)

Π◦ (𝑼 )

𝑼 ∈𝒰(★V)

⇐⇒

s.t. 𝑼 minimizes Π• (𝑼 )

s.t.

(4.9)
𝛿Π• (𝑼 ) = 0.

that can be solved in a variety of ways to control the overall conditioning of the discrete problem. For
simplicity, we leverage a penalty approach. In this case, we can approximately solve the constrained
minimization problem by first defining the regularized envelope energy
★Π(𝑼 ) = Π• (𝑼 ) + 𝜀𝐾 Π◦ (𝑼 )

(4.10)

and solving the associated minimization problem
★Π(𝑼 )

min
𝑼 ∈𝒰(★V)

(4.11)

where 𝜀𝐾 behaves like the inverse of a standard penalty factor. If we want to recover the exact
problem Eq. (4.6) we let 𝜀𝐾 go to zero instead of infinity. However, by dividing Eq. (4.10) by 𝜀𝐾 we
can manipulate Eq. (4.10) into a traditional penalty form where 𝜀1𝐾 → ∞. In Eq. (4.10), the penalty
𝜀𝐾 can be used to control the conditioning of the discretized problem. In other words, we want 𝜀𝐾
to be large enough to yield an accurate solution while small enough to produce well-conditioned
linear systems.
Finally, substituting Eq. (4.6), Eq. (4.8) into Eq. (4.10) gives
★Π(𝑼 ) =

∫
★V

𝜒𝜀𝐾 (𝑿

★V

∫
)Ψ(𝑭(𝑼 )) d V −
★V

𝜒𝜀𝐾 (𝑿

★V

∫
)𝑩 · 𝑼 d V −

Sℎ

𝑯 ·𝑼 dS

(4.12)

where 𝜒𝜀𝐾 : ★V → R+ is a regularized indicator function that determines whether an envelope
point 𝑿 ★V is inside or outside the physical domain V:

(
𝜒𝜀𝐾 (𝑿

★V

)=

1,
𝜀𝐾 ,

𝑿 ★V ∈ V ,
𝑿 ★V ∉ V.

(4.13)

Note that although S ℎ ⊂ ★V ⊂ R𝑛 it may be the case that S ℎ and ★V are defined with different
manifold mappings S ℎ [Γ̂ ℎ ] and ★V[★Ω̂], respectively.

4.2.2 Displacement Constraints
In the trial displacement space 𝒰(★V) there is no control over the behavior of the displacement
on S𝑢 . This means that any displacement constraints imposed on S𝑢 will not be respected by any
solution to Eq. (4.10). To overcome this issue, the displacement constraint 𝑮 : S𝑢 → R𝑛 , defined as
ℎ

ℎ

ℎ

𝑮(𝑼 (𝑿 S )) = 𝑼 (𝑿 S ) − 𝑼 0 (𝑿 S ) = 0,

(4.14)
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is enforced through a standard Augmented Lagrangian (AL) approach where a space of Lagrange
multiplers ℒ(S𝑢 ) ⊆ ℒ2 (S𝑢 ) is defined over S𝑢 . The energy Π𝜆 : 𝒰(★V) ⊗ ℒ(S𝑢 ) → R associated
with enforcing the displacement constraint 𝑮 is then defined as
𝜀𝑢
Π (𝑼 , 𝚲) =
2
𝜆

∫

∫
(𝑼 − 𝑼 0 ) d S +
2

S𝑢

S𝑢

𝚲 · (𝑼 − 𝑼 0 ) d S

(4.15)

where 𝜀𝑢 ∈ R+ is a regularization penalty applied to the AL energy to increase robustness and the
convexity of the functional.

4.2.3 The Final Energy
The energy functional of the final nonlinear elastostatic problem can now be written as
Π(𝑼 , 𝚲) = ★Π(𝑼 ) + Π𝜆 (𝑼 , 𝚲).

(4.16)

and solved through the minimization problem
Π(𝑼 , 𝚲).

min

𝑼 ∈𝒰(★V),𝚲∈ℒ(S𝑢 )

4.3

(4.17)

Weak Form

Taking a variational derivative of Eq. (4.16) results in the weak form of the nonlinear elastostatic
problem: Find (𝑼 , 𝚲) ∈ 𝒰(★V) ⊗ ℒ(S𝑢 ) such that for all (𝛿𝑼 , 𝛿𝚲) ∈ 𝛿𝒰(★V) ⊗ 𝛿ℒ(S𝑢 )
𝛿Π(𝑼 , 𝛿𝑼 , 𝚲, 𝛿𝚲) =

∫

4.4

𝜕Ψ
𝜕𝑭

𝜒 𝜀𝐾 𝑷 : ∇

★V

+ 𝜀𝑢
where 𝑷 =

★V[★Ω̂]

∫
S𝑢

∫

𝛿𝑼 d V −

(𝑼 − 𝑼 0 ) · 𝛿𝑼 d S +

★V

∫
S𝑢

𝜒𝜀𝐾 𝑩 · 𝛿𝑼 d V −

𝚲 · 𝛿𝑼 d S +

∫
S𝑢

∫
Sℎ

𝑯 · 𝛿𝑼 d S

𝛿𝚲 · (𝑼 − 𝑼 0 ) d S = 0 (4.18)

is called the first Piola-Kirchhoff stress tensor.

Strong Form

Applying integration by parts and the Gauss divergence theorem to the first term on the left-hand
side of Eq. (4.18) we have that

∫
★V

★V[★Ω̂]

𝜒 𝜀𝐾 𝑷 : ∇

𝛿𝑼 d V =

∫

★V[★Ω̂]

𝜒 𝜀𝐾 𝑷 : ∇

𝛿𝑼 d V +

V

 ∫
= −



𝜒 𝜀𝐾 ∇

𝑿 ★V

∫
★V\V

𝜒𝜀𝐾 𝑷 : ∇★V[★Ω̂]𝑼 d V

· 𝑷 · 𝛿𝑼 d V +

V

 ∫
★V\V

∫
=−
★V

(𝜒𝜀𝐾 𝑷 · 𝛿𝑼 ) · 𝑵 d S +

S



−



∫



(4.19)

𝜒 𝜀𝐾 ∇



𝜒 𝜀𝐾 ∇

𝑿 ★V

𝑿 ★V



· 𝑷 · 𝛿𝑼 d V +



· 𝑷 · 𝛿𝑼 d V +

∫
S𝑓

∫
S

(𝜒𝜀𝐾 𝑷 · 𝛿𝑼 ) · 𝑵 d S

(𝑷 · 𝛿𝑼 ) · 𝑵 d S +



∫
S𝑓

(4.20)
(𝜀𝐾 𝑷 · 𝛿𝑼 ) · 𝑵 d S
(4.21)

where S 𝑓 denotes the boundary of ★V\V and 𝑵 is the unit outward normal of S 𝑓 or S.

Nonlinear Elastostatics

44

Assuming that S = S𝑢 ∪ S ℎ and noting that, in general, S 𝑓 ∩ S𝑢 ≠ ∅ and S 𝑓 ∩ S ℎ ≠ ∅, we can
substitute Eq. (4.21) into Eq. (4.18) and combine terms on the boundaries S 𝑓 \ S, S 𝑓 ∩ S ℎ , S 𝑓 ∩ S𝑢 ,
S ℎ \ S 𝑓 , and S𝑢 \ S 𝑓 , as seen in Fig. 4.1, to obtain
𝛿Π (𝑼 , 𝛿𝑼 , 𝚲, 𝛿𝚲) = −

∫
∫★V



𝜒 𝜀𝐾 ∇ 𝑿

+
S 𝑓 \S

★V



· 𝑷 + 𝑩 · 𝛿𝑼 d V

(𝜀𝐾 𝑷 · 𝑵 ) · 𝛿𝑼 d S

∫
+
S ℎ ∩S 𝑓

∫
+
S𝑢 ∩S 𝑓

∫
+
S ℎ \S 𝑓

∫
+
S𝑢 \S 𝑓

((1 − 𝜀𝐾 ) 𝑷 · 𝑵 − 𝑯) · 𝛿𝑼 d S
[((1 − 𝜀𝐾 ) 𝑷 · 𝑵 ) + 𝜀𝑢 (𝑼 − 𝑼 0 ) + 𝚲] · 𝛿𝑼 + 𝛿𝚲 · (𝑼 − 𝑼 0 ) d S
((𝑷 · 𝑵 ) − 𝑯) · 𝛿𝑼 d S
[(𝑷 · 𝑵 ) + 𝜀𝑢 (𝑼 − 𝑼 0 ) + 𝚲] · 𝛿𝑼 + 𝛿𝚲 · (𝑼 − 𝑼 0 ) d S = 0.

(4.22)

Finally, given that the test functions 𝛿𝑼 and 𝛿𝚲 are arbitrary we arrive at the strong form
∇𝑿

★V

· 𝑷 + 𝑩 = 0 on ★V ,
𝑷 · 𝑵 = 0 on

(4.23)

S 𝑓 \ S,
ℎ

(4.24)
𝑓

(1 − 𝜀𝐾 ) 𝑷 · 𝑵 − 𝑯 = 0 on

S ∩S ,

(4.25)

(1 − 𝜀𝐾 ) 𝑷 · 𝑵 + 𝜀𝑢 (𝑼 − 𝑼 0 ) + 𝚲 = 0 on

S𝑢 ∩ S 𝑓 ,

(4.26)

𝑷 · 𝑵 − 𝑯 = 0 on

Sℎ \ S 𝑓 ,

(4.27)

𝑷 · 𝑵 + 𝜀𝑢 (𝑼 − 𝑼 0 ) + 𝚲 = 0 on
𝑼 − 𝑼 0 = 0 on

𝑢

𝑓

S \S ,
𝑢

S ,

(4.28)
(4.29)

where Eq. (4.25), Eq. (4.26) include the (1 − 𝜀𝐾 ) term constituting an abrupt change in 𝑷 between
boundaries.

4.5

Consistent Tangent

The second Piola-Kirchhoff stress 𝑺 is related to the first Piola-Kirchhoff stress 𝑷 through the
deformation gradient as
𝑺 = 𝑭 −1 𝑷.

(4.30)

Since
𝛿𝑬 =


1
(𝛿𝑭)𝑇 𝑭 + (𝑭)𝑇 𝛿𝑭
2

(4.31)

and 𝑺 is a symmetric tensor, we have





𝑺 : 𝛿𝑬 = 𝑺 : (𝑭)𝑇 𝛿𝑭 = (𝑭𝑺) : 𝛿𝑭 = 𝑷 : ∇★V[★Ω̂] 𝛿𝑼 .

(4.32)
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Figure 4.1: Representation of the boundaries used in the derivation of the strong form for an abstract geometry embedded
in an envelope domain. In general this produces five distinct boundaries that must be handled separately.

Using Eq. (4.32), the weak form Eq. (4.18) can be rewritten in indicial form as
𝛿Π(𝑼 , 𝛿𝑼 , 𝚲, 𝛿𝚲) =

∫
★V

∫
+
S𝑢

𝜒𝜀𝐾 𝛿𝐸𝐼𝐽 𝑆𝐼𝐽 − 𝛿𝑈𝐼 𝐵𝐼 d V −



∫
Sℎ

𝛿𝑈𝐼 𝐻𝐼 d S

[𝛿𝑈𝐼 (𝜀𝑢 (𝑈𝐼 − 𝑈0𝐼 ) + Λ𝐼 ) + 𝛿Λ𝐼 (𝑈𝐼 − 𝑈0𝐼 )] d S

(4.33)

where lowercase and uppercase Latin indices refer to coordinates in the current and reference
configurations, respectively. Recalling that the variation of the second Piola-Kirchhoff stress is
𝛿𝑆𝐼𝐽 = 𝐶 𝐼𝐽𝐾𝐿 𝛿𝐸𝐾𝐿 ,

(4.34)

where 𝐶 𝐼𝐽𝐾𝐿 is the elasticity tensor, the consistent tangent is then
Δ𝛿Π(𝑼 , 𝛿𝑼 , Δ𝑼 , 𝛿𝚲, Δ𝚲) =

∫
∫★v

+
S𝑢

𝜒𝜀𝐾 𝛿𝐸𝐼𝐽 𝐶 𝐼𝐽𝐾𝐿 Δ𝐸𝐾𝐿 + Δ𝛿𝐸𝐼𝐽 𝑆𝐼𝐽 d V



(𝜀𝑢 𝛿𝑈𝐼 Δ𝑈𝐼 + 𝛿𝑈𝐼 ΔΛ𝐼 + 𝛿Λ𝐼 Δ𝑈𝐼 ) d S.

(4.35)
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Push Forward to Current Conﬁguration

We can push the weak form and consistent tangent into the current configuration by defining
𝒖 = 𝑼 ◦ (★v[★V])−1 , 𝒃 = 𝑩 ◦ (★v[★V])−1 , 𝒉 = 𝑯 ◦ s ℎ [S ℎ ]
the relations
def

def

def

 −1

, and 𝝀 = 𝚲 ◦ (s𝑢 [S𝑢 ])−1 and using
def

−1
𝛿𝜖 𝑖𝑗 = (𝐹)−1
𝐼𝑖 𝛿𝐸 𝐼𝐽 (𝐹)𝐽 𝑗

(4.36)


1
𝛿𝑢𝑖,𝑗 + 𝛿𝑢 𝑗,𝑖 ,
2
−1
Δ𝛿𝜖 𝑖𝑗 = (𝐹)−1
𝐼𝑖 Δ𝛿𝐸 𝐼𝐽 (𝐹) 𝐽 𝑗
=

(4.37)
(4.38)


1
𝛿𝑢 𝑘,𝑖 Δ𝑢 𝑘,𝑗 + Δ𝑢 𝑘,𝑖 𝛿𝑢 𝑘,𝑗 ,
2
= (det(𝑭))−1 𝐹𝑖𝐼 𝐹 𝑗𝐽 𝐹 𝑘𝐾 𝐹𝑙𝐿 𝐶 𝐼𝐽𝐾𝐿 ,
=

𝑐 𝑖𝑗 𝑘𝑙

(4.39)
(4.40)

𝜎𝑖𝑗 = (det(𝑭))−1 𝐹𝑖𝐼 𝐹 𝑗𝐽 𝑆𝐼𝐽 .

(4.41)

Note that 𝛿𝜖 𝑖𝑗 and Δ𝛿𝜖 𝑖𝑗 are not actual variations but are used for notational consistency. The weak
form and consistent tangent in the current configuration can then be written as
𝛿Π(𝒖, 𝛿𝒖, 𝝀, 𝛿𝝀) =

∫

𝜒𝜀𝐾 𝛿𝜖 𝑖𝑗 𝜎𝑖𝑗 − 𝛿𝑢𝑖 𝑏 𝑖 d v −



★v

∫
+
s𝑢

∫
sℎ

𝛿𝑢𝑖 ℎ 𝑖 d s

[𝛿𝑢𝑖 (𝜀𝑢 (𝑢𝑖 − 𝑢0𝑖 ) + 𝜆 𝑖 ) + 𝛿𝜆 𝑖 (𝑢𝑖 − 𝑢0𝑖 )] d s

(4.42)

and
Δ𝛿Π(𝒖, 𝛿𝒖, Δ𝒖, 𝛿𝝀, Δ𝝀) =

∫

s𝑢

4.7



∫★v

+

𝜒𝜀𝐾 𝛿𝜖 𝑖𝑗 𝑐 𝑖𝑗 𝑘𝑙 Δ𝜖 𝑘𝑙 + Δ𝛿𝜖 𝑖𝑗 𝜎𝑖𝑗 d v
(𝜀𝑢 𝛿𝑢𝑖 Δ𝑢𝑖 + 𝛿𝑢𝑖 Δ𝜆 𝑖 + 𝛿𝜆 𝑖 Δ𝑢𝑖 ) d s.

(4.43)

U-spline Basis and Mapping

We make a standard Galerkin assumption which means that we construct finite dimensional Uspline subspaces 𝒰(★V) ℎ ⊂ 𝒰(★V), 𝛿𝒰(★V) ℎ ⊂ 𝛿𝒰(★V), ℒ(S𝑢 ) ℎ ⊂ ℒ(S𝑢 ), and 𝛿ℒ(S𝑢 ) ℎ ⊂ 𝛿ℒ(S𝑢 ).
This means that for 𝑼 ℎ ∈ 𝒰(★V) ℎ we have that



𝑼 ℎ = 𝑼 ℎ ◦ ★V[★Ω̂]

 −1

∈ 𝒰(★V) ℎ

(4.44)

where the U-spline 𝑼 ℎ : ★Ω̂ → R𝑛 can be written as
𝑼ℎ =

Õ

𝑼 𝐴 𝑁𝐴𝑼 .

(4.45)

𝐴

Likewise, for 𝚲 ℎ ∈ ℒ(S𝑢 ) ℎ we have that



𝚲 ℎ = 𝚲 ℎ ◦ S𝑢 [Γ̂𝑢 ]

 −1

∈ ℒ(S𝑢 ) ℎ

(4.46)
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where the U-spline 𝚲 ℎ : Γ̂𝑢 → R𝑛 can be written as
𝚲ℎ =

Õ

𝚲𝐴 𝑁𝐴𝚲 .

(4.47)

𝐴

A similar construction is assumed for the test spaces 𝛿𝒰(★V) ℎ and 𝛿ℒ(S𝑢 ) ℎ .
The mapping ★V[★Ω̂] : ★Ω̂ → ★V is also assumed to be a U-spline and ★v[★V] : ★V → ★v can
be pulled back to ★Ω̂ through the composition
★v[★Ω̂] = ★v[★V] ◦ ★V[★Ω̂]



(4.48)



= 𝑰 + 𝑼 ℎ ◦ ★V[★Ω̂]





= 𝑰 + 𝑼 ℎ ◦ ★V[★Ω̂]

(4.49)

 −1 

◦ ★V[★Ω̂]

= ★V[★Ω̂] + 𝑼 ℎ .

(4.50)
(4.51)

This means that
★v[★Ω̂] =

Õ



𝑿 ★𝐴V + 𝑼 𝐴 𝑁𝐴𝑼 .

(4.52)

𝐴

This is sometimes called an isoparametric construction, i.e., the displacement and envelope manifolds
are constructed from the same U-spline basis.
To efficiently evaluate s∗ [S∗ ] we note that



s∗ [S∗ ] = ★v[★Ω̂] ◦ ★V[★Ω̂]

 −1

◦ S∗ [Γ̂∗ ].

(4.53)

The majority of the computational cost in computing s∗ [S∗ ] is in inverting ★V[★Ω̂]. However,



★V[★Ω̂]

 −1

◦ S∗ [Γ̂∗ ] does not depend on the motion and can be computed once and stored. Note

that although S∗ ⊂ ★V the associated U-spline manifold mappings S∗ [Γ̂∗ ] : Γ̂∗ → S∗ and ★V[★Ω̂]
may be unrelated.

4.8

Matrix Form

The vector residual associated with the continuous weak form Eq. (4.42) can be written as
𝑭 𝑖𝑛𝑡 + 𝑭 𝑒 𝑥𝑡 + 𝑭 𝜀𝑢 + 𝑭 𝜆1
𝑹=
,
𝑭 𝜆2





(4.54)

where 𝑭 𝑖𝑛𝑡 , 𝑭 𝑒 𝑥𝑡 , 𝑭 𝜀𝑢 , 𝑭 𝜆1 , and 𝑭 𝜆2 denote the internal force, the external force, displacement
constraint correcting force from the penalty term, displacement constraint correcting force from the
Lagrange multiplier term, and the displacement constraint force, respectively. For each force vector,
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the subvector components {𝑭 ∗ } 𝐴 are
{𝑭

𝑖𝑛𝑡

∫
}𝐴 =

{𝑭 𝑒 𝑥𝑡 } 𝐴 =

∫★v
★v

𝜀𝑢

{𝑭 } 𝐴 = 𝜀𝑢
{𝑭 𝜆1 } 𝐴 =

𝜒𝜀𝐾 𝑁𝐴𝑼 𝒃 d v +

∫
s𝑢

∫
s𝑢

∫

𝜆2

𝜒𝜀𝐾 (𝑩 𝐴 )𝑇 𝝈˜ d v ,

{𝑭 } 𝐴 =
s𝑢

(4.55)

∫
sℎ

𝑁𝐴𝑼 𝒉 d s,

𝑁𝐴𝚲 (𝒖 − 𝒖 0 ) d s ,

(4.56)
(4.57)

𝑁𝐴𝑼 𝝀 d s,

(4.58)

𝑁𝐴𝚲 (𝒖 − 𝒖 0 ) d s,

(4.59)

where 𝝈˜ is the Cauchy stress in Voigt form and 𝑩 𝐴 are the standard strain-displacement matrices in
the current envelope configuration defined as

h

𝑼
𝑩 𝐴 = 𝑁𝐴,𝒙★v

i

(𝑛 = 1),

(4.60)

(𝑛 = 2),

(4.61)

(𝑛 = 3).

(4.62)

1

𝑼
𝑁𝐴,𝒙
★v

 01
𝑩𝐴 = 
 𝑼
𝑁 ★v
 𝐴,𝒙 2
𝑁 𝑼 ★v
 𝐴,𝒙 1
 0


 0

𝑩𝐴 = 
 0

𝑁 𝑼 ★v
 𝐴,𝒙 3
 𝑼
𝑁𝐴,𝒙★v

2

0



𝑼

𝑁𝐴,𝒙
★v 
2 
𝑼

𝑁𝐴,𝒙
★v
1 
0

0

𝑼
𝑁𝐴,𝒙
★v
2

0
𝑼
𝑁𝐴,𝒙
★v
3

0
𝑼
𝑁𝐴,𝒙
★v
1



0 

𝑼

𝑁𝐴,𝒙
★v 
3

𝑼
𝑁𝐴,𝒙
★v 
2 
𝑼

𝑁𝐴,𝒙
★v 
1 
0 


If a Newton-Raphson method is used in a nonlinear setting we require the matrix stiffness
associated with the consistent tangent. The stiffness matrix can be written as


𝑲=

𝑲 𝑚 + 𝑲 𝑔 + 𝑲 𝜀𝑢

𝑲𝜆

𝑲𝜆

0

𝑇



𝒅𝑢
𝒅𝜆


(4.63)

where 𝑲 𝑚 , 𝑲 𝑔 , 𝑲 𝜀𝑢 , 𝑲 𝜆 , 𝒅 𝑢 , and 𝒅𝜆 are the material stiffness, the geometric stiffness, the penalty
stiffness, the stiffness associated with the Lagrange multiplier terms, the vector of displacement
control points, and the vector of Lagrange multipliers, respectively. The components of each
stiffness submatrix [𝑲 ∗ ]𝐴𝐵 are

∫

𝑚

[𝑲 ]𝐴𝐵

=
★v

𝑔

[𝑲 ]𝐴𝐵 = 𝑰 𝑛

𝜒𝜀𝐾 (𝑩 𝐴 )𝑇 𝒄˜ 𝑩 𝐵 d v ,

∫ 
★v

[𝑲 𝜀𝑢 ]𝐴𝐵 = 𝜀𝑢 𝑰 𝑛



𝑲

𝜆



∫

∫
𝐴𝐵

= 𝑰𝑛

∇★v[★V] 𝑁𝐴𝑼

s𝑢

s𝑢

𝑇

𝑁𝐴𝑼 𝑁𝐵𝑼 d s,

𝑁𝐴𝑼 𝑁𝐵𝚲 d v

𝝈∇★v[★V] 𝑁𝐵𝑼 d v ,

(4.64)
(4.65)
(4.66)
(4.67)
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where 𝒄˜ is the elasticity tensor in the current configuration in Voigt form and 𝑰 𝑛 is the identity
matrix of size 𝑛. The displacement and Lagrange multiplier solution vectors have components
{𝒅 𝑢 } 𝐴 = 𝑼 𝐴 ,

(4.68)

𝜆

{𝒅 } 𝐴 = 𝚲𝐴 .

4.9

(4.69)

Penalty Specialization

The penalty method can be viewed as a specialization of the AL method, where the Lagrange
multiplier term is eliminated from the energy function. In other words, Eq. (4.15) in the current
configuration becomes
𝜀𝑢
Π (𝑼 , 𝚲) =
2
𝜆

∫
s𝑢

(𝒖 − 𝒖 0 )2 d s.

(4.70)

This method simplifies the implementation of the method and reduces the size of the final linear
system. However, it comes at a cost of poorly conditioned linear systems. The matrix form of the
penalty method can be written as
𝑹 = 𝑭 𝑖𝑛𝑡 + 𝑭 𝑒 𝑥𝑡 + 𝑭 𝜀𝑢 ,
𝑚

𝑔

𝜀𝑢

(4.71)
𝑢

𝑲 = (𝑲 + 𝑲 + 𝑲 ) 𝒅 .

4.10

(4.72)

Implementation Details

We conclude with a few remarks about the method including several adjustments to improve
efficiency and make the method more robust under large deformations:
• The choice for the penalty parameter 𝜀𝐾 can make a significant impact on the conditioning of
the system and the accuracy of the resulting solution. As the penalty decreases in size the
contribution of ★V \ V is minimized but the impact of the discontinuities over the set of hybrid
cells 𝑬 ⊚ increases. A value in the range of 1𝑒 −8 < 𝜀𝐾 < 1𝑒 −12 is typically used for 𝜀𝐾 . [7, 16 ].
• The primary purpose of 𝜀𝐾 > 0 is to stabilize the linear system. Since the term (𝜒𝜀𝐾 𝒃 · 𝛿𝒖)
does not impact the conditioning of the stiffness matrix we do not integrate it over ★V \ V.
• For problems that experience large strains, the deformation gradient 𝑭 can become singular
since strains in ★V \ V can become large due to the reduced stiffness of the material in ★V \ V.
One method to counteract this behavior, presented in [18], modifies ★v[★V] as follows:

(
★v[★V](𝑿 ★V ) =

𝑿 ★V + 𝑼 (𝑿 ★V )
𝑿 ★V

𝑿 ★V ∈ V ,
𝑿 ★V ∉ V.

(4.73)

Note that this modification violates the variational consistency of the method but is a practical
solution for large deformation applications of the approach.

5
5.1

Numerical Results

Linear Elasticity

5.1.1 Inﬁnite Plate With a Circular Hole
Objective This benchmark demonstrates the accuracy of the FRM method in terms of convergence
of error norms. It also demonstrates the superior behavior of the FRM folded quadrature approach
when compared to adaptive quadrature, which is a traditional approach for problems of this type.
Calculating the stress concentration near a circular hole in an infinite plate is a classic problem in
linear elasticity with a known analytic solution for the stress field. In this section, we compute
results for this problem using several different computational domains in the flex spectrum from
body-fitted to fully immersed. The existence of an analytical solution allows us to study the accuracy
of the FRM as we change the mesh density and orientation in relation to the hole.
Geometry Description For this simulation we model a symmetric finite section of the plate as
shown in Fig. 5.1. A CAD model was created that matches the dimensions shown in Fig. 5.1.
External Interactions A uniform traction is applied to a plate at an infinite distance from a circular
hole. For this problem the traction is applied in the 𝑥 direction as shown in Fig. 5.1. We choose
ℎ 𝑥 = 10 and use the analytic stress value to apply exact traction values on the boundary of the
simulation domain.
Mesh Generation We create a square envelope domain shown in Fig. 5.2. To ensure that the
method is robust under different mesh configurations the envelope domain will be rotated about
the z axis to 0, 1, 44, and 45 degrees.
The envelope domain is constructed using U-spline technology with uniform degree 𝑝 and 𝑝 − 1
continuity.
Method Folded quadrature with single element surfaces of degree 𝑝 are used for hybrid segment
integration and for creating the boundary representations for boundary conditions. The symmetry
displacement constraints are enforced weakly using a penalty method with a penalty value of
𝜀𝑢 = 109 . The fictitious domain is penalized with a value of 𝜀𝐾 = 10−9 for each problem. Solutions
for several levels of refinement were computed for each envelope domain in Fig. 5.2. This was
repeated for linear, quadratic and cubic U-splines. The expected rates for stress error using the ℒ2
norm are 𝑝.
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Figure 5.1: Boundary conditions and dimensions for the plate with a circular hole problem. We use symmetry to reduce
the size of the problem and apply exact tractions, which are calculated from the analytic solution for an infinite plate
containing a circular hole.

Figure 5.2: The envelope domain ℱ and mesh (light grey) for the plate with a circular hole problem. The model geometry
is shown in dark grey for reference.
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Solution Characteristics The analytic stress field is given in polar coordinates as
ℎ𝑥
𝑅4
𝑅2
𝑅2
ℎ𝑥
1− 2 +
1 − 4 2 + 3 4 cos(2𝜃),
𝜎𝑟𝑟 (𝑟, 𝜃) =
2
2
𝑟
𝑟
𝑟

(5.1)

ℎ𝑥
𝑅2
𝑅4
ℎ𝑥
𝜎𝜃𝜃 (𝑟, 𝜃) =
1+ 2 −
1 + 3 4 cos(2𝜃),
2
2
𝑟
𝑟

(5.2)

ℎ𝑥
𝑅4
𝑅2
𝜎𝑟𝜃 (𝑟, 𝜃) = −
1 + 2 2 − 3 4 sin(2𝜃),
2
𝑟
𝑟

(5.3)



















where ℎ 𝑥 is the traction applied at infinity in the 𝑥 direction, 𝑅 is the radius of the hole, and (𝑟, 𝜃)
are the polar coordinates with the origin at the center of the hole.
Results Fig. 5.3 shows the relative ℒ2 stress error convergence for different rotations of the
envelope domain and envelope degree. The expected convergence rates of 𝑝 are obtained in each
case.
One of the distinct advantages to the flex Representation Method is that the CAD geometry can
be modified without changing the computational domain. This is especially useful when simulation
results need to be computed for many design iterations, as for example in design optimization. We
examine the effect this has on the accuracy of the method by changing the radius of the hole for
the ℱ model while keeping the computation domain unchanged. The relative stress error in the
ℒ2 norm is plotted in Fig. 5.4 for several mesh sizes and a range of hole radii. Fig. 5.5 shows 𝜎𝑥𝑥
evaluated at the stress concentration (0, 𝑟). The analytic value of 𝜎𝑥𝑥 = 30 is also plotted in black. A
more detailed look at a smaller range of radii is shown in Fig. 5.6. These results show the accuracy
of the Flex Representation Method with respect to changes in the CAD geometry and changes in
the way that the mesh elements are cut. For the finest levels of refinement the mesh is crossing
element boundaries several times.
It is clear that there is noticable error at the stress concentration when the radius crosses an
element boundary. Poor conditioning due small cut elements is a common challenge in immersed
boundary methods.
We perform a study to explore conditioning on a similar finite plate with circular hole problem
with variable radius with a simple traction applied on one end. Fig. 5.7 shows both stress
concentration error and the condition number of the stiffness matrix. Peaks of the condition number
are shown by vertical dashed lines on the stress plot and clearly correspond with regions where
stress deviates from a smooth curve.

5.1.2 Inﬁnite Plate With a Circular Hole: Comparing Hybrid Segment Integration Schemes
Objective This benchmark explores the accuracy of two different integration schemes for hybrid
segments. In the Finite Cell Method, to which FRM is closely related, an adaptive octree quadrature
scheme is typically used to integrate cut elements [17]. While this method can be used with FRM, it
typically exhibits poor performance when compared to other methods. In this problem we compare
this traditional adaptive octree approach to the folded quadrature method presented in this work.
Method The square plate with circular hole presents a simple yet nontrivial geometry for which
we can test quadrature rules. Using the mesh shown in Fig. 5.2 we generate a quadrature rule
using the adaptive octree and folded quadrature methods. These quadrature rules are then used to
integate a constant function to obtain the total area of the domain. The adaptive octree quadrature
rule is computed using a constant refinement depth of 6. The folded quadrature rule uses a single
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Figure 5.3: Relative ℒ2 stress error convergence for different rotations of the envelope domain ℱ and envelope degree.
The expected convergence rates of 𝑝 are obtained in each case.

degree 𝑝 element for each partitioned surface. Both methods use a Guass-Legendre rule with 𝑝 + 1
points in each direction for subcell integration. Fig. 5.8 shows a representative integration rule
using the adaptive octree method (a) and a folded quadrature rule (b) on the base mesh.
Results Table 5.1 shows the results using the adaptive octree method and Table 5.2 shows the
results using the folded quadrature method. Fig. 5.9 outlines the relative error of both methods at
different mesh refinements.
Comparing the two quadrature schemes, it is clear that folded quadrature is superior. Folded
quadrature converges to the analytic solution under mesh refinement and results in far fewer
integration points.
Typically convergence studies using the adaptive octree integration scheme require increased
quadrature point density in order to reach convergence. It is insightful to note that in order for
the adaptive octree quadrature scheme to achieve less than 1 × 10−3 relative error when ℎ = 0, 12
uniform refinements are required, resulting in over 10 million integration points. These problems
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Figure 5.4: The relative error in stress using the ℒ2 norm with 200 uniform samples of 𝑟. A constant envelope size of
𝐿 = 6 and degree 𝑝 = 2 is used with various mesh sizes.

Table 5.1: Performance metrics for the adaptive octree integration scheme constructed for the plate with a hole problem
starting with ℱ. Percent error is computed using a comparison of the total area computed with the octree quadrature
rule as compared with the analytic solution.

Mesh Refinement (ℎ)
ℎ=0
ℎ=1
ℎ=2
ℎ=3
ℎ=4

Point Count
6.85 × 103
1.82 × 104
5.69 × 104
8.99 × 104
2.07 × 105

% Relative Error
3.41 × 10−2
9.23 × 10−2
2.87 × 10−2
2.46 × 10−2
8.58 × 10−3
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Figure 5.5: 𝜎𝑥𝑥 evaluated at the stress concentration (0, 𝑟) with 200 uniform samples of 𝑟. A constant envelope size of
𝐿 = 6 and degree 𝑝 = 2 is used with various mesh sizes. The exact value 𝜎𝑥𝑥 = 30 is shown by the black line.

Table 5.2: Performance metrics for the folded integration scheme constructed for the plate with a hole problem starting
with ℱ. Percent error is computed using a comparison of the total area computed with the folded quadrature rule as
compared with the analytic solution.

Mesh Refinement (ℎ)
ℎ=0
ℎ=1
ℎ=2
ℎ=3
ℎ=4

Point Count
225
594
2.23 × 103
8.79 × 103
3.30 × 104

% Relative Error
1.31 × 10−3
1.25 × 10−3
4.17 × 10−5
2.04 × 10−6
2.08 × 10−7
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Figure 5.6: A more detailed look at the behavior of ℎ = 0.09375 in Fig. 5.5. 𝜎𝑥𝑥 evaluated at the stress concentration (0, 𝑟)
with 200 uniform samples of 𝑟 on the domain [1, 1.2]. A constant envelope size of 𝐿 = 6 and degree 𝑝 = 2 is used. The
exact value 𝜎𝑥𝑥 = 30 is shown by the black line.

are compounded when moving to higher dimensions making the adaptive octree method difficult
to use in practice.

5.1.3 Pressurized cylinder: Comparing surface integration techniques
Objective In this problem we compare two different methods for constructing surface integrals for
tractions or weakly enforced boundary constraints. The first method commonly used for immersed
problems uses a linear surface tessellation to define the space of integration on the boundary. The
second method uses the hybrid surface elements generated through folded quadrature to construct
a discontinuous set of smooth patches that define the boundary.
Geometry Description The geometry for this simulation is a simple thick-walled cylinder with
inner radius 𝑟 𝑖 = 0.5 and outer radius 𝑟 𝑜 = 1.
External Interactions Leveraging symmetry, only a quarter of the disk is modeled with symmetry
constraints applied. A constant pressure of 250 is applied on the interior and exterior of the cylinder.
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Figure 5.7: Maximum stress and condition number for a range of radii on a finite plate with circular hole. Peaks of the
condition number are shown by vertical dashed lines on the stress plot and clearly correspond with regions where stress
deviates from a smooth curve.

(a) Adaptive octree quadrature.

(b) Folded quadrature.

Figure 5.8: Integration points for the adaptive octree and folded quadrature schemes for the ℱ mesh. The folded
quadrature scheme significantly reduces the number of integration points required for an accurate result.
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Figure 5.9: Relative error in computing surface area for the adaptive octree, and folded quadrature schemes. The
adaptive octree scheme uses a quadrature refinement depth of 6 while the folded quadrature rule uses a single element
of degree 𝑝.

Mesh Generation The envelope for the problem is a simple bounding box extended beyond the
geometry. A simple mesh was produced as shown in Fig. 5.10

Method We apply the weakly enforced constraints and pressure on a separately defined surface s.
For one method we define s by generating a surface tessellation in Coreform Cubit. We report only
a single well-refined tessellation here, though others were similarly tested to ensure the results
were not subject to a specific layout. For the second method we use the discontinuous set of hybrid
surface elements created during folded quadrature. The total element and final integration point
count for each of the boundaries is shown in Table 5.3. The penalty factor used for enforcing the
Dirichlet boundary condition is 1 × 1011 . For both methods we use an identical integration scheme
for the interior and exterior integration regions.
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Figure 5.10: Envelope domain and mesh for a quarter cylinder.
Table 5.3: Element and integration point count used for both boundary integration methods.

Element count
Integration point count

Tessellation
68,330
204,990

Hybrid surface elements
445
4,005

Solution Characteristics The analytical solution for the radial displacement is [15].

!

𝑟 𝑖2
𝑝(1 + 𝜈) 𝑟02
𝑢𝑟 (𝑟) =
(1
−
2
∗
𝜈)𝑟
+
.
𝐸
𝑟
𝑟2 − 𝑟2
𝑖

(5.4)

0

Given an identical pressure on the interior and exterior of the cylinder the stress state is a constant
value equal to the pressure of 250.
Results The displacement field results using both boundary methods is shown in Fig. 5.11. Both
methods were able to obtain accurate displacement results within a reasonable margin of error.
The stress field results for 𝜎𝑋𝑋 and 𝜎𝑌𝑌 are shown in Fig. 5.12 using the two different boundary
methods. Unlike the displacement results which performed favorably for both methods, the stress
results using a tessellation performed significantly worse with large oscillations occuring near the
boundaries where pressure was applied. A re-scaled version of these stress results to the range of
245 to 255 is shown in Fig. 5.13 where the oscillation can be seen occuring throughout the domain.
The hybrid surface elements maintained the correct constant stress field everywhere with at least
six digits of accuracy.

Numerical Results

60

(a) Tessellation.

(b) Hybrid surface elements.

Figure 5.11: Displacement field results for the thick-walled pressure cylinder. Different methods for constructing
integration surfaces are compared. Both methods are able to obtain accurate displacement results within a reasonable
margin of error.

(a) 𝜎𝑋𝑋 using tessellation.

(b) 𝜎𝑋𝑋 using hybrid surface elements.

(c) 𝜎𝑌𝑌 using tessellation.

(d) 𝜎𝑌𝑌 using hybrid surface elements.

Figure 5.12: Stress field results in the X direction and Y direction for the thick-walled pressure cylinder. Different
methods for constructing integration surfaces are compared. Stress oscillations can be observed when using using the
tessellated surface.
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(a) 𝜎𝑋𝑋 using tessellation.

(b) 𝜎𝑋𝑋 using hybrid surface elements.

(c) 𝜎𝑌𝑌 using tessellation.

(d) 𝜎𝑌𝑌 using hybrid surface elements.

Figure 5.13: Stress field results in the X direction and Y direction for the thick-walled pressure cylinder re-scaled to a
range of 245 to 255. Different methods for constructing integration surfaces are compared. Stress oscillations can be
observed when using using the tessellated surface.

It is clear that the method for constructing the boundary used for applying boundary conditions
can significantly impact simulation results. Though the tessellation had a great deal more points,
the basis functions in the envelope domain were not being integrated properly. The hybrid surface
elements produced by folded quadrature on the other hand are specifically suited to integrate the
corresponding envelope domain. Each individual Guass-Legendre rule on a hybrid surface element
corresponds to a single envelope segment allowing an integration rule defined on the surface to
also be appropriate for integrating the envelope.

5.1.4 Lattice Sandwich Panel
Overview
Objective The objective of this problem is to demonstrate the potential of FRM to compute a
linear elastic solution on a complex lattice sandwich panel. Displacement and von Mises stress
results are reported. Comparisons are made with a leading commercial FEA solver.
Geometry Description A CAD representation of the sandwich panel was created in Coreform
Cubit, which is shown in Fig. 5.14. The overall deminsions of the sandwich panel are 72 mm by 72
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Table 5.4: Material properties for the lattice sandwich pannel problem.

Property
Mass density
Young's modulus
Poisson's ratio

Value
7.87 × 10−3
200 × 103
0.30

Units
g
mm3

MPa
-

mm by 38 mm. The top and bottom platens are 1 mm thick and each member of the lattice has a
radius of 0.5 mm, and each cell is 9 mm on each side.

(b) Orthographic view.
(a) Perspective view.
Figure 5.14: The overall dimensions of the sandwich panel are 72 mm by 72 mm by 38 mm. The top and bottom platens
are 1 mm thick and each member of the lattice has a radius of 0.5 mm. Each cell is 9 mm on each side.

External Interactions The displacements of the bottom surface were weakly constrained in all
directions using a penalty method. A pressure of 0.964506 MPa was applied to the top surface.
Material Description We assume linear elastic material behavior. The material properties
used for this problem represent a reference steel as shown in Table 5.4.
Reduced Panel
Objective To validate our results, we performed a mesh refinement study of a reduced lattice
geometry shown in Fig. 5.15 in both Coreform IGA and a commercial FEA solver.
Mesh Generation For this study we modeled a single column of the lattice and constrained
the displacements of each side to approximate a section of an infinite lattice panel. We computed
results in Coreform IGA on three uniformly refined hexahedral meshes with element sizes of 0.5
mm, 0.25 mm, and 0.125mm. For each case the mesh was converted to a quadratic U-spline with 𝒞 1
continuity. Commercial FEA solver results were computed using quadratic tetrahedral meshes
with element sizes of 0.5 mm, 0.25 mm, 0.125 mm, and 0.06125 mm.
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Results Contour plots of the displacement and von Mises stress results computed in Coreform
IGA for the finest mesh size are shown in Fig. 5.15. We also computed the von Mises stress at a
probe in the center of the lowest "hub" in both Coreform IGA and a commercial FEA solver. The
number of degrees of freedom along with the maximum displacment of the top surface and the
von Mises stress at the probe for each mesh are listed in Table 5.5 for Coreform IGA and Table 5.6
for a commercial FEA solver.

(a) Displacement.

(b) von Mises Stress.

Figure 5.15: Simulation results on a reduced lattice geometry with envelope mesh size of 0.125 mm.

If we compare the Coreform IGA results for the 0.125 mm mesh with a commercial FEA solver
results for the 0.25 mm mesh, which have roughly the same number of degreees of freedom, the
displacement difference is 1.3% and the von Mises stress difference is 0.4%. If we compare the
Coreform IGA results for the 0.125 mm mesh with a commercial FEA solver results for the 0.06125
mm mesh the displacement difference is 1.9% and the von Mises stress difference is 3.1%. If we
compare the Coreform IGA results for the 0.5 mm mesh with a commercial FEA solver results for
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Table 5.5: Coreform IGA results for the maximum displacement of the top surface and von Mises stress at a probe
located in the center of the lower hub of the reduced lattice.

Mesh size (mm)
0.5
0.25
0.125

DOFs
47,664
181,704
955,368

Max. disp. (mm)
0.02030
0.02113
0.02156

Probe VM stress (MPa)
15.955
16.342
16.904

Table 5.6: Commercial FEA solver results for the maximum displacement of the top surface and the von Mises stress at a
probe located in the center of the lower hub of the reduced lattice.

Mesh size (mm)
0.5
0.25
0.125
0.06125

DOFs
118,635
848,682
6,373,539
52,209,156

Max. disp. (mm)
0.02177
0.02185
0.02193
0.02197

Probe VM stress (MPa)
13.739
16.968
17.190
17.450

the 0.06125 mm mesh the displacement difference is 7.6% and the von Mises stress difference is
8.6%, which is good agreement for such a coarse mesh.
Full Panel
Objective This problem executes on the full lattice panel and demonstrates the viabilty of
FRM in a larger scale problem.
Mesh Generation An envelope mesh for the sandwich panel was created from a bounding
box of the sandwich panel that was extended 1.0 mm outward in all directions. The envelope was
meshed with a size of 0.5 mm and a quadratic U-spline with 𝒞 1 continuity was created from the
mesh. This envelope mesh had a total of 1,752,320 elements. The reduced envelope mesh, which
removes all elements that are not intersected or contained within the CAD geometry, had a total of
371,712 elements. The total number of active functions in the simulation was 921,240 and there
were a total of 2,763,720 degrees of freedom. These properties of are summarized in Table 5.7.
Results

Countour plots of the displacement and von Mises stress are shown in Fig. 5.16.

For comparison, a solution for this problem was also computed in a commercial FEA solver.
The geometry was meshed with quadratic tetrahedral elements and the same boundary conditions
were applied.
A summary of the mesh properties is given in Table 5.7 for Coreform IGA and Table 5.8 for
a commercial FEA solver. The maximum displacement and von Mises stress for both results are
listed in Table 5.9. The displacement difference is 8.2% and the von Mises stress difference is 32%.
There are two things to note when considering these results. First, the commercial FEA mesh has
nearly three times the number of degrees of freedom so it is difficult draw conclusions from a direct
comparison of these results. Second, the maximum von Mises stress for both Coreform IGA and the
commercial FEA solver is on the surface near a re-entrant corner and these results can be heavily
influenced by stress recovery techniques.
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(a) The displacement magnitude in mm. The
maximum displacement was 0.05620 mm.

(b) The von Mises stress in MPa. The maximum
von Mises stress on the surface was 357 MPa.

Figure 5.16: Displacement and von Mises contour plots for the results computed in Coreform IGA.
Table 5.7: Coreform IGA envelope mesh properties. The Coreform IGA mesh was converted to a quadratic U-spline.

Envelope elements
1,752,320

Reduced envelope elements
371,712

Active functions
921,240

DOFs
2,763,720

Table 5.8: Commercial FEA mesh properties. The commercial FEA solver mesh is composed of quadratic tetrahedral
elements.

Tets
1,439,476

5.2
5.2.1

Nodes
2,475,767

DOFs
7,427,301

Modal Analysis
Modal Analysis of a Glass Block Immersed in a Rotating Envelope Domain

Objective Verify the capability of the FRM to compute eigenvalues/natural frequencies when the
mesh is not optimally oriented to the geometry by comparing values computed with the FRM with
a rotated envelope domain to reference values in the literature.
Background Information The baseline problem is described in [11].
Geometry Description
2.889 × 3.914 𝑚𝑚.

The geometry for this problem is a single block with dimensions 2.333 ×

Table 5.9: Comparison between Coreform IGA and commercial FEA results.

Coreform IGA
Commercial solver

Max displacement (mm)
0.05620
0.06123

Max VM stress (MPa)
357
271
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Figure 5.17: Visualization of the glass block geometry.
Table 5.10: Material properties for the glass block problem.

Mass Density
Young’s Modulus
Poisson’s Ratio

2.4599 × 10−6
71.5227 𝐺𝑃𝑎
0.22315

𝑘𝑔
𝑚𝑚 3

External Interactions This is a free vibration problem so no boundary conditions or initial
conditions are imposed on the block.
Material Description The block is assigned a linear elastic material definition with material
properties as shown in Table 5.10.
The mass density was taken directly from the reference article [11]. The reference article specified
that the glass material is isotropic and provides the elastic coefficients 𝐶11 = 82.0407, 𝐶12 = 23.5666.
Young’s modulus and Poisson’s ratio were derived from the elastic coefficients using Hooke’s law
for isotropic materials.
Method We immerse the glass block in a rectilinear envelope domain that is 150% larger than the
block in each dimension. We start by meshing the envelope domain with just a single solid element,
and then uniformly refine the mesh in 5 iteration steps (see Fig. 5.18). We rotate the envelope
domain about each major coordinate axis in 5 degree increments, starting at no rotation up to 45
degrees of rotation(see Fig. 5.19). The iteration series of consists of 6 simulations is repeated at
each rotation for a total of 60 simulations. Each simulation is a modal analysis problem where the
eigenvalues and eigenvectors are computed using the "eigenvalue_extraction" solution mehtod in
Coreform IGA. The envelope domain for each simulation is integrated with a folded quadrature
strategy.
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(a) No refinement.

(b) One refinement iteration.

(c) Two refinement iterations.

(d) Three refinement iterations.

(e) Four refinement iterations.

(f) Five refinement iterations.

Figure 5.18: Envelope domain mesh for each refinement iteration with no rotation.
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(a) No refinement.

(b) One refinement iteration.

(c) Two refinement iterations.

(d) Three refinement iterations.

(e) Four refinement iterations.

(f) Five refinement iterations.

Figure 5.19: Envelope domain mesh for each refinement iteration with 45 degrees of rotation.
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Results We compute the relative error in natural frequency as
𝑒𝑟𝑟𝑜𝑟 =

𝜔 ℎ − 𝜔𝑟𝑒 𝑓
𝜔𝑟𝑒 𝑓

(5.5)

where 𝜔 ℎ are the computed natural frequencies and 𝜔𝑟𝑒 𝑓 are reference values from an overkill FEA
computation taken from [11]. In Fig. 5.20 and Fig. 5.21 the accuracy and convergence of the 1st and
10th non-zero natural frequencies are plotted at each level of envelope domain rotation.

Figure 5.20: Relative error for the 1st natural frequency for each refinement level and rotation.

5.2.2 Modal Analysis of an Automotive Frame Ladder
Objective This problem demonstrates that the FRM is capable of solving a modal analysis problem
on the frame ladder CAD geometry shown in Fig. 5.22 in the 5-100 Hz range and output elastic
strain energy densities at quadrature points. The frame model presents a difficult challenge for
immersed integration due to thin members and complex geometry.
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Figure 5.21: Relative error for the 10th natural frequency for each refinement level and rotation.

Geometry Description The geometry for this problem is the frame ladder found at
https://grabcad.com/library/car-chassis-7 and shown in Fig. 5.22. The wall thickness for the
frame rails is 5 mm and the cross members have a solid cross section.

External Interactions There will be no boundary conditions for this problem.
Material Description The material properties used are a reference steel as shown in Table 5.11.
Mesh Generation The mesh and element size and count for the simulations are shown in
Section 5.2.2 and Table 5.12.

Results The computed frequencies between 5 and 100 Hz for 5, 10, and 15 mm meshes are shown
in Table 5.13. Though analytic solutions don’t exist, a true value as computed by Richardson
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Figure 5.22: A frame ladder geometry.

Table 5.11: Material properties for the simple frame ladder problem.

Property
Mass density
Young's modulus
Poisson's ratio

Value
7.87 × 10−3
200 × 103
0.29

Units
g
mm3

MPa
-

Table 5.12: Element count for a given mesh size. The largest mesh size that produces a good quality mesh is 15 m. In
order to get an accurate result we will likely need a mesh size of 2.5 mm or smaller.

Element size
15
10
5
2.5

Element count
64,443
219,090
1,744,600
14,311,048

Hybrid elements
37,577
105,846
600,864
2,763,188

Degrees of freedom
382,086
639,234
2,703,564
15,274,401
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Figure 53: A mesh of a tight envelope domain of the simple frame ladder. This mesh has an element size of 15 mm.

Table 5.13: Computed frequencies between 5 and 100 Hz for 2.5, 5, 10, and 15 mm meshes.

15
10
5
2.5

𝝎1
15.44
15.08
15.02
15.20

𝝎2
23.99
22.08
21.30
21.20

𝝎3
30.76
30.71
30.66
30.73

𝝎4
37.11
34.26
33.47
33.30

𝝎5
47.65
46.66
46.43
46.42

𝝎6
51.49
50.30
49.71
49.56

𝝎7
54.49
51.28
49.95
49.63

𝝎8
54.96
53.74
53.07
52.90

𝝎9
60.82
57.83
56.85
56.53

𝝎10
66.25
63.91
62.88
62.63

𝝎11
74.74
72.63
71.71
71.46

𝝎12
79.28
77.54
76.79
76.62

𝝎13
95.82
94.81
93.33
92.67

𝝎14
97.86
96.97
96.23
96.03

𝝎15
97.95
97.03
96.83

Table 5.14: Computed frequencies using Richardson extrapolation between 5 and 100 Hz using the values from 2.5, 5,
and 10 mm meshes.

𝝎1 𝝎2
𝝎3 𝝎4
𝝎5
𝝎6
𝝎7
𝝎8
𝝎9
𝝎10 𝝎11 𝝎12 𝝎13 𝝎14 𝝎15
- 21.18 - 33.25 46.41 49.50 49.52 52.84 56.37 62.54 71.36 76.57 92.13 95.95 96.77

extrapolation is shown in Table 5.14 and a percent relative error for each frequency and mesh size
is shown in Table 5.15. For frequencies where a true value cannot be computed the percent relative
error is taken with respect to the value computed at the finest mesh size.
A layout of the quadrature points created for this simulation can be seen in Fig. 5.23.

5.3

Numerical Results: Nonlinear Elasticity

5.3.1 Sandia Fracture Challenge
Objective The objective of this problem is to demonstrate the potential of FRM to compute a
nonlinear solution in a large deformation problem. Sandia National Laboratories [3] outlines a test
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Table 5.15: Percent relative error in computed frequencies between 5 and 100 Hz for 2.5, 5, 10, and 15 mm meshes as
compared to a true value as computed by Richardson extrapolation. Relative error for true values which don't exist is
taken with respect to the value computed at the most refined mesh size.

15
10
5
2.5

𝝎1
1.58
0.79
1.18
0.00

𝝎2
13.24
4.22
0.54
0.07

𝝎3
0.10
0.07
0.23
0.00

𝝎4
11.60
3.03
0.65
0.14

𝝎5
2.65
0.52
0.02
0.00

𝝎6
4.00
1.60
0.41
0.10

𝝎7
10.02
3.54
0.85
0.20

𝝎8
4.01
1.70
0.43
0.11

𝝎9
7.88
2.58
0.84
0.28

𝝎10
5.92
2.17
0.53
0.13

𝝎11
4.73
1.77
0.48
0.13

𝝎12
3.54
1.27
0.29
0.07

𝝎13
4.00
2.90
1.29
0.58

𝝎14
1.98
1.06
0.29
0.08

𝝎15
1.21
0.26
0.06

Figure 5.23: Quadrature point layout for integration of the interior of the envelope U-spline.

on a simple test specimen for which which a nonlinear formulation is required. Displacement and
von Mises stress results are reported for various stages of the simulation.
Geometry Description A CAD representation of the test specimen was created in Coreform Cubit,
which is shown in Fig. 5.24. Dimensions of fracture challenge specimen geometry in millimeters.
The engineering drawings included a machining tolerance of +/-.05mm on all dimensions. Actual
plate thickness was 3.124mm The overall deminsions of the test specimen are 33 mm by 33 mm by
3.124 mm. The inner notch radius is 1.27 mm. The two pins that pull the specimen apart each have
a radius of 3.175 mm.
External Interactions The problem setup as described in [3] uses two pins inserted into the large
holes on the top and bottom of the specimen to apply a tensile load through contact. We model
this behavior as a simple displacement constraint in the vertical direction on both the top and
bottom hole surfaces. This displacement is applied weakly using a penalty method. A maximum
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Figure 5.24: Test specimen geometry as seen in [3]. Dimensions of fracture challenge specimen geometry in millimeters.
The engineering drawings included a machining tolerance of +/-.05mm on all dimensions. Actual plate thickness was
3.124mm.
Table 5.16: Material properties for the Sandia fracture challenge problem.

Property
Mass density
Young's modulus
Poisson's ratio

Value
7.8 × 10−3
195 × 103
0.30

Units
g
mm3

MPa
-

displacement of 5 mm for both the top and bottom holes is applied uniformly over 100 timesteps
using and implict dynamic scheme with a maximum time of 1.
Material Description We assume a neo-Hookean hyper elastic material behavior. The material
properties used for this problem represent steel alloy 15-5 PH, a precipitation hardened martensitic
stainless steel, as shown in Table 5.4.
Mesh Generation An envelope mesh was created from a bounding box of the test speciment that
was extended 0.15 mm outward in all directions. The envelope was meshed with a size of 0.95 mm
and a quadratic U-spline with 𝒞 1 continuity was created from the mesh. This envelope mesh had a
total of 3,675 elements, with 3,385 elements in the active domain of the envelope intersected with
the test specimen. The total number of active functions in the simulation was 6,685 and there were
a total of 20,055 degrees of freedom. An example of the test specimen geometry with the envelope
mesh overlaid is shown in Fig. 5.25.
Results Contour plots of the out-of-plane displacement for various times are shown in Fig. 5.26.
Areas of negative displacement (blue) show where the specimen’s cross-section is thinning and
positive displacement (red) shows where the cross-section is expanding, due to the Poisson effect.
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Figure 5.25: Sandia fracture test specimen geometry (dark gray) with the overlaid envelope domain and mesh (light
gray). The final simulation used 3,385 elements and had 20,055 degrees of freedom.
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(a) 𝑡 = 0.25

(b) 𝑡 = 0.50

(c) 𝑡 = 0.75

(d) 𝑡 = 1.0

Figure 5.26: Areas of negative displacement (blue) show where the specimen's cross-section is thinning and positive
displacement (red) shows where the cross-section is expanding, due to the Poisson effect.

Countour plots of von Mises stress for various times are shown in Fig. 5.27. Stress results such
as these could be used to predict yielding of material.
Limitations of the current approach restrict direct comparisons to the results published in [3].
However, results shown in Fig. 5.27 accurately show areas of maximum stress and yield prediction
as compared to published results. FRM maintains accuracy and solution stability in the presence
of large deformation and deformed exterior elements. We note that current solution recovery
techniques are likely incorrectly reporting results near geometric boundaries due to the nature of
projection onto the output representation.
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(a) 𝑡 = 0.25

(b) 𝑡 = 0.50

(c) 𝑡 = 0.75

(d) 𝑡 = 1.0

Figure 5.27: Contour plots of the von Mises stress for the results computed in Coreform IGA at different times. Stress
results such as these could be used to predict yielding of material.
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Flex Modeling

5.4.1 C-frame Failure
Objective In this problem we explore the flex spectrum and flex workflow. We describe how this
workflow influences modeling descisions, and demonstrate the effect of the choice of envelope
domain using three different models.
Workflow Considerations In a flex workflow, the CAD geometry is decoupled from the envelope
domain (i.e. the meshed geometry). This leads to different decisions compared to setting up
an analysis model for traditional FEA approaches. For example, geometry simplification and
defeaturing decisions are based on desired analysis traits and not on meshing constraints or
restrictions. The workflow for the problem presented in this section includes the following steps:
1. A CAD model is created that includes all the geometric features that are important for the
simulation. Defeaturing to accommodate meshing is not needed.
2. Simulation attributes are set directly on the CAD model. Simulation attributes include
boundary conditions, material properties, or any other attribute required to fully instantiate
the physical model being simulated. The CAD may be further partitioned as needed to
precisely describe the regions where certain types of simulation attributes are set.
3. A U-spline envelope CAD domain is defined. This step is the heart of the FRM. There are a
variety of envelope domains that could be created, from a fully body-fitted mesh (ℱ0¯ ) to a
fully immersed model (ℱ∞ ). For this problem we will also create a mesh that captures the
overall shape of the CAD but does not resolve features like holes and fillets.
4. Simulation results are generated. These results may include quantities of interest such as
displacement and stress.
Geometry Description Commonly, hydraulic presses consist of a commercially available hydraulic
cylinder mounted vertically in a C-Frame. The C-frame problem schematic studied here is shown
in Fig. 5.28. The provided CAD model (.stp file available for download here) is shown in Fig. 5.29.
Note that while the CAD model follows the schematic where possible, we were obliged to introduce
additional dimension measurements for cases (e.g., fillets) where no dimensions were supplied.
Moreover, additional fillets were added as might be expected in a real CAD model, where fillets are
often used to remove sharp edges that may pose a handling hazard.
External Interactions To specify the regions for the load condition shown in Fig. 5.28, we partition
the relevant surfaces within the physical domain, resulting in two new surfaces (Fig. 5.30a and
61b ) that will be assigned a uniform pressure. To minimize additional boundary conditions and
constrain rigid body translations we add a nominal mass density to the material and apply the load
over a small number of time steps to represent a quasi-static loading condition.

Material Description ASTM A-48 (Class 50) gray cast iron is used for the C-Frame material. Since
brittle material typically fails at small strains a small-strain linear elastic material model is used,
with the parameters listed in Table 5.17.

Numerical Results

79

Figure 5.28: Cast-iron C-Frame subjected to 3000-lb separating force. The expected location of failure is marked by ★.

Figure 5.29: CAD model of the C-Frame as received by the FEM Analyst.
Table 5.17: Material properties used for the isotropic linear elastic material model.

Elastic modulus
24 × 106 psi

Poisson’s ratio
0.29

Mass density
2
1 × 10−6 lbf·s
in4
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(a) Load region locations on the C-Frame.

(b) Detail view of load region as seen from the
top-view and using x-ray vision.

Figure 5.30: Load regions of the C-Frame. Reasonable approximations of these regions are allowable.

Mesh Generation Once we have assigned loads, boundary conditions, and material parameters
we then construct and mesh the envelope domain. This step is the heart of the FRM. There are a
variety of envelope domains that could be created, from a fully body-fitted mesh (ℱ0¯ ) to a fully
immersed model (ℱ∞ ). For this problem we will use three different envelope domains and compare
the differences.
First we use a commercially available FEA software package to create a ℱ0¯ model shown in
Fig. 5.31. We follow standard industry practices and use defeaturing on the fillets to simplify
meshing. The model is then decomposed into different sections suitable for hex-based meshing
approaches. Finally a base linear hexehedral mesh is computed directly on the geometry.
The second model we denote as ℱ1 . For this model we choose to create a domain that is a
balance between capturing the major features of the geometry while immersing less dominant
features as shown in Fig. 5.32. We will create a envelope domain that does not include the fillets,
holes, and the rib feature of the geometry, as shown in Fig. 5.32a. The resulting envelope domain
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will have a constant square cross-section extruded along the length of the C-Frame (Fig. 5.32b).
The envelope domain is then trivial to mesh, requiring no geometry decomposition to produce a
high-quality hex-mesh (Fig. 5.32c). We compare the physical and envelope domains in Fig. 5.32d.
Once we have created and meshed the envelope domain, we then construct a cubic U-spline on
the discretized envelope domain, which will be used in combination with the boundary, load, and
material parameters on the CAD geometry to calculate the simulation results.
For the final model ℱ∞ we create a bounding box around the C-frame extended slightly in each
direction. This model shown in Fig. 5.33 is trivial to create and mesh. A simple tensor product
cubic U-spline is fit to the geometry. ℱ∞ is representative of traditional immersed approaches that
use a simple affine embedding.

Figure 5.31: Mesh layout for the ℱ0¯ model. The coarsest mesh is shown. The CAD geometry is defeatured and a body-fit
linear hex mesh is applied directly to the reduced geometry.

Solution Characteristics Before setting up the analysis model we first used an initially-curved
beam deflection approach to calculate an estimate of the tensile stress at the expected location
of failure indicated with a ★ in Fig. 5.28. From this calculation we estimated that the maximum
principal stress at ★ is 𝜎1 = 127.2ksi.
Results The results for ℱ1 and ℱ∞ defined above are computed in Coreform IGA. Results for ℱ0¯
were computed using a leading commercial FEA solver. Fig. 5.34 shows the maximum principal
stress computed on the domain for the different flex models.
We performed a refinement study to increase our confidence in these results. The maximum
principal stress, 𝜎1 , is reported for each model at the expected maximum stress point denoted by
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(a) Identifying features (purple) that will be immersed in ℱ1 .

(b) Construction of an envelope domain ℱ1 for
the simulation.

(c) Mesh of the envelope domain for ℱ1 .

(d) Schematic view showing the physical and
envelope domain for ℱ1 .

Figure 5.32: Mesh layout for the ℱ1 model. The coarsest mesh is shown. This approach is unique to FRM and attempts to
capture some geometric features of the CAD model while using immersed techniques on other regions.
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Figure 5.33: Mesh layout for the ℱ∞ model. The coarsest mesh is shown. This mesh is typical of traditional immersed
boundary methods that use simple affine embeddings.

★. These results shown in Fig. 5.35 compares the convergence of 𝜎1 for the different flex models.
Results from both the flex simulation computed in Coreform IGA and the commercial FEA solver
are shown.
For each refinement series, we computed an extrapolated value through Richardson extrapolation
as
𝑓𝑡𝑟𝑢𝑒 ≈ 𝑓 𝑓 𝑖𝑛𝑒 +

𝑓 𝑓 𝑖𝑛𝑒 − 𝑓𝑚𝑒 𝑑𝑖𝑢𝑚
𝑟𝑝 − 1

(5.6)

where 𝑝 is the observed convergence rate calucalated as
𝑝 = 𝑙𝑛(

𝑓𝑐𝑜𝑎𝑟𝑠𝑒 − 𝑓𝑚𝑒 𝑑𝑖𝑢𝑚
)/𝑙𝑛(𝑟)
𝑓𝑚𝑒 𝑑𝑖𝑢𝑚 − 𝑓 𝑓 𝑖𝑛𝑒

(5.7)

where 𝑟 is the refinement ratio, which in this case is 2.
𝑓𝑐𝑜𝑎𝑟𝑠𝑒 are the results obtained with one refinement iteration, 𝑓𝑚𝑒 𝑑𝑖𝑢𝑚 those with two refinement
iterations, and 𝑓 𝑓 𝑖𝑛𝑒 those with three refinement iterations. This extrapolated value represents an
approximate asymptotic limit of the sequence. The computed values 𝑓𝑡𝑟𝑢𝑒 for each refinement series
are tabulated in Table 5.18. The relative error of each series as compared to is computed value 𝑓𝑡𝑟𝑢𝑒
is shown in Fig. 5.36.
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(b) Results computed in Coreform IGA for ℱ1 .
The results in this figure are the second-coarsest
value plotted in Fig. 5.35.

(a) Results from an existing commercial FEA
software. The results in this figure are the finest
FEA mesh plotted in Fig. 5.35.

(c) Results computed in Coreform IGA for ℱ∞ .
The results in this figure are the second-coarsest
value plotted in Fig. 5.35.
Figure 5.34: Comparing the computed principal stress, 𝜎1 , results of a refined flex model computed in Coreform IGA to
results computed in an existing commercial FEA code.

Table 5.18: True converged values in psi as computed through Richardson extrapolation for each flex model. Converged
values agree within 0.01% of each other.

ℱ0¯
138217

ℱ1
138090

ℱ∞
138022
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Figure 5.35: Comparing the computed maximum principal stress, 𝜎1 , at ★, and mesh-convergence, between the flex
results computed in Coreform IGA and a commercial FEA solver using standard linear hex elements. The simplified
hand calculation is shown for reference.
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Figure 5.36: Relative error of 𝜎1 for each flex model under refinement as compared to its respective computed true value
𝑓𝑡𝑟𝑢𝑒 at the location denoted by ★.

The converged values 𝑓𝑡𝑟𝑢𝑒 are nearly identical (within 0.01%) for the different flex models and
solvers used. However, the computed stress results converge to a value ≈ 8% higher than our handcalculations predict. This can be attributed to differing assumptions made in the hand-calculation
vs the simulation models: small- vs finite-deformation, rigid vs real material stiffness, etc. The fact
that these results are in agreement and “in the ballpark” of a hand-calculation provides us with
confidence that we have properly modeled this simulation.
Comparing the results from the different flex models it is clear that both ℱ1 and ℱ∞ converge to
the solution much faster than a traditional FEA approach represented by ℱ0¯ . This can be attributed
to a more accurate geometric representation and the higher approximation power of a cubic basis
when compared to a linear basis. Specifically, even the most coarse refinement of both ℱ1 and ℱ∞
computes the result to greater accuracy than the most refined ℱ0¯ model — using ≈ 1000× fewer
degrees-of-freedom.
It is also interesting to note the differences of using a partially-fit modeling approach with
FRM ℱ1 as compared with a traditional immersed method ℱ∞ . Using the improved integration
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techniques outlined earlier both immersed flex models perform extremely well, however ℱ1 was able
to converge more quickly as shown in Fig. 5.36. Fitting the boundary at the location of maximum
principal stress increased the overall accuracy of the simulation at that location as well as reduced
the total number of integration points needed for simulation.
We omit an in depth analysis of model preparation time required for an analyst using the
different methods. It is however important to note that in general ℱ0¯ took a significant amount
of time to model and mesh, ℱ1 took a small amount of time, and ℱ∞ could be produced almost
instantly.

5.4.2 Engine Bracket Optimization
Objective Demonstrate a flex workflow where a single computational model can be used to run
simulations for many design iteration models.
Background Information We have discussed the flex spectrum where, for any given problem,
there are a variety of computational domains that could be created, from a fully body-fitted mesh
(ℱ0¯ ) to a fully immersed model (ℱ∞ ). For a single given design an analyst can customize the
computational domain to include as much or as little detail of the cad geometry as needed to meet
the simulation requirements. For a design iteration problem, on the other hand, a computational
domain can be created that creates a design envelope. Several iterations of a CAD geometry that fit
within the design envelope can then be created and simulation results can be computed without
recreating the computation domain. This effectively eliminates the cost of remeshing and can
greatly reduce the cost of design iteration and optimization.
Geometry Description Since the design candidate must fit within the design envelope the
computational domain must contain this envelope. However, the computational domain does not
need to be a body-fitted mesh of the design envelope. In fact, for this problem we have chosen to
create a computational domain that immerses many of the features of the design envelope but fits
the surfaces where loads and boundary conditions will be applied as shown in Fig. 5.37.
Three design candidates are also shown in Fig. 5.37. Each of these designs contain features that
would be very difficult to mesh in a traditional FEA context with the third design being nearly
impossible to mesh. This difficulty would likely make a study of these candidates prohibitively
expensive. In the FRM, however, the cost of meshing is effectively the same since the same mesh
can be used for all three problems.
Method For this problem we will compute stress results for three design iterations of an engine
bracket the must fit the design envelope and satisfy the load and boundary conditions shown in
Fig. 5.38.
Results Results have been calculated in Coreform IGA for the three design candidates and
contours of von Mises stress are plotted in Fig. 5.39.
Once these results have been generated an analyst could then make recommendations on which
design to pursue based on a maximum stress criteria, for example. Once the number of design
candidates have been reduced more detailed computational models could be created to produce
more accurate results if needed.
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Figure 5.37: A design optimization work flow. Several candidate designs are created that satisfy the design envelope
constraint. A single flex mesh is created that contains the design envelope and has a body-fitted representation of the
boundary conditions. This single flex mesh can be reused to compute results for each of the candidate designs. This
allows quick evaluation of many designs with no additional meshing cost.

Figure 5.38: Design constraints for an engine bracket. The left figure shows the design envelope and the other two
figures show the applied load and boundary conditions.
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(a) First design iteration.

(b) Second design iteration.

(c) Third design iteration.
Figure 5.39: Simulation results for each of the design candidates from Fig. 5.37, showing von Mises stress distribution.

6

Conclusion and Future Work

In this dissertation, the Flex Representation Method was introduced and validated using a number
of different benchmark problems. The concept of flex modeling was introduced along with examples
of how it can improve the modeling process. Geometry processing algorithms were presented
that operate robustly in the presence of an envelope domain with a non-linear mapping. A folded
quadrature scheme adapted to the FRM was presented for envelope and boundary integration.
Comparisons showing the superior qualities of folded quadrature and hybrid surface elements
to traditional methods were included. The FRM was formulated for non-linear hyperelasticity
including weakly enforced boundary conditions and important implementation details. Finally
a complete numerical results section demonstrates the accuracy of the FRM for linear elastic
simulation, nonlinear hyper elastic simulation, modal analysis, and flex modeling workflows.
Some work remains to ensure the FRM is ready for commercial use. The variable hole radius
study done on the infinite plate with circular hole problem shown in section 5.1 demonstrated that
the FRM can suffer from poor basis conditioning. This poor conditioning can affect stress results
near cut boundaries. Preconditioning methods developed for the FCM or other immersed methods
are likely applicable to the FRM and could be easily applied.
A significant effort remains to develop user-facing workflows for flex modeling that are intuitive
for traditional users of FEA. This is likely the largest barrier to adoption. While the FRM still
contains a mesh, the addition of an envelope domain and the decoupling of the mesh from the
geometry must be handled with care so as to avoid any potential confusion.
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