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A CHARACTERIZATION OF ABSOLUTELY MINIMUM
ATTAINING OPERATORS
J. GANESH, G. RAMESH, AND D. SUKUMAR
Abstract. We study the spectral properties of positive absolutely minimum
attaining operators defined on infinite dimensional complex Hilbert spaces and
using that derive a characterization theorem for such type of operators. We
construct several examples and discuss some of the properties of this class.
Also, we extend this characterization theorem for general absolutely minimum
attaining operators by means of the polar decomposition theorem.
1. Introduction
Throughout the article we shall be concerned with infinite dimensional complex
Hilbert spaces, denoted by H,H1, H2 etc, which are not necessarily separable. A
bounded linear operator T : H → H is said to be diagonalizable if there exists
an orthonormal basis for H consisting entirely of eigenvectors of T . The spectral
theorem assures that every positive compact operator is diagonalizable. Recently,
a more general class of diagonalizable operators, namely positive absolutely norm
attaining operators have been discussed in [2, 10, 12]. This class includes the set
of all positive compact operators as its subclass. Analogously, absolutely minimum
attaining operators are defined. Let T be a bounded operator from H1 to H2. The
quantity,
m(T ) := inf{‖Tx‖ : x ∈ SH1},
is called the minimum modulus of T . The operator T is said to be minimum
attaining if there exists a x0 ∈ H1 with ‖x0‖ = 1 such that m(T ) = ‖Tx0‖. It
is said to be absolutely minimum attaining if T |M is minimum attaining for any
non zero closed subspace M of H1. The class of absolutely minimum attaining
operators is first introduced by Carvajal and Neves in [3]. In [5], the authors of
the present manuscript have proved that positive absolutely minimum attaining
operators defined on separable complex Hilbert spaces of infinite dimension, can
have at most one eigenvalue with infinite multiplicity. Based on this fact, they have
classified the absolutely minimum attaining operators into two types [5, Definition
3.9], the one whose modulus value has no eigenvalue with infinite multiplicity, called
as the first type and the others called as the second type, respectively. They have
studied the structure and spectrum of absolutely minimum attaining operators of
first type and left the second type case for the future work. The main purpose of
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this article is to drop the separability condition and prove a general characterization
theorem that covers both the first and second types and also to rectify a gap in [5,
Theorem 4.6]. We appropriately modify and use some of the techniques present in
[12], to develop the theory for the class of absolutely minimum attaining operators.
The article is organized as follows: There are over all five sections. In the
second section we fix all the basic notations and terminology that we are going
to use later. In the third, we discuss some characterization theorems concerning
the minimum attaining operators which we will frequently use in the forthcoming
sections, fourth section is devoted for the study of the spectral properties of positive
absolutely minimum attaining operators and in the final section we prove the main
characterization theorem that we are looking for.
2. Notations and Definitions
As usual, the inner product and the induced norm are denoted by 〈, 〉 and ‖.‖
respectively. The unit sphere of a closed subspace M of H is denoted by SM . If N
is a subset of H , then the closed linear span of N is denoted by [N ].
The space of all bounded linear operators fromH1 toH2 is denoted by B(H1, H2)
and B(H,H) is denoted by B(H). If T ∈ B(H1, H2), then the null space and the
range space are denoted by N(T ) and R(T ), respectively. The adjoint of T ∈
B(H1, H2) is denoted by T ∗. Let T ∈ B(H). Then T is called normal if TT ∗ = T ∗T ,
self-adjoint if T ∗ = T , positive if T ∗ = T and 〈Tx, x〉 ≥ 0 for all x ∈ H , we denote
it by T ≥ 0. An operator T ∈ B(H) is called compact if T (B) is compact for every
bounded subset B of H .
The spectrum is defined by, σ(T ) = {λ ∈ C : T − λI is not invertible in B(H)}
and the point spectrum is defined by, σp(T ) = {λ ∈ C : T − λI is not injective}.
A closed subspace M of H is said to be invariant under T ∈ B(H) if TM ⊆ M
and reducing if both M and M⊥ are invariant under T . A closed subspace M is
reducing for T if and only if TM ⊆M and T ∗M ⊆M .
The set of all minimum attaining operators fromH1 toH2 is denoted byM(H1, H2)
and M(H,H) by M(H). Similarly, the set of all absolutely minimum attaining
operators from H1 to H2 is denoted by AM(H1, H2) and AM(H,H) by AM(H).
The set of all positive absolutely minimum attaining operators on H is denoted by
AM+(H) that is, AM+(H) := {T ∈ AM(H) : T ≥ 0}.
Let T ∈ B(H) and T ≥ 0. Then there exists a unique operator S ∈ B(H) such
that S ≥ 0 and T = S2. The operator T 12 := S is called the square root of T . For
T ∈ B(H1, H2), we have T ∗T ∈ B(H1) and T ∗T ≥ 0. The operator |T | := (T ∗T )
1
2
is called the modulus of T (for more details, see[9, 11]).
The polar decomposition theorem, stated below will be used in the sequel.
Theorem 2.1. [9, Theorem 5.89, page 406] If T ∈ B(H1, H2), then there exists a
partial isometry V ∈ B(H1, H2) such that T = V |T | and N(V ) = N(|T |). More-
over, this decomposition is unique. That is, if W ∈ B(H1, H2) is a partial isometry
and Q ∈ B(H1) is a positive operator such that T =WQ and N(W ) = N(Q), then
W = V and Q = |T |.
Following version of the spectral theorem will be used frequently in the forth-
coming sections.
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Theorem 2.2. ([8, 6]) Let K be a compact self-adjoint operator on H. Then there
exists an orthonormal sequence {en}kn=1 (k <∞ or k =∞) of eigenvectors of K and
corresponding sequence of eigenvalues {λn}kn=1 such that the following are true;
(1) Kx =
k∑
n=1
λn〈x, en〉en, for all x ∈ H
(2) |λ1| ≥ |λ2| ≥ |λ3| ≥ . . .
(3) If k =∞, then lim
n→∞
λn = 0.
We will also use the following version of the spectral mapping theorem in the
forthcoming sections.
Theorem 2.3. ([7, page 42]) Let T ∈ B(H) be an operator and ‘p’ be a polynomial
with complex coefficients. Then,
σ (p(T )) = p (σ(T )) .
3. Preliminary results
In this section we discuss some of the basic properties of minimum attaining
operators that we will be used later on. Recall that T ∈ B(H1, H2) is said to be
minimum attaining if there exists a x0 ∈ SH1 such that
‖Tx0‖ = m(T ) = inf{‖Tx‖ : x ∈ SH1}.
Proposition 3.1. Let T ∈ B(H) be self-adjoint. Then T ∈ M(H) iff either m(T )
or −m(T ) is an eigenvalue of T . In particular, when T ≥ 0, we have T ∈ M(H)
iff m(T ) is an eigenvalue of T .
Proof. The above result is proved in [5, Proposition 3.1, page 459] for the case
of separable infinite dimensional complex Hilbert spaces. The same proof works
without any changes for non separable complex Hilbert spaces as well. 
Proposition 3.2. Let T ∈ B(H1, H2). Then the following statements are equiva-
lent:
(1) T ∈ M(H1, H2)
(2) |T | ∈ M(H1)
(3) T ∗T ∈M(H1).
Proof. (1)⇔ (2):
We have, ‖Tx‖2H2 = 〈Tx, Tx〉H2 = 〈|T |x, |T |x〉H1 = ‖|T |x‖
2
H1
, ∀x ∈ H1. So it
follows that T ∈ M(H1, H2) iff |T | ∈ M(H1).
Note that T ∗T ≥ 0. By [3, Proposition 2.2], we have the following;
m(T ∗T ) = inf {〈T ∗Tx, x〉 : x ∈ SH1}
= inf
{
〈|T |2x, x〉 : x ∈ SH1
}
= inf
{
‖|Tx|‖2 : x ∈ SH1
}
= [m(|T |)]2.
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(2) ⇒ (3): Let |T | ∈ M(H1). We have |T | ≥ 0, so by Proposition 3.1,
∃x0 ∈ SH1 such that |T |x0 = m(|T |)x0. This implies, |T |2x0 = [m(|T |)]2x0 and so
T ∗Tx0 = m(T
∗T )x0. Consequently, T
∗T ∈M(H1).
(3)⇒ (2): Let T ∗T ∈M(H1). Then by Proposition 3.1, ∃x0 ∈ SH1 such that
(3.1) T ∗Tx0 = m(T
∗T )x0.
We have the following two cases,
Case(I): m(T ∗T ) = 0
By (3.1), T ∗Tx0 = 0. Since N(T
∗T ) = N(T ) = N(|T |), we get |T |x0 = 0 and
so |T | ∈ M(H1).
Case(II): m(T ∗T ) = [m(|T |)]2 > 0
By (3.1), we have |T |2x0 = [m(|T |)]2x0. Consequently,
[(|T |+m(|T |)I) (|T | −m(|T |)I)] (x0) = 0.
Since |T |+m(|T |)I is invertible, we get |T |x0 = m(|T |)x0 and so |T | ∈ M(H1). 
Corollary 3.3. Let T ∈ B(H) be normal. Then T ∈ M(H) if and only if T ∗ ∈
M(H).
Proof. We have T is normal and so |T ∗| = |T |. Now the proof is immediate from
Proposition 3.2. 
Remark 3.4. Note that Corollary 3.3 is not valid in general for all minimum
attaining operators. We have the following example.
Example 3.5. Let T : ℓ2 → ℓ2 be defined by,
T (en) =
{
0 , if n = 1,
1
n−1en−1 , if n ≥ 2.
Then m(T ) = 0 = ‖Te1‖, where e1 = (1, 0, 0, 0, . . . ) ∈ Sℓ2 . Hence T ∈ M(ℓ2).
Now, the adjoint of T is the map T ∗ : ℓ2 → ℓ2 which satisfies,
T ∗(en) =
1
n
en+1, ∀n ∈ N.
Then we have,
0 ≤ m(T ∗) ≤ ‖T ∗en‖ = 1
n
, ∀n ∈ N.
Consequently, m(T ∗) = 0. But ‖T ∗x‖ = 0 implies that x = 0. Hence T ∗ /∈ M(ℓ2).
Here we notice that T is not normal.
4. Spectral properties
In this section we investigate for some of the important properties satisfied by
the spectrum of positive absolutely minimum attaining operators. Recall that T ∈
B(H1, H2) is said to be absolutely minimum attaining if T |M is minimum attaining
for any non zero closed subspace M of H1.
Theorem 4.1. Let T ∈ AM+(H). Then T is diagonalizable.
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Proof. The proof follows in the similar lines to that of [12, Theorem 3.8]. Let B
be the collection of all orthonormal sets of eigenvectors of T . Since T ≥ 0 and
T ∈ M(H), by Proposition 3.1, we have m(T ) is an eigenvalue of T and there ex-
ists a corresponding eigenvector for T , so B 6= ∅. The elements of B can be ordered
by inclusion, and every chain C in B has an upper bound, given by the union of
all elements of C. Thus, Zorns Lemma [6, page 267] assures the existence of a
maximal element B in B. Let B = {uλ : λ ∈ Λ} be the maximal orthonormal set
of eigenvectors of T . We claim that B is an orthonormal basis for H .
Let H0 := [B]. We claim that H0 = H . It is enough to prove that H0
⊥ = {0}.
Firstly, we observe that H0
⊥ is invariant under T . Let F := {F ⊆ Λ: F is finite}.
Then given x ∈ H0, we have
x =
∑
λ∈Λ
〈x, uλ〉uλ = lim
F∈F
∑
λ∈F
〈x, uλ〉uλ.
Since the above net converges in the norm topology and T is bounded, it follows
that
Tx = T
(
lim
F∈F
∑
λ∈F
〈x, uλ〉uλ
)
= lim
F∈F
T
(∑
λ∈F
〈x, uλ〉uλ
)
= lim
F∈F
∑
λ∈F
〈x, uλ〉Tuλ =
∑
λ∈Λ
〈x, uλ〉αλuλ ∈ H0,
considering Tuλ = αλuλ, where αλ ≥ 0 for every λ ∈ Λ. This shows that H0 is an
invariant subspace for T . Since T ∗ = T , it follows thatH⊥0 is also invariant under T .
It remains to show that H0
⊥ = {0}. Suppose, on the contrary that H0⊥ 6= {0}.
Then H0
⊥ is a nontrivial closed subspace of H . Now T is a positive absolutely
minimum attaining operator implies that T |H0⊥ is also positive and attains its
minimum onH0
⊥. Consequently, ‖T |H0⊥‖ is an eigenvalue of T |H0⊥ . Let u be a unit
eigenvector of T |H0⊥ corresponding to the eigenvalue ‖T |H0⊥‖. Clearly, u ∈ H0⊥
and so u ∈ B⊥, a contradiction to the maximality of B and we conclude that
H0
⊥ = {0}. This shows that H has an orthonormal basis consisting of eigenvectors
of T . Hence T is diagonalizable. 
Corollary 4.2. Let T ∈ AM+(H). Then we have,
Tx =
∑
λ∈Λ
αλ〈x, uλ〉uλ, ∀x ∈ H,
where {uλ : λ ∈ Λ} is an orthonormal basis for H such that Tuλ = αλuλ, ∀λ ∈
Λ. Moreover, for every nonempty subset Γ of Λ, we have inf{αλ : λ ∈ Γ} =
min{αλ : λ ∈ Γ}.
Proof. We have that T is diagonalizable by Theorem 4.1. Hence there exists an
orthonormal basis {uλ : λ ∈ Λ} for H such that Tuλ = αλuλ, ∀λ ∈ Λ with αλ ≥ 0.
Consequently, we have
Tx =
∑
λ∈Λ
αλ〈x, uλ〉uλ, ∀x ∈ H.
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It remains to prove the next part. Let us assume on the contrary that,
inf{αλ : λ ∈ Γ0} 6= min{αλ : λ ∈ Γ0},
for some nonempty subset Γ0 of Λ. Let us denote by α = inf{αλ : λ ∈ Γ0} and
H0 := [uλ : λ ∈ Γ0]. Then for every x ∈ SH0 , we have
‖T |H0x‖2 =
∥∥∥∥∥∑
λ∈Γ0
αλ〈x, uλ〉uλ
∥∥∥∥∥
2
=
∑
λ∈Γ0
|αλ|2|〈x, uλ〉uλ|2
>
∑
λ∈Γ0
|α|2|〈x, uλ〉uλ|2 = |α|2
∑
λ∈Γ0
|〈x, uα〉uα|2 = |α|2‖x‖2
= |α|2 = (inf{αλ : λ ∈ Γ0})2
= [m(T |H0)]2.
This implies that ‖T |H0x‖ > m(T |H0) for every x ∈ SH0 , which means that T is
not minimum attaining on H0, a contradiction to T ∈ AM(H). This proves the
assertion. 
Using the techniques from [12], we prove the following lemma.
Lemma 4.3. Let T ∈ AM+(H). Suppose there exists two increasing sequences of
eigenvalues {an}n∈N , {bn}n∈N of T with corresponding orthonormal sequences of
eigenvectors {fn}n∈N , {gn}n∈N such that an → a and bn → b. Then we must have
a = b.
Proof. Suppose a 6= b, then we have either a < b or b < a. Let us consider the
case a < b and the other case can be dealt similarly. Without loss of generality we
may assume that a < b1 so that an < bn for each n ∈ N (otherwise, we can choose
a natural number m such that a < bm, redefine the sequence (bn)
∞
n=m by (˜bn)
∞
n=1
and proceed). Note that Tfn = anfn and Tgn = bngn for each n ∈ N. Define
H0 :=
[
tnfn +
√
1− t2ngn : n ∈ N
]
, where tn ∈ [0, 1] are yet to be determined.
Observe that H0 is a closed subspace of H and hence a Hilbert space by itself.
Moreover, the set en = tnfn +
√
1− t2ngn serves to be an orthonormal basis of H0.
Now let us define a sequence (cn)n∈N by cn = a +
(b−a)
2n for each n ∈ N. Then
(cn)n∈N is a strictly decreasing sequence such that for every n ∈ N, an2 < cn2 < bn2
and limn→∞ cn = a. Notice that tn
2an
2 + (1 − tn2)bn2 is a convex combination of
an
2 and bn
2, and hence it follows that tn
2an
2 + (1 − tn2)bn2 ∈ [an2, bn2] for each
n ∈ N. In fact, by choosing the right value of tn2 ∈ [0, 1], tn2an2 + (1 − tn2)bn2
can give any point in the interval [an
2, bn
2]. Let us then choose a sequence (tn)n∈N
such that tn
2an
2 + (1 − tn2)bn2 = cn2. Now H0 = [tnfn +
√
(1− tn2)gn : n ∈ N]
gives that,
[m(T |H0)]2 = inf{‖Tx‖2 : x ∈ H0, ‖x‖ = 1}
≤ inf{‖Ten‖2 : n ∈ N}
≤ inf{tn2an2 + (1− t2n)bn2 : n ∈ N}
≤ inf{cn2 : n ∈ N}
≤ a2.
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However, any x ∈ H0 with ‖x‖ = 1, can be written as,
x =
∞∑
n=1
sn
(
tnfn +
√
(1− tn2)
)
gn,where
∞∑
n=1
|sn|2 = 1.
Consequently,
‖T |H0x‖2 =
∥∥∥∥∥T
(
∞∑
n=1
sn(tnfn +
√
(1− tn2gn)
)∥∥∥∥∥
2
=
∞∑
n=1
|sn|2
(
tn
2an
2 + (1− tn2)bn2
)
>
∞∑
n=1
|sn|2cn2
> a2.
This implies that for every element x ∈ H0 with ‖x‖ = 1 we have ‖T |H0x‖ > a ≥
m(T |H0). Which means that T is not minimum attaining on H0, a contradiction
to T ∈ AM(H). Hence our assumption a < b is wrong. Similarly, by changing the
roles of a and b, we prove that b < a cannot be true. So we must have a = b. This
completes the proof. 
Proposition 4.4. Let T ∈ AM+(H). Then σ(T ) has at most one limit point.
Moreover, this unique limit point (if it exists) can only be the limit of an increasing
sequence in the spectrum.
Proof. Since T ∈ AM+(H), by Corollary 4.2, we have,
Tx =
∑
λ∈Λ
αλ〈x, uλ〉uλ, ∀x ∈ H,
where {uλ : λ ∈ Λ} is an orthonormal basis for H such that Tuλ = αλuλ, ∀λ ∈ Λ.
Hence the spectrum σ(T ) of T , is the closure of {αλ}λ∈Λ, (see [7, Problem 63, page
34]).
Let ‘a’ be any limit point of σ(T ). We prove that there exists an increasing
sequence (an)n∈N ⊆ {αλ : λ ∈ Λ} such that an → a. It is enough to prove that there
are at most only finitely many terms of the sequence (an)n∈N that are strictly greater
than a. Suppose not, for the moment, let us assume that there are infinitely many
such terms. This implies, there exists a decreasing subsequence (ank) such that
ank → a and for each nk ∈ N, ank > a. Let H0 := [unk ], where {unk} ⊆ {uλ : λ ∈
Λ}. Then H0 is a closed subspace of H and hence a Hilbert space by itself. We
have T |H0 is positive and by [10, Proposition 2.1] we get m(T |H0) = inf{|ank |} = a.
However, for every x =
∑
nk
snkunk ∈ H0 with ‖x‖2 =
∑
k
|snk |2 = 1, we have
‖T |H0x‖2 = ‖
∑
nk
snkankunk‖
2
=
∑
nk
|snk |2|ank |2 > a2
∑
nk
|snk |2 = a2.
This implies that ‖T |H0x‖ > m(T |H0) = a for every x ∈ SH0 , which means that T
is not minimum attaining on H0, a contradiction to T ∈ AM(H). This proves our
claim.
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Next, let a and b be any two limit points (if exist) of the spectrum σ(T ) of T .
By the discussion in the above paragraph, there exist two increasing sequences
(an)n∈N ⊆ {αλ}λ∈Λ, (bn)n∈N ⊆ {αλ}λ∈Λ with corresponding orthonormal se-
quences of eigenvectors {fn}n∈N ⊆ {uλ}λ∈Λ , {gn}n∈N ⊆ {uλ}λ∈Λ such that an → a
and bn → b. Then by applying Lemma 4.3, we get a = b. This shows that the limit
point (if it exists) of the spectrum σ(T ) of T is unique. 
Corollary 4.5. Let T ∈ AM+(H). Then σp(T ) is always a countable set.
Proof. Suppose our claim is not true. Then the spectrum σ(T ) of T will be an
uncountable subset of R . So by the fact that “every uncountable subset of real
numbers must have at least two limit points”, σ(T ) will have two limit points,
which is a contradiction to Proposition 4.4. Therefore σp(T ) must be always a
countable set. 
Corollary 4.6. Let T ∈ AM+(H). Then T can have at most one eigenvalue with
infinite multiplicity.
Proof. Let a and b be two eigenvalues(if exist) of T with infinite multiplicity. Let
{fn}n∈N and {gn}n∈N be two infinite sequences of orthonormal eigenvectors cor-
responding to the eigenvalues a and b. Consider the two sequences {an}n∈N and
{bn}n∈N such that an = a, ∀n ∈ N and bn = b, ∀n ∈ N. Obviously, the sequences
{an}n∈N and {bn}n∈N are increasing to a and b respectively. Then by applying
Lemma 4.3, we must have a = b. Therefore T can have at most one eigenvalue with
infinite multiplicity. 
Corollary 4.7. Let T ∈ AM+(H). If σ(T ) = {αλ}λ∈Λ has a limit point α and
an eigenvalue with infinite multiplicity αˆ then, α = αˆ.
Proof. Since α is a limit point of σ(T ), by Proposition 4.4, there exists an increasing
sequence {an}n∈N ⊆ {αλ}λ∈Λ such that an → α. Let {bn}n∈N ⊆ {αλ}λ∈Λ be the
constant sequence such that bn = αˆ, ∀n ∈ N. Let us denote by {fn}n∈N and
{gn}n∈N the orthonormal sequence of eigenvectors corresponding to the eigenvalues
{an}n∈N and {bn}n∈N respectively. Clearly, bn is increasing to αˆ. Now, by applying
Lemma 4.3, we get α = αˆ. 
All the results discussed above concerning the spectrum of a positive absolutely
minimum attaining operator put together will lead to the following theorem.
Theorem 4.8. (compare with [12, Theorem 3.8]) Let T ∈ AM+(H). Then we
have,
Tx =
∑
λ∈Λ
αλ〈x, uλ〉uλ, ∀x ∈ H,
where {uλ : λ ∈ Λ} is an orthonormal basis for H such that Tuλ = αλuλ, ∀λ ∈ Λ
and the following hold true:
(1) for every nonempty subset Γ of Λ, we have inf{αλ : λ ∈ Γ} = min{αλ : λ ∈
Γ};
(2) the spectrum σ(T ) = {αλ}λ∈Λ of T has at most one limit point. Moreover,
this unique limit point (if it exists) can only be the limit of an increasing
sequence in the spectrum;
(3) the point spectrum σp(T ) of T is countable and there can exist at most one
eigenvalue for T with infinite multiplicity;
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(4) if the spectrum σ(T ) of T has both, a limit point α and an eigenvalue αˆ
with infinite multiplicity, then α = αˆ.
5. Characterization
In this section we prove a characterization theorem for positive absolutely mini-
mum attaining operators that is similar to [12, Theorem 5.1]. First we discuss some
sufficient conditions to be satisfied by this class of operators.
Lemma 5.1. Let F ∈ B(H) be a self-adjoint finite rank operator. Then for every
α ≥ 0, we have αI − F ∈ M(H).
Proof. Let the range of F be k-dimensional. Since F is self-adjoint, by the spectral
theorem there exists an orthonormal basis B = {uλ : λ ∈ Λ} for H corresponding
to which the matrix of F is diagonal with k non zero real diagonal entries, say
{α1, α2, . . . , αk}. This implies that the matrix of T := αI − F with respect to B
is also diagonal and consequently, σ(T ) = {α− α1, α − α2, α− α3, . . . , α− αk, α}.
Note that T is self-adjoint. Now by using [10, Proposition 2.1] we get,
m(T ) = d (0, σ(T ))
= inf{|α− α1|, |α− α2|, |α− α3|, . . . , |α− αk|, α}
= min{|α− α1|, |α− α2|, |α− α3|, . . . , |α− αk|, α}.
It immediately follows that T attains its minimum at uλ0 for some λ0 ∈ Λ. 
Let M be any closed subspace of H and iM : M → H be the inclusion map from
M to H , which is defined as iMx = x, ∀x ∈M . Then it is easy to observe that the
adjoint of iM is the map i
∗
M : H →M , which is defined as,
i∗M (x) =
{
x , if x ∈M,
0 , if x ∈M⊥.
Proposition 5.2. Let T ∈ B(H). Then the following are equivalent;
(1) T ∈ AM(H)
(2) T iM ∈M(M,H) for every nonzero closed subspace M of H
(3) i∗M (T
∗T )iM ∈M(M) for every nonzero closed subspace M of H.
Proof. (1) ⇔ (2) : The proof is direct from the definition of absolutely minimum
attaining operator, if we observe that T |M = T iM for every closed subspace of M
of H .
(2)⇔ (3) : It is a direct consequence of Proposition 3.2 
Theorem 5.3. Let F ∈ B(H) be a finite rank operator. Then for every α ≥ 0 we
have αI − F ∈ AM(H).
Proof. Let T := αI − F . Then we have T ∗ = αI − F ∗ and T ∗T = βI − F˜
where β = α2 and F˜ = α(F + F ∗) − F ∗F is a self-adjoint finite rank operator.
Using Proposition 5.2, it suffices to show that for every closed subspace M of H ,
i∗M (βI − F˜ )iM ∈ M(M). But i∗M (βI − F˜ )iM is a operator from the Hilbert space
M to itself and i∗M (βI − F˜ )iM = β(i∗MIiM )− i∗M F˜ iM = βIM − F˜M , where β ≥ 0,
IM is the identity operator on M and i
∗
M F˜ iM = F˜M is a self-adjoint finite rank
operator on M . Now, Lemma 5.1 implies that βIM − F˜M ∈ M(M). Hence the
theorem. 
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Remark 5.4. As a particular case of the above theorem, it follows that αI − F ∈
M(H), where α ≥ 0 and F is any finite rank operator not necessarily self-adjoint.
We know that finite rank operators, unitary operators and isometries are abso-
lutely minimum attaining and the modulus of these operators is either a positive
finite rank operator or the identity operator. In the first case, 0 is the eigenvalue
with infinite multiplicity and in the second case, 1 is the eigenvalue with infinite
multiplicity. Let T ∈ AM+(H) and λ be the eigenvalue of T with infinite multi-
plicity. In general it is not true that, always either λ = m(T ) or λ = ‖T ‖. We have
the following example to illustrate this.
Example 5.5. Let F : ℓ2 → ℓ2 be defined by
F (en) =

en , if n = 1, 3, 5.
−en , if n = 2, 4.
0 , if n ≥ 6.
Consider the operator T := I − F . Then we have T ≥ 0 and T ∈ AM(H) by
Theorem 5.3. In this case, 1 is the eigenvalue for T with infinite multiplicity,
which is different from m(T ) = 0 and ‖T ‖ = 2.
Lemma 5.6. Let K ∈ B(H) be a positive compact operator and F ∈ B(H) be a self-
adjoint finite rank operator. Then for every α > 0, we have αI −K + F ∈ M(H).
Proof. Firstly, ifK is of finite rank then from Lemma 5.1, T := αI−K+F ∈M(H).
Next, assume that K is of infinite rank. By the spectral theorem, there ex-
ists an orthonormal system of eigenvectors {un}n≥1 and corresponding eigenvalues
{αn}n≥1 such that for all x ∈ H ,
(5.1) (K − F )x =
∞∑
n=1
αn〈x, un〉un.
Moreover, αn ∈ R, ∀n ∈ N and {|αn|}n≥1 is decreasing to 0. Therefore for each
x ∈ H , we have
(5.2) 〈(K − F )x, x〉 =
∞∑
n=1
αn|〈x, un〉|2.
We claim that, there exists a n1 such that αn1 > 0. Suppose not, then by (5.2),
we have 0 ≤ K ≤ F . But F is of finite rank and K is positive, so it follows
that K is also of finite rank. In fact, for every x ∈ R(F )⊥ = N(F ) we have
0 ≤ 〈Kx, x〉 ≤ 〈Fx, x〉 = 0 and so 〈Kx, x〉 = 0. Next, K ≥ 0 implies that
Kx = 0, ∀x ∈ R(F )⊥ = N(F ). Therefore we have N(F ) ⊆ N(K) and consequently
R(K) ⊆ R(F ), which is a contradiction because R(K) is infinite dimensional. Hence
our claim is true. From Equation(5.1), we have σ(K − F ) = {αn}∞n=1 ∪ {0} and
the spectral mapping theorem gives that σ(T ) = {α − αn}∞n=1 ∪ {α}. Now, [10,
Proposition 2.1] implies that m(T ) = d (0, σ(T )) = inf{α, |α − αn|}∞n=1. But we
know that {|αn|}n≥1 is decreasing and αn1 ≥ 0. This implies that α − αn1 ≤
α−αn, ∀n ≥ n1. Next, |αn| → 0 implies that there exists a n2 such that |αn| ≤ α,
∀n ≥ n2. Consequently, α − αn ≥ 0, ∀n ≥ n2. Let n3 = max{n1, n2}. Then we
have |α−αn| ≥ |α−αn3 |, ∀n ≥ n3 and so m(T ) = min{α, |α−αn|}n3n=1. Clearly, T
attains its minimum either at uk for some k ∈ {1, 2, 3, . . . , n3} or at a unit vector
in N(K − F ). 
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Theorem 5.7. Let K ∈ B(H) be a positive compact operator and F ∈ B(H) be a
finite rank operator. Then for every α ≥ ‖K‖2 we have αI −K + F ∈ AM(H).
Proof. Let T := αI −K + F . We prove the theorem in two cases as below.
Case(I): α = 0
In this case, α ≥ ‖K‖2 implies that K = 0 and so T is a finite rank operator.
Therefore T ∈ AM(H).
Case(II): α > 0
We have T ∗T = βI − K˜ + F˜ where β = α2, K˜ = 2αK − K2 is a compact
operator which is positive because α ≥ ‖K‖2 and F˜ = α(F + F ∗)− (KF + F ∗K) +
F ∗F is a self-adjoint finite rank operator. Using Proposition 5.2, it suffices to
show that for every closed subspace M of H , iM
∗(βI − K˜ + F˜ )iM ∈ M(M).
But iM
∗(βI − K˜ + F˜ )iM is an operator from the Hilbert space M to itself and
i∗M (βI − K˜ + F˜ )iM = β(i∗MIiM ) − i∗MK˜iM + i∗M F˜ iM = βIM − K˜M + F˜M , where,
β > 0, IM is the identity operator on M , K˜M = i
∗
MK˜iM is a positive compact
operator on M and F˜M = i
∗
M F˜ iM is a self-adjoint finite rank operator on M . Now,
Lemma 5.6 implies that βIM − K˜M + F˜M ∈ M(M). Hence the theorem. 
So far we could establish a number of sufficient conditions to be satisfied by
absolutely minimum attaining operators, what follows is a necessary condition.
Theorem 5.8. Let T ∈ AM+(H). Then there exists a positive scalar α, a positive
compact operator K and a positive finite rank operator F such that the following is
true:
(1) T = αI −K + F ;
(2) ‖K‖ ≤ α and KF = FK = 0.
Proof. We have T ∈ AM+(H). Then by Theorem 4.8(3), there can exist at most
one eigenvalue for T with infinite multiplicity. We prove the theorem in the follow-
ing two cases separately.
Case(I): T has no eigenvalue with infinite multiplicity.
To prove this case, we follow the approach used in [5]. Let H1 := H and T1 :=
T . Since T ∈ AM(H) and T ≥ 0 we get T1 ∈ M(H1) and T1 ≥ 0. Then by
Proposition 3.1, there exists a u1 ∈ SH1 such that T1u1 = m(T1)u1. Let α1 =
m(T1). Then α1 ≥ 0.
Let H2 := [u1]
⊥
. Note that H1 ⊇ H2 and H2 reduces T . Let T2 := T |H2 . Since
T ∈ AM(H) and T ≥ 0, we get T2 ∈ M(H2) and T2 ≥ 0. Then by Proposition
3.1, there exists a u2 ∈ SH2 such that T2u2 = m(T2)u2. Let α2 = m(T2). Then
α2 ≥ α1 ≥ 0 and u1 ⊥ u2.
Let H3 := [u1, u2]
⊥
. Note that H1 ⊇ H2 ⊇ H3 and H3 reduces T . Let T3 :=
T |H3 . Since T ∈ AM(H) and T ≥ 0 we get T3 ∈ M(H3) and T3 ≥ 0. Then by
Proposition 3.1, there exists a u3 ∈ SH3 such that T3u3 = m(T3)u3. Let α3 =
m(T3). Then α3 ≥ α2 ≥ α1 ≥ 0 and u3 ⊥ ui, i = 1, 2.
Proceeding this way after n many steps we get a sequence of subspaces {Hi}ni=1
of H such that H1 ⊇ H2 ⊇ H3 · · · ⊇ Hn where Hi = [u1, u2, u3, . . . , ui−1]⊥ for all
1 ≤ i ≤ n and also a sequence of scalars {αi}ni=1 such that 0 ≤ α1 ≤ α2 ≤ α3 ≤
· · · ≤ αn, where αi = m(Ti) for all 1 ≤ i ≤ n.
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Next, we claim that Hn 6= {0} for all n ∈ N. If not, then there exists a n ∈ N
such that Hn = {0}. By the projection theorem we have,
H = Hn ⊕Hn⊥ = Hn⊥ = [u1, u2, u3, . . . , un−1] ,
a contradiction to H is infinite dimensional. Therefore Hn 6= {0} for all n ∈ N. So
there exists an infinite sequence of scalars {αn}n∈N such that 0 ≤ αn ≤ αn+1 ≤ ‖T ‖
for all n ∈ N. By the monotonic convergence theorem αn → α for some α ≤ ‖T ‖.
LetM1 = [un : n ∈ N]. Denote byM2 =M⊥1 . We must have dimM2 <∞, if not
then by applying the same procedure as above, we can find an increasing sequence
of eigenvalues of T that converges to a scalar which is greater than α, but this is a
contradiction to Theorem 4.8(2), that is σ(T ) can have at most one limit point.
Denote by, K := αPM1 −TPM1 . Then we have, Kx :=
∞∑
n=1
(α−αn)〈x, un〉, ∀x ∈
H . Now the converse of spectral theorem [6, Theorem 6.2, page 181] gives that K
is a positive compact operator. Clearly, ‖K‖ ≤ α and R(K) =M1.
Denote by, F := TPM2 − αPM2 . Note that F is a finite rank operator and
R(F ) ⊆ M2. Next, M2 is a reducing subspace for T implies that TPM2 = PM2T
[4, Proposition 3.7, page 39] and so F is self-adjoint. Now, m (T |M2) ≥ αn, ∀n ∈ N
implies that m (T |M2) ≥ α. Therefore σp(F ) = {λ − α : λ ∈ σp (T |M2)} ⊆ [0,∞).
Consequently, F is positive.
Clearly, H =M1⊕M2. Then T = TPM1 +TPM2 = (αPM1 −K)+(F +αPM2) =
αI −K + F . Obviously, KF = FK = 0.
Case(II): T has exactly one eigenvalue with infinite multiplicity α (say).
Let M1 := N(T − αI). By the Projection theorem, we have H =M1 ⊕M⊥1 .
Suppose dim M⊥1 < ∞. Since M1 is a reducing subspace for T , T |M⊥
1
is a
positive finite rank operator. By the Spectral theorem, there exists an orthonormal
eigenbasis forM⊥1 . We have α /∈ σp (T |M⊥) since T ≥ 0. LetM2 be the subspace of
M⊥1 which is spanned by all eigenvectors corresponding to the eigenvalues of T |M⊥
1
that are less than α (if no eigenvalues is smaller than α then we take M2 = {0}).
Similarly, define M3 to be the subspace of M
⊥
1 that is spanned by all eigenvectors
corresponding to the eigenvalues of T |M⊥
1
that are greater than α (if no eigenvalues
is greater than α then we take M3 = {0}). Clearly, M⊥1 = M2 ⊕M3 and H =
M1 ⊕M2 ⊕M3. Then we have,
T = TPM1 + TPM2 + TPM3
= αPM1 + TPM2 + TPM3
= αI − (αPM2 − TPM2) + (TPM3 − αPM3 ) [∵ I = PM1 + PM2 + PM3 ] .
This implies that T = αI−K+F whereK = αPM2−TPM2 and F = TPM3−αPM3
are both positive finite rank operators such that KF = FK = 0 and ‖K‖ ≤ α.
In case dim M⊥1 = ∞, let H1 := M⊥1 . Note that H1 reduces T . Denote by
T1 = T |H1 . Since T ∈ AM(H) and T ≥ 0, we get T1 ∈ AM(H1) and T1 ≥ 0.
Moreover, T1 has no eigenvalue with infinite multiplicity. Then by applying same
procedure to T1, like in Case(I), we can get an infinite orthonormal sequence of
eigenvectors {un}∞n=1 and a corresponding sequence of eigenvalues {αn}∞n=1 of T
such that 0 ≤ α1 ≤ α2 ≤ α3 ≤ · · · ≤ ‖T1‖ ≤ ‖T ‖ and αn → β. From Theorem
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4.8(4), we must have α = β. Let us denote by, M2 = [un : n ∈ N]. Let M3 be the
orthogonal compliment of M2 in H1. Then we must have dim M3 <∞, otherwise
σ(T ) will have two distinct limit points, which is not possible by Theorem 4.8(2).
Denote by, K := αPM2 −TPM2 . Then we have, Kx :=
∞∑
n=1
(α−αn)〈x, un〉, ∀x ∈
H . Now the converse of spectral theorem [6, Theorem 6.2, page 181] gives that K
is a positive compact operator. Clearly, ‖K‖ ≤ α and R(K) =M2.
Denote by, F := TPM3 − αPM3 . Note that F is a finite rank operator and
R(F ) ⊆ M3. Next, M3 is a reducing subspace for T implies that TPM3 = PM3T
[4, Proposition 3.7, page 39] and so F is self-adjoint. Now, m (T |M3) ≥ αn, ∀n ∈ N
implies that m (T |M3) ≥ α. Therefore σp(F ) = {λ − α : λ ∈ σp (T |M3)} ⊆ [0,∞).
Consequently, F is positive.
Finally, we have, T = TPM1 +TPM2 +TPM3 = αI− (αPM2 −TPM2)+ (TPM3−
αPM3). It follows that T = αI −K + F . 
Theorem 5.9. Let T ∈ B(H). Then the following are equivalent:
(1) T ∈ AM+(H);
(2) There exists a decomposition for T of the form T := αI − K + F where
K is a positive compact operator with ‖K‖ ≤ α and F is a positive finite
rank operator satisfying KF = FK = 0. Moreover, this decomposition is
unique.
Proof. (1) ⇒ (2): We have T ∈ AM+(H). Then from Theorem 5.8, T is of the
form, T = αI −K + F where K is a positive compact operator with ‖K‖ ≤ α and
F is a positive finite rank operator satisfying KF = FK = 0.
It remains to prove the uniqueness part:
Let, if possible T has another decomposition of the form T := αˆI− Kˆ+ Fˆ where
Kˆ is a positive compact operator with ‖Kˆ‖ ≤ α and Fˆ is a positive finite rank
operator satisfying KˆFˆ = Fˆ Kˆ = 0.
By the spectral mapping theorem, we have σ(T ) = α−σ(K−F ). Since K−F is
a self-adjoint compact operator and dim H =∞, by applying the spectral theorem
we get that α is either the limit point of σ(T ) or the eigenvalue of T with infinite
multiplicity. By the similar arguments, we get αˆ is also, either the limit point of
σ(T ) or the eigenvalue of T with infinite multiplicity. Now, Theorem 4.8 implies
that α = αˆ. Next, αI −K + F = αˆI − Kˆ + Fˆ implies that,
(5.3) K − F = Kˆ − Fˆ .
We also have, (K + F )2 = (Kˆ + Fˆ )2 because KF = FK = KˆFˆ = Fˆ Kˆ = 0, but
every positive operator has a unique positive square root[11, Theorem VI.9, page
196], so we must have,
(5.4) K + F = Kˆ + Fˆ .
Now, combining the Equations (5.3) and (5.4), we get K = Kˆ and F = Fˆ .
(2) ⇒ (1): We have T ∈ B(H) and T is of the form T := αI −K + F where K
is a positive compact operator such that ‖K‖ ≤ α and F is a finite rank operator.
Then, T ≥ 0 because αI − K ≥ 0 and F ≥ 0. From Theorem 5.7, it follows that
T ∈ AM+(H). 
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Let T ∈ AM+(H). Then, according to [5, Definition 3.9], T is of
(1) first type if it has no eigenvalue of infinite multiplicity,
(2) second type if it has a unique eigenvalue of infinite multiplicity.
The next theorem completely characterizes the positive absolutely minimum at-
taining operators of both the types.
Theorem 5.10. Let T ∈ B(H). Then the following are equivalent:
(1) T ∈ AM+(H)
(2) There exists a unique decomposition for T of the form T := αI − K + F
where K is a positive compact operator with ‖K‖ ≤ α and F is a positive
finite rank operator satisfying KF = FK = 0. Moreover,
(a) T is of first type whenever N(K − F ) is finite dimensional,
(b) T is of second type whenever N(K − F ) is infinite dimensional.
Proof. First part of the proof follows directly from Theorem 5.9. Next, by spectral
mapping theorem, we have σ(T ) = α − σ(K − F ). Clearly, T has an eigenvalue
of infinite multiplicity if and only if N(K − F ) is infinite dimensional. Hence the
theorem. 
Remark 5.11. If F = 0, in Theorem 5.10 2(a), then T = αI −K. In this case,
α = ‖T ‖. This is exactly the structure theorem obtained for first type positive
absolutely minimum attaining operators [5, Theorem 4.6]. But this is not the case
always, for instance, we have an example below.
Example 5.12. Let D : ℓ2 → ℓ2 be defined by,
D(en) =
{
0 , if n = 1,
1
n
en , if n ≥ 2.
Let P be the orthogonal projection onto [e1]. Consider the operator, T := I−D+P .
We have T ∈ AM+(ℓ2) by Theorem 5.7. Clearly, α = 1, ‖T ‖ = 2 and α < ‖T ‖.
The following example shows that the set AM(H) is not closed under addition.
Example 5.13. Let U : ℓ2 → ℓ2 be defined as,
U(en) =
(√
1
n
+ i
√
1− 1
n
)
en, ∀n ∈ N
Then U ∈ AM(ℓ2) because it is unitary. Obviously, the identity operator I ∈
AM(ℓ2). But I + U /∈ AM(ℓ2). In fact, for each x ∈ Sℓ2 we have,
‖(I + U)x‖2 =
∞∑
n=1
(1 +√ 1
n
)2
+
(
1− 1
n
) |xn|2 = ∞∑
n=1
(
2 + 2
√
1
n
)
|xn|2 > 2.
On the other hand, we have inf ‖(I+U)en‖ =
√
2. Therefore, m(I+U) =
√
2. But
‖(I + U)x‖ > √2, ∀x ∈ Sℓ2 . Hence I + U /∈ AM(ℓ2).
Corollary 5.14. The class, AM+(H) is closed under addition. In fact, AM+(H)
is a cone in the real Banach space of self-adjoint operators.
Proof. Let T1, T2 ∈ AM+(H). Then T1 + T2 is obviously positive. Next, by
Theorem 5.9, there exists positive scalars α1, α2, positive compact operatorsK1,K2
and positive finite rank operators F1, F2 such that T1 = α1I −K1 + F1 and T2 =
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α2I − K2 + F2 where ‖K1‖ ≤ α1 and ‖K2‖ ≤ α2 . Moreover, K1F1 = F1K1 = 0
and K2F2 = F2K2 = 0. Then T1+T2 = (α1+α2)I − (K1+K2) + (F1+F2). Now,
by Theorem 5.7, T1 + T2 ∈ AM+(H). Suppose T and −T both are in AM+(H),
then T = 0. This shows that AM+(H) is a proper cone in the real Banach space
of self-adjoint operators. 
Theorem 5.15. Let T ∈ B(H1, H2). Then the following statements are equivalent:
(1) T ∈ AM(H1, H2)
(2) |T | ∈ AM+(H1)
(3) T ∗T ∈ AM+(H1).
Proof. (1)⇔ (2): We have,
‖Tx‖2H2 = 〈Tx, Tx〉H2 = 〈|T |x, |T |x〉H1 = ‖|T |x‖
2
H1
, ∀x ∈ H1.
Clearly, T ≥ 0. It follows that T ∈ AM(H1, H2) iff |T | ∈ AM+(H1).
(2)⇒ (3): Let |T | ∈ AM+(H1). Then by Theorem 5.9, there exists a decompo-
sition for |T | of the form |T | := αI−K+F where K is a positive compact operator
with ‖K‖ ≤ α and F is a positive finite rank operator satisfying KF = FK = 0.
This implies, T ∗T = |T |2 = βI − K˜ + F˜ , where β = α2, K˜ = 2αK −K2 is a com-
pact operator which is positive because α ≥ ‖K‖ and F˜ = 2αF + F 2 is a positive
finite rank operator. Next, by the Spectral radius formula for normal operators [1,
Theorem 1] , ‖K˜‖ = sup{2αλ − λ2 : λ ∈ σ(K)} ≤ α2 = β. Since R(K˜) ⊆ R(K)
and R(F˜ ) ⊆ R(F ), we have K˜F˜ = F˜ K˜ = 0. Then by applying Theorem 5.9 once
again, we conclude that T ∗T ∈ AM+(H).
(3) ⇒ (2): Let T ∗T ∈ AM+(H1). Then by Theorem 5.9, there exists a de-
composition for T ∗T of the form T ∗T := αI −K + F where K is a positive com-
pact operator with ‖K‖ ≤ α and F is a positive finite rank operator satisfying
KF = FK = 0.
By the spectral theorem, there exists an finite or infinite orthonormal sequence
of eigenvectors {un}n≥1 corresponding to the eigenvalues {αn}n≥1 of K such that,
Kx =
∑
n≥1
αn〈x, un〉un, ∀x ∈ H.
Moreover, αn ≥ αn+1 ≥ 0, ∀n ≥ 1 and in case if, {un}n≥1 is an infinite sequence
then αn → 0. Let us denote by M1 = [un : n ≥ 1]. Similarly, by applying the
spectral theorem to F , we get a finite orthonormal sequence of eigenvectors {vn}kn=1
corresponding to the eigenvalues {βn}kn=1 of F such that,
Fx =
k∑
n=1
βn〈x, vn〉vn, ∀x ∈ H.
Moreover, βk ≥ βk−1 ≥ . . . β2 ≥ β1 ≥ 0. Let us denote by M2 = [vn : 1 ≤ n ≤ k].
We have, M1 ⊥ M2. Let M3 be the orthogonal compliment of M1 ⊕ M2 in H .
Clearly, H =M1⊕M2⊕M3. Let {wλ}λ∈Λ be an orthonormal basis for M3. Using
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the decomposition for T ∗T , we have,
T ∗Tx = α
∑
λ∈Λ
〈x,wλ〉wλ +
∑
n≥1
(α− αn)〈x, un〉un +
k∑
n=1
(α+ βn)〈x, vn〉vn, ∀x ∈ H.
Let us consider the operator S : H → H defined as,
Sx = α
1
2
∑
λ∈Λ
〈x,wλ〉wλ+
∑
n≥1
(α− αn)
1
2 〈x, un〉un+
k∑
n=1
(α+ βn)
1
2 〈x, vn〉vn, ∀x ∈ H.
Then S ≥ 0 because we have αn ≤ α, ∀n ≥ 1. By the definition, S is positive
square root of T ∗T = |T |2, but positive square root is unique. Therefore we must
have S = |T |. Let us define K1 : H → H by,
K1x :=
∑
n≥1
(
(α− αn)
1
2 − α 12
)
〈x, un〉un, ∀x ∈ H.
If the set,{un}n≥1 is finite then K1 is a positive finite rank operator. In case if the
set,{un}n≥1 is infinite, we have the sequence {(α− αn)
1
2 −α 12 }n≥1 is monotonically
decreasing to 0. Now, the converse of Spectral theorem [6, Theorem 6.2, page 181]
gives thatK1 is a positive compact operator. Clearly, ‖K1‖ ≤ α 12 and R(K1) =M1.
Let us define F1 : H → H by,
Fx =
k∑
n=1
(
(α+ βn)
1
2 − α 12
)
〈x, vn〉vn, ∀x ∈ H.
Clearly, F1 is a positive finite rank operator and R(F1) = M2. Moreover, we have
K1F1 = F1K1 = 0. Now, it is easy to observe that |T | = α 12 I −K1 + F1. Then by
Theorem 5.9, we have |T | ∈ AM+(H). 
Corollary 5.16. Let T ∈ B(H) be positive. Then T ∈ AM+(H) if and only if
T
1
2 ∈ AM+(H).
Proof. Since T ≥ 0, Theorem 5.15 implies that T ∈ AM+(H) if and only if T 2 ∈
AM+(H). Consequently, T ∈ AM+(H) if and only if T 12 ∈ AM+(H). 
Corollary 5.17. Let T ∈ B(H) be normal. Then T ∈ AM(H) if and only if
T ∗ ∈ AM(H).
Proof. We have T is normal and so |T ∗| = |T |. Now the proof is immediate from
Theorem 5.15. 
Remark 5.18. Note that Corollary 5.17 is not valid in general for all absolutely
minimum attaining operators. We have the following example.
Example 5.19. Let V : ℓ2 → ℓ2 be defined by,
V (en) = e2n, ∀n ∈ N.
Then, we have V ∈ AM(ℓ2) because it is an isometry. Now, the adjoint V ∗ : ℓ2 →
ℓ2 is be given by,
V ∗(en) =
{
0 , if n is odd
en
2
, if n is even.
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Then V ∗ is a partial isometry such that both N(V ∗) and R(V ∗) are infinite dimen-
sional, hence by Proposition 5.22(which is proved later), V ∗ /∈ AM(ℓ2). Notice
that V is not normal.
Proposition 5.20. Let T ∈ AM(H). Then either N(T ) or R(T ) is finite dimen-
sional.
Proof. From Theorem 5.15, T ∈ AM(H) implies that T ∗T ∈ AM+(H). Then by
Theorem 5.9, T ∗T has a decomposition of the form,
T ∗T = αI −K + F
where K is a positive compact operator with ‖K‖ ≤ α and F is a positive finite
rank operator such that KF = FK = 0.
Next, σ(T ∗T ) = α − σ(K − F ) implies that if there exists an eigenvalue with
infinite multiplicity for T ∗T then it must be ‘α’. We have the following two cases,
Case(I): α = 0
Since ‖K‖ ≤ α, we have K = 0 and T ∗T = F is a finite rank operator. Now,
R(T ∗T ) = R(T ∗) implies that dim R(T ∗) < ∞. From the singular value decom-
position theorem [6, Theorem 4.1, page 248], it is easy to observe that an operator
is of finite rank if and only if its adjoint is of finite rank. So we must have dim
R(T ) <∞.
Case(II): α > 0
In this case, we have dim N(T )= dim N(T ∗T ) < ∞. Otherwise, ‘0’ has to be
the eigenvalue for T ∗T with infinite multiplicity and α = 0, which is not true. 
Proposition 5.21. Let P ∈ B(H) be an orthogonal projection. Then P ∈ AM+(H)
iff either N(P ) or R(P ) is finite dimensional.
Proof. We have P ≥ 0. Suppose R(P ) is finite dimensional. Then obviously,
P ∈ AM+(H). In case N(P ) is finite dimensional, then P = I − PN(P ) and
PN(P ) ≥ 0. Therefore by Theorem 5.9, P ∈ AM+(H). 
Proposition 5.22. Let V ∈ B(H) be partial isometry. Then V ∈ AM(H) iff
either N(V ) or R(V ) is finite dimensional.
Proof. The proof is immediate from Theorem 5.15 and Proposition 5.21, if we
observe that |V | = PR(V ). 
Proposition 5.23. Let V ∈ AM(H) be a partial isometry and F is a finite rank
operator. Then ∀α ≥ 0, we have αV − F ∈ AM(H).
Proof. Let us denote by T := αV − F . Since V ∈ AM(H), we have either N(V )
or R(V ) is finite dimensional. Firstly, if R(V ) is finite dimensional, we are already
done because T is a finite rank operator. In the other case, let N(V ) be finite
dimensional. Then we have T ∗T = α2PR(V ∗)− [αV ∗F + αF ∗V + F ∗F ] = α2I − F˜
where F˜ = α2PN(V ) + αV
∗F + αF ∗V + F ∗F is a finite rank operator. Now, the
proof follows directly from Theorem 5.3 and Theorem 5.15. 
Remark 5.24. The above Proposition is valid, in particular if we allow V to be
an isometry, projection or a co-isometry.
Using the polar decomposition theorem, Theorem 5.9 can be extended to a more
general case, as below.
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Theorem 5.25. Let T ∈ B(H1, H2). Then the following are equivalent:
(1) T ∈ AM(H1, H2);
(2) There exists a decomposition for T of the form T := V (αI −K + F ) where
K ∈ B(H1) is a positive compact operator with ‖K‖ ≤ α, F ∈ B(H1) is a
positive finite rank operator satisfying KF = FK = 0 and V ∈ B(H1, H2)
is a partial isometry such that N(V ) = N(αI − K + F ). Moreover, this
decomposition is unique.
Proof. (1)⇒ (2):
We have T ∈ B(H1, H2), then by the polar decomposition theorem there exists
a unique partial isometry V ∈ B(H1, H2) such that T = V |T | and N(V ) = N(|T |).
From Theorem 5.15, T ∈ AM(H1, H2) implies that |T | ∈ AM+(H1). Next, by
Theorem 5.9, there exists a decomposition for |T | of the form T := αI − K + F
where K ∈ B(H1) is a positive compact operator with ‖K‖ ≤ α and F ∈ B(H1)
is a positive finite rank operator satisfying KF = FK = 0. Clearly, we have
N(V ) = N(|T |) = N(αI −K + F ). Next, the uniqueness of the V is clear and the
uniqueness of α,K, F comes from the uniqueness of the decomposition for |T |.
(2)⇒ (1):
Let T ∈ B(H1, H2) and has the decomposition of the form given in (2). Let us,
denote by P := αI−K+F . Since αI−K ≥ 0 and F ≥ 0, we have P ≥ 0. We also,
have V is a partial isometry with N(V ) = N(αI −K + F ) = N(P ). Therefore by
the uniqueness of the polar decomposition theorem, we must have |T | = P . That
is, |T | = αI −K + F . By applying Theorem 5.15 and Theorem 5.9, it follows that
T ∈ AM(H1, H2). 
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