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On Extremal Permutations Avoiding ωN = N N − 1 . . . 1
J.-Y. FOURRE´, D. KROB AND J.-C. NOVELLI†
Dedicated to the memory of Marcel–Paul Schu¨tzenberger
Cet article pre´sente une e´tude des permutations qui e´vitent le motif de la permutation maximale
ωN = N N − 1 . . . 1. Apre`s avoir donne´ les de´finitions classiques, nous montrons que l’ensemble
de ces permutations est un ide´al pour l’ordre de Bruhat faible et faisons l’e´tude de ses e´le´ments
maximaux. Nous exhibons alors un algorithme pour calculer ces e´le´ments et nous montrons que
ceux-ci peuvent eˆtre obtenus a` partir d’un automate. Nous terminons en donnant des estimations
asymptotiques de leur nombre.
This paper presents a study of permutations avoiding the pattern ωN = N N − 1 . . . 1. After re-
calling the basic definitions, we prove that this set of permutations is an ideal for the weak Bruhat
order and begin the study of its maximal elements. We then present an algorithm that generates these
elements and find out that they can be obtained from an automaton. Finally, we give some asymptotics
about their number.
c© 1999 Academic Press
1. INTRODUCTION
Important literature is devoted to the study of permutations that avoid a given pattern or a
given family of patterns (see for instance [1–4, 11, 19]). Indeed, they are involved in several
kinds of contexts such as pattern matching (see [5]), sorting problems (see [8, 13, 20]) or
Schubert polynomials (see [16]). However, even though a lot of work has been carried out on
the study of these permutations, several interesting problems still remain open or unexplored.
In particular, many efforts have been made to enumerate the permutations with the forbidden
subsequence ωN = N N−1 . . . 1 which are related to pairs of standard Young tableaux having
the same shape and height at most N − 1.
First, Regev (see [17]) obtained, using non-trivial methods, an asymptotic estimate of the
number of such permutations. Gessel (see [9]) obtained the exact formula in terms of Bessel
functions some years ago and, more recently, published (see [10]) two bijective proofs of this
result.
The initial motivation for this paper came from the fact that the permutations that avoid ωN
also appear in the context of quantum groups of type A. Let V be a given C-vector space of
dimension N . There is then a variant of Jimbo’s right action (see [12]) of the Hecke algebra
Hn(q) on V⊗n that was introduced in [6, 7] and used as a main tool in [14]. One can then
show (see [15]) that the dimension of the image under this action of the Hecke algebra Hn(q)
in EndC(V⊗n) is exactly equal to the number of permutations that avoid the pattern ωN+1.
Therefore, this paper can be seen as an attempt to use some new ideas coming directly from
this last algebraic context for studying permutations that avoid ωN . It appears, in particular,
that nobody really took into account the fact that this set of permutations was an ideal for
the weak Bruhat order. Since an ideal is characterized by its extremal elements, we focused
this paper on the study of these extremal permutations. We propose here, in particular, an
algorithm for generating these permutations which relies on combinatorial properties of rib-
bons. Using this algorithm, we show that our extremal permutations can be encoded into a
rational language whose minimal automaton has a nice hypercubic structure. The use of this
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automaton then allows us to give enumerative formulas for the extremal permutations that
avoid ωN .
2. PRELIMINARIES
2.1. Permutations avoiding a pattern. In this paper we are interested in studying the set
formed by all permutations of a given order n that avoid the pattern ωN = N N − 1 . . . 1. Let
us, however, first replace this problem in its general context.
DEFINITION 2.1. A permutation σ of Sn avoids the pattern pi of Sk if and only if there is
no subsequence ipi(1) < ipi(2) < · · · < ipi(k) in [1, n] such that σ(i1) < σ(i2) < · · · < σ(ik).
It follows from Definition 2.1 that a permutation σ of Sn avoids ωN if and only if there is
no strictly increasing subsequence i1 < i2 < · · · < iN in [1, n] such that σ(i1) > σ(i2) >
· · · > σ(iN ). In the sequel to this paper we shall denote by n,N the set of permutations of
Sn that avoid the pattern ωN . Note that n,N is equal to Sn when N − 1 ≥ n.
2.2. Compositions and ribbons. A composition of n is a sequence I = (i1, . . . , ir ) of
strictly positive integers whose sum is equal to n. The length `(I ) of the composition I is
then just the number r of integers involved in such a sequence. One usually represents a com-
position I by a ribbon diagram of shape I , i.e., by a skew Ferrers diagram of ribbon shape
I . The ribbon diagram associated with the composition I = (3, 2, 1, 4) is given below as an
example.
Let us now recall that the descent set of a permutation σ of Sn is the subset of [1, n − 1]
denoted by D(σ ) of all integers i ∈ [1, n − 1] such that σ(i) > σ(i + 1). One also associates
with every composition I = (i1, . . . , ir ) of n the subset D(I ) of [1, n−1] defined by D(I ) =
{i1, i1 + i2, . . . , i1 + · · · + ir−1}. The ribbon shape of a permutation σ is then the unique
composition C(σ ) of n such that D(C(σ )) = D(σ ). The ribbon diagram associated with σ is
then the filling from top to bottom and from left to right of the rows of C(σ ) reading σ as a
word. Below we show the ribbon diagram associated with the permutation 245316. Note that
C(245316) = (3, 1, 2).
2 4 5
3
1 6
2.3. The weak Bruhat order. An elementary transposition is a permutation that exchanges
two adjacent numbers i and i + 1 and leaves the others unchanged. This permutation is de-
noted σi . A reduced decomposition of a permutation is a decomposition of this permutation
as a minimal product of elementary transpositions. In what follows, we use the same partial
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ordering on permutations, the weak Bruhat order: a permutation σ is said to be smaller than
a permutation τ if and only if there exists two reduced decompositions of σ and τ such that
the decomposition of σ is a factor of the decomposition of τ . We will then write σ ≤ τ . The
product over the permutations is the classical one, so that if σ = σ(1) . . . σ (n) and τ denotes
σ σ˙i , we have
τ = σ(1) . . . σ (i + 1)σ (i) . . . σ (n).
3. THE IDEAL OF PERMUTATIONS AVOIDING ωN
3.1. The ideal n,N . In what follows, we denote the cardinality of n,N by dn,N , i.e., the
number of permutations of Sn avoiding ωN . We first establish a simple property about n,N .
PROPOSITION 3.1. The set n,N is a lower ideal of Sn for the weak Bruhat order.
PROOF. It suffices to observe that a permutation σ of Sn belongs to n,N if and only if σ
does not have a reduced decomposition of the form
σ = σi1 . . . σirω σir+1 . . . σis ,
where ω stands for an arbitrary reduced decomposition of ωN . The proposition then follows
immediately from this characterization of the elements of n,N . 2
NOTATION 3.2. We will denote by En,N the set of the extremal elements of n,N for the
weak Bruhat order.
We now give a sort of converse of the previous proposition.
PROPOSITION 3.3. Let p be a permutation of length N different from ωN . Then, the set S
of all permutations of Sn with n ≥ N avoiding the pattern p is not a lower ideal of Sn .
PROOF. First, note that the permutation ωn avoids the pattern p. Since ωn is the greatest
permutation for the weak Bruhat order, it is, in particular, greater than the permutation ob-
tained by concatenating (N + 1) . . . n to p that does not avoid the pattern p. So S is not a
lower ideal. 2
NOTE 3.4. Notice that when n ≤ N − 1, the maximal permutation is in En,N so that
En,N = {ωn}.
The next proposition establishes the first property about the set En,N and allows us to derive
a description of n,N in terms of the weak Bruhat order.
PROPOSITION 3.5. Let n and N be two nonzero integers such that n ≥ N. Let σ be an
element of Sn and let r(σ ) denote its associated ribbon diagram. The two following assertions
are equivalent:
(1) σ is an element of En,N ,(2) The two subsequences of σ formed respectively by the first and the last element of each
row of r(σ ) are decreasing and the height of r(σ ) is N − 1.
PROOF. We are going to prove this result by double implication.
Let σ be an element of En,N . We first prove that the subsequence of σ formed by the first
element of each row of r(σ ) is decreasing. Since we will use this result further, it is written as
a lemma. 2
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LEMMA 3.6. Let σ be an element of En,N and let r(σ ) be its associated ribbon diagram.
The subsequence of σ formed by the first element of each row of r(σ ) is decreasing.
PROOF OF THE LEMMA. Let us assume that it is not the case. Then there exist two integers
a < d such that one has the following situation in r(σ ).
ai b c
d
Hence, one has a < d < c. Therefore there exist two consecutive elements x < y of row i
such that x < d < y. By extremality of σ , the permutation obtained from σ by exchanging
x and y has a decreasing subsequence (ai )1≤i≤N of length N . This subsequence must clearly
contain both x and y. Hence there exists an integer i ∈ [1, N − 1] such that ai = y and
ai+1 = x . Note that one has ai+2 < x < d . Hence, the subsequence
a1 > · · · > ai−1 > y > d > ai+2 > · · · > aN
is then also clearly decreasing, but can be extracted from σ which is not possible since σ
belongs to n,N . This contradiction proves the lemma. 2
One can prove, in the same way, that the subsequence formed by the last element of each
row of r(σ ) is decreasing. To prove the first implication of Proposition 3.5, it remains to show
that the height of r(σ ) is N − 1.
Thanks to Lemma 3.6 and since σ belongs to n,N , r(σ ) is at most N − 1. Let us show
that r(σ ) is at least N − 1. Since n ≥ N , σ is different from ωn that does not belong to n,N .
Hence there exists an integer i ∈ [1, n − 1] such that σ(i) < σ(i + 1). As σ is extremal, the
permutation
σσi = σ(1) . . . σ (i − 1)σ (i + 1) σ (i) σ (i + 2) . . . σ (n)
does not belong to n,N and hence must contain a decreasing subsequence of length greater
than or equal to N . Thus σ must contain a decreasing subsequence of length greater than or
equal to N − 1.
Since σ belongs to n,N , we deduce that σ contains a decreasing subsequence of length
N − 1 and hence that the height of r(σ ) is at least N − 1.
Conversely, let σ be a permutation satisfying the conditions of Assertion 2. Since the height
of r(σ ) is N − 1, σ has no decreasing sequence of length N , so that σ belongs to n,N .
Let us now show that σ is an extremal element of n,N . For this purpose, let us consider
a permutation τ which is an immediate successor of σ in the weak Bruhat order. Such a
permutation is obtained by permuting two consecutive elements x < y belonging to the same
row of r(σ ) (say row k). Let us denote by (ai )1≤i≤N−1 (resp. (bi )1≤i≤N−1 the sequence of
the first (resp. last) element of each row. The sequence ai . . . ak−1, y, x, bk+1 . . . bN−1 is then
a decreasing subsequence of τ of length N . Hence, τ does not belong to n,N . So, σ is an
element of En,N . 2
3.2. File-sortable permutations. The number dn,3 of permutations of Sn avoiding 321 is
known to be (see [10]) the nth Catalan number which also enumerates the permutations of Sn
avoiding the pattern 231. It is well known that these last permutations are exactly the stack-
sortable permutations (see Exercise 5 of Section 2.2.1 of [13]). It appears that the permutations
On extremal permutations avoiding ωN = N N − 1 . . . 1 777
Input
Direct track
File
σ (1) σ (n) Output
FIGURE 1. A file mechanism.
ofn,3 can also be described in similar terms. To this purpose, let us introduce the mechanism
consisting of two tracks that is described by Figure 1.
Imagine that a permutation σ = σ(1) . . . σ (n) is positioned at the input of these tracks as
in the above picture. At each step, we are able to perform three kinds of operations: (a) move
the last integer of the input in the second track (File), (b) move the last integer of the input
directly to the output, (c) move the last integer of the second track (File) to the output.
DEFINITION 3.7. A permutation σ is said to be file-sortable if and only if there exists a
succession of allowed moves in the previous game going from σ to the identity.
EXAMPLE 3.8. The permutation 312 is file-sortable (but not stack-sortable). One obtains
the identity 123 as an output from it by making the sequence (a), (a), (b), (c), (c) of allowed
moves in the previous game.
It is now time to prove that n,3 is equal to the set of all file-sortable permutations.
PROPOSITION 3.9. The permutations avoiding 321 are exactly the file-sortable permuta-
tions.
PROOF. Let us first note that if an allowed sequence of (a), (b), (c) sends a permutation
σ to the identity permutation, we can prove that the following algorithm also sends σ to the
identity permutation. We begin with the input filled with σ and the empty file.
At each step, since we want to obtain the identity permutation, we cannot fill the output if
the greatest integer not in it is not at the end of the input or of the file. So, in this case, we
have, necessarily, to put the last integer of the input in the file. In the other case, we move the
greatest integer to the output.
To conclude, we now only have to prove that this algorithm outputs the identity permutation
if and only if σ belongs to n,3. The algorithm outputs the identity permutation if and only
if at each step, the file is composed of increasing integers. Indeed, if it contains a decreasing
sequence, we cannot obtain the identity permutation and if it never contains a decreasing sub-
sequence, the output is necessarily the identity permutation. Let us prove that this situation
only appears when σ belongs ton,3. Indeed, if σ contains the pattern 321, when the interme-
diate element gets to the end of the input, the next move is necessarily a, so that the sequence
of the file is no longer increasing. If σ does not contain the pattern 321, this situation never
appears so that the sequence of the file is always increasing. 2
NOTE 3.10. One easily recovers, from Proposition 3.9, the fact that the elements of n,3
are enumerated by the Catalan numbers. Since there is a unique sequence of allowed moves
that transforms a permutation σ into the identity, we can code such a sequence by a word on
the alphabet {a, a, b} obtained by encoding each (a) move by a, each (b) move by bb and
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each (c) move by a. The word corresponding to the permutation 312 of Example 3.8 is, for
instance, aabbaa. It is easy to see that the mapping that associates the previous word to each
file-sortable permutation is a bijection from n,3 onto the set of all words of length 2n of the
algebraic language defined by the grammar
S −→ 1+ bbS + aSaS .
A simple comparison of generating series allows then, to see that the cardinality of n,3
is equal to the nth Catalan number. Note also, that one can use the previous encoding as
the intermediate step of an explicit bijection between the two sets of stack- and file-sortable
permutations. It is also possible to find another intermediate step to do this bijection, for
example, using the generation trees technique, developed by West (see [21]).
4. GENERATION OF THE ELEMENTS OF En,N
From now on, we will always assume that n ≥ N − 1. The purpose of this subsection is
to present an algorithm generating all the elements of En,N . The first algorithm takes as an
input a permutation σ ∈ Sn also with N − 2 descents and returns as the output a permutation
τ ∈ Sn+1 with N − 2 descents, also.
ALGORITHM 4.1.
INPUT: A permutation σ with N − 2 descents and an integer k ∈ [1, N − 1].
OUTPUT: A permutation τ .
(1) Set the ribbon diagram r(σ ) associated with σ and compute its shape (i1, . . . , iN−1).
(2) Form the composition J := (i1, . . . , ik−1, ik + 1, ik+1, . . . , iN−1).
(3) Fill the ribbon diagram rJ of ribbon shape J according to the following rules:
• Rule 1: If n denotes the length of σ , put n + 1 at the end of the first row of rJ ;
• Rule 2: Move each last element of the first k − 1 rows to the end of the row just
below it;
• Rule 3: Fill the beginning of each row of rJ with the elements of the corresponding
row of r(σ ).
(4) Form the permutation τ by reading the rows of rJ from left to right and from top to
bottom.
The next algorithm sends a set En,N on a new set of permutations. Theorem 4.6, to follow,
will establish that this set is actually En+1,N .
ALGORITHM 4.2.
INPUT: A set En,N , with n ≥ N − 1.
OUTPUT: A set Sn+1,N of permutations.
(1) Set Sn+1,N = ∅.
(2) For every σ ∈ En,N , for every k ∈ [1, N − 1],
(a) Compute the permutation τ obtained by applying Algorithm 4.1 to (σ, k);
(b) If the sequence formed by the first element of each row of the ribbon diagram
associated with τ is decreasing, add τ to Sn+1,N .
NOTE 4.3. Algorithm 4.2 can be interpreted as the construction of a graph where there is
an edge labeled k from σ to τ if τ is output from Algorithm 4.1 applied to (σ, k). We will see,
when studying the converse algorithm, that this graph is in fact a tree.
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NOTE 4.4. One can use the previous result to design a parallel algorithm generating all
permutations of n,N .
EXAMPLE 4.5. In Figure 2, we give a part of the two first levels of the graph built by the
previous algorithm when N = 5. The deleted permutations correspond to the permutations
such that the first elements of each row of their ribbon diagram do not form a decreasing
sequence.
4
3
2
1
1 2 3 4
4
4
4 4
5
4 5 6 64 64 64
3 3 5 5 5
2 2 2 3 3
1
1 2 3 4
1 1 1 2
5 5 5
3 3
2 2 2
2
33
1 1 1 1
FIGURE 2. The beginning of the graph generated by Algorithm 4.2.
We can now give the following important result.
THEOREM 4.6. Algorithm 4.2 sends En,N to En+1,N .
PROOF. By construction, all the elements of Sn+1,N satisfy the conditions of Proposi-
tion 3.5. Thus, Sn+1,N is a subset of En+1,N . Conversely, we only need to show that every
element of En+1,N can be obtained by Algorithm 4.1 from an element of En,N , and an integer
k ∈ [1, N − 1].
The next algorithm sends an element σ of En,N on a permutation and an integer. We will
further prove that applying Algorithm 4.1 to this permutation and this integer, one obtains σ .
ALGORITHM 4.7. INPUT: An element σ of En,N , with n ≥ N.
OUTPUT: A permutation τ and an integer k ∈ [1, N − 1].
(1) Set the ribbon diagram r(σ ) associated with σ .
(2) Let k be the smallest integer such that the kth row of r(σ ) contains at least two elements,
and such that the last-but-one element of the kth row is greater than the last element of
the (k + 1)th row. If such an integer k does not exist, put k = N − 1.
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(3) For every i ∈ [2, k], replace the last element of the (i − 1)th row of r(σ ) by the last one
of the i th row.
(4) Delete the last cell of the kth row of r(σ ).
(5) Glue together in the unique possible way the two ribbon diagrams obtained after the
previous step to obtain a ribbon diagram of height N − 1.
(6) The permutation τ is obtained by reading from top to bottom and from left to right the
rows of the ribbon diagram obtained in Step 5 and the algorithm outputs (τ, k).
Let us first prove that this algorithm is correct, i.e., that the kth row always contains at least
two cells. As n ≥ N , r(σ ) contains at least a row with at least two cells. As the sequence of
the first letter of each row of the ribbon diagram r(σ ) is decreasing, if a row with more than
one cell is followed by a row with exactly one cell, there will exist an integer k satisfying the
condition of Step 2 of Algorithm 4.7. This implies, in particular, that the (N − 1)th row of the
diagram contains at least two cells when k is set to N − 1.
It is easy to see that the ribbon diagram obtained by the previous algorithm defines an
element of En−1,N : its height is equal to N − 1 and the two sequences formed by the first and
last elements of each row are clearly decreasing. Also notice that executing Steps 3 to 5 of
Algorithm 4.7 with another value k′ of k does not output an element of En−1,N : if k′ < k, the
sequence formed by the last elements of each row of the obtained ribbon is not decreasing;
if k′ > k, the permutation output has strictly more than N − 1 descents. This shows that the
pair built by the previous algorithm is the unique predecessor of σ in Algorithm 4.2. Hence
the graph built by Algorithm 4.2 is in fact a tree. 2
5. ENUMERATION OF En,N
In the previous section, we described an algorithm for generating the elements of En,N . In
this section, we use this algorithm to enumerate them and obtain asymptotic equivalents. First,
one can see that there is a natural language on the alphabet AN = [1, N − 1] associated with
the infinite tree built by Algorithm 4.2. As there is a unique path in this tree going from the
root to a given element σ of En,N , we associate with σ the wordw(σ) obtained by reading the
successive labels of the edges of the path. For example, the permutations 456321 and 463521
(in E6,5) are respectively encoded by the words (1, 1) and (1, 2) (see Figure 2).
Let us denote by L N the language
L N = {w(σ), σ ∈ En,N , n ≥ N − 1}.
In order to compute the generating series of its length distribution, we must look for the condi-
tions on the integer k that allow us to obtain an element of En,N when applying Algorithm 4.1
to (σ, k). First, let us give some new definitions that will be useful in what follows.
DEFINITION 5.1. Let σ be an element of En,N and r(σ ) its associated ribbon diagram. We
define X (σ ) as the subset of [1, N − 1] consisting of the indices of the rows of r(σ ) that
have more than one cell. Let a(σ ) be the smallest element of X (σ ) and let b(σ ) be the largest
integer such that [a(σ ), b(σ )] ⊂ X (σ ). Finally, let A(σ ) be the interval [1, b(σ )+1]∩[1, N−
1].
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FIGURE 3. The ribbon diagram of 968574231.
k ∈
1 x1
xa(σ)–1
xb(σ)+1
xa(σ)
a(σ) – 1
a(σ)
b(σ)
b(σ) + 1
FIGURE 4. The ribbon diagram of σ .
Let us give a complete example of the previous definition. Let σ be 968574231(N = 7).
Then X (σ ) = {2, 3, 5} and A(σ ) = [1, 4] as one can see in Figure 3.
LEMMA 5.2. Let σ be an element of En,N , let k be an integer and let τ denote the output
of Algorithm 4.1 applied to (σ, τ ). The two following assertions are equivalent:
(1) τ belongs to En+1,N ;
(2) k belongs to A(σ ).
PROOF OF THE LEMMA. Looking at the definition of Algorithm 4.1, one can easily see
that the sequence of the last element of each row of r(τ ) is always decreasing. Let us now
assume that k belongs to A(σ ). We want to prove that τ is an element of En+1,N . Thanks to
the previous remark and to Proposition 3.5, it remains to prove that the sequence of the first
element of each row is decreasing. Notice that there exists an integer m smaller than k such
that all the rows from 1 to m have exactly one cell and all the rows from m + 1 to k − 1 have
more than one cell. So we are in the situation represented by Figure 4.
Note also that Algorithm 4.1 does not change the first letters of rows m + 1 to N − 1: they
are the same in r(σ ) and in r(τ ). Hence if m = 0, τ belongs to En+1,N . Let us now assume
that m is not zero. In this case, the first letter of the first row is n+1. The first letters of rows 2
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to m of r(τ ), respectively, are the first letters of rows 1 to m−1 of r(σ ). It follows easily from
these remarks that the sequence formed by the first letter of each row of r(τ ) is decreasing
and hence that τ belongs to En+1,N .
Conversely, let us now assume that k does not belong to A(σ ). There exists an integer
l smaller that k such that row l contains one element and row l − 1 contains at least two
elements. Let c (resp. d) be the first element (resp. the last element) of row l − 1 in r(σ ). In
r(τ ), the first element of row l − 1 is still c, but the first element of row i is d and one has
d > c. Hence, τ does not belong to En+1,N . 2
Let us now define an automaton related to the language L N . The main idea for building this
automaton comes from the previous lemma: indeed, assuming that a permutation σ belongs
to En,N , it is sufficient to know X (σ ) to compute the set of all the integers k such that the
output of Algorithm 4.1 applied to (σ, k) is an element τ of En+1,N . Notice in particular that
if τ belongs to En+1,N , X (τ ) = X (σ )∪{k}. The construction of the automaton relies on these
transitions.
DEFINITION 5.3. Let AN be the following automaton:
• The alphabet is {1, 2, . . . , N − 1}.
• The states are the subsets of [1, N − 1].
• The transitions are defined as follows: if S and T are two subsets of [1, N − 1], there is
an arrow labeled k ∈ [1, N − 1] that goes from S to T if and only if
(1) T = S ∪ {k};
(2) S ∩ [1, k − 1] = [i, k − 1], for some i ∈ [1, k].
• The initial state is the empty set and all states are terminal.
Notice that with the previous definition of the transitions, this allows S ∩ [1, k − 1] to be
empty. The next theorem establishes the connection between AN and L N .
THEOREM 5.4. The language recognized by the automaton AN is L N .
PROOF. Using Lemma 5.2, one can easily prove by induction on the length of σ that if σ is
an element of En,N , X (σ ) is the ending state of the automaton when reading the word w(σ).
Hence, all the words of L N are recognized by the automaton AN .
Conversely, let v = uk (with k ∈ [1, N − 1]) be a word recognized by AN . By induction,
we can assume that there exists σ ∈ En,N such that u equals w(σ). According to the previous
result, the automaton AN ends in the state X (σ ) when reading u. By definition of the transi-
tions of AN , one must have X (σ )∩ [1, k − 1] = [i, k − 1] for some i ∈ [1, k]. It then implies
that k − 1 is smaller than b(σ ) and hence that the permutation associated with v belongs to
En,N according to Lemma 5.2. 2
Figure 5 shows the automaton A4.
NOTE 5.5. One can remark that the automaton AN is obtained as follows: take two exact
copies ofAN−1, add the element N−1 to all states of the second copy and add arrows labeled
by N − 1 from a state S to S ∪ {N − 1} if S satisfies S = ∅ or S = {N − 1} or N − 2 ∈ S.
Notice that this property can be used to recursively build AN .
One can associate with every language L defined on some alphabet A, the Poincare´ series
defined by
DL =
∑
n≥0
|L ∩ An| tn .
This series is also called the series of length distribution associated with the language L . We
recall that the series DL is rational when L is a rational language.
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{1}{}
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3
2
1
3
1
1
2
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2
3 2
1
2
1, 3
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3
FIGURE 5. The automaton A4.
THEOREM 5.6. For every N ≥ 1, there exists a polynomial PN (t) ∈ Z[t] such that:
DL N =
PN (t)
(1− (N − 1)t)
N−3∏
i=1
(1− i t)
⌊
N
i+1
⌋ .
PROOF. We first give the following lemma that will be useful in the proof.
LEMMA 5.7. The series DL N has all its poles in the set
{ 1
i , i ∈ [1, N − 1]
}
.
PROOF OF THE LEMMA. Let fN be the function that associates with every word w recog-
nized by AN the strictly increasing subsequence of P([1, N − 1]) formed by all the states of
AN where one passes when reading w and after elimination of repetitions. The pre-images of
the strictly increasing subsequences of P([1, [N − 1]) beginning with the empty set form a
partition of L N . Let P = (S0, . . . , Sk) (with S0 = ∅) be such a path inAN . The pre-image of
P by fN is the language:
L(P) = Y (S0)∗ y1 Y (S1)∗ y2 . . . Y (Sk)∗,
where yi is the label of the arrow going from Si−1 to Si and where Y (Si ) is the set of the labels
of the loops of the state Si in AN (Y (Si ) is a subset of Si ). The series of length distribution
associated with the language L(P) is therefore equal to
DL(P) = t
k
k∏
i=0
(1− |Y (Si )|t)
.
Since L N is partitioned by the languages L(P), since there is a finite number of strictly in-
creasing sequences in P([1, N − 1]) and since every Y (S j ) has a cardinality smaller than
or equal to N − 1, the series DL N is the finite sum of the series DL(P) and its poles form,
therefore, a subset of all the poles of the DL(P), hence of { 1i , i ∈ [1, N − 1]}. 2
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{2}
{}
{1,2}
{1}
2,3 1,2,3
13
2 2
1
1
FIGURE 6. Another version of A4.
COROLLARY 5.8. Using the notations of the previous lemma, the following formula holds:
DL N =
∑
P=(S0,...,Sk )
tk
k∏
i=0
(1− |Y (Si )|t)
.
LEMMA 5.9. Let S be the ending state of the word associated with an element σ of En,N
with n ≥ N. Let a be the smallest element of S and b be the greatest integer such that
[a, b] ⊂ S. Then Y (X (σ )) = [a, b].
PROOF OF THE LEMMA. With the notations of Lemma 5.2, it is sufficient to note that
Y (X (σ )) = A(σ ) ∩ X (σ ). 2
Let P = (S0, . . . , Sk) be a strictly increasing sequence of P([1, N − 1]) with S0 = ∅.
If one considers two distinct indices j < k, the intervals Y (S j ) and Y (Sk) satisfy either
Y (S j ) ⊂ Y (Sk) or min(Y (S j )) − max(Y (Sk)) ≥ 2. Hence the number of indices i in P
such that |Y (S j )| = r is at the most |N/(r + 1)|. So the exponent of the term 1 − r t in the
denominator of the series DL P is at the most |N/(r + 1)|. To finish the proof of the theorem,
it remains to prove that 1/(N−2) is not a pole of the seriesDL N . It is sufficient to remark that
one can identify all the states of the automaton AN from where N − 1 arrows stem from (the
states [1, N − 2], [2, N − 1] and [1, N − 1]) with the state [1, N − 1]. As the states [2, N − 1]
and [1, N − 2] are the only ones with N − 2 loops, one can perform the same construction
with this reduced automaton, and prove that 1/(N − 2) is not a pole of DL N . 2
NOTE 5.10. As we saw previously, the automaton AN is obtained by taking two copies of
the automaton AN−1. One can identify these two copies by adding loops on the states from
where an arrow joins one copy with the other. This means that we can identify the states S
and S ∪ {N − 1} with this trick. For example, the automaton A4 is the same as the automaton
of Figure 6.
A final reduction can be performed by noticing that we necessarily have to insert the letter
2 just after the letter 1 if it has not been inserted yet. This is the only restriction due to the first
letter. So we can ignore this letter and replace the transitions labeled by 2 by the automaton
recognizing 1∗ 2. For N = 4, this leads to the automaton of Figure 7 which is the minimal
automaton recognizing L4.
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{1}{}
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2
1
2
1,2,3
1
FIGURE 7. The minimal automaton associated with L4.
NOTE 5.11. Thanks to Theorem 5.6 and Corollary 5.8, one can see that N − 1 is in fact a
pole of DL N . Indeed, one can compute the simple elemental decomposition of DL N . It then
appears that the coefficient of the pole 1−(N−1)t is a sum of positive terms, so that it cannot
be zero.
COROLLARY 5.12. Let us denote by en,N the cardinality of En,N ,
en,N ∼
n→+∞ C(N − 1)
n .
Based on numerical evidences, we however conjecture a finer formula for the equivalent of
en,N .
CONJECTURE 5.13. We conjecture that
en,N = (N − 1)
n−2
((N − 2)!)2 +
(N − 3)n−3
((N − 4)!)2 × (N − 4) + O((N − 4)
n).
One can compare this result to the asymptotics of dn,N found by Regev (see [17]).
COROLLARY 5.14. One has:
dn,N ∼
n→+∞ A(N )
√
n
N−2
(
1
n
) (N−2)(N+1)
2
(N − 1)2n,
where A(N ) only depends on N.
6. TABLES
The next proposition is a well-known result of Schensted (see [18]).
PROPOSITION 6.1. The set n,N is the set of all permutations of Sn whose insertion
tableau (given by Schensted’s algorithm) has a height less than or equal to N − 1.
COROLLARY 6.2. The number dn,N of permutations of Sn avoiding ωN is equal to
dn,N =
∑
λ`n
l(λ)≤N−1
f 2λ ,
where fλ stands for the number of standard Young tableaux of shape λ.
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EXAMPLE 6.3. The numbers dn,N of permutations of (n, N ) are given below for small
values of n and N . These numbers can be easily computed using Corollary 6.2 in relation to
the classical hook-length formula.
n\N 1 2 3 4 5 6 7 8 9 10
1 0 1 1 1 1 1 1 1 1 1
2 0 1 2 2 2 2 2 2 2 2
3 0 1 5 6 6 6 6 6 6 6
4 0 1 14 23 24 24 24 24 24 24
5 0 1 42 103 119 120 120 120 120 120
6 0 1 132 513 694 719 720 720 720 720
7 0 1 429 2 761 4 582 5 003 5 039 5 040 5 040 5 040
8 0 1 1 430 15 767 33 324 39 429 40 270 40 319 40 320 40 320
9 0 1 4 862 94 359 261 808 344 837 361 302 362 815 362 879 362 880
10 0 1 16 796 586 590 2 190 688 3 291 590 3 587 916 3 626 197 3 628 718 3 628 799
EXAMPLE 6.4. The numbers en,N of permutations of En,N are given below for small val-
ues of n and N .
n\N 1 2 3 4 5 6 7 8 9 10
1 0 1 1 1 1 1 1 1 1 1
2 0 1 1 1 1 1 1 1 1 1
3 0 1 2 1 1 1 1 1 1 1
4 0 1 4 3 1 1 1 1 1 1
5 0 1 8 8 4 1 1 1 1 1
6 0 1 16 22 13 5 1 1 1 1
7 0 1 32 63 42 19 6 1 1 1
8 0 1 64 185 143 69 26 7 1 1
9 0 1 128 550 516 259 104 34 8 1
10 0 1 256 1 644 1 945 1 035 420 148 43 9
EXAMPLE 6.5. In the following table we give the first polynomials PN (t).
P2 P3 P4 P5 P6 P7 P8 P9 P10
1 1 1 1 1 1 1 1 1 1
t −2 −4 −10 −14 −23 −31 −43 −51
t2 2 34 70 214 404 808 1 144
t3 −48 −154 −1 044 −2 898 −8 750 −14 892
t4 25 143 2 882 12 566 60 611 124 971
t5 −36 −4 500 −33 974 −281 647 −709 997
t6 3 694 56 742 894 684 2 789 056
t7 −1 260 −55 394 −1 940 244 −7 592 764
t8 27 324 2 811 682 14 110 130
t9 −4 320 −2 591 614 −17 248 294
t10 1 369 872 12 870 776
t11 −317 520 −4 980 240
t12 604 800
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