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Abstract
In this paper, we present a geometric norm equality involving an admissible linear form o
for the Shilov boundary of a homogeneous Siegel domain D: We prove that the validity of this
norm equality is equivalent to the symmetry of D and the reduction of o essentially to the
Koszul form. This, in particular, reveals a geometric reason that the Poisson kernel is
annihilated by the Laplace–Beltrami operator if and only if D is symmetric, a theorem due to
Hua, Look, Kora´nyi and Xu.
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0. Introduction
Let D be an irreducible homogeneous Siegel domain in a complex vector space Z;
and S the Shilov boundary of D: Let Pðz; zÞ stand for the Poisson kernel of D deﬁned
in terms of the Szego¨ kernel as in Hua’s book [9], where zAD and zAS: We denote by
LD the Laplace–Beltrami operator on D corresponding to the Bergman metric of D:
The purpose of this paper is to disclose a geometric background behind the following
theorem on the harmonicity of Pð; zÞ:
Theorem A (Hua–Look, Kora´nyi, Xu). LDPð; zÞ ¼ 0 for any zAS if and only if the
domain D is symmetric.
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Here is a short history about Theorem A. In the paper Hua and Look [10] gave a
proof to the ‘‘if part’’ for the classical bounded symmetric domains by direct and
case-by-case calculations, and Kora´nyi [15] for general symmetric Siegel domains.
Kora´nyi’s proof is via the mean-value property and actually shows a stronger fact
that the Poisson kernel is annihilated by any G-invariant differential operator
without constant term, where G is the connected component of the identity of the
group of holomorphic automorphisms of D: Note that G is a semisimple Lie group
for symmetric D: On the other hand, Lu [20] seems to be the ﬁrst paper that
presented an example of non-symmetric homogeneous Siegel domain for which
Pð; zÞ is not harmonic. Later, Xu [34] gave a proof to the ‘‘only if part’’. However,
Xu’s proof is hardly traceable at least for the present author, and in fact requires to
understand his own theory of N-Siegel domains (see also [35]). The motivation of the
present work was to improve this situation, and we have been successful in ﬁnding a
way parallel to the one that we took in [22,23] for the study of commutativity of the
Berezin transforms with the Laplace–Beltrami operator. Our actual theorem is
stronger than the original theorem in that in non-symmetric domains, the Poisson
kernel is not killed by the Laplace–Beltrami operator with respect to any standard
Hermitian metric on D:
Our approach is to make use of the split solvable Lie group G acting simply
transitively on D; so that instead of on D; analysis is done on the group manifold G
with G acting by left translations. By Pyatetskii-Shapiro [26], the Lie algebra g of G
has a structure of normal j-algebra. Thus we have an integrable almost complex
structure J on g and a linear form o on g such that the bilinear form /x j ySo :¼
/½Jx; y;oS deﬁnes a J-invariant inner product on g: If o is the Koszul form b (see
(1.3)), then the inner product /  j Sb corresponds to the real part of the Hermitian
inner product deﬁned by the Bergman metric of D up to a positive constant multiple
upon identifying G with D via the orbit map c : g/g  e; where e is the base point of
D speciﬁed in (1.13). Our Laplace–Beltrami operator is the left G-invariant
differential operator Lo on G corresponding to the left invariant Riemannian
metric induced by the inner product /  j So: The operatorLo is expressed in terms
of elements of the universal enveloping algebra of g: We accordingly work with the
Poisson kernel PGz transferred to G:
PGz ðgÞ :¼ PðcðgÞ; zÞ ðgAG; zASÞ:
In order to present a key formula from which the norm equality condition
mentioned in the abstract comes up, we need the Cayley transform CS associated to
the Szego¨ kernel of D: The Cayley transform CS is a member of the family of Cayley
transforms that the present author introduced in [24]. In fact CS coincides with Cdþb
in the notation of [24], see (1.18) of the present paper for d and b: We know that CS
maps D onto D :¼ CSðDÞ birationally and biholomorphically and that D is a
bounded domain. Moreover, the closure D is still contained in the holomorphic
domain of CS: The differential dc of the orbit map c at the identity element eAG
gives rise to an isomorphism between the complex vector spaces ðg;	JÞ and Z; the
latter being regarded as the tangent space TeðDÞ of D at e: Observe here that
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ðx j yÞo :¼ /x j ySo þ i/Jx j ySo deﬁnes a Hermitian inner product on ðg;	JÞ:
Then, via dc; we have a Hermitian inner product on Z; denoted also by ð j Þo; and
we transfer it canonically to the ambient vector space of D: Let CoAg be the element
for which tr ðad xÞ ¼ /x jCoSo holds for any xAg: Now the key formula is as
follows:
LoP
G
z ðeÞ ¼ ð	jjCSðzÞjj2o þ/Co; aSÞPGz ðeÞ;
where a is some linear form on g coming from the Szego¨ kernel (Proposition 4.8).
The following is the result of the ﬁrst half of this paper (Theorem 4.11):
Theorem B. LoP
G
z ¼ 0 is true for any zAS if and only if the equality
jjCSðzÞjj2o ¼ /Co; aS ð*Þ
holds for any zAS:
In this way, the harmonicity of the Poisson kernel turns out to be equivalent to a
geometric condition that the image CSðSÞ of the Shilov boundary S of D under this
particular Cayley transform CS should lie on a sphere centered at the origin. We
would like to emphasize that it is only after the introduction of CS that one can
formulate and give a geometric interpretation to the computation result ofLoP
G
z ðeÞ
in such a manner. This is the point that Xu’s paper [34] lacks.
The second half of this paper begins with an analysis of the geometric norm
equality ð*Þ; and we obtain
Theorem C. The norm equality ð*Þ holds for any zAS if and only if
(1) the domain D is symmetric,
(2) oj½g;g is a positive number multiple of bj½g;g:
From Theorems B and C we get immediately
Theorem D. LoPð; zÞ ¼ 0 for any zAS if and only if
(1) D is symmetric,
(2) oj½g;g is a positive number multiple of bj½g;g:
Thus if we take o ¼ b in Theorem D from the beginning, we get Theorem A.
Actually Theorem D shows that if D is non-symmetric, then the Poisson kernel is not
harmonic in the Hermitian metric on the Siegel domain D corresponding to any
admissible linear form.
The ‘‘only if part’’ of Theorem C is proved in Section 5, and we need quite a good
deal of computations divided into several steps to accomplish it. We reduce D to a
quasisymmetric domain by using a criterion due to D’Atri and Dotti [5] (see
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Proposition 1.1 of the present paper), and Dorfmeister’s criterion Proposition 1.2
proved in [3] is a tool for our ﬁnal reduction of D to a symmetric domain.
The ‘‘if part’’ of Theorem C is established in Section 6. In this case our Cayley
transform CS can be transformed to such standard Cayley transform Cb described in
terms of Jordan triple system structure as is found in [19,30] up to a positive number
multiple (see (6.4)). Then the norm equality is translated into another form (6.5) by
using Cb: We know that the bounded symmetric domain Db :¼ CbðDÞ is the Harish-
Chandra model of a non-compact Hermitian symmetric space. The connected
component G of the group of holomorphic automorphisms of Db is a semisimple Lie
group with trivial center. Let K be the stabilizer of the origin in G: Then K is a
maximal compact subgroup of G: As is well-known (see [16] for example), the Shilov
boundary of Db is not only a K-orbit but also a G-orbit. The translated norm
equality is an easy consequence of these observations.
1. Preliminaries
1.1. Normal j-algebras
A triple ðg; J;oÞ of a split solvable Lie algebra g; a linear operator J on g with
J2 ¼ 	I and a linear form o on g is called a normal j-algebra if the following two
conditions are satisﬁed:
½Jx; Jy ¼ ½x; y þ J½Jx; y þ J½x; Jy holds for all x; yAg; ð1:1Þ
/x j ySo :¼ /½Jx; y;oS defines a J-invariant inner product on g: ð1:2Þ
Linear forms o on g satisfying (1.2) are said to be admissible. The Koszul form b
given by
/x; bS :¼ trðadðJxÞ 	 J adðxÞÞ ðxAgÞ: ð1:3Þ
is an example of admissible linear form by Koszul [18, Theorem 1]. Here we present basic
structural facts about normal j-algebras by ﬁxing an admissible linear form o following
[26,28] (see also [27]). We note that Proposition 3.4 in [24] tells us what the set of all
admissible linear forms on g looks like, and the description below of the structure of g is
actually independent of the choice of admissible linear form by Nomura [24, Lemma 3.2].
Given a normal j-algebra ðg; J;oÞ; we denote by n the derived algebra: n :¼ ½g; g:
Let a be the orthogonal complement of n in g relative to the J-invariant inner product
(1.2). Obviously g ¼ a þ n; and we know that a is a commutative subalgebra of g such
that every operator in adðaÞ is diagonalizable on g: Thus we have a simultaneous
eigenspace decomposition g ¼ a þPaAD na; where D is a ﬁnite set in an and
na :¼ fxAn; ½h; x ¼ /h; aSx for all hAag:
The dimension r :¼ dim a is called the rank of the normal j-algebra. One can choose a
basis H1;y; Hr of a such that if we set Ej :¼ 	JHj; then ½Hj; Ek ¼ djkEk: Let
T. Nomura / Journal of Functional Analysis 198 (2003) 229–267232
a1;y; ar be the basis of an dual to H1;y; Hr: Then elements of D; which we call the
roots of g; are of the following form (not all possibilities need occur):
1
2
ðam þ akÞ ð1%kom%rÞ; 12ðam 	 akÞ ð1%kom%rÞ;
1
2
ak ð1%k%rÞ; ak ð1%k%rÞ: ð1:4Þ
We note that nak ¼ REk and that if a; b are distinct roots, then na is orthogonal to nb
with respect to /  j So0 for any admissible linear form o0: Put
H :¼ H1 þ?þ Hr; E :¼ E1 þ?þ Er: ð1:5Þ
Then we have the eigenspace decomposition g ¼ gð0Þ þ gð1=2Þ þ gð1Þ for the
operator ad H; where
gð0Þ :¼ a"
X
m4k
nðam	akÞ=2; gð1=2Þ :¼
Xr
i¼1
nai=2;
gð1Þ :¼
Xr
i¼1
nai"
X
m4k
nðamþakÞ=2:
Clearly we have ½gðiÞ; gð jÞCgði þ jÞ by understanding gðkÞ ¼ 0 for k41: Moreover,
Jnðam	akÞ=2 ¼ nðamþakÞ=2 ðm4kÞ;
Jnai=2 ¼ nai=2 ð1%i%rÞ; ð1:6Þ
so that Jgð0Þ ¼ gð1Þ and Jgð1=2Þ ¼ gð1=2Þ: We remark here that
JT ¼ 	½T ; E ðTAgð0ÞÞ;
JTji ¼ 	½Tji; Ei ðTjiAnðaj	aiÞ=2Þ: ð1:7Þ
The following is a list of constants used in this paper:
nlk :¼ dimR nðal	akÞ=2 ¼ dimRnðalþakÞ=2 ð1%kol%rÞ;
pj :¼
X
k4j
nkj ; qj :¼
X
ioj
nji ð1%j%rÞ;
bj :¼ 12 dimRnaj=2; dj :¼ 1þ 12ðpj þ qjÞ ð1%j%rÞ;
ok :¼ /Ek;oS ¼ jjEkjj2o40 ð1%k%rÞ: ð1:8Þ
1.2. Homogeneous Siegel domains
Let ðg; J;oÞ be the normal j-algebra that we are working with, and G ¼ exp g the
connected and simply connected Lie group corresponding to g: We denote by Gð0Þ
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the subgroup exp gð0Þ of G: By Section 1.1, we know that Gð0Þ acts on V :¼ gð1Þ by
adjoint action. Recall EAV in (1.5) and let O be the Gð0Þ-orbit through E: By Rossi
and Vergne [28, Theorem 4.15], O is a regular open convex cone in V ; and Gð0Þ acts
on O simply transitively. Thus we have a surjective diffeomorphism H{h/hEAO:
By (1.6) the subspace gð1=2Þ is invariant under J; so that it is considered as a complex
vector space U by means of 	J: We put W :¼ VC; the complexiﬁcation of V : The
conjugation of W relative to the real form V is written as w/wn: The real bilinear
map Q deﬁned by
Qðu; u0Þ :¼ 1
2
ð½Ju; u0 	 i½u; u0Þ ðu; u0Agð1=2ÞÞ ð1:9Þ
turns out to be a sesquilinear (complex linear in the ﬁrst variable and antilinear in the
second) O-positive Hermitian map U  U-W : We have Qðu0; uÞ ¼ Qðu; u0Þn for
u; u0AU and Qðu; uÞAO\f0g for all uAU\f0g: The Siegel domain D ¼ DðO; QÞ
deﬁned by these data is
D :¼ fðu; wÞAU  W ; w þ wn 	 Qðu; uÞAOg: ð1:10Þ
Every homogeneous Siegel domain arises in this way. Throughout this paper we
assume that our Siegel domain D is irreducible. Then the cone O is also irreducible
by Kaneyuki [12, Theorem 6.3].
Consider nD :¼ gð1Þ þ gð1=2Þ: It is a nilpotent Lie subalgebra of at most 2-step.
Let ND ¼ exp nD be the corresponding connected and simply connected nilpotent
Lie group contained in G: Then G ¼ NDsGð0Þ: Writing elements of ND by
nða; bÞ ðaAgð1Þ; bAgð1=2ÞÞ; we see by the Campbell–Hausdorff formula that the
group operation is described as
nða; bÞnða0; b0Þ ¼ nða þ a0 	 Im Qðb; b0Þ; b þ b0Þ: ð1:11Þ
The group ND acts on U  W by afﬁne transformations:
nða; bÞ  ðu; wÞ ¼ ðu þ b; w þ ia þ 1
2
Qðb; bÞ þ Qðu; bÞÞ ððu; wÞADÞ: ð1:12Þ
Since ND preserves the expression Re w 	 12 Qðu; uÞ; the group ND leaves the Siegel
domain D stable. On the other hand, the adjoint action of Gð0Þ on gð1=2Þ commutes
with J: In other words, Gð0Þ acts on U complex linearly. Moreover the adjoint
action of Gð0Þ on V ¼ gð1Þ extends complex linearly to W ; so that Gð0Þ acts on D
complex linearly. We now ﬁx the following base point:
e :¼ ð0; EÞAD: ð1:13Þ
Then, given z ¼ ðu; wÞAD; we can ﬁnd a unique hAGð0Þ satisfying hE ¼ Re w 	
1
2
Qðu; uÞ: Taking n ¼ nðIm w; uÞAND; we get z ¼ nh  e by (1.12). Hence G acts on D
simply transitively.
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Let us put A :¼ exp a and set for t ¼ ðt1;y; trÞARr
at :¼ expðt1H1 þ?þ trHrÞAA: ð1:14Þ
For every s ¼ ðs1;y; srÞARr; let ws be the one-dimensional representation of A
deﬁned by wsðatÞ ¼ expð
P
k sktkÞ: We put1
nð0Þ :¼
X
m4k
nðam	akÞ=2: ð1:15Þ
By (1.4), nð0Þ is a nilpotent Lie subalgebra of gð0Þ; and we have n ¼ nð0Þ þ nD: Let
Nð0Þ :¼ exp nð0Þ and N :¼ exp n: It is clear that G ¼ NsA and Gð0Þ ¼ Nð0ÞsA:
We extend ws to a one-dimensional representation of G by deﬁning wsðnÞ ¼ 1 for
nAN: Let us deﬁne functions Ds ðsARrÞ on O by the transfer of wsjGð0Þ:
DsðhEÞ ¼ wsðhÞ ðhAGð0ÞÞ: ð1:16Þ
Evidently it holds that
DsðhxÞ ¼ wsðhÞDsðxÞ ðhAGð0Þ; xAOÞ: ð1:17Þ
In particular, we have DsðlxÞ ¼ ljsjDsðxÞ; where jsj :¼ s1 þ?þ sr for s ¼
ðs1;y; srÞARr: Furthermore, Ds extends to a holomorphic function on the tube
domain Oþ iV as the Laplace transform of the Riesz distribution on the dual cone
On (cf. for example [11, Corollary 2.5]). For hAGð0Þ; let Adgð jÞh :¼ ðAd hÞjgð jÞ for
j ¼ 12; 1. Then, with d :¼ ðd1;y; drÞ and b :¼ ðb1;y; brÞ; we have for hAGð0Þ
det Adgð1Þh ¼ wdðhÞ; det Adgð1=2Þh ¼ wbðhÞ: ð1:18Þ
1.3. Quasisymmetric Siegel domains
Let k be the Bergman kernel of D: We know that (cf. [22, 1.3] for example) if
zj ¼ ðuj ; wjÞAD ð j ¼ 1; 2Þ; then
kðz1; z2Þ ¼ D	2d	bðw1 þ wn2 	 Qðu1; u2ÞÞ ð1:19Þ
up to a positive constant multiple. Let us introduce an inner product /  j Sk on V
by (note that in the previous papers [21,22], /  j Sk is written as /  j SZ)
/v1 j v2Sk :¼ Dv1Dv2 log D	2d	bðEÞ ðv1; v2AVÞ; ð1:20Þ
where Dv f ðxÞ :¼ ðd=dtÞ f ðx þ tvÞjt¼0: Deﬁning En1 ;y; EnrAgð1Þn by /Ei; Enj S ¼ dij
and Enj ¼ 0 on Jnð0Þ; we set for every s ¼ ðs1;y; srÞARr
Ens :¼ s1En1 þ?þ srEnr : ð1:21Þ
1 In the previous papers [21–24], nð0Þ is written as n0:
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Then it holds that (see [21, Lemma 2.2])
/v1 j v2Sk ¼ /½Jv1; v2; En2dþbS: ð1:22Þ
We say that our Siegel domain D ¼ DðO; QÞ is quasisymmetric if the cone O is
selfdual with respect to the inner product (1.20). On the other hand we deﬁne a (non-
associative) product v1v2 in V through the formula
/v1v2 j v3Sk ¼ 	 12Dv1Dv2Dv3 log D	2d	bðEÞ: ð1:23Þ
Then D is quasisymmetric if and only if this is a Jordan algebra product (see [6,
Theorem 2.1] or the proof of Proposition 3 of [5]). In this case V is a Euclidean
Jordan algebra in the sense of Faraut and Kora´nyi [7]. We extend the inner product
(1.20) to a complex bilinear form on W  W ; which is denoted by the same symbol
/  j Sk: Put
ðu1 j u2Þk :¼ /Qðu1; u2Þ j ESk ðu1; u2AUÞ: ð1:24Þ
It is easy to see that this deﬁnes a Hermitian inner product on U : For every wAW ; let
jðwÞ be the complex linear operator on U determined by
ðjðwÞu1 j u2Þk ¼ /Qðu1; u2Þ j wSk ðu1; u2AUÞ: ð1:25Þ
Clearly jðEÞ is the identity operator, and it is readily seen that jðwnÞ ¼ jðwÞn:
By Dorfmeister [6, Theorem 2.1], we know that, if D is quasisymmetric,
the assignment W{w/jðwÞ is a Jordan algebra representation (see also [21,
Section 4]), that is,
2jðw1w2Þ ¼ jðw1Þjðw2Þ þ jðw2Þjðw1Þ for all w1; w2AW : ð1:26Þ
Recalling that we are assuming that D is irreducible, we quote here the following
useful criterion for D to be quasisymmetric proved in [5, Proposition 3].
Proposition 1.1 (D’Atri and Dotti). The Siegel domain D is quasisymmetric if and
only if
(1) nmk are independent of m,k;
(2) bj are independent of j.
We also quote the following criterion for irreducible quasisymmetric D to be
symmetric due to Dorfmeister (see [3, Corollary 1] for a proof).
Proposition 1.2 (Dorfmeister). Suppose that D is quasisymmetric, so that V has a
Jordan algebra structure. Then D is symmetric if and only if there exists a Jordan
frame f1;y; fr of V such that with Uk :¼ jðfkÞU we have jðQðu1; u2ÞÞu1 ¼ 0 for all
u1AU1 and u2AU2:
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2. The Szego¨ kernel and the associated Cayley transform
2.1. The Hardy space and the Szego¨ kernel
We keep to the notation introduced in Section 1 and denote by dx and dmðuÞ the
Euclidean measures normalized by the inner products (1.20) on V and (1.24) on U ;
respectively. The Hardy space H2ðDÞ over the Siegel domain D is the Hilbert space of
holomorphic functions F on D such that
jjF jj2 ¼ sup
tAO
Z
U
dmðuÞ
Z
V
F u; t þ 1
2
Qðu; uÞ þ ix
  2 dxoN:
The inner product of H2ðDÞ is denoted by ð j Þ: It is well-known [2,8,17] that the
Hilbert space H2ðDÞ has a reproducing kernel Sðz1; z2Þ; where z1; z2AD:
FðzÞ ¼ ðF j Sð; zÞÞ for all FAH2ðDÞ:
The function S is called the Szego¨ kernel. Since D is homogeneous, S may be written
explicitly. In fact, Proposition 2.8 in [2] says that if g ¼ nða; bÞhANDGð0Þ; then we have
Sðg  e; g  eÞ ¼ Sðe; eÞðdet Adgð1=2Þh	1Þðdet Adgð1Þh	1Þ:
By (1.18), we obtain Sðg  e; g  eÞ ¼ Sðe;eÞw	d	bðhÞ; so that the argument just after
(1.13) gives Sðz; zÞ ¼ C  D	d	bðw þ wn 	 Qðu; uÞÞ for z ¼ ðu; wÞAD with a positive
constant C: By uniqueness theorem we get
Sðz1; z2Þ ¼ C  D	d	bðw1 þ wn2 	 Qðu1; u2ÞÞ: ð2:1Þ
2.2. The Cayley transform associated to the Szego¨ kernel
By deﬁnition (1.8), it is evident that dj þ bj40 for any j ¼ 1;y; n: Therefore, the
previous paper [24] tells us that we can deﬁne a Cayley transform CS by using the
function D	d	b: In fact, the pseudoinverse ISðxÞ of xAO associated to the Szego¨
kernel S is deﬁned to be
/v;ISðxÞS ¼ 	Dv log D	d	bðxÞ ðvAVÞ: ð2:2Þ
We have ISðlxÞ ¼ l	1ISðxÞ for l40: We know that IS : x/IsðxÞ is a bijection
of O onto the dual cone On: Moreover, by Nomura [24], IS is analytically continued
to a birational map W-W n such that Oþ iV is mapped onto its image
biholomorphically. This birational map is still denoted by IS:
In order to introduce the Cayley transform CS; we consider each E
n
s naturally as
an element of W n: Then we put for wAW
CSðwÞ :¼ Endþb 	 2ISðw þ EÞ: ð2:3Þ
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It is evident that CS is a rational mapping W-W
n which is holomorphic on Oþ iV :
Let Uw denote the space of all antilinear forms on U : Motivated by [25], we now
introduce our Cayley transform CS by setting for z ¼ ðu; wÞAU  W
CSðzÞ :¼ ð2/Qðu; Þ;ISðw þ EÞS; CSðwÞÞ: ð2:4Þ
Clearly CS is a rational map U  W-Uw  W n: It should be noted that if z ¼
ðu; wÞAD; the closure of D; then we have wAOþ iV ; so that D is still contained in the
holomorphic domain of CS: By Nomura [24, Theorem 4.20], the Cayley transform
CS maps D onto its image D :¼ CSðDÞ birationally and biholomorphically, and D is
a bounded domain. Finally, we remark that
CSð0Þ ¼ ð0;	EndþbÞ; ð2:5Þ
because ISðEÞ ¼ Endþb by Nomura [24, Lemma 3.10].
3. The Poisson kernel and Laplace–Beltrami operators
3.1. The Poisson kernel
Let S be the Shilov boundary of the Siegel domain D: We know (cf. [13, Theorem
1.1] or [27, Lemma 3.25]) that
S ¼ fðu; wÞAU  W ; 2 Re w ¼ Qðu; uÞg: ð3:1Þ
We remark that S is contained in the holomorphic domain of CS: By (1.12), we see
easily that S is the ND-orbit ND  0 and that this action is simply transitive. Moreover
S is stable under the action of G ¼ NDsGð0Þ: Let S be the Szego¨ kernel (2.1) of D:
We note that if z ¼ ðu; wÞAD and z ¼ ðuz; wzÞAS; then
Reðw þ wnz 	 Qðu; uzÞÞ ¼Re w þ 12 Qðuz; uzÞ 	Re Qðu; uzÞ
¼Re w 	 1
2
Qðu; uÞ þ 1
2
Qðu 	 uz; u 	 uzÞAO:
Therefore the expression Sðz; zÞ has a meaning in view of (2.1). Now by Hua
[9, Introduction] and Kora´nyi [15], the Poisson kernel Pðz; zÞ ðzAD; zASÞ is deﬁned
to be
Pðz; zÞ :¼ jSðz; zÞj
2
Sðz; zÞ : ð3:2Þ
We have
Pðg  z; g  zÞ ¼ w	d	bðgÞPðz; zÞ ðgAGÞ: ð3:3Þ
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3.2. Laplace–Beltrami operators
Recall the inner product in (1.2) on g associated to the admissible form o: The left
invariant Riemannian metric on G induced by this inner product deﬁnes the
Laplace–Beltrami operator Lo on G: In particular we have Lb associated to the
Koszul form (1.3). On the other hand, the Bergman metric of D deﬁnes the Laplace–
Beltrami operator LD on D: Upon identifying G with D by the orbit map G{g/
g  eAD; LD is a positive constant multiple of Lb because the inner product
/  j Sb (the inner product in (1.2) for o ¼ b) is known to be the real part of the
Hermitian inner product on g induced by the Bergman metric of D up to a positive
multiple (see [18, Theorem 1]). In this paper we work withLo; and Proposition 3.1
gives an expression of Lo in terms of elements in the universal enveloping algebra
UðgÞ of g: To state the proposition we need to ﬁx our notation. When an element
XAUðgÞ is regarded as a left invariant differential operator on G; we write eX to
avoid confusions; thus if XAg; we have for smooth functions f on G
eXf ðxÞ ¼ d
dt
f ðx expðtX ÞÞ

t¼0
:
Though the following proposition holds for any connected Lie group, we write it
down here within our framework. See [33, Theorem 1] for a proof.
Proposition 3.1. Let CoAg be the element such that trðad xÞ ¼ /x jCoSo is true for
any xAg: Then one has Lo ¼ 	 eLþ eCo; where
L :¼ X 21 þ?þ X 22NAUðgÞ ð2N :¼ dim gÞ
with an orthonormal basis fXjg2Nj¼1 of g relative to /  j So:
By Nomura [23, Lemma 3.3], the elementCo in Proposition 3.1 is given as follows:
Lemma 3.2. With the constants in (1.8), it holds that
Co ¼
Xr
k¼1
o	1k ðqk þ bk þ 1ÞHkAa:
Let us put
PGz ðgÞ :¼ Pðg  e; zÞ ðgAG; zASÞ:
Since Lo is left G-invariant, the covariance property (3.3) gives
LoP
G
z ðgÞ ¼ w	d	bðgÞLoPGg	1zðeÞ;
so that we obtain
Lemma 3.3. LoP
G
z ¼ 0 for any zAS if and only if LoPGz ðeÞ ¼ 0 for any zAS:
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4. Harmonicity condition for the Poisson kernel
In this section we compute LoP
G
z ðeÞ and derive a geometric norm equality as a
harmonicity condition for PGz : In view of (2.1) and (3.2) we have for z1 ¼ ðu1; w1ÞAD
and z ¼ ðuz; wzÞAS
Pðz1; zÞ ¼ C 
jD	d	bðw1 þ wnz 	 Qðu1; uzÞÞj2
D	d	bðw1 þ wn1 	 Qðu1; u1ÞÞ
:
In what follows, given nðv; uÞAND; hAGð0Þ and z ¼ ðuz; wzÞAS; we put
w0 :¼ hE þ 12 Qðu; uÞ þ iv þ wnz 	 Qðu; uzÞ:
Since Re w0 ¼ hE þ 12 Qðu 	 uz; u 	 uzÞ; we have w0AOþ iV : We set for nðv; uÞAND
and hAGð0Þ
pzðnðv; uÞhÞ :¼ wdþbðhÞjD	d	bðw0Þj2: ð4:1Þ
Then we see that PGz ðgÞ ¼ C0  pzðgÞ ðgAGÞ for a constant C040:
The next lemma is an immediate consequence of (2.2).
Lemma 4.1. Let wAW : Then one has
DwD	d	bðw1Þ ¼ 	/w;ISðw1ÞS  D	d	bðw1Þ ðw1AOþ iVÞ:
We now begin computing eLpzðeÞ: To do so, we choose an orthonormal basis of g
for the inner product in (1.2). Put Ak :¼ o	1=2k Hk for k ¼ 1;y; r: Then fAkg forms
an orthonormal basis of a: We next choose an orthonormal basis fTjg of nð0Þ
consisting of unit root vectors. We put Yj :¼ JTj for each j and Fk :¼ JAk ¼
	o	1=2k Ek for k ¼ 1;y; r: Then fYjg together with fFkg forms an orthonormal basis
of gð1Þ ¼ V : To ﬁx a basis of gð1=2Þ; we ﬁrst consider the following Hermitian inner
product on U ¼ ðgð1=2Þ;	JÞ:
ðu1 j u2Þo :¼ /½Ju1; u2;oS	 i/½u1; u2;oS ðu1; u2AUÞ: ð4:2Þ
Then we collect orthonormal bases of ðna1=2;	JÞ;y; ðnar=2;	JÞ relative to ð j Þo; so
that we obtain an orthonormal basis Z1;y; Zm of U ; where m :¼ dimC U ¼
b1 þ?þ br: It is clear that
Z1;y; Zm; JZ1;y; JZm form an orthonormal basis of gð1=2Þ:
In what follows, we write hY instead of ðAd hÞY for simplicity.
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Lemma 4.2. If YAgð1Þ; then for n ¼ nðv; uÞAND and hAGð0Þ
eY 2pzðnhÞ ¼ 2pzðnhÞ½2ðIm/hY ;ISðw0ÞSÞ2 þRe/hY ; ðDhYISÞðw0ÞS:
Proof. Since nh expðtY Þ ¼ n expðthY Þh ¼ nðv þ thY ; uÞh for tAR; we have
pzðnh expðtY ÞÞ ¼ wdþbðhÞ jD	d	bðw0 þ ithY Þj2:
Hence by Lemma 4.1
eYpzðnhÞ ¼ wdþbðhÞ ddt½D	d	bðw0 þ ithY ÞD	d	bðwn0 	 ithY Þ

t¼0
¼ 	 i  pzðnhÞ½/hY ;ISðw0ÞS	/hY ;ISðwn0ÞS:
Repeating this and noting that IS is holomorphic on Oþ iV ; we get
eY 2pzðnhÞ ¼ d
dt
ð eYpzÞðnh expðthY ÞÞ
t¼0
¼ pzðnhÞ½4ðIm/hY ;ISðw0ÞSÞ2 þ/hY ; ðDhYISÞðw0ÞS
þ /hY ; ðDhYISÞðwn0ÞS:
The proof is now complete. &
Before proceeding, we need to ﬁx the notation. Let s ¼ ðs1;y; srÞARr and we
deﬁne a linear form as on a by
/t1H1 þ?þ trHr; asS ¼
X
k
sktk ðt1;y; trARÞ: ð4:3Þ
We extend as to an element of gð0Þn by setting asjnð0Þ ¼ 0; so that we have
wsðexp TÞ ¼ e/T ;asS for any TAgð0Þ: Since JHk ¼ 	Ek for any k by deﬁnition, we
also have
/T ; asS ¼ 	/JT ; EnsS ðTAgð0ÞÞ: ð4:4Þ
Lemma 4.3. If TAgð0Þ; then putting X :¼ JTAgð1Þ; one has
eT2pzðnhÞ ¼ pzðnhÞ½ð2 Re/hX ;ISðw0ÞS	/X ; EndþbSÞ2
	 2 Re/hX ; ðDhXISÞðw0ÞSþ 2 Re/h½T ; X ;ISðw0ÞS:
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Proof. To simplify the notation, we write eT and eT z instead of exp T and
Adðexp TÞz; respectively. We have for tAR
pzðnhetTÞ ¼ wdþbðhÞet/T ;adþbS
 jD	d	bðhetT E þ 12 Qðu; uÞ þ iv þ wnz 	 Qðu; uzÞÞj2
¼ wdþbðhÞe	t/X ;E
n
dþbSjD	d	bðw0 	 thX þ Oðt2ÞÞj2;
where (1.7) and (4.4) are used in the second equality. Therefore we get
eTpzðnhÞ ¼ pzðnhÞ½	/X ; EndþbSþ/hX ;ISðw0ÞSþ/hX ;ISðwn0ÞS: ð4:5Þ
Repetition yields the lemma. &
Proposition 4.4. (1) If TAnðak	aiÞ=2ðk4iÞ with jjT jjo ¼ 1; then putting Y ¼ JT ; one
has
ð eT2 þ eY 2ÞpzðeÞ
¼ 2pzðeÞ½2j/Y ;ISðE þ wnz ÞSj2 	 o	1k Re/Ek;ISðE þ wnz ÞS:
(2) For k ¼ 1; 2;y; r one has
ð eA2k þ eF2k ÞpzðeÞ ¼ pzðeÞ ½4j/Fk;ISðE þ wnz ÞSj2 þ o	1k ðdk þ bkÞ2
	 2o	1k ð2dk þ 2bk þ 1Þ Re/Ek;ISðE þ wnz ÞS:
Proof. (1) Just note that /JT ; EndþbS ¼ 0 and ½T ; JT  ¼ 	o	1k Ek: Then the formula
follows from Lemmas 4.2 and 4.3.
(2) Since ½Ak; JAk ¼ 	o	1k Ek; this is also a consequence of Lemmas 4.2
and 4.3. &
In the next lemma we write hZ for ðAdU hÞZ if hAGð0Þ and ZAU :
Lemma 4.5. For ZAgð1=2Þ; one has
eZ2pzðnhÞ ¼ 2pzðnhÞ½2ðRe/QðhZ; u 	 uzÞ;ISðw0ÞSÞ2
	 Re/QðhZ; hZÞ;ISðw0ÞS
	 Re/QðhZ; u 	 uzÞ; ðDQðhZ;u	uzÞISÞðw0ÞS:
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Proof. Since h expðtZÞ ¼ nð0; thZÞh for tAR and since (1.11) says
nðv; uÞnð0; thZÞ ¼ nðv 	 t Im Qðu; hZÞ; u þ thZÞ; ð4:6Þ
it holds that
pzðnh expðtZÞÞ ¼ wdþbðhÞjD	d	bðhE þ 12 Qðu þ thZ; u þ thZÞ
þ iðv 	 t Im Qðu; hZÞÞ þ wnz 	 Qðu þ thZ; uzÞÞj2
¼ wdþbðhÞjD	d	bðw0 þ tQðhZ; u 	 uzÞ þ Oðt2ÞÞj2:
By Lemma 4.1 we obtain
eZpzðnhÞ ¼ 	2pzðnhÞRe/QðhZ; u 	 uzÞ;ISðw0ÞS:
In view of (4.6), we arrive at
eZ2pzðnhÞ ¼ 2pzðnhÞ 2ðRe/QðhZ; u 	 uzÞ;ISðw0ÞSÞ2
	Re d
dt
/QðhZ; u þ thZ 	 uzÞ;ISðw0 þ tQðhZ; u 	 uzÞ þ Oðt2ÞÞS

t¼0
	
from which the lemma follows without difﬁculty. &
Proposition 4.6. If ZAnak=2 with jjZjjo ¼ 1; then
ð eZ2 þ ððJZÞBÞ2ÞpzðeÞ
¼ 2pzðeÞ½2j/QðZ; uzÞ;ISðE þ wnz ÞSj2 	 o	1k Re/Ek;ISðE þ wnz ÞS:
Proof. Direct consequence of Lemma 4.5 and QðZ; ZÞ ¼ 1
2
o	1k Ek: &
Let c : G-D be the surjective diffeomorphism given by the orbit map cðgÞ :¼
g  e: By (1.7) and (1.12), its differential dc : g-U þ W at the identity element may
be described as
dcðT þ u þ xÞ ¼ u þ ð	JT þ ixÞ ðTAgð0Þ; uAgð1=2Þ; xAgð1ÞÞ:
We regard g as a complex vector space by means of 	J: Then dc is complex linear,
that is, dcð	JX Þ ¼ i  dcðXÞ for all XAg: We equip the complex vector space
ðg;	JÞ with a Hermitian inner product ð j Þo deﬁned by
ðX j YÞo :¼ /½JX ; Y ;oS	 i/½X ; Y ;oS:
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Note that the restriction of this Hermitian inner product to U is the same as (4.2).
We then transport it to U þ W by dc and get a Hermitian inner product, denoted
also by ð j Þo; on U þ W : We note that using the same symbol for the complex
bilinear extension to W  W of the real inner product /  j So of V ¼ gð1Þ; we
have ðw1 j w2Þo ¼ /w1 j wn2So for w1; w2AW : This can be seen from X þ iY ¼
dcðJX þ YÞ for X ; YAgð1Þ and
ðJX þ Y j JX 0 þ Y 0Þo ¼ /X þ iY j X 0 	 iY 0So
by a direct calculation using ojnð0Þ ¼ 0 (see [24, Lemma 3.1]). Identifying Uw þ W n
with U þ W through ð j Þo; we get an inner product on Uw þ W n; which we still
denote by ð j Þo: The corresponding norm will be denoted by jj  jjo: The following
easy lemma will be used not only in the proof of Proposition 4.8 but also in later
sections. See [22, Lemma 4.1] for a proof.
Lemma 4.7. jjEnmjjo ¼ o	1=2m for m ¼ 1; 2;y; r:
Let CS be the Cayley transform deﬁned by (2.4). Recall that the Shilov boundary
S is contained in the holomorphic domain of CS:
Proposition 4.8. ð	 eLþ eCoÞpzðeÞ ¼ pzðeÞð	jjCSðzÞjj2o þ/Co; adþbSÞ:
Proof. We ﬁrst sum up the formulas in (2) of Proposition 4.4 over k ¼ 1; 2;y; r:
Then we get
Xr
k¼1
ð eA2k þ eF 2k ÞpzðeÞ
¼ pzðeÞ 4
Xr
k¼1
j/Fk;ISðE þ wnz ÞSj2 þ
Xr
k¼1
o	1k ðdk þ bkÞ2
"
	 2
Xr
k¼1
o	1k ð2dk þ 2bk þ 1Þ Re/Ek;ISðE þ onz ÞS
#
:
Similarly we have by (1) of Proposition 4.4 and (1.8)
X
j
ð eT2j þ eY 2j ÞpzðeÞ ¼ 2pzðeÞ 2 X
j
j/Yj;ISðE þ wnz ÞSj2 	
Xr
k¼1
o	1k qk Re/Ek;ISðE þ wnz ÞS
" #
:
Finally Proposition 4.6 together with (1.8) gives
Xm
j0¼1
ð eZ2j0 þ ððJZj0 ÞeÞ2Þ pzðeÞ ¼ 2pzðeÞ 2jjISðE þ wnz Þ 3Qð; uzÞjj2o 	Xr
k¼1
o	1k bk Re/Ek;ISðE þ wnz ÞS
" #
:
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Summing up these three formulas, we obtain
eLpzðeÞ ¼ pzðeÞ 4jjISðE þ wnz Þjj2o þ 4jjISðE þ wnz Þ 3Qð; uzÞjj2o
"
þ
Xr
k¼1
o	1k ðdk þ bkÞ2
	 2
Xr
k¼1
o	1k ð2dk þ 3bk þ 1þ qkÞ Re/Ek;ISðE þ wnz ÞS
#
:
Here we note that Lemma 4.7 yields
jjEndþbjj2o ¼
Xr
k¼1
o	1k ðdk þ bkÞ2; ð4:7Þ
ðISðE þ wnz Þ j EndþbÞo ¼
Xr
k¼1
o	1k ðdk þ bkÞ/Ek;ISðE þ wnz ÞS: ð4:8Þ
Therefore (2.3) and (2.4) lead us to
eLpzðeÞ ¼ pzðeÞ jjCSðwnz Þjj2o þ 4jjISðE þ wnz Þ 3Qð; uzÞjj2o
"
	 2
Xr
k¼1
o	1k ðbk þ 1þ qkÞ Re/Ek;ISðE þ wnz ÞS
#
¼ pzðeÞ½jjCSðzÞjj2o þ 2 Re/JCo;ISðE þ wnz ÞS;
where the second equality follows from (see Lemma 3.2)
JCo ¼ 	
Xr
k¼1
o	1k ðqk þ bk þ 1ÞEk:
To ﬁnish the proof it sufﬁces to note that (4.4) and (4.5) show
ðeCopzÞðeÞ ¼ pzðeÞ½/Co; adþbSþ 2 Re/JCo;ISðE þ wnz ÞS:
Hence we get the formula in the proposition. &
Proposition 4.9. One has pzðeÞa0 for any zAS:
To prove this, we introduce the complexiﬁcation GC of G: Since G ¼ exp g is split
solvable with trivial center, G is isomorphic to the adjoint group AdðGÞ; so that G is
a triangularizable closed subgroup of GLðgÞ: Therefore we take GC in GLðgCÞ: Let
Gð0ÞC be the complex analytic subgroup of GC corresponding to the Lie subalgebra
gð0ÞC: We need the following lemma (see [21, Proposition 2.8] for a proof).
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Lemma 4.10. There is a unique real analytic map Z0 : V-Gð0ÞC such that Z0ðvÞE ¼
E þ iv for any vAV and Z0ð0Þ ¼ e; the identity element of Gð0ÞC:
Proof of Proposition 4.9. Suppose that pzðeÞ ¼ 0 for some zAS: Then (4.1) yields
D	d	bðE þ wnz Þ ¼ 0: Since Re wz ¼ 12 Qðuz; uzÞAO; this together with the covariance
property (1.17) implies D	d	bðE þ iy0Þ ¼ 0 for some y0AV : Now Lemma 4.10 shows
that there is Z0ðy0ÞAGð0ÞC such that E þ iy0 ¼ Z0ðy0ÞE: Continuing the covariance
property (1.17) analytically to Oþ iV ; and extending w	d	b naturally to a
holomorphic character of Gð0ÞC; we obtain a contradiction w	d	bðZ0ðy0ÞÞ ¼ 0: &
Bearing Proposition 4.9 in mind and combining Proposition 4.8 with Lemma 3.2,
we obtain
Theorem 4.11. LoP
G
z ¼ 0 is true for any zAS if and only if the equality jjCSðzÞjj2o ¼
/Co; adþbS holds for any zAS:
5. Analysis of the norm equality
In this section, we show that the validity of the norm equality
jjCSðzÞjj2o ¼ /Co; adþbS for any zAS ð5:1Þ
implies that the Siegel domain D is symmetric and that ojn is a positive number
multiple of bjn; where b is the Koszul form deﬁned in (1.3).
5.1. Basic formulas
We rely on Lemma 4.10 for the analysis of (5.1). In what follows, we actually ﬁnd
explicitly the elements Z0ðvÞ in Lemma 4.10 for speciﬁcally given v’s in V : Then we
have ISðE þ ivÞ ¼ Z0ðvÞ  Endþb: For this purpose, we need to complexify some of the
formulas presented in [22, Section 4].
Put lj :¼
P
k4j nðak	ajÞ=2 ð j ¼ 1;y; r 	 1Þ: Using (1.4) we see easily that
½lj ; lj  ¼ f0g; ½lk; ljClj ðk4jÞ: ð5:2Þ
We have nð0ÞC ¼
Pr	1
j¼1ðljÞC: With
L ¼ ðL1;y; Lr	1ÞAðl1ÞC ? ðlr	1ÞC
we consider the following elements in Nð0ÞC :¼ exp nð0ÞC:
nðLÞ :¼ expðL1Þ expðL2Þ?expðLr	1Þ;
nnðLÞ :¼ expðLr	1Þ expðLr	2Þ?expðL1Þ:
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Proposition 3.6 in [24] says
nðLÞEj ¼ Ej þ ½Lj ; Ej þ 12½Lj ; ½Lj; Ej: ð5:3Þ
Extending the inner product /  j So on gð0Þ to gð0ÞC by complex bilinearity with
the same symbol, we set n½T  :¼ /T jTSoðTAgð0ÞCÞ to simplify the description.
Thus n½iT  ¼ 	jjT jj2o for TAgð0Þ: By Nomura [22, Proposition 2.1] we have
nnðLÞ  Enm ¼Enm þ 12o	1m
X
aom
n½TmaEna
þ
X
aom
adnðTmaÞEnm 3 Pma
þ
X
aobom
ðadnðTmbÞ adnðTmaÞEnmÞ 3 Pba; ð5:4Þ
where Pqp stands for the projection W-ðnðaqþapÞ=2ÞC along the decomposition
W ¼Pk^j ðnðakþajÞ=2ÞC:
Now let jokol and suppose TkjAðnðak	ajÞ=2ÞC; TljAðnðal	ajÞ=2ÞC and
TlkAðnðal	akÞ=2ÞC: Using (1.7) and (5.3), we obtain for tj; tk; tlAC
expðTlj þ TkjÞ expðTlkÞ expðtjHj þ tkHk þ tlHlÞE
¼
X
maj;k;l
Em þ etl þ 1
2
o	1l e
tjn½Tlj þ 1
2
o	1l e
tkn½Tlk
 
El
þ etk þ 1
2
o	1k e
tjn½Tkj 
 
Ek þ etj Ej
	 etj JTkj 	 etj JTlj þ ðetj Tlj 3 Tkj 	 etk JTlkÞ; ð5:5Þ
where for simplicity we have set
Tlj 3 Tkj :¼ 12½Tkj ; ½Tlj ; Ej þ 12½Tlj ; ½Tkj; EjAðnðalþakÞ=2ÞC: ð5:6Þ
Thus, given vkjAnðakþajÞ=2; vljAnðalþajÞ=2 and vlkAnðalþakÞ=2; we see that the left-hand
side of (5.5) is equal to E þ iðvkj þ vlj þ vlkÞ if
etl þ 1
2
o	1l e
tjn½Tlj  þ 12o	1l etkn½Tlk ¼ 1; ð5:7Þ
etk þ 1
2
o	1k e
tjn½Tkj ¼ 1; etj ¼ 1; ð5:8Þ
	etj JTkj ¼ ivkj ; 	etj JTlj ¼ ivlj ; ð5:9Þ
etj Tlj 3 Tkj 	 etk JTlk ¼ ivlk: ð5:10Þ
By (5.8) and (5.9), it is obvious that
tj ¼ 0; Tkj ¼ iJvkj ; Tlj ¼ iJvlj ; ð5:11Þ
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so that the ﬁrst formula in (5.8) gives
tk ¼ logð1þ 12o	1k jjvkj jj2oÞ: ð5:12Þ
Thus tkAR: Let us put
Slk :¼ JðJvlj 3 JvkjÞ: ð5:13Þ
Then SlkAnðal	akÞ=2; and we get by (5.10)–(5.12)
Tlk ¼ ð1þ 12o	1k jjvkj jj2oÞ	1ðSlk þ iJvlkÞ: ð5:14Þ
Finally by all the above we arrive at
etl ¼ð1þ 1
2
o	1k jjvkjjj2oÞ	1f1þ 12o	1k jjvkj jj2o þ 12o	1l jjvljjj2o
þ 1
4
o	1k o
	1
l jjvkj jj2ojjvljjj2o 	 12o	1l n½Slk þ iJvlkg: ð5:15Þ
Keeping to the notation above, we collect here formulas needed in this section.
Lemma 5.1. (1) jjadnðJvkjÞEnk 3 Pkj jjo ¼ o	1k jjvkj jjo:
(2) jjjjvkjjj2oJvlj 	 2ok½Slk; Jvkj jj2o ¼ jjvkj jj2oðjjvkjjj2ojjvlj jj2o 	 2okjjSlkjj2oÞ:
Proof. Lemmas 4.1 and 4.8 in [22]. &
We also need the following (see [22, Corollary 4.4]):
Lemma 5.2. (1) If nlka0; then one has nlj^nkj:
(2) If nkja0; then one has nlj^nlk:
5.2. First step
From now on we put ck :¼ dk þ bk for k ¼ 1;y; r and c :¼ dþ b for brevity. Let
us suppose (5.1). Since the origin 0AU  W lies on S; formula (2.5) gives the
following lemma.
Lemma 5.3. Under (5.1) one has /Co; acS ¼ jjEnc jj2o:
Remark 5.4. For o ¼ b; the condition /Cb; acS ¼ jjEnc jj2b is equivalent to (7.1).
We ﬁx jokol and let vlj ¼ 0 and vlk ¼ 0 in (5.7)–(5.10). Then tj ¼ tl ¼ 0 and
Tlj ¼ Tlk ¼ 0: Hence, with tk as in (5.12), we obtain Z0ðvkjÞ ¼ expðiJvkjÞ expðtkHkÞ:
Since ISðE þ ivkjÞ ¼ Z0ðvkjÞ  Enc ; we see by (5.4) that
ISðE þ ivkjÞ ¼
X
mak
cmE
n
m þ cke	tk Enk 	
1
2
o	1k jjvkjjj2oEnj þ i adnðJvkjÞEnk 3 Pkj
 
:
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Deﬁnition (2.3) of CS yields
CSðivkjÞ ¼ 	
X
mak;j
cmE
n
m 	 e	tkfckð1	 12o	1k jjvkj jj2oÞEnk
þ ðcj 	 o	1k ðck 	 12 cjÞjjvkj jj2oÞEnj þ 2ick adnðJvkjÞEnk 3 Pkjg:
Lemma 5.5. For z ¼ ð0; ivkjÞAS one has with tk as in (5.12)
jjCSðzÞjj2o 	 jjEnc jj2o
¼ cko	1k e	2tk jjvkj jj2of2ðcko	1k 	 cjo	1j Þ þ ðck 	 cjÞo	1j o	1k jjvkj jj2og:
Proof. Observe that CSðzÞ ¼ ð0; CSðivkjÞÞ by (2.4). By a straightforward computa-
tion using Lemma 4.7 and (1) of Lemma 5.1, we have
jjCSðzÞjj2o ¼ jjEnc jjno þ e	2tkfc2k o	1k ð1	 o	1k jjvkj jj2o þ 14o	2k jjvkj jj4oÞ
þ o	1j ðc2j 	 cjo	1k ð2ck 	 cjÞjjvkj jj2o þ o	2k ðck 	 12 cjÞ2jjvkjjj4oÞ
þ 4c2k o	2k jjvkjjj2o 	 c2j o	1j e2tk 	 c2k o	1k e2tkg:
From this and (5.12) the lemma follows without difﬁculty. &
Lemma 5.6. If nkja0; one has oj ¼ ok and dj þ bj ¼ dk þ bk:
Proof. Our assumption (5.1) and Lemmas 5.3 and 5.5 imply that if nkja0; then we
have
cjo	1j ¼ cko	1k ; cj ¼ ck:
These two equalities obviously yield the lemma. &
Here we need the following proposition due to Asano [1, Theorem 4], which will
be also used later.
Proposition 5.7 (Asano). The cone O is irreducible if and only if for each pair ð j; kÞ
with 1%jok%r; there exists a series j0; j1;y; jm of distinct positive integers such that
j0 ¼ k; jm ¼ j and njl	1jla0 for any l ¼ 1;y; m; where if jl	1ojl; then one puts
njl	1jl :¼ njljl	1 :
Therefore we arrive at
Proposition 5.8. Under (5.1), both om and dm þ bm for m ¼ 1;y; r are independent
of m.
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5.3. Second step
We continue to suppose (5.1). In view of Proposition 5.8, we put c :¼ dm þ bm
from now on. Moreover, since om is also independent of m; we set o0 :¼ om: Let us
ﬁx jokol: The purpose of this subsection is to derive nlj ¼ nkj provided nlka0:
We suppose vkj ¼ 0 in (5.7)–(5.10). Then we have
tj ¼ tk ¼ 0; Tlj ¼ iJvlj ; Slk ¼ 0; Tlk ¼ iJvlk;
so that (5.15) yields
tl ¼ logð1þ 12o	10 jjvlj jj2o þ 12o	10 jjvlkjj2oÞ: ð5:16Þ
In particular, tlAR: Therefore
Z0ðvlj þ vlkÞ ¼ expðiJvljÞ expðiJvlkÞ expðtlHlÞ:
From now on we put En :¼ En1 þ?þ Enr for simplicity. Then, Enc ¼ cEn: Noting
½Jvlj; Jvlk ¼ 0; we see that
c	1ISðE þ iðvlj þ vlkÞÞ ¼ expðiJvlkÞ expðiJvljÞ expðtlHlÞ  En:
By virtue of (5.4) we thus obtain
c	1ISðE þ iðvlj þ vlkÞÞ
¼
X
mal
Enm þ e	tl Enl 	
1
2
o	10 ðjjvlkjj2oEnk þ jjvljjj2oEnj Þ

	 adnðJvlkÞ adnðJvljÞEnl 3 Pkj
þ i adnðJvljÞEnl 3 Plj þ i adnðJvlkÞEnl 3 Plk

:
Therefore we arrive at
c	1CSðiðvlj þ vlkÞÞ
¼ 	
X
maj;k;l
Enm 	 e	tl ð1	 12o	10 ðjjvlj jj2o þ jjvlkjj2oÞÞEnl
n
þ ð1þ 1
2
o	10 ðjjvlj jj2o 	 jjvlkjj2oÞÞEnk
þ ð1	 1
2
o	10 ðjjvlj jj2o 	 jjvlkjj2oÞÞEnj
	 2 adnðJvlkÞ adnðJvljÞEnl 3 Pkj
þ 2i adnðJvljÞEnl 3 Plj þ 2i adnðJvlkÞEnl 3 Plk
o
:
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In order to describe jjCSðzÞjj2o for z ¼ ð0; iðvlj þ vlkÞÞ; we ﬁx an orthonormal
basis femgnkjm¼1 of nðakþajÞ=2: For each m ¼ 1; 2;y; nkj we deﬁne an operator
tm : nðal	akÞ=2-nðalþajÞ=2 by the formula
tmðTÞ ¼ ½T ; em ðTAnðal	akÞ=2Þ: ð5:17Þ
Lemma 5.9. For z ¼ ð0; iðvlj þ vlkÞÞAS one has with tl as in (5.16)
c	2jjCSðzÞjj2o 	 jjEnjj2o
¼ 2o	20 e	2tl 2
Xnkj
m¼1
j/vlj j tmðJvlkÞSoj2 	 o	10 jjvlkjj2ojjvlj jj2o
" #
:
Proof. By Deﬁnition (2.4) we have CSðzÞ ¼ ð0; CSðiðvlj þ vlkÞÞÞ: Using Lemma 4.7,
(1) of Lemma 5.1 and
jjadnðT 0lkÞ adnðT 0ljÞEnl 3 Pkj jj2o ¼ o	20
Xnkj
m¼1
j/JT 0lj j tmðT 0lkÞSoj2; ð5:18Þ
where T 0lkAnðal	akÞ=2 and T
0
ljAnðal	ajÞ=2 (see [22, Lemma 4.5]), we get the lemma by a
mechanical calculation. The details are left to the reader. &
Now (5.1) together with Lemmas 5.3 and 5.9 implies
2o0
Xnkj
m¼1
j/vlj j tmðJvlkÞSoj2 ¼ jjvlkjj2ojjvlj jj2o: ð5:19Þ
If nlja0; we make vlj run over an orthonormal basis of nðalþajÞ=2 in (5.19). Then, since
jjtmðJvlkÞjj2o ¼ ð2o0Þ	1jjvlkjj2o by Nomura [22, Proposition 4.2], we get
nkj jjvlkjj2o ¼ 2o0
Xnkj
m¼1
jjtmðJvlkÞjj2o ¼ nljjjvlkjj2o:
Therefore if further nlka0; we have nlj ¼ nkj by choosing vlka0:
Proposition 5.10. If nlka0; one has nlj ¼ nkj under (5.1).
Proof. It remains to treat the case nlj ¼ 0: But in this case, (1) of Lemma 5.2 shows
nkj ¼ 0 provided nlka0: &
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5.4. Third step
Fix jokol and suppose vlk ¼ 0 in (5.7)–(5.10). Then we have (5.11)–(5.13) with
ok replaced by o0: Moreover, with tkAR as in (5.12)
Tlk ¼ e	tk Slk: ð5:20Þ
We set
F :¼ 1þ 1
2
o	10 jjvkj jj2o þ 12o	10 jjvlj jj2o þ 14o	20 jjvkjjj2ojjvljjj2o 	 12o	10 jjSlkjj2o: ð5:21Þ
We note that since jjSlkjj2o%ð2o0Þ	1jjvljjj2ojjvkj jj2o by Nomura [22, Lemma 4.6], we
have F40: Then (5.12) and (5.15) show
tl ¼ 	tk þ log FAR:
Now
Z0ðvkj þ vljÞ ¼ expðiJðvkj þ vljÞÞ expðTlkÞ expðtkHk þ tlHlÞ:
To compute Z0ðvkj þ vljÞ  En; we put T 0lj :¼ iJvlj 	 i½Tlk; Jvkj  and
Ulj :¼ etk Jvlj 	 ½Slk; Jvkj : ð5:22Þ
We have UljAnðal	ajÞ=2; and (5.20) gives T
0
lj ¼ ie	tk Ulj : Since
½Tlk; ½Tlk; Jvkj ¼ 0; ½Tlk; Jvlj ¼ 0;
it holds that
expðiJðvkj þ vljÞÞ expðTlkÞ ¼ expðTlkÞ expðiJvkj þ T 0ljÞ:
Therefore we obtain
c	1ISðE þ iðvkj þ vljÞÞ ¼ expðTlkÞ expðiJvkj þ T 0ljÞ expðtkHk þ tlHlÞ  En:
By (5.4) we see that the right-hand side is equal toX
mak;l
Enm þ e	tkfEnk 	 12o	10 jjvkj jj2oEnj þ i adnðJvkjÞEnk 3 Pkjg
þ F	1e	tkfe2tk Enl þ 12o	10 jjSlkjj2oEnk 	 12o	10 jjUlj jj2oEnj
þ etk adnðSlkÞEnl 3 Plk þ ietk adnðUljÞEnl 3 Plj
þ i adnðSlkÞ adnðUljÞEnl 3 Pkjg:
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Hence we get
c	1CSðiðvkj þ vljÞÞ ¼ 	
X
maj;k;l
Enm þ F	1ðF 	 2etkÞEnl
	 e	tkð1	 1
2
o	10 jjvkjjj2o 	 o	10 F	1jjUlj jj2oÞEnj
	 e	tkð1	 12o	10 jjvkjjj2o þ o	10 F	1jjSlkjj2oÞEnk
	 2ie	tkðadnðJvkjÞEnk þ F	1 adnðSlkÞ adnðUljÞEnl Þ 3 Pkj
	 2F	1 adnðSlkÞEnl 3 Plk 	 2iF	1 adnðUljÞEnl 3 Plj:
As in the preceding subsection, let e1;y; enkj be an orthonormal basis of nðakþajÞ=2;
and tm the operator deﬁned by (5.17).
Lemma 5.11. One has
/adnðJvkjÞEnk 3 Pkj j adnðSlkÞ adnðUljÞEnl 3 PkjSo
¼ o	20
X
m
/vkj j emSo/JUlj j tmðSlkÞSo:
Proof. By deﬁnition the left-hand side is equal to
	
X
m
/½Jvkj ; em; EnkS/½Ulj ; ½Slk; em; Enl S:
Since ½Jvkj ; em ¼ o	10 /vkj j emSoEk and since
½Ulj ; ½Slk; em ¼ ½Ulj ; tmðSlkÞ ¼ 	o	10 /JUlj j tmðSlkÞSoEl ;
the lemma follows. &
Using Lemma 4.7, (1) of Lemmas 5.1, 5.11 and formula (5.18), we obtain the
following lemma through a straightforward computation.
Lemma 5.12. For z ¼ ð0; iðvkj þ vljÞÞAS; one has, with tkAR as in (5.12),
o20F
2e2tkðc	2jjCSðzÞjj2o 	 jjEnjj2oÞ
¼ 	ð2F 	 o	10 jjUljjj2oÞðF jjvkjjj2o þ jjUlj jj2oÞ
	 ð2F þ o	10 jjSlkjj2oÞðF jjvkj jj2o 	 jjSlkjj2oÞ
	 2ð1þ 1
2
o	10 jjvkj jj2oÞ3ðjjvlj jj2o þ 12o	10 jjvkj jj2ojjvlj jj2o 	 jjSlkjj2oÞ
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þ 4fF2jjvkj jj2o þ 2F
X
m
/vkj j emSo/JUlj j tmðSlkÞSo
þ
X
m
j/JUlj j tmðSlkÞSoj2g
þ 4ð1þ 1
2
o	10 jjvkj jj2oÞ2ðjjSlkjj2o þ jjUlj jj2oÞ:
Suppose (5.1). Then the right-hand side of the formula in Lemma 5.12 equals 0 for
any vkjAnðakþajÞ=2 and vljAnðalþajÞ=2: Let x40 be arbitrary, and replace vkj and vlj with
xvkj and xvlj; respectively in the formula. Then we get an identity of the form
X12
p¼2
apðvkj; vljÞxp ¼ 0:
In particular, a12ðvkj ; vljÞ ¼ 0 for all vkj and vlj : Term-by-term veriﬁcation shows that
the only contribution to a12 comes from
o	10 jjUlj jj2oðF jjvkj jj2o þ jjUlj jj2oÞ;
which appears in the ﬁrst term on the right-hand side of the formula in Lemma 5.12.
To get an explicit expression of a12; let us look at the asymptotics for x-N:
Formulas (5.12), (5.13), (5.21) and (5.22) show that as x-N
FB1
4
o	20 ðjjvkjjj2ojjvljjj2o 	 2o0jjSlkjj2oÞx4;
UljB12o
	1
0 ðjjvkjjj2oJvlj 	 2o0½Slk; JvkjÞx3:
Therefore (2) of Lemma 5.1 gives
a12ðvkj; vljÞ ¼ 18o	50 jjvkj jj4oðjjvkj jj2ojjvljjj2o 	 2o0jjSlkjj2oÞ2:
By (5.13) we arrive at the following proposition.
Proposition 5.13. Under (5.1), one has
jjvljjj2ojjvkj jj2o ¼ 2o0jjJvlj 3 Jvkj jj2o
for any vljAnðalþajÞ=2 and vkjAnðakþajÞ=2; provided nkja0:
Proposition 5.14. If (5.1) holds and if nkja0; one has nlk ¼ nlj :
Proof. If nkja0; then we choose vkja0; so that the linear map vlj/Jvlj 3 Jvkj from
nðalþajÞ=2 to nðalþakÞ=2 is injective by virtue of Proposition 5.13. Thus nlk^nlj: The
reverse inequality is always true by (2) of Lemma 5.2. &
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5.5. Reduction to a quasisymmetric domain
The results of Steps 2 and 3 will be used in the following form:
Lemma 5.15. Fix jokol and suppose that (5.1) is true. If at least two of nkj ; nlj ; nlk
are non-zero, they are all equal.
Proof. If nkj and nlk are non-zero, then Propositions 5.10 and 5.14 imply the
conclusion. If nkj and nlj are non-zero, Proposition 5.14 ﬁrst guarantees nlk ¼ nlja0:
Then Proposition 5.10 gives the conclusion. A similar argument for the case nlja0
and nlka0 completes the proof. &
Now we can prove that the dimensions nlk of the subspaces nðalþakÞ=2 are constant.
Proposition 5.16 below is the same as [22, Proposition 9.1]. However, the proof
given there was inaccurate, because subcones of an irreducible cone need not be
irreducible, though this does not happen in the situation of the proposition.
We would like to take this opportunity to give a corrected proof. Observe that the
conclusion of Nomura [22, Corollary 8.4] can be nkj ¼ nki in view of Nomura
[22, Corollary 4.4 (2)]. The idea of the proof comes from [31].
Proposition 5.16. Under (5.1) the numbers nlk in (1.8) are independent of l; k:
Proof. Let us ﬁrst show that nlka0 for any l4k: Suppose that we can ﬁnd l04k0
such that nl0k0 ¼ 0: By Proposition 5.7, there is a sequence fjlgml¼0 of distinct positive
integers with j0 ¼ l0; jm ¼ k0 such that njl	1jla0 for any l ¼ 1;y; m: We note that
m^2: Consider the triple ð j0; j1; j2Þ: By Lemma 5.15 we see that nj0j1 ¼ nj0j2 ¼ nj1j2 :
Next we consider the triple ð j0; j2; j3Þ: Since nj0j2a0 and nj2j3a0; we get nj0j2 ¼ nj0j3 ¼
nj2j3 by Lemma 5.15. Thus we have nj0j1 ¼ nj0j3 : Continuing this argument, we obtain
0anj0j1 ¼ nj0jm ¼ nl0k0 ¼ 0; a contradiction.
Let us show nlk ¼ n21 for any l4k: If k ¼ 2; we take the triple ð1; 2; lÞ: Then
Lemma 5.15 shows nl2 ¼ nl1 ¼ n21: If k42; we consider two triples ð1; 2; kÞ and
ð1; k; lÞ: Then, Lemma 5.15 again tells us that n21 ¼ nk1 ¼ nk2 and nk1 ¼ nl1 ¼ nlk:
Therefore nlk ¼ nk1 ¼ n21: &
Proposition 5.17. The validity of (5.1) implies that D is quasisymmetric and that ojn is
a positive number multiple of bjn:
Proof. Proposition 5.16 implies that dl ¼ 1þ nðr 	 1Þ=2; where n :¼ nlk is indepen-
dent of l; k: Thus dl is independent of l: This together with Proposition 5.8 says that
bl is also independent of l: Therefore D is quasisymmetric by Proposition 1.1. We
need here the explicit value of bl computed in [22, Lemma 5.2]:
bl ¼ 2dl þ bl ðl ¼ 1;y; rÞ: ð5:23Þ
Thus bl is independent of l: Since both o and b vanish on the subspace Jnð0Þ þ
gð1=2Þ þ nð0Þ by Nomura [24, Lemma 3.1], we get ojn ¼ ð2d þ bÞ	1o0  bjn: &
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Now that D is quasisymmetric, we have a Euclidean Jordan algebra structure in V
by (1.23). In terms of our normal j-algebra structure, the Jordan product can be
expressed as (see [21, Section 4] for details of what follows)
2v1v2 ¼ ½Jv1; v2 þ tðadgð1ÞJv1Þv2;
where tT for an operator T on gð1Þ stands for the transpose with respect to the inner
product (1.20). Furthermore E1;y; Er form a Jordan frame of V ; and we see easily
that the corresponding Peirce spaces are nðalþakÞ=2 ð1%k%l%rÞ: Thus V is a simple
Euclidean Jordan algebra of rank r in the sense of [7], and W ¼ VC is a complex
Jordan algebra. We observe that for the usual trace inner product /v1 j v2S0 :¼
trðv1v2Þ on V ; (1.22) shows
ð2d þ bÞ/v1 j v2S0 ¼ /v1 j v2Sk; ð5:24Þ
where d :¼ dl and b :¼ bl ; both independent of l: Furthermore, the linear operators
jðwÞ ðwAWÞ deﬁned by (1.25) give rise to a Jordan *-representation j : w/jðwÞ:
Let us denote the pseudoinverse map and the Cayley transform considered in [21,22]
by I and C; respectively. They are associated to the Bergman kernel of D: In the
notation of [24], we haveI ¼ I2dþb and C ¼ C2dþb: In the present situation that D is
quasisymmetric, we have
IS ¼ d þ b
2d þ bI; CS ¼
d þ b
2d þ bC: ð5:25Þ
Deﬁne efAW for fAW n and eFAU for FAUw by
/w; fS ¼ /w j efSk ð8wAWÞ; /u; FS ¼ ðeF j uÞk ð8uAUÞ:
Then we have IðwÞB ¼ w	1 by Nomura [21, Proposition 4.4]. Moreover, Theorem
4.10 in [21] gives
CðzÞB ¼ ð2jðw þ EÞ	1u; ðw 	 EÞðw þ EÞ	1Þ ðz ¼ ðu; wÞÞ:
We deﬁne a Hermitian inner product on W by ðw1 j w2Þk :¼ /w1 j wn2Sk: Proposition
9.3 in [22] gives
jjCðzÞjj2o ¼
2d þ b
o0
ð2jjjðw þ EÞ	1ujj2k þ jjðw 	 EÞðw þ EÞ	1jj2kÞ: ð5:26Þ
Since jjEnc jj2o ¼ o	10 ðd þ bÞ2r by (4.7) and jjEjj2k ¼ ð2d þ bÞr by (5.24), Lemma 5.3
together with (5.25) yields that our assumption (5.1) is the validity of
2jjjðwz þ EÞ	1uzjj2k þ jjðwz 	 EÞðwz þ EÞ	1jj2k ¼ jjEjj2k ð5:27Þ
for any z ¼ ðuz; wzÞAS:
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5.6. Reduction to a symmetric domain
We begin by writing down some properties of the Jordan representation j: See
[22, Lemma 10.1] for a proof.
Lemma 5.18. (1) jðEiÞ is the orthogonal projection onto nai=2:
(2) Let jak: If wAðnðakþajÞ=2ÞC; then jðwÞnaj=2Cnak=2:
Fixing jok; we take the elements
z ¼ ðuj þ uk; 12 Qðuj þ uk; uj þ ukÞ þ i ImQðuj; ukÞÞAS ð5:28Þ
in (5.27), where ujAnaj=2 and ukAnak=2 are arbitrary. In what follows, we put b0 :¼
2d þ b; which is equal to bl for any l ¼ 1;y; r by (5.23). Since jjEjjj2k ¼ 2d þ b ¼ b0
by (5.24), we see that Qðuj; ujÞ ¼ b	10 jjuj jj2kEj by (1.24), and a similar formula holds
for Qðuk; ukÞ: Thus we have
wz ¼ 12 b	10 jjuj jj2kEj þ 12 b	10 jjukjj2kEk þ Qðuj ; ukÞ:
We note here that Deﬁnition (1.9) says that Qðuj; ukÞAðnðakþajÞ=2ÞC: We put qjk :¼
/Qðuj; ukÞ j Qðuj; ukÞSk and
D :¼ ð1þ 1
2
b	10 jjujjj2kÞð1þ 12 b	10 jjukjj2kÞ 	 12 b	10 qjk:
Then, since wz þ EAOþ iV ; Lemma 10.2 in [22] together with (5.24) says that Da0
and that
ðwz þ EÞ	1 ¼
X
maj;k
Em þ D	1½ð1þ 12 b	10 jjukjj2kÞEj þ ð1þ 12 b	10 jjujjj2kÞEk 	 Qðuj; ukÞ:
Proposition 5.19. (1) One has
ðwz 	 EÞðwz þ EÞ	1 ¼ 	
X
maj;k
Em 	 D	1ðajEj þ akEk 	 2Qðuj; ukÞÞ;
where
aj :¼ ð1	 12 b	10 jjujjj2kÞð1þ 12 b	10 jjukjj2kÞ þ 12 b	10 qjk;
ak :¼ ð1þ 12 b	10 jjuj jj2kÞð1	 12 b	10 jjukjj2kÞ þ 12 b	10 qjk:
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(2) One has jðwz þ EÞ	1ðuj þ ukÞ ¼ D	1ðAj þ AkÞ; where
Aj :¼ ð1þ 12 b	10 jjukjj2kÞuj 	 jðQðuj; ukÞÞukAnaj=2;
Ak :¼ ð1þ 12 b	10 jjuj jj2kÞuk 	 jðQðuj; ukÞÞujAnak=2:
Proof. (1) We have
wz 	 E ¼ 	
X
maj;k
Em 	 ð1	 12 b	10 jjuj jj2kÞEj 	 ð1	 12 b	10 jjukjj2kÞEk þ Qðuj; ukÞ:
Here we note that if z1; z2AðnðakþajÞ=2ÞC; then it holds that (cf. [22, (10.6)])
z1z2 ¼ 12 b	10 /z1 j z2Sk  ðEj þ EkÞ: ð5:29Þ
From this one can calculate easily ðwz 	 EÞðwz þ EÞ	1:
(2) Computation using jðwz þ EÞ	1 ¼ jððwz þ EÞ	1Þ and Lemma 5.18. &
Now we have (5.27) for the elements z in (5.28). By Proposition 5.19,
b0ðjajj2 	 jDj2Þ þ b0ðjakj2 	 jDj2Þ
þ 4jjQðuj; ukÞjj2k þ 2jjAj jj2k þ 2jjAkjj2k ¼ 0: ð5:30Þ
A straightforward computation yields
b0ðjajj2 	 jDj2Þ ¼ 	2ð1þ 12 b	10 jjukjj2kÞ2jjuj jj2k þ ð2þ b	10 jjukjj2kÞRe qjk;
b0ðjakj2 	 jDj2Þ ¼ 	2ð1þ 12 b	10 jjuj jj2kÞ2jjukjj2k þ ð2þ b	10 jjujjj2kÞRe qjk:
Thus we get
b0ðjajj2 	 jDj2Þ þ b0ðjakj2 	 jDj2Þ
¼ 	2ð1þ 1
2
b	10 jjukjj2kÞ2jjujjj2k 	 2ð1þ 12 b	10 jjujjj2kÞ2jjukjj2k
þ ð4þ b	10 jjujjj2k þ b	10 jjukjj2kÞRe qjk:
On the other hand, since (1.25) implies
ðjðQðuj; ukÞÞuk j ujÞk ¼ jjQðuj; ukÞjj2k;
ðjðQðuj; ukÞÞuj j ukÞk ¼ qjk;
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we obtain
jjAjjj2k ¼ ð1þ 12 b	10 jjukjj2kÞ2jjujjj2k þ jjjðQðuj ; ukÞÞukjj2k 	 ð2þ b	10 jjukjj2kÞjjQðuj ; ukÞjj2k;
jjAkjj2k ¼ ð1þ 12 b	10 jjujjj2kÞ2jjukjj2k þ jjjðQðuj; ukÞÞujjj2k 	 ð2þ b	10 jjujjj2kÞRe qjk:
With these formulas, (5.30) may be rewritten, after some cancellation, as
	 2jjukjj2kjjQðuj ; ukÞjj2k þ ðjjukjj2k 	 jjujjj2kÞRe qjk
þ 2b0jjjðQðuj; ukÞÞukjj2k þ 2b0jjjðQðuj; ukÞÞujjj2k ¼ 0: ð5:31Þ
Assuming for a moment that jjujjjkajjukjjk; we replace uj in (5.31) by e	iy=2uj with
arbitrary yAR; where we recall (1.6), and naj=2 is considered as a complex vector
space by means of 	J: Then we get qjk ¼ 0: Since Q is sesquilinear, this holds
without the assumption jjujjjkajjukjjk: Then identity (5.31) becomes
	jjukjj2kjjQðuj; ukÞjj2k þ b0jjjðQðuj ; ukÞÞukjj2k þ b0jjjðQðuj; ukÞÞuj jj2k ¼ 0: ð5:32Þ
Put wjk :¼ Qðuj; ukÞ for simplicity. Since j is a Jordan *-representation, it holds by
virtue of (1.26) that
jjjðwjkÞukjj2k ¼ðjðwnjkÞjðwjkÞuk j ukÞk
¼ 2ðjðwnjkwjkÞuk j ukÞk 	 ðjðwjkÞjðwnjkÞuk j ukÞk:
Using (5.29), we have 2wnjkwjk ¼ b	10 jjwjkjj2kðEj þ EkÞ: Hence by (1) of Lemma 5.18,
jjjðwjkÞukjj2k ¼ b	10 jjwjkjj2kjjukjj2k 	 jjjðwnjkÞukjj2k:
Since wnjk ¼ Qðuk; ujÞ; the identity (5.32) becomes
jjjðQðuj; ukÞÞuj jjk ¼ jjjðQðuk; ujÞÞukjjk:
Comparing the degrees in uj and in uk; we see that the both sides are equal to zero,
that is,
jðQðuj; ukÞÞuj ¼ 0; jðQðuk; ujÞÞuk ¼ 0:
By Proposition 1.2, we conclude that D is symmetric, so that we obtain
Proposition 5.20. The validity of the norm equality condition (5.1) implies that the
domain D is symmetric in addition to ojn ¼ b	10 o0  bjn:
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6. The case of symmetric domains
In this section, we verify that if our Siegel domain D is symmetric and if ojn is a
positive number multiple of bjn; then (5.1) is satisﬁed. Since symmetric Siegel
domains are described in terms of Jordan triple systems (JTS), we begin this section
with the introduction of JTS. Details can be found in [19] or [30].
6.1. Positive Hermitian Jordan triple systems
A ﬁnite-dimensional complex vector space Z is called a Hermitian JTS if Z is
endowed with a real trilinear map f; ; g :Z  Z  Z-Z such that
(1) fx; y; zg is complex linear in x; z and antilinear in y;
(2) fx; y; zg ¼ fz; y; xg;
(3) fa; b; fx; y; zgg ¼ ffa; b; xg; y; zg 	 fx; fb; a; yg; zg þ fx; y; fa; b; zgg:
Let Z be a Hermitian JTS. For x; yAZ; let x&y be the linear operator on Z
deﬁned by ðx&yÞz :¼ fx; y; zg: We suppose that the trace form trðx&yÞ deﬁnes a
positive deﬁnite Hermitian inner product on Z: An element eAZ is said to be a
tripotent if fe; e; eg ¼ e: Let r be the rank of the JTS Z and ﬁx a JTS frame
fe1;y; erg; that is, a maximal system of primitive tripotents in Z such that ei&ej ¼
0 if iaj: Put e :¼ e1 þ?þ er: Then e is a maximal tripotent, so that the only
possible eigenvalues of the selfadjoint operator e&e are 1/2 and 1. We denote by U
(resp. W ) the 1/2-eigenspace (resp. 1-eigenspace) of e&e: Evidently Z ¼ U"W ; and
we do not exclude the possibility U ¼ f0g: The product w1w2 :¼ fw1; e; w2g turns W
into a complex Jordan algebra with unit element e: Moreover, the antilinear map
w/wn :¼ fe; w; eg is an involutive real Jordan algebra automorphism of W : Let V
be its ﬁxed point set. Then V is a real form of W ; and in fact a Euclidean Jordan
algebra of rank r with unit element e: Furthermore, fe1;y; erg becomes a Jordan
algebra frame of V :
Let O be the interior of the set fx2; xAVg in V : We know that O is a symmetric
cone [7]. Deﬁne a sesquilinear map Q :U  U-W by
Qðu; u0Þ :¼ 2fu; u0; eg: ð6:1Þ
It turns out that Q is an O-positive Hermitian map. With these data we form a Siegel
domain D ¼ DðO; QÞ by (1.10). We suppose that the Siegel domain D is irreducible.
Then Z is a simple JTS and V a simple Jordan algebra. The frame fe1;y; erg gives
the Peirce decompositions U ¼P"1%j%r Uj and V ¼P"1%i%j%r Vij of U and V ;
respectively, where
Uj :¼ fuAU ; ðek&ekÞu ¼ 12 djku ð1%k%rÞg;
Vij :¼ fvAV ; ðek&ekÞv ¼ 12 ðdik þ djkÞv ð1%k%rÞg:
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We note Vjj ¼ Rej : Moreover, the dimension dimC Uj is independent of j; and
similarly dimR Vij ðiojÞ does not depend on i; j:
Let G :¼ HolðDÞ 3 ; the connected component of the identity of the group of
holomorphic automorphisms of D: We know that G is a semisimple Lie group with
trivial center. Let G be the Lie algebra of G: Then G consists of all complete
holomorphic vector ﬁelds on D with the Poisson bracket
pðzÞ @
@z
; qðzÞ @
@z
 	
:¼ ðp0ðzÞðqðzÞÞ 	 q0ðzÞðpðzÞÞÞ @
@z
:
It is known [14,19,30] that elements of G are polynominal vector ﬁelds. With the JTS
frame fe1;y; erg ﬁxed above, let
A :¼
Xr
j¼1
Rðej&ejÞðzÞ @
@z
:
Then A is a commutative subalgebra of G such that adðAÞ consists of diagonalizable
operators on G: We set
G
1
jk :¼ fia@=@z; aAVjkg ð1%j%k%rÞ;
G
1=2
j :¼ fðu þ 2fe; u; zgÞ@=@z; uAUjg ð j ¼ 1;y; rÞ;
G
0
ij :¼ fðx&eiÞðzÞ@=@z; xAVijg ðiojÞ:
We also set N :¼Pioj G0ij"Pi%j%r G1=2j "Pj%k G1jk: Let K be the stabilizer at
e :¼ ð0; eÞAD in G: Then K is a maximal compact subgroup of G: With K :¼ Lie ðKÞ;
the Lie algebra of K; we have an Iwasawa decomposition G :¼ K þ A þ N of G: The
corresponding Iwasawa decomposition of G is G ¼ NAK with A :¼ expA and
N :¼ expN: Let fajgrj¼1 be the basis of An dual to the basis fðei&eiÞðzÞ@=@zgri¼1 of
A: We know that (see [32, 2.66] for example)
(1) G1jk is the
1
2
ðaj þ akÞ-root space ð j%kÞ;
(2) G
1=2
j is the
1
2
aj-root space ð1%j%rÞ;
(3) G0ij is the
1
2
ðaj 	 aiÞ-root space ðiojÞ:
We put S :¼ A þ N and Sð0Þ :¼ A þPioj G0ij:
6.2. Normal j-algebra defined by JTS
Now we deﬁne a normal j-algebra from a given simple positive Hermitian JTS Z:
We keep to the notation in Section 6.1. Let us denote by UR the underlying real vector
space of U : We make the vector space UR þ V a Lie algebra by (with Q in (6.1))
½u þ v; u0 þ v0 ¼ 	2 Im Qðu; u0Þ ðu; u0AUR; v; v0AVÞ:
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Clearly it is at most 2-step nilpotent. Let us consider the following subspaces a and
sð0Þ of linear operators on Z:
a :¼
Xr
i¼1
Rðei&eiÞ; sð0Þ :¼ a þ
X
ioj
fx&ei; xAVijg:
Then, both a and sð0Þ are Lie subalgebras of glðZÞ; and a is commutative. We now
transport the Lie algebra structure of S to s :¼ sð0Þ"ðUR þ VÞ by means of the
linear map C0 :S-s deﬁned by the following rule:
C0 : Tz @=@z/T ðTASð0ÞÞ; C0 : ia @=@z/a ðaAVÞ;
C0 : ðu þ 2fe; u; zgÞ@=@z/u ðuAURÞ:
Then s :¼ sð0ÞrðUR þ VÞ; and the actions of sð0Þ on UR and V are simply the
restrictions of the operators in sð0Þ to UR and V ; respectively (see the proof of
[22, Lemma 11.1]). We deﬁne a linear operator J on s by
Jðej&ejÞ ¼ 	ej ð1%j%rÞ; Jðx&eiÞ ¼ 	12 x ðxAVijÞ;
Ju ¼ 	iu ðuAURÞ;
Jx ¼ 2x&ei ðxAVijÞ; Jej ¼ ej&ej ð1%j%rÞ:
It is evident that J2 ¼ 	I and that the complex vector space ðUR;	JÞ coincides with
U : Let enAVn be the trace form of the Euclidean Jordan algebra V ; that is,
/x; enS ¼ tr x ðxAVÞ: We extend en to s by putting 0 on sð0Þ þ UR: Then
Proposition 11.2 in [22] says that the triple ðs; J; enÞ is a normal j-algebra. Thus en is
an admissible linear form on s; and we denote by /  j Sen the corresponding J-
invariant inner product on s: Obviously the split solvable Lie group S :¼ exp s is
isomorphic to S :¼ NA; and the actions of S and S on D are the same.
6.3. Cayley transform of D inside JTS
Let bj and dj be as in (1.8) for the normal j-algebra s: By the above Lie
isomorphism C0 :S-s; we see that bj ¼ dimC Uj and dj ¼ 1þ nðr 	 1Þ=2; where
n :¼ dimR Vij ðiojÞ is independent of i; j: Therefore, both bj and dj are independent
of j; and we denote them by b and d; respectively in what follows. Let b be the
Koszul form (1.3) for s and /  j Sb the corresponding J-invariant inner product on
s: Since bjV ¼ ð2d þ bÞenjV ; we have
/v1 j v2Sb ¼ ð2d þ bÞ/v1 j v2Sen ðv1; v2AVÞ: ð6:2Þ
We extend /  j Sb to a complex bilinear form on W  W ; which we still denote by
the same symbol. On the other hand, we have a Hermitian inner product ðu1 j u2Þb :¼
/½Ju1; u2; bS	 i/½u1; u2; bS on U : We identify Wn with W and Uw with U by these
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/  j Sb and ð j Þb respectively. Thus we deﬁne iðf ÞAW for fAW n and iðFÞAU for
FAUw by
/iðf ÞjwSb ¼ /w; fS ðwAWÞ; ðiðFÞjuÞb ¼ /u; FS ðuAUÞ: ð6:3Þ
We also have a Hermitian inner product ðw1 j w2Þb :¼ /w1 j wn2Sb on W :
Let C be the Cayley transform considered in [21,22]. Set Cb :¼ i 3C: Then Cb is a
rational mapping on U  W : By [22, (11.14)], it holds that
Cbðu; wÞ ¼ ðjðw þ eÞ	1u; ðw 	 eÞðw þ eÞ	1Þ; ð6:4Þ
where the Jordan algebra representation j of W is expressed as jðwÞ ¼ 2ðw&eÞjU ;
see Lemma 11.3 in [22]. We note that CbðeÞ ¼ 0: Proposition 11.5 in [22] shows that
the bounded symmetric domain Db :¼ CbðDÞ is circular, that is, it is invariant under
the multiplications by complex numbers of absolute value 1. Thus Db is the Harish-
Chandra model of a non-compact Hermitian symmetric space.
Furthermore, we have C0bðeÞ ¼ 12 I : This means that the currently handling
Hermitian inner product ð j Þb on Z ¼ U þ W ; which coincides with the one deﬁned
by the process described in the paragraph just after Proposition 4.6, is a positive
number multiple of the Hermitian inner product deﬁned by the Bergman metric
of Db: Let G :¼ HolðDbÞ 3 : We have G ¼ Cb 3G 3C	1b ; and G is a semisimple Lie
group. Let K be the stabilizer of 0ADb in G: We have K ¼ Cb 3K 3C	1b ; and K is a
maximal compact subgroup of G: A consequence of the circularity of Db is that K is
linear (a theorem due to H. Cartan, see [29, 2.1.3] for example). Then by the K-
invariant property of the Bergman metric of Db together with the remark at the
beginning of this paragraph, K is contained in the unitary group relative to the
Hermitian inner product ð j Þb on Z:
6.4. Verification of the norm equality
We now verify (5.1) for the symmetric Siegel domain D and oAgn such that ojn is
a positive number multiple of bjn: In this case om is independent of m: By (1.2), o
may be assumed to be a positive number multiple of b; and Lemma 3.2, (5.25) and
(5.26) assure that we may further assume that o ¼ b: Then we note the following
relationship between two Hermitian inner products ð j Þk deﬁned in Section 1.3 and
ð j Þb used in Section 6.3:
ðw1 j w2Þk ¼ ðw1 j w2Þb ðwjAWÞ; 2ðu1 j u2Þk ¼ ðu1 j u2Þb ðujAUÞ:
Now we have by Lemma 3.2, (1.8) and (6.2)
/Cb; adþbS ¼ d þ b
2d þ b
Xr
k¼1
ðqk þ b þ 1Þ ¼ ðd þ bÞ
2
r
2d þ b ¼
ðd þ bÞ2
ð2d þ bÞ2 jjejj
2
b:
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Then using (5.25), (5.26) and (6.4), we see that the norm equality condition (5.1) to
be veriﬁed now takes the following form:
jjCbðzÞjjb ¼ jjejjb for any zAS: ð6:5Þ
Let SDb denote the Shilov bounded of the bounded symmetric domain Db: It is
well-known that SDb is a G-orbit as well as a K-orbit, see Corollary in [16, p. 155] for
instance. Since Cbð0Þ ¼ 	e; we have SDb ¼ K  ð	eÞ ¼ G  ð	eÞ: Since K sits inside
the unitary group for the inner product ð j Þb; we see that SDb lies on the sphere
fzAZ; jjzjjb ¼ jjejjbg: On the other hand, we have:
CbðSÞ ¼ CbðND  0Þ ¼ ðCb 3ND 3C	1b Þ  ð	eÞCG  ð	eÞ ¼ SDb :
Hence we get (6.5).
7. Conclusions
The results of Sections 5 and 6 are summarized in the following theorem.
Theorem 7.1. The norm equality jjCSðzÞjj2o ¼ /Co; adþbS holds for any zAS if and
only if
(1) the Siegel domain D is symmetric,
(2) ojn is a positive number multiple of bjn:
This together with Theorem 4.11 yields the following theorem, which strengthens
the theorem due to Hua–Look [10], Kora´nyi [15] and Xu [34] cited in Introduction in
that for non-symmetric Siegel domains, the Poisson kernel is not harmonic in any
standard Hermitian metric.
Theorem 7.2. LoP
G
z ¼ 0 for any zAS if and only if the domain D is symmetric and ojn
is a positive number multiple of bjn:
The next theorem is of some interest.
Theorem 7.3. If D is such that the Bergman kernel k is a power of the Szego¨ kernel S
up to a positive constant multiple, then LbP
G
0 ðeÞ ¼ 0:
Proof. By Proposition 4.8 and (2.5) we have:
LbP
G
0 ðeÞ ¼ PG0 ðeÞð	jjEndþbjj2b þ/Cb; adþbSÞ:
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Since PG0 ðeÞa0; we see that LbPG0 ðeÞ ¼ 0 if and only if jjEndþbjj2b ¼ /Cb; adþbS:
Here, Lemma 3.2 together with (5.23) tell us that
/Cb; adþbS ¼
Xr
j¼1
dj þ bj
2dj þ bj  ðqj þ bj þ 1Þ:
By (4.7), we see that jjEndþbjj2b ¼ /Cb; adþbS if and only if
Xr
j¼1
dj þ bj
2dj þ bj  ðpj 	 qjÞ ¼ 0: ð7:1Þ
Now suppose that k is a power of S up to a constant. By (1.19) and (2.1), we have
2dj þ bj ¼ aðdj þ bjÞ for some positive number a independent of j: Then (7.1)
becomes
P
j pj ¼
P
j qj : But this is clear from deﬁnition (1.8). &
The following statement is found on the second line of [4, p. 315] without proof.
Proposition 7.4. If D is a tube domain, then LbP
G
0 ðeÞ ¼ 0:
Proof. If D is a tube domain, then bj ¼ 0 for any j; so that k is the square of S up to
a constant multiple by (1.19) and (2.1). Hence the previous theorem implies that
LbP
G
0 ðeÞ ¼ 0: &
If D is quasisymmetric, then by Proposition 1.1 and (1.8), dj and bj are
independent of j: This means that k is a power of S up to a constant multiple.
Therefore, we get the following proposition that was not observed in [4].
Proposition 7.5. If D is quasisymmetric, then LbP
G
0 ðeÞ ¼ 0:
We conclude this paper by remarking that for Pjatetskii–Shapiro’s complex four-
dimensional non-quasisymmetric Siegel domain (see [26, p. 26]), we see easily that
the left-hand side of (7.1) is not equal to 0, see [24, (5.1)] for the necessary data of the
calculation. Thus LbP
G
0 ðeÞa0 for this Siegel domain.
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