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ABSTRACT
The notion of hull-kernel topology on a collection of prime filters in a residuated lat-
tice is introduced and investigated. It is observed that any collection of prime filters
is a T0 topological space under the hull-kernel and the dual hull-kernel topologies.
It is proved that any collection of prime filters is a T1 space if and only if it is an
antichain, and it is a Hausdorff space if and only if it satisfies a certain condition.
Some characterizations in which maximal filters forms a Hausdorff space are given.
At the end, it is focused on the space of minimal prim filters, and it is shown that this
space is a totally disconnected Hausdorff space. This paper is closed by a discussion
abut the various forms of compactness and connectedness of this space.
KEYWORDS
residuated lattice; maximal filter; prime filter; minimal prime filter; hull-kernel
topology
1. Introduction
Stone (1937) established a correspondence between the category of distributive lattices
and a certain category of topological spaces. He observed that the set of prime ideals
of a Boolean algebra forms a topological space in a natural way. A form of Stone’s
representation theorem for Boolean algebras states that every Boolean algebra is iso-
morphic to the Boolean algebra of clopen sets of a non-empty compact totally discon-
nected Hausdorff space (Stone space). This isomorphism forms a category-theoretic
duality between the categories of Boolean algebras and Stone spaces. Kist (1963) and
Henriksen and Jerison (1965) investigated on commutative semigroups with 0 and
commutative rings, respectively, via the space of minimal prime ideals. The space of
minimal prime ideals for distributive lattices with 0 is discussed in Speed (1969b, 1974)
where the author presented a characterization for various forms of compactness and
connectedness. The space of minimal prime ideals of a ring without nilpotent elements
is discussed in Thakare and Nimbhorkar (1983) and an interesting characterization
of Baer rings is given. In Leus¸tean (2003), the author introduced the notion of Stone
topology on the prime and maximal filters in a BL algebra and investigated them.
He showed that the set of prime filters is a compact T0 space and the set of maximal
prime filters is a compact Hausdorff space under this topology. Recently, the space of
minimal prime ideals of a poset is investigated by Mundlik, Joshi, and Halasˇ (2017).
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In this work we study the hull-kernel topology on a collection of prime filters in a
residuated lattice. This paper is organized in four sections as follow: In Section 2, some
definitions and facts about residuated lattices and topology are recalled, which are used
in the next sections. Moreover, notions of maximal, prime, and minimal prime filters
are introduced and some characterizations of them are given. In Section 3, the hull and
kernel operators on a collection of filters in a residuated lattices are introduced and a
Galois connection is established between them (Theorem 3.8). It is observed that any
collection of prime filters is a T0 topological space under the hull-kernel and the dual
hull-kernel topologies (Theorem 3.12). It is proved that any collection of prime filters
is a T1 space if and only if it is an antichain (Theorem 3.13), and it is a Hausdorff
space if and only if it satisfies a certain condition (Theorem 3.14). This section further
concentrates on maximal filters and some characterizations in which this collection
forms a Hausdorff space. Section 4 is focused on the space of minimal prim filters
and it is shown that this space is a totally disconnected Hausdorff space (Corollary
4.4). This section is closed by a discussion abut the various forms of compactness and
connectedness of this space.
2. Preliminaries
In this section we recall some definitions and facts about residuated lattices and topol-
ogy.
2.1. Residuated lattices
This subsection is devoted to recall some definitions, properties and results relative to
residuated lattices, which will be used in the following. The results in the this section
are original, excepting those that we cite from other papers.
An algebra A = (A;∨,∧,,→, 0, 1) is called a residuated lattice if `(A) =
(A;∨,∧, 0, 1) is a bounded lattice, (A;, 1) is a commutative monoid and (,→)
is an adjoint pair. A residuated lattice A is called a MTL algebra if satisfying the
pre-linearity condition (denoted by (prel)):
(prel) (x→ y) ∨ (y → x) = 1, for all x, y ∈ A.
In a residuated lattice A, for any a ∈ A, we put ¬a := a→ 0. It is well-known that
the class of residuated lattices is equational (Idziak 1984), and so it forms a variety.
The properties of residuated lattices were presented in Galatos et al. (2007). For a
survey of residuated lattices we refer to Jipsen and Tsinakis (2002).
Remark 1. (Jipsen and Tsinakis 2002, Proposition 2.2) Let A be a residuated lattice.
The following conditions are satisfied for any x, y, z ∈ A:
r1 x (y ∨ z) = (x y) ∨ (x z);
r2 x ∨ (y  z) ≥ (x ∨ y) (x ∨ z).
Example 2.1. Let A6 = {0, a, b, c, d, 1} be a lattice whose Hasse diagram is below
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(see Figure 1). Define  and → on A7 as follows:
 0 a b c d 1
0 0 0 0 0 0 0
a 0 a a 0 a a
b 0 a a 0 a b
c 0 0 0 c c c
d 0 a a c d d
1 0 a b c d 1
→ 0 a b c d 1
0 1 1 1 1 1 1
a c 1 1 c 1 1
b c d 1 c 1 1
c b b b 1 1 1
d 0 b b c 1 1
1 0 a b c d 1
Routine calculation shows that A6 = (A6;∨,∧,,→, 0, 1) is a residuated lattice.
 
0 
1 
𝒅 
𝒂 
𝒃 
𝒄 
Figure 1. The Hasse diagram of A6.
Let A be a residuated lattice. A non-void subset F of A is called a filter of A if
x, y ∈ F implies x y ∈ F and x ∨ y ∈ F for any x ∈ F and y ∈ A. The set of filters
of A is denoted by F (A). A filter F of A is called proper if F 6= A. Clearly, F is a
proper filter if and only if 0 /∈ F . For any subset X of A the filter of A generated by X
is denoted by F (X). For each x ∈ A, the filter generated by {x} is denoted by F (x)
and called principal filter. The set of principal filters is denoted by PF (A). Let F be
a collection of filters of A. Set YF = F (∪F). It is well-known that (F (A);∩,Y,1, A)
is a frame and so it is a complete Heyting algebra.
Example 2.2. Consider the residuated lattice A6 from Example 2.1. Then F (A6) =
{F1 = {1}, F2 = {d, 1}, F3 = {a, b, d, 1}, F4 = {c, d, 1}, F5 = A6}.
The following remark has a routine verification.
Remark 2. Let A be a residuated lattice, F be a filter and X be a subset of A. The
following assertions hold for any x, y ∈ A:
(1) F (F, x) := F YF (x) = {a ∈ A|f  xn ≤ a, f ∈ F};
(2) x ≤ y implies F (F, y) ⊆ F (F, x).
(3) F (F, x) ∩F (F, y) = F (F, x ∨ y);
(4) F (F, x) YF (F, y) = F (F, x y);
(5) PF (A) is a sublattice of F (A);
(6) if A = F (X), then A = F (Y ) for some finite subset Y ⊆ X.
A proper filter of a residuated lattice A is called maximal if it is a maximal element
in the set of all proper filters. The set of all maximal filters of A is denoted by Max(A).
A proper filter P of A is called prime if F1∩F2 = P implies F1 = P or F2 = P for any
F1, F2 ∈ F (Aν). The set of all prime filters of A is denoted by Spec(A). It is obvious
that Max(A) ⊆ Spec(A). By Zorn’s lemma follows that any proper filter is contained
in a maximal filter and so in a prime filter.
Proposition 2.3. Let A be a residuated lattice and P be a proper filter of A. The
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following assertions are equivalent:
(1) P is prime;
(2) F1 ∩ F2 ⊆ P implies F1 ⊆ P or F2 ⊆ P for any F1, F2 ∈ F (Aν);
(3) x ∨ y ∈ P implies x ∈ P or y ∈ P for any x, y ∈ A.
A non-empty subset C of A is called ∨-closed if it is closed under the join operation,
i.e x, y ∈ C implies x ∨ y ∈ C .
Remark 3. It is obvious that a filter P is prime if and only if P c is ∨-closed. Also, if
P ⊆ Spec(A), then (∪P)c is a ∨-closed subset of A.
The following result is an easy consequence of Zorn’s lemma.
Lemma 2.4. If C is a ∨-closed subset of A which does not meet the filter F , then C
is contained in a ∨-closed subset C which is maximal with respect to the property of
not meeting F .
The following important result is proved for pseudo-BL algebras (Di Nola,
Georgescu, and Iorgulescu 2002, Theorem 4.28); however, it can be proved without
difficulty in all residuated lattices.
Theorem 2.5. (Prime filter theorem) If C is a ∨-closed subset of A which does not
meet the filter F , then F is contained in a filter P which is maximal with respect to
the property of not meeting C ; furthermore P is prime.
Corollary 2.6. Let F be a filter of a residuated lattice A and X be a subset of A.
The following assertions hold:
(1) If X * F , there exists a prime filter P such that F ⊆ P and X * P ;
(2) F (X) =
⋂{P ∈ Spec(A)|X ⊆ P}.
Proof. (1): Let x ∈ X − F . By taking C = {x} it follows by Theorem 2.5.
(2): Set σX = {P ∈ Spec(A)|X ⊆ P}. Obviously, we have F (X) ⊆
⋂
σX . Now let
a /∈ F (X). By (1) follows that there exits a prime filter P containing F (X)
such that a /∈ P . It shows that a /∈ ⋂σX .
Let A be a residuated lattice and X be a subset of A. A prime filter P is called a
minimal prime filter belonging to X orX-minimal prime filter if P is a minimal element
in the set of prime filters containing X. The set of X-minimal prime filters of A is
denoted by MinX(A). A prime filter P is called a minimal prime if P ∈ Min{1}(A).
The set of minimal prime filters of A is denoted by Min(A).
In following we give an important characterization for minimal prime filters.
Theorem 2.7. (Minimal prime filter theorem) Let A be a residuated lattice and F
be a filter of A. A subset P of A is an F -minimal prime filter if and only if P c is a
∨-closed subset of A which it is maximal with respect to the property of not meeting
F .
Proof. Let P be a subset of A such that P c is a ∨-closed subset of A which is maximal
w.r.t the property of not meeting F . By Proposition 2.5 there exists a prime filter Q
such that Q not meeting P c and so Q ⊆ P . By Remark 3, Qc is a ∨-closed subset of
A and by hypothesis we have P c ⊆ Qc and Qc ∩ F = ∅. So by maximality of P c we
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deduce that P c = Qc and it means that P = Q. It shows that P is a prime filter and
moreover it shows that P is an F -minimal prime filter.
Conversely, let P be an F -minimal prime filter of A. By Remark 3, P c is a ∨-closed
subset of A such that P c∩F = ∅. By using Lemma 2.4 we can obtain a ∨-closed subset
C of A such that it is maximal with respect to the property of not meeting F . By
case just proved, C ′ is an F -minimal prime filter such that C ′ ∩P c = ∅ and it implies
C ′ ⊆ P . By hypothesis C = P c and it shows that P c is a ∨-closed subset of A such
that it is maximal with respect to the property of not meeting F .
Corollary 2.8. Let A be a residuated lattice, X be a subset of A and P be a prime
filter containing X. Then there exists an X-minimal prime filter contained in P .
Proof. By Remark 3, P c is a ∨-closed subset of A such that P c ∩F (X) = ∅. By
using Lemma 2.4 we can obtain a ∨-closed subset C of A containing P c such that it
is maximal with respect to the property of not meeting F (X). By Theorem 2.7, C ′ is
an F (X)-minimal prime filter which it is contained in P .
The following corollary should be compared with Corollary 2.6.
Corollary 2.9. Let F be a filter of a residuated lattice A and X be a subset of A.
The following assertions hold:
(1) If X * F , there exists an F -minimal prime filter m such that X * m;
(2) F (X) =
⋂
MinX(A).
Proof. (1): It is a direct consequence of Corollary 2.6(1) and Corollary 2.8.
(2): Set σX = {P ∈ Spec(A)|X ⊆ P}. By Corollary 2.6(2), it is sufficient to show
that
⋂
MinX(A) =
⋂
σX . It is obvious that
⋂
σX ⊆
⋂
MinX(A). Otherwise, let
a ∈ ⋂MinX(A) and P be an arbitrary element of σX . By Corollary 2.8 there
exists an X-minimal prime filter m contained in P . Hence, a ∈ m ⊆ P and it
states that
⋂
MinX(A) ⊆
⋂
σX .
Let A be a residuated lattice and F be a filter of A. For any subset X of A the
coannihilator of X belonging to F in A is denoted by (F : X) and defined as follow:
(F : X) = {a ∈ A|x ∨ a ∈ F,∀x ∈ X}.
If X = {x}, we write (F : x) instead of (F : X) and in case F = {1}, we write X⊥
instead of (F : X).
Proposition 2.10. Let Π be a collection of prime filters in a residuated lattice A.
Then, for any subset X of A, we have
(
⋂
Π : X) =
⋂
{P ∈ Π| X * P}.
Proof. Set Φ = {P ∈ Π| X * P}. Let a ∈ (⋂Π : X) and P ∈ Φ. Consider x ∈ X \P .
Since x ∨ a ∈ ⋂Π ⊆ P so a ∈ P . It states that a ∈ ⋂Φ.
Conversely, let a ∈ ⋂Φ and x ∈ X. Obviously, for any P ∈ Π we have x ∨ a ∈ P
and it states that x ∨ a ∈ ⋂Π. So a ∈ (⋂Π : X).
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Corollary 2.11. Let A be a residuated lattice. Then, for any subset X of A, we have
X⊥ =
⋂
{P ∈ Spec(A)| X * P} =
⋂
{m ∈Min(A)| X * P}.
Proof. It follows by Corollary 2.6(2) and 2.9, and Proposition 2.10.
Let A be a residuated lattice and F be a filter of A. We set
DF (P ) = {a ∈ A|(F : a) * P}.
If F = {1}, we write D(P ) instead of DF (P ).
Proposition 2.12. Let A be a residuated lattice, F be a filter of A and P be a prime
filter of A. The following assertions hold:
(1) F ⊆ DF (P ) = ∪x/∈P (F : x);
(2) if Q is a prime filter of A containing P , then DF (Q) ⊆ DF (P );
(3) if P contains F , then DF (P ) ⊆ P ;
Proof. We only prove the case (3), because the other cases can be proved in a routine
way.
(3): Let P contains F . Since (F : a) ⊆ P for any a /∈ P so it follows by (1).
The concept of a pm-lattice is introduced by Pawar, and Thakare (1977) as a
bounded distributive lattice in which each prime ideal is contained in a unique maximal
prime ideal. In the following theorem a characterization of pm-lattices are given.
Theorem 2.13. (Pawar 1978) Let A be a bounded distributive lattice. Then A is a
pm-lattice if and only if for any two distinct maximal ideals M1 and M2, there exist
a1 /∈M1 and a2 /∈M2 such that a1 ∨ a2 = 0.
In the following definition we generalize the dual of this equivalent assertion.
Definition 2.14. Let A be a residuated lattice, Π be a collection of prime filters and
F be a filter containing in
⋂
Π. Π is called F -closed if for any distinct elements P1
and P2 in Π there exist a1 /∈ P1 and a2 /∈ P2 such that a1 ∨ a2 ∈ F .
Proposition 2.15. Let A be a residuated lattice, Π be a collection of prime filters and
F be a filter containing in
⋂
Π. The following assertions hold:
(1) Π is F -closed;
(2) for any P ∈ Π, P is the unique element in Π containing DF (P ).
Proof.
(1)⇒(2): Let P1 and P2 be distinct elements in Π such that DF (P1) ⊆ P2. By hy-
pothesis there exits a1 /∈ P1 and a2 /∈ P2 such that a1 ∨ a2 ∈ F . It implies that
a2 ∈ DF (P1) ⊆ P2; a contradiction.
(2)⇒(1): Let P1 and P2 be distinct elements in Π. So DF (P1) * P2. Consider a2 ∈
DF (P1) \ P2. Since a2 ∈ DF (P1) so there exists a1 /∈ P1 such that a1 ∨ a2 ∈ F .
In the following, for a collection of prime filters Π in a residuated lattice A we let
SΠ = {Q ∈ Spec(A)|
⋂
Π ⊆ Q ⊆ P, for some P ∈ Π}.
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Proposition 2.16. Let A be a residuated lattice, Π be a collection of prime filters and
F be a filter containing in
⋂
Π. Consider the following assertions:
(1) Π is F -closed;
(2) any element of SΠ is contained in a unique element of Π;
(3) Π is an antichain.
Then (1) implies (2) and (2) implies (3). Moreover, (3) implies (1) provided that
(x→ y) ∨ (y → x) ∈ F for any x, y ∈ A.
Proof.
(1)⇒(2): Let Q ∈ SΠ and Q ⊆ P for some P ∈ Π. Since DF (P ) ⊆ Q so the result
holds by Proposition 2.15.
(2)⇒(3): It is trivial, since Π ⊆ SΠ.
Now, let (x→ y) ∨ (y → x) ∈ F for any x, y ∈ A.
(3)⇒(1): Let P1 and P2 be distinct elements in Π. So there exist x ∈ P1 \ P2 and
y ∈ P2 \ P1. It implies that x→ y /∈ P1 and y → x /∈ P2. Since (x→ y)∨ (y → x) ∈ F
so the result holds.
Corollary 2.17. Let A be a MTL algebra and Π be a collection of prime filters in A.
Then Π is {1}-closed if and only if Π is an antichain.
Proof. It is straightforward by Proposition 2.16.
The following corollary is a characterization for minimal prime filters.
Theorem 2.18. Let A be a residuated lattice, F be a filter and P be a prime filter
containing F . The following assertions are equivalent:
(1) P is an F -minimal prime filter;
(2) P = DF (P );
(3) for any x ∈ A, P contains precisely one of x or (F : x).
Proof.
(1)⇒ (2): Let x ∈ P . It is easy to check that C = (x∨P c)∪P c is a ∨-closed subset of A.
By Theorem 2.7 we obtain that (x∨P c)∩F = C ∩F 6= ∅. Assume that a ∈ (x∨P c)∩F .
So there exists y /∈ P such that x ∨ y = a ∈ F and it means that x ∈ DF (P ). The
converse inclusion is evident by Proposition 2.12(3).
(2)⇒ (3): It is straightforward by Proposition 2.12(1).
(3)⇒ (1): Let Q be a prime filter containing F such that Q ⊆ P . Consider x ∈ P .
So (F : x) * P and it implies that x ∈ DF (P ) ⊆ DF (Q) ⊆ Q and this shows that
P = Q.
Lemma 2.19. Let A be a residuated lattice, F be a filter and P be a prime filter of
A. Then any DF (P )-minimal prime filter is contained in P .
Proof. Let m be a DF (P )-minimal prime filter and x ∈ m \ P . By Theorem 2.18 we
have x ∈ DDF (P )(m) and it implies that x∨y ∈ DF (P ) for some y /∈ m. So there exists
z /∈ P such that z ∈ (F : x ∨ y). It is easy to see that y ∈ (F : x ∨ z) ⊆ DF (P ) ⊆ m
and it leads us to a contradiction.
Lemma 2.20. Let A be a residuated lattice, F be a filter and P be a prime filter. We
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have
MinDF (P )(A) = {m|m ∈MinF (A), m ⊆ P}.
Proof. Set µ = {m|m ∈ MinF (A), m ⊆ P}. If m ∈ µ, then by Proposition 2.12(2)
and Theorem 2.18 we obtain that DF (P )(A) ⊆ DF (m) = m. So m is a prime filter
containing DF (P )(A). Assume that w is a prime filter containing DF (P )(A) such
that w ⊆ m. Applying Proposition 2.12((2) and (3)) and Theorem 2.18, we have
m = DF (m) ⊆ DF (w) ⊆ w. It follows that w = m. Hence, m ∈MinDF (P )(A)(A).
Conversely, let m ∈ MinDF (P )(A)(A). By Proposition 2.12(1) follows that F ⊆ m
and by Lemma 2.19 follows that m ⊆ P . Suppose that w is a prime filter containing F
such that w ⊆ m. Applying Proposition 2.12(2), it shows that DF (P ) ⊆ DF (w) ⊆ w.
Therefore, w is a prime filter containing DF (P ) and so w = m. It shows that m is an
F -minimal prime filter and so m ∈ µ.
Corollary 2.21. Let A be a residuated lattice, F be a filter and P be a prime filter.
We have
DF (P ) =
⋂
{m|m ∈MinF (A), m ⊆ P}.
Proof. It follows by Corollary 2.9 and Lemma 2.20.
Corollary 2.22. Let A be a residuated lattice, F be a filter and P be a prime filter.
We have
DF (P ) =
⋂
{Q ∈ Spec(A)|F ⊆ Q ⊆ P}.
Proof. Set µ = {m|m ∈ MinF (A), m ⊆ P} and σ = {Q ∈ Spec(A)|F ⊆ Q ⊆ P}.
Since µ ⊆ Σ so we have ⋂σ ⊆ ⋂µ = DF (P ). On the other hand, by Proposition 2.16
follows that DF (P ) ⊆
⋂
σ and it shows the result.
2.2. Topology
In this section we recall some definitions, properties and results relative to topology.
A set A with a family τ of its subsets is called a topological space, denoted by
(A; τ), if ∅, A ∈ τ and it is closed under finite intersection and arbitrary unions. The
set of all topologies on A will be denoted by τ(A). It is obvious that (P(A); τ(A))
is a closed set system. The closure operator associated with the closed set system
(P(A); τ(A)) is denoted by τA : P2(A) −→ P2(A). Thus for all subset X of P(A),
τA(X) =
⋂{τ ∈ τ(A) | X ⊆ τ} is the smallest topology of A that contains X. τA(X)
is called the topology on A generated by X and X is called a subbase for the topological
space (A; τA(X)). It is well-known that if (A; τ) is a topological space and X is a subset
of τ , then X is a subbase of A if and only if τA(X) = τ . When there is no ambiguity
τA(X) shall be denoted by τ(X).
The members of τ are called open sets of A and their complements are called closed
sets of A. If X is a subset of A, the smallest closed set containing X is called the
closure of X and is denoted by X, clτ (X) or clA(X). It is well-known that a ∈ X if
and only if any open set containing a meets X. An open set containing a ∈ A is called
a neighbourhood of a. The set of all neighbourhoods of a ∈ A will be denoted by Na.
A family B ⊆ τ is said to be a base (base for close sets) of τ if each open (close) set is
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the union (intersection) of members of B. One can see that a family B of subsets of
A is a base for a topological space if for all N1, N2 ∈ B and any element a ∈ N1 ∩N2
there is N ∈ B such that a ∈ N ⊆ N1 ∩ N2 and ∪B = A. This topological space
is denoted by (A; τB) and it is called the generated topology by B on A (Engelking
1989).
Let (A; τ) and (B; ς) be topological spaces. A function f : A −→ B is called a
continuous map if f−1(U) ∈ τ for all U ∈ ς. f is called an open map if f(U) ∈ ς for
all U ∈ τ .
Proposition 2.23. (Engelking 1989) Let (A; τ) and (B; ς) be topological spaces. The
following assertions hold:
(1) f : A −→ B is continuous if and only if f−1(Y ) ⊆ A is closed, for all closed set
Y ⊆ B;
(2) f : A −→ B is continuous if and only if f(X) ⊆ f(X), for all X ⊆ A;
(3) if B is a base for B, then f : A −→ B is continuous if and only if f−1(N) is
open in A, for all N ∈ B;
(4) if X is a subbase for B, then f : A −→ B is continuous if and only if f−1(N) is
open in A, for all N ∈ X.
Now, we recalling some separation axioms in a topological space. Let (A; τ) be a
topological space.
• A is called a T0 space if for any pair of distinct points, there exists an open set
containing exactly one of these points.
• A is called a T1 space if for every pair of distinct points, there exists an open set
containing of each point not containing the other.
• A is called a T2 space (Hausdorff space) if any two distinct points are separated
by open sets.
• A is called a normal if any two disjoint closed subsets of A are separated by
open sets.
• A is called a T4 space (normal Hausdorff space ) if it is both T1 and normal.
Remark 4. (1) A is a T1 space if and only if every point a ∈ A is the intersection
of all its neighbourhoods if and only if for every a ∈ A the set {a} is closed.
(2) In the above definitions we can apply “basic open set” instead of “open set”.
A topological space (A; τ) is called a compact space provided that every family
of closed subsets of A, which has the finite intersection property (i.e., every finite
subfamily has a nonempty intersection), has nonempty intersection.
Lemma 2.24. (Engelking 1989) If A is a compact space, B is a Hausdorff space and
f : A −→ B is a continuous map, then f is a close map.
3. The hull-kernel topology
In this section we introduce and study the notion of hull-kernel topology in residuated
lattices.
Definition 3.1. Let A be a residuated lattice and Γ be a collection of filters in A. We
have the following definitions:
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(1) A mapping hΓ : P(A) −→ P(Γ) defined by hΓ(X) = {F ∈ Γ|X ⊆ F} for any
X ⊆ A, is called a Γ-hull operator on A;
(2) a mapping kΓ : P(Γ) −→ P(A) defined by kΓ(F) = ∩F for any F ⊆ Γ, is called
a Γ-kernel operator on A.
For any x ∈ A, hΓ({x}) is denoted by hΓ(x) and when there is no ambiguity we
drop the subscript Γ.
Proposition 3.2. Let A be a residuated lattice and Γ be a collection of filters in A.
The following assertions hold for any X,Y ⊆ A and F ⊆ Γ:
(1) X ⊆ k(F) if and only if F ⊆ h(X);
(2) h(X) = h(F (X));
(3) h(X) = Γ if and only if F (X) ⊆ k(Γ). In particular, h(∅) = h(1) = Γ;
(4) if A /∈ Γ, then h(A) = h(0) = ∅;
(5) h(X) ∪ h(Y ) ⊆ h(F (X) ∩F (Y )).
Proof. (1): If X ⊆ k(F), then for any F ∈ F follows that X ⊆ F and so F ∈ h(X).
Conversely, F ⊆ h(X) implies that X ⊆ F for any F ∈ F and it states that
X ⊆ k(F).
(2): It follows by this fact that F (X) is the least filter containing X.
(3): It follows by (1) and (2).
(4): It is obvious.
(5): Let X and Y be two subsets of A and F ∈ h(X) ∪ h(Y ) for some F ∈ Γ. So
X ⊆ F or Y ⊆ F and it implies that F (X) ⊆ F or F (Y ) ⊆ F . It states that
F (X) ∩F (X) ⊆ F and it follows that F ∈ h(F (X) ∩F (X)).
Recalling that, a pair (f, g) is called a (contravariant or antitone) Galois connection
between posets A = (A;≤) and B = (B;4) if f : A −→ B and g : B −→ A are
functions such that for all a ∈ A and b ∈ B, a ≤ g(b) if and only if b 4 f(a). It is well
known that (f, g) is a Galois connection if and only if gf, fg are inflationary and f, g
are antitone (Garc´ıa-Pardo et al. 2013, Theorem 2) .
Proposition 3.3. Garc´ıa-Pardo et al. (2013) Let (f, g) be a Galois connection between
posets A and B. The following assertions hold:
(1) fgf = f and gfg = g;
(2) if ∨X exists for some X ⊆ A then ∧f(X) exists and ∧f(X) = f(∨X);
(3) gf is a closure operator on A and Cgf = g(B).
Proposition 3.4. Let A be a residuated lattice and Γ be a collection of filters in A.
The pair (h, k) is a Galois connection on P(Γ).
Proof. It follows by Proposition 3.2(1).
Corollary 3.5. Let A be a residuated lattice and Γ be a collection of filters in A. The
following assertions hold for any X ⊆ A and F ⊆ Γ:
(1) kh and hk are inflationary;
(2) h and k are antitone;
(3) ∩X∈X h(X) = h(∪X ) for any X ⊆ P(A);
(4) ∩F∈Fk(F) = k(∪F ) for any F ⊆ P(Γ);
(5) hkh(X) = h(X) and khk(F) = k(F);
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(6) hk is a closure operator on Γ and Chk = {h(X)|X ⊆ A}.
Proof. The proof is an immediate consequence of Proposition 3.3 and Corollary 3.4.
Proposition 3.6. Let A be a residuated lattice and Γ be a collection of filters in A.
The following assertions hold for any x, y ∈ A:
(1) if x ≤ y, then h(x) ⊆ h(y);
(2) h(x) ∪ h(y) ⊆ h(x ∨ y);
(3) h(x) ∩ h(y) = h(x y).
Proof. (1): Let x ≤ y. By Remark 2(2) we have F (y) ⊆ F (x) and by Proposition
3.2(2) and Corollary 3.5(2) follows that h(x) ⊆ h(y).
(2): By Remark 2(3) and Proposition 3.2((2) and (5)) we obtain that h(x)∪h(y) ⊆
h(F (x) ∩F (y)) = h(F (x ∨ y)) = h(x ∨ y).
(3): By Remark 2(4), Proposition 3.2(2) and Corollary 3.5(3) we obtain that h(x)∩
h(y) = h({x, y}) = h(F ({x, y})) = h(F (x y)) = h(x y).
Recalling that a collection Π of prime filters of a residuated lattice A is called full
if any proper filter of A is contained in some member of Π. Obviously, Max(A) and
Spec(A) are full sets of prime filters.
Proposition 3.7. Let A be a residuated lattice and Π be a collection of prime filters
in A. The following assertions hold for any X,Y ⊆ A and x, y ∈ A:
(1) h(X) ∪ h(Y ) = h(F (X) ∩F (Y ));
(2) h(x) ∪ h(y) = h(x ∨ y);
(3) if F (X) = A, then h(X) = ∅;
(4) if Π is full, then h(X) = ∅ if and only if F (X) = A;
(5) if Π = Spec(A), then kh(X) = F (X);
(6) if Π = Spec(A), then h(X) = h(Y ) if and only if F (X) = F (Y );
(7) h(X) ∪ h(X⊥) = Γ.
Proof. (1): Let P ∈ h(F (X) ∩F (Y )). Hence, F (X) ∩F (Y ) ⊆ P and in spirit of
Proposition 2.3 follows that X ⊆ F (X) ⊆ P or Y ⊆ F (Y ) ⊆ P . It states that
P ∈ h(X) ∪ h(Y ). The converse inclusion follows by Proposition 3.2(5).
(2): By Remark 2(3), Proposition 3.2(2) and (1) follows that h(x)∪h(y) = h(F (x)∩
F (y)) = h(F (x ∨ y)) = h(x ∨ y).
(3): It is evident, since each prime filter is proper.
(4): Let Π be full and h(X) = ∅. If F (X) is proper, then there exists P ∈ Π so that
X ⊆ F (X) ⊆ P . It means that P ∈ h(X); a contradiction. The converse follows
by (3).
(5): It follows by Corollary 2.6(2).
(6): Let Π = Spec(A). If h(X) = h(Y ), applying (5), it results that F (X) = F (Y ).
Conversely, if F (X) = F (Y ), applying Proposition 3.2(2), it follows that
h(X) = h(Y ).
(7): By (1) and Proposition 3.2(3) we have
h(X) ∪ h(X⊥) = h(F (X) ∩X⊥) = h(1) = Γ.
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A closure operator is called topological if it preserves finite unions and empty-set.
If cl is a topological closure operator on A, then {X|cl(Xc) = Xc} is a topology
on A which is called the generated topology by the topological closure operator cl
(Engelking 1989, Proposition 1.2.7)
Theorem 3.8. Let A be a residuated lattice and Π be a collection of prime filters in
A. Then hk is a topological closure operator on Π.
Proof. By Corollary 3.5(6) follows that hk is a closure operator on Π. Also, we have
hk(∅) = h(A) = ∅. By Corollary 3.5(4) and Proposition 3.7(1) for any F ,G ⊆ Π we
have hk(F ∪ G) = h(k(F) ∪ k(G)) = hk(F) ∪ hk(G).
Theorem 3.8 ensure that for any collection of prime filters Π in a residuated lattice
A the topological closure operator hk induced a topology on Π. This topology is
called the hull-kernel topology (equivalently, Zariski topology or Jacobson’s topology or
Stone’s topology) and denoted by τh. Applying Corollary 3.5(6), it follows that any
closed set of (Π; τh) is a hull of some subset of A. It is easy to see that the collection
{h(x)|x ∈ A} is a base for the closed sets.
Applying Proposition 3.2(3) and 3.6(3), it follows that {h(x)|x ∈ A} is a base for
a topological space. The generated topology by this base is called the dual hull-kernel
topology and denoted by τd.
If Π is a collection of prime filters of a residuated lattice A, let us denote Π \ h(X)
by d(X) for any X ⊆ A. Hence, d(X) = {P ∈ Π|X * P}. Therefore, the family
{d(X)}X⊆A is the family of open sets of the space (Π; τh). For any x ∈ A we denote
d({x}) by d(x).
Proposition 3.9. Let A be a residuated lattice and Π be a collection of prime filters
in A. The following assertions hold for any X,Y ⊆ A:
(1) X ⊆ Y implies d(X) ⊆ d(Y );
(2) d(X) = ∅ if and only if X ⊆ ⋂Π. In particular, d(∅) = d(1) = ∅;
(3) if F (X) = A, then d(X) = Π. In particular, d(A) = d(0) = Π;
(4) if Π is full, then d(X) = Π if and only if F (X) = A;
(5) ∪X∈Xd(X) = d(∪X ) for any X ⊆ P(A);
(6) d(X) = d(F (X));
(7) kd(X) = (
⋂
Π : X).
(8) if
⋂
Π = {1}, then kd(X) = X⊥. In particular, if Π = Spec(A) or Π = Min(A),
then kd(X) = X⊥.
(9) d(X) ∩ d(Y ) = d(F (X) ∩F (Y ));
(10) if Π = Spec(A), then d(X) = d(Y ) if and only if F (X) = F (Y ).
Proof.
(1): By duality, it follows by Corollary 3.5(2).
(2): By duality, it follows by Proposition 3.2(3).
(3): By duality, it follows by Proposition 3.2(4) and 3.7(3).
(4): By duality, it follows by Proposition 3.7(4).
(5): By duality, it follows by Corollary 3.5(3).
(6): By duality, it follows by Proposition 3.2(2).
(7): It follows by Proposition 2.10.
(8): It is evident by (7).
(9): By duality, it follows by Proposition 3.7(1).
(10): By duality, it follows by Proposition 3.7(6).
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Proposition 3.10. Let A be a residuated lattice and Π be a collection of prime filters
in A. The following assertions hold:
(1) If x ≤ y, then d(y) ⊆ d(x);
(2) d(x) ∩ d(y) = d(x ∨ y);
(3) d(x) ∪ d(y) = d(x y);
(4) h(x) ⊆ d(¬x).
Proof. (1), (2) and (3), by duality, follows by Proposition 3.6.
(4): Let P ∈ h(a). So a ∈ P . If ¬a ∈ P , then 0 = a¬a ∈ P and it is a contradiction.
Hence, ¬a /∈ P and so P ∈ d(¬a).
Since any closed set of (Π; τh) is a hull of some subset of A so we obtain that
τh = {d(X)|X ⊆ A}.
Proposition 3.11. Let A be a residuated lattice and Π be a collection of prime filters
of A. The family {d(x)}x∈A is a basis for the topology space (Π; τh).
Proof. Let d(X) be an arbitrary open subset of Π for some X ⊆ A. By Proposition
3.9(5) follows that d(X) = d(∪x∈Xx) = ∪x∈Xd(x).
The family {d(x)}x∈A is called a base of the topological space (Π; τh). In the next
theorem we observe that any collection of prime filters in a residuated lattice is a T0
space with the hull-kernel and the dual hull-kernel topology.
Theorem 3.12. Let A be a residuated lattice and Π be a collection of prime filters in
A. Then (Π; τh) and (Π; τd) are T0 spaces.
Proof. Let P and Q be two distinct element of Π. So P * Q or Q * P . Suppose that
P * Q. Hence there exists a ∈ P \ Q and so Q ∈ d(a) and P /∈ d(a). It follows that
(Π; τh) is a T0 space. Analogously, we can show that (Π; τd) is a T0 space.
In the next theorem we give a necessary and sufficient condition for a collection of
prime filters in a residuated lattice be a T1 space with the hull-kernel and the dual
hull-kernel topology.
Theorem 3.13. Let A be a residuated lattice and Π be a collection of prime filters in
A. The following assertions hold:
(1) (Π; τd) is a T1 space;
(2) (Π; τh) is a T1 space;
(3) Π is an antichain.
In particular, Max(A) and Min(A) are T1 space with both the hull-kernel topology and
the dual hull-kernel topology.
Proof.
(1)⇔(2): It is straightforward by this fact that d(a) = Π \ h(a) for any a ∈ A.
(2)⇒(3): Let (Π; τh) be a T1 space and P,Q be two distinct element of Π. So there
exists a ∈ A such that Q ∈ d(a) and P /∈ d(a). It follows that a ∈ P \Q and so P * Q.
Analogously, we can show that Q * P and it results that Π is an antichain.
(3)⇒(2): Let Π be an antichain and P,Q ∈ Π such that P 6= Q. So P * Q and Q * P .
Hence, there exist a ∈ P \Q and b ∈ Q\P . It shows that Q ∈ d(a), P /∈ d(a), P ∈ d(b)
and Q /∈ d(b). Thus (Π; τh) is a T1 space.
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In the next theorem we give a necessary and sufficient condition for a collection of
prime filters in a residuated lattice be a Hausdorff space with the hull-kernel and the
dual hull-kernel topology.
Theorem 3.14. Let A be a residuated lattice and Π be a collection of prime filters in
A. The following assertions hold:
(1) (Π; τd) is a Hausdorff space;
(2) (Π; τh) is a Hausdorff space;
(3) Π is
⋂
Π-closed;
Proof.
(1)⇔(2): It is straightforward by this fact that d(a) = Π \ h(a) for any a ∈ A.
(2)⇒(3): Assume that P1 and P2 are two distinct elements of Π. So there exist two
basic open neighbourhoods d(a1) and d(a2) of P1 and P2, respectively, such that d(a1)∩
d(a2) = ∅. It states that a1 /∈ P1 and a2 /∈ P2 and by applying Proposition 3.9(2) and
3.10(2), it follows that a1 ∨ a2 ∈
⋂
Π.
(3)⇒(2): Let P1 and P2 be two distinct elements of Π. So there exist a1 /∈ P1 and
a2 /∈ P2 such that a1 ∨ a2 ∈
⋂
Π. therefore, d(a1) and d(a2) are two basic open
neighbourhoods of P1 and P2, respectively such that d(a1) ∩ d(a2) = ∅.
Corollary 3.15. Let A be a MTL algebra and Π be a collection of prime filters of A.
(Π; τh) is a hausdorff space if and only if Π is an antichain.
Proof. It is an immediate consequence of Corollary 2.17 and Theorem 3.14.
Lemma 3.16. Let A be a residuated lattice, Π be a collection of prime filters of A
and P,Q ∈ Π. The following assertions are equivalent:
(1) P ⊆ Q;
(2) Q ∈ clτh({P});
(3) P ∈ clτd({Q}).
Proof.
(1)⇒(2): If d(a) is a basic neighborhood of Q, then a /∈ Q and it implies that a /∈ P .
It shows that P ∈ d(a) and hence Q ∈ clτh({P}).
(2)⇒(3): If h(a) is a basic neighborhood of P , then a ∈ P . Let a /∈ Q. Thus Q ∈ d(a)
and it implies that P ∈ d(a); a contradiction.
(2)⇒(3): Let a ∈ P . So P ∈ h(a) and it implies that Q ∈ h(a).
Recalling that a retraction is a continuous mapping from a topological space into a
subspace which preserves the position of all points in that subspace.
Proposition 3.17. Let A be a residuated lattice and Π be an antichain of prime filters
of A. The following assertions hold:
(1) If (Π; τh) is retract of (SΠ; τh), then (Π; τh) is a Hausdorff space;
(2) if (Π; τd) is retract of (SΠ; τd), then each element of SΠ is contained in a unique
element of Π.
Proof.
(1): Let f : (SΠ; τh) −→ (Π; τh) be a retraction and P ∈ Π. Let us we denote the
closed set f−1(P ) by FP . We claim that P is the unique element of Π containing⋂
FP . Suppose that
⋂
FP ⊆ P ′ for some P ′ ∈ Π. If d(a) ∈ NP ′ , then a /∈ P ′ and it
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implies that a /∈ ⋂FP . Hence, there exits Q ∈ FP such that a /∈ Q. So Q ∈ d(a) ∩ FP
and it shows that P ′ ∈ FP = FP . Therefore, P ′ ⊆ P and it implies that P ′ = P . By
Corollary 2.22 follows that D⋂Π(P ) = FP and it means that P is the unique element
of Π containing D⋂Π(P ). Hence, Π is a Hausdorff space due to Theorem 3.14.
(2): Let f : (SΠ; τd) −→ (Π; τd) be a retraction and Q ∈ SΠ. Assume that Q ⊆ P for
some P ∈ Π. By Lemma 3.16, we have Q ∈ {P} and by Proposition 2.23?? we obtain
that
f(Q) ∈ f({P}) ⊆ f({P}) = {P}.
By Lemma 3.16 we have f(Q) ⊆ P . Since Π is an antichain so f(Q) = P . It holds the
result.
Remark 5. By the above proposition if Π is an antichain of prime filters of a resid-
uated lattice A, then there is a unique retraction f : (SΠ; τh) −→ (Π; τh), defined by
f(Q) = P where P is the unique element of Π containing Q for any Q ∈ SΠ.
Theorem 3.18. Let A be a residuated lattice. The following assertions are equivalent:
(1) Each prime filter of A is contained in a unique maximal filter;
(2) (Max(A); τh) is retract of (Spec(A); τh);
(3) (Max(A); τh) is a Hausdorff space.
Proof.
(1)⇒(2): For any P ∈ Spec(A) suppose that MP is the unique maximal filter con-
taining P . Define f : Spec(A) −→ Max(A) by f(P ) = MP . Consider a basic closed
set H = hMax(A)(a) for some a ∈ A. We claim that F = f−1(H) is a closed set in
Spec(A). Let F = k(F) and C = ⋃H. Let P ∈ F = hk(F) = h(F ) and so F ⊆ P . We
have F ⊆ C ∩ P and it means that F ∩ (C ∩ P )c = ∅. Since Cc and P c are ∨-closed
subsets of A so C (Cc ∪ P c) = {x ∨ y|x /∈ C, y /∈ P}. Let us we denote C (Cc ∪ P c) by
C . Therefore, we have (C ∩ P )c = Cc ∪ P c ⊆ C . Let x ∨ y ∈ F for some x ∈ Cc and
y ∈ P c. Since y /∈ P so y /∈ F . It follows that there exists Q ∈ F such that y /∈ Q. On
the other hand, x ∨ y ∈ F ⊆ Q, which it implies that x ∈ Q ⊆ C; a contradiction. So
F ∩ C = ∅. Applying Theorem 2.5, it follows that there exists a prime filter Q such
that Q ∩ C = ∅ and F ⊆ Q. It results that Q ⊆ C c ⊆ C ∩ P . Let F (Q, a) = A. So
q  an = 0 for some q ∈ Q and integer n. Since Q ⊆ C so there exists some M ∈ h(a)
such that q ∈ M , but it implies that 0 ∈ M ; a contradiction. Thus, F (Q, a) ∈ M for
some M ∈ H. Hence, P ⊆ Q ⊆ F (Q, a) ⊆M , it follows that P ∈ F . It states that F
is a closed set in (Spec(A); τh) and so f is a continuous function. Also, it is obvious
that f(M) = M for any M ∈Max(A). It shows that f is retract.
(2)⇒(3): It is evident by Proposition 3.17(1).
(3)⇒(1): Applying Proposition 2.16 and 3.14, it follows that each prime filter is con-
tained in a unique maximal filter.
Lemma 3.19. Let A be a residuated lattice, Π be a collection of prime filters in A
and f : (SΠ; τh) −→ (Π; τh) be a retraction. If Π is a T4 space and SΠ is a compact
space, then SΠ is a normal space.
Proof. Since (Π; τh) is a T4 space so Π is an antichain and by Remark 5 follows
that f(Q) = P where P is the unique element of Π containing Q for any Q ∈ SΠ.
By Lemma 2.24, f is a closed map. Let C1 and C2 be two disjoint closed sets in
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SΠ, so f(C1) and f(C2) are disjoint closed set in Π. Since Π is normal, there exist
disjoint open neighbourhoods N1 and N2 of f(C1) and f(C2) in Π, respectively. One
can see that f−1(N1) and f−1(N2) are disjoint open neighbourhoods of C1 and C2,
respectively.
Lemma 3.20. Let A be a residuated lattice and Π be an antichain of prime filters in
A. If (SΠ; τh) is a normal space, then (Π; τh) is a Hausdorff space.
Proof. Let P ∈ Π and Q ∈ clSΠ({P}). By Lemma 3.16 we have P ⊆ Q and it implies
that p = Q and so clSΠ({P}) = {P}. It shows that {P} is a closed set in SΠ. Let P1 and
P2 be distinct elements of Π. Since SΠ is normal so there exist disjoint neighborhoods
N1 and N2 for P1 and P2 in SΠ, respectively. Therefore, N1∩Π and N2∩Π are disjoint
neighborhoods for P1 and P2 in Π, respectively.
Proposition 3.21. Let A be a residuated lattice and Π be a collection of prime filters
in A. The following assertions hold:
(1) (Π; τh) is a compact space, provided that Π is full. In particular, (Spec(A); τh)
and (Max(A); τh) are compact;
(2) (Π; τd) is a compact space, provided that Π contains Min
⋂
Π(A). In particular,
(Spec(A); τd) is compact;
Proof.
(1): Let Π =
⋃
x∈X d(x). By Proposition 3.9(5) follows that Π = d(X) and so by
Proposition 3.9(4) we get that F (X) = A. So by Remark 2(6), A = F (Y ) for a
finite subset Y ⊆ X. Therefore, Π = d(Y ) = ⋃y∈Y d(y). It holds the result. The
remind is evident, since Spec(A) and Max(A) are full.
(2): Let X be a subset of A such that for any finite subset Y ⊆ X we have ⋂y∈Y d(y) 6=
∅. Using Proposition 3.10(2), it results that d(∨Y ) 6= ∅ and so by Proposition 3.9(2)
we obtain that
∨
Y /∈ ⋂Π. It shows that C (X)∩⋂Π = ∅. By Lemma 2.4, there exists
a maximal ∨-closed subset of A, named CX , such that not meeting
⋂
Π. By Minimal
prime filter theorem, it follows that M = A \CX is a
⋂
Π-minimal prime filter and so
M ∈ Π. Thus M ∈ d(x) for any x ∈ X. It concludes that ⋂x∈X d(x) 6= ∅. Hence the
result holds. The remind is evident.
Corollary 3.22. Let A be a residuated lattice. Then (Max(A); τh) is a Hausdorff
space if and only if (Spec(A); τh) is a normal space.
Proof. If Max(A) is a Hausdorff space, then Max(A) is retract of Spec(A) by The-
orem 3.22, and Max(A) is a T4 space by Proposition 3.21. It states that Spec(A) is a
normal space by Lemma 3.19. The converse is evident by Lemma 3.20.
Corollary 3.23. Let A be a MTL algebra. Then, (Max(A); τh) is a Hausdorff space
and Spec(A) is a normal space.
Proof. It is a direct result of Corollary 3.15 and 3.22.
4. The space of minimal prime filters
In this section, we focused on the space of minimal prime filters in a residuated lattice.
From now on, all hulls and kernels refer to Min(A).
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Proposition 4.1. Let A be a residuated lattice and F be a filter of A. Then MinF (A)
is a Hausdorff space.
Proof. It follows by Theorem 3.14 since
⋂
MinF (A) = F and for any m ∈MinF (A)
we have m = DF (m).
Theorem 4.2. Let A be a residuated lattice. Then (Min(A); τd) is compact.
Proof. It is a direct consequence of Proposition 3.21(2).
Proposition 4.3. Let A be a residuated lattice.
(1) kd(X) = X⊥;
(2) h(x) ∩ h(x⊥) = ∅;
(3) d(x) = h(x⊥) and d(x⊥) = h(x). In particular, hkd(x) = d(x);
(4) kh(X⊥) = X⊥;
(5) h(x) = h(x⊥⊥);
(6) h(x⊥) = h(y) if and only if x⊥⊥ = y⊥.
Proof. (1): It follows by Proposition 3.9(8).
(2): It follows by Theorem 2.18(3).
(3): By Proposition 3.7(7) we have h(x) ∪ h(x⊥) = Min(A) and by (2) we have
h(x) ∩ h(x⊥) = ∅. It shows the result.
(4): It is obvious that X⊥ ⊆ kh(X⊥). Conversely, let a /∈ X⊥. So there exists x ∈ X
so that a ∨ x 6= 1. It implies that a ∨ x /∈ X⊥. By Theorem 2.5 and Corollary
2.8 there exists a X⊥-minimal prime filter m which not containing a ∨ x. Let
m ∈ m = DX⊥(m). So there exists b /∈ m such that m ∨ b ∈ X⊥. It means that
m∨ (b∨ x) = 1, but b∨ x /∈ m since b, x /∈ m. So m ∈ D(m) and it shows that m
is a minimal prime filter. Consequently, a /∈ kh(X⊥). So the result holds.
(5): By Proposition 3.5(5), (1) and (3) we have h(x⊥⊥) = hkd(x⊥) = hkh(x) = h(x).
(6): It is evident by (1) and (5).
Recalling that a topological space (A; τ) is called zero-dimensional if it has a base
for open sets consisting of clopen sets. Also, (A; τ) is called totally disconnected if for
any distinct points a, b ∈ A, there exists a clopen subset U such that x ∈ U and y /∈ U .
It is well-known that any T1 zero-dimensional space is totally disconnected (Engelking
1989, Theorem 6.2.1). Let τ and ζ be two topologies on A. We say that τ is finer than
ζ, if ζ ⊆ τ .
Corollary 4.4. Let A be a residuated lattice. The following assertions hold:
(1) (Min(A); τh) is zero-dimensional and consequently totally disconnected;
(2) τd is finer than τh on Min(A).
Proof.
(1): Applying Proposition 4.3(3), it follows that d(x) is a clopen set for any x ∈ A.
(2): Applying Proposition 4.3(3), it follows that {d(x)}x∈A ⊆ τd and so τh ⊆ τd.
The notion of ?-lattices is introduced by Speed (1969a) as a generalization of dis-
tributive pseudo-complemented lattices. This class of distributive lattices are studied
extensively by Speed (1969a,b).
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Definition 4.5. A residuated lattice A is called a ?-residuated lattice if for any x ∈ A
there exists y ∈ A such that x⊥⊥ = y⊥.
Recalling that for a given topological space (A; τ) and a subset X of A, the subspace
topology on X is defined by τX = {X ∩U |U ∈ τ}. It is well-known that a subset of X
is open (close) in the subspace topology if and only if it is the intersection of X with
an open (close) set in A.
Theorem 4.6. Let A be a residuated lattice. The following assertions are equivalent:
(1) A is a ?-residuated lattice;
(2) τh and τd coincide on Min(A);
(3) (Min(A); τh) is compact.
Proof.
(1)⇒(2): Let x ∈ A. By Proposition 4.3((3) and (5)) and hypothesis, it follows that
h(x) = h(x⊥⊥) = h(y⊥) = d(y) for some y ∈ A. It shows that τh is finer than τd. The
converse follows by Corollary 4.4(2).
(2)⇒(3): It is straightforward by Proposition 3.21(2).
(3)⇒(1): Let x ∈ A. Then h(x) is a closed subset of (Min(A); τh) and so it is compact in
the subspace topology. By Proposition 4.3(2), we have h(x)∩h(x⊥) = ∅. By Proposition
3.5(3) we have
∅ = h(x) ∩ (
⋂
t∈x⊥
h(t)) =
⋂
t∈x⊥
(h(x) ∩ h(t))).
Since for any t ∈ x⊥, h(x) ∩ h(t) is a closed subset of h(x) in the subspace topology
so for some t1, · · · , tn ∈ x⊥ we have
∅ =
n⋂
i=1
(h(x) ∩ h(ti))) = h(x) ∩ (
n⋂
i=1
h(ti)) = h(x) ∩ h(ni=1ti).
Take y = ni=1ti. Since h(x) ∩ h(y) = ∅ so d(x) ∪ d(y) = Min(A). On the other
hand, y ∈ x⊥ and it shows that x ∨ y = 1. By Proposition 3.10(2), it follows that
d(x) ∩ d(y) = ∅ and so d(x) = h(y). Using Proposition 4.3(3), h(x⊥) = h(y) and by
Proposition 4.3(6) follows the result.
Lemma 4.7. Let A be a residuated lattice and X ⊆ A. If S = ⋃x∈X h(x⊥), then the
closure of S is h(X⊥).
Proof. By Proposition 4.3(4) follows that k(S) =
⋂
x∈X kh(x
⊥) =
⋂
x∈X x
⊥ = X⊥
and so S = hk(S) = h(X⊥).
Recalling that a topological space is termed extremally disconnected if the closure
of every open set in it is open (Engelking 1989, p. 368). An extremally disconnected
space that is also compact and Hausdorff is sometimes called a Stonean space (Strauss
1967).
Proposition 4.8. Let A be a residuated lattice. (Min(A); τh) is an extremally discon-
nected space if and only if h(X⊥) is open for any X ⊆ A.
Proof. It is an immediate consequence of Lemma 4.7.
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Definition 4.9. A residuated lattice A is called a (countable) F-residuated lattice if
for any (countable) subset X of A there exists y ∈ A such that X⊥ = y⊥.
It is obvious that each F-residuated lattice is a ?-residuated lattice, but not the
converse.
Proposition 4.10. Let A be a residuated lattice. (Min(A); τh) is a Stonean space if
and only if A is a F-residuated lattice.
Proof. Assume that (Min(A); τh) is a Stonean space and X ⊆ A. By Lemma 4.7 and
Proposition 4.8, h(X⊥) is clopen and so d(X⊥) is clopen. By Theorem 4.6, {h(x)}x∈A
is a base for the topological space (Min(A); τh); hence, the open set d(X
⊥) is a union
of such basic open set. Since d(X⊥) is a closed set of the compact topological space
(Min(A); τh) so it is also compact; thus, it is a union of a finite number of such sets.
So there exist x1, · · · , xn ∈ A such that d(X⊥) =
⋃n
i=1 h(xi) = h(ni=1xi). Take,
y = ni=1xi; therefore, d(X⊥) = h(y) = d(y⊥). Thus h(X⊥) = h(y⊥) and by using
Proposition 4.3(4) we get that X⊥ = y⊥. The converse is obvious by Theorem 4.6,
Lemma 4.7 and Proposition 4.8.
Recalling that a maximal filter of the poset P(N) is called an ultrafilter of N.
Lemma 4.11. Let {mn} be a sequence of minimal prime filters of a countable F-
residuated lattice, U be an ultrafilter on N and E(x) = {n ∈ N|x ∈ mn}. Then the set
mU = {x ∈ A|E(x) ∈ U} is a minimal prime filter of A.
Proof. Since E(x ∨ y) = E(x) ∪ E(y) and E(x y) ⊇ E(x) ∩ E(y) so mU is a prime
filter of A. Let a ∈ mU . So E(a) ∈ U . Thus there exits xn /∈ mU such that a ∨ xn = 1
for any n ∈ E(a). Take X = {xn}n∈E(a); therefore there exists y ∈ A so that X⊥ = y⊥.
Since a ∈ x⊥n for any n ∈ E(a) so a ∈ X⊥ = y⊥. It implies that a∨y = 1. On the other
hand, y⊥ ⊆ x⊥n ⊆ mn for any n ∈ E(a), and so y /∈ mn. It follows that E(y)∩E(a) = ∅
and it states that E(y) /∈ U . Consequently, y /∈ mU and it shows that a ∈ D(mU ). It
holds the result.
Recalling that a topological space (A; τ) is called countably compact if any countable
open cover of A has a finite subcover (Engelking 1989, p. 202). It is well-known that
a topological space (A; τ) is countably compact if and only if every sequence in A has
a cluster point (Engelking 1989, Theorem 3.10.3).
Theorem 4.12. Let A be a countable F-residuated lattice. then (Min(A); τh) is a
countably compact space.
Proof. Let {mn} be a sequence of minimal prime filters of A and U be a free ultrafilter
on N. We show that mU is the cluster point of the sequence {mn}. Since U is a free
ultrafilter so for any m ∈ N, {n ∈ N}n≥m. Moreover, x ∈ k({mn}n≥m) =
⋂
n≥mmn
implies that {n ∈ N}n≥m ⊆ E(x) and so E(x) ∈ U . Therefore, k({mn}n≥m) ⊆ mU .
Consequently, mU ∈ h(mU ) ⊆ h(k({mn}n≥m)) = {mn}n≥m. Since it is true for any
integer m so mU is a cluster point of {mn}.
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