ABSTRACT Automatic extraction of buildings from remote sensing imagery plays a significant role in many applications, such as urban planning and monitoring changes to land cover. Various building segmentation methods have been proposed for visible remote sensing images, especially state-of-the-art methods based on convolutional neural networks (CNNs). However, high-accuracy building segmentation from high-resolution remote sensing imagery is still a challenging task due to the potentially complex texture of buildings in general and image background. Repeated pooling and striding operations used in CNNs reduce feature resolution causing a loss of detailed information. To address this issue, we propose a light-weight deep learning model integrating spatial pyramid pooling with an encoder-decoder structure. The proposed model takes advantage of a spatial pyramid pooling module to capture and aggregate multi-scale contextual information and of the ability of encoder-decoder networks to restore losses of information. The proposed model is evaluated on two publicly available datasets; the Massachusetts roads and buildings dataset and the INRIA Aerial Image Labeling Dataset. The experimental results on these datasets show qualitative and quantitative improvement against established image segmentation models, including SegNet, FCN, U-Net, Tiramisu, and FRRN. For instance, compared to the standard U-Net, the overall accuracy gain is 1.0% (0.913 vs. 0.904) and 3.6% (0.909 vs. 0.877) with a maximal increase of 3.6% in model-training time on these two datasets. These results demonstrate that the proposed model has the potential to deliver automatic building segmentation from high-resolution remote sensing images at an accuracy that makes it a useful tool for practical application scenarios.
improvement in the capabilities of remote sensing techniques, which has led to a dramatic increase in the availability and accessibility of high-resolution remote sensing images [7] [8] [9] . The availability of high-quality data for spatially large areas, it is possible to perform accurate image segmentation targeting the extraction of buildings. However, the diverse characteristics of buildings including color, shape, material, size; and the interference of building shadows and vegetation; mean that the development of accurate and reliable building extraction methods is still a challenging task [10] .
Over the past few decades, various approaches for feature extraction from images have been developed. Spatial and textural features of an image are extracted through mathematical descriptors, such as Haar spaces [11] , Scale-invariant Feature Transform (SIFT) [12] , Local Binary Patterns (LBP) [13] , Grey Level Co-occurrence Matrix (GLCM) [14] , and Histogram of Oriented Gradients (HOG) [15] . More recently pixel-by-pixel predictions were introduced on the basis of extracted features through classifiers such as Support Vector Machines (SVM) [16] , Adaptive Boosting (AdaBoost) [17] , Random Forests [18] , K-Means [19] , and Conditional Random Fields (CRF) [20] . However, these methods rely heavily on manual feature design and implementations, which generally change with the application area. As a consequence, they can easily introduce bias and poor generalization and are time-consuming and labor-intensive.
In recent years, alongside advancements in computational capabilities and the availability of large volumes of data, the use of deep learning technology [21] , especially convolutional neural networks (CNNs), has emerged as a powerful tool in many domains, particularly computer vision [22] . The extraction of buildings from images is a problem of semantic segmentation for which CNNs are particularly suitable as they automatically learn semantical information from input images and derive classifications through sequential convolutional and fully connected layers. In the early stages, patch-based CNN approaches, including Visual Geometry Group (VGG) [23] , Deep Residual Network (ResNet) [24] , and DenseNet [25] , have outperformed traditional machine learning methods on classification tasks. Mnih [26] and Mnih and Hinton [27] proposed an automatic CNN method for extracting roads and buildings. As part of their investigation, the authors established a corresponding large-scale dataset, namely the Massachusetts roads and buildings dataset as reference for further developments. Saito et al. [28] , [29] proposed a CNN framework to extract roads and buildings without pre-processing steps. However, because of the inefficiency of the sliding window used in their approach, the frame of the patch-based CNN is not optimal for addressing the building segmentation task [30] . Fully convolutional networks (FCNs) overcome this shortcoming substantially by replacing fully connected layers with up-sampling layers so that the output preserves spatial information of contextual features [31] . Many networks such as SegNet [32] , and DeconvNet [22] have extended this approach.
Classification accuracy of FCN-based methods is improving. The challenge for semantic segmentation is to obtain more precise boundaries of objects and to address misclassification of small objects. Two aspects need to be addressed: Firstly, pooling layers or convolution striding used between convolution layers can augment the receptive field, and at the same time down-sample resolution of feature maps causing a loss of spatial information. Secondly, objects of the same category can exist at multiple shape spatial scales, and consequently, small objects are difficult to classify correctly [33] . Therefore, simply employing up-sampling operations such as deconvolution or bilinear interpolation after the feature extractor parts of a network cannot guarantee reliable results at high accuracy on high-resolution remote sensing data. Many network structures have been proposed to handle these problems; among them, the pyramid pooling module (PSPNet) [33] and the encoder-decoder structure (U-Net) [34] which are well established and have been shown to perform well.
The spatial pyramid pooling structure of the PSPNet model and the atrous spatial pyramid pooling structure, an improved version as part of Deeplab [35] , aim to handle the problem of segmenting objects at different spatial scales. The approach is well-known for achieving robust and efficient performance for dense semantic labeling. The network structure consists of several branches of dilated convolution operations to enlarge the receptive field. Spatial pyramid pooling shows better performance at pixel-level prediction tasks such as scene parsing and semantic segmentation. However, the PSPNet model only utilizes FCN based on ResNet as the backbone and lacks up-sampling capabilities [10] .
The encoder-decoder structure proposed by U-Net is widely used in the field of semantic segmentation. It introduces a bottom-up/top-down architecture with skip connections that combine both lower and higher layers to generate the final result. Although it achieves better performance, U-Net has no extraction of multi-scale contextual features capability [6] .
Another way to improve the performance of building extraction is post-processing. For example, Shrestha and Vanneschi [36] proposed a building extraction method using conditional random fields (CRFs) and exponential linear units. Alshehhi et al. [37] used a patch-based CNN architecture and proposed a post-processing method integrating low-level features of adjacent regions. However, post-processing methods are only able to improve results within a specific range, and the quality of results strongly depends on the accuracy of the initial segmentation [38] .
Motivated by the analysis above, we propose a novel deep CNN to specifically improve the classification accuracy for building segmentation in high-resolution remote sensing images. To this end, a U-shape structure of an encoder and decoder path is applied as the backbone. In addition, the spatial pyramid pooling module is integrated as a bridge between the encoding and the decoding path. We refer to the proposed model as the USPP model. This approach enables extraction of features at multiple spatial scales and at the same time up-samples the feature maps to learn global contextual information. The main contributions of this study are summarized as follows:
(1) By combining the U-shape encoder-decoder structure and the spatial pyramid pooling module, the proposed USPP model can capture multi-scale features and effectively restore detailed context information of buildings at all scales of the footprint.
(2) The qualitative and quantitative experiments for two public building labeling datasets, the Massachusetts Dataset [26] and the INRIA Aerial Image Labeling Dataset [39] , demonstrate the excellent performance of the USPP model. Compared with established models such as SegNet, FCNs, U-Net, Tiramisu [40] , and FRRN [41] , higher accuracies and F1 scores are achieved for the problem of building extraction at small extra training costs.
The subsequent sections in this paper are organized as follows: The details of the USPP model are proposed in Section 2. In Section 3, datasets and experimental settings are described. Section 4 provides the experimental results of the USPP model and quantitative and qualitative comparisons with established models. A discussion and some conclusions are presented in Sections 5 and 6, respectively.
II. METHODOLOGY
In this paper, a dense semantic labeling system for automatic building segmentation from high-resolution remote sensing imagery is proposed. It combines a U-shaped encoder-decoder structure with spatial pyramid pooling. In the following this approach, which we call USPP model, is explained in more details.
A. U-SHAPE STRUCTURE
U-Net is a typical fully convolutional network which was originally designed for biomedical image segmentation [34] . The main structure of U-Net is similar to the letter U. It has an encoder that extracts spatial features from the training data, and a decoder that constructs the segmentation map from the encoded features. It also uses skip-connections to preserve features. Furthermore, to enable a more efficient operation of the network structure, fully connected layers are deprecated in the network, significantly reducing the number of parameters that need to be trained. Due to its excellent performance, U-Net has been one of the most popular architecture for semantic segmentation. However, it suffers from loss of global contextual information during the encoder phase reducing spatial resolution of the resulting feature maps. Moreover, this information cannot be recovered in the decoder phase. Figure 1 
B. SPATIAL PYRAMID POOLING MODULE
The spatial pyramid pooling module draws from PSPNet [33] . Pyramid pooling aims to overcome the limitation of the fixed-size requirement for the CNN input image. It is applied to extract features in multiple scales and synthesize global information [42] . Details of spatial pyramid pooling module structure are illustrated in Figure 2 . Its integration into FCN-8s is shown in Figure 1 (d). The pyramid pooling module comprises four steps; pyramid pooling, convolution, up-sampling, and concatenation operations, see Zhao et al. [33] for details. Through pyramid pooling, spatial features on four different spatial scales can be identified. In order to enhance the nonlinear learning ability of the multiscale features, 1 × 1 convolution is added to maintain the size of features and to reduce the number of each features channels by an N-th of the number of channels of the input feature map; N is the number of pyramid pooling scales, typically chosen to be four following the works by Zhao et al. [33] and Yu et al. [43] . The convoluted feature maps are further interpolated using bilinear filtering to match the size of the input feature map. The input feature map is finally concatenated with four up-sampled feature maps so that global context features can be maintained with multiscale features. For the pooling operation, we adopt adaptive average pooling as illustrated in Figure 2 . Four levels with bin sizes of 1 × 1, 2 × 2, 3 × 3, and 6 × 6 are used in the spatial pyramid pooling module. Note that the number and size of pyramid levels can be modified. They are related to the size of the feature map fed into the pyramid pooling layer [33] .
C. THE USPP MODEL
Inspired by VGG [23] , U-Net [34] , and PSP-Net [33] , an endto-end symmetric training structure is proposed to predict pixel-level results and generate final segmentation maps. Figure 3 and Figure 1 (e) present the detailed structure of the proposed USPP model. It contains four encoder blocks, one spatial pyramid pooling module, and four decoder blocks. For the encoder phase, the VGG-11 architecture is used as the backbone. As presented in Table 1 , each encoder block contains two successive 3 × 3 convolutional layers followed by a 2 × 2 MaxPooling layer [44] to down-sample the input images. Each convolutional layer is then followed by a BatchNormalization (BN) layer [45] and a nonlinear activation function of the rectified linear unit (ReLU) [46] . BatchNormalization is introduced to ease training and enable concatenation of feature maps from different layers. ReLU is a widely-applied activation function in CNNs and is defined in Equation (1) for input z.
The ReLU function helps to reduce the number of calculations and avoid overfitting during the training phase. The four encoder blocks use 64, 128, 256, and 512 kernels.
One crucial modification of USPP in comparison to the encoder-decoder structure is that the bottom layer in the encoder phase is replaced with the spatial pyramid pooling module as a connector between the encoding and the decoding path. This enables extraction of features at multiple scales and up-sampling of feature maps and learning of global context information. Table 2 shows details of the decoder block. The decoder block uses a transposed convolutional layer instead of the pooling layer. Additionally, each up-sampled map is concatenated with the corresponding feature map from the encoding path through skip connections. Finally, there is an output layer after the encoder path which performs a pixel-wise classification. This output layer is a 1 × 1 convolutional layer with a sigmoid activation function.
D. MODEL TRAINING AND TESTING
The following training and testing procedure is applied: First, the images, including samples and labels, are separated into training and testing datasets. Data augmentation, such as flipping and random cropping, are employed to increase the complexity within the data set and to reduce over-fitting during training [47] . Then, the USPP model is trained using the training data set; the training procedure is based on the gradient descent algorithm [48] that utilizes updated parameters calculated by the loss function and backpropagation to improve the performance of the network [49] . Instead of the simple mean square error (MSE), binary crossentropy [50] is chosen to calculate the loss between every prediction and relative ground truth. Finally, testing data are fed into the trained model with the optimal model parameters, and the results are evaluated and compared on some evaluation metrics. An overview of the proposed building extraction system is illustrated in Figure 4 .
III. EXPERIMENTAL DATASETS AND EVALUATION
To verify the effectiveness of USPP as a tool for building segmentation from high-resolution remote sensing imagery, extensive experiments have been conducted on two classical datasets; the Massachusetts and INRIA datasets. Furthermore, the performance of USPP is compared to similar architecture with alternative sub-components and with other CNN architectures. All experiments were evaluated based on five major metrics, including Overall Accuracy, Precision, Recall, F1-score, and Mean IoU.
A. DATASETS
The first dataset investigated is the Massachusetts buildings dataset assembled by Mnih [26] . The dataset consists of 137 training, 4 validation, and 10 testing images, covering a surface of 2.25 square kilometers of urban and suburban areas of Boston (MA) in the United States. The size of each image is 1500 × 1500 pixels with the spatial resolution of 1 meter per pixel and is composed of red, green, and blue (RGB) channels. An example of an input image and its building labeling are shown in Figure 5 .
The second dataset is the INRIA Aerial Image Labeling Dataset [39] , comprising of 360 ortho-rectified aerial RGB images. This dataset covers different cities including Austin, Chicago, Kitsap, Western/Eastern Tyrol, Vienna, Bellingham, and San Francisco. Figure 6 presents an example image and its building labeling. The spatial resolution of images is 0.3 m with an image size of 5000×5000 pixels and spatial coverage of 1500 × 1500 m 2 . The images comprise an overall area of 810 square kilometers. Only two semantic classes -buildings and non-buildings -were considered as the ground truth. Following previous researches [39, 51] , we choose the first five images of each city from the training set for validation.
B. DATA AUGMENTATION
Deep convolutional neural networks require large amounts of training data, which are not always available during the learning phase. Data augmentation is essential to teach the network the desired invariance and robustness properties and to avoid overfitting when only a few training samples are available [34] . The training patch was processed by a sliding window of 256 × 256 pixels to generate data for model training and cross-validation. Horizontal or vertical flipping was applied randomly with a probability of 0.5. In addition, windows were rotated by 90, 180, and 270 degrees. The pixel values of each image were scaled to the interval [0, 1] by dividing by 255. No application-specific post-processing was performed. Since the final layer was activated by a Sigmoid function, it generated outputs in the range [0, 1]. The final segmentation map of the input images was produced by applying a threshold of 0.5.
C. EXPERIMENTAL SETTINGS
The implementation of USPP is based on the deep learning library PyTorch [52] . All experiments were carried out on computer servers with an Intel R Xeon R CPU E5-2630 v4 (2.20GHz), 64GB of memory (RAM) and two NVIDIA GeForce GTX 1080 Ti (11GB). Parallelization [53] was implemented at the PyTorch level to make use of the available GPU performance and to accelerate calculations. During the training phase, the Adam stochastic optimizer [54] with an initial learning rate of 0.0001 was used. All models were trained for 300 epochs with a mini-batch size of 16. Each batch contained cropped images that were randomly selected from the training patches. The changing accuracies and losses of the Massachusetts and INRIA datasets with increasing epochs are shown in Figure 7 . It is evident that the error gradually decreases while the accuracy increases and stays at a high and stable level.
D. EVALUATION METRICS
To evaluate the quantitative performance of different CNN methods, the 'Overall Accuracy' (OA), 'Precision', VOLUME 7, 2019 'Recall', 'F1-score', and mean of Intersection-over-Union ('MeanIoU') are used as quality metrics. 'Overall Accuracy' is defined as the number of correctly classified pixels divided by the total number of test pixels. 'Precision' is the percentage of correctly classified positive pixels amongst all pixels predicted as positive. 'Recall' is the percentage of correctly classified positive pixels among all true positive pixels. 'F1-score' is a combination of precision and recall. 'MeanIoU' is applied to characterize the accuracy at the segment level [55] . The values of these metrics are in the range of 0 to 1, and higher values indicate better classification performance. The five metrics can be calculated as follows:
where TP is the number of true positives, TN is the number of true negatives, FP is the number of false positives, and FN is the number of false negatives.
IV. RESULTS

A. COMPARISON ON THE MASSACHUSETTS DATASET
USPP is compared to the established networks SegNet, FCN, U-Net, Tiramisu, and FRRN for semantic segmentation. Figure 8 shows the qualitative segmentation results of the CNN models on the Massachusetts dataset. SegNet and FRRN return more false positives and false negatives than the other methods. U-Net returns slightly more false positives but less false negatives compared to FCN. By contrast, the proposed USPP model shows significantly less false positives and false negatives than the other methods, while maintaining high completeness in building segmentation. The quantitative comparison of the different networks on the whole testing dataset is presented in Table 3 . It demonstrates that the proposed USPP delivers improvements on all performance indicators over the other models except for 'Precision'. In the testing case, the USPP model is the best among all models on Overall Accuracy score with a gain of 1.0% (0.913 vs. 0.904) over the next best model U-Net. As for Precision, the FRRN model holds the highest values and gains 2.2% over USPP (0.928 vs. 0.908). USPP still performs better than U-Net by 1.0% (0.908 vs. 0.899) over the entire testing dataset. For Recall, the U-Net, FCN, and USPP method shows significantly better performance over the other three methods while USPP achieves the best value being 2.6% ahead of the U-Net method (0.892 vs. 0.869). USPP achieves the best F1-score where U-Net is again the best model amongst the others. For Mean IoU, USPP (0.818) has made the highest score 1.9% ahead of U-Net (0.803), and 9.2% ahead of FRNN (0.749) respectively.
B. COMPARISON ON THE INRIA DATASET
Building extraction results from the different models on a sample in the INRIA dataset are presented in Figure 9 for a qualitative comparison. It is clear that SegNet returns more false negatives while U-Net returns more false positives in comparison to the other methods. Overall U-Net and USPP predict building outlines reasonably well.
We further conducted a quantitative comparison with different models on the INRIA dataset. The results of the quantitative comparison are summarized in Table 4 . In contrast to the Massachusetts dataset where U-Net performed the best, FCN shows the best performance amongst the established methods. However, the proposed USPP model performs best except for the Precision score, where FCN obtains the highest value 1.7% ahead of USPP (0.918 vs. 0.903). For Overall Accuracy, USPP holds the highest values with a gain of 3.6% compared to U-Net (0.909 vs. 0.877). For Recall, USPP achieves an improvement of 5.4% over U-Net (0.882 vs. 0.837). As for F1-score and Mean IoU, USPP obtains the highest value over the other models and outperforms Tiramisu and FRRN which are considered to be state-ofthe-art networks for segmentation. Compared to the classic U-Net, USPP yields a higher F1-score by 3.8% (0.893 vs. 0.860) and a higher Mean IoU by 6.8% (0.806 vs. 0.755).
C. COMPARISON ON THE INDEPENDENT BUILDINGS
For a more detailed analysis of the segmentation results, several independent buildings were randomly selected from the two datasets. Figure 10 presents the results of these samples generated by the SegNet (without skip connection), U-Net (without spatial pyramid pooling), and the proposed USPP. In general, USPP performs better than the other two models. For the SegNet model shown in the second row, major parts of buildings are not accurately extracted (see columns a, c, d, e, and f). As depicted in the third row, U-Net is able to present contours of buildings more accurately (in columns c, g, and h), but it still produces large numbers of false negatives (blue in columns a, e, and f). In the fourth row, USPP shows the best performance in building extraction and noise reduction compared with the other two methods. However, all methods failed to segment the entire outline of buildings which are partially obscured, for instance by trees (see column a).
D. COMPUTATIONAL EFFICIENCY
Computational cost is also a significant efficiency indicator in deep learning. It represents the complexity of the in-depth learning model [6] where the costs for training and testing quantify the differences in complexity between CNN models. Considering the relatively close performance, a quantitative comparison of the computing times for the different deep-learning methods was conducted and is presented in Tables 5 and 6. For the model-training time, SegNet, FCN, U-Net, and USPP require about 750 min on the Massachusetts dataset while Tiramisu and FRRN require about 30% more time (∼1050 min). For the INRIA dataset, the training times are higher, and again Tiramisu and FRRN require significantly higher training time (18% more, ∼900 vs. ∼1000 min). This can be attributed to the fact that both have a more complex structure and include additional layers. For both datasets, FCN and SegNet model take the least training time, but USPP requires only a slightly higher training time; e.g., relative to the U-Net model, there is an increase of only 3.6% and 1.0% on the Massachusetts dataset and INRIA dataset respectively.
For the model-testing process, the SegNet, FCN, U-Net, Tiramisu, FRRN, and USPP require 7 sec, 20 sec, 9 sec, 14 sec, 15 sec, and 10 sec for the Massachusetts dataset, and 9 sec, 22 sec, 8 sec, 12 sec, 12 sec, and 9 sec for the INRIA dataset, respectively. The FCN model is the most time-consuming and two to three times slower than the fastest models SegNet. By contrast, SegNet, U-Net, and USPP are quite similar in time consumption during the testing procedure.
These findings demonstrate that USPP delivers building segmentation with consistently better performance scores except for Precision at computational costs that are comparable to established CNN methods.
V. DISCUSSION A. ABOUT THE PROPOSED USPP MODEL
In recent years, deep learning, especially convolutional neural networks, have been widely applied in computer vision and semantic segmentation. However, automatic building extraction from high-resolution remote sensing imagery is still a challenging task due to a large variety of appearing patterns and its spatial scale. As demonstrated in Liu et al. [38] and in Zhang and Wang [56] , accurate building extraction depends on the acquisition of the unique morphological characteristics of the building. They also pointed out that a well-performing network for building segmentation requires large receptive fields and needs to consider the multi-scale context. To address these issues and to achieve an effective performance to extract buildings from remote sensing images, we proposed the novel USPP model. This model follows the basic structure of U-Net, with the significant improvement of an additional spatial pyramid pooling module included at the bottom of the encoder-decoder structure. The latter aggregates the spatial context information from the low convolutional layers to alleviate the problem of spatial information loss. USPP achieves satisfactory VOLUME 7, 2019 FIGURE 10. Segmentation results of randomly selected buildings from the two datasets using the SegNet, U-Net, and USPP model. The green, red, blue, and black pixels of the maps represent the predictions of true positive, false positive, false negative and true negative, respectively.
results with an Overall Accuracy of 91.3% and 90.9%, and an F1-score of 0.900 and 0.893 for the Massachusetts and INRIA dataset respectively. These scores are improvements over established methods in particular U-Net. It demonstrates that the USPP approach of expanding respective fields and considering multi-scale contexts are successful at a very small additional computational cost.
The accuracy and loss during the training phase reported in Section 3.3 and the experimental results reported in Section 4 show that the proposed approach achieved slightly higher accuracy and stability on the Massachusetts dataset than on the INRIA dataset. In fact, as discussed in Ji et al. [57] , there are more wrong labels, high buildings, and shadows in the INRIA dataset that may substantially influence the discriminative ability of the deep learning model. Therefore, the differences in experimental results on the two datasets are acceptable and reasonable.
The USPP model proposed in this paper is light-weight and takes full advantages of the encoder-decoder structure and spatial pyramid pooling module. The qualitative and quantitative experimental results have proved that USPP achieved better performance than established models without a significant increase in training time. These findings demonstrated the applicability and efficiency of the USPP as a model in building extraction from high-resolution remote sensing images.
B. LIMITATIONS
Despite the performance improvements achieved by the proposed USPP, some issues remain to be considered. With the advancement of remote sensing technology, it has become much easier to collect high-resolution aerial images with abundant features and spectral information. This poses a major challenge for computer vision and image processing. The USPP model proposed in this research is able to improve the building segmentation, which demonstrates that enlargement of fields helps to improve the accuracy of semantic segmentation. However, the datasets used in this research do light-weight not cover images from different sensors, such as hyperspectral images and SAR images. These data provide information complementary to the data in the visual spectrum, and therefore there is the potential that training models with these additional data may lead to better segmentation results. In future studies, we will try to expand the training dataset and further optimize the network architecture to be applicable to multi-spectral and point cloud data.
VI. CONCLUSION
Accurate and automatic building segmentation from remote sensing imagery is essential for application areas such as urban planning and disaster management. In this paper, we proposed a CNN framework, named USPP, to perform building segmentation on high-resolution remote sensing images. The significant contribution of this work is the analysis of the advantages of existing FCN-based models and the development of a novel model demonstrating that the encoder-decoder and spatial pyramid pooling module are two powerful tools that need to be merged to take effect for building segmentation.
Experiments were conducted on two public building datasets: the Massachusetts and INRIA Aerial Image Labeling datasets. The results show that the proposed USPP model achieves high accuracy on these two datasets. These findings showed the robustness of USPP and its ability to perform effective building segmentation from highresolution remotely sensed images.
To further improve the extraction of building outlines, future work will combine the segmentation model with other image processing methods taking into consideration building edges and shapes. In addition, various data fusion strategies for the multi-scale remote sensing data (e.g., low-, medium-, high-resolution, and LiDAR) will be included, and some more heavy modeling structures will also be investigated.
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