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a b s t r a c t
In this paper, a strongly coupled system of partial differential equations in a bounded do-
mainwith the homogeneous Neumann boundary conditionwhichmodels a predator–prey
system with modified Holling–Tanner functional response is considered. First, the authors
study the stability of the positive constant solution. Sufficient conditions are derived for
the global stability of the positive equilibrium by constructing a suitable Lyapunov func-
tion. By using the Leray–Schauder theorem, the authors prove a number of existence and
non-existence results about the non-constant steady states of the system.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The predator–preymodel with Holling–Tanner functional response has been studied bymany authors [1–10]. In [5], Hsu
and Huang considered the following predator–prey model:
ut = ru
(
1− u
K
)
− vp(u),
vt = v
[
s
(
1− hv
u
)]
,
u(0) > 0, v(0) > 0,
where u and v, respectively, represent the populations of the prey and the predator, r, s, K , h are positive constants. The prey
grows logistically with carrying capacity K and intrinsic growth rate r in the absence of predation. The predator consumes
the prey according to the functional response p(u) and grows logistically with intrinsic growth rate s. The carrying capacity
of the predator is proportional to the population size of the prey.
Taking into account the distribution of the species in spatial location within a fixed bounded domainΩ ⊂ RN , Wonlyul
Ko and Kimun Ryu studied a reaction–diffusion system of Holling–Tanner prey–predator model in [10]. In [6,7], Peng and
Wang considered the stability of the constant equilibrium solution and the existence of non-constant positive steady states
I The project is supported by NSFC (10771085), by Key Lab of Symbolic Computation and Knowledge Engineering of Ministry of Education and by the
985 program of Jilin University.∗ Corresponding author.
E-mail addresses: lijianjun751026@sohu.com (J. Li), gaowj@jlu.edu.cn, wjgao@jlu.edu.cn (W. Gao).
0898-1221/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
doi:10.1016/j.camwa.2009.03.124
J. Li, W. Gao / Computers and Mathematics with Applications 60 (2010) 1908–1916 1909
of 
∂tu = d14u+ u
(
a− u− v
m+ u
)
, x ∈ Ω, t > 0,
∂tv = d24v + bv − v
2
γ u
, x ∈ Ω, t > 0,
∂nu = ∂nv = 0, x ∈ ∂Ω, t > 0,
u(x, 0) > 0, v(x, 0) > 0, x ∈ Ω.
(1.1)
A similar diffusive Holling–Tanner prey–predator model in heterogeneous environment was studied in [11].
In [8], the authors introduced a cross-diffusion term in (1.1), and considered the effects of the cross-diffusion term. The
cross-diffusion term in their model has the biological interpretation that predators will increase their diffusion rate in the
presence of prey and/or move downward along gradients of prey density. This seems unlikely in most systems; in fact,
consumers often slow down their diffusion or move upward along gradients of prey density [12,13].
Recently, there has been considerable interest in predator–prey model with the Beddington–DeAngelis functional
response [14–17] of the form
ut = ru
(
1− u
K
)
− αuv
a+ bu+ cv ,
vt = −dv + βuva+ bu+ cv ,
u(0) ≥ 0, v(0) ≥ 0.
It has been shown that the predator–prey models with the Beddington–DeAngelis functional response admit rich but
biologically reasonable dynamics [16]. In [18], the author studied a prey–predator model with modified Holling–Tanner
functional response and time delay. Thus, in the present paper, we shall consider the following model:
∂tu = d14u+ u
(
1− u− v
a+ bu+ cv
)
, x ∈ Ω, t > 0,
∂tv = d24v
(
1+ d3
1+ αu
)
+ v
(
δ − βv
u
)
, x ∈ Ω, t > 0,
∂nu = ∂nv = 0, x ∈ ∂Ω, t > 0,
u(x, 0) > 0, v(x, 0) ≥6≡ 0, x ∈ Ω,
(1.2)
where u(x, t) and v(x, t) respectively represent the densities of the prey and predator, n is the outward normal to the
boundary ∂Ω , positive constants d1, d2 are the diffusion coefficients corresponding to u and v respectively, d3 ≥ 0 is cross-
diffusion coefficient, r, K ,m, a, b, c, s, h are positive constants, the initial data u(x, 0) and v(x, 0) are continuous functions
onΩ , the homogeneous Neumann boundary condition means that the system is self-contained and has no population flux
across the boundary ∂Ω . The biological interpretation of the cross-diffusion term can be found in [19,20].
The steady states of (1.2) satisfy
d14u+ ru
(
1− u− v
a+ bu+ cv
)
= 0, x ∈ Ω,
d24v
(
1+ d3
1+ αu
)
+ v
(
δ − βv
u
)
= 0, x ∈ Ω,
∂nu = ∂nv = 0, x ∈ ∂Ω.
(1.3)
To our knowledge, Turing pattern for the prey–predator models with cross-diffusion was first studied by Wang [21].
Other works on study the roles of cross-diffusion in creating stationary patterns from the biological processes can be found
in [22–25].
Throughout this paper, the positive solution (u, v) satisfying (1.3) refers to a classical one with u > 0, v > 0 on Ω .
Clearly, (1.3) has a unique positive constant solution (u, v) = (u˜, v˜), where
u˜ = b+ (c − 1)δ/β − a+
√[b+ (c − 1)δ/β − a]2 + 4a(b+ cδ/β)
2(b+ cδ/β) , v˜ = δu˜/β. (1.4)
From now on, we always denote U˜ = (u˜, v˜).
The structure of this paper is as follows. In Section 2, we study the dissipation, persistence of (1.2) and stability of positive
constant steady state for (1.2) when d3 = 0. In Section 3, we first give a prior estimates for the positive solutions of (1.3).
Then we give some results on the existence and non-existence of positive non-constant solutions of (1.3).
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2. Large time behavior
In this section, we always set d3 = 0 and consider the large time behavior of solutions to the special case of (1.2). We
shall give the dissipation and persistence theorems firstly, which can be proved similarly as in [26].
Theorem 2.1 (Dissipation). Let (u, v) be the positive solution of (1.2), then we have
lim sup
t→∞
max
Ω
u(x, t) ≤ 1, lim sup
t→∞
max
Ω
v(x, t) ≤ δ
β
. (2.1)
Theorem 2.2 (Persistence). If a + cδ/β − δ/β > 0, then (1.2) has persistence property: there exists a positive constant m1
depending on a, b, c, δ, β such that
lim inf
t→∞ minΩ
u(x, t) ≥ m1, lim inf
t→∞ minΩ
v(x, t) ≥ δm1/β := m2. (2.2)
2.1. Local stability of U˜
In this subsection, we shall use the method that was first introduced by Wang in [27] to deal with the local stability of
the unique positive constant solution. For this purpose, we need to introduce some notations.
Let {µi, ϕi}∞i=0 be a complete set of eigenpairs for −∆ on Ω with zero flux boundary condition, ordered such that
0 = µ0 < µ1 ≤ µ2 ≤ · · ·. Denote
X = {(u, v) ∈ C2(Ω)× C2(Ω)|∂nu = ∂nv = 0}.
We decompose X =⊕∞i=0 Xi where Xi = {cϕi|c ∈ R2}.
The linearized problem of (1.2) at U˜ is
∂tu = d1∆u+ u˜ b− a− 2bu˜− cv˜a+ bu˜+ cv˜ u−
u˜(a+ bu˜)
(a+ bu˜+ cv˜)2 v,
∂tv = d2∆v + δ
2
β
u− δv,
∂nu = ∂nv = 0,
u(x, 0) > 0, v(x, 0) ≥ 0.
(2.3)
Theorem 2.3. Suppose that a+ cδ/β − δ/β > 0. Then U˜ is uniformly asymptotically stable for (1.2) in the sense of [28]. As a
consequence, problem (1.3) has no positive non-constant solution in a small neighborhood of U˜ .
Proof. Define operator L as:
L =
d1∆+ u˜
b− a− 2bu˜− cv˜
a+ bu˜+ cv˜ −
u˜(a+ bu˜)
(a+ bu˜+ cv˜)2
δ2
β
d2∆− δ
 .
Then for each integer i ≥ 0, it is easy to prove that Xi is invariant under the operator L, and λ is an eigenvalue of L on Xi if
and only if λ is an eigenvalue of the matrix
Ai =
−d1µi + u˜
b− a− 2bu˜− cv˜
a+ bu˜+ cv˜ −
u˜(a+ bu˜)
(a+ bu˜+ cv˜)2
δ2
β
−d2µi − δ
 .
The determinant of Ai is
det Ai = d1d2µ2i +
(
d1δ − d2u˜ b− a− 2bu˜− cv˜a+ bu˜+ cv˜
)
µi − δu˜ b− a− 2bu˜− cv˜a+ bu˜+ cv˜ +
δ2
β
u˜(a+ bu˜)
(a+ bu˜+ cv˜)2 .
The trace of Ai is
Tr Ai = −(d1 + d2)µi + u˜ b− a− 2bu˜− cv˜a+ bu˜+ cv˜ − δ.
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From a+ cδ/β − δ/β > 0, we know that
(b+ (c − 1)δ/β − a)2 + 4a(b+ cδ/β)− [b− a− (c − 1)δ/β]2 = 4ab+ 4acδ
β
+ 4(b− a)(c − 1)δ
β
= 4b
[
a+ (c − 1)δ
β
]
+ 4aδ
β
> 0.
Hence, one can obtain
b− a− 2bu˜− cv˜ = b− a− 2b+ cδ/β
2(b+ cδ/β)
{
b+ (c − 1)δ/β − a+
√
[b+ (c − 1)δ/β − a]2 + 4a(b+ cδ/β)
}
< b− a− 1
2
{
b+ (c − 1)δ/β − a+
√
[b+ (c − 1)δ/β − a]2 + 4a(b+ cδ/β)
}
= 1
2
{
b− a− (c − 1)δ/β −
√
[b+ (c − 1)δ/β − a]2 + 4a(b+ cδ/β)
}
< 0.
Since det Ai and−Tr Ai are increasing functions ofµi satisfying det A0 > and Tr A0 < 0, we have det Ai > 0 and Tr Ai < 0
for each integer i ≥ 0. Thus, Re(λ) < 0. It follows from Theorem 5.1.1 of [28] that the constant solution U˜ of (1.2) is
asymptotically stable. 
2.2. Global stability of U˜
Biologically, statement of the global stability of U˜ means that: however quickly or slowly the two species diffuse, they
will be spatially homogeneously distributed as time goes to infinity. In this subsection, we shall give a sufficient condition
for the global stability of the positive equilibrium U˜ .
Theorem 2.4. If a+ cδ/β − δ/β > 0, 1− b(1−m1)/(a+ bm1 + cm2)− δ/2βm1 − 1/2(a+ bm1 + cm2) > 0 hold, then U˜
is globally asymptotically stable for (1.2). In particular, this implies that (1.3) has no non-constant positive solution.
Proof. Let u(x, t), v(x, t) be the solution of (1.2), we define
E(u, v) =
∫
u− u˜
u
du+ 1
β
∫
v − v˜
v
dv
and define the Lyapunov functional as V (t) = ∫
Ω
E(u, v)dx. This kind of Lyapunov functional has been used by many
authors [9,25,29,30].
By simple computation, it follows that
dV
dt
=
∫
Ω
[Eu(u, v)ut + Ev(u, v)vt ]dx
=
∫
Ω
{
−d1u˜
u2
|∇u|2 − d2v˜
βv2
|∇v|2 + (u− u˜)
(
u˜− u+ v˜
a+ bu˜+ cv˜ −
v
a+ bu+ cv
)
+ (v − v˜)
(
v˜
u˜
− v
u
)}
dx
=
∫
Ω
{
−d1u˜
u2
|∇u|2 − d2v˜
βv2
|∇v|2 + (u− u˜)2
[
−1+ bv˜
(a+ bu˜+ cv˜)(a+ bu+ cv)
]
+
(
δ
βu
− a+ bu˜
(a+ bu+ cv)(a+ bu˜+ cv˜)
)
(u− u˜)(v − v˜)− (v − v˜)
2
u
}
dx.
The following inequalities hold:
bv˜
(a+ bu+ cv)(a+ bu˜+ cv˜) ≤
b(1−m1)
a+ bm1 + cm2 ,
a+ bu˜
(a+ bu+ cv)(a+ bu˜+ cv˜) ≤
1
a+ bm1 + cm2 .
Using the inequality a2 + b2 ≥ 2ab, we derive for t > T that
dV
dt
≤
∫
Ω
{
−d1u˜
u2
|∇u|2 − d2v˜
βv2
|∇v|2 + (u− u˜)2
[
−1+ b(1−m1)
(a+ bm1 + cm2) +
δ
2βm1
+ 1
2(a+ bm1 + cm2)
]
+ (v − v˜)2
[
−1+ δ
2βm1
+ 1
2(a+ bm1 + cm2)
]}
dx.
If the conditions in Theorem 2.4 hold, then dV/dt ≤ 0 for all t > T and equality holds only if (u, v) = (u˜, v˜). Together with
some standard arguments based on the boundedness of (u, v) and parabolic regularity, we conclude the theorem. 
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3. Effect of diffusion
In this section,we shall consider the effect of diffusion.We find that system (1.2) has nonon-constant positive steady state
if diffusion coefficients d1, d2 are large enough. We also give some sufficient conditions for the existence of non-constant
positive steady states of (1.2).
3.1. A priori estimates
First, we shall give priori lower and upper positive bounds for positive solutions of (1.3). For this purpose, we cite two
well known results.
Lemma 3.1 (Maximum Principle). If u ∈ C2(Ω) satisfies ∂nu = 0 on ∂Ω and x0 ∈ Ω is a point where u achieves its maximum,
then−∆u(x0) ≥ 0.
Lemma 3.2 (Harnack Inequality). Let c ∈ C(Ω) andw ∈ C2(Ω)∩C1(Ω) be a positive classical solution to∆w(x)+c(x)w(x) =
0 inΩ subject to the zero flux boundary condition. Then there exists a positive constant C = C(Ω, ‖c‖∞) such that maxΩ w ≤
C minΩ w.
The first lemma can be found in [23] and the second is due to Lin, et al. [31].
Theorem 3.1. Let (a, b, c, α, β, δ) ∈ (0,∞)6 be given and d > 0 be a fixed constant. Assume that d1, d2 ≥ d and d3 ≥ 0.
There exist positive constants C1 = C1(a, b, c, d, α, β, δ,Ω) and C2 = C2(a, b, c, d, α, β, δ,Ω) independent of d3 such that
any positive solution of (1.3) satisfies
C2 < u(x), v(x) < C1. (3.1)
Proof. We always denote by C the constant independent of d3 here. By the Maximum Principle, we have u(x) ≤ 1. Since
‖1 − u − v/(a + bu + cv)‖∞ < 2 + 1/c , there exists a positive constant C such that minΩ u(x) ≥ C maxΩ u(x) from
Lemma 3.2. Let x0 ∈ Ω be a point where v(x0)(1+ d3/(1+ αu(x0))) = maxΩ v(x)(1+ d3/(1+ αu(x))). By Lemma 3.1, we
have δ − βv(x0)/u(x0) ≥ 0. This implies that v(x0) ≤ δu(x0)/β ≤ δ/β and
v(x)
v(x0)
=
v(x)
(
1+ d31+αu(x)
)
v(x0)
(
1+ d31+αu(x0)
) × 1+ d31+αu(x0)
1+ d31+αu(x)
≤ max
{
1,
u(x)
u(x0)
}
≤ max u(x)
min u(x)
≤ C .
This implies that v(x) ≤ Cv(x0) ≤ C . Thus the right hand side of (3.1) is proved.
To prove the left hand side of (3.1), we must prove the inequality minΩ v(x) ≥ C maxΩ v(x) first. Denote ϕ(x) = d2
v(x)(1+ d3/(1+ αu(x))). We rewrite the second equation of (1.3) as
∆ϕ(x)+ δ − βv/u
d2(1+ d3/(1+ αu))ϕ(x) = 0 inΩ,
∂ϕ
∂n
= 0 on ∂Ω.
Since ∥∥∥∥ δ − βv/ud2(1+ d3/(1+ αu))
∥∥∥∥∞ ≤
δ + βmax
Ω
v(x)/min
Ω
u(x)
d2min
Ω
(1+ d3/(1+ αu))
≤ C +
βmax
Ω
ϕ(x)
d22min
Ω
u(x)min
Ω
(1+ d3/(1+ αu))
= C + βv(x0)(1+ d3/(1+ αu(x0)))
d2min
Ω
u(x)min
Ω
(1+ d3/(1+ αu))
≤ C + δu(x0)(1+ d3/(1+ αu(x0)))
d2min
Ω
u(x)min
Ω
(1+ d3/(1+ αu))
≤ C + δ
d2
max
Ω
u(x)
min
Ω
u(x)
max
Ω
(1+ d3/(1+ αu))
min
Ω
(1+ d3/(1+ αu))
≤ C + δ
d2
max
Ω
u(x)
min
Ω
u(x)
max
Ω
u(x)
min
Ω
u(x)
≤ C,
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we have minΩ ϕ(x) ≥ C maxΩ ϕ(x) from Lemma 3.2. Hence, we have
max
Ω
v(x)
min
Ω
v(x)
≤
max
Ω
ϕ(x)
min
Ω
ϕ(x)
×
max
Ω
(1+ d3/(1+ αu))
min
Ω
(1+ d3/(1+ αu)) ≤ C
max
Ω
u(x)
min
Ω
u(x)
≤ C .
If the left hand side of (3.1) is not true, then there exists a sequence {d1,i, d2,i, d3,i}∞i=1 satisfying d1,i, d2,i > d and
d3,i ≥ 0 such that minΩ ui(x) → 0 or minΩ vi(x) → 0 as i → ∞, where (ui(x), vi(x)) is the positive solution of (1.3)
as (d1, d2, d3) = (d1,i, d2,i, d3,i). Using the divergence theorem, one obtains∫
Ω
ui
(
1− ui − via+ bui + cvi
)
dx = 0,
∫
Ω
vi
(
δ − βvi
ui
)
dx = 0. (3.2)
If minΩ ui(x)→ 0 as i→∞, one can obtain ui(x)→ 0 uniformly from minΩ u(x) ≥ C maxΩ u(x). By the second equation
of (3.2), we know that there exists a xi ∈ Ω such that βvi(xi) = δui(xi) for each i. Hence, we can conclude that vi(x) → 0
uniformly as i→∞ from minΩ v(x) ≥ C maxΩ v(x). From the first equation of (3.2) we know that there exists xi ∈ Ω for
each i such that 1 = ui(xi) + vi(xi)/(a + bui(xi) + cvi(xi)). One can deduce the conflict as i → ∞. Hence, there exists a
positive constant C3 such that minΩ u(x) ≥ C3.
If minΩ vi(x)→ 0 as i→∞, one can deduce conflict similarly. 
3.2. Non-existence of non-constant positive steady states
In this subsection we shall give conditions for the non-existence of non-constant positive solution to (1.3).
Theorem 3.2. Let (a, b, c, α, δ, β) ∈ (0,∞)6 be given. For any positive ε, there exist positive constant D1,D2 depending on
(a, b, c, α, δ, β, ε) andΩ such that when d1 ≥ D2(d2), d2 ≥ D1, (1.3) does not have any non-constant positive solution.
Proof. Let U be the positive solution of (1.3). Denote u¯ = 1|Ω|
∫
Ω
u(x)dx and v¯ = 1|Ω|
∫
Ω
v(x)dx. Multiplying (u − u¯) and
(v − v¯) to the first and second equations in (1.3) respectively, and then integrating by parts overΩ , one can obtain∫
Ω
{
d1|∇u|2 + d2
(
1+ d3
1+ αu
)
|∇v|2 − αd2d3v
(1+ αu)2∇u · ∇v
}
dx
=
∫
Ω
{[
1− (u+ u¯)− v¯(a+ cv)
(a+ bu+ cv)(a+ bu¯+ cv¯)
]
(u− u¯)2
+
[
βv¯2
uu¯
− u(a+ bu¯)
(a+ bu+ cv)(a+ bu¯+ cv¯)
]
(u− u¯)(v − v¯)+
[
δ − β(v + v¯)
u
]
(v − v¯)2
}
dx
≤
∫
Ω
{
(u− u¯)2 +
[
βv¯2
uu¯
− u(a+ bu¯)
(a+ bu+ cv)(a+ bu¯+ cv¯)
]
(u− u¯)(v − v¯)+ δ(v − v¯)2
}
dx.
Using Yong’s inequality, we have the following estimate∫
Ω
{
d1|∇u|2 + d2
(
1+ d3
1+ αu
)
|∇v|2
}
dx
≤
∫
Ω
{
C(ε)(u− u¯)2 + (δ + ε)(v − v¯)2 + α
2d2d23v
2
2
|∇u|2 + d2
2
|∇v|2
}
dx
for any ε > 0, where C(ε) is the constant depending on a, b, c, d,Ω, ε. From Theorem 3.1 and the Poincaré inequality
µ1
∫
Ω
(u− u¯)2dx ≤ ∫
Ω
|∇u|2dx, one can obtain∫
Ω
{
d1|∇u|2 + d2
(
1+ d3
1+ αu
)
|∇v|2
}
dx ≤
∫
Ω
{
C(ε)(1+ α2d2d23)|∇u|2 +
(
δ + ε
µ1
+ d2
2
)
|∇v|2
}
dx.
Obviously, if d2 ≥ 2(δ+ε)/µ1 =: D1 and d1 ≥ C(ε)(1+α2d2d23) =: D2, the system (1.3) only has positive constant solution
(u˜, v˜). 
Remark 3.1. If d3 = 0, (1.3) does not have non-constant positive solution when d1, d2 large enough from the proof of
Theorem 3.2.
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3.3. Existence of non-constant positive steady states
In this subsection we shall discuss the global existence of non-constant positive solutions to (1.3) for suitable diffusion
coefficients as the parameters. The method used here to prove the existence of positive non-constant solutions was used
in [32–35].
Denote D = (d1, d2, d3), P = (a, b, c, α, δ, β) and B(C) = {(u, v) ∈ X |1/C < u, v < C}. Let U = (u, v),Φ(U) =
(d1u, d2v(1+ d3/(1+ αu))) and G(U) = (u− u2 − uv/(a+ bu+ cv), δv − βv2/u), we can rewrite (1.3) as
F(D;U) := U − (I −∆)−1{Φ−1U (U)[G(U)+∇UΦUU(U)∇U] + U} = 0 on X,
where (I − ∆)−1 is the inverse of I − ∆ in X with the homogeneous Neumann boundary condition. It is easy to see that
detΦU > 0 for all non-negative (u, v), then Φ−1U exists. As F(D; ·) is a compact perturbation of an identity operator, the
Leray–Schauder degree deg(F(D; ·), 0, B) is well defined if F(D;U) 6= 0 for all U ∈ ∂B.
One can calculate that
DUF(D; U˜) = I − (I −∆)−1
{
Φ−1U (U˜)GU(U˜)+ I
}
.
It is easy to prove that Xi is invariant under DUF(D; U˜) for each integer i ≥ 0. λ is an eigenvalue of DUF(D; U˜) on Xi if and
only if λ is an eigenvalue of matrix
I − 1
1+ µi {Φ
−1
U (U˜)GU(U˜)+ I} =
1
1+ µi [µiI − Φ
−1
U (U˜)GU(U˜)].
Hence, the number of eigenvalues with negative real parts of DUF(D, U˜) on Xi is odd if and only if H(D, U˜;µi) < 0 where
H(D, U˜;µi) := det[µiI − Φ−1U (U˜)GU(U˜)].
IfH(D, U˜;µi) 6= 0 for all integer i ≥ 0, 0 is not an eigenvalue ofDUF(D; U˜). This implies thatDUF(D; U˜) is a homeomorphism
from X to X . The implicit function theorem shows that U = U˜ is an isolated solution of F(D;U) = 0. By the Leray–Schauder
Theorem, one can have the follow lemma:
Lemma 3.3. Assume that H(D, U˜;µi) 6= 0 for all i. Then
index(F(D; ), U˜) = (−1)m, m =
∑
i≥0,H(D,U˜;µi)<0
1.
Using 1 = u˜+ v˜/(a+ bu˜+ cv˜) and δ = βv˜/u˜, direct computation gives
GU(U˜) =
u˜
(
−1+ bv˜
(a+ bu˜+ cv˜)2
)
− u˜(a+ bu˜)
(a+ bu˜+ cv˜)2
δ2
β
−δ
 :=
A11 A12δ2
β
−δ

and
ΦU(U˜) =
 d1 0
− αd2d3v˜
(1+ αu˜)2
d2(1+ αu˜+ d3)
1+ αu˜
 .
So we have
H(D, U˜;µ) = µ2 +
(
δ(1+ αu˜)
d2(1+ αu˜+ d3) −
αd3v˜A12
d1(1+ αu˜+ d3)(1+ αu˜) −
A11
d1
)
µ
− δ(1+ αu˜)A11
d1d2(1+ αu˜+ d3) −
δ2(1+ αu˜)A12
βd1d2(1+ αu˜+ d3) .
We notice that
− δ(1+ αu˜)A11
d1d2(1+ αu˜+ d3) −
δ2(1+ αu˜)A12
βd1d2(1+ αu˜+ d3) =
1+ αu˜
d1d2(1+ αu˜+ d3) det(GU(U˜)) > 0. (3.3)
We shall restrict our attention to large d2, d3. Notice that
lim
dj→∞
H(D, U˜;µ) = µ2 −Λjµ, ∀j = 2, 3, (3.4)
where
Λ2 = A11d1 +
αd3v˜A12
d1(1+ αu˜+ d3)(1+ αu˜) , Λ3 =
A11
d1
+ αv˜A12
d1(1+ αu˜) .
Theorem 3.3. Assume that P is given such that A11 + αv˜A121+αu˜ > 0.
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(i) Suppose that d1, d3 are given such that Λ2 ∈ (µi, µi+1) for some positive odd integer i. There exists a positive constant d?2
such that if d2 ≥ d?2, then (1.3) has at least one non-constant positive solution.
(ii) Suppose that d1 is given such that Λ3 ∈ (µi, µi+1) for some positive odd integer i. Then for any given d2 > 0, there exists a
positive constant d?3 such that if d3 ≥ d?3, then (1.3) has at least one non-constant positive solution.
To prove the theorem, we shall use the following lemma:
Lemma 3.4. Assume P ∈ (0,∞)5 be given. If d3 = 0 and d1 = d2 = d?, then there exists a positive constant d? such that
deg(F(D?; U˜)) = 1
when d? ≥ d?, where D? = (d?, d?, 0).
Proof. Since H(D?, U˜;µ) = µ2+ (δ/d?− A11/d?)µ− δA11/d2? − δ2A12/βd2? . Solute the equation H(D?, U˜;µ) = 0, we have
µ = A11 − δ ±
√
(A11 − δ)2 + 4(δA11 + δ2A12/β)
2d?
.
It is obvious that Reµ+ → 0 as d? → ∞, where Reµ+ is the real part of the root of H(D?, U˜;µ) = 0 with the maximal
real part. So there exists a positive constant d? such that Reµ+ < µ1 when d? ≥ d?. For each integer i ≥ 1, we have
H(d?, U˜;µi) > 0 from above proof. We have H(D?, U˜;µ0) = H(D?, U˜; 0) = −δA11/d2? − δ2A12/βd2? > 0 from (3.3). This
implies that the number of eigenvalues with negative part of DUF(D?; U˜) on Xi is zero or even. One can obtain that
index(F(D?; ·), U˜) = 1.
This completes the proof. 
Proof of Theorem 3.3. From Remark 3.1 and Lemma 3.4, we know that there exists a positive constant d? such that (1.3)
does not have non-constant positive solution and index(F(D?; ·), U˜) = 1 when d1 = d2 ≥ d? and d3 = 0. That means
deg(F(D?, ·), 0, B) = 1 where D? = (d?, d?, 0). For d1, d2 > d, we define a homotopy as
−4[td1 + (1− t)d?]u = u
(
1− u− v
a+ bu+ cv
)
, x ∈ Ω,
−4
[
td2 + (1− t)d? + td2d31+ αu
]
v = v
(
δ − βv
u
)
, x ∈ Ω,
∂u
∂n
= ∂v
∂n
= 0, x ∈ ∂Ω,
(3.5)
where t ∈ [0, 1].U is a non-constant positive solution of (3.5) if and only if U is a non-constant positive solution of the
problem
F(t,U) = U − (I −∆)−1{Φ−1U (U, t)[G(U)+∇UΦUU(U, t)∇U] + U} = 0 on X,
whereΦ(U, t) = (td1u+ (1− t)d?u, td2v + (1− t)d?v + td2d3v/(1+ αu)). We notice that
F(D,U) = F(1,U), F(D?,U) = F(0,U).
From Theorem 3.1, we know that all the positive solutions (u, v) are in B(C) for large enough constant C . Thus, for all
t ∈ [0, 1],U ∈ ∂B are not the solutions of (3.5). Since F(D?,U) = 0 only has a positive constant solution u˜, we know that
deg(F(D?, ·), 0, B) = 1 from Lemma 3.4. By the homotopy invariance of the Leray–Schauder degree, one can obtain
deg(F(D, ·), 0, B) = deg(F(D?, ·), 0, B) = 1. (3.6)
Denote by µ±, with Re(µ−) ≤ Re(µ+), the two roots to H(D, U˜;µ) = 0. From (3.4), we see that
lim
d2→∞
µ− = 0, lim
d2→∞
µ+ = Λ2, lim
d3→∞
µ− = 0, lim
d3→∞
µ+ = Λ3.
IfΛ2 ∈ (µi, µi+1) for some positive even i, then for d2 large enough, one has
0 = µ0 < µ− < µ1, µ+ ∈ (µi, µi+1)
Hence, H(D, U˜;µj) < 0 is equivalent to j ∈ {1, 2, . . . , i}. Since i is odd, we have
index(F(D; ·), U˜) = −1.
So F(D;U) = 0 has at least another positive solution that is different from the constant solution. Otherwise the degree of
F = 0 in B(C) should be−1 for all large enough C , which would contradict (3.6). Hence, the first assertion of the theorem is
proved. The second assertion can be proved similarly. 
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