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Abstract 
The temporoammonic (TA) pathway is the direct, monosynaptic projection from 
layer III of entorhinal cortex to the distal dendritic region of area CAl of the hippo-
campus. Although this pathway has been implicated in various functions, such as 
memory encoding and retrieval , spatial navigation, generation of oscillatory activity, and 
control of hippocampal excitability, the details of its physiology are not well understood. 
In this thesis, I examine the contribution of theTA pathway to hippocampal processing. I 
find that, as has been previously reported, theTA pathway includes both excitatory, 
glutamatergic components and inhibitory, GABAergic components. Several new 
discoveries are reported in this thesis. I show that theTA pathway is subject to forms of 
short-term activity-dependent regulation, including paired-pulse and frequency-
dependent plasticity, similar to other hippocampal pathways such as the Schaffer 
collateral (SC) input from CA3 to CAl. TheTA pathway provides a strongly excitatory 
input to stratum radiatum giant cells of CAl. The excitatory component of theTA 
pathway undergoes a long-lasting decrease in synaptic strength following low-frequency 
stimulation in a manner partially dependent on the activation of NMDA receptors. High-
frequency activation of theTA pathway recruits a feedforward inhibition that can prevent 
CAl pyramidal cells from spiking in response to SC input; this spike-blocking effect 
shows that theTA pathway can act to regulate information flow through the hippocampal 
trisynaptic pathway. 
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1 Introduction and literature review 
All nervous systems, from the simple, diffuse neuronal nets of cnidarians, to the 
complex, sophisticated brains of the higher vertebrates, have basically the same function: 
to take in sensory information about an animal's external environment and provide motor 
or hormonal control commands to allow the animal to respond appropriately. In all but 
the simplest animals, in between these input and output systems is a neuronal network 
that stores information about both previous and ongoing experiences and is continually 
being modified to allow the animal to respond in a more adaptive way in the future; in 
other words, nervous systems underlie the phenomena of adaptability, flexibility, 
learning, and memory. 
How is information represented and processed in the brain? Although there is 
much heterogeneity amongst the individual neurons of the nervous system, in vertebrates, 
individual neurons are not sufficiently specialized so that one could point to a particular 
neuron as being responsible for storing a particular bit of information. Rather, it is the 
position of that neuron in a network, and its temporal pattern of activity in relation to 
other neurons in that network, that give meaning to its signaling. 
The brain is not a static device, reacting identically to identical inputs. On the 
contrary, it is a dynamically shifting network whose responses depend on its current state 
as well as its recent activity patterns and its developmental history. Networks in the brain 
are modified in an activity- or experience-dependent manner on many different time 
scales, from moment-to-moment changes over milliseconds to minutes, based on the 
recent history and activity of the network, to slow and/or long-lasting changes that can 
occur and persist over the lifetime of the organism. On a short time scale, 
changes in input-output relations underlie processes such as behavioral decisions or 
retrieval of stored memories. Longer-scale changes include developmental phenomena 
as well as the processes of learning and long-term memory storage. 
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In this thesis I explore short- and long-term activity-dependent modulation, and 
interaction with other pathways, of a particular pathway in the mammalian nervous 
system: the temporoammonic (TA) projection from the entorhinal cortex (EC) to area 
CAl of the hippocampus, a projection whose physiological properties and functional 
roles are not particularly well understood. The phenomena I describe in this pathway 
illustrate well the importance of temporal and spatial patterning in the nervous system. 
Chapter 1 provides general background regarding excitation and inhibition in neuronal 
networks, the importance of the hippocampus as a system for studying neural processing, 
and a desctiption of what is currently known about theTA pathway. My investigations 
of the physiology and short-term plasticity of theTA input to hippocampus are described 
in Chapter 2. Chapter 3 describes my discovery and characterization of long-term 
depression (LTD) of synaptic transmission in theTA pathway. In Chapter 4, I describe a 
role for theTA pathway in regulating information flow through the hippocampus. 
(Chapters 3 and 4 are verbatim copies of papers published or submitted for publication, 
so there may be some redundancy between these and other chapters.) The contribution of 
my findings to our understanding of theTA pathway and hippocampal processing, and 
possible directions for further research, are described in Chapter 5. Finally, in the 
appendix, I describe another approach to understanding neuronal processing: the 
neurochip, a micromachined si licon device designed to allow detailed recording 
and stimulation of a small network of cultured neurons. 
1. 1 Balancing excitation and inhibition in the brain 
Synaptic connections between neurons in the brain can be classified as either 
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excitatory or inhibitory, depending on whether their effect is to bring the postsynaptic 
neuron closer to or further away from action potential threshold. Clearly, this is a gross 
oversimplification and complications abound. For example, in a network of neurons, 
inhibition of another inhibitory neuron may result in a net excitation of a neuron further 
downstream, a phenomenon known as disinhibition. In a complicated circuit, the 
ultimate response of any particular neuron to a set of inputs may be impossible to predict 
even if all pairwise connections are understood (Harris-Wanick and Marder 1991; 
Dickinson and Moulins 1992; Buzsaki 1997). Following an "inhibitory," hyperpolarizing 
postsynaptic response, the membrane potential of a neuron may rebound above the 
original baseline (e.g., Buhl et al. 1995), even reaching action potential threshold (e.g., 
Crunelli and Leresche 1991; Cobb et al. 1995)- a net excitatory effect. Postsynaptic 
responses to neurotransmitters generally considered to be inhibitory can be depolarizing, 
actually bringing the cell closer to threshold (Michelson and Wong 1991; Taira et al. 
1997). Nevettheless, the simple definition above is still useful as a starting point for 
describing neuronal circuitry. In general, in the mammalian CNS, excitatory connections 
between neurons are mediated by glutamatergic synapses, and inhibitory connections by 
y-aminobutyric acid-mediated (GABAergic) synapses. Glutamate and GABA have not 
been found to be co-localized in the same neurons, allowing classification of neurons 
either as excitatory (glutamatergic) ptincipal cells, or inhibitory (GABAergic) 
interneurons. (It should be noted that not all principal cells are glutamatergic; the 
Purkinje cells of the cerebellum are a notable exception (Ito et al. 1964)). 
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The reason for the importance of excitation, of bringing neurons closer to firing 
action potentials, is simply that action potentials are necessary for the long-distance 
communication of activity in the vertebrate nervous system. Although inhibition is 
sometimes described as being detrimental to neuronal transmission (e.g., "Three types of 
inhibitory neurones provide different classes of interference" (my emphasis) (Andersen 
1990)), inhibitory pathways have a crucial role in sculpting neuronal activity patterns. 
Information carried in patterns of neural activity is likely to be conveyed by both 
excitatory and inhibitory mechanisms. Synaptic inhibition may contribute to the 
generation of rhythmic oscillatory activity in the brain and provide a background or 
"context" for the activity of principal cells (Buzsak.i 1997). 
In the absence of inhibition , runaway excitation leads to seizure-like activity (e.g., 
Ben-Ari et al. 1979; Sloviter 1991 ; Watson et al. 1997) and even cell death. Conversely, 
an excess of inhibitory activity may also be pathological, for example, in absence or petit 
mal seizures (Marescaux et al. 1992b). A healthy and functional nervous system depends 
on a careful, dynamic balance of excitatory and inhibitory influences. Ways in which 
excitation and inhibition are mediated, regulated, and interact are desctibed below. Many 
of the examples given are from the hippocampal formation, because my thesis work 
focused on this region of the brain. 
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1.1 .1 Mechanisms of excitation 
The primary excitatory neurotransmitter in the mammalian CNS is glutamate. 
Glutamatergic excitatory postsynaptic potentials (EPSPs) are mediated primarily by the 
cx.-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) and N-methyl-D-
aspartate (NMDA) types of ionotropic receptors (AMPARs and NMDARs) (see Seeburg 
for review); a variety of metabotropic glutamate receptors (mGluRs) also exist (see 
Nakanishi 1992; Schoepp and Conn 1993; Pin and Duvoisin 1995 for reviews). The 
AMPA and NMDA receptors are both directly-gated ion channels permeable to mono-
valent cations (Na+ and K+); therefore, activation of these receptors results in an inward, 
depolarizing current (Jahr and Stevens 1987). AMPAR currents have a quick, short time 
course (Tang et al. 1989; Trussell and Fischbach 1989). NMDA channels are slower to 
activate but stay open longer, resulting in a longer-lasting current (Lester et al. 1990). 
NMDARs also differ from (most) AMPARs in their permeability to calcium (Mayer and 
Westbrook 1987), a property which makes them crucial to several forms of activity-
dependent plasticity (see Malenka and Nicoll 1993 for review). However, NMDA 
receptors are not just simple ligand-gated channels; there is also a voltage-dependent 
component to the NMDA response. At typical resting membrane potentials, NMDA 
channels are blocked by ambient levels of extracellular Mg2+; this block is relieved only 
by membrane depolarization (Nowak et al. 1984). Hence, a glutamatergic EPSP will 
only include an NMDAR-mediated component when the depolarization due to AMPAR 
activation is sufficient to relieve the voltage-dependent block of the NMDAR (Herron et 
al. 1986). This constraint allows NMDARs to act as coincidence detectors (e.g., 
Mel 1992; see Malenka and Nicoll 1993 for review). 
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Most glutamatergic, excitatory synapses are made onto the dendritic tree, rather 
than the soma, of postsynaptic neurons. The result of the convergence of multiple 
excitatory inputs onto the same postsynaptic cell depends on the location of the synapses 
and on the passive and active electrical properties of the postsynaptic dendritic tree. 
Passive cable theory predicts that EPSPs evoked distally in the dendrites will undergo 
electrotonic decay, decreasing in amplitude and increasing in duration and time to peak, 
between the dendrite and the soma (RaJ! 1967). Summation of EPSPs is predicted to 
depend on the relative locations of synaptic inputs, with EPSPs evoked in close proximity 
to one another summating sublinearly because of the decreased driving force due to 
postsynaptic depolarization; however, it has been shown experimentally that the 
summation of EPSP-like responses to glutamate puffs in cultured hippocampal pyramidal 
cells is, in fact , linear and position independent (Cash and Yuste 1998). This linear-
ization of EPSP summation was found to be mediated by the competing effects of 
increased depolarization due to activation of NMDARs, and increased shunting due to 
voltage-activated K+ conductances. 
Active dendritic conductances can shape excitatory inputs in a number of ways 
(see Yuste and Tank 1996 for review). Voltage-dependent Na+ conductances can boost 
EPSP-Iike responses to epochs of photoreleased glutamate closely spaced in time, 
resulting in a supralinear summation (Margulis and Tang 1998). Transient, A-type K+ 
conductances can decrease EPSP amplitude (Hoffman et al. 1997), as can the hyper-
polarization-activated K+ current IH (Magee 1998). Perforant path inputs to the distal 
dendrites of CA3 pyramidal cells are amplified by voltage-dependent Na+ and 
Ca2+ channels (Urban et al. 1998). 
1.1 .2 Regulation and modulation of excitation 
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Although excitatory synaptic transmission is most dramatically regulated by 
concurrent inhibitory transmission (see below, section 1.1.3, p. 10), EPSPs are also 
modulated by processes independent of inhibition. Activity- and state-dependent changes 
in the strength of excitatory synapses can modulate patterns of information flow through 
neuronal circuits. 
Excitatory synapses undergo several forms of activity-dependent short- and long-
term plasticity (see Malenka and Nicoll 1993 for review). Paired-pulse stimulation of 
excitatory pathways often results in an increase in the amplitude of the response to the 
second stimulus (Creager et al. 1980; Leung and Fu 1994; Debanne et al. 1996; Thomson 
1997); this paired-pulse facilitat ion (PPF) is thought to be mediated presynaptically by 
the accumulation of calcium in the presynaptic terminal (Manabe et al. 1993; Thomson et 
al. 1993; Wu and Saggau 1994). However, paired-pulse stimulation sometimes results in 
a depression of the second response (Thomson et al. 1993; Thomson 1997). The balance 
between paired-pulse faci litation and depression appears to depend on the probability of 
neurotransmitter release, and hence is predicted by the size of the first response: a small 
response is more likely to show faci litation, while a larger response is more likely to 
undergo depression (Manabe et al. 1993; Debanne et al. 1996; Dobrunz and Stevens 
1997). Paired-pulse responses can also be modulated by voltage-dependent conductances 
such as voltage-dependent K+ and Na+ channels (Margulis and Tang 1998) or NMDA 
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receptors (Thomson 1997). Paired-pulse depression of EPSPs is thought to be 
mediated by transient depletion of neurotransmitter at the presynaptic terminal (GalatTeta 
and Hestrin 1998; Wang and Kaczmarek 1998). 
Intermediate in time scale between paired-pulse plasticity, and the long-lasting 
forms of plasticity described below, are the phenomena of post-tetanic potentiation (PTP) 
and short-term potentiation (STP). PTP is a brief (-1 minute) increase in synaptic 
strength observed following intense, high-frequency stimulation of afferent pathways, 
and is thought to be mediated presynaptically, by means of calcium accumulation in the 
presynaptic terminal (Rosenthal 1969; Swandulla et al. 1991; Wu and Saggau 1994; see 
Fisher et al. 1997 for review). STP is less well-defined, but seems to be similar to long-
term potentiation (LTP) (Hannay et al. 1993) but of a briefer duration. 
Activity-dependent long-term plasticity of excitatory synapses has been described 
in several neural pathways. LTP of synaptic transmission is an increase in synaptic 
strength that can last for hours or days (see Bliss and Collingridge 1993; Nicoll and 
Malenka 1995 for review). LTP can be induced by high-frequency (tetanic) (Andersen et 
al. 1977), theta-patterned (Larson and Lynch 1986), or primed-burst stimulation (Rose 
and Dunwiddie 1986), as well as by pairing low-frequency inputs with direct depolar-
ization of the postsynaptic cell (Gustafsson and Wigstrom 1986). Many forms of LTP 
are dependent on the activation of NMDARs, and the influx of Ca2+ into the postsynaptic 
cell via NMDARs and/or voltage-dependent calcium channels (Grover and Teyler 1990) 
seems to be a common first step in LTP induction (Lynch et al. 1983; Malenka et al. 
1988; see Malenka and Nicoll 1993 for review; Neveu and Zucker 1996). 
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LTD of synaptic transmission is a reduction in synaptic strength that can 
last for hours (see Linden 1994; Bear and Abraham 1996 for review). LTD is most 
commonly induced by long episodes of low-frequency inputs (e.g., Dudek and Bear 
1992), a lthough other paradigms, such as trains of paired-pulse stimuli (e.g., Doyere et al. 
1996) or asynchronous pre- and postsynaptic activity (e.g., Debanne et al. 1994), are also 
used. Calcium influx into the postsynaptic cell is also required for LTD induction 
(Cummings et al. 1996; Neveu and Zucker 1996), although the sources for this calcium 
can include NMDARs, various types of voltage-dependent calcium channels, mGiuR 
activation, and release of Ca2+ from intracellular stores (see section 3.5, p. 183, for 
further discussion). 
Glutamatergic transmission can also be rapidly regulated by the activation of 
presynaptic mGiuRs. Immunocytochemical studies have demonstrated the presence of 
various mGiuR subtypes at presynaptic terminals (Neki et al. 1996; Petralia et al. 1996; 
Risso Bradley et al. 1996). Activation of presynaptic mGiuRs, which can occur during 
periods of high-frequency activity in which excess glutamate is more likely to spill over 
outside of the synaptic cleft, can inhibit further glutamate release (Burke and Hablitz 
1994; Gereau and Conn 1995; Macek et al. 1996; Scanziani et al. 1997). 
Excitatory neurotransmission can also be modulated by the activity of other 
neurotransmitter systems. Adenosine, whose concentration is elevated during ischemia 
or periods of intense neuronal activity (Winn et al. 1980), acts on presynaptically located 
A 1 receptors (Swanson et al. 1995) to reduce glutamate release (Proctor and Dunwiddie 
1987; Thompson et al. 1992). The hippocampus receives substantial cholinergic 
innervation from the medial septum (see Dutar et al. 1995 for review). Acetylcholine 
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(ACh) can decrease excitatory transmission by acting on presynaptically 
located muscarinic ACh receptors (mAChRs) to reduce glutamate release (Kahle and 
Cotman 1989; Hasselmo and Schnell 1994; Gil et al. 1997), but it can also act on 
nicotinic receptors to enhance glutamatergic transmission (Gray et al. 1996; Gil et al. 
1997; Radcliffe and Dani 1998). The overall excitability of pyramidal cells can also be 
increased by K+ channel blockade due to mAChR activation (Cole and Nicoll 1984; 
Dutar et al. 1995). Serotonin (5-HT), which is released by fibers from the raphe nuclei 
(Oieskevich and Descarries 1990), has been shown reduce glutamatergic transmission in 
the subiculum (Boeijinga and Boddeke 1996), as well as reducing synaptic excitation of 
superficial layer EC neurons (Schmitz et al. 1995a) and CAl pyramidal cells (Zhang et 
al. 1994). 
1 .1 .3 Mechanisms of inhibition 
Inhibitory mechanisms can be classified by the postsynaptic receptor mediating 
them, by the location of inhibitory synapses on the postsynaptic cell, or by the position of 
inhibitory influences in a neuronal circuit. These are all described below, along with 
descriptions of how these forms of inhibition interact with excitatory inputs. 
1.1.3.1 GABAA and GABAa 
The primary inhibitory neurotransmitter in the mammalian central nervous system 
is GABA (see Kmjevic 1997 for review). Inhibitory cortical and hippocampal inter-
neurons use GABA as their primary neurotransmitter. There are at least three families of 
GABA receptors: GABAA, GABA8 , and GABAc (see Sivilotti and Nistri 1990 for 
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review). (The GABAc receptor appears to be found primarily in the retina 
(Bormann and Feigenspan 1995), although some of its subunits are also found throughout 
the brain (Enz and Cutting 1999); it will not be discussed further here.) 
1.1.3.1.1 GABAA 
The GABAA receptor is an ionotropic receptor permeable to chloride. It is made 
up of several, most likely five, subunits and is related to the glycine and nicotinic 
cholinergic receptors (see Stephenson 1995 for review). GABAA receptors are fast, 
directly gated by GABA, blocked by picrotoxin and bicuculline, and activated by 
muscimol (see Sivilotti and Nistri 1990 for review). Because of their permeability to 
chloride, GABAA receptors usually carry an outward, hyperpolarizing current, taking the 
neuron further away from the threshold for action potential firing (Alger and Nicoll 1982; 
Pham and Lacaille 1996). However, since the reversal potential for chloride can be close 
to the resting potential of a neuron, the driving force on chloride may be quite small, and 
if a neuron is hyperpolarized, the GABAA response may be depolarizing (e.g., Andersen 
et al. 1980; Connors et al. 1988). Even in the absence of a voltage change, activation of 
GABAA channels may have an inhibitory effect by lowering the neuron's input resistance 
and shunting other, depolarizing currents (Ben-Ari et al. 1979; Andersen et al. 1980; 
Stelzer et al. 1994; Johnston et al. 1996). A depolarizing response after GABAA receptor 
activation is also sometimes observed even at resting potentials (Andersen et al. 1980; 
Wong and Watkins 1982; Newberry and Nicoll 1985; Michelson and Wong 1991); the 
ionic basis for this response is still poorly understood (Lambert et al. 1991 ; Thompson 
1994; Taira et al. 1997). There is also evidence for two distinct GABAA-mediated 
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hyperpolarizing currents, one fast, one slower (though still faster than the 
GABA8 response), which may be mediated by different subtypes of the GABAA receptor 
(Pearce 1993; Banks et al. 1998). 
1.1.3.1.2 GABAB 
Unlike the GABAA receptor, the GABA8 receptor is not an ion channel itself; 
rather, it is coupled via G proteins to several downstream targets. Downstream effects of 
GABA8 receptor activation include inhibition of voltage-dependent calcium currents 
(Pfrieger et al. 1994; Guyon and Leresche 1995; Lambert and Wilson 1996) and acti-
vation of potassium channels (Gahwiler and Brown 1985; Otis et al. 1993; Sodickson and 
Bean 1996). The GABA8 response is antagonized by phaclofen (Dutar and Nicoll 1988; 
Karlsson and Olpe 1989), saclofen and their derivatives (Solfs and Nicoll 1992), as well 
as more recently synthesized compounds such as CGP 55845A (Davies et al. 1993); 
baclofen is a potent agonist of the GABA8 receptor (Hill and Bowery 1981; Newberry 
and Nicoll 1985; Davies et al. 1993). GABA8 receptors are found at postsynaptic sites as 
well as on the presynaptic terminals of both glutamatergic and GABAergic neurons. 
The postsynaptic GABA8 response is a slow, long (hundreds of milliseconds) 
inhibitory postsynaptic potential (IPSP) (Lingenhohl and Olpe 1993), mediated by a 
potassium conductance (Newberry and Nicoll 1984; Hablitz and Thalmann 1987; Dutar 
and Nicoll 1988; Solfs and Nicoll 1992; Otis et al. 1993; Pham and Lacaille 1996; Pham 
et al. 1998). GABA8 receptor activation at presynaptic sites reduces neurotransmitter 
release (Lanthom and Cotman 1981; Solfs and Nicoli 1992) by either direct modulation 
of presynaptic calcium channels (Pfrieger et al. 1994; Takahashi et al. 1998), shortening 
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of the action potential by modulation of IA-type K+ channels (Saint et al. 1990; 
but see Otis et al. 1993), or possibly both. Not all glutamatergic presynaptic terminals 
are equally susceptible to GABA8 -mediated inhibition of neurotransmitter release, 
although reported results are occasionally inconsistent. For example, baclofen strongly 
suppresses synaptic transmission at the Schaffer collateral (SC) input to area CAl and 
has little effect on the perforant path input to dentate gyrus or theTA input to CAl 
(Lanthom and Cotman 1981; Ault and Nadler 1982; Colbert and Levy 1992). In one 
case, baclofen was reported to inhibit mossy fiber transmission (Lanthom and Cotman 
1981) while in another case it was reported to have no effect (Ault and Nadler 1982). In 
the neocortex, intracortical connections are inhibited by baclofen while thalamocortical 
inputs are unaffected (Gil et al. 1997). The effects of GABA8 autoreceptor activation on 
GABAergic neurotransmission are described below (section 1.1.4.1, p. 23). 
Heterogeneity in GABA8 -mediated effects may be due to multiple subtypes of 
GABA8 receptors, multiple types of G protein coupled to the receptor, and multiple 
downstream effector pathways. For example, there seem to be differences in pertussis 
toxin sensitivity between presynaptic GABA8 receptors on excitatory and inhibitory 
terminals, suggesting the involvement of different G proteins (see Kerr and Ong 1995 for 
review). The K+ channel blocker 9-amino-1,2,3,4-tetrahydroaclidine (THA) is reported 
to block the effects of baclofen and GABA at post- but not presynaptic receptors 
(Lambert and Wilson 1993a). Differences observed between responses to exogenous 
GABA or baclofen application (e.g., Lanthom and Cotman 1981; Pham and Lacaille 
1996; Pham et al. 1998) may be due to the presence of uptake mechanisms for GABA but 
not baclofen (Solfs and Nicoll 1992), suggesting that GABA8 responses are 
normally limited by GABA uptake (Solfs and Nicoll 1992; Isaacson et al. 1993). 
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The GABA8 receptor was recently cloned (Kaupmann et al. 1997) and was found 
to be similar in structure to the mGiuRs. Like other G protein-coupled receptors, the 
GABA8 receptor has seven putative transmembrane domains. A possible GABA-binding 
site is found in theN-terminal extracellular domain. The cloned receptor is negatively 
coupled to adenylate cyclase, but does not alone cause much activation of potassium 
channels. GABA8Rl mRNA transcripts were found to be abundant in all layers of the 
cortex, the principal cell layers (pyramidal and granular) of the hippocampus, as well as 
in the basal ganglia and the Purkinje cells of the cerebellum. A more detailed in situ 
hybridization study found that GABA8 R1 mRNA is found in the vast majority of neurons 
in the adult rat brain, with the notable exception of certain populations of GABAergic 
neurons (Lu et al. 1998). A second GABAs receptor subunit, GABA8 R2, has recently 
been identified; this subunit is homologous to GABA8Rl and presumably similar in 
structure, with seven transmembrane domains and a GABA-binding site. Expression of 
both subunits is required for reconstitution of fully functional GAB As receptors with 
binding constants and downstream effects similar to native GABA8 receptors, and the 
two mRNAs are expressed in overlapping populations of neurons (Jones et al. 1998; 
Kaupmann et al. 1998; White et al. 1998; Kuner et al. 1999). The existence of more than 
one type of GABAs receptor subunit may account for the heterogeneity of GABAs 
responses observed experimentally. 
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1.1.3.1.3 Comparison of GABAA and GABAa effects 
It is unclear whether GABAA and GABA8 responses are evoked by separate or 
overlapping populations of intemeurons. There are many circumstances in which 
GABAA responses appear in the absence of GABA8 responses. In hippocampus, paired 
recordings of presynaptic intemeurons and postsynaptic pyramidal cells (Buhl et al. 
1994a; Buhl et al. 1995; Vida et al. 1998) or loose cell-attached stimulation of 
intemeurons (Ouardouz and Lacaille 1997) showed unitary IPSPs with no GABA8 
component in the postsynaptic neuron. Spontaneous inhibitory postsynaptic currents 
(IPSCs) recorded in dentate gyrus granule cells were mediated exclusively by GABAA 
receptors (Otis and Moody 1992). In neocortex, most activity from single intemeurons 
also evoked only a GABAA IPSP in postsynaptic cells, although long, high-frequency 
trains of action potentials (>20 spikes, 220-250 Hz) in fast-spiking intemeurons could 
elicit a slower, GABA8 -like IPSP in pyramidal cells (Thomson et al. 1996). No unitary 
IPSPs containing only a GABA8 component have been reported. 
Focal stimulation in stratum lacunosum-moleculare (SLM) of hippocampal area 
CAl has been used to evoke GABA8-mediated synaptic responses in pyramidal cells, 
presumably by the activation of SLM intemeurons (Williams and Lacaille 1992; Benardo 
1995; Miles et al. 1996); when glutamate is applied focally to SLM, GABAs IPSPs that 
are unaffected by the GABAA antagonists bicuculline or picrotoxin are observed 
(Williams and Lacaille 1992). However, it is not known how many intemeurons were 
activated by this focal stimulation, or whether activated intemeurons fired just one action 
potential or several. GABA8 responses can be evoked by extracel lular stimulation in any 
layer of hippocampus (e.g., Newben·y and Nicoll 1984; Pham et al. 1998). "Giant" 
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GABA8 responses can be elicited in neurons in hippocampal slices by 
application of the convulsant, K+ channel blocker 4-aminopyridine (4-AP) (Segal 1987; 
Misgeld et al. 1992; Otis and Moody 1992; Pham et al. 1998), which apparently evokes 
burst firing in a subpopulation of hippocampal interneurons (Segal 1987; Misgeld et al. 
1992). Trains of electrical stimulation were required to see a GABA8 -mediated 
inhibition of SC inputs to CAl (Chapter 4) (Isaacson et al. 1993) and increased the size 
of the postsynaptic GABA8 response in retrohippocampal neurons (Funahashi and 
Stewart 1998). These results suggest that high levels of activity, possibly including 
synchronous activation of many interneurons, are necessary to evoke a GABA8 -mediated 
response (see Mody et al. 1994, for review). In dissociated cultures of hippocampal CA3 
neurons, GABA8 receptors were activated at a much lower concentration of GABA than 
were GABAA receptors (Sodickson and Bean 1996), suggesting that the necessity for 
high levels of interneuron activity may be due to an extrasynaptic location of GABAs 
receptors, rather than a lower affinity for GABA. An extrasynaptic localization of 
GABA8 receptors has been shown using immunogold labeling in cerebellar Purkinje cells 
(Kaupmann et al. 1998). 
Focal bicuculline or GABA application shows, functionally, that GABAA 
receptors are found on both somata and dendrites in piriform cortex (Kanter et al. 1996), 
sensory cortex (Connors et al. 1988), and hippocampus (Newberry and Nicoll 1985; 
Empson and Heinemann 1995b). Current source density analysis also shows that there 
are GABAA responses in dendritic locations in stratum oriens (SO), stratum radiatum 
(SR), and SLM of hippocampus (Lambert et al. 1991). GABAA binding sites, as 
determined by quantitative autoradiography, are distributed quite evenly across the layers 
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of the CAl region of the hippocampus (Chu et al. 1990). Some cerebellar 
neurons also have GABAA receptors on their axon terminals (Pouzat and Marty 1999). 
Focal GABA application most readily evoked a GABA8-Iike response at somatic 
and proximal dendtitic sites of pyramidal cells in sensory cortex (Connors et al. 1988). 
In hippocampus, however, a larger hyperpolarizing response was observed when baclofen 
was applied to dendritic, rather than somatic, regions (Newberry and Nicoll 1985). It is 
not clear whether these results reflect a real difference between GABA8 receptor 
distribution in cortex and hippocampus, or if the use of baclofen, for which there are no 
intrinsic uptake mechanisms, accounts for the difference. Quantitative autoradiography 
shows lower overall levels, but simjJar even distribution, of GABA8 binding sites in 
hippocampal area CAl as compared to GABAA binding sites (Chu et al. 1990). 
However, presynaptic GABA8 receptors will contribute to the signal observed in the 
dendritic layers, making a comparison of postsynaptic GABA8 receptor density in 
dendrites and soma difficult. Only preliminary reports exist of localization of GABAs 
receptors by recently-developed antibodies (Honer et al. 1998; Princivalle et al. 1998; 
Shigemoto et al. 1998); in one study, a particularly strong GABAs signal was observed in 
SLM, the distal dendritic region , of hippocampal area CA3 (Shigemoto et al. 1998). 
GABAA and GABA8 -mediated responses likely play different roles in neuronal 
circuits. GABAA-mediated inhibition is clearly important in preventing hyperexcitability 
of neuronal networks; for example, hippocampal slices exposed to the GABAA antagonist 
bicuculline will exhibit spontaneous epileptiform activity (e.g., Ben-Ari et al. 1979; 
Sloviter 1991), suggesting that a tonic GABAA-mediated inhibition keeps excitation in 
check. By curbing excitatory neurotransmission , GABAA-mediated inhibition may also 
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prevent indiscriminate potentiation of synaptic transmission. Low 
concentrations of GABAA antagonists are often used to help promote the induction of 
LTP in the rat hippocampal slice (Gustafsson and Wigstrom 1986; Kelso et al. 1986; 
Kauer et al. 1988; Malenka et al. 1988), and LTP is enhanced by the blockade of GABAA 
receptors (Wigstrom and Gustafsson 1983). Associative interactions between the medial 
and lateral perforant pathways in dentate gyrus were enhanced by blockade of GABAA-
mediated inhibition , suggesting that this inhibition noJmally limits the spread of 
excitatory effects (Tomasulo et al. 1993). Fast, GABAA-mediated IPSPs are well suited 
for "robust suppression of activity with fine temporal control" (Connors et al. 1988). 
GABAA IPSPs can also limit the back-propagation of action potentials into dendrites, 
thus regulating changes in intracellular Ca2+ concentration and distribution (Tsubokawa 
and Ross 1996). Dendritically-located GABAA receptors can limit the contribution of 
NMDA receptors to EPSPs by hyperpolarizing the cell membrane and preventing 
alleviation of the voltage-dependent block of NMDA receptors by Mg2+ (Kanter et al. 
1996), although GABA8 IPSPs can also have this effect (Morrisett et al. 1991); this may 
have important implications for NMDAR-dependent synaptic plasticity (section 1.1.5.2, 
p. 34). The effects of OABAA-mediated inhibition will depend on the location of the 
postsynaptic receptors (section 1.1.3.2, p. 19). 
OABA8-mediated inhibition may have a more subtle effect on neuronal excita-
bility. In cortex, there is apparently a background level of OABAa-mediated inhibition 
controlling excitation, since microiontophoresis of the OABAa antagonist COP 35348 
into sensorimotor cortex in vivo results in a modest increase in spontaneous firing rates 
(Andre et al. 1992). The OABA8 antagonist COP 55845A can increase the amplitude of 
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unitary IPSCs evoked by single stimulation of CAl intemeurons, showing that 
in hippocampus there is a tonic level of presynaptic GABA8 inhibition of intemeurons 
(Ouardouz and Lacaille 1997). In an animal model of epilepsy, slices taken from seizing 
animals showed a total lack of pre- or postsynaptic GABA8 inhibition, suggesting that 
GABA8 -mediated inhibition normally acts as an "emergency brake" for excitatory 
activity (Mangan and Lothman 1996). Conversely, blockade of GABA8 receptors by 
phaclofen can suppress post-tetanic disinhibition in the dentate gyrus (Mott et al. 1990). 
The GABA8 agonist baclofen can have both antiepileptic and proepileptic effects (see 
Kerr and Ong 1995 for review). GABA8 receptors are particularly implicated in absence 
epilepsy (Bernasconi et al. 1992; Marescaux et al. 1992a). GABA8 -mediated inhibition 
can increase the threshold for action potential firing (Connors et al. 1988), decrease the 
net depolarizing effect ofEPSPs (Buonomano and Merzenich 1998) (section 1.1.5.1, p. 
31), and block spiking due to excitatory inputs (Chapter 4). 
1. 1. 3.2 Somatic, axo-axonic, and dendritic inhibition 
The effect of inhibitory inputs onto a neuron will depend on whether the 
inhibitory synapses are located at the soma, axon initial segment, or dendrites of the 
postsynaptic neuron. Intemeurons, which are very heterogeneous (Lorente de N6 1934; 
Parra et al. 1998), can be classified into a small number of categories based on their 
axonal arb01ization and postsynaptic targets. For example, in the hippocampus, axo-
axonic or "chandelier" cells preferentially innervate the axon initial segment of post-
synaptic neurons (Somogyi et al. 1983; Li et al. 1992; Buhl et al. 1994b); basket cells 
form axon plexuses around the somata of postsynaptic targets (Lorente de N6 1934; 
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Ribak and Seress 1983; Buhl et al. 1995; Cobb et al. 1997); and other cell 
types, including bistratified cells (Buhl et al. 1994a; Cobb et al. 1997), oriens-lacunosum-
moleculare (0-LM) intemeurons (Maccaferri and McBain 1995; Yanovsky et al. 1997; 
Katona et al. 1999), and perforant path- and Schaffer-associated SLM intemeurons (Vida 
et al. 1998) have axonal arborizations in the dendritic layers of the hippocampus. It has 
been noted that intemeurons targeting the axon or soma tend to have dendrites spanning 
multiple layers, and thus can be activated by a variety of inputs, whi le intemeurons 
targeting dendrites tend to have more restricted dendritic arborizations and are thus likely 
to be activated only by activity in specific pathways (Freund and Buzsaki 1996, p. 372). 
In order for neurons to communicate with one another, action potentials must be 
generated. Action potential generation depends on the interaction of all the excitatory 
and inhibitory inputs converging onto a neuron over a certain time; when a threshold 
potential at the spike initiation zone is reached, an action potential is produced. The 
spike initiation zone is generally thought to be located in the soma or action initial seg-
ment (see Stuart et al. 1997 for review), though sodium spikes can also be initiated in 
dendritic regions (Turner et al. 1991; see Yuste and Tank 1996 for review; Golding and 
Spruston 1998). The location of inhibitory inputs relative to other inputs and to the spike 
initiation zone will determine their effect. 
When spikes are initiated at the soma or axon, axo-axonic or somatic inhibitory 
synapses will have a "veto" or g lobal effect on the postsynaptic neuron. Regardless of 
the location of excitatory inputs, inhibition at the axon or soma can take the membrane 
potential further away from action potential threshold and thus inhibit or delay action 
potential firing (Miles et al. 1996). 
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Dendritic inhibition can have a much more restricted or input-specific 
effect than somatic or axo-axonic inhibition. Much theoretical work has been devoted to 
the idea that inhibitory inputs restricted to particular parts of the dendritic tree, or 
interposed between excitatory inputs and the spike initiation zone at the soma, can 
selectively nullify excitatory inputs to pruts of the dendritic tree, resulting in an "AND 
NOT" computation (i.e., excitation goes through only in the absence of inhibition) being 
petfonned (Koch et al. 1983; Koch et al. 1990). The discovery of active membrane 
properties in dendrites (see Johnston et al. 1996; Yuste and Tank 1996 for review) has 
added new complexity to the possible effects of inhibitory dendritic inputs. Spikes 
initiated in dendrites of hippocampal pyramidal cells in vivo can be reduced by synaptic 
inhibition (Buzsaki et al. 1996), and dendritic calcium spikes in vitro can be suppressed 
by dendritic inhibition (Miles et al. 1996). Backpropagation of action potentials into the 
dendritic tree, which can be an impo1tant retrograde signal of neuronal activity (see Stuart 
et al. 1997 for review), can be blocked by GABAA IPSPs in dendrites (Tsubokawa and 
Ross 1996). If the spike initiation zone is located in the dendrites, rather than at the 
soma, dendritic inhibition can have a veto effect similar to that mediated by basket and 
axo-axonic cells. 
1. 1.3.3 Feedback and feedforward inhibition 
Inhibitory components of neuronal circuits can be classified as feedforward or 
feedback, depending on their position relative to excitatory pathways (see Buzsili 1984 
for review). For example, excitatory afferents to a brain region may make synapses onto 
both principal cells and intemeurons in that region; if the intemeurons then go on to make 
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synapses onto the pyramidal cells, feedforward inhibition will occur. Feedback 
inhibition is seen when principal cell s activate local intemeurons which then make 
reciprocal connections back onto the same population of principal cells, possibly even the 
same individual cells. 
Some intemeurons seem to be specialized for either feedforward or feedback 
inhibition, while other intemeurons can be involved in both types of circuits. For 
example, in area CAl, SLM intemeurons appear not to receive recurrent excitatory input 
from pyramidal cells, and therefore subserve only a feedforward inhibitory function 
(Lacaille and Schwartzkroin 1988b), while certain intemeurons in stratum oriens are 
activated both by afferents from CA3 as well as by feedback connections from pyramidal 
cells, thus mediating both feedforward and feedback inhibition (Lacaille et al. 1988). 
Other stratum oriens intemeurons may be activated in only a feedback manner 
(Maccaferri and McBain 1995). 
1.1.4 Regulation and modulation of inhibition 
Inhibition can be regulated at many levels (see Thompson 1994 for review). 
Inhibitory responses themselves undergo various forms of activity-dependent regulation; 
intemeurons may be differentially recruited by afferent activity; activation of inter-
neurons may be modulated by long-term plasticity of synapses onto intemeurons; and 
intemeurons themselves are subject to inhibitory innervation. 
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1. 1.4. 1 Short-term plasticity of inhibitory transmission 
Inhibitory responses (IPSPs or IPSCs) undergo a form of short-term activity-
dependent plasticity known as paired-pulse depression (PPD), where repeated stimulation 
of inhibitory inputs results in a decrease in IPSP/C amplitude (Ben-Ari et al. 1979; 
McCarren and Alger 1985; Deisz and Prince 1989; Thompson and Gahwiler 1989; 
Davies et al. 1990; Williams and Lacaille 1992; Ling and Benardo 1994). PPD is 
mediated by GABA9 autoreceptors (Davies et al. 1990; Roepstorff and Lambert 1994), 
although a GABA9 -independent component of PPD, possibly due to synaptic vesicle 
depletion, has also been observed (Lambert and Wilson 1994; Wilcox and Dichter 1994; 
Fortunato et al. 1996). Synaptic vesicle depletion is likely to be particularly important 
during long periods of interneuron activation (Galarreta and Hestrin 1998). Although 
most studies of PPD have focused on GABAA responses, GABA9 responses are also 
depressed with repeated stimulation (Pacelli et al. 1991 ; Williams and Lacaille 1992; Otis 
et al. 1993; Ling and Benardo 1994; Jones 1995). Not all evoked IPSPs undergo GABA-
8-mediated depression; for example, in CA3, a subpopulation of inhibitory inputs onto 
the somata of pyramidal cells are unaffected by baclofen (Lambert and Wilson 1993b). 
Some inhibitory neurons, such as cerebellar stellate and basket cells, have presynaptic 
GABAA autoreceptors (Pouzat and Marty 1999), suggesting another possible mechanism 
for activity-dependent regulation: reduction of GABA release due to hyperpolarization by 
activation of presynaptic GABAA receptors. 
Inhibitory responses evoked by paired-pulse stimulation do not always show 
depression. Paired-pulse facilitation of unitary IPSCs evoked by hippocampal inter-
neurons was observed when the initial response size was smaller than average (Ouardouz 
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and Lacaille 1997), suggesting that a phenomenon similar to paired-pulse 
facilitation of excitatory responses (Debanne et al. 1996), possibly mediated by residual 
calcium in the presynaptic terminal, can exist in inhibitory terminals as well. 
1. 1.4.2 Long-term plasticity of synapses onto interneurons 
It has been clearly demonstrated that synapses onto pyramidal cells in the 
hippocampus can be potentiated in an activity-dependent manner (section 1.1.2, p. 7). 
However, the question of whether synapses onto hippocampal intemeurons show the 
same sort of plasticity is more controversial. Attempts to induce plasticity in synapses 
onto intemeurons have had mixed results. It may be, as is so often the case with exper-
iments done in hippocampal slices, that the results are very dependent on the exact 
conditions used in the experiment. 
Because of the sparseness of intemeurons in the hippocampus, as compared to 
pyramidal cells, it is impossible to study plasticity of synapses onto intemeurons by 
means of field recordings. Rather, it is necessary to record from individual intemeurons 
with either sharp or whole-cell electrodes. Some of the conflict between reported results 
may be due to differences between these two techniques, since intracellular factors 
necessary for synaptic plasticity may be washed out during whole-cell recording; on the 
other hand, when perforated-patch and regular whole-cell recordings were compared 
directly, no differences were observed (Maccaferri and McBain 1996). 
Even when recording from single intemeurons, it is necessary to distinguish 
between direct potentiation or depression of the actual synapses made onto the inter-
neurons, and indirect or "passive propagation" of LTD or LTP of excitatory connections 
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whose effects are seen in intemeurons because of the feedback connections 
from pyramidal cells onto interneurons (Maccafeni and McBain 1995; Maccafeni and 
McBain 1996). It has proven difficult to induce LTP of monosynaptic connections onto a 
variety of interneuron types, including basket and bistratified cells of SR (McMahon and 
Kauer 1997b) (although these experiments were performed in high concentrations of 
Mg2+, which may block NMDARs) and stratum oriens/alveus (0/A) interneurons 
(Maccaferri and McBain 1996). 
Synapses onto different types of interneurons may also vary in their capacity for 
plasticity. For example, in an experiment using tetanic presynaptic stimulation paired 
with postsynaptic depolatization, LTP was induced in 0/A interneurons but not in SLM 
intemeurons (Ouardouz and Lacaille 1995). Differences between interneurons are even 
observed in the passive propagation of LTDILTP via feedback connections; for example, 
vertical and horizontal interneurons in SO showed passive propagation of potentiation, 
but SR interneurons did not (Maccafeni and McBain 1996). 
The input specificity of LTP observed in pyramidal cells (see Schuman 1997 for 
review) may be due to the fact that excitatory synapses are made onto individual spine 
heads, and the electrical and biochemical isolation between individual spines may limit 
non-specific spread of plasticity between excitatory synapses. Since intemeurons tend 
not to be spiny, this may compromise their ability to undergo input-specific plasticity. 
Tetanic stimulation applied to independent SC inputs to interneurons of stratum 
pyramidale (SP) inCA 1 resulted in every possible combination of homo- and hetero-
synaptic LTP and LTD, suggesting that, indeed, input specificity is not seen in long-term 
plasticity in interneurons (Cowan et al. 1998). Similarly, in an experiment where tetanic 
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stimulation of afferents resulted in potentiation of the field response but 
depression of the response recorded in an interneuron, this depression was not specific to 
the tetanized pathway (McMahon and Kauer 1997b). 
A recent study designed to resolve the controversy about plasticity in interneurons 
points to temperature as a contributing factor. The same tetanic stimulus applied to 
afferents onto interneurons of SR had no effect at room temperature but resulted in LTP 
when the experiment was performed at 34 oc (Franks et al. 1998). 
Plasticity in interneurons may be very different in mechanism to that seen in 
pyramidal cells. Hippocampal interneurons apparently lack some of the signaling 
molecules critical to plasticity in pyramidal cells, including calcineurin (Ca2+/calmodulin-
dependent protein phosphatase 2B) and Ca2+/calmodulin-dependent protein kinase IIa 
(Sfk et al. 1998). One possible alternative mechanism for plasticity of inputs onto 
interneurons is an activity-dependent facilitation of currents through Ca-permeable 
AMPARs due to relief from polyamine block (Rozov et al. 1998; see commentary by 
McBain 1998). 
1. 1.4. 3 Differential recruitment of interneurons 
The balance between excitation and inhibition will be affected by the relative 
effectiveness of afferent inputs in recruiting excitatory principal cells or inhibitory 
interneurons to fire action potentials. 
In the dentate gyrus, tetanic stimulation of the commissural or perforant paths 
resulted in changes in recruitment of hilar interneurons, with a net change in inhibitory 
efficacy in this circuit (Tomasulo and Steward 1996). In CAl, excitatory postsynaptic 
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culTents (EPSCs) onto SLM interneurons are decreased more quickly and 
completely by anoxia than are EPSCs onto pyramjdal cells, suggesting a selective loss of 
recruitment of interneurons; this inhibition of EPSCs in SLM interneurons is apparently 
mediated by presynaptic adenosine A 1 receptors (Congar et al. 1995). In dentate gyrus 
(DG), however, a hypoxic loss of interneuron recruitment is apparently mediated by 
mGluRs (Doherty and Dingledine 1997). 
Long-term plasticity may also affect interneuron recruitment. In area CAl of the 
hippocampus, tetanic stimulation of Schaffer collaterals results in LTP of inputs onto 
pyramidal cells, but LTD of the EPSP/C onto SR interneurons (bistratified or basket 
cells), suggesting a decreased recruitment of interneurons following otherwise poten-
tiating stimuli (McMahon and Kauer 1997b). 
1. 1.4.4 Long-term plasticity of inhibitory synapses 
Thus far, there seems to be little, or conflicting, evidence for LTP or depression of 
IPSPs themselves (i.e. , presynaptic changes in GABA release or postsynaptic changes in 
responsiveness to GABA). Suppression of inhibition has been described as a contributor 
to LTP of excitatory neurotransmission (Chavez-Noriega et al. 1990; Stelzer et al. 1994). 
It is possible that the decrease in IPSP amplitude observed may have been due to a 
depression of feedforward recruitment of intemeurons (McMahon and Kauer 1997b), 
although in one study (Stelzer et al. 1994) a potentiation of EPSPs in intemeurons was 
observed. 
Long-term enhancement of excitatory synaptic transmission in hippocampus 
evoked by activation of mGluRs was shown to be dependent on a reduction in GABA-
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ergic inhibition , and monosynaptic IPSPs evoked by stimulation in the presence 
of AMPAR and NMDAR antagonists were shown to be reduced by mGiuR agonists; the 
decrease in IPSP amplitude was blocked by application of a G protein activator to the 
postsynaptic neuron, showing that mGluR activation can decrease the responsiveness of 
neurons to GABA (Liu et al. 1993). A similar effect has been observed in response to 
NMDAR activation, where an observed reduction of the response to ionophoreticaJiy 
applied GABA suggested a postsynaptic change in GABA sensitivity (Stelzer et al. 
1987). 
1. 1.4.5 Inhibitory and modulatory effects on interneurons 
Inhibitory interneurons are themselves subject to control by inhibitory inner-
vation. In the hippocampus, a subpopulation of interneurons apparently targets other 
interneurons exclusively (see Freund and Buzsaki 1996, pp. 372-377, for review). Ultra-
structural data shows that GABAergic, inhibitory synapses are made onto interneurons 
(e.g., see Freund and Antal 1988; Cobb et al. 1997; Gulyas et al. 1998a). Paired 
recordings show that hippocampal interneurons, including basket cells (Cobb et al. 1997), 
SLM interneurons (Lacaille and Schwartzkroin 1988b; Cobb et al. 1997), and 0/A inter-
neurons (Lacaille et al. 1988) innervate both pyramidal cells and other interneurons, as 
well as making autapses. Spontaneous IPSCs can be recorded in a variety of hippo-
campal interneurons, including 0-LM cells, bistratified cells, trilaminar cells, SR, and 
SLM interneurons (Atzori 1996; Hajos and Mody 1997). Extracellular stimulation of 
afferent pathways can elicit IPSPs in many types of hippocampal interneurons, including 
SLM interneurons (Lacaille and Schwartzkroin 1988a; Williams et al. 1994; M01in et al. 
1996) (section 2.3.3.2, p. 100), 0/A intemeurons (Morin et al. 1996), CA3 
SLM and hilar intemeurons (Misgeld and Frotscher 1986), and intemeurons near SP 
(Morin et al. 1996). 
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In addition to inhibitory inputs from local intemeurons, intemeurons may receive 
inhibitory innervation from other areas of the brain. For example, GABAergic afferents 
from the septum specifically target CA3 hippocampal intemeurons (Freund and Antal 
1988), resulting in a net disinhibition of CA3 pyramidal cells (T6th et al. 1997). 
Like excitatory neurotransmission, inhibitory neurotransmission can also be 
modulated by the activity of other neurotransmitter systems. Unlike glutamatergic 
terminals, GABAergic terminals appear not to be regulated by presynaptic adenosine 
receptors (Thompson et al. 1992). The overall excitability of intemeurons can be 
increased by ACh acting on both muscarinic and nicotinic (Frazier et al. 1998) receptors 
(see Vizi and Kiss 1998 for review), although different populations of intemeurons may 
show differential responses to ACh (Xiang et al. 1998). Norepinephrine acting on a 1-
and (3-adrenoceptors can also excite various types of interneurons (Bergles et al. 1996). 
Serotonin has a variety of effects on inhibitory neurotransmission, including a selective 
presynaptic inhibition of interneurons mediating the GABA8 IPSP in hippocampal area 
CA3 (Oieskevich and Lacaille 1992), inhibition of CAl intemeurons via presynaptic 5-
HTtA receptors (Schmitz et al. 1995b), and a general excitation of CAl intemeurons via 
5-HT3 receptors (Ropett and Guy 1991). Opioid peptides can also have a modulatory 
effect on inhibitory transmission. GABA release in hippocampal interneurons is 
inhibited by activation of opioid receptors (Cohen et al. 1992; Lambert and Wilson 
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1993b). ~-and 8-opioid receptors also mediate a postsynaptic inhibition of 
interneurons by opioid peptides (Bramham and Sarvey 1996; Svoboda and Lupica 1998). 
Finally, the intrinsic firing patterns of interneurons can be affected by neuromodulators; 
for example, interneurons in prefrontal cortex can be converted from firing a few spikes 
followed by a plateau, to fast-spiking trains, by dopamine (via Dl/D5 receptors) 
(Gorelova and Yang 1998). Inhibitory responses can also be reduced by the activation of 
presynaptic mGluRs on interneuron axon terminals (Burke and Hablitz 1994; Gereau and 
Conn 1995). 
1 .1.5 Frequency dependence of neuronal activity 
Synaptic transmission occurs when an action potential reaches an axon terminal 
and triggers the release of neurotransmitter. As we have seen, the postsynaptic effect of 
that neurotransmitter depends on the context in which it is received. Synapses are not 
activated in isolation, but rather as members of a huge number of inputs converging on a 
postsynaptic neuron. In addition to this spatial integration, temporal integration is also 
important, since presynaptic spikes also do not occur isolated in time. In vivo recordings 
show that some neurons, such as so-called "theta" cells (now known to be interneurons), 
fire at high frequencies (Ranck 1973); other neurons, generally principal cells such as 
pyramidal cells of the hippocampus (Kandel and Spencer 1961 ; Ranck 1973; Otto et al. 
1991) and granule cells of the dentate gyrus (Jung and McNaughton 1993), fire in high-
frequency bursts sometimes known as complex spikes. What are the postsynaptic 
consequences of presynaptic burst activity, or other temporal patterns of inputs? We 
have seen already how excitatory and inhibitory inputs interact, and how repetitive 
stimulation can modulate excitatory or inhibitory neurotransmission. Here the 
interaction of excitatory and inhibitory transmission during repetitive activation will be 
described. 
1. 1.5. 1 Frequency dependence of synaptic transmission 
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Frequency-dependent synaptic transmission involves an interplay between 
excitation and inhibition, and facilitation and depression of both excitatory and inhibitory 
responses. It has long been recognized that paired-pulse depression of inhibition (section 
1.1.4.1, p. 23) underlies some of the facilitation seen in the excitatory response (Ben-Ari 
et al. 1979; Wigstrom and Gustafsson 1981; Nathan and Lambert 1991; Pacelli et al. 
1991). EPSPs evoked in hippocampal pyramidal cells by extracellular stimulation are 
normally limited in amplitude and duration by concurrently activated GABAA-mediated 
inhibition (e.g., see Turner 1990). When repeated stimuli are presented, GABAA-
mediated IPSPs are depressed and their effect on the EPSP is reduced, resulting in a 
larger, broader EPSP (Nathan and Lambett 1991; Pacelli et al. 1991; Davies and 
Collingridge 1993; Davies and Collingtidge 1996; Buonomano and Merzenich 1998). 
This facilitation was confirmed to be dependent on GABAB receptors by the use of 
baclofen, which selectively enhanced the first EPSP (Nathan and Lambert 1991), and by 
the use of GABAB antagonists, which abolished the facilitatory effect (Davies and 
Collingridge 1993; Davies and Collingridge 1996; Buonomano and Merzenich 1998). It 
should be noted that, because the second EPSP arrives during a GABAB-mediated hyper-
polarization, its amplitude relative to the original baseline may still be less than that of 
the first EPSP (Buonomano and Merzenich 1998). 
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Even in the absence of underlying inhibition, repeated stimulation of an 
excitatory pathway can result in a variety of outcomes. In dual intracellular recordings 
from pairs of pyramidal cells in neocortical slices, each of four possible patterns of 
response was observed: PPF or PPD with the second EPSP the same shape as the first , 
and PPF or PPD with the second EPSP broadened by NMDAR activation . Even at 
synapses that showed facilitation of the second EPSP, the third EPSP was usually 
depressed. Meanwhile, at synapses made by pyramidal cells onto interneuron , a strong, 
NMDA-independent PPF which could persist for seconds was always observed. It was 
noted that these patterns relate well to natural firing patterns of pyramidal cells, which 
generally burst briefly before slowing down. For synapses onto pyramidal cells, PPD 
would make continued fast firing ineffective, whereas for synapses onto interneurons, 
slow firing would lead to effective transmission because of the long-lasting PPF. A 
frequency-dependent switch in recruitment, with pyramidal cells recruited at low fre-
quencies and intemeurons at high frequencies, would also be possible (Thomson 1997). 
There exist other examples of repetitive stimulation at various frequencies 
resulting in differential recruitment of neuron of different types, hence shifting the 
balance between excitation and inhibition. In the EC, synaptic transmission is frequency-
dependent. For example, stimuli that evoke IPSPs in EC layer II cells when applied 
singly, at widely-spaced intervals, will instead evoke spikes if applied at moderately high 
frequencies (5-10Hz) (Finch et al. 1986), presumably owing to an activity-dependent 
depression of inhibition. Similar results have been seen in EC layer III cells, which show 
frequency facilitation at 3Hz (Jones 1995). Further characterization of this phenomenon 
revealed a difference between the two layers, with layer II cells preferentially activated at 
input frequencies above 5 Hz, whereas layer III cells fired most at input 
frequencies below 10Hz (Gloveli et al. 1997b). In the hippocampus, repetitive 
stimulation of the SC input to area CAl resulted in a transition from simple EPSP 
responses to complex spike bursts in the postsynaptic cell s (Thomas et al. 1998). 
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Another example of frequency-dependent regulation of the balance between 
excitati on and inhibition is suggested by the observation that during prolonged firi ng of 
cortical excitatory or inhibitory ce ll s at 20Hz, unitary EPSCs were reduced to a lower 
steady-state amplitude than unitary IPSCs. T hi s suggests that in peri ods of high neuronal 
activity, inhi bition will predominate over excitation, a llowing a dynamic equi librium to 
be reached (Galarreta and Hestti n 1998). 
Greater complexity is seen when frequency dependence of synaptic transmission 
is studied in a polysynaptic pathway. T he effec ts of changes at each synapse in the path-
way will be combined in some fas hion that may not be predictable from the properties of 
each individual synapse. For example, frequency dependence of synaptic transmission • 
through the hippocampal tri synaptic pathway in vivo, from perforant path to CAl (section 
1.3. 1, p. 44), was compared to that of the monosynaptic SC in put to CA l. When sti m-
ulation frequency was increased from 0.1 to 1.0 Hz, the tri synaptic response showed a 
much greater faci litati on than did the SC response, a result made even more striking by 
the fact that transmission at the fi rs t synapse in the tri synaptic pathway (pe rforant path to 
den tate gyrus) was actuall y depressed by repeated stimulation (HetTeras et al. 1987). 
Conversely, in slice, the trisynaptic response showed Jess frequency facili tation than the 
monosynaptic SC response, though pharmacological enhancement of excitation or 
reduction of inhibition did se lecti vely enhance the trisynaptic response, suggesting that 
the balance of excitation and inhibition was affected by the sli cing procedure 
(Sirvio et al. 1996). 
1. 1.5.2 Importance of frequency in synaptic plasticity 
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The magnitude and direction of synaptic plasticity are highl y dependent on the 
temporal pattern, including the frequency, of the stimulus paradigm used to induce 
plasticity. For example, in the SC pathway in hippocampus, 1 Hz stimulation causes 
LTD (e.g., Dudek and Bear 1992), 200Hz stimulation causes LTP (e.g., Grover and 
Teyler 1990). A variety of results is observed at intermediate frequencies. For example, 
LTP can be induced by stimulation frequencies as low as 10Hz (Andersen et al. 1977; 
Aihara et al. 1997) or 5 Hz (Thomas et al. 1998), whereas in other experiments, 5 Hz 
stimulation caused LTD (Bolshakov and S iegelbaum 1994). In general, there appears to 
be a threshold level of postsynaptic activity, above which LTP is induced, and below 
which LTD is induced (Arto la and S inger 1993); the leve l of thi s threshold can itself be 
changed by prev ious activity, which may account for some of the variability observed in 
long-term plasticity experiments (Abraham and Bear L 996). 
Frequency-dependent activation of NMDARs and activity-dependent disinhi bition 
appear to be key to the induction of LTP by various stimulation protocols. Most of the 
stimulus paradigms used to evoke LTP in volve high-frequency activity, whether in a long 
train (tetanus, e.g., 10-50Hz for L0-15 s (A ndersen et al. 1977); 200Hz for 0.5 s (Grover 
and Teyler 1. 990); or 100Hz for l s (Kantor et al. 1996)), in a burst pattern (e.g., theta, 4 
pulses at 100Hz, repeated at 200 ms intervals (Larson and Lynch 1986)), or the so-ca lled 
primed-burst protocol (one pulse followed 170 ms later by four pul ses at 100 Hz) (Rose 
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and Dunwiddie 1986)). As noted previously, LTP induction generally requires 
the activation of postsynaptic NMDARs, which are subject to a vo ltage-dependent block. 
High-frequency synaptic inputs are necessary for summation of EPSPs mediated by non-
NMDA glutamate receptors to depolarize postsynaptic neurons sufficiently to rel ieve the 
NMDAR block and allow Ca2+ influx (HelTOn et al. 1986; Coll ingridge et at. 1988). 
Short-term, activity-dependent depression of GABAA-mediated inhibition may also 
transiently increase levels of synaptic excitation (PaceJJi et at. 1991; Davies and 
Collingridge 1996; Buonomano and Merzenich 1998) which in turn may underlie the 
potency of theta and primed-burst stimulation paradigms in inducing LTP (Larson and 
Lynch 1986; Davies et al. 1991; Mott and Lewis 1991 ; Thomas et al. 1998). 
1.2 Why study the hippocampus? 
1.2.1 Hippocampal function 
The hippocampus is believed to play an important role in learning and memory 
(see Eichenbaum et at. 1992) as well as in spatial navigation (Barnes 1988; see Muller 
1996 for review). Although there may be species differences in the re lative importance 
of these functions, they are by no means mutually exclusive (e.g., see Levy 1989). The 
distinction is clouded somewhat by the fact that many tests of learnin g in rodents use 
tasks dependent upon spatial navigation (e.g., Morris et at. 1986). 
36 
1.2. 1. 1 Learning and memory 
1.2.1.1.1 Clinical and behavioral results 
The idea that the hippocampus plays a crucial role in learning and memory dates 
back to at least the 1950s, when Scoville and Milner (1957) described the consequences 
of bilateral hippocampal removal in patient HM. Although hi s intelligence, working 
memory, and memory of most events prior to the surgery remained intact, after the 
operation HM was no longer able to form new memories. This suggested that the 
hippocampus plays a time-limited role in information storage, being necessary for the 
formation , but not the long-term storage, of memories. Subsequent studies have con-
firmed and ex tended this idea (see Squire and Zola-Morgan 1991; Eichenbaum et al. 
1992). For example, in monkeys, a temporally graded amnesia was observed following 
removal of the hippocampus (Zola-Morgan and Squire 1990). In humans, MRI imaging 
has shown a correlation between hippocampal abnormalities and amnesia (Press et al. 
1989). In rats, hippocampal lesions have been shown to impair learning both in spatial 
(e.g., Mon·is et at. 1982) and in non-spatial (e.g., Bunsey and Eichenbaum 1996) tasks , 
and activity of hi ppocampal neurons has been corre lated with task-specific features of 
non-spatial tasks (Ranck 1973; Hampson et al. 1993; Wood et al. 1999). 
1.2.1.1.2 Synaptic plasticity: long-term potentiation (LTP) and depression (LTD) 
The hippocampus has also been used as a mode l system for the study of long-
lasting synapti c plasticity (S iegelbaum and Kandel 1991; Malcnka 1994), a phenomenon 
considered to be a possible neural substrate for learning and memory. As described above 
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(section 1.1.2, p. 7), LTP and LTD are long-lasting increases or decreases, 
respectively, of synaptic strength, general ly induced by patterned aclivity, 
pharmacological manipulations, or a combination of the two. Parallels between the 
conditions required for learning and Lhe conditions required for LTP are very suggestive 
of a functional link between the two phenomena. For example, many learning tasks 
involve an association between two inputs; LTP shows the property of associativity in 
that a weak input can be potentiated by close temporal association with a stronger input 
(BatTionuevo and Brown 1983; Levy and Steward 1983; Kelso eta!. 1986). Learning 
tasks are fairly input-specific, although some generalization may occur; LTP is input-
specific (Andersen eta!. 1977; White eta!. 1988), although some spreading to nearby 
synapses (on the same or neighboring neurons) may occur (Schuman and Madison 1994). 
Learning requires a Lhreshold level of input; LTP will not be induced if input levels are 
too low (Leung eta!. 1992; Aihara eta!. 1997). Finally, learning can be modulated by 
motivational state; LTP induction and maintenance can be affected by neuromodulators 
(Huerta and Lisman 1993; Derrick and Martinez 1996; Thomas eta!. 1996). 
Early speculations about the connection between long-term plasticity and learning 
took the simplistic view that if the increases in synaptic strength after LTP were related to 
remembering, then the decreases in synaptic strength LTD must mean erasing memories, 
or forgetting. Indeed, in many synapses at which it is difficult to induce LTD, a reversal 
of LTP, also known as depotentiation, can be induced by stimulus paradigms that cause 
LTD at other synapses (Wagner and Alger 1995; see Wagner and Alger 1996 for review). 
Specific depoten tiation of previously potentiated synapses may indeed affect memory 
storage. More generall y, however, some sort of downregu lation of synaptic strength, as 
seen in LTD, is critical to models of learning to prevent saturation of the 
strength of synapses in a network (e.g., McClelland and Goddard 1996). 
1.2.1.1.3 Connection between in vitro and in vivo data 
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Despite theoretical considerations and much suggestive evidence, the link 
between LTP and learning is still somewhat controversial (e.g., see Eichenbaum and Otto 
1993; Shors and Matzel 1997). One way to make a connection is to see whether mani-
pulations that affect LTP also affect learning. Some pharmacological manipulations that 
block LTP also interfere with learning (e.g., Morris et al. 1986), but other studies show 
that it is possible to block LTP pharmacologically without preventing learning 
(Bannerman et al. 1995; Saucier and Cain 1995). Gene knockout techniques have also 
shown simultaneous disruptions of LTP and of spatial learning (e.g., Grant et al. 1992; 
Si lva el al. 1992), but these techniques may cause general impairments that reduce 
performance on learning tasks without necessarily being specific to learning. Other gene 
knockout experiments have shown impaired LTP without impairment of spatial learning 
(Huang et al. 1995; Nosten-Bertrand et al. 1996); these experiments also suggest that 
perhaps not al l hippocampal pathways conttibute to spatial learning. 
Attempts have been made to establi sh a connection between LTP and learn ing by 
trying to saturate LTP by e lectri cal stimulation in vivo, then see if learning is prevented. 
Results have been contradictory (see Bliss and Richter-Levin 1993 for review) and 
caveats abound; it is hard to believe that the sort of stimulation required to saturate LTP 
throughout the hippocampus would not have other, severe effects on function. Other 
studies have looked for LTP- or LTD-like changes in synaptic strength following natural 
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learning experiences (e.g., Hargreaves et al. 1990). This is like looking for a 
needle in a haystack, since any particular learning experience is likely to involve 
plasticity of only a small subset of hippocampal connections, and there is cunently no 
way to measure LTP in vivo other than coarsely stimulating afferent pathways and 
looking for changes in population responses. Nevertheless, experiments using exposure 
to new environments, which may result in broader modifications than would more 
restricted learning tasks, have shown an increase in evoked responses in the dentate gyrus 
(Green et al. 1990), increases in dendritic spine density (suggestive of new synapse 
formation) (Moser et al. 1994), and reversal of previously-establi shed LTP in area CAl 
(Xu et al. 1998). 
Evidence for a connection between LTD and learning is sparse. Some pharma-
cological manipulations, such as blockade of NMDA receptors, that prevent LTD 
induction also prevent LTP induction; it could, therefore, be argued that disruptions in 
learning observed in experiments li ke those described above are due to deficits in LTD, 
rather than LTP. A defic it in LTP, but not LTD, was seen in mutant mice in which the 
y subunit of protein kinase C had been knocked out; these mice were only mildly 
impaired in spatial learning (Abeliovich et al. 1993a; Abeliovich et al. 1993b). One 
interpretation of thi s result is that intact LTD is sufficient, in the absence ofLTP, to 
mediate learning; however, sli ces of the mutant mice did show robust LTP when an 
alternative stimulation paradigm was used (Abeliovich et al. 1993a), suggesting that LTP 
may well have occurred in vivo, since it is unknown under what conditions LTP is 
induced naturally (or, indeed, whether it ever is). It has proven difficult to induce LTD in 
vivo (Staubli and Scafidi 1997), and the extended 1Hz stimulation paradigm is con-
sidered to be particularly unphysiological. However, LTD can also be induced 
by more inegular low-frequency stimulation (Dudek et al. 1996), possibly a more 
physiological paradigm. 
1.2. 1.2 Spatial navigation 
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A considerable body of evidence supports the idea that the hippocampus plays a 
role in spatial navigation. As mentioned above, many spatial learning tasks are disrupted 
by hippocampal lesions. Since the 1970s, it has been recognized that the firing patterns 
of hippocampal principal cells in vivo arc modulated by the location of the animal in 
space (O'Keefe and Dostrovsky 197 1; sec Muller 1996 for review). 
In rodents, many populations of temporal lobe neurons, including neurons in EC 
(Mizumori et al. 1992; Quirk et al. 1992; Stewart et al. 1992), dentate gyrus (Jung and 
McNaughton 1993), CA3 (Mul ler and Kubic 1989; Barnes et a/. 1990) and CA I 
(O'Keefe and Dostrovsk y 197 1; Mizumori eta/. J 989; Muller and Kubic J 989; Barnes et 
a/. 1990; Wilson and McNaughton 1993) arc found to fire preferentiall y when the animal 
is in a particu lar location in its environment; such cells are therefore known as place cells. 
The firing patterns of place cells in CA l are sufficient to predict the animal's trajectory, 
showing that they can provide an ensemble code for space (Wilson and McNaughton 
1993). A lthough there is no obvious topographical mapping between the outside world 
and the anatomical localization of place cells within the hippocampus, recent evidence 
suggests the existence of a distorted, fractured map with a definable topologica l trans-
formation between physical and hippocampal space (Deadwyler and Hampson 1998). 
Firing patterns of place cells during exploratory behavior may be "replayed" during 
sleep, suggesting a possible consolidation of spatial memories (Wilson and 
McNaughton 1994; Skaggs and McNaughton 1996). 
A recent report shows that primates also have place cells; neurons with firing 
patterns modulated by location were recorded throughout the hippocampus and para-
hippocampal gyrus of monkeys performing real and virtual translocation tasks 
(Matsumura et al. 1999). Imaging studies have shown that the hippocampus is active 
during spatial tasks in humans (Maguire et al. 1997; O'Keefe eta/. 1998). 
1.2.2 Hippocampal dysfunction 
41 
Hippocampal damage is found in conjunction with several neurol ogical djsorders, 
including epilepsy and Alzheimer's disease. U ndcrstandjng the basic physiology of the 
hippocampus may shed light on the pathology of the disease state. Conversely, the 
relationship between the exact nature of hippocampal damage and the neurological 
consequences may lend insight into the role of different pathways in the healthy 
hippocampus. 
1.2.2. 1 Epilepsy 
Epi lepsy is a neurological disorder characteri zed by peri odic seizures correlated 
with excessive neuronal discharge within the nervous system (Penfield and Jasper 1954). 
The hippocampus, perhaps because of its recurrent connectivity, is particularly prone to 
seizure activity and plays a prominent role in temporal lobe epilepsy (sec Lothman eta/. 
1991; Bradford 1995 for review). Seizure-like activity can be induced in the hippo-
campal slice preparations by manipulations of the bathing medium, such as low Ca2+, 
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zero Mg2+, or high K+ concentrations, allowing the slice to be used as an in 
vitro system for studying the cellular and molecular mechanisms of epilepsy (see 
McNamara 1994 for review). The physiology of hippocampal slices taken from normal 
and epileptic animals can also be compared to examine the changes seen in the epileptic 
condition (e.g., Mangan and Lothman 1996; Scha1fman et al. 1998). 
1.2.2.2 Alzheimer's 
The neuropathology of Alzheimer's disease, a form of senile dementia, is known 
to involve hippocampal damage, to the point that Alzheimer's disease has even been 
referred to as a "hippocampal dementia" (Ball et al. 1985). Considerable damage is seen 
in the temporal lobes of victims of Alzheimer's di sease, including substantial cell loss in 
layers II, III and IV of EC, the major source of afferents to hippocampus; degeneration of 
the perforant path, the connection between EC and hippocampus; cell loss in areas CAl 
and subiculum; neurofibrillary tangles in layer II of EC and CAl; and neuritic plaques in 
layer III of EC, the molecular layer of dentate gyrus and subiculum, and the CAl 
pyramidal cell layer (Van Boesen et al. 1986). In vivo MRI studies show a con·elati on 
between hippocampal atrophy and severity of Alzheimer's di sease (De Leon et al. 1996). 
1.2.3 The hippocampal slice as an experimental preparation 
Several aspects of hippocampal anatomy make the transverse hippocampal slice 
(Skrede and Westgaard 1971) a particularly useful in vitro preparation. Hippocampal 
sli ces can be routine ly kept ali ve for 8+ hours after slicing and even longer (up to 30 
hours) under special conditions (Kantor et al. 1996). The simple, three-layered structure 
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o f the hippocampus, with all the principal cell bodies packed into a single layer 
(granule cells in stratum granulosum of the dentate gyrus, pyramidal cells in SP of areas 
C A3 and CA L), makes fie ld recordings easy to interpret and intracellular recordings from 
principal cell s easy to obtain . Because o f the roughl y lamellar organization of the major 
excitatory pathways through the hippocampus (Andersen et al. 1971; but see Amaral and 
Witter 1989; Pare and Llimis 1994), a substantial portion of the circuitry is preserved in 
the slice, allowing studies of network prope1ties. Responses of neurons in slice are 
similar to those recorded in vivo (Schwartzkroin 1975). The clear laminar organi zati on o f 
these excitatory pathways allows selecti ve stimulati on and recording of different 
pathways, as will be seen be low. 
As in any in vitro preparati on, some of the complex ity of the intact in vivo system 
will be lost. For example, although the trisynaptic loop (section 1.3. 1, p. 44) is fairly we ll 
preserved in transverse sli ces, certain other pathways (e.g., inhibitory c ircuitry 
(Schwartz kroi n 1975; Lacaill e and Schwartzkroin 1988a); associati onal connections 
between CA3 pyramidal cell s (Lorente de N6 1934 ; Skrede and Westgaard 1971)) may 
have a more longitudinal organization and there fore their contribution to network inter-
actions will be reduced by the slicing procedure. Diffuse neuromodulatory pathways, 
which ari se f rom subcortical nucle i, may also be missing from the s li ce preparation 
(although, for example, cholinergic axons from the medial septum survive in the hippo-
campal slice (Cole and Nicoll 1984)). Care must be taken to prepare health y, uniform 
slices, since many properties o f sli ces will vary with the method of preparation and 
maintenance (Aitken et a l. 1995; Lipton et al. 1995; Watson et al. 1997). However, 
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provided all these factors are taken into consideration, the slice can be a very 
useful preparation for studying the hippocampal circuitry (Amaral and Witter 1989). 
1.3 Hippocampal circuitry and the temporoammonic pathway 
1.3.1 The trisynaptic circuit 
The fundamental information processing pathway in the hippocampus is usually 
conside red to be the tri synaptic circuit, in which the EC sends a perforant path projecti on 
to the granule cells of the dentate gyrus, which send mossy fibers to the pyramidal cell s 
of the CA3 region, which send Schaffer collaterals to the CAl pyramidal cells, which 
then project back to the subiculum and deep layers of the EC (Ramon y Cajal 1911 ; 
Andersen et al. 197 1; Brown and Zador 1990) (Figure 1). These projections are all 
glutamatergic and excitatory (Andersen 1975; Misgeld 1988), and trisynaptic responses 
can be recorded in CAl fo llowing stimulation of the perforant path in vivo (Andersen et 
at. 1966; Hen·eras et at. 1987; Kamondi et at. 1988) or in vitro (lijima et at. 1996; Sirvio 
et at. 1996). Within each region there are local GABAergic interneurons which provide 
feed-forward and feedback inhibition (e.g., see Ribak and Seress 1983; Lacaille et at. 
1989; Woodson et at. 1989; Freund and Buzsaki 1996). 
1.3.2 The temporoammonic pathway 
The trisynaptic pathway is not the only route of information flow through the 
hippocampus (Brown and Zador 1990). In particular, there is a direct projection from EC 
to area CAl , effectively bypassing the first two stages of the conventional circuit 
(Andersen et at. 1966) (Figure 1). This projection is known as the temporoammonic 
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pathway (Ramon y Cajal 1911 ) because of its origins in the EC (in the temporal 
lobe) and its termination in CA l , paJt of the cornu ammonis of the hippocampus. In 
many cases (Lorente de N6 1934; Doller and Weight 1982; Witter et al. 1989; Colbert 
and Levy 1992; E mpson and Heinemann 1 995b; Otmakhova and Lisman 1999), the term 
"perforant path" is used to refer to all projections, including theTA pathway, from EC to 
hippocampus, which pass through (perforate) the subiculum. However, since the term 
" perforant path" is so commonl y used to refer on ly to the projection from EC to dentate 
gyrus, it needs to be qualified when used to refer to the projection to CA l. Given thi s 
potential confusion, and given that the projection to CA 1 is now known to consist of a 
separate population of axons from the dentate gyrus projection, the term 
temporoammonic is useful for di stingui shing between the two pathways. 
1. 3.2. 1 Anatomy 
T he projection from EC to hippocampus arises in the superficial layers of the EC. 
Perforant path (PP) axons from stellate excitatory projection neurons in layer II of the EC 
project to the molecu lar layer of the dentate gyrus and to the apical dendrites of CA3 
pyramidal cell s; meanwhile, TA axons from pyramidal cells of layer III of the EC project 
to SLM of C A I (Steward and Scoville 1976). Both sets of axons course together in the 
angular bundle be fore enleting the hippocampus (Witter et al. 1989). 
In the PP projection to dentate gyrus and CA3, the medio latera l ax is of the EC 
maps onto the proximodistal axi s of the dendriti c field (Witter et al. 1989). In other 
words, more medial areas of the EC project to the proximal dendrites (nearest the cell 
body) o f dentate gyrus granule ce lls and CA3 pyramidal cells, and more lateral areas of 
the EC project to the more di stal dendrites. Thus, each granule or CA3 
pyramidal cell may receive input from across a broad area of EC. 
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In the rat T A projection to CAl , on the other hand, the axons are not segregated 
along the length of the dendrites but terminate fairly uniformly throughout SLM, 
although there may be a tendency to greater innervation of the inner half of SLM (Witter 
et al. 1988). However, there is a topographic mapping along the transverse axis of the 
hippocampus: the medial fibers terminate preferentiall y in the proximal part of CAl, i.e., 
that closest to CA2, while the more lateral fibers terminate in the more di stal part of CA l , 
i.e., nearer the subiculum (Witter et al. 1989). Compared to the fairly diffuse projections 
along the tri synaptic circuit (Amaral and Witter 1989), thi s mapping is pretty much point 
to point (Tamamaki and Nojyo 1995); however, the relatively wide dendritic spread of 
pyramidal cell dendrites in SLM (Ishizuka et al. 1995) may reduce the specificity of thi s 
mappmg. 
T he ultrastructure of the synapses formed by TA axons in CAl has been studied 
by Phaseolus vulgaris leucoaggluti nin labeling of the EC (Desmond et al. 1994). More 
than 90% of the synapses observed were asymmetric (i.e., excitatory) and were made 
onto spines, suggesting that they are contacting CA l pyramidal cell s directly, since 
hippocampal intem eurons are generall y aspinous. TA axons also make synaptic contacts 
onto dendritic shafts of parvalbumin-containing basket and chandelier cell s (intemeur-
ons) in area CA I (Kiss et al. 1996). TA axons also contain peptide neuromodulators 
such as cholecystokinin and enkephalin (Fredens et al. 1984). T he metabotropic glut-
amate receptor subtype mGiuR2 is highl y expressed in SLM and seems to be localized to 
the presynaptic terminal s of TA axons (Neki e t al. 1996; Petrali a et al. 1996). 
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1.3.2.2 Physiology 
The physiology of theTA projecti on to CA l is still unclear (Soltesz and Jones 
l 995). Different groups have reported that the projection is primarily inhibitory (Empson 
and Heinemann 1995b; Soltesz 1995), primaril y excitatory (Doller and Weight 1982; 
Yeckel and Berger 1990), or a mixture o f the two (Levy et al. 1995; Pare and Llim1s 
1995). These differences may be attributab le to species differences (rat, guinea pig, 
rabbit), the different preparati ons used (in vivo, isolated whole-brain, slice) and the 
different interpretations due to recording technique (i ntracellular or field). 
Earl y in vivo recordings, in rabbit, revealed the presence of a negati ve-going 
(exci tatory) fie ld potenti al in dista l CAl at monosynaptic latency to EC or perforant path 
stimul ati on (Andersen et al. 1966). This excitation was not found to be strong enough to 
discharge pyramidal cells, in contrast to the tri synaptic pathway, which could eli cit a 
populati on spike in CAl. Later studies in rats also found that the monosynaptic TA input 
to CAl did not evoke a population spike (Kamondi et al. 1988; Leung et al. 1995). 
However, single unit responses at monosynapti c latencies were recorded in response to 
EC axon activation in vivo in rats (Segal 1972) and in rabbits (Yeckel and Berger 1990), 
and intracellular recordings of spi kes in CA l pyramidal neurons in response to 40Hz 
stimu lation of the EC in vivo have been made (Buzsaki et al. 1995). Meanwhile, in 
another stud y, onl y JPSPs were recorded intracellularly in response to EC stimulation in 
CA l pyramidal cell s of anesthetized rats (Soltesz 1995). In the guinea pig, onl y small 
EPSPs or TPSPs were observed at monosynaptic latencies to stimulation of the EC in an 
isolated, arteriall y perfused whole-brain preparation (Pare and Llinas 1995). 
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Si ngle-unit activity (Bragin and Otmakhov 1979; Deller and Weight 
1982) and population spikes (Deller and Weight 1982) in CAl have been reported in 
slice foJlowing activation of theTA pathway. However, in most in vitro studies, TA 
activity could not drive action potentials in CAl pyramidal cells. An early study in slice 
showed that afferents to the outer fifth of the apical dendtiti c tree, roughly corresponding 
to SLM, were the on ly subset of CA l fibers unable to evoke a population spike in CAl 
pyramidal cell s (Andersen et al. 1971). Later fie ld recordings of TA responses in slice 
show a small to large sink in SLM, accompanied by a small source in SR, suggesting a 
depolari zing (excitatory) response in the di stal dendrites of the CAl pyramidal ce lls 
(Colbert and Levy 1992; Empson and Heinemann 1995b; Maccaferri and McBain 1995) 
(section 2.3.1.1, p. 83). In these recordings, the dentate gyrus was general ly removed 
from the slice in order to avoid contamination of the small f ie ld response in SLM by 
volume conduction of the large PP response in stratum molec ulare of the dentate gyrus 
(Stringer and Colbett 1994). 
Intracellular recordings from pyramidal cell s in slice reveal that the response to 
TA stimulation contains a substantial inhibitory component (Empson and Heinemann 
1995b; Jones 1995) (section 2.3.2.2, p. 89). Pyramidal cell s show either an EPSP 
follo wed by an IPSP, or just an IPSP, in response to TA stimulation. A small minority of 
cell s show EPSPs exclusively, but other physiological evidence suggests that these may 
have been interneurons. The IPSPs inc lude both a fast GABAA component and a slow 
GABA13 component. The IPSPs di sappear when exc itatory transmission is blocked by 
the glutamate receptor antagonist 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX), 
suggesting that they are di synaptic (Empson and Heinemann 1995b). 
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Taken as a whole, these studies show that theTA projection to CA 1 
includes both excitatory and inhibitory components. The limited excitation observed in 
s lice is likely due to the loss of many excitatory fibers when the slice is cut. The farther 
the stimulating electrode is from the recording site, the greater this loss will be, as any 
excitatory fibers not running exactly parallel to the cut surface of the slice are likely to 
run out of the slice before reaching their target. The topography of theTA projection, 
with its restricted areas of innervation (Tamamaki and Nojyo 1995), will also make it 
difficult to evoke synchronous activity via TA input, which may explain the presence of 
single unit but not population spike activity in TA responses in vivo. The di synaptic 
TPSPs recorded in vivo and in vitro in response to TA stimulation demonstrate a definite 
inhibitory component. 
1.3.2.3 Plasticity and modulation 
A number of studies have attempted to determine whether theTA pathway, like 
the SC input to CAl, can undergo activity-dependent LTP. The results to date have been 
somewhat contradictory. An early in vitro study reported robust potentiation of a TA-
evoked population spike in SPin area CAl following a 15 strain of 15Hz stimulation 
(Doller and Weight 1985); however, such population spikes are generally not observed in 
slice (e.g., see section 2.3.1. 1, p. 83) except in experiments where no precautions were 
taken to isolate theTA pathway (e.g., Dahl and Lecompte 1994; Scharfman et al. 1998). 
Other in vitro experiments have shown that LTP of theTA pathway can be induced by 
high-frequency or theta-patterned stimulation only when fast GABAergic transmission is 
blocked by bicuculline (Colbert and Levy 1993; Hernandez et al. 1998; Dvorak-Carbone 
50 
and Schuman 1999); like SC LTP, thi s potentiation is dependent upon the 
activation of NMDA receptors (Hernandez eta/. 1998; Dvorak-Carbone and Schuman 
1999). One in vivo study, using careful CUITent source density anal ysis to distinguish the 
T A response in CA J from vo lume conduction of the PP response in dentate gyrus, found 
modest potentiation o f theTA response following very high frequency ( 120 pulses at400 
H z, repeated eight times at 10 s intervals) burst stimulation of the TNPP tract (Leung et 
at. 1995). It seems likely that in vivo, theTA projection is much better preserved than in 
slice, and so the difficulty in potentiating theTA pathway in vitro may be due to 
insufficient postsynaptic depolari zation in response to the relatively sparse remaining TA 
fibers. 
In CA 1, pairing a weak SC input with a stronger one can result in potentiation of 
the weaker input, a phenomenon known as associative potentiation (BaiTionuevo and 
Brown J 983). Experiments were performed to look for associative plasticity between the 
TA and the SC pathways, again w ith somewhat con tradictory resul ts. Preliminary results 
suggested that paired stimulation of the TA and the SC pathways, in the presence of 
bicuculline, could induce mutually associative plasti city (Levy and Colbert 1992; Zhang 
et al. 1992; Levy et al. 1995); with inhibition intact, however, no associativi ty was seen 
(Colbe1t and Levy 1993). In a further study, simultaneous theta-patterned stimulation of 
theTA and SC pathways could inhibit LTP induction in the SC pathway (Levy eta/. 
1998). One in vivo study also suggests a possible associativity between TA and SC 
inputs in inducing LT P in the trisynaptic path way (Buzsaki J 988). 
TheTA pathway has recently been shown to undergo LTD following low-
frequency stimulation (D vorak-Carbone and Schuman 1999), as described i n Chapter 3. 
Ten minutes of I Hz stimulation of theTA pathway resulted in a robust, but 
reversible, depression of the field TA response that was partially dependent on NMDA 
receptor activation and independent of inhibitory neurotransmission. Of note is the fact 
that TA LTD could be induced in slices from adult animals, in which it is difficult or 
impossible to induce LTD of the SC pathway by the same protocol. 
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Little is known about short-term or frequency-dependent plastic ity in theTA 
pathway. A pre liminary report showed that in combined entorhinal-hippocampal slices, 
stimuli at moderate frequencies ( 1-5 Hz) resulted in a decrease in the amplitude of the 
TPSP inCA L pyramidal cells evoked by TA stimulation (Jones 1995); however, unlike 
the synaptic responses of EC layer II cells (Finch et al. 1986), the response never re-
versed to an excitatory one. ln field recordings in vivo, the current sink seen in SLM 
following TA stimulation was shown to undergo robust paired-pulse facilitation (Leung 
et al. 1995). 
The potency of synaptic transmission in theTA pathway can also be regulated on 
a short time scale by interaction with other pathways. For example, feedback inhibition 
inCA I can selectively inhibit the excitatory response to TA input (Figure 2). Certain 
intemeurons in stratum oriens, known as 0-LM interneurons, have a particularly dense 
axonal arborization in SLM (McBain et al. 1994; Sfk et al. 1995; Katona et al. 1999). 
Activation of CAl pyramidal cells by alvear stimulation results in feedback activation of 
0-LM interneurons, and a subsequent reduction in the size of the field potential in SLM 
in response to TA stimulation (Maccaferri and McBain 1995). Similarly, in mice, 
activation of 0-LM intemeurons directly caused a reduction in the field TA response, 
although the SC response was also reduced (Yanovsky et al. 1997); however, in this 
study, precautions were not taken to carefully isolate theTA and SC pathways. 
A subset of SLM intemeurons also has an axonal arborization restricted to SLM, 
suggesting a specific targeting ofT A inputs (Vida et al. 1998). 
Excitatory transmission in the TA pathway, unlike the SC pathway, does not 
appear to be subject to regulation by presynaptic GABA8 receptors. In the presence of 
the GABA8 agonist baclofen, TA field responses in s li ce were unaffected, while SC 
responses were greatly reduced (Ault and Nadler 1982; Colbe1t and Levy 1992). 
It has been recently shown that dopamine has an inhibitory effect on synapti c 
transmission in theTA pathway (Otmakhova and Lisman 1999) (see section 1.3.3.6, p. 
63). 
1.3.2.4 Natural activity patterns in theTA pathway 
When the physiology of a neural pathway is being characterized by artificial 
stimulation , it is of interest to know what the physiological, in vivo activity patterns of 
that pathway are, so that these can be imitated. For theTA pathway, therefore, the 
natural firing patterns of neurons of layer III of EC need to be examined. 
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Determining the natural firing patterns of EC layer III cells is complicated by the 
fact that, in vivo, it is difficult to tell with any certainty in an extracellu lar, single-unit 
recording whether a partic ular cell belongs to layer II or layer III (Quirk et al. 1992; 
Stewa1t et al. 1992; Pare et al. 1995; Chrobak and Buzsaki 1998). Without thi s identi-
fication, it is imposs ible to tell whether the activity recorded will be presynaptic to the 
perforant path to dentate gyrus (layer II) or the TA path to CAl (layer III). Intracellular 
recordings can be used with intracellular labeling to identify recorded cell s (Finch et al. 
1986), but current techniques allow intracellular recording only from 
anesthetized animals. In vitro recordings from identified EC layer III cells (Dickson et 
al. 1997; Gloveli et al. 1997a; GloveJi et al. 1997b) can also be useful in characterizing 
the responsiveness of neurons to synaptic inputs and their ability to fire at particular 
frequencies. 
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A variety of firing patterns have been observed in the neurons of the superficial 
layers (II and III) of the EC in vivo. During maze running, many EC neurons with place 
fields, li ke hippocampal pyramidal cells (O'Keefe and Dostrovsky 1971; Ranck 1973), 
fire on ly at low frequencies, with mean firing rates reported to be< 1 Hz (Mizummi et al. 
1992), 7 ±9Hz (Quirk et al. 1992), or 12 ±12Hz (Stewart eta/. 1992). Within each of 
these studies, some neurons were observed to fire at higher rates, including short periods 
of high-frequency (50 Hz (S tewart et al. 1992) or 150Hz (Quirk et al. 1992)) bursting. 
The firing patterns of many superficial layer EC neurons are modulated at the theta ( -5-
10Hz) frequency, with one action potential or a btief burst (2-8 spikes at 25-100 Hz) 
occurring in a fixed phase relationship to the background theta activity (Alonso and 
Garcia-Austt 1987; Stewart et al. 1992; Dickson et al. 1995; Chrobak and Buzsaki 1998). 
EC neurons were also found to fire in phase with gamma (40-100 Hz) oscillations, which 
were themselves modulated by theta, such that the population activity of superficial EC 
neurons dllling theta would consist of bursts (3-4 spikes) of synchronized activ ity at 40-
100 Hz, repeated at theta frequencies (100-125 ms intervals) (Chrobak and Buzsaki 
1998). Some EC layer II and III neurons were also found to fire single spikes or doublets 
in a fixed phase relationshi p to sharp waves, an EEG phenomenon observed during sleep 
(Pare and Llim1s 1995). 
54 
The firing patterns of EC layer ll1 neurons in vitro have also been 
characterized. ln one study, EC layer III neurons fired tonically at about 2Hz at "rest," 
and could be made to spike at up to 200Hz in response to depolarizing current injection, 
with no tendency to fire in bursts (Dickson eta/. 1997). In another study, EC layer Ili 
neurons were classified into four categories, including two types of projection cells, 
based on their morphology and electrophysiology. Type 1 projection cells responded to 
depolarizing current injection with long, regular trains of action potentials at up to 40Hz, 
whi le type 2 projection cells fired slowly and irregularly at no more than 10Hz; both 
types of neurons fired bursts of action potentials when acti vated synaptically in a slice 
with GABAA inhibition blocked (Gloveli eta/. 1997a). Further characterization of these 
cel ls showed that both type L and type 2 cells were most effectively driven to spike by 
synaptic input, and could follow suprathreshold stimulation, at 10Hz, in contrast to layer 
11 cells which were more effectively driven by, and were capable of firing at, higher 
frequencies (Gioveli et al. 1997b). However, it is difficult to say how wel l these afferent 
inputs evoked by extracellular stimulation mimic the inputs these neurons would receive 
in vivo. 
1.3.2.5 What is the function of theTA pathway? 
What is the functional or behavioral role of theTA pathway? To answer thi s 
question, we need to know what the targets of theTA pathway, the CAl pyramidal cel ls, 
do, and how theTA pathway contributes to their activity. In sensory cortical areas, firing 
patterns of indi vidual neurons can be corTelated with sensory inputs control lable, or at 
least measurable, by the experimenter (e.g., see Hubel 1982; Livingstone and Hubel 1988 
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for review) and these patterns can be used in conjunction with studies o f 
co1tical networks to discover how those patterns arise (e.g., see Gilbert 1993). Similarly, 
in motor cortical areas, neuronal acti vi ty can be con·elated with movements made by the 
animal (e.g., see Georgopoulos 199 1, for review). I lowever, the distance of the hippo-
campus within the nervous system from both sensory inputs (with the exception of 
olfaction) and motor outputs makes it difficult to ascribe " meanings" to the activi ty of 
individual neurons. 
A s described above, two functions generally attributed to the hippocampus are 
learning and memory (section 1.2. 1.1 , p. 36) and spatial navigation (section 1.2.1.2, p. 
40). I low might theTA input contribute to hippocampal processi ng in these functions? 
W e arc a long way from understanding how memories are encoded in the brain, 
and so ideas about how the TA pathway may contribute to learning and memory func-
tions mostl y come from models of the hippocampus as an associati ve network. An idea 
common to such models is that the CA l region is a site of convergence of two parallel 
streams o f information fl ow from the EC, one direct via theTA pathway, one further 
processed through the tri synaptic pathway and arriving via the SC projection. Al l of 
these models require that the SC and TA inputs have excitatory effects on CA 1 pyramidal 
cells, though their relative weights can be modulated and their regions of action 
restric ted. 
One computational model of hippocampal function postulates that the acti vity of 
CA 1 pyramidal cells can act ei ther as a representation of current events or as a predictor 
of future ones, with the current representation mediated by the TA input and the predicted 
representation mediated by the SC input (Levy 1989). This model requires that theTA 
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input to CA I have a strong enough excitatory component to discharge CA I 
pyramidal cells, a question sti ll in dispute (section 1.3.2.2, p. 47). To accommodate the 
observations that theTA input is not strongly excitatory, at least on a broad scale, a 
revised version of thi s model has been proposed (Levy eta/. 1995; Levy et al. 1998) in 
which theTA input is postulated to excite on ly a small subpopulation of CAl pyramidal 
cells whi le inhibiting others. 
Another version of this model of the hippocampus as an associative memory 
network suggests that associations between SC and TA activity are stored in the weights 
of the SC synapses onto CA I pyramidal cells (Hasselmo and Schnell J 994). A prediction 
of this model is that cholinergic input can switch the network between learning and recall 
functions, and prevent interference between previously stored and newly learned assoc-
iations, by varying the relati ve efficacy of synaptic transmission in the two inputs. I t was 
shown that, indeed, in the presence of ACh, SC responses were selectivel y suppressed 
while TA responses were unaffected (Hasselmo and Schnell 1994). A further elaboration 
of thi s model (Hasselmo et al. 1996) suggests that acti vation of presynaptic GABAn 
receptors may also be used to selectively suppress SC inputs; as previously mentioned, 
SC responses are suppressed by the GABAn agonist baclofen while TA responses are 
unaffected (Ault and Nadler 1982; Colbert and Levy 1992). A simi lar, larger-scale 
model (McClelland and Goddard 1996) also postulates an important role for theTA 
projection in recall , and also requires that TA input be strong enough to make CA J 
pyramidal cells fire. 
At an even more abstract level , it may be said that if something affects LTP, it can 
affect learning and memory (section 1.2.1.1.3, p. 38). Since properly timed theta-
57 
patterned activity in theTA pathway can prevent the induction of L TP in the 
SC pathway (Levy et al. 1998), one cou ld speculate that theTA pathway can regulate the 
encoding of memoties . 
There is evidence to suggest that input from theTA pathway may contribute to, or 
even be sufficient for, place specificity of CAl place cells. Neurons in the superficial 
layers of EC have spatially-selective firing properties (Mizumori et al. 1992; Quirk et al. 
1992; Stewart et al. 1992). In one experiment, the place specific ity of CA3 pyramidal 
cell s, thought to be the primary input to CAl pyramidal cells, was el iminated when the 
medial septum was inactivated with tetracaine; however, CA 1 pyramidal cell s retained 
their spatial selectivity, suggesting that the monosynaptic input from EC may be suffi -
cient for establishing place fields in CA l (Mizumori et al. 1989). More support for the 
idea that spatial selectivity in CAl is not established by the input from CA3 comes from a 
study in which place fields were found to predict, with a definite lead time, the future 
location of the rat; CA l place cells had a longer lead time (i.e., fired earlier) than CA3 
place cells, suggesting that their spatial selectivity may not have been dependent on CA3 
input (Muller and Kubie 1989). In another experiment, destruction of a majority of 
dentate granule cells by colchicine injection severely impaired spati al learnin g, but spared 
the spatial selectivity of place cell firing; however, in this case, the EC input to CA3 was 
spared and may have contributed to spatial selectivity of the CA3 and CAl pyramidal 
cells (McNaughton et al. 1989). 
Another way of looking at the role of theTA pathway is to compare the circum-
stances under which neural activi ty in the EC is transmitted to hippocampus by either the 
mono- or the trisynaptic pathways. For example, the responses in DG, CA3 and CAl to 
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stimulation of the angular bundle (containing the PP and TA axons) during 
various behav ioral states were recorded in freely-moving rats. lt was found that the 
trisynaptic pathway was by far most e fficacious in s low-wave sleep, whereas during other 
states (still , alert awakencss, REM s leep, or vo luntary movement) angular bundle 
stimulation evoked little response in CAl (Winson and Abzug 1978). Acoustic or tactile 
stimuli presented to rats could produce a larger response in SLM than in DG, suggesting 
greater activ ity in the TA than the PP pathway (Buzsaki eta!. 1995). A study of changes 
in metabolic activity of downstream regions fo llowing EC lesions found a greater 
decrease in g lucose utilization in CA l SLM than in the molecular layer of dentate gyrus, 
suggesting that theTA pathway is at least as active as the perforant path (J(ijrgensen and 
Wright 1988). Other studies have suggested the presence of a frequency-dependent 
switch between transmission via the mono- or trisynaptic routes (sec Jones 1993, for 
review). Differential responses of EC neurons in various layers to different frequenc ies 
of synaptic input (Jones 1993; Gloveli et a!. 1997b) suggest that at low frequencies, the 
monosynaptic pathway wil l dominate, whi le at higher frequenc ies the trisynaptic pathway 
will be more greatl y rec ruited. This prediction is further supported by the observati on of 
frequency fac ilitation in the tri synaptic pathway (HerTeras et al. 1987). 
TheTA pathway may al so contribute to the generation of osci ll atory field activity 
in CAl at both theta (Buzsaki er al. 1995) and higher frequencies (Charpak et a!. 1995). 
Laminar analysis of oscillations shows a large peak of theta power near the hippocampal 
fi ssure, which di sappears when the EC is lesioned, suggesting a contribution of synaptic 
curTe nts from theTA pathway to hippocampal theta (Bragin eta!. 1995; Buzsaki er al. 
1995; Ylinen et al. 1995b; but see Yinogradova 1995). In the absence of theta, 40Hz 
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oscillations were observed in the hippocampus of the anesthetized guinea pig, 
and were not aboli shed by sectioning the SC pathway, again suggesting a contribution of 
synaptic currents from theTA pathway (Charpak et al. 1995). 
Observations from neuropathology can also contribute to our understanding of the 
role of theTA pathway under normal conditions. The hippocampus and surrounding 
limbic regions are a common focus for temporal lobe epilepsy in humans (Bradford 
1995), and many animal models of temporal lobe epilepsy have been developed. A 
common feature of many of these models is the selective loss of layer III neurons in the 
EC (e.g., Scharfman et al. 1998; Wu and Schwarcz 1998). Human neuropathology data 
also show a selective loss of EC layer III cel ls in epi leptics (Du et al. 1993). Since 
epileptic seizure activity is associated with uncontrolled neuronal excitation, these data 
suggest that the inhibitory component of theTA pathway, in normal conditions, acts as a 
gate controlling and limi ting activity in the hippocampus (see Chapter 4). Meanwhile, a 
study of EC tissue from Alzheimer 's patients showed a great decline in layer II neurons 
(Lippa et at. 1992). Together, these data suggest that a balance between monosynaptic 
and tri synaptic inputs from EC to hippocampus is Ciitical for normal function. 
In vitro studies, especiall y when placed into the context of in vivo observations, 
can also suggest roles for theTA pathway in hippocampal process ing. As discussed 
above, there is in vitro evidence for both an excitatory and an inhibitory component to the 
TA input to CAl. The potency of excitation e licited by theTA pathway in vitro appears 
to be greatly reduced compared to the in vivo situation, limiting the experiments that can 
be done to elucidate the contribution of thi s component. Inhibition evoked by TA stim-
ulation in slice is more robust, allowing a more detail ed characterization of thi s 
inhibition in controlling hippocampal output (Chapter 4). 
1.3.3 Other inputs to SLM 
1.3.3. 1 Nucleus reuniens thalami 
Anterograde and retrograde traci ng techniques reveal a substantial projection 
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from nuc leus reuniens thalami (RE) (also known as the medioventral nucleus (Jones 
1985)) to SLM of CAl , as well as the molecular layer of the subiculum and layers I and 
III of EC (Herkenham L978; Wouterlood et al. 1990; Dolleman-Van Der Wee l and Witter 
1996). Since theTA projection to SLM originates in layer III of EC, the RE projecti on 
may interact with theTA pathway both at its site of origin and at its site of termination; 
however, separate populations of RE neurons target EC and CA 1 SLM (Dolleman-Van 
Der Weel and Witter 1996). RE axon terminals contain spherical synaptic vesicles and 
form asymmettic synapses onto dendritic spines or shafts, suggesting an excitatory input 
(Wouterlood et al. 1990). Extracellular recordings in vivo of responses in CA l to RE 
stimulation revealed a current sink in SLM and a current source in SR, consistent with an 
excitatory input to the distal dendrites of CA l pyramida l cells (Dolleman-Vander Wee! 
et al. 1997). Population spikes were never observed in response to th is input, suggesting 
that the effect on pyramidal cells is on ly a subthreshold excitati on. However, in a few 
cases, single-unit acti vity could be recorded in SR or SO at a fixed latency from RE 
stimulation, suggesting that the RE input could cause SR or SO intemeurons to spike. 
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The role of theRE input to hippocampus in normal conditions is not 
known. Interestingly, the nucleus is relatively much smaller in primates than in rodents 
(Jones 1985). The projection from RE to hippocampus can contribute to limbic seizure 
activity; microinjection of NMDA into theRE of rats causes convulsive seizures and 
limbic kindling (Hirayasu and Wada 1992b; Hirayasu and Wada 1992a). This role of the 
RE projection to SLM in promoting seizures stands in contrast to the findin g that the TA 
projection to SLM is selectively missing in seizure conditions (Du et al. 1993; Scharfman 
era/. 1998; Wu and Schwarcz 1998), suggesting that the excitatory component of theRE 
projection dominates the inhibitory component. Little i s known about the natural acti vity 
patterns of RE neurons, although a preliminary i11 vitro study showed a tendency of RE 
neurons to fire bursts of spikes in response to synaptic acti vation, current injection, or 
NMDA application (Miyahara et al. 1998). 
1.3.3.2 Amygdala 
The amygdala is known to be strongly connected with the hippocampus (Papez 
1937; Lopes da Si lva et al. 1990) and is involved in certain learning tasks, especially 
those involving fear and other affective factors (e.g., McDonald and White 1993; Rogan 
eta/. 1997; see Maren and Fanselow 1996 for review). Recent anatomical studies have 
shown that the amygdala projects primaril y to SLM of area CA l (Petrovich et al. 1997). 
A more detailed study showed that the lateral and accessory basal nuclei of the amygdala 
project to SLM of CA I in the temporal end of the hippocampus; these same nuclei also 
project to EC layer ITT, providing parallel mono- and disynaptic projections from 
amygdala to SLM of CA 1 (Pikkarainen et al. 1999) 
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1.3.3.3 lnferotemporal cortex 
ln monkey, horseradish peroxidase injections labeled a reciprocal connection 
between SLM of area CA l and the ventral TE area of inferotemporal cortex (Yukie and 
Jwai 1988). Area TE is involved in visual memory, so a connection with hippocampus is 
not unexpected. 
1.3.3.4 Medial septum 
The hippocampus receives a dense cholinergic and sparse GABAergic innervation 
from the medial septum (sec Dutar er al. 1995 for review), with choline acctyltransferase-
positive axon terminals found particularly densely at the CAl SR/SLM border (Matthews 
et al. 1987). Although the GABAergic projection selectively targets hippocampal 
interneurons, few SLM neurons receive GABAergic synapses from the septal projection 
(Freund and Antal 1988). ACh can trigger theta activity in the hippocampus (see 
Vinogradova J 995 for review), even in slice (Konopacki et al. 1987), through its action 
on mAChRs. ACh can also selectively block SC, but not TA, excitatory transmission in 
the hippocampus (Hassel mo and Schnell 1994 ). 
1.3.3.5 Locus ceruleus 
Noradrcnergic axons from the locus ceru leus terminate particularly densely in 
SLM, more densely than in SR, with a greater density at the temporal end of the hippo-
campus (Oleskevich era/. 1989). Norepinephrine (NE) lowers the firing rate of pyr-
amidal cells by depolarizing intemeurons and increasing the frequency of IPSPs (Bergles 
era/. 1996). There i s one published report regarding possible effects of NEon theTA 
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response (Nej tek and Dahl 1997); no e ffect was found, but the data presented 
were unconvincing. The questi on of whether NE affects T A neurotransmission remains 
open. 
1. 3. 3. 6 Median raphe 
Serotonergic axons from the median raphe te tminate somewhat more densely in 
SLM than in SR, with no clear gradient along the septo-temporal ax is (Oieskevich and 
Descanies 1990). Serotonergic axons appear to selectivel y target i nterneurons (Freund et 
a /. 1990). Serotonin increases the magnitude of a low-threshold transient calc ium cun·ent 
in SLM interneurons; thi s cun·ent may cause these neurons to switch from a toni c firing 
mode to repetiti ve bursting (Fraser and MacVicar 199 1). SRISLM interneurons were 
depolari zed and made more exc itable by serotonin acting on 5-HT3 receptors (Mc Mahon 
and Kauer 1997a). 
There is also evidence for a dopaminergic input to the hippocampus, which was 
once thought to ori ginate from the ventral tegmental area but rather appears to ari se fro m 
a subpopulation of neurons of the raphe nuclei (Reymann et al. 1983; Pohle et at. 1984 ). 
Dopamine has been recentl y shown to have a strong inhibitory e ffect on the fi e ld T A 
response in SLM (Otmakhova and Lisman 1999). 
1 .3.4 Other distinctive properties of SLM 
The c lear segregation of afferents to CAl between SR and SLM (Amaral and 
W itter 1989; Tamamaki and Nojyo 1995) suggests that SLM may be distinct from SR in 
other ways , as we ll. 
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The G protein-gated, inwardl y-rectifying K+ channel GIRK is found in 
the dendrites of CA I pyramidal cells, with particularly high levels of expression in SLM 
(Ponce et al. 1996; Drake et at. 1997). Recordings in cultures of CA3 neurons suggest 
that GABAB receptors can activate a GIRK-like channel (Sodickson and Bean 1996). 
Anatomical evidence suggests that the innervation of pyramidal cell dendrites is 
lesser in SLM than in SR. Reconstructions of CAl pyramidal cells show that they have 
more than twice as much total dendritic length in SR than in SLM (Amaral et al. 1990; 
Ishizuka et at. 1995), even though the dendritic plexus in SLM is wider than that in SR 
(Jshizuka er al. 1995). The density of synapses made onto dendrites in SLM is approx-
imately 50% that of SR, with a much larger fraction made onto dendritic shafts or somata 
than onto dendriti c spines (Andersen et at. 1971 ); spine densities in SLM also drop off 
dramatically compared to SR (lshizuka et at. 1995). 
SLM contains a high density of interneurons (Ram6n y Cajal 1893), whose 
properties are described in the next section. 
1.3.5 SLM interneurons 
In rats, there is a relati vely dense concentration of interneurons near the border of 
SLM and SR. (In contrast, in humans, SLM interneurons are more di spersed throughout 
the layer (Zhang el al. 1998).) Until recentl y, these interneurons were considered to be a 
relatively homogenous population (e.g., see Kunkel et at. J 988; Lacai lle and Schwartz-
kroin 1988b; Williams et al. 1994). A recent, more thorough study has allowed a categ-
orization of interneurons in thi s region (Vida et al. 1998). Based on morphology, four 
types of SLM interneurons were described: basket cell s, whose axons ramify primarily in 
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SP, and dendrites range from SLM to SO; SC-associated intemeurons, with 
axons most ly in SR and SO, dendrites mostly in SLM and SR; PP-associated 
intemeurons, with axons mostly in SLM, dendrites mostly in SLM and SR; and 
neurogliaform intemeurons, with dense, compact axonal and dendritic arbors. Another 
study, looking specifically at intemeurons staining for vasoactive intestinal polypeptide, 
found a population of neurons with profuse dendritic arborization in SLM and axons 
innervating SR (Acsady eta/. 1996). Dendrites of SLM intemeurons are smooth and 
spineless but have a beaded or varicose appearance (Lacai lle and Schwartzkroin 1988a; 
Williams et al. 1994; Khazi pov et al. 1995; Morin et al. 1996; Vida et al. 1998) (section 
2.3.3.1' p. 97). 
As a group, SLM intemeurons have a resting potential of about -55 to -60 mY 
(Lacaille and Schwartzkroin 1988a; Khazipov et at. 1995; Morin et al. 1996; Vida et al. 
1998) and tend not to be spontaneously active (Lacai lle and Schwartzkroin l988a; 
Khazipov et al. 1995). There is little or no spike frequency accommodation during brief 
depolarizing current injections (Lacai lle and Schwartzkroin 1988a; Khazipov et al. 1995), 
although spiking may be irregular or stop entirely during a prolonged depolarization 
(Vida e1 a/. 1998) (section 2.3.3.1, p. 97). In general, the response to hyperpolarizing 
curTent injection begins with a sag followed by recovery to a less hyperpolari zed level 
(Lacaille and Schwartzkroin 1988a; Williams et al. 1994; Morin et al. 1996). Rebound 
(anode break) firing may be seen following the end of a hyperpolari zi ng step (Lacai lle 
and Schwartzkroin 1988a; Williams et al. 1994). 
There is some evidence for low voltage activated calcium channels that may 
underlie bursting activity seen when SLM intemeurons are depolari zed from a hyper-
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polarized state (Lacaille and Schwartzkroin 1988a). In acutely-dissociated 
intemeurons from SLM of 3-4 week old rats, a low-threshold calcium cunent enhanced 
by activation of mAChRs and 5-HT receptors, but depressed by GABA 0 receptor 
activation with baclofen, is observed (Fraser and MacYicar 1991). However, recordings 
from SLM interneurons in situ in slices from 14- 18 day old rats showed no low voltage 
activated calci um channel s, but did reveal N-, L-, and P/Q-type high voltage activated 
calcium conductances which were inhibited by baclofen (Lambert and Wilson 1996); 
other whole-cel l recordings in s lice have also not provided any evidence of low-threshold 
calcium channels (Will iams eta/. 1994). 
SLM interneurons, li ke other hippocampal intemeurons (Geiger et al. 1995), have 
a calcium-permeable form of the AMPA type of ionotropic glutamate receptor (Isa et al. 
1996; Carmant er al. 1997; Carmant et al. 1998) and also express the a 7 nicotinic AChR 
subunit (Seguela eta/. 1993; Alkondon et al. 1998), which has a particularly high per-
meability to calcium (Seguela et al. 1993). SLM intemeurons also express at least two 
types of delayed-rectifier pOlassium channels. One is sustained, insensitive to 4-AP, and 
blocked by external and internal tetraethylammonium (TEA); the other is slowly-
inactivating, and blocked by 4-AP and external TEA (Chikwendu and McBain 1996). 
SLM interneurons also have a small, transient A-type current which is less prominent 
than that seen in other hippocampal intemeurons (Chikwcndu and McBain 1996). In the 
presence of the mAChR agonist carbachol , SLM interneurons depolari ze and show 
membrane potential oscillations at theta frequencies (Chapman and Lacaille 1998). SLM 
intemeurons arc also excited by serotonin acting on 5-HT3 receptors (McMahon and 
Kauer 1997a) and have high levels of 5-HT3 receptor mRNA (Tecott et at. J 993). 
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Responsiveness of SLM interneurons to afferent inputs has been studied 
in the hippocampal slice preparation, with somewhat divergent results. In transverse 
s li ces, stimulation in SR (Wi lliams et al. 1994) (section 2.3.3.2, p. 100) or in any layer, 
from alveus to the mo lecular layer of the dentate gyrus (Lacaill e and Schwartzkroin 
1988a) could elicit EPSPs in SLM interneurons. This excitation could bring the cell to 
threshold for action potential firing (Lacaille and Schwartzkroin 1988a; Williams et al. 
1994) and stimulation in SLM could evoke bursts of action potentials (Lacail le and 
Schwartzkroin 1988a). The EPSPs inc luded a fast, AMPAR-mediated component as well 
as a slower component that was partially sensi ti ve to the NMDA antagonist 2-amino-5-
phosphonopentanoic acid (AP5), with contributions also made by voltage-dependent 
conductances. SLM interneurons do not appear to be acti vated in a feedback manner by 
CA I pyramidal cell s (Lacaille and Schwartzkroin 1 988b). 
SLM interneurons also receive inhibito ry inputs. In longitudina l slices, a multi-
phasic response starting with an IPSP and fo llowed by one or more depolarization-
hyperpolarization sequences was observed following sti mulation in any layer (Lacaille 
and Schwrutzkroin 1988a). JPSPs were also sometimes observed fo llowing the EPSP 
evoked by stimulation in SR in the transverse slice (Williams et al. 1 994) (section 
2.3.3.2, p. 100). Spontaneous TPSCs have been observed in whole-cel l recordings from 
SLM interneurons (Atzori 1996; Hajos and Mody 1997). 
SLM interneurons make inhibitory synapses onto CA l pyramidal cells. Ultra-
structu ral studies in guinea pig show symmetric contacts made by axons of SLM inter-
neurons onto spiny and smooth dendrites in SR and SLM of CA 1 as well as the outer 
two-thirds of the molecu lar layer of DG (Lacai lle and Schwartzkroin 1988b). Paired 
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recordings from SLM interneurons and pyramidal cells show a hyperpolarizing 
response in pyramidal cel ls when the interneurons are made to fire by means of 
depolarizing current injection; the GABAA-mediated lPSPs evoked by single action 
potentials in the interneuron are very small (< 0.5 mY), but can summate to sizable IPSPs 
when a train of action potentials is elicited in the interneuron (Lacaille and Schwartzkroin 
1988b; Vida et at. 1998). The GABAA IPSPs evoked by SLM interneurons may be 
longer and slower than those evoked by other interneurons (Buhl et at. l994a; Ouardouz 
and Lacaille 1997), suggesting they may be mediated by a different type of GABAA 
receptor (Pearce 1993). Focal stimulation in SLM, e ither by electrical stimulation or by 
focal applicati on of g lutamate, can result in smal l JPSPs o r IPSCs in pyramidal cel ls 
(Wi lliams and Lacaillc 1992; Benardo 1995; Ouardouz and Lacaillc 1997; Chapman and 
Lacaille 1998). In some cases, a GABA13-mediated component is observed (Wil liams and 
Lacaille 1992; Benardo 1995); it is not known what the firing pattern of the stimulated 
SLM intemeurons was during these responses. SLM interneurons can also innervate 
other intemeurons; a paired recording showed an SLM interneuron making an inhibitory 
synapse onto a bistratified cel l as well as a pyramidal ce ll (Cobb et al. 1997) 
In addition to SLM intcrncurons, other CAl interneurons have dendrites in SLM 
and arc therefore I i kcl y to be activated by afferents to SLM. Vertically-oriented 0/ A 
intemeurons (McBain eta!. 1994), SP basket cell s (Sfk eta!. 1995; Han 1996), and 
chandelier cell s, which have a dense tuft of dendrites in SLM (Li et al. 1992; Buhl et al. 
l 994b), may a ll be activated by SLM afferents. An ultrastructural study has shown that 
basket and chandelier cell s receive synapses from TA axons (Kissel al. 1996). 
Figure 1. Neuronal pathways of the entorhinal cortex-h ippocampus loop. EC, 
entorhinal co1tex; DO, dentate gyrus; CA3 and CA J, fields of the Ammon's hom; sub, 
subicu lum. 
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Figure 2. Schematic of SC and TA inputs to CAl, and interneurons mediating 
feedforward and feedback inhibition. Excitatory pathways are indicated by pointed 
arrows and inhibitory pathways by nat-ended arrows. The temporoammonic pathway 
makes excitatory connections onto the distal dendrites of CA 1 pyramidal cells (pyr) as 
well as SLM interneurons (SLM). SLM interneurons mediate feedforward inhibition 
onto pyramidal cell s. Schaffer collateral inputs make excitatory connections onto 
pyramidal cell s and interneurons such as basket cells (B). Pyramidal cells make 
excitatory connections onto basket and 0-LM interneurons (0-LM), both of which 
mediate feedback inhibition; basket cells target the somata of pyramidal cells, whi le 0 -
LM interneurons target the distal dendrites. Many other types of interneurons exist, but 
are not shown. 
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2 Baseline responses and short-term plasticity of the SC and 
TA pathways 
2. 1 Introduction 
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As descri bed i n the opening chapter (section 1.3.2.2, p. 47) , the physiology of the 
T A input to area CAl of the hippocampus is, as yet, poorl y understood (Soltesz and 
Jones 1995). A natomica l studies show that T A axons ari sing in layer Ill o f the EC 
terminate in SLM of CA I (Steward and Scoville 1976) and that these axons make 
exci tatory synapses primaril y onto the dendrites of pyramidal neurons (Desmond et a/. 
1994 ), although synapses arc also made onto intemcurons (D esmond et at. 1994; Kiss et 
al. 1996). Field recordings in vitro (Colbert and Levy 1992) and in vivo (Leung et al. 
1995) confirm the presence of a current sink in the distal dendritic region of CAl 
following stimulation of theTA path way. However, some rep011s suggest that theTA 
input is suff iciently excitatory to acti vate pyramidal cells in CA l (Ycckel and B erger 
1990), whi le others suggest that the input has a primaril y inhibitory effect (Empson and 
Heinemann 1995b; Pare and Llinas 1995). 
In this chapter, I descri be the results of my own investigations into the physiology 
of the T A input to CA I. I describe the development of a hippocampal slice preparation 
in which TA and SC responses can be unambiguously recorded. I describe and compare 
field potential responses to stimulation of the two path ways, as well as responses record-
ed intracellularl y in pyramidal cells, SR/SLM interneurons, and SR giant cell s. TA field 
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potential responses in the slice have previously been described (Colbert and 
Levy 1992), as have the intracellular responses of pyramidal cells to TA stimulation 
(Empson and Heinemann 1995b). Although responses to stimulation in SLM have been 
described for SRISLM interneurons (Lacai lle and Schwartzkroin 1988a; Williams eta/. 
1994), these studies did not focus on theTA pathway as a primary input to these neurons. 
SR giant cells have only recently been described as a discrete neuronal population in the 
hippocampus (Gulyas eta/. J 998b) and their responses to stimulation in vari ous 
hippocampal layers have not previously been characteri zed. 
Sh01t-term plasticity phenomena, such as pai red-pulse faci l i tation and depression, 
and frequency-dependent synaptic transmission, are a way of regulating the efficacy of 
synapti c inputs on a moment-to-moment basis (see Chapter 1). Since information pro-
cessing depends on the relationship between inputs and outputs of a neuronal network, 
any changes in the relati ve strengths of different inputs will affect the computation per-
formed by the network. A lthough short-term plasticity in the SC pathway has been well 
characteri zed (e.g., Creager eta/. 1980; Davies and Collingridge 1996), short-term plas-
ticity in theTA pathway has not been thoroughly investigated. Trains of stimuli at 
various frequencies can be used to probe short-term plasticity processes. T compare here 
the field and intracel lular responses to repeated stimulation of theTA and SC pathways. 
Some of these results have been reported in abstract form (Dvorak and Schuman l996; 
Dvorak and Schuman 1997). 
My investigations of long-term plasticity in theTA pathway are described in 
Chapter 3. 
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2.2 Methods 
2.2.1 Slice preparation 
Slices were prepared from 6-8 week old male Sprague-Dawley rats. AIJ use of 
animals was performed according to the guidelines of the Cal tech Institutional Animal 
Care and Use Committee. Rats were decapitated following Halothane anesthesia, and the 
brain rapidly removed to ice-cold, oxygenated artificial cerebrospinal fluid (ACSF: 119 
mM NaCI; 2.5 mM KCl; 1.3 mM MgS04; 2.4 mM CaC]z; 1.0 mM NaH2P04; 26.2 mM 
NaHC03 ; 11 .0 mM glucose). The dorsal surface of the posterior half of each hemisphere 
was glued onto the stage of a cooled oscillating tissue slicer (OTS-3000-04; FHC) and 
covered with ch illed ACSF. 500 )lm slices were cut, with the optimal slices (as assessed 
visually, by ease of identification of distinct layers, as well as electrophysiologically, by 
the presence of robust field potentials) generall y found 4-4.5 mm below the ventral 
surface. The ex traneous cortical and subcortical ti ssue was gentl y di ssected away with 
the small end of a spatula. A small number of early experiments were done on sli ces 
prepared with a Stoelting tissue chopper. The slices rested in an interface chamber at 
room temperature for at least one hour before experiments were struted . Further micro-
di ssection (see section 2.3. 1.1 , p. 83) was performed either in ice-cold ACSF during slice 
preparation, or in the recording chamber prior to the sta1t of the experiment. All electro-
physiology was done with the slices submerged and constant ly perfused with oxygenated 
ACSF at room temperature (-20 °C). 
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2.2.2 Electrophysiology 
2.2.2. 1 Stimulation and field recording 
Bipolar tungsten electrodes, either concentric or paired needles, were used for 
stimulation. One electrode was placed in SR to stimulate the Schaffer col laterals, the 
other in SLM to stimulate theTA pathway (Figure 3). Stimulation cun·ents were 100 J..lS 
long, monophasic, and ranged from 10- 100 j..I.A in the SC pathway and 30-200 )..lAin the 
TA pathway. Stimulus intensities were selected to produce submax imal field responses 
with no population spike. Field recordings were made wi th low-resistance(< 5 MQ) 
micropipettes filled with 3M NaCI. 
2.2.2.2 Intracellular recording 
Intracellular recordings from pyramidal cells were made using sharp electrodes 
whose resistance was 100-200 MQ when filled with 2M potassium acetate (KAc) or 
cesium acetate (CsAc). Sharp electrode recordings were made "blind" by advancing the 
electrode through SP until a penetration was achieved. The voltage reading of the elec-
trode was zeroed with the electrode in the bath, and the bridge was balanced before 
penetration and rebalanced after penetration. Membrane potential was estimated by 
subtracting the potential observed in the bath after the electrode was wi thdrawn from the 
cell. Capacitance compensation was applied after penetration. Pyramidal cells were 
identified by the presence of spike frequency accommodation in response to positive 
cu1Tent injection. All experiments were performed in CUITent clamp mode, with the cell 
at its resting potential or with a small hyperpolarizi ng current appJied to prevent 
spontaneous spiking. 
2.2.2.3 Whole-cell recording 
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Whole-cell electrodes had a resistance of about 5 MQ when filled with potassium 
methyl sulfate-based intracellular solution (125 mM KMeS04 (City Chemical Corp., 
Jersey C ity, NJ), 9 mM IIEPES, 3.6 mM NaC I, 90 j..tM EGTA, 4 mM Mg-ATP, 300 j..tM 
Li -GTP, and 25 mM phosphocreatine; for most recordings, the solution also contained 
0 .2-0.4 % biocytin). A few early experiments were performed using a potassium gluc-
onate-based whole-cell so lution ( 130 mM K-gluconate, I mM MgCI2, 10 mM NaCI, 2 
mM ATP, 0.3 mM GTP, 10 mM HEPES, and 0.4 mM EGTA); recordings from these 
cell s was not noticeably different from those using the KMeS04-based solution, and so 
the data were combined. Whole-cell recordings were made under visual guidance on an 
O lympus BX50WI upright microscope equipped with a MTl VElOOO CCD camera. 
Positive pressure was applied to the electrode solution while advancing towards the 
targeted neuron , in order to keep debris off the electrode as well as to "clean" the surface 
of the neuron (Edwards J 995). A gigaseal was obtained under voltage-clamp conditions 
by applying slight negative pressure; the patch was then c lamped down to -60 mV and 
whole-cell configuration was achieved by applying further negative pressure to rupture 
the patch. Series resistance was measured by balancing the bridge in current c lamp 
mode; seri es resistance in included experiments was aJways less than 30 MQ. Neurons 
included for analysis had resting potentials negative to -50 mV (estimated following 
withdrawal of the electrode), fired overshooting action potential s, and had input res is-
tances of 562 ± 35 MQ (n = 4 1). All experiments were performed in current-
c lamp mode, with the cell at its resting potential; in some cases, hyperpolari zing or 
depolari zing currents were applied to look at voltage-dependent phenomena. 
2.2.2.4 Drugs applied 
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Drugs were applied by dilution of concentrated stock solutions into the perfusion 
medium. Stock solutions were made up in water. CGP 55845A was a kind gift from 
Novartis (Basel, Switzerland); CNQX and 2-0H-saclofen were obtained from RBI 
(Natick, MA); a ll other drugs were obtained from Sigma (SL. Louis, MO). 
2.2.3 Data acquisition and analysis 
2.2.3.1 Hardware 
All recordings were made us ing an Axoclamp 2A or 2B (Axon Instruments, 
Foster City, CA). Recordings were low-pass filtered at 3kHz. The voltage signals were 
further amplified (final amplification: IOOOX for field recordings, lOOX for intracellular 
and whole-cell recordings), digiti zed at 1 - 10kHz and acquired directly to the hard drive 
of a Pentium-c lass PC-compatible computer using an AT-MlO-D series data acquisition 
board and BNC-2080 interface (National Instruments, Austin, TX). 
2.2.3.2 Software 
Data were acquired using a software suite, Neurosense, originall y written in 
Lab VIEW (National Instruments) by former Caltech undergraduate Chou Hung, subse-
quently modified by Caltech undergraduate Brian Taba (to allow acquisition of data 
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during patterned stimulation) and by me (to allow acquisition of longer epochs 
of data, as well as to allow "on-the-fly" specification of stimulus patterns to be applied). 
Preliminary analysis of data was also performed in Neurosense. Further analyses were 
done in Origin (Microcal Software, Inc., Northampton, MA) and Excel (Microsoft Corp., 
Redmond, W A). 
2.2.3.3 Analysis 
Measurements of field and intracellular responses were performed on traces 
created by averaging 3-10 responses. EPSP and lPSP amplitudes were measured relative 
to the baseline membrane potential immediately ptior to the stimulus artifact. Initial 
slopes of field or intracellular EPSPs were determined by fitting a straight line to approx-
imately the first half of the ri sing phase of the EPSP (after the fiber volley, if present, in 
the case of field potentials). 
All numerical values are presented as mean ±standard error (SE); error bars in 
figures are SE. 
The stati sti cal significance of comparisons between means was assessed using 
Student 's t-rest. The paired t-test was used if comparisons were made within a slice or a 
cell; unpaired t-tcsts were used otherwise. 
2.2.3.3. 1 Paired-pulse plasticity 
For measurements of short- term plasticity of field potentials during paired-pulse 
stimulation, the ratio of the size of the response of the second stimulus to the size of the 
response of the first stimulus was calculated; thi s ratio represented the level of PPF if 
greater than l , or the level of PPD if less than 1. For field recordings, the best measure of 
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response size is the initial slope of the field EPSP, since, unlike the amplitude, 
it is unaffected by changes in inhibition or by the onset of a population spike. The slope 
is also a better measure when the second stimulus occurs before the response to the first 
stimulus has returned to the original baseline. However, in some cases (e.g., when the 
field EPSP was very small) , the amplitude was used, as indicated. 
When paired-pulse plasticity is measured intracellularly, under current clamp 
recording conditions, the analysis of response amplitudes is complicated by the fact that 
the second stimulus may come before the ce ll has recovered back to resting potential after 
the first stimulus. When thi s is the case, the data must be analyzed in a way that accounts 
for this. fn order to most clearl y describe the difference between the first and second 
responses, the data were analyzed in the following way. For fast responses (EPSPs and 
GABAA-mediated lPSPs) the peak amplitude of the second response was not measured 
from the original baseline; rather, the membrane potential at the onset of the second 
response was used as the baseline for that response. The ratio of the amplitudes of the 
second to the first response was used as a measure of paired-pulse plasticity. For EPSPs, 
initial slope of the synaptic response was also used as an alternative measure of response 
size. For the slow, GABA0 -mediated IPSP, where the second stimulus generally came 
prior even to the peak of the first response, the peak amplitude following the second 
stimulus, relative to the original baseline, was compared to the GABAo component of the 
response to a single stimulus. 
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2.2.3.3.2 Frequency-dependent synaptic transmission 
For analys is of frequency-dependent synaptic transmission, the times and amp-
litudes of the peaks o f each EPSP were recorded, with the time to peak measured rel ati ve 
to each stimulus a1tifact, and the peak amplitude measured relative to the baseline mem-
brane potential prior to the first sti mulus in the train. T o compare responses between 
ce lls, peak amplitudes were calculated relati ve to the amplitude of the response to the 
first stimulus. The difference in amplitudes, rather than the rati o, was used because it i s 
the approach to action potential threshold that is of significance to neuronal signaling. In 
general , three responses to any parti cular pattern of stimulation were averaged together 
and this average response was measured. Responses in which the neuron fired one or 
more action potentials were left out of this averaging, because the average o f a graded 
response, such as a subthreshold EPSP, and an ali-or-nothing response, such as an action 
potential, does not gi ve a meaningful result. Also, responses evoked subsequent to an 
acti on potential w ill be af fected by the acti vation of voltage-dependent phenomena by the 
ac tion potential. 
EPSP peaks could always be resolved at stimulation frequen c i es~ 15 Hz. At 
higher frequencies, peaks could not always be resolved. Such responses were not 
included in the analysis of frequency-dependent synaptic transmission. 
2.2.4 Staining procedures 
For morphol ogical reconstructions of pyramidal cells, the intracellular electrode 
solution contained - 4% biocytin . For morphological reconstructions of intemeurons and 
SR giant cells, the whole-cell recording solution included - 0.4% biocytin . In order to 
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prevent non-specific staining of damaged neurons at the slice surface, the tip of 
the whole-cell electrode was filled with biocytin-free solution, and the electrode was then 
back-filled with biocytin-containing solution. 
After completion of the electrophysiology experiments, slices were fixed in 4% 
paraformaldehyde in phosphate-buffered saline (PBS) at 4 oc for at least 3 days. Thin 
(70 IJ.m) sections were cut on a vibratome (Series 3000, Technical Products International, 
St. Louis, MO) and rinsed in PBS. The sections were incubated in an endogenous per-
oxidase blocker (10% MeOll, 3.5% f-h02 in PBS) for 1.5 hours and rinsed again in PBS. 
Next, sections were incubated in 2% BSA and 0.25% Triton X - LOO in PBS for 45 min-
utes, followed by a wash in 2% BSA in PBS. Slices were then incubated in an avidin-
HRP solution (ABC solution, Yectastain Kit PK-6100, Vector Labs, Burlingame, CA) for 
2 hours. After rinsing in PBS, slices were incubated in a solution of diaminobenzidine 
(DAB) (10 mg/20 mL PBS) with cobalt ch loride (.03%) and nickel ammonium sulfate 
(.02%) for 30 minutes; 0.0004% H 20 2 was then added and slices were incubated until the 
stained neurons appeared (2-30 min). Slices were once again rinsed in PBS, mounted 
onto subbed slides, dehydrated in increasing alcohols, cleared in xylene, and coverslipped 
with Permount . 
Filled neurons were observed using 20-63X objecti ves on a Zeiss Axioplan 
upright microscope equipped with a drawing tube, which was used to reconstruct the 
approximate neuronal morphology. Reconstructions are strictl y qualitative and no 
attempt was made to measure process length or corTect for ti ssue shrinkage. 
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2.3 Results 
2.3.1 Field responses 
2. 3. 1. 1 Baseline field responses 
In order to study the contribution of theTA pathway to hippocampal network 
interactions, it is necessary to establi sh a system in which it is possible to stimulate TA 
axons in iso lation and record a response uncontaminated by o ther pathways. Since SC 
and T A axons are restricted to SR and SLM , respecti vely (Amaral and Witter 1989), 
stimulation in SR or SLM should acti vate only SC or TA axons, respecti vely. Th is can 
be confirmed by reco rding fie ld responses to both SC and TA stimulation in both SR and 
SLM. If the pathways are being acti vated independentl y, stimulation of SC should result 
in a current sink (and hence a negati ve-going field EPSP) in SR with an accompanying 
cun·ent source (positi ve-going fi eld E PSP) in SLM; converse ly, TA stimulation should 
result in a negati ve-going fi eld EPSP in SLM along with a positive-going field EPSP in 
SR (Colbert and Levy 1992; Empson and Heinemann 1995b) (Fi gure 3). These criteri a 
were always used to assess proper electrode placement in the experiments described in 
thi s thesis. To further ensure isolation of the T A pathway, a cut was made through SR, 
ncar the sub iculum, perpendicular to the ce ll body layer (MaccarerTi and M cB ain 1995) 
to mi nimize the chance of antidromic activation of SC axons by the stimulating e lectrode 
inSLM. 
Stimulation in SLM will acti vate the perforant path projecti on to dentate gyrus as 
well as the T A projecti on to CAl. T he projection to dentate gyrus results in a much 
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larger current sink, and hence field potential , than theTA projection (Leung e l 
a/. 1995). Recordings of theTA response in SLM could therefore easily be contaminated 
by volume conduction of the potential evoked in dentate gyrus by the activation of the 
perforant path. Therefore, the dentate gyrus was removed from the slice in all exper-
iments (Colbert and Levy 1992; Empson and Heinemann 1995b) (Figure 3). 
C lean TA responses were generally harder to obtain and required higher stim-
ulation strengths than SC responses, an observation consistent with published findings 
(Colbert and Levy 1992; Otmakhova and Lisman 1999). I experimented with various 
methods of slice preparation to optimize TA responses. One way of preparing hippo-
campal slices is to dissect the hippocampus out from under the overlying cortex, stretch it 
out on a flat surface, and cut slices using a manual tissue chopper. TA responses can be 
recorded in such a slice (Colbert and Levy 1992). However, other published reports 
suggested that theTA pathway may be better preserved using a different cutting angle, 
resulting in slices that include a portion of EC as well as hippocampus proper (Dreier and 
Heinemann 1991; Empson and Heinemann 1995b); such slices can only be prepared on a 
vibratome. I found that such slices cut on a vibratome had more robust responses both in 
theTA and the SC pathways than did slices prepared on the chopper. I also compared the 
anatomy and physiology of slices cut at various levels of the brain , from the more ventral 
regions near the temporal lobe, to the more dorsa l regions near the septum. l found that 
SLM was wider, and T A responses more robust, in slices obtai ned from the temporal end 
of the hippocampus. 
There exist reports in the literature of population spikes evoked in slice by activ-
ation of theTA pathway (Deller and Weight 1982; Deller and Weight 1985; Scharfman 
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el al. 1998). Although I often made field recordings in SR, where population 
spikes in SC responses can be readily recorded, I never observed a population spike in SR 
or SLM in response to TA stimulation. I performed a few experiments in which 1 
recorded field responses in SP, where a population spike can most readi ly be recorded. 
Only by using a sti mulation strength much larger than usual (500 J..I.A instead of 100 -
200 J..I.A) could I obtain the smallest trace of a population spike in response to TA 
stimulation (Figure 4). 
In some field recordings, the negati ve-going, exci tatory phase of the response was 
followed by a posi ti ve-going phase. This positive-going field potential may have renect-
ed the outward currents evoked by monosynaptic, feed- forward and feedback inhibition 
and may have thus been a field IPSP (Lambert eL a!. 1991 ; Arai et a/. 1994); however, 
thi s was never tested pharmacologically. 
2.3. 1.2 Responses to paired-pulse stimulation 
Paired-pulse stimulati on is used as a probe of short- term plasticity processes at the 
synapse (see sections 1.1.2, p. 7, and I . 1.4. 1, p. 23). Short- term plasticity phenomena 
may be significant in controlling how the gain of a synapse varies wi th input frequency 
(secti on 1.1.5. 1, p. 31) and allowing the postsynaptic neuron to differentiate between 
isolated and grouped or "bursty" presynaptic inputs (Li sman 1997). Paired-pulse plas-
ticity has been well characterized in the SC pathway (e.g., Davies and Collingridge 1996) 
but has not been stud ied in theTA pathway. I examined the responses to paired-pulse 
stimulati on of both theTA and the SC pathways at interstimulus intervals (ISis) of 25, 
50, 100, 200, 400 and 800 ms (Figure 5). In both pathways, facilitation of the initial 
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slope of the field EPSP was observed at ISis 5 200 ms. Maximal faci li tation 
was observed at an lSI of 100 ms (SC paired-pulse ratio, 1.23 ± 0.05, n = 15; TA paired-
pulse ratio, 1.60 ± 0.07, n = 35). The facilitation of theTA response at I 00 ms lSI was 
significantl y greater than that of the SC response (p < 0.01). 
At longer ISis, theTA response remained facilitated , while the SC response 
showed paired-pulse depression. At 800 ms lSI, the longest interval tested, the paired-
pulse ratio for the SC response was 0 .90 ± 0.01 (significantl y different from 1, p < 0.01 , n 
= 14) and the paired-pulse ratio for theTA response was 1.1 2 ± 0.03 (significantly dif-
ferent from 1, p < 0.0 I , n = 24); the difference between theTA and SC paired-pulse 
responses was highl y significant (p < 0.0001). I noticed a negative correlation between 
the size of the initial field response and the magnitude of the observed fac ilitation, as has 
been previously noted for SC responses in pyramidal cells (Manabe eta/. 1993). Since 
one factor affecting whether paired-pulse responses will undergo facilitation or depres-
sion is the probability of vesicle re lease (Manabe et a/. 1993; Debanne eta/. 1996), and 
small initial responses may reflect low vesicle release probability, I wondered whether 
the difference in initial response sizes could explain the differences observed between the 
SC and theTA paired-pulse responses. ln general, baseline SC responses were signi-
fi cantl y larger than baseline TA responses (SC mean initial s lope, -0. 12 ± .02 mV/ms, n = 
15; TA mean initial slope, -0.058 ± 0 .006 mV/ms, n = 35, p < 0 .00 I). 
To test this hypothesis directly, I performed a series of experiments in which T 
varied the stimulation strength (and hence the size of the initial response) while taking 
paired-pulse measure ments at lSis of 50 and 800 ms. At very low stimulus strengths, the 
small size of the field response, along with the low sampling rate, made accurate deter-
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mination of initial slope difficult. Therefore, I made comparisons of 
amplitudes as well as slopes, since at low stimulus strengths the amplitudes are not likely 
to be greally affected by inhibition or by population spikes. As predicted, a negative 
correlation was observed between initial response size and paired-pulse plasticity, with 
paired-pulse facilitation decreasing with increasing response size (Figure 6). This 
dependence was much more pronounced at 50 ms lSI than at 800 ms lSI. 
Paired-pulse response rati os in the SC and TA pathways at 50 ms lSI were very 
similar (Figure 6). To sec whether the difference in SC and TA paired-pulse plasticity at 
800 ms LSl was due only to initial size of the first response, I compared TA and SC res-
ponses of similar sizes in the same slices. At low slope values (SC mean initial slope, 
-0.034 ± 0.005 mV/ms, n = 9; TA mean initial slope, -0.037 ± 0.006 mV/ms, n = 9), there 
was no significant difference between the paired-pulse ratios (SC paired-pulse slope ratio 
= l.Ol ± 0.05, n = 9; TA paired-pulse slope ratio= 0.92 ± 0.06, n = 9). However, when 
paired-pulse responses were compared by measuring amplitudes at low stimulus strengths 
(SC mean amplitude, -0.18 ± 0.03 mV, TA mean amplitude, -0.19 ± 0.02 mV, n = 9), a 
significant difference was observed: theTA response showed sl ight, but not stati sti cally 
si gnificant, facilitation (paired-pulse amplitude ratio, 1.12 ± 0.03, n = 9, NS different 
from no effect) while the SC response showed slight depress ion (paired-pulse amplitude 
ratio, 0.9 1 ± 0.0 1, n = 9, significantly different from no effect (p < 0.01)) (difference 
between SC and TA paired-pulse ratios significant, p < 0.05). 
In some field responses, a positive-going component could be observed following 
the field EPSP; thi s was likely a field IPSP. The amplitude of the fi eld IPSP was also 
measured during the paired-pulse stimulation paradigm, and a paired-pulse plasticity ratio 
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calculated. In both the SC and TA responses, the field IPSP showed facilitation 
at LSl s of 10 - 100 ms, and depression at ISis of 400 - 800 ms (Figure 5). At 200 ms 
IST, the TA IPSP was facil i tated, w hile the SC IPSP was unchanged. Where both 
responses were faci li tated, the TA response showed greater facilitation than the SC 
response; conversely, where both responses were depressed, theTA response showed less 
depression than the SC response. 
2.3.2 Pyramidal cells - intracellular recordings 
2. 3.2. 1 Electrophysiological properties and morphology 
Recordings were made from 71 different pyramidal cells, using KAc-filled 
electrodes. The mean resting potential of the neurons was -63.7 ± 0.7 mY (n = 71) and 
the mean input resistance was 103 ± 6 MQ (n = 61). T rains of action potentials evoked 
by depolari zing curTent injection showed considerable spike frequency accommodation 
and small afterhyperpolari zations (AHPs) fol lowing each action potential (Figure 7 A). 
Some earl y intracellular recordings were made with CsAc in the electrode rather 
than KAc. T hese neurons had a mean resting potential o f -68.4 ± 1.4 mY (significantly 
lower than K Ac recordings, p < 0.01 , n = 33) and a mean input resistance of 154 ± 12 
MQ (significantl y higher than KAc recordings, p < 0.0001 , n = 3 1 ). The higher input 
res istance may be due to the blockade of K+ channels by Cs+ (Hille 1992, p. 131), while 
the more negati ve resting potential remains unexplained. 
A few pyramidal cells were filled wi th biocytin and reconstructed. Their 
morphology was typically pyramidal (Ramon y Caj al 19 1 L; Tshizuka et at. 1995), with a 
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vertically-oriented soma, apical dendrites densely arborizing in SR and SLM, 
basal dendrites arborizing in SO, spines visible on dendrites, and axon running in SO and 
alveus (Figure 7B). 
2.3.2.2 Responses to SC and TA stimulation 
Stimulation strengths were set so as to evoke a subthreshold, submaximal EPSP at 
the cell body. SC stimulation by means of a stimulating electrode in SR, near CA3, 
almost always (69171 neurons) evoked an EPSP; in many cases (5 1/71 neurons), a sub-
sequent slow IPSP was also recorded (Table 1) (Figure 8A). In a smaller number of 
neurons (3817 1), a fast IPSP was also seen; in 25 cases, both a fast and a slow IPSP could 
be distingui shed. Responses to TA stimulation , with the stimulating electrode in the 
subicular end of SLM, were similar but smaller and slower (Tab le 1) (Figure 8A). The 
smaller amplitude and longer time to peak of theTA compared to the SC EPSPs is con-
sistent with the more distal location of TA synapses on the pyramidal cell dendrites; 
dendritic filterin g may have thi s e ffect on synaptic potential s (Rail 1967). Very occa-
sionally, stimulation of either pathway would resu lt in no visible EPSP. 
Responses recorded with CsAc electrodes were very similar to responses recorded 
from KAc electrodes (Table 1). SC responses included a fast EPSP (30/31 neurons; time 
to peak signifi cantly s lower than KAc recordings, p < 0.000 I ; n = 30) followed by a slow 
TPSP, with a fast IPSP (time to peak, 44 ± 9 ms; peak amplitude, -4 .8 ± 0.4 ms; n = 2) 
occasionall y clistingui shab le. TA responses also consisted of a fast EPSP (time to peak, 
43.1 ± 3. 1 ms; peak amplitude, 2.6 ± 0 .2 mY; time to peak significantly slower than KAc 
recordings, p < 0.000 l , n = 3 1) followed by a slow IPSP (time to peak, 298 ± 17 ms; peak 
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amplitude, - 1.0 ± 0.2 ms; n = 14). It is unc lear why the time course of E PSPs 
in CsAc recordings would be slower than in KAc recordings; possibly, the E PSP is 
normally truncated by acti vation of voltage-dependent or GABA 13-activated K+ channels. 
Although Cs+ should block GABA 13-activated K+ channe ls, a slow IPSP was still 
observed in most CsAc recordings; it is possible that Cs+ was not diffusing out into the 
dendrites where these channels may be located. It is hard to make a meaningful 
compari son of IPSP amplitudes because of the varying stimulation strength and poss ible 
variation in inhibitory innervation between slices . 
Monosynaptic IPS Ps were evoked by proximal stimulation of either pathway in 
the presence of the AMPA receptor antagoni st CNQX ( lO J..tM) and the NMDA receptor 
antagoni st AP5 (50 J..tM). Stimulation of either input evoked clearly biphasic IPSPs 
(Table 2) (Figure 8B). The pharmacology of IPSPs was determined by the addi ti on of 
GABA antagonists to the bath. When the G ABAA antagoni st bicuculline (20 J..tM) was 
added to the bath in the absence of g lutamate antagonists, the time to peak and ampli tude 
of both the earl y E PS P and the late IPSP in the response to TA stimulation were in-
creased (Figure 8C). Dependi ng on the position of the stimulating electrode, TA lPSPs 
could be purely di synapti c, disappearing when the g lutamate an tagoni sts CNQX ( lO J.!M) 
and AP5 (50 J.!M) were added to the bath, o r partia ll y monosynapti c, persisting even in 
the presence of CNQX and AP5. Once the stimulatin g e lectrodes were positioned to 
e licit a monosynapti c IPS P, the earl y component could be blocked by the addition of 20 
J..tM bicuculline (Figure 80). Addition of the GABA13 antagoni st 2-0H sac lofen (100 
J.!M) caused a partial bloc k of the late component of the TPSP (Fi gure 8D), and a full 
block could be obtained with the more potent GABAs antagonist CGP 55845A 
(data not shown, but see section 4.4.1 , p. 2 1 1). 
91 
I attempted to determine the reversal potentials of the monosynaptic IPSP com-
ponents by changing the membrane potential of the cell with current injection. However, 
because of the poor space clamp of the cell, the membrane potential recorded at the soma 
is unlikely to be an accurate reflection of that at the dendrites where synapses are located. 
The late component of the monosynaptic IPSP was particularly difficult to reverse. In 
general, the reversal potential of the early (GABAA) component was about 15 mV less 
negative than that of the late (GABA13) component. Reversal potentials for IPSPs evoked 
in SR were less negative than those for IPSPs evoked in SLM (Figure 9); this likely ref-
lects the effects of space c lamp, as the synapses activated by SLM stimulation are likely 
to be farther from the soma than those activated by stimulation in SR. 
In order to be able to study theTA and SC EPSPs in isolation , especially for 
measurements of paired-pulse plasticity, I tried to pharmacologically isolate the EPSPs 
by recording in the presence of 20 1..1.M bicucul line and 100 1..1.M 2-0H-saclofen. How-
ever, in the absence of al l inhibition, pyramidal cell s were very prone to spontaneous 
spiking or spiking in response to any level ofT A or SC stimulation. 
It should be noted that all responses were very variable, not just between cells, but 
from sweep to sweep in a single cell. The standard errors given reflect an average across 
experiments, but do not represent the intra-experimental variation. 
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2.3.2.3 Responses to paired-pulse stimulation 
Responses of individual pyramidal cells to paired-pulse stimulation of theTA and 
SC pathways showed a great deal of variability, both from cell to cell as well as within 
tlial s on a single cell. Further variabi lity was caused by the fact that some paired-pul se 
responses were recorded with KAc e lectrodes, whereas others were done with CsAc 
electrodes. 
Paired-pulse plasticity of the EPSP component of theTA and SC responses in 
normal ACSF was tested at ISis of 10, 25, 50, 100, 200, 400, 600 and 800 ms. Although 
differences were observed between recordings made with KAcor CsAc electrodes, they 
did not occur in a consistent pattern (with one exception: SC EPSP slope facilitation was 
robust in CsAc recordings, but not present in KAc recordings) and so the data were 
pooled. The paired-pu lse plasticity patterns ofT A and SC EPSPs were remarkably 
similar (Figure 10). Facilitation can be seen most c learly in the EPSP slope measure-
ment, with both TA and SC responses showing facilitation of the initial EPSP slope at 
ISis up to 200 ms, with no facilitation or depression observed at longer ISis. The 
apparent dip in facilitation observed at ISis of 25 and 50 ms in the EPSP amplitude ratio 
measurement can be accounted for by the measurement method. The amplitude of the 
second EPSP was measured from its onset, which at these ISis would have been ncar the 
peak of the first EPSP. A ratio of - 1 at 25 ms lSI shows that summation of EPSPs was 
approximately linear. 
Paired-pulse plasticity of the s low, GABA8 -mediated IPSP was measured at ISis 
of 10, 25, 50, 100, 200, 400 and 600 ms, also in the absence of pharmacological agents, 
in the same responses used for measuring paired-pulse plasticity of EPSPs. Again, SC 
and TA responses were very similar. ln both responses, approximately linear 
summation of the IPSP was observed at ISis 5 100 ms. At 400 ms lSI, the first and 
second JPSPs were approximately equal in amplitude, and at 600 ms lSI, some 
depression was seen in theTA, but not the SC, response. 
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IPSPs evoked monosynaptically, by proximal stimulation in the presence of 
glutamate antagonists, were used to assess paired-pulse plasticity in the fast, GABAA-
mediated IPSP. At short 1Sls ( 10 and 25 ms), an almost linear summation of IPSPs was 
observed. At longer lSis, depression was observed, with the IPSP sometimes becoming 
depolarizing, especially in the SC response, resulting in a negative paired-pulse ratio 
(Figure 10). GABAA responses are known to undergo paired-pulse depression by means 
of presynaptic GABA 0 autoreceptors (e.g., Davies et al. 1990), but the reversal of polar-
ity of JPSPs observed here suggests that changes in driving force played an important role 
as well. 
No results were obtained for paired-pulse plasticity of isolated EPSPs, in the 
presence of GABA blockers, because virtually any paired stimulation resulted in an 
action potential. 
2. 3.2.4 Responses to trains of SC and T A inputs 
As di scussed in section I . 1.5. 1 (p. 31 ), a frequency dependence of synaptic trans-
mission is observed in many neural pathways. Understanding how neurons respond to 
inputs at various frequencies is key to understanding what patterns of physiological 
activity will contribute to information flow in a particular neural pathway. Trains of 
stimuli at various frequencies can be used to probe the frequency dependence 
of synaptic transmiss ion. 
A s noted for paired-pulse stimulation, there was a great deal of variabi lity of 
responses from trial to trial both within and between individual neurons, but some 
consistent patterns were observed. 
2.3.2.4. 1 EPSPs 
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Intracellular responses of 17 pyramidal cells to trains of TA and SC stimuli in the 
following patterns were recorded: 4 stimuli at 5Hz, 9 stimuli at 10Hz, and lO stimuli at 
15, 25, 50 and 100Hz. All experiments were performed in normal ACSF, with inhibitory 
and excitatory transmission intact, to observe the interplay between the excitatory and 
inhibitory, as well as faci litating and depressing, components of the response (Buono-
mano and M erzenich 1998). In none of the cells in which frequency-dependent responses 
were systematicall y studied did TA stimulation evoke an action potential, although such 
cells were occasional ly observed at other times. Responses to SC stimulation, however, 
were often sufficientl y large to evoke action potentials. Note that responses in which the 
ce ll fired an action potential were not included in thi s analysis, which may suggest that 
faci litating responses were overlooked. However, in a slice with inhibition intact, the 
firing of CA I pyramidal cell s w ill recruit feedback inhibition w hich w ill affect responses 
to subsequent stimuli. Furthermore, I observed that in responses with spikes, the prob-
abi lity of spike firing did not seem to increase over the course o f the burst; on the con-
trary, neurons that did spike in response to SC stimulation tended to do so early in the 
stimulus train (data not shown). 
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In general, in both TA and SC responses, a reduction in peak EPSP 
amplitude was observed over the course of a stimulus train (Fi gures 11 , 12). At 
stimulation frequencies of 10, 15, and 25Hz, facilitation (summation) was sometimes 
observed between the second and first responses, but third and subsequent responses 
were almost always smaller than the second. This appears to be primarily due to the long 
GABA13-mcdiated TPSP on which the EPSPs were riding. TA EPSPs, which were 
particularly small compared to TA-evoked IPSPs, often reached a maximum amplitude 
below the original resting potential of the cell when arriving during the IPSP (Figure 12). 
In one experiment, the response of a pyramidal cell to trains of SC and TA 
stimulation in the presence of the GABA 0 antagonist CGP 55845A was recorded (data 
not shown). Under these conditions, the SC response showed facilitation at frequencies 
of 5- 15Hz, often firing action potential s, but at higher frequencies (25- LOO Hz), 
depression of SC EPSPs occurred. T A responses were depressed at all stimulation 
frequencies, but the responses stayed close to the original membrane potential rather than 
riding on a large, hyperpolari zing lPSP. 
The times to peak of the TA EPSPs were quite variable from response to res-
ponse, and often difficult to measure because of the low, broad EPSP. At a stimulation 
frequency of 5Hz, the time to peak of TA responses in most cases showed a clear in-
crease, but at hi gher stimulation frequencies, no clear pattern was apparent (Figure 12). 
fn contrast, the time to peak of SC responses showed a c lear inc rease at all stimulation 
frequencies (Figure I L). Th is change in time to peak likely reflects the onset of GABA0 
autoreceptor-mediated inhibition of the fast, GABAA-mediated lPSP (Buonomano and 
Merzenich 1998), which normally limits the time course of the EPSP (Turner 1990). 
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2.3.2.4.2 !PSPs 
Tn the paired-pulse stimulation experiments, the slow IPSP component of both the 
SC and theTA response was sometimes greatly increased by application of a second 
stimulus. This slow IPSP component was further increased by longer, higher-frequency 
stimulation. 
Peak IPSP amplitude was measured in 16 pyramidal cells for responses to 
trains of ten SC or TA sti muli (bursts) at frequencies of 15, 25, 50, and 100 liz. 
Responses in which the cell fired in response to burst stimulation were left out of 
the analysis, because a spike AHP may have contributed to the hyperpolarizing 
component of the response. Burst stimulation resulted in a substantial amplification 
of the inhibitory component of the response, especially in theTA pathway; the SC-
evoked IPSP showed less amplification, likely because of its higher initial amp-
litude. The SC IPSP reached a maximum of l.7X the baseline va lue when evoked 
with 50 H z stimulation (n = 9), whereas theTA TPSP could be increased to about 
4X its initial value wi th 50 or 100Hz stimulation (n = 15, 13) (Figure 13). 
However, the SC IPSP was larger than theTA IPSP; for example, after a 100Hz 
burst, the SC IPSP had an amplitude of -7.4 ± 0.5 mV (n = 9), whereas theTA JPSP 
had an amplitude of -3.6 ± 0.5 mV (n = 14). The burst-evoked JPSP was mediated 
by GABA13 receptors (see Chapter 4). 
IPSPs evoked in pyramidal cells by TA burst stimulation underwent a 
fUtther f01m of short-term plasticity when TA bursts were themselves repeated. 
When bursts ofT A stimulation were repeated at short intervals, the evoked TPSPs 
decreased in ampli tude. This phenomenon was characterized with burst stimulation 
(10 stimuli at 100Hz) of theTA pathway repeated at intervals of 1, 5, 10, 15, 
20, 30, 60 or 120 seconds. At intervals of 30 seconds or less, a de finite decrease in 
lPSP amplitude was observed; thi s decay was well fit by a single exponential 
(Figure 14). The time constan t of this decay ranged from 3.6 ± 0.3 s (n = 8) at an 
lSI of 1 s, to 192 ± 104 s (n = 3) at an lSI of 30 s. At al l ISis, the time constant of 
decay was equal to 4-7X the lSI, meaning that the response would decrease to 37% 
of its original size after4-7 repetitions of the burst stimulus. At an lSI of60 s, a 
small decay was sometimes observed (n = 3); no change in the size of the IPSP was 
observed when TA bursts were repeated at 120 s intervals (n = 3). Recovery from 
lPSP decay was not systematicall y tested for ISfs > I s, but took about 5 minutes. 
For 1 s £Sis, the JPSP recovered to 60 ± 6% of the original response size l min after 
a train of lO bursts (n = 3), and to 85 ± 5% of the original response size 2 min after 
a trai n of 10 bursts (n = 5). This JPSP decay may have been due to decreasing 
recruitment of intcrneurons (e.g., see Congar eL al. 1995), acti vity-dependent 
inhibition of GABA release via GABA0 autoreceptors (e.g., sec Davies el al. 1990), 
synaptic vesicle depletion (e.g., see Liu and Tsien 1995; Stevens and Tsujimoto 
1995; Galarrcta and Hestrin 1998), or some combinati on of these factors. 
2.3.3 SR/SLM inte rne urons - whole-cell recordings 
2.3.3.1 Electrophysiological properties and morphology 
Whole-cell recordings were made from 41 different interneurons, of which 27 
were successfull y fi lled with biocytin and reconstructed, although the axon was some-
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times lost. Eight intemeurons were in SLM proper, 14 were at the SRISLM 
border, and 19 were in distal SR, as determined by direct observation when se lecting cells 
for recording. (Under our observation conditions, SLM is distinctly darker than SR.) 
Intemeurons had a mean resting potential of -68.6 ± 1.5 mY (n = 39) and fired action 
potentials 72.9 ± 2.2 mY (n = 27) in amplitude. Their mean input resistance was 562 ± 
35 MQ (n = 29). A variety of spiking patterns was seen in response to a 500 ms 
depolarizing cuJTent injection pulse: a few spikes followed by a plateau (4/41) (Figure 
I SA), a longer train followed by a plateau (9/41) (Figure JSB), irregu lar spiking (12/41) 
(Figure 15C), or fast spiking (14/41) (Figure 15D). Twenty-one out of 41 intemeurons 
showed an undershoot after a step depolarization, 17 showed a sag during 
hyperpolarization , and 40 had a prominent spike AHP. 
Some cells that were at first presumed to be intemeurons, based on the location of 
their cell bodies wel l outside of SP, turned out to have intrinsic membrane properties and 
morphologies similar to pyramidal cell s. These neurons appear to correspond to the 
recently described stratum radiatum giant cel ls (Gul yas eta/. 1998b) and are analyzed 
separately below; they arc not included in the above numbers. 
Interneurons were generall y quiet at rest, with few spontaneous action potentials. 
In three intemeurons, depolari zing and hyperpolarizing cunent injections were used 
along with recordings of long (5 s) periods of background activity, in the absence of 
stimulation , to look for voltage-dependent osci ll ations in membrane potential. As 
previously reported (Wi lli ams eta/. 1994), at hyperpolarized membrane potentials, 
depolarizing spontaneous postsynaptic potentials (PSPs), li ke ly polarity-reversed IPSPs, 
were observed. At depolari zed potentials, membrane potential osci llations and/or 
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spontaneous action potential firing were observed in two out of three cells, 
simi lar to previous reports (Williams et al. 1994; Chapman and Lacaille 1999) (Figure 
16). The recording condi ti ons and variability of the oscillati ons did not permit a rigorous 
analysis, but the approxi mate osci llation frequency of 1-3 Hz was similar to previously 
reported recordings at room temperature (Chapman and Lacaille 1999). 
The morphology of recovered interneurons was highly variable and difficult to 
classify because of the varying degrees of success in reconstruction. In particular, axonal 
arborizations were not reconstructed sufficiently wel l to categorize the neurons into 
previously-described families (Vida et al. 1998). Cell bodies were round, fusiform, 
oblong, tri angular, or irregular. Both dendrites and axons were usually very varicose or 
beaded; dendrites were much finer than those of giant cells or pyramidal cells. All 
recovered interneurons had processes in SR, and most (22/27) had processes in SLM; 
12/27 had processes extending to SP and 8/27 had processes en tering SO. One inter-
neuron was observed to have a process crossing the hippocampal fissure, like some 
previously-described SLM intemeurons with processes leaving CA 1 and entering the 
dentate gyrus (Lacaj lle and Schwartzkroin 1988a; Vida eta/. 1998). It is likely that such 
processes would have been lost in some neurons because of the removal of the dentate 
gyrus during slice preparation. When the axon could be clearly identified, it most com-
monly ramified profusely throughout a broad extent of SR. The most common dendritic 
arborizations were either a horizontal distribution, with dendrites running along the 
SR/SLM border (e.g., Figure 15E), or a stellate arrangement, wi th long, straight dendrites 
extending in various directions, often as far as SP or SO (e.g., Figure LSF). The total ex-
tent of recovered processes was generally at least 500 J..lm along the long axis of the slice. 
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2.3.3.2 Responses to SC and TA stimulation 
Based on their morphology, SRISLM intemeurons are likely to be innervated by 
both TA and SC axons, and so their responses to TA and SC inputs were recorded. Of 
particular interest was their responsiveness to TA input, since 1 was interested in iden-
tifying intemeurons mediating the inhibitory component of theTA pathway. The res-
ponses of intemeurons to synaptic input were quite heterogeneous. Responses averaged 
over all groups arc presented in Table 1. lnterneurons were categorized into three groups 
based on their responses to TA stimulation: unresponsive, inhibited, and excited. 
Unresponsive: In 14 out of 41 interneurons, the response to TA stimulation was 
either so small as to be undi stingui shable from background, or consisted sole ly of an 
action potential driven directly by the stimulating e lectrode, rather than by synaptic input. 
Nine of these interneurons responded to SC stimulation with an EPSP (time to peak, 19.2 
± 2.3 ms; peak amplitude, 4.4 ± 0.5 mY). It is unc lear why some SR/SLM intcrncurons, 
whose dendrites in many cases arborized in SLM, were completely unresponsive to TA 
stimulation . It is possible that slices were not always cut at an optimal angle for pre-
serving TA axons; al so, in some cases, the cut made through SR to prevent antidromic 
SC activation may have also cut some axons in SLM. 
111/zibited: Three interncurons responded solely with an fPSP to TA stimulation. 
However, thi s may have been due to the fact that these recordings were made with the 
stimulating electrode further away from the recording site than usual. As di scussed in the 
context of field responses to TA stimulation (section 2.4. 1, p. 108), more di stal 
stimulation may selective ly lead to a loss of excitatory transmission. 
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Excited: The remaining 24 intemeurons showed a distinct EPSP in 
response to TA stimulation. These intemeurons had fairly simi lar TA and SC responses. 
These intemeurons responded to SC stimulation with a fast EPSP (time to peak, 20.7 ± 
1.3 ms; peak amplitude, 7.0 ± 0.8 mY, n = 21) rarely followed by a small IPSP (time to 
peak, 350 ± 150 ms; peak amplitude, -1.0 ± 0.1 mY; n = 3); theTA response included a 
fast EPSP (time to peak, 19.5 ± 1.6 ms; peak amplitude, 5.2 ± 0.6 mY; n = 24) also rarely 
followed by a smalllPSP (time to peak, 53 1 ± 44 ms; peak amplitude, -0.6 ± 0.1 mY; n = 
4) (Figure 17 A). Since these interneurons were located near the border of SR and SLM, 
the SC and TA afferents innervating these layers likely make synapses wi th similar distri-
butions of distance from the cell body. Therefore, both sets of inputs would be subject to 
simi lar amounts of dendritic filtering, which cou ld account for their simjlar amplitudes 
and times to peak. 
The variation with membrane potential of the synaptic responses of intemeurons 
was not studied systematical ly, but certain observations were made. In seven otherwise 
unresponsive or excited interneurons, depolarization revealed an lPSP in synaptic res-
ponse that was not apparent at the neuron's resting potential (Figure 178). In four inter-
neurons, a slower depolarizing componen t was observed following the fast EPSP (Figure 
17C). In some cases, thi s may have represented an NMDAR and/or voltage-dependent 
channel mediated depolarization; in other cases, when this phenomenon was observed at 
lower resting potentials, this may have been a polarity-reversed slow lPSP (Wi lliams e t 
al. 1994). The cause of a very slow, long-lasting (seconds) depolarization developing 
after the end of high- frequency SC stimulation (Figure 17D) remains unknown, though it 
bore certain resemblances to a Ca2+-dependent, mGiuR-activated slow, non-
specific cationic cunent previously reported in hippocampal neurons (Congar et al. 
1997). 
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In at least three interneurons, responses to TA and/or SC stimulati on appeared to 
include multiple EPSPs at discrete latencies (Figure 18). The origins of these multiple 
EPSPs are unclear, but the delays between responses suggest activation of some kind of 
polysynaptic pathway. In one such case, the regular ACSF was replaced with a high-
divalent solution (5 mM Mg2+ and 5 mM Ca2+, instead of the regular 1.3 mM Mg2+ and 
2.4 mM Ca2+) in order to selectively reduce polysynaptic activity (Beny and Pentreath 
1976). During application of the high-divalent solution, the number of putative poly-
synaptic events was greally reduced (Figure 18). 
2.3.3.3 Responses to trains of SC and TA inputs 
The responsiveness of interneurons to different input frequencies will contribute 
to the overal l frequency dependence of synaptic transmission in neural pathways that 
include a feed-forward inhibitory component. To characterize frequency-dependent 
responses in intemeurons, the same trains of stimuli that were applied to pyramidal cel ls 
(4 stimuli at 5Hz, 9 stimuli at 10Hz, and lO stimuli at 15, 25, 50 and 100Hz) were 
applied to 11 interneurons. The most striking difference between the responses of inter-
neurons and of pyramidal cel ls was the much smaller inhibitory component in the inter-
neuron response: an IPSP in response to TA burst stimulation was seen in only Jill inter-
neurons, and small IPSPs in response to SC burst stimulation (-1.4 ± 0.4 mY after a stim-
ulus train of 10 stimuli at 50 H z) were seen in 511 1 interneurons. Although it is possible 
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that IPSPs were not observed because of insufficient activation of inhibitory 
inputs, thi s seems unlikely, because stimulus strengths were not systematically different 
from those that evoked JPSPs in pyramidal cells or SR giant cells. Tt is also possible that 
IPSPs, particularly those mediated by GABAA receptors, were not as readi ly apparent 
because of the more negative resting potential of interneurons, compared to pyramidal 
cells. 
SC EPSPs in interneurons were general ly depressed with repeated stimulation, 
regardless of initial amplitude or stimulation frequency (Figure 19). Repeated TA EPSPs 
could show either facilitation or depression, with facilitation prevalent at lower stim-
ulation frequencies (5 or 10Hz) while depression dominated at higher frequencies (15 or 
25Hz) (Figure 20). The initial response si ze did not appear to be significant in determin-
ing whether a response would facilitate or depress. The apparent lack of facilitation at 
higher frequencies may have been due to the removal from the analysis of cells which 
always fired action potentials in response to repeated TA stimulation (see below and 
Figure 21 ). 
In contrast to pyramidal cell respon ses, SC EPSPs in interneurons showed no 
consistent patterns in times to peak with repeated stimulation. If anything, a net decrease 
in time to peak was observed between the first and second EPSPs in a train at stimulation 
frequencies of 10, 15 or 25 Hz (Figure 19). TA EPSP times to peak showed no consistent 
pattern (Figure 20). 
Interneurons were much more likely than pyramidal cells to be driven to fire 
action potentials in response to TA input. Of the 11 interneurons whose frequency-
dependent responses were systematically tested, four showed sufficient 
faci litation to reach action potential threshold (see Figure 21 for two examples). 
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Since theTA input to CAl may be important in inducing theta oscillations 
(Buzsaki eta!. 1995), 1 tested the response of five interneurons to theta-patterned stim-
ulation : a burst of five pulses at 100Hz, repeated nine times at5 Hz, with the whole 
series repeated at 15 s intervals. In two intcrneurons, the action potentials evoked by 
theta-patterned stimulation appeared to be directly driven by the stimulating electrode, 
rather than synaptically evoked; this was verified in one interneuron when spikes were 
still evoked in the presence of the glutamate antagonists CNQX and AP5 . In two inter-
neurons, the level of postsynaptic depolarization decreased greatly both from burst to 
burst as well as over the repeated trains of theta stimulation; in a third interneuron, the 
theta-patterned input resu lted in action potentials whose frequency increased wjth repeat-
ed trains. SLM interneurons therefore appear to be heterogeneous in their responsiveness 
to theta-patterned input. 
2.3.4 Stratum radiatum giant cells -whole-cell recordings 
2.3.4.1 Electrophysiological properties and morphology 
Several neurons recorded in di stal SR and SLM resembled pyramidal cells both in 
physiology and in morphology, and are likely to correspond to the recently-described SR 
giant cell s (Gulyas et al. 1998b). (The abbreviation RGC used in thi s previous repmt is 
unfortunate, because of its well -established usc as an abbreviation for retinal ganglion 
cell; I will use "SR giant cell" to avoid confusion.) These neurons had an average restin g 
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potential of -66.9 ± 2. L mY (n = 12), input resistance of 116 ± 9 mY (n = 12), 
and action potentials 85.2 ± 4.1 mY in amplitude (n = 10). These neurons generally 
showed a moderate amount of spike- frequency accommodation in response to 
depolarizing current injection, with an undershoot following repolarization, sag current 
during hyperpolarizing current steps, and no prominent AHP following action potentials 
(Figure 22C), features remini scent of pyramidal cells rather than interneurons. The 
morphology ( 10 cells) was similar to that previously described (Gulyas et al. J998b); 
neurons had one or two thick apical dendrites with profuse dendritic arborization in SR 
and SLM (Figure 22A, B). Six neurons had no " basal" dendrites, similar to the 
previously-described SR giant cell morphology (Gulyas et al. 1998b). Dendritic spines 
could be observed when cells were viewed at high magnification. 
2.3.4.2 Responses to SC and TA stimulation 
Responses of SR giant cells to SC stimulation were similar to those of pyramidal 
cells: a fast EPSP followed by a slow IPSP (Table 1) (Figure 23A). The excitatory com-
ponent of the response was mediated by glutamate and was eliminated in the presence of 
the AMPA receptor antagonist CNQX ( LO J..!M) and the NMDA receptor antagonist AP5 
(50 J..!M) (Figure 23B). TheTA response had a much larger excitatory component than 
that seen in pyramidal cel ls, while the IPSP was quite small (Table 1). Fast IPSPs, 
however, were evident at depolarized membrane potentials (Figure 23C). EPSPs evoked 
in SR giant cells by TA or SC stimulation were similar in amplitude and time to peak, 
consistent with the greater prox imity ofT A inputs to the soma in SR. Directl y-driven 
depolarization to action potential threshold, or antidromic driving of spikes, 
was never observed in SR giant cells. 
2.3.4.3 Responses to trains of SC and TA inputs 
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Frequency dependence of synaptic transmission was also examined in SR giant 
cells. The same trains o f stimuli that were applied to pyramidal cells and interneurons 
(see section 2.3.2.4, p. 94) were applied to 5 SR giant cells. Like pyramidal cells and 
unlike interneurons, SR giant cells showed an enhanced IPSP in response to burst stim-
ulati on, with 4/5 SR giant cells showing a distinct inhibitory response to TA and/or SC 
burst stimulation. For example, a train of 10 stimuli at 50 H z applied to the SC pathway 
resulted in an JPSP of -4.6 ± 2.3 mY (n = 3); the same pattern applied to theTA pathway 
resulted in an TPSP of -3.2 ± 1.2 mV (n = 3). The presence o f robust IPSPs, compared to 
those observed in interneurons, suggests that the lack of IPSPs in interneuron recordings 
was not due simply to washout of some crucial intracellular factor during whole-cell 
recording; however, it is possible that the different morphology o f interneurons and giant 
cells makes them differentiall y susceptible to washout. The underl ying GABA0 IPSP in 
SR giant cells did not come to dominate the excitatory responses to trains ofT A stimuli , 
probably because of the greater initial amplitude of these EPSPs. SC EPSPs sometimes 
increased from the firs t to the second response, fo llowed by a decrease (Figure 24). T A 
EPSPs showed consistent increases in amplitude from the first to the second response and 
o ften from the second to the third response as well , followed by a slow decrease (Figure 
25). The times to peak o f TA responses showed no consistent pattern , w hile the times to 
peak o f SC EPSPs increased over the course of stimulus trains at 5 or 10Hz (s imilar to 
the responses seen in pyramidal ce lls) but showed no change at 15 or 25Hz 
(Fi gures 24, 25). 
2.4 Discussion 
2.4.1 Comparison of TA and SC inputs to CA 1 
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TheTA and SC inputs to area CA l of the hippocampus are similar in many ways. 
Both comprise a population of glutamatergic axons, theTA axons terminating in SLM, 
the SC axons in SR. Stimulation of either pathway results in an excitatory postsynaptic 
response, which can be recorded as a fie ld EPSP in the appropriate dendritic layer, and as 
an intracellular EPSP inCA I pyramidal cell s. H owever, at least in slice, the SC input 
has a greater excitatory effect than theTA input; stimulation of the SC pathway can elicit 
a population spike i n CAl , while even high-frequency TA stimulation rarely brings 
pyramidal cells to action potential threshold. The ineffectiveness of theTA excitatory 
input is likely due to the location of theTA synapses on the distal dendrites of CA l 
pyramidal cells, far away from the soma and spike initiation zone. Thi s distal dendritic 
location is reflected in the longer time to peak of TA compared to SC EPSPs. Although 
the synaptic conductances, and hence local EPSPs, are likely to foll ow a similar time 
course, electrotonic filtering of the distal TA input th rough the dendritic membrane wi ll 
result in a slower response (Rail 1967). In CA 3 pyramidal cells, voltage-dependent 
conductances " boost" the E PSPs evoked by perforant path input to SLM of that region 
(Urban et al. 1998); T did not observe such a phenomenon in CA 1, but nor did I system-
atically look for it. However, the absence of a boosting mechanism would be consistent 
with the idea that the EC input to CA l is not as strongly excitatory as the EC 
input via the pe1forant path to CA3 (Wu and Leung 1998). 
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The relati ve weakness of the excitatory component of theTA input to CA l has 
certain implications for our understanding of the role of thi s pathway i n hippocampal 
in formation processing. Many models of information storage and retrieval in the hippo-
campus require a strongly excitatory monosynaptic input from EC to CA l (Levy 1989; 
Hasselmo eta/. 1996; M cClelland and Goddard 1996), and theTA input must provide 
sufficient excitation to fire CA l pyramidal cells if it is to evoke place-specific firing 
patterns in these cells in the absence (Mizumori eta/. 1989) or in advance of (Muller and 
Kubie 1989) CA3 input. How can such models be reconciled with the present obser-
vation that the TA input is on ly weak ly excitatory? Tt should be noted that the field TA 
response recorded in vivo can be substantial (Buzsaki et al. 1995) and that TA stimulation 
can discharge CA l pyramidal cells at monosynaptic latencies (Yeckel and Berger 1990). 
Tn slice, many excitatory axons may be lost if they do not run parallel to the plane of the 
slice. Furthermore, the restricted topograph y of theTA pathway (Tamamaki and Nojyo 
1995) could result in only a smal l subset of CAl pyramidal cells being strongly inner-
vated by a pmticular set of TA axons. My very occasional observation of pyramidal cells 
that could be made to fire action potentials in response to TA input (data not shown) also 
supports the idea that strong excitatory TA inputs to CA l are present, but sparse. 
Paired-pulse plasticity of the excitatory component of theTA and SC pathways is 
also similar, with fi eld responses to either input showing facilitation at ISis up to 200 ms, 
as has been previously reported for the SC pathway (e.g., see Creager eta/. 1980). 
Paired-pulse facilitation of a current sink in SLM of CA J evoked by stimulation o f the 
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TA path i11 vivo has been previously observed, but only a 50 ms lSI was tested 
(Leung eta/. 1995). The degree of faci I i tation observed in the T A pathway was greater 
than that seen in the SC pathway, but that was most likely due to the smaller initial size 
of theTA response. Paired-pulse plasticity is known to vary inversely with probability of 
synaptic vesicle release, with a second response likely to show facilitation when the first 
response is small, and depression when the first response is large (Debanne et al. 1996). 
Intracellular recordings also showed a simi lar pattern of EPSP facilitation dUJing paired-
pulse stimulation of the SC and TA pathways, including slope measurements where 
changes in inhibition are unlikely to be a factor. These observations suggest that there 
arc no major differences in neurotransmitter release mechanisms in TA and SC axons. 
In addition to an excitatory response, stimulation of the SC or TA pathway also 
elicited a biphasic inhibition including both GABAA and GABA13 components, as has 
been previously observed (e.g., SC response, Newberry and Nicoll 1984; TA response, 
Empson and Heinemann l995b). Both GABAA and GABA0 components were prom-
inent in the SC response, while a distinct GABAA component was rarely seen in theTA 
response. However, this does not necessarily mean that TA stimulation cannot evoke a 
GABAA response. TheTA EPSP could be enhanced by addition of the GABAA antag-
onist bicuculline (e.g., see Figure 8), suggesting that a GABAA component is indeed 
present. The slower TA EPSP, compared to the SC EPSP, may be more likely to mask 
the GAB AA IPSP component of theTA response. In the presence of glutamate antag-
onists, both GABAA and GABAn IPSPs cou ld be evoked by proximal stimulation in 
either SR or SLM. 
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I used trains of TA and SC stimuli to look at the frequency 
dependence of synaptic transmission in these two inputs to C AL C hanges in response 
during repetitive synaptic acti vity can invo lve many different phenomena: summation of 
PSPs, which may be sublinear due to decreases in driving force as the response brings the 
membrane potenti al c loser to the reversal potenti al for the synapti c conductance, or 
supralinear if voltage-dependent channel s are activated, boosting the response (e.g., 
Margu li s and Tang 1998); si mple linear combinations of PSPs, including both fast and 
s low EPSPs and IPSPs, which may be differentiall y recruited by different afferent 
activity pattems; paired-pulse faci litation ofEPSPs by means of residual Ca2+ in the 
presynaptic terminal (Manabe et al. 1993 ; Thomson et al. 1993; Wu and Saggau 1994); 
paired-pulse depression of PSPs by means of synaptic vesicle depletion (Lambert and 
Wilson 1994; Wilcox and Dichter 1994; Fortunato et al. 1996; Galarreta and Hestrin 
1998; Wang and Kaczmarek 1998); and paired-pulse depression of IPSPs mediated by 
GABA8 autorcceptors on the presynaptic terminal (e.g., Davies eta/. 1990). 
In order to look at the interplay between these phenomena, I measured the peak 
amplitudes and times to peak of the EPSPs evoked by trains of TA and SC stimuli. EPSP 
peak amplitudes were measured relative to the peak of the response to the first EPSP, and 
as a difference rather than as a ratio, in order to describe whether the later responses were 
bringing the ce ll c loser or farther from action potential threshold (Buonomano and Mer-
zenich 1998). S imilar pattems were observed in both SC and TA inputs, wi th repeated 
stimulation resulting in an overall decrease in the peak amplitudes of later EPSPs in the 
train (Figures 11 , 12). T hi s appeared to be primarily due to the fact that later EPSPs were 
an·iving on Lop of a concurrently acti vated, strongly hyperpolarizi ng GABA0 -mediated 
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IPSP, as has been observed in CA3 and auditory cortex (Buonomano and 
Merzeni ch 998). When trains of SC inputs did drive pyramidal cells to spike, action 
potenti a l s ~ ere general ly seen during the first few responses in the train (data not shown), 
further sugf esting that inhibition was dominant in thi s response and cou ld rapidly curtail 
excitation,: s has previously been shown (Turner 1990). The times to peak of SC, but not 
TA, EPSPs ncreased durin g repetitive stimulation , suggesting that EPSPs early in the 
train were c Jrtailed by GABAA IPSPs which were the mselves depressed by repeated 
stimulation :Buonomano and Merzenich 1998). T he observation that the times to peak of 
TA EPSPs < id not change in a consistent way with repeated stimulation suggests that 
GABAA fm~ Ps do not play a significant role in shaping theTA response; however, it may 
just reflect t 1e fact that theTA EPSP is already broad and slow to peak due to dendritic 
filtering. 
Littl : has been previously reported about the frequency dependence of synapti c 
transmissiot in the TA pathway. In one report, stimulation in layer V of the medial EC 
in a combin :d hippocampal-EC slice resulted in only a biphasic inhibitory response, with 
no EPSP co nponent, in CAl pyramidal cells; repeated stimulation at 1-5Hz resulted in a 
decrease in >oth components of the IPSP, especiall y the GABAB-mediated one, but no 
higher stimt lation frequencies were tested (Jones 1995). I observed a similar decrease in 
the TA-evol ed GABAB IPSP with paired-pulse stimulation at 600 ms lSI (Figure 10) as 
well as with repeated burst stimulation at 1 Hz (Figure 14). The effect of depression of 
the TA-evol ed IPSP on hippocampal processing is exp lored further in C hapter 4. 
An apparent dominance of inhibition over excitation in theTA response has been 
noted befon (Empson and Heinemann 1995b; Levy et al. 1995). This suggests an impor-
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tant role for theTA pathway in modulation of hippocampal output. IPSPs 
evoked by activation of theTA pathway can reduce SC-evoked excitation (Colbert and 
Levy 1992; Empson and Heinemann 1995b). I found that IPSPs evoked by burst 
sti mulation of theTA pathway were able to prevent SC input from making pyramidal 
cell s fire; this spike-blocking phenomenon is characterized in Chapter 4. 
2.4.2 SR/SLM interneurons 
The presence of a substantial IPSP component in theTA response implies the pre-
sence of hippocampal intemeurons that are acti vated by TA inputs. I chose to study 
SR/SLM interneurons, which arc ideally positioned to receive synaptic input from theTA 
pathway, although other interneurons in CAl may also be activated by thi s pathway (e.g., 
see Kiss et al. 1996). 
The properties of SR/SLM interneurons reported here correspond well with 
previously published reports, each performed under somewhat different conditions and in 
different preparations (Lacaillc and Schwartzkroin 1988b; Lacaille and Schwartzkroin 
1988a; Williams eta/. 1994; Khazipov et al. 1995; Vida et al. 1998). T he mean resting 
potential in our recordings, about -69 mY, was substanti ally lowe r than the -55 to -66 mY 
reported e lsewhere. T his may be due to differences in recording conditions, and may also 
be due to the fact that I estimated resting potential by subtracting the potential recorded in 
the bath after breaking the seal from the potential recorded during the experiment. T hi s 
bath potenti al was nearl y always positi ve and, if it were not present th roughout the exper-
iment, would bias ca lculated membrane potentials towards more negati ve values. 
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Measured input resistances can on ly be compared to other whole-cel l 
recordings, since sharp electrode recordings give lower estimates for input resi stance, 
owing to the leak current around the electrode in the absence of the gigaohm seal created 
during whole-cell recording. The input resistances I observed were about 200 MQ 
greater than those previously reported (Wi lliams eta!. 1994; Khaz ipov eta!. 1995), 
although there was a very high variance both in our results and in the previously 
published reports. The higher resistance observed in our recordings may be due, once 
again, to differences in recording conditions, or it may be related to the more negative 
membrane potential; it is possible that fewer channels are open at thi s relatively 
hyperpolarized membrane potential. 
Other intrinsic membrane properties of SR/SLM interneurons were similar to 
those previous ly described. Injection of depolarizing cutTent elicited a train of action 
potentials with prominent AHPs, consistent with all previous reports (Kawaguchi and 
Hama 1988; Lacai lle and Schwartzkroin 1988a; Williams et al. 1994; Khazipov eta!. 
1995; Vida eta/. 1998). A long AT-TP was observed following spiking during a depolar-
izing current step, as previous ly reported (Vida et al. 1998). I observed various patterns 
of spike frequency accommodation (Figure 15), very similar to those shown elsewhere 
(Vida et al. 1998) and consistent with other reports (Kawaguchi and Hama 1988; 
Williams er al. 1994; Khazipov eta!. 1995). ln one previous study (Lacaille and 
Schwartzkroin 1988a), SR/SLM interncurons were reported to show little spike-
frequency accommodation, but short (100 ms) depolarizing currents were used, and spike 
frequency accommodation can take longer than 100 ms to develop (e.g., Figure 15, and 
Vida et al. 1998). In some cases (data not shown) I observed a delay before the first 
action potential in a train evoked by depolruizing cutTent, as seen in the 
hyperpolalization-induced "burst mode" of spiking described previously (Lacaille and 
Schwartzkroin 1988a; Williams et al. 1994). As previously reported (Lacaille and 
Schwartzkroin 1988a; Wi !Iiams et at. 1994), a "sag" in the membrane potential was 
present in the response to a hyperpolari zing cutTent step, possibly mediated by slowly-
activating, inwardly-rectifying potassium conductances. 
114 
Responses of SRISLM neurons to extracellular stimulation in various layers have 
previously been desclibed (Lacaille and Schwartzla-oin 1988a; Williams eta!. 1994). In 
the transverse slice, stimulation in virtually any area of the hippocampus - alveus, SR, 
SLM, stratum moleculare of the dentate gyrus, or area CA3- resulted in an EPSP that 
could produce one or more action potentials (Lacaille and Schwartzkroin 1988a). IPSPs, 
however, were observed only about half the time (Williams et al. 1994) or not at all 
(Lacaille and Schwartzkroin L988a) in response to stimulation in transverse slices. 
However, SR/SLM intemeurons do receive inhibitory innervation, since more proximal 
stimulation could evoke GABAA and GABA8 IPSCs (Khazipov eta!. 1995) or IPSPs 
(Williams et al. 1994), and extracellular stimulation in the longitudinal slice evoked 
robust IPSPs (Lacai lie and Schwartzkroin 1988a). I, too, often did not observe IPSPs in 
response to SR or SLM stimulation (Table 1; Figure 17). I rarely observed spiking and, 
unlike previous reports (Lacaille and Schwattzkroin 1988a; Williams et al. 1994), never 
observed burst spiking in SR/SLM interneurons in response to single stimulation of SC or 
TA inputs. Many interneurons were not at all responsive to either SC or TA inputs, 
perhaps reflecting the heterogeneity of their dendlitic arborizations. 
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Responses of SRJSLM interneurons to trajns of presynaptic activity 
have not previously been described. In response to trains of SC stimuli , most 
intemeurons showed faci litation of responses to the first few stimuli in a train , followed 
by a decrease or a plateau (Figure 19). Unlike the responses of pyramidal cells, 
interneuron responses were not dominated by the appearance of a large, hyperpolarizing 
GABAB IPSP. Some TA responses showed a similar patlem of facilitation followed by 
depression over the course of a train , while others showed a persistent facilitation, 
particularly at lower stimulation frequencies (5 - 10Hz; Figure 20). Several interneurons 
could be driven to fire action potentials by means of repeated synaptic input from theTA 
pathway (Figure 21). The tendency towards facilitation or depression did not show a 
dependence on the size of the initial response. The strongly facilitatory responses seen in 
some TA-interneuron connections were similar to connections observed between 
individual pyramidal cells and interneurons in neocortex, which also showed greater 
faci litation than connections between pyramidal cells (Thomson 1997). 
2.4.3 SA giant cells 
In the course of doing interneuron recordings, I found that some ce lls in SRJSLM 
were not interneurons, but a different type of neuron, apparently the same as the SR giant 
cells described by Gulyas et al. (J998b). Just like interncurons, the SR giant cells I 
recorded had a more negative resting potential than previously repot1ed, -67 mV com-
pared to -53 mY. l also observed a lower input resistance, J 16 MQ, compared to 197 
MQ. In other ways, the giant cells I recorded were similar to those in the previous study, 
with overshooting action potentials, small spike AHPs, spike frequency accommodation 
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during a depolarizing current pulse, and a sag in the voltage response to a 
hyperpolarizing curTent step (Figure 22) (Gulyas et al. 1998b). The morphology of SR 
giant cell s was also very similar to the previous report. 
The synaptic responses of SR giant cells have not previously been described in 
detail; in one previous study of LTP of non-pyramidal neurons inCA I, SR giant cells 
responded with a large EPSP to stimulation in SR (Maccaferri and M cBain 1996), 
consistent with my observations. Unlike pyramidal cells, SR giant cells had robust 
responses to TA input (Figures 23, 25), likely due to the closer location of the giant cel ls' 
somata to the synapti c sites. Fast and s low IPSPs were observed in synaptic responses 
(Figure 23), showing that SR giant ce lls receive inhibitory input mediated by GABAA 
and GABA 13 receptors. TA and SC responses in SR giant cell s showed similar patterns in 
responses to trains of inputs, with initial facilitation followed by later plateau or depres-
sion; TA responses showed a somewhat greater tendency towards faci litation than SC 
responses. Unlike pyramidal cells, however, a clear-cut increase in time to peak of the 
SC response was observed only at low frequencies; in theTA response, no consistent 
pattern in time to peak was observed. 
The observation of large TA EPSPs in SR giant cells suggests that these neurons 
may be easil y exci ted by TA activity , and indeed, in some cases, action pote ntial firing in 
response to single TA stimuli was observed (data not shown). This suggests another 
aspect to the hippocampal circuitry that has not yet been explored. The axon collaterals 
of SR giant ce ll s make asymmetric, hence probably excitatory, synaptic contacts onto 
dendriti c spines and shafts in SO, including many dendrites ide ntified as belonging to 
interneurons (Gul yas e1 a/. 1998b), suggesting a possible role in feedforward inhibition 
via the SC or TA pathways . SR giant cell s, along with conventional 
pyramidal cells , project out of the hippocampus to the olfactory bulb (Van Groen and 
Wyss 1990; Gulyas et al. 1998b), though the possible function of thi s projection is 
unclear. Other possible downstream targets of SR giant cell s have not yet been 
identified. 
2.4.4 Contribution of the TA pathway to hippocampal processing 
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As seen here and explored further in Chapter 4 , theTA input to area CAL of the 
hippocampus has a predominantly inhibitory effect. However, given the large number of 
glutamatergic synapses made by TA axons onto pyramidal cell s (Desmond et al. 1994), 
the robust field EPSPs evoked in SLM by temporoammonic stimulation (Figure 3) 
(Colbert and Levy 1992), and the occasional observations of pyramidal cell firin g in 
response to TA input (e.g. , Yecke l and Berger 1990), it seems likely that a role for TA-
mediated exc itation exists as well. 
The exc itatory component of theTA input may enhance SC LTP in an associa-
tional manner (Levy et al. 1995), although in a subsequent study, SC LTP was actually 
reduced when TA inputs were stimulated simultaneously with SC inputs (Levy et al. 
1998). There may exist conditions under which the EPSPs evoked in the di stal dendrites 
by TA activity are boosted, perhaps by vo ltage-dependent conductances, in a manner 
similar to that seen in the pet-forant path input to C A3 (Urban et al. 1998). Fina ll y, it is 
li kely that the responsiveness of CAl pyramidal cell s in vivo will be very different from 
that seen in the s lice preparation , where many inputs, bac kground activity, and neuro-
modulatory influences are missing. It is possible that a pyramidal cell already somewhat 
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depolarized by other synaptic inputs will be more responsive to TA input than 
a quiet cell in vitro. In vivo recordings suggest that under certain conditions, the synaptic 
response to TA input to CAJ may be even greater than the response in dentate gyrus to 
perforant path input (Buzsaki et al. 1995). Further di scussion of the potential roles of the 
TA pathway is found in C hapter 5. 
Because of the small size of theTA EPSP recorded intracellularly, it would seem 
that the best way of characterizing the excitatory component of theTA input to CA 1 is by 
looking at the fie ld response in SLM. I used this approach to look at long-tenn plasticity 
in the temporoammonic pathway (Chapter 3). 
Table 1. Intracellularly recorded synaptic responses in ACSF 
Vm(mV) n R,n (MQ) n EPSP EPSP n Fast IPSP Fast IPSP n Slow IPSP Slow IPSP n 
time to peak time to peak peak time to peak 
peak (ms) amplitude (ms) amplitude peak (ms) amplitude 
(mV) (mV) (mV) 
Pyramidal cells, KAc, -63.7 ± 0.7 71 103 ± 6 61 14.4 ± 0.5 7.0 ± 0.4 67 77.0 ± 3.0 -5.1 ± 0 .3 38 274.9 ± 9.4 -3.8 ± 0.3 51 
SC responses 
Pyramidal cells, KAc, " .. " .. 30.9±1.1 1.5 ± 0.1 60 82 ± 10 -2.1 ± 0.5 9 276 ± 10 -1.3±0.1 59 
T A responses 
Pyramidal cells, -68.4 ± 1.4 33 154 ± 31 25.4 ± 1.5 5.0 ± 0.3 30 44 ± 9 -4.8 ± 0.4 2 279 ± 19 -1.8 ± 0.6 13 
CsAc, SC responses 12 
Pyramidal cells , .. " " " 43.1 ± 3.1 2.6 ±0.2 31 0 298 ± 17 -1.0 ± 0.2 14 
CsAc, T A responses 
SRISLM -68.6 ±0.2 39 562 ±5 41 20.3 ± 1.1 6.2 ±0.6 31 59.0 ± 9.5 -1.8 ± 0.5 3 488 ± 28 -1 .0±0.1 5 
interneurons, SC 
responses* 
SRISLM " " " " 19.5 ± 1.6 5.2 ±0.6 24 35.0 ± 7.0 -1 .6 ± 0.8 2 544 ± 30 -0.6 ± 0.1 6 
interneurons, TA 
responses• 
SR giant cells, SC -67 ± 2 12 116 ± 9 12 18.2±1.7 8.4 ± 0.9 12 0 262 ± 39 -1.7 ±0.5 11 
responses 
SR giant cells, TA .. .. .. " 25.1 ± 1.7 5.0 ± 0.7 12 0 352 ± 41 -0.6 ± 0 .1 10 
res onses 
* lPSP data were not determined in SR/SLM interneurons for II SC responses and 12 T A responses out of 41 cells. No IPSPs were observed in 22 SC 
responses and 21 T A responses in SR/SLM interneurons. T A EPSP responses are from only those cells described in the text as "excited" (section 2.3.3 .2). 
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Table 2. Monosynaptic IPSPs in pyramidal cells, recorded in 10 )..tM CNQX and 50 )..tM AP5 
FastiPSP time to FastiPSP peak n Slow IPSP time to Slow IPSP peak n 
~eak (ms) am~litude (mV) ~eak (ms) am~litude (mV) 
KAc electrode, SA 63 ±20 -3.2 ± 0.7 5 329 ± 25 -1 .8 ± 0.5 5 
responses 
KAc electrode, SLM 78 ±8 -2.7 ± 1.2 5 301 ± 16 -2 .0 ±0.3 4 
responses 
CsAc electrode, SA 65.5 ± 2.6 -2.7 ± 0.5 6 308 ± 25 -3.1 ± 0.2 5 
responses 
CsAc electrode, 67.8 ± 4.6 -2.5 ±0.6 6 373 ± 27 -3.1 ± 0.5 5 
SLM responses 
-N 
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Figure 3. A, Microdi ssectcd slice recording confi guration f or fi eld 
temporoammonic (TA) responses, recorded in stratum lacunosum-moleculare (SLM), and 
f ie ld Schaffer col lateral (SC) responses, recorded in stratum radiatum (SR). The dentate 
gyrus and CA3 regions, shown in dotted lines, are dissected away before starting the 
experiment. A cut i s made through stratum radiatum in distal CAl to prevent antidromic 
SC stimulation f rom contaminating the TA response. B, Representati ve field potentials 
showi ng negati ve-going f ields in SR in response to SC stimulation, and in SLM in 
response to TA stimulation; meanwhi le, positi ve-going fields arc seen in SR in response 
to TA stimulation and in SLM in response to SC stimulation. Scale bar: 0 .2 mY I 30 ms. 
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Figure 4. TA stimulation evokes, at most, a very small population spike in 
stratum pyramidale (SP). Two examples of sets of field recordings where SC stimulation 
evoked a robust population spike in SP whi le a much larger TA stimulus evoked only a 
very small population spike as wel l as a moderately-sized field EPSP in stratum 
lacunosum-moleculare (SLM). Vertical atTows indicate population spikes;* indicates 
fiber volley in TA response. Stimulus attifacts digitally removed for clarity; vertical lines 
indicate time of stimulus. 
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Figure 5. Paired-pulse plasticity in field responses to SC and TA stimulation . 
Both the field EPSPs and the fie ld IPSPs evoked by TA (fi ll ed circ les) and SC (open 
triangles) stimulation show paired-pulse facilitation at short (5 200 ms) interstimulus 
intervals (ISis); at longer ISis, TA responses remain facilitating while SC responses show 
depression. Top, representative sweeps of SC and TA responses with first and second 
responses at each TST overlaid; first response is blac k, second is red. At 10 and 25 ms lSI, 
pre-stimulus baseline is distotted because the response to the first stimulus had not yet 
returned to baseline. 
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Figure 6. Negative correlation between initial field response size and paired-
pulse plasticity rati o. Using either amplitude (left) or field EPSP slope (ri ght) to measure 
paired-pulse plasticity, faci litation is more likely when the initial response is small , and 
depression more like ly when the initial response is large. This pattern holds for both TA 
(fil led circ les) and SC (open tliangles) responses, at 50 (top) and 800 (bottom) ms lSI. 
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Figure 7. Intrinsic e lectrophysiological properties and morphology of 
pyramidal ce lls. A, examples of responses to depolarizing and hyperpolarizing current 
injection in two cell s. Vertical scale is top value for responses to depolarizing current, 
middle value for current steps, bottom value for responses to hyperpolarizing current. B, 
example of a biocytin-filled pyramidal cell ; the long process in SO is likely to be an 
axon. Dendrites were profusely spiny, but the spines are not illustrated. 
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Figure 8. Pharmacology of TA and SC postsynaptic responses in pyramidal 
cells. A, responses to SC (left, black) and TA (middle, red) responses in one pyramidal 
cell in normal ACSF; the two responses are shown overlaid at right. B, monosynaptic 
TPSP responses of one pyramidal cel l to SC (left, black) and TA (right, red) stimulation in 
the presence of the glutamate receptor antagonists CNQX (10 ~-tMF and AP5 (50 ~-tMF; the 
two responses are shown overlaid at right. C, effect of the GABAA antagonist bicuc-
ulline (bic) (20 !J.M) (midd le, red) on theTA response (left, black); the two responses are 
shown overlaid at right. D, left, black, monosynaptic IPSP evoked by TA stimulation in 
the presence of CNQX and AP5; middle, effect of bicucul line (20 !lM; blue trace) and the 
GABA3 antagonist 2-0H-saclofen (sac; 100 !lM; red trace) on the monosynaptic IPSP; 
right, all responses overlaid. Scale bars, -2 mV I 400 ms. 
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Figure 9. Determination of the reversal potenti al of monosynaptic IPSPs in 
pyramidal cells. Left, top, pyramidal cel l responses to SC stimulation in the presence of 
10 J..lM CNQX and 50 J..lM AP5 at various membrane potentials; bottom, linear fits to 
amplitudes of the early (open squares) and late (fi lled circ les) components of the 
response. Ri ght, same except stimulation was of theTA pathway. 
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Figure 10. Paired-pulse plasticity ratios of intracellular responses to TA and 
SC stimulation. For EPSP and fast IPSP amplitudes, the amplitude of the second 
response is measured relative to the membrane potential at the onset of the response; for 
the slow IPSP, the amplitude of the total response relati ve to the original baseline is 
measured. 
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Figure 1 J. Frequency dependence of the response of a pyramidal cell to SC 
stimulation . A, times to peak for each EPSP relative to each stimulus, at 5, 10, 15 and 25 
Hz. 8 , peak amplitudes for each EPSP relative to the first, at 5, I 0, 15 and 25 Hz. C, 
representative traces of the pyramidal cell response to SC stimulation at 5, 10, J 5 and 25 
Hz. 
138 
5 Hz 1 0 Hz 15 Hz 25 Hz 
A A - ~ ~~4m• 
8 ~ ~ ~ ~lPms 
-67 mV 
J 5mV 
300 ms 
139 
Figure 12. Frequency dependence of the response of a pyramjdal cell to TA 
stimulation. A, times to peak for each EPSP relative to each stimulus, at 5, 10, 15 and 25 
Hz. 8 , peak amplitudes for each EPSP relative to the first, at5 , 10, 15 and 25Hz. C, 
representative traces of the pyramidal cell response to SC stimulation at 5, I 0, 15 and 25 
Hz. Data from the same cell as Figure I l. 
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Figure 13. TPSPs evoked in a pyramidal cell by SC (top) and TA (bottom) 
burst stimulation. 
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Figure 14. Decay of the amplitude of IPSPs evoked in a pyramidal cell by TA 
burst ( 10 stimuli at 100 JJz) stimulation. TA bursts were repeated at 1, 5, 15, 30,60 and 
120 second repeats in the same cell. IPSP amplitudes were plotted versus time and fitted 
by an exponential decay curve. 
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Figure 15. Intrinsic electrophysiological properties and morpho logy of 
SR/SLM interneurons. A-D, responses of four interneurons to depolarizing and 
hype rpolarizing current injecti on, illustrating the types of responses described in section 
2.3.3. 1 (p. 97). Ve rtical scale is top value for responses to depolariz ing current, middle 
value for current steps, bottom value for responses to hyperpo larizing current. £, 
reconstruction of an interneuron with processes running hori zontally along the SR/SLM 
border. The cell body and axon were not recovered ; the presumed locati on of the cell 
body is indicated by the dotted c ircle. F, reconstruction of an interneuron wi th a stell ate 
dendritic arbori zati on. Dendrites ex tend from SLM to SO, and the axon rami fies 
profusely in SR. 
A 
c 
___»v---.-... -.. -.. -.. -.-... -.. -K --~~---~-
_li~----K"--
___1_-------------~D-~------
_j ............................ D:-~; ... ~ 
_j lOOmV 05 nA 50mV 
200 ms 
~----···_· _·_···_·· __ ···_··-·--~r-
_j50 mV o 5 nA 
25 mv 
200 ms 
B 
D 
146 
_1-. .................................. ,... _ 
_j 100mV 0.35 nA 35mV 
200 ms 
_j 70mV 0 7 nA 
l OmV 
200 ms 
147 
E 
SLM 
'•, 
... 
SR 
SP 100 1-!m 
so 
148 
F 
SLM 
···.. \ 
·· ... 
·· ..... . 
········· 
SR 
SP 
so 
100 ~-tm 
Figure 16. Voltage-dependent behavior in three SLM interneurons. At 
depolari zed potentials, the neurons at the lert and in the middle showed oscillatory 
behavior, whi lc the one at right did not. 
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Figure 17. Responses of SLM intemeurons to TA and SC stimulation. A, 
responses to SC (left, black) and TA (middle, red) stimulation; responses overlaid at 
ri ght. B, voltage-dependence of SC (left) and T A (right) synaptic responses; at 
depolarized potentials, a fast lPSP is visible in the response. C, examples of voltage-
dependent dcpolarizations following the EPSP in response to SC (left) and TA (ri ght) 
stimulation, in two different intcmeurons. D , long-lasting depolarization following high-
frequency stimulation in the SC pathway. Response to single stimulus, red ; response to 
10 stimuli at 100 l lz, black. 
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Figure 18. Putative polysynaptic responses in an SLM interneuron. Top, 
representati ve responses to TA (top) and SC (bottom) stimulation in regular ACSF (left), 
high-di valent solution (middle), and washout with regular ACSF (right). Bottom, scatter 
plot of the number of distinguishable EPSPs in each response to TA (top) or SC (bottom) 
solution; shaded bar shows period of application of high-divalent ACSF but docs not 
compensate for delay in perfusion medium reaching the recording chamber. 
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Figure 19. Frequency dependence of the response of an SLM interneuron to 
SC sti mulation. A, times to peak for each EPSP relative to each stimulus, at 5, 10, 15 and 
25Hz. B, peak amplitudes for each EPSP relati ve to the first, at 5, I 0, 15 and 25 Hz. C, 
representative traces of the pyramidal cell response to SC stimulation at 5, 10, 15 and 25 
Hz. 
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Figure 20. Frequency dependence of the response of an SLM interneuron to 
TA stimulation. A, times to peak for each EPSP relative to each stimulus, at 5, 10, 15 and 
25Hz. B, peak amplitudes for each EPSP relative to the first, at 5, J 0, 15 and 25Hz. C, 
representative traces o f the pyramidal cell response to SC stimulation at 5, 10, 15 and 25 
Hz. Data from the same cell as Figure 19. 
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Figure 21. Two SLM intcmeurons (A and B) showing sufficient frequency 
facilitation to be driven to spike by repeated TA stimulation at various frequencies. 
Stimulus artifacts digitall y removed for clarity. 
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Figure 22. Intrinsic electrophysiological properties and morphology of SR 
giant cells. A, reconstruction of an SR giant cell with typical Y -shaped soma and pri mary 
dendrites. T he axon of thi s cell was not recovered. B, reconstruction of an SR giant cell 
more closel y resembling a pyramidal cell in morphology. The processes ex tending to SO 
are probabl y the axon and collateral s. C, responses o f an SR giant cell to depolarizing 
and hyperpolarizing current injection. Vertical scale is top value for responses to 
depolarizing cun·ent, middle value for current steps, bottom val ue for responses to 
hyperpolari zing current. 
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Figure 23. Responses of SR giant cel ls to SC and TA stimulation. A, 
responses to SC (left, black) and TA (middle, red) stimulation; responses shown overlaid 
at ri ght. 8, SC (left) and TA (right) EPSPs (black) are eliminated by the glutamate 
receptor antagonists CNQX ( I 0 J..lM) and AP5 (50 J..lM) (red). C, voltage-dependence of 
PSPs in SR giant ce lls, showing the appearance of a fast iPSP at depolarized membrane 
potentials. 
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Figure 24. Frequency dependence of the response of an SR giant cell to SC 
stimulation. A, times to peak for each EPSP relative to each stimulus, at 5, lO, 15 and 25 
Hz. B, peak amplitudes for each EPSP relative to the first , at 5, 10, 15 and 25Hz. C, 
representative traces of the pyramidal cell response to SC stimulation at 5, 10, 15 and 25 
Hz. 
167 
5 Hz 1 0 Hz 15 Hz 25 Hz 
A ;;g 
5 ms 
8 ~ :::::: 
-
j 4mV 
j SmV 
300ms 
168 
Figure 25. Frequency dependence of the response of a pyramidal cell toT A 
stimulation. A, times to peak for each EPSP relative to each stimulus, at5 , 10, 15 and 25 
Hz. B, peak amplitudes for each EPSP relative to the first, at 5, 10, 15 and 25Hz. C, 
representative traces of the pyramidal cell response to SC sti mulation at 5, 10, 15 and 25 
Hz. Data from the same cell as Figure 24. 
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3 Long-term depression (LTD) of the temporoammonic 
pathway 
Published: Dvorak-Carbone, H. and Schuman, E.M. 1999. Journal of 
Neurophysiology 8 1 (3): I 036- 1044. 
3. 1 Abstract 
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The temporoammonic pathway, the direct projection from layer fTI of the ento-
rhinal cortex to area CAJ of the hippocampus, includes both excitatory and inhibitory 
components that are positioned to be an important source of modulation of the hippo-
campal output. However, little is known about synaptic plasticity in this pathway. We 
used field recordings in hippocampal slices prepared from mature (6-8 week old) rats to 
study long-term depression (LTD) in the temporoammonic pathway. Low-frequency 
(1 Hz) stimulation (LFS) for ten minutes resulted in a depression of the field response 
that lasted for at least an hour. Th is depression was saturable by multiple applications of 
LFS. LTD induction was unaffected by the blockade of ei ther fast (GABAA) or slow 
(GABA6 ) inhibition. Temporoammonic LTD was inhibited by the presence of the 
NMDA receptor antagonist AP5, suggesting a dependence on calcium influx. Full 
recovery from depression could be induced by high- frequency (100 l iz) stimulation 
(HFS); in the presence of the GABAA antagonist bicuculline, I-LFS induced recovery 
above the original baseline leve l. Similarl y, HFS or theta-burst stimulation (TBS) 
applied to naive slices caused little potentiation, whereas HFS or TBS applied in the 
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presence of bicucull ine resulted in significant potentiation of the temporo-
ammonic response. Our results show that, unlike the Schaffer collateral input to CAl, 
the temporoammonic input in mature an imals is easy to depress but difficult to potentiate. 
3.2 Introduction 
The hippocampus is a brain structure that plays a critical role in learning and 
memory (Pressel al. 1989; Zola-Morgan and Squire 1990; Squire and Zola-Morgan 
1991 ; Eichenbaum et al. 1992). The fundamental information processing pathway in the 
hippocampus is usually considered to be the trisynaptic circuit, in which the entorhinal 
cortex sends a perforant path projection to the granule cells of the dentate gyrus, which 
send mossy fibers to the pyramidal ce lls of the CA3 region, which send Schaffer col-
laterals to theCA 1 pyramidal cells, which then project back to the entorhinal cortex 
(Andersen et al. 1966; Brown and Zador 1990). These projections are all glutamatergic 
and excitatory (Andersen 1975; Misgeld 1988). Within each region there are local 
GABAergic interneurons which provide feed-forward and feedback inhibition (e.g., sec 
Ribak and Seress 1983; Lacai lle eta/. 1989; Woodson et al. 1989; Freund and Buzsaki 
1996). 
However, there is more to hippocampal processing than this simple trisynaptic 
loop. In particular, there is a direct projection from entorhinal cortex to area CAl, effec-
tively bypassing the rirst two stages of the conventional ci rcuit. This projection has been 
refeJTed to as the temporoammonic pathway (Ram6n y Cajal 1911 ; Maccafe1Ti and 
McBain 1995) because of its origins in the entorhinal co1tex (in the temporal lobe) and its 
termination inCA 1, part of the cornu ammon is of the hippocampus. Unlike the perforant 
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path , which consists of axons from stellate excitatory neurons of layer II of the 
cntorhinal cortex, the tcmporoammonic pathway consists of axons from pyramidal cells 
of layer III of the entorhinal cortex (Steward and Scoville 1976). These temporo-
ammonic axons terminate preferentially in the area of the di stal dendrites of the 
pyramidal cell s, stratum lacunosum-moleculare (SLM). T hese axons make asymmcllic 
(and hence probably excitatory) synapses, more than 90% of which are onto the spines of 
CA l pyramidal cells (Desmond et al. 1994). Temporoammonic axons also synapse onto 
the inhibitory basket and chandelier cells of CAl (Kiss et al. 1996) and are li kely to 
innervate the interneurons of stratum lacunosum-moleculare (Lacaille and Schwartzkroin 
1988a; Vida et al. 1998). 
There is some controversy as to whether the temporoammonic input to the hippo-
campus is primarily excitatory or primarily inhibitory (sec Soltesz and Jones 1995). F ie ld 
recordings in vitro (De ller and Weight 1982; Colbert and Levy 1992) and in vivo (Yeckel 
and Berger 1990; Leung et al. 1995; Yeckel and Berger 1995) reveal a population 
excitatory postsynaptic potential (EPSP) in SLM following stimulation of the temporo-
ammonic pathway, supporting the ultrastructural evidence for an excitatory input onto the 
distal dendrites of CAl neurons. Intracellular recordings (Empson and Heinemann 
1995b), however, show a mixed response, including a monosynaptic glutamatergic EPSP 
and a di synapti c inhibitory postsynapti c potential (TPSP) with both GABAA and GABA13 
components. 
Various forms of short- and long-term plasticity have been extensively studied at 
all three synapses in the trisynaptic circuit of the hippocampus (B li ss and Collingridge 
1993). As yet, however, relatively littl e is known about plasti city in the tempore-
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ammonic pathway, whose activity can modulate plasticity in the Schaffer 
collateral pathway to CA l (Levy eta!. 1998) and whose position in the hippocampal 
circuitry suggests a potent ro le in the modulation of hippocampal output from CAl. A 
previous study reported induction of LTP in thi s pathway in vitro only when fast 
inhibition was blocked by addition of the GABAA antagonist bicuculline (Colbert and 
Levy 1993); in vivo, LTP of the excitatory current sink in the distal dendrites of area CA l 
evoked by stimulation of the perforant path (including temporoammonic axons) was 
reported following tetanic stimulation (Leung et al. 1995). ln thi s study we report that 
long-term depression (LTD) can readi ly be induced in the temporoammonic pathway, in 
slices prepared from mature rats, by means of low-frequency stimulation. Some of these 
results have previously appeared in abstract form (Dvorak and Schuman 1996). 
3.3 Methods 
3.3.1 Slice preparation 
3. 3. 1. 1 Dissection 
Slices were prepared from 6-8 week old male Sprague-Dawley rats. A ll use of 
animals was performed according to the guideli nes of the Caltech Institutional Animal 
Care and Use Committee. Rats were decapitated following Halothane anesthesia, and the 
brain rapidly removed to ice-cold, oxygenated artificia l cerebrospinal nuid (ACSF: 119 
mM NaCl; 2.5 mM KCl; 1.3 mM MgS04 ; 2.4 mM CaCl2; 1.0 mM NaH2P04; 26.2 mM 
NaHC03 ; 11 .0 mM glucose). The dorsal surface of the posterior half of each hemisphere 
was glued onto the stage of a cooled osci llating tissue slicer (OTS-3000-04; FIIC) and 
covered with chilled ACSF. 500 J..Lm slices were cut, with the optimal s li ces 
(as assessed visuall y, by ease of identifi cati on of disti nct layers, as well as 
e lectrophysiologicall y, by the presence of robust field potentials) generall y found 4-
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4 .5 mm below the ventral surface. The extraneous cortical and subcorticaJ tissue was 
gently di ssected away with the small end of a spatula. (A small number of early 
experiments were done on sli ces prepared with a Stoelting ti ssue chopper. However, 
slices prepared on the ti ssue slicer had larger temporoammonic responses.) The slices 
were then allowed to recover in an interface chamber at room temperature for at least one 
hour before experiments were started. Further microdissection (see be low) was 
performed either in ice-cold ACSF immediately fo llowing slice preparation, or in the 
recording chamber plior to the start of the experiment. All e lectrophysiology was done 
with the slices submerged and constantly perfused with oxygenated ACSF at room 
temperature. 
3.3.1.2 Minis/ice preparation 
In order to clearly isolate the temporoammonic response, it was necessary to fur-
ther dissect the slice (see Figure 3). The entire dentate gyrus was removed, to eliminate 
the possibi lity of activation of the trisynaptic pathway, and to prevent contamination of a 
fie ld response recorded in SLM by the much larger fi eld elicited in dentate gyrus by 
concurrent activation of the perforant path. In most experiments, including all those in 
wh ich bicuculline was used, CA3 was also removed to prevent induction of seizure- like 
activity as well as to e liminate the possibility of disynaptic acti vation via the perforant 
path projection to CA3. A lso, a cut was made through stratum radi atum (SR) in distal 
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CAl (near the subiculum) perpendicular to the cell body layer, in order to 
prevent antidromic activation of Schaffer collaterals by the stimulating electrode in SLM 
(see Figure 1). Schaffer collaterals do not enter SLM to any appreciable extent (Amaral 
and Witter 1989) so thi s cut cleanly isolates temporoammonic axons. 
3.3.2 Electrophysiology 
3.3.2.1 Field recording 
Bipolar tungsten electrodes, either concentri c or paired needles, were used for 
stimulation. One electrode was placed in SR to stimulate the Schaffer collaterals; the 
other in SLM to stimulate the temporoammonic pathway (Figure 3). Stimulus pulses 
were 100 ~-ts long, monophasic, and ranged from l0- 100 ~-tA in the Schaffer collateral 
pathway and 100-200 ~-tA in the temporoammonic pathway. S timulus intensities were 
selected to produce submaximal responses with no population spike. Field recordings 
were made with low-resistance micropipettes filled with 3M NaCI. The Schaffer 
coll ateral response was recorded in SR and the temporoammonic response in SLM. 
Separation o f the two pathways was further confirmed by the observati on of a positive-
going field potential in the other layer (Figure 3) (Colbert and Levy 1992). 
The fo llowing stimulation paradigms were used: high freque ncy stimulation 
(HFS) = I 00 Hz for I s, repeated 4X at 20-30 s interval s; theta burst stimulation (TBS) = 
4 bursts o f 5 pulses at 100Hz, 200 ms between bursts, repeated 4X at 20-30 s intervals; 
low-frequency stimulation (LFS) = 1 Hz stimulation for 10 min . All s timulus pulses 
were o f the same length and amplitude as test pulses. Test pulses were applied once 
every 20 or 30 seconds to each pathway. The initial slope of the field 
potential, following the end of the fiber volley, was measured. 
3.3.2.2 Drugs applied 
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Drugs were applied by dilution of concentrated stock solutions into the perfusion 
medium. Stock solutions were made up in water, with the exception of nifedipine, which 
was prepared in DMSO (lOOOX) and stored protected from light. Experiments using 
nifedipine were performed in low light. CGP 55845A was a kind gift from Novarti s 
(Basel, Switzerland); all other drugs were obtained from Sigma (St. Louis, MO). 
3.3.3 Data acquisition and analysis 
Data were collected directly onto an IBM-compatible computer using in-house 
software. All numerical values are li sted as mean± SE, unless otherwise stated. Dep-
ression and potentiation were measured by taking an average of the initial slopes of the 
fi e ld excitatory postsynapti c potentials (fEPSPs) over ten minute periods immediatel y 
be fore and 20-30 or 50-60 minutes after the end of LFS, HFS, or TBS. Student's paired t-
test was used to determine statisti cal significance for within -group comparisons; the 
unpaired t-test was used between groups. Results from each experimental manipulation 
were compared to the same control group. P values greater than 0 .05 arc repo1tcd in the 
text as not s ignificant (NS). Points in figures represent mean± SE across all exper-
iments; each point is the average of data taken over fi ve minutes. Representative traces, 
shown in insets, arc averages of five consecuti ve sweeps from a representative expcr-
iment, taken fi ve minutes before LFS, HFS, or TBS, and 25 mi nutes after the 
end of LFS, H FS or T BS. 
3.4 Results 
3.4.1 Long-term depression 
3.4. 1. 1 The TA field response is depressed by low frequency stimulation 
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W hen low-frequency stimulation (LFS; see Methods) was appli ed to the temporo-
ammonic pathway in normal ACSF, the response was sign ificantl y depressed (Figure 
26A) (mean percent of baseline at 30-40 min, 75.9 ± 3.4%, n = 26, p < 0.000 l ). Th is 
synaptic depression persisted for at least an hour (mean percent of base line at 60-70 min , 
73.7 ± 5.0%, n = 7, p < 0 .0 l ) and was not accompanied by any significant changes in the 
size of the presynaptic fiber volley (Figure 26A). 
During the application o f LFS to the temporoammonic pathway, the Schaffer col-
latera l pathway was not stimulated; during the rest of the experiment, test pulses were ap-
plied to the Schaffer collateral pathway at the same freq uency as to the temporoammonic 
pathway. Synaptic strength in the Schaffer co lla teral pathway was not affected while the 
temporoammonic response was depressed by LFS (Figure 26A) (mean percent of 
baseline a t 30-40 min , 95.0 ± 4.7%, n = 9, NS). 
LTD has also been observed fo llowing LFS of the Schaffer co llateral pathway 
(Mul key and Malenka 1992), but onl y in s lices prepared from younger anima ls (Dudek 
and Bear 1993; W agner and Alger 1995). When the LFS protocol was applied to the 
Schaffer coll ateral pathway in the present stud y, little o r no depression was seen. O n 
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average, a small , but not stati sticall y significant, depression of the response 
was observed (Figure 26B) (mean percent of baseline at 30-40 min , 87.3 ± 6.2%, n = 8, 
NS); thi s trend was due onl y to results from two slices that were depressed to 55 and 65% 
of baseline. 
To determine whether LTD of the temporoammonic path way can be saturated, the 
LFS protocol was applied repeatedl y, for 10 minutes every 30 minutes, either four or fi ve 
times. The response asymptoticall y approached a level of about 30 to 50% of the original 
baseline (Figure 26C), reaching its maximally depressed level following 3-4 epochs of 
LFS. 
3.4. 1.2 GABA-mediated synaptic transmission is not required for TAL TO 
Synaptic depression of the temporoammonic response could be induced in the 
absence of fast GABAergic inhibition. After the GABAA antagonist bicuculline (20 J..t.M) 
was added to the perfusion solution, a s li ght but not significant increase in the temporo-
ammonic fi e ld response was generall y observed (mean percent of ori ginal response 20-25 
minutes after bicuculline application, 105 ± 6%, n = 4, NS) . The response was allowed to 
reach a steady baseline for at least 20 minutes before application of LFS. Low frequency 
stimulation in the presence of bicucuiJine induced depression of the fi eld response 
(Figure 27) (mean percent of baseline at 30-40 min , 75.7 ± 2.6%, n = 20, p < 0.0001) that 
was not significantl y different from that observed in control slices. This depression 
lasted at least an hour (mean percent of baseline at 60-70 min, 79.9 ± 3.2%, n = 14, p < 
0.001). 
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Depression of the temporoammonic response was also possible in the 
absence of slow, GABA 0 -mediated inhibition. Addition of the GABA 0 antagonist CGP 
55845A (1 ~-tM F had no significant effect on the baseline field potential elicited by 
temporoammonic stimulation (mean percent of original response 20-25 minutes after 
CGP 55845A application, 11 2 ± 7%, n = 5, NS). When LFS was applied in the presence 
of CGP 55845A, the field response was still significantl y depressed (Figure 27) (mean 
percent of baseline at 30-40 min, 72.7 ± 3.5%, n = 5, p < 0.01 ) . This amount of 
depression was also not signi f icantly different from that seen in control slices. 
3.4. 1.3 Blockade of NMDA receptor-mediated transmission reduces TA L TO 
What are the early signaling events important for establishing temporoammonic 
LTD? Calcium i on is an important initi ator of many short- and long-term plasticity pro-
cesses in neurons (K atz and Miledi 1968; D elaney et al. 1989; Bliss and Collingridge 
1993; Neveu and Z ucker 1996). L TD induction in other hippocampal pathways has been 
shown to be N MDA receptor-dependent (Mulkey and M alenka 1992; Cummings et al. 
1996; Thiels et al. 1996). When L FS was applied to the temporoammonic pathway in the 
presence of the N MDA receptor antagonist DL-2-amino-5-phosphonovaleric acid (APS; 
50 J..lM), LT D was si gnificantl y reduced relati ve to control (p < 0.05) (Figure 28) (mean 
percent of baseline at 30-40 min, 90.1 ± 5.4%, n = 15, p < 0.05; 60-70 min, 9 1.2 ± 4.8%, 
n = 5, p < 0.05), although a small , but signi f icant amount of residual depression was still 
observed. It is worth noting that there was vari ability between experiments: in about hal f 
of the experiments, A PS treatment appeared to block LTD, whereas in the other half, i t 
had little effect. LTD was not blocked further when higher concentrations of A P5 were 
used; in the presence of 100 )..lM AP5, LTD was similarly reduced but not 
completely blocked (data not shown) (mean percent of baseline at 30-40 min , 88.3 ± 
1.5%, n = 3, NS different from depress ion in 50 )..lM AP5). 
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In the hippocampus, some forms of heterosynaptic LTD are dependent on L-type 
calcium channel acti vation (Wickens and Abraham 1991 ; Christie and Abraham 1994). 
Homosynaptic temporoammonic LTD, however, was not blocked by the presence of the 
L-type calcium channe l blocker nifedipine (20 )..lM) (data not shown ; mean percent of 
baseline at 30-40 min , 82.6 ± 1.7%, n = 5, p < 0.05). The combination of nifedipine and 
AP5 produced sli ghtl y, although not significantly, greater inhibition of temporoammonic 
LTD than AP5 alone (Figure 28) (mean percent of baseline at 30-40 min, 93.4 ± 4.3% of 
baseline, n = 7, NS different from AP5 alone, significantly different from baseline (p < 
0 .05)). The block o f temporoammonic LTD by AP5 and nifedipine was reversible; when 
LFS was applied agai n to slices 30 minutes after washout of the drugs, significant dep-
ression was observed (data not shown; mean percent of baseline at 30-40 min , 70.7 ± 
4.4%, n = 7, p < 0.0001). 
3. 4. 1. 4 Blockade of muscarinic receptors does not affect TA L TO 
In addition to the temporoammonic projection, stratum lacunosum-moleculare of 
CA I also receives a substanti a l cholinergic input from the medial septum (Matthews et 
al. 1987). Activation of the mAChR has been implicated in other forms of hippocampal 
synaptic plasti city (Auerbach and Segal 1996). In order to determine whether mAChRs 
arc involved in tcmporoammonic LTD, we applied LFS in the presence of 1 )..lM atropi ne. 
Atropine itself had no significant e ffect on the te mporoammonic fie ld response. In the 
presence of atropine, the temporoammonic field response was depressed to the 
same extent as in control ACSF (Figure 29) (mean percent of baseline at 30-40 min , 
75.1 ± 5.0%, n = 4, NS different from control). 
3.4.2 Reversal of temporoammonic L TO 
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To test whether L TO in the temporoammonic pathway is reversible, high-
frequency stimulation (HFS; see Methods) was applied either 30 or 60 minutes after the 
end of LFS. ln experiments conducted in nonnal ACSF, HFS induced a significant 
recovery of the depressed synaptic response (Figure 30A) (mean percent of original 
baseline at 20-30 min , 89.4 ± 3.6%, n = 22, p < 0.05) . The increase relative to the 
depressed baseline was J 16.3 ± 3.6% of baseline (n = 22, p < 0 .001 ). The reversal of 
LTD was even greater when llFS was applied in the presence of20 J..tM bicuculline 
(Figure 30A) (mean percent of original base line at 20-30 min , 115.3 ± 4.8%, n = 18, p < 
0.05) . The increase relative to the depressed baseline was 150. J ± 9. 1% of baseline (n = 
18, p < 0.0001 ). This difference in response to HFS after LTD is similar to that seen 
when HFS was applied to naive slices (see below). 
Complete reversal of temporoammonic LTD was achieved by repeated appli-
cation of HFS. In normal ACSF, three applications of HFS at fi ve-minute intervals 
resulted in a full recovery to the original baseline response, which persisted for an hour 
after the last HFS (Figure 30B) (mean percent of original baseli ne at 30-40 min after first 
HFS , 106.8 ± 9.0%, n = 5, significantl y different from depressed level of 76.4 ± 4.5% (p 
< 0.01), NS different from baseline; mean percent of otiginal baseline at 60-70 min, 
103.3 ± 6.4%, n=5, significantly different from depressed level (p < 0.0 I ), NS 
different from baseline). 
3.4.3 Long-term potentiation 
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In several hippocampal pathways, high-frequency or theta-burst stimulation can 
induce long-term potentiation (LTP) (B li ss and Coll ingridge 1993). When HFS was 
applied to the temporoammonic pathway in naive slices, little potentiation of the field 
response was observed (Figure 3 1A) (mean percent of baseline at 20-30 min, I 07.8 ± 
7.5%, n = 7, NS). Furthermore, no potentiation was observed when theta-burst stim-
ulation (TBS) was app lied (Figure 3 1B ; mean percent of baseline at 20-30 min , 96.3 ± 
3.7%, n = 5, NS). In order for LTP to be induced, a certain level of postsynaptic depolar-
ization must be reached in response to the excitatory input; in some pathways, this 
requires overcoming the inhibition that is concun·ently activated (e.g., sec Wigstrom and 
Gustafsson 1983; Steward et al. 1990). The idea that fast inhibitory transmission opposes 
the induction of LTP in this pathway was tested by using the GABAA antagon ist bicuc-
ulline. When HFS was app lied to the temporoammonic pathway in the presence of 20 
J.!M bicuculline, significant potentiation was observed (Figure 3 1A) (mean percent of 
baseline at 20-30 min, 134.2 ± 6.8%, n = 10, p < 0.05). Delivery ofTBS in the presence 
of bicucullinc also resulted in signifi cant potentiation (Figure 31B) (mean percent of 
baseline at 20-30 min, 118.9 ± 7.9%, n = 5, p < 0.05), as has been previously observed 
(Colbert and Levy L993). 
Long-term potentiation induced by HFS in most hippocampal pathways is 
dependent on the activation of NMDA receptors (Bliss and Collingridgc 1993). We 
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tested whether the potentiation of the temporoammonic pathway seen in the 
presence of bicuculline required NMDA receptor activation by applying HFS in the 
presence of both bicucull ine (20 ~MF and AP5 (50 ~MF K Under these conditions, HFS 
did not induce LTP (Figure 3lA) (mean percent of baseline at 20-30 min, 104.1 ± 3.3%, 
n = 4, NS). 
3.5 Discussion 
We examined the capacity for long-term synaptic modification of the temporo-
ammonic-CAl pathway in the hippocampus. LTD was consistently induced by simple 
LFS of the temporoammonic pathway in slices taken from 6-8 week old animals; the 
same protocol appl ied to the Schaffer collateral pathway resulted in little or no depression 
(Figure 268). Other studies have reported an age-dependence of LTD induction in the 
Schaffer col lateral pathway, with little or no LTD induced by LFS in slices from older 
animals (Dudek and Bear 1993; Wagner and Alger J 995). Unlike LTD of the Schaffer 
collateral response, LTD of the temporoammonic response is robust in slices prepared 
from adult animals. I t should be noted, however, that LTD of the commissural input to 
CAJ has been shown in adul t animals in vivo, though only by means of application of a 
paired-pulse low-frequency stimu lation protocol (Thiels et al. 1994). 
Repeated application of LFS to the temporoammonic pathway resulted in satura-
tion of depression at a maximal level of about 40-50% of the original baseline, similar to 
or lower than that seen in the Schaffer collateral pathway (Mulkey and Malenka 1992; 
Dudek and Bear 1993). However, following cessation of LFS, the response rebounded 
somewhat, suggesting that there may be a " floor" below which the temporoammonic 
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response can be pushed only temporarily. This transient, larger depression 
may also be analogous to the short-term potentiation seen following tetanic stimulation, 
which then decays away to reveal a long-term potentiation of lesser magnitude. 
LTD in the temporoammonic pathway is independent of GABAA or GABA13 
receptor activation . This also contrasts with Schaffer collateral LTD, where LTD 
induced by LFS in sl ices from adult animals is enhanced in the presence of the GABAA 
antagonist bicuculline, and LTD in young animals is inhibited by the GABA 13 antagonist 
CGP 35348 (Wagner and Alger 1995). Although stimulation of the temporoammonic 
pathway does clearly activate interneurons which in turn make both GABAA and 
GABA13-mediated synapses onto CA 1 pyramidal cells (Empson and Heinemann 1995b; 
Dvorak and Schuman 1997), depression of the monosynaptic, excitatory component of 
this pathway is neither enhanced nor reduced by interneuron activity. The difference 
between Schaffer collateral and temporoammonic LTD in terms of the involvement of 
inhibition may be due to the fact that stimulation in SLM may activate GABAergic 
pathways only disynaptically, in a feed-forward fashion (Empson and Heinemann 
1995b), whereas stimulation in SR to activate the Schaffer col laterals can also directly 
activate axons of CA 1 interneurons (e.g., see Lambert et al. 1991 ; Arai et al. 1995). The 
differences in temporal patterning of excitation and inhibition in the Schaffer collateral 
and temporoammonic pathways may play a role in the differential responses to LFS 
shown by these two pathways. 
The induction of homosynaptic LTD in other pathways requires an increase in 
intracellular Ca2+ concentration, either by influx through NMDA receptors (Mulkey and 
Malenka 1992; Cummings et al. 1996) or voltage-gated calcium channels (Bolshakov and 
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Siegelbaum 1994; Christie et al. 1997), or by release from intracellular stores 
(Reyes and Stanton J 996). Homosynaptic LTD of the Schaffer col lateral pathway is 
sometimes fully blocked by the NMDA receptor antagonist AP5 (Dudek and Bear L992; 
Mulkey and Malenka 1992) but in other cases on ly a partial block is seen (Bolshakov and 
Siegelbaum J 994; Kemp and Bashir 1997). Homosynaptic temporoammonic LTD was 
significantly inhibited, relative to control slices, in the presence of 50 f..lM AP5, although 
there were some individual experiments in which AP5 did not block LTD. Simi larly, in 
the presence of nifcdipine and AP5 together, a complete block of LTD was sometimes 
observed, while at other times less complete inhibition was observed. NMDA receptors 
are found in the distal dendrites of CAl pyramidal cells, although not as densely in SLM 
as in SR (Monaghan and Cotman 1985; Jarvis et al. 1987; Jacobson and Cottrell 1993), 
and an NMDA receptor-mediated response to temporoammonic stimulation has been 
observed physiologically (Colbert and Levy J 992; Empson and Heinemann 1995b); 
furthermore, LTP of the temporoammonic pathway was fully blocked by 50 f..lM AP5 
(Figure 3 1 ). Tt therefore seems unlikely that the incomplete block of temporoammonic 
LTD by AP5 is due to an absence or paucity of NMDA receptors in SLM. Conversely, 
although calcium imaging studies show that some voltage-dependent calcium channels 
are clearly present in the distal dendrites of hippocampal pyramidal cells, L -type calcium 
channels arc most abundant close to the soma, w ith much lower densities in the more 
distal dendrites (see Johnston eta/. 1996). This may account for the relatively small 
effect of nifedipine on temporoammonic LTD. T he mechanism of the induction of the 
residual, non-NMDA component of temporoammonic LTD remains to be elucidated. 
Other studies have found a contribution of calcium release from intracel lular stores 
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(Reyes and Stanton 1996; Wang et at. 1997), acti vati on ofT-type calcium 
channels (Christi e et al. 1997: Oliet et al. 1997 ; Wang et al. 1997), and mGluR acti vation 
(O'Mara et al. 1995; Oliet et al. 1997) to homosynaptic LTD at other hippocampal 
synapses; these calcium sources may also contribute to te mporoammonic LTD. 
One possible explanati on for the variability between experiments in the sensiti vity 
of temporoammonic LTD to blockade of NMDA receptors may be a difference between 
temporoammonic fi bers ari sing in the lateral and medial entorhinal cortex. There are 
di stinct physiological differences between the lateral and medial pel-forant path (LPP and 
MPP) projecti ons to dentate gyrus (McNaughton and Barnes 1977; McNaughton 1980). 
The two projecti ons may also differ in their dependence on NMDA receptor acti vati on 
for LT P, at least in vivo (Bramham et al. 1991), although in vitro studies show no 
difference in NMDA receptor dependence of LTP induction (Coli no and Malenka 1993). 
The LPP and MPP can be acti vated and recorded independentl y in vivo or in vitro by 
virtue of the laminar segregation o f their axon terminals along the prox imodi stal ax is of 
the dendrites of the granule cells of the dentate gyrus; the LPP term inates in the outer 
thi rd of the molecular layer, while the MPP terminates in the middle third of the mol-
ecul ar laye r (Witter et al. 1989). The temporoammonic projection, on the o ther hand, 
maps along the transverse axis of CA I, wi th medial fibers terminati ng c loser to CA2 and 
lateral fibers c loser to the sub iculum (Witter et al. 1989). lt should there fore in theory be 
poss ible to selecti ve ly record responses to either medial or lateral inputs by varying the 
position o f the electrode along the transverse ax is of the hippocampal s li ce. We did not 
systematically monitor th is, but the bulk of our ex periments were performed with the 
recording e lectrode somewhere in the middle of theCA 1 area, where it would like ly 
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record inputs from both pathways. We did perfo1m a small number of 
experiments with two recording electrodes in SLM at either end of CAl, but observed no 
consistent differences in LTD expression or AP5 sensitivity (Dvorak-Carbone and 
Schuman, unpublished data). However, this question would likely best be resolved by in 
vivo experiments where the lateral and medial temporoammonic fibers cou ld more unam-
biguously be stimulated independently. 
Stratum lacunosum-moleculare, the terminal field of the temporoammonic path-
way, receives a strong cholinergic input from the septum (Matthews er al. 1987), and 
muscarinic acetylcholine receptor activation has been implicated in some forms of hippo-
campal long-term depression (Auerbach and Segal 1996). Since stimulation directly in 
SLM could have activated septal axons remaining in the slice, it was important to show 
that the LTD observed was not due to release of ACh from septal afferents. Temporo-
ammonic LTD was unaffected by application of the mAChR antagonist atropine (Figure 
29), showing that the observed depression was not due to the activation of cholinergic 
inputs. 
When studying synaptic depression, it is important to show that the effect of LFS 
on the synaptic response does not simply reflect damage to the synapses or general degra-
dation of the slice. To monitor the health of the slice, we applied test stimuli to the 
Schaffer collateral pathway alternately with the test stimuli applied to the temporo-
ammonic pathway, and observed no change in the Schaffer collateral response while the 
temporoammonic response was depressed (Figure 26A). The abi lity to reverse synaptic 
depression with 1-IFS can also counter-indicate synaptic rundown or poor slice health 
(Mulkey and Malenka 1992; Dudek and Bear 1993). When we applied high-frequency 
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st imulation to a depressed tcmporoammonic pathway, we observed a partial 
recovery of the response to a level between the depressed level and the original baseline; 
repeated application of HFS brought the response back up to the original baseline, 
suggesting that the depressed temporoammonic pathway had not suffered some non-
specific damage (Figure 30). Furthermore, fiFS applied to the depressed pathway in the 
presence of bicuculline resulted in complete recovery and potentiation of the response 
above the original baseline level (Figure 30). 
The requirement for multiple applications of HFS to bring the depressed temporo-
ammonic response back to baseline after LTD is consistent with the lack of LTP seen in 
naive slices. In agreement with a previous report (Colbert and Levy 1993), we were able 
to potentiate the tcmporoammonic response in naive slices by HFS or TBS only in the 
presence of bicuculline. Compared to the Schaffer collateral response, the temporo-
ammonic field respon se is fairly small to begin with, and might therefore require disin-
hibition before it can be potentiated; indeed, it has been shown that LTP cannot be 
induced in thi s pathway, even in the presence of bicucullinc, if the initial response is too 
small (Colbert and Levy 1993). (LTP of the temporoammonic pathway in the slice prep-
aration in the presence of intact inhibition has been shown only in a situation where the 
temporoammonic input was stimulated so as to elicit a population spike recorded in 
stratum pyramidale (Dotter and Wei ght 1985); we have never observed population spike 
acti vity in response to temporoammonic stimulation.) The LTP that was induced by HFS 
of the temporoammonic pathway was dependent on the activation of NMDA receptors 
(Figure 3 1 ), just as so many other hippocampal pathways arc (Bliss and Col lingridge 
1993). 
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The entorhinal co1tex is not the only brain region to send a projection 
to stratum lacunosum-molcculare of area CAl. Fibers from nucleus reuniens thalami 
(Wouterlood et al. 1990; Dolleman-Van Der Weel and Witter 1996), the amygdala 
(Petrovich et al. 1997), and area TE of inferotemporal cortex (Yukie and Iwai 1988) also 
terminate in SLM, raising the possibility that activity in these areas might also serve to 
modulate or gate information flow through the trisynaptic circuit. It is worth noting that 
extracellular stimulation electrodes placed in SLM may well activate these fibers as well 
as temporoammonic axons. 
The function of the temporoammonic pathway and of other inputs to SLM is not 
yet well understood. In vivo studies suggest that the temporoammonic input plays a role 
in the generation of theta oscillations (Buzsaki et al. 1995) and 40Hz osci llations 
(Charpak et at. l 995); models of the hippocampus as a heteroassociative learning 
network include the temporoammonic pathway and the Schaffer col lateral pathway as 
two distinct information-bearing inputs to CAl (Hasselmo and Schnell 1994); and the 
inhibition activated by temporoammonic input may serve to gate the output of the 
hippocampus (Empson and Heinemann 1995b; Dvorak and Schuman 1997). Temporo-
ammonic activity has also been shown to be capable of modulating the induction of LTP 
at the Schaffer collateral input to CA J (Levy et al. 1998); it wi II be interesting to examine 
the impact of plasticity of the temporoammonic pathway on thi s heterosynaptic 
modulatory effect. 
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Figure 26. The tcmporoammonic field response is depressed by low-frequency 
stimulation (LFS = 1 Hz for 10 min). A, The temporoammonic response (solid circles) is 
depressed by LFS while the unstimulated Schaffer collateral response (open triangles) in 
the same slices is unaffected. Above, superimposed representative field potentials of the 
temporoammonic (TA) or Schaffer collateral (SC) responses, taken 5 min before and 35 
min after LFS of theTA pathway. B, When LFS is applied to the Schaffer collateral 
pathway (open triangles), much less depression is seen than when LFS is applied to the 
tcmporoammonic pathway (A). Above, superimposed representative field potentials 
taken 5 min before and 35 min after LFS of either temporoammonic (TA) or Schaffer 
collateral (SC) axons. C, LTD of the temporoammonic response is saturated by repeated 
application of LFS. Top, a representative experiment showing saturation of LTD. 
Bottom, five individual experiments showing simi lar saturati on of temporoammonic 
LTD. Each point represents the average slope for that experiment over the ten minutes 
prior to that point. In the experiment denoted by open squares, a fifth LFS period was 
applied at 120-130 min. Scale bars: 0.2 mY I 30 ms. 
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Figure 27. Temporoammonic LTD does not require intact OABAergic 
inhibition. The response to LFS in normal ACSF (solid circles) is not different from that 
seen in the presence of 20 f..!M bicuculline (open triangles) or 1 f..!M COP 55845A (open 
squares). Above, superimposed representative field potentials taken 5 min before and 35 
min after LFS of temporoarnmonic pathway in normal ACSF (control ; same data as in 
Figure 26), 20 J..lM bicuculline (bic) , or I J..lM COP 55845A (COP). Scale bar: 0.2 mV I 
30 ms. 
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Figure 28. Temporoammonic LTD is pattially dependent on NMDA receptor 
activation. LFS applied in the presence of 50 ~M AP5 (open triangles) or 50 ~M AP5 
plus 20 )lM nifedipine (open squares) resulted in significantly less depression than LFS 
applied in normal ACSF (solid circles). Above, superimposed representative field 
potentials taken 5 min before and 35 min after LFS of temporoammonic pathway in 
normal ACSF (control; same data as in Figure 26), 50 ~M AP5 (AP5), or 50 )lM AP5 
plus 20 ~M nifedipine (AP5+nif). Scale bar: 0.2 mY I 30 ms. 
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Figure 29. Temporoammonic LTD does not require activation of muscarinic 
acetylcholine receptors. LFS applied in the presence of l J..tM atropine (open triangles) 
resulted in the same amount of depression as LFS applied in normal ACSF (solid circles). 
Above, superimposed representative field potentials taken 5 min before and 35 min after 
LFS of temporoammonic pathway in normal ACSF (control; same data as in Figure 26) 
or 1 J..tM atropine (atr). Scale bar: 0.2 mV I 30 ms. 
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Figure 30. Temporoammonic LTD can be partially or wholly reversed by 
high-frequency sti mutation (I IFS = I 00 H z for L s). A, In normal ACSF (solid circles), 
HFS applied to the depressed temporoammonic pathway resulted in a recovery above the 
depressed baseline but below the original baseline (dashed fine). In the presence of 20 
~M bicuculline, HFS resulted in a potentiation significantly above the original baseline. 
Above, superimposed representati ve field potentials taken 5 min before and 25 min after 
HFS of temporoammonic pathway in normal ACSF (control) or 20 ~M bicuculline (bic). 
B, Three applications of HFS at 5 min intervals result in a full recovery of the temporo-
ammonic response to the ori ginal baseline. Above, superimposed representative field 
potentials taken 5 min before and 35 min after the first HFS application. Scale bar: 0.2 
mY /30 ms. 
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Figure 31. The temporoammonic response in naive slices can be potentiated 
only when fast GABAergic inhibi ti on is blocked. This potentiation requires activation of 
NMDA receptors. A , HFS applied in the presence of 20 ).!M bicucu lline (open triangles) 
results in significant potentiation of the temporoammonic response, wh ile the same 
protoco l applied in normal ACSF (solid circles) results in little or no potentiation. In the 
presence of both bicuculline and 50 ).!M AP5 (open squares), no potentiation is observed. 
Above, super-imposed representati ve field potentials taken 5 min before and 25 min after 
HFS of temporoammonic pathway in normal ACSF (control), 20 ).!M bicuculline (bic), or 
20 ).!M bicuculline plus 50 ).!M AP5 (bic+AP5). Scale bar: 0.2 mV I 30 ms. B, Theta-
burst stimulation (TBS) potentiates the temporoammonic response only when applied in 
the presence of 20 ).!M bicucu lline (open triangles); TBS in normal ACSF (solid circles) 
has little effect. Above, superimposed representative field potentials taken 5 min before 
and 25 min after TBS of temporoammonic pathway in normal ACSF (control) or 20 ).!M 
bicuculline (bic). Scale bar: 0.2 mY I 30 ms. 
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4 Regulation of information flow through the hippocampus by 
the inhibitory component of theTA pathway 
Submilled for publication in the Journal of Neuroscience. 
Note that the neurons for which results are reported in thi s chapter are a subset of 
those described in Chapter 2. 
4. 1 Abstract 
CA 1 pyramidal ce l ls are the primary output neurons of the hippocampus, carrying 
information about the result of hippocampal network processing to the subiculum and 
entorhinal cortex (EC) and thence out to the rest of the brain. The primary excitatory 
drive to theCA 1 pyramidal cells comes via the Schaffer collateral (SC) projection from 
area CA3. There is also a direct projection from EC to stratum lacunosum-moleculare 
(SLM) of CA I , an input we ll positioned to modulate information fl ow through the 
hippocampus. High-frequency stimulation in SLM evokes an inhibition sufficiently 
strong to prevent CA l pyramidal cells from spiking in respon se to SC input, a pheno-
menon we refer to as spike-blocking. W e characterized the spike-blocking efficacy of 
burs t s timulation ( 10 s timuli at 100 liz) in SLM and found that it is g reates t al about 300-
600 ms after the burst, consistent with the time course of the slow GABA8 signaling 
pathway. Spike-blocking efficacy increases in potency with the number of SLM stimuli 
in a burst, but also decreases with repeated presentations of SLM bursts. Spike-blocking 
was eliminated in the presence of GABA8 antagonists. We have identified a candidate 
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population of interneurons in SLM and distal stratum radiatum (SR) which 
may mediate this spike-blocking effect. We conclude that the output of CAl pyramjdal 
cells, and hence the hippocampus, is modulated in a input pattern-dependent manner by 
activation of the direct pathway from EC. 
4.2 Introduction 
The hippocampus plays a critical role in such high-level brain functions as 
learning and memory (Zola-Morgan and Squire 1990; Squire and Zola-Morgan 1991; 
Eichenbaum et al. L992; Wood et at. 1999) and spatial navigation (Wilson and 
McNaughton 1993; Mul ler 1996). In order for the neural computations perf01-med by the 
hippocampus to be used by the rest of the brain, an output from the hippocampus to 
neocortex is necessary. The pyramidal cells of area CA J are the primary population of 
hippocampal principal cells projecting outside of the hippocampus, with axons projecting 
to subiculum and entorhinal cortex (EC) as well as subcortical targets (Witter et al. 1989; 
Lopes da Silva et at. 1990; Van Groen and Wyss 1990; Tamamaki and Nojyo 1995). The 
primary excitatory input to the CAl pyramidal cells is the Schaffer collateral (SC) 
projection from area CA3 (Andersen et al. 1966; Amaral and Witter 1989; Amaral et at. 
1990; Lopes da Silva eta!. 1990). CAl pyramidal cells and their SC inputs are therefore 
crucial sites ror the regulation of hippocampal output. 
Stratum lacunosum-moleculare (SLM) of area CAl receives a number of inputs 
from various other brain regions, including a direct projection from layer lll of EC 
(Steward and Scoville 1976), as well as projections from the nuc leus reuniens of the 
thalamus (Wouterlood et al. 1990) and inferotemporal cortex (Yukie and Jwai 1988). 
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The function of inputs to this di stal dendritic region of CAl pyramidal cells is 
not well understood (see Soltesz and Jones 1995). Although there is some evidence for 
direct excitation via the EC projection to CA I (Yeckcl and Berger 1990), there is also a 
strong inhibitory component (Empson and Heinemann 1995a; Pare and Llim1s 1995). We 
investigated the effect of this inhibitory input on the activity of CA L pyramidal cells, 
focusing pat1icularly on their responsiveness to SC inputs. We find that the effectiveness 
of SC inputs in causing pyramida l cell s to fire is greatly redLtced when stratum radiatum 
(SR) is stimulated shot11 y after a burst stimulus in SLM, a phenomenon we call spike-
blocking. We investi gated the dependence of spike-blocking efficacy on the relative 
timing of the SR and SLM inputs and on the number of SLM stimuli. We also inves-
ti gated whether the SLM-mediatcd modulation of SR inputs could itself be modulated, by 
examining the effects of repeated SLM bursts on spike-blocking. Some of these results 
have previous ly appeared in abstract form (Dvorak and Schuman 1997). 
4.3 Methods 
4.3.1 Tissue preparation 
Slices were prepared by standard procedures from 6-8 week old male Sprague-
Dawley rats. Rats were decapitated following Halothane anesthesia, and the brain rapidly 
removed to icc-co ld, oxygenated artificial cerebrospinal Ouid (ACSF: 119 mM NaCI; 2.5 
mM KC I; 1.3 mM MgS04; 2.4 mM CaCI2; 1.0 mM NaH2P04; 26.2 mM NaHC03; 11.0 
mM glucose). The posterior half of each he misphere was glued, ventral side up, onto the 
stage of a cooled oscillating tissue slicer (OTS-3000-04; FHC, Brunswick, ME) and 
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covered with chill ed ACSF. 500 J.lm s lices were cut. T he extraneous cortical 
and subcottical tissue was gently dissected away with the smal l end of a spatula. The 
s li ces were then allowed to recover in an interface chamber at room temperature for at 
least one hour before experiments were started. Further microdi ssection was performed 
in ice-cold AC SF immediately following sli ce preparation. All electrophysiology was 
done with the slices submerged and constantly perfused with oxygenated ACSF at room 
temperature. 
To minimize the possibility of di synaptic or trisynaptic activity in CAl, the 
dentate gyrus and CA3 regions were dissected away from the s li ce, leaving a CAl 
minislice. A cut was made through SR in di stal CA l (near the subiculum) perpendicular 
to the cell body layer, in order to prevent antidromic activation of SC axons by the 
stimulating e lectrode in SLM (Maccaferri and McBain 1995); SC axons do not enter 
SLM to any appreciable ex tent (Amaral and Witter 1989; Tamamaki and Nojyo 1995). 
Field potential recordin gs were used to verify isolated activation of axons in SR or SLM 
(Colbert and Levy 1992; Dvorak-Carbone and Schuman 1999). 
4.3.2 Electrophysiology 
Bipolar tun gsten electrodes, either concentri c or paired needles, were used for 
stimulation. One e lectrode was placed in SR to stimulate the SC axons; the other was 
used to stimulate SLM afferents on the far side of the cut. The level of S R stimulation 
was set such that the resu ltant EPSP in the pyramidal cell just barely reached spike 
threshold ; thi s generall y required a cu rrent of 20 - 40 J.lA for 100 J.lS. S timulation in 
SLM was generall y stronger, 30 - 200 J.lA for 100 J.lS. 
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Intracellular recordings from pyramidal cells were made using sharp 
e lectrodes whose resistance was 100-200 MQ when filled with 2 M potassium acetate. 
Sharp electrode recordings were made "blind" by lowering the electrode into stratum 
pyramidale until a pe netration was achieved. The voltage reading of the electrode was 
zeroed with the electrode in the bath, and the bridge was balanced before penetration and 
rebalanced after penetration. Capacitance compensation was applied after penetration. 
Neurons included for analysis had a resting potential of -62. L ± 1.0 mV, fired 
overshooting action potentials, and had input resistances of L09 ± 10 MQ (n = 28). 
Pyramidal cell s were identified by the presence of strong spike frequency accommod-
ation in response to positive current injection. All experiments were performed in current 
clamp mode; the cell was generally at its resting potential, though in a few (3/28) cases a 
small negative cu1Tent was applied to hyperpola•ize the cell and prevent it from spontan-
eously firing action potentials. 
Whole-ce ll electrodes used for interneuron recordings had a resistance of about 5 
MQ when filled with intracellular solution ( 125 mM KMeS04 (City Chemical Corp., 
Jersey City, NJ), 9 mM HEPES, 3.6 mM NaCI , 90 J..lM EGTA, 4 mM Mg-ATP, 300 J..lM 
Li -GTP, 25 mM phosphocreatine, and 0.2-0.4% biocytin). Whole-ce ll recordings were 
made under visual guidance on an Olympus BX50Wl upright microscope equipped with 
a MTf VElOOO CCD camera. Posi tive pressure was applied to the e lectrode solution 
while advancing towards the targeted neuron, in order to keep debri s off the electrode as 
well as to "clean" the surface of the neuron (Edwards L 995). A gigaseal was obtained 
under voltage-clamp conditions by applying slight negative pressure; the patch was then 
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c lamped down to -60 mY and whole-cell configuration was achieved by 
applying further negative pressure. Neurons included for analysis had resting potentials 
negative to -50 mY, fired overshooting action potentials, and had input resistances of 562 
± 5 MQ. All experiments were performed in current-clamp mode, with the cell at its 
resting potential. 
Drugs were applied by dilution of concentrated stock so lutions into the perfusion 
medium. Stock so lutions were made up in water. COP 55845A was a kind gift from 
Novartis (Basel, Switzerland); CNQX and 2-0H-saclofen were obtained from RBI 
(Natick, MA); al l other drugs were obtained from Sigma (St. Louis, MO). 
4.3.3 Histology and reconstruction of filled neurons 
For morphological reconstructions of intemeurons, the whole-ce ll recording 
solution inc luded 0.2-0.4% biocytin. In order to prevent non-specific stain ing of 
damaged neurons at the slice surface , the tip of the electrode was fill ed with biocytin-free 
solution, and the e lectrode was then back-filled with biocytin-containing solution. 
After completion of the experiments, slices were fixed in 4% paraformaldehyde in 
phosphate-buffered saline (PBS) for at least 3 days. Thin (70 J..Lm) sections were cut on a 
vibratome and rinsed in PBS. The sections were incubated in an endogenous peroxidase 
blocker (10% MeOH, 3.5% H 20 2) in PBS for L. 5 hours and rinsed again in PBS . Next, 
sections were incubated in 2% BSA and 0.25% Triton X- 100 in PBS for 45 minutes, 
followed by a wash in 2% BSA in PBS. Slices were then incubated in an avidin-HRP 
solution (ABC solution , Yectastain Kit PK-6100, Vector Labs, Burlingame, CA) for 2 
hours. After rinsing in PBS, slices were incubated in a solution of diaminobenz idine 
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(DAB; 10 mg/20 mL PBS) wi th cobalt chloride (.03%) and nickel ammonium 
sulfate (.02%) for 30 minutes; 0.0004% H20 2 was then added and slices were incubated 
till the stained neurons appeared (2-30 min). S lices were once again rinsed in PBS, 
mounted onto subbed slides, dehydrated in increasing alcohols, c leared in xylene, and 
coverslipped with Permount. 
Filled neurons were observed with a 63X oil-immersion objective on a Zeiss 
Axioplan upright microscope equipped with a drawing tube, which was used to recon-
struct the approximate neuronal morphology. Reconstructions are strictly qualitative and 
no attempt was made to measure process length or correct for ti ssue shrinkage. 
4.3.4 Data acquisition and analysis 
Recordings were made us ing an Axoclamp-2A or 2B (Axon lnstruments, Foster 
City, CA), low-pass filtered at 3kHz, digitized at 1 kHz and collected directly onto an 
IBM-compatible Pentium-c lass computer using in-house software written in LabVfEW 
(National Instruments, Austin, TX). Intrace llular responses di splayed are averages of 3-5 
individual traces. 
The effectiveness of the SLM burst in blocking SR-evoked spiking was quantified 
as follows. Trials of SR stimulation following an SLM burst were interleaved with trials 
where SR stimuli were delivered in isolation. For any one test, typically , 10 SR+SLM 
trials were interleaved with about 25 SR-alone trial s. SR-induced spike firing proba-
bilities in the presence or absence of the SLM burst were calculated from these trials. 
Spike-blocking efficacy for each test condition was defined as follows: 
spike-blocking efficacy= (probability of firing with SA stimulation alone) -
(probability of firing with SR+SLM stimulation) 
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Thus, spike-blocking efficacy would reach a maximum of 1 if the cell never 
spiked when the SR stimulus was presented following the SLM burst and always spiked 
when the SR stimulus was presented in isolation, and wou ld be 0 if the cell was equally 
likely to fire in the presence or the absence of the SLM burst. A negative value would be 
possible if the spike firing probability increased in the presence of the SLM burst. In 
practice, the upper bound of the measured spike-blocking efficacy was limited by the 
firing probability in response to SR stimulation alone. Over all tests, the firing proba-
bility in response to SR stimu lation alone was 0 .87 ± 0.0 L (n = 176); therefore, a spike-
blocking efficacy of- 0.9 would indicate maximal spike-blocking. In only one test out 
of 176 was the SR-alone spike firing probability less than 0 .5, and in 76% of tests, the 
SR-alone spike firing probability was> 0.8. 
All numerical values are listed as mean± SE; en·or bars in bar graphs are SE. 
Data were analyzed and plotted using Microcal Origin. Some stati stical analyses were 
performed in Microsoft Excel or STATISTICA for Windows (StatSoft, Lnc., Tulsa, OK). 
A paired Student's t-test was used to test stati stical significance of the spike-blocking 
effect, using spiking probabilities in the presence or absence of the SLM burst as the 
dependent variables. For multiple comparisons, e.g., comparing the effectiveness of 
spike-blocking at different ISis, a repeated-measures, one-way analysis of variance 
(ANOVA) was performed across that subset of the data for which all levels (e.g., IS I) 
were tested on each neuron inc luded in the analysis; the Neuman-Keuls tes t was 
performed to assess the statistical significance of all pair-wise post-hoc 
comparisons. Results were considered significant when p ~ 0.05; p values> 0.05 are 
reported as NS. 
4.4 Results 
4.4.1 Burst stimulation in SLM results in a large IPSP and blocks SC-induced 
spiking in a GABA6-dependent manner 
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A single stimulus in SLM usually resulted in a biphasic response in the post-
synaptic pyramidal cel l , with a small excitatory postsynaptic potential (EPSP) (0.9 ± 0.1 
mY, peaking 31.3 ± 1.7 ms after the stimulus artifact, n = 23), presumably mediated by 
excitatory axons from layer Ill of EC (Empson and Heinemann 1995b), nucleus reuniens 
thalami (Wouterlood eta/. 1990; Dolleman-Yan Der Weel and Witter 1996), or infero-
temporal cortex (Yukie and Jwai J 988), followed by a slow, small TPSP (-1.1 ± 0. 1 mV, 
peaking 281 ± 10 ms after the stimulus artifact, n = 28) (Figure 32A). Burst stimulation 
in SLM, i .e., 10 stimuli at 100Hz, resulted in a significantly larger IPSP (-4.4 ± 0.4 mY, 
peaking 39 1 ± 13 ms after the stimulus artifact, p < 0.0001 , n = 27). (Figure 32B). This 
lPSP was mediated by GABAn receptors, since it was significantly reduced in the pre-
sence of the GABAll antagoni st 2-0H-saclofen ( tOO ~M; peak TPSP amplitude, -2.0 ± 0 .3 
mY, significantly different from the IPSP in the same cell under control conditions, p < 
0.05, n = 4) and virtual ly eliminated in the presence of the more potent GABA3 antag-
onist CGP 55845A (2 )..lM; peak lPSP amplitude -0.5 ± 0.3 mY, significantly different 
from the IPSP in the same cell under control conditions, p < 0.05, n = 3) (Figure 32C). 
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We wished to examine whether the inhibition evoked by high-frequency 
stimulation in SLM could have a functional effect on the output of the hippocampus, 
name ly action potentials in CA l pyramidal cell s. SC stimulation strength in SR was set 
to such a level that the response was just suprathreshold for action potenti al generation 
(Figure 32D). Bursts of stimuli in SLM were tested for their abi lity to block spiking 
evoked by SR stimulation . Spike-bloc king efficacy can range from 0 (no block: spiking 
equally likely in presence or absence of SLM stimulation) to 1 (maxi mal block: spikes 
never evoked following SLM stimulation), or be negative if spiking probability increased 
following SLM stimulation (see Methods). When the SR stimulus was delivered in the 
middle of the SLM burst-evoked IPSP, spike generation was blocked (Figure 32E); 
spike-blocking efficacy 400 ms following an SLM burst of 10 stimuli at 100Hz was 0.73 
± 0.05 (n = 19). T hi s spike-blocking effect was mediated by GABA13 receptors, since 
spike-blocking efficacy was reduced from 0.69 ± 0.01 to 0.15 ± 0.003 in the presence of 
100 J.!M 2-0H-saclofen (p < 0.01 , n = 3), and was reduced from 0.82 ± 0.02 to -0.17 ± 
0.03 in the presence of 2 J.!M CGP 55845A (p < 0.001, n = 3) (Figure 32F). 
4.4.2 Spike-blocking efficacy is dependent on relative timing of the SLM and SR 
stimuli 
The dependence of spike-blocking efficacy on the relative timing of SR and SLM 
stimulation may help to suggest under what circumstances spike-blocking may occur in 
vivo. Dependence on interstimulus interval (lSI; measured from the first stimulus in the 
SLM burst to the SR stimulus) was tested in 23 neurons using an SLM burst pattern of 10 
stimuli at 100Hz; IS is measured ranged from 25 ms (with the SR stimulus thus arriving 
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during the SLM burst) to 1500 ms. Spike-blocking efficacy reached a 
maximum of 0.77 ± 0.04 (n = 19; significantly different from 0, p < 0.00001) at an lSI of 
400 ms, a time interval consistent with the slow time course of the G protein-mediated 
GABAB signaling pathway (Mott and Lewis 1994; Misgeld et at. 1995), and dropped off 
at shorter or longer ISis (Figure 33A). At 1500 ms, the spike-blocking effect was not 
significant (spike-blocking ef'ficacy, 0.15 ± 0.15, NS, n = 4). 
To compare spike-blocking efficacy at different ISis, an ANOVA was performed 
on data from nine neurons on which ISis of 100, 200, 400, 600 and 800 ms had been 
tested. There was significant variation in spike-blocking efficacy between ISis (F = 6.78, 
DF = 4, p < 0.001). Spike-blocking efficacy at 100,200, and 800 ms was significantly 
lower than that at 400 ms (Newman-Keuls test, p < 0.01, n = 9), and spike-blocking 
efficacy was also significantl y lower at 800 than at 600 ms lSI (Newman-Keuls test, p < 
0.01, n = 9). This confirms the observation that spike-blocking efficacy was greatest at 
intermediate ISis. 
4.4.3 Spike-blocking efficacy is dependent on the number of stimuli in the SLM 
burst 
We sought to determine how spike-blocki ng efficacy varied with the number of 
stimuli in the SLM burst. IPSP amplitude and duration increased when the number of 
stimuli in the burst was increased (e.g., sec Figure 33B, inset). We tested spike-blocking 
with single SLM stimu li as well as bursts consisti ng of 2 to 15 stimuli delivered at 100 
Hz in nine neurons. With only a single SLM stimulus, there was no significant spike-
blocking effect (spike-blocking effi cacy, 0.12 ± 0.07, NS different from 0, n = 9); spike-
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blocking efficacy was greatly increased by repetitive stimulation (Figure 
33B). There was a significant effect of number of stimuli/burst on spike-blocking 
efficacy (F = 6.04, DF = 8, p < 0.01). One stimulus was significan tly less effecti ve in 
spike-blocking than three or more stimuli (Newman-Keuls test , p < 0.05 for all 
comparisons). Two sti muli were significantl y less effecti ve than eight or ten stimul i 
(Newman-Keuls test, p < 0.05). No other significant differences were observed between 
different numbers of stimuli. 
4.4.4 Repeated presentation of the SLM burst results in a reduction of the IPSP 
and of spike-blocking efficacy 
Having characteri zed the effect of SLM-evoked inhibition on excitatory SC 
transmission, we wished to examine whether thi s inhibitory effect could itself be modu-
lated. GABA-mediated responses are known to undergo frequency-dependent depression 
by means of presynaptic GABA 13 autoreceptors (e.g., Davies et al. 1990). We found that 
repeated presentation of the SLM burst ( 10 stimuli at 100Hz) at 1 Ilz resulted in an 
exponential decay of IPSP amplitude, with a time constant of 3.7 ± 0.2 seconds (n = 8) 
(Figure 34). 
Is spike-block ing efficacy modulated along with IPSP amplitude? To determine 
how spike-blocking efficacy varied with position in the train of SLM bursts, we used a 
modified stimulation paradigm. We presented 10 SC stimuli at I H z alone, followed by 
10 SC stimuli at l Hz offset by 400 ms from 10 SLM bursts at 1 Hz (Figure35A), 
followed by 10 SC stimuli again. This set of stimuli was repeated 5- lO times at~ 5 
minute intervals to allow for recovery of the GABAo response. Spike-firing probabil ity 
214 
for SC stimulation alone and in the presence of the SLM bursts was 
determined for each position in the train of bursts (Figure 35B; n = 8). Spike-blocking 
efficacy decayed in an ex ponential manner with repeated SLM burst stimulation, from 
0 .73 ± 0.07 during the first burst, to 0.08 ± 0 .04 during the last burst (Figure 35C; n = 8). 
The time constant of thi s decay was 2.8 ± 0.3 seconds, similar to the time course of IPSP 
depression. Spike-blocking efficacy varied significantly wi th position in the train 
(repeated-measures ANOV A, F = 11 .10, DF = 9, p < 0.000 I); post-hoc analys is showed 
that spike-blocking effi cacy was significantl y greater during the first burst in the train 
than at any other posi tion (Neuman-Keuls test, p < 0.05) and significantly greater during 
the second burst than in any of the fourth through tenth bursts (Neuman-Keuls test, p < 
0.05 for all comparisons). 
Because o f our observation that SC spike firing probability was not constant 
during a train of 10 stimuli at 1Hz (Figure 35B ), we wished to verify that the apparent 
decrease in spike-blocking efficacy was not due, rather, to a fac ili tation in the SC 
response owing to repeated stimulation. To test thi s, we compared spike-blocki ng 
efficacy during the first and last SLM bursts by presenting only two SC stimuli nine 
seconds apart, thus occuni ng during the first and last IPSPs of a train of bursts. Spike-
blocking e ffi cacy was 0.87 ± 0. 13 during the first burst and 0.17 ± 0.12 during the last 
burst, a signi ficant difference (p < 0.05, n = 3), indicating that spike-bloc king effi cacy did 
in fact decrease over the course of the burst train . 
Recovery from the decay of spike-blocking was measured by performing si ngle 
probe tests two minutes followin g a train of SLM bursts. After two minutes, spike-
blocking efficacy had retumed to 0.46 ± 0 .12 (n = 5) (Figure 36); spike-blocking efficacy 
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at five to ten minutes following the previous burst train was 0.72 ± 0.08 (n = 
5), very similar to the 0.74 ± 0.05 spike-blocking efficacy observed when single bursts 
were tested at 400 ms lSI (compare with Figure 33A). 
4.4.5 The spike-blocking effect may be mediated by SLM interneurons 
We made recordings from SLM intemeurons, likely mediators of this spike-
blocking effect, to determine their responses to high-frequency SLM stimulation. Some 
intemeurons were not very responsive at aJI to stimu lation in SLM, despite having 
dendrites in that layer. A subset of SLM intemeurons responded with a large EPSP to 
stimulation in SLM, and could be made to spike by repeated SLM stimulation at high 
frequencies; an example of such an interneuron is shown in Figure 37. Other intemeurons 
could be driven directly (i.e., spiking due to direct depolarization or antidromic activation 
of the axon) by SLM stimulation . The spike-blocking effect we characterized is likely to 
be mediated by interneurons that were driven synaptically, as well as those that were 
driven directly by the stimu lating electrode. 
4.5 Discussion 
We have shown that high-frequency stimulation in SLM can regulate the output 
activity of CA 1 pyramidal cell s in response to excitatory SR inputs. This result suggests 
a role for the direct projection from EC to SLM of CA l , the temporoammonic (TA) 
pathway (Fredens et al. 1984; Maccafeni and McBain 1995; Reeves et al. 1997), in 
regulation of the output of the hippocampus. Individual EC layer III neurons, whose 
axons are activated by SLM stimulation, can naturall y fi re at the hi gh freque ncies used in 
216 
this study (Finch eta/. 1986; Gloveli et al. 1997a; but see Mizumori er al. 
1992; Stewart era/. 1992; Dickson eta/. 1997). EC layer IT/III neurons also fire in high-
frequency population bursts (Chrobak and Buzsaki 1998). A simi lar inhibitory 
phenomenon has been observed in area CA3 of the hippocampus, where a single stimulus 
to the perforant pathway in SLM can block spontaneous firing of CA3 pyramidal cells 
(Kehl and McLennan l985a) and reduce the amplitude of a population spike evoked by 
subsequent stimulation of the fimbria (Kehl and M cLennan 1985b). 
Previous reports have suggested that theTA pathway may inhibit SC responses in 
area CA l (Empson and Heinemann 1995b; Levy et a!. 1998). However, the relati vc 
timing of SR and SLM stimulation in these studies was based on the difference in 
synaptic delays between the mono- and trisynaptic inputs from EC to CAl. This 
approach assumes that the cells of origin of the two pathways, which consist of cliscrete 
populations within EC (Steward and Scoville 1976), are active simultaneously. Because 
of the difficulty of identifying the layer of origin of si ngle units recorded in vivo (e.g., see 
Quirk eta/. 1992; Stewart et al. 1992; Chrobak and Buzsaki 1998), it is not known 
whether this is the case. Since afferent inputs arc segregated to different layers of the EC 
(e.g., see Witter 1993), it is likely that the cells of layers II and 111 of EC have different 
activity patterns. The slow and long time course of the SLM-mediated inhibitory effect 
reported in our study suggests that spike-blocking may act as an overall damping of the 
output of the hippocampus, rather than a more synapse-specific or temporally restricted 
effect. 
The dependence of the spike-blocking effect on GABAu receptors was confirmed 
by its elimination in the presence of the GABA8 receptor antagonist COP 55845A 
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(Figure 32). The spike-blocking effect may be mediated by presynaptic 
GABA 8 receptors located on the SC axon terminals, as seen elsewhere (e.g., Isaacson et 
a/. 1993), by the hyperpolarization evoked by activation of postsynaptic GABA8 
receptors on the pyramidal cells (e.g., Connors era/. 1988), or a combination of both 
factors; we did not address this issue in our study. 
The variation of spike-blocking efficacy with lSI is consistent with the time 
course of GABAn-mediated phenomena (reviewed in Mott and Lewis 1994). The lPSP 
evoked by SLM burst stimulation peaked at 397 ± 14 ms, and spike-blocking efficacy 
was greatest at an JSl of 400 ms. Some spike-blocking was observed as early as 100 ms, 
at which point the somatic membrane potential was near its resting potential , suggesting 
that postsynaptic hyperpolarization may not be essential to the spike-blocking effect. At 
short ISis, shunting of the SC input by the GABAA or EPSP components of the SLM 
response may have contributed to the spike-blocking effect. We found that the spike-
blocking effect also had a longer time course than the IPSP, since there was no significant 
difference between spike-blocking efficacy at 400 and at 600 ms lSI, and spike-blocking 
cou ld still be observed even 800-1000 ms after the SLM burst. Spike-blocking at long 
ISis may have been mediated by the activation of presynaptic GABA8 receptors on SC 
axon terminal s (Isaacson eta/. 1993). 
Although spike-blocking efficacy was not directly dependent on the IPSP amp-
litude, the size of the IPSP sti ll appears to be a good indicator of the amount of GABA13 
activation. Consistent with this, an increase in the number of stimuli in the SLM burst 
resulted in increases both in IPSP amplitude (and duration) and in spike-b locking effi -
cacy. Increasing the number of SLM stimuli/bu rst could resu lt both in the recruitment of 
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more interneurons, because of EPSP summation, and in more action potentials 
per interneuron. Previous studies have shown that activation of individual SLM 
intemeurons does not result in a GABA0 response visible at the soma of CAl pyramidal 
cells, even when a train of action potentials is elicited in the interneuron (Ouardouz and 
Lacaille 1997; Vida et al. 1998). In general, it is believed that several interneurons must 
be activated to evoke a GABA8 -mediated response (Isaacson er al. 1993 ; Lambert and 
Wilson 1994; Fortunato eta/. 1996), possibly because of a requirement for GABA "spil l-
over" to extrasynaptically located GABA0 receptors (I saacson era/. 1993). 
Patterns of activity in the nervous system do not occur in a vacuum; responses to 
synaptic activity are conditioned by the prior history of the synapse. T he balance of 
excitation and inhibition in the hippocampus varies constantly due to activity-dependent 
regulation of synaptic transmission. Here, we have shown that shot1-term depression of 
an SLM-activated spike-blocking effect can shift the balance between excitation and 
inhibition in the inputs onto CA l pyramidal cells. Spike-blocking evoked by burst SLM 
stimulation was depressed when bursts were repeated at 1 Hz (Figures 35 and 36). Dow n-
regulation of the inhibitory TA input may contribute to frequency-dependent facilitation 
of the tri synaptic pathway (Hen·eras eta/. 1987). In the presence of natural patterns of 
acti vity, such as theta rhythms, the efficacy of spike-blocking could be continuously up-
and downregulated. The long-term depression of excitatory TA responses following low-
frequency ( 1 H z) stimulation (Dvorak-Carbone and Schuman 1999) may also contribute 
to a re-balancing of inhibitory and excitatory transmission in thi s pathway. 
Acti vity-dependent depression of inhibitory responses has been well characterized 
(Ben-Ari et al. 1979; M cCarren and Alger 1985; Deisz and Prince 1989; Thompson and 
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Gahwiler 1989; Davies et al. 1990) and is mediated by GABA8 autoreceptors 
(Davies et al. 1990; Roepstorff and Lambert 1994) as well as by a GABA8 -independent 
process, possibly synaptic vesicle depletion (Lambert and Wilson 1994; Fortunato et al. 
1996). Although most studies of modulation of inhibition have focused on GABAA 
responses, GABA8 responses are also reduced with repeated stimulation (Williams and 
Lacai lie 1992; Ling and Benardo 1994 ). We found that repeated presentation of the SLM 
burst sti mulus at 1 Hz resulted in a decrease in the IPSP amplitude along with a decrease 
in spike-b locking efficacy. In addition to processes intrinsic to interneuron axon 
terminals, a decrease in recruitment of SLM intemeurons may also have contributed to 
the decreased IPSP size (Congar et al. 1995). Also, the repeated high-frequency 
stimulation used may have resulted in depletion of the available pool of synaptic vesicles 
(Liu and Tsien 1995; Stevens and Tsujimoto 1995). The slow time course of recovery 
from activity-dependent depression is consistent with synaptic vesicle depletion (Lass et 
al. 1973; Wiley et al. 1987; Liu and Tsien 1995). 
Of the many different kinds of GABAergic interneurons in the hippocampus (see 
Freund and Buzsaki 1996 for review), the intemeurons of SLM are likely candidates for 
mediators of the spike-blocking effect. SLM interneurons can be driven either synap-
tically (Figure 37) (Lacaille and Schwartzkroin 1988a; Williams et al. 1994) or by direct 
depolarization (Dvorak-Carbone and Schuman, unpubli shed observations) in response to 
stimulation in SLM. Focal stimulation in SLM has been used to evoke GABA13-mediated 
synaptic responses in pyramidal cells, presumably by the activation of SLM interneurons 
(Williams and Lacaille 1992; Benardo 1995; Miles et al. 1996). Trains of action poten-
tials in SLM intemeurons can block action potentials from being evoked by depolarizing 
220 
cun·ent injection in pyramidal cells (Lacai lle and Schwartzkroin 1988b). 
Other types of intemeurons may also contribute to SLM-activated spike-blocking, 
including vertically-oriented 0/A interneurons (McBain eta/. 1994), stratum pyramidale 
basket cells (Sfk eta/. 1995; Han 1996), and chandelier cells (Li et al. 1992; Buhl el al. 
1994b), all of which have dendritic arborizations in SLM. Basket and chande lier cells 
have been identified as postsynaptic targets of TA axons (Kiss eta/. 1996). 
Under what physiological circumstances is the spike-blocking effect likely to be 
evoked? If SLM interneurons are indeed responsible for spike-blocking, then it needs to 
be determined under what circumstances they are active. SLM receives projections from 
layer Ill of EC (Steward and Scoville 1976), nucleus reuniens thalami (Dolleman-Van 
Der Wee( and Witter 1996), inferotemporal cortex (Yukie and lwai J 988), and amygdala 
(Petrovich el al. 1997; Pikkarainen el al. 1999), all of which might activate SLM inter-
neurons. Disynaptic inhibition of CA 1 pyramidal cells via theTA input has been demon-
strated ill vitro (Empson and Heinemann 1995b), and the projection from nucleus 
reuniens thalami has been shown to activate SLM intemeurons ill vivo (Dol Ieman-Van 
der Wee( eta/. 1997). 
Burst firing of SLM interncurons may be required for spike-blocking; SLM 
intemeurons may fire in bursts when recovering from hyperpolarization (Lacaille and 
Schwartzkroi n 1988a), possibly clue to low-threshold, transient Ca2+ currents (Fraser and 
MacVicar 1991; but see Williams eta/. 1994). SLM interneurons are also depolarized 
and fire action potentials in the presence of the muscarinic acetylcholine receptor agonist 
carbachol (Chapman and Lacaille 1998); the SR/SLM border receives substantial choli n-
ergic innervation (Matthews eta/. 1987), suggesting that SLM intemeurons in 
vivo may be acti vated by cholinergic inputs. 
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SLM-cvokcd blockade of SC exci tation of pyramidal cells may be important for 
se lecti ve regulation of exci tatory inputs to CA l. Although SC inputs are a ptimary 
source of excitatory input to area CA 1 (Andersen et a l. 1966; Amaral and Witter 1989; 
Amaral et al. 1990; Lopes da Si Iva et al. 1990), under some circumstances, theTA 
pathway can also have a strong excitatory effect (Ycckcl and Berger 1990; Buzsaki eta/. 
1995). Responses inCA I to SC or TA inputs arc differentiall y sensiti ve to the GABAu 
agonist bac lofen, wi th SC field responses greatly reduced whi le TA responses are unaf-
fected (Colbert and Levy 1992). A similar differential suppress ion of SC vs. TA inputs 
to CA 1 in the presence of carbachol has been demonstrated (Hasselmo and Schnell 
1994); such regulation is proposed to be impo1tant in switching between encoding and 
retrieva l modes of associative memory systems (Hasselmo and Schnell 1994). GABA0 -
mediated selecti ve suppression of inputs to CA l , such as that shown here during SLM 
acti vity, could also mediate such a swi tch (Hasselmo eta/. 1996). Other models of 
memory decoding in area C Al require a strong excitatory input from the EC to CA L 
(McCle ll and and Goddard 1996), fUither suggesting the importance of selective suppres-
sion of SC inputs. A test of the possible role of GABA0 -mediated spike-blocking in 
selecting between SC and TA inputs to CA l pyramidal cells wi ll require a better under-
standing of the c ircumstances under which TA input to C Al is sufficiently strong to 
cause pyramidal cells to fire. 
ln conclusion, we have shown that afferent inputs to SLM, including the direct 
projection from EC, are ideally positioned to gate information flow through the 
tri synaptic pathway by means of appropriately timed inputs. In vivo studies, 
where fiber tracts are intact and can be stimulated independently, would be helpful to 
determine which of the many afferents to SLM mediate the inhibitory spike-blocking 
effect, and under what circumstances the gating is physiologically effective. 
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Figure 32. Repeated stimulation in SLM results in a GABA8 -mediated IPSP 
in a CAl pyramidal cell as well as a GABA 8-mediated spike-blocking effect on SC input. 
A, response to a single stimulus in SLM. B, burst stimulation in SLM (10 stimuli at 100 
Hz) results in a larger IPSP. C, the IPSP is greatly reduced in the presence of the GABA8 
antagonist CGP 55845A (2 J.lM). D, suprathreshold stimulation of the SC axons in SR 
results in an action potential. £,the same SR stimulus applied 400 ms following the 
SLM burst results in a subthreshold EPSP (the spike-blocking effect). F, in the presence 
of 2 J.lM CGP 55845A, the spike-blocking effect is eliminated. Bars below sweeps show 
stimulation patterns in SR and SLM. Scale bar: 5 mV (A-C), 15 mV (D-F)/250 ms. 
Stimulus artifacts digitally removed for clarity. 
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Figure 33. Spike-blocking efficacy (see Methods, section 4.3.4, p. 208) is 
dependent on the relative timing of SLM and SR stimulation as well as on the number of 
SLM stimuli in a burst. A, dependence on interstimulus interval (lSI), measured from the 
first stimulus of the SLM burst to the SR stimulus. B, dependence on the number of SLM 
stimuli in the burst. Inset, representative sweeps showing IPSPs in response to SLM 
bursts containing 1, 2, 3, 6, 8, 10, 12 and 15 stimuli. Scale bar: 4 mV/500 ms. Stimulus 
artifacts digitall y removed for c larity. 
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Figure 34. Repeated presentati on of the SLM burst results in a decrease in the 
IPSP amplitude. A, SLM bursts (10 at 100Hz) repeated 10 times at I Hz result in IPSPs 
of decreasing amplitude. Scale bar: 2 mV/2 s. B, the decrease in IPSP amplitude 
(normali zed to the amplitude of the first IPSP in the train ) is very wel l fit by a single 
exponential decay curve. IPSP amplitudes for eight different cells are plotted along with 
exponenti al curve fits; r2 values range from 0.901 to 0 .994. Inset, a representati ve 
experiment showing normalized IPSP amp li tudes for the trace in the lop of the figure, 
along with the exponential fit (r2 = 0.987, 't = 3.7 s). 
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Figure 35. Spike-blocking efficacy decreases along with the decrease in IPSP 
amplitude. A, example of a spike train elicited by 10 SC stimuli (SR) presented at 1Hz. 
B, when the same SR train is presented with each SR stimulus arriving 400 ms after an 
SLM burst ( 10 at 100Hz), the first spikes in the train are blocked whi le the remaining 
spikes are unaffected. Scale bar: 20 mY/2 s. C, Spike firing probability in the presence 
of the SLM bursts (dark gray bars) is reduced differentially compared to spike firing 
probability in the absence of SLM bursts (light gray bars) depending on position in the 
train. ***,significant difference, p < 0.001; *,significant difference, p < 0.05 ; n = 8. D, 
spike-blocking efficacies determined from the data in C. Spike-blocking efficacy 
decreases in a manner well fit by a single exponential (r2 = 0.962, 't = 2.8 s). 
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Figure 36. Spike-blocking efficacy following trains of SLM bursts recovers 
over a time course of minutes. A, representative sweeps from a single experiment 
showing spike-blocking effect during repeated 1Hz trains of SR stimuli interleaved with 
trains of SLM bursts. Two minutes following such trains, probe trial s (single SR 
stimulus fo llowing single SLM burst) showed a partial recovery (e.g., 2/4 cases) of the 
spike-blocking effect ("2 minute recovery"). Trials repeated at:?: 5 minute intervals 
showed a more complete recovery (e.g., 3/4 cases) of the spike-blocking effect ("5+ 
minute recovery"). Scale bar: 30 mV/300 ms (left column), 750 ms (right two columns). 
B, spike-b lock efficacies and exponential fit (r2 = 0.882, 't = 3.74 s, n = 5) for neurons in 
which recovery of spike-block e fficacy was tested, along with spike-block efficacies at 2 
and~ 5 minutes. 
A 
8 
>-() 
1.0 
0 .8 
~ 0.6 
(i) 
g> 0.4 
..l<: 
0 
0 
:0 0.2 
I 
Q) 
~ 
a. 
en 0.0 
j J l.A .A 1 
.A .A _,._ 
l J J 
---L 1 J 
-f I I 1-1-l 1-1--l-1-
1 I I I I I I 
I 
··I I 
....................... ! ..................... . 
I 
2 minute 
recovery 
~ j_ 
j_ 
1--
-·---
5+ minute 
recovery 
----L-
~ 
~ 
-·--
_j 
I 
SR 
SLM 
·0.2 +---K-----K----I-----r-----r----I/D~--r----------I---
0 5 10 2 min 5+ min 
time (seconds) 
232 
233 
Figure 37. Example of an SR/SLM interneuron with synapti c responses to 
SLM stimulation . A, Synaptic responses to ten stimuli delivered at 100Hz (top) and 25 
Hz (middle), and to a single stimulus (bottom). Scale bar: 20 mV/200 ms. B, camera 
Iucida reconstruction of the interneuron from a biocytin fi ll and DAB staining; note the 
location of the cell body near the SRISLM border and the holi zontal olientation of the 
presumed dendli tes. No axon was recovered for this cell. Scale bar: I 00 ~-tmK 
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5 General discussion and directions for further research 
At about the time that I started my work in the Schuman lab, an issue (Volume 5, 
Number 2, 1995) of the journal "Hippocampus" came out that was enti rel y devoted to the 
monosynaptic projection from entorhinal cortex to CAl, the temporoammonic pathway 
(though that term docs not appear anywhere in the journal). In an introductory essay, 
guest editors I. Soltesz and R. S. G. Jones asked the titular question, "The direct perforant 
path input to CA I : Excitatory or inhibitory?" After almost four years studying that 
pathway, my answer is an unequi voca l "Both." Under certain circumstances, theTA 
input is likely to convey information to CAl by means of excitatory input, whereas under 
other circumstances, theTA pathway can regulate information now through the tri -
synaptic pathway. 
My preliminary resu lts confirmed what others had seen. TheTA response has an 
excitatory component, as demonst rated by the robust field EPSPs evoked inCA l SLM by 
TA stimulation . And, theTA response has an inhibitory component, as demonstrated by 
the large IPSPs visible in intrace llular recordings from pyramidal cells, especiall y in 
response to burst s timulation of theTA pathway. 
5.1 TA LTD- directions for further research 
5.1 .1 How does TA L TO contribute to information processing in the 
hippocampus? 
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M y observations, along with those of others (Yeckel and Berger 1990; Colbet1 
and Levy 1992; Buzsaki et a /. 1995) confirm the idea, moti vated by the ultrastructural 
data showing a preponderance of T A synaptic inputs onto pyramidal cells (Desmond et 
a/. 1994), that the T A input can be a strong, excitatory force in the hippocampus. As 
discussed in the i ntroduction (section 1.3.2.5, p. 54), a strong, excitatory monosynaptic 
connection from EC to CA J is key to several models of hippocampal information coding 
and retrieval (Levy 1989; Hasselmo el al. 1996; M cClelland and Goddard 1996). In th is 
contex t, the f inding that the excitatory component o f the TA response can be modulated 
in an acti vity-dependent manner (Colbert and Levy 1993; Leung et al. 1995; D vorak-
Carbone and Schuman 1999) takes on a new significance. Although the above models do 
not require acti vity-dependent plasticity of the TA pathway in order to function, they do 
describe a situation where different T A axons selecti vel y acti vate a subset of CA l pyr-
amidal cells. It is possible that this selecti vity could be hard-wired anatomicall y, and the 
TA projection is known to be organized in a point-to-point manner (T amamaki and 
Noj yo 1995), but acti vity-dependent regulation such as LTD could certainly play a role in 
refining the connecti vi ty. Field recording experiments can provide only a crude measure 
of changes in synaptic strength averaged over a population of pre- and postsynaptic 
neurons. However, the small size of the TA EPSPs as seen at the soma of pyramidal cells 
(section 2.3.2.2, p. 89) makes LTD of intracellular responses di f ficult to measure. A 
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potentially fruitfu l, but challenging, approach would be to record serially from 
pyramidal cells until one was found that was particularly responsive to TA stimulation. 
Other possible approaches include the use o f Cs+ and QX-3 L4 in the intracel lular solution 
to block K+ and Na+ channels; this block could amplify the EPSP recorded at the soma by 
reducing electrotonic decay due to passive leak conductances as well as active curTents 
such asIA (Hoffman eta/. 1997). Intrace llular TA responses would also li kely be more 
robust in dendritic recordings, nearer to the site of synaptic input. 
5.1 .2 Differences between L TO in the TA and SC pathways 
The discovery of robust TA LTD in slices from mature (6-8 week old) rats, an age 
at which SC LTD is difficult to induce, suggests directions for future research. In the SC 
pathway, developmental changes arc observed in susceptibility to LTD induction, with 
LTD more easi l y induced in slices from younger animals (Dudek and Bear 1993; Wagner 
and Alger 1995; see Bear and Abraham 1996 for review). I s TA LTD also age-
dependent? The experiments remain to be done. 
Considering that SC and TA inputs converge on the same set of postsynaptic 
pyramidal cells, it would be interesting to determine what it is about theTA pathway that 
makes it more amenable to LTD induction. Another difference observed between TA 
and SC LTD was that, unlike SC LTD (Mulkey and M alenka 1992; Cummings et al. 
1996) (Dudek and Bear 1992), T A L TO was not complete! y blocked by NMDA receptor 
antagonists. LTD induction is known to require elevated Ca2+ concentration in the 
postsynaptic cell , and some possible alternati ve sources for Ca2+, such as voltage-gated 
calcium channels and release from intracellular stores, are discussed in section 3.5 (p. 
215). However, this does not explain the difference between theTA and the 
SC inputs, unless there are different potential Ca2+ sources in SLM than in SR. 
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There may be some compa1tmentali zation in the postsynapti c cells that makes the 
dendrites in SLM, si te of theTA input, somehow different from the dendrites in SR, site 
of the SC input. Several differences have been described between basal (SO) and apical 
(SR and SLM) dendrites of CAl pyramidal cells. For example, differences are observed 
in LTP induction in SO and SR, although these may be due to differences in inhibitory 
innervation of these layers (Kaibara and Leung 1993; Arai et al. 1994; Cavus and Teyler 
1998), whereas the LTD observed in theTA response was independent of inhibitory 
inputs (section 3.4.1.2, p. 178). The endothelial fo1m of nitric oxide synthase (NOS) is 
found at much higher levels in SR than in SO (Dinerman et al. 1994), and LTP in SO, 
unlike SR, is not NOS-dependent (Kantor et al. 1996). Apical and basal dendrites are 
separated by the soma, whereas SR and SLM dendrites are continuous, which would 
seem to make compartmentalization more difficult. However, the differential expression 
levels of at least one protein , the K+ channel GIRK, between SR and SLM (Ponce et al. 
1996; Drake et al. 1997) suggest that control of the biochemical makeup of dendrites at 
this scale is possible. Expression of different proteins in SR and SLM may perhaps be 
regulated by the differences in activity patterns of the afferent SC and TA inputs, 
respective I y. 
The dendrites of pyramidal cell s ramify widely after reaching SLM (Ishi zuka et 
a/. 1995), and the fine, less spiny branches of these tufts may be somehow di stinct from 
the more spiny dendritic branches in SR. The expression and activity of dendritic ion 
channels have been studied by the technique of patch-clamp recording in SR dendrites 
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(see Magee et al. 1998 for review), but it has so far proven impossible to 
record from the fine branches in SLM, so little is known about the properties of dendrites 
in this layer. 
Differences between SC and TA LTD may also be attributable to differences on 
the presynaptic side of the two pathways. For example, TA axons differ from SC axons 
in their higher levels of mGluR2 expression (Neki eta/. 1996; Petralia eta/. I 996). A 
role for mGluR2 receptors in LTD is suggested by the finding that transgenic mice which 
do not express mGluR2 have impaired LTD in the mossy fiber input to CA3 (Yokoi et al. 
1996). 
Neuromodulatory affcrents could also play a role in differences between these 
two pathways. ACh acting on mAChRs was shown not to contribute toTAL TD (section 
3.4.1.4, p. 180). However, SLM also receives a high density of noradrencrgic 
(Oieskevich eta/. 1989) and serotonergic (Oleskevich and Descanics 1990) innervation, 
and theTA input can also be modulated by dopamine (Otmakhova and Lisman 1999); 
stimulation in SLM may have activated these neuromodulatory pathways, possibly 
contributing somehow to the observed LTD. LTD in other pathways can be affected by 
these neuromodulators. For example, in visual cortex, NE application facilitated LTD 
induction by a paired-pulse paradigm (Kirkwood eta/. 1999), whereas in dentate gyrus, 
NE can induce L TO of the lateral pcrforant path and L TP of the medial pcrforant path in 
an activity-independent manner (Bramham et al. 1997). Conversely, NE prevented the 
induction of LTD by low-frequency stimulation of the SC pathway (Katsuki e1 al. 1997). 
In s lices from kitten visual cortex, serotonin increased the probabi lity of induction of LTP 
or LTD via an action on 5-HT 2c receptors (Kojic er al. 1997). Induction of an NMDA 
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receptor-independent form of activity-dependent LTD in prefrontal cortex was 
facilitated by the presence of dopamine (Otani el al. 1998), and Dl receptor activation 
increased the amount of LTD induced by low-frequency stimulation of SC axons in CAl 
of the hippocampus (Chen el a /. 1995). 
5.2 Spike-blocking - directions for further research 
Previous studies showed that theTA pathway can have an inhibi tory effect on 
CAl pyramidal cells (Empson and Heinemann l995b; Pare and Llimis 1995; Soltesz 
1995). I confirmed and extended these observations by showing that high-frequency 
stimulation in SLM can evoke inhibition in CAl pyramidal cells sufficient to prevent 
their firing in response to SC excitatory input (Chapter 4). However, many questions 
remain about this phenomenon. 
5.2. 1 What are the mechanisms mediating spike-blocking and its decay? 
ln my study, I found that spike-blocking required the activation of GABA8 recep-
tors (section 4.4.1 , p. 210), but did not determine whether the effect was due to 
postsynaptic hyperpolarization (e.g., Connors el al. 1988), presynaptic inhibition of SC 
transmission (Isaacson et al. 1993), or a combination of both mechanisms. This question 
could be resolved by the use of GABA 13 antagonists with different affinities for pre- and 
postsynaptic GABA11 receptors, although this may be complicated by the fact that 
presynaptic GABA8 receptors on excitatory terminals may be more like postsynaptic 
GABA8 receptors than like the autoreceptors on inhibitory tenn inals (Ken· and Ong 
1995). Another possibility would be to use Cs+ in the intracel lular recording electrode to 
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block K + channels. Since I found that GABA 13 IPSPs were still present in 
recordings made with sharp electrodes fi lled with CsAc (section 2.3.2.2, p. 89), whole-
cell recording using, for example, a Cs-gluconate-based solution may be a better way to 
get Cs+ into the postsynaptic cell. However, any non-specific blocking ofK+ channels 
may also change the excitability of the postsynaptic cell , confounding the issue. 
The mechanism underlying the acti vity-dependent decay of spike-blocking 
efficacy (section 4.4.4, p. 2 13) also was not determined. A GABA 13 antagonist specific to 
presynaptic GABA0 receptors on inhibitory axon terminals cou ld be used to test whether 
GABA13 autoreceptor regulation was involved. T he exponenti al decay and slow time 
course of recovery of inhibition suggest that synaptic vesicle depletion may be involved. 
This could be tested by changing the extracellular calcium concentration to change the 
probability of vesicle release. 
5.2.2 Which interneurons mediate spike-blocking? 
Further work also cou ld be done to better characterize which intemeurons mediate 
the spike-blocking effect, how these intemeurons are acti vated by synaptic inputs, and 
how many intemeurons need to be act ivated in order for spike-blocking to occur. In our 
experiments, many SLM interneurons were unresponsive to TA input, and intemeurons 
that were activated directly by the stimulating electrode may have contributed to the 
spike-blocking effect. It would be worthwhile to better characterize the conditions under 
which SLM interneurons are responsive to TA input. Given the strong serotonergic and 
noradrenergic innervation of SLM, and gi ven that interneurons are excited by serotonin 
and NE, it would be interesting to see how the spike-blocki ng effect is modulated by 
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agonists or antagonists of these two neuromodulators. It has been shown that 
application of 5-HT (Ropert and Guy 1991) orNE (Bergles et al. 1996) to the 
hippocampal s lice results in an inhibition of pyramidal cell s. Some reports (Lacaille and 
Schwartzkroin 1988a; Fraser and MacVicar 1991) have suggested that SLM interneurons 
can switch between a regular-firin g and a burst-firing mode, reminiscent of neurons in 
thalamus that become refractory to synapti c input when in a bursting mode, in a manner 
dependent on activation of low-threshold vo ltage-dependent Ca2+ channels (Steri ade and 
Llimis 1988; Huguenard 1996). A low-threshold Ca2+ current in SLM intemeurons is 
enhanced by 5-HT receptor activation (Fraser and Mac Vicar 1991), suggesting that 
serotonergic input may promote burst firing in SLM interneurons. It would be interesting 
to see how burst-mode firing in SLM intemeurons affects CAl network processing. 
Recordings could also be made from the other types of interneurons with den-
drites in SLM to see if they are activated by TA input. Basket and chandelier cel ls would 
be particularly good targets for investi gation, given that they are known to receive synap-
ses from T A axons (Kiss et al. 1996). The challenge in recording from these types of 
intemeurons is that their somata are located in SP with the pyramidal cells (Ramon y 
Cajal 1893; Lorente de N6 1934; Somogyi et al. 1983; Li et al. 1992; Han 1996) and are 
therefore diffi cult to target for intrace llular or whole-cell recording. A new line of 
transgenic mice, whose GABAergic neurons selecti vely express green fluorescent protein 
(GFP) (Oli va et al. 1998), could be useful for targeting SP interneurons for recording. 
However, since basket and chandelier cells are thought to evoke primarily somatic or 
axo-axonic, GABAA-medi ated responses in pyramidal cells, they m ay in fact not 
conllibute to the GABAo-dependent spike-blocking process. 
5.2.3 How does spike-blocking affect more complex patterns of SC 
input? 
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The spike-blocking effect could be fUither characteri zed by its effect on patterns 
of SC acti vity more complicated than a single stimulus. Preliminary results (data not 
shown) suggest that at stimulation strengths where spike firing in response to a single SC 
stimulus was blocked by TA-evoked inhibition, paired-pulse or burst stimulation of the 
SC pathway could overcome the inhibition and evoke a spike. T his supports the idea that 
burst spiking may be important for reliable synaptic transmissi on (Lisman 1997; Usrey et 
a l. 1998). M ore subtle effects on spike timing could also be examined. For example, a 
doublet stimulus in the absence ofT A inhibition may result in a postsynaptic spike in 
response to the f irst stimulus, but in the presence of spike-blocking, perhaps only the 
second stimulus would evoke a spike. Timi ng o f spikes can play an impottant role in 
information codjng (e.g., Wehr and L aurent 1996) and in synaptic plasticity (e.g., Bi and 
Poo J 998) and so an interplay between TA-evoked inhibition and SC-evoked excitation 
could affect the temporal details of information coding in the hippocampus. 
5.2.4 Possible interactions between TA L TO and spike-blocking 
An unresolved question is whether there is an interaction between TA LTD and 
the spike-blocking effect. If low-frequency stimulation causes a persistent decrease in 
synaptic strength of the TA input to C A I , is there also a decrease in interneuron 
acti vation, and hence spike-blocking eff icacy? Essentially, the question is whether T A 
synapses onto intemeurons medi ating the spike-blocking effect undergo the same 
depression as the TA fi eld potential response. Thi s could be measured directly in 
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interneuron recordings. Spike-blocking efficacy in pyramidal cells could also 
be measured directly before and after an LTD-inducing protocol. One concern is that, 
over the time required to induce LTD, the responsiveness of the pyramidal cell to SC 
inputs could change sufficiently to make a such a comparison uninformative. A way of 
working around this problem would be to use population spikes, rather than intracellular 
recordings, to assess spike-blocking efficacy. In this way, variabi l ity across neurons 
would be averaged out over a large population of pyramidal cells. Spike-blocking 
efficacy could be measured in a single trial, by comparing the amplitude of the SC-
evoked population spike in the presence or absence of prior stimulation of theTA 
pathway. Preliminary results (not shown) suggest that population spikes evoked by SC 
stimulation can be reduced by TA burst activity; a similar protoco l was used to study 
inhibition of evoked pyramidal cell activity in area CA3 (Kehl and McLennan 1985a). 
The modulation of both excitatory (TA field potentials) and inhibitory (spike-
blocking) responses by low-frequency stimulation occurs over very different time 
courses, with TA LTD lasting for at least an hour, while the depression of spike-blocking 
recovers withi n minutes. Nonetheless, the existence of both these activity-dependent 
phenomena suggests a complicated balance between excitation and inhibition in theTA 
input to CA J. 
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5.3 Other ideas 
5.3.1 Other ways of studying the TA pathway 
5. 3. 1. 1 Mouse slices 
One of the drawbacks of the slice preparation is that when the hippocampus is 
sliced, a portion of the intrinsic circuitry is lost (Amaral and Wi tter 1989). Th is can 
affect the genera l balance of excitation and inhibition in slice (e.g., see Lacaille and 
Schwartzkroi n 1988a for contrasting results in transverse and longitudinal slices) as well 
as reducing the apparent strength of synaptic pathways that may not run parallel to the 
plane of the slice. As discussed previously, this may account for the lesser excitatory 
impact of theTA input ill vitro than in vivo. One way to reduce the deleterious impact of 
slicing would be to prepare hippocampal slices from mice, rather than from rats. Because 
mice are so much smaller than rats, a 500 or even 400 J..lm thick slice from mouse hippo-
campus would preserve much more ci rcuitry than an equally thick slice from rat hippo-
campus. However, any study of theTA pathway in mouse slices must take into account 
the different topography of the T A projection in mouse as compared to rat; whereas in 
rat, the mediolateral ax is of the EC maps onto the CA3-subiculum axis of CAl, in mouse, 
the mediolateral axis of the EC maps onto the proximodistal axis of CA l pyramidal cell 
dendrites (van Groen eta/. 1998). Other differences between hippocampal circuitry in 
mouse and rat may well ex ist. 
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5.3. 1.2 In vivo studies 
Another way of getting around the limitations of the slice preparation would be to 
study theTA pathway in vivo. In vivo studies pose certain challenges. intracellular or 
whole-cell recordings arc much harder to obtain in vivo than in vitro. More expertise is 
required for proper placement of stimulating and recording electrodes i11 vivo than in 
s li ce, where the laminar structure of the hippocampus can be seen clearly. Field record-
ings may be complicated by volume conduction from other regions ; in the case of theTA 
pathway, which can be activated by stimulating the angular bundle, which also contains 
the perforant path to dentate gyrus (Wi tter et al. 1989), care must be taken to di stinguish 
between theTA response inCA l and the volume-conducted pcrforant path response in 
dentate gyrus (Stringer and Colbert 1994; Leung eta/. 1995). Pharmacological manipul-
ations become more difficult to perform, and, especially, to reverse, in the absence of 
perfusion. 
In vivo studies have the following advantages. The circuitry is intact; given the 
restricted topography of theTA projection (Tamamaki and Nojyo 1995), it may be easier 
to find a site responsive to TA stimulation in the hippocampus i11 vivo than in slice. 
Chronic recordings in awake, behaving animals provide neurophysiological data under 
completely natural conditions, and allow correlations to be made directly between 
neurophysiology, sensory inputs and motor outputs, and behavioral states. One issue 
directly relevant to the study of theTA pathway is the selectivity of activation of that 
particular pathway. In s lice, stimulation in SLM activates other cortical and subcortical 
afferents (section 1.3.3, p. 60) in addition to theTA pathway. In vivo, each of these 
afferents could be stimulated independently at its site of origin, allowing one to differen-
tiate between the contributions of these pathways to hippocampal processing, 
as well as allowing the study of interactions between these inputs. 
5.3.2 Temperature 
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The rat brain in vivo exists at a physiological temperature of about 37 °C (Moser 
et al. 1993). The Schuman lab electrophysiology room is generall y a cool 20 °C, and that 
is the temperature at which my experiments were performed. Many biological processes 
simply become slower at lower temperatures, meaning that results obtained at room 
temperature are not qualitatively different from processes taking place in vivo. However, 
some inconsistencies in the literature have been attributed to temperature differences 
causing qualitati ve, rather than just quantitati ve, differences in results. For example, as 
described in section 1.1.4.2 (p. 24), the diffi culty of inducing LTP in intemeurons may be 
attributable to the low temperatures at which early experiments were performed (Franks 
et al. 1998). It would be interesting to know how my results wou ld be affected if 
experiments were performed at a more physiological temperature. M y prediction is that 
all synaptic responses would be scaled up, and that TA LTD would still occur, but 
starting with a higher baseline response; and spike-blocking would still be evoked by the 
TA pathway, though the balance in stimulus strengths needed to demonstrate spike-
blocking might change. My attempts to record from sli ces at higher temperatures were 
initially stymied by my finding that, when the perfusion solution was heated, field and 
intracellular responses decreased dramati call y (data not shown). I later reasoned that, at 
higher temperatures, the metabolic rate of the slice would increase, and a higher 
perfusion rate may be necessary to maintain sufficient oxygenation to keep the slice 
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healthy; preliminary expetiments (data not shown) confirmed that healthy-
looking recordings could be made from slices held at temperatures up to 36 oc. A recent 
report (Masino and Dunwiddie 1999) showed that synaptic transmission did decrease 
with increasing temperature; this dec rease could be blocked with adenosine receptor 
antagonists, suggesting an effect similar to hypoxia, which increases adenosine levels 
(Winn et al. 1980). The perfusion rate (2 mUmin) used in those experiments is 
comparable to, or slower than, the perfusion rate I use. Higher perfusion rates may 
provide more oxygen and/or wash away the adenosine being released. 
5.3.3 T A activity and hippocampal theta rhythms 
Theta frequency (5-12Hz) osci llations in the hippocampal EEG are associated 
with particular behavioral states, inc luding those during which learning may be occurring 
(see Bland 1986; Yinogradova 1995 for review). The likely connection between theTA 
pathway and theta frequency oscillations in the hippocampus merits investigation. 
Synaptic input to the distal dendritic region of CAl , presumably via theTA pathway, 
contributes to the induction of theta i11 vivo (Bragin et al. 1995; Buzsaki et al. 1995; 
Ylinen eta!. 1995a). Patterned stimulation in SLM, likely activating TA axons, can 
induce theta-like activity in the hippocampal slice (Heynen eta/. 1993). 
Cholinergic (as well as GABAergic) input to the hippocampus from the medial 
septum is also important in theta induction (Bland 1986; Yinogradova 1995). Theta-li ke 
acti vity can be induced in hippocampal slices by the application of the mAChR agonist 
CCh (see Konopacki eta/. 1987; Bland eta/. 1988; Huerta and Lisman L 993; Konopacki 
1998 for rev iew). SLM interneurons, putative targets of theTA pathway, are depolari zed 
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and show membrane potential oscil lations in the presence of CCh (Chapman 
and Lacaille 1998). The ease of induction of theta- like oscil lations in slices appears to be 
age- and temperature-dependent, with oscillations more readily induced at higher 
temperatures and in slices from younger rats (Heynen and Bilkey 1991; Fellous and 
Scjnowski 1998). It should be noted, however, that doubts have been raised about 
whether oscillations recorded in vitro arc truly analogous to in vivo theta activity, or 
instead resemble epileptiform activity (Williams and Kauer 1997). 
The relative importance of the contributions of EC and septal input to the gener-
ation of theta in the hippocampus is still controversial. One way in which theTA input is 
thought to help drive theta is via the synchronous acti vation of intcmeurons which then 
inhibit pyramidal cells in a synchronized, rhythmic manner (Buzsaki I 984). However, 
the cholinergic septal input can also depolarize and activate intemeurons (see Stewrut and 
Fox 1990 for review), including SLM intemeurons (Chapman and Lacaille 1998). It 
would be interesting to see how responses to TA acti vity, in both pyramidal cell s and 
intemeurons, are modulated by cholinergical ly-induced theta oscillations. Transmission 
through the tri synapti c pathway is reduced during theta (Winson and Abzug 1978), 
presumably at least partially because of the selective inhibition of Schaffer collateral 
transmission by the activation of mAChRs (Hasselmo and Schnell 1994). One would 
predict that TA responses during theta would be larger than those seen in quiet slices. [t 
wou ld also be of interest to sec if theTA pathway is more easily potentiated during theta, 
just as the SC pathway is (Huerta and Lisman 1993). 
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5.3.4 Stratum radiatum giant cells 
The role of SR giant cells in hippocampal processing remains to be elucidated. 
Unlike CAl pyramidal cells, they seem to be strongly excited by TA inputs, even in sl ice 
(section 2.3.4.2, p. 105). However, since lillie is known about possible postsynaptic tar-
gets of SR giant cells (Gulyas et al. 1998b), it is difficult to speculate about the signifi -
cance of a st rong excitatory monosynaptic connection between EC and SR giant cells. 
SR giant cells, like pyramidal cells (Knowles and Schwartzkroin 198 1 a; Knowles and 
Schwartzkroin 198 lb), appear to form synapses onto interneurons in SO (Gulyas era/. 
1998b), suggesting a possible feedback inhibition of theTA input. It is possible that the 
axon col laterals of SR giant cells form synapses onto the basal dendrites of CA 1 pyram-
idal cel ls, in which case they cou ld help medjate a feed-forward excitation from theTA 
input. The greater responsiveness of SR giant cells to TA input, compared to pyramidal 
cells, suggests that studies of the plasticity ofT A responses using intracellular techniques 
could be more readil y performed on giant cel ls than on pyramidal cells; however, since it 
is not yet known just how similar giant cells really are to pyramidal cells, it may not be 
valid to extrapolate from results in giant cells to inferences about pyramidal cells. 
Further characterization of this novel cell type remains to be done. 
5.3.5 Selective inhibition of SC vs. TA inputs to hippocampus 
An intriguing possibility exists of a "competitive" interaction between the SC and 
theTA inputs to area CA I of the hippocampus. As we have seen (Chapter 4), activation 
of theTA pathway can inhibit excitatory transmission in the SC pathway. Conversely, 
alvcar stimulation, which evokes feedback activity of CAl pyramidal cells, results in 
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activation of 0-LM intemeurons and inhibition of theTA field response 
(Maccafen·i and McBain 1995). The question of whether theTA inhibitory, spike-
blocking effect is selective for SC inputs remains an open one. Once again, the 
identification of circumstances under which TA inputs are strongly excitatory is required 
before this question can be answered. However, since it is not known how - or whether -
pyramidal cells could distinguish between inputs coming from different dendritic layers 
(Yuste and Tank 1996), it is not obvious how the downstream targets of the CA 1 
pyramidal cells would "know" whether the activity was due to TA or SC input. 
If the spike-blocking effect is, indeed, mediated by activation of presynaptic 
GABAn receptors on SC axons, then it seems likely that TA input would be unaffected, 
because TA responses in CAl are insensitive to the GABAB agonist baclofen (Colbert 
and Levy 1992). Therefore, a situation exists where TA activity may selectively inhibit 
SC responses via the feedforward activation of SLM (and possibly other) intemeurons, 
whereas SC activity may inhibit TA responses via the feedback activation ofO-LM 
intemeurons (Figure 2). This interaction could mediate the " switching" postulated in 
models of the function of the CAl region in memory encoding and retrieval (Hasselmo 
and Schnell 1994; Hasselmo et al. 1996). A better understanding of how the balance 
between the excitatory and inhibitory components of these two afferent pathways to CAl 
is determined by patterns of afferent activity would provide grist for more detailed 
models of hippocampal processing. 
5.4 Summary and conclusions 
The main findings of thi s thesis are: 
1. TheTA projection from EC to CAl, like the SC projection from CA3 to CAl , 
includes both glutamatergic excitatory components and GABAergic fast and slow 
inhibitory components. 1 Iowever, unlike the SC pathway, the inhibitory component 
dominates (at least in vitro) (Chapter 2). 
2. In sli ce, the excitatory component of theTA pathway is best studied with field 
potential recordings, while the inhibitory component is more apparent in intracellu lar 
recordings from pyramidal ce lls (Chapter 2). 
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3. Short-term plasticity of theTA pathway is similar to that seen in the SC pathway. 
Some facilitation of the excitatory response is observed at short [Sls, but with longer 
trains of stimulation, a GABA8-mediated IPSP dominates the response (Chapter 2). 
4. In response to low-frequency stimulation, the excitatory TA response undergoes a 
robust long-term depression that is independent of GABAergic inhibition and partially 
mediated by NMDA receptors. This depression can be reversed by repeated high-
frequency stimulation (Chapter 3). 
5. Burst stimulation of theTA pathway evokes an inhibitory response that can 
prevent CAl pyramidal cells from spiking in response to subsequent SC stimulation. 
This inhibition undergoes a form of short-term depression, with spike-blocking efficacy 
decreasing with repeated TA burst stimulation (Chapter 4). 
H ow do these findings tie in to the themes of neuronal network processing and 
hippocampal function described in Chapter l ? Many of the forces controlling the balance 
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between excitation and inhibition in the brain are at play in theTA input to 
CAl. The excitatory component of theTA response is subject to activity-dependent 
regulation on both short and long time scales; differences observed between theTA and 
SC pathways may shed light on the importance of the spatial distribution of inputs to 
dendrites. TheTA pathway also recruits feedforward inhibition in a stimulation pattern-
dependent manner, showing the importance of bursts of activity in regulating information 
flow through neuronal networks. The dependence on timing of the inhibitory spike-
blocking effect supports the idea that temporal patterning of activity is critical in 
determining the computation performed a neuronal network. 
A s described in section 1.3.2.5 (p. 54), some of the functions attributed to theTA 
pathway include memory encoding in an associative CAl network, conveyance of spatial 
information from EC to CAl place cel ls, and generation of theta and gamma oscillations 
in the hippocampus that may serve as a contextual background for information coding. 
The short- and long-term plasticity of the excitatory component of theTA input to CA I 
described in this thesis demonstrates a capacity for activity-dependent regulation that 
may be critical in allowing theTA pathway to contribute to these processes. The recruit-
ment of feedforward inhibition, as seen in the TA-SC spike-blocking effect, is likely be 
particularly important in the generation of oscillatory activity, and the discovery of short-
term regulation of the efficacy of this inhibition may contribute to our understanding of 
the network properties giving ri se to oscillations. The ability of the inhibitory component 
of theTA pathway to control output activity of the hippocampus suggests an important 
role in determining whether information will pass through the hippocampus via the 
mono- or the trisynaptic pathways; this switch may determine whether the hippocampus 
is working in an encoding or in a recall state. Finally, the finding of control of 
CA 1 excitation by the TA pathway is consistent with the loss of thi s pathway during 
conditions of runaway excitation, such as epilepsy. 
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The richness of network interactions and possible critical functions of the 
temporoammonic pathway show that this is, indeed, an "underestimated pathway" 
(Witter el al. 1988). lt is to be hoped that the phenomena described here motivate further 
studies of the contribution of theTA pathway to hippocampal processing. 
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Appendix A: The neurochip 
A. 1 Background and motivation 
The nervous system transforms sensory inputs into appropriate motor outputs and 
memori es. Ner vous systems have a hierarchical organizati on, whose levels range from 
single macromolecules and ions, through indi vidual neurons and synapses, local circui ts, 
and behavioral subsystems (Shepherd and Koch 1990). Input-output transform ati ons, or 
computations, are performed at each of these levels. Much is known about these 
transformations at the level of single neurons and synapses. However, relatively li ttle is 
known about the input-output characteri stics of loca l circui ts, which consist of small 
networks of neurons. It is very diffi cult to study circui t behavior in an intact animal ; the 
neurons in the circuit may not be easily accessible, and their acti vi ty wi ll be affected by 
their surroundings, which are beyond the experimenter 's contro l. Even in a sl ice 
preparati on, much complex ity is retained. Networks for med by di ssociated neurons in 
cul ture are a mode l system that allows much greater access to, and control over, the 
neurons, while retaining enough of their in vivo characteri sti cs to make studies on them 
relevant to more physiological situations (Stenger and McKenna 1994). 
In order to study network properties of a neuronal culture, it is necessary to record 
the e lectrical acti vi ty of many neurons simultaneously and non-i nvasive ly, and to be able 
to stimulate neurons in the culture. Standard clectrophysiological techniques such as 
intracellular or whole-cell recording are not suited to recordin g from multi ple sites, 
because of the bulky manipulators required to hold each electrode in p lace; furthermore, 
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penetrations with g lass e lectrodes are damaging to the neurons and limit the 
period of data acquisi tion to no more than a few hours. Optical recording with voltage-
sensi ti ve dyes is another opti on; however, the dyes tend to be phototoxic, are fairly poor 
indicators of membrane potential, and provide no convenient way to stimulate neurons. 
An alternative approach to studying cultured neuronal networks is the 
mullielectrode array. Such an atTay consists of multiple thin-fi lm metal electrodes, 
insulated from each other, embedded in a substrate on w hich a network of cultured 
neurons can be grown. The electrodes record action potentials extracellularly and are 
thus non-invasive. The signals seen are due to the current flow in the extrace llular 
medium; this is the return path for curTent that flows into the spike initi ation zone of a 
neuron during the action potential. By far the greatest part of the vo ltage drop in this 
current loop takes place across the hi gh-resistance cell membrane. The extracel lular 
signal consists onl y of the voltage drop due to the cu JTent flow through the fairly 
conductive extracellular medium, and is therefore small. For example, a typical action 
potential with an amplitude of 100 mY and a rise time of 0.5 ms will be driven by an 
inward current on the order of 10 nA; given a typical resistivity of extracellular medium 
of LOO Q-cm, thi s wi ll result in a signal of a few hundred microvolts at 5 J..lm from the 
cell. 
An extracellular signal is thus very small compared to an intracellular one, but 
sti ll large enough to be di stinguishable from the typical 5-10 J..lV noise of a good 
recording and amplification system. Extracellular signals have been recorded with 
microelectrode arrays from several types of dissociated, cultured cel ls. Examples include 
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30-100 J .. l.Y signals from rat superior cervical ganglion (SCG) ne urons up to 40 
j..l.m from the e lectrode (Pine 1980); 100-400 j..t.V signals from cardiac ce lls (Conno ll y et 
al. 1990); and 50-350 j..t.V signals from mouse spinal cord neurons up to 20 j..t.m from the 
electrode (Gross and Lucas 1982). Extracellular electrodes can also be used to stimulate 
cultured neurons (Pine 1980; Jim bo and Kawana 1992). 
In most multielectrode atTays, the cultured neurons are positioned randomly with 
respect to the electrodes. The neurochi p developed in the Pine lab, on the other hand, has 
an array of 16 gold e lectrodes, each recessed in a 16 j..l.m deep well in the silicon substrate 
(Figure A- 1) (Wiight et al. 1996). Dissoc iated neurons can be manually positioned into 
each well. As they grow, they are trapped inside the well by silicon nitlide glillwork that 
li es over the well ; the processes (axons and dendrites) are free to leave the well and grow 
across the silicon surface to make contact with other neurons. This an·angement provides 
three important advantages over the typical flat multielectrode dish. Fi rst, holding the 
neuron in place over the e lectrode improves the signal size, because the extracellular 
signal decreases with distance from the cell body; the geometry of the substrate may also 
increase signal size as compared with that recorded on a flat surface (Lind et al. 199 1). 
Second, the positioni ng of the neurons eliminates uncertainty as to the oligin of a 
recorded signal seen at the e lectrode. Third, the prox imity of each neuron to an e lectrode 
allows selecti ve stimulation of any neuron in the network. 
The ability to record from and stimulate each and every neuron in a small 
neuronal network containing more than two neurons is unprecedented. Wi th such a 
system, many questions that were formerl y beyond the scope of experimentation can be 
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addressed. One example is the elucidation of the input-output 
transformations, or computations, that can be performed by a small network of neurons. 
Much is known about the transformation that occurs at a single synapse, that is, the 
relationship between the activity of a presynaptic and a postsynaptic neuron. However, 
extrapolation to complicated neuronal systems requires more than a simple extrapolation 
from such pairwise interactions. To bridge the gap from neuron to brain, it is necessary 
to determine what emergent properties arise from the interactions of neurons in 
increasingly more complicated networks. It is therefore of great interest to see whether 
complex computations can be predicted from the functional connectivity of a cultured 
neuronal network. 
The computations performed by neuronal networks are not invariant in time. 
Changes in the connectivity between neurons, and hence changes in the input-output 
transformations performed by those neurons, arc thought to be a cel lular substrate for 
learning and memory (Gluck 1993). Much of our knowledge about the rules governing 
synaptic plasticity derives from in vitro studies. However, traditional techniques limit the 
sort of data that can be obtained to changes in synaptic strength either averaged over a 
large population of neurons, or in only a single pair of neurons. Consequently, most rules 
for the conditions required to modulate synaptic strength have been phrased in such a 
way as to account exp licitly for the behavior of on ly two or three neurons. For example, 
Hcbbian learning, the potentiation of a synapses when the pre- and postsynaptic neurons 
are synchronously active, has been demonstrated in the hippocampus (see Malenka 1994 
for review). Heterosynaptic depression, the weakening of a synapse when it is 
asynchronously active with respect to the postsynaptic cell and another synaptic input, 
has been demonstrated in an in vitro model of the neuromuscular junction 
(Dan and Poo 1992). The simultaneous access to several neurons provided by the 
neurochip wi ll allow the testing of more complicated theories about changes in 
connectivity that are likely to occur in intact nervous systems. 
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Descriptions of the neurochip project have been published (Wright et al. 1996; 
Maher eta/. 1999a); the results published in these two papers are summarized in the next 
section, with my contributions to the project described. All neurochip experiments were 
performed in the laboratory of Dr. Jerome Pine, with the collaboration of technicians 
Cory Noll and Sheri McKinney, and post-doctoral fellows Dr. Michae l Maher and Dr. 
Steve Potter; neuroch ips were designed and fabricated by graduate students John Wright 
and Svetlana Tatic-Lucic in the laboratory of Dr. Yu-Chong Tai at Cal tech. 
A.2 Neurochip design and testing 
A.2.1 Cell growth and survival 
The design and testing of the neurochip was an iterative process. The basic 
structure of the neurochip compri ses an anay of 16 wel ls in a silicon substrate. Each we ll 
is a truncated pyramid shape 16 11m deep with a 30 11m square top and 8 11m square base, 
somewhat larger than the cell body of a neuron. Grillwork over the top of the hole 
includes a central hole for loading of neurons into the wel l, as well as corner holes to 
allow the growth of dendrites and axons out of each well. A gold e lectrode at the bottom 
of each wel l allows recording and stimulation of neuronal activity (Figure A-1). 
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My primary contributions to the neurochip project were to help 
develop the technique of loading ne urons into wells and to monitor their growth and 
survival. Although our goal was to eventual ly use the neurochip to record from networks 
of central nervous system neurons, name ly hippocampal neurons, preliminary 
experiments were done using di ssociated SCG neurons, because we found them to be 
hardier and easier to maintain in cu lture than hippocampal neurons. Many experiments 
investigating growth and survival were performed on "dummy" neurochips with no 
electrodes, because the difficulty of fabrication of neurochips with electrodes made them 
a scarce resource. 
The method for loading SCG neurons into neurochip wells is as fol lows. All 
procedures were performed under conditions as sterile as possible to minimize the 
chances of fungal or bacterial contamination. T he neurochip was prepared by hydration 
with ethanol (because the high surface tension of water would otherwise prevent aqueous 
solutions from entering the tiny wells), rinsing with de-ionized water, coating with poly-
DL-Iys ine (Sigma; 1 mg/mL solution, left on overnight), sterilization with UV radiation, 
and rehydration and coating with laminin (Sigma) to promote cel l adhesion . SCG 
neurons were obtained from newborn (postnatal days 1-4) rats. Rats were decapitated 
fo llowing Halothane anesthesia and the SCG on each side removed. Following a brief 
incubation in trypsin , the gangli a were rinsed in a medium based on L-15 (Irvine 
Scientific) containing rat serum and nerve growth factor, and then triturated gentl y wi th a 
sterile Pasteur pipette to produce a suspension of dissociated neurons. This suspension 
was plated onto the neurochip as well as onto control di shes so that growth and survival 
o f sibling cultures could be compared to that of the neurochip cultures. Later 
experiments were performed using hippocampal neurons prepared by a 
similar technique from E l 8 rats; hippocampal cultures were maintained in a medium 
based on NeurobasaJ + B27 (Gibco). 
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Following plating, the neurochip was carried to the stage of an upright 
microscope. We developed two tools for manipulati on of neurons into wells. The first 
was a glass microelectrode heated over a hot filament such that the tip melted back into a 
club-like end approximately 10 f.!m in diameter; the pipette was then heated about 50 f.!m 
from its end so that it would bend at about a 30° angle, resulting in an implement shaped 
like a tiny hockey stick. Thi s tool was used to nudge neurons over the central hole of a 
neurochip well and, if necessary, push them into the well (Figure A-2). The second tool 
was a glass microelectrode cut back to a tip diameter of about 40 f.!m , and attached by 
tubing to a microsyringe to provide suction. This pipette was used to "vacuum" up 
extraneous neurons from the surface of the neurochip in the vicinity of the wells. 
Because of the difficu lty of visuali zing neuron ce ll bodies inside of wells, and because 
processes from neurons outside of the wells cou ld easil y grow into well s, elimination of 
neurons from the vici nity of the we ll s helped confirm that processes seen around wells 
came from neurons inside those well s. Both tool s were coated by evaporation of tri-n-
butylchlorosilane (Heraeus, Germany) to prevent neurons from sticking to them. 
In initi al neurochip experiments, disappointingly low levels of outgrowth were 
observed from neurochip wells. We wished to determine whether neurons placed into 
wells were somehow escaping rather than attaching to the substrate and growing 
processes, or if neurons in well s were dying or in a dormant phase where they were not 
extending processes. The optical propetties of the neurochip precluded answering this 
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question by simple observati on. T herefore, it was necessary to stain neurons 
with fl uorescent dyes to see if there were, indeed, ce ll s in well s. I used the fl uorescent, 
lipophi lic dye Dil to stain neuronal membranes and look fo r ne urons in wells. This 
a llowed me to confi1m that in neurochips where each well had been loaded wi th a neuron, 
many we ll s did not contain neurons a few days after loading. (Dil also appears to stai n 
cellular debris, and so thi s staining also revealed that many neurons remained in wells but 
died.) This discovery moti vated us to modify our technique for loading neurons into 
wells; we subsequentl y allowed the neurochip to stay undi sturbed on the microscope 
stage for several hours after neuron loading to give the neurons suffic ient ti me to attach 
to the substrate. We also de layed the changi ng of the medium, which may also have 
washed cell s out of well s. I also used the fluorescent, membrane-permeable vital dye 
calcein AM to veri fy that li ving neurons were present inside of wel ls (Figure A-3). 
T he observation that some cell s were staying in wells but not deve loping 
processes, and eventuall y dying, led us to the conclusion that some factor was preventing 
the outgrowth of processes from well s. Scanning electron microscopy (SEM) of the 
neurochi ps revealed that the ori ginal method of etching we lls in the silicon substrate 
resulted in an overhang of the top surface of the sili con past the inside edges of the well 
(Figure A- I b). We concluded that thi s sharply angled banier presen ted an 
insurmountab le obstacle to the developing growth cone, and thi s moti vated the 
development of new microfabrication techniques to e liminate the overhang. 
Initi al studies usi ng the redesigned neurochips showed substantially more 
outgrowth fro m wells (Figure A-4). I used SEM to take a better look at the way in which 
processes were emerging from well s. To do thi s, I fixed neurochi p cul tures in 2% 
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glutaraldehyde in phosphate-buffered saline, followed by postfixation in 1% 
Os04 on ice. I then dehydrated the sample in an ethanol series; it was then critical point 
dried and coated with gold. Although the sample preparation process does introduce 
some distortion , scanning electron micrographs clearly reveal neurons in wells with 
processes emerging (Figure A-5). 
The success of neuron survival and outgrowth .in the redesigned neurochips led to 
a new problem. We found that after several days in culture, neuron cell bodies would 
appear in the vicinity of the wells, far from any neurons in the rest of the dish. This led 
us to suspect that neurons were now escaping from the wells due to the tension of the 
growing processes. The grillwork over the wells was redesigned to reduce the size of the 
holes through which processes could emerge. However, by taking series of photographs 
of the same neurochip cu lture over several days, I confirmed that neurons could escape 
neurochip wells through a hole as small as 1 x 3 !lm (Figure A-6). 
This di scovery motivated a further redesign of the wells. A previous study (Torre 
and Steward 1992) had shown that hippocampal cell bodies could not pass through 3 !lm 
diameter, 10 !lm long pores in a filter membrane, whereas axons and dendrites could 
readily grow through these pores. The final neurochip well design included an extension 
of the grillwork, called the canopy, which constrained neuron growth to tunnels of 
dimension similar to such pores. 
A.2.2 Electrophysiological testing 
The signal recorded by a neurochip well electrode of an action potentia l will be 
very small (see section A.l, p. A- I) and difficult to disti ngui sh from background noise. 
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The most direct way to determine whether a neurochip electrode can record 
an action potential from a neuron in a well is to record using the neurochip electrode and 
an intracellular, sharp electrode simultaneously. 
We performed electrophysiological tests on neurochip cultures of SCG neurons. 
After a few weeks in cu lture, SCG neurons develop thick (>5 J..tm diameter), unbranched 
dendrites that can be clearly assigned to their cell of origin. We used the presence of 
these dendrites in the vicinity of a well (Figure A-3) to verify, without having to use the 
somewhat cytotoxic fluorescent dyes described above (section A.2.1, p. A-5), that a 
particular wel l contained a neuron. The shallow angle of approach of the electrode to the 
cell in the well , necessitated by the geometry of the microscope, made successful 
penetrati ons difficult. I developed a bent intracellular electrode, made in a similar way to 
the hockey-stick-shaped neuron pusher described above; a standard sharp electrode was 
heated over a red-hot filament until the end of the electrode was bent at an angle of about 
60°. Using this kind of electrode, I was able to successfully record action potentials in 
SCG neurons in wells. However , we found that these signals could not be detected by the 
neurochip e lectrodes. This observation led to the di scovery of a design fl aw in the 
neurochip that resulted in a capacitive shunt to ground. This di scovery led to further 
revisions in the neurochip design. 
A.3 Current status 
Work performed since I left the Pine lab has shown that action potentials can be 
evoked and recorded by neurochip electrodes in a hippocampal culture on a redesigned 
neurochip (Maher et al. 1999b). Both spontaneous action potential s, as we ll as action 
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potentials evoked by the puffing o f 1 M KCl onto the axon of a celJ in a well, 
were recorded by well electrodes wi th a signal-to-noise ratio of 35-70:1 and no detectable 
cross-talk between electrodes. Voltage-sensitive dyes were used to confirm that action 
potentials could be elicited in neurons in well s by the passage of current through the well 
e lectrode. However, neurochip experiments are still hampered by the difficulty of 
maintaining hippocampal cultures for more than a week. 
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Figure A-1. Sche matic di agram of cross-section through a neurochip well. 
A, cross-section showing re lati ve size of neuron soon after implantati on; the neuron fits 
through the central hole in the grillwork. B, in an earl y neurochi p design, overhanging 
grill work prevents process outgrowth . C, in the absence o f overhang, processes leave the 
well while the cell body is confined to the well. 
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Figure A-2. A bent, rounded-off microelectrode is used to maneuver freshly 
dissociated neurons into wells. The tip of the tool is in focus; the double out-of-focus 
image is of the rest of the electrode and its reflection in the silicon neurochip surface. 
Scale: neurochip wells are 100 J..lrn apatt. 
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Figure A-3 . Calcein AM staining of a mature SCG culture in a neurochip. A, 
differential interference contrast micrograph showing mature dendrites emerging from 
the center and rightmost well s (black squares) of the top row. Note that in thi s particular 
design, the grillwork is made of silicon oxide and becomes transparent when the chip is 
hydrated. B, fluorescence image showing calcein AM staining of the cells seen in A. C, 
overlay of A and B showing that the other four well s visible in this picture do not contain 
neurons. Scale: neurochip wel ls are 100 J.!m apart. 
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Figure A-4. Differential interference contrast micrograph of a three day 
hippocampal culture in a neurochip wi thout overhanging gril lwork. Processes, and cell 
bodies, can be seen emerging from most wells. Scale bar: 100 J..lm. 
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Figure A-5. Scanning electron micrographs of SCG neurons in wel ls 
without overhanging grillwork. A, cell body is c learl y visible inside well along with 
growth cones emerging through corner hole as well as through center of grill work. Scale 
bar: 10 ~-tmK B, axons emerging through comer holes of a well. Scale bar: 10 ~-tmK C, 
higher-magnificati on view of well in B, showing cell body inside wel l. Scale bar: 1 ~-tm K 
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Figure A-6. Differential interference contrast micrographs showing that 
hippocampal neurons can escape from wells through holes as small as 1 x 3 j.!m. A, after 
three days in culture, a long process can be seen emerging through the top le ft comer of 
the well. B, same well after four days in culture; the cell body has escaped the well. 
Scale bar: 25 j.!m. 
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