クカン ベイズ シュホウ ト チクジ ヌキトリ モンダイ ニツイテ フカクジツ フカクテイ カンキョウカ ニオケル スウリテキ イシ ケッテイ ト ソノ シュウヘン by 堀口, 正之
Title区間ベイズ手法と逐次抜き取り問題について (不確実・不確定環境下における数理的意思決定とその周辺)
Author(s)堀口, 正之




Type Departmental Bulletin Paper
Textversionpublisher
Kyoto University
(Interval Bayesian method and sequential sampling
problem)
(Masayuki HORIGUCHI)
Faculty of Engineering, Kanagawa University
1
(Uncertain Markov Decision
Processes) (De Robertis and
Hartigan $1981[1])$
MDPs(Interval Bayesian estimated MDPs) ([6]).
(Wald $1950[15]$ , White $1969[16]$ , Sakaguchi
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$\{x_{1}, x_{2}, \ldots, x_{N}\}$ : $N$
(2.1) $dG_{m,n}(p)= \frac{p^{m}(1-p)^{n}dG_{0}(p)}{\int_{0}^{1}p^{m}(1-p)^{n}dG_{0}(p)}.$






$v(m, n)= \min$ Stop(Reject): $\int_{0}^{1}r(p)dG_{m,n}(p)$ ,
$Co$ntinue: $c+ \int_{0}^{1}(pv(m+1, n)+(1-p)v(m, n+1))dG_{m,n}(p)$
$= \min\{\psi(m, n), c+b_{m,n}v(m+1, n)+(1-b_{m,n})v(m, n+1)\}.$
$\psi(m, n)=\min\{\int_{0}^{1}a(p)dG_{m,n}(p),$ $\int_{0}^{1}r(p)dG_{m,n}(p)\},$ $b_{m,n}= \int_{0}^{1}pdG_{m,n}(p)$
([16]).
Theorem 2.1.
(i) $\psi(m, n)\geqq 0$ for all $m,$ $n=0,1,2,$ $\ldots,$
(ii) $\psi(m, n)arrow 0$ as $m+narrow\infty$
$v(m, n)$ 2)
Theorem 2.1 $v(m, n)$ Bellman’s succesive approximation method
3
$I(L, U)$ (cf. [6]).
$I(L, U)=[L, kL]$ $L$ [0,1]
(loss function)
$l(d,p)=\{\begin{array}{ll}a(p) (d=d_{1})r(p) (d=d_{2})\end{array}$
$Q\in I(L, U)$ $\beta(\ell, Q)$ :
(3.1) $\beta(\ell, Q)=\min_{d}\{\frac{Q(l(d,p))}{Q(1)}\}=mn\{\frac{Q(l(d_{1},p))}{Q(1)}, \frac{Q(l(d_{2},p))}{Q(1)}\}.$
86




(i) $\min\{\beta(l, \theta)|Q\in I(L, U)\}$ $\lambda_{1}$
(3.2) $\min_{d}\{U(\ell(d,p)-\lambda)^{-}+L(\ell(d,p)-\lambda)^{+}\}=0.$
(ii) $\min\{\beta(l, \theta)|Q\in I(L, U)\}$ $\lambda_{2}$ :
(3.3) $\min_{d}\{L(\ell(d,p)-\lambda)^{-}+U(\ell(d,p)-\lambda)^{+}\}=0.$
$x^{+}= \max\{0, x\},$ $x^{-}=x-x^{+}= \min\{0, x\}$
$G_{0}()$ $\in I(L, U)=[dp, kdp]$
$G_{m,n}(.$ $)\in I(L_{m,n}, U_{m,n})$ Theorem 3.1 (2.2) $\psi(m, n)$







Be $(m+1, n+1)= \int_{0}^{1}t^{m}(1-t)^{n}dt,$ $Be(m+1, n+1, x)= \int_{0}^{x}t^{m}(1-t)^{n}dt$
Table 3.1: $b_{m,n}$ $(k=2$ $)$
Proposition 3.1. $\tilde{b}_{m,n}\in[\underline{b}_{m,n},\overline{b}_{m,n}]$ :
(1) If $\overline{v}(m+1, n)>\overline{v}(m, n+1)$ ,
$\max\{\tilde{b}_{m,n}\overline{v}(m+1, n)+(1-\tilde{b}_{m,n})\overline{v}(m, n+1)\}=\overline{b}_{m,n}\overline{v}(m+1, n)+(1-\overline{b}_{m,n})\overline{v}(m, n+1)\tilde{b}_{m,n}.$
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(2) If $\overline{v}(m, n+1)>\overline{v}(m+1, n)$ ,
$\max\{\tilde{b}_{m,n}\overline{v}(m+1, n)+(1-\tilde{b}_{m,n})\overline{v}(m, n+1)\}=\underline{b}_{m,n}\overline{v}(m+1, n)+(1-\underline{b}_{m,n})\overline{v}(m, n+1)\tilde{b}_{m,n}.$
(3) If $\underline{v}(m+1, n)>\underline{v}(m, n+1)$ ,
$\min_{\overline{b}_{m,n}}\{\tilde{b}_{m,n}\underline{v}(m+1, n)+(1-\tilde{b}_{m,n})\underline{v}(m, n+1)\}=\underline{b}_{m,n}\underline{v}(m+1, n)+(1-\underline{b}_{m,n})\underline{v}(m, n+1)$ .
(4) If $\underline{v}(m, n+1)>\underline{v}(m+1, n)$ ,
$\min_{\overline{b}_{m,n}}\{\tilde{b}_{m,n}\underline{v}(m+1, n)+(1-\tilde{b}_{m,n})\underline{v}(m, n+1)\}=\overline{b}_{m,n}\underline{v}(m+1, n)+(1-\overline{b}_{m,n})\underline{v}(m, n+1)$ .
Theorem 3.2. $[\underline{v}(m, n),\overline{v}(m, n)]$ :
(1) $\overline{v}(m, n)$ $=$ min{Stop: $\overline{\psi}(m, n)$ , Continue: $\max\{c+\overline{b}_{m,n}\overline{v}(m+1, n)+(1-\overline{b}_{m,n})\overline{v}(m,$ $n+$
1 $)$ , $c+\underline{b}_{m,n}\overline{v}(m+1, n)+(1-\underline{b}_{m,n})\overline{v}(m, n+1)\}\}.$
(2) $\underline{v}(m, n)=\min\{Stop:\underline{\psi}(m, n)$ , Continue: $\min\{c+\underline{b}_{m,n}\underline{v}(m+1, n)+(1-\underline{b}_{m,n})\underline{v}(m,$ $n+$
1 $)$ , $c+\overline{b}_{m,n}\underline{v}(m+1, n)+(1-\overline{b}_{m,n})\underline{v}(m, n+1)\}\}.$




$a(p)=\{\begin{array}{l}0, 0\leqq p\leqq\frac{3}{4}1, \frac{3}{4}<p\leqq 1\end{array}$
$r(p)=\{\begin{array}{l}1, 0\leqq p\leqq\frac{1}{4}0, \frac{1}{4}<p\leqq 1\end{array}$
Go(p) $=$ p( ), $I(L, U)=[L, kL]=[dp, kdp],$ $c=0.04$
$[\lambda_{1}, \lambda_{2}]$







Upper Bayes Risk $(\lambda_{2})$ $d_{1},$ $d_{2}$
$\lambda_{2}^{d_{1}}=\frac{k(1-Be(m+1,n+1,\frac{3}{4}))}{Be(m+1,n+1,\frac{3}{4})+k(1-Be(m+1,n+1,\frac{3}{4}))},$
$\lambda_{2}^{d_{2}}=\frac{kB(m+1,n+1,\frac{1}{4})}{1+(k-1)Be(m+1,n+1,\frac{1}{4})}$
$\lambda_{1}=\min\{\lambda_{1}^{d_{1}}, \lambda_{1}^{d_{2}}\}$ $\lambda_{2}=\min\{\lambda_{2}^{d_{1}}, \lambda_{2}^{d_{2}}\}$
$Lv(m, n)$ , $(m, n)]$ Theorem 3.2
$k=2$ , Lower bound $(\lambda_{1})$ (Table 4.1):
Table 4.1: $k=2$ , Lower bound $(\lambda_{1})$
$k=2$ , Upper $bound(\lambda_{2})$ (Table 4.2):
Table 4.2: $k=2$ , Upper bound $(\lambda_{2})$
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$k=2,$ $v(m, n)$ $v(m, n)($Table 4 $.3)$ :
Table 4.3: $K=2,$ $\underline{v}(m, n)$
$k=2,$ $v(m, n)$ $v(m, n)($Table 4 $.4)$ :
Table 4.4: $k=2,$ $\overline{v}(m, n)$




$(m, n)$ $v(m, n)$
(Table 4.3,4.4) $\underline{v}(m, n),\overline{v}(m, n)$
minimizer (decision) Table 4.3,4.4
$(\underline{v}(m, n),\overline{v}(m, n))$ “Continue”,
“Stop(accept/reject)”
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