Let U denote the unit ball of the Cameron-Martin space of a Gaussian measure on a Hilbert space. The sharp asymptotics for the Kolmogorov (metric) entropy numbers of U is derived. The condition imposed is regular variation of the eigenvalues of the covariance operator. A consequence is a precise link including constants to the functional quantization problem.
Introduction
Kolmogorov's concept of ε-entropy is a measure of the size of a compact metric space. However, only for a few infinite dimensional spaces there has been success in determining the precise asymptotics of the ε-entropy as ε → 0 (see Tikhomirov (1992) ). We present a solution of the entropy problem for the unit ball of a large class of Cameron-Martin spaces in a Hilbert space setting or, what is the same, for a large class of ellipsoids in l 2 (IN ).
The framework can be stated as follows. Let P be a centerd Gaussian measure on a real separable Hilbert space H with scalar product < ·, · > and norm · . Denote by K ⊂ H the reproducing kernel Hilbert space (Cameron-Martin space) associated to the covariance operator of P . K is a Hilbert space with norm · K , say. The closed unit ball
in K is a compact subset of H (see Bogachev (1998) , Corollary 3.2.4). U plays a prominent role in the LIL for H-valued random variables (see Ledoux and Talagrand (1991) , Chapter 8). For n ∈ IN , the nth covering radius (nth entropy number) for U is defined by e n (U ) := inf α max x∈U min a∈α x − a (1.1) = inf α min{s ≥ 0 : U ⊂ a∈α
B(a, s)},
where the infimun is taken over all subsets α ⊂ U with 1 ≤ card α ≤ n and B(a, s) = {x ∈ H : x − a ≤ s}. In fact, the infimum in (1.1) holds as a (finite) minimum. For ε > 0, let N (ε, U ) := min{n ≥ 1 : ∃α ⊂ U, 1 ≤ card α ≤ n such that U ⊂ a∈α B(a, ε)} = min{n ≥ 1 : e n (U ) ≤ ε}.
(1.2) Then log N (ε, U ) is the Kolmogorov (metric) ε-entropy of U . Throughout all logarithms are natural logarithms. We address the issue of the behaviour of e n (U ) as n → ∞ and log N (ε, U ) as ε → 0. Observe that supp(P ) coincides with the closure of K. Let λ 1 ≥ λ 2 ≥ . . . > 0 be the ordered nonzero eigenvalues of the covariance operator of P (each written as many times as is its multiplicity) and let {u j : j ≥ 1} be a corresponding orthonormal basis of supp(P ) consisting of eigenvectors. Then {λ 1/2 j u j : j ≥ 1} is an orthonormal basis of K, K = {x ∈ supp(P ) :
and U = {x ∈ supp(P ) :
If d := dim K < ∞, then e n (U ) = e n (E d ), the nth covering radius of the ellipsoid
with respect to the l 2 -norm on IR d , and thus we can read off the asymptotic behaviour of e n (U ) and log N (ε, U ) from the formulas
where B d (0, 1) denotes the unit l 2 -ball in IR d and q(d) is a constant in (0, ∞) depending only on the dimension d (see Kolmogorov and Tikhomirov (1961) , Theorem IX; Graf and Luschgy (2000) , Theorem 10.7). Except in dimension d = 1 and d = 2, the true value of q(d) is unknown. Now assume dimK = ∞. Then via isometry, e n (U ) = e n (E) for the ellipsoid
In this paper we derive the sharp asymptotics of e n (U ) as n → ∞ analogously to the finite dimensional case (1.3) and with slower rates than n −a , of course (Theorem 2.1). This is achieved for regularly varying eigenvalues. The result obtained is even better than (1.3) since limiting constants can be evaluated. By inversion, one obtains the precise asymptotics of log N (ε, U ) as ε → 0 (Corollary 2.4). A different approach to the log N (ε, U )-problem is due to Donoho (2000) . We comment on it in the remark following Corollary 2.4.
A famous notion of Information Theory is Shannon's ε-entropy (rate distortion function) of a probability measure Q on H.
where H(V |Q ⊗ V 2 ) denotes the relative entropy (mutual information)
if V is absolutely continuous with respect to the product of the marginals Q ⊗ V 2 and equal to ∞ otherwise. It follows from the simple converse part of the source coding theorem (see e.g. Graf and Luschgy (2000) , p. 163) that
provided Q(U ) = 1. As an application we construct Gaussian probability measures Q(ε) which are asymptotically nearly supported by U and satisfy
A special case of this strong equivalence is related to Donoho (2000) . A further application concerns a precise link between the covering problem for U and the quantization problem for P .
The paper is organized as follows. In the next section we state the results outlined above. Section 3 contains a collection of examples. Section 4 is devoted to the proofs.
Statement of results
Now we formulate sharp asymptotic results for the nth covering radius and Kolmogorov's ε-entropy of U for centered Gaussian measures P with dim K = ∞. It is convenient to use the symbols ∼ and < ∼ where a n ∼ b n means a n /b n → 1 and a n < ∼ b n means lim sup n→∞ a n /b n ≤ 1. We need the notion of a regularly varying function. A measurable function ϕ : (t, ∞) → (0, ∞)(t ≥ 0) is said to be regularly varying at infinity with index b ∈ IR if, for every c > 0,
Regular variation of ϕ : (0, t) → (0, ∞)(t > 0) at zero is defined analogously. Slow variation corresponds to b = 0.
The following theorem comprises a large class of Gaussian measures.
Note that the above restriction −b ≤ −1 on the index of ϕ is natural since
The lower estimate is obtained by a volume comparison for suitable finite dimensional projections. As for the upper estimate, we present a new approach.
Remarks. (a)
The most prevalent form for ϕ is
(b) Classical arguments yield upper estimates like e.g.
(see Kolmogorov and Tikhomirov (1961) , Section 6, Mityagin (1961) , Theorem 3, Carl and Stephani (1990) , Proposition 1.3.2).
The integral number
represents the dimension at level n of the covering problem for U . Here span(α) denotes the linear subspace spanned by α.
Corollary 2.2. Assume the situation of Theorem 2.1. Then
It remains an open question whether d * n (U ) ∼ 2 log n b . A useful equivalence principle can be deduced from the preceding theorem. Corollary 2.3. Assume the situation of Theorem 2.1. Let V and W be centered Gaussian measures on H and assume dim supp(V ) < ∞ and W is equivalent to P * V . Then e n (U W ) ∼ e n (U P ) as n → ∞.
We deduce from Theorem 2.1 the following sharp asymptotics for Kolmogorov's ε-entropy of U .
Remark. A different approach to the log N (ε, U )-problem is due to Donoho (2000) . His only explicit result corresponds to the case
There is a tight relationship between the Kolmogorov entropy problem for U and the functional quantization problem for P (see Graf at al. (2001) ). The nth L 2 -quantization error of P is given by e n,2 (P ) := inf{( min
As an application we obtain a precise link between e n (U ) and e n,2 (P ).
Corollary 2.5. Assume the situation of Theorem 2.1 with b > 1. Then
Now we come to the announced strong equivalence of the Kolmogorov ε-entropy of U and the Shannon ε-entropy of suitable centered Gaussian measures Q(ε). For 0 < ε < λ
where
Corollary 2.6. Assume the situation of Theorem 2.1. Then A special case of the preceding corollary corresponds to observations in Donoho (2000) .
Remark. The Shannon entropy of P is much larger than the Kolmogorov entropy of U . In the situation of Theorem 2.1 with b > 1 one can show that
(see e.g. Luschgy and Pagès (2002a) ) and thus (2.6)) is an immediate consequence of Corollary 2.4.
Remark.
One may ignore the probabilistic interpretation of the Schmidt ellipsoid U and consider arbitrary (compact) ellipsoids
where dim H = ∞, {u j : j ≥ 1} is an orthonormal basis of H and
Since the proofs of Theorem 2.1 and Corollary 2.4 work for b > 0, one obtains
Under the same assumption the assertions of Corollaries 2.2 and 2.6 are valid also for U 0 .
Examples
We consider centered L 2 (IP )-continuous Gaussian processes X = (X t ) t∈I with
Then X can be seen as centered Gaussian random vector with values in the Hilbert space H = L 2 (I, dt) and P denotes its distribution. The covariance function C(s, t) = EX s X t is continuous and the reproducing kernel Hilbert space K consists of (equivalence classes of) continuous functions. If C admits the representation C(s, t) = Re ψ s ψ t dν for some measure space (X , A, ν) and complex-valued functions ψ t ∈ L 2,I C (ν), then the unit ball of K is given by
(see Chatterji and Mandrekar (1978) ).
In the 
All the subsequent sharp entropy results for the unit ball U of K in the L 2 (I, dt)-norm are new.
Stationary Gaussian processes
Let X = (X t ) t∈ [0, 1] be a centered stationary Gaussian process (restricted to [0,1]) with covariance function C(s, t) = γ(s − t), where γ : IR → IR is continuous, symmetric and positive definite. Let µ denote the (finite, symmetric) spectral measure so that
Assume that the spectral measure µ admits a Lebesgue density f which satisfies f ∈ L 2 (IR, dλ) and the high frequency condition
) and by Theorem 3 in Rosenblatt (1963) , the asymptotic behaviour of the eigenvalues of the covariance operator is as follows:
Therefore,
Condition (3.1) comprises a broad class of stationary Gaussian processes including processes with rational spectral densities and fractional Ornstein-Uhlenbeck processes.
Remark. For the sometimes more suitable choice
), one can deduce from (3.3) that
and thus
• The fractional Ornstein-Uhlenbeck process with index ρ ∈ (0, 2) correponds to
The spectral density f of this process is the density of a symmetric ρ-stable distribution and hence satisfies (3.1) with b = 1 + ρ and
where Γ denotes the Gamma function. Consequently,
If ρ = 1, one gets the standard stationary Ornstein-Uhlenbeck process on [0, 1] .
(see Parzen (1967) , p. 430) and
• In case f is bounded and Rozanov (1978) , Theorem III. 10). The local behaviour of f around zero determines the norm · K and thus the exact form of the unit ball U (see e.g. (3.6)) but does not affect the entropy asymptotics of U .
Brownian motion, integrated Brownian motions, Gaussian diffusions and fractional Brownian motions
• Let B = (B t ) t∈ [0, 1] be a standard Brownian motion. Then
and its covariance operator has eigenvalues
This implies
• Next, let X be the unique solution of the equation
where A ∈ L 2 ([0, 1], dt) and ξ is N (0, σ 2 )-distributed with σ 2 ≥ 0 and independent of B. The covariance function of X reads
where ψ(t) = exp( t 0 A(s)ds) and one checks that
We find the same asymptotics than for U BM :
This follows from Corollary 2.3. One only has to note that in case σ 2 = 0 (that is, ξ = 0) the distribution of X is equivalent to the Wiener measure and in case σ 2 > 0 it is equivalent to the distribution of ξ + B.
• For m ∈ IN , let X = (X t ) t∈ [0, 1] be m-times integrated Brownian motion:
Its covariance function reads
and hence
Ritter (2000, p.79) (see also Gao et al. (2002) ) has derived the asymptotic behaviour of the eigenvalues of the covariance operator:
• The fractional Brownian motion with Hurst exponent β ∈ (0, 1) is a centered continuous Gaussian process on [0, 1] having the covariance function
Using the spectral representation 
(3.14) a set of fractional Fourier transforms of order 1 + 2β. Another representation is
(see Kuelbs and Li (1993) , Singer (1994) , Pipiras and Taqqu (2000) ). The eigenvalues of the FBM covariance operator satisfy
(see Luschgy and Pagès (2002b) ). This implies
Observe that U F BM exhibits the same asymptotic entropy behaviour as U F OU for the covariance C(s, t) = exp(−|s − t| 2β /2) (see (3.5)).
Brownian sheet
The Brownian sheet on I = [0, 1] d is the centered continuous Gaussian process X = (X t ) t∈I such that
and the eigenvalues of its covariance operator satisfy
(see Luschgy and Pagès (2002a) , (2002b)). Therefore,
Proof of results
We will freely use the following properties of the covering radius 
(Here H m is equipped with the norm (x 1 , . . . ,
Recall that e n (U ) = e n (E).
Let B d (0, r) be the centered l 2 -ball in IR d with radius r. Let [y] denote the integer part of the real number y and let Ly := max{1, log y}, y > 0. In the sequel a vector x ∈ IR d is occationally identified with the vector (x, 0, 0, . . .) ∈ l 2 (IN ). The lower estimate in Theorem 2.1 is easy.
Lemma 4.2. For every n ∈ IN ,
e n (E) 2 ≥ λ m(n,1)+1 .
Proof. For every m ∈ IN , we have
and comparing volumes gives
The resulting lower bound for e n (E) is well known (see Carl and Stephani (1990) , Proposition 1.3.2). Now choose m = m(n, 1) + 1. 2 Proposition 4.3. Assume the situation of Theorem 2.1. Then
Proof. If follows from the assumption on the eigenvalues that
Consequently,
The assertion follows from Lemma 4.
2
Now we turn to the upper estimate. It is based on the evaluation of the nth covering radius of products of finite dimensional balls. For d ∈ IN , consider the (compact) ellipsoid
where the union is over all sequences ρ ∈ IR
We need the constant
to estimate the hardest of these cartesian subproblems of
Proof. Fix n and d and let
We have to choose m and to optimize the integer bit allocation given by the n j ' s. Ignore for a moment the factors ρ j /ν j in the above sum and note that continuous bit allocation reads, for every m ∈ IN , and . . . , m}. (4.6) Under this choice we obtain from (4.4)
16
Consequently, using C(d) ≥ 1 (see Proposition 4.6),
We deduce from the preceding lemma the basic upper bound for e n (E).
Proposition 4.5. Assume the situation of Theorem 2.1. Let
Then there exists a sequence (p n ) in IN such that log p n ∼ log n and e n (E)
Proof. The proof is given in two steps. STEP 1. We reduce the covering problem for E to finite dimensional subproblems. First, observe that for every n, r ∈ IN ,
In fact, if α ⊂ E r is n-optimal for E r , then for every x ∈ E,
and hence (4.7). Now let
We have
Therefore, using Proposition 4.3 und u > 1, Bingham et al. (1987) , Theorem 1.5.6). Consequently, e n (E rn )
> ∼ e n (E) as n → ∞. Since e n (E rn ) ≤ e n (E) for every n ∈ IN , this yields (4.9).
STEP 2. Now we estimate e n (E rn ). Let
( 4.11) and consider the lattice points
Then for every n ∈ IN ,
To see this, let
.
(4.12) Furthermore,
This yields log N n ≤ s n log(
Consequently, since u < 1 + v (see (4.8)),
We deduce from (4.12), (4.13) and Lemma 4.4 for n large,
Finally, we have
(4.14)
In fact, since
Then by (4.1), m(n) = max{k ≥ 1 : y k,n ≤ z n } and by assumption,
Observe that for every n ∈ IN , y 1,n = 0, (y k,n ) k is increasing since
and (y k,n ) k increases to infinity as k → ∞ since
, where g is slowly varying at infinity. Note that 1/ϕ(x) → ∞ as x → ∞. We have for very k ≥ 2,
since log(1/ϕ) is slowly varying at infinity (see Bingham et al. (1987) , Proposition 1.3.6). Thus
Now assume lim inf n→∞ m(n) < ∞. Then there is a subsequence (m(n j )) j of (m(n)) n and k ∈ IN such that m(n j ) + 1 ≤ k for every j. Consequently, for every j 
and hence 1 ϕ(
Since the function 1/ϕ is increasing on (t, ∞) and regularly varying at infinity of index b, there exists an increasing, regularly varying functionφ :
(see Bingham et al. (1987) , Theorem 1.5.12). One obtains from (4.21) that and hence (4.20) . We further need the rough lower estimate
, n → ∞.
It follows from (4.21) that log(1/ϕ(md))
(see Bingham et al. (1987) , Proposition 1.3.6) and hence (4.22).
STEP 2. Now we come to the proof of the lower estimate
So it is enough to prove (4.24). By Theorem 1.3.3 in Bingham et al. (1987) there exists a differentiable, slowly varying function
, and note that
and using (4.19) and (4.22), one easily derives that
We have for n large enough for d = d n to lie in the domain of definition of ϕ 0 ,
Given ε > 0, it follows from (4.25) that for n large,
This implies for n large,
Letting ε → 0 yields lim n→∞ a n = b. One thus obtains
Proof of Theorem 2.1. The lower estimate
follows from Proposition 4.3 and the upper estimate 
where the infimum is taken over all linear subspaces L of H with dim L ≤ k − 1. By Corollary 3 in Mityagin (1961) ,
This implies d * n → ∞ as n → ∞. Consequently, using Theorem 2.1,
Since ϕ is decreasing and regularly varying, this yields the desired lower estimate for d * Since ε < e N (ε)−1 for ε ≤ e 2 and e N (ε) ≤ ε, this implies
There exists a functionφ uniquely determined up to strong equivalence which is regularly varying at infinity of index 1/b such that ϕ • 1 ϕ (x) ∼ x as x → ∞ (see Bingham et al. (1987) , Theorem 1.5.12). Consequently, Then (4.26) yields the asymptotic formula of Corollary 2.4.
The following "flooding" formula for the Shannon ε-entropy of the centered Gaussian measures Q(ε) was originally given by Kolmogorov (1956 ) (see also Ihara (1993) 
