We consider the asymptotic expansion of the Mathieu-Bessel series
Introduction
The functional series ∞ n=1 n (n 2 + a 2 ) µ (1.1) in the case µ = 2 was introduced by Mathieu in his 1890 book [2] dealing with the elasticity of solid bodies. Several integral representations for (1.1), and its alternating variant, have been obtained; see [7] and the references therein. The asymptotic expansion of the more general Mathieu series was considered by Zvastavnyi [10] for a → +∞ and by Paris [4] for |a| → ∞ in the sector | arg a| < π/β. In [4] , the additional factor e n := exp[−a β b/(n β + a β )] (with b > 0) was included in the summand which, although not affecting the rate of convergence of the series (since e n → 1 as n → ∞), can modify the large-a growth, particularly with the alternating variant of (1.2) . Both these authors adopted a Mellin transform approach. In [5] the above series was considered in the special case when β and γ assume even integer values. It was found that for these parameter values the asymptotic expansion for large complex a in the sector | arg a| < π/β consists of a finite algebraic expansion together with an infinite sequence (when µ is not an integer) of increasingly subdominant exponentially small contributions.
More recently, Gerhold and Tomovski [1] extended the asymptotic study of such Mathieu series by considering the power series ∞ n=1 nz n (n 2 + a 2 ) µ (|z| ≤ 1).
For µ > 1 and complex z satisfying |z| ≤ 1, with z = 1, they obtained the asymptotic expansion of this series as a → +∞ with coefficients involving the polylogarithm function Li α (z) = n≥1 n −α z n . From this result they were able to deduce the large-a expansions of the trigonometric Mathieu series ∞ n=1 n sin nx (n 2 + a 2 ) µ , ∞ n=1 n cos nx (n 2 + a 2 ) µ .
(1.3)
In the present paper we extend (1.3) to the Mathieu-Bessel series
where J ν (x) denotes the Bessel function of order ν and the condition 2µ − γ > 1 2 secures absolute convergence of the series. The parameters will be supposed to satisfy a > 0, b > 0, µ > 0 with γ, ν ∈ R and we shall be concerned with the limit a → ∞. The alternating variant of this series is also considered. In the special case γ + ν = 2m, m = 0, 1, 2, . . . , the expansion of S ν (a, b) is found to consist of an algebraic contribution together with an exponentially small expansion. This mirrors the above-mentioned result found for the series in (1.2) when both β and γ are even integers. We present numerical results confirming the accuracy of the various expansions obtained and also briefly mention the series when the Bessel function is replaced by the Bessel function of the second kind Y ν (x).
In the application of the Mellin transform method to the series in (1.4) and its alternating variant we shall require the following estimates for the gamma function and the Riemann zeta function. For real σ and t, we have the estimates
where Ω(σ) = 0 (σ > 1), [8, p. 95] . The zeta function ζ(s) has a simple pole of unit residue at s = 1, ζ(0) = − 1 2 and has trivial zeros at s = −2k, k = 1, 2, . . . . Finally, we have the well-known functional relation satisfied by ζ(s) given by [3, p. 603] 
2. The asymptotic expansion of S ν (a, b) for a → +∞ Let a > 0, b > 0, µ > 0 and γ, ν be real parameters. We consider the asymptotic expansion of the Mathieu-Bessel series
as a → +∞. The above sum may be written as
We employ a Mellin transform approach as discussed in, for example, [6, Section 4.
s−1 h(x) dx, and with
we have the evaluation [9, p. 434]
. We note that δ > 1 on account of the convergence condition in (2.1). The hypergeometric functions appearing in (2.2) are defined by 
where max{−γ − ν, 1} < c < δ and ζ(s) denotes the Riemann zeta function. The inversion of the order of summation and integration is justified by absolute convergence provided c satisfies the stated condition. We now need to examine the pole structure of H(s). The function 1 F 2 (z) is an entire function of its parameters (and hence of the variable s) [3, (16.2.5)] and consequently has no poles. The poles of H(s) are situated at λ = −k and µ − λ = ±k, k = 0, 1, 2, . . . . However, it is shown in Appendix A that H(s) is in fact regular at the points µ − λ = ±k due to a cancellation of terms. Thus, the only singularities of H(s) are those corresponding to λ = −k; that is, at s = −γ − ν − 2k, k = 0, 1, 2 . . . . In addition, there is a pole of the integrand in (2.3) at s = 1 resulting from ζ(s).
We consider the integral in (2.3) taken round the rectangular contour with vertices at c ± iT and −c ′ ± iT , where c ′ > 0 and T > 0. Then the leading behaviour of the first and second hypergeometric functions in (2.2) can be shown to be (
is the modified Bessel function, and
respectively for large λ. We therefore find on the upper and lower sides of the rectangle
as T → ∞ by the first formula in (1.5). Thus, the modulus of the integrand has on these paths has the order estimate
Since σ < δ and δ > 1, the contribution from the upper and lower sides of the rectangle therefore vanishes as T → ∞.
Displacement of the integration path to the left over the simple poles at s = 1 and s = −γ−ν−2k (when γ + ν is not a negative odd integer) then yields the following result.
2 /4 and γ + ν = −1, −3, . . . . Then we have the asymptotic expansion
as a → +∞, where ω k := γ + ν + 2k and
The functional relation for ζ(s) in (1.6) can be employed to obtain an alternative version of the asymptotic series on the right-hand side of (2.4) in the form
The F k are polynomials in χ of degree k and
In the special case µ = 1, the F k are independent of k and given by
The case γ + ν = 2m, m = 0, 1, 2, . . . requires separate attention, which is discussed in the next section. When γ + ν = −1, −3, . . . the pole at s = 1 is double and the residue has to be evaluated accordingly. We present only the case γ + ν = −1; other cases can be dealt with in a similar manner. In Appendix B, it is established that the residue at s = 1 when γ + ν = −1, µ = 1, 2, . . . is given by
is the logarithmic derivative of Γ(x) and
χ .
In the special case µ = 1 (and γ + ν = −1) we have by a limiting process (see (B.4))
where κ := 1 −γ + ψ(2 + ν) − log χ, I ν (b) is defined in (2.6) and F * is defined in (B.3). This produces the result:
. Then, when γ + ν = −1, we have the asymptotic expansion
as a → +∞, where Res s=1 is given by (2.7) when µ = 1, 2, . . . and by (2.8) in the special case µ = 1. The quantities F k are specified in (2.5).
The exponentially small case when γ + ν is a non-negative even integer
In this section we let γ + ν = 2m, m = 0, 1, 2, . . . . Then the asymptotic series on the right-hand side of (2.4) vanishes when m ≥ 1, and consists of a single term when m = 0, on account of the trivial zeros of ζ(s). In this case the expansion of S ν (a, b) will involve an exponentially small contribution as a → +∞; a similar result was obtained in [5] for the Mathieu series (1.2) when both β and γ are even integers.
To deal with this case, we first observe that the only poles of H(s) are situated at s = −2m−2k, k = 0, 1, 2, . . . which, apart from the case m = 0, are all cancelled by the trivial zeros of ζ(s). When m = 0, there is a pole at s = 0 resulting from the first part of the expression in (2.2). Then, displacement of the integration path in (2.3) to the left into ℜ(s) < 0 over the poles at s = 1 and s = 0 (when m = 0) yields
where δ 0m denotes the Kronecker delta symbol. We now make the change of variable s → −s and use the functional relation for ζ(s) in (1.6) to obtain
where the contour L denotes a path parallel to the imaginary axis that can be displaced as far to the right as we please since there are no poles of the integrand in ℜ(s) > 0. On the path L we set s = σ + it, t ∈ (−∞, ∞) and choose σ = 2N + 1 − 2µ, where N denotes a (large) positive integer.
The function H(−s) may now be split into two parts: H 1 (−s) and H 2 (−s), where H 1 (−s) corresponds to the part containing the first 1 F 2 (χ) function in (2.2) and H 2 (−s) to the second such function. Then, from (2.2) with λ = m − 1 2 s, we obtain
where
Since |s| is everywhere large on the contour L, the ratio of gamma functions appearing in (3.2) may be expanded as an inverse factorial expansion in the form [6, p. 53]
where, with some effort, it may be shown that
A similar type of expansion for the hypergeometric function appearing in (3.2) is considered in Appendix C. It is shown that
Insertion of the expansion (3.5) into the integral on the right-hand side of (3.1), with H(−s) replaced by H 1 (−s), then produces (formally) to yield the expansion
as a → +∞. Thus we find the dominant large-a contribution when γ + ν = 2m given by
The contribution to the integral in (3.1) resulting from
where, from (2.2),
It is readily seen that the above hypergeometric function satisfies 1 F 2 (χ) → 1 as s → ∞ in ℜ(s) > 0. Then the quantity Hence, using the result that |ζ(x + iy)| < ζ(x) for real x > 1 and y, we find that
where Γ(a, z) denotes the incomplete gamma function. Since [3, (8.11.2)]
we see that this last integral vanishes as N → ∞. Hence it follows that S
ν (a, b) → 0 as N → ∞. Then we obtain the following expansion: Theorem 3. When γ + ν = 2m, m = 0, 1, 2, . . . we have the exponentially small asymptotic expansion
as a → +∞, where the first three coefficients D j are given in (3.6) and δ 0m is the Kronecker delta symbol. The function H(s) is defined in (2.2).
Numerical results and concluding remarks
We present some numerical results to illustrate the accuracy of the various expansions obtained. The values shown give the absolute relative error in the high-precision computation of the MathieuBessel series from (1.4) using the asymptotic expansions in Theorems 1 and 2. In Table 1 we show values
for different values of a and the absolute relative error resulting from optimal truncation of (2.4) (that is, truncation just before the least term in the expansion). In Table 2 we show the values ofS := S ν (a, b) − Res s=1 , where Res s=1 is defined in (2.7) (and (2.8) when µ = 1), for different values of a in the double-pole case γ + ν = −1. The associated absolute relative error resulting from optimal truncation of the asymptotic series in (2.9) is indicated. The exponentially small case is illustrated in Table 3 where we show values of the absolute relative error in the computation of
in the case γ + ν = 0 (m = 0) by means of the expansion (3.8) as a function of truncation indexj. , the Bessel function J ν (z) reduces to (2/πz) 1/2 sin z, so that
An analogous result holds when ν = − 1 2 , with the trigonometric function then replaced by cos nx. Although these cases bear a superficial similarity to the series considered by Gerhold and Tomovski 1 In the tables we write the values as x(y) instead of x × 10 y . stated in (1.3) (see also [1, Section 4] ), the asymptotic expansions are different. These authors considered the limit a → ∞ with x fixed, whereas our expansion corresponds to a → ∞, x → 0.
We remark that the asymptotic expansion of the alternating version of (1.4) can be deduced by making use of the identity
From (2.4), this then produces the asymptotic expansion (when γ + ν = −1, −3, . . .)
as a → ∞, where we recall that ω k = γ + ν + 2k. Finally, the series involving the Y -Bessel function can, in the case of non-integer ν, be obtained from the standard definition of
The case of integer values of ν would require a limiting procedure, which we do not consider further here.
Appendix A: Discussion of the pole structure of H(s)
We examine the pole structure of the function H(s) defined in (2.2), which has apparent singularities when µ − λ = ±k, k = 0, 1, 2, . . . , where λ = 1 2 (γ + ν + s). To demonstrate that H(s) is regular at these points, it will be sufficient to show that
has simple zeros when µ − λ = ±k. First, consider the case µ − λ = k, with k = 0, 1, 2, . . . . Then
The first term in (A.1) can be written as
Hence Q(s) = 0 when µ − λ = k, k ≥ 0. Next, consider the case µ − λ = −k, with k = 1, 2, . . . . Then we have
The second term in (A.2) can be written in the form
This concludes the demonstration that H(s) is regular when µ − λ assumes integer values.
Appendix B: Evaluation of the residue of the double pole at s = 1
2) has a double pole at s = 1. We let s = 1 + 2ǫ, with
Upon use of the identity ψ(µ) − ψ(1 − µ) = −π cot πµ we find
Then, since ζ(1 + 2ǫ) = (2ǫ) −1 {1 +γ2ǫ + O(ǫ 2 )}, we obtain the residue of H(s)a s ζ(s) at s = 1 when γ + ν = −1 given by
where we recall that B = (b/2) ν /(2Γ(µ)). In the case of integer µ, the limiting form of (B.2) is required. We consider here only the case µ = 1. Setting µ = 1 + ǫ, ǫ → 0, we have from (B.1)
we find that
where F := 1 F 2 (1; 2, 2 + ν; χ) and
Then, after simplification, We obtain the inverse factorial expansion of the hypergeometric function as s → ∞ in ℜ(s) > 0, upon use of the reflection formula for the gamma function and the asymptotic expansion of a ratio of two gamma functions given in [3, p. 141 ]. This last result can then be arranged in the form a n (s) = 1 + A 1 (n) s + µ − 1 + A 2 (n) (s + µ − 1)(s + µ − 2) + · · · , (C.1) where A 1 (n) = 2(1 − µ)n A 2 (n) = 2(1 − µ){(2m + 1 − µ)n + (2 − µ)n(n − 1)}.
We therefore obtain F = 
