In this paper we construct compactly supported biorthogonal wavelet bases of the interval, with dilation factor M . Next, the natural MRA on the cube arising from the tensor product of a multilevel decomposition of the unit interval is developed. New Jackson and Bernstein type inequalities are proved, providing a characterization for anisotropic Sobolev spaces.
Introduction
Starting from the case M = 2 (see, e.g. [10] ), the theory of scale factor M > 2 for spaces of functions defined on R n has been developed by many authors (see, e.g., [19] and references cited therein). Let us recall that a multiresolution analysis of L 2 (R) with integer dilation factor M > 2 is defined exactly in the same way as for dilation M = 2, except that f ∈ V 0 if and only if f (M ·) ∈ V 1 . The motivation for M larger than 2 comes from M -channel filter bank theory (see, e.g., [19, 18, 12] and references cited therein) and from the attempt to obtain a more flexible tiling of the time-scale space than in the case M = 2.
This theory finds applications in various other fields: approximation of multivariate functions, parabolic types of evolution equations, numerical resolution of elliptic and semielliptic PDE's, etc. The key role in these last fields of application is that wavelet bases provide a characterization of anisotropic function spaces. It is known that such a characterization gives optimal preconditioning of the Galerkin systems and fast numerical methods for the approximate solutions (see, e.g., [15, 7, 4] ). In order to improve the numerical methods involving such operators, a wavelet theory related to the anisotropic Besov spaces B αa p,q (R n ) is developed in [11] . It is useful for applications to have such a characterization also for bounded domains, in particular, for the n-dimensional cube Ω ⊂ R n . In [14] the previous problem is solved by means of non-linear approximations and without a wavelet MRA. Our goal is to solve the problem of building up an MRA of L 2 (Ω), by which we get the characterization of anisotropic Sobolev spaces desired. Namely, we construct new admissible M -scaling functions in the sense of [11] using the following techniques: tensor products of Sobolev spaces, norm equivalences derived from [14] and Sobolev equivalent norms (see, e.g., [17] ). The main result of this paper can be stated as follows.
Theorem 0.1 Let a be an anisotropy as explained in Subsections 2.1, 2.2, and M = diag (m 1 , m 2 ) be a dilation matrix compatible with a. Let {ϕ γ , ψ ;j,γ } ,j,γ , { ϕ γ , ψ ;j,γ } ,j,γ be a pair of biorthogonal admissible M -wavelet bases obtained by means of the tensor product construction detailed in Subsection 2.2. Suppose that
(0.1) In this case, one can write
and f H αa (Ω) is equivalent to the expression in (0.1).
Throughout this paper, we shall use the notation A < ∼ B to indicate A ≤ cB for a suitable constant c > 0, whereas A B if A ≤ cB and B ≤ kA, for suitable c, k > 0. Moreover, by abuse of notation, we use the symbol (normally reserved for orthogonal sum) for a direct sum of spaces.
Biorthogonal decomposition of the unit interval
The first step is to have a biorthogonal decomposition of R, and this is provided, for example, in [19] . We summerize the notations and main results we shall use in the sequel.
The real line construction
We consider the case of scaling functions ϕ and ϕ compactly supported i.e., the associated low-pass filters m 0 and m 0 are trigonometric polynomials:
An M −channel subband coding scheme (see [19] ) is determined by M analyzing filters m 0 , . . . , m is said to have perfect reconstruction if the reconstructed signal, normalized by a factor of M , coincides with the input signal in the M −channel filter bank. As for the low-pass filters, we can write the high-pass trigonometric polynomial, i.e., for l = 1, . . . , M − 1, we have 
then we can write
(1.4) where P (ξ) is a trigonometric polynomial with P (0) = 1, and P (θ k ) = 0, for k = 1, . . . , M − 1. If τ is the critical exponent of m 0 (see, e.g., [6] , [2] , [18] ) and σ := L − τ − 1/2 > 0, setting
. From the definition (1.5) we derive the following relations
which can be translated into the "refinement equation"
Wavelets are defined in the same way. For all l = 1, . . . , M − 1, we set 8) therefore ψ l are compactly supported functions belonging to L 2 (R) and verifying 
The link between wavelets and polynomials is expressed by the following Theorem 1.2 The following three conditions are equivalent: (ii) A detailed proof is contained in [9] .
The unit interval
Starting from a biorthogonal decomposition on R, we exploit the same tecnique as developed in [16] to construct a multilevel decomposition of the half-line. Since the tecnique are not new and the construction requires only straightforward computations we refer to [9] for a detailed exposition of this subject. We point out that the only delicate part is to build up border scaling and wavelet functions: the previous ones are constructed so that the reproducing property of polynomials is maintained. We detail the multilevel decomposition of the unit interval I = (0, 1), obtained by adapting the half-line construction. Let us notice that, provided the scale is fine enough, the presence of the left boundary point does not influence the construction of the right one. More precisely, if we call ϕ (0) jl and ϕ
jr the modified boundary scaling functions (here, and from now on, the superscript (0) or (1) refers to the boundary point 0 or 1, respectively, while we will append a superscript R to all the functions defined on the real line), we will choose a level j 0 such that, for all j ≥ j 0 , The basic idea is to start from two multiresolution analyses on the half-lines I 0 = (0, +∞) and I 1 = (−∞, 1), and paste them together in a suitable way to get the spaces V j (I). In turn, to obtain a decomposition on I 1 , we first consider a decomposition on R − = (−∞, 0) and then we translate it by a unit.
We therefore fix two nonnegative integers δ 1 andδ 1 and we define the boundary functions as in the half-line case (see [16, 9] ), and matching the dimensions of V 0 (R − ) and V 0 (R − ), we obtain the relatioñ
Using the operator τ : x → x − 1, we translate the origin into the right edge of our interval. It is easy to see that, calling
we have
As mentioned before, we wish to maintain the situation at the two boundary points decoupled. This means we want to have at least one interior function in V j (I). This requirement yields the condition −
Taking also into account the dual relation, we have to set a coarsest level j 0 such that for all j ≥ j 0 ,
(1.12) By (1.11) and as in the same way as for the half-line construction ( [16, 9] ), we have
therefore we can fix
Thus, we have, for j ≥ j 0 ,
and similarly for the dual spaces V j (I). By construction, and thanks to the choice of j 0 , all the biorthogonality properties are maintained. Finally, we observe that
, where the complement space W j (I) is the wavelet one (see, e.g. [16, 9, 5] ), this implies
, which is the same as in [16] .
(ii) In the sequel we shall suppose (renaming if necessary) that the starting level is j 0 = 0.
and an MRA of L 2 (I), in the following sense:
Application to anisotropic Sobolev spaces
There are various possibilities for introducing isotropic and anisotropic Sobolev spaces and these definitions do not always give the same spaces with equivalent norms. In our study two different approaches are needed. First, in the next section we shall build an MRA (in the sense of Remark 1.5) of square integrable functions on the cube L 2 (Ω), where Ω = I n ⊂ R n , by tensor products of wavelets bases on the unit interval belonging to suitable Sobolev spaces. It is more or less known that tensor products of Sobolev spaces of functions lead to Sobolev spaces with dominating mixed smoothness propreties (see, e.g. [1] ). Secondly, we will introduced the anisotropic spaces H αa (Ω) used for the wavelet characterizations given by Theorem 0.1, showing the embedding relation between these two different definitions.
For sake of simplicity, we shall describe in detail the case of Sobolev spaces on the square Ω = I × I. The general n-dimensional case easily follows by repeating the same construction.
Function spaces
Sobolev spaces with dominating mixed smoothness properties. For h ∈ R and a function u on R 2 , we define the directional partial difference operators
with i = 1, 2 and where {e 1 , e 2 } denotes the canonical basis of R 2 . For I ⊂ R, h ∈ R and n ∈ N, we set I h,n = {x ∈ I : x + nh ∈ I}, and define, for r i ≥ 0 and
and, analogously, (u, v) 0,r 2 ; mix Ω . We set
Next, we consider the scalar product
where (u, v) 0;Ω is the L 2 −inner product. We define
The following equality (see [13, Thm. 4 
.3.2.2]), will be useful in the sequel
Theorem 2.1 For r 1 , r 2 ≥ 0 we have
Anisotropic Sobolev spaces. We now recall the definition of anisotropic Sobolev spaces we shall characterize by wavelet bases. Since in the next section we will deduce Jackson and Bernstein inequalities working on local error estimates for the approximation with respect to anisotropic polynomial, the introduction via differences and via moduli of smoothness is needed. If k i are integers, for i = 1, 2, h ∈ R, we consider the rectangles Ω
and we define the directional moduli of smoothness by
Next, let a = (a 1 , a 2 ) be a fixed anisotropy in R 2 + , with "harmonic mean" 1:
If αa = (αa 1 , αa 2 ) = (α 1 , α 2 ), with α > 0, we say that f ∈ L 2 (Ω) belongs to the anisotropic Sobolev space H αa (Ω) if the semi-norm
is finite (here k 1 , k 2 are integers such that k i > α i , i = 1, 2). The norms f 2 + |f | H αa are known to be equivalent in the space H αa (Ω) for any choice of k i > α i , and will be denoted by f H αa . Let us establish the relationship between these spaces and the Sobolev spaces of functions with dominating mixed smoothness. For s 1 , s 2 ≥ 0 we have
and it is also well-known (see, e.g. [13] ) that
Finally, the following real interpolation result of anisotropic Sobolev spaces will be crucial in the sequel. Let α > 0, for all 0 < θ < 1, we have (see [14] )
In this section we build an admissible M -scaling function in the sense of [11] and [8] . Consider an anisotropy a = (a 1 , a 2 ), such that at least one of the corresponding compatible matrices M = diag (λ 1 a 1 , λ 1 a 2 ) has integer entries, for some λ > 1 (see [11, Subsec. 3.3] ).
By abuse of notation, to define the previous matrix we have used the same letter M as the dilation factor, in order to remind ourselves that in the case n = 1 we exactly obtain the constant M .
Setting λ 1 a i := m i ∈ N, for i = 1, 2, the admissible M -scaling functions can be easily constructed from the 1-dimensional situation by just considering appropriate tensor products. Indeed, for i = 1, 2, consider a multilevel decomposition {V i j (I), P i j } j≥0 of L 2 (I) with dilation factor m i respectively (see Subection 1.2). We built a multilevel decomposition of L 2 (Ω) setting V j (Ω) := V 1 j (I) ⊗ V 2 j (I),
. In order to define scaling and wavelet functional spaces, if E 2 = {(e 1 , e 2 ) |e 1 = 0, . . . , m 1 − 1, e 2 = 0, . . . , m 2 − 1} and e = (e 1 , e 2 ) ∈ E 2 , we set
2,e 2 (I).
j } are uniformly 2-stable bases of V i j (I) and Ψ jl = {ψ
where
j , which are uniformly 2-stable bases of V j (Ω). In order to build bases for W j (Ω), for e ∈ E 2 \{0}, set
j , for all (e, k) ∈K j }, we define
then, {ψ j,(e,k) |(e, k) ∈K j } are uniformly 2-stable bases of W j (Ω). Now, we consider a dilation matrix
compatible with the anisotropy a. For every α > 0 we can take an integer
2 }, and assume that ϕ i are scaling functions in H L i a i (I) with dilation factor m i , i = 1, 2. The existence of these functions is well-known for the real case for every dilation factor m (see [19] ) and it has been shown for the interval I and the case m = 2 in [16] . In [9] we have shown the existence of B-spline functions with dilation factor m (see [19] ) on the interval which fufil the prvious property.
Setting α 1 = αa 1 , α 2 = αa 2 and using (2.1), we get
Moreover, by (2.3) the scaling function ϕ belongs to the anisotropic Sobolev spaces H (α 1 ,α 2 ) (Ω). In conclusion, we have shown the existence and how to build scaling functions for every regularity index α > 0.
Next, we observe that the scaling function ϕ previously defined is an admissible M-scaling function in the sense of [11] : in fact one can choose ϕ (and its dual ϕ), such that the properties (i), (ii), (iii) of Section 3.1 are satisfied. In our case condition (v) must be substitute by the requirement that the sequence of space {V j } j≥0 is an MRA as specified in Remark 1.5 (it follows by construction).
Characterization of H αa (Ω)
In order to prove Bernstein and Jackson inequalities for the function ϕ, let us notice that, for each 
(ii) Jackson inequality:
Moreover, by Theorem 1.2, we point out that, if we set N = (L 1 , L 2 ), the span {ϕ(· − k)} k∈Z 2 contains the "anisotropic polynomials" Π N of degree ≤ L i − 1 in the variable x i , for i = 1, 2:
Remark 2.2 This property can be considered as the equivalent condition of property (iv) of [11, Sec. 3.1] .
Since the map T j f = (det M ) j/2 f (M x) does not map L 2 (Ω) into itself, in order to prove Jackson and Bernstein inequalities we can not consider only the case j = 0 as in [11] for the space R n . We therefore shall make use of certain L 2 -stability properties of the projectors P j .
Lemma 2.3 The projectors
Proof. It is a straightforward consequence of the compact support of ϕ. Define the set of rectangles
α k ϕ jk where α k = f, ϕ jk ; using the equivalence of the norms in finite dimension we have the local estimate
By Cauchy-Schwarz inequality
Taking the 2nd power and summing on k we get the estimate.
Corollary 2.4 (i) Define
Ω M ;j,k := Ω M ;j,k + M −j [supp ϕ − supp ϕ],(2.
10)
the largest rectangle on which the value of f influences the value of P j f on Ω M ;j,k , then we have the local L 2 -stability
(ii) The uniform boundedness of the projectors P j implies
Proof. By assumption, if we set N = (L 1 , L 2 ), the space V j contains the "anisotropic polynomials" Π N . We consider a polynomial p j,k ∈ Π N such that
next, the estimate (4.1.3.11) of [13] can be rewritten in our context as
By the previous estimates and the local L 2 −stability (2.11) we have
Next, by taking the 2nd power and summing on k (see [13, Thm. 4.1.3 .3]) we get
From the definition of Sobolev semi-norms we have
and we get the thesis:
Theorem 2.6 (Bernstein inequality) Under the assumptions of Theorem 2.5 one has
where the sum is finite. For i = 1, 2, r i ∈ N, r i > α i , using the Minkowsky inequality and the equivalence of norms in finite-dimensional spaces,
|h|≤t Ω Since ϕ (i) ∈ H α i (I), by (2.7) we have
and the assertion has been established. The previous inequalities enable us to prove the main result of this paper. Proof of Theorem 0.1 The proof follows from the application of Theorem 1.1 of [3] for the case p = 2. Indeed, there it is shown that for a Banach space Z ⊂ L 2 (V ) with · Z = · 2 + | · | Z and a multiresolution analysis {V j } (it is enough to have the assumptions of Remark 1.5 fufilled), that satisfies the Bernstein and Jackson inequalities |v| Z < ∼ λ αj v 2 , ∀v ∈ V j and v − P j v 2 < ∼ λ −αj |v| Z , ∀v ∈ Z , the real interpolation space Z θ,2 = (L 2 (Ω), Z) θ,2 can be characterized as
. Now, with the hypotheses above, the Bernstein and Jackson inequalities are fufilled. Therefore, when 0 < α < α 0 , an application of the previous results to the space Z = H αa (Ω), together with the interpolation Property (2.4) establish our theorem.
