We study the problem of orienting the edges of a given simple graph so that the maximum indegree of nodes is minimized. We also develop an algorithm to produce such an extremal orientation on any given simple graph.
Introduction
Given a graph G with oriented edges, we denote the indegree (resp. outdegree) of a node u, by i (u) ( o(u)). A graph is simple, if there is at most one edge between any pair of nodes. In this work, we study the problem of orienting the edges of a given simple graph G(V; E), so that the maximum indegree of nodes is minimized. We show that min maxu∈V i (u) = max S⊆V eS =nS , where eS and nS are the number of edges and nodes in subgraph of G induced by S. We then develop an algorithm to produce such an extremal orientation on any given simple graph.
A problem of this type arises in the design of restorable telecommunication networks. In normal operation there are circuits or multi-commodity ows travelling between di erent origin-destination pairs. When a ÿber-optic link fails, the circuits that use the link are disrupted. When a circuit is so disrupted it becomes the task of either its origin or its destination node to reroute it through an alternative path. Either of the two nodes can be made the owner of the circuit. Thus when a link fails, many circuits are a ected and many owner nodes initiate restoration in parallel. The time that it takes an owner node to complete restoration depends on the number of disrupted circuits that the owner node must reroute. Therefore, when assigning circuits to owner nodes it is desirable to minimize the maximum number of circuits that any node is responsible for.
Notation: We use standard graph theory notation as in [1] . We use bold letters to denote vectors and matrices, when the dimension is apparent from the context. 0 denotes the zero vector and I the identity matrix. Given a graph G(V; E), and S ⊆ V , by VS ; ES we mean the node set and edge set of the subgraph induced by S. We denote |VS | by nS and |ES | by eS .
We ÿrst formulate the problem as an optimization
We note that k is a variable in the optimization. For each edge (i; j), variable xij takes the value 1 if the edge is directed from i to j, 0 otherwise (constraints (2) and (3)). Minimizing k will thus minimize the maximum indegree. In general, the constraint matrix of (P) is not totally unimodular (TU) [3] . For example, if we consider K3, with V = {1; 2; 3}, then the constraints are
Then the following square submatrix of the constraint matrix has a determinant of −2:
Therefore, we cannot directly analyze the solution to (P) using the theory of linear programming. To circumvent this di culty, we formulate the following auxiliary problem, (P k ), parameterized by k, a given upper bound on the maximum indegree:
(1)
For a given k, (P k ) is feasible if and only if an orientation exists with maximum indegree not more than k. The constraint matrix of (P k ), however, can be shown to be TU. To that end, we ÿrst note the following:
is TU then the following matrix, M, is also TU:
where I A is the identity matrix of appropriate dimension.
Proof. It is well known (see [3] ) that if the hypothesis holds then
is TU. Thus M is also TU by inheritance.
Theorem 1. The constraint matrix of (P k ) is TU.
Proof. Constraints (1) of (P k ) may be rewritten, in matrix form as follows:
where x, of dimension 2|E| is the decision variable, s, of dimension |V | the vector of slacks, and e A is the vector of 1's, of dimension |V |. Constraints (2) may be rewritten as
where e B is a vector of 1's of dimension |E|. Thus the constraint matrix may be represented as
By the above lemma, it is su cient to show that
is TU. M is a 0 -1 matrix, with every column containing 2 non-zero entries. The rows of M can be partitioned into two sets (namely, the row sets of A; B) so that in every column one non-zero entry is in the ÿrst set and the other is in the second set. By characterization (30) in [4, 2] , M is TU.
Problem (P k ) may, therefore, be recast as the following equivalent linear program:
The above linear program, essentially a feasibility problem, can readily be solved for any value of k. Indeed, a solution to the original problem, (P), may be constructed by solving (P k ) for various diminishing values of k. However, in our work here, we use (P k ) and its dual below solely as means to characterizing the solution to (P).
The dual linear program to (P k ) is
We note that the constraints deÿne a cone. The problem is always feasible since (u; v) = (0; 0) satisÿes the constraints. The optimal objective function to this problem, therefore, is non-positive. We next prove our main result.
Theorem 2. Let k * denote the value of the solution to (P). Then
Proof. Let S ⊆ V , and let z denote an integer less than eS =nS . Consider (Dz). Let (u; v) be given by the following:
where ¿ 0 is arbitrary. Then (u; v) is feasible to (Dz). The objective function value is (znS − eS ) ¡ 0 since integer z ¡ eS nS ; and ¿ 0 :
Clearly by letting → ∞, the objective function value can be made arbitrarily small. Therefore, (Dz) is unbounded and (P z ) is infeasible. Therefore, k * ¿ max S⊆V eS =nS . Next, let z = max S⊆V eS =nS . We show that (P z ) is feasible. By contradiction, assume that (P z ) is infeasible. Then (Dz) must be unbounded. Since the feasible region of (Dz) is a cone, from the origin, along the unbounded ray, the objective function decreases from 0. Thus if we impose a negative lower bound on the variables vij, the new problem
will have a ÿnite negative optimal objective function value. The constraint matrix of (D k ) is TU since it is the transpose of the constraint matrix of (P k ). Therefore, by Lemma 1, the constraint matrix of (D k ) is also TU. Therefore, the feasible region of the problem is an integer polyhedron. Therefore if (u; v) is the optimal solution then ui ∈ {0; 1} for i ∈ V , vij ∈ {−1; 0} for (i; j) ∈ E. Let S = {i|ui = 1} ⊆ V . Consider the induced subgraph on S, GS = (S; ES ) and any edge (i; j) for which vij = −1. Since ui + vij ¿ 0, both nodes i; j must belong in S. Since the objective function value is negative,
a contradiction. Corollary 1. Given graph G(V; E), if an edge orientation produces a maximum indegree k such that k = eS =nS for some node subset S ⊆ V , then k solves (P).
Corollary 2. For the complete graph on n nodes, Kn, k * = (n − 1)=2 .
Proof. For the induced subgraph on S ⊆ V; |S| = m, eS =nS = (m(m − 1))=2m = (m − 1)=2 . And max S⊆V eS =nS = (n − 1)=2 is attained when S = V .
Corollary 3. For a tree on n nodes, Tn, k * = 1.
Indeed, for any subgraph eS =nS 6 (m − 1)=m = 1, and when S = Tn, eS =nS = 1.
Corollary 4.
Ifk is the cardinality of any maximum cardinality clique in G, thenk 6 (2k * + 1).
Proof. Let S ⊆ V represent the nodes of a maximum cardinality clique. By Theorem 2, k * ¿ eS =nS = (k − 1)=2 . Therefore,k 6 (2k * + 1).
Every orientation of maximum node indegree k yields, with the orientation of all of the edges reversed, an orientation of maximum node outdegree k. Therefore, the following holds as well.
Corollary 5. min maxu∈V o(u) = k * .
Algorithm for extremal orientation
We now give an algorithm to produce an extremal edge orientation. Algorithm Input: Simple graph, G(V; E). (m = |E|). Initialization: Orient every edge arbitrarily. General step: Let k be the maximum node indegree in the current orientation. Let S = {i| i (i) = k}, and T = {i| i (i) 6 (k − 2)}.
Reduction step: If no directed path exists from T to S, stop; the current orientation is an extremal orientation. Else, let P be a directed path from some node t ∈ T to some node s ∈ S. Reverse the orientation on all of the edges of P, update the indegrees of nodes. Delete s from S. Delete t from T if i (t) = k − 1. If S is not empty, repeat this reduction step. Else, set k ← (k − 1) and repeat the general step.
Correctness of algorithm. With the orientation produced by the algorithm, consider the set U of T and all of the nodes reachable from T by directed paths. Let U = V \ U . Then S is contained in U and there is no directed path from U to U . Therefore, eU = u∈U i (u) ¿ nU (k − 1) since there is at least a node in U with indegree k. Therefore, eU =nU = k. By Corollary 1, it follows that k * = k. 
