Up states are prolonged membrane potential depolarizations critical for synaptic integration and action potential generation in cortical and striatal neurons. They commonly result from numerous concurrent synaptic inputs, whereas neurons reside in a down state when synaptic inputs are few. By quantifying the composition, frequency, and amplitude of synaptic inputs for both states, we provide important constraints for state transitions in striatal network dynamics.
Introduction
Described first in the striatum (Wilson and Groves, 1981) , up states are now recognized as an important feature of striatal and cortical neurons in vivo that govern synaptic integration and action potential generation (Wilson and Kawaguchi, 1996; Stern et al., 1997; Lampl et al., 1999) . At the level of intracellular membrane potential, up states are readily recognized as large deflections to a subthreshold potential of Ϫ55 mV from a more hyperpolarized down-state potential near Ϫ80 mV (Reynolds and Wickens, 2000; Goto and O'Donnell, 2001 ). In the striatum, spiny projection neurons fire action potentials only during the up state (Wilson and Groves, 1981; Wilson and Kawaguchi, 1996) , and, thus, a detailed analysis of up-state generation provides important insight into how these neurons control basal ganglia outputs.
A key step in understanding up-and down-state transitions is the identification and quantification of synaptic inputs during both states. Because of their synchronization with local field potentials (Steriade et al., 1993) and the high correlation of up states between nearby neurons (Stern et al., 1998; Lampl et al., 1999) , up states are considered periods of increased network activity during which neurons receive numerous synaptic inputs. Although intrinsic currents shape up-and down-state transitions to some extent (Gruber et al., 2003) , intracellular application of sodium, potassium, and calcium current blockers does not change up-state duration (Wilson and Kawaguchi, 1996) , suggesting that, at least in striatal spiny projection neurons, up states are driven synaptically. For striatal neurons, the main depolarizing, glutamatergic input that initiates a transition to the up state originates from the corticostriatal pathway (Kincaid et al., 1998; Zheng and Wilson, 2002) . However, glutamate is not the only depolarizing transmitter in the striatum. Intrastriatal GABAergic inputs from spiny projection neurons (Czubayko and Plenz, 2002; Tunstall et al., 2002) and striatal fast spiking interneurons (Kawaguchi, 1993; Plenz and Kitai, 1998a; Koos and Tepper, 1999) are depolarizing at rest in spiny projection neurons (for review, see Plenz, 2003) . Thus, the first step toward determining whether GABAergic inputs also play a role in up-state generation is to quantify the proportion of GABAergic inputs during down states and up states.
The present study, thus, estimates synaptic inputs to striatal neurons during up and down states in cortex-striatum-substantia nigra organotypic cultures. Inputs to both fast spiking interneurons and spiny projection neurons are evaluated because both receive direct cortical inputs (Bennett and Bolam, 1994; Ramanathan et al., 2002) and local synaptic inputs (Kita et al., 1990) . Also, fast spiking interneurons provide inhibition to spiny projection neurons (Plenz and Kitai, 1998a; Koos and Tepper, 1999) ; thus, up-state transitions in spiny projection neurons cannot be completely understood without knowledge of fast spiking interneuron activity during up states. The coculture system, which contains a mature and functionally intact dopaminergic nigrostriatal pathway (Plenz and Kitai, 1996, 1998b; Becq et al., 1999) , exhibits up and down states (Plenz and Aertsen, 1996b; Plenz and Kitai, 1998a; Kerr and Plenz, 2002) because of the spontaneous activity of the cortical culture that is relayed to the striatal culture by corticostriatal projection neurons. This in vitro system also permits visual selection of neuronal type, without which recordings from fast spiking interneurons are unlikely. These measurements of synaptic inputs during up and down states illuminate mechanisms that control transitions between states.
Materials and Methods

Preparation of organotypic cultures
Cortex-striatum-substantia nigra organotypic cultures were prepared from coronal sections of rat brains (350 -500 m; Sprague Dawley; Taconic Farms, Germantown, NY) at postnatal days 0 -2. Slices containing the striatum and the cortex were cut on a vibroslicer (VT 1000 S; Leica Microsystems Inc., Allendale, NJ) and were used for dissection of dorsal or dorsolateral cortical and striatal tissue. For the substantia nigra, ventrolateral sections from mesencephalic slices were taken; medial tissue regions were avoided. The tissue was placed on a coverslip with 25 l of chicken plasma (Sigma, St. Louis, MO). Then, 25 l of bovine thrombin [1000 NIH units (standard units that give activity of enzyme)/0.75 ml; Sigma] was added. After plasma coagulation, individual cultures were placed in culture tubes (Nunc Inc., Naperville, IL) in 800 l of medium. The unbuffered standard medium consisted of 50% basal medium Eagle, 25% HBSS, and 25% horse serum (Invitrogen, Grand Island, NY) with 0.5% glucose and 0.5 mM L-glutamine (Invitrogen) added. The cultures were rotated in a rollertube incubator set to 0.6 rpm (Heraeus GmbH, Göttingen, Germany) at 35°C in normal atmosphere (Gähwiler, 1981; Plenz and Kitai, 1996) . After 3 and 27 d in vitro (DIV), 10 l of mitosis inhibitor was added for 24 hr (4.4 mM cytosine-5-b-arabino-furanoside, 4.4 mM uridine, and 4.4 mM 5-fluorodeoxyuridine; calculated to final concentration; all from Sigma). Medium was changed every 3-5 d.
Whole-cell patch recordings
For electrophysiological recording, cultures were placed in a custommade heated recording chamber and maintained at 35.5 Ϯ 0.5°C (TC-20; NPI, Tamm, Germany). Cultures were submerged in artificial CSF (ACSF) containing (in mM): 126 NaCl, 0.3 NaH 2 PO 4 , 2.5 KCl, 0.3 KH 2 PO 4 , 1.6 CaCl 2 , 1.0 MgCl 2 , 0.4 MgSO 4 , 26.2 NaHCO 3 , and 11 D-glucose saturated with 95% O 2 and 5% CO 2 at a flow rate of 1.8 ml/ min. The osmolarity of the ACSF was 300 Ϯ 5 mOsm. The recording chamber was mounted on an upright microscope equipped with 4ϫ and 40ϫ water-immersion objectives (BX-50; Olympus, Tokyo, Japan) and Hoffmann Modulation Contrast optics (40ϫ). The microscope was placed on a custom-made sliding table allowing a change in field of view during the experiment. Patch pipettes for somatic whole-cell recordings were pulled (outside diameter, 1.5 mm; inside diameter, 0.75; P-97; Sutter Instruments, Novato, CA) and fire-polished to a resistance of 12.8 Ϯ 3.6 M⍀ (MF-830; Narishige, Tokyo, Japan). The intracellular patch solution contained (in mM) 132 K-gluconate, 6 KCl, 8 NaCl, 10 HEPES, 2 Mg-ATP, and 0.39 Na-GTP and was supplemented with 2% Neurobiotin (Vector Laboratories, Burlingame, CA). The pH was adjusted to 7.2-7.4 with KOH, and the final osmolarity of the pipette solution was 290 Ϯ 10 mOsm. To reduce degradation of ATP and GTP, the intracellular working solution was kept on ice throughout the experiment before backfilling of electrodes. For drug application, 10 M CNQX [Research Biochemicals Inc. (RBI), Natick, MA] and 50 M (Ϯ)-APV (RBI) were bath applied in ACSF. Picrotoxin (10 mM in ACSF; RBI) was pressure ejected locally through a glass pipette.
Identification of neuronal type was based on soma size and physiological criteria, as described below. Striatal spiny projection neurons were presumptively identified by their spherical soma with a diameter of 10 -12 m. Fast spiking interneurons were identified by their relatively large, fusiform soma. To provide more equal sample sizes for the statistical tests, we purposefully oversampled the fast spiking interneurons. Intracellular signals in voltage clamp and current clamp were recorded using Axopatch 200B amplifiers (Axon Instruments, Foster City, CA). After the formation of a Giga-seal, electrode capacitance was compensated for and serial resistance compensation was switched off. Data were preamplified (Cyberamp380; Axon Instruments), and current and voltage channels were digitized at 25 kHz during voltage and current clamp, respectively, and stored in continuous stream mode using CED1041 hardware and Spike2 software (version 3.13; Cambridge Electronic Design, Cambridge, UK). Neurons were voltage clamped at various depolarized potentials between the down-state potential (e.g., Ϫ80 to Ϫ70 mV) and Ϫ20 mV in increments of 10 mV. Spontaneous PSCs were extracted from traces after initial transients from the voltage step decayed. In cases in which neurons escaped voltage clamp and continued firing action potentials, the voltage series was terminated and the holding potential was returned to the down-state potential.
Extraction and analysis of synaptic events
Automated event extraction. A computer algorithm written in Spike2 extracted putative down-state PSPs and PSCs using a combination of amplitude and rise time thresholds (Fig. 1 A) . The amplitude threshold was expressed as a multiple, F, of the SD, , of the membrane potential (or holding current) noise during a synaptic input-free data segment. A PSP was detected if membrane potential deflection exceeded F⅐ within the rise time 1 . Once a PSP was detected, the peak value was computed as the local maximum within the expected PSP duration, 2 , typically set to 30 -50 msec. To prevent detecting the same event twice, the search for a subsequent PSP was begun once the membrane potential V m had decayed from the peak value by ⌬V m ϭ 4 ⅐ , but no sooner than a minimum time, min , from the previous peak. min equals 1 /2 and was set to 3 msec for PSCs and 5 or 10 msec for PSPs (based on visual inspection). Because of the higher noise in voltage-clamp recordings, the data were filtered (five-point filter) for the purpose of extracting PSCs and identifying the peak value. A second stage of smoothing was adapted to the rise time threshold by calculating the mean for each of 10 segments within 1 . If the difference between the smallest mean and the largest mean exceeded the amplitude threshold, a PSC was considered detected. Slow drift did not affect synaptic event extraction, because each current or potential deflection was evaluated with respect to a local minimum value immediately preceding the putative synaptic event (Ͻ40 msec). The threshold factor F was chosen separately for each neuron, to minimize both missed detections and false classifications, and was typically set to 4 for PSCs (4.1 Ϯ 1.0) and 5-6 for PSPs (5.5 Ϯ 0.9). Threshold values F⅐ for spiny projection neurons did not differ significantly from thresholds for fast spiking interneurons (0.61 Ϯ 0.14 vs 0.88 Ϯ 0.15 mV for PSPs; 9 Ϯ 2 vs 7 Ϯ 1 pA for PSCs). In all cases, synaptic events were visually inspected for obvious noise artifacts.
The validity and robustness to parameters of the algorithm were demonstrated with several analyses to reinforce the veracity of the quantitative results. First, the number of events detected varied little for 5 Ͻ min Ͻ 16 msec (Fig. 1 B) , which was the working range in the present study. This working range restricted the maximum frequency of detected events to 67-200 Hz; however, the mean frequency of detected events in the down state was well below this range. Second, the frequency of events was not correlated with mean amplitude (Fig. 1C) , confirming that the amplitude threshold parameter F⅐ did not bias the results. Third, membrane potential distributions calculated for periods that appeared free of synaptic inputs and for periods in which synaptic inputs were blocked pharmacologically were similar (Fig. 1 D) . For three cells, the ratio of the SD of noise from synaptic input-blocked data to the SD of noise from synaptic input-free data was 0.85 Ϯ 0.09, which was not significantly different from 1.0 (t ϭ Ϫ1.62; p ϭ 0.25). Thus, calculating detection thresholds using noise from periods that appeared free of synaptic inputs did not bias PSC extraction toward larger amplitude events.
Synaptic inputs during up states. Synaptic inputs during the up states were expressed in multiples of unitary synaptic events in the down state. First, up states in voltage-clamp recordings were defined as periods during which the clamp current exceeded the holding current by Ͼ5 SDs for at least 50 msec. Second, the up-state charge was measured as the area between the up-state current and mean holding current. The charge ratio, up-state charge divided by the charge of the average unitary PSC during down states, is an estimate of the number of down-state PSCs necessary to produce the currents observed during up states. Figure 1 E shows that the charge ratio is minimally biased by using the "perceptually best" threshold for extracting unitary events in down states (Fig. 1 E) . This method of estimating synaptic inputs during the up state was validated further by comparison with the synaptic input frequency estimate using the detection algorithm. The detection algorithm was applied to up states using the same threshold as used for down states, but with a minimum event distance of 1 msec. Then, to compensate for coincident synaptic inputs detected as single inputs by the algorithm, the resulting input frequency during up states was scaled by the ratio of up-state PSC amplitude to down-state PSC amplitude.
Reversal potential calculation for down-state PSCs and up states. At each clamp potential, inward and outward currents were extracted separately and then combined to estimate the mean amplitude of the unitary PSC. Then the reversal potential of the population of down-state events was estimated from a regression of mean amplitude of unitary PSCs versus holding potential. The reversal potential of the up state was estimated from a regression of the mean up-state charge transfer versus holding potential. A fairly linear relationship between holding current and holding potential suggests good voltage-clamp conditions and that noninactivating inward currents were not activated in these experiments (R 2 ϭ 0.95 Ϯ 0.08 SD for all neurons). The difference between the minimum and maximum of membrane potential is computed for a time period, 1 (equal to twice the minimum event distance, min ). An event is detected if the difference is greater than the amplitude threshold, F, where is the SD of the noise and F is a multiplication factor. The peak value is computed as the local maximum within the expected event duration 2 . The search for a subsequent synaptic event begins once the membrane potential decays from the peak value by ⌬V m ϭ 4. B, Number of events detected as a function of minimum event distance, min (n ϭ 4 spiny projection neurons). Note that the number of events varies very little when min is reduced from 10 msec to 5 msec or increased to 15 msec. C, Scatter plot reveals no correlation between mean event amplitude and mean event frequency. This suggests that differences in event frequency between neurons are not caused by differences in event amplitude. D, Similarity of noise from perceptually synaptic input-free data segments (f, SD, 3.4 pA) and noise from data segments in which ionotropic glutamate and GABA receptors are blocked (Ⅺ, bath application of 10 M DNQX, 50 M APV, and local application of 10 mM picrotoxin; SD, 2.9 pA). For the population, noise SD is 2 Ϯ 0.18 pA. E, Effect of threshold on amplitude and charge of unitary synaptic events confirms that F ϭ 5 is the "best" threshold for PSC detection. An increase in F to 6 significantly decreases the charge and amplitude of the mean unitary PSC by Ͼ20%, whereas a decrease in F to 4 nonsignificantly increases the charge and amplitude of the mean unitary PSC by only ϳ10%. 
Statistical data analysis
Analysis of data was performed in Origin version 6.0 (Microcal, Southampton, MA) and the statistical software SAS (SAS Institute, Cary, NC). Differences between fast spiking and spiny projection neurons were assessed using the SAS procedure GLM for multivariate ANOVA (MANOVA) applied to basic physiological parameters, PSP characteristics, and PSC characteristics. If the MANOVA revealed significant differences, identification of specific differences was performed with individual ANOVAs. Correlation was estimated by regression analysis in Origin or the procedure CORR in SAS. Data are expressed as mean Ϯ SEM, if not stated otherwise.
Results
Identification of striatal cell types in cortex-striatum-substantia nigra cultures
Whole-cell recordings of spiny projection neurons and fast spiking interneurons were performed in mature cortex-striatum-substantia nigra organotypic cultures that were grown, on average, for 32 Ϯ 4 DIV (n ϭ 17). Neurons had downstate potentials of at least Ϫ50 mV, overshooting action potential amplitude, and could fire action potentials repetitively. In response to current injections, spiny projection neurons showed a stronger inward rectification at hyperpolarized potentials and displayed a longer latency to first action potential compared with fast spiking interneurons ( Fig. 2 A-C) . A scatter plot of action potential width versus maximum latency was used to divide the population of striatal neurons into spiny projection neurons (n ϭ 16) and fast spiking interneurons (n ϭ 7) (Fig. 2 D) . This resulted in nonoverlapping clusters in the afterhyperpolarization time versus down-state potential parameter space, which confirmed our primary classification (Fig. 2 E) . These electrophysiological differences (Table 1) are similar to those described in morphologically identified spiny projection neurons and fast spiking interneurons (Kawaguchi, 1993; Plenz and Aertsen, 1996a; Plenz and Kitai, 1998a; Koos and Tepper, 1999) .
Spontaneous synaptic inputs during the down state are similar in spiny projection neurons and fast spiking interneurons
To understand the change in synaptic inputs that produces up states, we first describe synaptic inputs during the down state. Spontaneous striatal activity in cortex-striatum-substantia nigra cultures is characterized by down states that last for several seconds separated by up states of Ͻ1 sec duration (Plenz and Aertsen, 1996b; Plenz and Kitai, 1998a; Kerr and Plenz, 2002) . During the down state, numerous spontaneous PSPs that resemble synaptic inputs are visible in both neuronal classes in current-clamp recordings (47 Ϯ 15 sec down-state duration; n ϭ 10 spiny projection neurons; n ϭ 6 fast spiking interneurons). PSPs have a fast onset, followed by a relatively slow decay, and were always depolarizing at rest (Fig. 3 A, B) . The wide dispersion in rise time versus amplitude indicates that down-state PSPs are highly heterogeneous in individual cells (Fig. 3C,D) (R 2 Ͻ 0.1 for all neurons) and is in contrast to the correlation between amplitude and rise time predicted by linear cable theory for a homogenous population of synaptic inputs (Rall, 1970) . Furthermore, slope values are characterized by a high coefficient of variation (between 0.6 and 1.6), another demonstration that rise time and amplitude were not related (Fig. 3D ). Probability density functions for PSP amplitude, 10 -90% rise time, slope, and interevent interval (IEI) have long tails, with most events less than the mean but with a fair number of events with very large values (Fig. 4) . No significant differences are found for mean values in amplitude, rise time, slope, and IEI between the two neuronal types (Table 2) . To better assess the characteristics of unitary synaptic inputs, they were analyzed in neurons voltage clamped at zero current holding potential. Numerous spontaneous events that resembled PSCs in time course were visible in the membrane current at down-state holding potential. These putative, spontaneous PSCs were extracted from down-state periods that lasted, on average, 52 Ϯ 18 sec (Fig. 5 A, B) (n ϭ 10 spiny projection neurons; n ϭ 6 fast spiking interneurons). Their mean amplitude of Ϫ14 to Ϫ26 pA compared favorably with those reported for NMDA and non-NMDA-mediated synaptic events (Ϫ26 pA) in spiny projection neurons from acute striatal slices (Mori et al., 1994a,b) . There was a wide dispersion in PSC amplitude versus rise time plots (Fig.  5C) . At the population level, probability density functions and cumulative distribution functions for PSCs were skewed (Fig. 6) , as observed for the PSP density functions. These population statistics for PSCs differed from those for PSPs in two aspects. First, the probability density functions for PSC rise time were bimodal, which is consistent with AMPA glutamatergic inputs (Jahn et al., 1998) and fast GABAergic synaptic inputs (Salin and Prince, 1996) . Second, a significant correlation was revealed between mean PSC amplitude and mean slope for each neuron (Pearson's r ϭ 0.95; p Ͻ 0.002) (Fig. 5E ). Similar to our results from currentclamp recordings, mean values of PSC amplitude, 10 -90% rise time, slope, and IEI were not significantly different between neuronal classes (Table 2 ). Our analysis, thus, demonstrates that synaptic inputs during the down state are highly heterogeneous and similar between spiny projection neurons and fast spiking interneurons.
Frequency of synaptic inputs during up states
In contrast to the relatively small down-state events, up states are characterized by large voltage and current fluctuations (Fig.  7 A, B) that are similar for both neuronal types. On average, up states last for 306 Ϯ 44 msec in spiny projection neurons and 246 Ϯ 95 msec in fast spiking interneurons (t ϭ 0.664; p ϭ 0.519). Using the ratio of up-state charge to unitary synaptic charge (see Materials and Methods), the number of synaptic inputs during an up state is estimated to be ϳ200 and is not different between neuronal classes (Fig. 7C) (t ϭ 0.301; p ϭ 0.77; 232 Ϯ 54 for spiny projection neurons; 190 Ϯ 83 for fast spiking interneurons). The resulting synaptic input frequency during up states is 806 Ϯ 188 and 725 Ϯ 124 Hz for spiny projection neurons and fast spiking interneurons, respectively (Fig. 7D) (t ϭ 0.445; p ϭ 0.66). The number of inputs is correlated with up-state duration (r ϭ 0.79) (Fig. 7E) , suggesting that the frequency of synaptic inputs does not vary with up-state duration. Taken collectively, the typical up state has a duration of 284 Ϯ 43 msec with an average of 217 Ϯ 44 synaptic inputs, which results in an average synaptic input frequency of 777 Ϯ 125 Hz (n ϭ 15).
A second, independent estimate of PSC frequency during up states is provided by our detection algorithm. This method is less sensitive to activation of voltage-dependent currents, which is a potential problem because of possible space-clamp errors. However, it misses many events because of the high synaptic input frequency, even with a very low minimum event distance of, for example, 1 msec. Using this approach, a lower bound for synaptic input frequency during up states is estimated at 455 Ϯ 74 Hz (n ϭ 15).
GABAergic synaptic inputs contribute significantly during up states
In principle, GABA A synaptic inputs could contribute to up states by depolarizing the spiny projection neurons from the hyperpolarized down state, because in vivo the reversal of GABA A synaptic inputs is Ϫ60 mV in spiny projection neurons (for review, see Plenz, 2003) . However, the proportion of GABA A synaptic inputs present during up states is currently not known. If a preponderance of inputs were glutamatergic, the reversal potential of the population of synaptic inputs would be close to 0 mV. In contrast, if most inputs were GABAergic, the reversal potential would be Ϫ59 mV for both neuronal types, which is the chloride reversal potential in the present experiments. A mixture of glutamatergic and GABAergic inputs would result in a reversal between these two extremes. The presence of GABAergic synaptic inputs is demonstrated in Figure 8 , which shows samples of down-state events at holding potentials between Ϫ70 and Ϫ30 mV for a spiny projection neuron and a fast spiking interneuron. With depolarization, down-state events become smaller, until they increase again with reversed polarity at more depolarized holding potentials for both neurons. Local application of the GABA A antagonist picrotoxin verifies the GABAergic nature of the reversed events (Fig. 8 E) . In four spiny projection neurons, picrotoxin blocked 90% of the synaptic events that reversed at potentials below Ϫ30 mV. The population of unitary PSCs reversed in six of nine spiny projection neurons and in four of six fast spiking interneurons with a mean reversal potential of Ϫ41.7 Ϯ 3.8 and Ϫ55.9 Ϯ 7.0 mV, respectively (t ϭ 1.95; p Ͻ 0.05). In nine neurons, a sufficient number of inward and outward currents were present simultaneously at a single clamp potential that the fraction of GABAergic and glutamatergic events could be estimated. The frequency of inward currents did not differ significantly from the frequency of outward currents (ratio, 0.85 Ϯ 0.14 at potential of Ϫ40.6 Ϯ 4.3 mV), suggesting that at least half of all synaptic inputs are GABAergic during the down state.
The presence of GABA inputs during up states was evaluated from the effect of holding potential on charge transfer. With depolarization, the up-state current (and charge transfer) became smaller, until it reversed at more depolarized holding potentials (Fig. 8C,D) . In both neuronal types, up-state charge reversed well below 0 mV, indicating the presence of GABAergic inputs. The average reversal potential was significantly higher in spiny projection neurons (Ϫ38.1 Ϯ 3.4 mV) compared with fast spiking interneurons (Fig. 9A ) (Ϫ58.0 Ϯ 5.7 mV; t ϭ 3.16; p ϭ 0.016). In fact, the up-state reversal potential in fast spiking interneurons was very close to the pure GABA reversal potential in our recording configuration, suggesting that most inputs to these neurons during the up state are GABAergic.
Relationship between up and down states
Because we estimated synaptic inputs during down and up states for individual neurons, we tested whether information about synaptic inputs during the down state would predict properties of the up state in the same neuron. Results show there was no correlation between the frequency of synaptic inputs during the down state and the frequency of synaptic inputs during the up state (n ϭ 12 neurons). This implies that down-state frequency is not predictive of up-state frequency. In contrast, the reversal potential calculated for the population of down-state PSCs was highly correlated with reversal potential for up-state charge in both neuronal types for each neuron (Fig. 9B) (slope, 0.96 Ϯ 0.13; R 2 ϭ 0.90), suggesting that the fraction of GABAergic inputs does not change as neurons transition between up and down states.
Discussion
The present study quantitatively analyzed spontaneous synaptic inputs during up and down states in striatal neurons. The main results showed that both striatal projection neurons and fast spiking interneurons receive ϳ800 synaptic inputs per second during the up state compared with 10 -40 inputs per second during down states. In both states, a substantial proportion of these inputs was GABAergic, and the proportion did not change as neurons switched between states. This comparative study is made possible by the spontaneous cortical activity of the in vitro system, which provides a large variation in synaptic input frequency to the striatum and allows striatal neurons to exhibit up and down states (Plenz and Aertsen, 1996b; Plenz and Kitai, 1998a; Kerr and Plenz, 2002) . The in vitro system also allows visual selection of striatal neurons to adequately sample the fast spiking interneurons. Even with this degree of visualization, current technical limitations prevent the simultaneous monitoring of synaptic inputs at all locations on the dendritic tree. However, up and down states so far have only been described from somatic recordings, and, therefore, it is reasonable to quantify the differences in synaptic inputs between states from somatic recordings. Furthermore, all membrane cur- (FS; B) . Traces represent contiguous segments. Activity is characterized by the presence of spontaneous events that resemble synaptic currents. , Identified events; ƒ, putative events missed by the algorithm or misclassified. Holding potential is Ϫ78 mV (SP) and Ϫ66 mV (FS), respectively. C, Rise time versus amplitude is uncorrelated for both SP and FS, suggesting a heterogeneous population of synapses. D, Mean amplitude is highly correlated with mean slope (Pearson's r ϭ 0.95), indicating a small variation in mean rise time among neurons. rents in a neuron ultimately are integrated at the axon hillock, which determines action potential generation. This integration is reasonably well accessible through somatic recordings.
Constraints for striatal network models
Our results provide several constraints for neuronal network models of the striatum. First, synaptic inputs to spiny projection neurons are highly heterogeneous as viewed from the soma. Such heterogeneity could be obtained by a random spatial distribution of synaptic inputs along dendrites of these neurons, as suggested from anatomy (Zheng and Wilson, 2002) and a large variability in synaptic conductances. The skewed, unimodal distributions, which precluded identification of independent classes of synaptic inputs, are similar to that observed for spontaneous events in cultured hippocampal slices (Thompson et al., 1997) . Second, although the synaptic input frequency is rather high during the up state, the main type of corticostriatal neuron, which constitutes the corticostriatal pathway in vivo and in the culture system (Plenz and Aertsen, 1996a; Plenz and Kitai, 1998a; Zheng and Wilson, 2002) , fires at very low frequencies (Bauswein et al., 1989; Turner and DeLong, 2000) . This fact, in conjunction with possible short-term depression at the corticostriatal synapse (Mori et al., 1994a ) implies a convergence of corticostriatal afferents to obtain high population input rates to striatal neurons (Zheng and Wilson, 2002) . Therefore, our findings preclude models in which several strong inputs dominate striatal neuron firing. Third, whereas the variability in individual synaptic inputs was similar between spiny projection neurons and fast spiking interneurons, the composition in excitatory and inhibitory inputs was different, as suggested by reversal potential calculations for unitary PSCs and up-state charge. Differences in reversal potential could be explained by a relative preponderance of inhibitory inputs to fast spiking interneurons, which would result in values for both reversal potential calculations to be near the theoretical reversal potential of approximately Ϫ60 mV, as was found in the present study. Anatomical findings demonstrate glutamatergic corticostriatal inputs (Somogyi et al., 1981; Lapper et al., 1992; Bennett and Bolam, 1994) and local inputs from striatal GABAergic neurons (Somogyi et al., 1981; Kita et al., 1990; Kita, 1993; Yung et al., 1996) converging on both neuronal types. Although the number of inhibitory inputs to fast spiking interneurons may be less than spiny projection neurons, our results suggest that the proportion of inhibitory inputs to fast spiking interneurons is greater. This suggests that neuronal models within basal ganglia circuits should have similar types of inputs to both neuronal types but a relative dominance of GABAergic inputs to fast spiking interneurons. Our finding further suggests that functional differences between neuronal types are a consequence of differences in both the balance of inhibitory to excitatory inputs and intrinsic currents.
Basic assumptions in determination of synaptic input frequency for up states Our measurements and conclusions are based on four basic assumptions. The first assumption is that the algorithm provides a proper sampling of spontaneous synaptic inputs. The combination of threshold detection with an additional criterion on rise time is similar to a threshold on the first derivative of the membrane potential but avoids the use of an explicit low-pass filter, which is necessary when working on the first derivative (Cochran, 1993; Ankri et al., 1994; Carlson and Krieger, 1996) . A commonly used alternative (i.e., template matching) (Clements and Bekkers, 1997) does not seem to be suitable in our case because of the large variation in rise time of events. In the present study, the threshold is adjusted for each neuron to minimize the total number of misclassified events, which includes both missed detections (if the threshold is too high) and false positives (if the threshold is set too low). Three controls show that this approach is appropriate for detecting synaptic events. First, noise estimates obtained from time periods with no apparent synaptic inputs are similar to noise estimates obtained when synaptic activity is blocked pharmacologically. Second and third, decreasing the threshold or changing the minimum event distance from the "optimal" values has minor effects on the amplitude or number of events detected. These results indicate that our algorithm is optimized for detection of synaptic events.
The second assumption is that the average unitary synaptic event during the down state is similar to that in the up state. Differences in unitary synaptic event charge between down and up state could result from short-term plasticity at glutamatergic and GABAergic synapses (Thomson, 2000) . The presence of long-lasting short-term depression for glutamatergic inputs to spiny projection neurons (Mori et al., 1994b) suggests that shortterm plasticity could play a major role. Similarly, the GABAergic inputs revealed during up states in the present study most likely originate from spiny projection neurons and fast spiking interneurons (Plenz and Kitai, 1998a; Koos and Tepper, 1999; Czubayko and Plenz, 2002; Tunstall et al., 2002) . Both neuronal types can fire at rates during which synaptic short-term plasticity occurs, and short-term depression as well as facilitation has been demonstrated for these synapses (Plenz and Kitai, 1998a; Czubayko and Plenz, 2002; Plenz, 2003) . Accordingly, refinement of our estimate of the synaptic input frequency during up state events must wait for precise measurements of the change in unitary PSC charge during spontaneous (rather than evoked) action potential trains.
The third assumption is that the ratio of glutamatergic and GABAergic inputs during down state and up state is similar. Three measures [reversal potential of down-state PSCs (Ϫ50 to Ϫ35 mV), reversal potential of up-state charge (Ϫ50 to Ϫ35 mV), and the presence of both inward and outward currents at a single-clamp potential] imply that GABAergic inputs are present during both states. The reversal potential of the charge transfer during up states is highly correlated with the reversal potential of the mean unitary PSC amplitude during down states, supporting the assumption that the proportion of GABAergic to glutamatergic synaptic inputs is the same for both states.
Finally, our measurements of charge transfer during the up state could be biased by activation of voltage-dependent currents caused by an incomplete space clamp. Inward currents from voltage-activated channels would cause an increase in charge transfer, which would lead to an overestimation of synaptic inputs during the up state. Similarly, outward currents would decrease our estimate of synaptic inputs. During down states, a fairly linear relationship exists between holding potential and holding current (R 2 ϭ 0.95 Ϯ 0.08 SD; n ϭ 16), suggesting that voltage-gated channels were not activated during the voltageclamp experiments. Although it is difficult to assess voltage escape during the brief up states, using the detection algorithm provides an alternative measure of PSC frequency during up states, which is less sensitive to activation of voltage-dependent currents. Because this method is less sensitive to synaptic plasticity and space-clamp errors but more restricted by the imposed minimal event interval of 1 msec, it provided a conservative lower limit on the synaptic input frequency during up states.
The validity of these assumptions is supported by the similarity between our estimate of 129 inputs (455 Hz ϫ 0.28 sec) to 217 inputs during the average up state and the 150 synaptic inputs predicted from compartmental modeling for up-state generation (Wilson, 1992) .
The functional role of GABA during up states We found that GABA A channels carry a significant fraction of synaptic currents during both states. Using whole-cell recording, the chloride reversal potential in the present study was set to Ϫ59 mV and, consequently, GABAergic inputs were depolarizing during the down state. That GABAergic inputs might depolarize spiny projection from down states is further suggested from recordings with sharp intracellular recordings in vivo and in the acute slice, in which responses to locally applied GABA or GABAergic inputs were shown to reverse at approximately Ϫ60 mV (Mercuri et al., 1991; Kita, 1996; Tunstall et al., 2002) , which is positive with respect to the average down-state potential (Wilson and Kawaguchi, 1996) . Whereas the depolarizing action, in general, is not at question for spiny projection neurons, measurement of the exact value of the GABA A reversal potential requires different techniques (Gulledge and Stuart, 2003) .
GABA A inputs to spiny projection neurons could control neuronal activity in spiny projection neurons in numerous ways (for review, see Plenz, 2003) . Depolarizing GABA A inputs from spiny projection neurons and fast spiking interneurons (Czubayko and Plenz, 2002; Tunstall et al., 2002; Plenz and Kitai, 1998a; Koos and Tepper, 1999 ) during a down state may facilitate glutamatergic inputs, as was shown recently in cortical pyramidal cells (Gulledge and Stuart, 2003) . At membrane potentials above the chloride reversal potential, local application of GABA A antagonists increased firing frequency (Plenz and Aertsen, 1996b) , suggesting that intrastriatal GABAergic circuits suppress action potential firing during up states. Thus, the functional role of GABA A inputs may change dynamically, depending on the state of the postsynaptic neuron and the history of the presynaptic neuron. 
