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ABSTRACT We have simulated the structure of kinetically irreversible protein aggregates in two-dimensional space using a
lattice-based Monte-Carlo routine. Our model specifically accounts for the intermolecular interactions between hydrophobic and
hydrophilic protein surfaces and a polar solvent. The simulations provide information about the aggregate density, the types
of inter-monomer contacts and solvent content within the aggregates, the type and extent of solvent exposed perimeter, and
the short- and long-range order all as a function of (i) the extent of monomer hydrophobic surface area and its distribution on
the model protein surface and (ii) the magnitude of the hydrophobic-hydrophobic contact energy. An increase in the extent of
monomer hydrophobic surface area resulted in increased aggregate densities with concomitant decreased system free energies.
These effects are accompanied by increases in the number of hydrophobic-hydrophobic contacts and decreases in the solvent-
exposed hydrophobic surface area of the aggregates. Grouping monomer hydrophobic surfaces in a single contiguous stretch
resulted in lower aggregate densities and lower short range order. More favorable hydrophobic-hydrophobic contact energies
produced structures with higher densities but the number of unfavorable protein-protein contacts was also observed to increase;
greater configurational entropy produced the opposite effect. Properties predicted by our model are in good qualitative agree-
ment with available experimental observations.
INTRODUCTION
Insoluble protein aggregates are encountered in a wide va-
riety of biological systems and bioprocessing operations in-
cluding inclusion bodies in recombinant bacteria, plaques
associated with neurological disorders, as well as aggregates
produced in protein refolding, precipitation, crystallization,
formulation, and storage procedures. Aggregates of protein
pharmaceuticals often exhibit reduced bioactivity (Becker
et al., 1987) and have been implicated in the generation of
immunogenic reactions (Lewis et al., 1969a, b; Moore and
Leppert, 1980). In order to redissolve precipitates in a pro-
cess stream, suspend aggregates in an excipient, or block
aggregate formation in vivo or in vitro in a rational fashion,
it is necessary to understand the structure and properties of
protein aggregates.
Protein and colloid aggregation processes have been stud-
ied and modeled extensively; however, protein aggregate
properties have not been studied in great detail. Protein
aggregation has been investigated mainly as a competitive
process for protein folding (Bowden and Georgiou, 1990;
Kiefhaber et al., 1991). The majority of unstructured colloid
aggregation models are confined to random ballistic depo-
sition simulations (Jullien and Meakin, 1989). The protein
aggregation process has been studied through random se-
quential adsorption (Feder, 1980) and stochastic cellular au-
tomaton (Stenberg and Nygren, 1991) models. However,
these models typically treat protein monomers as uniform
discs of negligible thickness, ignoring the structure and or-
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ganization of the protein surface (Feder, 1980). Oosawa et al.
(1972) proposed and Higo et al. (1992) extended a "poker-
chip" model with distinguishable contacting sites to simulate
the effects of intermolecular interactions and temperature on
solid state phase transitions in a two-dimensional protein
crystal. Again, although the order in simulated crystals was
analyzed, no assessment of the physical properties of the
crystals were made. Dill and collaborators (1989) have de-
veloped a three-dimensional statistical mechanical lattice
model for protein folding equilibria which they later ex-
tended to aggregation equilibria (Fields et al., 1992). They
modeled aggregation as a balance between two opposing
forces, namely the hydrophobic interaction which favors ag-
gregation and the configurational and translational entropies
which favor disaggregation. In this structured model, a protein
is abstracted as a copolymer of hydrophobic and hydrophilic
monomers. They predicted phase diagrams for thermally in-
duced and denaturant induced protein aggregates as a function
of chain length and monomer hydrophobic fraction.
With the possible exception of the self-association of de-
natured protein, the existence of completely random protein
aggregation processes and protein aggregates may be a myth.
Brems and co-workers (1992) have recently reported that the
self-association of human insulin can be drastically altered
by substitutions at one or two key sites on the B chain.
Przybycien and Bailey (1989) observed a decrease of two to
three orders of magnitude in the apparent Smoluchowski ag-
gregation rate constant for a-chymotrypsin precipitation by
KSCN when a specific dimerization site was blocked. Brems
(1988) observed that precipitation ofbovine growth hormone
(bGH) was inhibited by addition of fragments 96-133 or
109-133 derived from bGH. It was suggested that these frag-
ments bind specifically to the intermediate participating in
the aggregate formation. The effectiveness of several bGH-
derived fragments to inhibit precipitation was found to
vary. Casal et al. (1988) studied the denaturation of
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P3-lactoglobulin B through infrared spectroscopy. They were
able to identify distinct mechanisms for thermal denatur-
ation, alkaline denaturation, and denaturation due to pH
variation. They identified specific regions of the protein ter-
tiary structure to be operative in each type of aggregation.
These studies indicate that the intermolecular interactions of
proteins within aggregates clearly impact the aggregation
process and, hence, the properties of the resulting aggregate.
We have developed a two-dimensional model to simulate
the final structure of kinetically irreversible protein aggre-
gates. The protein monomer surface was assumed to consist
only of hydrophobic and hydrophilic patches and both the
monomers and aggregates were suspended in a polar solvent.
Aggregate structural properties were assessed as a function
of (i) the number and orientation of hydrophobic and hy-
drophilic patches on the monomer surface and (ii) the relative
magnitude of the hydrophobic-hydrophobic interaction free
energy. The structural properties we addressed include the
aggregate density, the distribution of intermolecular contacts
within the aggregate, the nature and extent of solvent-
exposed aggregate surface area, the pore size distribution
within the aggregate, and the extent of short- and long-range
order. Protein aggregation may be thermodynamically
(De Young et al., 1993a) or kinetically (Zettlmeissl et al.,
1979; Mulkerrin and Wetzel, 1989; Orsini and Goldberg,
1978) controlled. In this work, we are interested in assessing
the properties of kinetically irreversible aggregates, typified
by salt-induced precipitates (Przybycien and Bailey, 1989)
and inclusion bodies (Mitraki et al., 1991). The aggregation
process itself, is not the focus of our study. However, we
expect our simulation process to result in final aggregate states
comparable with those obtained by physically realistic and,
hence, more computationally intensive aggregation processes.
Reversible aggregate structures will be treated separately.
THEORY
Model development
To generate simulated protein aggregates for structural char-
acterization, we start with a closed, constant "volume" sys-
tem consisting of a dilute "solution" of two-dimensional,
hexagonal protein monomers in a polar solvent to which a
precipitating agent, e.g., salt, has been added. This system is
maintained in thermal equilibrium with the surroundings.
The precipitating agent causes the net interaction between a
protein monomer and the solvent to be unfavorable. The sys-
tem is subsequently subdivided into a solution phase and a
solvated precipitate phase. The solution phase is unstruc-
tured and is assumed dilute enough that protein-protein in-
teractions are negligible. Indeed, experimental work with
protein aggregates has indicated that the solution phase is
largely devoid of nonspecific aggregates (Przybycien and
Bailey, 1989). The solvated precipitate phase, or simply the
precipitate phase, comprises a hexagonal lattice which is ini-
tially occupied only by solvent. This system is pictured in
Fig. 1. The final state of the precipitate phase is akin to a
cross-sectional view of an aggregate particle.
FIGURE 1 The solution and precipitate phases of the system. Dispersed
protein monomers are shown to indicate the solution phase and the solvated
precipitate phase is shown in the form of a lattice. The filled hexagons in
the lattice represent protein monomers within the aggregate and the unfilled
hexagons represent the entrapped solvent. A description of interactions dis-
rupted and formed during the process of transferring a monomer from so-
lution phase to the '*' site in the precipitate phase is given in the text.
The only change that is allowed for the system is the trans-
fer of monomers, one-by-one, from the solution phase to the
precipitate phase accompanied by the simultaneous back-
transfer of an equivalent volume of solvent from the pre-
cipitate phase to the solution phase. In a broad sense, the
driving force for the transfer is the eventual replacement of
unfavorable protein-solvent interactions in the solution phase
with more favorable protein-protein interactions in the pre-
cipitate phase. Each transfer increases the extent of aggre-
gation, (, and is governed by a Monte-Carlo algorithm ex-
plained below. As our aim is to simulate a kinetically
irreversible aggregate, the transfer process continues vecto-
rially in the direction of increasing extent of aggregation until
the total entropy of the system plus the surroundings, Sj, is
maximized (Prigogine, 1967). Physically this irreversibility
corresponds to a negligible resolubilization rate in the face
of subsequent monomer addition; high salt concentrations
are believed to lead to such kinetically irreversible situations
due to the presence of very deep primary free energy well
(De Young et al., 1993b). If pressure effects are neglected,
we may maximize the total entropy by minimizing the Gibb's
energy of the system, Gsys; for a closed system at constant T
and P, where only changes in ( are allowed, irreversible
thermodynamics gives (de Donder and Rysselberghe, 1936;
Denbigh, 1950)
(1)TdSrrA 1 dGsys Jde JTP TV de JTP
Transfers continue, until (dSjIT/d() = (dGsy/d() = 0. The
structure of the resulting precipitate phase is then analyzed.
In essence, we are treating the phase transfer process by the
chemical reaction:
nP + Pm. (n 1)P + Pm+, (2)
Solution Phase
Solvated Precipitate Phase
, .......v
-M
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whereP is soluble, monomeric protein and Pm is an aggregate
composed of m monomers. The driving force for this irre-
versible process is the affinity (de Donder and Rysselberghe,
1936) of the above reaction.
As the protein molecules are represented by regular hexa-
gons, sides 1 through 6 of an individual hexagon represent
six different "surfaces" of the two-dimensional projection of
a protein molecule. When a hexagon is replaced by another
hexagon, it represents a substitution of the volumes in the
three-dimensional sense. Thus, we can account for protein-
protein (p, p), protein-solvent (p, s) and solvent-solvent
(s, s) interactions depending upon the nature of adjacent
hexagon sides. The formation of favorable (p, p) and (s, s)
interactions in the precipitate and solution phases respec-
tively, and the disruption of unfavorable (p, s) interactions
in both phases, constitute an energetic gain; however, the
confinement of protein to the lattice in the precipitate phase
results in a loss in entropy. The overall free energy change
of the system associated with a single transfer, AGs3,, can be
interpreted as a combination of the energetic gain and the
entropic loss. For a transfer to be favorable, the energetic gain
must compensate for the entropic loss.
For the transfer of a protein molecule from the solution
phase into an isolated or dilute region of the precipitate
phase, with no adjacent protein monomers, six (s, s) inter-
actions are replaced by six (p, s) interactions in the precipi-
tate phase. Simultaneously, six (p, s) interactions in the so-
lution phase are disrupted and six (s, s) interactions are
formed due to the equivalent solvent back-transfer into the
solution phase. In other words, there is no net contribution
from the interaction energies for this type of transfer as the
increase in the free energy of the precipitate phase is com-
pensated for by an equal decrease in the free energy of the
solution phase. Only the decrease in configurational entropy
contributes to the system free energy change for such a trans-
fer. The criterion for acceptance of protein molecules into the
aggregate phase based on the net AGSYS is discussed in the
next section.
For a more general transfer of a single monomer from the
solution phase to any solvent occupied position in the lattice
surrounded by n protein monomers,
n
AGSys= 2 AAG(pP)i + AG.oijgit
~~~~~~~~(3)
=AGppt + AGS01 + AGconig,
where AAG(p, p)i is the free energy change associated with
the formation of the ith (p, p) interaction in solution and
AGcofijg is the free energy penalty resulting from the reduc-
tion in entropy due to the decreased number of accessible
configurational arrangements, in terms of monomer trans-
lational and rotational states, in the lattice phase. We have
further parsed En 1 AAG(p, p)i into AG and AGo, the
changes in the free energy of the precipitate and solution
phases, respectively. This formalism has enabled us to con-
sider aggregate formation from monomers with net unfa-
vorable solvent interactions and to estimate the free energy
trajectories for the precipitate and solution phases. The free
energy changes of both phases are expanded in terms of an
explicit accounting of the number and type of intermolecular
interactions that are formed and disrupted during the transfer
process.
For the precipitate phase,
n 6
AGp =-I AG(p, p)i + 2 AG(p, s)i
i=l i=n+l
( n ) s
-I E, AG(p, s)i + (6- n)AG(s, s) ,
\i=l
(4)
where AG(x, y) is the free energy change accompanying the
formation of an (x, y) interaction in vacuo. The index i refers
to the specific protein surfaces involved for (p, p) and
(p, s) interactions. The first two terms on the right hand side
of Eq. 4 account for the formation of n (p, p) contacts and
6 - n (p, s) contacts in the precipitate phase accompanying
the insertion of the monomer at that lattice site. The next two
terms describe the corresponding disruption of n (p, s) and
6 - n (s, s) interactions resulting from the removal of an
equivalent volume of solvent from that lattice site. For ex-
ample, for a transfer to the lattice point marked by the asterisk
in Fig. 1, three (s, s) contacts and three (p, s) contacts will
be replaced by three (p, s) and three (p, p) contacts in the
precipitate phase. The indexing is necessary as the protein
surfaces are distinguishable in our system; the interaction
energy of each (p, s) and (p,p) contact may be unique. Thus
\Gppt will depend on ( as changes from one transfer to the
next, reflecting the number and orientation of protein mono-
mers surrounding the selected lattice site as well as the ori-
entation of the inserted monomer, occur as the lattice
evolves.
The free energy change of the solution phase is given by
6
AGSO, = 6AG(s, s) - 2AG(p, s)i.
i=l
(5)
The first term on the right hand side of Eq. 5 accounts for
solvent backtransfer to the solution phase and the second
term accounts for the desolvation ofthe monomer upon trans-
fer. Note that the solution phase is assumed to be dilute; no
(p, s) contacts are formed by the backtransfer of solvent.
Therefore, AGSO1 is independent of (. In view of Eqs. 3-5, we
have formally expanded AAG(p,p) in terms of its constituent
interactions as
AAG(p, p')
= AG(p, p') + AG(s, s) - [AG(p, s) + AG(p', s)]. (6)
The change in configurational entropy, AS.,nfig, is given by
(Hill, 1960):
Asconfig = kB(ln Sol-lnQ ) (7)
where kB is Boltzmann's constant and fppt and fsol are the
number of accessible translational and rotational states for
the protein molecule in the precipitate phase and solution
phase, respectively. fPPt is simply the product of the number
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of solvent-occupied lattice sites and the number of unique
monomer rotational orientations. Using Hill's order of mag-
nitude estimate of fl0 eNA, where NA is the Avogadro's
number, fppt << fsol at any level of occupancy for a rea-
sonably sized lattice. Hence,
a condition usually termed the "jamming limit" (Feder, 1980;
Jullien and Meakin, 1989).
The jamming limit, (jL, is identified as the extent of ag-
gregation which minimizes the cumulative or total system
free energy change, AG' s(() given by
ASfig -kBNA = -R, (8)
where R is the universal gas constant. Although the con-
figurational entropy is strictly a function of protein concen-
tration (Fields et al., 1992; Flory, 1953), we assume an ex-
tensive dilute solution phase with negligible concentration
changes. A value of R kcal/mol for the configurational en-
tropy was also estimated as a first approximation by Flory
(1953).
The free energy penalty accompanying a single transfer is
given by
AGfig =TAScig RT, (9)
and is assumed to be the same for all transfers and for
all types of protein monomers. Since AGcofig increases the
system free energy, there is a bias towards transfers into
positions with net favorable (p, p) contacts that can offset
AGconfig. The net result is that the placement of monomers in
the precipitate phase is biased toward locations adjacent to
occupied lattice sites rather than to isolated lattice regions.
These sites are analogous to nuclei and serve to limit the
artificial randomness that can arise from transfers to lattice
sites that are out-of-register with one another.
Model execution
The simulation is initiated by choosing a particular site on the
lattice at random and attempting to place a protein molecule
at that site with a random rotational orientation. If the se-
lected site is occupied by solvent (Feder, 1980; Jullien and
Meakin, 1989) and if the AGSYS associated with the transfer
is nonpositive, the placement is immediately accepted. The
AGSYS associated with each transfer is calculated as given by
Eqs. 3-5. If AGSYS > 0 for the transfer, Metropolis sampling
is employed (Pattou et al., 1991). This assumes that the prob-
ability of an energetically unfavorable move being accepted
is finite and is governed by a Boltzmann distribution; the
probability of acceptance is proportional to e(-AGSyS/RI This
accounts for fluctuations proportional to e(-5sys/R) that occur
along irreversible paths (Katchalsky and Curran, 1965).
When the lattice is dilute, AGSYS AGa,,ng and Metropolis
sampling will permit only occasional transfers. This is analo-
gous to a nucleation process. If the move is unacceptable
even by Metropolis sampling, that site is rejected and the
protein molecule is returned to the solution phase. This is
termed a "reject." Following a reject, another placement at-
tempt is made in accordance with the prescription above. To
compensate for the finite nature of the lattice, the model
employs periodic boundary conditions. The absence of mi-
croscopic reversibility ensures kinetic irreversibility; pro-
teins that are transferred to the precipitate phase are not al-
lowed to return to the solution phase. This process continues
until any further transfers become energetically unfavorable,
AG'VA) = I AGSYSW: (10)
Since the initial system free energy is an arbitrary constant,
dAG's(O)SyL dG d &4=JL =0, (11)
and CL is the extent of aggregation that minimizes GSYS and
maximizes S,.
As the progress in AG' is deterministic, the minimum
along a particular path is recognized only in hindsight. In
order to locate 6jL, the simulation continues transferring
monomers until the lattice is saturated at the 99% confidence
level. In other words, we allow a sufficient number of rejects
between two successful placements such that on a statistical
basis, virtually all attempts to fill any empty lattice site with
any orientation of protein molecule have failed. The number
of allowed rejects between two successful placements is cal-
culated as:
(12)
where m is the maximum allowable number of rejects at any
point of aggregation to reach the saturation limit with 99%
confidence. At this point in the simulation, it was empirically
verified that AG' had passed through the minimum for that
path. We then followed the simulation backwards to find the
state of the lattice corresponding to the minimum free energy.
It should be noted that this is the minimum along a given
kinetically irreversible path and does not necessarily repre-
sent the global minimum along all possible paths.
The structure obtained at ( = jL represents a cross-
sectional view of the structure of a possible kinetically ir-
reversible protein aggregate for that set of conditions. At the
jamming limit, the lattice is typically partly filled with pro-
tein molecules and remainder with solvent. The solvent re-
gions in the lattice are termed pores. It is not surprising to
observe pores in the final aggregate structure as both protein
crystals (Matthews, 1968) and aggregates (Shih et al., 1992)
have significant solvent content. For each simulation,
AG' AG' AGt, , the pore-size distribution, the distribu-
tion of (p, p) contacts that are present, and the nature of
solvent accessible surface area in the final aggregate are de-
termined at the jamming limit.
Interaction free energies and monomer
configurations
We considered two types of protein surfaces: hydrophobic
(HF) and hydrophilic (HF); no electrostatic interactions
were included. Thus, three types of (p, p) interactions are
possible: (HFD, HO), (HF, HF) and (HF, HF). This is along
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the lines of Dill's work on the folding and aggregation of"HP
chains" composed of only hydrophobic and polar moieties
(Shortle et al., 1992; Yue and Dill, 1992). Each side of a
monomer hexagon corresponds to a single average hydro-
phobic or hydrophilic residue. As such, the hexagons do not
correspond to the projected surface area of any particular
protein. However, by scaling the interaction energies, we
may simulate any extent of surface area; the sides of the
hexagon serve to orient the H4? andHF surfaces with respect
to one another rather than to limit their extent. In addition,
(HF?, s), (HF, s), and (s, s) interactions are explicitly ac-
counted for as described before.
The free energy changes accompanying the formation of
each of the six interactions in vacuo are needed to carry out
the simulations; the intermolecular interaction energies used
are reported in Table 1.
Estimates for the AAG(p, p) are available in the literature.
These values were, in turn, used to estimate the AG(x, y)
based on the following assumptions:
1) AG(s, s) was assumed close to the average free energy
of hydrogen bond formation in water (Voet and Voet, 1990;
Weiner et al., 1984);
AG(s, s) AG(H- bond). (13)
2) The (HF, s) interaction occurs via hydrogen bonding
and should be similar to the (s, s) interaction. In addition,
Creighton (1990) argues that water-water and protein-water
hydrogen bonds are more transient than protein-protein hy-
drogen bonds. Extending that argument, we chose a slightly
more negative value for (HF, s) interaction than for (s, s)
interaction,
AG(HF, s) ' AG(s, s). (14)
3) The (HFD, s) interaction free energy is unfavorable and
is assumed to be about the same as AAG of (H'F, HF) in-
teraction.
AG(HF, s) --AAG(HF, HF). (15)
A similar assumption was made by Fields et al. (1992) in
their equilibrium aggregation work.
4) The formation of (H(D, HFD) interactions in solution is
thought to be the major driving force for protein folding
(Creighton, 1990; Kauzmann, 1959) and protein aggregation
TABLE 1 Interaction free energies in solution and in vacuo
AAG(p, p)* AG(x, y)l
HO HF HO HF S
kcal/mol
HO -4.5§ + 15.5
HF +7.0 +6.4 +13.5 -0.6
S +7.0 -6.5 -6.0
* AAG(p, p) corresponds to (p, p) contact formation in solution.
AG(x, y) corresponds to (x, y) contact formation in vacuo.
§ AAG(H4), HiD) was also varied from -1 to -5 kcal/mol in steps of -1
kcal/mol for type 1 monomers, leading to corresponding changes in the
AG(x, y) used.
(Fields et al., 1992) and, therefore, should have a favorable
contribution
AAG(HFD, HD)
= AG(H¶D, H(D) + AG(s, s) - 2AG(H(D, s) < 0. (16)
The intense interest in the hydrophobic interaction has mo-
tivated many efforts to quantify AAG(HF, HF) and as a
result, there is wide variation in the reported values
(Ben-Naim, 1990, 1991; Cantor and Schimmel, 1980;
Chothia, 1974; Cornette et al., 1987; Crosio et al., 1990).
Several of these efforts are based on the free energy of amino
acid transfer from water to organic solvents (see Cornette
et al. (1987); Miller et al. (1987); Wolfenden et al. (1981) and
references therein) and by analysis of heat capacity data
(Yang et al., 1992). These values are only approximate as it
is unclear how closely any given solvent represents the hydro-
phobic core of a globular protein (Prevost et al., 1991) and more-
over, as Ben-Naim (1990) pointed out conditional solvation ef-
fects are neglected in these calculations. We have used an
estimate of -4.5 kcal/mol (a suitable average from (Chothia,
1974) and (Crosio et al., 1990)), for AAG(H(I, H4)) as shown
in Table 1 and later varied this from -1 kcal/mol (close to the
value computed by Ben-Naim (1991)) to -5 kcal/mol in steps
of-1 kcal/mol in a parametric study of the impact ofAAG(HF,
HF) on aggregate structure. AG(HF, H(I) can be calculated
from AAG(HF, H4D).
5) The formation of (HF, HF) interactions in solution is
assumed unfavorable as HF groups lose their solvation free
energy (Ben-Naim, 1991; Yang et al., 1992)
AAG(HF, HF) = AG(HF, HF) + AG(s, s)
- 2AG(HF, s) > 0.
(17)
Ben-Naim (1991) reported a value of +6.4 kcal/mol for
AAG(HF, HF) for complete loss of solvation upon con-
tact formation. AG(HF, HF) was computed from this
value.
6) Mismatched protein-protein interactions are energeti-
cally unfavorable,
AAG(HF, HF) = AG(HF, HF) + AG(s, s)
- AG(HF, s) - AG(HD, s) >0.
(18)
AAG(HF, HF) was reported to be + 7.0 kcal/mol (Ben-
Naim, 1991) and this was used to compute AG(H4D, HF).
It should be noted that the detailed accounting of indi-
vidual interactions in terms of AG(x, y) values was based on
available AAG(p,p) values and is distinct from the hydrogen
bond inventory argument, a method that is believed to yield
questionable AAG values (Ben-Naim, 1991). The set of
AG(x, y) values was chosen such that their relative values
satisfy the generally accepted notions expressed in assump-
tions 1-6. Small variations in the individual interaction en-
ergies do not alter the nature of our results qualitatively as
they merely impact the parsing of the net AAG(p, p) in
Eq. 3 rather than the value itself.
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Seven different HcI, HF surface configurations named as
type 1 through type 7 have been used as model protein mono-
mers and are shown in Fig. 2. These monomers represent the
structure of protein that is competant for aggregation, and
were held invariant during the course of simulation; no fur-
ther configurational changes upon aggregation were consid-
ered. Simulations were run with each of the seven monomer
configurations to explore the impact of the spatial distribu-
tion of interaction sites on aggregate structure. Monomers
with fewer than three HcJ surfaces were not examined as the
values of intermolecular interactions considered will not al-
ways form precipitates, on a statistical basis.
Solution, aggregate, and system energetics
Fig. 3 is a schematic showing the typical progress in
AG'YS with respect to (. The inset is a plot of the typical
variation of change in free energy for the solution and pre-
cipitate phases of the system as the lattice is filled. The data
reported is averaged over 500 runs for a 64 X 64 lattice. The
free energy of the precipitate phase always increases as fa-
vorable solvent-solvent interactions are replaced by rela-
tively less favorable protein-solvent and protein-protein in-
teractions. But, the increase is not linear because the number
of protein-protein interactions increases as the lattice fills.
The free energy of the solution phase decreases linearly, as
a constant number of solvent-solvent interactions are sub-
stituted for a fixed set of protein-solvent interactions with
each transfer. The slope of the AG' I curve varies only with
the ratio of hydrophobic to hydrophilic surfaces in the mono-
mer. As AG'pp and AG'S have large, comparable magnitudes
with opposite signs, AG'YS is relatively small. As can be seen
from the schematic, AGSYS is initially positive, due to place-
ments in the dilute lattice. It becomes negative as an in-
creasing number of favorable (p,p) contacts are formed. The
generated data for AG'YS is plotted in Fig. 4 a on a reduced
scale so that the nature of the curve and differences between
C
Type
FIGURE 2 Monomer types considered. The enanti-
omer of the type 2 monomer is shown as type 2E.
curves as a function ofmonomer type for the energetics given
in Table 1 can be seen. Fig. 4 b is a similar plot for type 1
monomers as AAG(HFD, H(D) is varied from -1 to -5 kcal/
mol. Values plotted are averaged over 500 runs. It should be
noted that these curves describe the progress in AG'YS for the
simulation algorithm and not necessarily for the actual ag-
gregationprocess. The final value of AG'YS obtained for each
molecule type governs the final aggregate properties.
All AG'YS trajectories show a small rise initially due to
placements in isolated lattice regions where AGconfig domi-
nates and this is analogous to a nucleation process. Both
crystallization and aggregation processes are thought to pro-
ceed through an initial nucleation step; the nature of the nu-
clei may determine whether a crystal or an aggregate is ob-
tained (Georgalis et al., 1993). As the number of favorable
(p, p) contacts increases, the curve for AG' starts to flatten
out, and finally, the contribution from these contacts offsets
the configurational entropy term and AG'YS starts to decrease.
As more (p, p) contacts are formed, AG'YS becomes negative
and eventually reaches a minimum. Any aggregation beyond
this point results in more unfavorable contacts and the
AGYS curve starts to increase monotonically. The aggregate
structure is complete at this point. Simulations, however,
proceed beyond this point until the lattice is statistically satu-
rated as described before and are then returned to this point.
The apparent increase in the noise level of these curves
toward the jamming-limit occurs because the data becomes
averaged by fewer data points as fewer runs attain the higher
jamming limits.
Although the free energy trajectories we obtained re-
semble those for nucleation-controlled aggregation path-
ways, our simulation pathway involving nonlocal transfer is
clearly nonphysical. However, as we are investigating the
structures of the final thermodynamic states of the aggregates
and not the aggregation process, we may choose any con-
venient pathway to arrive at these states. The main assump-
tion associated with our deterministic path selection is that
Type4 Type5 Type6
HO
1 Type2 Type3
'0000'0
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FIGURE 3 A schematic of AGSYS with respect to 4.
The curve is exaggerated for clarity. (IL is thejamming
limit and (* is the saturation limit described in the text.
The inset shows AG' , AGt, , and AG'YS trajectories
for type 1 monomers averaged over 500 runs.
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it terminates at a physically plausible final state that could
have been reached by a local transfer pathway. By averaging
over many such paths, we reduce the likelihood that any
given path unduly biases the structure in the final state.
Simulation execution, lattice size, and number
of runs
The computer code for the simulations was written in VAX
FORTRAN and the simulations were carried out on a VAX
cluster. The random number generator used plays a signifi-
cant role in the simulation. To assure the generation of truely
random numbers, and to eliminate any possible bias
FIGURE 4 Variation of AG'YS with num-
ber of monomers transferred as a function
of (a) monomer type and (b) AAG(HF,
H1)). Labels correspond to monomer type
in a and to values of AAG(H4), H14) in kcal/
mol in b. Note the initial rise in the curves
for AG'YS due to placements in isolated re-
gions of the lattice.
0 500 1000 1500 2000
Number of monomers aggregated
(Ferrenberg and Landau, 1992) the VAX random number
generator was modified by a subroutine (Press et al., 1986).
Each run involves generating the aggregate structure from
a lattice filled initially with solvent. To obtain statistically
meaningful data, large numbers of runs must be averaged for
each given configuration of the model protein molecule. The
required number of runs depends on the size of the lattice due
to the trade-off between spatial and run-to-run averaging.
Also, the lattice size will restrict the maximum length scale
of any structure formed. The lattice dimensions were chosen
to minimize this effect and keep the computing-time trac-
table. A running average of the jamming limit in terms of the
fractional lattice occupancy at ( = jL, and denoted by (JL),
(a) (b)
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has been used as an index to examine the statistical fluc-
tuations in the data for different lattice dimensions and for
different numbers of runs. Lattice sizes of 16 X 16, 32 X 32,
64 X 64, and 128 X 128 were examined. As can be seen from
Fig. 5, both 64 X 64 and 128 X 128 lattices show very little
variation in (JL) at the end of 500 runs. A slight increase in
the average jamming limit with increase in lattice size has
been observed for smaller lattices, but the average jamming
limit was about the same for both 64 X 64 and 128 X 128
lattices. The 64 X 64 lattice was chosen for all the simula-
tions as a reasonable compromise between lattice size and
computing time; the 128 X 128 lattice required more than six
times the CPU time of the 64 X 64 lattice. Also, the standard
deviation of (JL), when monitored as a function of the num-
ber of runs, reached a constant value well before 500 runs
(data not shown), indicating that 500 runs were more than
sufficient to define the true statistical distribution of the
measured parameters. All the simulations were performed
with 500 runs and the data averaged. The average CPU time
for 500 runs with the 64 X 64 lattice is of the order of 24 h,
with the actual time varying with the monomer type and
energetics used.
Validation of configuration sensitivity of
the model
The enantiomeric configuration for type 2, denoted as type
2E and shown in Fig. 2 was employed as a further check on
the Monte-Carlo technique. We observed that all the data
generated for type 2E aggregate simulations matched very
closely with that for type 2 indicating that the observed sur-
face distribution effects are due to the model protein type and
are not compromised by numerical artifacts from the random
number generator or the simulation technique used.
RESULTS AND DISCUSSION
Protein aggregate structure simulations were run for the
seven monomer types shown in Fig. 2 using the interaction
0.47
0.465
FIGURE 5 Effect of number of runs on the fractional
lattice occupancy at the jamming limit as a function of
lattice size for type 1 monomers with AAG(HD, H¢) = @ 0.46
-4.5 kcal/mol. Lattice sizes are marked on the figure.
Notice that after 500 runs both 64 X 64 and 128 X 128
lattices level-off at about the same jamming limit. Note
the dampening of the fluctuations as the lattice size
increases. 0.455
energies given in Table 1. Simulations were also run with
AAG(HF, H4) = -1 to -5 kcal/mol using type 1 mono-
mers. The simulated structures were analyzed with respect to
jamming-limit, distribution of (p, p) contacts, solvent ac-
cessible perimeter, pore size distribution, and short- and
long-range order. The monomer type and interaction ener-
gies used had a profound effect on these properties.
Fig. 6 shows a typical simulated aggregate structure for
type 1 monomers with AAG(H4, H4') = -5 kcal/mol; only
the first quadrant of the 64 X 64 lattice is plotted for clarity
as no larger-scale aggregate structures were evident. Since
order recognition from up to six unique monomer rotational
orientations by visual inspection is difficult, we present only
structures from type 1 monomer runs. The threefold sym-
metry of the type 1 model protein gives two unique orien-
tations.
Jamming limit
The jamming limit provides the two-dimensional analog for
aggregate density. Fig. 7 shows the dependence of AG' on
the jamming limit as a function of monomer type; here the
jamming limit is expressed as the fraction of the total lattice
area that is occupied by the protein. Each patch represents a
collection of 500 data points for that particular monomer
type. The presence of seven distinct patches indicates that the
effects of both the extent and distribution of hydrophobic
surfaces on the protein monomer are distinguishable. From
Fig. 7 it is clear that the greater the monomer hydrophobic
surface content, the greater the extent of aggregation and the
more negative the resulting AG'S . Increasing the monomer
hydrophobic surface area increases the number of energeti-
cally favorable contacting surfaces.
A dispersed distribution of hydrophobic surfaces favors
the formation of denser aggregates than does a single con-
tinuous hydrophobic patch. Monomer types 3 and 6 have
contiguous hydrophobic patches and have lower jamming
limits and less negative AG'YS compared to the other types
with equivalent hydrophobic contents. The presence of con-
number of runs
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FIGURE 6 Typical simulated aggregate structure for type 1 monomers
with AAG(HI?, H4) = -5 kcal/mol. The red and green hexagons represent
the two unique rotational orientations of type 1 monomers. Adjacent red and
green hexagons represent (HM1, H4D) interactions exclusively.
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FIGURE 7 Variation of AG'YS with jamming limit as a function of mono-
mer type. Jamming limit is expressed as a fraction of the lattice occupied
by protein. The labels correspond to the monomer types given in Fig. 2. Each
patch represents a collection of 500 data points. Interaction energetics cor-
respond to those given in Table 1.
tiguous hydrophobic patches decreases the system's degrees
of freedom in the search for favorable contacting surfaces,
yielding low jamming limits; one favorable contact between
patches on adjacent monomers may preclude subsequent fa-
vorable contacts with additional monomers.
Fig. 8 is similar to Fig. 7, in this case showing the rela-
tionship between AG'YS and the aggregate jamming limit for
type 1 monomers as AAG(HD, H(D) is varied. Each patch
again represents a collection of 500 data points obtained at
a given value of AAG(HF, HF). As in Fig. 7, a greater
jamming limit generally results in a lower system free en-
ergy. Each patch describes an essentially linear relationship
between AG'YS and the jamming limit with a slope that is
proportional to AAG(HF, HF). The system attains ever
lower ultimate free energies as AAG(H(D, HD) becomes
more favorable because the majority of the (p, p) contacts
are (H1D, H(D). The overall increase in jamming limit as
AAG(HF, HCF) decreases is facilitated by the increased tol-
erance of unfavorable monomer placements; this effect is
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FIGURE 8 Variation of AG'S with jamming limit as a function of AAG-
(H4', Hc) for type 1 monomers. The labels give AAG(HcF,HO) in kcallmol.
All other interaction energetics as in Table 1.
also reflected in the increasing scatter in the individual
patches as AAG(H(D, H(t) decreases. However, the relation-
ship between AGYS, and the jamming limit is not a linear
function of AAG(H4D, HF) in this case. The asymptotic jam-
ming limit as AAG(HI?, H4D) approaches an upper limit of
-AG0jg is finite and controlled by AGi5 and its impact
on the number of nuclei. The equilibrium protein aggregation
model developed by Fields and co-workers (1992) also pre-
dicts a similar increase in the jamming limit when the hy-
drophobic fraction is increased and when the hydrophobic-
1.0 hydrophobic interaction is made more favorable.
(p, p) contacts in aggregates
The nature and extent of (p, p) contacts within aggregates
give insight into the energetic stabilization of the aggregate.
Fig. 9 shows the variation of AG'YS with the number of
(HF, HD) contacts per monomer as a function of monomer
type. As expected, the greater the number of (H(D, H'D) con-
tacts per molecule in the aggregates, the lower the total free
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FIGURE 9 Relationship between AG' and number of (H(I, H(I) con-
tacts normalized by the total number of monomers aggregated as a function
of monomer type. Labels refer to different monomer types.
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energy attained. This strong correlation indicates that the
primary mode of minimizing the system free energy is
through burying the hydrophobic surfaces in the interior of
the aggregate. This is consistent with the paradigm that the
unfavorable solvation free energy for hydrophobic surfaces
drives aggregation. Increasing the number of hydrophobic
sides from three (monomer types 1, 2, and 3) to five (mono-
mer type 7) results in an increased number of (He?, H'I)
contacts per protein molecule in the aggregates. It should be
noted that the impact of monomer configuration is distin-
guishable and that the number of (HF, HF) contacts is
roughly proportional to the square of the number of H(D
surfaces per monomer.
Fig. 10 is a plot of AG' versus the number of (HID, H4D)
contacts per protein molecule aggregated as a function of
AAG(HF, H(D) for type 1 monomers. Within every collec-
tion of data points, the higher the number of (H(D, HF) con-
tacts per molecule, the lower the resulting system free en-
ergy. As AAG(H'1, H4D) becomes more negative, more
unfavorable contacts can be accommodated, increasing the
scatter in the data. The slopes of the patches of data points
are again proportional to AAG(HF, HF). For AAG(HF,
HID) = -1 kcal/mol, most of the (p, p) contacts are (H4D,
H(D) and very strong correlation is seen between the number
of (HID, HF) contacts per molecule and the system free en-
ergy; the decrease in system free energy accompanying the
increase in number of (H(D, HID) contacts per molecule is
small, but definite in this case. Fig. 10 also shows that the
number of (H1, HF) contacts per protein molecule is steri-
cally limited by the distribution ofHO patches on the mono-
mer. The average number of (HF, H(I) contacts saturates in
the neighborhood of one per monomer for AAG(HF, H4¶)
=-4 kcal/mol; further decreases in AAG(HID, H4) do not
have an appreciable impact.
The distributions of (p, p) contacts in the aggregates were
calculated and averaged over 500 runs for each monomer
type and are shown in Table 2. For all types of monomers,
(HF, H(D) contacts are dominant. This may be expected from
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FIGURE 10 Relationship between AG'YS and normalized number of(H1,
H14) contacts as a function of AAG(H42, H1() for type 1 monomers. Labels
refer to AAG(H4D, H4D) in kcal/mol.
the relative numbers of H(F and HF sides in the monomers
considered from a mass action standpoint. The probability of
forming each type of (p, p) contact in isolation has been
computed and the values are shown in Table 2 for compari-
son. Multiple interaction effects and steric constraints in the
growing aggregate limit the number of (H(I, H(F) contacts
that actually occur as the pair-wise interaction frequencies
always exceed the simulation results. Except for monomer
type 1, about 81-86% of the contacts in the interior are found
to be (H(F, HF). This indicates that an increase in the number
of hydrophobic surfaces on the monomer does not neces-
sarily imply a corresponding increase in the fraction of (HM,
HF?) contacts in aggregates.
With the exception of monomer types 2, 3, and 6, the
number of (H(F, HF) contacts exceeds that of (HF, HF)
contacts, although the latter is more favorable energetically
in solution than the former. This conforms with the notion
that hydrophilic groups prefer to remain solvated (Ben-
Naim, 1991). But whenever there is a large contiguous patch
of hydrophobic surfaces that forces a segregation of (HF?,
HF?) and (HF, HF) contacts, as in monomer types 2, 3, and
6, (HF, HF) contacts occur more frequently than (H(F, HF)
contacts. The more extensive the hydrophobic patch, the
more segregation seems to occur for a given extent of hy-
drophobic surface area per monomer; the percentage of (HF,
HF) contacts increases continuously from monomer type 1
through 3 and from monomer type 4 through 6. For type 7
monomers, however, we see that (HeD, HF) contacts out-
number the (HF, HF) contacts. The extent of the monomer
hydrophobic surface area for type 7 monomer is so large that
the jamming limit is reached well before many of the hy-
drophilic groups are forced out of solution. This mass action
effect is qualitatively supported by the calculations shown in
Table 2. This clearly confirms the importance of multiple
interaction effects resulting from the combination of mono-
mer configuration and interaction energetics. Thus we see
that the orientation of hydrophobic patches along the mono-
mer surface impacts the overall free energy change through
the distribution of (p,p) contacts. This impact is greater than
that of AAG(HF, HID).
The effect of the magnitude of AAG(HD, H(I) on the
(p, p) contact distribution is also shown in Table 2. As noted
earlier, the vast majority of the contacts in the aggregates,
more than 92%, are (H(D, H1) in nature for all sets of en-
ergetics. As AAG(H1, HF) becomes more favorable, the
percentage of (H1?, H13) contacts actually decreases as it
becomes easier to offset unfavorable contacts. In the limit as
AAG(HD, HF) - -oAGi~g the jamming limit, and hence,
the number of (p, p) interactions approaches a minimum.
Thus, the distribution of (p, p) contacts approaches that cal-
culated from mass action considerations.
Solvent accessible surface area
The aggregate solvent accessible surface area (SAS) pro-
vides insight into the driving force for aggregation and de-
termines the nature of the surface that must be wetted in
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TABLE 2 Distribution of (p, p) contacts as a function of monomer type and AAG(H4, H1)
Monomer type AAG(HO, H¢) (HF, HF) (HF, HO) (HO,H1)
kcal/mol % % %
Simulated results 1 -4.5 0.49 6.15 93.37
2 -4.5 9.45 4.97 85.58
3 -4.5 11.83 4.95 83.22
4 -4.5 4.96 9.85 85.20
5 -4.5 7.01 7.82 85.18
6 -4.5 9.87 8.37 81.76
7 -4.5 5.01 11.23 83.76
1 - 1.0 0.0023 0.0046 99.99
1 -2.0 0.008 0.069 99.92
1 -3.0 0.037 1.522 98.44
1 -4.0 0.22 5.7 94.08
1 -5.0 1.0 6.94 92.06
Calculated results* 1, 2, 3 2.023 x 10-3 7.344 X 10-4 99.997
4, 5, 6 5.056 X 10-4 3.672 X 10-4 99.9991
7 8.091 X 10' 1.469 X 10-4 99.9998
* Probability of pair-wise contacts made in isolation.
redissolution and suspension processes. Since solvent-
exposed HF surface area is energetically costly, AG'YS in-
creases with the extent ofHOD surface exposure. This may be
inferred from Figs. 9 and 10 as the number of (HcF, H1)
contacts per monomer and the aggregate solvent accessible
HO perimeter vary inversely. This trend becomes more ap-
parent at lower monomer hydrophobic surface contents.
From 47 to 68% of the monomer hydrophobic surfaces were
buried in the aggregate. Similar results were observed as a
function of AAG(HF, H4)). As AAG(H4), H(F) decreases,
the solvent exposed hydrophobic surface area decreases, in-
dicating that small fractions of exposed hydrophobic surface
area accompany high jamming-limits.
The computed loss in total SAS due to aggregation for
monomer types 1 through 3, with three HO surfaces per
monomer, were 34, 35, and 34%; the loss in SAS for type
1 monomers as a function of AAG(HF, HF) varied between
24 and 35%. Crosio and co-workers (1990) have reported the
loss of overall SAS during crystallization for RNase A and
for RNase S to be 25 and 40%, respectively. If we attempt
to match the monomer hydrophobicity of RNase with one of
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the model protein configurations, it very approximately cor-
responds to about three hydrophobic sides per hexagon
(Miller et al., 1987). The loss in SAS with aggregation in-
creases with increasing hydrophobic surface fractions; for
monomer types 4, 5, and 6, with 66.67% hydrophobic SAS,
the computed losses were 54, 56, and 60%, respectively.
Similar data for a set of 39 monomeric proteins was reported
to vary from 14.3 to 51.8% (Islam and Weaver, 1990). Ag-
gregation, evidently leads to a greater loss in SAS than crys-
tallization as many more unfavorable contacts occur.
Aggregate porosity
The overall porosity and distribution of pores within the ag-
gregates relate to the ease with which aggregates may be
redissolved. The aggregate porosity is inversely proportional
to the jamming limit which was discussed earlier. The pore
size distribution as a function of monomer type is shown in
Fig. 11. As the monomer hydrophobic surface area increases
from 50% for type 1 to 83.33% for type 7 monomers, the size
of the largest pore decreases dramatically as shown in Fig.
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FIGURE 11 Frequency of pore size occurrence totalled over 500 runs versus pore size for different monomer types. Pore-size is measured by number
of lattice points included in a single continuous pore. In a and b, pore-size distributions of monomers with equal H4O content are compared to demonstrate
the influence of surface distribution. In c, the influence of the extent of monomer hydrophobic surface area is presented. The symbols 0, A, [1, O, X, *,
and V represent monomer types 1 through 7, respectively. The percolation limit, at a pore size of 2048, is shown as a dashed line.
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11 c. Also, as the monomer hydrophobic fraction increases,
the pore size distribution becomes almost continuous up to
the largest observed pore size for that monomer type. For
monomer types 4 through 7 the distribution was continuous
while for monomer types 1 through 3 it was discontinuous.
For a given monomer hydrophobic content, the distribu-
tion of the hydrophobic groups also has an effect on the pore
size distribution as shown in Fig. 11, b and c. The more
contiguous theHO surfaces, the larger the size of the biggest
pore. This effect was dominant at low HO contents, where
the largest pore tends to percolate, or span the entire lattice,
while the aggregates themselves typically do not percolate.
From fractal geometric considerations, the minimum perco-
lating pore size for a two-dimensional, 64 X 64 hexagonal
lattice is 2048 (Feder, 1991) and is shown as a dashed line
in Figs. 11 and 12. For type 3 monomers, where all the HO
surfaces are contiguous, a large percolating pore, ranging in
size from 2377 to 2500, was observed in nearly all simula-
tions accompanied by a few very small pores of size less than
10. For monomer types 1 and 2, the pore size distribution was
essentially continuous upto about 100 and exhibited a re-
duced frequency of percolating pores. As the hydrophobic
content of the monomer increases, the effect of surface dis-
tribution seems to be mitigated; for monomer types 4, 5 and
6 the pore size distributions were continuous and similar
except that the distribution for type 6 extended to a pore of
size 399 while those for types 4 and 5 had no pores of size
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more than 100. The largest pore observed for type 7 mono-
mer was of size 10 (see Fig. 11 c) and was observed only
three times in 500 runs. This occurred because at increased
monomer HO contents, high jamming-limits dominate the
surface distribution effect.
Fig. 12 represents the pore-size distribution as a function
of AAG(H1', H(F). As AAG(HD, H(D) decreases, the dis-
tribution becomes less discontinuous and the average size of
the largest pore decreases. For all sets of energetics consid-
ered, the distribution has essentially the same characteristics;
a few small pores followed by a large pore that usually per-
colates. The frequency of occurrence of the percolating pore,
however, decreases as AAG(HF, HD) becomes more fa-
vorable. For type 1 monomers with AAG(HF, H(F) = -5
kcal/mol, the size of the largest pore rarely attained the per-
colation limit.
The nature of the pore-size distribution can also be altered
by varying the configurational entropy contribution to AGSYS.
A small decrease in the entropic penalty was found to make
the distribution more continuous (results not shown). The
effect of AGconfig is more pronounced than the effect ofAAG-
(HF, H4') for type 1 monomers.
Configurational free energy
The configurational entropic penalty directly impacts the fre-
quency of nucleation events. Although ASconfig is properly a
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FIGURE 12 Frequency of pore size occurrence totalled over 500 runs versus pore size for type 1 monomers with AAG(H(F, Hct) values of (a) -1 (0)
and -5 (0) kcal/mol, and distributions for AAG(H¢, Hel) = (b) -2, (c) -3, and (d) -4 kcal/mol. The percolation limit, at a pore size of 2048, is shown
as a dashed line.
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function of the protein concentration (Fields et al., 1992;
Flory, 1953), we assumed a constant, order of magnitude
value. However, in order to examine the impact of this term
on aggregate structure, a range of values was also used. In-
creases in the entropic penalty resulted in a greater fraction
of (H4?, H1D) contacts, lower jamming limits and less con-
tinuous hole-size distributions. Increasing the entropic pen-
alty, therefore, is equivalent to making AAG(H4D, HF) less
favorable in that it reduces the ability to compensate for un-
favorable contacts. In addition, increasing the entropic pen-
alty resulted in increased short-range order for all monomer
types and for all sets of interaction energies. A practical up-
per bound to AGconfig is given by -AAG(H'F, H(D). For
AGconfig 2 -AAG(HF, HF), the energetic gain from (HD,
H'F) contact formation cannot offset the entropic penalty.
Short-range and long-range order
The involvement of specific interactions in protein aggre-
gates gives rise to the possibility that aggregates may possess
elements of crystallinity. Visual inspection of the simulated
aggregate structures revealed traces of short- and long-range
order. The jamming limit and (p, p) contact distribution data
were used to achieve a qualitative comparison of order
among structures belonging to different monomer types with
equivalent HF contents. Higher jamming limits roughly cor-
respond to structures with higher long-range order. A greater
proportion of (H4D, HF) contacts implies greater short-range
order. Among monomer types 1, 2, and 3, structures arising
from type 1 monomers showed the greatest long- and short-
range order and those from type 3 exhibited the least. Al-
though the monomer surface distribution and order at higher
monomerHO contents were not strongly correlated, lumping
all the hydrophobic surfaces in one stretch seems to decrease
both long- and short-range order in aggregates. Type 6 mono-
mers exhibited the lowest jamming limit and lowest pro-
portion of (HOF, HD) contacts compared to monomers of
types 4 and 5.
The influence of AAG(HF, HF) on aggregate order is
more pronounced. Structures obtained for AAG(H'D, H4D) =
-1 and -2 kcal/mol have almost uniformly favorable (p,p)
contacts showing high short-range order, but are too dis-
persed to exhibit long-range order. They showed linear
chains, rather than the rings that are characteristic of type 1
monomer structures with high long-range order. Structures
for AAG(HFD, HF) = -4 and -5 kcal/mol showed more
long-range order, i.e., more rings, but some of the contacts
are mis-matched resulting in lower short-range order than the
structures obtained for less favorable values of AAG(HF,
H'1). This is consistent with the belief that crystallization is
favored by small binding energies (Durbin and Feher, 1991).
Large interaction energies may lead to the irreversible bind-
ing of proteins in improper orientations, causing aggregates.
Aggregate structures were biased towards higher short-
range order by increasing the entropic penalty term AGWcog'
This was confirmed by a corresponding increase in the pro-
and AAG(H1, H(F) values examined. A high entropic pen-
alty not only reduces the number of nucleation sites but also
allows only highly favorable (p,p) contacts, thus decreasing
the jamming limits. A notable exception to the apparent
trade-off between long- and short-range order is exhibited by
the type 1 monomers; in this case, the interaction between the
symmetry of the monomer and that of the lattice enabled
concomitant increases in long- and short-range order.
These observations lead us to an interesting hypothesis:
Although small interaction energies enhance short-range or-
der, they cannot promote long-range order. If more favorable
binding energies are used to obtain higher long-range order,
the resulting loss in short-range order can be overcome by
increasing the entropic penalty. In other words, a high en-
tropic penalty coupled with favorable energetics discourages
the placement of molecules in improper orientations and
should improve both short- and long-range order. We tested
this hypothesis on type 1 monomers with AAG(H'I, H't) =
-5 kcal/mol. The highly symmetric nature of the molecule
enables a regular formation of (H(F, H(D) contacts and con-
sequently structures obtained by increasing the entropic pen-
alty exhibited extensive long-range order. We have observed
a significant increase in short-range order as well, as AGconfg
increases for this system. Fig. 13 shows representative ag-
gregate structures obtained for a type 1 monomer with AAG-
(H1, H(D) = -5 kcal/mol as AGonfig is varied from + 1 RT
kcal/mol to + 10 RT kcal/mol in increments of + 3 RT
kcal/mol. Only the first quadrant is shown in each case. For
type 1 monomers, the number of pores of size 1 is indicative
of the percent crystallinity or the extent of short-range order.
By this measure, the short-range order of the aggregates
shown in Fig. 13, a-d, was 19, 44, 71, and 85%, respectively.
Although the quantification of percent crystallinity for other
monomer types is more difficult, an improvement in short-
range order was clearly observed.
CONCLUSIONS
The extent and orientation of monomer hydrophobic surface
area, the magnitude of (p, p) interaction energies and the
configurational entropy loss significantly impact the struc-
ture of kinetically irreversible protein aggregates. These im-
pacts were manifested in terms of the free energy change of
the system and the following aggregate structural charac-
teristics: jamming limit, distribution of (p, p) contacts, sol-
vent accessible hydrophobic surface area, porosity, and
short- and long-range order.
An increase in the monomer HF content resulted in an
increase in the aggregate density accompanied by an increase
in the number of (HD, HF) contacts and a decrease in the
H'F surface that is exposed to the solvent. These findings
reflect the central role that the (HF, HF) interaction plays
in determining aggregate structure. This is in accord with
expectations since AAG(HeI, H'I) was the only favorable
protein-protein interaction in solution, in our simulations.
It was also expected that the configuration of a monomer
portion of (H(D, HEI) contacts found for all monomer types
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FIGURE 13 Representative aggregate structures for type 1 monomers with AAG(HF, H'D) = -5 kcallmol with AG~nfig, of (a) 1RT, (b) 4RT, (c) 7RT,
and (d) lORT. The approximate percent crystallinity (or short range order) for these structures is 19, 44, 71, and 85%, respectively. Note that all the (p, p)
contacts in the highly ordered structures are (HO, HID).
However, this impact was more extensive than anticipated
and could be resolved in terms of the adjacency of monomer
He: patches. Pair-wise (HF, H4) interactions within aggre-
gate structures for monomers with contiguous H(F patches
impose steric constraints on subsequent protein-protein in-
teractions, leading to significant differences in aggregate
density and order.
Several seemingly counter-intuitive phenomena were also
noted. Increasing the monomer hydrophobic content did not
necessarily increase the proportion of (H1, HFD) contacts
formed. Although AAG(H4F, HF) > AAG(HF, HF), more
(HFD, HF) contacts were found than (HF, HF) contacts for
monomers with relatively dispersed H'F patches. A more
favorable AAG(HD, H4D) resulted in a lower proportion of
(H4, H4) contacts.
The short- and long-range order of the aggregate structure
could be controlled by manipulating AAG(HF, HCF) and
AGgonfig An increase in either of these values leads to a cor-
responding increase in short-range order at the expense of
long-range order. Both short- and long-range order may be
enhanced by increasing AGconfig to maintain a high short-
range order and decreasing AAG(H(D, HcD) to ensure long-
range order. This is a potential strategy to produce more
crystalline structures.
Our model differs from earlier models mainly in its ability
to account for the intermolecular interactions between mono-
mers. Stenberg and Nygren (1991) have used a hexagonal
lattice in their stochastic cellular automaton to study surface
induced aggregation of ferritin. The hexagonal lattice was
used only to decide the direction of the random time step and
all protein-protein interactions were identical. Higo and co-
workers (1992) have recently used a two-dimensional hex-
agonal lattice to model the effect of intermolecular interac-
tions on the re-ordering of close-packed protein molecules in
two-dimensional solid phases. They identified several solid
phase transitions as a function of lattice temperature and
monomer deviations from threefold symmetry. While their
work addressed the structure of relaxed random aggregate
states, we address the structure of nonequilibrium aggregate
states.
Our two-dimensional model highlights many commonly
observed properties of protein aggregates and several other
interesting qualitative trends despite its simplicity. An ex-
tension of this model concept to computationally intensive
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three-dimensional lattices is under development. The frame-
work developed can be used to suggest a first order approxi-
mation of protein aggregate characteristics in the system of
interest, provided the interaction free energies are known
with reasonable accuracy. Detection of traces of order in
aggregates suggests that further study of aggregates may lead
to an understanding of the demarcation between protein crys-
tals and aggregates. We expect similar simulations of re-
versible aggregates to exhibit even greater order. Knowledge
about protein aggregate properties and the ability to alter the
pore-size distribution for the given jamming limit may be
extremely useful in tailoring aggregates to desired redisso-
lution specifications. This work may have more direct ap-
plication to the formation of two-dimensional protein crys-
tals in certain biological membranes (Baldwin et al., 1988;
Wang and Kuhlbrandt, 1991), at air-water interfaces (Darst
et al., 1991; Fromherz, 1971; Sato et al., 1993; Ku et al.,
1993), on the outer coats of bacteria (S layers) (Sara and
Sleytr, 1987) and within bacterial rhodopsin based photo-
receptors (Miyasaka et al., 1992).
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