Motivation: Methods for analyzing microbiome data generally fall into one of two groups:
Background
Data from studies of the microbiome is accumulating at a rapid rate. The relative ease of conducting a census of bacteria by sequencing the 16S rRNA gene (or, for fungi, the 18S rRNA gene) has led to many studies that examine the association between microbiome and health states or outcomes. Many microbiome studies have complex design features (e.g., paired, clustered, or longitudinal data) or complexities that frequently arise in medical studies (e.g., the presence of confounding covariates). While a number of new methods for analyzing microbiome data have been recently proposed, there is still a need for methods that can account for the special features of microbiome data and the complex study designs in common use while preserving size or controlling the false discovery rate (FDR).
Statistical methods for analyzing microbiome data seem to fall into one of two camps. One camp comprises methods that test the global effect of the microbiome, such as PERMANOVA [Anderson, 2001, McArdle and Anderson, 2001] , MiRKAT [Zhao et al., 2015] , aMiSPU [Wu et al., 2016] , and pairNM [Shi and Li, 2017] , which can be used to test the hypothesis that variables of interest (e.g., case-control status) are significantly associated with overall microbial compositions. However, these methods do not provide convenient tests of the effects or contributions of individual operational taxonomic units (OTUs), should a global microbiome effect be found (here we use "OTU" generically to refer to any feature such as amplicon sequence variants or any other taxonomic or functional grouping of bacterial sequences). The other camp is comprised of OTU-by-OTU tests, often directly using a method developed for RNA-Seq data such as DESeq2 [Love et al., 2014] and edgeR [Robinson et al., 2010] or a modification thereof such as metagenomeSeq [Paulson et al., 2013] ; some other methods in this camp have adopted a compositional data approach (such as ANCOM [Kaul et al., 2017 , Mandal et al., 2015 and ALDEx2 [Fernandes et al., 2014] ), were developed for longitudinal data (such as ZIBR [Chen and Li, 2016] ), or employed a multi-stage strategy (such as massMap [Hu et al., 2018] ). While some of these approaches have been widely applied, they generally do not give a single test of the global null hypothesis. Although test statistics or p-values from OTU-specific tests can of course be combined to give a global test, the performance of this kind of global test is often poor since many of the OTU-specific tests only contribute noise.
We introduce here the Linear Decomposition Model (LDM) for analyzing microbial count or relative abundance data that are obtained in a 16S rRNA study or a shotgun metagenomics sequencing study. The LDM gives a unified approach that allows both global testing of the overall effect of the microbiome on arbitrary traits of interest, while also providing OTUspecific tests that correspond to the contribution of individual OTUs to the global test results.
It allows for complex fixed-effects models such as models that include multiple variables of interest (both continuous and categorical), their interactions, as well as confounding covariates.
It is permutation based, and so can accommodate clustered data and maintain validity for small sample sizes and when data are subject to overdispersion. Because the permutations are based on the Freedman-Lane approach [Freedman and Lane, 1983] , we can construct powerful type III or "last variable added" tests like those used in most linear regression packages [Kleinbaum et al., 2007, Muller and Fetterman, 2012] . We also provide a new version of the PERMANOVA test based on our approach that we show outperforms the functions adonis and adonis2 in the R package vegan, the most commonly used implementations of PERMANOVA. Recent simulation studies suggest that many microbiome analysis methods fail to control the FDR when applied to overdispersed data [Hawinkel et al., 2017] . We show that the LDM controls FDR in exactly the kind of situations where other methods fail.
We describe the LDM in detail in the methods section. In the results section, we describe the simulation studies and the two real datasets that we use to assess the performance of the LDM, and compare it to results obtained by PERMANOVA, MiRKAT, aMiSPU, DESeq2, edgeR, MetagenomeSeq, the Wilcoxon rank-sum test, ANCOM, and ALDEx2. We conclude with a discussion section. Some technical details are relegated to Supplementary Materials.
Methods
Data from a microbiome study are usually summarized in a table of read counts, here referred to as the OTU table and denoted by Y . The OTU table is the n × J data matrix whose (i, j) th element is the number of times OTU j is observed in sample i. The total counts in each sample (the library size) can vary widely between samples and this variability must be accounted for. Here we accomplish this by converting counts to frequencies (i.e., relative abundances) by dividing the raw counts in each sample by the library size of that sample, although other normalizations can be used with the LDM if desired. Our simulation studies showed that the LDM performs well when counts are scaled to frequencies, even with highly overdispersed data. Although the LDM accounts for the compositionality of the frequency data by using an appropriate permutation scheme, a compositional analysis in the sense of Aitchison [1986] can also be conducted by applying the LDM to appropriately transformed (e.g., centered log-ratio) data.
The LDM as a Linear Model
Many reasonable models of the relationship between data in an OTU table and covariates that describe traits or characteristics of individual samples can be expressed as a linear model.
Because the large number of OTUs is a problem for models in which OTU frequencies predict traits or covariates when the goal is inference, we consider models in which traits and covariates are used as predictors of OTU frequencies. Thus, we consider the model
where X is an n × r design matrix containing r covariates (including traits and confounders), β is an r × J matrix that we must estimate, and is an n × J matrix of error terms with E( |X) = 0. Considered as J models for the columns of Y , the jth column of β are the regression coefficients for the jth regression model. In order to provide a clean decomposition of the sum of squares of Y , we will require that the columns of X are orthonormal. This also aids in the interpretation of some hypothesis tests, particularly terms that represent interactions with main effect terms that are also being tested. A motivating example for (1) is when X contains only an intercept and an indicator for a binary trait such as case-control status; then the first row of β is proportional to the means of the OTU frequencies while the second row of β is proportional to the differences in the OTU frequencies between case and control participants.
The least-squares estimators for the matrix β can be obtained by minimizing ||Y − Xβ|| 2 F with respect to β (holding X and Y fixed), where
ij is the Frobenius (matrix) norm of matrix A and Tr(.) is the trace operator. Satten et al. [2017] showed that the resulting estimators are β = X T Y , which are also the estimators obtained by fitting the regression model column by column. If we write β = D V T where D is a diagonal matrix with elements given by the norms of the rows of β, so that the columns of V are normalized rows of β, then we may rewrite (1) as
where r = Y − X D V T is the residual matrix. Equation (2) is the basic form of the LDM. It is similar to the singular value decomposition (SVD) in that a matrix Y is decomposed into the product of an orthogonal matrix X, a diagonal matrix D with positive elements and a third matrix V , but differs from the SVD because X may be chosen in any convenient way as long as it has orthonormal columns, and because the columns of V are not orthogonal.
In some situations, we may wish to partition covariates into K groups, which we call "submodels". For example, we may wish to group several measures of smoking history into a single smoking "submodel". In this case, we partition X as (X 1 , . . . , X K ), and re-write (1) and (2) as
where the least-squares estimators of β k are given by
We will refer to the number of linearly-independent columns in X k as the number of components in the submodel.
The LDM (3) can be used to describe the amount of the total sum of squares S total = ||Y || 2 F that is explained by each submodel X k or the full model X by noting that
In analogy with Satten et al. [2017] we can express S k in one of two ways:
where β k;·j is the jth column of β k and |b| is the Euclidean norm of vector b. The first representation indicates that, as with a standard SVD, the sum of squares for the kth submodel is given by the sum of squares of the corresponding singular values (diagonal elements of D k ).
The second representation partitions S k into contributions from each OTU. Note these results only require X has orthonormal columns, not V .
Testing hypotheses using the LDM
The LDM uses the decomposition of the sum of squares in (4) and (5) to test global and OTU-specific null hypotheses about the effect of individual covariates or sets of covariates grouped into submodels. To test hypotheses about the contribution of the jth OTU to the sum of squares for the kth submodel, we use its contribution to the model sum of squares given in (5), normalized as an F statistic, to give the test statistic
where Y ·j is the jth column of Y and we have dropped the constant of proportionality {Rank(Y ) − Rank(X)} /Rank(X k ) found in a typical F test as we intend to use permutation to assess significance.
To test the global hypothesis we consider the total sum of squares for the kth submodel given in (4), again normalized as an F statistic. This statistic can either be constructed directly, or by summing the numerator and denominator of the OTU-specific statistics (5) separately, i.e.,
The presence of all submodels in the denominator indicates that this is a type III or "last variable added" test statistic. As before, the usual constant of proportionality in a F -statistic is dropped because significance will be assessed using permutation. Note that OTU-specific and global tests are linked through (6) and (7) in a natural way. If Y is centered, the sumsof-squares in (4) and (5) are proportional to the variance explained by a submodel or an individual OTU in a submodel; for this reason we sometimes refer to the F -tests in the LDM as tests of the variance explained (VE).
The LDM as a decomposition
The LDM in equation (3) can also lead to an exact decomposition of the OTU table Y , if we augment X with extra columns X r so that the full set of columns X = (X, X r ) = (X 1 , . . . , X K , X r ) span the column space of Y . The "extra" columns X r are used to decompose the residual matrix r. If we further write
where D r is a diagonal matrix with entries given by the norms of the rows of β r , so that the columns of V r are normalized, then we can rewrite (3) as
where relative to the residual error. To help ensure that the rank of X and ∆ agree, if Y has been column-centered, then we also center ∆ as recommended by Gower [1966] . Then, the columns of both X and Y are orthogonal to the vector 1. Some caution is necessary for submodels having more than one component; although S k in (4) is invariant to the choice of basis for X k , the individual diagonal elements of D k depend on the choice of basis. Thus, we recommend these elements be replaced by S k /Rank( D k ). Note that the individual diagonal elements of D r are uniquely defined, as the columns of X r are the eigenvectors of ∆ r . The scree plot obtained in this way is a quick and easy way to see which submodels explain a reasonable fraction of the variability we would expect to see in an ordination using distance ∆. Additionally, the residual distance matrix ∆ r can also be used for ordination if we wish visualize the observations after removing the (linear) effects of covariates from a distance matrix ∆.
A further connection to PERMANOVA can be made by noting that, as long as ∆ is not rank-deficient (i.e., as long as X k is in the range of ∆), the column vectors X k span the
In fact, when constructing X, the columns X k could be replaced by the eigenvectors of ∆ k having non-zero eigenvalues (denoted, say, by X * k ); note this would not change the sums-of-squares test statistics since X k and X * k are each orthonormal and span the same space, and are hence related by an orthogonal transformation.
In either case, X has columns that span the model matrices (the ∆ k s) and the residual (∆ r ) matrix of a PERMANOVA analysis. Of course, if X k is comprised of a single column, then X k automatically corresponds to the single eigenvector of ∆ k having non-zero eigenvalue.
Even if we choose X * k for the columns of X, note that the diagonal elements of D it is possible to convert a distance matrix ∆ into the Euclidean distance matrix by data transformation; in these cases, the LDM can also be considered distance-based. However, choosing X * k when constructing X does have an advantage when constructing the scree plot, as it gives an unambiguous meaning to the individual diagonal elements of D k for submodels with more than one component.
Assessing significance by permutation
We assess the significance of our test statistics, F kj and F k,global , using a variant of a permutation scheme described by Freedman and Lane [1983] . The original Freedman-Lane procedure permutes residuals. To preserve the correlation structure among OTUs, we use the same permutation scheme for each OTU (i.e., permuting the residual matrix by row). We show in Supplementary Text S1 that this is equivalent to a permutation procedure in which the residuals are held fixed but the covariates (i.e., the rows of X) are permuted.
To describe our permutation approach, define Y k , the residual matrix obtained after fitting a reduced model to Y that excludes the kth submodel term X k , to be
Y and note that, because of the orthogonality of the columns of X,
As a result, F kj in (6) can be rewritten as
where Y k;·j is the jth column of Y k . The analogous result for the global test statistic F k,global is obtained by summing numerator and denominator over j. In Supplementary Text S1, we
show that if P π is a permutation matrix corresponding to π, a permutation of the integers 1, . . . , n, then the Freedman-Lane procedure is equivalent to forming the test statistics
where
k,global is obtained by (separately) summing the numerator and denominator of (10) over OTUs and can be written as
Although Freedman and Lane [1983] only considered residuals from independent observations, some simple but important cases involving correlated data can be tested using the Freedman-Lane approach. Considering permutation of covariates rather than residuals, the main requirement for a valid permutation replicate dataset is that the dataset preserve the correlation found in the original data. Thus, variables that vary within clusters (sometimes called "plots" in the Ecology literature) can be permuted within each cluster; here, we only consider the case of clustered data in which residuals within each cluster can be considered as exchangeable. For example, if each cluster consists of a "before treatment" observation and an "after treatment" observation from the same individual, the effect of treatment can be tested by randomly permuting the "before" and "after" assignment within each cluster (individual).
Note that in this situation, the cluster sizes need not be balanced (i.e., have equal size). If all variables in an analysis are constant for all cluster members (i.e., are assigned at or "above" the cluster level), only permutation replicates that assign the same value to each cluster member are allowed; here exchangeability is not required. For example, in a rodent study of the effect of diet on the gut microbiome, rodents housed in the same cage should be treated as a cluster, as rodents are coprophagic. Thus, when permuting diet, rodents in the same cage should always be assigned the same diet. Note that for datasets with variables assigned at or above the cluster level, the cluster sizes must all be equal or the data must be stratified by cluster size with all permutations taking place within strata. Our implementation of the LDM uses the same permutation options available in the R package vegan, through the R package permute.
Our software implementation of the LDM uses sequential stopping rules to increase com- (7) and using the invariance of the trace to cyclic permutations, the statistic F k,global can be rewritten as
which is the usual form of the PERMANOVA F statistic; note that ∆ here can be generalized to any (non-Euclidean) distance ∆. The same argument leading to (9) yields
Thus, for a replicate dataset having covariates X (π) k , the Friedman-Lane PERMANOVA test statistic can be obtained by replacing Y by Z in (11):
We refer to this test as PERMANOVA-FL. The same kinds of restricted permutations as in our implementation of the LDM are available in PERMANOVA-FL.
The permutation scheme implemented in adonis is similar to (13) except that the ∆ k s are all replaced by ∆. We further note that our proposed permutation replicates in (13) have the same advantages as the PERMANOVA replications implemented in adonis, in that they only require functions of the distance matrix ∆ (which, in our approach, are the projected distance matrices ∆ k ). As a result, our approach, like other implementations of PERMANOVA, can be computed even if the distance matrix is non-Euclidean. Further, the distance matrices ∆ k do not need to be recalculated for each replicate.
The arcsin-root transformation
The LDM can also be applied to transformed data. Because we consider frequency data, we show we achieve good results using the arcsin-root transformation, which is variance-stabilizing for Multinomial and Dirichlet-Multinomial (DM) counts. Thus we write Θ ij = sin
where Y ij are the raw counts and N i are the library sizes. We can additionally center Θ, replacing it by I − n −1 11 T Θ if we also plan to center ∆. We can now replace Y by Θ in
(1) or (3) and proceed as before. This approach is related to an approach of Berkson [1944] for fitting logistic models to bioassay data. We also had considered a logit-based model using
Haldane's [Haldane, 1956] unbiased logit by forming
found that the arcsin-root transform performed better in all cases we examined. We expect the LDM applied to (untransformed) frequency data will work best when the associated OTUs are abundant, while we expect the LDM applied to arcsin-root-transformed frequencies to work best when the associated OTUs are less abundant. Since we do not know the association mechanism a priori, we also consider an omnibus strategy that simultaneously applies LDM on both data scales. For the omnibus tests, we use the minimum of the p-value obtained from the frequency and arcsin-root-transformed data as the final test statistic and use the corresponding minima from the permuted data to simulate the null distribution [Westfall and Young, 1993] . As demonstrated by our simulation studies, the omnibus test achieves the best overall performance compared to the LDM applied to either data scale and is recommended for use in real data analysis.
Results

Simulation studies
We conducted several simulation studies to evaluate the performance of the LDM and compare it to competing methods. To evaluate the global test, we compared our results to those obtained using our own implementation of PERMANOVA and the PERMANOVA implemented in adonis2. We also calculated OTU-specific tests using the LDM, which we compared to results from DESeq2. We only performed limited comparisons to aMiSPU, edgeR, MetagenomeSeq, Wilcoxon rank-sum test (applied to OTU frequencies), ANCOM, and ALDEx2, because aMiSPU does not allow for clustered data, edgeR generally has highly inflated FDR [Hawinkel et al., 2017] , and the others do not allow for confounding covariates.
To generate our simulation data, we used the same motivating dataset as Zhao et al.
[2015], specifically data on the upper-respiratory-tract (URT) microbiome first described by Charlson et al. [2010] . To simulate read count data for the 856 OTUs reported in this study, we adopted a DM model using the empirical frequencies calculated from the study data; we set the overdispersion parameter to the estimate 0.02 obtained from these data, which is also the median value we observed in an admittedly brief survey of the literature [Chen and Li, 2013 , La Rosa et al., 2012 , Morgan et al., 2015 . While the original microbiome dataset was generated from 454 pyrosequencing with mean library size ∼1500, we increased the mean library size to 10000 to reflect Illumina MiSeq sequencing which is currently in common usage. For each simulation, we generated data for 100 samples unless otherwise noted. We also conducted sensitivity analysis with a wide range of library sizes, overdispersion parameters, and sample sizes, and by replacing the DM model with a Poisson log-normal model (PLNM) or NegativeBinomial (NB) model to generate the read count data (the PLNM and NB model are described in Supplementary Texts S2 and S3, respectively).
We focused on two complementary scenarios. The first scenario (S1) assumed that a large number of moderately abundant and rare OTUs were differentially abundant between cases and controls, and the second scenario (S2) assumed the top 10 most abundant OTUs were differentially abundant. Both scenarios have a one-way, case-control design with a confounder and independent samples. Later we varied these scenarios to simulate a continuous trait, a two-way design, or clustered data.
In both scenarios S1 and S2, we let U denote case-control status and assumed an equal number of cases (U = 1) and controls (U = 0). We simulated a confounder, C = 0.5U + , where was drawn from a uniform distribution on [0, 1]. In S1, we uniformly and independently sampled two (overlapping) sets of 428 OTUs (half of all OTUs), the first set associated with U and the second set associated with C; the set for U was sampled after excluding the top three most abundant OTUs to focus on less abundant OTUs. In S2, we assumed the ten most abundant OTUs were associated with U and the next forty most abundant OTUs were associated with C. These OTU sets were held fixed across replicates of data. We denoted the OTU frequencies estimated from the real data by the vector π 1 and formed vectors π 2 and π 3 by first setting π 2 and π 3 equal to π 1 and then randomly permuting those frequencies in π 2 and π 3 that belong to the selected set of OTUs associated with U and C, respectively. Note that the frequencies for OTUs not selected to be associated with U (or C) remain the same in π 1 and π 2 (or π 3 ). We then defined a sample-specific frequency
In this model, β and β C are the effect sizes of U and C on the overall community compositions, respectively; here we set β C to 0.3 except for simulations with no confounding, for which we set β C to zero. At the OTU level, the strengths and directions of the effects of U (or C) are heterogeneous because the resulting frequencies at each OTU are characterized not just by β (or β C ), but also by the differences between π 1 and π 2 (or π 1 and π 3 ), which vary in magnitude and sign at different OTUs. We then generated the OTU count data for each sample using the DM model with π(U, C), overdispersion parameter of 0.02, and library size sampled from N (10000, 10000/3) and left-truncated at 500. By mixing π 1 , π 2 , and π 3 in a way that depends on the values of U and C, we induced associations between the selected OTUs and U and C. Note that π 1 serves as the "reference" OTU frequencies that characterizes samples for which U and C are both zero. In addition, the correlations among U , C, and OTU frequencies establish C as a confounder of the association between U and the OTUs. Finally, note that when β = 0, π(U, C) does not depend on U , so that the null hypothesis of no association between U and OTU frequencies holds. The simulations of clustered data, data with a two-way design, and data with a quantitative trait are described in Supplementary Text S4.
We evaluated type I error and power for testing the global hypothesis at nominal significance level 0.05, and we assessed empirical sensitivity (proportion of truly associated OTUs that are detected) and empirical FDR for testing individual OTUs at nominal FDR 10%.
Results for type I error were based on 10000 replicates; all other results are based on 1000.
In all simulations with confounders, we treated C and U as separate submodels, when fitting the LDM. For the two-way simulations, U 1 and U 2 were considered as separate submodels. Results for PERMANOVA-FL and adonis2 are based on the Bray-Curtis distance. n is the number of samples. When testing U 1 , we set β 2 = 0.5; when testing U 2 , we set β 1 = 0.5. All analyses of clustered data adjust for the confounder.
Results for testing global hypotheses with independent samples in the one-way case-control design For testing the global hypothesis H 0 : β = 0 of no association between microbiome composition and U , we applied the LDM on the frequency and arcsin-root scales and also calculated the omnibus test; these results are presented as VE-freq, VE-arcsin, and VE-omni, respectively, where VE denotes variance explained. We also applied our own implementation of PERMANOVA as well as the adonis2 implementation; we refer to them as PERMANOVA-FL and adonis2, respectively. [1999] . There was substantial inflation of type I error for S1 and modest inflation for S2 when the confounder was not accounted for, demonstrating that our methods are effective in accounting for confounders, with either modest or substantial confounding. The type I error rates were also close to 0.05 when the PLNM was adopted for count data simulation (Table S1 ).
Figure 1 (top panel) displays our results for power. We can see that VE-arcsin is more powerful than VE-freq under S1 and vice versa under S2; this is presumably because the variance stabilization of the arcsin-root transformation gives greater power to detect association with the rare OTUs that carry association in S1, while the untransformed data gives increased power to detect the common-OTU associations that characterize S2. In both cases, VE-omni achieved almost the same power as the most powerful test, without having to know whether common or rare OTUs were most important. PERMANOVA-FL has varying power depending on the choice of distance measure: the power is lowest with the weighted-UniFrac distance, since the association was induced without reference to any phylogenetic tree, and the power is highest with the Hellinger distance in S1 and Bray-Curtis in S2. In both S1 and S2, our best-performing method has comparable power as the best-performing PERMANOVA-FL.
aMiSPU has a comparable power to VE-omni under S1 but has the least power under S2. Our sensitivity analysis showed that the relative performance of these methods persist for a wide range of library sizes, overdispersion parameters, and sample sizes ( Figure S1 ), as well as with the PLNM ( Figure S2 ). For this set of studies, PERMANOVA-FL and adonis2 yielded very similar power.
Results for testing individual OTUs with independent samples in the one-way case-control design
Because PERMANOVA-FL and adonis2 does not provide OTU-specific results, we compared our results on testing individual OTUs to DESeq2. When applying DESeq2, we replaced the default normalization by GMPR normalization , which was specifically developed for zero-inflated microbiome data.
Figure 1 middle and bottom panels display results on empirical sensitivity and empirical FDR, respectively. The LDM-based methods controlled FDR at 10% in all cases; their empirical FDRs are conservative (and the sensitivity values are low) in S1 because this scenario permuted frequencies among 428 OTUs selected for U , majority of which are rare, and thus generated many weakly associated OTUs that are essentially null OTUs. The sensitivity of VE-omni tracks the method between VE-freq and VE-arcsin that performs better. Note that VE-arcsin has a higher sensitivity than VE-freq in both S1 and S2, but the order can be reversed in the scenario with a continuous trait ( Figure S6 ). In contrast, the empirical FDRs for DESeq2 are modestly inflated under S1 and highly inflated under S2. Even when the read count data were simulated from the NB model (for which DESeq2 was designed), the empirical FDRs of DESeq2 are still inflated ( Figure S3 ), likely due to the large number of zero counts. Fig. 2 Simulation results for studies with the two-way design and independent samples. BC: Bray-Curtis. When testing U 1 , we set β 2 = 0.5; when testing U 2 , we set β 1 = 0.5.
Because MetagenomeSeq, the Wilcoxon rank-sum test, ANCOM, and ALDEx2 do not allow for adjustment of confounding covariates, we have not included results from these methods in Figure 1 . To compare with these methods, we set β C = 0 for both scenarios S1 and S2
to remove confounders and displayed the results in Figure S4 . MetagenomeSeq always controlled FDR but was extremely conservative (FDR < 2% for nominal FDR of 10% and sample size 100) in detecting associated OTUs for the simulations we conducted. The Wilcoxon test controlled FDR and achieved good sensitivity when the DM model was used for generating the read count data; when the PLNM was used (with no confounders), the data appeared less overdispersed and Wilcoxon had consistently lower sensitivity than VE-omni ( Figure S2 ).
ANCOM cannot control FDR under S2. While ALDEx2 controlled FDR under S1 and S2, its sensitivity is consistently lower than the LDM-based methods. We have also included edgeR in this study, whose highly inflated FDR corroborated the finding in Hawinkel et al. [2017] .
Finally, DESeq2 failed to control FDR even in the absence of any confounders.
Results for the two-way design
We set β 1 = 0 and β 2 = 0.5 to ascertain the type I error of the test of U 1 , and β 2 = 0 and β 1 = 0.5 to ascertain the type I error of the test of U 2 , which results were summarized in Table 1 . Both the LDM and PERMANOVA-FL yielded correct type I error for testing each factor, whereas adonis2 had conservative type I error in scenario S1. The type I error using adonis2 was about a factor of 3 smaller for testing U 1 than for testing U 2 because the sampled OTUs for association with U 2 (or C) included the top two most abundant OTUs and, as a result, U 2 had a stronger global effect on the OTUs than U 1 . Consistent with the conservative type I error, adonis2 had lower power than PERMANOVA-FL (Figure 2 ). LDM (VE-omni) continued to maintain good power relative to PERMANOVA-FL for either factor (Figure 2 ).
Further, LDM controlled FDR for OTUs that were detected to be associated with either factor (Figure 2 ).
Results for clustered data
In Table 1 , we can see that permuting the case-control status over clusters rather than observations yields the correct type I error for all methods. We also calculated the type I error we would have obtained if we had incorrectly ignored the clustering structure when performing the permutations. Note that failure to account for the clustering structure result in a type I error of 100%. In Figure S5 , we see the LDM controlled FDR for these data, although the power and sensitivity is lower than was observed with the same number of samples which were unclustered (Figure 1 ). This is reasonable, as data with within-individual correlation is typically not as informative as data from an equivalent number of independent samples.
Results for continuous trait
From Table 1 , we again see that all methods (adjusting for the confounder) have the correct type I error for data with a continuous trait; there was inflation of type I error when the confounder was not accounted for. In Figure S6 , we see that the power of most methods is about the same. Although the sensitivity remains low as the effect size β increases, this appears to be related to the sample size, as we also show that the sensitivity increases rapidly as the sample size increases (at fixed β = 3). The LDM continues to control FDR as the sample size and sensitivity increase, while the empirical FDR for DESeq2 is never less than 40% for the range of sample sizes we considered.
Analysis of two microbiome datasets
To show the performance of the LDM in real microbiome data, we reanalyzed two datasets that were previously analyzed using MiRKAT and MMiRKAT [Zhan et al., 2017] (a variant of MiRKAT for testing association between multiple continuous covariates and microbiome composition). The first is from a study of the association between the upper-respiratory-tract (URT) microbiome and smoking, and the second is from a study of the association between the prepouch-ileum (PPI) microbiome and host gene expression in patients with inflammatory bowel disease (IBD). We compared the performance of our global test (VE-omni) with PERMANOVA-FL, MiRKAT, and MMiRKAT; we also compared our OTU-specific results with results from DESeq2.
URT microbiome and smoking association study
The data for our first example were generated as part of a study to examine the effect of cigarette smoking on the orpharyngeal and nospharyngeal microbiome [Charlson et al., 2010] .
The 16S sequence data are summarized in an OTU table consisting of data from 60 samples and 856 OTUs with mean library size 1500; metadata on smoking status (28 smokers and 32 nonsmokers) and two additional covariates (gender and antibiotic use within the last 3 months) was also available. An imbalance in the proportion of male subjects by smoking status (75% in smokers, 56% in non-smokers) indicates potential for confounding. Zhao et al.
[2015] analyzed these data using MiRKAT, finding a significant global association between microbiome composition and smoking status after adjusting for gender and antibiotic use. We used the Bray-Curtis distance for our analysis because it led to the smallest p-values compared to other distances in Zhao et al. (2015) . We combined gender and antibiotic use into a single submodel and treated smoking status as another submodel when fitting the LDM.
We first constructed the ordination plots in Figure 3 using the Bray-Curtis distance after removing the effects of gender and antibiotic use (i.e., using ∆ 1 as the distance matrix); these plots demonstrate a clear shift in smokers compared with nonsmokers even after removing the effect of potential confounders. The accompanying scree plots (Figure 3 Table 2 . VE-omni gave a smaller p-value than MiRKAT or PERMANOVA-FL based on the Bray-Curtis distance. In the top-right panel of Table 2 , we show the results of our OTU-specific tests. VE-omni detected 5 OTUs (which include the 4 OTUs detected by VE-freq and constitute 5 of the 14 OTUs detected by VE-arcsin) whereas DESeq2 detected none. The inefficiency of DESeq2 is consistent with our simulation studies when the mean library size was 1500 (results not shown).
PPI microbiome and host gene expression association study
The data for our second example were generated in a study of the association between the mucosal microbiome in the prepouch-ileum (PPI) and host gene expression among patients with IBD [Morgan et al., 2015] . The PPI microbiome data are summarized in an OTU We also followed Zhan et al. (2016) to conduct individual tests of each of the nine gPCs. We treated each gPCs as a separate submodel in a single LDM, with the first submodel accounting for the same confounders as in the joint test. Note that the gPCs are orthogonal. Scree plots for frequency and arcsin-root transformed data are shown in Figure S7 , and indicate that gPC4 and gPC5 are most likely to be associated with microbial composition although any association is likely to be marginal. In fact, Table 2 confirms that gPC4 and gPC5 showed significant associations (at the 0.05 significance level) with the overall microbiome composition by the global tests; no other gPCs were found to be associated. Both VE-omni and VE-arcsin detected (the same) 3 associated OTUs for gPC5, while VE-arcsin additionally found one OTU associated with gPC4. Both VE-omni and VE-arcsin also detected (the same) 1 OTU for gPC6, which was not significantly associated with the microbiome in a global test by any method. In contrast to the results obtained by the LDM, DESeq2 detected between 4 and tests. These findings may be related to the failure of DESeq2 to control FDR in the presence of confounders in our simulation studies.
Discussion
We have presented the LDM, a linear model for testing association hypotheses for microbiome data that can account for the complex designs found in microbiome studies. We have shown that the LDM has good power for global tests of association between variables of interest and the microbiome when compared to existing methods such as PERMANOVA and MiRKAT (the simulation results of MiRKAT were similar to those of PERMANOVA and thus not shown), but also provides OTU-specific tests. This is true even when confounding covariates are present, or when the study design results in correlated data. We have additionally shown that the OTUs identified by the LDM preserve FDR, while those identified by RNA-Seq-based approaches such as DESeq2 typically do not; further, since global and OTU-specific tests are unified, our analysis of the PPI microbiome data show that the LDM is less likely to identify "significant" OTUs for variables that are not globally significant. In the analyses we show here, there was only one instance where the LDM discovered OTUs that were significantly associated with a variable but the LDM global test for that variable was non-significant (gPC6 in the PPI data); in our simulations there were no such cases, although that may be because we only evaluated sensitivity for effect sizes that were large enough that the global test was always positive. While some analysts may choose to only calculate OTU-specific tests in the presence of a significant global test, this restriction is not required to control FDR at the OTU level. We have evaluated our approach using simulated data with realistic amounts of overdispersion, confounding covariates and clustered data, and have shown how it can be applied to two real datasets.
We have implemented our approach in the R package LDM, which is scalable to large sample sizes. Using a single thread of a MacBook Pro laptop (2.9 GHz Intel Core i7, 16 GB memory) and the default value L min = 20, it took 8, 19, 833 seconds to perform integrated global and OTU tests with a simulated dataset that consists of 20, 100, and 1000 samples.
In our applications to real data, we used L min = 100 to ensure stability of results which are based on Monte Carlo sampling. It took 23 seconds (and stopped after 29400 permutations)
to perform global and OTU tests with the URT data, and 5 hours (and stopped after 1273000 permutations) to perform global and OTU tests of nine gPCs separately with the PPI data.
Because the LDM has dual goals of testing both the global and OTU-specific hypotheses, and because it is based on permutation, it generally takes more run time than tests that only test the global hypotheses, such as PERMANOVA, or OTU-specific tests that are based on analytical p-values, such as DESeq2. However, because our R package LDM uses a sequential stopping rule, the computational time is still manageable. In particular, LDM is much faster than ANCOM and comparable to ALDEx2.
The LDM has features in common with RA (Redundancy Analysis), a multivariate technique to describe how much variability in one matrix (say, an OTU table Y ) can be described by variables in a second matrix (say, a design matrix X); see more details in Supplementary Text S5. The LDM differs from RA most importantly in its ability to simultaneously obtain results for several submodels. To fit more than one submodel using RA, it is necessary to fit RA to each submodel, using data for which the previous submodels have been projected off. This precludes use of type III (last variable added) tests, which are known to be the most powerful [Muller and Fetterman, 2012] . Our use of the Freedman-Lane approach also gives superior performance; in simulations, our PERMANOVA-FL had higher power than the adonis and adonis2 functions in the R package vegan, even though adonis2 is based on some form of permutation of residuals (according to adonis2 output).
Although the LDM is primarily based on the Euclidean distance in its focus on sums of squares, variability explained and F -like tests, we have shown how information on an arbitrary distance can be incorporated in exploratory analyses, and how a distance matrix can be used to choose analysis directions when submodels contain multiple components. Although the Euclidean distance has been criticized when used for ecological analysis, Chao and Chiu [2016] have recently suggested the problems associated with use of the Euclidean distance as a measure of beta diversity are related to normalization, rather than any intrinsic failure of the Euclidean distance. Finally, while distance-based Redundancy Analysis ] does incorporate distance information, like PERMANOVA, it removes information on the effects of individual OTUs, and so was not included in our discussion.
In our examples here, we have put all confounders into the first submodel X 1 . This conforms with practice in epidemiology in which confounders are not tested for inclusion into a model, but rather are included based on subject-area knowledge [VanderWeele and Shpitser, 2011] . With this in mind, our implementation of the LDM does not provide p-values for the set of variables that are designated as confounders, which makes the code run faster. However, for those who want to estimate and test the individual effects of confounders, each confounder can be treated as separate submodel, and the LDM will calculate a p-value for each confounder.
The results obtained in this way for the remaining variables are identical.
Among OTU-specific tests in absence of confounders, we found that metagenomeSeq controlled FDR in the simulations we conducted, while Hawinkel et al. [2017] claimed that metagenomeSeq failed to control FDR. We noticed that Hawinkel et al. [2017] adopted the zero-inflated Gaussian mixture distribution (i.e., the fitZig function), whereas we adopted the zero-inflated log-normal mixture model (i.e., the fitFeatureModel function) as recommended by the metagenomeSeq R package. We also found that the Wilcoxon rank-sum test is a robust and powerful choice for detecting differentially abundant OTUs when testing a single binary covariate. A recently-developed version of the rank-sum test [Satten et al., 2018] that uses inverse-probability-of-treatment weights could provide an interesting extension for categorical testing when adjustment for confounding covariates is required. However, OTU-specific tests based on the rank-sum test do not provide coherent results with any global test.
The question of whether rare OTUs should be removed before analyzing microbiome data is unresolved. In our simulations, we did not filter out any OTUs to show the validity of the LDM even in the most challenging situation where these rare OTUs are retained. We applied filters in the real data analysis to reduce the multiple-comparison penalty and increase the chance of finding OTU-level associations. Retaining only those OTUs found in at least five samples, or in at least 5% of samples, are both commonly used filters in the literature, and we used one for each data analysis. Filtering out the very rare OTUs will only minimally affect the performance of our global test because these OTUs explain a negligible proportion of the variability in either the frequency-scale or arcsin-root-transformed data.
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