ABSTRACT: This paper considers the influence of weather shocks at a disaggregated level of analysis, modelling the effects of weather shocks on British agriculture, construction and energy demand over the period . The impact of weather shocks will vary from sector to sector as the conditions favouring one activity may be adverse to another. The sectoral effects are aggregated to give us an estimate of the macroeconomic effects of weather on business cycle fluctuations.
INTRODUCTION
The recent climatology literature has documented the existence of cyclical behaviour in weather variables such as temperature and rainfall (Lamb 1982) . Do such 'cyclical' weather variations affect the cyclical path of production in the key weather-sensitive sectors, such as agriculture, construction and energy demand? What is the aggregate effect of weather shocks? The accepted view of economic historians (more implicit than explicit) is that weather has ceased to be a significant influence on the economic cycles of modern industrial economies. As a result, little systematic historical research has been undertaken in this area. The formulation and dismissal of particular theories about weather and business cycles have also held back research. For example, Jevons (1884, p. 235) argued for a sunspot theory of the trade cycle.
1 In general, economists dismiss Jevons' theory as unconvincing and mechanical, although such ideas continue to find favour in some of the literature (Zahorchak 1983) .
The starting point of this paper is to develop a more convincing historical analysis of the effect of weather on sectoral output fluctuations. We consider the influence of weather shocks at a disaggregated level of analysis, modelling the effects of weather on agriculture, construction and energy demand. The impact of weather shocks will vary from sector to sector as the conditions favouring one activity may be adverse to another. The extent of such dampening will also depend on changes in the sectoral structure of the economy over time. In this paper we aggregate the effect of weather by considering the largest weathersensitive sectors during this period: agriculture, construction and energy demand (which for this period results in variations in the demand for coal). In Britain, these 3 sectors accounted for approximately 25% of the gross domestic product (GDP) in the 1870s, falling to 17% of GDP in the early 20th century. The general approach proposed entails 2 main features: first, we model the impact of weather on sectoral production, using the available historical sector-specific information for weather and economic data. Secondly, we aggregate the impact effect of weather shocks on the macroeconomy by aggregating the sectoral effects using a national income accounting framework. 2 The choice of Britain as our case study is partly because of data availability. However, it has the added advantage that Britain's unique production structure at the end of the 19th century, with a very small agricultural sector, makes this case study relevant for our understanding of many other economies in the first half of the 20th century. It was not until the 1950s that many other European economies had a comparable sectoral production structure.
Historical analyses of the relationship between weather and the economy can help us understand the past and yield insights into how we might expect particular sectors to respond to future climatic shocks. The sectoral-climatic linkages can also help us understand the processes generating sectoral fluctuations, suggesting broader implications for modelling macroeconomic cycles. To the extent that weather shocks have an observable influence on sectoral fluctuations, real supply-side shocks should figure in sectoral business cycle behaviour. The development of modern theories of economic cycles, such as the real business cycle theory, has the potential of allowing for the importance of weather shocks as supply-side shocks to the economy. Much of the recent business cycle literature has emphasised the importance of sectoral technological shocks but has neglected the importance of weather shocks as a complementary explanation.
The paper is structured as follows: Sections 2 to 4 consider the effects of weather on agriculture, construction and coal production respectively. In considering these 3 sectors it should be emphasised that the main channel of weather influences on the agricultural and the construction sector is via supply-side shocks, whilst the effect on coal output is via variations in the demand for energy. Section 5 uses a national income accounting framework to aggregate the sum of these sectoral effects over time. This allows us to consider the macroeconomic effects of weather.
WEATHER EFFECTS ON AGRICULTURAL OUTPUT
Despite a relative decline, the British agricultural sector remained the dominant weather-sensitive sector of the late 19th century. The importance of weather effects on agriculture has long been recognised in the historical literature (Jones 1964 , Perry 1973 , Parry 1981 . The adverse seasons over the period are characterised by a series of very wet summers in the 1870s and a series of drought years in the 1890s (with more normal conditions being observed in the 1880s and 1900s). The cool, wet summers of the 1870s implied poor harvest quantity and quality and adverse effects on livestock production and mortality; an estimated 10% of Britain's sheep population perished with liverrot (Perry 1973) . Similarly the relatively extreme dry summers of the 1890s had detrimental effects both on crop production and grazing. However, although anecdotal evidence can be found in the historical literature, and in contemporary accounts, there has been little quantitative research. This is partly the result of the fact that the agricultural sector is obviously weathersensitive. However, quantifying the nature of this relationship is not a simple exercise. In particular, since high and low extremes of weather conditions are likely to have adverse effects, the weather-production relationship is expected to be non-linear. A semiparametric time-series approach will be used to model output as a linear function of economic inputs and a non-linear function of weather variables.
Semiparametric models offer an effective way of modelling non-linearity (Engle et al. 1986 ). Such models combine the partial linear specification in a subset of the explanatory variables x, with a nonparametric specification in the remaining variable(s) z:
where y is the dependent variable; x is the p ×1 vector of linear explanatory variables; β is the coefficient matrix; g(z) is the nonparametric function allowing for a non-linear relationship between y and z; and ε is a random disturbance term. Denoting y t as the log of the output, x t as the vector of variables, β as the corresponding parameter vector for x t , and z t as the vector of weather variables, we can rewrite Eq. (1) as (2) where y t e and y t w capture the effect of economic inputs and the effect of weather respectively.
The effect of weather on output is expected to be non-linear, but of unknown form. An important property of the nonparametric estimation of weather effects is that the methodology does not assume an a priori form for the dependence of the response on the explanatory variables (a fuller outline of the methodology can be found in Khatri et al. 1998 ). This differs from the Our aim is to estimate the magnitude of the effects of weather on agricultural output. Finding a relevant index for the weather conditions influencing the agricultural sector is not straightforward, partly because there does not exist a unique relationship between a single element of weather and agricultural production. The impact of weather on agricultural production depends on a number of factors, including rainfall, temperature, sunshine hours, soil type and wind speed (Oury 1959) . Since agricultural production is an aggregate index, the selection of appropriate weather variables will be affected. Selecting only 1 element of weather might thus be considered an over-simplification. An index of agricultural drought that relates these different weather inputs may provide a good summary measure of relevant information. The effect of weather on soil moisture levels during the growing period is a key mechanism through which weather conditions affect output. A combination of precipitation and evapotranspiration (evaporation from the soil surface and transpiration from plants) will determine soil moisture levels. Evapotranspiration itself will depend on climate, soil moisture, plant cover and land management (Thornthwaite 1948 , Oury 1959 .
A useful practical index of weather is the soil moisture level during the growing season. Rodda et al. (1976) concludes that soil moisture deficits (SMD) provide the best practical drought index. Extreme deviations from mean soil moisture levels in either direction are thus predicted to have adverse effects on output. The most fundamental problem with this approach is the requirement of complex measurements needed to calculate the soil moisture level. Such data requirements limit the availability of soil moisture measurements over long-run time periods to a handful of areas. Wigley & Atkinson (1977) In other work we have shown that estimation of the agro-weather production relationship for Britain gives similar results when using a variety of weather information, including soil moisture levels, annual temperature and rainfall, and growing period temperature and rainfall (Khatri et al. 1998) . For simplicity of presentation, in this study we focus on the results using annual temperature and rainfall series.
The reliability of the historical data allows us to consider the sample period 1867-1913. 3 Our initial aim was to fit a sectoral production function to model the effects of weather variables on output. 4 To avoid the problem of spurious regression, it is necessary to determine the order of integration of the data series to be analysed. Tables 1 & 2 report the results of augmented Dickey-Fuller (ADF) tests for trend-stationarity (a basic assumption in regression analysis) using Akaike information criterion (AIC) to determine appropriate lag lengths. For completeness, in the light of the debates on global warming, we also tested for the stationarity of the relevant weather variables (in this case annual temperature and rainfall). All the weather variables are found to be level stationary over this sample period.
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While agricultural output and weather variables are stationary in levels, the series for labour, capital and land inputs are not. The ADF tests suggest that capital stock and land might not be stationary even in first differences. However, within a fractional framework, Table 3 shows that the estimated fractional differencing orders of ∆logCapital and ∆logLand are not significantly different from zero using the approach of Sowell (1992). Labour, capital stock and land inputs are all integrated of order 1.
Such a structure to the time series data prevents us from working within a basic production function (1867−1913) framework. All the results so far suggest that to proceed to estimating a production function would generate spurious statistical results. However, the results suggest that the growth rates of all the economic series are stationary series, allowing us to estimate the effects of weather on the growth of agricultural output, controlling for the growth of factor inputs. Thus, weather is being evaluated as a shock that explains fluctuations in the growth rate of output. Although this procedure leads to a loss of information, there is a gain in terms of data reliability. For example, given the methods by which historical data have been constructed (which rely heavily on methods of extrapolation and interpolation), growth rates are measured more accurately than their levels (Solomou & Weale 1993) . We estimate the following model:
where the growth of agricultural output is a linear function of the growth rates of labour, capital and land inputs and a non-linear function of weather variables. Table 4 reports the results for the semiparametric model using annual temperature and rainfall as the weather variables. The model allows for autocorrelation in agricultural growth rates, reflecting cycles in the sector's growth rate. Both weather variables are statistically significant and have nonlinear effects on output (see the non-parametric F-test reported in Table 4 ). The shape of the estimated non-linear effect of annual temperature and rainfall on the output growth rate is plotted in Fig. 1a,b . Variations in the growth rate of economic inputs are all insignificant. 6 The model accounts for 69% of the variance (i.e. the null deviance for the model with a Gaussian distribution) in the growth of agricultural output, with the weather variables accounting for 45% of the variance in the growth of agricultural output. The total impact of the weather variables on agricultural output is plotted in Fig. 2 . Fig. 1a ). The degrees of freedom determine the shape of the response function (see Fig. 1a ). The optimal number of degrees of freedom is chosen using the AIC on the best fit of the model. This is also the case for s(Rainfall, 3), illustrated in Fig. 1b Table 4. Semiparametric model for agricultural growth . Pr(>|t|) and Pr (F ) represent the statistical significance levels of t-tests for the parametric part of the model and F-tests for the variables estimated in the nonparameteric part of the estimation. All the semiparametric estimations were made using S-Plus 6 For the post World War II period using a cost function approach to estimate the effects of weather on agricultural output and inputs, it has been suggested that weather is not significantly correlated with inputs (Khatri & Solomou 1995) . Hence, the results for weather effects on output are unlikely to be biased by a collinearity with economic inputs 7 Since weather variables are cyclical, we also experimented with models that use the cyclical components of weather data in the estimation. The cyclical components were derived using the wavelet decomposition method. The general structure of the results is comparable to the results reported in this paper. A full version of the wavelet results can be obtained from the authors agricultural production growth ranges from -17 to + 3%. Over time the effect of weather on output growth is not trended, although the effect is wider in some years of the 1870s than for the period 1880-1913. The econometric results reported here are consistent with data from the Rothamsted agricultural experimental station, which show that during the late Victorian period as much as 60 to 70% of the variation in crop yields can be explained by weather. Given that crop output is likely to be more weather sensitive than animal production, we would expect total agricultural production not to be as sensitive as for crop production. Thus, for aggregate agricultural production we find that weather effects can account for approximately 50% of the variance in aggregate agricultural output.
WEATHER EFFECTS ON CONSTRUCTION
During the pre-1913 period, although the construction sector accounted for less than 5% of the GDP, the sector played a key role in the cyclical adjustments of the British economy (Thomas 1973 , Feinstein et al. 1982 , Solomou 1987 . Our aim is to evaluate the extent to which weather shocks provide a measurable supplyside shock at a sectoral level and to document the magnitudes of the effect on construction sector output. Construction is recognised as being a weathersensitive sector; since building work is to a large extent undertaken on open sites, it is subject to the effects of weather variations (Jones 1964 , Russo 1966 , Maunder 1986 , Prior 1989 . For example, during the 19th century almost the whole annual production of bricks took place between April and September, when weather conditions were favourable (Jones 1964) .
A number of weather conditions will affect the sector: for example, extremes of rain and temperature and hard frosts. As noted in Appendix 1, we experimented with models that used high-frequency weather data to explain annual economic data; however, the best fitting models were those that related annual economic data to annual weather data. We also found total frost days over the year to have a statistically insignificant effect on construction growth. Hence, the models reported in this paper use annual rainfall and temperature weather data. Because both high and low extremes of weather conditions are likely to have adverse effects, the general specification of a weatherproduction relationship we estimate is non-linear. The data sources for construction sector output, labour input and weather are described in Appendix 1.
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Tables 5 & 6 present the ADF statistics of the economic variables and their first-order differences respectively. The results suggest that construction sector output and labour input are integrated of order 1. As noted above annual rainfall and temperature series for this period are stationary series.
Since construction output and labour input (expressed as logs) are integrated of the same order (order 1), we use the statistical method of co-integration to evaluate the existence of a long-run equilibrium relationship between these 2 variables. Construction output and labour input are bounded together by a long-run equilibrium relationship:
where t is a linear time trend. The residuals from this model are trend stationary. Within the error correction framework, 9 the lagged residuals (e t -1 ) from this regression can be used to estimate the error-correction model:
Since the weather variables are stationary, we can include a vector of weather variables, z t , and analyse the weather effect on the construction growth rate: 158 8 We use data for the sample period 1855-1913 when estimating the sectoral model 9 Although single-step estimation is optimal, we follow the 2-step procedure here as a pragmatic procedure, allowing us to focus on the semiparametric estimates of weather effects (6) This model explains the growth rate of construction output in terms of responses to changes in labour input and adjustment to equilibrium levels (as captured by the e t -1 variable) and weather fluctuations, which is the focus of this paper. Table 7 reports the results of estimating this semiparametric model. The estimation also allows for autocorrelation in the dependent variable, capturing cycles in construction sector growth. Although the estimation method is non-parametric and is capable of capturing non-linear effects, temperature and rainfall are found to have a linear effect on construction output.
10 A joint variable deletion test on both weather variables suggests that they are statistically significant at the 5% level, although individually the rainfall effect is only significant at the 7% level and temperature at the 10% level. The model explains 51% of the observed variations in the growth rate of construction sector output, with weather accounting for 6% of the total. Clearly, although the construction sector is weather-sensitive, most of this dependence is observed in high-frequency seasonal fluctuations (Solomou & Wu 1997) ; at the annual frequency weather only accounts for a small proportion of the sector's fluctuations, suggesting that much of the disrupted seasonal work was able to be completed within the year.
These weather effects are plotted in Fig. 3a,b . The temperature effect range is positively correlated with output and varies from 2.6 to -3.2% yr −1 around the mean. The effect of annual total rainfall is linear, and negatively correlated with the growth of output. The effect range varies from 2.2 to -3.4% yr −1 around the mean. Fig. 4 plots the actual growth variations of new building in Britain together with the estimated total weather effect on these growth fluctuations. Clearly, most of the observed annual fluctuations are not determined by weather effects, even though the sector is found to be weather-sensitive at the annual frequency.
WEATHER EFFECTS ON ENERGY DEMAND
Energy demand, which in the 19th century generally meant coal demand, 11 is recognised to be very weather-sensitive. A number of investigators (Dryar 1949 , Stephens 1951 , Davies 1960 , Harris 1964 , Nye 1965 , Engle et al. 1986 , Hsiao et al. 1989 , Elkhafif 1996 have documented significant weather effects on energy demand in the post-war period. Most studies consider the effect of a single weather variable. For example, Engle et al. (1986) considered variations in temperature. However, other weather conditions, such as precipitation, will also cause considerable variations in energy demand. Using an extended semiparametric model, we consider the effects of multivariate weather shocks on British coal demand. The hypothesis we consider is that coal usage would be sensitive to variations in the cold period of the year, which we approximate as the period from October to April inclusive.
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Since we wish to focus on national weather effects on coal demand, we explain variations in coal production minus exports of coal (as a measure of British consumption). Coal demand is assumed to depend on: industrial production, as a proxy of industrial demand; real wages, to capture the income effect on consumer demand for coal; and the price of energy (the data are described in Appendix 1). Stationarity tests suggest that, while real wages and energy prices follow a ran- 10 During the period 1855-1913 the correlation between annual rainfall and temperature is 0.06, suggesting that the variables are having an independent effect on construction output 11 Although gas production accounted for a growing proportion of market share at the end of the 19th century, gas was produced from coal burning 12 We also considered annual weather information. However, variations over the cold period are a better explanatory variable Tables 8 & 9 ). Given the low power of unit root tests, we also investigate the trend stationarity of coal consumption and industrial production further, employing the fractional framework (Sowell 1992) . This suggests that the series are not clearly trend-stationary. The estimated fractional differencing orders for coal consumption and industrial production are significantly different from zero (see Table 10 ). Working with the assumption that the series are all non-trend-stationary, we consider whether there exists a co-integrating relationship between these variables. The Johansen methodology suggests that there exists 1 cointegrating vector. Given the properties of the series, the error correction methodology is used to estimate the growth of coal consumption in terms of the following model:
The results are reported in Table 11 . All the economic variables are significant and have the expected sign. The weather variables are found to be linear, although the estimation method is capable of modelling non-linear effects.
13 Temperature has a negative relationship with coal demand with an effect range mostly within ± 0.02 (see Fig. 5a ). The rainfall effect is found to be positive with an effect range mostly within ± 0.02 (see Fig. 5b ). The model explains 65% of the domestic coal consumption, with the weather variables accounting for 15% of the variance. Fig. 6 plots the actual growth rate of the domestic demand for coal and the estimated total weather effect. Clearly, a significant proportion of the total variation of the growth in coal demand is the result of business cycle effects and is not the result of weather fluctuations. Nevertheless, weather adds significant explanatory power.
AGGREGATE WEATHER EFFECTS
Weather shocks were important to the observed fluctuations of each of these 3 sectors. The effect range of weather shocks on the growth rates of construction and domestic demand for coal was around ± 0.03 during the period 1870-1913. A slightly higher range is observed for the agricultural sector during 1880-1913, although the effect of weather was significantly wider during the 1870s. Whether these sector-specific effects had a significant effect on the macro-economy will depend on 2 features: first, the pattern of covariance of effects across different sectors and, second, the relative weight of the different sectors in the macro-economy and changes in these shares over time. 161 ∆logCoal t = β 0 + β 1 ∆logIndustrial production t + β 2 lag∆logCoal t + β 3 ∆logPrice t + β 4 e t -1 + g(z t ) + h t To address the first point, we consider the pattern of correlation of weather effects on different sectors. The only statistically significant correlation is a positive correlation between agriculture and construction sector effects (r = 0.51).
14 There is no evidence that weather shocks were having a neutral effect on the macro-economy because adverse shocks to one sector were consistently being compensated by favourable effects to other sectors. The absence of significant negative correlations suggests that weather shocks resulted in aggregate effects over this period.
In order to evaluate the sum of all these sectoral effects we aggregate the observed sectoral shocks using The estimation sample neglects 1 data point for rainfall. During the cold period of 1893-4 the level of rain was > 800 mm. Including this extreme observation suggests that the best fitting model is non-linear. However, the estimated relationship suggests that heavy rain reduces coal demand. Given that non-linearity depends on 1 observation, the linear specification offers a more robust description of the data 14 The correlation coefficients for construction/coal and agriculture/coal are -0.14 and 0.001 respectively a b GDP shares as weights. Fig. 7 plots the shares of the 3 sectors in GDP. The agricultural sector was dominant in determining the weather effect on the macro-economy. This arose because of 3 factors: first, the relative size of the agricultural sector during this period was much larger than any other major weather-sensitive sector; second, a pattern of positive co-movement between the weather effects affecting agriculture and construction reinforced them; finally, the effect range of weather shocks to agriculture was wider than the other sectors. Fig. 8 illustrates this result with a plot of the aggregateweighted weather effect and the weighted sectoral effect from agriculture. It is clear that throughout this period the total weather effect on the macro-economy is dominated by the effect of agriculture.
CONCLUSIONS
Each of the 3 sectors considered here are found to be weather-sensitive during the pre-1914 period. Weather effects on agricultural production are non-linear (with conditions of drought and excessive moisture having adverse effects) and asymmetric (with conditions of excessive moisture having larger impacts than conditions of drought). The econometric results reported here are consistent with data from the Rothamsted agricultural experimental station, which show that during this period as much as 60 to 70% of the variance in crop yields can be accounted for by weather variations. Given that crop output is likely to be more weather-sensitive than animal production, we would expect total agricultural production not to be as sensitive as for crop production. Thus, for aggregate agricultural production we find that weather effects can account for ca. 50% of the variance in the growth of aggregate agricultural output. The annual weather sensitivity of the other 2 sectors is less than agriculture. Only 6% of the annual growth rate variations of construction sector output are explained by weather shocks. In the case of coal demand, weather shocks explain 15% of the variations in the growth of domestic coal demand. Given the magnitude of these different sectoral weather sensitivities and the relatively larger size of the agricultural sector, the agro-weather relationship dominates the macroeconomic impacts of weather.
Aggregating sectoral weather effects using GDP shares as weights suggests that the impact of weather shocks was significant in magnitude throughout this period. The effective range of the sum of the sectoral shocks to GDP is + 0.7 to -1.5% of the GDP. There is also some evidence that the variance of the total weighted effect declined over time; over the periods 1872-1890 and 1890-1913 the standard deviation of the total weighted effect was halved from 0.06 to 0.03. This mainly reflects the declining share of agriculture over time. Clearly, even at the peak of industrialisation at the end of the 19th century, weather remained an important influence on modern economies. The implications for business cycle research should also be made explicit. Weather shocks provide an important exogenous supply-side shock to the economy. Given the sectoral structure of the economy, for some of the period the agricultural sector had a large exogenous impact on macro-economic fluctuations. The magnitude of this impact was highest in the pre-1890 period. As late as 1868 the domestic agricultural sector provided 80% of domestic food supply, employed 22% of the labour force and generated 17% of GDP. At the national level, given the relative decline of the sector over time, the effect of weather shocks on the macro-economy diminished over time.
The evidence considered suggests that there does not exist a simple coupling of weather cycles and economic cycles, as envisaged in the Jevons' sunspot theory of trade cycles. However, weather has a significant effect across a number of important sectors. Moreover, given the specific historical period significant macroeconomic effects are generated. 
Agricultural sector
British agricultural production data are from Lewis (1978, p. 260-263) ; the Lewis index is an annual extension of O'jala's (1952) index, which is given only for specific benchmark years. Labour input is expressed in man-years. An annual time-series is derived for the agricultural working population by assuming that the ratio of the agricultural labour force to the total working population changed on a linear path over the benchmark census years. Adjusting the agricultural working population for the unemployment rate using Feinstein (1972) provides an estimate of the agricultural labour input series.
Figures for capital stock are from Feinstein & Pollard (1988) . Annual average temperature data are from Parker et al. (1992) , which cover central England. Annual total rainfall data were reported by Wigley et al. (1984) , which relate to Britain.
Construction sector
The construction sector's output and input data for the pre-1913 period are only available at the annual frequency. The construction output series used in the estimations for this paper is Feinstein's revisions to Lewis (1978) . Up to now the figures used by researchers are those based on the work of Lewis (1978 , Table A1 ). However, it is clear that Lewis used a number of arbitrary assumptions in generating time-series data for construction output. For example, in the case of estimating commercial property built in any year, Lewis simply imposes the cycle of marriages on the data. Such data generation assumptions are not testable (and unlikely to hold), limiting the usefulness of the data. In revising the new building series Feinstein has avoided the use of such a priori assumptions. Given the absence of historical data on repairs, this series has to be constructed by assumption. The focus of this paper is to explain the variation in new building construction, because we do not have any genuine data on repairs for this period. Labour input is expressed in man years, based on census information (Lewis 1978, p. 265) ; an annual series is derived by assuming that the ratio of construction labour force to the total working population changed on a linear path over the benchmark census years. The figures are adjusted to allow for the level of unemployment as reported in Feinstein (1972, T123-4) to give the labour input series. The weather data relate to daily central England temperatures (Parker et al. 1992 ) and monthly central England rainfall (Wigley et al. 1984) . From these observations we are able to derive a number of weather measures at the seasonal and annual frequencies. The data also allow us to construct series for frost days (Watkins 1991) . Although we experimented with models that used high-frequency weather data to explain annual economic data, the best fitting models were those that related annual economic data to annual weather data. We also found frost days to be statistically insignificant. Hence, the models reported in this paper use annual rainfall and temperature weather data. Coal sector Domestic coal consumption is calculated from Mitchell (1992 , Tables D2 & D11) as total coal output minus coal exports. The industrial production index is from Mitchell (1992 , Table D1 ). Real wages are calculated as average money earnings (Feinstein 1990 ) deflated by the cost of living index (Feinstein 1991, 
