In this paper, we extend the reduced-basis methods and associated a posteriori error estimators developed earlier for elliptic partial differential equations to parabolic problems with affine parameter dependence. The essential new ingredient is the presence of time in the formulation and solution of the problem -we shall "simply" treat time as an additional, albeit special, parameter. First, we introduce the reduced-basis recipe -Galerkin projection onto a space WN spanned by solutions of the governing partial differential equation at N selected points in parameter-time space -and develop a new greedy adaptive procedure to "optimally" construct the parameter-time sample set. Second, we propose error estimation and adjoint procedures that provide rigorous and sharp bounds for the error in specific outputs of interest: the estimates serve a priori to construct our samples, and a posteriori to confirm fidelity. Third, based on the assumption of affine parameter dependence, we develop offlineonline computational procedures: in the offline stage, we generate the reduced-basis space; in the online stage, given a new parameter value, we calculate the reduced-basis output and associated error bound. The operation count for the online stage depends only on N (typically small) and the parametric complexity of the problem; the method is thus ideally suited for repeated, rapid, reliable evaluation of input-output relationships in the many-query or real-time contexts.
Introduction
The design, optimization, control, and characterization of engineering components or systems often requires repeated, reliable, and real-time prediction of performance metrics, or outputs -such as heat fluxes or flowrates. These outputs are typically functionals of field variables -such as temperatures or velocities -associated with a parametrized partial differential equation; the parameters, or inputs, serve to identify a particular configuration of the component. The relevant system behaviour is thus described by an implicit input-output relationship, evaluation of which demands solution of the underlying partial differential equation (PDE). Our goal is the development of numerical methods that permit the efficient and reliable evaluation of this PDE-induced inputoutput relationship in real-time or in the limit of many queries.
To achieve this goal we will pursue the reduced-basis method. The reduced-basis method was first introduced in the late 1970s for the nonlinear analysis of structures [1, 27, 28] and has subsequently been further investigated and developed more broadly [3, 7, 13, 31, 32, 37] . In the more recent past the reduced-basis approach and in particular associated a posteriori error estimation procedures have been successfully developed for (non)linear and (non)coercive elliptic PDEs with affine parameter dependence [23, 34, [41] [42] [43] ; in this paper, we consider the extension of these methods to certain classes of parabolic PDEs with affine parameter dependence -time is the essential new ingredient.
Many model-order reduction techniques for time-dependent systems are proposed in the literature: the most well-known are proper orthogonal decomposition (POD or Karhunen-Loève decomposition) [40] , balanced truncation [26] , and various related hybrid [19, 45] techniques; see also [20, 33] for an application of the reducedbasis method to initial value problems. However, none of these frameworks accommodate parametric variation (see [10] for an exception) or a posteriori error estimation. The contributions here are thus (i) the simultaneous dependence of the field variable (and output) on both time and parameters, and (ii) the introduction of rigorous a posteriori error estimators.
To motivate our approach we consider an important class of applications -optimal control -which requires repeated and often real-time evaluation of input-output relationships. If the dynamics are described by PDEs, the cost quickly becomes prohibitively large [11, 15, 21] , and hence reduced-order models (e.g., of the variety described above) are often employed: applications range from fluid flow [16] [17] [18] 36 ] to hyperthermia treatment [24, 25] to thermal processing of semiconductors [30] and canned foods [4] . To address this class of problems our approach must be able to rigorously treat (a) control inputs that are not known a priori -often a problem within the model reduction context, and (b) outputs, functionals of the time-dependent field variable, that are also (scalar) functions of time.
This paper is organized as follows: in Section 2 we introduce the necessary notation and state the problem. The reduced-basis approximation and computational considerations are discussed in Section 3. In Section 4 we introduce rigorous and sharp a posteriori error bounds for the primal variable, dual variable, and output of interest. We propose an adaptive procedure to select the "optimal sampling set" in Section 5, and finally we present numerical results in Section 6.
Problem statement

Abstract formulation
We first define the Hilbert spaces Y e ≡ H 1 0 (Ω) -or, more generally,
, and L 2 (Ω) is the space of square integrable functions over Ω [35] We shall consider EulerBackward for the time integration; we can also readily treat higher-order schemes such as Crank-Nicolson [14] . Clearly, our results must be stable as ∆t → 0, K → ∞.
We may now introduce the "exact" (superscript e) -more precisely, semi-discrete -problem: given a parameter µ ∈ D ⊂ I R P , we evaluate the (here, single) output of interest
where the field variable, y e (µ, t k ) ∈ Y e , ∀k ∈ K, satisfies the weak form of the µ-parametrized parabolic PDE [5] m(y
with initial condition (say) y e (µ, t 0 ) = y 0 (µ) = 0. 
with initial condition y(µ, t 0 ) = 0; we then evaluate the output
We shall assume -hence the appellation "truth" -that the discretization is sufficiently rich such that y(µ, t k ) and y e (µ, t k ) and hence s(µ, t k ) and s e (µ, t k ) are indistinguishable. The reduced-basis approximation shall be built upon our reference finite element approximation, and the reduced-basis error will thus be evaluated with respect to y(µ, t k ) ∈ Y . Clearly, our methods must remain computationally efficient and stable as N → ∞. We shall make the following assumptions. First, we assume that the bilinear forms a(·, ·; µ) and m(·, ·; µ) are continuous,
coercive,
and symmetric, a (v, w; 
(We (plausibly) suppose that γ 0 , ρ 0 , α 0 , and σ 0 may be chosen independent of N .) We also require that the linear forms b(·; µ) : Y → I R and (·) : Y → I R be bounded with respect to · Y and · X , respectively. Second, we shall assume that a, m, and b depend affinely on the parameter µ and can be expressed as
for some (preferably) small integers Q a,m,b . Here, the functions Θ q a,m,b (µ) : D → I R depend on µ, but the continuous forms a q , m q , and b q do not depend on µ. This affine parameter dependence is crucial for the computational efficiency of the proposed method; however, see [6, 41] for extensions to the non-affine and nonlinear case. For simplicity of exposition, we assume that the linear form does not depend on the parameter; however, (affine) parameter dependence is readily admitted. Third, and finally, we require that all linear and bilinear forms are independent of time -the system is thus linear time-invariant (LTI). This is true for many physical problems governed by parabolic PDEs, with the most notable exception of deforming domains. We point out that an important application which often satisfies all of our assumptions is the classical heat equation [35] ; we shall provide a detailed example in Section 6.
To ensure rapid convergence of the reduced-basis output approximation we introduce a dual (or adjoint) problem which shall evolve backward in time [8] . Invoking the LTI property we can express the adjoint for the output at time
Thus, to obtain
, ∀k ∈ K, and then appropriately shift the result -we do not need to solve K separate dual problems. (Note the issue of "rough" final conditionsoutput functionals -is implicitly addressed in our temporal discretization and truth approximation.)
The method presented here easily extends to nonzero initial conditions with affine parameter dependence, to multiple control inputs and outputs, and also to nonsymmetric problems such as the convection-diffusion equation. We also note that, given a specific input u(t k ), ∀k ∈ K, our results directly carry over to the linear time-varying (LTV) case; we can no longer, however, invoke the shift property of the dual problem -which renders the calculation of our output bound more cumbersome.
Impulse response
The reduced-basis subspace shall be developed as the span of solutions y(µ, t k ) of our "truth" approximation (3) at selected points in parameter-time space. In many cases, however, the input u(t k ) will not be known in advance and thus we cannot solve for y(µ, t k ) -one such example is the optimal control problem described in the Introduction. In such situations, fortunately, we may appeal to the LTI hypothesis to justify an impulse approach, as we now describe.
We first note that the solution of any LTI system can be written as the convolution of the impulse response with the control input (Duhamel's Principle): for any control input u(t k ), ∀k ∈ K, we can obtain y(µ, t
where the impulse response, g(µ, t k ), is the solution of (3) for a unit impulse control input u(t k ) = δ 1k , ∀k ∈ K. Equation (14) simply states that y(µ, t k ) is a linear combination of the impulse response g(µ, t j ), 1 ≤ j ≤ k; it is thus sufficient that the reduced-basis subspace approximates well the (parameter-dependent) impulse response. It still remains to select which basis functions to retain, i.e., to determine the "best" sampling points in parameter-time space for the basis; we will address this issue in Section 5.
Reduced-basis method
Approximation
We first introduce the nested sample sets S and in fact N pr = N du . We then define the associated nested Lagrangian [32] reduced-basis spaces
and
where y(μ pr n ) is the solution of (3) at time t = t k pr n for µ = µ pr n and Ψ(μ du n ) is the solution of (12) at time t = t
with initial condition y N (µ, t 0 ) = 0. Similarly, we obtain the reduced-basis approximation
Finally, we evaluate the output estimate,
where
is the primal residual. Note that here N ≡ (N pr , N du ). The critical observation is that the field variable y(µ, t k ), ∀k ∈ K, is not, in fact, some arbitrary member of the very high dimensional finite element space Y ; rather, it resides, or "evolves," on a much lower dimensional manifold -in effect, a P + 1 dimensional manifold -induced by the parametric and temporal dependence. Thus, by restricting our attention to this manifold, we can adequately approximate the field variable by a space of dimension N pr , N du N . 1 This observation is fundamental to our approach, and is the basis of our approximation; we confirm the rapid convergence in Section 6.
Computational procedure
In this section we develop offline-online computational procedures in order to fully exploit the dimension reduction of the problem [3, 17, 22, 34] . We first express y N (µ, t k ) and Ψ N (µ, t k ) as
1 In general, the field variable will be smooth in µ. This may be deduced from the equations for the sensitivity derivatives;
the stability and continuity properties of the partial differential operator are crucial. Note, however, that the proposed method does not require great regularity of the field variable in x; hence non-smooth domains (sharp corners) pose no impediment to rapid convergence.
respectively. We then choose as test functions v = ζ pr n , 1 ≤ n ≤ N pr , for the primal problem (17) and v = ζ du n , 1 ≤ n ≤ N du , for the dual problem (18) . (We prefer Galerkin over Petrov-Galerkin for purposes of stability.)
It then follows from (17) 
Npr is the control vector with entries B
which can be written as
where the parameter independent quantities M
respectively. A similar computational procedure for the dual problem (18)- (19) and the residual correction term in (20) can also be developed. The details of this derivation and the definitions of the necessary quantities are summarized in Appendix A.1.
The offline-online decomposition is now clear. In the offline stage -performed only once -we first solve for the ζ 
Thus, as required in the many-query or real-time contexts, the online complexity is independent of N , the dimension of the underlying "truth" finite element approximation space. Since N pr , N du N we expect significant computational savings in the online stage relative to classical discretization and solution approaches.
Finally, we note that classical model-order reduction techniques, such as modal decomposition [12] and POD [2] , require the evaluation of a new set of eigenmodes or basis functions -and thus a return to the (very fine) "truth" approximation -for each new parameter value encountered. In contrast, reduced-basis methods do not need to return to the "truth" approximation in the online stage, and are therefore far more efficient in evaluating input-output relationships for many different parameter values.
A POSTERIORI error estimation
From Section 3 we know that we can efficiently obtain the output estimate, s N (µ, t k ), for the output of interest, s(µ, t k ): the online complexity depends only on N pr and N du , the dimensions of the reduced-basis spaces for the primal and dual variable, respectively. However, we do not yet know if
s tol is a maximum acceptable error? Or conversely, is our approximation "too good," i.e., is |s(µ, We thus need to develop rigorous a posteriori error estimators which will help us to (i) assess the error introduced by our reduced-basis approximation (relative to the "truth" finite element approximation); and (ii) devise an "optimal" and efficient procedure for selecting the sample sets S . Surprisingly, a posteriori error estimation for reduced-basis approximations has received very little attention in the past. A family of rigorous error estimators for reduced-basis approximations of a wide class of elliptic PDEs is introduced in [22, 34, [41] [42] [43] ; we will now extend these ideas to time-dependent (parabolic) partial differential equations. Our approach here is a simplification and generalization of earlier efforts in this direction [39] . 2 We remark that the development of the error bounds presented below is not limited to the reduced-basis approximation described in this paper: with suitable hypotheses, we may consider "any" stable ODE or PDE system and associated reduced-order model.
Error bounds
Preliminaries
To begin, we assume that we are given positive lower bounds for the coercivity constants, α(µ) and σ(µ):
andσ(µ) :
various recipes for this construction can be found in [34, 44] . We next introduce the dual norm of the primal residual
and the dual norm of the dual residual
is the dual residual. We also specify the inner products
for some constant reference value(s) µ ref (s) , and recall that
X . We now present and prove the bounding properties for the errors in the primal variable, the dual variable, and the output estimate. Throughout this section we assume that the "truth" solutions y(µ, t k ) and Ψ(µ, t k ) satisfy (3) and (12), respectively, and the corresponding reduced-basis approximations y N (µ, t k ) and Ψ N (µ, t k ) satisfy (17) and (18), respectively. We emphasize that our error bounds are very classical, based entirely on standard stability results invoked in a priori analyses [35] ; the critical new ingredient -tailored to the reducedbasis context -is the offline-online computational procedure of Section 4.2.
Primal variable
We obtain the following result for the error in the primal variable.
be the error in the primal variable and define the "spatiotemporal" energy norm
The error in the primal variable is then bounded by
where the error bound ∆ pr
and ε pr Npr (µ, t k ) is the dual norm of the primal residual defined in (32) .
Proof. We immediately derive from (3) and (21) that e pr (µ,
where 
We now recall the identity (for
which we apply twice: first, choosing c = m
and second, choosing c = ε
Combining (41), (43), and (44), and invoking (7) and (30), we obtain
We now perform the sum from k = 1 to k and recall that e pr (µ, t 0 ) = 0, leading to
which is the result stated in Proposition 4.1.
Dual variable
Before proceeding with the error bounds for the dual variable we have to pay special attention to the final condition of the dual problem. The primal error at time zero, e pr (µ, t 0 ), vanishes (for our zero initial conditions) and therefore does not contribute to the error bound. For the dual problem, however, the error at the final time
. Instead, we obtain from (13) that e du (µ, t K+1 ) satisfies
is the residual associated to the final condition. It can be shown that e du (µ, t K+1 ) satisfies the following bound [34, 43] .
is the dual norm of the residual associated to the final condition.
It directly follows from Lemma 4.2 and (47) that
Note that for the special case in which the bilinear form m is parameter-independent, we can guarantee
and thus e du (µ, t K+1 ) is identically zero. We are now ready to prove the bounding property for the dual problem.
the error in the dual variable and define
The error in the dual variable is then bounded by
where the error bound
and ε
is the dual norm of the dual residual defined in (33) .
Proof. We immediately derive from (12) and (34) 
, invoking the CauchySchwarz inequality, and applying (33) we obtain
We now apply (42) 
We now perform the sum from k = k to K and invoke (51) to obtain
which is the result stated in Proposition 4.3.
Output bounds
Finally, the error bound for the output estimate is given in the following proposition.
Proposition 4.4. Let the output of interest, s(µ, t k ), and the reduced-basis output estimate, s N (µ, t k ), be given by
respectively. The error in the output of interest is then bounded by
where the output bound
and ∆ Proof. To begin, we recall the definition of the dual problem for the output at time
This equation can be rewritten in the form
where we used the fact that e pr (µ, t 0 ) = 0. We now note from the final condition of the dual problem that
We next choose v = ψ L (µ, t k ) in the error equation for the primal variable, (40) , and sum from k = 1 to L, to find
From (66) and (67) we thus obtain
From the definition of s(µ, t k ) and s N (µ, t k ), and (69) we now obtain
Invoking (32) and the Cauchy-Schwarz inequality we arrive at
Let us first bound the second term on the right hand side. From (7) and the fact thatα(µ) ≤ α(µ), ∀µ ∈ D, we obtain
Performing the sum from k = 1 to k leads to
where the second inequality follows from the coercivity of m(·, ·; µ) and the last equality from the definition (52) of the ||| · ||| du -norm. Finally, inserting (80) into (74) and invoking (53) and (39), we obtain
which is the result stated in Proposition 4.4.
Computational procedure
We now turn to the development of offline-online computational procedures for the calculation of ∆ pr 
. Thus, all online calculations needed are independent of N .
Adaptive sampling procedure
Our error estimation procedures not only allow us to determine the accuracy of the output estimate but also to pursue a more rational construction of the sampling set S 
that can be very efficiently calculated in the limit of many queries. We may thus perform an exhaustive search over the parameter-time space to find the best sample sets S pr Npr (and S du N du ): in essence, a snapshot procedure in which only the snapshots retained must actually be evaluated.
The sampling procedure for the primal and dual problem is very similar; we thus focus only on the primal problem. Also recall that the control input sequence u(t k ) is assumed to be known -either a prescribed function or the impulse (see Sect. 2.2).
Greedy algorithm
To begin, we assume that we are given a sample set S , and update the reduced-basis approximation and error estimation procedure accordingly. We repeat this process until the maximum error bound at the final time t K over Ξ F is less than a desired (most stringent anticipated) error tolerance tol,min : this determines N pr,max .
We note that our sample selection process is not truly optimal: given the prescribed error tolerance tol,min , there are undoubtedly parameter samples with fewer than N pr,max points that suffice. Unfortunately, the latter can only be identified by prohibitively (combinatorially) expensive calculation, and thus we must resort to heuristic approaches. Our particular heuristic, described above, is of the "greedy" [9] variety: we focus on just the next sample point and just the currently largest error with no regard to more global objectives. In actual practice, as we shall see in Section 6, this carpe diem philosophy indeed leads to good samples; but we are not able to characterize the degree of sub-optimality relative to truly optimal samples.
We elaborate on three refinements. First, we invoke a normalized error bound for the sampling procedure to avoid dependence on the magnitude of the forcing term (the control input): in particular, we normalize with respect to |||y N (µ, t K )||| pr , which can be calculated online in only O(KN This choice has a simple justification: the adaptive sampling procedure is likely to select samples corresponding to transient behaviour which, in most cases -and certainly for the impulse input -occurs during the first few timesteps (also see the numerical results in Fig. 4) . 3 Note that ∆ pr Npr (µ, t k ) is a nondecreasing sequence in k and the maximum therefore always occurs at k = K.
Extensions
The extension of the adaptive procedure to the case of multiple control inputs is straightforward. If the control inputs are given, the sampling algorithm can directly be applied; however, if the control inputs are unknown, e.g., in the optimal control context, we can simply adjust the impulse approach. We begin with an impulse in the first control input -all other control inputs are set to zero -and generate the basis using the standard algorithm. When the adaptive procedure terminates, we set the first control input to zero and the second control input to the impulse and restart the adaptive sampling -initialized to the already existing sample set S pr Npr and associated reduced-basis space W pr Npr . In effect, the multiple control input scenario simply adds an "outer loop" to the standard algorithm.
We may also consider nonzero initial conditions. In the case of a parameter-independent nonzero initial condition, we simply set ζ pr 1 = y 0 and apply the standard algorithm. For (affinely) parameter-dependent initial conditions y 0 (µ) we may write
where the y
In this case we initialize W pr Npr to span 1≤q≤Qy {y q 0 }, and then apply the standard sampling algorithm of Section 5.1 (with initial condition y 0 (µ)). In both these cases we retain the condition e pr (µ, t 0 ) = 0. Note that the case of multiple control inputs with nonzero initial conditions is a straightforward combination of the previous two cases. We first generate a reduced-basis for the nonzero initial condition (with zero control input); given this basis, we then further adapt to the control inputs using the impulse approach (for zero initial condition).
Numerical results
We now turn to a particular numerical example related to transient heat conduction. We consider the design of a heat shield, one segment of which is shown in Figure 1 In Figures 2 and 3 we show the temperature variation over the heat shield at different points in time and for different parameter combinations. We first note that for larger values of µ (1) the temperature is, overall, much higher than for smaller values of µ (1) . Also, for larger values of µ (2) more heat is removed through the first cooling channel; for smaller values of µ (2) , however, the heat penetrates deeper into the structure and the temperature tends to be higher and more uniform over the heat shield.
Before discussing the convergence properties we present numerical results for our adaptive sampling procedure. For purposes of illustration, we construct a reduced-basis space for the (one-)parameter set
, we assume µ (1) = 0.01 is fixed. We initialize the procedure with S pr 1 = (µ (2),min = 0.001, t 1 ) and set the desired error tolerance (for the primal energy norm) to tol,min = 1 E -3. We plot and tabulate the resulting sample set S pr Npr in µ (2) -t k space in Figure 4 -we need N pr = 15 basis functions to obtain the desired accuracy. We note that for this problem the adaptive sampling procedure selects all the samples on the µ (2) = 0.001 axis before selecting any other samples. Also, samples taken from only near the extreme parameter values (minimum and maximum) in D 1 are sufficient to guarantee the desired tolerance everywhere in D 1 ; in general, this is not the case.
We now present convergence results for the full two-parameter numerical example. The primal and dual samples inD = D × I are constructed according to the adaptive sampling procedure in Section 5; we obtain N pr,max = 22 and N du,max = 21 for tol,min = 1 E -3. (We do not consider here optimization of the primal and dual effort given desired output accuracies.) We first define the effectivity associated to the primal and dual error bounds as
respectively. Similarly, the effectivity for the output bound is defined as
The effectivity serves as a measure of rigour and sharpness of the error bounds: we have η
is a true upper bound to the error in the ||| · ||| pr -norm; and ideally we would like η pr (µ, t k ) ≈ 1, ∀µ ∈ D, so as to obtain a sharp bound for the error. (Similar arguments apply to the dual and to the output.)
In Table 1 
of ∆
400 is a random input sample of size 400; µ y ≡ arg max µ∈ΞTest |||y Nmax (µ, t K )|||, µ s ≡ arg max µ∈ΞTest |s Nmax (µ, t K )| (note the output grows with time), and
We observe very rapid convergence of the reduced-basis approximation. Furthermore, as we may expect, ∆ s (µ, t k ) converges roughly as the square of ∆ pr Npr (µ, t k ); we see that for only N pr = N du = 8 the error in the output is less than one percent. Also, the effectivities are very good: O(1) for the primal error bound, and O(10) for the output bound; note the latter are worse than the former as our bound cannot take into account any correlation between the primal and dual error. (We do not at present have good a priori upper bounds for the effectivities; see [34] for treatment of the elliptic case.) In Table 2 we present, as a function of N pr (= N du ), the online computational times to calculate s N (µ, t k ) and
The values are normalized with respect to the computational time for the direct calculation of the truth approximation output s(µ, t k ) = (u(µ, t k )), ∀k ∈ K. We note that even for the largest value of N pr (= N du ) the calculation of s N (µ, t k ) and ∆ s (µ, t k ) is approximately 100 times faster than the direct calculation of s(µ, t k ). (The growth with N pr is less than expected due to memory-access issues.) We emphasize that the reduced-basis entry does not include the extensive offline computations -and is thus only meaningful in the real-time or many-query contexts. We can now define lower and upper output bounds
We know that s
are certifiably upper (respectively, lower) bounds for the true output s(µ, t k ) -see Proposition 4.4; that these bounds are accurate -see Table 1 ; and that these bounds may be evaluated very fast online -see Table 2 . The bounds may thus serve to ensure a feasible design 5 , a "good" design, and a fast design process or real-time decision [29] . 5 For example, to honor an optimal-control constraint of the form s(µ, t k ) ≤ Tmax we may conservatively impose s A. Appendix: Offline-online computational procedure
A.1. Reduced-basis approximation
We summarize here the reduced-basis approximations and necessary quantities for the dual problem and the output estimate (for the primal problem, see Section 3.2).
For the dual problem we define
The offline-online procedure is described in Section 3.2.
A.2. A Posteriori error estimation
In this section we discuss the calculation of the primal and dual error bound. For the primal error bound, we first note from standard duality arguments that
(97) is effectively a Poisson problem for each t k ∈ I. From (21) and the affine assumptions (9)-(11) it thus follows thatê
It is clear from linear superposition that we can expressê(µ, t k ) aŝ
where we calculate 
where the parameter-independent quantities Λ pr are defined as The computational procedure for the dual error bound follows arguments similar to the primal error bound presented in (95)-(99). Thus, we first solve for
and then evaluate the dual norm from 
where the parameter-independent quantities Λ du are defined as Finally, for the contribution due to the error of the dual problem at the final time we first solve for
we then evaluate the dual norm from
where the parameter-independent quantities Λ Ψ f are defined as
The offline-online decomposition is now clear. In the offline stage we first compute the quantities B pr , L 
it directly follows that the online operation count for ∆ s (µ, t k ), ∀k ∈ K, is O(K(N ). Thus, all requisite online calculations are independent of the dimension of the underlying "truth" finite element space, N .
