A random walk on a group is noise sensitive if resampling every step independantly with a small probability results in an almost independant output. We precisely define two notions: ℓ 1 -noise sensitivity and entropy noise sensitivity. Groups with one of these properties are necessarily Liouville. Homomorphisms to free abelian groups provide an obstruction to ℓ 1 -noise sensitivity. We also provide examples of ℓ 1 and entropy noise sensitive random walks.
Introduction
Physically, noise is a non-significant perturbation of an observation. In signal theory, noise is an unintentionnal perturbation of a message. Noise is an inherent phenomenon to physical observations and to communication. Its influence on a channel capacity was already taken into account by Shannon in his mathematical theory of communication [25] .
In probability theory, the noise of an event E(x 1 , . . . , x n ) (i.e. a Boolean function) depending on a large number of variables can be modeled as the effect of replacing a (small) proportion ρ ∈ (0, 1) of the variables by random entries. An event is noise sensitive if the realization of E gives no (or very little) information on its realization for corresponding noised entries. For instance in bond percolation at critical probability 1 2 , having a left-right crossing on an n × n square lattice is a noise sensitive event [9, 15] . On the contrary, (weighted) majority functions are noise stable [9] . The effect of noise in percolation and voting games has been widely studied over the last decades. We refer to [9, 16, 15, 21] and references therein for more on these topics.
In the present paper we investigate sensitivity to noise of random walks on groups. A random walk on a group G is a sequence of products X n = s 1 . . . s n of independant variables s i following identical distribution µ. Given such a product X n , we can noise it by resampling independantly each increment s i with a probability ρ ∈ (0, 1), this provides a new variable Y ρ n depending on X n . In the Cayley graph, the original word X n can be interpreted as a sequence of instructions for a moving particule and Y ρ n as the effective trajectory if instructions are misread with probability ρ. Broadly speaking, the random walk (G, µ) is noise sensitive if Y ρ n generally seems independant of X n . This vague statement can be specified in a number of ways and we refer to Section 2 for several precise definitions. A novel feature is to consider sensitivity to noise of a process rather than events. We retain two principal notions of noise sensitivity in this context. The random walk (G, µ) is ℓ 1 -noise sensitive if the law of the pair (X n , Y ρ n ) and the law of a pair (X n , X ′ n ) of two independant samples are close in the sense that their ℓ 1 -distance tends to zero. The random walk is entropy noise sensitive if the conditionnal entropy H(Y ρ n |X n ) is asymptotically equivalent to the entropy H(X n ), which means that the average amount of information needed to describe Y ρ n once we already know X n is (asymptotically) as big as the average amount of information needed to describe X n .
These notions of noise sensitivity are relevant for infinite groups. They are trivially satisfied for finite groups by eventual equidistribution -see Proposition 5.1. For simplicity, we restricted our investigations to finitely generated groups and finitely supported probability measures, though the notions make sense in a wider setting.
We first point out two obstructions to ℓ 1 -noise sensitivity.
Theorem 1.1. Let G be a countable group and µ a finitely supported probability measure on G.
1. If G admits a non-trivial homomorphism onto a free abelian group, then (G, µ) is not ℓ 1 -noise sensitive.
2. If (G, µ) is ℓ 1 -noise sensitive, then it is Liouville.
This is a concatenation of Corollary 5.3 and Theorem 4.1. The first part essentially follows from the central limit theorem. For the second part, recall that the space of bounded harmonic functions on (G, µ) is parametrized by the Poisson boundary [14] . The random walk (G, µ) is Liouville if this boundary is reduced to a point, i.e. if all bounded harmonic functions are constant. In the non-Liouville case, the first increment s 1 already carries information on the position of X n . For instance in a free group, the first letter of a minimal representative word of X n is correlated to the first increment. This prevents ℓ 1 -noise sensitivity. By [20] , Liouville property is also equivalent to the vanishing of the asymptotic entropy lim 1 n H(X n ) which measures the average amount of information in one increment of X n . This provides an obstruction to entropy noise sensitivity. This is a particular case of Theorem 4.3. By [13] , any non-virtually nilpotent finitely generated group admits a symmetric probability measure of finite entropy for which it is non-Liouville. It is a fortiori neither ℓ 1 -noise sensitive, nor entropy noise sensitive. We also provide examples of noise sensitive random walks on groups. Theorem 1.3. Regarding entropy noise sensitivity:
• virtually abelian groups are entropy noise sensitive with respect to any finitely supported measure,
• the lamplighter group Z/2Z ≀ Z is entropy noise sensitive with respect to the switch-walkswitch measure,
• the permutational extension of the first Grigorchuk group described in [5] is partially entropy noise sensitive for the switch and walk measure, i.e.
The first point is in Proposition 5.2, the second is Theorem 7.1 and the third point a particular case of Theorem 7.3.
• the simple random walk is not ℓ 1 -noise sensitive,
• the lazy simple random walk is ℓ 1 -noise sensitive.
This is Theorem 6.1. It follows that ℓ 1 -noise sensitivity is not a geometric property, since it depends on the measure. Moreover as our notions of noise sensitivity are stable under taking direct products (of groups and measures), we obtain noise sensitive random walks on groups commensurable to Z d for any rank d. We expect that morphisms to Z and non-Liouville property (significance of the first increment) are the only two obstructions for a group to be noise sensitive. This raises the:
is Liouville and has no virtual morphism onto Z, is it ℓ 1 -noise sensitive?
Another (unexpected) type of obstruction to ℓ 1 -noise sensitivity would probably be very interesting and significant. As a particular case, we conjecture that: Conjecture 1.6. The first Grigorchuk group is ℓ 1 -noise sensitive.
As for entropy noise sensitivity, we believe it is widely spread and we conjecture:
A random walk (G, µ) is entropy noise sensitive if and only if it is Liouville.
In particular, we believe that ℓ 1 -noise sensitivity implies entropy noise sensitivity -see Section 3.
Physically, an ℓ 1 -noise sensitive process can somewhat not be observed, since the observation Y ρ n does not provide any significant information on the actual output X n . Speculatively, this could account for the rarity of Liouville groups in natural science. Indeed besides virtually nilpotent ones, all known Liouville groups are genuinely mathematical objects [1, 20, 17, 18, 3, 11, 22, 23] .
Organization of the paper. Precise definitions of noise sensitivity are given in Section 2 and some of their relationships are studied in Section 3. The effects of Liouville property on noise sensitivity are discussed in Section 4. Section 5 is devoted to finite and abelian groups, Section 6 to the infinite dihedral group. Wreath products are studied in Section 7. Some perspectives and open questions are presented in the final Section 8.
Notions of noise sensitivity
Let G be a countable group and µ a generating probability measure. The random walk (G, µ) is the sequence of random variables X n = s 1 . . . s n where (s k ) k≥1 are independant of law µ. The law of X n is the n-fold convolution µ n := µ * n . Given X n and a noise parameter ρ ∈ [0, 1], we consider another random variable where the increments s k are refreshed (i.e. resampled independantly according to µ) with probability ρ. More precisely, we define Y ρ n = r 1 . . . r n where r k = s k with probability 1 − ρ, s ′ k with probability ρ, where s ′ k is an independant random variable of law µ. We interpret Y ρ n as a version of X n perturbed by some noise. Of course the law of Y ρ n alone is the same as that of X n . We denote by π ρ n the joint law of (X n , Y ρ n ) on G × G. It is the distribution at time n of the random walk on G× G with measure π ρ := (1 − ρ)µ diag + ρµ 2 where µ diag is the diagonal measure on the product taking values µ diag (x, y) = µ(x) when x = y and µ diag (x, y) = 0 otherwise, and
n is the law of a µ 2 -random walk on G × G at time n and π 0 n = µ diag n is the original random walk embedded diagonally in G × G.
In this paper, we investigate the notion of noise sensitivity of a random walk, that is how much Y ρ n for ρ ∈ (0, 1) differs from X n . Informally, we say that Y ρ n is noise sensitive if the couple (X n , Y ρ n ) resembles a couple (X n , X ′ n ) of two independant samples of the random walk, i.e. if the two probability measures π ρ n and µ 2 n are close. We present several precise quantitative ways of measuring noise sensitivity.
Measure-theoretic notions of noise sensitivity
Let us start with the most natural notion.
We recall that the ℓ 1 -distance (or twice total variation) between two probability measures ξ 1 , ξ 2 on a countable space E is
The ℓ 1 -distance is also caracterized in terms of coupling:
where a coupling ν of ξ 1 and ξ 2 is a probability measure on E × E whose marginals are ξ 1 and ξ 2 .
Let us now define a weaker notion of noise sensitivity, related to entropy. Recall that the Shannon entropy of a random variable X of law ξ on a countable set E is
where I ξ (x) = − log(ξ(x)) is the information function. Informally, the entropy of X is the average number of digits needed to describe the value of X. Moreover the conditionnal entropy of another random variable Y with respect to X is
i.e. the expectation with respect to X of the entropy of the law of Y conditionned by the issue of X. Informally this is the average amount of information needed to describe Y when we already know X. Definition 2.2. Entropy noise sensitivity. The random walk (G, µ) is entropy noise sensitive if
The random walk is partially entropy noise sensitive if
Informally speaking, partial entropy noise sensitivity ensures that no matter how small the noise parameter, there is always a fixed proportion of information that cannot be recovered from the noised sample.
It is well known that for any two random variables on the same space H ((X, Y )) = H(Y |X) + H(X). In the present context, we get
Metric notions of noise sensitivity
As the notion of ℓ 1 -convergence of measures is strong, it can be interesting to relax it. We propose here other notions of noise sensitivity, related to metrics on the group. They can be omitted in first reading.
Given a metric d on a space E, we may define other notions of convergence of measures, for instance via the Wasserstein distances, defined for p ∈ [1, ∞) by:
In practice, we will rather use a related notion based on the following quantity: given s > 0 set
By Markov inequality, we have:
Definition 2.3. Noise sensitivity at scale s n . Given a left-invariant distance on G × G and a sequence (s n ), the random walk (G, µ) is noise sensitive at scale s n if
From a mass transport point of view, this means that for n large, all but an ε proportion of the "sand pile" mass distribution of µ 2 n can be obtained from π ρ n , moving sand by distance less than s n .
Unless mentionned otherwise, we assume the distance on G × G is a word distance, e.g.
We recall that all word distances on a finitely generated group are equivalent up to multiplicative constants.
We point out:
• Noise sensitivity at scale 1 is equivalent to ℓ 1 -noise sensitivity when the distance takes integer values, e.g. in discrete groups with word metric.
• If a Wasserstein distance satisfies
is noise sensitive at scale s n by (1).
• If s ′ n ≥ s n and (G, µ) is noise sensitive at scale s n , then it is noise sensitive at scale s
• The quantity U s resembles a distance in the sense that
The last point is proved along the same lines that W 1 is a distance. Namely let ν 12 and ν 23 be appropriate couplings to get U s1 (ξ 1 , ξ 2 ) and U s2 (ξ 2 , ξ 3 ). There exists γ a probability on E 3 whose projections satisfy p 12 γ = ν 12 and p 23 γ = ν 23 . The coupling ν 13 := p 13 γ gives (2).
Definition 2.4. Noise sensitivity at large scale The random walk (G, µ) is noise sensitive at large scale if there exists a sequence such that s n = o(Ed G (X n , X ′ n )) and (G, µ) is noise sensitive at scale s n .
The spread Ed G (X n , X ′ n ) of the random walk can be considered as the natural scale to describe the distribution µ n . Noise sensitivity at large scale essentially means that most refreshed samples Y ρ n look independant of X n at the spread scale. For instance, the central limit theorem for virtually abelian groups provides a gaussian description of the distribution of µ n at the spread scale √ n. For such a group, noise sensitivity at large scale implies that the limit gaussian distribution of (X n , Y ρ n ) is the same as that of (X n , X ′ n ). Definition 2.5. Noise sensitivity in average distance. Given a left-invariant distance d G on G (e.g. a word distance when G is finitely generated), the random walk (G, µ) is noise sensitive in average distance if
The random walk (G, µ) is partially noise sensitive in average distance if
Relationships between notions of noise sensitivity
The ℓ 1 noise sensitivity seems to be the strongest among the notions defined above. It implies noise sensitivity at any (in particular at large) scale. We believe that ℓ 1 -noise sensitivity implies entropy noise sensitivity, which would be a consequence of Conjecture 1.7. We prove it under an additional assumption of homogeneity. Definition 3.1. A sequence (ξ n ) of probability measures on G has homogeneous entropy if
Informally, this means that the smallest atoms do not contribute much to the entropy. We do not know if there exist random walks with non-homogeneous entropy. 
2 . Using the homogeneity assumption:
where |ψ i n (ε)| is bounded above by the modulus of continuity of the function x log(x) on [0, 1]. We apply these equalities for ξ
which is equivalent to entropy noise sensitivity. We also believe that if (G, µ) is noise sensitive at large scale, then it is noise sensitive in average (word) distance. Again, we prove it under an additionnal assumption. Definition 3.3. We say the random walk (G, µ) has homogeneous spread if
Informally, this means that far away points do not contribute to the spread. We do not know examples of groups with non-homogeneous spread.
Proposition 3.4. If a random walk (G, µ) is noise sensitive at large scale and has homogeneous spread, then it is noise sensitive in average word distance.
Proof. There exists a sequence
Given ε > 0, for n large enough there exist
Noise sensitivity in average distance now follows from the homogeneity assumption.
Noise sensitivity and Liouville property
A function on a group G is µ-harmonic if f (y) = x∈G µ(x)f (yx) for all y. A random walk (G, µ) is Liouville if there are no non-constant bounded µ-harmonic functions. This is equivalent to the fact that the Poisson boundary is not reduced to a point [14] and also equivalent to the fact that the entropy H(X n ) of the random walk is sublinear [20] .
The converse is not true because of infinite abelian groups, see Proposition 5.2.
Proof. First observe that ℓ 1 -noise sensitivity implies
Indeed, taking the convex decomposition of the first factor
Assume by contradiction that (G, µ) is not Liouville, i.e. admits a non-trivial Poisson boundary (Π, ν). We claim that there exists a subset A ⊂ Π such that
Indeed, as ν is stationnary ν(A) = z∈G µ(z)ν(z −1 A) and the above large inequality holds by Jensen. As the square function is strictly convex, equality implies ν(z −1 A) = ν(A) for all z in the support of µ and a fortiori for all z. Therefore equality for all A would imply triviality of the Poisson boundary, whence the claim. Now by stationnarity of ν 2 with respect to µ 2 , we have for each n that
Convergence (3) implies that the difference between right hand sides tends to zero, raising a contradiction to (4) that ν(A)
For the free groups, this theorem can be improved.
Proposition 4.2. Finitely supported random walks on free groups are not noise sensitive at large scale.
Proof. We follow the same line of reasoning as in the previous proof. We are now given a sublinear sequence s n such that U sn (π ρ n , µ 2 n ) → 0. By diagonal coupling of the first factor, we deduce
By (2), we obtain:
Let us consider a subset A satisfying (4) in the Poisson boundary which is now the geometric boundary of the Cayley tree. It is well known that the speed (or drift) λ := lim 1 n Ed G (e, X n ) is positive. Given α ∈ (0, λ), we define [g] to be the point at distance αn on the geodesic ray from g to id when g is at distance at least αn from the identity. Otherwise [g] = e. The harmonic measure ν is the hitting measure on the geometric boundary. By the geodesic tracking property [19, 26] , we have
where we write gν(A) :
The same convergence holds for π ρ * µ 2 n−1 . Now let ν n denote appropriate couplings to get (5), we have:
The last inequality is due to the geometry of the tree that if both x, x ′ are at distance ≥ αn + s from identity and
. The convergence to 0 follows by (5) and choice of α.
The above proof can probably be generalized to groups with hyperbolic properties. However in full generality, it is not clear if sublinearly close points have close actions on the harmonic measure. Proof. Assume (G, µ) is not Liouville, which means that the associated Poisson boundary is not trivial. By [20] , there exists h ∞ > 0 such that
Let c > 0 be arbitrary. We have to show that for ρ > 0 small enough and n large enough
For n ≥ N , write the random word X n = σ 1 . . . σ k with all σ i of law µ * N (except the last one when n is not multiple of N ). Passing to Y ρ n , each factor σ i is modified with probability
We choose ε small enough that
2 . This gives a fixed N . We then choose ρ small enough that ρ N ≤ c 2 too. Remark 4.4. Noise sensitivity in average distance does not imply Liouville property. Indeed for the simple random walk on the free group F 2 , one easily computes
It follows that average distance noise sensitivity does not imply large scale noise sensitivity.
Finite and abelian groups
Since the set G is finite, it follows that H(π
. This implies entropy noise sensitivity.
Moreover let Z denote a uniformly random variable in G, it is immediate that |Ed G (X n , X
By ℓ 1 -noise sensitivity, both converge to zero, whence distance noise sensitivity.
This result is not surprising since we defined noise sensitivity only asymptotically. An interesting further question is whether it is possible that noise sensitivity manifests itself before cut-off, that is before the random walk seems equidistributed. However we will not pursue in this direction.
Infinite abelian groups
In abelian groups, computations are explicit.
Proposition 5.2. Let G be an infinite finitely generated abelian group and µ be any finitely supported probability measure. Then
• (G, µ) is entropy noise sensitive,
• (G, µ) is not, even partially, noise sensitive in average word distance,
Proof. The number ℓ of refreshed variables in Y ρ n follows a binomial law B(n, ρ). Under conditionning by this number, the pair (X n , Y ρ n ) has the law of a pair (X n−ℓ X ℓ , X n−ℓ X ′ ℓ ), so that Y ρ n = X nXℓ X ′ ℓ = X n Z ℓ , whereX ℓ is the ℓ th step of a random walk of lawμ(g) = µ(g −1 ) and Z ℓ is the ℓ th step of a random walk of symmetric lawμ * µ. Finite support implies that H(X n ) = log n + o(log n). On the other hand H(Y ρ n |X n ) ≥ H(Z ℓ |ℓ) ≍ H(Z ρn ) = log(ρn) + o(log n), whence entropy noise sensitivity.
It is well known that
This rules out partial noise sensitivity in average word distance, and thus ℓ 1 -noise sensitivity by Proposition 3.4. Also observe that the central limit theorem ensures that, given X n , the law of X ′ n (resp. Z ℓ ) tends to a gaussian distribution of covariance matrix of order
Corollary 5.3. Let (G, µ) be a group with a surjective homomorphism G ։ Z and µ finitely supported, then (G, µ) is not ℓ 1 -noise sensitive.
Proof. It follows from Proposition 5.2 because ℓ 1 -noise sensitivity is preserved under taking quotients G ։Ḡ (for the induced measure): if µ 1 , µ 2 are two measures on G, then μ 1 −μ 2 1 ≤ µ 1 − µ 2 1 .
Product groups
Proposition 5.4. Let G 1 , G 2 be two finitely generated groups with probabilities µ 1 and µ 2 respectively. If both (G 1 , µ 1 ) and (G 2 , µ 2 ) are noise sensitive in the sense of one definition of section 2, then (G 1 × G 2 , µ 1 × µ 2 ) is noise sensitive as well in this definition.
Proof. It follows straightforwardly from the definitions.
The choice of product probability measure is important here, because noise sensitivity notions may depend on the choice of probability. It is the case for ℓ 1 -noise sensitivity and noise sensitivity in average distance by Corollary 6.3. • The simple random walk on D ∞ is not ℓ 1 -noise sensitive.
The infinite dihedral group
• The lazy simple random walk on D ∞ is ℓ 1 -noise sensitive.
The Cayley graph of D ∞ with respect to the generating set {a, b} is a line, so it coincides with the Cayley graph of Z. Therefore random walks on D ∞ are related to random walks on the integers, which explains the first statement. However the edge labellings are very different. This difference will be key to the second statement. Note that both simple and lazy simple random walks on D ∞ are entropy noise sensitive by the same argument as in abelian case. Corollary 6.3. The ℓ 1 -noise sensitivity and the noise sensitivity in average word distance are not group properties but depend on the probability measure. A fortiori they are not preserved under quasi-isometries.
Let us now describe precisely the labelling of the Cayley graphs of Z and D ∞ . In the integers, from each vertex there is an edge to the right labelled by +1 and and edge to the left labelled by −1. In the dihedral group, let us say that the words (ab) k correspond to even positions and the words (ab) k a to odd positions. At each even position, there is an edge to the left labelled by a and an edge to the right labelled by b. At each odd position, this is the converse.
Proof of Theorem 6.1. For the simple random walk, the key observation is that position X n and time n have the same parity. The path parametrized by X n corresponds to a random walk on the integers where the increments at odd times are +1 for a and −1 for b, and the increments at even times are +1 for b and −1 for a. This provides a simple random walk on the integers, which is neither ℓ 1 -noise sensitive nor noise sensitive in average word distance by Proposition 5.2. For lazy random walks, time and position no longer have the same parity. Let us first observe the effect of refreshing one increment. Denote X n = v 0 sv 1 and Y n = v 0 rv 1 with s, r independent, µ-distributed in {a, b, e}. By abuse of notation, we denote X n = v 0 + s + v 1 the corresponding path in the integers.
When s ∈ {a, b} and r = e (or vice-versa), it corresponds in the integers to s = ±1 (the sign depends on the parity of v 0 ) being replaced by r = 0 (or vice-versa). Thus v 0 s and v 0 r have different parity, so the next moves of the random walk, described by the word v 1 , will be mirrored of the moves in the original walk. We write Y n = v 0 + r − v 2 .
When s = a and r = b (or vice-versa), then s = ±1 (depending on v 0 ) is replaced by r = ∓1. The parity is not modified and we write Y n = v 0 + r + v 1 . Now denote X n = v 0 s 1 v 1 s 2 . . . s ℓ v ℓ a lazy simple random walk where s i are the increments to be refreshed and v i are words. With the notations above, it corresponds to a sum
in the integers. The refreshed sample Y ρ n = v 0 r 1 v 1 . . . r ℓ v ℓ corresponds to a sum
where α i = ±1 are given by α 0 = 1 and α i = −α i−1 if and only if s i ∈ {a, b} and r i = e or vice-versa, i.e. there is a change of parity, which occurs with probability 4/9. At this stage of the proof, we can get an intuition of the result because the sum r i is actually independant of the sum s i and the Lyapunov central limit theorem applied to the random variables ±v i ensures that the sums v i and α i v i are essentially independent. This is essentially equivalent to noise sensitivity at large scale. However, to obtain ℓ 1 convergence, we need to construct a coupling between (X n , Y ρ n ) and (X n , X ′ n ). For this, we use the additive model of expressions (7) and (8) . We first consider a sample L of the locations of refreshed increments. The expected size of L is ρn. Then with probability 1/9 we set for each i in L that s i = r i = 0. The remaining sites form a subset K = {j 1 , . . . , j k } of expected size 8ρn/9.
We first study the laws of X n , X ′ n , Y ρ n conditionned by L and K. Replacing L by K in the notations above, we will emulate the following sums:
The number of terms in the sums (i.e. the length of the corresponding words) w t = jt+1−1 j=jt+1 s j is determined by K and L. When we sample L, these lengths are independant (except for the last one) and follow a geometric law.
We first produce the vectors (w j ), (w ′ j ), (α j ) as follows. To begin with, we reorder the index set so that the lengths of the words occur in decreasing order. While the length is at least 2, we sample w j , w ′ j independantly according to the appropriate convolution of µ. Then we assign α j according to the following rules:
If not specified by the rules above, α j is given by a fair coin. Informally, these rules tend to force the sums (walks) to vary together and stay close.
When the length is 1, we first sample how many pairs (w j , w ′ j ) belong to {(0, 0), (±1, 0), (0, ±1)} or to {(±1, ±1)} according to a 5/9 Bernoulli coin, and keep the first kind first, to which we apply the same rule as above. For the second kind, we still apply the same rules until the differ-
Then and on, we sample independant (w j , α j ) fairly in {(±1, ±1)} and assign w ′ j = α j w j . Facts 6.4. By construction
• ( w j , (α j )) has the law of µ * n−ℓ × B(1/2) * k .
• Let
be the difference between the final values. For any ε > 0 and n large enough, we have
The two first points are clear, and the third one guaranteeing almost matching will be proved below. Now let us emulate the couples (s j , r j ). For this we use the sign vector (α j ) j∈K which tells us for each value j in K whether we must sample (s j , r j ) according to the measure µ − equidistributed on {(0, ±1), (±1, 0)} or to the measure µ + equidistributed on {(±1, ±1)}: we sample according to µ − when α j = −1, and according to µ + when α j = +1. This guarantees that the sign vector emulated in our procedure coincides with the sign vector of the dihedral action in (9) , so that (X n , Y We obtain coupling that (X n , Y
with overwhelming probability under the conditionning by L and K. To get the theorem we combine it with law(X n , X
Indeed, by construction ( w j , w ′ j ) has the law of µ * n−ℓ × µ * n−ℓ . Moreover they come with a sign vector (α j ) which rules the number of sites k − (resp. k + ) in K where we sampled (s j , r j ) according to µ − (resp. µ + ). Observe that both k − and k + are binomial of mean 4ρn/9.
The law of i∈L (s i , r i ) conditionned by the sign vector is µ * k− − * µ * k+
is generically arbitrarily close to . It follows that for any ε > 0 and n large enough, there is a probability
We deduce convergence (10) .
Finally there remains to prove the third Fact 6.4. This is where we use the rules described above. Their effect is to bring closer the trajectories w 0 + α 1 w 1 + · · · + α k w k and w
Recall that we ordered decreasingly the length of the words. We distinguish three regions. There are first a few long words but as their total length is o(n), the differences ∆ j between the trajectories have order o( √ n) generically. Secondly there is a large region where the words have size of order 1 ρ . There the rules imply that the difference ∆ j is positively drifted to zero, hence is at most logarithmic with respect to time and the typical intervalle between crossings of the trajectories is at most logarithmic as well. Finally there is a tiny c > 0 depending on the refreshing parameter ρ such that cn final words are of length 1 and their samples are of kind {(±1, ±1)}. With overwhelming probability, there occurs a crossing in this region, raising |∆ j−1 | ≤ 1. The final rule of sampling triples (w j , w ′ j , α j ) guarantees that the trajectories remain at distance at most 1 and so |∆ k | ≤ 1 as well. Remark 6.6. Theorem 6.1 shows that virtually abelian groups may be ℓ 1 noise sensitive. Informally, this is due to the noise sensitivity of the action of the finite quotient on the torsion free subgroup. It is obvious that if we are given a trajectory in the streets of New York by a sequence of moves North-South-East-West and we misread one instruction, we will still end up close to the aim. However if the instructions are given in terms of Forward-Backward-Left-Right and we miss a turn, we will most likely end up very far from the aim. It would be interesting to understand precisely when a virtually abelian group is noise sensitive or not.
Wreath products
Let G and Λ be two groups. Assume G acts transitively on a set S. The permutational wreath product of G and Λ over S is the semi-direct product
Its elements are pairs (f, g) where f : S → Λ is finitely supported and g belongs to G. The action of G on finitely supported functions is by translations gf (·) = f (·g). Given an arbitrary point o in S, a natural generating set is the union of elements (id, g) for g in some generating set of G together with elements (δ λ , id) for λ in some generating set of Λ where δ λ (x) = λ if x = o and δ λ (x) = id otherwise.
When S = G is acted upon by the right regular representation, we recover the (usual) wreath product and we simply denote it by Λ ≀ G.
The lamplighter group
The lamplighter group is the wreath product Z/2Z ≀ Z. Its elements are pairs (f, t) where t is an integer and f : Z → Z/2Z is a finitely supported function. As the action is by shift on Z, the product is (f, t)(f
. One can think of t as a position of a lighter and f as a space of configurations of lamps on or off. The group is generated by (0, ±1), which correspond to moves of the lighter, and (δ 1 , 0) where δ 1 is given by the Kronecker symbol δ 1 (x) = δ 0x , which corresponds to switching on or off the lamp at the lighter's position. Let µ 1 be equidistributed on {(0, 0), (δ 1 , 0)} and µ 2 be equidistributed on (0, ±1), then the measure µ := µ 1 * µ 2 * µ 1 is called the "switch-walk-switch" measure.
Theorem 7.1. The lamplighter group with switch-walk-switch measure is entropy noise sensitive and partially noise sensitive in average word distance.
This group is not ℓ 1 -noise sensitive by Corollary 5.3.
Proof. Let X n = s 1 . . . s n = (f n , x n ) denote a sample. The projection x n to the integers is a simple random walk. We denote
Loc(x, n) := {0 ≤ t ≤ n : x t = x} the local time at x (both the set and its cardinal are called local time by a slight abuse). Conditionned on the local time, the state of the lamp at x is given by:
Let us denote R n := {x ∈ Z : Loc(x, n) > 0} the range of the random walk projected to the integers. The entropy of X n is given by
because to describe X n we need to provide the lamp configuration on the range and the position (which has only logarithmic entropy). Note that we use logarithm in base 2. It is well-known that E|R n | ≍ √ n and that, by gaussian decay, the expected size of range is homogeneous in the sense that E½ A |R n |/E|R n | −→ 0 when P(A) → 0, uniformly in n.
Now consider a refreshed sample Y ρ n = r 1 . . . r n = (g n , y n ). Again conditionning by the trajectory projected onto the integers, it appears that the conditionnal entropy satisfies
where
t was refreshed}, because for x in this set of refreshed lamps, the value g n (x) is independant of the sample X n . Moreover, for a given x in the range of Y ρ n , the probability that the lamp is not refreshed is precisely (1 − ρ)
Loc(x,n) , so our conditionnal entropy is related to the distribution of local time. The Ray-Knight theorem guarantees that
So for any δ > 0, there exists an ε > 0 such that with probability ≥ 1 − δ on the projected trajectory:
In this set each lamp is refreshed with proba
Using also the homogeneity, we deduce that for any δ > 0 and n large enough
Entropy noise sensitivity follows from (11), (12) and (13) . The distance between two elements (f, x) and (g, y) is the minimal number of steps for the lighter to start from position x, switch all lamps at positions f (x) = g(x) and go to position y.
This implies partial noise sensitivity in average word distance.
A lower bound for permutational wreath products
The ideas in the previous proof can be used in arbitrary permutational wreath products, but it is usually difficult to obtain informations about local times. We give a weaker statement which will be used in the next section.
Given an action of G on S, recall that the inverted orbit of a point x in S under a word w = s 1 . . . s n is the set O(w) = {x, xs n , xs n−1 s n , . . . , xs 1 . . . s n } .
A switch-walk measure on Λ ≀ S G is a measure of the form µ Λ * µ G where µ G is an arbitrary measure on G and µ Λ is an arbitrary measure on the copy of Λ siting over a fixed point o in S, namely Λ = {δ λ : λ ∈ Λ}.
Lemma 7.2. Let Λ be a finite group. A switch-walk random walk on Λ ≀ S G satisfies
The righthand side is simply a lower bound on the expected number of lamps refreshed. This lemma in its own does not provide information on noise sensitivity because the righthand side depends on the noise parameter ρ.
Proof. Let X n = (f n , g n ) denote a sample of the random walk. The lamp at x takes value
where Loc(x, n) := {0 ≤ t ≤ n : o.s t . . . s n = x} and λ t are independant of law µ Λ . Note that the inverted orbit of X n consists of points with positive local time.
Now to sample Y Loc(x,n) , which is ≥ ρ as soon as x is in the inverted orbit of
Permutational wreath products of directed groups acting on rooted trees
Let T = Td be a spherically homogeneous rooted tree of degree sequenced = (d k ) k∈Z + . This is a rooted tree where each vertex in the sphere of radius k (centered at root) has exactly d k ≥ 2 neighbors in the sphere of radius k + 1. Once we fix an identification between subtrees attached to the first level, the group Aut(Td) of rooted automorphisms of this tree is canonically isomorphic to the permutational wreath product Aut(T σd ) ≀ {1,...,d0} S d0 , where σd = (d k+1 ) k∈Z + is the shifted sequence. In a slight abuse of notation, we identify an element and its image and write g = g| 1 , . . . , g| d0 σ. By induction, we can defined the section g| v for any vertex v of T .
Let us now recall briefly the definition of directed groups of rooted tree automorphisms, see [10, 11] for more details. An automorphism is rooted if all its sections g| v are trivial (for v different from the root). The subgroup Hd of directed automorphisms is defined self-similarly, declaring that h = h| 1 , . . . , h| d0 σ belongs to Hd if and only if the permutation σ fixes the point 1, the automorphisms h| 2 , . . . , h| d0 are rooted and h| 1 belongs to H σd . There is an abstract isomorphism a finite group. A group G = G(S, H) of automorphisms of T is directed if it admits a generating set of the form S ∪ H with S rooted and H directed. Whend is a bounded sequence, a finite subgroup H of Hd is saturated if for each k the projection to A k of the uniform probability on H is a measure such that conditionned on σ the law of each a| i is uniform in S d k+1 , where we denote a = a| 2 , . . . , a| d k σ the elements of A k . For example, H is saturated when the uniform probability on H projects to uniform on A k for each k, or if it projects to uniform diagonal embeding of
. Saturated directed groups include many groups acting on rooted trees such as the Grigorchuk groups and generalizations [17, 18, 8] and the mother automata groups of degree 0 [7, 3] . For the first Grigorchuk group, we would have S = a and H = b, c, d for the usual notations.
Let G = G(S, H) be a saturated directed group and S be the orbit of the "leftmost" point 1 ∞ in the tree boundary under the action of G. Then the permutational wreath product Λ ≀ S G is generated by S ∪ H together with the copy of Λ siting at 1 ∞ , i.e. the functions δ λ (x) = λ if x = 1 ∞ and δ λ (x) = id otherwise. We denote Λ = {δ λ λ ∈ Λ}. Observe that this group is also self-similar since δ λ = δ λ , id, . . . , id under natural identifications. Observe also that [Λ, H] = {id}. The switch-walk measure on Λ ≀ S G is the measure on ΛHS obtained by taking uniform and independant measure on each of the three factors. Theorem 7.3. Let G = G(S, H) be a saturated directed group of a tree T of bounded degree. Let S be the orbit of the point 1 ∞ in the tree boundary under the action of G and let Λ be a finite group. Then the switch-walk random walk on the permutational wreath product Λ ≀ S G is partially entropy noise sensitive.
Permutational wreath products of the form Λ ≀ S G have been used to obtain groups with prescribed growth or entropy (with Λ finite) or speed (with Λ = Z) [5, 12, 6, 11, 4] . In particular, Theorem 7.3 applies to the extensions of the Grigorchuk group introduced by Bartholdi and Erschler in [5] .
Proof. For these groups, Amir and Virag [4] have shown that the entropy of the random walk can be expressed up to multiplicative constants as H(X n ) ≍ E |O(X n )|, where O(X n ) is the inverted orbit of 1 ∞ and the constants depend only on the degree of the tree. By [11, Proposition 3.8] , the size of the inverted orbit is the sum of that of the sections |O(X n )| = d0 t=1 |O(X n | t )|. By induction, we deduce that for any k
Moreover by [ ). In particular, the switch-walk random walk induces (slowed down) switch-walk random walks on the sections. The key point is that the refreshing parameter ρ increases under taking sections.
To see this, let us denote an increment as s i = h i σ i with σ i uniform in S d0 and h i = h ′ i , a i2 , . . . , a id0 π i uniform in ΛH. Then each factor h t r is a product of exactly k factors h ′ i with probability 1 d0 k d0−1 d0 and each factor a t r is a product of exactly k factors a ij with probability d0−1 d0 k 1 d0 . Note that this is not true for the last factor of X n | t because of time truncation. It follows that a factor h t r is refreshed with probability
and a similar formula holds for the refreshing parameter of a t r . By induction, we deduce that for any initial ρ > 0, there exists a level k at which the refreshing parameter is ρ k ≥ The choice of measure is heavily used in the proof to get similar random walks at the sections.
Perspectives and questions
As mentionned in the introduction, our observations on noise sensitivity lead us to believe that the only obstructions to noise sensitivity are virtual homomorphisms onto Z and non-Liouville property, whence Question 1.5 and Conjectures 1.6 and 1.7. We record here some questions and tasks for further study of noise sensitivity of groups.
1. Find more examples of ℓ 1 -noise sensitive groups.
• Clarify which virtually abelian (or more generally nilpotent) groups are ℓ 1 -noise sensitive, and for which measures.
• Is the wreath product of a finite group with the dihedral group ℓ 1 -noise sensitive for some measure? If yes, it would provide an example with exponential growth.
• Study noise sensitivity phenomena in other Liouville groups, such as degree 0 automata groups [2] , degree 1 mother automata groups [3] or simple groups [22, 23] .
• Find examples of strongly ℓ 1 -noise sensitive groups, i.e. noise sensitive with respect to any (finitely supported generating) probability measure. Possibly, this would be the case for any torsion or simple Liouville group. We expect this property to hold for the first Grigorchuk group.
2. Noise sensitivity could also be studied quantitatively.
• The choice of refreshing parameter ρ to be constant is arbitrary and it is natural to consider a parameter ρ(n) depending on the length n. There should be a threshold over which the noised random walk resembles an independant sample. Our definitions of noise sensitivity simply require that this threshold is tending to 0.
A lower bound is given by entropy consideration: the entropy of the noise should be no less than that of the independant sample: ρ(n)nH(µ) ≥ H(µ n ). However this is not enough in general (e.g. Z is not ℓ 1 -noise sensitive).
• Does partial ℓ 1 -noise sensitivity (∃c > 0, ∀ρ ∈ (0, 1), lim inf π ρ n − µ 2 n 1 ≥ c) imply Liouville property?
3. About entropy noise sensitivity:
• it is likely that the proof of Theorem 7.1 could be improved to show that when G is entropy noise sensitive, then G ≀ Z and G ≀ Z 2 are entropy noise sensitive as well. It would be a consequence of Conjecture 1.7. By Proposition 4.3, this is no longer true for wreath products with Z d for d ≥ 3 as they are non-Liouville.
• Is it true that partial entropy noise sensitivity is equivalent to entropy noise sensitivity?
4. About the relationship between notions of noise sensitivity:
• Is it true that ℓ 1 -noise sensitivity implies entropy noise sensitivity?
• Is it true that large scale noise sensitivity implies noise sensitivity in average word distance?
• Are there random walks on groups not satisfying the homogeneity assumptions of Definitions 3.1 and 3.3?
5. About average distance noise sensitivity.
• Abelian groups are not (even partially) noise sensitive in average distance for any measure.
Are there other groups with this property ?
• Is it possible that lim inf
