Understanding the dynamics between communicating cell assemblies is essential for deciphering the neural code and identifying the mechanism underlying memory formation. In this work, in order to unveil possible emergent intrinsic memory phenomena in the communication between cell assemblies, we study the spontaneous dynamics of in vitro spatially confined inter-connected neuronal circuits grown on multi-electrode arrays. The spontaneous dynamics of the global network was characterized by the coupling of the activity independently generated by each circuit.
Introduction
The nature of cortical representations is central for understanding how memory and cognitive operations are implemented by the brain. In 1949, Donald O. Hebb [1] introduced the concept of 'cell assembly' to describe a functional unit composed by a group of cells connected through excitatory synapses. Nowadays, thanks to more advanced techniques [2] evidences for the existence of Hebbian cell assemblies and the underlying associative learning mechanisms [3] [4] [5] have been provided. Indeed, multiple single-unit recordings revealed that the coordination of cell firing in cortical networks is more complex than postulated with an important role also played by the precise relative firing times and temporal correlations in neural ensembles [6] [7] [8] [9] [10] . All these observations led to a renewed wider vision of the neural coding problem, widening the rate coding to spike based coding mechanisms. Experimental and theoretical evidences support the possibility that the brain operates through coordinated activation of cell assemblies [11] [12] [13] [14] [15] , which can be regarded as dynamic functional units that transiently interact with each other, shaping and underlying different brain states.
Despite the very recent technological progress [16] [17] [18] [19] , monitoring with high spatiotemporal resolution the structure and the dynamics of in vivo neuronal networks is still challenging. To this end, the development of in vitro neuronal networks is of significant interest due to their easy accessibility, monitoring, manipulation and modeling [20] .
Moreover, in the last decades, many studies proposed advanced substrate patterning methods to support in vitro technologies, able to induce neuronal networks to grow according to an imposed topology: surface modification by silane chemistry [21] , photolithographic techniques [22] , deep-UV lithography [23] , soft lithography [24] and spot-arrays of adhesion molecules [25, 26] Thanks to those different patterning techniques, it has been possible to provide simplified but plausible representations of interacting cell assemblies through engineering inter-connected neuronal sub-populations [11, 12, 14, [27] [28] [29] [30] . These experimental models constitute a valid alternative to widely studied 2D homogenous cultures which lack any spatial constraints on the self-organized emergent wiring of the circuits, a constraint that is definitely present in in-vivo architectures. Notably, using such in‫נ‬vitro structural modularity approach it has been shown how richer repertoires of spontaneous synchronizations emerge compared to 2D homogenous cultures [29] [30] [31] .
Using such structured in vitro networks, it has been shown how different spontaneous motifs of activity can be found [32] and how memory can be imprinted by using focal chemical stimulations inducing local disinhibition on cultured neuronal networks. In [32] , after an initial characterization of the network motifs and their initiation sites, the authors reported how a new motif starting at the site of chemical stimulation could be imprinted and played spontaneously without erasing preexisting motifs.
Similarity between spontaneous and evoked activity patterns was previously described in a number of in vivo studies [33] [34] and a recent study has confirmed such observation in vitro [35] . In this work, similarly to what previously described [12, 27, Jackman et al ., 1999) to induce the self-organization of networks into inter-connected spatially defined neuronal assemblies. The developed modular networks have been cultured on conventional Micro Electrode Arrays in order to monitor their electrophysiological activity [36] [37] [38] [39] . Focusing on the spontaneous occurrence of the network motifs in order to unveil possible emergent intrinsic memory phenomena in the communication between cell assemblies, we provide evidence about the existence of a short-term memory window lasting about two dozens of seconds within which motifs share high similarity. These results support the idea that instantaneous dynamical memory in brain networks represents an intrinsic capability of interconnected cell assemblies to maintain similar coordinated activation, and therefore holding the same information content, over time courses which have been typically reported in in-vivo working memory studies [40] . Primary cell culture. Cultures were prepared as described previously [12, 41] .
Methods

Ethics
Briefly, the entire neo-cortex of Sprague Dawley rat embryos (E18-19) was removed, chopped with scissors in a Trypsin EDTA solution. Dissociated cells were suspended in a growth medium (5% FCS, 2% B27, 1% L-Gln, 0.5% Pen-Strep in Neurobasal A medium). Cell suspension was diluted to reach the desired concentration.
Neuronal network patterning using poly-d-lysine (PDL) stencils. The process of PDL patterning was detailed in previous publications [42] [29] . Briefly, PDL (Sigma, Cat. No. p7405) islands on top of MEAs were prepared with a soft lithography process using polydimethylsiloxane (PDMS) stencils. PDMS is an elastomer widely used for biomedical applications because of its well-known properties of highly temperature, chemical and oxidation resistance, biocompatibility, transparency and permeability to gases [43] ; plus it is an electrical insulating and not toxic, making it suitable to the culture of primary neurons [44] . In addition, it can be easily micro-structured by soft lithography, thus obtaining several low-cost replicas from a single master [45] [46] [47] . An SU8-2075 (Micro Chem) mold was patterned on a silicon wafer. The pattern was identical to the negative pattern of the electrode array. The stencil was prepared by spin coating the wafer with PDMS. After detaching the PDMS substrate from the mold, the stencil was placed on commercial MEAs and the stencil's pattern is aligned with the electrode locations. The PDL solution is dripped onto the PDMS stencil and incubated overnight at 37°C. The PDMS stencil is removed and MEAs were washed twice before cell plating. Once cells are plated, they spontaneously assemble to the coated islands and self-organize into active inter-connected circuits. For obtaining monolayers or clustered circuits as well as to impose and shape their connectivity, three parameters are required; cell plating density, distance between circuits, and circuits' size. These parameters are not independent since, given a fixed distance between two circuits, the probability that they spontaneously establish a connection increase with the circuits' size, by increasing the distance between the squares it was possible to change the probability to establish spontaneously generated inter-connections among the modules, passing from highly connected modules to isolated ones [42] .
The cultures were maintained at 37°C with 5% CO2. The growth medium was partially replaced every 4 day. By increasing the distance between the squares it was possible to change the probability to establish spontaneously generated interconnections among the modules, passing from highly connected modules to isolated ones. Vpp, duration 500 µs and duty cycle 50%) delivered to each module (i.e. two channels per module) followed by 10 minutes of rest. For each assembly, a random electrode producing clear within-module evoked activity, was chosen for studying the evoked network response. The purpose of the stimulation was not to imprint memory, rather to evaluate the effective connectivity (i.e. propagation of activity) between the circuits. Data analysis. All data analysis has been performed using MATLAB (MathWorks, Natick, MA).
High-pass filtering, spike extraction, active electrodes (AEs) and multi-unit activity (MUA).
Electrical recordings were first pre-processed using a zero-phase digital filtering ("filtfilt" function) with high-pass cut-off set at 100 Hz. All analysis steps described below were applied to the filtered signals. For each electrode, the noise level was estimated by fitting the probability density function of the signal with a Gaussian, in the 5 th to 95 th percentile interval, over the initial ten minutes' recordings. A threshold of 4 standard deviations below the mean was used to extract the timing of the negative peak of the spikes with an imposed refractory time between spikes of 1 ms. In this work, no spike sorting was applied and all the spikes, i.e. multi-unit activity (MUA), recorded by each electrode were considered. In particular, only electrodes recording spikes with a total average frequency higher than 0.001 Hz were included in the analysis, and they are referred in the text as active electrodes (AEs). with j>=1 and j<=T-k.
Bimodal lognormal distribution of inter-spike interval and inter-spike interval cutoff threshold (COT).
For each network, the global inter-spike interval sequence was calculated by pooling all the inter-spike intervals of each active electrode. The distribution of the decimal logarithm of the global inter-spike intervals (in ms), calculated in bins of 0.05 in the interval 0 (corresponding to 1 ms) to 5 (corresponding to 10000 ms), was fitted by the sum of two lognormal distributions. The time corresponding to the minimum in between the two lognormal was applied as cut-off threshold (COT) to remove "isolated" spikes, i.e. preceded or followed by spikes with an interval larger than COT.
Detection of network events (NEs) and conversion into activation-order matrixes (AOM).
In order to detect NEs, a binary time-series with a time resolution of one millisecond was built for each electrode. In order to mark time windows with neuronal firing bursts, epochs of inter-spike intervals below COT were marked with ones. A NE was considered to start when more than one electrode was firing at the same time and stopped when less than two electrodes were simultaneously firing. Each NEm 
NEs similarity and average similarity of NEs as function of temporal distance (SNE).
For every pair (i,j) of NEs, the similarity matrix Sij (1<=i,j<=M, where M is the total number of NEs) was calculated according to the following:
where Ai is the set of electrodes that participate in event i, Aj is the set of electrodes that participate in event j, C is the number of identical non-zero elements in AOM(i) and AOM(j), |⋅| denotes the cardinality of a set, and B is the cardinality of the intersection of Ai and Aj (i.e. B=| Ai ∩ Aj |). This definition of similarity which varies between 0 (no similarity) and 1 (identical NEs), quantifies in a unique parameter the similarity of the patterns of electrodes recruited in the NEs (spatial component) and the amount of identical pair-wise activations (temporal components). When dendrogram analysis on the similarity matrix was performed, Euclidean distance and Ward's linkage criteria were applied.
In order to calculate the average similarity between pair (i,j) of NEs as a function of their temporal distance t (SNE(t), where t=|ti-tj|, and ti and tj are the time in seconds of NEi and NEj), the time window [0 ÷ 50sec] was binned in one second intervals and the average similarity of every pair of NEs with t falling within a given bin was calculated.
In order to calculate the SNE on randomized sequence of NEs, the order of the NEs was randomized while keeping the AOM and time of NE occurrence ti (1<=i<=M)
unchanged. The average and standard deviation of the mean.
Assembly-pooled PSTHs and latency of response. Assembly-pooled PSTHs (Post Stimulus Time Histogram) with ten milliseconds bins were obtained by pooling all the spikes recorded within a given assembly in response to electrical stimuli. The latency of the PSTH peak was evaluated in sliding windows for obtaining higher temporal accuracy. Z-score was used to asses which neuronal assembly responded reliably to the stimulation.
Results
Spatially confined inter-connected neuronal circuitries: spontaneous dynamics and structural -functional match
We used in vitro cultured neuronal circuitries with predefined architectures (see Methods).
In this work, we used networks with different architectures grown on MEAs with the electrode layout optimizing the interface of the networks (Figure 1) . In all the experiments described in this work, the spontaneous activity was first recorded one hour, followed by a stimulation session where at least one of the electrodes recording from each module was used to evoke intra-circuit activity and to test the effective connectivity (i.e. propagation of activity) between the circuits (see Methods and Figure   2 ). All engineered neuronal networks used in this work behave as weakly coupled neuronal circuitries capable of independently sustaining synchronizations and occasionally synchronizing between them (Figure 3 ). Networks were composed by 6 neuronal assemblies or less. When instantaneously computing the FC on shorter time epochs, i.e. in the order of seconds, which is the characteristic temporal scale of the inter-burst events [48] , the instantaneous FC matrix (i-FC) displayed very different characteristics ( Figure 4B) . The i-FC shows that the network spontaneously explores different states composed by the correlated activation of distinct electrodes and circuits. Specifically, when looking at the inter-circuit FC, the ratio between i-FC and a-FC was in average 1.5+/-0.2 (N=21).
When looking at the similarity of the IFRn(t) at different time frames, we observed the presence of similar profile of network activity in closer time frames (i.e. next to the diagonal of the similarity matrix shown in Figure 4B , see Figure 5 ) but also at much larger time windows. Figure 4D reports the average network IFR for the different time frames considered in Figure 4B . The average along different diagonals shows an initial higher similarity transient in the first two dozens of seconds before decaying to baseline levels ( Figure 5 ). This observation is the rationale of the analysis reported below, aimed at dissecting the dynamics in the similarity of the spontaneous events as a function of their temporal distance, prompting the existence of a temporal window lasting dozens of seconds where the network shows a memory of the previously displayed events. Figure 4B is here plotted.
Network events: identification and similarity.
In order to get deeper into the instantaneous spatial -temporal organization of the network activity and its dynamics over the entire recording, we first focused on the temporal features of the MUA ( Figure 6A ). When looking at the inter-spike-interval over the entire spontaneous activity recording pooled across all electrodes, we observed that it is distributed as a bimodal lognormal distribution ( Figure 6A ), which highlight the existence of two characteristic temporal scales, a fast scale in the order of 10 ms (100 Hz fast firing) occurring during network synchronizations [29] and a slow temporal scale in the order of 1 sec (1 Hz slow firing) reflecting the interval between network synchronizations. As previously reported in literature, the fast temporal scale dynamic corresponds to network bursts or neuronal synchronizations while the slow one characterizes the inter-burst epochs [49] . In order to identify network events (NEs) composed by neuronal bursts and synchronizations recruiting more than one circuit, we first discarded out-of-burst spikes (see Methods) by applying the cut-off-threshold (COT) identified as the minimum between the two lognormal distributions (Figure 6 ), on the inter-spike-intervals. Once out-of-burst spikes were discarded, neuronal bursts epochs were identified in each electrode ( Figure 6B ; see Methods) by binarizing the time windows during which the inter-spike-interval was lower than the COT. A time resolution of one millisecond was used in the binary electrode time series where ones marked the bursting windows. According to the definition used in this work, a NE started when more than one electrode was bursting and stopped when less than two electrodes were bursting simultaneously. Every NE was represented by a NxN activation-order matrix (AOM, Figure 6C Given the above NE temporal representations we calculated the pair-wise similarity between all NEs (Figure 7) . The similarity index used in this work (see methods) takes into account the similarity of the spatial components of the NEs (given by the Jaccard index, i.e. the size of the intersection over the union of the sets of electrodes recruited in the NE pair) and the similarity of the temporal components of the NEs (i.e. the normalized number of matching elements in the AOMs). Figure 7 shows the similarity matrix for a representative network, where the NE indexes are reordered after clustering similar NEs (using dendrogram analysis, see methods). The clustering reveals the existence of groups of similar NEs (squared structures along the diagonal of the matrix),
i.e. NEs with both high spatial and temporal similarity spontaneously appear. [51] and the use of physical constraints [52] ; ii) for selective control of neurites guidance through, e.g. un-modified collagen scaffolds [53] or by controlling the direction of signal propagation at single-cell resolution [54] ; and iii) for studying the functional properties of networks with imposed topologies [11, 55, 56] by inducing neuronal networks to develop a range of predefined modular structures [14] .
Indeed, the networks realized in the context of this work can be defined as 'multimodular' and were composed of spatially confined neuronal circuits. The rationale of this approach originates from the following argument. Uniform, i.e. spatially unconstrained, neuronal cultures generate stereotyped synchronized events recruiting the all neuronal population [48, 57] . Such spontaneous synchronizations are also present when the network scales down to a population size of few dozens of cells [27, 30] .
Therefore, when in vitro self-organized networks of different population sizes do not experience any connectivity constraints, being axons and dendrites capable to grow freely also over long-distances, they naturally display stereotyped globally synchronized dynamics [48, 57] . Indeed, in the culturing two dimensional space, there
is not any a-priori imposed economy principle of connectivity between cells, and this represents a very different condition compared to in-vivo where spatial constraints affect networks' topology. By imposing spatial constraints on the two-dimensional space, spatially distinct circuits are created, and can independently generate spontaneous synchronizations while their mutual synchronization is strictly dependent on their connectivity strength. Specifically, poorly connected circuits occasionally synchronize while strongly connected circuits generate synchronized events recruiting the entire neuronal population as observed in uniform networks [58] . Therefore, the patterning design was mostly affected by two parameters, the circuit area and the intercircuit distance, whose combination allowed to maintain the mutual synchronization between the spatially defined neuronal circuitries while preserving their independent local spontaneous dynamics [42] .
Different structural layouts composing multi-modular networks (e.g. chain-like and feedforward networks) have been experimentally used to investigate how the layout influences the spontaneous activity. Furthermore, these networks have the capability of self-organizing forming spontaneous connections among the modules with the possibility to study how dynamics changes compared to uniform networks and to networks composed of well-known anatomical layouts [59] . Multi-modular networks can be electrically stimulated with the possibility to have a better control over the evoked activity, thanks to the structural and functional confinement ensured by the neuronal circuits. Several studies have been conducted within this framework, in particular, for investigating the relationship between structural and functional connectivity [60] , and for understanding the role played by each circuit in processing neural information [61] [62].
Therefore, the multi-modular modular neuronal networks adopted in this work provided a powerful tool for investigating the dynamics of communications among neuronal assemblies and the capability of structurally defined neuronal networks to generate large repertoire of dynamical motifs.
When looking at the similarity of the spontaneously generated NEs over time, we observed that network events displayed higher similarity within a time window of about twenty seconds, compared to randomly played (i.e. reshuffled) network events. This instantaneous memory-like phenomena shares similarity with the working memory (WM) process studied in-vivo in intact neuronal circuitries [40] . Although the dynamics described in this work are spontaneous and not elicited by stimulations, the endogenous instantaneous memory and the WM mechanisms share important similarities; Network models trying to reproduce WM phenomena have shown that network activity behaves as a continuous attractor, where the bump of the population firing rate survives the disappearance of the stimulus [65] , in a sort of sustained spontaneous activity shaped by the experienced stimulation and ii) a localized persistent activity pattern elicited by the stimulation tends to drift randomly as a diffusion process during the delay period [66] , coding for a distinct but similar stimulus (specifically with slightly drifted spatial location).
The drift of the population activity bump observed in WM models [65] is conceptually similar to the decay of similarity between network events reported in this work. In analogy to the instantaneous memory phenomenon reported in our research, the variability of discharges from single neurons and the level of correlation between neurons recorded simultaneously during the WM tasks, vary consistently with the drifting bump model [65] and contrary to the idea that inaccuracy in WM is primarily due to the slow decaying of the bump of neuronal activity itself.
The fact that spontaneous dynamics can be a grounding mechanism for working memory is furtherly supported by the evidence that similarity between spontaneous and evoked stimulated activity patterns has been reported in a variety of in vivo [33, 34, [68] [69] [70] and in vitro [71] studies.
This work describes memory emerges in a non-chain like networks, this matter is interpretable by the need of recurrent connectivity allowing the reverberation of activity.
We propose that the spontaneous activity of a network reflect the current state of the network which slightly change and naturally drift over a time course of two dozens of seconds, and suggest an interesting future approach that the state of the network, which shape the spontaneous activity, might be shaped by external stimulations (environment).
